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SUMMARY 
Some r e c e n t  developments i n  a c c e l e r a t i o n  of convergence methods f o r  v e c t o r  
sequences a r e  rev iewed .  The methods considered a r e  t h e  min imal  po l ynomia l  
e x t r a p o l a t i o n ,  t h e  reduced r a n k  e x t r a p o l a t i o n ,  and t h e  m o d i f i e d  min imal  p o l y -  
nomia l  e x t r a p o l a t i o n .  
a r e  o b t a i n e d  from t h e  i t e r a t i v e  s o l u t i o n  o f  l i n e a r  o r  n o n l i n e a r  systems o f  
e q u a t i o n s .  The convergence and s t a b i l i t y  p r o p e r t i e s  o f  these methods as w e l l  
as d i f f e r e n t  ways o f  numer i ca l  implementat ion a r e  d i scussed  i n  d e t a i l .  Based 
on t h e  convergence and s t a b i l i t y  r e s u l t s ,  s t r a t e g i e s  t h a t  a r e  u s e f u l  i n  
p r a c t i c a l  a p p l i c a t i o n s  a r e  suggested. Two a p p l i c a t i o n s  t o  compu ta t i ona l  f l u i d  
mechanics i n v o l v i n g  t h e  th ree -d imens iona l  E u l e r  e q u a t i o n s  f o r  d u c t e d  and 
e x t e r n a l  f l o w s  a r e  cons ide red .  The numerical  r e s u l t s  demonst ra te  t h e  u s e f u l -  
ness o f  t h e  methods i n  a c c e l e r a t i n g  t h e  convergence o f  t h e  t ime-march ing  
techn iques  i n  t h e  s o l u t i o n  o f  s teady  s t a t e  problems.  
The v e c t o r  sequences t o  be a c c e l e r a t e d  a r e  those  t h a t  
1 .  INTRODUCTION 
L e t  Rd denote t h e  d-dimensional  Car tes ian  space and l e t  Q be a subse t  
o f  Rd. Denote t h e  boundary o f  Q by ail. L e t  u ( t )  be t h e  s o l u t i o n  t o  t h e  
i n i t i a l  boundary v a l u e  prob lem ( I B V P )  
du - + + ( u >  = 0 i n  Q, d t  
A(u> = 0 on aQ (boundary c o n d i t i o n ) ,  ( 1 . 1 )  
M(u> = 0 a t  t = 0 ( i n i t i a l  c o n d i t i o n ) .  
H e r e  I$, A ,  and M a r e  l i n e a r  or n o n l i n e a r  o p e r a t o r s  ( d i f f e r e n t i a l ,  i n t e g r a l ,  
e t c . ) ,  and t denotes t i m e .  
*Work funded under Space A c t  Agreement C99066G; p r e s e n t  address:  Computer 
Sc ience Dept . ,  Technion - I s r a e l  I n s t i t u t e  o f  Technology, H a i f a ,  I s r a e l .  
Assume t h a t  t h e  I B V P  i n  e q u a t i o n  ( 1 . 1 )  has a t ime- independent  ( s t e a d y  
s t a t e )  s o l u t i o n  t h a t  we s h a l l  denote  u * .  Then u* i s  t h e  s o l u t i o n  t o  t h e  
boundary value prob lem (BVP)  
$ ( u * )  = 0 i n  Q, 
A(u*) = 0 on aQ (boundary  c o n d i t i o n ) .  
(1 .2 )  
S ince  u*  = l i m  u ( t > ,  one o f  t h e  w i d e l y  used techn iques  f o r  d e t e r m i n i n g  
t + w  
u* has been one i n  wh ich  t h e  I B V P  i n  e q u a t i o n  ( 1 . 1 )  i s  so l ved  by a t ime-  
march ing  techn ique.  S p e c i f i c a l l y ,  e q u a t i o n  ( 1 . 1 )  i s  d i s c r e t i z e d  t o  g i v e  t h e  
i t e r a t i  ve scheme 
un+ l  = q(u", n = 0,1, . . . ,  (1 .3 )  
where un i s  t h e  ( d i s c r e t e )  a p p r o x i m a t i o n  t o  u ( n A t )  and A t  > 0 i s  t h e  t i m e  
inc remen t .  The i n i t i a l  a p p r o x i m a t i o n  uo needs t o  be p r o v i d e d  i n  an 
a p p r o p r i a t e  way. O b v i o u s l y ,  when t h e  d i s c r e t i z a t i o n  scheme i n  e q u a t i o n  ( 1 . 3 )  
i s  s t a b l e  l i m  un = 6 ,  where G i s  t h e  f i x e d  p o i n t  o f  t h e  f u n c t i o n  q ( z )  and 
i n  a d d i t i o n  i s  a d i s c r e t e  a p p r o x i m a t i o n  t o  u * .  I n  p r a c t i c e ,  when 
I l u n + l  - un( 111 l u l  - uo1 I < E ,  f o r  some p r e s c r i b e d  
an accep tab le  a p p r o x i m a t i o n  t o  G .  Note t h a t  un+ l  - un = q(un) - un, wh ich  
i s  t h e  r e s i d u a l  o f  q d z )  - z f o r  z = un, and 1 1 . 1  I denotes some a p p r o p r i a t e  
v e c t o r  norm. 
n- 
E > 0, un i s  t aken  t o  be 
When the d i s c r e t i z a t i o n  scheme i n  e q u a t i o n  ( 1 . 3 )  i s  s t a b l e ,  f o r  n s u f f i -  
c i e n t l y  l a rge ,  un i s  c l o s e  t o  G ,  hence 
un+' = *(u") = q(G> + q ' ( G ) ( u n  - G )  + En = Aun + b + En, (1 .4 )  
. 
where A = q l C G >  i s  t h e  Jacob ian  o f  q a t  u ,  b = y(G) - q ' < G > G ,  and 
En s a t i s f i e s  I I E ~ ~ I  5 C I l u n  - fo r  some f i x e d  c o n s t a n t  C.  O b v i o u s l y  
A and b a re  independent  o f  n .  That  i s  t o  say, t h e  un, for s u f f i c i e n t l y  
l a r g e  n, s a t i s f y  ( a p p r o x i m a t e l y )  
un+l  = Aun + b .  ( 1 . 5 )  
Thus 
where, for any m a t r i x  B, p(B) denotes i t s  s p e c t r a l  r a d i u s .  
Normal ly  p [ q ( G > l  i s  v e r y  c l o s e  t o  1 ,  a l t h o u g h  i t  i s  s t r i c t l y  l e s s  than  
1 .  I n  a d d i t i o n ,  i n  some cases i t  can be shown t h a t  p[q'(G)I tends  t o  1 as t h e  
meshsize of  t h e  d i s c r e t i z a t i o n  - tends  t o  z e r o .  T h i s  causes t h e  sequence uo, u l ,  
u2 ,  . . . , to converge to  u v e r y  slowly. One s imp le  way t o  overcome t h i s  
p rob lem i s  by use o f  convergence a c c e l e r a t i o n  (or e q u i v a l e n t l y  e x t r a p o l a t i o n )  
methods t h a t  do n o t  r e q u i r e  t h a t  changes be made i n  t h e  b a s i c  i t e r a t i v e  scheme 
o f  e q u a t i o n  ( 1 . 3 ) .  I n  t h e  n e x t  s e c t i o n  we s h a l l  d e s c r i b e  t h r e e  such methods, 
namely, the  min ima l  po l ynomia l  e x t r a p o l a t i o n  (MPE) o f  Cabay and Jackson 
( r e f .  3 > ,  the reduced r a n k  e x t r a p o l a t i o n  ( R R E )  o f  Eddy ( r e f .  5 )  and Mes ina  
( r e f .  12),  and t h e  m o d i f i e d  m in ima l  p o l y n o m i a l  e x t r a p o l a t i o n  (MMPE) o f  S i d i ,  
I 
2 
Ford, and Smi th  ( r e f .  19 ) .  A s l i g h t l y  d i f f e r e n t  v e r s i o n  o f  RRE was e a r l i e r  
proposed by K a n i e l  and S t e i n  ( r e f .  1 1 ) .  A l l  t h r e e  methods o p e r a t e  on t h e  g i v e n  
v e c t o r  sequence 
i s  o b t a i n e d  (or, i n  t h e  c o n t e x t  of  t h e  d i s c r e t i z a t i o n  scheme (eq. ( 1 . 3 > 1 ,  
i r r e s p e c t i v e  o f  what y i s ) .  T h i s  i s  an i m p o r t a n t  p r o p e r t y  o f  these  methods 
as i t  a l l o w s  them t o  be a p p l i e d  i n  c o n j u n c t i o n  w i t h  i t e r a t i v e  methods f o r  b o t h  
l i n e a r  and n o n l i n e a r  problems w i t h  t h e  same ease. We must add, however, t h a t  
t h e  r a t e s  o f  a c c e l e r a t i o n  t h a t  can be achieved by u s i n g  these  methods depend 
on t h e  sequence i n  c o n s i d e r a t i o n .  Hence, i n  t h e  c o n t e x t  o f  e q u a t i o n  (1 .31 ,  i t  
i s  t h e  s t r u c t u r e  of q t h a t  de te rm ines  the r a t e s  of a c c e l e r a t i o n .  
uo, u l ,  u2,  . . . , only,  i r r e s p e c t i v e  of how t h i s  sequence 
I n  t h e  n e x t  s e c t i o n  we s h a l l  g i v e  a b r i e f  d e s c r i p t i o n  o f  MPE, RRE, and 
MMPE. These d e s c r i p t i o n s  a r e  based on the developments of t h e  survey  paper  o f  
Smi th ,  Ford,  and S i d i  ( r e f .  20) and o f  r e f .  19 and o f  S i d i  ( r e f .  1 5 ) .  F u r t h e r  
g e n e r a l i z a t i o n s  t h a t  a r e  proposed i n  r e f e r e n c e  19 w i l l  a l s o  be ment ioned.  The 
convergence and s t a b i l i t y  p r o p e r t i e s  o f  these methods have been ana lyzed  i n  
r e f e r e n c e s  15 and 19, S i d i  and B r i d g e r  (ref. 181, and S i d i  ( r e f .  1 6 ) .  Some o f  
these r e s u l t s  w i l l  be rev iewed  i n  s e c t i o n  3 .  I n  s e c t i o n  4 we s h a l l  p r e s e n t  
some a p p l i c a t i o n s  t o  c e r t a i n  th ree-d imens iona l  f l u i d  mechanics p r o b  ems. 
E x t r a p o l a t i o n  methods have r e c e n t l y  been used by seve ra l  a u t h o  s i n  
compu ta t i ona l  f l u i d  mechanics a p p l i c a t i o n s ,  see, f o r  example, Hafez e t  a l .  
( r e f .  7 ) ,  Wong and Hafez ( r e f .  22) ,  Wigton, Yu, and Young ( r e f .  2 1 ) ,  Jespersen 
and Buning ( r e f .  10). and Reddy and Jacocks ( r e f .  14) .  One o f  t h e  methods 
d e s c r i b e d  i n  t h e  p r e s e n t  work, namely, MPE, w i t h  some v a r i a t i o n ,  i s  employed 
i n  r e f e r e n c e s  10 and 14. 
Be fo re  c l o s i n g  t h i s  s e c t i o n  we ment ion t h a t  t h e  su rvey  paper ( r e f .  20) 
d i scusses  i n  d e t a i l  MPE and RRE, as w e l l  as t h e  w e l l  known s c a l a r  e p s i l o n  
a l g o r i t h m  ( S E A )  o f  Wynn ( r e f .  23) and i t s  two v e c t o r  v e r s i o n s ,  t h e  v e c t o r  
e p s i l o n  a l g o r i t h m  ( V E A )  o f  Wynn ( r e f .  24) and t h e  t o p o l o g i c a l  e p s i l o n  a l g o r i t h m  
( T E A )  o f  B r e z i n s k i  ( r e f .  2 ) .  SEA and VEA have been used i n  a c c e l e r a t i n g  t h e  
convergence o f  some numer i ca l  schemes i n  computa t iona l  f l u i d  mechanics,  see, 
e . g . ,  Hafez e t  a l .  ( r e f .  7 ) .  A s  e x p l a i n e d  i n  r e f e r e n c e  20 and i n  Ford  and S i d i  
( r e f .  6 ) ,  t h e  e p s i l o n  a l g o r i t h m s  a r e  expensive b o t h  s to ragew ise  and t imew ise .  
They need abou t  t w i c e  as much s t o r a g e  as MPE, R R E ,  or  MMPE, and t h e i r  vector  
o p e r a t i o n  c o u n t s  a r e  s e v e r a l  t i m e s  those  o f  MPE, RRE, or MMPE. 
We sha l  
developments 
2 .  D E S C R I P T I O N  OF VECTOR EXTRAPOLATION METHODS 
now g i v e  a b r i e f  d e s c r i p t i o n  o f  MPE, RRE, and MMPE based on t h e  
i n  r e f e r e n c e s  20, 15, and 19. 
L e t  xo, XI, x2, . . . , be a v e c t o r  sequence i n  t h e  complex N-dimensional  
Assume t h a t  t h i s  sequence converges, and denote  i t s  l i m i t  E u c l i d e a n  space CN. 
by s .  U s i n g  t h e  v e c t o r s  X i  o n l y ,  MPE, R R E ,  and MMPE produce approx ima t ions  
t o  s ,  wh ich  a r e  de termined as fol lows: 
De f  i ne 
U i  = AX1 = X i + l  - X i ,  W i  = A U i  = A 2 X i ,  i = O , I  ,2, . . . . ( 2 . 1  
3 
MPE - Min ima l  Po lynomia l  E x t r a p o l a t i o n  
Pick a p o s i t i v e  i n t e g e r  k 5 N and form t h e  m a t r i x  U by  
" = ['n [ "n+ l  ' ' 'n+k-l 1 ( 2 . 2 )  
and s o l v e  the ove rde te rm ined  (and i n  g e n e r a l  i n c o n s i s t e n t )  system o f  e q u a t i o n s  
uc  = -Un+k, ( 2 . 3 )  
) T ,  by  l i n e a r  l e a s t  squares.  W i th  co, c l ,  ' 'k-1 where c = ( c o ,  cl, . . . 
determined,  s e t  Ck = 1 ,  and l e t  ' 'k-1 . . .  
F i n a l l y  s e t  
k 
i s  t h e  d e s i r e d  a p p r o x i m a t i o n  t o  s .  Note t h a t  
n ,k where s 
k 
j =O 
C Y j = 1  
(2 .4 )  
(2.5) 
(2.6) 
as i s  i m p l i e d  by e q u a t i o n  ( 2 . 4 ) ,  ! . e . ,  sn,k 
v e c t o r s  Xn, Xn+l, . . . , xn+k, i n  wh ich  t h e  w e i g h t s  a r e  n o t  n e c e s s a r i l y  r e a l  
and nonnegat ive .  
i s  a we igh ted  "average"  of t h e  
I f  we d e f i n e  t h e  i n n e r  p r o d u c t  a s s o c i a t e d  w i t h  CN t o  be 
N -  
( y , z >  = y * z  = c y i z i ,  
i =1 
( 2 . 7 )  
z ~ ) ~  a r e  a r b i t r a r y  v e c t o r s  yN)>' and z = (z 1 , . . . , 
i n  CN, then t h e  ci a r e  e q u i v a l e n t l y  t h e  s o l u t i o n  t o  t h e  normal e q u a t i o n s  
k- 1 
I C  = -(Un+i,  Un+& i = 0,1, . . . , k-1. (2 .8 )  (Un+i 1 Un+j j j =O 
F i n a l l y ,  i f  we l e t  U+ be t h e  g e n e r a l i z e d  i n v e r s e  o f  t h e  m a t r i x  U, t hen  
t h e  v e c t o r  c i s  a l s o  g i v e n  by 
+ 
n+k'  c = - u u  
4 
(2 .9 )  
I 
RRE - Reduced Rank E x t r a p o l a t i o n  
P i c k  a p o s i t i v e  i n t e g e r  k N and fo rm t h e  m a t r i x  W by 
(2.10) 
and s o l v e  t h e  ove rde te rm ined  (and i n  genera l  i n c o n s i s t e n t )  s y s t e m  o f  e q u a t i o n s  
Wq = -Un, (2.11) 
)', by l i n e a r  l e a s t  squares.  W i th  qo, ql,  where q = (qo, ql, . . . ' qk-l 
determined,  s e t  ' qk-l . . .  
k- 1 
(2 .12)  
where sn,k i s  t h e  d e s i r e d  a p p r o x i m a t i o n  to  s. 
The qi a r e  e q u i v a l e n t l y  the s o l u t i o n  t o  t h e  normal e q u a t i o n s  
k- 1 
( w ~ + ~ ,  W n+j)qj  - - ( w ~ + ~ ,  u,,), i = 0,1, . . . , k-1. (2 .13)  
j =O 
Also, i f  W+ i s  t h e  g e n e r a l i z e d  i n v e r s e  o f  t h e  m a t r i x  W ,  t h e n  t h e  v e c t o r  q 
i s  g i v e n  by 
(2.14)  + q = - W  Un. 
I n t e r e s t i n g l y  enough, Sn,k for  RRE, j u s t  l i k e  Sn,k f o r  MPE, can be 
S p e c i f i -  expressed as i n  e q u a t i o n  (2.51, w i t h  equa t ion  (2 .6 )  h o l d i n g  t r u e .  
c a l l y ,  t h e  q i  and t h e  co r respond ing  y j  for  RRE a r e  r e l a t e d  by 
yo = - 90; y j  = q j - 1  - q j '  - -  < j < k-l; Yk - qk-1. (2 .15)  
MMPE - M o d i f i e d  Min imal  Polynomia l  E x t r a p o l a t i o n  
P i c k  a p o s i t i v e  i n t e g e r  k < N and form t h e  m a t r i x  U as i n  equa- 
t i o n  (2 .2 )  and " s o l v e "  t h e  ove rde te rm ined  system o f  e q u a t i o n s  i n  e q u a t i o n  (2 .3 )  
f o r  c = ( c o ,  c l ,  . . . , c k - l > T ,  i n  t h e  sense 
QUC = -QUk, (2.16) 
where Q i s  a f i x e d  k x N m a t r i x  of  f u l l  r a n k .  O b v i o u s l y  t h e  m a t r i x  QU o f  ' a r e  t h e  rows o f  t h e  m a t r i x  Q, e q u a t i o n  ( 2 . 1 6 )  i s  k x k. I f  qi, . . . , qk 
t h e n  e q u a t i o n  (2.16)  can a l s o  be expressed as 
T 
k- 1 
(2 .17)  
5 
c . f .  equa t ion  (2 .8 )  f o r  MPE. Now s e t  Ck = 1 and de te rm ine  
0 - < j k, by e q u a t i o n  ( 2 . 4 > ,  and Sn,k, by e q u a t i o n  ( 2 . 5 ) .  
De te rm inan ta l  r e p r e s e n t a t i o n s  for Sn,k e x i s t  b o t h  f o r  
MMPE, and they  a r e  o f  t h e  form 
where D(u0, u l ,  . . . , uk) i s  t h e  d e t e r m i n a n t  
D(uo, ul, . . . , u ) = k 
and 
OO 
0,1 
U 
0,o 
U 
'k-1 ,O 'k-1 ,1 
) f o r  
) for  
) f o r  
'i , j  
. . .  
. . .  
. . .  
MPE, 
RRE, 
MMPE . 
MPE, RRE, and 
Ok 
O,k 
U 
'k-1 ,k 
When t h e  ui a r e  v e c t o r s  D(u0, u l ,  . . . , uk> i s  a l s o  a v e c t o r ,  and i s  
k 
d e f i n e d  t o  be 
i =O 
The approx i mat 
k + 2 vec to rs  Xn, 
de f i n i t i on s . 
A s  f a r  as t h e  
t i v e s  e x i s t :  
u i N i ,  where Ni i s  t h e  c o f a c t o r  of ai. 
(2 .18 )  
( 2 .  19) 
(2 .20)  
ons Sn,k f o r  a l l  t h r e e  methods a r e  de te rm ined  from t h e  
Xn+l, . . . , xn+k, as can e a s i l y  be seen from t h e i r  
mp lementa t ion  o f  MPE and RRE i s  concerned, a few a l t e r n a -  
( 1 )  S o l u t i o n  by l e a s t  squares packages: 
p rob lems,  t h i s  approach may become v e r y  c o s t l y  f o r  l a r g e  s c a l e  p rob lems i n  
wh ich  N, t h e  d imens ion  o f  t h e  v e c t o r s ,  i s  v e r y  l a r g e  and k i s  n o t  s m a l l .  
We may even r u n  i n t o  s t o r a g e  problems, as t h e  p r e s e n t  l e a s t  squares s o l v e r s  
r e q u i r e  t h e  m a t r i x  o f  t h e  e q u a t i o n s  t o  be s o l v e d  (U f o r  MPE and W fo r  RRE) 
t o  be s to red  i n  co re  memory. One way o u t  o f  t h i s  l i m i t a t i o n  would be t o  modify 
these solvers so t h a t  t h i s  m a t r i x  can be s t o r e d  i n  a secondary s t o r a g e  d e v i c e  
l i k e  a d i s k ,  fo r  example. A d d i t i o n a l  s t o r a g e  f o r  t h e  k + 2 v e c t o r s  Xn, 
. . .  , xn+k+1 i s a1 so r e q u i r e d .  
A l t h o u g h  f e a s i b l e  f o r  s m a l l  s c a l e  
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ments for  i t  a r e  much lower .  A c t u a l l y ,  w i t h  a p p r o p r i a t e  programming, we can 
see t h a t  o n l y  k + 2 v e c t o r s ,  namely Xn, Un, Un+ l ,  . . . , un+k, need t o  be 
saved. - That  t h i s  i s  SO can be shown as fol lows: D e f i n e  G i  , j = (Un+ i ,  Un+ j ) .  
where t h e  si can be de termined r e c u r s i v e l y  from t h e  y t h r o u g h  t h e  
r e  1 a t  i ons j 
! t h e  N e q u a t i o n s  i n  e q u a t i o n  ( 2 . 3 )  f o r  d e t e r m i n i n g  C i ,  i = O , l , .  . . ,k-1. 
5, = 1 - Yo;  s j  - s j -1  - y j ,  j = 1 , 2  , . . . ,  k - 1 ,  
(2 .21 )  
(2 .22 )  
or t h e  r e l a t i o n s  
( b )  For  RRE t h e  system of e q u a t i o n s  i n  e q u a t i o n  (2 .13 )  i s  de te rm ined  s o l e l y  .., . .., 
- U i  ,j+l. 
uj+l i s o 4 t a i n e d  Once t h e  q j  have been de termined from equation’!;! 13) ,  Sn,k 
d i r e c t l y  from e q u a t i o n  ( 2 . 1 2 ) .  
i n  terms o f  t h e  G i , j ,  s i n c e  (Wn+i, Wn+j) = u i + l  + G i , j  - 
( 3 )  Recurs i ve  computa t ion :  Both  MPE and RRE can be implemented by  some 
r e c u r s i v e  techn iques  t h a t  have r e c e n t l y  been deve loped by Fo rd  and S i d i  
( r e f .  6). These techn iques  a r e  based o n  the d e t e r m i n a n t  r e p r e s e n t a t i o n s  o f  
Sn k g i v e n  i n  e q u a t i o n s  (2 .18 )  to  (2.201. For d e t a i l s  we r e f e r  t h e  r e a d e r  t o  
r e f e r e n c e  6 .  
A s  f o r  t h e  imp lemen ta t i on  o f  MMPE, t h i s  can be done by  e i t h e r  s o l v i n g  t h e  
l i n e a r  k x k system i n  e q u a t i o n  (2 .17 )  f o r  t h e  C i ,  i = 0,1, . . . , k-1, and 
then  p r o c e e d i n g  as i n  equa t ions  (2 .4 )  and (2.5), or by u s i n g  t h e  r e c u r s i v e  
techn iques  o f  r e f e r e n c e  6 .  
The overhead i n  t h e  imp lemen ta t i on  of MPE and RRE i s  l a r g e l y  due t o  t h e  
s c a l a r  p r o d u c t s  t h a t  a r e  needed, c . f .  equa t ion  (2 .8 )  for MPE and e q u a t i o n  
(2 .13)  for RRE. To reduce t h i s  c o s t  one might  r e p l a c e  these  i n n e r  p r o d u c t s  by 
a pseudo i n n e r  p r o d u c t  i n v o l v i n g  o n l y  p a r t  of t h e  components o f  t h e  v e c t o r s  
X j .  I n  compu ta t i ona l  f l u i d  mechanics problems t h i s  c o u l d  be done by  e x c l u d i n g  
some of t h e  dependent v a r i a b l e s  from t h e  i n n e r  p r o d u c t .  
con t inuum prob lems,  i n  genera l ,  one can a l s o  do  t h i s  by  e x c l u d i n g  some o f  t h e  
mesh p o i n t s  from t h e  i n n e r  p r o d u c t .  
I n  d i s c r e t i z e d  
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One may, o f  course ,  c o n s i d e r  o t h e r  s i m i l a r  s t r a t e g i e s ,  i n  wh ich  t h e  v e c t o r s  
q i  have very few nonzero  components. 
F i n a l l y ,  we would l i k e  t o  men t ion  some new e x t r a p o l a t i o n  methods t h a t  have 
been proposed i n  re fe rence  19 and a r e  a k i n  t o  MPE and RRE. These methods 
d i f f e r  from MPE and RRE i n  t h e  way t h e  ove rde te rm ined  systems o f  equa- 
t i o n s  (2 .3 )  and (2 .11)  a r e  so l ved .  The s t a n d a r d  l i n e a r  l e a s t  squares method 
m in im izes  the 112-norm o f  Uc + un+k f o r  MPE and of Wq + Un f o r  RRE, where 
t h i s  norm i s  d e f i n e d  by  fm t i o n  (2 .7 ) .  We can mod i fy  t h i s  norm t o  r e a d  I l z l l ~  = q m  for some 
he rm i tean  p o s i t i v e  d e f i n i t e  m a t r i x  M .  Go ing  f u r t h e r ,  we can choose t o  
m in im ize  t h e  (we igh ted )  Qp-norms of Uc + Un+k and Wq + Un. I n  p a r t i c u l a r ,  
t h e  
programming techn iques .  
I I z l  I = w i t h  ( y , z )  as d e f i n e d  i n  equa- 
Q l -  and Q,-norms g i v e  r i s e  t o  problems t h a t  can be s o l v e d  u s i n g  l i n e a r  
3. CONVERGENCE AND STABILITY OF VECTOR EXTRAPOLATION METHODS 
We now s t a t e  w i t h o u t  p r o o f  some r e s u l t s  concern ing  t h e  convergence and 
s t a b i l i t y  p r o p e r t i e s  o f  MPE, RRE, and MMPE. These r e s u l t s  a r e  h e l p f u l  i n  
unders tand ing  how these methods work, and how and when t h e y  can be used i n  an 
e f f e c t i v e  manner. A l l  o u r  r e s u l t s  a r e  s t a t e d  for  those sequences t h a t  a r i s e  
from i t e r a t i v e  s o l u t i o n s  of l i n e a r  s y s t e m s  o f  e q u a t i o n s .  
L e t  s be t h e  un ique  s o l u t i o n  t o  t h e  l i n e a r  system 
x = A X  + b, (3 .1 )  
where A i s  a c o n s t a n t  N x N m a t r i x ,  and b i s  a c o n s t a n t  v e c t o r  i n  CN. 
Given xo, an i n i t i a l  a p p r o x i m a t i o n  t o  s ,  genera te  t h e  v e c t o r s  x i ,  x2, 
. . . , by t h e  i t e r a t i v e  method 
= A X .  + b, 
j+l J 
. .  (3 .2 )  
L e t  1 1 ,  12 ,  . . . , X r  be t h e  d i s t i n c t  e igenva lues  o f  t h e  m a t r i x  A ,  and 
l e t  v i ,  v2, . . . , v r  be co r respond ing  e i g e n v e c t o r s .  O b v i o u s l y  r 5 N. 
Assume for s i m p l i c i t y  t h a t  A i s  d i a g o n a l i z a b l e  so t h a t  t h e  i n i t i a l  e r r o r  
xo - s can be expressed i n  t h e  form 
r 
i = 1  
x o  - s = c a i v i  
for some s c a l a r s  ai. Consequent ly  
r 
i =1 
- s = aiv 'n 
(3 .3 )  
n Xi ,  n = 1,2, . . . . (3 .4 )  
The assumption t h a t  e q u a t i o n  ( 3 . 1 )  has a un ique  s o l u t i o n  i m p l i e s  t h a t  X i  # 1 
for a l l  i .  W i t h o u t  loss of g e n e r a l i t y  we can f u r t h e r  assume t h a t  ( 1 )  X i  # 0 
for a l l  i, s i n c e  a z e r o  e igenva lue  does n o t  c o n t r i b u t e  t o  e q u a t i o n  ( 3 . 4 )  for 
n 2 1 ,  and ( 2 )  ai  # 0 fo r  a l l  i, s i n c e  i f  ai = 0 for i = i ' ,  t hen  we can 
d i s c a r d  i t  from e q u a t i o n  ( 3 . 4 )  and rename t h e  e i g e n v a l u e s .  
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L e t  us now o r d e r  t h e  X i  such t h a t  
1x11 2 1x21 2 1x31 2 * * * (3 .5 )  
We now s t a t e  a convergence theorem f o r  MPE, RRE, and MMPE, whose p r o o f  
can be found  i n  r e f e r e n c e s  15 and 19. 
Theorem 3.1. Assume 
IxkI > I X k + l I .  (3 .6 )  
Then, f o r  b o t h  MPE and RRE, t h e  approx ima t ions  Sn,k t o  s s a t i s f y  
Sn,k - s = r(n>lXk+l  I n ,  ( 3 . 7 )  
where t h e  v e c t o r  r ( n )  i s  such t h a t  
k 
and i s  p r o p o r t i o n a l  t o  ll ( X i  - 1 ) - 1 .  Fur thermore ,  i f  we denote  t h e  i n  
i=l 
e q u a t i o n s  (2 .5 )  by y i  (n 'k)  t o  s t r e s s  t h e i r  dependence on n and k, then  
Equat ions  ( 3 . 7 )  t o  (3 .9 )  h o l d  a l s o  f o r  MMPE p r o v i d e d  
(3 .10)  
Note t h a t  t h e  r e s u l t s  s t a t e d  i n  Theorem 3.1 concern t h e  s t r a t e g y  i n  wh ich  
f irst a l a r g e  number o f  i t e r a t i o n s  have been performed t h r o u g h  e q u a t i o n  ( 3 . 2 )  
and then  MPE or RRE or MMPE had been a p p l i e d  w i t h  f i x e d  k. As such, Theorem 
3.1 has t h e  f o l l o w i n g  i m p o r t a n t  i m p l i c a t i o n s :  
( 1 )  I f  MPE or RRE or MMPE i s  a p p l i e d  t o  t h e  v e c t o r  sequence x o , x 1 ,  
. . . , b e g i n n i n g  w i t h  Xn, f o r  l a r g e  n, t hen  p r o v i d e d  (3.6) h o l d s ,  t h e  e r r o r  
i n  sn,k,  t h e  d e s i r e d  approx ima t ion ,  behaves l i k e  l X k + l l n .  I n  v iew  o f  t h e  
f a c t  t h a t  t h e  e r r o r  i n  Xn+k+l behaves l i k e  1x1 I n  f o r  n l a r g e ,  and 
1x1 I > IXk+l 1 ,  a l l  t h r e e  methods a c c e l e r a t e  t h e  convergence o f  t h e  sequence 
X O , X ~ , X ~ ,  . . . , when t h e  l a t t e r  converges. Fur thermore ,  even when t h i s  
sequence does n o t  converge, i .e., 1x1 I 2 1 ,  sn,k converges to  s as n 
becomes l a r g e ,  p r o v i d e d  IXk+l I < 1 .  
I n  some app 
e igenva lues  t h a t  
i c a t i o n s  t h e  m a t r i x  A may have seve ra l  d i s t i n c t  dom 
a r e  a l l  equal  t o  t h e  s p e c t r a l  r a d i u s  p(A) i n  modulus 
nan t 
I n  
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o r d e r  t o  achieve a c c e l e r a t i o n  i n  such cases we need t o  t a k e  k a t  l e a s t  equal  
t o  t h e  number of these e i g e n v a l u e s .  
( 2 )  I f  some o f  t h e  X i  a r e  v e r y  c l o s e  t o  1 as i s  t h e  case i n  many prob-  
may d e t e r i o r a t e ,  as t h e  e r r o r  i n  
n ,k l e m s  o f  i n t e r e s t ,  t hen  t h e  q u a l i t y  o f  s k 
i s  p r o p o r t i o n a l  t o  n (Xi - 1 ) - l  fo r  n l a r g e .  I n  f a c t ,  t h e  compu- 
n,k i=l 
S 
t a t i o n  o f  
e q u a t i o n  ( 3 . 9 ) .  S p e c i f i c a l l y ,  t h e  c o e f f i c i e n t s  o f  t h e  p o l y n o m i a l  
sn,k may become n u m e r i c a l l y  u n s t a b l e  i n  t h i s  case as i s  seen from 
k 
fl C < X  - X i ) / ( l  - X i ) ]  a r e  l a r g e  when some o f  X1, . . . , Xk a r e  v e r y  c l o s e  
i =1 
t o  1 i n  the  complex p l a n e .  Thus t h e  yi (n 'k ) ,  b e i n g  a p p r o x i m a t i o n s  to  these  
c o e f f i c i e n t s ,  a r e  l a r g e  too, a l t h o u g h  t h e i r  sum equa ls  1 ,  c . f .  e q u a t i o n  
(2 .6 ) .  This means t h a t  e r r o r s  ( r o u n d - o f f ,  i n  g e n e r a l )  i n  t h e  v e c t o r s  X i  a r e  
m a g n i f i e d  seve re l y  i n  t h e  compu ta t i on  o f  One 
s u i t a b l e  way o f  overcoming t h i s  p rob lem i s  to  a p p l y  MPE, RRE, or MMPE t o  t h e  
sequence y j  = x p i ,  j = 0,1, . . . , p b e i n g  an i n t e g e r  g r e a t e r  t han  1.  W i th  
t h i s  equa t ion  (3 .  ) i s  now r e p l a c e d  by 
Sn,k, r e s u l t i n g  i n  i n s t a b i l i t y .  
- 9  ( 3 . 4 ) '  
where pi = 1: , i = 1 ,2,. . . 
ence a c c e l e r a t i o n  methods. I t  i s  i n t e r e s t i n g  t o  n o t e  t h a t  e q u a t i o n  ( 3 . 2 )  
becomes 
. By p i c k i n g  p l a r g e  enough we can cause pl, 
to be f a r  from 1 i n  t h e  complex p lane ,  t hus  s t a b i l i z i n g  t h e  converg- ' pk . . .  
( 3 . 2 ) '  
( 3 )  The a l r e a d y  computed y j ,  0 5 j 5 k, can be used fo r  e s t i m a t i n g  X i ,  
I n  f a c t ,  t h e  ze ros  o f  t h e  p o l y -  
k 
C y jx  j a r e  t h e  e s t i m a t e s  o f  i n t e r e s t .  I f  we denote these  z e r o s  by 
j =O 
X 2 ,  . . . , Xk, t h e  l a r g e s t  e igenva lues  o f  A .  
nomial  
X1(n) ,  . . . , Xk(n) ,  t hen  w i t h  a p p r o p r i a t e  o r d e r i n g  
see r e f e r e n c e  17. 
We note t h a t  t h e  r e s u l t s  of Theorem 3.1 and e q u a t i o n  (3 .11 )  do n o t  h o l d  as 
t h e y  a r e ,  i n  g e n e r a l ,  when t h e  m a t r i x  A i s  n o t  d i a g o n a l i z a b l e ,  a l t h o u g h  s i m i -  
l a r  b u t  s l i g h t l y  c o m p l i c a t e d  r e s u l t s  for t h i s  case e x i s t .  
s ta tements and p roo fs  of these r e s u l t s  see r e f e r e n c e  18. 
For t h e  p r e c i s e  
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A s  has a l r e a d y  been ment ioned, Theorem 3.1 above e x p l a i n s  t h e  convergence 
and s t a b i l i t y  p r o p e r t i e s  of MPE, RRE, and MMPE when k i s  h e l d  f i x e d  and n 
i s  i n c r e a s i n g .  Another  obv ious  use o f  these methods i s  one i n  wh ich  n i s  
k e p t  f i x e d  and k i s  i n c r e a s i n g .  An error a n a l y s i s  f o r  t h i s  use, p e r t a i n i n g  
t o  MPE and RRE, has been g i v e n  i n  r e f e r e n c e  16. 
mar i zed  i n  t h e  f o l l o w i n g  theorem. 
t h e  sequence sk =  SO,^, k = 0,1,2, . . . , w i t h  s o  : s0,o = xo. 
P a r t  o f  t h i s  a n a l y s i s  i s  rum- 
For  s i m p l i c i t y  we f i x  n = 0 and c o n s i d e r  - 
Theorem 3 . 2  L e t  t h e  m a t r i x  C = I - A be such t h a t  Ch = ( C  + C * > / 2 ,  t h e  
h e r m i t i a n  p a r t  o f  C, i s  p o s i t i v e  d e f i n i t e .  ( T h i s  i m D l i e s  t h a t  a l l  
e igenva lues  o f  C have p o s i t i v e  r e a l  p a r t s . )  Then for some a p p r o p r i a t e  norms 
1 1 . 1  I "  
(3 .12 )  
where L i s  a c o n s t a n t  independent o f  k ,  dependent on t h e  norm and t h e  
e x t r a p o l a t i o n  method, and Tk i s  t h e  minimum of I lQk<C)l I ,  t h e  n a t u r a l  
m a t r i x  Q2-norm of Qk(C>, o v e r  a l l  p o ~ y n o m i a l s  Q k ( Z >  of degree a t  most k 
s a t i s f y i n g  Qk(O> = 1 .  L e t  now F(d,c,a> be t h e  s m a l l e s t  e l l i p s e  t h a t  
c o n t a i n s  a l l  t h e  e igenva lues  of C and i s  i t s e l f  c o n t a i n e d  i n  t h e  r i g h t  h a l f  
o f  t h e  complex p lane ,  such t h a t  i t s  c e n t e r  i s  a t  d, i t s  f o c i  a r e  a t  d i c ,  and 
i t s  semimajor a x i s  l e n g t h  i s  a. Then r k  i n  (3.12) can be bounded as 
(3 .13)  m k  rk 5 Dk Q 9 
where D i s  a c o n s t a n t  independent o f  k ,  m i s  a f i x e d  nonnega t i ve  i n t e g e r ,  
and Q i s  g i v e n  by  
Q = exp(+-Rew> < 1 
w i t h  + = c o s h - l ( a / l c l )  and w = c o s h - l ( d / c > .  (3 .14 )  
(When t h e  m a t r i x  C(or A >  i s  d i a g o n a l i z a b l e  m = 0 . )  Consequent ly ,  we can 
r e p l a c e  (3 .12)  by 
(3 .15 )  
Connect ions  w i t h  Krylov Subspace Methods 
I t  i s  f u r t h e r m o r e  shown i n  r e f e r e n c e  16 t h a t  MPE and RRE a r e  K r y l o v  sub- 
space methods and t h a t  t h e y  a r e  e q u i v a l e n t  t o  t h e  A r n o l d i  method and t h e  method 
of g e n e r a l i z e d  c o n j u g a t e  r e s i d u a l s  r e s p e c t i v e l y ,  when t h e  l a t t e r  a r e  b e i n g  used 
f o r  s o l v i n g  t h e  equa t ions  C x  = b w i t h  the m a t r i x  C as i n  Theorem 3.2. 
R e c a l l  t h a t  when C i s  h e r m i t i a n  t h e  A r n o l d i  method reduces t o  t h e  method o f  
c o n j u g a t e  g r a d i e n t s  and t h e  method o f  g e n e r a l i z e d  con juga te  r e s i d u a l s  reduces  
t o  t h e  method o f  c o n j u g a t e  r e s i d u a l s .  
t i o n  of t h e  A r n o l d i  method, which i n  t u r n ,  i s  a g e n e r a l i z a t i o n  o f  t h e  method 
of c o n j u g a t e  g r a d i e n t s .  S i m i l a r l y ,  RRE i s  a g e n e r a l i z a t i o n  o f  t h e  method o f  
g e n e r a l i z e d  c o n j u g a t e  r e s i d u a l s ,  wh ich  i n  t u r n ,  i s  a g e n e r a l i z a t i o n  o f  t h e  
method o f  c o n j u g a t e  r e s i d u a l s .  
re fe rence  16. A l though  MPE and RRE can be a p p l i e d  i n  a v e r y  s t r a i g h t f o r w a r d  
way t o  t h e  v e c t o r  sequence o b t a i n e d  by a f i x e d  p o i n t  i t e r a t i o n  t e c h n i q u e ,  f o r  
n o n l i n e a r  as w e l l  as l i n e a r  problems, t h e  o t h e r  methods r e q u i r e  some k i n d  o f  
l o c a l  l i n e a r i z a t i o n  f o r  n o n l i n e a r  problems t h a t  may i n c r e a s e  t h e  cost o f  
a c c e l e r a t i o n  depending on  how t h e  l i n e a r i z a t i o n  i s  per fo rmed.  
I n  t h i s  sense then  MPE i s  a g e n e r a l i z a -  
For d e t a i l s  and t h e  r e l e v a n t  l i t e r a t u r e  see 
1 1  
From what has been s a i d  i n  t h e  p r e v i o u s  s e c t i o n  i t  i s  obv ious  t h a t  we 
would n o t  be i n t e r e s t e d  i n  i n c r e a s i n g  k 
i n c r e a s i n g  amount o f  s to rage .  
t h e  f o l l o w i n g  s t r a t e g y ,  wh ich  has been d e s i g n a t e d  " c y c l i n g "  i n  r e f e r e n c e  20 i s  
u s e f u l  i n  s o l v i n g  a system o f  t h e  form x = F ( x ) :  
i n d e f i n i t e l y  as t h i s  would r e q u i r e  an 
From Theorem 3 .2  however, i t  i s  easy t o  see t h a t  
(0)  - Step 1 .  P ick Sk xo a r b i t r a r i l y  and s e t  q = 1 .  
S tep  2. Generate x l ,  . . . , x ~ + ~  
S tep  3.  Use MPE,  RRE,  or  MMPE t o  compute Sk ( q )  from xo,xl, . . . 
Step 4. If s i q )  
by  x j+ l  = F ( x . > ,  j = 0,1, . . . , k. J 
' 'k+ l '  
i s  a s a t i s f a c t o r y  a p p r o x i m a t i o n ,  s top ;  o t h e r w i s e ,  r e p l a c e  
xo by s i q )  , and q by q+ l  , and go to  Step  2.  
I f  F ( x )  i s  a l i n e a r  f u n c t i o n  o f  x ,  t h e n  Theorem 3 .2  can be used t o  p rove  
t h a t  
(3 .16 )  
T h i s  i m p l i e s  t h a t  t a k i n g  k s u f f i c i e n t l y  l a r g e  we can cause LTk 5 Tkmqk < 1 .  
T h i s ,  by  (3 .16) ,  guarantees  t h e  convergence o f  c y c l i n g .  (3 .16)  for t h i s  case 
a l s o  suggests t h a t  c y c l i n g  i s  a l i n e a r l y  c o n v e r g i n g  process .  
I n  case 1 1 ,  . . . , Xk a r e  v e r y  c l o s e  t o  1 we can m o d i f y  Steps 2 and 3 
to  r e a d  
Step  2 ' .  Generate yo, y1,  . . . , yk+l by  X ' + 1  = F ( X j ) ,  j = 0,1, 
S tep  3 ' .  Use MPE, RRE, or  MMPE t o  compute Sk ( q )  from yo, y1, . . . , Y k + i .  
. . . ,  p ( k t 1 )  - 1 ,  and Y j  = x p j ,  j = 0,1, . . . , 2+1. 
T h i s  h e l p s  t o  s t a b i l i z e  t h e  e x t r a p o l a t i o n  p rocess .  
4. APPLICATIONS 
We s h a l l  now ment ion  some a p p l i c a t i o n s  t o  compu ta t i ona l  f l u i d  mechanics 
problems. I n  t h i s  r e s p e c t  t h e  f o l l o w i n g  remarks a r e  i m p o r t a n t .  
( 1 )  P r a c t i c a l l y  no a c c e l e r a t i o n  i s  ach ieved  f o r  problems t h a t  use e x p l i c i t  
schemes. The a d d i t i o n  o f  even a sma l l  amount o f  i m p l i c i t n e s s ,  such as t h e  
i m p l i c i t  r e s i d u a l  ave rag ing  ( r e f .  8>, makes t h e  scheme q u i t e  s u i t a b l e  f o r  
a c c e l e r a t i o n .  We n o t e  t h a t  t h e  i m p l i c i t  r e s i d u a l  a v e r a g i n g  i s  a s i m p l e  d e v i c e  
t h a t  a c t s  l i k e  a f i l t e r  on t h e  approx ima te  s o l u t i o n  produced by  t h e  e x p l i c i t  
scheme, and can be added t o  t h e  scheme w i t h o u t  making any changes i n  i t .  
( 2 )  The v e c t o r s  t h a t  a r e  p rocessed b y  t h e  e x t r a p o l a t i o n  methods must 
i n c l u d e  the boundary va lues  as a r u l e .  T h i s  i s  e s p e c i a l l y  so f o r  p rob lems i n  
wh ich  t h e  boundary va lues  a r e  t ime-dependent.  Going back t o  t h e  d i s c u s s i o n  of 
o u r  i n t r o d u c t i o n  t h e  d i s c r e t e  o p e r a t o r  i n  e q u a t i o n  (1 .3 )  a l s o  c o n t a i n s  t h e  
boundary va lues  when these a r e  t ime-dependent.  Thus t h e  boundary va lues  
i n f l u e n c e  t h e  y i n  t h e  e x t r a p o l a t i o n  p rocess ,  and a r e  i n f l u e n c e d  by  t h e  y j .  
i n f l u e n c e d  by, t h e  y j  i n  t h e  e x t r a p o l a t i o n  methods.)  
(Time-independen $ boundary c o n d i t i o n s ,  however, n e i t h e r  i n f l u e n c e ,  n o r  a r e  
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( 3 )  A s  t h  y a r e  d e s c r i b e d  i n  t h e  p r e v i o u s  s e c t i o n s ,  t h e  e x t r a p o l a t i o n  
methods o p e r a t e  on  t h e  v e c t o r s  xo, XI, . . . , i n  a g l o b a l  manner, i . e . ,  t h e  
y ' s  i n  e q u a t i o n  (2.5) a r e  t h e  same for a l l  components o f  t h e  v e c t o r s  X j .  I n  
some a p p l i c a t i o n s  we may want t o  a p p l y  these methods t o  d i f f e r e n t  p o r t i o n s  o f  
t h e  v e c t o r s  X j  
problems. Fo r  compu ta t i ona l  f l u i d  mechanics t h i s  may amount t o  a c c e l e r a t i n g  
each o f  t h e  dependent v a r i a b l e s  s e p a r a t e l y .  
s e p a r a t e l y ,  and t h i s  may produce more a c c e l e r a t i o n  i n  some 
Example 1 .  Ducted Flow Over an Ax isymmet r i c  Cen te r  Body 
The d u c t  i s  c y l i n d r i c a l  i n  shape and t h e  c e n t e r  body i s  t h e  hub o f  t h a t  
f ound  on t h e  General  E l e c t r i c  unducted fan .  The f low i s  assumed to  be 
i n v i s c i d ,  and t h u s  t h e  E u l e r  e q u a t i o n s  are s o l v e d .  I n  a d d i t i o n ,  t h e  f low i s  
assumed t o  be a x i s y m m e t r i c .  
T h i s  p rob lem was s o l v e d  by u s i n g  two th ree -d imens iona l  codes t h a t  employed 
t h e  same mesh. 
The f i r s t  code uses an e x p l i c i t  f i n i t e  volume fou r -s tage  Runge K u t t a  
scheme p a t t e r n e d  a f t e r  Jarneson, Schmidt,  and T u r k e l  ( r e f .  9 ) .  The dependent 
v a r i a b l e s  for  t h i s  code a r e  pu, pv. pw, p ,  pe, where u, v ,  and w a r e  t h e  
a x i a l ,  r a d i a l ,  and c i r c u m f e r e n t i a l  components o f  t h e  v e l o c i t y  i n  c y l i n d r i c a l  
c o o r d i n a t e s ,  p i s  t h e  d e n s i t y ,  and eo i s  t h e  t o t a l  i n t e r n a l  energy  p e r  u n i t  
volume. The scheme a l s o  c o n t a i n s  a r t i f i c i a l  v i s c o s i t y .  I t  i s  supplemented by 
l o c a l  t i m e - s t e p p i n g  and by  i m p l i c i t  r e s i d u a l  a v e r a g i n g  i n  t h e  a x i a l  and r a d i a l  
d i r e c t i o n s .  For a p r o p e r  d e s c r i p t i o n  o f  t h i s  scheme see r e f e r e n c e  4 .  
The second code uses an i m p l i c i t  f i n i t e  volume f l u x - v e c t o r  s p l i t t i n g  
scheme. The dependent v a r i a b l e s  for t h i s  scheme a r e  pu, pv ,  pw, p ,  and peo 
as i n  t h e  f i r s t  code, e x c e p t  t h a t  now u, v ,  and w s tand  for t h e  components 
o f  t h e  v e l o c i t y  i n  C a r t e s i a n  c o o r d i n a t e s .  
scheme used i n  t h i s  code see r e f e r e n c e  1 .  
Fo r  a p r o p e r  d e s c r i p t i o n  o f  t h e  
The mesh used by  b o t h  codes c o n s i s t s  o f  56 p o i n t s  i n  t h e  a x i a l  d i r e c t i o n  
and 7 p o i n t s  i n  t h e  r a d i a l  d i r e c t i o n .  The f i r s t  code a l s o  r e q u i r e s  a minimum 
o f  5 p o i n t s  i n  t h e  c i r c u m f e r e n t i a l  d i r e c t i o n  as d i c t a t e d  by t h e  f o u r t h  o r d e r  
d i f f e r e n c e  employed i n  r e p r e s e n t i n g  t h e  a r t i f i c i a l  v i s c o s i t y .  
7 e q u a l l y  spaced p o i n t s  i n  t h e  c i r c u m f e r e n t i a l  d i r e c t i o n  t h e i r  spac ing  b e i n g  
2 n / 5 6  r a d s .  I f  p e r i o d i c i t y  i s  imposed i n  t h e  numer i ca l  s o l u t i o n  o f  an axisym- 
m e t r i c  p rob lem,  then  t h e r e  shou ld  be no v a r i a t i o n  i n  t h e  c i r c u m f e r e n t i a l  d i r e c -  
t ion .  This was ach ieved  t o  machine accuracy i n  t h e  i t e r a t i v e  scheme used i n  
t h e  f i r s t  code. The mesh employed was genera ted  a l g e b r a i c a l l y  as d e s c r i b e d  i n  
r e f e r e n c e  13,  and i t  i s  shown i n  f i g u r e  1 .  
We chose to  have 
Bo th  codes were r u n  a t  a Mach number o f  0.60, where t h e  c r i t i c a l  Mach 
number for t h i s  p rob lem i s  a p p r o x i m a t e l y  0 . 6 2 .  
I n  f i g u r e s  2 ( a >  to  3 (b>  t h e r e  a r e  s i x  cu rves  numbered 1 ,  2 ,  . . . , 6 .  
Curve number 1 i s  f o r  t h e  Q2-norm o f  t h e  error a s s o c i a t e d  w i t h  a l l  f i v e  
dependent v a r i a b l e s ,  Curves number 2 ,  3, . . . , 6 ,  a r e  f o r  t h e  Q2-norms of 
t h e  e r r o r s  a s s o c i a t e d  w i t h  p ,  pu, pv, pw, and peo r e s p e c t i v e l y .  
F i g u r e  2 ( a >  shows t h e  r e s u l t s  ob ta ined  by  u s i n g  t h e  f i rs t  code w i t h o u t  
e x t r a p o l a t i o n .  As i s  seen t h e  r e s i d u a l  h i s t o r y  g e t s  i n t o  t h e  l i n e a r  reg ime  
13 
a f t e r  1000 i t e r a t i o n s .  F i g u r e  2 shows t h e  r e s u l t s  o b t a i n e d  by t h e  f i r s t  code 
w i t h  e x t r a p o l a t i o n  b e i n g  a p p l i e d  o n l y  once to  t h e  sequence 
. . .  , ~ n + ( k + l ) ~  w i t h  n = 700, p = 10, and k = 20. The a p p r o x i m a t i o n  
o b t a i n e d  by t h e  e x t r a p o l a t i o n  method i s  t hen  used as t h e  new 
a r e  o b t a i n e d  from i t  by i t e r a t i o n .  We see t h a t  w i t h  o n l y  one e x t r a p o l a t i o n  t h e  
Q2-norm o f  the error has dropped from about  10-4.3 t o  abou t  10-6.8, r e s u l t i n g  i n  
a g a i n  o f  about 2 .5  o r d e r s  of magn i tude.  
r e s i d u a l  vec to r  f o r  pw, to  c i r c u m f e r e n t i a l  momentum p e r  u n i t  volume, i s  a 
Xn, xntp, xn+zp,  
xo and new v e c t o r s  
The jump i n  t h e  Q2-norm o f  t h e  
k 
r e s u l t  o f  y b e i n g  r e l a t i v e l y  l a r g e .  T h i s  can be e x p l a i n e d  as fo l lows: 
i =O I j l  
T h e o r e t i c a l i y  pw i s  supposed t o  be z e r o .  Because we a r e  u s i n g  a t h r e e -  
d imens iona l  code we can ach ieve  a t  b e s t  machine z e r o  f o r  pw, and t h i s  i s  t h e  
case f o r  the f i rs t  code. Thus t h e  r e s i d u a l  v e c t o r s  a s s o c i a t e d  w i t h  pw a r e  a t  
b e s t  machine z e r o .  By e q u a t i o n  (2 .5 )  t hen  pw and hence i t s  r e s i d u a l  a r e  o f  
o r d e r  ($o l y j I )  x E ,  where E i s  t h e  norm o f  t h e  r e s i d u a l  for  pw. F i g -  
u r e  2 ( c )  shows t h e  r e s u l t s  o b t a i n e d  from t h e  f i r s t  code w i t h  e x t r a p o l a t i o n  i n  
t h e  c y c l i n g  mode s t a r t i n g  a t  t h e  100 th  i t e r a t i o n ,  w i t h  p = 10 and k = 20 
aga in .  We aga in  observe  a s u b s t a n t i a l  amount o f  a c c e l e r a t i o n .  However, t h e  
amount o f  a c c e l e r a t i o n  now i s  s m a l l e r  t h a n  t h a t  we obse rve  i n  f i g u r e  2 ( b ) .  
The reason  for  t h i s  may be t h a t  we a r e  a p p l y i n g  t h e  e x t r a p o l a t i o n  method much 
b e f o r e  t h e  r e s i d u a l  h i s t o r y  reaches  t h e  l i n e a r  reg ime.  The jumps i n  t h e  
112-norm o f  the r e s i d u a l  v e c t o r  a s s o c i a t e d  w i t h  pw can be e x p l a i n e d  as above. 
F i g u r e  3 (a )  shows t h e  r e s u l t s  o b t a i n e d  by  u s i n g  t h e  second code w i t h o u t  
e x t r a p o l a t i o n .  F i g u r e  3 (b )  shows t h e  r e s u l t s  o b t a i n e d  by t h e  second code w i t h  
e x t r a p o l a t i o n  i n  t h e  c y c l i n g  mode s t a r t i n g  a t  t h e  1 0 t h  i t e r a t i o n  w i t h  p = 1 
and k = 10. We see from t h i s  f i g u r e  t h a t  w i t h  t h e  second code ( i n v o l v i n g  
i m p l i c i t  f l u x - v e c t o r  s p l i t t i n g )  c y c l i n g ,  even when s t a r t e d  v e r y  e a r l y  i n  t h e  
i t e r a t i o n  process, i s  v e r y  e f f e c t i v e  i n  t h i s  case. A r e d u c t i o n  o f  a p p r o x i -  
m a t e l y  9 o rde rs  o f  magnitude i s  ach ieved  w i t h o u t  e x t r a p o l a t i o n  i n  1000 i t e r a -  
t i o n s ,  whereas w i t h  e x t r a p o l a t i o n  t h i s  takes  o n l y  500 i t e r a t i o n s .  Also machine 
z e r o  i s  reached i n  about  1400 i t e r a t i o n s  w i t h o u t  e x t r a p o l a t i o n  and i n  about  800 
w i t h  e x t r a p o l a t i o n .  
Be fo re  c l o s i n g  we a l s o  men t ion  t h a t  we assessed t h e  r a t e s  o f  convergence 
of b o t h  codes by e s t i m a t i n g  t h e  l a r g e s t  e i g e n v a l u e s  o f  t h e  Jacob ian  m a t r i x  
q ' < c > .  We r e c a l l  t h a t  t h i s  i s  done by s o l v i n g  t h e  p o l y n o m i a l  e q u a t i o n  
k 
C Y j X  j = 0, where t h e  y ' s  a r e  those  a s s o c i a t e d  w i t h  s 
j =O 
f o r  n s u f f i -  
n ,k 
c i e n t l y  l a r g e ,  c . f .  e q u a t i o n s  (3 .9 )  and (3 .11 ) .  The modulus o f  t h e  l a r g e s t  
k 
1 =o 
z e r o  o f  t h e  po lynomia l  yjX J i s  an e s t i m a t e  f o r  p[q'(i)I, t h e  s p e c t r a l  
r a d i u s  o f  q ' ( C > .  The i G f o r m a t i o n  on t h e  l a r g e s t  e i g e n v a l u e s  o f  q ' ( 6 )  i s  t hen  
a l s o  used i n  d e c i d i n g  what va lues  t o  t a k e  f o r  p and k.  
Example 2 .  Flow Over a S ing le -B lade  Row Unducted Fan 
The geometry c o n s i s t s  o f  an e i g h t - b l a d e d  unducted  f a n  des igned  t o  o p e r a t e  
a t  a f ree-s t ream Mach number o f  0.80 and advance r a t i o  3.1145. The hub f o r  
t h i s  f a n  i s  t h e  one t h a t  was c o n s i d e r e d  i n  Example 1 .  
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We a g a i n  assume t h e  flow to  be i n v i s c i d ,  t h u s  we a r e  s o l v i n g  t h e  E u l e r  
e q u a t i o n s  i n  t h i s  case too. 
3. Cabay, S . ;  and Jackson, L.W.: A Polynomial  E x t r a p o l a t i o n  Method fo r  
F i n d i n g  L i m i t s  and A n t i l i m i t s  o f  Vector Sequences. S I A M  J .  Numer. A n a l . ,  
4 .  C e l e s t i n a ,  M.L.; Mulac,  R .A . ;  and Adamczyk, J . J . :  A Numerical  S i m u l a t i o n  
I V O ~ .  13, 1976, pp .  734-752. 
I 
o f  t h e  I n v i s c i d  Flow Through a C o u n t e r r o t a t i n g  P r o p e l l e r .  ASME J .  
Turbomachinery,  v o l .  108, 1986, pp. 187-193. 
1 
The code used i n  t h i s  example i s  t he  f i r s t  code t h a t  was used i n  
Example 1 .  However, t h i s  t i m e  t h e  i m p l i c i t  r e s i d u a l  a v e r a g i n g  i s  used i n  a l l  
t h r e e  d i r e c t i o n s .  
The mesh used by t h e  code c o n s i s t s  o f  88 p o i n t s  i n  t h e  a x i a l  d i r e c t i o n ,  
23 p o i n t s  i n  t h e  r a d i a l  d i r e c t i o n ,  and 1 1  p o i n t s  i n  t h e  c i r c u m f e r e n t i a l  
d i r e c t i o n  ac ross  one b l a d e  p i t c h .  Ten p o i n t s  l i e  on each b l a d e  a x i a l l y ,  and 
1 1  p o i n t s ,  r a d i a l l y  from t h e  hub t o  t h e  blade t i p .  A s t i n g  whose d iamete r  i s  
equal  t o  t h e  s t i n g  a t  t h e  hub e x i t  i s  a f f i x e d  t o  t h e  f r o n t  o f  t h e  n a c e l l e .  
The mesh i s  genera ted  a l g e b r a i c a l l y  as desc r ibed  i n  re fe rence  13, and i s  shown 
i n  d e t a i l  i n  r e f e r e n c e  4. 
The s i x  curves  shown i n  f i g u r e s  4(a) and 4 ( b >  and numbered 1 ,  2, . . . , 
6, a g a i n  cor respond r e s p e c t i v e l y  t o  t h e  Q2-norms of t h e  r e s i d u a l s  a s s o c i a t e d  
k i t h  a l l  f i v e  dependent v a r i a b l e s ,  w i t h  p ,  pu, p v ,  pw, and peo r e s p e c t i v e l y .  
F i g u r e  4 (a>  shows t h e  r e s i d u a l s  o b t a i n e d  w i t h o u t  e x t r a p o l a t i o n .  A s  i s  
seen t h e  r e s i d u a l s  d r o p  by  about  2 .5  o rde rs  o f  magnitude i n  1000 i t e r a t i o n s .  
F i g u r e  4 (b>  shows t h e  r e s i d u a l s  o b t a i n e d  by employ ing  RRE i n  t h e  c y c l i n g  mode 
s t a r t i n g  a t  t h e  100 th  i t e r a t i o n  w i t h  p = 10 and k = 20. The amount o f  
a c c e l e r a t i o n  ach ieved  by d o i n g  t h i s  i s  q u i t e  s u b s t a n t i a l ,  i n  t h a t  i n  1000 
i t e r a t i o n s  t h e  r e s i d u a l s  d r o p  by  4 .5  o rde rs  of magn i tude.  
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