We investigate the maximum of cotangent sums related to Estermann's zeta function in rational numbers in short intervals. This can be seen as a continuation of previous investigations of the authors on moments of these sums ([9] 
INTRODUCTION
The authors in various papers ( [9] , [10] , [11] , [12] ) and the second author in his thesis [13] , studied the distribution of cotangent sums T. Estermann (see [4] ) introduced and studied the above function in the special case when ↵ = 0. Much later, it was studied by I. Kiuchi (see [8] ) for ↵ 2 ( 1, 0]. M. Ishibashi (see [6] ) proved the following relation regarding the value of E s,
where ↵,0 is the Kronecker delta function. For ↵ = 0, the sum on the right reduces to c 0 (r/b).
The cotangent sum c 0 (r/b) can be associated to the study of the Riemann Hypothesis, also through its relation with the so-called Vasyunin sum. The Vasyunin sum is defined as follows:
where {u} = u buc, u 2 R. It can be shown that
wherer is such thatrr ⌘ 1 (mod b). The Vasyunin sum is itself associated to the study of the Riemann hypothesis through the following identity (see [1] , [3] ):
Note that the only non-explicit function in the right hand side of (1) is the Vasyunin sum. According to this approach, the Riemann Hypothesis is true if and only if
where
and the infimum is taken over all Dirichlet polynomials
The authors in several papers ( [9] , [10] , [11] , [12] ) and the second author in his thesis [13] investigated moments of the form
and could show that
The range 1/2 < A 0 < A 1 < 1 was later extended to 0 < A 0 < A 1 < 1 by S. Bettin in [2] . In this paper we investigate the maximum of
for the values r/b in a short interval. We start with the following:
We set
We shall prove the following results:
C. Then we have for sufficiently large b:
Theorem 1.3. Let C be as in Theorem 1.2 and let D satisfy D > 2 C E, where E 0 is a fixed constant. Let B be sufficiently large. Then we have:
for all b with B  b < 2B with at most B E exceptions.
PRELIMINARY LEMMAS
We recall several definitions and results from [2] .
Lemma 2.5. Let ha 0 ; a 1 , a 2 , . . .i be the continued fraction expansion of x 2 R. Moreover, let u r /v r be the r-th partial quotient of x. Then
whenever either of the two series (*), (**) is convergent. If x = ha 0 ; a 1 , a 2 , . . . , a r i is a rational number then the range of summation of the series on the right is to be interpreted to be 1  l  r. Here is an analytic function satisfying
where rr ⌘ 1(mod b).
For n = 0 (resp. m = 0) we obtain the Ramanujan sums K(0, m, b) (resp. K(n, 0, b)).
Lemma 2.8. We have the bounds
Proof. For the result (2.1), due to Weil, (cf. [7] ). The result (2.2) is elementary.
Definition 2.9. Let be as in Definition 1.1 and ⌦ > 0. We set
Let the functions 1 , 2 be defined by
Lemma 2.10. We have
where a(0) = /2 and
Proof. The Fourier coefficients are computed as follows:
(1 e( n )) e( nA 0 ) ◆ .
Definition 2.11. Let
Lemma 2.12. We have
where c(0) = ⌦ and
Proof. The Fourier coefficients are computed as follows 
and at most one value of l, for which
Proof. Let l i (i = 1, 2, 3, 4) be such that
Then we have
In the same manner we obtain from v lj ✏ log b, j = 1, 2 :
PROOF OF THEOREM 1.2
By Lemma 2.13 there is at least one
such thatr b 2 (0, ⌦). By Lemmas 2.5 and 2.6 we have:
be the sequence of partial fractions ofr/b. From
,
By Lemma 2.13 we have
Therefore,
). This proves Theorem 1.2.
PROOF OF THEOREM 1.3
In the sequel we assume ✏ > 0 to be fixed but arbitrarily small, Z > 0 fixed but arbitrarily large. 14 there is at most one value of l for which
In case of the existence of l, let
For s, t with 1  s, t  Z, (s, t) = 1 we write:
For fixed ✓ with 0 < ✓ < 1, let
We have
We now estimate the cardinality of the set F(s, t).
The number U (r, C 0 , D 0 ) of u with (4.4), (4.5) satisfies
From (4.3) and the definition ofr we obtain for all l  Z. The result of Theorem 1.3 follows now from Lemmas 2.5, 2.6 and 2.14.
