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Abstract
In this paper we develop a detailed study on maximum and comparison principles related to
the following nonlinear eigenvalue problem
−∆pu = λa(x)|v|β1−1v in Ω;
−∆qv = µb(x)|u|β2−1u in Ω;
u = v = 0 on ∂Ω,
where p, q ∈ (1,∞), β1, β2 > 0 satisfy β1β2 = (p − 1)(q − 1), Ω ⊂ Rn is a bounded domain
with C2-boundary, a, b ∈ L∞(Ω) are given functions, both assumed to be strictly positive on
compact subsets of Ω, and ∆p and ∆q are quasilinear elliptic operators, stand for p-Laplacian
and q-Laplacian, respectively. We classify all couples (λ, µ) ∈ R2 such that both the (weak
and strong) maximum and comparison principles associated to the above system holds in Ω.
Explicit lower bounds for principal eigenvalues of this system in terms of the measure of Ω are
also proved. As application, given λ, µ ≥ 0 we measures explicitly how small has to be |Ω|
so that weak and strong maximum principles corresponding to the above problem holds in Ω.
We also present one interesting result which concern existence of solution for a perturbation of
nonhomogeneous counterpart of the above problem via Galerkin scheme. As a consequence of
comparison principle we compare the obtained solutions.
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1 Introduction and statements
In this paper we study maximum and comparison principles related to the following system:
−∆pu = λa(x)|v|β1−1v in Ω;
−∆qv = µb(x)|u|β2−1u in Ω;
u = v = 0 on ∂Ω,
(1)
where Ω ⊂ Rn is a bounded domain with C2-boundary (not necessarily connected), p, q ∈ (1,∞),
a, b ∈ L∞(Ω) are given functions satisfying
ess inf
x∈Ω
a(x) > 0 and ess inf
x∈Ω
b(x) > 0,
β1, β2 > 0 with β1β2 = (p− 1)(q − 1), and (λ, µ) ∈ R2. The p-Laplacian is defined by
∆pu := div (|∇u|p−2∇u)
for any u ∈W 1,p0 (Ω) with values ∆pu ∈W−1,
p
p−1 (Ω), the dual space of W 1,p0 (Ω).
Existence, nonexistence and uniqueness of nontrivial solutions to the system (1) have been
widely investigated during the three last decades for p = q = 2 and, more generally, for p, q ∈
(1,∞). For p = q = 2, we refer for instance to [13], [22], [25], [31], [40] and [45], where in
particular notions of sub-superlinearity, sub-supercriticality and criticality have been introduced.
Still in the first part, the eigenvalue problem, i.e., β1β2 = 1, was completely studied in [41]. For
p, q ∈ (1,∞), we refer to [14] when β1β2 > (p− 1)(q − 1) and [16] when β1β2 = (p− 1)(q − 1).
The connection between principal eigenvalues and maximum principles have been investi-
gated in [2, 3, 4, 12, 38] for cooperative systems and in [47] for non-cooperative systems (see also
[36] for a more complete discussion) and more recently in [34], where system (1) was analyzed in
the special case when p = q = 2, however, instead of ∆, a general second order elliptic operator
was considered.
Here we extend the results of [34] for p, q > 1, that is, we establish the connection between
principal spectral curves for systems (1) and maximum and comparison principles related. For
this, we shall present a bit of notation. Note that, given any f ∈ L∞(Ω), there exists a unique
weak solution u ∈W 1,p0 (Ω) of the classical problem{
−∆pu = f(x) in Ω;
u = 0 on ∂Ω.
(2)
Notice that, u ∈ C1,α(Ω) for some α ∈ (0, 1) (see [23, 29, 35, 50]). We denote X := [C10 (Ω)]2,
X+ := {(u, v) ∈ X : u ≥ 0 and v ≥ 0 in Ω}, and
◦
X+ is the topological interior of X+ in X.
Note that,
◦
X+ is nonempty and characterized by (u, v) ∈
◦
X+ if, and only if, (u, v) ∈ X satisfies:
u, v > 0 in Ω and
∂u
∂ν
,
∂v
∂ν
< 0 on ∂Ω,
2
where ν ≡ ν(x0) denotes the exterior unit normal to ∂Ω at x0 ∈ ∂Ω (see [16]).
As is well known, the operator ∆p satisfies the weak maximum principle, that is, for any
weak solution u ∈W 1,p0 (Ω) to {
−∆pu = f(x) in Ω;
u ≥ 0 on ∂Ω,
with f ∈ L∞(Ω) and f ≥ 0 in Ω, one has u ≥ 0 in Ω and ∆p also satisfies the strong maximum
principle, i.e., moreover u > 0 in Ω whenever f 6≡ 0 in Ω (see [29], [49] and [52]).
Let (u, v) in W 1,p0 (Ω)×W 1,q0 (Ω). The weak formulation of the system (1) is given by
λ
∫
Ω
a(x)|v|β1−1vwdx =
∫
Ω
|∇u|p−2∇u∇wdx, ∀ w ∈ C10 (Ω)
and
µ
∫
Ω
b(x)|u|β2−1uwdx =
∫
Ω
|∇v|q−2∇v∇wdx, ∀ w ∈ C10 (Ω).
A couple (λ, µ) ∈ R∗+×R∗+ = (0,∞)2 is said to be an eigenvalue of (1) if the system admits a
nontrivial weak solution (ϕ,ψ) in W 1,p0 (Ω)×W 1,q0 (Ω) which is called an eigenfunction associated
to (λ, µ). We say that (λ, µ) is a principal eigenvalue if admits a positive eigenfunction (ϕ,ψ);
i.e., ϕ and ψ are positive in Ω. We also say that (λ, µ) is simple in
◦
X+ if for any eigenfunctions
(ϕ,ψ), (ϕ˜, ψ˜) ∈ ◦X+, there exists ρ > 0 such that ϕ˜ = ρϕ and ψ˜ = ρµ
1
β2 ψ in Ω.
The existence of principal eigenvalues of (1) and some of their qualitative properties were
treated in Cuesta and Taka´c [16]. Namely, they proved that the set formed by these principal
eigenvalues is given by the following smooth curve
C1 :=
{
(λ, µ) ∈ (R∗+)2 : λ
1√
β1(p−1)µ
1√
β2(q−1) = Λ′
}
,
for some Λ′ > 0, which satisfies:
(i) (λ, µ) ∈ R+ × R+ is a principal eigenvalue of the system (1) if, and only if, (λ, µ) ∈ C1;
(ii) The curve C1 is simple in
◦
X+, that is, (λ, µ) is simple in
◦
X+ for all (λ, µ) ∈ C1;
(iii) Let (ϕ,ψ) ∈ X be an eigenfunction corresponding to (λ, µ) ∈ C1. Therefore either (ϕ,ψ) ∈◦
X+ or (−ϕ,−ψ) ∈
◦
X+.
By weak maximum principle, denoted by (WMP), we mean that for any weak solution
(u, v) ∈W 1,p0 (Ω)×W 1,q0 (Ω) of the system
−∆pu = λa(x)|v|β1−1v + f(x) in Ω;
−∆qv = µb(x)|u|β2−1u+ g(x) in Ω;
u = v = 0 on ∂Ω,
(3)
3
with f, g ∈ L∞(Ω) and f, g ≥ 0 in Ω, verifies u, v ≥ 0 in Ω. Besides, if at least, u or v is positive
in Ω whenever f + g 6≡ 0 in Ω, we say that the strong maximum principle, denoted by (SMP),
corresponding to (1) holds in Ω. When λ, µ > 0, (SMP) can be rephrased as u, v > 0 in Ω
whenever f +g 6≡ 0 in Ω. In the case that u > 0 (v > 0) in Ω, we get ∂∂νu(x0) < 0
(
∂
∂ν v(x0) < 0
)
for all x0 ∈ ∂Ω.
We are ready to classify completely in terms of the principal curve C1 the set of couples
(λ, µ) ∈ R2 such that (WMP) and (SMP) hold in Ω.
Namely:
Theorem 1.1. Let (λ, µ) ∈ R2 and R1 be the open region in the first quadrant below C1. The
following assertions are equivalent:
(i) (λ, µ) ∈ R1 \ C1;
(ii) (WMP) corresponding to (1) holds in Ω;
(iii) (SMP) corresponding to (1) holds in Ω.
Note that the sets
R1 =
{
(λ, µ) ∈ (R∗+)2 : λ
1√
β1(p−1)µ
1√
β2(q−1) < Λ′
}
and R1 \C1 = R1∪{(λ, 0) : λ ≥ 0}∪{(0, µ) : µ ≥ 0} are unbounded and are depicted in Figure
1.
Figure 1: The principal curve C1.
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We notice that weak and strong comparison principles, denoted respectively by (WCP) and
(SCP), are very important tools for establish the uniqueness and positivity of solutions for
elliptic problems, among others, to certain counterparts of (1). We say that (WCP) holds in
Ω if, for any weak solutions (u, v) and (z, w) in W 1,p0 (Ω) ×W 1,q0 (Ω) to the following systems,
respectively: 
−∆pu = λa(x)|v|β1−1v + f1(x) in Ω;
−∆qv = µb(x)|u|β2−1u+ g1(x) in Ω;
u = v = 0 on ∂Ω,
(4)

−∆pz = λa(x)|w|β1−1w + f2(x) in Ω;
−∆qw = µb(x)|z|β2−1z + g2(x) in Ω;
z = w = 0 on ∂Ω,
(5)
with f1, f2, g1, g2 ∈ L∞(Ω) and 0 ≤ f1 ≤ f2 and 0 ≤ g1 ≤ g2 in Ω, one has u ≤ z and v ≤ w in
Ω. If, in addition, at least, u < z or v < w in Ω whenever f1 + g1 6≡ f2 + g2 in Ω, we say that
(SCP) corresponding to (1) holds in Ω. When λ, µ > 0, (SCP) in Ω can be rewritten as u < z
and v < w in Ω whenever f1 + g1 6≡ f2 + g2 in Ω. In the case that u < z (v < w) in Ω, we clearly
have ∂∂νu(x0) >
∂
∂ν z(x0)
(
∂
∂ν v(x0) >
∂
∂νw(x0)
)
for all x0 ∈ ∂Ω.
Our next theorem characterizes completely the (WCP) and (SCP) corresponding to (1) in
terms of the smooth curve C1. Precisely:
Theorem 1.2. Let R1 be as in Theorem 1.1 and (λ, µ) ∈ R2. The following assertions are
equivalent:
(i) (λ, µ) ∈ R1 \ C1;
(ii) (WCP) corresponding to (1) holds in Ω;
(iii) (SCP) corresponding to (1) holds in Ω.
The validity of weak and strong comparison principles for problems involving the p-Laplacian
operator is usually very delicate (see [15, 16, 17, 18, 19, 26, 27, 28, 29, 30, 44, 49]). For example,
the operator ∆p satisfies the strong comparison principle only under the additional condition
zero Dirichlet boundary values on ∂Ω. So, we need assume the same condition on the (WMP),
(SMP), (WCP) and (SCP) associated to the problem (1).
Now, we characterize when such (WMP) (or (SMP)) corresponding to (1) is satisfied in
domains Ω of small Lebesgue measure. For this, we shall obtain an explicit lower estimate of Λ′
in terms of the Lebesque measure of Ω.
In Theorem 2.6 of [7], Berestycki, Nirenberg and Varadhan established a lower estimate for
principal eigenvalues corresponding to the problem, in the scalar context, involving linear second
order elliptic operators. In Theorem 5.1 of [37], Lo´pez-Go´mez obtained an explicit lower estimate
for such principal eigenvalues. Later, in Theorem 10.1 of [11] Cano-Casanova and Lo´pez-Go´mez
extended this result for mixed boundary conditions. The key tool for the proof of the Theorem
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2.6 of [7] is an ABP estimate for second order uniformly elliptic operators while in proofs of
the Theorems 5.1 of [37] and 10.1 of [11] is used in a crucial way the celebrated Faber-Krahn
inequality of Faber [24] and Krahn [33]. In the specific context, we will use an ABP estimate
related to p-Laplacian operator with explicit constant (see Theorem 3 of [5]).
Theorem 1.3. Let a, b ∈ L∞(Ω) ∩ C(Ω) and C1 be the principal curve associated to (1). Then
Λ′ ≥ |Ω|
−( 1ns+ 1nr )
c(n, p)
β2
s c(n, q)
β1
r d
β2
s
+
β1
r ‖a‖
1
r
L∞(Ω)‖b‖
1
s
L∞(Ω)
, (6)
where d := diam(Ω), r :=
√
β1(p− 1), s :=
√
β2(q − 1), | · | stands for the Lebesgue measure of
Rn,
c(n, p) :=
(
nmin{1, p− 1}|B1| 1n
)− 1
p−1
and B1 is the unit ball of Rn. In particular,
lim
|Ω|↓0
Λ′ = +∞.
Note that we get an explicit lower estimate of Λ′ in terms of the Lebesque measure of Ω,
diameter of Ω, explicit constant c(n, p), c(n, q) and the weighted functions a, b ∈ L∞(Ω)∩C(Ω).
As an interesting consequence of Theorems 1.1 and 1.3, we obtain the following characterization
of maximum principles:
Theorem 1.4. Let r, s, c(n, p) and c(n, q) be as in Theorem 1.3 and a, b ∈ L∞(Ω) ∩ C(Ω).
Define d := diam(Ω) and
η :=
1[
λ
1
rµ
1
s
(
c(n, p)
β2
s c(n, q)
β1
r d
β2
s
+
β1
r ‖a‖
1
r
L∞(Ω)‖b‖
1
s
L∞(Ω)
)] nrs
r+s
.
The following assertions are equivalent:
(i) λ ≥ 0 and µ ≥ 0;
(ii) (WMP) corresponding to (1) holds in Ω provided that |Ω| < η;
(iii) (SMP) corresponding to (1) holds in Ω provided that |Ω| < η.
Now, as application of Theorems 1.1 and 1.2, we present a characterizes in terms of the
principal curve C1 the set of couples (λ, µ) ∈ R2 such that the system (3) admits a unique weak
nonnegative solution (u, v) for any pair (f, g) ∈ (L∞(Ω))2 of nonnegative functions. Precisely,
we have:
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Theorem 1.5. Let R1 be as in Theorem 1.1 and (λ, µ) ∈ R2. Then, the couple (λ, µ) ∈ R1 \ C1
if, and only if, the system (3) admits a unique weak solution (u, v) ∈ W 1,p0 (Ω) ×W 1,q0 (Ω) and
this satisfies u, v ≥ 0 in Ω for any pair (f, g) ∈ (L∞(Ω))2 of nonnegative functions. Moreover,
(u, v) ∈ (C1,α(Ω))2 for some α ∈ (0, 1).
Remark 1.1. Consider the following problem
−∆pu = λa(x)|v|β1−1v + f(x) + F (x, u, v) in Ω;
−∆qv = µb(x)|u|β2−1u+ g(x) +G(x, u, v) in Ω;
u = v = 0 on ∂Ω,
(7)
where (λ, µ) ∈ R1 \ C1, F,G : Ω × R2 −→ R are continuous and nonnegative functions and
(f, g) ∈ (L∞(Ω))2 is a nonnegative function.
As a consequence of (WCP) and (SCP) we can compare any weak solution of the system
(7) (when there is) with the unique weak solution of system (3). In fact, let (u0, v0) ∈ (C1,α(Ω))2
the unique weak nonnegative solution to the system (3) and suppose that the problem (7) admits
a weak solution (u, v) ∈W 1,p0 (Ω)×W 1,q0 (Ω).
So, by Theorem 1.2, we have u0 ≤ u and v0 ≤ v in Ω. Furthermore, at least, u0 < u or
v0 < v in Ω whenever F (x, u, v) +G(x, u, v) 6≡ 0 in Ω. In the case that λ, µ > 0, either u0 ≡ u
and v0 ≡ v in Ω or u0 < u and v0 < v in Ω whenever F (x, u, v) +G(x, u, v) 6≡ 0 in Ω. If u0 < u
(v0 < v) in Ω, we have
∂
∂νu0(x0) >
∂
∂νu(x0) (
∂
∂ν v0(x0) >
∂
∂ν v(x0)) for all x0 ∈ ∂Ω.
Using the Galerkin method, we prove existence of weak solution to the problem (7). In [20],
the authors use a Schauder basis instead of the Hilbert basis for the space W 1,n0 (Ω) in the scalar
context. Inspired by these ideas, we use a Schauder basis for each space W 1,p0 (Ω) and W
1,q
0 (Ω),
which leaves the problem with some extra difficulty. We refer to [21] for the case p = q = 2,
where the Hilbert basis was considered. We present below some key ingredients:
For 1 ≤ p < n, we invoke the critical Sobolev inequality for any u ∈W 1,p0 (Ω),
‖u‖Lp∗ (Ω) ≤ Cn,p‖∇u‖Lp(Ω), (8)
where p∗ = npn−p and Cn,p > 0. In [6] and [48], an explicit formula of Cn,p depending only on n
and p was proved independently.
For p = n, there exists a positive constant Cn,p such that
‖u‖Lδ(Ω) ≤ Cn,p|Ω|
1
δ ‖∇u‖Lp(Ω), (9)
for all u ∈W 1,p0 (Ω) and 1 ≤ δ <∞, by Moser-Trudinger inequality introduced in [42, 51].
For p > n and u ∈W 1,p0 (Ω), we obtain
‖u‖L∞(Ω) ≤ Cn,p|Ω|−
1
p∗ ‖∇u‖Lp(Ω), (10)
where Cn,p > 0.
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Define
a1,p =
np− (n− p)(β1 + 1)
n(β1 + 1)
, a2,p =
np− (n− p)(p2 + 1)
np
a3,p =
np− (n− p)
np
,
a4,p =
np− (n− p)(q1 + 1)
np
, a5 =
nq − (n− q)(q2 + 1)
nq
, a6 =
np− (n− p)(p1 + 1)
np
,
a7 =
β1 − β2
β1 + 1
+ a1,q, a8 =
β1 − β2
β1 + 1
+
a1,pqβ2
p(q − 1) , a9 =
pβ1
p− 1 ,
r1 = min

(
1
2p+2D1C
p1+1
n,p |Ω|a6
) 1
p1+1−p
,
(
p2 + 1
2p+2D1(p2C
p2+1
n,q |Ω|a2,q + Cp2+1n,p |Ω|a2,p)
) 1
p2+1−p

and
r2 = min

(
1
2p+2D2C
q2+1
n,q |Ω|a5
) 1
q2+1−p
,
(
q1 + 1
2p+2D2(q1C
q1+1
n,p |Ω|a4,p + Cq1+1n,q |Ω|a4,q)
) 1
q1+1−p
 .
The next result gives explicit conditions to the existence of a weak solution of the problem
(7). Namely:
Theorem 1.6. Let p ≥ q and β1, β2 > 0 be such that β1β2 = (p − 1)(q − 1). Suppose that
F,G : Ω× R2 → R are continuous functions satisfying
0 ≤ F (x, s, t) ≤ D1(|s|p1 + |t|p2), (11)
0 ≤ G(x, s, t) ≤ D2(|s|q1 + |t|q2), (12)
where D1, D2 > 0 are constants. Assume that
(i) p− 1 < p2, q1, q2 < nq−n+qn−q , p− 1 < p1 < np−n+pn−p and
β2 ≤ β1 < nq − n+ q
n− q ,
for 1 < q ≤ n2 and 1 < p < q∗;
(ii) p− 1 < p2, q1, q2 < nq−n+qn−q , p− 1 < p1 < np−n+pn−p and
β2 ≤ β1 < nq − n+ q
n− q ,
for n2 ≤ q < n and 1 < p < n;
(iii) p− 1 < p2, q1, q2 < nq−n+qn−q , p− 1 < p1 <∞ and
β2 ≤ β1 < nq − n+ q
n− q ,
for n2 ≤ q < n and n ≤ p < q∗;
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(iv) p− 1 < p1, p2, q1, q2 <∞ and β2 ≤ β1 <∞ for q ≥ n.
Assume also that
(‖f‖L∞(Ω)|Ω|a3,pCn,p + ‖g‖L∞(Ω)|Ω|a3,qCn,q) ≤ rp−105(2)p ,
where r0 = min{r1, r2, 1} > 0. Then for every λ ∈ [0, λ∗) and µ ∈ [0, µ∗), where
λ∗ =
p
5(2)p
min
 1Cpn,p|Ω|a1,p‖a‖L∞(Ω) , r
p−a9
0
(p− 1)‖a‖L∞(Ω)Ca9n,q|Ω|
a1,qa9
q

and
µ∗ =
q
5(2)p
min
 rp−q0Cqn,q|Ω|a7‖b‖L∞(Ω) , r
p− pq
a9
0
(q − 1)‖b‖L∞(Ω)C
pq
a9
n,p|Ω|a8

the system (7) has a weak solution (u, v) ∈W 1,p0 (Ω)×W 1,q0 (Ω). Furthermore, (u, v) ∈ (C1,α(Ω))2
for some α ∈ (0, 1).
Supposing p ≥ q, by duality, the Theorem 1.6 holds for all β1, β2 > 0 if n ≤ q and for all
(p− 1)(q − 1)(n− q)
nq − n+ q < β1, β2 <
nq − n+ q
n− q
if n > q. In other remaining cases for n > q, the existence or nonexistence of solution to the
system (7) remains open. The case p < q follows in a similar way.
In the hypotheses of Theorem 1.6, let (u, v) a weak solution of system (7). Then, if (λ, µ) ∈
R1 \ C1, by Theorem 1.1, we have u, v ≥ 0 in Ω. Furthermore, if either f 6≡ 0 in Ω and µ > 0 or
g 6≡ 0 in Ω and λ > 0 or f, g 6≡ 0 in Ω, then u and v are positive in Ω.
Thanks to Theorem 1.3, we derive a condition so that if λ ∈ [0, λ∗) and µ ∈ [0, µ∗) then
(λ, µ) ∈ R1 \ C1. In fact, if
λ∗
1
rµ∗
1
s ≤ |Ω|
−( 1ns+ 1nr )
c(n, p)
β2
s c(n, q)
β1
r d
β2
s
+
β1
r ‖a‖
1
r
L∞(Ω)‖b‖
1
s
L∞(Ω)
, (13)
by Theorem 1.3, we obtain λ
1
rµ
1
s < λ∗
1
rµ∗
1
s ≤ Λ′, that is, (λ, µ) ∈ R1 \ C1.
We can simplify the condition (13) in the special case p = q = 2. For this, note that
1
C2n,2|Ω|a1,2
≤ r
2−2β1
0
C2β1n,2 |Ω|a1,2β1
⇐⇒ r
2− 2
β1
0
C
2
β1
n,2|Ω|a8
≤ 1
C2n,2|Ω|a7
.
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Therefore, either
λ∗ =
2
20C2n,2|Ω|a1,2‖a‖L∞(Ω)
and µ∗ =
2r
2− 2
β1
0
20‖b‖L∞(Ω)C
2
β1
n,2|Ω|a8
or
λ∗ =
2r2−2β10
20‖a‖L∞(Ω)C2β1n,2 |Ω|a1,2β1
and µ∗ =
2
20C2n,2|Ω|a7‖b‖L∞(Ω)
.
Then, the condition (13) holds whenever either
|Ω| 1ns+ 1nr−
a1,2
r
−a8
s ≤ 20
1
r
+ 1
sC
2
r
+ 2
sβ1
n,2
2
1
r
+ 1
s r
2
s
− 2
sβ1
0 (c(n, 2)d)
β1
r
+
β2
s
or
|Ω| 1ns+ 1nr−
a1,2β1
r
−a7
s ≤ 20
1
r
+ 1
sC
2
s
+
2β1
r
n,2
2
1
r
+ 1
s r
2
r
− 2β1
r
0 (c(n, 2)d)
β1
r
+
β2
s
.
The last result gives conditions to ensure the uniqueness of a positive weak solution in a
particular case of the problem (7). Precisely:
Theorem 1.7. Let (u, v) ∈ (C1(Ω))2 be a positive weak solution of the problem
−∆pu = λa(x)|v|β1−1v + f(x) + h1(x)vp2 in Ω,
−∆qv = µb(x)|u|β2−1u+ g(x) + h2(x)uq1 in Ω,
u = v = 0 on ∂Ω,
(14)
where β1, β2 > 0 be such that β1β2 = (p− 1)(q − 1), h1, h2 ∈ L∞(Ω) are nonnegative functions,
p ≥ q and (λ, µ) ∈ R2+. In the case that, β1 ≥ β2 assume that
(i) β1 > p− 1, h2 ≡ 0, p− 1 < p2 < β1 if f ≡ g ≡ 0 in Ω;
(ii) β1 > p− 1, h2 ≡ 0, p− 1 < p2 ≤ β1 if f 6≡ 0 or g 6≡ 0 in Ω;
and when β2 ≥ β1, assume that
(iii) β2 > p− 1, h1 ≡ 0, p− 1 < q1 < β2 if f ≡ g ≡ 0 in Ω;
(iv) β2 > p− 1, h1 ≡ 0, p− 1 < q1 ≤ β2 if f 6≡ 0 or g 6≡ 0 in Ω.
Then the problem (14) admits a unique positive weak solution.
In fact, let (u1, v1), (u2, v2) ∈ (C1(Ω))2 be two positive weak solutions of the problem (14).
We show the assertion (iv). The assertions (i), (ii) and (iii) are analogous. Let Γ = {γ > 0 :
u1 > γu2 and v1 > γ
ωv2 in Ω}, where ω = p−1β1 . We take γ = sup Γ.
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We claim that γ ≥ 1. Suppose by contradiction that γ < 1. Assume that g 6≡ 0 in Ω. Since
p− 1 < q1 ≤ β2, we have
−∆q(γωv2) = µb(x)(γu2)β2 + γβ2g(x) + h2(x)γβ2uq12 ≤ (6≡) µb(x)uβ21 + g(x) + h2(x)uq11 = −∆q(v1)
in Ω and γωv2 = v1 = 0 on ∂Ω. Thus, by strong comparison principle, we can find 0 < ε < 1
such that v1 > (γ + ε)
ωv2. Using this inequality, we get
−∆p(γu2) = λa(x)(γωv2)β1 + γp−1f(x) ≤ ( 6≡) λa(x)vβ11 + f(x) = −∆p(u1)
in Ω and γu2 = u1 = 0 on ∂Ω. Then, by strong comparison principle, we obtain u1 > (γ + ε)u2
for 0 < ε < 1 small enough, contradicting the definition of γ. Thus, it follows that γ ≥ 1 which
implies that v1 ≥ v2 and u1 ≥ u2 in Ω. Exchanging the indexes, the proof then follows.
Remark 1.2. Note that, by Theorem 1.5, when (λ, µ) ∈ R1 \ C1 and f ≡ g ≡ 0 the system
(3) admits only the trivial solution. In this case, we cannot ensure that the problem (7) has a
nontrivial weak solution. In particular, we cannot guarantee that the system (14) has a positive
weak solution. However, the Theorem 1.7 one says that if the problem (14) has a positive weak
solution (u, v) ∈ (C1(Ω))2, so the solution is unique.
The rest of paper is organized into six sections. In Section 2 we show Theorem 1.1 by mean
of maximum and comparison principles and Hopf’s lemma related to the p-Laplacian operator.
In Section 3 we characterize weak and strong comparison principles associated to the system (1)
stated in Theorem 1.2 by using Theorem 1.1 as a key tool. In Section 4 we get an explicit lower
estimate of Λ′ in terms of the Lebesque measure of Ω stated Theorem 1.3. The characterization of
maximum principle in domains Ω of small Lebesgue measure stated in Theorem 1.4 is established
in Section 5. In Section 6 we prove Theorem 1.5 by using Theorems 1.1 and 1.2. Finally, in
Section 7 we show the existence of a weak solution to the problem (7) stated Theorem 1.6 via
Galerkin method.
2 Proof of Theorem 1.1
In this section we prove Theorem 1.1, which classify completely the couples (λ, µ) ∈ R2 such
that (WMP) and (SMP) holds in Ω. Notice that it suffices to show only that (i) ⇔ (ii). In
this case, we clearly have (ii)⇔ (iii). In fact, it is obvious that (SMP) in Ω implies (WMP) in
Ω. Conversely, assume that (WMP) holds in Ω and let (u, v) be a weak solution of the system
(3) with f, g ∈ L∞(Ω), f, g ≥ 0 in Ω and f + g 6≡ 0 in Ω. Thus, u, v ≥ 0 in Ω and, by (i), we
obtain λ, µ ≥ 0. Then, the conclusion of (SMP) follows, since ∆p satisfies the strong maximum
principle (see [29, 49, 52]).
In order to proof that (WMP) in Ω leads to (λ, µ) ∈ R1 \ C1, assume instead that (λ, µ) 6∈
R1 \ C1. Let (λ, µ) ∈ C1 and (ϕ˜, ψ˜) be a positive eigenfunction associated to (λ, µ). Then,
(−ϕ˜,−ψ˜) is a negative eigenfunction associated to (λ, µ) and so (WMP) fails in Ω.
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Assume now that (λ, µ) ∈ R2 is a fixed couple outside of R1. If (λ, µ) ∈ (R∗+)2, we get λ > λ1
and µ > µ1, where (λ1, µ1) is a principal eigenvalue of (1) with
µ
λ =
µ1
λ1
. Denote by (ϕ,ψ) a
positive eigenfunction corresponding to (λ1, µ1). Thus, we derive
−∆p(−ϕ)− λa(x)| − ψ|β1−1(−ψ) = −λ1a(x)ψβ1 + λa(x)ψβ1
= (λ− λ1)a(x)ψβ1 ≥ (6≡) 0 in Ω;
−∆q(−ψ)− µb(x)| − ϕ|β2−1(−ϕ) = −µ1b(x)ϕβ2 + µb(x)ϕβ2
= (µ− µ1)b(x)ϕβ2 ≥ (6≡) 0 in Ω
and −ϕ = 0 = −ψ in ∂Ω. Since, −ϕ,−ψ < 0 in Ω, (WMP) doesn’t hold in Ω.
Now, suppose that λ < 0. Then, there exists (λ1, µ1) ∈ C1 with λ1 > 0 small enough (and
so µ1 > 0 large enough) so that λ < −λ1 and µ > −µ1. Then, we get
−∆p(−ϕ)− λa(x)ψβ1 = −λ1a(x)ψβ1 − λa(x)ψβ1
= −(λ+ λ1)a(x)ψβ1 ≥ (6≡) 0 in Ω;
−∆qψ − µb(x)| − ϕ|β2−1(−ϕ) = µ1b(x)ϕβ2 + µb(x)ϕβ2
= (µ+ µ1)b(x)ϕ
β2 ≥ ( 6≡) 0 in Ω
and −ϕ = 0 = ψ in ∂Ω. However, −ϕ < 0 in Ω and so (WMP) fails in Ω.
For the remaining case λ ≥ 0 and µ < 0, there exists (λ1, µ1) ∈ C1 with λ1 > 0 large enough
(and so µ1 > 0 small enough) so that λ > −λ1 and µ < −µ1. Therefore,
−∆pϕ− λa(x)| − ψ|β1−1(−ψ) = λ1a(x)ψβ1 + λa(x)ψβ1
= (λ+ λ1)a(x)ψ
β1 ≥ ( 6≡) 0 in Ω;
−∆q(−ψ)− µb(x)ϕβ2 = −µ1b(x)ϕβ2 − µb(x)ϕβ2
= −(µ+ µ1)b(x)ϕβ2 ≥ (6≡) 0 in Ω
and ϕ = 0 = −ψ in ∂Ω. But, −ψ < 0 in Ω and so again (WMP) fails in Ω.
Conversely, we next show that (WMP) holds in Ω for any couple (λ, µ) ∈ R1 \C1. Since ∆p
and ∆q satisfies weak maximum principle in Ω, we have (WMP) holds in Ω if either λ = 0 and
µ ≥ 0 or λ ≥ 0 and µ = 0. Now let (λ, µ) ∈ R1. Let (u, v) be a weak solution of the system (3).
Note that λ < λ1 and µ < µ1, where (λ1, µ1) is a principal eigenvalue of (1) with
µ
λ =
µ1
λ1
. Let
(ϕ,ψ) be a positive eigenfunction associated to (λ1, µ1). Arguing by contradiction, assume that
u or v is negative somewhere in Ω. Then, by strong comparison principle and Hopf’s lemma for
the p-Laplacian (see [29, 49, 52]), there exists some γ > 0 such that
−u ≤ γϕ and − v ≤ γωψ in Ω,
where ω := p−1β1 . Let γ be the minimum of such γ
′s. Thus, γ > 0. Since λ < λ1 and µ < µ1, we
derive{
−∆p(−u) ≤ λa(x)| − v|β1−1(−v) ≤ λa(x)(γωψ)β1 ≤ ( 6≡) λ1a(x)(γωψ)β1 = −∆p(γϕ) in Ω;
−∆q(−v) ≤ µb(x)| − u|β2−1(−u) ≤ µb(x)(γϕ)β2 ≤ ( 6≡) µ1b(x)(γϕ)β2 = −∆q(γωψ) in Ω
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and γϕ = −u = γωψ = −v = 0 on ∂Ω. It follows from the strong comparison principle to each
above equation (see Theorem A.1 of [16]) that −u < γϕ and −v < γωψ in Ω. Thus, we can find
0 < ε < 1 such that −u ≤ εγϕ and −v ≤ (εγ)ωψ in Ω, contradicting the definition of γ. Then,
u, v ≥ 0 in Ω. Hence, we complete the wished proof of theorem.
3 Proof of Theorem 1.2
In this section we establish the characterization of (WCP) and (SCP) in terms of the principal
curve C1 as stated in Theorem 1.2. Using strong comparison principle (see Theorem A.1 of [16])
and arguing in a similar way as in the proof of Theorem 1.1, we see that it suffices to show only
that (i) ⇔ (ii).
(ii) ⇒ (i) Taking u, v ≡ 0 in Ω (and so f1, f2 ≡ 0 in Ω), we have (WCP) in Ω implies
(WMP) in Ω. Then, by Theorem 1.1, (WCP) in Ω implies (λ, µ) ∈ R1 \ C1.
(i) ⇒ (ii) Consider (λ, µ) ∈ R1 \ C1. Since ∆p satisfies weak maximum and comparison
principles in Ω, the conclusion is direct in the cases that λ = 0 or µ = 0. Thus, it suffices to
consider (λ, µ) ∈ R1. In this case, since (u, v) is a weak solution of the problem (4), by Theorem
1.1, if f1, g1 ≡ 0 in Ω we have u, v ≡ 0 in Ω and if f1 + g1 6≡ 0 in Ω, we get u, v > 0 in Ω. Note
that, if f, g ≡ 0 in Ω, then the conclusion follows readily from (WMP) in Ω. Assume then
f1 + g1 6≡ 0 in Ω (and so u, v > 0 in Ω). Thus, we also have f2 + g2 6≡ 0 in Ω. Therefore, since
(z, w) is a weak solution of (5), by (SMP), we have z, w > 0 in Ω.
To finish the proof of (WCP), it suffices to show that u ≤ z in Ω. This follows directly by
using the fact that ∆q satisfies weak comparison principle in Ω (see [49]). Assume by contradic-
tion that u > z somewhere in Ω. In this case, the set Γ := {γ > 0 : z > γu and w > γωv in Ω},
where ω := p−1β1 , is nonempty by Hopf’s Lemma (see [52]) and is also upper bounded. Set
γ := sup Γ > 0. Notice that z ≥ γu and w ≥ γωv in Ω. Note also that the statement of
contradiction leads to γ < 1. Thus, since f1 + g1 6≡ 0 and f2 + g2 6≡ 0 in Ω, we derive
{
−∆p(γu) = λa(x)(γωv)β1 + γp−1f1 ≤ (6≡) λa(x)wβ1 + f2 = −∆p(z) in Ω;
−∆q(γωv) = µb(x)(γu)β2 + γβ2g1 ≤ (6≡) µb(x)zβ2 + g2 = −∆q(w) in Ω
and γu = z = γωv = w = 0 on ∂Ω. It follows from the strong comparison principle to each
above equation (see Theorem A.1 of [16]) that z > γu and w > γωv in Ω. Thus, we can find
0 < ε < 1 such that z ≥ (γ+ ε)u and w ≥ (γ+ ε)ωv in Ω, contradicting the definition of γ. This
concludes the desired proof.
4 Proof of Theorem 1.3
Let a, b ∈ L∞(Ω)∩C(Ω), (λ1, µ1) ∈ C1 and (ϕ,ψ) ∈ X be a positive eigenfunction of the problem
(1) corresponding to (λ1, µ1). Since λ1aϕ
β1 , µ1bψ
β2 ∈ C(Ω), by Theorem 1.8 of [39], we have
13
(ϕ,ψ) is a viscosity subsolution of the system (1). Thus, applying the ABP estimate for the
p-Laplacian (see Theorem 3 of [5]) to the first equation of (1), we have
||ϕ||L∞(Ω) = sup
Ω
ϕ ≤ c(n, p)dλ
1
p−1
1 ‖a‖
1
p−1
L∞(Ω)‖ψ‖
β1
p−1
L∞(Ω)|Ω|
1
n(p−1)
and for the q-Laplacian to the second equation of (1), we obtain
||ψ||L∞(Ω) ≤ c(n, q)dµ
1
q−1
1 ‖b‖
1
q−1
L∞(Ω)‖ϕ‖
β2
q−1
L∞(Ω)|Ω|
1
n(q−1) .
Therefore, joining these two inequalities and using that
β1β2 = (p− 1)(q − 1) and λ
1
r
1 µ
1
s
1 = Λ
′,
we finally derive (6) and conclude the proof.
5 Proof of Theorem 1.4
The necessity of (i) and the equivalence between (WMP) and (SMP) follow directly from
Theorem 1.1. Thus, it suffices to prove that the assertion (i) implies (ii).
Assume that λ ≥ 0 and µ ≥ 0. If either λ = 0 or µ = 0, then by Theorem 1.1, the desired
(WMP) follow.
Finally, assume now that λ > 0 and µ > 0. We consider the positive constant η given by
η :=
1[
λ
1
rµ
1
s
(
c(n, p)
β2
s c(n, q)
β1
r d
β2
s
+
β1
r ‖a‖
1
r
L∞(Ω)‖b‖
1
s
L∞(Ω)
)] nrs
r+s
,
where d := diam(Ω), r :=
√
β1(p− 1), s :=
√
β2(q − 1) and c(n, p) and c(n, q) are the explicit
constants of ABP estimate for the p-Laplacian and q-Laplacian, respectively. Then, by using
the estimate (6) of Theorem 1.3, we obtain
Λ′ ≥ |Ω|
−( 1ns+ 1nr )
c(n, p)
β2
s c(n, q)
β1
r d
β2
s
+
β1
r ‖a‖
1
r
L∞(Ω)‖b‖
1
s
L∞(Ω)
> λ
1
rµ
1
s
whenever |Ω| < η. Therefore, we get (λ, µ) ∈ R1 for such domains and so, by Theorem 1.1 the
assertion (ii) hold. This concludes the proof of theorem.
6 Proof of Theorem 1.5
Let (λ, µ) ∈ R1 \ C1 and f, g ∈ L∞(Ω) such that f, g ≥ 0 in Ω. If either λ = 0 or µ = 0, then
clearly, by existence and uniqueness of weak solution for the problem (2), the system (3) admits
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a unique weak solution (u, v) ∈ W 1,p0 (Ω)×W 1,q0 (Ω). Applying the weak maximum principle to
each equation of (3), we get u, v ≥ 0 in Ω.
Assume now that (λ, µ) ∈ R1. Then, by Theorem 3.1 of [16], the system (3) admits a unique
weak solution (u, v) ∈ X+. Let (z, w) ∈ W 1,p0 (Ω) ×W 1,q0 (Ω) be a weak solution of the system
(3). So, by (WCP), u = z and v = w in Ω. Therefore, the system (3) admits a unique weak
solution in W 1,p0 (Ω)×W 1,q0 (Ω) and this is nonnegative.
Conversely, assume that (λ, µ) ∈ R2 and the problem (3) admits a unique weak solution
(u, v) ∈ W 1,p0 (Ω) ×W 1,q0 (Ω) and that this satisfies u, v ≥ 0 in Ω for any pair (f, g) ∈ (L∞(Ω))2
of nonnegative functions. Thus, (WMP) associated to (1) holds in Ω and so by Theorem 1.1,
we have (λ, µ) ∈ R1 \ C1. This ends the proof.
7 Proof of Theorem 1.6
In this section we prove existence of a weak solution to the problem (7). To this end, we will use
the Galerkin method together with the following Lemma which is a consequence of Brouwer’s
Fixed Point Theorem, see [1], [32] and [46].
Lemma 7.1. Let Φ : RN → RN be a continuous function such that 〈Φ(ξ), ξ〉 ≥ 0 for every
ξ ∈ RN with |ξ| = r0 for some r0 > 0. Then, there exists z0 in the closed ball Br0(0) such that
Φ(z0) = 0.
Proof. of Theorem 1.6. Consider the vector space E := W 1,p0 (Ω) ×W 1,q0 (Ω) endowed with the
norm ‖(u, v)‖ := ‖∇u‖Lp(Ω) +‖∇v‖Lq(Ω). So, (E, ‖·‖) is a reflexive and separable Banach space.
Let Bp = {w1,p, w2,p, . . . , wm,p, . . . } be a Schauder basis of W 1,p0 (Ω) (see [9]). Define
Wm,p = [w1,p, w2,p, . . . , wm,p],
to be the space generated by {w1,p, w2,p, . . . , wm,p}. Let (η, ξ) = (η1, η2, ..., ηm, ξ1, ξ2, ..., ξm) ∈
R2m, note that
|η|m,p + |ξ|m,q = ‖
m∑
ı=1
ηıwı,p‖W 1,p(Ω) + ‖
m∑
ı=1
ξıwı,q‖W 1,q(Ω)
defines a norm in R2m. In fact, let (ηi, ξi) = (ηi1, ηi2, ..., ηim, ξi1, ξi2, ..., ξim) ∈ R2m, i = 1, 2, and let
β ∈ R.
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(a) |η1 + η2|m,p + |ξ1 + ξ2|m,q ≤ |η1|m,p + |ξ1|m,q + |η2|m,p + |ξ2|m,q:
|η1 + η2|m,p + |ξ1 + ξ2|m,q = ‖
m∑
ı=1
η1ıwı,p +
m∑
ı=1
η2ıwı,p‖W 1,p(Ω) + ‖
m∑
ı=1
ξ1ı wı,q +
m∑
ı=1
ξ2ı wı,q‖W 1,q(Ω)
≤ ‖
m∑
ı=1
η1ıwı,p‖W 1,p(Ω) + ‖
m∑
ı=1
ξ1ı wı,q‖W 1,q(Ω)
+ ‖
m∑
ı=1
η2ıwı,p‖W 1,p(Ω) + ‖
m∑
ı=1
ξ2ı wı,q‖W 1,q(Ω)
= |η1|m,p + |ξ1|m,q + |η2|m,p + |ξ2|m,q.
(b) |βη1|m,p + |βξ1|m,q = |β|(|η1|m,p + |ξ1|m,q):
|βη1|m,p + |βξ1|m,q = ‖β
m∑
ı=1
η1ıwı,p‖W 1,p(Ω) + ‖β
m∑
ı=1
ξ1ı wı,q‖W 1,q(Ω)
= |β|‖
m∑
ı=1
η1ıwı,p‖W 1,p(Ω) + |β|‖
m∑
ı=1
ξ1ı wı,q‖W 1,q(Ω)
= |β|(|η1|m,p + |ξ1|m,q).
(c) |η1|m,p + |ξ1|m,q = 0 is equivalent to (η1, ξ1) = 0:
Assume that 0 = |η1|m,p + |ξ1|m,q = ‖
∑m
ı=1 η
1
ıwı,p‖W 1,p(Ω) + ‖
∑m
ı=1 ξ
1
ı wı,q‖W 1,q(Ω). Then,∑m
ı=1 η
1
ıwı,p = 0 and
∑m
ı=1 ξ
1
ı wı,q = 0. Note that, the uniqueness of the representation
ensures that the vectors of a Schauder basis are linearly independent. Thus, (η1, ξ1) = 0.
Conversely, (η1, ξ1) = 0 directly implies |η1|m,p + |ξ1|m,q = 0.
Then, the linear transformation
i : (R2m, | · |m,p + | · |m,q) −→ (Wm,p ×Wm,q, ‖ · ‖W 1,p(Ω) + ‖ · ‖W 1,q(Ω)),
given by i(η, ξ) = (u, v) is an isometry, where (η, ξ) = (η1, η2, ..., ηm, ξ1, ξ2, ..., ξm) ∈ R2m,
u =
m∑
ı=1
ηıwı,p ∈Wm,p
and
v =
m∑
ı=1
ξıwı,q ∈Wm,q.
By using this isometric linear transformation, define the function Φ : R2m → R2m such that
Φ(η, ξ) = (F1(η, ξ), F2(η, ξ), . . . , Fm(η, ξ), G1(η, ξ), G2(η, ξ), . . . , Gm(η, ξ))
where
Fκ(η, ξ) =
∫
Ω
|∇u|p−2∇u∇wκ,pdx− λ
∫
Ω
a(x)|v|β1−1vwκ,p −
∫
Ω
f(x)wκ,p −
∫
Ω
F (x, u, v)wκ,p,
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Gκ(η, ξ) =
∫
Ω
|∇v|q−2∇v∇wκ,qdx− µ
∫
Ω
b(x)|u|β2−1uwκ,q −
∫
Ω
g(x)wκ,q −
∫
Ω
G(x, u, v)wκ,q,
with κ = 1, . . . ,m. Then
〈Φ(η, ξ), (η, ξ)〉 =
∫
Ω
|∇u|pdx− λ
∫
Ω
a(x)|v|β1−1vu−
∫
Ω
f(x)u−
∫
Ω
F (x, u, v)u
+
∫
Ω
|∇v|pdx− µ
∫
Ω
b(x)|u|β2−1uv −
∫
Ω
g(x)v −
∫
Ω
G(x, u, v)v.
By using Ho¨lder and Young’s inequalities, we get∫
Ω
a(x)|v|β1−1vu ≤ ‖a‖L∞(Ω)
(
1
p
‖u‖p
Lβ1+1(Ω)
+
p− 1
p
‖v‖pβ1/(p−1)
Lβ1+1(Ω)
)
and ∫
Ω
b(x)|u|β2−1uv ≤ ‖b‖L∞(Ω)|Ω|
β1−β2
β1+1
(
q − 1
q
‖u‖qβ2/(q−1)
Lβ1+1(Ω)
+
1
q
‖v‖q
Lβ1+1(Ω)
)
.
Now, using Young’s inequality, (11) and (12), we obtain∫
Ω
F (x, u, v)u ≤ D1
(
‖u‖p1+1
Lp1+1(Ω)
+
p2
p2 + 1
‖v‖p2+1
Lp2+1(Ω)
+
1
p2 + 1
‖u‖p2+1
Lp2+1(Ω)
)
and ∫
Ω
G(x, u, v)v ≤ D2
(
‖v‖q2+1
Lq2+1(Ω)
+
q1
q1 + 1
‖u‖q1+1
Lq1+1(Ω)
+
1
q1 + 1
‖v‖q1+1
Lq1+1(Ω)
)
.
Define
a1,p =
np− (n− p)(β1 + 1)
n(β1 + 1)
, a2,p =
np− (n− p)(p2 + 1)
np
a3,p =
np− (n− p)
np
,
a4,p =
np− (n− p)(q1 + 1)
np
, a5 =
nq − (n− q)(q2 + 1)
nq
, a6 =
np− (n− p)(p1 + 1)
np
,
a7 =
β1 − β2
β1 + 1
+ a1,q, a8 =
β1 − β2
β1 + 1
+
a1,pqβ2
p(q − 1) and a9 =
pβ1
p− 1 .
Using the critical Sobolev inequality (8) when 1 < p < n, (9) when p = n and (10) when
n > p, we have
〈Φ(η, ξ), (η, ξ)〉 ≥ ‖∇u‖pLp(Ω) − λ‖a‖L∞(Ω)
(
1
p
Cpn,p|Ω|a1,p‖∇u‖pLp(Ω) +
p− 1
p
Ca9n,q|Ω|
a1,qa9
q ‖∇v‖a9Lq(Ω)
)
− ‖f‖L∞(Ω)|Ω|a3,pCn,p‖∇u‖Lp(Ω) −D1Cp1+1n,p |Ω|a6‖∇u‖p1+1Lp(Ω)
− D1p2
p2 + 1
Cp2+1n,q |Ω|a2,q‖∇v‖p2+1Lq(Ω) −
D1
p2 + 1
Cp2+1n,p |Ω|a2,p‖∇u‖p2+1Lp(Ω) + ‖∇v‖qLq(Ω)
− µ‖b‖L∞(Ω)
(
1
q
Cqn,q|Ω|a7‖∇v‖qLq(Ω) +
q − 1
q
C
pq
a9
n,p|Ω|a8‖∇u‖
pq
a9
Lp(Ω)
)
− ‖g‖L∞(Ω)|Ω|a3,qCn,q‖∇v‖Lq(Ω) −D2Cq2+1n,q |Ω|a5‖∇v‖q2+1Lq(Ω)
− D2q1
q1 + 1
Cq1+1n,p |Ω|a4,p‖∇u‖q1+1Lp(Ω) −
D2
q1 + 1
Cq1+1n,q |Ω|a4,q‖∇v‖q1+1Lq(Ω).
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We assume now that ‖(u, v)‖ = r0 for some 0 < r0 ≤ 1 to be chosen later. Then, since p ≥ q,
we have ‖∇u‖pLp(Ω) + ‖∇v‖qLq(Ω) ≥ ‖∇u‖pLp(Ω) + ‖∇v‖pLq(Ω) ≥ ‖(u,v)‖
p
2p−1 . Thus,
〈Φ(η, ξ), (η, ξ)〉 ≥ r
p
0
2p−1
− λ‖a‖L∞(Ω)
(
1
p
Cpn,p|Ω|a1,prp0 +
p− 1
p
Ca9n,q|Ω|
a1,qa9
q ra90
)
− ‖f‖L∞(Ω)|Ω|a3,pCn,pr0 −D1Cp1+1n,p |Ω|a6rp1+10
− D1p2
p2 + 1
Cp2+1n,q |Ω|a2,qrp2+10 −
D1
p2 + 1
Cp2+1n,p |Ω|a2,prp2+10
− µ‖b‖L∞(Ω)
(
1
q
Cqn,q|Ω|a7rq0 +
q − 1
q
C
pq
a9
n,p|Ω|a8r
pq
a9
0
)
− ‖g‖L∞(Ω)|Ω|a3,qCn,qr0 −D2Cq2+1n,q |Ω|a5rq2+10
− D2q1
q1 + 1
Cq1+1n,p |Ω|a4,prq1+10 −
D2
q1 + 1
Cq1+1n,q |Ω|a4,qrq1+10 .
We need to choose r0 > 0 such that
rp0
2p+1
−D1Cp1+1n,p |Ω|a6rp1+10 ≥
rp0
2p+2
,
rp0
2p+1
−
(
D1p2
p2 + 1
Cp2+1n,q |Ω|a2,q +
D1
p2 + 1
Cp2+1n,p |Ω|a2,p
)
rp2+10 ≥
rp0
2p+1
,
rp0
2p+1
−D2Cq2+1n,q |Ω|a5rq2+10 ≥
rp0
2p+2
and
rp0
2p+1
−
(
D2q1
q1 + 1
Cq1+1n,p |Ω|a4,p +
D2
q1 + 1
Cq1+1n,q |Ω|a4,q
)
rq1+10 ≥
rp0
2p+2
.
Then,
r0 ≤
(
1
2p+2D1C
p1+1
n,p |Ω|a6
) 1
p1+1−p
,
r0 ≤
(
p2 + 1
2p+2D1(p2C
p2+1
n,q |Ω|a2,q + Cp2+1n,p |Ω|a2,p)
) 1
p2+1−p
,
r0 ≤
(
1
2p+2D2C
q2+1
n,q |Ω|a5
) 1
q2+1−p
and
r0 ≤
(
q1 + 1
2p+2D2(q1C
q1+1
n,p |Ω|a4,p + Cq1+1n,q |Ω|a4,q)
) 1
q1+1−p
.
Therefore, let
r1 = min

(
1
2p+2D1C
p1+1
n,p |Ω|a6
) 1
p1+1−p
,
(
p2 + 1
2p+2D1(p2C
p2+1
n,q |Ω|a2,q + Cp2+1n,p |Ω|a2,p)
) 1
p2+1−p

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and
r2 = min

(
1
2p+2D2C
q2+1
n,q |Ω|a5
) 1
q2+1−p
,
(
q1 + 1
2p+2D2(q1C
q1+1
n,p |Ω|a4,p + Cq1+1n,q |Ω|a4,q)
) 1
q1+1−p
 .
Define r0 = min{r1, r2, 1}. Thus
〈Φ(η, ξ), (η, ξ)〉 ≥ r
p
0
2p−1
− λ‖a‖L∞(Ω)
(
1
p
Cpn,p|Ω|a1,prp0 +
p− 1
p
Ca9n,q|Ω|
a1,qa9
q ra90
)
− µ‖b‖L∞(Ω)
(
1
q
Cqn,q|Ω|a7rq0 +
q − 1
q
C
pq
a9
n,p|Ω|a8r
pq
a9
0
)
− (‖f‖L∞(Ω)|Ω|a3,pCn,p + ‖g‖L∞(Ω)|Ω|a3,qCn,q) r0.
Define
ρ1 =
rp0
5(2)p
− λ
p
‖a‖L∞(Ω)Cpn,p|Ω|a1,prp0, ρ2 =
rp0
5(2)p
− λ(p− 1)
p
‖a‖L∞(Ω)Ca9n,q|Ω|
a1,qa9
q ra90 ,
ρ3 =
rp0
5(2)p
− µ(q − 1)
q
‖b‖L∞(Ω)C
pq
a9
n,p|Ω|a8r
pq
a9
0 , ρ4 =
rp0
5(2)p
− µ
q
‖b‖L∞(Ω)Cqn,q|Ω|a7rq0
and
ρ5 =
rp0
5(2)p
− (‖f‖L∞(Ω)|Ω|a3,pCn,p + ‖g‖L∞(Ω)|Ω|a3,qCn,q) r0.
Choose λ∗ > 0 such that ρ1, ρ2 > 0 for λ < λ∗ and µ∗ > 0 such that ρ3, ρ4 > 0 for µ < µ∗.
Then, we take
λ∗ =
p
5(2)p
min
 1Cpn,p|Ω|a1,p‖a‖L∞(Ω) , r
p−a9
0
(p− 1)‖a‖L∞(Ω)Ca9n,q|Ω|
a1,qa9
q

and
µ∗ =
q
5(2)p
min
 rp−q0Cqn,q|Ω|a7‖b‖L∞(Ω) , r
p− pq
a9
0
(q − 1)‖b‖L∞(Ω)C
pq
a9
n,p|Ω|a8
 .
Notice that
ρ5 ≥ 0⇔
(‖f‖L∞(Ω)|Ω|a3,pCn,p + ‖g‖L∞(Ω)|Ω|a3,qCn,q) ≤ rp−105(2)p . (15)
Let ξ, η ∈ Rm be such that |η|m,p+ |ξ|m,q = r0 and suppose that inequality (15) occur. Hence
for λ < λ∗ and µ < µ∗, we get
〈Φ(η, ξ), (η, ξ)〉 ≥ ρ1 + . . .+ ρ5 > 0.
19
From Lemma 7.1 for every m ∈ N there exists (η0, ξ0) ∈ R2m with |η0|m,p + |ξ0|m,q ≤ r0 such
that Φ(η0, ξ0) = 0. Then, there exists (um, vm) ∈Wm,p ×Wm,q satisfying
‖∇um‖Lp(Ω) + ‖∇vm‖Lq(Ω) ≤ r0 for every m ∈ N (16)
and such that∫
Ω
|∇um|p−2∇um∇wpdx = λ
∫
Ω
a(x)|vm|β1−1vmwp +
∫
Ω
f(x)wp +
∫
Ω
F (x, um, vm)wp (17)
for all wp ∈Wm,p and∫
Ω
|∇vm|q−2∇vm∇wqdx = µ
∫
Ω
b(x)|um|β2−1umwq +
∫
Ω
g(x)wq +
∫
Ω
G(x, um, vm)wq
for all wq ∈ Wm,q. Since Wm,p ⊂ W 1,p0 (Ω) ∀m ∈ N and r0 independent of m, so the sequences
(um) and (vm) are bounded in W
1,p
0 (Ω) and W
1,q
0 (Ω), respectively. Since E is reflexive, for a
subsequence, there exist (u, v) ∈ E such that
um ⇀ u weakly in W
1,p
0 (Ω) (18)
and
vm ⇀ v weakly in W
1,q
0 (Ω). (19)
Then,
um → u in Lsp(Ω) and vm → v in Lsq(Ω), (20)
where sp ∈ [1, p∗) if 1 < p < n, sp ∈ [1,∞) if p = n and sp ∈ [1,∞] if p < n, and
um → u and vm → v a.e. in Ω. (21)
We affirm that
um → u in W 1,p0 (Ω) and vm → v in W 1,q0 (Ω). (22)
Since Bp is a Schauder basis of W 1,p0 (Ω), for every (u, v) ∈ E there exists a unique sequence
(αj , βj)j≥1 in R2 such that u =
∑∞
ı=1 αıwı,p and v =
∑∞
ı=1 βıwı,q, so
ϕm :=
m∑
ı=1
αıwı,p → u in W 1,p0 (Ω) and ψm :=
m∑
ı=1
βıwı,q → v in W 1,q0 (Ω) as m→∞. (23)
Set wp = um − ϕm in Wm,p and wq = vm − ψm in Wm,q. Now, by using in wp as a test
function in (17), we obtain∫
Ω
|∇um|p−2∇um∇(um − ϕm)dx = λ
∫
Ω
a(x)|vm|β1−1vm(um − ϕm)
+
∫
Ω
f(x)(um − ϕm) +
∫
Ω
F (x, um, vm)(um − ϕm).
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Using (11), we get∫
Ω
|∇um|p−2∇um∇(um − ϕm)dx ≤ λ
∫
Ω
a(x)|vm|β1−1vm(um − ϕm)
+
∫
Ω
f(x)(um − ϕm) +D1
∫
Ω
(|um|p1 + |vm|p2)(um − ϕm).
By (18), (19), (20), (21) and (23), we have
lim
m→∞λ
∫
Ω
a(x)|vm|β1−1vm(um − ϕm) ≤ lim
m→∞λ‖a‖L∞(Ω)
∫
Ω
|vm|β1 |um − ϕm| ≤ 0, (24)
lim
m→∞
∫
Ω
f(x)(um − ϕm) ≤ ‖f‖L∞(Ω) lim
m→∞
∫
Ω
|um − ϕm| = 0 (25)
and
lim
m→∞
∫
Ω
(|um|p1 + |vm|p2)(um − ϕm) ≤ 0. (26)
Notice that this inequalities are immediately when n ≤ q. Suppose that n > q. In this case,
we have β1 < q
∗ − 1. Take s0 = β1(q
∗−ε)
q∗−ε−1 , where ε < q
∗ − 1− β1. By using Ho¨lder inequality, we
get
lim
m→∞
∫
Ω
|vm|β1(um − ϕm) ≤ lim
m→∞
(∫
Ω
|vm|s0
)β1
s0
(∫
Ω
|um − ϕm|q∗−ε
) 1
q∗−ε
= 0.
The assertion (26) follows in a similar way. By (16) and (19), we get∫
Ω
|∇um|p−2∇um∇(u− ϕm)dx = 0. (27)
By (24)-(27), we obtain ∫
Ω
|∇um|p−2∇um∇(um − u)dx ≤ 0,
which implies that um → u in W 1,p0 (Ω), since −∆p is an operator of the type (S+) (see Propo-
sition A.3 in [10] or Proposition 3.5 of [43]). Arguing in a similar way, we have vm → v in
W 1,q0 (Ω).
Take k ∈ N, then for every m ≥ k we have∫
Ω
|∇um|p−2∇um∇wpdx = λ
∫
Ω
a(x)|vm|β1−1vmwp +
∫
Ω
f(x)wp +
∫
Ω
F (x, um, vm)wp (28)
for all wp ∈Wk,p and∫
Ω
|∇vm|q−2∇vm∇wqdx = µ
∫
Ω
b(x)|um|β2−1umwq +
∫
Ω
g(x)wq +
∫
Ω
G(x, um, vm)wq (29)
21
for all wq ∈Wk,q. Therefore, by (22), we have∫
Ω
|∇um|p−2∇um∇wpdx→
∫
Ω
|∇u|p−2∇u∇wpdx, ∀ wp ∈Wk,p (30)
and ∫
Ω
|∇vm|q−2∇vm∇wqdx→
∫
Ω
|∇v|q−2∇v∇wqdx, ∀ wq ∈Wk,q. (31)
We use (20) and (22). Letting m→∞, we get
λ
∫
Ω
a(x)|vm|β1−1vmwp +
∫
Ω
f(x)wp +
∫
Ω
F (x, um, vm)wp → λ
∫
Ω
a(x)|v|β1−1vwp (32)
+
∫
Ω
f(x)wp +
∫
Ω
F (x, u, v)wp
for all wp ∈Wk,p and
µ
∫
Ω
b(x)|um|β2−1umwq +
∫
Ω
g(x)wq +
∫
Ω
G(x, um, vm)wq → µ
∫
Ω
b(x)|u|β2−1uwq (33)
+
∫
Ω
g(x)wq +
∫
Ω
G(x, u, v)wq
for all wq ∈Wk,q. By (28), (29), (30), (31), (32) and (33), we obtain∫
Ω
|∇u|p−2∇u∇wpdx = λ
∫
Ω
a(x)|v|β1−1vwp +
∫
Ω
f(x)wp +
∫
Ω
F (x, u, v)wp
for all wp ∈Wk,p and∫
Ω
|∇v|q−2∇v∇wqdx = µ
∫
Ω
b(x)|u|β2−1uwq +
∫
Ω
g(x)wq +
∫
Ω
G(x, u, v)wq
for all wq ∈Wk,q. Using the fact that [Wk,p]k∈N is dense in W 1,p0 (Ω), we have∫
Ω
|∇u|p−2∇u∇wpdx = λ
∫
Ω
a(x)|v|β1−1vwp +
∫
Ω
f(x)wp +
∫
Ω
F (x, u, v)wp
for all wp ∈W 1,p0 (Ω) and∫
Ω
|∇v|q−2∇v∇wqdx = µ
∫
Ω
b(x)|u|β2−1uwq +
∫
Ω
g(x)wq +
∫
Ω
G(x, u, v)wq
for all wq ∈W 1,q0 (Ω).
Thus, (u, v) ∈ E is a weak solution of the system (7). In order to conclude the proof, it just
remains to prove that (u, v) ∈ (C1,α(Ω))2 for some α ∈ (0, 1). To prove this, we separate in
some cases:
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Case n ≤ q: In this case, the right side of the system (7) belongs to Lθ(Ω), for all θ ≥ 1.
Therefore, (u, v) ∈ (C1,α(Ω))2 for some α ∈ (0, 1).
Case n > q: Note that, if n ≤ p then u ∈ Lθ(Ω), for all θ ≥ 1. Suppose that 1 < p < n.
In this case, if v ∈ L∞(Ω) then u ∈ L∞(Ω). In fact, define p1,1 = np(n−p)p1 . Since u ∈ L
np
n−p (Ω),
we have up1 ∈ Lp1,1(Ω). Therefore, the right side of the first equation of the system (7) belongs
to Lp1,1(Ω). If p1,1 >
n
p then, by Theorem 2.4 of [8], we get u ∈ L∞(Ω). Suppose that
(p∗)′ < p1,1 < np . Therefore, by Theorem 2.3 of [8], we have u ∈ L
np(p−1)
(n−p)p1−p−p(p−1) (Ω).
Define p1,2 =
np(p−1)
(n−p)p21−p1(p+p(p−1))
. Notice that p1,2 > p1,1. Then u
p1 ∈ Lp1,2(Ω) and so
the right side of the first equation of the system (7) belongs to Lp1,2(Ω). Again, if p1,2 >
n
p
then u ∈ L∞(Ω). Suppose that (p∗)′ < p1,2 < np . Thus, by Theorem 2.3 of [8], we have
u ∈ L
np(p−1)2
(n−p)p21−p1(p+p(p−1))−p(p−1)−p(p−1)2 (Ω).
Proceeding inductively, there is j0 ≥ 1 such that p1,j0 > np , where
p1,j0 =
np(p− 1)j0−1
(n− p)pj01 − pj0−11 (p+ p(p− 1))− · · · − p1(p(p− 1)j0−2 + p(p− 1)j0−1)
.
Thus, u ∈ L∞(Ω).
Note that, rest to show that v ∈ L∞(Ω).
First, the case p ≥ n. In this case, u ∈ Lθ(Ω), for all θ ≥ 1. Then, the proof of this case is
similar to the previous proof, replacing u with v, p1 with q2, p with q and first equation of the
system (7) with second equation of the system (7).
Now, the case 1 < p < n and p1 <
nq−n+q
n−q . We take t = max{β1, q1, q2, p1, p2}. Then,
t < nq−n+qn−q .
Define qt,1 =
nq
(n−q)t . Since u, v ∈ L
nq
n−q (Ω), we have ut, vt ∈ Lqt,1(Ω). Then, the right side of
the system (7) belongs to Lqt,1(Ω). If qt,1 >
n
q then u, v ∈ L∞(Ω). Suppose that (q∗)′ < qt,1 < nq .
So, by Theorem 2.3 of [8], we have u, v ∈ L
nq(q−1)
(n−q)t−q−q(q−1) (Ω).
Define qt,2 =
nq(q−1)
(n−q)t2−t(q+q(q−1)) , note that qt,2 > qt,1. Then u
t, vt ∈ Lqt,2(Ω). Thus, the right
side of the system (7) belongs to Lqt,2(Ω). If qt,2 >
n
q so u, v ∈ L∞(Ω). Suppose that (q∗)′ <
qt,2 <
n
q . Therefore, by Theorem 2.3 of [8], we have u, v ∈ L
nq(q−1)2
(n−q)t2−t(q+q(q−1))−q(q−1)−q(q−1)2 (Ω).
Proceeding inductively, there exists k0 ∈ N such that qt,k0 > nq , where
qt,k0 =
nq(q − 1)k0−1
(n− q)tk0 − tk0−1(q + q(q − 1))− · · · − t(q(q − 1)k0−2 + q(q − 1)k0−1) .
Then, u, v ∈ L∞(Ω).
Finally, the case q < p and nq−n+qn−q ≤ p1 < np−n+pn−p . Let t1 = max{β1, q1, q2, p2}. Thus,
t1 <
nq−n+q
n−q .
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Notice that, ut1 , vt1 ∈ Lqt1,1(Ω). So, the right side of the second equation of the system (7)
belongs to Lqt1,1(Ω). If qt1,1 >
n
q then v ∈ L∞(Ω). Suppose that (q∗)′ < qt1,1 < nq . Then, by
Theorem 2.3 of [8], we obtain v ∈ L
nq(q−1)
(n−q)t−q−q(q−1) (Ω). So, vt1 ∈ Lqt1,2(Ω).
We claim that ut1 ∈ Lqt1,2(Ω). In fact, it’s immediately if t1qt1,2 ≤ p∗.
Otherwise, proceeding inductively, there is j1 ∈ N such that p1,j1 ≥ qt1,2. Thus, ut1 ∈
Lqt1,2(Ω).
Then, the right side of the second equation of the system (7) belongs to Lqt1,2(Ω). If qt1,2 >
n
q so v ∈ L∞(Ω). Suppose that (q∗)′ < qt1,2 < nq . Thus, by Theorem 2.3 of [8], we get
v ∈ Lt1qt1,3(Ω).
Proceeding inductively, there exists k1 ≥ 1 such that qt1,k1 > nq . Then, u, v ∈ L∞(Ω).
Therefore, (u, v) ∈ (C1,α(Ω))2 for some α ∈ (0, 1). This conclude the proof.
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