The process-driven composition of Web services is emerging as a promising approach to integrate business applications within and across organizational boundaries. In this approach, individual Web services are federated into composite Web services whose business logic is expressed as a process model. The tasks of this process model are essentially invocations to functionalities offered by the underlying component services. Usually, several component services are able to execute a given task, although with different levels of pricing and quality. In this paper, we advocate that the selection of component services should be carried out during the execution of a composite service, rather than at design-time. In addition, this selection should consider multiple criteria (e.g., price, duration, reliability), and it should take into account global constraints and preferences set by the user (e.g., budget constraints). Accordingly, the paper proposes a global planning approach to optimally select component services during the execution of a composite service. Service selection is formulated as an optimization problem which can be solved using efficient linear programming methods. Experimental results show that this global planning approach outperforms approaches in which the component services are selected individually for each task in a composite service.
INTRODUCTION

Web services technologies are emerging as a powerful vehicle for organizations that need to integrate their applications
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WWW2003, May 20-24, 2003 , Budapest, Hungary. within and across organizational boundaries. In particular, the process-based composition of Web services is gaining a considerable momentum as an approach for the effective integration of distributed, heterogeneous, and autonomous applications [1] . In this approach, applications are encapsulated as Web services and the logic of their interactions is expressed as a process model. This approach provides an attractive alternative to hand-coding the interactions between applications using general-purpose programming languages.
A Web service is a self-described application that uses standard Internet technologies to interact with other Web services. An example of a Web service is a SOAP-based interface to place bids in an auction house. Once deployed, services can be aggregated into composite services. An example of a composite service would be a "Travel Planner" system that aggregates multiple component services for flight booking, travel insurance, accommodation booking, car rental, and itinerary planning, which are executed sequentially or concurrently.
The process model underlying a composite service identifies the functionalities required by the services to be composed (i.e., the tasks of the composite service) and their interactions (e.g., control-flow, data-flow, and transactional dependencies). Component services that are able to provide the required functionalities are then associated to the individual tasks of the composite services and invoked during each execution of the composite service.
The number of services providing a given functionality may be large and constantly changing. Consequently, approaches where the development of composite services requires the identification at design-time of the exact services to be composed are inappropriate. The runtime selection of component services during the execution of a composite service has been put forward as an approach to address this issue [2, 6, 11] . The idea is that component services are selected by the composite service execution engine based on a set of criteria. However, previous approaches in this area have not identified a set of criteria (other than price and application-specific criteria) for selecting Web services. In addition, existing service selection approaches adopt a local selection strategy, meaning that they assign a component service to an individual tasks, one at a time. As a result, these approaches are not able to handle global user con-straints and preferences. For example, the overall duration of the composite service execution should be minimized, or a given budget constraint should be satisfied.
In this paper, we present quality-driven approach to select component services during the execution of a composite service. The salient features of our approach are:
• A Web services quality model. We propose an extensible multi-dimensional Web services quality model. The dimensions of this model characterize non-functional properties that are inherent to Web services in general: execution price, execution duration, reputation, reliability, and availability.
• Quality-driven service selection. In order to overcome the limitations of local service selection outlined above, we propose a global planning approach. In this approach, quality constraints and preferences are assigned to composite services rather than to individual tasks within a composite service. Service selection is then formulated as an optimization problem and a linear programming method is used to compute optimal service execution plans for composite services. Experimental results show that the proposed service selection strategy significantly outperforms local selection strategies.
The rest of the paper is organized as follows. Section 2 presents the service composition model and defines some key concepts used throughout the paper. Section 3 defines the service quality criteria used for service selection and explains how the values of these quality criteria can be computed for a given service. Section 4 formulates the global service selection problem and describes a linear programming method to efficiently solve it. Section 5 presents a prototype implementation of the proposed approach, as well as a set of experiments comparing the global planning approach with the local selection approach. Finally, Section 6 discusses related work, and Section 7 draws some conclusions.
WEB SERVICE COMPOSITION MODEL
In this section, we will present some basic concepts in Web service composition first, then give some definitions on composite service execution planning.
Composite services and communities
A composite Web service is an umbrella structure aggregating multiple other elementary and composite Web services, which interact with each other according to a process model. Following our previous work [2] , we choose to specify the process model of a composite service as a statechart [12] . The choice of statecharts for specifying composite Web services is motivated by two main reasons: (i) statecharts have a well-defined semantics; and (ii) they offer the basic flow constructs found in contemporary process modeling languages (i.e., sequence, conditional branching, structured loops, concurrent threads, and inter-thread synchronization). The first characteristic facilitates the application of formal manipulation techniques to statechart models, while the second characteristic ensures that the service composition mechanisms developed in the context of statecharts, can be adapted to other process modeling languages like, for example, those that are being designed by Web services standardization efforts (e.g., BPEL4WS, WSCI, BPML)
1 . A statechart is made up of states and transitions. In the proposed composition framework, the transitions of a statechart are labeled with events, conditions, and assignment operations over process variables. States can be basic or compound. Basic states are labelled with invocations to Web services operations. Compound states contain one or several statecharts within them. Specifically, compound states come in two flavors: OR and AND states. An OR-state contains a single statechart within it whereas an AND-state contains several statecharts (separated by dashed lines) which are intended to be executed concurrently. Accordingly, OR-states are used as a decomposition mechanism for modularity purposes, while AND-states are used to express concurrency: they encode a fork/join pair. The initial state of a statechart is denoted by a filled circle, while the final state is denoted by two concentric circles: one filled and the other unfilled.
A simplified statechart W specifying a "Travel Planner" composite Web Service is depicted in Figure 1 . In this composite service, a search for attractions is performed in parallel with a flight and an accommodation booking. After these searching and booking operations are completed, the distance from the hotel to the accommodation is computed, and either a car or a bike rental service is invoked. Note that when two transitions stem from the same state (in this case the state t4), they denote a conditional branching, and the transitions should therefore be labelled with disjoint conditions. A basic state 2 of a statechart describing a composite service can be labelled with an invocation to either of the following:
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• An elementary Web service, i.e., a service which does not transparently rely on other Web services.
• A composite Web service aggregating several other services.
• A Web service community, i.e., a collection of Web services with a common functionality although different non-functional properties (e.g., with different providers, different QoS parameters, reputation, etc.)
The concept of Web service community addresses the issue of composing a large and changing collection of Web services. Service communities provide descriptions of a desired functionality (e.g., flight booking) without referring to any actual service (e.g., Qantas flight booking Web service).
The set of members of a community can be fixed when the community is created, or it can be determined through a registration mechanism, thereby allowing service providers to join, quit, and reinstate the community at any time. When a community receives a request to execute an operation, this request is delegated to one of its current members. The choice of the delegatee is done at execution time based on the parameters of the request, the characteristics of the members, the history of past executions, and the status of ongoing executions. Sections 3 and 4 deal with the selection of delegatees during the execution of a composite service whose states are labelled with invocations to communities.
Execution paths and plans
In this section, we define two concepts used in the rest of the paper: execution path and execution plan. Definition 1 (Execution path). An execution path of a statechart is a sequence of states [t1, t2, .. tn], such that t1 is the initial state, tn is the final state, and for every state ti (1 < i < n), the following holds:
• ti is a direct successor of one of the states in [t1,...,ti−1]
• ti is not a direct successor of any of the states in [ti+1,...,tn]
• There is no state tj in [t1, ..., ti−1] such that tj and ti belong to two alternative branches of the statechart.
• going from ta to t b without traversing any other basic state. In other words, the first transition in the sequence stems from ta, the last transition leads to t b , and all intermediate transitions stem from and lead to either compound, initial, or final states, but are not incident to a basic state.
It is straightforward to see that an acyclic statechart has a finite number of execution paths. To simplify the presentation, we initially assume that all the statecharts that we deal with are acyclic. If a statechart contains cycles, a technique for "unfolding" it into an acyclic statechart needs to be applied beforehand. The method used to unfold the cycles of a statechart is to examine the logs of past executions in order to determine the average number of times that each cycle is taken. The states appearing between the beginning and the end of the cycle are then cloned as many times as the cycle is taken in average. Details about this unfolding process are omitted for space reasons.
Under the assumption that the underlying statechart is acyclic, it is possible to represent an execution path of this statechart as a Directed Acyclic Graph (DAG) as follows. 3 Two transitions are adjacent if the target state of one is the source state of the other.
Definition 2 (DAG representation of an execution path).
Given an execution path [t1, t2, .. tn] of a statechart ST, the DAG representation of this execution path is a graph obtained as follows:
• The DAG has one node for each task t1, t2, .. tn.
• The DAG contains an edge from task ti to task tj iff tj is a direct successor of ti in the statechart ST.
If a statechart diagram contains conditional branchings, it has multiple execution paths. Each execution path represents a sequence of tasks to complete a composite service execution. Figure 2 gives an example of a statechart's execution paths. In this example, since there is one conditional branching after task t4, there are two paths, called We1 and We2 respectively. In execution path We1, task t6 is executed after task t5, while in execution path We2, task t7 is executed after task t5. As stated before, the basic states of a statechart describing a composite service can be labelled with invocations to communities. If this is the case, actual Web services (i.e., members of communities) need to be selected during the execution of the composite service. Hence, it is possible to execute a path in very different ways by allocating different Web services to the states in the path. The concept of execution plan defined below captures the various ways of executing a given execution path.
Definition 3 (Execution plan).
A set of pairs p = {< t1, si1 >, < t2, si2 >, . . . , < tN , siN >} is an execution plan of an execution path We iff:
• {t1, t2, ... tN } is the set of tasks in We.
• For each 2-tuple < tj, sij > in p, service sij is assigned the execution of task tj.
WEB SERVICE QUALITY MODEL
In a Web environment, multiple Web services may provide similar functionalities with different non-functional property values (e.g., different prices). In the composition model presented in the previous section, such Web services will typically be grouped together in a single community. To differentiate the members of a community during service selection, their non-functional properties need to be considered. For this purpose, we adopt a Web services quality model based on a set of quality criteria (i.e. non-functional properties) that are transversal to all Web services, for example, their pricing and reliability. Although the adopted quality model has a limited number of criteria (for the sake of illustration), it is extensible: new criteria can be added without fundamentally altering the service selection techniques built on top of the model. In particular, it is possible to extend the quality model to integrate non-functional service characteristics such as those proposed in [22] , or to integrate service QoS metrics such as those proposed by [25] .
In this section, we first present the quality criteria in the context of elementary services, before turning our attention to composite services. For each criterion, we provide a definition, indicate its granularity (i.e., whether it is defined for an entire service or for individual service operations), and provide rules to compute its value for a given service.
Quality Criteria for Elementary Services
We consider five generic quality criteria for elementary services: (1) execution price, (2)execution duration, (3) reputation, (4) reliability, and (5) availability.
• Execution price. Given an operation op of a service s, the execution price qprice(s, op) is the amount of money that a service requester has to pay for executing the operation op. Web service providers either directly advertise the execution price of their operations, or they provide means to enquire about it.
• Execution duration. Given an operation op of a service s, the execution duration q du (s, op) measures the expected delay in seconds between the moment when a request is sent and the moment when the results are received. The execution duration is computed using the expression q du (s, op) = Tprocess(s, op) + Ttrans(s, op), meaning that the execution duration is the sum of the processing time Tprocess(s, op) and the transmission time Ttrans(s, op). Services advertise their processing time or provide methods to enquire about it. The transmission time is estimated based on past executions of the service operations, i.e., Ttrans(s, op) =
, where Ti(s, op) is a past observation of the transmission time, and n is the number of execution times observed in the past.
• Reliability. The reliability q rel (s) of a service s is the probability that a request is correctly responded within a the maximum expected time frame (which is published in the Web service description). Reliability is a technical measure related to hardware and/or software configuration of Web services and the network connections between the service requesters and providers. The value of the reliability is computed from historical data about past invocations using the 
expression q rel (s) = Nc(s)/K, where Nc(s) is the number of times that the service s has been successfully delivered within the maximum expected time frame, and and K is the total number of invocations.
• Availability. The availability qav(s) of a service s is the probability that the service is accessible. The value of the availability of a service s is computed using the following expression qav(s) = Ta(s)/θ, where Ta is the total amount of time (in seconds) in which service s is available during the last θ seconds (θ is a constant set by an administrator of the service community). The value of θ may vary depending on a particular application. For example, in applications where services are more frequently accessed (e.g., stock exchange), a small value of θ gives a more accurate approximation for the availability of services. If the service is less frequently accessed (e.g., online bookstore), using a larger θ value is more appropriate. Here, we assume that Web services send notifications to the system about their running states (i.e., available, unavailable).
• Reputation. The reputation qrep(s) of a service s is a measure of its trustworthiness. It mainly depends on end user's experiences of using the service s. Different end users may have different opinions on the same service. The value of the reputation is defined as the average ranking given by to the service by end users,
, where Ri is the end user's ranking on a service's reputation, n is the number of times the service has been graded. Usually, the end users are given a range to rank Web services, for example, in Amazon.com, the range is [0, 5].
Given the above quality criteria, the quality vector of a service s is defined as follows:
Note that the method for computing the value of the quality criteria is not unique. The global planning model presented Section 4 is independent of these methods.
Quality Criteria for Composite Services
The above quality criteria are also applied to evaluate the QoS of composite services. Table 1 provides aggregation functions for the computation of the QoS of a composite service CS when executed using plan p = {< t1, si1 >, < t2, si2 >, . . . , < tN , siN >}. A brief explanation of each criterion's aggregation function follows:
• Execution price: The execution price Qprice(p) of an execution plan p is a sum of every service si's execution price qprice(si, opi).
• Execution duration: The execution duration Q du (p) of an execution plan p is computed using the Critical Path Algorithm (CPA) [23] . Specifically, the CPA is applied to the the execution path of execution plan p, seen as a project digraph. The critical path of a project digraph is a path from the initial state to the final state which has the longest total sum of weights labelling its nodes. In the case at hand, the weights labelling the nodes correspond to the maximum expected execution durations. A task that belongs to the critical path is a critical task, while a service that belongs to the critical path is a critical service. Figure 3 provides an example of critical path. In this example, the project digraph represents execution path We1 and its execution plan p, where p={ < t2, s23 >, < t3, s38 >, < t4, s45 >, < t5, s59 >, < t6, s62 > }. Each task's execution duration is given in the project digraph. There are two project paths in this project digraph, where project path 1 is < t2, t5, t6 > and project path 2 is < t3, t4, t5, t7 >. The total execution time of project path 1 (project path 2) is 37 seconds (62 seconds). Since project path 2's total execution duration is longer than that of project path 1, the critical path for the project digraph is project path 2. Thus, the execution plan's total execution duration is 62 seconds. Task t3, t4, t5 and t7 are critical tasks. Services s38, s45, s59 and s62 are critical services.
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Figure 3: Critical Path
• Reputation: The reputation Qrep(p) of an execution plan p is the average of each service si's reputation qrep(si) in the execution plan p.
• Reliability: Reliability Q rel (p) of an execution plan p is a product of e q rel (s i ) * z i . In the aggregation function, zi is equal to 1 if service si is a critical service in the execution plan p, or 0 otherwise. If zi = 0, i.e., service si is not a critical service, then e q rel (s i ) * z i = 1, and hence, the reliability of service si will not affect the value of execution plan's reliability.
• Availability: The availability Qav(p) of an execution plan p is a product of e qav (s i ) * z i , where qav(si) is service si's availability.
Using above aggregation functions, the quality vector of a composite service's execution plan is defined as:
GLOBAL SERVICE SELECTION
As mentioned before, in existing approaches, the selection of component service to execute a task is determined independently to other tasks of composite services [2, 11, 6] . More precisely, in our previous work [2] , service selection is done at each service community locally. The selection of a service is based on a selection policy involving parameters of the request, the characteristics of the members, the history of past executions, and the status of ongoing executions. Although service selection can be locally optimized, the global quality constraints may not be satisfied. For example, a global constraint such as composite services' execution price is less than 500 dollars can not be enforced. In this section, we present a global planning based approach for Web services selection. We first present an approach of selecting an optimal execution plan for a composite service, then present a novel linear programming based method for optimal execution plan selection.
Selecting an Optimal Execution Plan
The basic idea of global planning is the same as query optimization in database management systems. Several plans are identified and the optimal plan is selected. The foregoing discussion makes it clear that a statechart has multiple execution paths and each execution path has its own set of execution plans if the statechart contains conditional branchings. In this subsection, we assume that the statechart does not contain any conditional branchings and has only one execution path. We will discuss the case where a statechart has multiple execution paths in Section 4.2.
We also assume that for each task tj , there is a set of candidate Web services Sj that are available to which task tj can be assigned. Associated with each Web service sij is a quality vector (see equation 1). Based on the available Web services, by selecting a Web service for each task in an execution path, the global planner will generate a set of execution plans P :
n is the number of execution plans. After a set of execution plans is generated, the system needs to select an optimal execution plan. When selecting the execution plan, instead of computing the quality vector of a particular Web service, each execution plan's global service quality vector needs to be computed. The selection of execution plan uses Multiple Attribute Decision Making (MADM) [16] approach. Once the quality vector for each execution plan is derived, by accumulating all the execution plans' quality vectors, we obtain matrix Q, where each row represents an execution plan's quality vector. 
A Simple Additive Weighting (SAW) [4] technique is used to select an optimal execution plan. Basically, there are two phases in applying SAW:
Scaling Phase
Some of the criteria used could be negative, i.e., the higher the value is, the lower the quality is. This includes criteria such as execution time and execution price. Other criteria are positive criteria, i.e., the higher the value is, the higher the quality is. For negative criteria, values are scaled according to Equation 5 . For positive criteria, values are scaled according to Equation 6 .
In the above equations, Q max j is maximal value of a quality criterion in matrix Q, i.e., Q max j
is minimal value of a quality criterion in matrix Q, i.e., Q 
Weighting Phase
The following formula is used to compute the overall quality score for each execution plan:
where Wj ∈ [0, 1] and 5 j=1 Wj = 1. Wj represents the weight of each criterion. In (7), end users can give their preference on QoS (i.e., balance the impact of the different criteria) to select a desired execution plan by adjusting the value of Wj. The global planner will choose the execution path which has the maximal value of Score(pi) (i.e., max(Score(pi))). If there are more than one execution plans which have the same maximal value of Score(pi), then an execution plan will be selected from them randomly.
Handling Multiple Execution Paths
In Section 4.1, we assume that the statechart only has one execution path. In this subsection, we discuss the case where statecharts have multiple execution paths. Assume that a statechart has n execution paths. For each execution path, an optimal execution plan can be selected. So, the global planner has n selected execution plans. Since each selected optimal execution plan only covers a subset of the entire statechart, then the global planner needs to aggregate these n execution plans into an overall execution plan to covers all the tasks in the statechart. This overall execution plan will be used to execute the statechart. For example, for travel planner statechart W (see Figure 1) , there are two execution paths We1 and We2. The optimal execution plans p1 and p2 of these two execution paths are selected. From the Figure 2 , it can be seen that both execution paths We1 and We2 are subsets of W . Thus neither p1 nor p2 covers all tasks in W . Since the global planner conducts planning before the execution time, it does not know which execution path will eventually be used for the composite service. Therefore it needs to aggregate p1 and p2 into an overall execution plan which covers all the tasks in W .
Assume that statechart W has k tasks (i.e., t1, t2, ..., t k ) and n execution paths (i.e., We1, We2,..., Wen). Thus, for each execution path, the global planner selects an optimal execution plan. Consequently, we obtain n optimal execution plans (i.e., p1, p2, ..., pn) for these execution paths. The global planner adopts the following approach to aggregate multiple execution plans into an overall execution plan.
Given a task ti, if ti only belongs to one execution
path (e.g., Wej), then the global planner selects Wej's execution plan pj to execute the task ti. We denote this as ti(pj). For example, in trip planning statechart, task t7 (i.e.,CarRental ) only belongs to execution path We2. In this case, We2's execution plan p2 is used to execute t7, i.e., t7(p2).
2.
Given a task ti, if ti belongs to more than one execution paths (e.g., Wej, Wej+1, ..., Wem), then there is a set of execution plans (i.e., pj, pj+1, ..., pm) that can be used to execute Wsi. In this case, the global planner needs to select one of the execution plans from pj, pj+1, ... , pm. The selection can be done by identifying the hot path for task ti. Here, the hot path of a task ti is defined as the execution path that has been most frequently used to execute task ti in the past. For example, in travel planner statechart, task t3 (FlightTicketBooking) belongs to both execution path We1 and We2. Assume that the statechart W has been used to execute the composite service for 25 times. Also assume that, in 20 times the execution of the composite service follows the execution path We1; while in 5 times, the execution of the composite service follows the execution path We2. This indicates that execution path We1 has been more frequently used to execute task t3 (i.e., We1 is the hot path for t3). Thus, We1's execution plan p1 is used to execute t3, i.e., t3(p1).
The system keeps composite service execution traces in an execution history [10] . This allows the global planner to identify hot path for each task.
Linear Programming Solution
The approach of selecting an optimal execution plan given in the previous section requires the generation of all possible execution plans. Assume that there are N tasks in a statechart and there are M potential Web services for each task. The total number of execution plans is M N . The computation cost of selecting an optimal execution plan is O(M N ). Such an approach is impractical for large scale composite services, where both the number of tasks in the composite services and the number of candidate Web services in communities are large. For example, assume that a composite service has one execution path and 10 tasks, and for each task, there are 10 candidate Web services. Then the total number of execution plans is 10 10 . It is very costly to generate all these 10 10 plans and select an optimal one. In this subsection, we present a method based on linear programming (LP) [15] , which can be used to select an optimal execution plan without generating all the possible execution plans.
There are three inputs in LP: variables, an objective function and constraints on the variables, where both the objective function and constraints must be linear. LP attempts to maximize or minimize the value of the objective function by adjusting the values of variables based on the constraints. The output of LP is the maximum (or minimum) value of the objective function as well as the values of variables at this maximum or minimum point.
In order to use LP to select an optimal execution plan, we model the selection of an optimal execution plan as an LP problem. The variables of the LP problem are yij representing the participation of service sij in the selected execution plan. The value of each variable yij is 1 if service sij is in the selected plan, 0 otherwise. The objective function of the LP problem, which is based on equations 5,6, and 7, is:
where W l ∈ [0, 1] and 5 j=1 Wj = 1. W l is the weight assigned to quality criteria l.
In the following subsections, we discuss the constraints on the variables of the LP problem.
Constraints on Execution Duration and Execution Price
In this subsection, we consider constraints on the execution duration and the execution price of an execution plan. Assume that A is the set of all tasks (i.e., basic states) of the statechart. For each task tj , there is a set of Web services Sj that can be assigned to this task, but on the end, for each task tj , only one Web service should be selected. Given that yij (yij = 0 or 1) denotes the participation of Web service sij in the selected plan, this latter fact is captured by the following constraints:
For example, there are 100 potential Web services that can execute task j, since only one of them will be selected to execute the task j, then we have
Assume that variable xj represents the earliest start time of task tj, variable pj represents the execution duration for task j, and variable pij represents the execution duration for task tj by service sij . We use the notation tj → t k to denote that task t k is task tj 's direct successor task. We have the following constraints: i∈S j pij yij = pj, ∀j ∈ A (10)
Constraint 10 indicates that the execution duration of a given task tj is equal to the execution duration of one of the Web services in A. Constraint 11 captures the fact that if task t k is a direct successor of task tj, the execution of task t k must start after task tj has been completed. Constraint 12 indicates that the execution of a composite service is completed only when all its tasks are completed. Assume that zij is an integer variable that has value 1 or 0: 1 indicates that Web service sij is a critical service and 0 indicates otherwise. We have the following constraint on execution plan's execution duration Q du :
For execution price, assume that variable cij represents the execution price of Web service sij , then we have the following constraint on total execution price of composition service:
An alternative of constraint 14 is as follows:
where B is the budget constraint given by the user. This constraint indicates that the entire composite service's execution price can not be greater than B. By introducing a budget constraint the above problem needs to be explicitly solved as an integer programming problem. This problem is a special case of the knapsack problem and hence it is NP-hard [19] . Notice that constraints on other criteria can be easily incorporated into LP if the aggregation function is a linear function. For example, assume that variable rij represents the reputation of Web service sij , we can have the following constraint on the execution plan's reputation:
Constraints on Reliability and Availability
In this subsection, we consider constraints on criteria where the aggregation function is not a linear function. Among the criteria that are used to select Web services, both the availability's and the reliability's aggregation functions are non-linear (see Table 1 ). We can linearize them using a logarithm function as shown below. Assume that variable aij represents the reliability of Web service sij. Since zij indicates whether Web service sij is a critical service or not, the reliability of execution plan is:
By applying the logarithm function ln, we obtain:
Since j∈A zij = 1 and zij = 0 or 1, we obtain:
, we have the following constraint on the execution plan's reliability:
Similarly, assuming that bij represents the availability of the Web service sij , the following constraint is introduced:
where Q av = ln(Qav).
Criteria that can be introduced into the LP problem are not limited to what we defined in Section 3. Other criteria can be added once the aggregation functions are given.
Constraints on Uncertainty of Execution Duration
In the previous sections, we assume that the execution durations pij of Web services are deterministic. In reality, the execution duration of a Web service sij may be uncertain. For example, Service s may advertise that the execution duration is 5 seconds, but the actual execution duration may be 4.5, 4.6, or 5.2 seconds. To address this issue, we model each pij using a normal distribution. Variable pij has therefore the following probability function:
where the mean µ and the std. deviation σ are given by:
By applying formulas 19 and 20 to the execution logs of a Web service sij , we can obtain µij and σij for this Web service. Since i∈A i∈S j pij zij = Q du , the total execution duration Q du must follow a normal distribution 4 whose deviation σ du is:
So in order to consider the deviation of the total execution duration in the LP problem, we should adopt the following objective function:
4 A detailed proof can be found in [26] .
where Q0 = σ 2 du and W0 ∈ [0, 1] is the weight assigned to the deviation of the total execution duration.
Given the above inputs for the LP problem, the output of the LP solver will be a set of values for variables yij , which indicate the selection or exclusion of Web services sij . The selected Web services compose an optimal execution plan.
VALIDATION
In this section, we present the implementation of the QoSdriven selection of services and some experimental results to evaluate the proposed approach.
Implementation
The proposed QoS-driven selection technique is implemented in the SELF-SERV prototype. Detailed description of SELF-SERV can be found in [24] . In this section, we briefly overview the prototype architecture and discuss its extension to support the service selection approach. The prototype architecture (Figure 4 ) features an interface, a service manager and a pool of services. Services communicate via Simple Object Access Protocol (SOAP) messages.
The service manager consists of four modules, namely the service discovery engine, the service editor, the composite service orchestrater and the global planner. The service discovery engine facilitates the advertisement and location of services. It is implemented using the Universal Description, Discovery and Integration (UDDI), the Web Service Description Language (WSDL), and SOAP. In the implementation, we make extensive use of the IBM Web Services Toolkit 2.4 (WSTK2.4) [14] , which is a showcase package for Web services emerging technologies.
The service editor provides facilities for defining new services and editing existing ones. A service is edited through a visual interface, and translated into an XML document for subsequent analysis and processing by the service orchestrater. The orchestrater is responsible for scheduling, initiating, and monitoring the invocations to the tasks of a composite service during its execution, and for routing events and data items between these components.
Finally, global planner is the module that plans the execution of a composite service using the global planning based approach. The global planner is implemented as a linear programming solver based on IBM's Optimization Solutions and Library (OSL) [13] . It should be noted that QoS information is retrieved via pre-defined operations of services (e.g., getExecutionTime()).
Experimentation
We conducted experiments using the implemented prototype system to evaluate our approach. In the experiments, a cluster of PCs were used to run the prototype system. All PCs have the same configuration of Pentium III 933MHz with 512M RAM. Each PC runs Windows 2000, Java 2 Edition V1.3.0, and Oracle XML Developer Kit (Oracle XDK, for XML parsing). They are connected to a LAN through 100Mbits/sec Ethernet cards. This section presents two experimental results. The first experiment compares the QoS metrics of the execution of composite services using the global planning and local selection approaches. The second experiment shows the system costs (i.e., computation cost and bandwidth cost) of these two approaches. Figure 5 , we can see that for both global and local selection approaches, the computation cost increases when the number of tasks and the number of candidate Web services increases. As expected, the computation cost of global planning approach is a little bit higher than that of local selection approach. For example, a composite service with 40 tasks spends: (i) 1.6 seconds for selecting Web services in global planning approach, (ii) 0.7 seconds in local selection approach. Similar observations are found regarding bandwidth cost. More specifically, for both approaches, the linear increase of the number of tasks and the number of candidate Web services leads almost a linear increase of bandwidth cost (see Figure 6 ). The bandwidth cost in global planning is slightly higher than that of local selection approach. For example, a composite service with 40 tasks consumes about 2080 KBytes of network bandwidth for selecting Web services in global planning approach, while it consumes 1910 KBytes in local selection approach.
RELATED WORK
In this section, we briefly discuss the relationships between our work and existing Web service standards, Web service composition approaches, and QoS-driven workflow management.
Several standardisation proposals aiming at providing infrastructure to support Web services composition have recently emerged including SOAP, WSDL, UDDI, and BPEL-4WS. SOAP defines an XML messaging protocol for communication among services. WSDL is an XML-based language for describing web service interfaces. UDDI provides the directory and a SOAP-based API to publish and discover services. Finally, BPEL4WS provides a language for process-based service composition. Other proposed notations for service description and composition include ebXML and DAML-S. The above proposals however are complementary to ours. Indeed, our proposal aims at leveraging the above standards (e.g., SOAP, UDDI) to provide a qualitydriven and dynamic service composition model.
Web service composition is a very active area of research and development [1, 7, 8] . Previous efforts in this area such as CMI [11] and eFlow [6] have investigated dynamic service selection based on user requirements. In particular, CMI's service definition model features the concept of a placeholder activity to cater for dynamic composition of services. A placeholder is an abstract activity replaced at runtime with a concrete activity type. A selection policy is specified to indicate the activity that should be executed in lieu of the placeholder. In eFlow, the definition of a service node contains a search recipe represented in a query language. When a service node is invoked, a search recipe is executed in order to select a reference to a specific service. Both CMI and eFlow focus on optimizing service selection at single task level (i.e. local selection). In addition, no QoS model is explicitly supported. In contrast, our approach focuses on optimizing service selection at a composite service level, based on a generic QoS model, and using established linear programming techniques.
Related work on QoS has been conducted in the area of workflow. In particular, there are a number of research proposals addressing the specification and verification of temporal constraints in workflows [9, 3] . Other proposals such as METEOR [5] and CrossFlow [18, 17] have considered QoS models with other parameters than time. Specifically, [5] considers four quality dimensions, namely time, cost, reliability and fidelity. However, it does not consider the dynamic composition of services. Instead, it focuses on analyzing, predicting, and monitoring QoS of workflow processes. Similarly, [18] proposes the use of continuous-time Markov chain to estimate execution time and cost of a workflow. Closer to our proposal is the one reported in [17] , which explores the issue of dynamically selecting several alternative tasks within a workflow, based on quality parameters, in a similar way as eFlow does using search recipes. As stated before, this local selection strategy contrasts with the global planning approaches that we advocate.
Other related research proposals include [20, 21] , which focus on data quality management in cooperative information systems. They investigate techniques to select best available data from different service providers based on a set of data quality dimensions such as accuracy, completeness, and consistency.
CONCLUSION
Dynamic selection of component services is an important issue in Web services composition. In this paper, we have presented a general and extensible model to evaluate QoS of both elementary and composite services. Based on the QoS model, a global service selection approach that uses linear programming techniques to compute optimal execution plans for composite services has been described.
We have conducted experiments to compare the proposed technique with the local selection approach. The results show that the proposed approach effectively selects high quality execution plans (i.e., plans which have higher overall QoS). Our ongoing research includes the support for exception handling during composite service executions. For example, after an execution plan has been built and while it is being executed, an exception may occur (e.g., unavailability of a component service). We will explore the possibility of performing dynamic plan revision during composite service execution, as a means to respond to runtime exceptions.
