Some dynamical behaviours of discontinuous complex-valued Hopfield neural networks are discussed in this paper. First, we introduce a method to construct the complex-valued set-valued mapping and define some basic definitions for discontinuous complex-valued differential equations. In addition, Leray-Schauder alternative theorem is used to analyse the equilibrium existence of the networks. Lastly, we present the dynamical behaviours, including global stability and convergence in measure for discontinuous complex-valued neural networks (CVNNs) via differential inclusions. The main contribution of this paper is that we extend previous studies on continuous CVNNs to discontinuous ones. Several simulations are given to substantiate the correction of the proposed results.
Introduction
As we know, the Hopfield neural network model has become a hot research topic because of its wide applications in many applications, such as image and signal processing, and automatic control [1] [2] [3] . Inspired by a fact that a great deal of information in communications, fluid mechanics, signal processing and related fields is described in complex numbers [4] [5] [6] , the scholars have proposed a complexvalued Hopfield neural networks (CVHNNs) model. As Hiorse pointed out in [7] , lots of performance for CVNN superior to the traditional ones, such as powerful on new capabilities and computing. However, it is challenging to choose a suitable activation function for the designed neural network model because of Liouville's theorem [8] , which means that every bounded and analytic function on C is a constant. Therefore, plenty of non-analytic functions are usually selected as activation functions when we build CVNN models. Recently, lots of results on dynamical behaviours of nonanalytic continuous CVNNs have been reported [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . For example, Hu and Wang studied the existence and stability of equilibria via Lyapunov function method. Later, the stability results have been greatly improved by using complex-valued Lyapunov function method with a new inequality in [10, 11] . Later, different methods are proposed to study the dynamics of CVNNs, such as the matrix measure method [13, 14] , conjugate function method in [15] and energy function method [16] . Later, some dynamical behaviours on fractional-order CVNNs and memristive CVNNs have been published in [17, 18] . However, all these results are based on a strict assumption, which required that the activation function is Lipschitz continuous.
It is well known that another kind of common nonanalytic function is discontinuous function. As shown in [19] , the discontinuities are very common in mathematical models because discontinuous models are more accurate than continuous ones in many real applications. Therefore, it is natural to extend the stability result to discontinuous CVNNs. As we know, Forti was the first one to study discontinuous neural networks via differential inclusions [20] . After that, many results on dynamics of discontinuous neural networks have been obtained [21] [22] [23] [24] [25] . However, all the activation functions are single-variable and non-decreasing in these papers. To the best of our knowledge, the authors of [26] firstly studied the discontinuous BAM neural networks with bivariate activation functions, in which the authors proposed some conditions to ensure the existence of periodic solution under the framework of differential inclusion. Later, the dissipativity and synchronization of generalized discontinuous BAM neural networks were studied in [27, 28] . During the past several years, few results on the dynamics of CVNNs with piecewise continuous functions appeared [29] [30] [31] . In [29] , multistability of CVNNs is studied under piece-wise continuous conditions. Later, multiple µ-stability and stability of CVNNs were analysed by using the Banach fixed point theorem [30] . Recently, some results on the dynamics of memristor-based CVNNs were obtained in the form of LMIs [31] . However, the above method is useless if the equilibria happen to be discontinuous points of the activation functions. Therefore, it is necessary to study the stability of discontinuous CVNNs via differential inclusion theory. Moreover, it is also meaningful to propose stability conditions on discontinuous neural networks with bivariate activation functions.
Inspired by the above discussions, we study the dynamics of discontinuous CVHNN. Compared with the existing results, we list the main contributions of this paper as follows:
(1) The framework of complex-valued differential inclusions are proposed and the Filippov solutions of discontinuous complex-valued differential equations are defined in this paper. (2) The conditions are obtained to guarantee the existence of the equilibrium point of discontinuous CVHNNs. Moreover, the asymptotic stability conditions of the equilibria and convergence of the corresponding output solutions in measure is presented. (3) With the similar analysis, we give some results on dynamical behaviours of the following discontinuous BAM neural networks with bivariate activation functionṡ complex-valued differential inclusion theory. In §3, we transform the discontinuous CVNNs into real-valued ones, and give some basic preliminaries. In §4, we present the main results, including the existence of Filippov solutions, the uniqueness and asymptotic stability of equilibrium, and convergence in measure of output solutions. In §5, two simulations are presented to substantiate the effectiveness of the obtained results. Finally, in §6, we make some concluding remarks.
Problem formulation and existence of the solution
The discontinuous complex-valued Hopfield neural network model can be described as follows:
where
) T ∈ C n represents the activation function of the neural network, which is discontinuous; u = (u 1 , u 2 , . . . , u n ) T ∈ C n is the constant external input vector. In order to further study the dynamics of the neural network (2.1), we make some assumptions on the discontinuous activation functions.
H(1)
The complex-valued activation function is piecewise-continuous on C. 
where defined in remark 2.1.
Remark 2.1. With the similar differential inclusion defined in [22] [23] [24] , we can define the complex-valued set-valued map to be
Motivated by the generalized linear growth condition in [23] , we propose the corresponding one for the discontinuous complex-valued function, which can ensure the existence of Filippov solution of discontinuous neural networks (2.1).
Since the right-hand of system (2.1) is discontinuous, we need to find a proper way to define the solution of discontinuous complex-valued differential equation. Consider the following autonomous discontinuous complex-valued differential equatioṅ
where g : C n → C n is essentially locally bounded and measurable. As we know, the Filippov solution is widely used to deal with discontinuous differential equation [32] . In order to give the Filippov definition of system (2.3), we first introduce the definition of a complex-valued set-valued map. 
Definition 2.3.
For an autonomous discontinuous system (2.3), we define the complex-valued set-valued map G : C n → 2 C n as follows: 
then z * is an equilibrium of system (2.1) and ζ * is a corresponding output equilibrium point.
In order to develop the dynamical behaviour of system (2.1), we introduce the following definitions of global asymptotical stability and convergence in measure. Definition 2.6. The equilibrium point z * is Lyapunov stable if for any ε > 0, there exists δ(t 0 , ε) > 0 such that z(t) − z * < ε, where z(t) is the Filippov solution of system (2.1) with the initial value z(t 0 ) = z 0 ∈ C n satisfying z 0 < δ. z * is global attractive if lim t→+∞ z(t) = z * . Furthermore, z * is said to be globally asymptotically stable if it is Lyapunov stable and global attractive. Definition 2.7. If ζ (t) is the output function corresponding to z(t) and ζ * is the output equilibrium point corresponding to z * . If ∀ ε > 0, ∃t ε > 0 such that μ{t ∈ [t ε , +∞) : ζ (t) − ζ * > ε} < ε, then ζ * is a limit of ζ (t) in measure as t → +∞, i.e. the output solution ζ (t) converges to ζ * in measure.
By using the same method in [33] , we obtain the following result of system (2.1). 
System transformation and some preliminaries
As we know, the generalized Lyapunov method is an effective way to deal with the stability of a discontinuous system [34] . For a given discontinuous system, we construct a positive definite and non-smooth Lyapunov function, then differentiate the Lyapunov function along the solution of the discontinuous system by using Clarke's generalized gradient and the Chain Rule [32] . If the differential result is negative definite, then the system is stable. However, there are no results on Clarke's generalized gradient and the Chain Rule for a positive definite and non-smooth Lyapunov function with complex variable. Therefore, in order to further study the asymptotic stability of the equilibria and convergence in measure of the output solution, we separate the system (2.1) into its real and imaginary parts. 
is transformed into the following form:
where 
and sup
Remark 3.1. Owing to the discontinuity f R i and f I i , the constants η R i and η I i in A(2) are usually not equal to zero. Obviously, when η R i = η I i = 0, condition A(2) becomes the traditional assumption of Lipschitz continuity, which are required in many papers, such as [9, 13] . On the other hand, since complex-valued activation functions need to be neither bounded nor analytic, they are ideal functions in building complex-valued neural networks.
Remark 3.2.
In this paper, we generalized the assumptions in [22] [23] [24] 35 ] to a bivariate activation function in A(1) and proposed the generalized linear growth condition for a discontinuous function with two variables in A (2) . In addition, we adopted the set-valued map for bivariate activation function defined in [26, 27] , which generalized the corresponding ones in [22] [23] [24] 35] .
Since f R i (x i , y i ) and f I i (x i , y i ) are discontinuous functions satisfying A(1) and A(2), we use another method to construct the complex-valued set-valued map For example, let then it is obvious to see that F(0) ⊂F(0). The complex-valued set-valued map defined in (2.4) with z = 0 is shown in figure 1 and complex-valued set-valued map defined in (3.3) with z = 0 is shown in figure 2.
From the above analysis, it follows that if z(t) = x(t) + iy(t) is a solution of system (2.1), then (x T (t), y T (t)) T is a solution of system (3.1). Under real-valued differential inclusion theory, one obtainsẋ According to definition 2.5, one obtains that if z * = x * + iy * is one equilibrium point of system (2.1), then (x * , y * ) is one equilibrium point of system (3.5). Namely, there exist
then we rewrite the differential inclusion (3.5) in the vector form as follows:
whereD = diag{D, D}. Therefore, we only need to study the dynamics of system (3.7). In order to study the dynamics of discontinuous CVHNNs (2.1), we introduce the following lemmas firstly.
Lemma 3.4 ([23]).
For any nonempty convex set E ⊂ X with 0 ∈ E, the upper semi-continuous setvalued map G : E → P kc (E) maps a bounded set into relatively compact sets, then one of the following statements is true:
Here, P kc (E) means all collections of compact, non-empty, convex subsets of E.

Lemma 3.5 ([20]). Suppose V(x) is a C-regular function, and x(t) is absolutely continuous on any compact subinterval of
[0, +∞), then V(x(t)) : [0, +∞) → R is differentiable for almost every t ∈ [0, +∞). Furthermore, d dt V(x(t)) = ζ (t) Tẋ (t), ∀ ζ (t) ∈ ∂ c V(x(t)),
where ∂ c V(x(t)) is the Clark generalized gradient of V at x(t).
Lemma 3.6 ([36])
. Suppose a continuous function V : R 2n → R is positive definite and radially unbounded. The equilibrium pointz = 0 of system (3.7) is globally asymptotically stable on R 2n iḟ V| (3.7) ≤ 0 for almost every t ∈ R and 0 is the only invariant subset of set E = {z ∈ R 2n :V| (3.7) = 0}.
Stability analysis
In this part, we will study the dynamics of discontinuous CVNNs (2.1). From the detailed discussion in §3, we can study the dynamics of system (2.1) by analysing the properties of system (3.7). Firstly, we propose the inverse Lipschitz condition for the discontinuous bivariate functions f R i (x, y) and f I i (x, y). A(3) There exist two constant numbers L R i and L I i , such that for any (u 1 , v 1 ) ∈ R 2 and (u 2 ,
and
Remark 4.1. In many papers, such as [9, 12] , the activation functions are assumed to be continuous. According to A(2) and A(3), we extend the neuron activation functions to be discontinuous functions. Since Lipschitz continuity implies the assumption A(3), then A(3) is more general and our result is less conservative. A(1)-A(3 
Theorem 4.2. Besides the assumptions
then the CVNNs (2.1) has at least one equilibrium point, where
Proof. Let Φ(z) =z −Dz +ĀK[ f (z)] +ū, then the set-valued map Φ is upper semi-continuous, and maps bounded sets into relatively compact sets under the assumptions A(1)-A(2). According to lemma 3.4, we can show the existence of the fixed point ofz * ∈ Φ(z * ) by proving that the set Γ = {z ∈ R 2n :z ∈ θΦ(z), θ ∈ (0, 1)} is bounded. Let
If L i < 0, there also exists a positive number c such that
From (4.5) and (4.6), it follows that
For any s ∈ Φ(z, θ ), on the basis of Selection-Measurable Lemma, we can findζ
, it follows that:
Therefore, we have
It follows that
. In order to improve the readability of the article, we defineP = diag{P, P}, Based on (4.9) and (4.10), we have for any s ∈ Φ(z, θ),
Obviously, it is easy to obtain
Similarly, one has
As we know, the following inequalities hold obviously.
Based on formulae (4.11)-(4.14), one obtains From the above formula, it follows that (2w + 2cPζ ) T s < 0 for large enough number R 0 when z > R 0 . Then it is obvious that 0 ∈ Φ(z, θ ) as z > R 0 , i.e. 0 ∈ Φ(z, θ) only if z ≤ R 0 , which means that the set Γ is bounded. On the basis of lemma 3.4, there existsz * ∈ R 2n such thatz * ∈ Φ(z * ). That is to sayz * is an equilibrium point of system (3.7), i.e. there exists an equilibrium pointz * = [x * , y * ] T for system (3.5). By selection-measurable lemma, there exists an corresponding output equilibrium point [(ζ R ) * , (ζ I ) * ] T . Let z * = x * + iy * and ζ * = (ζ R ) * + i(ζ I ) * , then z * and ζ * are equilibrium and output equilibrium of system (2.1), respectively.
In theorem 4.2, the neural network model (2.1) owns at least an equilibrium point. However, we cannot know that whether the equilibrium is stable. Next, we use the generalized Lyapunov function to study the stability of system (3.5). Before giving the stability result, we further give the below assumption, which is used in the proof of theorem 4.5.
A (4 [9, 10, 12] . In this paper, we only assume the partial derivatives of ∂f R i /∂y i , ∂f I i /∂x i exist and are bounded, this is an obvious improvement to the existing results.
Remark 4.4. From assumptions A(3) and A(4), it follows that the activation function f R
i is discontinuous on variable x i and continuous on y i , while f I i is discontinuous on y i and continuous on x i . Compared with the results in literature, we remove the assumptions on the continuity of the activation functions. In other words, the activation functions can be discontinuous in this paper, thus our result is less conservative.
For convenience, definez = z − z * andζ = ζ − ζ * , then one haṡ
Of course, the error functionf satisfies H(1) − H(2) and 0 ∈ K[f (0)]. Separating the real and imaginary parts of (4.16), one obtainṡ
Theorem 4.5. Besides A(1)-A(4), if there exists a diagonal matrix with positive elements P such that
Under condition (4.20) or (4.21), it follows that V 1 > 0 forx = 0 orỹ = 0, V 1 (0) = 0, and V 1 → ∞ as z → ∞. Therefore, V 1 is positive definite and radially unbounded. Let V = V 1 + V 2 , then it follows that V is C-regular. By means of lemma 3.5, evaluating the derivative of V 1 along system (4.17) and using the mean value theorem of integrals, one obtainṡ
With the similar analysis used in formulae (4.9) and (4.10), one obtains
With the same analysis method used in formulae (4.12)-(4.14), one obtains 
Since P, K and D are diagonal matrixes, with the similar analysis in formulae (4.12) and (4.13), one obtains
According to (4.26), (4.27) and (4.25), it follows thaṫ
where ξ 1 ∈ (0,x i ) and ξ 2 ∈ (0,ỹ i ). By means of lemma 3.5, evaluate the derivative of V 2 along system (4.17),
With the similar analysis in formulae (4.12) and (4.13), one obtains
Substituting (4.29) into (4.28), it follows thaṫ 
According to lemma 3.6, the equilibrium 0 of system (4.17) is globally asymptotically stable becauseV is negative definite. Therefore, the equilibrium z * = x * + iy * is globally asymptotically stable. From (4.31), we can also get the uniqueness of the equilibrium z * . Obviously,V ≤ −ρ(ζ I ) Tζ I andV ≤ −ρ(ζ R ) Tζ R hold on basis of formula (4.31). One obtains that
Then, we have
whereζ =ζ R + iζ I . It follows that μ(E σ ) < ∞. From Proposition 2 in [20] , one obtains thatζ R (t) andζ I (t) converge to zero in measure, i.e. the output solution ζ (t) = ζ R (t) + iζ I (t) of system (2.1) converges to ζ * = ζ R * + iζ I * in measure.
Remark 4.6. Letz i =x i + iỹ i , then one has
i , wherez * i is a complex conjugate ofz i . Compared with the Lyapunov functions in [23, 26] , the term
However, because of the discontinuity of functionf i , z i 0f i (σ ) dσ is meaningless. Therefore, how to define the integral of a discontinuous complex-valued function in the complex domain is an interesting future problem.
Remark 4.7.
If the parameters in system (2.1) are given, then P can be computed by using LMIs toolbox in Matlab to solve Q 2 < 0. It is obvious that formula (4.19) holds when either d m or λ 2 m is sufficiently large. Let us explain (4.19) from the following two aspects. On one hand, it is obvious that −Dz(t) has a positive effect on the stability. Thus, it is easier to achieve stability for larger d m . On the other hand, if λ 1 m is large enough, Af (z) plays the main role in the stability, since Q 2 plays the similar role with M−matrix in [22] . Thus, inequality (4.19) gives us a guideline of balancing the values of D and A to stabilize the system (2.1).
Remark 4.8. In papers [29, 30, 33] , the authors studied the dynamics of discontinuous complexvalued neural networks. However, the activation function has the form of f (z) = f R (Re(z)) + if I (Im(z)), where f R (Re(z)), f I (Im(z)) are required to be monotone. In this paper, the function can be the general form as f (z) = f R (Re(z), Im(z)) + if I (Re(z), Im(z)). Since f R (Re(z), Im(z)) and f I (Re(z), Im(z)) are bivariate functions, then the monotonicity assumption is removed. In addition, the results in [29, 30] cannot deal with the case that the equilibrium happens to be a discontinuous point of the complex-valued activation function. With the similar analysis to theorem 4.5, we get the following corollary. Consider the discontinuous real-valued BAM neural network model (1.1), in which y 2 ) , . . . , g n (x n , y n )] are discontinuous on R 2n . Assume the parameters and functions in (2.1) satisfy the corresponding assumptions A(1)-A(4), we get the following results on discontinuous BAM neural networks with bivariate activation functions.
Corollary 4.10. If there is a diagonal matrix with positive elements P satisfies
. . , K n }, system (1.1) has one unique equilibrium (x * , y * ) for any input vector (u, v) ∈ R 2n . Moreover, (x * , y * ) is globally asymptotically stable and (ζ 1 , ζ 2 ) converges to (ζ 1 * , ζ 2 * ) in measure.
Remark 4.11. Compared to the existing results on dynamical behaviours for discontinuous bidirectional associative memory neural networks [37] [38] [39] , this study generalizes the existing results to discontinuous neural networks of bivariate functions, which is more practical in real applications.
Remark 4.12. In [26, 27] , the authors proposed some condition to guarantee the existence of periodic solution and studied the synchronization for discontinuous BAM neural networks with bivariate functions. However, they did not study the stability of a periodic solution because there is no appropriate Lyapunov function. As far as we know, this is the first result regarding to the stability of BAM neural networks of discontinuous activation function with two variables.
Numerical examples
In this section, two simulations are given to demonstrate the effectiveness of the above results. According to corollary 4.10, x * = (0.2246, −0.0308) T , y * = (0.3411, −0.0718) T is the unique equilibrium, which is globally asymptotically stable. The corresponding output solution ζ (t)
