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Stabiliser states are efficiently PAC-learnable
Andrea Rocchetto∗
Abstract
The exponential scaling of the wave function is a fundamental property of quantum
systems with far reaching implications in our ability to process quantum information. A
problem where these are particularly relevant is quantum state tomography. State tomog-
raphy, whose objective is to obtain an approximate description of a quantum system, can
be analysed in the framework of computational learning theory. In this model, Aaronson
(2007) showed that quantum states are Probably Approximately Correct (PAC)-learnable
with sample complexity linear in the number of qubits. However, it is conjectured that in
general quantum states require an exponential amount of computation to be learned. Here,
using results from the literature on the efficient classical simulation of quantum systems, we
show that stabiliser states are efficiently PAC-learnable. Our results solve an open problem
formulated by Aaronson (2007) and establish a connection between classical simulation of
quantum systems and efficient learnability.
1 Introduction
The goal of quantum tomography is to produce a description of an unknown quantum state
given the ability to perform measurements on the state. It is well known that in order to obtain
a complete description of a general n-qubit quantum state it is necessary to perform Ω (exp(n))
measurements [1, 2].
The problem of quantum state tomography has been analysed in the framework of the
Probably Approximately Correct (PAC) model by Aaronson [3]. Here, a learner tries to predict
the outcome of measurements performed on a quantum state given access to a training set of
measurement outcomes. In this model it has been proved, and experimentally demonstrated
on a photonic platform [4], that in order to learn a quantum state it is sufficient to have only
O(n) copies of the state. However, the proposed learning procedure involves an optimisation
problem that, in general, can only be solved in exponential time in the number of qubits.
Similar hard problems are common in the classical/quantum PAC-learning literature where
only some concept classes, like halfspaces [5] and parity functions [6, 7], are known to be
efficiently learnable. Hellerstein and Servedio provide an overview of known efficiently learnable
classes in [8] while Arunachalam and de Wolf [9] and Ciliberto et al. [10] review the results at
the intersection of learning theory and quantum computation. An important question left open
in [3] is whether the same applies to the quantum case and if it is possible to identify classes of
states that can be efficiently learned.
Stabiliser states are a particular class of quantum states that is known to be efficiently
simulatable by a classical computer [11, 12, 13]. Indeed, by making use of a specific family
of gates, i.e. the Clifford group, one can show that the evolution of a stabiliser state can be
simulated on a classical computer in polynomial time. Although the type of circuits allowed is
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not powerful enough for universal quantum computation, stabiliser states present a rich variety
of properties and play a central role in the theory of error–correction [12]. Because these states
are highly symmetrical it is possible to construct a representation that grows linearly with n.
This property makes stabiliser states ideal candidates for the study of efficient learnability.
In this paper we show that stabiliser states can be learned efficiently under two-outcome
Pauli measurements. This solves an open question formulated by Aaronson [3] and establishes
an interesting link between what can be efficiently learned and what can be efficiently com-
puted. The proof is simple and involves two stages. First, we construct a state that meets the
information-theoretic requirements of PAC-learnability. Second, we show that we can produce
predictions of future measurements on the state efficiently.
The paper is structured as follows. In Section 2 we present a PAC-learning model for quan-
tum states and define a criterion for efficient learnability. The stabiliser formalism is introduced
in Section 3 together with a lemma that characterises the expected values of measurements on
stabilisers. In Section 4 we prove that stabiliser states are efficiently learnable. We conclude in
Section 5 where we outline some directions for future work.
2 Learning quantum states in the PAC model
Let us recall some standard definitions in quantum theory. A generic n-qubit state ρ is a trace
one, positive semidefinite matrix acting on a Hilbert space of dimension 2n. Pure states have
Tr(ρ2) = 1 and the corresponding density matrices are rank-one projectors. Any observation of
a state can be mathematically described by a positive–operator–valued–measurement (POVM),
E = {E(j)}, where each E(j) is a Hermitian positive semidefinite operator such that
∑
j E
(j) = I.
The probability of measurement outcome j is p(j) =Tr(E(j)ρ). For our purposes, we refer to
a measurement of ρ as a “two-outcome” POVM {E(1) = E,E(2) = I − E} with eigenvalues in
[0, 1].
The goal of quantum state tomography is to provide an approximate description of a quan-
tum state given a number of its copies. By introducing a weaker version of tomography, where
the goal is to produce an hypothesis state that is hard to distinguish from the true state only
with respect to a given distribution over measurements, it is possible to use the technical ma-
chinery developed in learning theory to analyse the information theoretic and computational
requirements of state reconstruction problems. A more rigorous formulation of this setting as a
learning problem can be made in the following way. Take a set T composed of m measurements
and their respective expected values over ρ. We assume that the measurements are distributed
according to an unknown probability distribution D over two outcome measurements. For an
integer k, let [k] denotes the set {1, . . . , k}. We define T = {(E
(1)
i ,Tr(E
(1)
i ρ))}i∈[m] as the train-
ing set. The goal of the learning problem is to predict the expected value of a new measurement
E′ drawn from D based on the information contained in T .
A way to formalise this type of learning framework is the PACmodel developed by Valiant [15].
This model has been originally developed for Boolean functions but it has then been extended
to real-valued ones by Barlett and Long [16]. In Valiant’s theory a learner tries to approximate
with high probability an unknown function f : X → Y given access to a training set of m
random labelled examples {(xi, f(xi))}i∈[m]. We assume that such a function, often referred to
as target concept, is part of a class of functions C = {c : X → Y} defined as concept class. After
processing the training set the learner outputs a hypothesis h : X → Y that is a good approxi-
mation of f with probability ǫ. The parameter ǫ is called accuracy parameter and determines
how far the hypothesis h, measured according to D, can be from f . Because the training set
is sampled from a probability distribution we introduce the confidence parameter to model the
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probability of sampling a training set that is not representative of the underlying distribution
D.
We say that a concept class C is PAC-learnable if, for every D, f , δ, there exists an algorithm
L that, when running on m ≥ mC examples generated by D, returns an hypothesis h such that,
with probability at least 1− δ,
Pr
x∼D
[h(x) 6= f(x)] ≤ ǫ.
Here by ∼ we indicate that x is drawn from D. PAC theory introduces two parameters to
classify the efficiency of a learner. The first one, mC , is information-theoretic and denotes the
minimum number of examples such that there exists an algorithm that PAC-learns the class C
requiring at most mC examples.
We refer to mC as the sample complexity of the concept class C. The second parameter,
the time complexity, is computational and corresponds to the runtime of the best learner for
the class C. We say that a concept class is efficiently PAC-learnable if the running time of L is
polynomial in n, 1/ǫ and 1/δ.
The framework of PAC-theory has been used to model a weaker version of quantum state
tomography [3]. In this framework, differently from standard tomography, where the task is
to approximate the outcome of any expectation value on the state, the goal is to produce an
hypothesis able to approximate in high probability only measurements drawn from an unknown
probability distribution. More specifically, the learner tries to approximate the expected value
Tr(E(1)ρ) of a measurement E(1) drawn from an unknown D given access to a training set T .
The training set T is composed of m random examples T = {(E
(1)
i ,Tr(E
(1)
i ρ))}i∈[m] where E
(1)
i
is also drawn from D. Notice that we always take the first element E
(1)
i of each POVM Ei.
For this reason, in the following, we take E
(1)
i = Ei. Based on information contained in the
training set the learner outputs a hypothesis σ that is used to approximate ρ in the sense of
approximation described in the following theorem (corresponding to Theorem 1.1 in Ref. [3]).
In this model the following result holds:
Theorem 1 (Learning Theorem). Let ρ be an n-qubit mixed state, let D be a distribution over
two-outcome measurements of ρ, and let T = {(Ei,Tr(Eiρ))}i∈[m] be a training set consisting
of m measurements drawn independently from D. Also, fix error parameters ε, η, γ, δ > 0 with
γε ≥ 7η. Call T a “good” training set if any hypothesis σ that satisfies
|Tr (Eiσ)− Tr (Eiρ)| ≤ η (1)
for all Ei ∈ T , also satisfies
Pr
E∼D
[|Tr (Eσ)− Tr (Eρ)| > γ] ≤ ε. (2)
Then there exists a constant K > 0 such that T is a good training set with probability at least
1− δ, provided that
m ≥
K
γ2ε2
(
n
γ2ε2
log2
1
γε
+ log
1
δ
)
= mQ. (3)
The statement of the theorem can be rephrased in the usual language of the PAC model by
introducing the concept class Q.
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Definition 1. Let V be a set of n-qubit quantum states and let M be a set of measurements.
Every quantum state ρ ∈ V has a corresponding concept qρ :M→ [0, 1] where qρ(Ei) = Tr(Eiρ)
and Ei ∈ M. The concept class Q is defined as the set of all concepts qρ corresponding to
quantum states in V:
Q = {qρ}ρ∈V .
We can state Theorem 1 in terms of the learnability of the concept class Q in the following way:
Theorem 2. Let V be a set of n-qubit quantum states, let M be a set of n-qubit measurements
operators, let D be a probability distribution over elements ofM, and let T = {(Ei,Tr(Eiρ))}i∈[m]
be a training set consisting of m measurements drawn independently from D. For every quantum
state ρ ∈ V there exists a concept qρ(Ei) = Tr(Eiρ) where Ei ∈ M for all i. The concept class
Q = {qρ}ρ∈V is PAC-learnable. That is, fixed error parameters ε, η, γ, δ > 0 with γε ≥ 7η, for
every target concept qρ there exists an algorithm that, with probability 1− δ , when running on
m ≥ mQ examples, returns an hypothesis qσ such that:
Pr
E∼D
[|qσ(E)− qρ(E)| > γ] ≤ ε.
Theorem 1 guarantees that, with an adequate number of examples, any hypothesis that satisfies
the optimisation problem in Eq. 1 will be able to approximately predict a new measurement E′
drawn from D with probability ǫ. This notion can be formalised in the following way:
Definition 2 (Condtion for efficient learnability). Let V be a set of n-qubit quantum states,
let M be a set of n-qubit measurements operators. The concept class Q is efficiently PAC
learnable if, for every target concept qρ : M → [0, 1] with ρ ∈ V, fixed an error parameter
η > 0, there exists an algorithm L running in poly(n, 1/η) that, given a training set T =
{(Ei,Tr(Eiρ))}i∈[m] = {(Ei, qρ(Ei))}i∈[m] where m respects the condition in Eq. 3, generates a
hypothesis state σ that satisfies the following program:
∀i ∈ [m] |Tr(Eiσ)−Tr(Eiρ)| ≤ η, (4)
σ  0, Tr(σ) = 1,
where by σ  0 we denote the positive semidefiniteness of σ.
In this way the problem of learning quantum states becomes equivalent to solving a semidefinite
program. It is known that such problem can be solved efficiently in the dimension of σ [17].
However, the dimension of σ scales exponentially with n and thus the optimisation problem is
effectively not efficiently computable. Recently, Bra˜ndao et al. proposed a quantum algorithm
that solves this problem efficiently when the measurement matrices have low rank [18]. We also
note that Theorem 1 has been recently extended in two directions. First, by Aaronson, to a case
where the outcome of every measurement is correctly predicted, with high probability, within a
given error, the so called “shadow tomography” [19]. Second, by Aaronson, Chen, Hazan, and
Nayak, to an online and regret-minimisation setting [20].
It is important to note that predicting measurement outcomes in the probabilistic setting of
PAC theory is not a replacement for standard quantum state tomography. Indeed, because the
probability of success in Eq. 2 is measured according to the same D that provides the examples
in the training set, an hypothesis that satisfies the inequalities in Eq. 1 could be far from the
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true state in the usual trace distance metric, but hard to distinguish from the true state with
respect to the points sampled from D.
The concept of learning defined in the PAC model is different from the ones that have been
adopted in other analyses of the learnability of stabiliser states. For example, in the works of
Aaronson and Gottesman [21] and of Montanaro [22] the goal of the learner is to identify an
unknown stabiliser state using the smallest possible number of its copies. Both approaches can
classify an n-qubit quantum state using only O(n) of its copies but the algorithm by Montanaro
requires measurements to be performed on fewer copies of the state at a time. Similarly, Low
focused on determining an unknown element of the Clifford group [23] while Zhao, Pe´rez–
Delgado and Fitzsimons tackled the problem of identifying an unknown graph state [24]. Note
that graph states are a subclass of stabiliser states. A key differences between these approaches
and the one we develop here is that in [21, 22, 23, 24] the learner can actively choose a set
of measurements that maximise the probability of reconstructing the state. In the framework
discussed in this paper the goal is not to identify a particular state but to predict the outcome
of a measurement randomly sampled from an unknown probability distribution based only on
information contained in the training set.
3 Stabiliser formalism
The Pauli matrices {I,X, Y, Z} are a set of Hermitian, idempotent, unitary matrices. Apart
from the identity operator the Pauli matrices are traceless. We define the Pauli group Pn
of n-qubit as Pn = {±1,±i} · {I,X, Y, Z}
⊗n. A general Pauli operator can be written, for
example, as P = X ⊗ Z ⊗ Z ⊗ Y but in the following we omit the tensor product signs and
write P = XZZY . For every P,Q ∈ Pn we either have [P,Q] = 0 or {P,Q} = 0, i.e. either
their commutator or their anticommutator is zero.
The Pauli group plays a central role in the theory of stabilisers [11, 12, 13, 14]. We say that
a vector |ψ〉 is stabilised by P ∈ Pn if P |ψ〉 = |ψ〉. The vectors stabilised by all the elements of a
subgroup S of Pn form a subspace VS . S is called the stabiliser of VS whose size is |VS | = 2
n/|S|.
Every vector in VS is a stabiliser state. When a stabiliser contains 2
n elements then |VS | = 1
and the state stabilised is unique.
The only vector stabilised by −I and by two anticommuting operators P or Q is the zero
vector (proof: |ψ〉 = PQ |ψ〉 = −QP |ψ〉 = − |ψ〉). It is a known fact [25] that in order for S to
stabilise a non trivial subspace, then S must be Abelian and not include −I. This implies that
S cannot contain elements with phase ±i (proof: if iP ∈ S then (iP )2 = −I).
The generator of a group S is a set of elements L = {S1, . . . , Sℓ} ⊆ S such that every
element of S can be written as a product of (possibly repeated) elements of L. The group
generated by the elements of L is denoted as 〈L〉 = 〈S1, . . . , Sℓ〉 = S. For any group, a set of
generators is independent if removing any generator changes the group generated, 〈S1, . . . , Sℓ〉 6=
〈S1, . . . , Sℓ−1〉. It is a known fact from group theory [25] that any finite group G has a generating
set of size at most log2|G|. A stabiliser state can be efficiently represented by its generating
set. An important result that makes use of this efficient representation is the Gottesman-Knill
theorem [13]. The theorem proves that circuits composed by elements of the normaliser of
the Pauli group, i.e. the Clifford group, can be simulated efficiently on a classical computer.
Throughout this paper we consider a circuit acting on a particular class of n-qubit quantum
states to be classically efficiently simulatable (with respect to a specified class of measurements)
when we can compute the probabilities of measurement outcomes by classical circuits to d digits
of accuracy in poly(n, d) time.
The density matrix of every stabiliser state can be expressed in terms of its stabilisers. In
order to see that, first note that the operator (I+S)/2 when S is a Pauli operator, is a projection
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onto the +1 eigenspace of S. Therefore if a stabiliser has generators S1, . . . , Sn then the density
matrix for that state is
ρ =
1
2n
n∏
i=1
(I + Si) =
1
2n
∑
a1,...,an∈{0,1}
Sa11 · · ·S
an
n =
1
2n
∑
S∈S
S. (5)
When we do not have access to the full generating set but only to a subset L with dimension |L| =
ℓ < n we can still construct the projector to the corresponding subspace as J = 1
2ℓ
∏ℓ
i=1(I +Si).
In this case, however, the state is not pure and the density matrix corresponds to the projector
up to a normalising constant. We thus get for ℓ < n:
ρ =
1
2n
ℓ∏
i=1
(I + Si) =
1
2n
∑
S∈〈L〉
S. (6)
We note how this expression is still a valid quantum state because Tr(ρ) = 1 and ρ  0 (proof:
ρ is equal to a projector up to a normalising constant).
We now prove an easy but useful lemma. In the following we assume that ρ is a stabiliser
state, Pi is a Pauli measurement and Si a stabiliser of ρ. We construct the POVM elements
E
(1)
i and E
(2)
i of the observable Pi by noting that E
(1)
i + E
(2)
i = I and E
(1)
i − E
(2)
i = Pi. The
POVM element E
(1)
i can be then written as E
(1)
i = (I +Pi)/2. Because we always take the first
element E
(1)
i of each POVM in the following we take E
(1)
i = Ei and denote Ei as the POVM
associated to Pi.
Lemma 1. Let E = (I +P )/2 be a POVM measurement associated to a Pauli operator P and
ρ an n-qubit stabiliser state then Tr(Eρ) can only take the following values {0, 1/2, 1} and:


if Tr(Eρ) = 1 then P is a stabiliser of ρ;
if Tr(Eρ) = 1/2 then neither P nor − P is a stabiliser of ρ;
if Tr(Eρ) = 0 then − P is a stabiliser of ρ.
Proof. By using the representation in Eq. 5 we can write Tr(Eρ) = 12n Tr
(∑2n
i=1 ESi
)
. Recalling
that all Pauli matrices are traceless apart from the identity we obtain:
Tr(Eρ) =
1
2n+1

2n +Tr

 ∑
Si∈S\I
PSi



 .
The lemma follows by noting that S2i = I and Tr(Si) = 0 for every Si 6= I and by observing
that because Si 6= Sj for every i 6= j we can only have at most one non-zero element in the
sum.
4 Learning stabiliser states
Consider the following learning task: let ρ be the n-qubit quantum state stabilised by a non-
trivial stabiliser subgroup S. If |S| = 2n then S defines a pure state. If instead |S| < 2n
then ρ is the mixed state in Eq. 6. Given a training set T = {(Ei,Tr(Eiρ))}i∈[m] drawn from
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an unknown probability distribution D the goal of the learner is to predict the expected value
of a new measurement E′ also drawn from D. We assume D to be over the set of POVM
measurements corresponding to elements of the Pauli group Pn. If the number of examples m
respects the conditions set by Theorem 1, we are guaranteed that ρ can be PAC-learned. It
remains to be determined whether stabiliser states can also be efficiently PAC learned. In the
language of PAC-theory, efficiently learning stabiliser states corresponds to proving that the
concept class Q is efficiently PAC-learnable when the set of states V corresponds to the set
of stabiliser states and the set of measurements M corresponds to measurements in the Pauli
group Pn. Recall that the notion of efficiency is related to the time complexity of the learning
problem. In the following, we prove that stabiliser states are efficiently PAC-learnable:
Theorem 3 (Stabiliser states are efficiently PAC-learnable). Let V be a set of n-qubit quantum
states, let M be a set of measurements and let D be a probability distribution over elements of
M. The concept class Q = {qρ :M→ [0, 1]}ρ∈V is efficiently PAC-learnable with respect to D
when V is the set of stabiliser states on n-qubits and M is the set of measurements associated
to the Pauli group Pn. Similarly, we say that the stabiliser states are efficiently PAC-learnable
with respect to the Pauli group.
Our proof is structured in the following way. We begin by constructing a hypothesis state that
minimises the program in Eq 4. However, this hypothesis contains exponentially many (in the
number of qubits n) terms and cannot be constructed efficiently. We solve this problem by
showing that we can make predictions on the hypothesis without producing the full state. This
strategy exploits the group structure of the stabilisers and can be implemented in two algorithms
that allow us to predict the expected value of a new measurement. Algorithm 1 constructs a
list L of the generators contained in the training set. Algorithm 2 predicts the value of Tr(E′ρ)
by checking whether it can be generated by the known generators.
Because all the information required to determine a stabiliser state is contained in its gener-
ators we construct the hypothesis σ by identifying the generators contained in the training set
T . Recall that, for every measurement Ei in the training set such that Tr(Eiρ) = 1 there is an
associated stabiliser element Pi = 2Ei − I. In order to identify the generators we make use of
two results. Thanks to Lemma 1 we can identify which measurements, if any, in T correspond to
a stabiliser measurement of the state. After the first stabiliser measurement has been identified,
and placed on a list L, the algorithm checks whether any new Ei such that Tr(Eiρ) = 1 can be
generated from L. At the end of the process the learner returns a list of independent generators
L = {S1, . . . , Sl}. Based on this information our knowledge of the state can be summarised in
the following state:
σ =
1
2n
∑
Si∈〈L〉
Si. (7)
By using Lemma 1 it is easy to see how σ respects all the inequalities in Eq. 4. Because the
state is also a normalised projector we have that σ  0. Note that a simple sum of the known
stabilisers would have also satisfied the inequalities in Eq. 1 but, in general, it would not be
positive semidefinite.
It remains to be given an efficient algorithm to determine whether a new example is inde-
pendent of the list of generators L collected so far. This is necessary to predict the value of
Tr(E′iρ). We do that below using a variant of the check matrix method described in [26]. With
this technique every element of P ∈ Pn, where P = P
1 ⊗ · · · ⊗ Pn, is mapped to a 2n + 1
7
dimensional row vector rP ∈ {0, 1}
2n+1. The vector rP is defined in the following way:
rP (1) =


0 if sgn(P ) = +1
1 if sgn(P ) = −1
∀i ∈ {1, . . . , n} rP (i) =


0 if P i = Z
1 if P i ∈ {X,Y }
∀i ∈ {n+ 1, . . . , 2n} rP (i) =


0 if P i−n = X
1 if P i−n ∈ {Y,Z},
where sgn(P ′) = +1 if the overall sign of P 1 · · ·Pn is positive and sgn(P ′) = −1 otherwise. As
an example,
−XY ZY → r(−XY ZY ) = [1 | 1 1 0 1 | 0 1 1 1 ] .
By checking whether the set of unsigned binary vectors {rS1 , . . . , rSl} is linearly independent we
can determine if the corresponding Pauli operators are also independent. We can use Gaussian
elimination to perform this operation at a cost of O(n3). Algorithm 1 can be used to produce
L.
Algorithm 1 Learning
Input: training set T = {(Ei,Tr(Eiρ))}i∈[m] where Ei = (Pi + I)/2
Output: list of generators L contained in T
1: for k = 1 to m do
2: if Tr(Ekρ) = 1 or Tr(Ekρ) = 0 and Ek is not generated by L then
3: add Tr(Pkρ)Pk to L
4: end if
5: end for
Because from the generating set L we can construct up to 2l elements we cannot write down
the full hypothesis state σ efficiently. But there is no need to construct this state explicitly. By
using a technique developed by Aaronson and Gottesman to keep track the evolution of a row
vector [11, 27] we can make use of the information contained in σ using only the generators.
For every new measurement E′ we want to determine whether E′ commutes with the ele-
ments of L and whether it can be generated by L. Both tasks can be accomplished efficiently
using the check-matrix representation [26]. However, because the check matrix representation
does not allow us to predict the sign, we are left with determining whether it is the operator
P ′ or −P ′ that can be generated with the elements of L (recall that E′ = (P ′ + I)/2). This
can be accomplished in the following way. Because in the check vector representation matrix
multiplication between operators corresponds to addition modulo 2 and we know that P ′ is
generated by L we can write:
l∑
i=1
cirSi = rP ′
where ci ∈ {0, 1} and the addition is done modulo 2. This corresponds to a system of linear
equations that can be solved efficiently. Once we have found the right vector c we can multiply
the relevant operators (an efficient algorithm is described in [27]) to determine the sign:
sgn(P ′) = sgn(Sc11 · · ·S
cn
n ). (8)
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Algorithm 2 describes how to perform the prediction of the expected value of a new measurement
E′.
The computational cost of Algorithm 1 and 2 is dominated by the cost of determining
whether the stabiliser measurements in the training set are linearly independent. In the worst
case scenario of a training set composed by m stabiliser measurements, the linear independence
must be checked m times at a cost of n3 per operation. Therefore, the overall time complexity
of learning stabiliser states is O(mn3).
Finally, we note that Algorithm 1 and 2 are exact in the sense that the difference between
the true and predicted value of the expected measurement outcomes is 0. For this reason there
is no η dependency in the running time of the learning algorithm.
Algorithm 2 Predictions
Input: set of known stabiliser generators L = {Si}, new measurement E
′ = (I + P ′)/2
Output: prediction Tr(E′ρ)
1: if [P ′, Si] = 0 ∀i and P
′ is generated by L then
2: solve for ci equation
∑l
i=1 cirSi = rP ′ and determine sgn(P
′) with Eq. 8
3: if sgn(P ′) = 1 then
4: Tr(E′ρ) = 1
5: else if sgn(P ′) = −1 then
6: Tr(E′ρ) = 0
7: end if
8: else
9: Tr(E′ρ) = 1/2
10: end if
5 Conclusion
Building on results from the literature on the efficient classical simulation of stabiliser circuits
we proved that stabiliser states can be efficiently PAC-learned. Although previous works [21, 22,
23, 24] showed that stabilisers can be learned with access to only O(n) copies of the state and
polynomial amount of classical computation our results do not require specific measurements
to be made on the state and allow us to PAC learn the state under any probability distribution
over the measurements.
Because the evolution of stabiliser states can be simulated efficiently on classical devices
this work opens new directions in the study of the power of quantum systems: is it possible
to establish a connection between what can be efficiently learned and what can be efficiently
classically simulated? As previously suggested by Aaronson [3], it would be interesting to
investigate whether match gates [28, 29, 30], a particular class of quantum states that can be
efficiently simulated, can also be efficiently learned. More generally, what can be said about the
PAC-learnability of computationally tractable states (i.e. states whose quantum evolution can
be simulated efficiently with classical methods; for a rigorous definition see the work of Van den
Nest [31] and Schwarz and Van den Nest [32])?
Finally, a recent work by Branda˜o and Svore [33], whose upper and lower bounds have been
subsequently improved by van Apeldoorn et al. [34] and Branda˜o et al. [18], showed that a
quantum computer can solve, under certain assumptions, exponentially faster the semidefinite
program in Eq. 4 when the operators Ei are low rank. It would be interesting to investigate
whether this result can help to establish a link between states that can be reconstructed effi-
ciently using low rank POVMs and efficient PAC-learnability.
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