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Abstract
This paper presents a novel data-driven method
for learning deep constrained continuous control
policies and dynamical models of linear systems.
By leveraging partial knowledge of system dy-
namics and constraint enforcing multi-objective
loss functions, the method can learn from small
and static datasets, handle time-varying state and
input constraints and enforce the stability prop-
erties of the controlled system. We use a con-
tinuous control design example to demonstrate
the performance of the method on three distinct
tasks: system identification, control policy learn-
ing, and simultaneous system identification and
policy learning. We assess the system identifica-
tion performance by comparing open-loop simu-
lations of the true system and the learned models.
We demonstrate the performance of the policy
learning methodology in closed-loop simulations
using the system model affected by varying lev-
els of parametric and additive uncertainties. We
report superior performance in terms of reference
tracking, robustness, and online computational
and memory footprints compared with classical
control approaches, namely LQR and LQI con-
trollers, and with three variants of model predic-
tive control (MPC) formulations and two tradi-
tional MPC solution approaches. We then eval-
uate the potential of simultaneously learning the
system model and control policy. Our empirical
results demonstrate the effectiveness of our unify-
ing framework for constrained optimal control of
linear systems to provide stability guarantees of
the learned dynamics, robustness to uncertainty,
and high sampling efficiency.
*This work has been submitted to the IEEE for possible publi-
cation. Copyright may be transferred without notice, after which
this version may no longer be accessible.
1. Introduction
Many real-world systems of critical interest have unknown
dynamics, uncertain and dynamic operating environments,
and constrained operating regimes. This presents challenges
to design efficient and robust control algorithms. Advanced
control design requires expertise in applied mathematics,
dynamic systems theory, computational methods, mathe-
matical modeling, optimization frameworks, and operator
assisted algorithmic tuning of control parameters. These
requirements increase cost and reduce their applicability
only to high value systems where marginal operational per-
formance improvements lead to huge economic benefits.
Data-driven dynamics modeling and control policy learning
show promise to “democratize” advanced control to sys-
tems with complex and partially characterized dynamics.
However, pure data-driven methods typically suffer from
poor-sampling efficiency, scale poorly with problem size,
and exhibit slow convergence to optimal decisions [25].
Of special concern are lack of guarantees that black-box
data-driven controllers will obey operational constraints and
may occlude understanding of general system operation and
diagnosis of potential failure modes.
Contributions: In this work we aim to embed domain
knowledge into modern AI-based data-driven decision sys-
tems. We develop a hybrid framework which integrates
linear dynamic systems and control theory with recent ad-
vances in deep learning. The framework is based on neural
parametrization of the closed loop dynamical system with
two building blocks: i) neural system model conditioned
by known properties of the physical system, and ii) a deep
learning formulation of model predictive control policy. In
particular, we combine system identification based on con-
strained recurrent neural networks with eigenvalue regular-
ization on the layer weights, and policy optimization with
embedded inequality constraints via backpropagation of the
control loss through the linear system model. To the authors’
best knowledge this is the first time these methods have been
used in conjunction in the single study.
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We apply these methods to system identification and control
policy learning for a linear control problem representative
of building temperature dynamics and demonstrate that: i)
embedding constraints provides advantages of sample ef-
ficiency, and physically plausible outcomes, ii) eigenvalue
regularizations guarantee the stability and invertibility of
the learned model, iii) in terms of control performance and
robustness, our deep learning control policies outperforms
classical control approaches, namely LQR, and LQI con-
trollers, as well as robust and stochastic MPC formulations
during simulations affected by parametric and additive un-
certainties, and iv) the presented methods are more com-
putationally and memory efficient than traditional MPC so-
lutions based on online constrained optimization or offline
multi-parametric programming.
1.1. Related Work
Stable neural architectures: There has recently been in-
tense research on the stability of deep learning layers. The
IMEXnet constrains the eigenvalues of the network Jaco-
bians by bounding the layer weights [30]. Stability around
equilibrium point and nominal trajectory for a dynamical
system controlled by neural network was studied in [38].
Joint learning of the Lyapunov functions was proved to
guarantee the stability of the learned system dynamics and
control policies [43, 58]. Authors in [29] linked the vanish-
ing and exploding gradient problems with the stability of the
neural networks interpreted as ODEs and proposed restricted
architecture with guaranteed stability. Our own work fol-
lows this tradition, presenting a new RNN parametrization
with guaranteed bounds on the dominant eigenvalues of the
transition matrices. Theoretical foundations of the used con-
straints and stability regularizations of the proposed method
are inspired by interpretations of deep neural networks
through the optics of differential equations [33, 17, 49, 30],
and neural architectures based on physics priors such as
Hamiltonian [27] and Lagrangian [50] networks.
System identification with neural networks: The natu-
ral idea of using RNN-based state-space models is motivated
by previous works [45, 44, 57, 31]. A related idea of us-
ing convex-based LSTM networks for faster converging
system identification of control-oriented dynamical models
was presented in [67]. The use of the linear dynamics is
motivated by the possibility of a straightforward extension
to nonlinear systems via Hammerstein-Wiener RNN struc-
ture composed of a dynamic linear subsystem embedded
between two static nonlinear subsystems holding the uni-
versal approximation theorem [39]. Alternative, but related
approach of incporporating prior structural knowledge is
the use graph neural networks, which have been recently
demonstrated to simulate complex physical systems with
state-of-the-art performance across a variety of physical
domains [59, 60, 61]. In comparison with the referenced
approaches, the novel features of the proposed modeling
method are the use of novel eigenvalue regularization of the
layer weights to guarantee the stability of the unrolled dy-
namics and the use of penalty methods to impose inequality
constraints over the state space, applicable beyond simple
linear systems.
Model-based optimal control: One of the main motiva-
tions of the presented paper is to develop a competitive
method for the design of constrained optimal controllers
for linear systems which would outperform the classical ap-
proaches such as LQR, or model predictive control (MPC)
based on constrained optimization [28, 52]. The structure of
the control agent in this work is inspired by the formulation
of MPC problem using barrier functions [66]. Such that, op-
timizing the proposed deep learning based policy for a single
measurement is equivalent with solving constrained MPC
via penalty methods. However, the main difference compar-
ing with MPC and LQR is that the proposed method does
not require the system model beforehand and can jointly
optimize both system models as well as explicit control pol-
icy. Moreover, compared to unconstrained LQR, the method
can handle inequality constraints similarly to MPC. In the
field of MPC, as an alternative to solving the correspond-
ing constrained optimization problem online, the solution
can be pre-computed offline using multiparametric program-
ming (mpP) [46] and obtain so-called explicit MPC (eMPC)
policy [9, 64]. The benefits of eMPC are typically faster
online computations, exact bounds on worst-case execution
time, and simple and verifiable policy code, which makes
it a suitable approach for embedded applications. However,
eMPC suffer from the well-known curse of dimensional-
ity which severely limits its practical applicability only to
small scale systems with short prediction horizons [2]. The
presented method represents a scalable alternative, using
deep learning to approximate the explicit MPC policy for
linear systems given state and input constraints without the
exponential blow up in the problem complexity.
Adaptive and learning-based MPC: The proposed
methods are closely related to learning-based MPC
(LBMPC) methods, introduced by [6], leveraging machine
learning methods for learning the prediction model from
data. In general, LBMPC is considered to be a generaliza-
tion of robust adaptive MPC, which is typically restricted
to specific types of model structures and learning algo-
rithms [7]. To make LBMPC tractable, the performance
and safety tasks are decoupled by using reachability analy-
sis [5, 56]. Alternatives include formulation of robust MPC
with state-dependent uncertainty for data-driven linear mod-
els [63], or iterative model updates for linear systems with
bounded additive uncertainty and robust guarantees [14].
For a comprehensive review of LBMPC approaches we re-
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fer the reader to a recent review [37] and references therein.
The idea of backpropagating through the learned system
model parametrized via convex neural networks [3] was
investigated in [18]. However, in all of the aforementioned
LBMPC approaches, the control policy is defined implic-
itly by the solver and requires the online solution of the
constrained optimization problem. While in the proposed
methodology, the policy is learned offline from measure-
ment data and hence generates MPC policy parametrized
explicitly by a neural network.
Imitation learning of MPC: The related methods com-
bining data-driven and classical model-based approaches
include learning MPC policies from simulation data using
deep learning [40, 68, 24], learning control policies with
constraint handling capabilities [36, 69, 16, 70], learning
MPC solutions using Autoencoders [65], and representing
MPC or LQR optimization problems as layers in deep net-
works [4, 1]. However, all of these approaches fall into the
category of imitation learning, which requires the training
data to be generated by the original MPC. In contrast, the
presented method represent off-policy optimization, which
does not require the supervisory control policy nor system
model beforehand and learns both from the measurement
data.
Model-based reinforcement learning: From reinforce-
ment learning-based control perspective, the complexity of
constrained sequential decision making with continuous con-
trol actions represents one of the main challenges in the do-
main [25]. Several advances have been made by leveraging
high-fidelity solutions obtained by trajectory optimization to
speed up the training of neural network controllers [53, 68],
learning deep inverse dynamics models [19], or by learn-
ing deep neural network representations of the underlying
system dynamics to be used by MPC [11, 13]. Conceptu-
ally similar control frameworks with differentiable physi-
cal models have been introduced for the robotics domain
with the emphasis on the rigid body dynamics [21, 22].
There are also similarities with stochastic value gradients
(SVG) learning continuous control policies using backpropa-
gation [34]. Jointly learning the system dynamics model and
control policies from pixels by backpropagating through the
learned model was presented by the RL framework called
Dreamer [32]. Similarly, the presented deep learning-based
MPC approach is based on backpropagation through the
learned system model. However, in contrast with the ref-
erenced approaches dealing with nonlinear systems and
visual feedback systems, the ambition of this paper is to
present a competitive alternative to widely used linear MPC
approaches. We achieve this by superior robustness to uncer-
tainties, and by overcoming the computational challenges
of associated explicit solutions.
2. Methods
We describe the application of our control design meth-
ods to a dynamical system. Section 2.1 describes three
parametrized RNN models designed for system identifica-
tion, and our contribution of a RNN constructed to enforce
the stability and well-posedness of the learning problem.
Section 2.2 provides a brief overview of model predictive
control, while section 2.3 describes our reformulation of
MPC as a deep learning optimization problem. We conclude
the Methods section with a description of our algorithm for
constrained control policy learning and joint system identi-
fication and policy learning.
We choose a classical linear time invariant state space model
for the ground truth dynamics:
xk+1 = Axk + Buk + Edk (1)
where xk ∈ Rnx is the system state, uk ∈ Rnu is the control
input, and dk ∈ Rnd is disturbance at time k.
2.1. System Identification
From a physical systems perspective, we can think of the
layers of a recurrent neural network (RNN) as dynamical
transformations acting on system state variables describing
their causal interactions. The parametrized dynamical sys-
tem model can be encoded by a recurrent neural network:
xk+1 = f(xk,uk,dk) (2)
Using the notation from classical control, xk corresponds
to the hidden state of the RNN at time step k, whereas[
uk dk
] ∈ Rnu+nd , the concatenation of uk and dk,
is considered the input to the network at time k. In this
work we experiment with four state transition functions,
fLIN, fRNN, fGRU, and fSSM, for a simple unconstrained linear
model, a standard recurrent neural network with Rectified
Linear Unit (ReLU) activation, Gated Recurrent Unit [20],
and our customized state space model designed to main-
tain known characteristics of the system through implicit
eigenvalue constraints.
Standard models: The linear model is the same form as
the true system but with learned parameters A˜, B˜, and E˜:
fLIN(x,u,d) = A˜x + B˜u + E˜d (3)
The standard RNN is defined as:
fRNN(x,u,d) = ReLU(A˜x +
[
B˜ E˜
] [
u d
]T
) (4)
where A˜, and
[
B˜ E˜
]
correspond to the hidden and input
weights respectively. The block matrix notation shows that
the standard formulation of an RNN can be decomposed
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into a structure corresponding to the linear system since[
B˜ E˜
] [
u d
]T
= B˜u + E˜d.
While the GRU does not have a similar correspondence to
the physical system, we include this architecture for compar-
ison with a popular deep learning architecture with demon-
strated success in sequential modeling tasks. So,
w = σ(B˜1u + E˜1d + A˜1x) (5)
n = tanh(B˜2u + E˜2d + w  A˜2x) (6)
z = σ(B˜3u + E˜3d + A˜3x) (7)
fGRU(x,u,d) = (1− z) n + z x (8)
where σ, the element-wise logistic sigmoid, creates gating
matrices w and z, and  is the Hadamard product.
Stability, invertibility and well-posedness: By the Per-
ron–Frobenius theorem [42], the dominant eigenvalue of
a non-negative square matrix A is bounded by the mini-
mum and maximum of it’s row-wise sums. That is, there
exists a real eigenvalue of A, ρ > 0 s.t. for any other eigen-
value, λ, |λ| < ρ, and mini
∑
j Aij ≤ ρ ≤ maxi
∑
j Aij .
Hence, one can enforce bounds on dominant eigenvalue
by constraining the row-wise sums of A’s elements. Let
σ be the elementwise standard logistic sigmoid function,
 ∈ [0, 1), and 1 a matrix of 1’s. Our parametrization,
bounding the dominant eigenvalue of the transition matrix
A˜ to ρ ∈ [1− , 1], is formulated as:
M = 1− σ(M′) (9)
A˜i,j =
exp(A˜′ij)Mi,j∑nx
k=1 exp(A˜
′
ik)
(10)
fSSM(xk,uk,dk) = A˜xk + B˜uk + E˜dk (11)
M is a matrix modeling damping defined as a function of
parameter matrix M′ ∈ Rnx×nx . M’s elementwise multi-
plication with the softmax regularized rows of the A˜′ matrix
gives the state transition matrix A˜. By constraining the mag-
nitudes of the dominant eigenvalue to be less or equal to one,
the stability of the learned dynamics of the discrete system is
guaranteed. As pointed out in [29], by enforcing eigenvalues
of the layer weights to be close to one (zero for continuous-
time systems), the learning problem is well-posed as it pre-
vents exploding and vanishing gradients even for very deep
networks. Moreover, the stable eigenvalue regularizations
favor learning invertible layers as shown by the study on
iResNets [8] linking the layer invertibility with the eigen-
values of the layer’s Jabobians. Under certain conditions,
the stability guarantees also generalize to non-linear layers.
In particular, the stability holds as long as the dominant
eigenvalue is bounded from above by one, and all network
activation functions f have bounded maximum value of
their derivative less or equal to one, max(f ′(x)) ≤ 1. How-
ever, the exact dominant eigenvalue constraint will be con-
served only if max(f ′(x)) = 1. This property is satisfied
by a number of prospective nonlinear activation functions,
e.g., max(ReLU′(x)) = 1, max(leakyReLU′(x)) = 1,
max(arctan′(x)) = 1, and max(σ′(4x)) = 1. As alter-
native extension to nonlinear dynamics, we propose the use
of the given eigenvalue regularization on the linear units
of the Hammerstein-Weiner RNN models [39]. A poten-
tial disadvantage of the parametrization is the layer weights
are restricted to be positive, which may be an unsuitable
restriction for some applications. On the other hand, this
parametrization is a suitable choice for modeling of a wide
class of dissipative dynamical system if  > 0, systems
conserving the energy if  = 0, or non-dissipative (unstable)
systems if we allow  < 0.
Model optimization: For the given recurrent neural net-
work models we optimize the corresponding A˜, B˜, E˜ (and
M′ for SSM) parameter matrices by an objective function
which serves as a reasonable proxy for our goal to repro-
duce the response of the original system. We use the average
Mean Squared Error (MSE) for the model response over
an N -step prediction horizon compared to data obtained
from the ground truth system dynamics (1). For each N
time steps simulation of the ground truth system we have
sequences of vectors, X ID = xID0 , ...xIDN , U ID = uID0 , ...uIDN ,
D = d0, ...dN . The model is given only an initial state xID0 ,
and system inputs U ID, and disturbances D are provided to
loop over the model and produce a sequence of state pre-
dictions, X˜ = x˜0, ...x˜N . We assume that for optimization
we only have access to one observable variable from the
complete state denoted by index i. The loss function is the
mean squared error (MSE) between our state prediction and
that of the true system:
LMSE(X˜ ,X ID|A˜, B˜, E˜) = 1
N
N∑
k=1
||x˜k,i − xIDk,i||22 (12)
We optimize the models implemented1 in the Pytorch deep
learning library [54] using the AdamW [48] variant of full-
batch gradient descent.
2.2. Model Predictive Control
Model predictive control (MPC) is an optimal control strat-
egy that calculates the control inputs trajectories by mini-
mizing a given objective function over a finite prediction
horizon with respect to the constraints on the system dynam-
ics. Let us consider a reference tracking MPC, formulated
1Code for reproducing our experiments is available at:
https://github.com/pnnl/deps_arXiv2020
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as the following constrained optimization problem:
min
u0,...,uN−1
N−1∑
k=0
(||xk − rk||2Qr + ||uk||2Qu) (13a)
s.t. xk+1 = f(xk,uk,dk), k ∈ NN−10 (13b)
g(xk) ≤ 0, k ∈ NN−10 (13c)
h(uk) ≤ 0, k ∈ NN−10 (13d)
x0 = x(t), (13e)
where Nba = {a, a + 1, . . . , b} is a set of integers. The
predictions are obtained from the system model differential
equations (13b) over the prediction horizon N . The system
is also subject to state (13c) and input (13d) constraints. The
objective function (13a) is the weighted squared 2-norm i.e.,
‖a‖2Q = aTQa, and penalizes the distance of the states
from references, while minimizing the control effort.
The constrained optimization problem (13) can be re-
formulated using barrier functions [12, 10] as the following
unconstrained optimization problem in a generic form:
min
u0,...,uN−1
N−1∑
k=0
(
`(xk, rk,uk)+
λ
m∑
i=1
px(gi(xk)) + µ
n∑
j=1
pu(hj(uk))
)
,
(14)
where `(•) defines the loss function, while λ and µ define
weights of a barrier functions px and pu associated with
state (13c) and input (13d) constraints, where integers m
and n specify the number of constraints.
2.3. Physics-informed Control Policy Architecture
We use the parametrized dynamical model of the system (2)
as an integral part of the policy architecture. The control-
oriented loss function is backpropagated through the dif-
ferentiable model to update the policy parameters. The
model serves as an internal simulator for the imagination
of different possible outcomes of the control actions and
environment conditions. A crucial part of the policy are
inequality constraints modeled as barrier penalties to en-
sure the safety of the policy. The main challenge here is to
parametrize the MPC problem (14) as a deep learning model
while preserving the structure of the original problem.
Control objective and system dynamics constraints:
To reformulate the problem (14) as a deep neural network,
we use the recurrent encoding of equality constraints, also
called a single shooting formulation [28]. The structural
equivalence of the classical implicit MPC with proposed
MPC parametrized with deep neural networks is shown in
Figure 1. Here the length of the prediction horizon N de-
fines the number of steps to unroll the dynamical model (2)
for backpropagation through time [55]. In contrast with
implicit MPC, which is based on the online solution of the
QP problem for given state measurements and single refer-
ence trajectory, the proposed solution is based on the offline
sampling of the distributions of initial state conditions and
reference trajectories. Hence the proposed method repre-
sents a novel way of learning explicit MPC solutions for
linear systems based on a sampling of the parametric space.
Modeling of inequality constraints: We exploit the pos-
sibility of reformulating the constrained optimization prob-
lem (13) into the unconstrained from (14) by the barrier
method. We use ReLU units to model the violations of
time-varying inequality constraints as follows:
xk ≤ xk + sxk ∼= sxk = ReLU(−xk + xk), (15a)
xk − sxk ≤ xk ∼= sxk = ReLU(xk − xk). (15b)
Slack variables suk , and s
x
k represent the violations of the
inequality constraints and correspond to the barrier function
terms in the objective (14), with large penalties λ and µ.
Modeling of control policy layers: The choice of the
layer of control policy uk = φ(ξ|Θ) depends on the prob-
lem complexity. For the purposes of this paper we used a
two-layer neural network with ReLU activations.
2.4. Constrained Control Policy Learning
We use the system model as an integral part of learning
the policy. The constrained control policy is equivalent to
the constraints of the problem (13) and can be defined as
the following algorithm 1. The control policy is evaluated
on line 3. The violations of the control constraints are
computed on lines 4, 5, and 6, respectively. In line 7, the
system model is integrated forward in time to simulate the
evolution of the states. The state constraints are evaluated on
lines 8, 9, and 10, respectively. And finally, the forward pass
of the policy returns computed control actions, predicted
states, and slacks representing constraints violations.
To populate the training dataset for learning the robust con-
trol policy, initial states, references, and disturbances are
randomly initialized within realistic operating ranges. An
alternative choice of the training data can be obtained from
typical trajectories of the controlled system, e.g., from mea-
surements or specified by a domain expert. For each N
samples we thus have sequence of vectors X = x0, . . .xN ,
R = r0, . . . rN , and D = d0, . . .dN . The trainable pa-
rameters Θ of the MPCPOLICY are optimized w.r.t. the
5
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system dynamics
control policy
Compact notation
training dataset
Figure 1. Structural equivalence of implicit MPC in a dense form with the proposed deep learning-based reformulation of MPC.
Algorithm 1 Constrained model predictive control policy
1: function MPCPOLICY(xk,dk, rk,xk,xk,uk,uk)
2: ξ = {xk,dk, rk,xk,xk,uk,uk} . policy inputs
3: uk = φ(ξ|Θ) . policy evaluation
4: suk = ReLU(−uk + uk) . control lower bound
5: suk = ReLU(uk − uk) . control upper bound
6: suk = s
u
k + s
u
k . control constraints violations
7: x˜k+1 = f(xk,uk,dk) . state update
8: sxk = ReLU(−x˜k+1 + xk) . state lower bound
9: sxk = ReLU(x˜k+1 − xk) . state upper bound
10: sxk = s
x
k + s
x
k . state constraints violations
11: return uk, x˜k+1, sxk, suk
12: end function
following weighted multi-objective loss function:
LMSE(X ,D,R,MPCPOLICY|Θ) = 1
N
N−1∑
k=0(
Qr||rk+1 − x˜k+1||22 +Qu||uk||2 + λ||sxk||22 + µ||suk ||22
)
.
(16)
Where, the first term stands for the reference tracking loss,
the second term penalizes the square of the control actions,
while the last two terms penalize the constraints violations.
The relative importance of the individual terms is balanced
by weight factors Qr, Qu, λ, and µ.
2.5. Joint System Identification and Control Learning
The aim here is to learn a system model alongside the control
policy. The modified policy is defined by algorithm 2. In
algorithm 1 the true system dynamics are available, whereas
in algorithm 2 the system model is learned alongside the
control policy. The policy learning loss function (16) is
extended with a system identification term penalizing model
deviations from measured states with weight QID, and with
state trajectory smoothening term weighted with Q∆x as
follows:
LMSE(X ID,U ID,X ,D,R, IDPOLICY|Θ) =
1
N
N−1∑
k=0
(
Qr||rk+1 − x˜k+1||22 +Qu||uk||22 + λ||sxk||22
+µ||suk ||22 +QID||xIDk+1 − x˜IDk+1||22 +Q∆x||∆xIDk ||22
)
(17)
In algorithm 2, we simulate the system model for the con-
trol and modeling tasks in parallel trajectories on lines 7,
and 8. X ID, as defined in section 2.1, is used to calculate
loss for updating the parameters of the internal model on
line 8. On other hand, X as defined in section 2.4 is used to
initialize the internal model on line 7 for the control policy
update. Analogously, U ID, and U are control input trajecto-
ries associated with the system model and policy updates,
respectively. To increase the smoothness of learned trajecto-
ries, line 9 defines the state residual to be minimized during
the training. Gradient updates are performed jointly on
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the aggregate loss (17) associated with the parallel system
identification and control policy trajectories.
Algorithm 2 Joined model and control policy learning
1: function IDPOLICY(xIDk ,uIDk ,xk,dk, rk,xk,xk,uk,uk)
2: ξ = {xk,dk, rk,xk,xk,uk,uk} . policy inputs
3: uk = φ(ξ|Θ) . control policy evaluation
4: suk = ReLU(−uk + uk) . control lower bound
5: suk = ReLU(uk − uk) . control upper bound
6: suk = s
u
k + s
u
k . control constraints violations
7: x˜k+1 = f(xk,uk,dk) . control state update
8: x˜IDk+1 = f(x
ID
k ,u
ID
k ,dk) . system ID state update
9: ∆xIDk = x˜
ID
k+1 − xIDk . system ID state residual
10: sxk = ReLU(−x˜k+1 + xk) . state lower bound
11: sxk = ReLU(x˜k+1 − xk) . state upper bound
12: sxk = s
x
k + s
x
k . state constraints violations
13: return uk, x˜k+1, sxk, suk , x˜IDk+1,∆xIDk
14: end function
A key added value to classical control techniques is that, in
addition to the control policy, the system model can adapt
to possibly shifting ground truth system dynamics. Upon
deployment, to grant the policy added adaptive behavior,
we introduce a feedback term xk = xk + xˆk with learnable
parameter xˆk, allowing the model to update the state initial
conditions online during closed-loop control. The system
model update runs the optimization for a limited number of
epochs at each sampling instant using the current sample
of measured values xIDk ,u
ID
k ,xk,dk, rk,xk,xk,uk,uk. To
avoid catastrophic forgetting due to learning on a small
sample, we fix the model parameters and update only the
last layer of the policy uk = φ(ξ|Θ) and only the state
correction term xˆk. In this way the policy and the system
models can adapt to new data while preserving most of the
learned dynamics from the offline learning phase.
3. Numerical Case Studies
In this section we present the dataset, metrics, experimen-
tal set-ups, results, and analyses for experiments with our
system identification and control policy learning methods.
3.1. System model
The case study is based on the thermal model of a building
in the form of (1). The states xk ∈ R4 represent wall (xk,1),
ceiling (xk,2), floor (xk,3), and room temperature (xk,4, the
observed state), respectively. Control inputs u represent
heat flow delivered to the building by the radiator. While
measured disturbances dk ∈ R3 represent ambient tempera-
ture (dk,1), solar irradiation (dk,2), and internal heat gains
(dk,3), respectively. In practice, real-time updates of d are
obtained from weather forecast. An interesting property of
the thermal models is that their transition matrix A˜ is non-
negative with stable eigenvalues. This property motivates
the eigenvalue regularization given by (10), where the damp-
ing factor M constrains the dissipation of the system and
can be physically interpreted as heat losses of the building
structure. Hence physical insights can be used for tuning of
the proposed model to different building types. The penalty
constraints on the state trajectories are inspired by the phys-
ically meaningful values and are chosen to demonstrate a
tutorial control example, which requires balancing a multi-
term objective function. Even though the selected values of
the inequality and eigenvalue constraints have been inspired
by this particular physical process, the underlying modeling
principles are generic and could be applied to various types
of systems.
3.2. Dataset
System identification: The objective of the system iden-
tification task is to identify the parameters of the unknown
linear system given the measurement data. Our experimental
dataset is constructed by simulating the true system dynamic
model (1), generating the state trajectories X ID with initial
conditions of x0 = 20 ◦C. The initial control policy is as-
sumed to be unknown and control input signals U ID are
generated as a static sine wave with amplitude 4× 103 W
and period of one day. Such a control signal represents
a constrained perturbation to the system dynamics with a
similar purpose as a random sampling in the reinforcement
learning setup. The disturbance signals D represent the his-
torical dataset of environmental conditions, namely solar
irradiation, internal heat gains, and ambient temperature.
The trajectories D used for both system identification and
control tasks are visualized at the bottom of Figure 3.
Control tasks: The objective of the control task is to
do constrained off-policy optimization given only a small
amount of measurement data of the system dynamics.
To demonstrate the reference tracking capabilities during
closed-loop control, the trajectoryR is generated as a static
sine wave in range 18 ◦C to 22 ◦C and period of one day.
However, for policy training, the trajectoryR is uniformly
sampled in the realistic operative range of 15 ◦C to 25 ◦C to
increase the generalization. The state and input constraints
sequences X , X , U , U , are apriori defined. The simulated
state trajectories, X , are uniformly sampled state distribu-
tion in realistic range 0 ◦C to 25 ◦C to robustify the learned
control policy. The control inputs trajectory U is generated
by the learned policies. For simultaneous system identifica-
tion and control, the state and X ID, and inputs U ID trajec-
tories are identical to those from the system identification
task.
With a true model in hand, we could in principle generate an
arbitrarily large dataset. However, we wish to demonstrate
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Table 1. Test set N -step MSE.
N 8 16 32 64 128 256
LIN 0.009 0.288 0.349 0.228 0.508 0.800
SSM 0.130 0.276 0.432 0.498 0.446 0.504
RNN 0.106 0.044 0.299 0.481 0.411 0.800
GRU 0.022 0.088 0.525 1.973 5.730 7.628
that our methods can operate in a data regime typical in the
practical setting where only a fixed set of measurements
over a limited time period is available. To this end, for all
tasks, we run the ground truth simulation for a period of
one month, with 5 minute sampling intervals giving a total
of 288 samples per day and 2016 samples per week. The
training, validation, and test sets are the 2nd, 3rd, and 4th
weeks of simulation.
3.3. Metrics
We consider several metrics for assessing system identifica-
tion and control policy performance. Our loss functions for
training system models, the N -step prediction MSE (12),
control MSE (16), and simultaneous system identification
and control MSE (17) are expedient choices for optimiza-
tion. However, a more robust indicator of success at the
ultimate system identification task objective, to accurately
simulate the dynamics of the system, is the MSE for an
open-loop simulation over the entire test set. For a dataset
with T total time steps, we define the open-loop MSE as:
1
T
∑T
k=1 ||xIDk,4 − x˜k,4||22. Similarly, we use the closed-loop
control simulation over the test set for performance assess-
ment of learned control policy using the reference tracking
MSE: 1T
∑T
k=1 ||rk − x˜k,4||22. The energy minimization
term is evaluated as the mean absolute (MA) value of the
control signal: 1T
∑T
k=1 |uk|. The state constraints vio-
lations are evaluated as MA value of the slack variables:
1
T
∑T
k=1 |sxk|.
3.4. System Identification
Table 1 shows the N -step MSE on the test set for each N -
step prediction horizon training objective. The bold entries
indicate the best performance for a given prediction horizon.
We see that there is no single model which performs best
for all N -step objectives. As N increases, models tend to
higher N -step MSE. The GRU models show the greatest
increase in N -step MSE according to N , whereas the SSM
model shows far less tendency to gain error given longer
prediction horizons.
Table 2 shows the open-loop MSE on the test set for mod-
els trained with each N -step prediction horizon. For all
prediction horizons, either the SSM or simple linear model
perform better on open-loop MSE, with the SSM achieving
Table 2. Test set open-loop MSE.
N 8 16 32 64 128 256
LIN 1.685 0.472 1.134 1.023 0.350 1.071
SSM 5.374 1.331 0.938 0.469 0.446 0.313
RNN 2.585 5.634 1.462 1.437 0.884 1.071
GRU 157.3 3.904 3.904 8.292 14.22 6.844
the best overall open-loop MSE when trained on the longest
prediction horizon. In fact, for the SSM model we see an
opposite trend from the N -step MSE, in that as N grows
larger, models tend to do better at aligning the open-loop
simulation with the reference trajectory. This makes sense
for a well-posed model, as while modeling over larger spans
of N is a more difficult learning objective, the larger N is,
the closer the training objective is to the open-loop evalua-
tion scenario. The absolute and percentage of reduction in
open-loop MSE from the the contending LIN model (0.35
MSE) to the best performing SSM model (0.313 MSE) are
0.037 and 10% respectively. Performing a one-sided t-test
for the LIN, SSM models on these squared prediction errors
gives a p value of basically zero.
We investigate the practical import of performance gains by
the trace of predicted state values for the best RNN, LIN,
and SSM models. Figure 2 shows the concatenated open-
loop simulations from the training, validation and test sets,
with the solid blue line indicating the true system trajectory.
All models closely trace the path of the reference x4 given
only the initial state of the system and external inputs. Fur-
ther, these models do well at staying in phase with the true
trajectory for all variables except for x3. However, both the
LIN and RNN models exhibit some clear bias for the x2
variables with the RNN under- and the LIN over-estimating
the true path. The RNN model is biased for all variables
besides the reference. The GRU was able to train fairly reli-
ably to track the N -step objective, however, for open-loop
simulations, it failed to track even the reference x4, and is
excluded due to out of scale performance.
Table 3 shows the eigenvalues of A matrix for ground truth
and learned dynamical models. Interestingly all models
learned the dominant eigenvalue with high accuracy. How-
ever, the eigenvalues of the constrained SSM have the short-
est Euclidean distance from those of the ground truth system.
Moreover, the SSM is the only model learning non-complex
eigenvalues, as is the case of the ground truth system. The
physical interpretation of the real part of the complex eigen-
values represent scaling or gains of the system, while the
imaginary part tells us about the frequencies of the gener-
ated signals (the larger the imaginary part, the larger the
frequency). As a consequence, LIN and RNN models as-
sociate the periodic behavior of the training data with its
main dynamics. However, this is not true as the periodicity
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Table 3. A matrix system models eigenvalues.
λ1 λ2 λ3 λ4
True 0.999 0.994 0.983 0.254
SSM 0.997 0.852 0.351 -0.005
LIN 0.997 0.385 0.061 +0.11i 0.061-0.11i
RNN 0.996 0.293 -0.260 +0.05i -0.256-0.05i
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Figure 2. Open-loop simulation trajectories.
of the training data is solely the results of the input U and
disturbance trajectories D (day and night patterns). This
observation provides an explanation why SSM outperforms
LIN and RNN models in open-loop simulations.
3.5. Constrained Continuous Control
For continuous control task we train the proposed deep
learning-based MPC (DLMPC) policy as defined in algo-
rithm 1 with one-step ahead prediction horizon N = 1. The
policy is trained with Adam optimizer [41] and learning
rate of 0.001 on 30, 000 epochs. The policy begins training
with randomly initialized weights. We use the ground truth
system model to demonstrate the potential of the policy
learning algorithm. The different one week periods of 2016
samples are used as training, validation, and test sets, respec-
tively. The weights of the loss function (16) are tuned using
the physical insight about the system dynamics with the
following values: Qr = 2e1, Qu = 1e− 6, Qsu = 5e− 7,
Qsx = 5e1. The results are reported on the test set. To
assess the robustness of the trained policy we simulate the
closed-loop with simulation model affected by parametric
vk and additive wk uncertainties as follows:
xk+1 = A(vk)xk + Buk + Edk + wk, (18)
where vk ∈ N (µv, σv), wk ∈ N (µw, σw) with µv = 0,
σv = 0.01, µw = 0, and σw = 0.1.
We compare the performance of the trained DLMPC policy
with classical model-based linear control methods, namely
linear quadratic regulator (LQR), and Linear quadratic inte-
gral controller (LQI) implemented in Matlab environment
using commands dlqr and lqi, respectively. The weights
of LQI controller Qr, and Qu are chosen to be identical
to the DLMPC policy, while tuning of the LQR weights
was necessary to obtain satisfactory control results. The
constraints penalties λ and µ do not apply to unconstrained
classical control methods and are hence omitted.
Additionally, we evaluate the performance of three different
formulations of model predictive control (MPC) problem.
From the robustness perspective, we evaluate the perfor-
mance of nominal deterministic MPC, worst-case robust
MPC, and sampling-based stochastic MPC. The nominal
MPC is obtained by the solution of the constrained opti-
mization as defined by (13) with softened input and state
constraints. Both robust and stochastic MPCs are designed
to mitigate the effect of additive uncertainties wk. Robust
MPC (RMPC) represents the worst-case scenario approach
via constraints tightening techniques [62, 51] based on apri-
ori defined bounds on the unknown disturbance. On the
other hand, stochastic MPC (SMPC) is based on probabilis-
tic constraints approximated by sampling from the known
distribution of the unknown disturbances. The implemen-
tation of RMPC and SMPC is based on the formulations
presented in [23]. For a fair comparison, all MPC problems
are designed with identical setup of the hyperparameters
(N , Qr, Qu, λ, and µ) as in the case of trained DLMPC
policy. The MPC problems are implemented in the Matlab
environment using the Yalmip optimization toolbox [47].
Table 4 shows the closed-loop control performance of the
investigated methods evaluated on the reference tracking
MSE (MSE ref.), energy use (MA ene.), and constraints
violation (MA en., MA con.) evaluated with various degrees
of uncertainties vk and wk acting on the simulation model.
The results from Table 4 demonstrate a superior perfor-
mance of the proposed DLMPC in the reference tracking
against all compared methods while paying a cost in terms
of increased energy use. While, the zero values of the con-
straints violations (MA con.) demonstrate that the learned
DLMPC policy is capable of 100% constraints satisfaction
also in the presence of parametric and additive uncertain-
ties, while simultaneously optimizing the reference tracking
objective. In terms of constraints satisfaction it also outper-
forms all compared control approaches. These results indi-
cate that the proposed state-space sampling-based method
is a competitive alternative to constraints tightening-based
robust MPC and stochastic MPC based on a sampling of ad-
ditive uncertainties. An interesting observation is that while
using the same hyperparameters as all MPC variants, the
proposed DLMPC method favors the constraints satisfaction
and tracking performance before the energy use minimiza-
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Table 4. Control performance on reference tracking, energy use,
and constraints violations evaluated on closed-loop simulations
with various degrees of uncertainties vk and wk. Evaluated con-
trollers were learned/designed with the ground truth model.
Test set No unc. wk vk wk & vk
Proposed DLMPC policy
MSE ref. 1.244 1.470 1.991 2.355
MA ene. 1111 1092 1177 1139
MA con. 0.000 0.000 0.000 0.000
Nominal MPC
MSE ref. 1.398 1.785 3.343 3.711
MA ene. 897 847 917 866
MA con. 0.000 0.132 1.002 1.106
Robust MPC
MSE ref. 1.405 1.640 2.727 2.839
MA ene. 899 892 910 836
MA con. 0.000 0.000 0.007 0.066
Stochastic MPC
MSE ref. 1.398 1.422 2.238 3.579
MA ene. 897 995 977 856
MA con. 0.000 0.098 0.476 0.572
LQR
MSE ref. 2.024 2.184 2.655 2.711
MA ene. 758 793 880 883
MA con. 5.574 6.550 7.362 7.567
LQI
MSE ref. 1.954 2.544 3.399 4.957
MA ene. 899 861 920 676
MA con. 1.893 3.491 5.346 5.059
tion. This can be explained by the state space and reference
trajectory sampling stimulating the policy to learn robust
behavior across a variety of initial conditions and reference
signals. As expected, the performance of the LQR and LQI
on the given control task is unsatisfactory, as these classi-
cal control approaches are not designed to handle control
problems with inequality constraints.
3.6. Simultaneous System Identification and Control
For the simultaneous system identification and constrained
control learning task we train the parametrized model as
defined in algorithm 2 with one-step ahead prediction hori-
zon N = 1. The model is trained with Adam optimizer
with learning rate of 0.001 on 40, 000 epochs. The sys-
tem model and the policy begin training with randomly
initialized weights. The same train, validation, and test sets
are used as described in section 3.5. The weights of the
loss function (17) for the control part remain unchanged as
given in section 3.5, the modeling weights are: QID = 1e2,
Table 5. Closed-loop control performance on model prediction,
reference tracking, energy use, and constraints violations of si-
multaneous model and policy learning evaluated on closed-loop
simulations with various degrees of uncertainties vk and wk.
Test set No unc. wk vk wk & vk
MSE mod. 0.344 0.485 1.325 1.781
MSE ref. 0.952 1.126 2.263 2.932
MA ene. 1102 1139 1134 1109
MA con. 0.000 0.002 0.014 0.053
Q∆x = 1e0. The results are reported on the test set. The
simulation model during the closed-loop control is affected
by uncertainties as defined via eq. (18). To demonstrate
the adaptive capabilities of the policy we apply the online
updates with optimization over 10 epochs only during the
test set.
Table 5 shows the closed-loop control performance of the
adaptive DLMPC policy evaluated on the modeling MSE
(MSE mod.), reference tracking MSE (MSE ref.), energy use
(MA ene.), and constraints violation (MA en., MA con.) for
trained policy with learned model evaluated on 20 simula-
tion runs. Interestingly, the performance in terms of the con-
straint satisfaction is comparable to robust MPC designed
with the ground truth model, while being significantly less
conservative in terms of reference tracking having superior
performance across all investigated control approaches. The
performance of the joint model and policy learning, together
with the corrective effects of the adaptive model and up-
dates during online evaluation demonstrate the competitive
nature of the proposed methodology compared to classical
approaches. The non-zero values of MSE for the model and
reference tracking are caused by hard constraints on states
and control actions, causing situations when the reference
trajectory is not reachable. Such a scenario was deliberately
chosen and showed that the learned policy deems state and
input constraints satisfaction a superior task due to large
constraints violation penalties. Hence, the policy may sac-
rifice control performance in situations when constraints
could be compromised.
Figure 3 shows the closed-loop simulations for the training,
validation and test sets with simulation model affected by ad-
ditive uncertainty wk. The upper plot shows the trajectories
of the controlled (orange) and learned predicted (green) state.
The middle plot shows control’s policy actions, while the
bottom plot shows the influence of measured disturbances.
Error bars represent the influence of various realizations
of uncertainties. The plots demonstrate that the DLMPC
policy can consistently predict the trajectory and track the
reference of a controlled state while satisfying the state and
input constraints most of the time. Please note that parts
of the reference trajectory (dashed blue) were deliberately
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Figure 3. Closed-loop control simulation trajectories of simultane-
ous system identification and adaptive policy learning.
chosen to be outside the state constraints (dashed black) to
demonstrate the balancing capabilities of the multi-objective
loss (17). Online learning was active only during the test
set and decreased the difference between predicted (green)
and controlled (orange) state, as well as the variance of the
controlled (orange) state. As a consequence, the constraints
handling is also improved with online updates.
Similarly to LQR and MPC, the proposed DLMPC policy
is a full state feedback controller. Therefore a state esti-
mator is necessary for practical applications with partially
observable systems. Fortunately, the learned model can be
used for the design of the Kalman filter or Moving horizon
estimator (MHE). An alternative approach would be the use
of autoregressive state-space model based on the system
measurements.
3.7. Computational Aspects and Scalability
From the computational and memory standpoint we com-
pare the proposed method with implicit and explicit so-
lutions of the MPC problems. The implicit problem is
solved online via quadratic programming (QP) using Mat-
lab’s Quadprog solver [26]. While, the explicit problem is
solved offline via multiparametric quadratic programming
(mpQP) using MPT3 toolbox [35]. Upon deployment, the
online explicit MPC procedure consists of an evaluation of
a pre-computed piecewise affine (PWA) policy. The online
computation time and memory footprints of the investigated
control policies were evaluated on a laptop with 2.60 GHz
Intel(R) i7-8850H CPU and 16 GB RAM on a 64-bit oper-
ating system. The assessment of the memory requirements
of the implicit MPC is not straightforward, as it depends on
the memory footprint of the chosen optimization solver, de-
pendencies, and storage of the problem parameters. In this
case, we estimate the optimistic lower bound by assessing
Table 6. Scalability with increasing prediction horizonN . Compar-
ison of mean and worst case online computational time per sample,
and memory footprint of the proposed deep learning-based strategy
(DLMPC) with implicit (iMPC) and explicit (eMPC) solutions.
N 1 2 4 6 8
mean CPU time [1e−3 s]
DLMPC 0.37 0.60 1.03 1.50 1.92
eMPC 0.15 0.45 4.04 9.48 9.76e3
iMPC 3.00 7.86 10.52 10.31 8.53
max CPU time [1e−3 s]
DLMPC 9.94 15.93 10.06 11.73 10.19
eMPC 6.00 10.00 23.00 82.00 97.49e3
iMPC 53.00 40.00 68.00 73.00 92.00
memory footprint [kB]
DLMPC 9.18 8.96 11.60 15.80 21.60
eMPC 48 1051 7523 35176 459e3
iMPC1 ∼150 ∼150 ∼150 ∼150 ∼150
only the memory requirements of the Quadprog solver2.
In general, the complexity of the QP problem depends on
the number of possible combinations of active constraints,
which scale exponentially with the prediction horizon steps
N , the number of states, and decision variables. The Ta-
ble 6 demonstrates the scalability analysis of the mean and
worst-case evaluation time, and memory footprint as a func-
tion of increasing prediction horizon N . We train two layer
DLMPC policy, with increasing number of hidden layers
nhidden = 10N . DLMPC and iMPC policies share the same
hyperparameters, however, due to the exponential complex-
ity growth in the case of eMPC we had to implement the
move blocking strategy [15] limiting the length of the con-
trol horizon for prediction horizons larget than 4 as follows:
if N = 4 then Nc = 2, and if N = 6 then Nc = 1, while
the problem with N = 8 is practically intractable even with
Nc = 1. The results show that the learned DLMPC policy
is on average 5 to 10 times faster than iMPC policy, with
7 to 15 times smaller memory footprint. In comparison
with eMPC, the DLMPC has significantly smaller memory
footprint across all scales. Both CPU time as well as mem-
ory footprint of the DLMPC policies scale linearly with the
problem complexity, while eMPC solutions scale exponen-
tially and are practically infeasible for larger scale problems.
These findings are supported by the analytical analysis show-
ing that DNNs with ReLU layers are much more memory
efficient than lookup tables for parametrizing the PWA func-
tions representing eMPC policies [40]. Moreover, the online
complexity of DLMPC depends entirely on the choice of the
2The memory footprint estimate of implicit MPC in Table 6 is
based on the standalone Python implementation of the Quadprog
solver: https://pypi.org/project/quadprog/
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policy parametrizations, i.e., number of layers, and hidden
neurons. Therefore it can represent a tunable trade-off be-
tween the performance and guaranteed complexity, a design
trait desirable in particular for embedded applications with
limited computational resources.
4. Conclusions and Future Work
In this work we present control methods bridging physics-
based and learning-based approaches. Our methods are
able to learn a linear dynamics model given limited data,
and to leverage the simulated behavior for policy optimiza-
tion. The stability of the linear model and well-posedness
of the associated learning problem are guaranteed by RNN
cells which incorporate prior physical knowledge about the
system dynamics based on eigenvalue analysis. We demon-
strate the use of barrier methods for the encoding of equality
and inequality constraints within deep learning models, en-
suring safe control. Weighted multi-objective loss functions
balance various possibly competing objectives of process
control and system constraints. The system model, as well
as the policy, are learned end-to-end without the need for
an expert policy to imitate. Moreover, the model is capable
of learning from static datasets without the need for active
system perturbation.
The performance of the proposed method was compared
with a variety of traditional control methods, in particular
LQR and LQI controllers, three variants of MPC formula-
tions, and two solution alternatives to the associated con-
strained optimization problem. The case study compared
the performance on reference tracking loss, energy mini-
mization, robustness to uncertainties, and computational
scalability with increasing prediction horizon. Based on the
presented results and user-friendly end-to-end training, we
believe that the proposed methodology has the potential to
be deployed in the application domains beyond the com-
putational reach of the traditional MPC approaches based
on the online solution of quadratic programs (QP) or of-
fline solutions of the multi parametric quadratic programs
(mpQP).
The proposed paper presents a proof of concept and prelimi-
nary analysis of the performance of the proposed methodol-
ogy. The main limitation of this study is the demonstration
of a small scale fully observable linear system. Therefore,
the performance on a large-scale linear system, different
systems with partially observable state spaces, and exten-
sions to non-linear dynamics will be addressed in the future
work.
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