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. $V$ , $E$ $G=(V, E)$ , $G$
4 . $C,$ $S$ $G$
(maximal clique) (minimal vertex separator) .
$T=(C, \mathcal{E})$ $G=(V, E)$ , $C_{1},$ $C_{2}\in C$
, $T$ $C_{1},$ $C_{2}$ $c_{a}\in C$ , $C_{1}\cap C_{2}\subseteq c_{s}$
. $G$ , $G$
[13]. , . Kumar and
Madhavan , [21].
$T=(C,\mathcal{E})$ $C_{1},$ $C_{2}\in C$ , $C_{1}\cap C_{2}=S$
$S\in S$ . $G$ $C_{k},$ $i=1,$ $\ldots$ , $K$
, $\mathcal{I}=\{1, \ldots, K\}$ . $\pi$ : $\mathcal{I}arrow \mathcal{I}$ , $H_{\pi\langle k)},$ $k=1,$ $\ldots$ , $K$
$S_{\pi\langle k)},$ $k=2,$ $\ldots$ , $K$ $H_{\pi(k)}=C_{\pi(1)}\cup\cdots\cup C_{\pi(k)},$ $S_{\pi(k)}=H_{\pi(k-1)}\cap C_{\pi(k)}$
93
. $\pi$ : $C_{\pi(1)},$ $C_{\pi(2)},$ $\ldots,$ $C_{\pi(K)}$ perfect sequence , $S_{\pi(k)}$
, $k\geq 2$ $S_{\pi(k)}\subset C_{\pi(k’)}$ $k’<k$
. perfect sequence , $G$
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[14].
2 $B=(V_{1}, V_{2}, E)$ . $V_{1},$ $V_{2}$ , perfect
sequence . $u\in V_{1}$ perfect sequence $v\in V_{2}$
, $(u,v),$ $(v, u)\in V_{1}xV_{2}$ . 1
perfect sequence . 1 perfect sequence
, 2 $B$ . ,
, $V_{1}$ $V_{2}$ , $V_{2}$
perfect sequence . , Laurizen
2 [22], , (1) perfect sequence
$\pi$ , (2) perfect sequence $\pi$
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OUTPUT: $G$ perfect sequence $\pi$ .
, . ,
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OUTPUT: $G$ $T=(C,\mathcal{E})$ .
,
, All-CliqueTrees ,
All-MaximumSpam$i$ngTrees . $G=(V, E)$
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$G_{c}=(C, \mathcal{E}_{c})$ , $G_{c}$ $v\in C$ $G$ ,
$G$ $C_{1},$ $C_{2}\subseteq C$ $C_{1}\cap C_{2}\neq\emptyset$ , $C_{1},$ $C_{2}$
$G_{c}$ $v_{1},$ $v_{2}\in C$ $\{v_{1}, v_{2}\}\in \mathcal{E}_{c}$ . $\{v_{1}, v_{2}\}\in \mathcal{E}_{c}$ ,
$|C_{1}\cap C_{2}|$ , $C_{1},$ $C_{2}$ . ,
$G$ $G_{c}$ , $G$ $T$








$O(|C|+|\mathcal{E}_{c}|+N\sqrt{|\mathcal{E}_{c}}|)$ . , $N$ .
2.2 perfect sequence
, $Al1_{-}MaximumSpanningTrees$
, perfect sequence $\pi$ , .
Problem All $erfectSequences_{-}from_{-}CliqueTree$
INPUT: $G=(V, E)$ $T=(C, \mathcal{E})$
OUTPUT: $T$ perfect sequence $\pi$ .
$T$ perfect seqeunce $\pi$ , . $T$
, $T’$ , $T’$








$O(|C|+N’|C|^{2})$ . , $N’$ .
2 All-MaximumSpamingTrees, All-MaximumSpamingTrees




, perfect seqeunce . 1 perfect sequence
, .
. $T$ , $T$ 1 $T’$ ,
$T’$ $\sigma$ . $\sigma$ ,
$\sigma$ . $T^{\star}=T$ , $\sigma$ $T$
perfect sequence . , $G_{c}$
$\sigma(C_{\pi(1)}, C_{\pi(2)}, \ldots, C_{\pi(K)})$ , $\{C_{\pi(i)}, C_{\pi(j)}\}$
$(C_{\pi\langle:)}, C_{\pi(j)})(i<j)$ , 4





[ [25]] $G$ perfect seqeuce , $G$
$T$ perfect sequence .
$O(NN^{\star}(|C|^{2}+|\mathcal{E}_{c}|))$ , $O(|C||\mathcal{E}_{c}|)$ . , $C$ $G$
, $|\mathcal{E}_{c}|$ $G$ , $N$ , $N^{\star}$
perfecrt sequence . $\blacksquare$
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