We present a finite-size scaling analysis of high-statistics Monte Carlo simulations of the three-dimensional randomly site-diluted and bond-diluted Ising model. The critical behavior of these systems is affected by slowly-decaying scaling corrections which make the accurate determination of their universal asymptotic behavior quite hard, requiring an effective control of the scaling corrections. For this purpose we exploit improved Hamiltonians, for which the leading scaling corrections are suppressed for any thermodynamic quantity, and improved observables, for which the leading scaling corrections are suppressed for any model belonging to the same universality class.
Introduction
The effect of quenched random disorder on the critical behavior of Ising systems has been much investigated experimentally and theoretically.
Typical physical examples are randomly dilute uniaxial antiferromagnets, for instance, Fe p Zn 1−p F 2 and Mn p Zn 1−p F 2 , obtained by mixing a uniaxial antiferromagnet with a nonmagnetic material. Experiments (see, e.g., Ref. [1] for a review) find that, for sufficiently low impurity concentration 1 − p, these systems undergo a second-order phase transition at T c (p) < T c (p = 1). The critical behavior appears approximately independent of the impurity concentration, but definitely different from the one of the pure system. These results support the existence of a random Ising universality class which differs from the one of pure Ising systems. ‡ A simple lattice model for dilute Ising systems is provided by the three-dimensional randomly site-diluted Ising model (RSIM) with Hamiltonian
where the sum is extended over all nearest-neighbor sites of a simple cubic lattice, σ x are Ising spin variables, and ρ x are uncorrelated quenched random variables, which are equal to one with probability p (the spin concentration) and zero with probability 1 − p (the impurity concentration). Another related lattice model is the randomly bond-diluted Ising model (RBIM) with Hamiltonian
where the bond variables j xy are uncorrelated quenched random variables, which are equal to one with probability p and zero with probability 1 − p. Note that the RSIM can be seen as a RBIM with bond variables xy = ρ x ρ y . But in this case the bond variables are correlated. For example, the connected average of the bond variables along a plaquette does not vanish as in the case of uncorrelated bond variables: indeed (note that xy = p 2 ) ( xy − xy ) = p 4 − 4p 6 + 4p
Above the percolation threshold of the spins, these models undergo a phase transition between a disordered and a ferromagnetic phase. Its nature has been the object of many theoretical studies, see, e.g., Refs. [4, 5, 6, 7, 8] for reviews. A natural scenario is that the critical behavior of the RSIM and the RBIM, at any value of p above the spin percolation threshold, belongs to the same universality class, which we will call randomly dilute Ising (RDIs) universality class. ‡ Unixial antiferromagnets undergo a phase transition also in the presence of a magnetic field H. In the absence of dilution, for small H the transition is in the Ising universality class: the magnetic field does not change the critical behavior. In the presence of dilution instead, H is relevant and the critical behavior for H = 0 belongs to the random-field Ising universality class [2] . The crossover occurring for H → 0 is studied in Ref. [3] . [9] ). We also report the RG trajectory connecting the Ising FP with the RDIs FP, relevant for the Ising-to-RDIs crossover.
The RDIs universality class can be investigated by field-theoretical (FT) methods, starting from the Landau-Ginzburg-Wilson φ 4 Hamiltonian
where φ i is an N-component field. By using the standard replica trick, it can be shown that, for u 0 < 0 and in the limit N → 0, this model corresponds to a system with quenched disorder effectively coupled to the energy density. Fig. 1 shows the renormalization-group (RG) flow [9] in the u, v plane, where u, v are the renormalized couplings associated with the Hamiltonian parameters u 0 and v 0 . The RG flow has a stable fixed point (FP) in the region u < 0, which attracts systems with −1 ∼ < u 0 /v 0 < 0. The standard Ising FP at u = 0 is unstable, with a crossover exponent [4] φ = α Is , where [10] α Is = 0.1096(5) is the specific-heat exponent of the Ising universality class. The stable RDIs FP determines the critical behavior at the phase transition between the disordered and the ferromagnetic phase that occurs in RDIs systems. Therefore, it is expected to determine the critical behavior of the RSIM and of the RBIM above the spin percolation threshold. The critical exponents at the RDIs FP have been computed perturbatively to six loops in the three-dimensional massive zeromomentum scheme [11, 12] . Even though the perturbative series are not Borel summable [13, 14, 15] , appropriate resummations provide quite accurate results [11] : ν = 0.678(10), α = −0.034 (30) , η = 0.030(3), γ = 1.330 (17) , β = 0.349 (5) . Moreover, the leading scaling corrections are characterized by a small exponent ω = 0.25 (10) , which is much smaller than that occurring in pure Ising systems, ω ≈ 0.8 [16, 6] . Experiments find [1] ν = 0.69(1), α = −0.10(2), and β = 0.350 (9) , which are in reasonable agreement with the FT estimates (there is only a small discrepancy for α). We also mention that approximate expressions for the RDIs critical equation of state have been reported in Ref. [17] . Monte Carlo (MC) simulations of the RSIM and the RBIM have long been inconclusive in settling the question of the critical behavior of these models. While the measured critical exponents were definitely different from the Ising ones, results apparently depended on the spin concentration, in disagreement with RG theory. The question was clarified in Ref. [18] , where the apparent violations of universality were explained by the presence of large concentration-dependent scaling corrections, which decay very slowly because of the small value of the exponent ω, ω = 0.37 (6) . Only if they are properly taken into account, the numerical estimates of the critical exponents of the RSIM become dilution-independent as expected. Ref. [18] reported the estimates ν = 0.6837(53) and η = 0.0374(45), which are in agreement with the FT results. These results were later confirmed by MC simulations [19] of the RSIM at p = 0.8, which is the value of p where the leading scaling corrections appear suppressed [18, 20] . A FSS analysis of the data up to lattice size L = 256 gave ν = 0.683(3) and η = 0.035 (2) . On the other hand, results for the RBIM have been less satisfactory. Recent works, based on FSS analyses [21] of MC data up to L = 96 and high-temperature expansions [22] , have apparently found asymptotic power-law behaviors that are quite dependent on the spin concentration. Such results may again be explained by the presence of sizeable and spin-concentration dependent scaling corrections.
The RSIM and the RBIM, and in general systems which are supposed to belong to the RDIs universality class, are examples of models in which the presence of slowlydecaying scaling corrections makes the determination of the asymptotic critical behavior quite difficult. In these cases, the universal critical behavior can be reliably determined only if scaling corrections are kept under control in the numerical analyses. For example, the Wegner expansion of the magnetic susceptibility χ is generally given by [23] χ = Ct −γ 1 + a 0,1 t + a 0,2 t 2 + . . . + a 1,1 t ∆ + a 1,2 t 2∆ + . . .
where t ≡ 1 − β/β c is the reduced temperature. We have neglected additional terms due to other irrelevant operators and terms due to the analytic background present in the free energy [24, 25, 26] . In the case of the three-dimensional RDIs universality class we have [18, 11 ] ∆ = ων ≈ 0.2, which is very small, and [19] ∆ 2 = ω 2 ν ≈ 0.5. Analogously, the finite-size scaling (FSS) behavior at criticality is given by [25, 27] 
where ω ≈ 0.3 and ω 2 ≈ 0.8 for the RDIs universality class.
The main purposes of this paper are the following:
(i) We wish to improve the numerical estimates of the critical exponents associated with the asymptotic behavior and with the leading scaling corrections.
(ii) We wish to provide robust evidence that the critical behaviors of the RSIM and of the RBIM belong to the same RDIs universality class, independently of the impurity concentration.
For these purposes, we perform a high-statistics MC simulation of the RSIM for p = 0.8 and p = 0.65, and of the RBIM for p = 0.7 and p = 0.55, for lattice sizes up to L = 192. The critical behavior is obtained by a careful FSS analysis, in which a RG invariant quantity (we shall use R ξ ≡ ξ/L) is kept fixed. This method has significant advantages [28, 29, 27] with respect to more standard approaches, and, in particular, it does not require a precise estimate of β c . Our main results can be summarized as follows.
• We obtain accurate estimates of the critical exponents: ν = 0.683(2) and η = 0.036 (1) . Then, using the scaling and hyperscaling relations α = 2−3ν, γ = (2−η)ν,
, we obtain α = −0.049(6), γ = 1.341(4), β = 0.354(1), and δ = 4.792(6).
• We obtain accurate estimates of the exponents associated with the leading scaling corrections: ω = 0.33(3) and ω 2 = 0.82 (8) . Correspondingly, we have ∆ = ων = 0.22(2) and ∆ 2 = ω 2 ν = 0.56(5).
• For both the RSIM and the RBIM we estimate the value p * at which the leading scaling corrections associated with the exponent ω vanish for all quantities. For the RSIM, we find p * = 0.800 (5) . This result significantly strengthens the evidence that the RSIM with p = 0.8 is improved, as already suggested by earlier calculations [18, 19] . For the RBIM, we find p * = 0.54(2).
• We provide strong evidence that the transitions in the RSIM and in the RBIM belong to the same universality class. For this purpose, the knowledge of the leading and next-to-leading scaling correction exponents is essential. We also make use of improved observables characterized by the (approximate) absence of the leading scaling correction for any system belonging to the RDIs universality class.
The paper is organized as follows. In Sec. 2 we report the definitions of the quantities which are considered in the paper. In Sec. 3 we summarize some basic FSS results which are needed for the analysis of the MC data. In Sec. 4 we give some details of the MC simulations. Sec. 5 describes the FSS analyses of the MC data of the RSIM at p = 0.8 and p = 0.65 at fixed R ξ , which lead to the best estimates of the critical exponents. FSS analyses at fixed β of the RSIM at p = 0.8 are presented in Sec. 6. Finally, in Sec. 7 we analyze the data for the RBIM at p = 0.55 and p = 0.7, and show that the RBIM belongs to the same universality class as the RSIM. In Appendix A we determine the next-to-leading correction-to-scaling exponent ω 2 by a reanalysis of the FT six-loop perturbative expansions reported in Ref. [30] . In Appendix B we discuss the problem of the bias in MC calculations of disorder averages of combinations of thermal averages.
Notations
We consider Hamiltonians (1) and (2) with J = 1 on a finite simple-cubic lattice L 3 with periodic boundary conditions. In the case of the RSIM, given a quantity O depending on the spins {σ} and on the random variables {ρ}, we define the thermal average at fixed distribution {ρ} as
where Z({ρ}) is the sample partition function. Then, we average over the random dilution considering
where
Analogous formulas can be written for the RBIM, taking
We define the two-point correlation function
the corresponding susceptibility χ,
and the correlation length ξ,
where q min ≡ (2π/L, 0, 0),q ≡ 2 sin q/2, and G(q) is the Fourier transform of G(x). We also consider quantities that are invariant under RG transformations in the critical limit. We call them phenomenological couplings and generically refer to them by using the symbol R. Beside the ratio
we consider the quartic cumulants U 4 and U 22 defined by
We also define their difference
Finally, we consider the derivative of the phenomenological couplings R with respect to the inverse temperature, i.e.,
which allows one to determine the critical exponent ν.
3. Finite-size scaling
General results
In this section we summarize some basic results concerning FSS, which will be used in the FSS analysis. We consider a generic RDIs model in the presence of a constant magnetic field H and in a finite volume of linear size L, and the disorder-averaged free-energy density
where d is the space dimension (d = 3 in our specific case).
In analogy with what is found in systems without disorder (see, e.g., Refs. [25, 31] ), we expect the free energy to be the sum of a regular part F reg (β, H, L) and of a singular part F sing (β, H, L). The regular part is expected to depend on L only through exponentially small terms, while the singular part encodes the critical behavior. The scaling behavior of the latter is expected to be:
where u t ≡ u 1 , u h ≡ u 2 , {u i } with i ≥ 3 are the scaling fields associated respectively with the reduced temperature t (u t ∼ t), the magnetic field H (u h ∼ H), and the other irrelevant perturbations with y i < 0. They are analytic functions of the Hamiltonian parameters-in particular, of t and H-and are expected not to depend on the linear size L [25] . Since u t and u h are assumed to be the only relevant scaling fields, y i < 0 for i ≥ 3. Thus, in the infinite-volume limit and for any t, the arguments L y i u i go to zero. One may thus expand F sing with respect to L y i u i obtaining all scaling corrections. The RG dimensions of the relevant scaling fields u t and u h are related to the standard exponents ν and η by y t = 1/ν and y h = (d + 2 − η)/2. The correction-to-scaling exponents ω and ω 2 introduced in Sec. 1 are related to the RG dimensions of the two leading irrelevant scaling fields: ω = −y 3 and ω 2 = −y 4 .
The scaling behavior of zero-momentum thermodynamic quantities can be obtained by performing appropriate derivatives of Eq. (20) with respect to t and H. For instance, for the susceptibility at H = 0 we obtain
where we have neglected terms scaling as L yt−2y h , L y i −y h , and L y i +y j −2y h , which arise from the H dependence of u t and u i (see, e.g., Refs. [24, 32] for a discussion in the infinitevolume limit). The functions χ 0 (z) and χ i,k (z) are smooth, finite for z → 0, and universal once one chooses a specific normalization condition (which must be independent of the Hamiltonian parameters) for the scaling fields and for the susceptibility (which amounts to properly choosing the model-dependent constant k χ ). The function χ reg (β) represents the contribution of the regular part of the free-energy density and is L independent (apart from exponentially small terms). For t → 0 we have u t (t = 0) = 0, while, generically, we expect u i (t = 0) = 0. Expanding Eq. (21) for L → ∞, one obtains Eq. (6) .
Analogous formulae hold for the 2n-point susceptibilities. They allow us to derive the scaling behavior of the quartic cumulant R = U 4 . We obtain in the FSS limit
where again several irrelevant terms have been neglected. As before, the functions r 0 (z) and r i,k (z) are smooth, finite for z → 0, and universal. The function r reg (β) is due to the regular part of the free energy and gives rise to scaling corrections of order L η−2 . For t → 0, writing u t = c t t + O(t 2 ), we can further expand Eq. (22), obtaining
where R * ≡ r 0 (0) and we have not written explicitly the corrections due to r reg (β). Note that no analytic 1/L corrections are expected [25, 27] .
The scaling behavior of U 22 can be derived analogously. In this case, one should start from the two-replica free-energy density (see, e.g., Ref. [17] , App. B)
and assume, as before, that
is the sum of a regular part and of a singular part. The latter should scale as
where we have now two magnetic scaling fields such that u h 1 ∼ H 1 and u h 2 ∼ H 2 . Taking the appropriate derivatives, one can verify that Eq. (22) holds for U 22 too. The discussion we have presented applies only to zero-momentum quantities. In order to derive the scaling behavior of the correlation length, we should also consider quantities that are defined in terms of the field variables at nonzero momentum. They can be derived from a free-energy density associated with a model in which the magnetic field is site dependent. The general analysis by Wegner [23] indicates that Eq. (25) should still hold (at least in systems without disorder; we assume here that the same holds for quenched averages): the presence of a site-dependent H only modifies the scaling fields that become functionals of H. For these reasons, we conjecture that also ξ has an expansion similar to (22) : in particular, we expect corrections proportional to u
The momentum dependence of the scaling fields will give rise to additional terms, the leading one being proportional to L −2 (for a discussion in the two-dimensional Ising model, see Ref. [33] , p. 8161). Additional 1/L 2 corrections arise from our particular definition of ξ [34] . The analyses we shall report below confirm this conjecture.
The scaling fields u i depend on the model. Thus, if one considers families of models that depend on an irrelevant parameter, by a proper tuning one can find Hamiltonians for which u 3 (t = 0) = 0. In this case, in the FSS limit t → 0, L → ∞ at fixed tL yt , all corrections proportional to L ky 3 = L −kω vanish. Note that, since the scaling field depends only on the model, such a cancellation occurs for any quantity one considers. In all cases the leading correction-to-scaling term behaves as L −ω 2 . Models such that u 3 (t = 0) = 0 will be called improved models. Since the leading scaling correction vanishes, one should observe a faster approach to the scaling limit.
In this paper we shall also consider improved observables. An improved phenomenological coupling is such that r 3,0 (0) = 0. As a consequence, in the FSS limit at fixed u t L yt = 0 it does not show leading scaling corrections proportional to L −ω . Note that this cancellation is only observed on the line in the (t, L) plane such that tL yt = 0, but not in the generic FSS limit. As a consequence, if R is improved, its derivative R ′ is not. Note also that, while in improved models all corrections proportional to L −kω vanish, here only the leading one vanishes: corrections proportional to L −2ω are still present. Improved observables satisfy a very important property. Since the function r 3,0 (z) is universal, the cancellation occurs in any model. §
The thermal RG exponent y t = 1/ν is usually computed from the FSS of the derivative R ′ of a phenomenological coupling R with respect to β at β c . Using Eq. (22) one obtains
where s 0 , a 3 , a 4 are constants. The leading correction scales as L y 3 = L −ω . In improved models, in which u 3 (t = 0) = 0, the leading correction is of order 
Finite-size scaling at a fixed phenomenological coupling
Instead of computing the various quantities at fixed Hamiltonian parameters, one may study FSS keeping a phenomenological coupling R fixed at a given value R f [28] . This means that, for each L, one considers β f (L) such that
All interesting thermodynamic quantities are then computed at β = β f (L). The pseudocritical temperature β f (L) converges to β c as L → ∞. The value R f can be specified at will, as long as R f is taken between the high-and low-temperature fixedpoint values of R. The choice R f = R * (where R * is the critical-point value) improves the convergence of β f to β c for L → ∞; indeed [28, 35] 
This method has several advantages. First, no precise knowledge of β c is needed. Secondly, for some observables, the statistical error at fixed R f is smaller than that at fixed β = β c .
If β f is determined as in Eq. (27) , one may consider the value of other phenomenological couplings R α at β f , defininḡ
The large-L limit ofR α is universal but depends on R f (it differs from the critical value R * α , unless R f = R * ). Indeed, neglecting scaling corrections in Eq. (22), we have
, where r α;0 (z) and r 0 (z) are universal functions. Fixing R = R f corresponds to fixing a particular trajectory in the t, L plane given by u t L yt = z f , where z f is the solution of the equation R f = r 0 (z f ). Along this trajectory R α =R α = r α;0 (z f ), which shows the universality ofR α .
We can define improved observables also when considering FSS at fixed R f . Such observables show a faster convergence since the corrections to the scaling limit scale as L −ω 2 and L −2ω . Moreover, at variance with the case discussed in Sec. 3.1 where it was practical to define an improved observable only on the line tL yt = 0, here one can choose any value for R f . If one determines an improved observable in a given model for a chosen value R f , this observable is improved in any other model at the same value R f .
Monte Carlo simulations
We performed MC simulations of the RSIM at p = 0. Tables 1, 2 , 3, 4, and 5 we report some details of the MC simulations and the results at fixed R ξ ≡ ξ/L = 0.5943.
In the simulations we used a combination of Metropolis, Swendsen-Wang (SW) cluster [36] , and Wolff single-cluster [37] updates, to achieve an effective thermalization Table 1 . Run parameters and estimates of β f and χ at fixed R ξ = 0.5943 for the RSIM at p = 0.8. N s is the number of disorder samples divided by 1000.
L N s β run β f χ 8 200 0.285744 0.286020 (24) 63.391(9) 12 200 0.285744 0.285851 (14) 141.581(19) 16 200 0.285744 0.285800 (6) 249.910(25) 24 100 0.285744 0.285765 (6) 555.67(7) 32 100 0.285744 0.285751 (4) 979.36 (13) (8) 33141 (13) of short-and long-range modes. For each disorder sample, we started from a random spin configuration, then we typically performed 300 thermalization steps, each step consisting in 1 SW update, 1 Metropolis update, and L single-cluster updates. Then, we typically performed 400 measures for lattice sizes L ≤ 64 and 600 measures for larger lattices. Between two measurements we usually performed 1 SW update and 2L singlecluster Wolff updates. We did several tests of thermalization, performing some runs with a larger number of thermalization steps; to test the independence of the results on N m , we also did few runs with a larger number of measures per disorder configuration. In the determination of the averages over disorder one should take care of the bias that occurs because of the finite number of measures at fixed disorder [38] . A bias correction should be introduced whenever one considers the disorder average of combinations of thermal averages and, in particular, whenever a reweighting of the data is performed. Details are reported in Appendix B. Errors are computed from the sample-to-sample fluctuations and are determined by using the jackknife method.
The MC simulations that we present here took approximately 10 CPU years of a workstation equipped with an AMD Opteron Processor 246 (2 GHz clock frequency).
Finite-size scaling analysis at fixed R ξ of the randomly site-diluted Ising model
In this section we describe the FSS analyses of the MC simulations for the RSIM at p = 0.8 and p = 0.65. The analyses are performed at a fixed value of R ξ . (9) 1.6410 (7) 1.49380 (26) (6) 1.839 (4) 1889 (4) 3493 ( (7) 1.840 (5) 1887 (4) 3485 (14) 
FSS at fixed phenomenological coupling R
Instead of performing the FSS analysis at fixed Hamiltonian parameters, we analyze the data at a fixed value R f of a given phenomenological coupling R, as discussed in Sec. 3.2. The most convenient choice for the value R f is R f ≈ R * , where R * is the asymptotic value of R at β c . Data at fixed R = R f are obtained by computing R(β) in a neighborhood of β c . This is done by reweighting the MC data obtained in a simulation at β = β run ≈ β c . Given R(β), one determines the value β f such that R(β = β f ) = R f . All interesting observables are then measured at β f ; their errors at fixed R = R f are determined by a standard jackknife analysis.
In the following we present the FSS analysis at fixed R ξ ≡ ξ/L, choosing R ξ,f = 0.5943, which is the estimate of R * ξ obtained in Ref. [19] : R * ξ = 0.5943 (9) . In Tables 1, 2 , and 3 we report the results obtained for the RSIM at p = 0.8 and p = 0.65, respectively. We also performed FSS analyses at fixed U 4 = U 4,f = 1.650 [from Ref. [19] that quotes U * 4 = 1.650(9)]. We do not report the corresponding results because they are consistent with, though slightly less precise than, those obtained at fixed R ξ = 0.5943. FSS at fixed R has the advantage that it does not require a precise knowledge of the critical value β c . But there is another nice side effect: for some observables the statistical errors at fixed R f are smaller than those at fixed β (close to β c ). For example, in the case of the RSIM at p = 0.8, we find
which are approximately independent of L. Similar numbers are found for the other models that we have simulated. 22 and U 4 at fixed R ξ = 0.5943
Universal values of U
Here we determine the universal large-L limits of the quartic cumulants U 22 and U 4 at fixed R ξ = 0.5943-we call themŪ 22 andŪ 4 , respectively-using the data at p = 0.8 reported in Table 2 . The data ofŪ 22 with the leading correction-to-scaling exponent ω ≈ 0.3. This confirms earlier results [18, 20, 19] indicating that leading scaling corrections in the RSIM at p = 0.8 are very small. Moreover, also the next-to-leading scaling corrections associated with ω 2 ≈ 0.8 are quite small. Indeed, if we fit the data with L ≥ L min to a constant, a fit with χ 2 /DOF ∼ < 1 (DOF is the number of degrees of freedom of the fit) is already obtained for L min = 12. The corresponding estimates ofŪ * 22 are independent of L min within error bars, see Fig. 2 . We also fit the data to a + bL −ǫ with ǫ = 0.33 and ǫ = 0.82, which are the best MC estimate of ω (see Sec. 5.3) and the FT estimate of ω 2 (see Appendix A), respectively. In both cases b ≈ 0 within errors already for L min = 16. Finally, we also do fits keeping ǫ as a free parameter. The estimates ofŪ * 22 are independent of L min within error bars; for L min = 8 we getŪ * 22 = 0.1483(3), with χ 2 /DOF = 0.8. The estimates ofŪ * 22 obtained in the fits with ǫ = 0.82 are also plotted in Fig. 2 versus the minimum lattice size L min of the data considered in the fits. Collecting results, we obtain the final estimateŪ * 22 = 0.148 (1) .
We perform a similar analysis ofŪ 4 . The data are shown in Fig. 3 . In this case, there is clear evidence of scaling corrections. A fit of the data to a + bL −ǫ , taking ǫ as a free parameter, givesŪ * 4 = 1.6472(7) and ǫ = 0.95(5) for L min = 8: There is no evidence of scaling corrections with exponent ω ≈ 0.3. This is confirmed by fits to a + bL 
We finally consider the differenceŪ d ≡Ū 4 −Ū 22 , whose data are very precise because of an unexpected cancellation of the statistical fluctuations, see Table 2 . In Fig. 4 we show the results of the same fits as done forŪ 4 . They lead to the estimatē
which is perfectly consistent with the estimates obtained forŪ * 22 andŪ * 4 .
Estimate of the leading correction-to-scaling exponent ω
In order to estimate ω, we use the data at p = 0.65. We consider the differences and also
whereŪ * 22 andŪ * d are given in Eqs. (30) and (32) . Because of the universality of the large-L limit of the phenomenological couplings-hence, they do not depend on p-they behave as
The quantities defined in Eqs. (33) and (35) are well fitted to c ∆,11 L −ω . For instance, the analysis of ∆ 22,a gives ω = 0.342(10) and ω = 0.352(24) for L min = 8 and 24, respectively; in both cases χ 2 /DOF ≈ 0.5. Such a fit instead gives a relatively large χ 2 /DOF (χ 2 /DOF = 2.3 for L min = 12) when applied toŪ d , essentially because the data ofŪ d have a better relative precision. Moreover, a clear systematic drift is observed when varying L min . Therefore, we must include the next-to-leading corrections. We thus performed fits of the form c ∆,11 L −ω (1 + dL −ǫ ), where ǫ is an effective exponents that takes into account two next-to-leading corrections and should vary in [ω, ω 2 − ω]. Given
We will often say that we fit a quantity O to aL x or to aL x (1 + bL y ), y < 0. What we really do is a fit of ln O to ln a + x ln L and to ln a + x ln L + bL y . 
which is in agreement with the FT six-loop result [11] ω = 0.25(10) (we also mention the five-loop result ω = 0.32(6) of Ref. [12] ) and with the MC result [18] ω = 0.37 (6) . In writing Eq. (37) we assumed that the scaling limit does not depend on p. We can now perform a consistenty check, verifying whetherŪ 22 andŪ 4 for p = 0.65 converge to the estimates (30) and (31) . A fit ofŪ 22 
Determination of the improved RSIM
We now estimate the value p * of the spin concentration that corresponds to an improved model: for p = p * the leading scaling corrections with exponent ω vanish. We already know that the RSIM with p = 0.8 is approximately improved, so that p * ≈ 0.8. In the following we make this statement more precise. We considerŪ 22 , which has small nextto-leading scaling corrections, and determine the value of p at which the leading scaling corrections to this quantity vanish. As we remarked in Sec. 3.1, the same cancellation occurs in any other quantity.
To determine p * , we fit the data ofŪ 22 at p = 0.8 and p = 0.65 toŪ * 22 + c 22,11 (p)L −ǫ , and the difference ∆ 22,a defined in Eq. (33) to c ∆,11 L −ǫ . We have performed fits in which ǫ is fixed, ǫ = ω = 0.33(3), and fits in which it is taken as a free parameter. The results of the fits with ǫ = ω are shown in Fig. 7 for several values of L min , the smallest lattice size included in the fit. We obtain c ∆,11 = 0.122(6), 
For p = 0.8 scaling corrections are at least a factor of 30 smaller than those occurring for p = 0.65. This bound will be useful in the following to assess the relevance of the "systematic error" in the fits of the data at p = 0.8 due to possible residual leading scaling corrections. Indeed, the ratio that appears in Eq. (40) does not depend on the observable. In the notations of Sec. 3, c 22,11 (p) = r 3,0 (z f )u 3 (t = 0, p) where r 3,0 (z f ) is a model-independent constant that depends on the observable (in this case onŪ 22 ). The constant r 3,0 (z f ) drops out in the ratio, since
Therefore, given a generic observable O(p) that behaves as
we have in all cases
Estimates (39) 
where the reported error is obtained from those of 
We are not able to assess the error on a due to the approximation (44). Note, however, that the dependence on a is small. If we vary a by a factor of 2, p * changes at most by 0.01.
Determination of the critical temperatures
We determine the critical temperature by extrapolating the estimates of β f reported in Tables 1 and 3 . According to the discussion reported in Sec. 3, since we have chosen
. For p = 0.8, since the model is improved, the leading scaling corrections are related to the next-to-leading exponent ω 2 . Thus, in this case Fig. 8 we show the data for p = 0.8 versus L −1/ν−ω 2 taking ν = 0.68 and ω 2 = 0.82. The expected linear behavior is clearly observed. A fit to β c + cL
gives β c = 0.2857429(4). We have also taken into account the error on ω 2 and on ν (the error due to the variation of ν is essentially negligible compared to the first one). This result improves the estimate of β c obtained in Ref. [19] , i.e. β c = 0.285744 (2) .
For p = 0.65 we fit β f to β c + cL −1/ν−ω + dL −1/ν−ǫ with ν = 0.68, ω = 0.33(3), ǫ ∈ [0.6, 0.9]. We obtain β c = 0.370174(3). This is consistent with the estimate β c = 0.370166(6) (L min = 16) reported in Ref. [18] . 
Improved phenomenological couplings
Beside considering improved Hamiltonians-in these particular models any thermodynamic quantity does not have leading scaling corrections-one may also consider improved observables which are such that the leading scaling correction vanishes for any Hamiltonian. Here we determine an improved phenomenological coupling by taking an appropriate combination of the cumulantsŪ 4 andŪ 22 , i.e. we consider
In the scaling limit we have genericallyŪ # ≈Ū * # + c #,11 L −ω . The constant c im is determined by requiring c im,11 = 0, which gives
where we have written explicitly the p dependence of the coefficients c 4,11 (p) and c 22,11 (p). As discussed in Sec. 3.1, the ratio (47) is universal within the RDIs universality class and, in particular, independent of p. Indeed, c 4,11 = r U 4 ,3,0 (z f )u 3 , c 22,11 = r U 22 ,3,0 (z f )u 3 , where r U 4 ,3,0 (z) and r U 22 ,3,0 (z) are the universal scaling functions defined in Sec. 3.1.
The model-dependent scaling field u 3 cancels out in the ratio, proving its universality. The combinationŪ im with the choice (47) has no leading scaling corrections associated with the exponent ω, so that, see Sec. 3.1,
The ratio c im can be estimated by determining the leading scaling correction amplitudes ofŪ 22 andŪ 4 . Alternatively, one may estimate it from the ratiō
Both analyses give consistent results, leading to the estimate Fig. 9 we show results of fits ofŪ im toŪ * im + cL −ǫ with ǫ = 0.66 ≈ 2ω and ǫ = 0.82 ≈ ω 2 . They are consistent with the estimateŪ * im = 1.840(4), which can be obtained from the estimates ofŪ 4 ,Ū 22 , andŪ d obtained in Sec. 5.2. The improved quantityŪ im is particularly useful to check universality, because it is less affected by scaling corrections.
We should note thatŪ im is useful in generic models in which L −ω corrections are generically present, but is not the optimal quantity in improved models in which the leading scaling corrections are proportional to c 21 L −ω 2 . The coefficients c 21 can be estimated from the data at p = 0.8, obtaining 
Since the ratios c a,21 /c b,21 = r a,4,0 (z f )/r b,4,0 (z f ) are universal, the coefficient c 22,21 is at least a factor of 5 smaller than the corresponding one inŪ im ,Ū 4 ,Ū d in any RDIs model. Hence, in improved modelsŪ 22 and notŪ im is the optimal quantity.
The critical exponent ν
We estimate the critical exponent ν by using the data at p = 0. Since we have established that the RSIM at p = 0.8 is improved, the dominant scaling corrections are associated with the next-to-leading exponent ω 2 . Therefore, we fit R ′ to aL 1/ν and to
or, more precisely, ln R ′ to ln a + 
The exponent ν can also be determined by analyzing the ratio χ ′ /χ, where χ ′ is the derivative of χ with respect to β. This ratio also has the asymptotic behavior (52). The corresponding results are in perfect agreement with those obtained by using R 
which takes into account the fits of R ′ ξ and U ′ 4 , with and without the scaling correction with exponent ω 2 . In the determination of the estimate (54), we have implicitly assumed that the RSIM at p = 0.8 is exactly improved so that there are no leading scaling corrections. However, p * is only known approximately and thus some residual leading scaling corrections may still be present. To determine their relevance, we use the upper bound (43) and the MC results for R ′ at p = 0.65. If the leading scaling corrections do not vanish, R ′ behaves as
In the following section we obtain the estimates The result (54) is in agreement with and improves earlier MC estimates: ν = 0.683(3) (Ref. [19] ) and ν = 0.6837(53) (Ref. [18] ). It is also in agreement with the FT result [11] ν = 0.678 (10) .
To check universality, it is interesting to compute ν directly, using the data at p = 0.65. We fitted ln 
L
−ω 2 ). We obtain ν = 0.65(2), 0.67(2), 0.68(2) for L min = 8, 12, 16. The somewhat large error is mainly due to the variation of the estimate with ǫ. Thus, if scaling corrections are taken into account, universality is satisfied.
Improved estimators for the critical exponent ν
As we did in Sec. 5.6 for the phenomenological couplings, we wish now to define improved estimators of the critical exponent ν, i.e., quantities R ′ im such that b R ′ im ,11 = 0, see Eq. (55). We will again combine data at p = 0.8 with data at p = 0.65.
Let us consider a phenomenological coupling. In the following we chooseŪ d defined in Eq. (17) because it has the least relative statistical errors among the combinations of U 4 andŪ 22 . For generic values of p it has the asymptotic behavior
Analyzing the data as described in Secs. 5.2 and 5.3, we obtain the estimatec d,11 (p = 0.65) = −0.16 (2) . Then, given a generic coupling R ′ with asymptotic behavior (55), we have
where ∆b 
If we fix a = −b R ′ ,11 /c d,11 , the quantity R ′ im is improved. Using the results obtained above, we find that
are approximately improved quantities. As a check of the results, we perform the fits (58) also for the improved observables. In both cases ∆b R ′ ,11 is consistent with zero. At p = 0.8 these improved quantities give results which are substantially equivalent to those of the original quantities, as shown in Fig. 10 , where we report the estimates corresponding to the central values of the exponents a ξ and a u . This is not unexpected, since the RSIM at p = 0.8 has suppressed leading scaling correction for any quantity.
The use of the improved estimators is particularly convenient at p = 0.65. Indeed, as discussed in the previous Section, the direct analysis of R ′ ξ and U ′ 4 gives estimates of ν with a large error. In the improved quantities R ′ ξ,im and U ′ 4,im the leading scaling correction is absent and thus one should be able to determine more precise estimates of ν and perform a more severe consistency check of universality. Since b R ′ ,11 = 0, we fit the data to
with ǫ ∈ [0.6, 0.9]. The results of these fits are shown in Fig. 11 (we report results corresponding to the two choices ǫ = 0.66 ≈ 2ω and ǫ = 0.82 ≈ ω 2 ). Explicitly, we find ν = 0.687 (7), 0.684 (7) 
fit to data at p=0.8,0.65 The result (63) improves earlier estimates: η = 0.035(2) and η = 0.0374(45) from MC simulations of Refs. [19] and [18] respectively. It is also close to, though not fully compatible with, the FT result η = 0.030(3) [11] .
6. Finite-size scaling analysis of the random site-diluted Ising model at fixed β
In this section we perform a different analysis using the results at β = β run (the value of β at which we performed the MC simulation) for the RSIM at p = 0.8. Thus, the data we use here are different from those considered in the previous Section. We will [7] 0.59494(74) [14] fixed Table 6 . Results of the combined fits for the phenomenological couplings for several values of L min , the smallest lattice size used in the analyses. In the first set of fits, ǫ is free, while in the second set we fixed ǫ = ω 2 = 0.82 (8) . The number in parentheses is the statistical error, while the number in brackets gives the variation of the estimate as ω 2 is varied within one error bar.
combine them with those ¶ obtained close to the critical point (0.28572 ≤ β ≤ 0.28578) in Ref. [19] . The statistics of the old results is comparable with that obtained here for p = 0.8; note however that we have now also results for the larger lattice size L = 192.
Phenomenological couplings and critical temperature
As discussed in Sec. 3.1, close to the critical point a phenomenological coupling behaves as [see Eq. (23)]
In order to determine R * and β c we have performed two different types of fit, always fixing ν = 0.683 (5) [results are essentially unchanged if we vary ν in [0.678, 0.688], which is quite conservative given the estimate (54)]. In the first case, we simultaneously fit R ξ , U 4 , and U 22 , keeping ǫ as a free parameter. For the exponent ǫ we obtain ǫ = 0.95 (20) : as expected there is no indication of a correction-to-scaling term with exponent ω ≈ 0.33. In the second fit, we use the fact that the model is improved, set ǫ = ω 2 , and use the FT estimate ω 2 = 0.82 (8) . The results of the fits for several values of L min are reported in Table 6 . They are quite stable with respect to L min and indeed results with L min = 8 are compatible with all those that correspond to larger values. If we take conservatively the final estimates from the results with L min = 24 and ω 2 fixed, we have 
fit (b) Figure 13 . Estimates of the critical exponent ν, obtained by simultaneous fits of R ξ and R The estimate of β c is compatible with that reported in Sec. 5.5, β c = 0.2857429(4). The estimate of R * ξ is essentially identical to that reported in Ref. [19] , R * ξ = 0.5943 (9) , so that our analysis at fixed R ξ = 0.5943 corresponds indeed to fixing R ξ = R * ξ . This is also confirmed by the results for U * 
Estimates of ν
We now compute the critical exponent ν. It may be obtained by fitting R ′ (β = β c , L) to aL 1/ν . This requires fixing β c and this induces a somewhat large error. We have found more convenient to follow a different route, analyzing simultaneously R ′ (this gives ν) and R (this essentially fixes β c ). We performed two types of fits. First [fit (a)], we fit R and Here β c and ν are kept as free parameters, while ǫ is fixed: ǫ = ω 2 = 0.82 (8) . In the second fit [fit (b)], we fit R and
where again ǫ = ω 2 = 0.82 (8) . The two fits give similar results, see Fig. 13 . For instance, for L min = 24 and R = R ξ we have ν = 0.6814(17) and 0.6814(16) from fit (a) and (b), respectively (the reported errors are the sum of the statistical error and of the variation of the estimate as ω 2 is varied within one error bar). If R = U 4 we obtain analogously ν = 0.6839(15) and 0.6840 (16) . Collecting results, this type of analysis gives the final estimate
which is fully compatible with Eq. (54).
Estimates of η
As in Ref. [19] we determine η from the critical behavior of Z ≡ χ/ξ 2 , which is more precise than χ: The relative error on χ is 3.4 times larger than the relative error on Z. We perform two types of fits. First, we analyze Z as
fixing ν, ω 2 , and β c . The estimates are little sensitive to ν and ω 2 that are fixed to ν = 0.683(5) and ω 2 = 0.82 (8) . The dependence on β c is instead significant, of the order of the statistical error. We use β c = 0.2857431(6) that combines the estimates determined in Sec. 5.5 and 6.1. Results are reported in Fig. 14 . For L min = 24, η = 0.0364(9 + 2 + 8) where we quote the statistical error, the variation of the estimate with ω and ν, and the change as β c varies within one error bar. As done in Sec. 6.2, we can avoid using β c by analyzing ln Z together with a renormalized coupling R. We fit R to Eq. (64), again fixing ν and ǫ = ω 2 . The results are reported in Fig. 14 . For L min = 24 we obtain η = 0.0367 (15) and η = 0.0367(13) using R ξ and U 4 , respectively. Collecting results this analysis provides the final estimate
which agrees with the estimate η = 0.036(1) obtained in the analyses at fixed R ξ .
Finite-size scaling analysis of the randomly bond-diluted Ising model
In this section we analyze the MC data of the RBIM at p = 0.55 and p = 0.7 at fixed R ξ = 0.5943. They are reported in Tables 4 and 5 , respectively. We show that their critical behavior is fully consistent with that obtained for the RSIM in Secs. 5 and 6.
Phenomenological couplings
We first discuss the FSS behavior of the quartic cumulants. In Fig. 6 we have already shown the MC resultsŪ 22 (L) for the RBIM at p = 0.55 and p = 0.7 versus L −ω with ω = 0.33. Their large-L behavior is perfectly consistent with that observed in the RSIM, all data converging toŪ * 22 = 0.148(1) as L increases. A more quantitative check can be performed by fitting the MC results forŪ im . Indeed, as discussed in Sec. 5.6, the leading scaling corrections inŪ im are at least a factor of 10 and a factor of 20 smaller that those inŪ 22 andŪ d , respectively. Thus, for any generic p, we should be able to obtain estimates ofŪ * im that are more precise than those ofŪ * 
The constant a-only a rough estimate is needed-is again determined as a = dc 22,11 dp p=p * ≈ c 22,11 (p = 0.7) − c 22,11 (p = 0.55) 0.7 − 0.55 = −1.07 (15) .
This gives
for the RBIM. Again, in setting the error we have not considered the error on the linear interpolation (72).
Since the RBIM at p = 0.55 is approximately improved, we can fitŪ 22 ,Ū im , and
In Fig. 15 we show the results for ω 2 = 0.82. They are very stable and in perfect agreement with the results obtained from the FSS analysis of the RSIM at p = 0.8. Indeed, we obtain
where the error takes into account the uncertainty on ω 2 . They must be compared with the estimates obtained from the FSS analysis of the RSIM:Ū * im = 1.840(4), U * 22 = 0.148(1), andŪ * d = 1.500(1). These results provide strong evidence for universality between the RSIM and the RBIM.
Critical temperatures
Let us now estimate β c from the estimates of β f . For p = 0.55, since the model is approximately improved, we can fit the data of β f to β c + cL −1/ν−ω 2 . We obtain β c = 0.4322895 (15) , which is compatible with the MC results of Ref. [21] , β c = 0.43225 (10) . The analysis of the 19th-order high-temperature expansion of χ reported in Ref. [8] gave the estimate β c = 0.43253 (12) .
For p = 0.7 we must take into account the leading scaling corrections, i.e. fit β f to β c + cL −ǫ , where ǫ ∈ [ω + 1/ν, ω 2 + 1/ν]. We obtain β c = 0.326707(2), which agrees with the MC estimate β c = 0.32670(5) of Ref. [21] .
Critical exponents
Let us now consider the critical exponents. Since the RBIM at p = 0.55 is approximately improved, we perform the same analysis as done for the RSIM at p = 0.8, see Sec. 5.7.
In Fig. 16 we show the results of several fits of the data of the derivative of the phenomenological couplings at p = 0.55. The estimates obtained by using R to those discussed in Sec. 5.9. Again universality is well satisfied: the estimates of η are compatible with the RSIM result η = 0.036(1). In the case of the RBIM at p = 0.7, analyses of unimproved quantities give estimates of ν with large errors. We therefore only consider the improved quantities. In Fig. 18 we show the results of fits of R FP-which allows us to estimate accurately the difference ω 2 − ω Is , where ω Is is the leading correction-to-scaling exponent in the standard Ising model. Since ω Is is known quite precisely, this method allows us to obtain a precise result for ω 2 .
In the FT approach one starts from Hamiltonian (4), determining perturbative expansions in powers of the renormalized couplings u and v. We normalize them so that u ≈ u 0 and v ≈ v 0 at tree level (these are the normalizations used in Ref. [19] ; they differ from those of Ref. [11] ). As discussed in Ref. [9] , it is more convenient to introduce new variables y ≡ u + v and z ≡ −u. The Ising FP is located at z * I = 0 and y * I = g * Is , where [10] g * Is = 23.56 (2) . The RDIs FP is located at y * = 24.7(2) and z * = 18.6(3) (we use the MC results of Ref. [19] since the FT estimates y * = 24.8(6) and z * = 14(2) are less precise).
The expansion around the Ising FP can be performed along the Ising-to-RDIs RG trajectory [9] , which is obtained as the limit z 0 → 0 + (u 0 → 0 − ) of the RG trajectories in the z, y plane, see Fig. 1 . An effective parametrization of the curve is given by the first few terms of its expansion around z = 0, which is given by
where [9] c 2 = 0.0033(1) and c 3 = 1(2) × 10 −5 . The fact that y − y I is of order z 2 is the main reason why the variable y was introduced and is due to the identity [9] which corresponds to
Performing the variable change y = g + T (z) in the double expansion of a generic quantity f (y, z) in powers of y and z, we obtain
The coefficients e i must be evaluated at g = g *
Is . This is done by resumming their perturbative expansions as discussed in Ref. [30] : in particular, we exploit Borel summability and the knowledge of the large-order behavior at the Ising FP.
In Ref. [19] this approach was applied to the standard critical exponents. Here we extend these calculations to the next-to-leading scaling-correction exponent ω 2 . For this purpose, we consider the stability matrix Ω = (∂β y /∂y, ∂β y /∂z; ∂β z /∂y, ∂β z /∂z).
(A.5)
Each entry has an expansion of the form (A.4), with coefficients e i (g) that are resummed as discussed before. Then, the matrix Ω is diagonalized, obtaining the expansion of its eigenvalues in powers of z up to O(z 3 ). The corresponding coefficients for the smallest eigenvalue are quite large, so that this method does not provide an estimate of ω which is more precise than that obtained in Ref. [11] , i.e. ω = 0.25 (10) . On the other hand, the expansion coefficients for ω 2 are quite small. To order z 3 we obtain
where c 1 = 0 exactly [this is a consequence of relation (A.
3)], and the errors on the coefficients c 2 and c 3 are due to the resummation of the corresponding series evaluated at g * Is . Expansion (A.6) is evaluated at z = 18.6(2), obtaining ω 2 − ω Is = 0.00 (5), (A.8) where the error takes into account all possible sources of uncertainties: the error on the coefficients, the truncation of the series in powers of z, and the uncertainty on the coordinates of the RDIs FP. Then, using the estimate ω Is = 0.82(3), which takes into account the results of Refs. [16, 28, 39] obtained by various approaches, we arrive at the estimate
which improves the result ω 2 = 0.8(2) obtained in Refs. [11, 9] .
Appendix B. Bias corrections
In this section we discuss the problem of the bias correction needed in the calculations of disorder averages of combinations of thermal averages. As already emphasized in Ref. [38] , this is a crucial step in high-precision MC studies of random systems. To discuss it in full generality, let us indicate with S the state space corresponding to the variables σ and with R that corresponding to the dilution variables. Then, we consider a probability function π(σ; ρ) on S depending parametrically on ρ (π = e −βH /Z in the specific calculation) and a probability p(ρ) on R. Averages over π(σ; ρ) are indicated as · , or with · ρ when we wish to specify the value ρ used in the calculation. Moreover, we assume R to have a finite number K of elements (K = 2 V and K = 2 dV in the RSIM and in the RBIM, respectively). We wish to compute averages of functions A(σ, ρ). We first discuss the calculation of
A numerical strategy to compute O n could be the following. Extract N s independent disorder configurations ρ α , α = 1, . . . , N s , with probability p(ρ) and then, for each ρ α , extract N m independent configurations σ a,α , a = 1, . . . , N m , with probability π(σ; ρ α ). Then, define the sample average
A possible estimator of O n could be
The question is whether O est n converges to O n defined in Eq. (B.1) as N s → ∞ at fixed N m .
To answer this question, let N(ρ) be the number of ρ α such that ρ α = ρ. Eq. (B.3) can thus be rewritten as
where the second sum extends over the N(ρ) terms that appear in Eq. (B.3) such that ρ α = ρ, i.e., which correspond to the same disorder configuration. As N s → ∞, N(ρ) converges to N s p(ρ) with probability 1; thus, as
(B.5)
Thus, for N s → ∞ we have
Eq. (B.6) relies only on the limit N s → ∞ and is valid for any N m . If n = 1 we obtain 
A correct sampling is obtained by determining each time a new σ and ρ with combined probability p(ρ)π(σ; ρ). Let us now consider n = 2. We have
+ In practice, one could fix N m in such a way to minimize the variance
For χ at fixed β this minimization can be done explicitly. Indeed, the variance can be related to 
Thus, we obtain for
The second term is what is called the bias. Since in the simulations N m is finite and not too large, this term may give rise to systematic deviations larger than statistical errors. It is therefore important to correct the estimator in such a way to eliminate the bias. For this purpose we divide the N m configurations in n bunches and define the sample average over bunch i of length N m /n:
Let us verify that this estimator is unbiased. By repeating the arguments presented above, for N s → ∞ the estimator O unbiased n converges to
Because the configurations are assumed to be independent, we have
Thus, for any n, irrespective of N m (one could even take
The considerations reported above can be trivially extended to disorder averages of products of sample averages. Thus, in order to compute A B , we use In the case of n terms, we divide the N m estimates into n parts and then consider all the n! permutations.
In this paper we extensively use the reweighting technique that requires the computation of averages of the form 17) where the disorder average should be done after computing the ratio. Indeed, given a MC run at inverse temperature β the mean value of an observable O at β + ∆β is given by for N s → ∞ and any N m (the suffix 1/2, i has the same meaning as before). We have not been able to define an estimator with this property. We thus use a biased estimator, with a bias of order N m . Thus, when using the reweighting technique, N m is crucial and cannot be too small.
In this paper we also compute derivatives of different observables with respect to β. They can be related to connected correlation function as
Therefore, if we apply the reweighting technique, we need to compute terms of the form 26) with A = Oe −∆βH , B = He −∆βH , and C = e −∆βH . A possible estimator (this is the one that is used in the paper) is The formulae we have derived above rely on two assumptions: (i) different configurations obtained with the same disorder ρ α are uncorrelated; (ii) configurations σ are extracted with probability π(σ, ρ). None of these two hypothesis is exactly verified in practical calculations. Hypothesis (i) is violated because MC simulations usually provide correlated sequences of configurations. Correlations change some of the conclusions presented above. First, the estimator (B.12) is no longer unbiased, except in the case n = 1. To explain this point, let us consider the specific case n = 2. In the presence of correlations A(σ aα , ρ α )A(σ bα , ρ α ) ρα = A If C(t) decays fast enough the term in brackets is finite for N m → ∞. If we further assume C(t) = exp(−t/τ ), we find that the bias is of order (τ /N m ) 2 . Thus, for n ≥ 2 the estimator (B.12) is biased. Therefore, it is no longer possible to take N m at will. To avoid the bias, N m should be significantly larger than the autocorrelation time. where τ B,int is the integrated autocorrelation time associated with B. In the present work the MC algorithm is very efficient, so that our measurements should be nearly independent. Thus, we have always used Eq. (B.23).
The second assumption that we have made is that configurations σ a,α are extracted with probability π(σ, ρ α ). In MC calculations this is never the case: configurations are obtained by using a Markov chain that starts from a nonequilibrium configuration. Therefore σ a,α are generated by using a distribution that converges to π(σ, ρ α ) only asymptotically. This is the so-called inizialization bias. This bias, which is of order N −1 m , * cannot be avoided. However, by discarding a sufficiently large number of initial configurations one can reduce it arbitrarily. Note that, as N s is increased, either N m or the number of discarded configurations should be increased too. * More precisely, if we define Of course, the practically interesting question is whether, with the values of N m and N s used in the MC simulations, bias corrections are relevant or not. For this purpose, in Fig. B1 we compare, for a specific run of the RSIM at p = 0.8, the value of the derivatives U We would like to point out that the expressions obtained here are somewhat different from those proposed in Ref. [38] . Only for A B are they identical. We report here the expressions for R AB and R AB,C : 
