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Re´sume´ – Nous conside´rons le proble`me de la se´paration aveugle de me´langes convolutifs de sources. Nous proposons un
nouvel algorithme de bloc-diagonalisation conjointe d’un ensemble de matrices sous transformation non-orthogonale. Il repose sur
l’optimisation alge´brique d’un crite`re de type moindres carre´s. L’inte´reˆt majeur d’une telle approche, outre le fait qu’elle soit plus
ge´ne´rale, est de rendre facultatif le blanchiment des observations. Des simulations informatiques sont pre´sente´es aﬁn d’illustrer
l’eﬃcacite´ de l’approche propose´e dans trois cas de ﬁgure : lorsque les matrices conside´re´es sont exactement bloc-diagonales puis
lorsqu’elles sont progressivement perturbe´es par un bruit additif Gaussien et enﬁn dans le contexte de la se´paration aveugle de
me´langes convolutifs de sources (les matrices conside´re´es sont alors des matrices de covariance estime´es).
Abstract – This paper deals with the problem of blind separation of convolutive mixtures of sources. We propose a novel non
orthogonal joint block-diagonalization algorithm of a given matrices set. This algorithm is based on the algebraic optimization
of a least mean squares criterion. The main advantages of the proposed approach is that it is more general and a preliminary
whitening stage is no more compulsorily required. Computer simulations are provided in order to illustrate the eﬀectiveness of
the proposed approach in three cases: when exact block-diagonal matrices are built then when they are progressively perturbed
by an additive Gaussian noise and, ﬁnally, in the context of blind separation of convolutive mixtures of sources (the considered
matrices are then estimated covariance matrices).
1 Introduction
Au cours des dix dernie`res anne´es, le proble`me de la de´-
composition conjointe d’ensembles de matrices ou de ten-
seurs a e´te´ largement e´tudie´ au sein de la communaute´
traitement du signal du fait de ces nombreuses implica-
tions en se´paration aveugle de sources (SAS) et en traite-
ment d’antenne.
Le premier type de proble`me a avoir e´te´ conside´re´ est ce-
lui de la diagonalisation conjointe sous contrainte unitaire
d’un ensemble donne´ de matrices. Cela a conduit a` de
nombreux algorithmes en se´paration aveugle de me´langes
instantane´s de sources, les plus connus e´tant JADE [5] et
SOBI [3]. Par la suite, d’autres travaux ont e´te´ conduits
aﬁn de ge´ne´raliser a` des ensembles de tenseurs et non plus
de matrices [6][8][12] ou pour pouvoir lever la contrainte
d’unitarite´ sur la matrice recherche´e [7][11][13]-[16]. Plus
re´cemment, un second type de de´composition matricielle
s’est re´ve´le´ utile pour des applications telles que la se´para-
tion aveugle de sources base´e sur l’utilisation de repre´sen-
tations temps-fre´quence ou la cryptographie. Il s’agit de la
ze´ro-diagonalisation conjointe. La` encore, le cas unitaire a
d’abord e´te´ traite´ [2] avant que ne soient propose´es deux
solutions non unitaires dans [10][11].
Lorsque l’on s’inte´resse au proble`me de la se´paration aveu-
gle de me´langes convolutifs de sources, il est possible de
faire apparaˆıtre un type particulier de de´composition ma-
tricielle appele´ bloc-diagonalisation conjointe (BDC) dans
la mesure ou` les matrices recherche´es dans ce type de de´-
composition sont maintenant bloc-diagonales [1][4][9]. Le
cas unitaire a e´te´ e´tudie´ dans [4][9]. Notre objectif est donc
de proposer une alternative a` ces algorithmes sous la forme
d’une solution non-orthogonale fonde´e sur la minimisation
d’un crite`re quadratique de type moindres carre´s tout en
mettant en e´vidence les liens qui existent entre cet algo-
rithme et celui de diagonalisation non-orthogonale de´ve-
loppe´ dans [11]. Le comportement de cet algorithme sur
des ensembles de matrices soit exactement bloc-diagonales,
soit bruite´es (ca`d s’e´cartant de la bloc-diagonalite´) est
ensuite e´tudie´. Puis, nous montrons que cet algorithme
trouve une application inte´ressante en se´paration aveugle
de me´langes convolutifs de sources temporellement co-
he´rentes : les matrices de l’ensemble a` bloc-diagonaliser
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conjointement e´tant alors des matrices de corre´lation es-
time´es. L’inte´reˆt principal de cet algorithme est qu’il ne
ne´cessite plus de blanchiment pre´alable des observations.
Le papier est organise´ de la fac¸on suivante. Le proble`me
ge´ne´ral de la BDC de meˆme que la solution propose´e sont
pre´sente´s au niveau de la Section 2. Dans la Section 3, nous
rappelons comment reformuler le proble`me de la SAS en
contexte convolutif en un proble`me de se´paration aveugle
de me´lange instantane´ de sources puis nous montrons com-
ment l’algorithme propose´ trouve une application en SAS.
Des simulations informatiques illustrent chacune de ces
deux sections. Elles te´moignent de l’eﬃcacite´ de la me´-
thode propose´e et permettent d’e´tablir une comparaison
avec un algorithme de bloc diagonalisation conjointe sous
contrainte orthogonale [4].
2 Bloc diagonalisation conjointe
non-orthogonale
2.1 Formulation du proble`me
Le proble`me de la BDC sous transformation non ortho-
gonale s’e´nonce de la manie`re suivante. Conside´rons un
ensemble M de Nm, Nm ∈ N∗, matrices carre´es Mi ∈
R
M×M , i ∈ {1, . . . , Nm}, admettant toutes la factorisa-
tion suivante :
Mi = ADiAT ou Di = BMiBT , ∀i ∈ {1, . . . , Nm}
(1)
avec : Di =


Di,11 012 . . . 01r
021 Di,22 02r
. . . . . . 0r−1r
0r1 . . . 0rr−1 Di,rr

,
∀i ∈ {1, . . . , Nm} sont des matrices bloc-diagonales de di-
mensions N×N et les matrices Di,jj , i ∈ {1, . . . , Nm}, j ∈
{1, . . . , r} sont des matrices carre´es de dimensions nj ×nj
avec n1+ . . .+nr = N (au niveau de l’application en SAS,
nous nous restreindrons au cas ou` les matrices Di,jj sont
toutes de la meˆme taille i.e. N = r×nj , j ∈ {1, . . . , r}), ou`
0ij de´signe la matrice nulle de dimensions ni × nj et (·)T
l’ope´rateur de transposition. La matrice A est une matrice
de rang plein de dimensions M ×N (M ≥ N) et B est sa
pseudo-inverse (ou inverse ge´ne´ralise´e de Moore-Penrose).
Le proble`me de la BDC non orthogonale est alors d’estimer
la matrice B et ce uniquement a` partir des matrices de
l’ensemble M.
2.2 Algorithme propose´
Le cas d’une matrice B orthogonale a e´te´ traite´ dans [9]
ou` une solution est propose´e. Dans le cas ou` la matrice B
n’est plus ne´cessairement orthogonale, nous proposons de
conside´rer la fonction de couˆt suivante :
CBD(B) =
Nm∑
k=1
‖OﬀBdiagnj ,j=1,...,r{BMkBT }‖2F (2)
ou` l’ope´rateur OﬀBdiagnj ,j=1,...,r{·} repre´sente la matrice
“ze´ro bloc-diagonale” construite a` partir des e´le´ments hors
bloc diagonal de son argument et ‖.‖F de´signe la norme
de Frobenius. Ainsi :
M =
0
BBBB@
M11 M12 . . . M1r
M21 . . . . . .
...
... . . . . . .
...
Mr1 Mr2 . . . Mrr
1
CCCCA ⇒
OﬀBdiagnj ,j=1,...,r{M} =
0
BBBB@
011 M12 . . . M1r
M21
. . .
...
...
. . .
...
Mr1 Mr2 . . . 0rr
1
CCCCA (3)
avec Mij , ∀i, j ∈ {1, . . . , r} matrices de taille ni×nj . No-
tons que lorsque les matrices Di,jj pour tout j ∈ {1, . . . , r}
et pour tout i ∈ {1, . . . , Nm} se re´duisent a` des scalaires i.e
nj = 1 pour tout j ∈ {1, . . . , r} impliquant r = N , on re-
tombe alors sur un proble`me de diagonalisation conjointe
(DC) sous transformation non orthogonale. La fonction
de couˆt donne´e Eq. (2) se simpliﬁe alors en
∑Nm
k=1 ‖Oﬀdiag
{BMkBT }‖2, avec (Oﬀdiag{M})ij = (1 − δij)Mij , qui
n’est autre que la fonction de couˆt CD(B) utilise´e dans
[7][11]. Dans [10] et [11] nous avons propose´ deux algo-
rithmes diﬀe´rents pour l’optimiser, l’un alge´brique, l’autre
de type Levenberg-Marquardt avec parame´trisation des
colonnes de la matrice B recherche´e. Pre´cisons que d’autres
approches de la DC non-unitaire ont e´te´ propose´es dans
[13]-[16].
Dans le cas de la bloc-diagonalisation conjointe, il s’agit
de trouver une matrice B en minimisant la somme des car-
re´s des normes des blocs hors diagonale de BMkBT . Pour
cela, nous proposons un algorithme de type alge´brique,
base´ sur le calcul des e´le´ments propres d’une forme qua-
dratique particulie`re.
En posant B =


B1
...
Br

 ou` les Bj , j ∈ {1, . . . , r} de´signent
les r matrices bloc de taille nj × M , l’Eq. (2) peut eˆtre
re´e´crite de la fac¸on suivante :
CBD(B) =
Nm∑
k=1
r∑
i,j=1(i=j)
‖BiMkBTj ‖2F
=
Nm∑
k=1
ni∑
m=1
nj∑
n=1
r∑
i,j=1(i=j)
|bmi Mk(bnj )T |2 (4)
ou` bnj pour tout n ∈ {1, . . . , nj} de´signe le n-ie`me des nj
vecteurs ligne de la matrice Bj , ∀j ∈ {1, . . . , r}. Ainsi :
CBD(B) =
NmX
k=1
ni,njX
m,n=1
rX
i,j=1(i=j)
(bmi Mk(b
n
j )
T )(bmi Mk(b
n
j )
T )T
=
NmX
k=1
ni,njX
m,n=1
rX
i,j=1(i=j)
bmi (Mk(b
n
j )
TbnjM
T
k (b
m
i )
T
=
niX
m=1
rX
i=1
bmi
2
4
rX
j=1(j =i)
njX
n=1
NmX
k=1
Mk(b
n
j )
TbnjM
T
k
3
5 (bmi )T
=
niX
m=1
rX
i=1
bmi Qi(Bi)(b
m
i )
T (5)
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ou` Qi(Bi) =
∑r
j=1(j =i)
∑nj
n=1
∑Nm
k=1 Mk(b
n
j )
Tbnj M
T
k est
une matrice syme´trique.
Comme (bnj )
Tbnj est de rang un, pour tout j = 1, . . . , r
et pour tout n = 1, . . . , nj , la matrice Qi(Bi) posse`de
N − (r − 1)nj = nj vecteurs propres associe´s aux valeurs
propres nulles. Si bien que la minimisation de cette forme
quadratique sous la contrainte de la norme unite´ peut eˆtre
eﬀectue´e par la recherche des nj vecteurs propres associe´s
aux nj plus petites valeurs propres de Qi(Bi). Cependant
comme la matrice Qi pour un i donne´ de´pend elle-meˆme
des vecteurs ligne de la matrice B, nous proposons donc
d’utiliser une proce´dure ite´rative. En re´sume´, l’algorithme
de BDC non-orthogonal (baptise´ NO− JBD) que nous pro-
posons aﬁn d’estimer le bloc-diagonaliseur conjoint (Bˆ)
s’e´crit :
∀i ∈ {1, . . . , r} avec l ∈ N∗ et B(0)
i
une matrice initiale,
Faire (a) et (b)
(a) Calculer Qi(B
(l)
i
)
(b) Chercher les ni plus petites valeurs propres λmi
(l),m ∈
{1, . . . , ni} et les vecteurs propres associe´s bmi (l),m ∈
{1, . . . , ni} de la matrice Qi(B(l)i )
Arreˆter apre`s un certain nombre d’ite´rations ou quand
|λmi (l) − λmi (l−1)| ≤ ε avec ε seuil positif de faible valeur.
2.3 Simulations informatiques
Le comportement de l’algorithme est teste´ au moyen de
simulations informatiques. Nous commenc¸ons par consi-
de´rer des ensembles (construits) de Nm matrices exac-
tement bloc diagonales ge´ne´re´es ale´atoirement (les diﬀe´-
rentes composantes de ces matrices suivent une loi Gaus-
sienne de moyenne 0 et de variance 1). Ensuite, nous les
perturbons aﬁn de nous e´carter de l’hypothe`se de bloc-
diagonalite´. Dans ce second cas, une matrice dont les termes
ale´atoires sont tire´s selon une loi Gaussienne de moyenne
0 et de variance σ2b est ajoute´e a` la pre´ce´dente. Le rap-
port signal a` bruit (RSB) est alors de´ﬁni en dB comme
RSB = 10 log( 1
σ2b
). Aﬁn de pouvoir juger de la qualite´ de
la se´paration, nous utilisons l’indice de performance sui-
vant - extension de celui introduit dans [12] - :
I(G) =
1
r(r − 1)
2
4
rX
i=1
0
@
rX
j=1
‖(G)i,j‖2F
max

‖(G)i,‖2F
− 1
1
A
+
rX
j=1
0
@
rX
i=1
‖(G)i,j‖2F
max

‖(G),j‖2F
− 1
1
A
3
5 (6)
ou` (G)i,j∀i, j ∈ {1, . . . , r} est la (i, j)-e`me matrice bloc
(carre´e) de G = BˆA. Quand la se´paration est parfaite,
l’indice de performance doit tendre vers −∞ en e´chelle
logarithmique (0 en e´chelle line´aire). I en dB est repre´-
sente´ au niveau de la Fig. 1 en fonction de la taille Nm de
l’ensemble de matrices conside´re´ (a` gauche) et en fonction
du RSB (a` droite). Ces re´sultats ont e´te´ obtenus par la
me´thode de Monte-Carlo sur 30 re´alisations. On constate
que plus le RSB est favorable, meilleurs sont les re´sul-
tats. Sur des ensembles de matrices quasi bloc diagonales
(RSB = 100 dB), on re´estime quasiment la matrice de
se´paration puisque I ≈ −110 dB.
1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
−120
−100
−80
−60
−40
−20
0
20
40
60
Nombre de matrices
In
di
ce
 d
e 
pe
rfo
rm
an
ce
 (d
B)
RSB=10dB
RSB=20dB
RSB=30dB
RSB=50dB
RSB=70dB
RSB=100dB
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
−120
−110
−100
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
RSB (dB)
In
di
ce
 d
e 
pe
rfo
rm
an
ce
 (d
B)
11 matrices
31 matrices
56 matrices
96 matrices
Fig. 1 – Comportement de l’algorithme NO− JBD. Gauche : I
en dB en fonction du nombre de matrices conside´re´es pour la bloc
diagonalisation conjointe pour diﬀe´rentes valeurs de RSB = 10, 20,
30, 50, 70, 100 dB. Droite : I en dB en fonction du RSB pour des
ensembles de taille variable (Nm = 11, 31, 56, 96 matrices).
3 Application a` la se´paration de
me´langes convolutifs de sources
3.1 Mode`le & hypothe`ses
On conside`re le syste`me multi-entre´es multi-sorties a` re´-
ponse impulsionnelle ﬁnie (RIF) a` temps discret de´crit par
l’e´quation suivante :
xi(t) =
n∑
j=1
L∑
=0
hij()sj(t− ) + ni(t), ∀i = 1, . . . ,m (7)
ou` les sj(t), ∀j = 1, . . . , n de´signent les n sources suppo-
se´es ale´atoires, re´elles, de´corre´le´es deux a` deux et tempo-
rellement cohe´rentes, xi(t), i = 1, . . . ,m, sont les m > n
observations, hij(t) est la fonction de transfert re´elle entre
la j-e`me source et le i-e`me capteur, en supposant que
l’ordre du ﬁltre RIF conside´re´ est L et ni(t) sont des bruits
blanc Gaussiens mutuellement inde´pendants et inde´pen-
dants des sources.
Il est classique de reformuler ce mode`le convolutif RIF sous
la forme d’un mode`le instantane´ de type X(t) = AS(t) +
N(t). Le vecteur S(t) de taille n(L+L′)×1 et les vecteurs
X(t) et N(t) tous deux de taille mL′× 1 sont alors de´ﬁnis
de la manie`re suivante :
S(t) = [s1(t), . . . , s1(t− (L + L′) + 1), . . . , sn(t− (L + L′) + 1)]T
X(t) = [x1(t), . . . , x1(t− L′ + 1), . . . , xm(t− L′ + 1)]T
N(t) = [n1(t), . . . , n1(t− L′ + 1), . . . , nm(t− L′ + 1)]T (8)
avec L′ le nombre de retards conside´re´s (suﬃsamment
grand i.e. mL′ ≥ n(L + L′) pour que le mode`le consi-
de´re´ soit bien sur-de´termine´). La matrice A de dimension
(mL′ × n(L + L′)) s’e´crit :
A =


A11 . . . A1n
...
. . .
...
Am1 . . . Amn

 (9)
Elle est constitue´e de blocs Aij de dimensions L′×(L+L′),
posse´dant tous la structure particulie`re suivante :
Aij =


hij(0) . . . . . . hij(L) 0 . . . 0
0
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . 0
0 . . . 0 hij(0) . . . . . . hij(L)


(10)
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On la suppose de plus de rang plein. Les sources e´tant
suppose´es de´corre´le´es et temporellement cohe´rentes alors
leurs matrices de corre´lation RS(t, τ) = E{S(t+ τ2 )ST (t−
τ
2
)} (avec E{·} l’espe´rance mathe´matique) sont bloc dia-
gonales pour des retards τ restant proches de l’origine
(elles deviennent quasi nulles pour des valeurs de τ trop
e´loigne´es de l’origine i.e. τ > τmax). Pour estimer la ma-
trice de me´lange A, nous proposons donc bloc diagonaliser
conjointement l’ensemble suivant de matrices : {RY(t, τ) =
RX(t, τ)−RN(t, τ) = ARS(t, τ)AT ;∀τ = 0, . . . , τmax,∀t},
RX(t, τ), RN(τ) et RY(t, τ) de´signant respectivement les
matrices de corre´lation des observations, de bruits et des
observations non bruite´es.
3.2 Simulations informatiques
Nous montrons au moyen de simulations informatiques
comment notre algorithme de BDC trouve une premie`re
application en se´paration aveugle de me´lange convolutifs
de sources. Nous conside´rons n = 2 signaux sources rec¸us
sur m = 4 capteurs. Les sources sont des signaux ale´atoires
Gaussiens inde´pendants, temporellement cohe´rents re´sul-
tant du ﬁltrage RIF de signaux ale´atoires Gaussiens blancs
et inde´pendants (dans cet exemple, l’ordre des ﬁltres est
de 128 et les coeﬃcients des re´ponses impulsionnelles sont
ge´ne´re´s ale´atoirement a` partir de distributions uniformes
sur l’intervalle [−1, 1]). Les sources, de taille 4096 pts, sont
ensuite me´lange´es a` l’aide de la matrice de me´lange MIMO
suivante (L = 2 et L′ = 4) : A[z] = (A1[z] A2[z]) ou`
A1[z] =


−0.6528− 0.6130z−1 + 0.4451z−2
0.5290− 0.4296z−1 − 0.7318z−2
−0.8561− 0.5125z−1 + 0.0674z−2
0.9740− 0.1660z−1 − 0.1540z−2


A2[z] =


−0.4676− 0.3103z−1 + 0.8277z−2
−0.4970− 0.8582z−1 + 0.1285z−2
−0.1294− 0.7577z−1 + 0.6397z−2
0.2479 + 0.3501z−1 − 0.9033z−2


Nous de´ﬁnissons ensuite le rapport de corre´lation suivant :
RC (%) =
‖OﬀBdiagnj,j=1,...,r{RS(0)}‖F
‖Bdiagnj,j=1,...,r{RS(0)}‖F
× 100 ou` Bdiag
nj ,j=1,...,r{·} de´signe la partie bloc diagonale d’une ma-
trice et RS(0) est la matrice de corre´lation du vecteur
source a` l’origine. Au niveau de la Fig. 2, nous pre´sentons
l’e´volution de I en fonction du degre´ de corre´lation en %
entre les sources et comparons nos re´sultats a` ceux obte-
nus au moyen d’une me´thode de BDC sous transformation
orthogonale ([4], note´e O− JBD). On constate qu’en l’ab-
sence de bruit, l’algorithme NO− JBD est plus robuste
par rapport a` l’augmentation du degre´ de corre´lation des
sources que l’algorithme O− JBD qui, lui, ne´cessite un
blanchiment pre´alable des observations.
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