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Both chordal and weakly chordal graphs have been topics of research in graph theory for
many years. Upon reading their definitions it is clear that the weakly chordal class of graphs is a
relaxation of the chordal condition for graphs. The question is then asked could we possibly find
and study the properties if we, in turn, relaxed the weakly chordal condition for graphs?
We start by providing the definitions and basic results needed later on. In the second chapter, we discuss perfect graphs, some of their properties and some subclasses that were researched.
The third chapter is focused on a new class of graphs, the definition of which relaxes the restrictions
for chordal and weakly chordal graphs, and extends certain results from weakly chordal graphs to
this class.
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CHAPTER I
INTRODUCTION TO GRAPH THEORY

We begin this chapter by introducing foundational definitions, and by stating some of the
established Graph Theory results which will be used later.
Many interesting problems, both applied and theoretical can be solved using models
which consist of only 2 axiomatic concepts. These mathematical models are called graphs and the
2 axiomatic concepts for graphs are that data consists of
1. a set of points
2. lines joining some pairs of those points.
More formally, Graph theory is the study of mathematical structures used to model pairwise
relations between objects.
Definition 1.1. A graph G is an ordered pair (V, E), where V is some set and E is a set of 2-point
subsets of V .
The elements of the set V are called the vertices of the graph G, and the elements of the set E are
called the edges of G. To say a graph has a vertex set V with edge set E we can write G = (V, E).
It is common to depict graphs as drawings in the plane. Vertices are represented by points in the
plane (i.e. dots, bullets, little circles, etc), and drawing a line (straight or curved) between two
vertices if they are connected by an edge.
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A graph is called finite if V is a finite set, it is called null if V is empty, and it is called
simple if G contains no loops (an edge that connects a vertex to itself) or multiple edges between
2 adjacent vertices. We provide an example of some graphs in Figure 1.1.

Figure 1.1: 4 simple graphs: a path graph with of 3 edges, a cycle graph with 4 edges, the Petersen
graph, and an icosahedron graph.
Two vertices of a graph are considered adjacent if they share an edge. Two edges are
considered incident if they share a vertex. The two vertices incident to an edge are called its
endpoints. The degree of a vertex, deg(v) is the number of edges incident to v. A graph is
complete if every vertex in G is adjacent to every other vertex in G. The complement of a graph
G, is a graph G that has the same vertex set, but whose vertices in G are adjacent if and only if
they are not adjacent in G.
Definition 1.2. A walk in G is a sequence (v0 , e1 , v1 , e2 , ..., et , vt ) of vertices vi and edges ei such
that for 1 ≤ i ≤ t, the edge ei has endpoints vi−1 and vi .
A walk can be thought of as going from a starting vertex v0 and traversing edges to
adjacent vertices and finally stopping at vt . Both edges and vertices can be repeated in a walk.
Definition 1.3. A trail in G is a sequence (v0 , e1 , v1 , e2 , ..., et , vt ) of vertices vi and edges ei such
that for 1 ≤ i ≤ t, the edge ei has endpoints vi−1 and vi , and each e1 , e2 , ..., et is distinct.
A trail is walk in which vertices can be repeated but edges cannot.
2

Definition 1.4. A path in G is a sequence (v0 , e1 , v1 , e2 , ..., et , vt ) of vertices vi and edges ei such
that for 1 ≤ i ≤ t, the edge ei has endpoints vi−1 and vi , and each v1 , v2 , ..., vt is distinct.
A path is a walk where vertices cannot be repeated. The length of a walk, trail, or path is
the number of edges that each contain. A path of length m is denoted Pm . If
P = (v0 , e1 , v1 , e2 , ..., et , vt ) is a path with m ≥ 3, then the graph C = P ∪ (et+1 , v0 ) is called a
cycle. We denote a cycle consisting of n vertices as Cn . We let a chord of a Cn in a graph G be an
edge connecting two non-consecutive vertices (i.e. a shortcut) of that cycle.
Definition 1.5. A non-empty graph G is called connected if any two of its vertices can be joined
by a path.
If G is not connected then it is considered disconnected. Unless otherwise stated, graphs
mentioned will be simple, connected, graphs.
Definition 1.6. A cutset is a non-empty set of vertices C such that G −C is disconnected.
Definition 1.7. A subgraph H, of G is a graph such that the vertex set of H is a subset of the
vertex set of G, and the edge set of H is a subset of the edge set of G, denoted V (H) ⊆ V (G),and
E(H) ⊆ E(G), respectively.
We say that H is an induced subgraph of G, if the vertex set of H is a subset of the vertex
set of G and the edge set of H contains exactly the edges in G that join the vertices of H, written

T
V (H) ⊆ V (G) and E(H) = E(G) V V (H)
2 . The neighborhood of a vertex v in a graph G,
denoted NG (v), is the subgraph of G induced by all vertices adjacent to v together with all edges
adjacent to those vertices. Figure 1.2 provides an example of the differences between a subgraph
and induced subgraph.
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Figure 1.2: A Graph (G), A subgraph of G, An induced subgraph of G
Definition 1.8. Let G = (V, E) be a graph, and let k be a natural number. A k-coloring of G is a
mapping c : V → 1, 2, ..., k, if c(x) 6= c(y) holds for every edge x, y ∈ E.
A k-coloring can be thought of as an assignment of labels or colors of the vertices of a
graph in such a way that adjacent vertices do not share the same color (label). Similarly, an edge
coloring of G is an assignment of labels or colors to the edges of G such that no incident edges
share the same color. We provide an example of a k-coloring in Figure 1.3.

Figure 1.3: A k-coloring of the previous example graphs.

Definition 1.9. The chromatic number of a graph (denoted χ(G)), is the minimum number of
colors for which a k-coloring is possible.
The edge coloring equivalent of the chromatic number is called the chromatic index and is
denoted χe (G). We know that the largest that χ(G) can be is simply the number of vertices in G
(color each vertex a different color), but that seems trivial. We can also see that χ(G) must greater
than or equal to the degree of the vertex that has the highest degree.. This leads us to our next
definition.
4

Definition 1.10. A clique is a subset of the vertices of G such that every 2 vertices in the set are
adjacent.
Put another way, a clique is an induced subgraph of G that is a complete graph.
Definition 1.11. The clique number, (denoted ω(G)), is defined as the size of the largest clique in
G.
So, ω(G) provides us with a lower bound for χ(G), since each vertex of a clique must be
colored a different color.
Definition 1.12. A clique cover is a collection of cliques labeled K1 , K2 ,...,Kn such that for
i = 1, ..., n, every vertex of V (G) is a contained in at least one Ki .
The smallest number of cliques for which this is possible is called be the minimum clique
cover number of G, which we denote as θ (G).
Definition 1.13. An edge cover be a collection of edges labeled E1 , E2 ,...,En such that for
i = 1, ..., n, every vertex of V (G) is a incident to at least one Ei .
Definition 1.14. A vertex cover be a collection of vertices labeled V1 , V2 ,...,Vn such that for
i = 1, ..., n, every edge of E(G) is a incident to at least one Vi .
Definition 1.15. An independent set or a stable set is a set of vertices such that no 2 are adjacent.
The size of the largest independent set is called the independence number and is denoted
α(G). It can be seen that the complement of a clique is a stable set and vice-versa. It is also worth
noting that χ(G) tells us the smallest number of independent sets we can partition G into. All we
need to do is group the colored vertices into sets by their shared colors.
Definition 1.16. A matching of G is a set of edges, no two of which share a common vertex.
5

A matching can be thought of as the edge equivalent of an independent set. Much like
how χ(G) partitions G into independent sets, χe (G) partitions G into matchings.
Definition 1.17. An induced matching is a matching that is also an induced subgraph.
Figure 1.4 provides an example of the differences between a subgraph and induced
subgraph.

Figure 1.4: A Graph G, a matching of G, an induced matching of G
Put another way, an induced matching is a matching that doesn’t allow adjacent edges or
edges separated by a single edge in G. We denote the size of the largest induced matching of G as
im(G). The study of induced matchings goes back at least as far as Cameron (1989). That paper
defined an auxiliary graph G∗ to be the graph such that the vertices of G∗ are the edges of G, and
two vertices of G∗ are connected by an edge when they are either incident in G or connected by an
edge of G. We will call this G∗ graph the K. Cameron graph, and provide an example on how to
generate G∗ from G in Figure 1.5.
It is immediate from the definition of an induced matching, that the edges of an induced
matching in G correspond to an independent set in G∗ . This is relevant because it turns problems
about induced matchings into more familiar problems about independent sets. It might also be

6

Figure 1.5: A cycle of 5 vertices, its line graph, and its K. Cameron Graph.
helpful to recognize that G∗ is exactly the square of the line graph of G. We now move on to
discuss perfect graphs which will be needed to be discuss our results.
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CHAPTER II
PERFECT GRAPHS

Before going over what a perfect graph is, we provide some useful concepts that will help.
Remember that the size of the largest clique, ω(G) provides a lower bound for the chromatic
number, χ(G) since the largest clique must be colored in ω(G) colors. The difference between
the chromatic number and the size of the largest clique can end up being quite large though. Are
there graphs then such that the difference between the chromatic number and its clique number is
small? Yes, in fact, we go a step further in the next definition.
Definition 2.18. A graph G is perfect if χ(G) = ω(G) holds not only for G, but also for each
induced subgraph of G.
A graph is defined as imperfect if it is not perfect. Perfect graphs are interesting in their
own right to mathematicians involved in graph theory, but they are also useful because of their
applications to other areas. Some problems that are intractable for graphs in general can be solved
in polynomial time when restricted to perfect graphs. For example, with perfect graphs, the graph
coloring problem, maximum clique problem, and maximum independent set problem can all be
solved in polynomial time. Also, since perfect graph theorems can be viewed as min-max
theorems they can help with certain combinatorial min-max problems Schrijver (1983). Perfect
Graphs are also closely related to perfect channels in communication theory Shannon (1956), and
have even been applied in urban science problems Tucker (1973). Below, in Figure 2.6 we present
an example of imperfect and perfect graphs. The first graph, a C5 is imperfect because
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χ(G) = 3 , ω(G) = 2, The second, a C6 is perfect because χ(G) = 2 , ω(G) = 2, The last graph is
perfect because χ(G) = 3 , ω(G) = 3.

Figure 2.6: An imperfect graph, followed by 2 perfect graphs
We will now state 2 theorems originally conjectured by Claude Berge in (Berge, 1961),
but not proven until later. These theorems are the weak perfect graph theorem, and the strong
perfect graph theorem.
Theorem 2.1 ((Lovász, 1972)). A graph G is perfect if and only if its complement G is perfect.
This is a useful theorem because we can now use the fact that the size of the largest clique
ω(G), is equal to the chromatic number χ(G), and/or the fact that the largest independent set
α(G), is equal to the clique cover number θ (G) in proofs as needed. The strong perfect theorem
defines perfect graphs in terms of the following odd holes and odd antiholes.
Definition 2.19. An odd hole is an odd induced cycle of length 5 or more.
Definition 2.20. an odd antihole is an induced subgraph that is the complement of an odd hole.
These definitions now allow us to state the strong perfect graph theorem.
Theorem 2.2 (Chudnovsky et al. (2006)). A graph G is perfect if and only if G does not contain
an odd hole or odd antihole as an induced subgraph.
8

Chudnovsky proved the strong perfect graph theorem in her 178 page paper in 2006. This
is roughly three decades after the proof of the weak perfect graph theorem. This forbidden graph
classification of perfect graphs is incredibly helpful since trying to find if χ(G) = ω(G) holds
directly can becoming quite laborious for more complicated graphs. We now introduce some
subclasses of perfect graphs.
Definition 2.21. A graph is chordal or triangulated if G does not contain a Cn for n ≥ 4.
Chordal graphs are one of the earliest known classes of perfect graphs. Their properties
have been extensively studied, and in fact, their perfection helped inspire Berge to his theorems.
Chordal graphs have been studied in contexts such as matrix computation, database design, and
have produced search methods such as lexicographic breadth-first search and maximum
cardinality search. A graph is co-chordal if its complement is chordal. We denote coc(G) as the
minimum number of co-chordal subgraphs of G needed to cover all the edges of G.
Definition 2.22. A graph is weakly chordal or weakly triangulated if neither G nor G contain a
Cn for n ≥ 5.
A weakly chordal graph can be seen as a relaxation or a generalization of the chordal
condition on a graph. It is clear that if a graph is chordal it is also weakly chordal.
Definition 2.23. A 2-pair is a pair of vertices such that every induced path between them contains
exactly 2 edges.
A co-pair in a graph G is a 2-pair in the graph G. It is a theorem of Hayward, Hoáng, and
Maffray; that every weakly chordal graph has a 2-pair, and hence a co-pair (Hayward et al.,
1990). More generally, an even pair is a pair of vertices such that every induced path between
them contains an even number of edges.
9

While researching perfect graphs, (Hayward, 1985), proved that weakly chordal were
perfect by using the notion of star-cutsets.
Definition 2.24. A star-cutset is a cutset that contains a vertex s such that s is adjacent to every
other vertex in C.
The main ingredient of Hayward’s proof is the following theorem.
Theorem 2.3 ((Hayward, 1985)). If G is weakly chordal with at least 3 vertices, then at least one
of G or G has a star-cutset.
That weakly chordal graphs are perfect now follows from Theorem 2.3 and a result from
Chvátal.
Theorem 2.4 (Star-Cutset Lemma, (Chvátal, 1985)). If G is a minimal imperfect graph, then
neither G nor G has a star-cutset.
Theorem 2.3 extends the perfection of chordal graphs to that of weakly chordal graphs.
Definition 2.25. A simplicial vertex is a vertex whose neighborhood induces a clique.
A main result of chordal graphs, (Dirac, 1961), is that every induced subgraph of a chordal
graph contains a simplicial vertex. Simplicial vertices can be very useful in inductive proofs. The
analogue of a simplicial vertex for weakly chordal graphs is a 2-pair (co-pair). The following
result characterizes weakly chordal graphs in terms of 2-pairs.
Theorem 2.5 ((Hayward et al., 1990)). A graph is weakly chordal if and only if every induced
subgraph is either a clique or has a 2-pair.
Induction for chordal graphs is straightforward, since removing a simplicial vertex from a
chordal graph leaves it a chordal graph. The following theorem shows that 2-pairs and co-pairs
are similarly useful with induction proofs for weakly chordal graphs.
10

Theorem 2.6 (Spinrad and Sritharan (1995)). If e is the edge of a co-pair x, y in G, then G is
weakly chordal if and only if G − e is weakly chordal.
To prove Theorem 2.6 we make the following claims:
Lemma 2.1. Let G be weakly chordal. If x,y is 2-pair of G, then G + xy has no Cn for n ≥ 5.
Proof. Let x,y be a 2-pair of a weakly chordal graph G, but G + xy has a Cn for n ≥ 5. Then
G + xy has a Pn−1 from x to y whose endpoints are joined by edge xy. This implies that there
exists a Pn−1 from x to y in G. This contradicts the fact that x, y is a 2-pair in G. From Theorem
2.5 G is not weakly chordal.
Lemma 2.2. Let G be weakly chordal. If x,y is 2-pair of G then G + xy has no Cn for n ≥ 5.
Proof. Let x, y be the vertices of a 2-pair in a weakly chordal graph G. Let G + xy contain Cn for
n ≥ 5. If n = 5, then G + xy has a C5 which violates Lemma 2.1. Because any Cn for n ≥ 6 has a
2K2 , If n ≥ 6, then there exists a C4 in that Cn , consisting of a P3 from x to y whose endpoints are
joined by edge xy. This implies that there exists a P3 from x to y in G. This contradicts the fact
that x, y is a 2-pair in G. From Theorem 2.5 G is not weakly chordal.
Lemma 2.3. Let G + xy be weakly chordal. If x,y is a 2-pair of G, then G is weakly chordal.
Proof. Let G + xy be weakly chordal and but with G not weakly chordal. If G is not weakly
chordal, then G contains a Cn or Cn for n ≥ 5. This implies there exists a Pn for ≥ 3 from x to y in
G which contradicts the fact that x, y is a 2-pair of G.
Now we prove Theorem 2.6
Proof. In a weakly chordal graph G, deleting a co-pair is equivalent to adding an edge xy to a
2-pair in G. From Lemma 2.1, Lemma 2.2, and Lemma 2.3 it follows that Theorem 2.6 holds.
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We can use the above results to that show certain properties of chordal graphs may be
extended to weakly chordal graphs. For example, in (Cameron et al., 2003) it was shown that a
maximum induced matching and a minimum strong edge-coloring can each be found in
polynomial time for weakly chordal graphs, extending earlier results for chordal graphs due to
(Cameron, 1989). Cameron described the induced matching number of a chordal graph in terms
of edge covers. Busch, Dragan, and Sritharan extended this result to weakly chordal graphs, as
follows.
Theorem 2.7 (Busch, Dragan, and Sritharan (2010)). If G is weakly chordal, then
θ (G∗ ) = coc(G) .
To prove this, we first present some useful relationships between G and its G∗ .
∗ ∼C
Lemma 2.4. P3∗ ∼
= K1,3
= 3

Lemma 2.4 is immediate from the definition of G∗ .
Corollary 2.1. The edge set corresponding to the vertices of an n-cycle in G∗ contains a K1,3 or
P3 only if n = 3.
From Lemma 2.4 we can see that a Cn , n ≥ 3 in G∗ must be formed from paths of length at
most two in G that are joined by edges in G that are not part of the Cn in G∗ . We will call these
edges suppressed edges.
Theorem 2.8 (Cameron, Sritharan, and Tang (2003)). If G is weakly chordal then G∗ is weakly
chordal.
We now present an outline of the proof used to prove Theorem 2.8.
This is proven by the following propositions:
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Proposition 2.1. If G is weakly chordal, then G∗ cannot contain a Cn with n ≥ 5.
Sketch. Start with the vertices of a Cn in G∗ labeled e1 ,e2 ,e3 ,....,en . From Lemma 2.4 we know
that the Cn in G∗ must be then broken up into paths of length one or two that are separated by
suppressed edges. Let C0 consist of all suppressed edges, two-edge paths Ph , one-edge paths Pj
both ends of which are met by suppressed edges, and one-edge paths Pk of which one end is met
by two suppressed edges. C0 is a cycle in G with each vertex of C0 meeting some ei . A
complicated modification process is then used to show that C0 has a cycle on at least as many
vertices as Cn . We give a simpler proof avoiding this process in Section , Proposition .
Proposition 2.2. If G is weakly chordal, then G∗ cannot contain a Cn with n ≥ 5.
This is part is more convoluted, and the reader is encouraged to read the proof of Lemma
3 in (Cameron et al., 2003) for the full details but we will provide an overview.
Sketch. Suppose G is weakly chordal, but G∗ contains the complement of the chordless cycle
(e1 , e2 , e3 , e4 , ....., ek ) as an induced subgraph, where k ≥ 5. The endpoints of the vertices are
labeled as types 1, 2, ..., k based the e0i s that join them. We then let H be the subgraph induced by
the union of the vertices of types 1 through k, S0 = N(e1 ), and because (e1 , e2 , e3 , e4 , ....., ek ) are
the order of vertices G∗ , S0 separates e1 from e2 in H. Then let Y be the component of H − S0 that
contains e2 , and we know that all type 2 and type k vertices belong to Y. Let S = N(Y ) ∩ S0 , and X
be the component of H − S that contains e1 . S minimally separates X and Y in H. A claim is made
that S has at least one vertex of type i for 3 ≤ i ≤ k − 1. This claim is proven by contradiction.
Assume that S has no type 3 vertices, and then more generally for type i vertices. If these types of
vertices are not in S then there exists a path from a type of vertex in X to a different type of vertex
in Y that does not involve S. This contradicts the fact that S minimally separates X from Y in H. It
is then show that H is connected. After that it is shown that no vertex in Y can be adjacent to all
13

the vertices in S. This is done by observing that any vertex in Y must be of type 2 through k − 1.
Since S has at least one vertex of type i for 3 ≤ i ≤ k − 1, then for any vertex of type i in Y there is
a vertex of type i + 1 or i − 1 in S which i cannot be adjacent to. This contradicts one of
Hayward’s original theorems for weakly chordal graphs which we now state.
Theorem 2.9 (Hayward (1985)). Let C be a minimal cutset of a weakly chordal graph G, and let
C induce a connected subgraph of G. Then each connected component of G −C includes at least
one vertex adjacent to all the vertices of C.
Propositions 2.1, 2.2, and Theorem 2.9 together prove Theorem 2.8. Next we present
some results that will help in proving 2.10 .
Proposition 2.3 (Busch, Dragan, and Sritharan (2010)). If G is a weakly chordal graph with a
2K2 , then G contains co-pairs e and f such that e and f form a 2K2 in G.
The proof of Proposition 2.3 can be shown by looking at G. If G contains a 2K2 , with
vertices q, s and r,t then G contains a Cn for n = 4, consisting of vertices (q, r, s,t). It is clear that
this cycle has two pairs consisting of q and s with their shared neighbor and r and t with their
shared neighbor. These translate to the necessary co-pairs in G. Now, we present a theorem that
shows a relationship between G and G∗ and when removing a co-pair.
Lemma 2.5 (Busch, Dragan, and Sritharan (2010)). If e is a co-pair of a weakly chordal graph G,
then (G∗ − e) = (G − e)∗ .
We know that removing an edge xy from G will not destroy a 2K2 unless it is one of the
edges of the 2K2 . Also, if removing edge xy creates a new 2K2 then that edge is the middle edge
of a P3 (by definition not a co-pair) in G. So, when e is a co-pair, two edges form a 2K2 in G − e if
and only if they form a 2K2 in G that does not include e. Since the vertices of (G∗ − e) and
14

(G − e)∗ both consist of the edges of G − e, this also means that the edge sets of (G∗ − e) and
(G − e)∗ , are the same.
Theorem 2.10 (Busch, Dragan, and Sritharan (2010)). Let G be a weakly chordal graph. Then,
every maximal clique of G∗ is the edge-set of a maximal co-chordal subgraph of G.
The proof of Theorem 2.10 is done by induction on the number of edges in G. If G has no
edges then it trivially holds. Now we assume that this hold for all weakly chordal graphs with
k − 1 edges, and let G be a weakly chordal graph with k edges. If G contains no 2K2 then G is
co-chordal and G∗ is a clique. If G contains a 2K2 , then G contains a 2K2 of edges e1 and e2 each
of which is a co-pair of of G. Let M be a maximal clique of G∗ . Since no maximal clique of G∗
contains both e1 and e2 , we can choose for M to not contain (without loss of generality), e2 . This
means that M is a maximal clique of (G∗ − e2 ) which is equal to (G − e2 )∗ .Since G − e2 is weakly
chordal, from the induction hypothesis M is the edge set of a maximal co-chordal subgraph of
(G − e2 ). This subgraph is also co-chordal in in G. To show it is maximal we assume the contrary.
There exists a co-chordal subgraph M 0 of G such that M ⊂ M 0 . Since every co-chordal subgraph
of G maps to a clique in G∗ , this means that M and M 0 are cliques in G∗ with M ⊂ M 0 which
contradicts the assumption that M is a maximal clique in G∗ . These theorems prove Theorem 2.7.
The above theorems are the main starting point for my research. This begs the question,
“Will these properties hold for a satisfying relaxation of the weakly chordal condition for
graphs?” The next chapter is an attempt to answer this question.
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CHAPTER III
LANGUID GRAPHS AND MAIN RESULTS

3.1 Defining Languid Graphs
In this chapter we start by defining our relaxed class of graphs, henceforth called languid
graphs, as graphs G that are categorized by the following forbidden induced subgraphs:
1. Cycle graphs Cn , n > 6
2. Co-cycles Cn , n > 4
3. The graphs pictured in Figure 3.7, and described below.
These forbidden graphs were chosen to define languid graphs because we want graphs that
would have properties that would closely relate to properties of weakly chordal graphs.
Specifically, we are interested in graphs that have a weakly chordal G∗ . Theorem 2.8 states that
all weakly chordal graphs have this property. Are there any graphs that have a weakly chordal G∗
but are not weakly chordal? Indeed, there are. For example, the K. Cameron graph of C6 is
weakly chordal. To create a broader graph class for which this property holds we forbid the three
above graphs for the following reasons: We forbid (1) because these graphs do not have a weakly
chordal G∗ . We forbid (2) because we wanted to exclude those graphs G such that its K. Cameron
graph would be a complete graph. This would violate Theorem 2.10.
We forbid (3) because we wanted languid graphs to avoid C5 in G∗ when lifted to G∗ ,
which we will explain. These types of forbidden graphs contains a total of 67 graphs that can be
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split into 3 families. The first family is represented by the first image in Figure 3.7. We have 64
graphs of this family, which we call queen graphs. The second image in Figure 3.7 represents the
second family which we call knave graphs. There are only two graphs in this family. Lastly, the
third image in Figure 3.7 represents third family, which we call jester graphs. There is only one
graph in this family. We chose to let the solid lines represent edges that are necessary in each
graph G to generate a C5 in G∗ . The dotted lines represent optional edges that may be added to G
that will still maintain the C5 in G∗ . We will call the collection of all these families of graphs suite
graphs and denote them with the letter S. These graphs are the only ones we need to concern
ourselves with because from Proposition 2.1 we know that if G∗ has an Cn for n ≥ 4, then G has a
Ck with k ≥ n. Languid graphs already forbid Cn for n ≥ 5 except C6 .The only graphs that need to
be forbidden now are ones that have a C5 in G∗ but contain a C6 in G.

Figure 3.7: The forbidden graphs of type 3 where the solid lines represent required edges and the
dotted lines represent optional edges.
We will now present some properties of languid graphs.
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Theorem 3.11. If G is a languid graph, then G∗ has no Cn for n ≥ 5.
Before moving on to the proof of Theorem 3.11, we present an alternate proof of
Proposition 2.1. This alternate proof yields results that can be easily applied to languid graphs.
We then present two lemmas that will also help with the proof.
Alternate proof of Proposition 2.1. Let Cn be a chordless cycle in G∗ with vertices labeled
e1 ,e2 ,e3 ,....,en . From Lemma 2.4 we know that the Cn in G∗ must be broken up into a sequence of
paths based on whether ei and ei+1 are incident or joined by suppressed edge(s) in G. Edges in G
that become vertices of the Cn in G∗ can only be of three different types. We have two-edge paths
T that have a suppressed edge adjacent to each endpoint, one-edge paths O both endpoints of
which are each adjacent to a suppressed edge, and one-edge paths P of which one endpoint is
adjacent met by two suppressed edges. We let C consist of all suppressed edges, and all paths T ,
O, and P. We now look at the number of vertices that each of these paths contribute respectively
to Cn in G∗ and C in G. The path T contributes two vertices to |Cn | and three vertices to |C|. The
path O contributes one vertex to |Cn | and two vertices to |C|. Lastly, The path P contributes one
vertex to |Cn | and one vertex to |C|. We let T,U,W be the total number of each T , O, and P
respectively in Cn and C. This then translates easily to the following formulas:

|Cn | = (2 × T ) + (1 ×U) + (1 ×W )

(3.1)

|C| = (3 × T ) + (2 ×U) + (1 ×W )

(3.2)

From these equations it is clear that for any Cn in G∗ the smallest |C| would have only of
type Pk paths which corresponds to |C| = |Cn | . Any other combination results in |C| > |Cn |. This
proves Proposition 2.1.
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From the alternate proof of Proposition 2.1we can see that,
Lemma 3.6. A languid graph G that has a C6 , and whose G∗ has a C5 must contain edges such
that each edge has at least one vertex not in the C6 of G.
Proof. From Proposition 2.1 We know that, in general, if G∗ has a C5 , then G has a Cn for n ≥ 5.
A languid G only allows a C6 , so paths that are part of the C6 must be of types Ph and Pj . From
formulas 3.1 and 3.2, we have |Cn | = (2 × T ) + (1 ×U) = 5 with |C| = (3 × T ) + (2 ×U) = 6.
Every combination of Ph , and Pj cannot yield the desired results. This implies that edges that are
adjacent to (but not part of) the C6 in G are required to make a C5 in G∗ . We will call these
pendant edges.
Lemma 3.7. There cannot be 2 incident edges of a languid G where one is a pendant edge and
the other an edge of the C6 in G with both being a part of a Cn for n ≥ 5 in G∗ .
Proof. Assuming the contrary, we let e1 be a pendant edge that is a vertex of the Cn with n ≥ 5 in
G∗ . Let e2 be the edge incident to e1 in G, and let v be the vertex shared by both edges. Since e2 is
part of the C6 , v must either be connected to a suppressed edge on a non-suppressed edge, labeled
e3 . If e3 is a non-suppressed edge, then (e1 , e2 , e3 ) are incident which contradicts Lemma 2.4. If
e3 is suppressed, then the following edge e4 must not be a non-suppressed edge . This implies that
e1 and e2 are both joined by e3 to e4 . This will also create a C3 in G∗ .
From Lemma 3.7 we now know that pendant edges must be of type Pk .
Theorem 3.12. Suite graphs are the only forbidden graphs that contain a Cn for n = 5 in G∗ not
of type 1 or type 2.
Proof. Solving the system of equations 3.1 and 3.2 gives solutions T = 4 −W , U = W − 3, with
independent variable W . To get a C5 in G∗ from a C6 in G, W must be 3 or 4. If not, U and T
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would be (clearly impossible) negative solutions. Letting W = 3 gives U = 0 and T = 1 and
equates to a non-suppressed path of length two in the C6 and three pendant edges. From Figure
3.7, the red edges will be suppressed edges and blue edges be non-suppressed ones. We can see
these are queen or knave graphs. The difference between them is whether any two of those
pendant edges are incident or not. From Lemma 2.4 we know at most two of them can be incident
to each other. Since there are only three of pendant edges, this means the only other
configurations that matches our equations are knave graphs . Letting W = 4 gives U = 1 and
T = 0 equates to a non-suppressed path of length one in the C6 and 4 pendant edges. In this case
we can have no incident pendant edges, a combination of one incident pair with two non incident
pendant edges, or finally two incident pendant edge pairs. The first two situations have a queen
graph as a subgraph. The last situation will give exactly the jester graph.
Now we move on to the proof of Theorem 3.11.
Proof. It follows immediately from the definition of the forbidden graphs of type 1 and type 2
along with Theorem 3.12, that a languid graph G contains no Cn for n ≥ 5 in G∗ .
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3.2 Perfection of Graphs With No Holes Except Six Cycles

We know that weakly chordal graphs are perfect from Theorem 2.2, the strong perfect
graph theorem. We restate it here.
Theorem 3.13 (Strong Perfect Graph Theorem, (Chudnovsky et al., 2006)). A graph is perfect if
and only if it contains neither an odd Cn , n ≥ 5 nor an odd Cn , n ≥ 5.
This leads to the following corollary.
Corollary 3.2. Languid graphs are perfect.
Perfection of the languid graph class holds some importance as can be seen by how the
graph class was defined. The reason for this was in hope of using the fact, that if G is a languid
graph and G∗ is weakly chordal, then we could use that property with the fact that
im(G) = α(G∗ ) to show im(G) = α(G∗ ) = θ (G∗ ) then θ (G∗ ) ≤ coc(G), which would prove one
direction of 2.8 for languid graphs. So, to get a better understanding of the properties of these
graphs we looked at Hayward’s first paper on weakly chordal graphs (Hayward, 1985) . Our goal
was to determine if the theorems he used could be generalized to languid graphs. A project was
then attempted, with only intermediate results, to give a direct proof of Corollary 3.2. The proof
of this would be worthwhile because a direct proof that does not rely on Theorem 3.13 would be
easier for the reader to follow than the original paper, due its length. We then proposed the
following conjecture.
Conjecture 3.1. If G is a languid graph, and C is a minimal cutset of G, then G contains either
an even pair or a 3-pair.
We were interested in proving 3.1 because this would have provided us with a nice way of
proving the perfection of languid graphs because minimal imperfect graphs can not contain an
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even pair or a 3-pair (Ramírez Alfonsín and Reed, 2001) this, in turn, would give us a
generalization of 2.6, which would be a good step in generalizing the theorems that immediately
follow it. While researching 3.1, we found a counterexample for the case of languid graphs in
general (languid graphs such that C̄ is not connected). Figure (3.8) contains a minimal cutset that
does not contain an even pair or a 3-pair.

Figure 3.8: Example of a graph that has a minimal cutset that does not yield an even pair or 3-pair
in G.
If we let vertices (3, 4, 5, 6) represent our minimal cutset C, then though vertex 3 and
vertex 5 form a 2-pair in C, but they do not form either an even pair or 3 pair in G. The vertices
(3, 4, 5) form a Pk with k = 2, but the vertices (3, 7, 8, 5) form a Pk with k = 3. We can rely on the
symmetry of this graph to know that this applies to vertex 4 and vertex 6 as well.
After finding this counter example, we concluded that time spent on this approach would
not be necessary. We mention this because similar techniques were used in the attempted project
as in the proof of Theorem 2.9.
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We have laid the groundwork for languid graph properties, by defining languid graphs,
proving that a languid graph G contains no Cn for n ≥ 5 in G∗ , and shown that they are perfect,
but there remains many open problems left for the interested reader in regards to languid graphs at
the time of the writing of this paper.
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