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The application of inductively coupled plasma time-of-flight mass spectrometers 
(ICP-TOFMS) coupled to electrothermal vaporization (ETV) presents several unique 
analytical opportunities for isotopic analysis.  This dissertation explores several subjects 
that utilize these characteristics in specific analytical applications. 
The viability of using the thermal programming abilities of the ETV in order to 
separate Rb and Sr is explored.  These elements are isobaric at m/z 87, and must normally 
be separated prior to analysis for isotopic studies.  Their disparate thermal properties 
allow them to be separated in time by the ETV allowing for simpler, faster isotope ratio 
analysis with less opportunity for contamination.  A test case using standard potassium 
feldspar is found to produce moderately accurate and precise results. 
TOF instruments are of interest for isotope ratio analysis due to inherent isotope 
ratio precision.  However, it has been observed that when operated in the analog data 
collection mode the isotope ratios observed possess a previously uncharacterized 
 vii 
inaccuracy.  This bias is rooted in variable detection efficiency of arriving ions, which 
can be corrected for with an algorithm described within.  A method of determining the 
effective detector efficiency as a function of signal is presented, as well as an evaluation 
of the effectiveness of ratio correction. 
The use of ETV with TOF for isotope dilution analysis is explored.  Correction of 
transient signals for efficiency effects is discussed, as well as the viability of using the 
autosampler for mixing of the solution and spike. 
A final study presents explores the combination of the ETV and TOF for analysis 
of a large number of elements from a brief transient signal.  A library of peptide covered 
beads is analyzed for binding capacity to a variety of metals.  Solutions containing metals 
stripped from the beads are analyzed to determine the binding capacity and specificity of 
the peptide sequence.  The beads themselves are also analyzed for metal content using the 
ETV as an indicator of the efficiency of metal stripping off of the beads. 
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 1 
Chapter 1: Introduction 
1.1 INDUCTIVELY COUPLED PLASMA MASS SPECTROMETRY 
Since its commercial introduction in the 1980's, inductively coupled plasma mass 
spectrometry (ICP-MS) has enjoyed extensive growth and popularity.  Its fundamentals, 
history and applications have been well reviewed.1-4  It offers the advantages of low 
detection limits (often sub fg mL-1), high sensitivity, wide dynamic range, coverage of a 
large portion of the periodic table (>75 elements), and relatively few spectroscopic 
interferences (which can now mostly be avoided or removed).  These advantages have led 
to its general popularity over previous instruments such as flame atomic absorption, 
graphite furnace atomic absorption, and inductively coupled plasma optical emission 
spectroscopy.  Understanding the instrument can be divided into four major concepts: 
sample introduction, ion formation and sampling, mass analysis and ion detection. 
1.1.1 Sample Introduction 
Of the many ways to introduce samples into an ICP-MS, the most common is 
solution nebulization.  In this method, a liquid is aspirated or pumped through a device 
(i.e., the nebulizer) that produces a fine mist which is then transferred into the plasma for 
ion formation.  Many designs exist for the nebulizer, including pneumatic, cross-flow, 
and ultrasonic.5  These designs vary in efficiency, price and matrix tolerance but all 
deliver the required mist.  Some forms even allow for the analysis of slurries (i.e., 
suspensions of fine particles in a liquid).  The solutions introduced in ICP-MS are usually 
aqueous, though modifications of the instrument can also allow for organic solution 
analysis.6  
 2 
Nebulized solutions are not generally introduced to the plasma directly.  Rather, 
they are typically passed through a "spray chamber" that allows the passage of only the 
smallest diameter aerosol particles.  This has the effect of introducing less solvent load to 
the plasma, as the water or other solvent that must be evaporated.7  Excessive solvent 
delivery can sufficiently burden the plasma such that the sample is no longer efficiently 
desolvated, atomized, and ionized.  Aerosol selection is achieved through spray chamber 
designs that permit passage of only the smallest particles of aerosol (which exhibit 
aerodynamic flow).  The remaining material generally collides with the walls of the 
chamber and is eventually drained away to waste. 
There are other means to introduce samples into the system.  Solids can be 
sampled and a dry aerosol introduced by laser ablation.  Some elements in solution can be 
converted to a gas and that gas can be directly sent to the plasma (e.g., by hydride 
generation).  Another method of interest is electrothermal vaporization, in which heat is 
used to vaporize solutions or solids to produce a vapor or aerosol that can be introduced 
to the plasma.  Electrothermal vaporization (ETV) is discussed in more detail below in 
this dissertation (section 1.2). 
1.1.2 Ion Formation and Sampling 
The plasma in ICP-MS is generally an atmospheric pressure argon plasma 
supported by electromagnetic induction using radio frequency (RF) energy that passes 
through a coil surrounding the plasma.  A plasma is a gas that contains a high 
concentration of free ions and electrons.  If the free charged species are in balance, then 
the plasma is electrically neutral.  The behavior of plasmas, as compared to ordinary gas, 
is sufficiently distinct that plasma is often considered a fourth state of matter.  The 
plasma in an ICP has a high gas temperature (4,500 – 8,000 K) and a high electron 
temperature (8,000 – 10,000 K).8 
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The plasma is supported from the field of a 1-2 kW RF generator running at either 
27.7 or 40.6 MHz through an inductive coil.9  This coil causes the oscillating movement 
in the plasma of charged species whose collisions with neutral gas atoms produce 
secondary electrons and ions.  The plasma is initiated by seeding the gas with electrons, 
typically from a Tesla coil. 
The plasma is formed inside of a quartz torch (a Fassel torch) composed of three 
concentric tubes.  The outer tube provides tangential flow of argon at about 10-15 L min-1 
for the plasma and also prevents the plasma from reaching the quartz walls of the torch 
(which could cause it to melt the torch).  The middle tube (flowing about 1–2 L min-1) 
provides argon to keep the plasma off the base of the torch.  The central-most tube (also 
at 1-2 L/min) is the carrier for the gas with the aerosol or gas of the sample carried along 
with the argon and it delivers the sample directly into the plasma.  The system is 
displayed in Fig. 1.1. 
Fig. 1.1 – Schematic of a typical ICP quartz torch and interface cones (view from the 
side) 
Sample 
Gas
Plasma Gas
Auxillary Gas
Quartz Torch
Sampling Cone
Skimmer Cone
Plasma
Induction Coils
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The temperature of the plasma is sufficiently high that most introduced elements 
experience nearly complete ionization (>90%), in addition to desolvation of the aerosol 
and atomization of the particles.8  These ions in the plasma are then passed through a 
sampling cone, which has a small (ca. 1 mm) orifice at its tip.  The area behind the cone 
is evacuated (ca. 1 torr) and gas, along with the ions, flows through the orifice as a result.  
There is a second cone (the skimmer cone, also with a small orifice) and possibly a third 
(called the second skimmer cone), which lead to regions in the instrument that are 
pumped to progressively lower pressures.  The ions also flow through these cones further 
into the instrument.  The final pressure in the mass analyzer is typically in the range of 
few µtorr, though the exact pressure generally depends on the type of mass analyzer 
employed.  A negative voltage on the third cone or an ion lens is commonly used to repel 
electrons and attract the positive ions such that an ion beam is formed.  This is discussed 
in more detail in the sampling efficiency section (1.1.5.2).  This ion beam is then shaped 
with ion optics and passes into the mass analyzer. 
1.1.3 Mass Analyzer Designs 
The ion beam is separated into various masses and the relative amounts of ions 
from each mass are measured.  It should be noted that the ICP produces mostly singly 
charged ions.8 Mass analyzers actually measure the mass to charge ratio, but for an ICP 
this is generally equal to the mass. 
The most common mass analyzer for ICP is the quadrupole mass spectrometer,10  
a design that is popular due to its relative simplicity and low expense.  However, it does 
have a few drawbacks.  The acceptable mass range that is analyzed is set such that only 
one mass unit is observed at a given time.  The system is scanned through all of the 
different masses of interest, spending a certain amount of "dwell time" collecting ions 
from a given mass in the detector.  The analysis is generally cycled through all of the 
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masses repetitively for as much time as is needed for the analysis.  If the analyst is 
presented with a rapidly varying signal (e.g. electrothermal vaporization or laser ablation) 
it is not possible to observe multiple masses simultaneously and observe exactly how 
they all vary in time, as all masses but one are ignored during a given observation period.  
The resulting inaccuracy in the results signal, integrated over time, is referred to as 
“spectral skew."  In addition, it is problematic to record the signal from two different 
isotopes of an element and obtain a precise isotope ratio.  The intensity of the plasma 
fluctuates slightly over time, leading to what is known as plasma flicker noise.  Other 
sources can create additional noise, such as fluctuation in the amount of material 
delivered by the nebulizer.  As two masses are scanned repetitively and sequentially, this 
plasma flicker leads to uncertainty in the value of the ratio of their relative intensities.11  
In isotope ratio analysis, discussed in more detail below (see 1.3), knowing the ratio 
between two isotopes as precisely as possible is often considered important. 
The most direct means to obtain high-quality isotope ratios monitor the signal 
from both isotopes simultaneously using a multicollector system,12 so called because it 
has multiple signal detectors (or "collectors", from the Faraday collector type detectors 
that are often used).  Thus, any flicker noise in the plasma affects both ion beam signals 
of the isotopes proportionately and no uncertainty is introduced into the ratio.  Such a 
detection scheme is used with a magnetic sector mass analyzer.  This analyzer-detector 
combination is often used for isotope ratio analysis, but it comes at a relatively high cost 
and can also generally only analyze a relative small range of masses at one time. 
1.1.3.1 Time-of-Flight 
Another design that should potentially allow for precise isotope ratio analysis at a 
lower cost and with better coverage of the full range of masses from the periodic table is 
the time-of-flight (TOF) mass analyzer.  In a TOF mass analyzer a sample the from the 
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ion beam enters a field-free drift tube, all of the ions having the same kinetic energy.13  If 
they are isokinetic, they will have a spread of velocities (v) with the lightest ions (of mass 
m) traveling the most quickly.  It is possible to accelerate these ions isokinetically using 
an electromagnetic field, which imparts to them a kinetic energy that depends on the field 
(E), the charge of the ion (q), and the distance over which the ions experience the field 
(s).  The kinetic energy of the ion can be expressed in two equations: 
sqEvm
2
1 2
⋅⋅=⋅  (1.1) 
The velocity can also be expressed as the quotient of distance and time.  If the 
total length of the flight tube is d, then the total time (t) for an ion of mass m to travel that 
distance is as follows: 
sqE2
mdt
⋅⋅⋅
=  (1.2) 
By releasing discrete packets of ions and measuring the flight times of ions 
arriving at the detector, one can obtain a complete mass spectrum.  A commercially 
available ICP-TOFMS system (Optimass 8000, GBC Scientific) releases the ions in a 
direction orthogonal  to the travel direction of the ion beam.14  The complete schematic of 
this system is shown in Fig. 1.2.  This particular diagram uses a nebulizer for sample 
introduction and displays the location of various system components, including many 
components of an ICP-MS that have already been described (e.g., RF power supply, 
cones, vacuum system, etc.) and a few components that exceed the detail level presented 
in this introduction and that will not be explained further.  Note the ion mirror, or "ion 
reflectron," a device uses electric fields to cause a change in the drift direction of the 
ions, leading to improvements in the total flight path length and which also focuses 
together ions of slightly different kinetic energies.  This improves the resolution between 
ions of different masses. 
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Fig. 1.2 – Schematic of the GBC Optimass 8000 orthogonally accelerated ICP-TOFMS, 
courtesy GBC Scientific.15 
While it is true that ions of different masses are not observed simultaneously at 
the detector, they are extracted from the same segment in the ion beam and accelerated 
simultaneously.16  In this way, TOF mass analyzers avoid plasma flicker noise and record 
isotope ratios that are generally more precise than those observed on quadrupole mass 
analyzers.   
TOF mass analyzers come with several other advantages.  Each pushout event 
leads to the analysis of all masses, which for atomic spectroscopy covers the full mass 
range of the periodic table.  This makes it straightforward to analyze many elements 
quickly without the losses in time needed to scan through many elements as observed 
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using a quadrupole or multicollector system.  To put it another way, the fraction of time 
for observing each mass (the duty cycle) is fixed, regardless of the number of masses 
analyzed.  With a quadrupole, the duty cycle for a given mass decreases as more elements 
are analyzed. 
TOF systems must be built with relatively fast analysis electronics.  Due to the 
small time separation of the ions arriving at the detector, signal capture must occur on the 
nanosecond time scale to observe the difference between ions differing by only a single 
mass unit.  For example, an entire pushout and analysis for all of the masses on the 
periodic table takes only ca. 30 µs (e.g., Optimass 8000 ICP-MS) and a typical mid-mass 
peak has a full width half max of ca 10 ns (m/z 115).  This speed makes ICP-TOFMS 
ideal for analyzing rapidly changing signals (e.g., ETV transients signals), particularly 
when a large number of masses need to be analyzed simultaneously. 
Finally, TOF systems are less expensive than MC-ICPMS systems, though more 
expensive than many quadrupole systems.  The isotope ratios observed with these 
systems have been found to be more precise than what is generally available on 
quadrupoles, as is expected due to plasma flicker noise.  To date, the isotope ratio 
precision with ICP-TOFMS has been limited to about 0.05% RSD, which is not as 
precise as is regularly obtained on multicollector systems.  ICP-TOFMS systems have 
also been observed to have somewhat lower sensitivity than other ICP-MS designs. 
1.1.4 Ion Detection 
After ions have passed through the mass analyzer, they must somehow be 
detected so that the signals can be processed.  Although an assortment of methods exists 
for this, the most common is an electron multiplier tube (EMT).  In an  EMT, ions casue 
release of secondary electrons at the first dynode.  A variety of materials are used for this 
ion conversion surface, including CuBe alloys and Al3O2.17  The number of secondary 
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electrons produced at this stage is subject to a variety of variable factors, including the 
work function of the surface and the kinetic energy of the impacting ions.  The number of 
ions produced is also a random process, often described as Poisson or Polya statistics.18, 19  
The secondary electrons are then multiplied, either by striking several other dynodes (in a 
discrete dynode multiplier) or by repetitively striking against one long dynode (a 
continuous dynode or channel electron multiplier). 
Analysis of the digital signal in an ICP-TOFMS system occurs in one of two 
major methods.  The first is event counting, or ion counting.  Ion counting with an EMT 
is also used in quadrupole and multicollector systems.  A "threshold" level is set such that 
a counter monitors pulses from the EMT that exceed the threshold.  The limit to this 
method is encountered with coincident ions arriving at the detector.  This can be 
overcome to a certain by mathematical means such as "dead time" correction.17 However, 
ion counting has very limited use in TOF mass analyzers.  The maximum signal that can 
be monitored for a given mass is one ion during each pushout event.  In reality, signal 
saturation is encountered well before this limit.  Practical count rate limits are around 
twenty thousand events per second, limiting the dynamic range to about three orders of 
magnitude.  However, the ion counting technique works well for quadrupoles and 
magnetic sector systems and can function with dynamic ranges for counting rates of over 
six orders of magnitude.17  
A different method of analyzing the signals from EMT, used on ICP-TOFMS 
systems, is to integrate the peak sizes produced by arriving ions (as opposed to simply 
comparing them to a set level).  This is referred to as an analog detection mode, but is 
different from the analog mode found on some quadrupole and multicollector ICP-MS 
systems.  In those cases, analog refers to measuring the relatively steady signal produced 
by a constant stream of ions striking the detector.  The analog mode on a TOF requires 
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high speed analog to digital conversion systems in order to measure the magnitude of 
each individual peak.  However this method is popular due to its ability to greatly extend 
the available dynamic range of ICP-TOFMS instrument.  Appendix C (C.1.1) of this 
dissertation explores the analog detection mode in more detail. 
1.1.5 Ion Analysis Processes and Efficiency 
The detection limits and sensitivity of an ICP-MS system depend upon the 
efficiency with which ions are created, sampled, separated and finally observed at the 
detector.  In addition, in studies that employ isotope ratios it is important to know what 
processes lead to alteration of the population of the ions to create and observed isotopic 
ratio that is not the same as that in the original sample. 
Although the ion beam signal reflects the amount of material put into the system, 
not every injected atom or molecule from the original sample contributes to the signal.2  
It is well known that most of the ions are lost at various points in the instrument.  
Generally speaking, the signal produced can be expressed as the product of the amount of 
material input to the system and an efficiency factor.  In turn, the efficiency with which 
ions are created and analyzed from the original sample can be calculated through a series 
of steps, each one affecting the final signal. These steps include (i) the process of sample 
introduction, (ii) ionization in the plasma, (iii) transfer through the sampler and skimmer 
cones, (iv) ion transmission through the ion optics, (v) ion transmission through the mass 
analyzer, and finally (vi) the fraction of ions producing signal at the detector.  Although 
these issues have been reviewed and discussed in detail,1, 2, 20 a brief summary is included 
here. 
In total, the efficiency of detection is the product of the efficiency of each 
separate step (denoted ε), summarized below: 
detectoranalyzeropticsskimmercone sampionizationsamplingions εεεεεεεε ⋅⋅⋅⋅⋅⋅=  (1.3) 
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where ionsε  is the fraction of ions detected per unit time relative to the rate that analyte is 
extracted from the sample (e.g., sample solution aspirated, material ablated from a solid, 
etc.).  Inefficiencies can occur throughout the analysis process, and each ε term in the 
remainder of the function represents the contribution to the total from each of the steps 
listed in the subscripts. 
1.1.5.1 Sample Introduction  
The first factor in efficiency is the amount of material that is successfully sampled 
and sent to the plasma.  For solution studies, this would be the efficiency of the nebulizer 
and spray chamber in producing aerosol that is injected into the plasma.  Other sample 
introduction methods (e.g. electrothermal vaporization or laser ablation) have their own 
sample introduction efficiencies.  Since nebulization is the most common technique, it is 
considered first. 
Typically, literature values for the efficiency of solution pneumatic nebulization 
show that only a small fraction (ca. 1%) of the sample is injected into the plasma, with 
the remaining sample going to the drain of the spray chamber and being discarded as 
waste.5, 7, 21  Some nebulizers are designed to work at higher efficiencies, for example 
with lower solution flow rates22 or by directly injecting the aerosol into the plasma 
without a spray chamber.23  The generated aerosol is in most ways similar in composition 
to the bulk solution.  Obviously, this is not this case if failure to wash out the spray 
chamber or tubing leaves a memory effects from previous samples.  Desolvation systems 
are able to reduce the size of the droplets and allow for much higher sample introduction 
efficiencies (as discussed in ref. 3 and 24).  Desolvation (by evaporation) of the droplets 
can result in increased species concentration in the aerosol, but the isotopic abundance of 
solvated metal species remains unaffected. 
 12 
 Electrothermal vaporization (ETV), discussed in more detail below, has an 
advantage of higher sample introduction efficiencies.25-29  The exact efficiency is element 
dependent, as each element has its own vaporization and aerosol formation 
characteristics.  Typically between ten and fifty percent of the material will be introduced 
into the plasma.  Laser ablation also has relatively high sample introduction efficiency30-
35
 as much of the ablated mass can be simply swept up to the plasma, though this is 
dependent on factors such as the ablation gas and ablation cell design. 
1.1.5.2 Ion Creation and Sampling 
The second step is the ionization of the material in the plasma.  Several processes 
occur as material enters the plasma, including droplet desolvation, vaporization, 
atomization, ionization and occasional collisions to form new materials (e.g. dimers and 
oxide species).  Given the high temperature of the plasma (i.e., ca. 7000 K)36 it is known 
that most elements experience nearly complete ionization, with the only exceptions being 
materials with very high ionization potentials (e.g., As which is ionized ca. 52%).  Since 
most elements are thoroughly ionized and even the isotopes of an inefficiently ionized 
element are ionized to the same degree, the ionization process does not significantly 
change the relative isotopic ratios for any given element in the plasma. 
The next stage is transmission of the ions from the plasma through the sampling 
cone, a topic that was analyzed by Douglas and French.37 This is driven by fluid flow of 
the 1 atm plasma gases as the region behind the sampling cone is pumped down to 
vacuum (ca. 1 torr).  The total flow through a 1 mm orifice in a typical ICP has been 
estimated to be ca. 2 L min-1, well below the total gas flow through the plasma torch of 
ca. 15 L min-1.  It is difficult to determine what region of the total plasma composes the 
portion that flows through the sampling cone orifice, though it can be modeled as a 
hemispherical region surrounding the tip.  It is of note that the typical central channel 
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flow rate is ca. 1 L min-1, so there is more than sufficient transfer to have a high 
efficiency for sample ions through the sampling cone.  However, transfer would only be 
efficient so long as no analyte diffused away from the center of the plasma to the extent 
that it was not collected by the sampler cone.  Specific values for the fraction of created 
sample ions in the plasma that are successfully transmitted are not known.  Material 
transferred through the cone is thought to undergo essentially no change compared to the 
plasma gas that it was sampled from, indicating that no change is caused in the isotopic 
composition of the sample.37  All material travels through the orifice at approximately the 
same velocity, which is dictated mostly by vacuum expansion of the argon gas, which 
makes up the bulk of the plasma, and the orifice diameter.  However the kinetic energy 
(and velocity) of the ions can also be affected by the presence of a plasma potential, i.e., 
the potential difference between the plasma and the sampling cone or between sampling 
and skimmer cones.36, 38 
Beyond the sampling cone, collisions between molecules and atoms cause an 
acceleration of the gas forward into the instrument at velocities exceeding the local speed 
of sound.37 The sampled gas expands outward in a free jet, with only the central portion 
of the jet aligned with the skimmer orifice being directed further into the instrument and 
with the remainder impacting on the walls or being removed by the vacuum pumping 
system.  Campargue described the optimal distance (highest material transmission) for 
sampling material from a free jet with a skimmer cone.39  Sample transmission efficiency 
as gases are skimmed by the skimmer cone orifice has been estimated to be ca. 1% of the 
ions and gas transmitted through the sampling cone.20  Similar to behavior at the 
sampling cone, the composition of material in the sampled gas is similar to that of the 
plasma gas (with no significant change in isotopic abundances).  The velocity as the 
gases travel through the skimmer is also dictated by that of the bulk flow of the plasma 
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(mostly argon) although the collisions in the free jet shift the flow to higher velocities 
with a narrower distribution.20  
In some instruments (the GBC Optimass 8000 in particular), a second skimmer is 
used that is held at a negative potential.  In other instrument designs, the negative 
potential is first encountered at the beginning of the ion optics in some sort of extraction 
lens.  In either case, the negative potential draws ions into the instrument electrostatically.  
At the same time, this potential causes the removal of electrons from the jet by means of 
electrostatic repulsion.  The result is the formation of a beam of positively charged ions 
and neutrals.  The same effect can also be achieved through the application of a small 
positive potential to the cone or lens.40  This leads to the loss of the electrically neutral 
character of the sampled plasma and the creation of a large amount of positive charge 
confined to a small volume.  Naturally, these positive charges repel one another and 
cause divergence of the ion beam, broadly referred to as a space charge effect.  However, 
the rate at which ions diverge radially from the electric field created by the region of 
positive charge is dependent on the mass of the ion.  Lighter ions have a tendency to be 
lost from the ion beam more readily than heavier ions, as the energy imparted from the 
electric field provides them with higher velocities.  This causes a significant alteration of 
the character of the beam from being representative of the population of the sampled bulk 
material.  This change is particularly important because it causes a shift in observed 
isotopic abundance ratios. 
1.1.5.3 Ion Optics 
The ion beam is then transmitted through the ion optics.  At this stage, space 
charge still has the effect of causing beam divergence.  This is countered by the electric 
fields of the ion optics, which prevents the loss of ions from the beam as also shapes the 
beam.  Many different ion optics designs are used, each having its own particular 
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efficiency and other characteristics.40  The ion lenses are commonly metal plates, 
cylinders or orifices that are held at a potential to affect the trajectory of ions.  This 
allows shaping of the beam and also alters the kinetic energy profile of the ion beam.  
Some lens designs incorporate large curves (possibly around a fixed object such as a 
photon stop).  As neutral species (e.g., Ar gas atoms) and photons do not respond to the 
fields, they are lost as they collide with the object.  However, the trajectory of ions in the 
ion optics may not always be the same for various isotopes of the same element.41  The 
efficiency of this stage is generally kept as high as possible (while still keeping the 
needed beam shaping), but is obviously dependent on the exact trajectory of the ions and 
the nature of the ion optics lenses.  Approximations of behavior in the ion optics may be 
made through the use of software modeling (e.g., Simion®). 
In the particular case of the Optimass 8000 used in these studies, the ion optics are 
a series of lenses that form the ion beam into a ribbon shape.  It contains a "conductivity 
restrictor" which serves as an orifice to limit the size of the ion beam, and some portion 
of the ion beam is lost as it collides with this surface.  Specific figures for the ion 
transmission efficiency are unknown. 
1.1.5.4 Mass Analyzers 
The mass analyzer also has an associated efficiency.  Each design has its own 
unique characteristics.  The efficiency of a quadrupole as a mass analyzer is largely 
dependent on the duty cycle of the system, as discussed above.  Magnetic sectors used in 
multicollector type instruments can have high efficiencies, due to an open geometry and 
high duty cycle.  The exact efficiency it is largely dependent on the nature of the slits at 
the entrance and exit of the system that partially control mass resolution but also block a 
fraction of the ion beam. 
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In an orthogonally accelerated ICP-TOFMS system, the ion beam enters the 
"extraction zone" from which packets are accelerated and sent along the flight tube.  
While one packet of ions is traversing the flight tube and being analyzed, more ions 
continue to fill the extraction zone.  From estimates of the ion beam velocity, it is 
calculated that the from the pushout period (ca. 30 µs) and the time it takes to completely 
pass through the extraction region only ca. 12% of the ions from the beam are actually 
accelerated down the flight path  (i.e., a 12% duty cycle for ion extraction).42  Additional 
inefficiencies of ion transfer also occur in this region.  Not all of the ions sampled from 
the extraction region will have an appropriate drift velocity in the original (axial) 
direction ultimately to strike the surface of the first dynode of the EMT.  
The last step is the conversion of ions into a signal at the detector, which is 
commonly an EMT as discussed above (1.1.4).  The number of electrons produced from 
the detector is governed by statistics,18, 43 in a process similar to secondary ion mass 
spectrometry (SIMS).44  They both involve ions striking a surface, but in this case the 
ejected material of interest consists of secondary electrons.  Not all of the ions striking 
the first dynode of the detector will produce electrons (which is a contribution to signal 
detection inefficiency).  In addition, not all successfully produced signal pulses from the 
detector will exceed the inherent noise of the detection system.  The total efficiency and 
gain of the multiplier can be described by compound Poisson statistics.18  
When all factors contributing to efficiency are combined, ICP systems have been 
reported to have a combined efficiency of detecting ca. one ion for every 105 to 108 atoms 
put into the system, with the variability coming from different designs of sampling 
methods, cone geometries, ion optics designs, and mass analyzer designs.20  Even at this 
seemingly low level of efficiency detection limits in the range of parts per trillion in a 
solution, or even lower, are regularly achieved by ICP-MS systems. 
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1.1.5.5 Mass Bias 
As discussed, space charge effects cause deviation from the isotopic composition 
of the bulk solution in the final observed signals.  Such deviations are referred to as 
"mass bias" or "mass discrimination."  While space charge is considered to be the most 
significant, contributing factor in mass bias, a few other processes may also play some 
role.41  For example, when a gas is pumped down to vacuum, lighter species tend to 
travel more quickly and hence are more quickly pumped away from the bulk gas.45, 46  
This behavior has an effect similar to space charge in that it preferentially causes the loss 
of light ions.  Given its similarity to space charge effects, it is not entirely clear how 
much it contributes to overall mass bias.  Certain ion optics geometries can also have an 
effect on the nature of the ion beam.11, 41  For example, ions traveling around a photon 
stop may have different transmission efficiencies depending on their mass.  Though these 
other factors may contribute, space charge is still considered the dominant factor in mass 
bias.41  For simplicity, only this effect will generally be mentioned from here forward 
when describing mass bias processes that are already known to occur in ICP-MS 
instruments. 
The mass bias effects experienced in all of the regions of the instrument 
previously described are all similar, and it is not necessary to treat them separately 
(particularly since space charge is the dominant factor).  The amount of mass bias 
observed is most significant at lower masses where the relative mass difference between 
isotopes is larger.  For example, the relative mass difference between 6Li and 7Li is about 
15% while the difference between 234U and 235U is only 0.4%.  Hence, light elements 
experience far greater differences in the effects of mass bias between isotopes than heavy 
elements.  No fundamental equation has yet been formed to express the nature of mass 
bias, but a variety of empirical equations have been devised to effectively describe mass 
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bias sufficiently well such that it can be compensated for (thus allowing for accurate 
isotope ratio determinations).12, 41, 47 
In general, the signal intensities from a set of isotopes with known isotopic ratios 
and abundances are measured in order to determine the magnitude of the mass bias in the 
ICP-MS system at the mass range of interest (using some sort of mass bias equation).  
This determined mass bias factor is used to correct data taken on unknown samples to 
determine their accurate isotope ratios.  One correction equation that can be used is the 
following exponential function:48  
mk
obs
true e
R
R ∆
=  (1.4) 
where R is the values of the isotope ratios for the true (correct) and observed signals, k is 
the factor describing the mass bias, and ∆m is the mass difference between the isotopes of 
interest.  There are many different correction methodologies, but this particular equation 
is considered to produce reproducible ratios to about five decimal places.  It is applied to 
research found in several chapters of this dissertation. 
1.2 ELECTROTHERMAL VAPORIZATION 
1.2.1 Fundamentals 
L'vov first describe the technique of electrothermally vaporizing a sample from a 
graphite surface for introduction in analytical atomic spectroscopy in 1959.49  In the 
original version, electrothermally generated of free atoms were detected by atomic 
absorption spectroscopy (AAS).  Instruments based on this principle have had a variety of 
names, including electrothermal (ETAAS), graphite furnace (GFAAS), and flameless 
AAS.  The major components are a sample-holding surface made of material that can be 
electrically heated by passing controlled electrical current source through it.  
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Modifications of these instruments led to electrothermal vaporizers (ETVs) as a means of 
sample introduction whose history and applications have been recently reviewed.50 
These vaporizers have may be constructed from a variety of materials (e.g., Ta, 
Re, Pt, W, C, etc.) in a variety of shapes (e.g., cups, boats, rods, tubes, filaments, ribbons, 
etc.)  All of these construction materials have a few things in common.  First, they can 
withstand the high temperatures needed to vaporize (and atomize) many other elements 
without themselves being vaporized.  They are also at least somewhat resistant to 
chemical attack from a result of a variety of materials being laid on the surface and 
heated to a range of temperatures.  Various shapes are designed to facilitate relatively 
easy introduction of sample (as liquids, solids or slurries) and also to perform well as 
resistive heaters.  The most common commercially available form is a graphite tube.  
They typically have dimensions of being ca. 2-3 cm in length and ca. 3-7 mm in 
diameter.  A schematic of such an ETV is shown in Fig. 1.3.  Pyrolitically coated 
graphite, which is available in a pure form, exhibits little degradation over many heating 
cycles, excellent resistance to chemical attack, 51 good characteristics of even heating 
over the entire tube,52 and can be used at temperatures up to ca. 3000 °C.  
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Fig. 1.3 – Schematic of a typical graphite tube ETV 
During analysis, these graphite tubes are internally and externally bathed in inert 
gas (e.g., N2 or Ar) to prevent oxidation and combustion of the graphite at high 
temperatures (>800 °C) are reached.  The inert gas can also be swept through the tube to 
carry the vaporized material to another location.  When used with an ICP system, it can 
be convenient to simply use the sample gas that goes to the central channel of the torch as 
the carrier gas.  In many designs, sample is introduced through a small "dosing hole" in 
the top of the furnace.  In order for vaporized material to be swept through the tube (and 
not out the dosing hole), this must be plugged during the vaporization cycles.  The 
"workhead" of this furnace is also water cooled.  An alternate design is to sweep gas in 
through the ends of the furnace to intentionally carry material out of the dosing hole.  
That expelled material can then be swept up to the plasma of the ICP. 
Dosing Hole Plug
Dosing Hole
Power Supply
Sample Gas In To ICP-MS
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The use of an electrothermal vaporizer has several simple steps in sample 
introduction, as follows.  (i)A drying stage, which removes the solvent from the sample.  
The furnace is heated to near the solvent boiling point (e.g., ca. 100 °C for water) and left 
at that temperature for a few seconds until the solvent has been evaporated and swept 
away by the inert gas.  Experience has shown that this is best done somewhat slowly to 
avoid splattering of the sample material in the furnace during rapid boiling.  
(ii) The furnace temperature is then raised for "thermal pretreatment."  This stage 
is also sometimes called ashing, pyrolysis or charring and can serve many purposes.53  
For example, in the presence of oxygen a thermal pretreatment at 800 °C leads to the 
combustion of biological material leaving behind a residue of inorganic salt.  Chemical 
additions to the sample solution (i.e., modifiers) alter the vaporization characteristics of 
the analyte or matrix.  For example, Pd can be added to the sample, which can combine 
during thermal pretreatment with certain metals (e.g., Ni) to form compounds with a 
desired higher boiling point thus to be vaporized after matrix components have already 
boiled away.  Another example is the use of fluorinated gas (e.g., CHF3) which can form 
volatile fluorides with U.54  Normally, U is quite refractory and hard to vaporize so this 
thermal pretreatment can make the analysis of that element accessible.   
(iii) The next stage is the actual vaporization.  The furnace is further heated to a to 
vaporize the elements of interest and maintained at that high temperature until all of the 
material has been exhausted.  It should be noted that there is a significant difference 
between electrothermal vaporization (ETV) and atomization (ETA).  Atomization 
requires a temperature and conditions to produce free atoms of the element of interest in 
the gas phase for later measurement atomic spectroscopy.  This is a much more stringent 
requirement than in ETV, which simply requires that the sample be vaporized in some 
manner.  It may form a gas, an aerosol, free atoms, compounds, adsorbates, etc.  When it 
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is coupled to ICP-MS, the energy of the plasma is used to ultimately produce ions of the 
analyte element(s). 
(iv) Finally, it is common to heat the furnace again to a higher temperature in a 
cleaning cycle.  This vaporizes any sample that was left behind after the vaporization and 
leaves a clean surface for the next sample.  A complete analysis cycle (sample 
introduction, drying, thermal pretreatment, vaporization and cleaning) requires ca. 2 - 5 
min.  This sample throughput rate is often cited as a disadvantage of ETV versus 
nebulizer introduction.  However, when extensive rinses of the spray chamber are needed 
between nebulizer-introduced samples, the throughput rates may become comparable.  A 
typical heating ramp is shown in Fig. 1.4. 
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Fig. 1.4 – Typical ETV heating schedule 
1.2.2 The combination of ETV and ICP-MS 
ETV instrumentation to introduction sample can be coupled to a variety of 
analytical instruments (e.g., ICP optical emission systems).  Coupling ETV to ICP-MS 
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takes advantage of the low detection limits, multielement capabilities and other benefits 
of that instrument type.  Unfortunately, there is currently limited commercial availability 
of ETV systems, and most are currently built by altering existing ETA units previously 
used for AAS.55  This alteration has been described in the literature, and will be briefly 
summarized here for a Varian GTA-95.55, 56   
ETAAS systems utilize a pair of windows on either side of the graphite tube, to 
allow passage of the beam from the hollow cathode lamp.  For ETV, these windows are 
removed and series of metal cones are used in its place.  The cones, coupled to the gas 
lines, direct the flow of the sample gas efficiently through the tube by being sized such 
that they sat in contact with the electrodes on the ends of the furnace leaving no gas leaks.  
There was no dosing hole plug in the original system, so a pneumatically controlled arm 
and plug were installed.  In the original system, gas from a single source was allowed to 
flow both into the tube and around the tube due to small holes in the electrodes.  These 
were plugged and a new gas input was installed to allow a "sheath gas" of argon to flow 
around the exterior of the furnace.   
The system was also modified so a 5 V signal is produced during heating steps 
designated as a "read" cycle on the input panel of the GTA-95.  This pulse allowed for 
triggering of the pneumatic dosing hole arm as well as to trigger the ICP system to start 
data collection. 
1.2.3 Applications of ETV-ICP-MS 
In principle, nearly any sample that can be placed inside the furnace can be 
vaporized for sample introduction.  Liquids simply pipetted through the dosing hole.  
Volumes from 5 to 100 µL can generally be accommodated, with a typical volume being 
10-30 µL. Many commercial systems use autosamplers that can deliver these small 
volumes precisely.  ETV analysis is quite versatile because solvents are initially removed.  
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The ETV accommodates organic solutions, solutions of high salt content, or solutions 
with corrosive matrices (e.g., HF).  These are all sample types that can be challenging to 
the physical integrity of a nebulizer.  The absence of water also precludes the formation 
of certain interfering species, such as ArO+ at mass 56 that as is found in wet sample 
introduction methods.  The small sample size can also be a significant benefit when 
limited amounts of sample are available.  Solids can be introduced as well (e.g. with 
tweezers through the dosing hole).  A final convenient way of introducing materials is 
slurries.  This is a suspension of fine solid particles in a liquid, which can then simply be 
pipetted into the furnace.57 
Laser ablation, another means to analyze solid materials using ICP-MS, generally 
requires matrix-matched standards for quantification.  This is not necessarily required 
with ETV.  For many solids if the matrix disappears in the thermal pretreatment step it 
may be feasible to use simple calibration solutions to develop a working curve to quantify 
the sample concentrations.  In other cases, sample solutions of known concentration are 
spiked in with the sample to allow for analysis by standard additions. 
1.3 ISOTOPIC ANALYSIS 
Studies that employ the isotopic abundance distribution of an element is an 
enormous topic with many applications.  One application is the need to determine 
accurate atomic weights, which are weighted averages of the isotopic abundances.  
However, there are many other areas as well.  Other applications focus on the 
significance of isotopic abundance variation in the natural occurrences of elements. 
 One illustrative example is environmental tracing of strontium.  Although all 
natural Sr is similar, there is noticeable variation between natural samples in the exact 
amounts of the four isotopes (of masses 84, 86, 87 and 88).  Mass 87 is the product of 
87Rb radioactive decay, and consequently the relative abundances of 87Sr can vary in 
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different geochemical "reservoirs."  This variation is often related to the geographic 
origin of Sr and can serve many purposes.  As an example, one study evaluated the 
natural strontium in the bones of two populations and found significant differences 
between the two groups.58  It was possible to identify one sample that had a Sr isotopic 
signature from the first group, but was found in the region corresponding to the second 
group.  Environmental tracing is also used with other materials that exhibit natural 
variation, particularly lead (as has been reviewed59).  Environmental tracing by isotope 
ratios also has many applications in analyzing materials related to nuclear chemistry.  The 
use of enriched isotopes can be used in medical biological studies as a tracer.60 
Isotopic geochronology based upon long-=lived decay of naturally-occurring 
radioactivity is another prominent area of study.  One application of such isotope ratios is 
in determining the age of materials.  The natural decay of radioactive species over time 
can be used as a measure of the time since certain materials were created.   Perhaps the 
most common and famous form is 14C dating,61 but many other naturally decaying 
isotopes can be used in a similar manner.  Radioactive decay has been utilized to provide 
a measure of age with U, Sr, Os, K, Ar, Nd, and other species.  This has been described 
elsewhere,62, 63 and will be explored in more detail in Chapter 2. 
Of the many instruments that examine isotopic ratios, but one of most popular of 
late is ICP-MS has lately become popular and in many circumstances is has supplanted 
the use of thermal ionization mass spectrometry (TIMS).  Several drawbacks of the TIMS 
technology include the following.  Samples must be purified, as small variations in the 
sample matrix can significantly affect the accuracy of the result.  Sample analysis is quite 
time consuming, typically fractions of an hour to several hours per sample.  Finally, only 
a somewhat limited selection of elements can be successfully analyzed.  ICP-MS now 
offers comparable accuracy and precision of isotope ratio measurements, and at far 
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greater speed and with a larger suite of analyzable elements.  As has been discussed 
above, the best precision is obtained with multicollector type ICP-MS instruments.  
Optimal accuracy requires careful consideration of, and correction for, mass bias effects. 
1.3.1 Isotope Dilution Mass Spectrometry (IDMS)  
The use of an isotope dilution procedure  allows for the determination of solution 
concentrations and isotopic abundance ratios.  Isotope dilution introduces an internal 
standard consisting of a known quantity of "spike," which is an element with greatly 
altered isotopic composition.  
Many methods exist for calibration of the response of an ICP-MS to various 
elements.  Perhaps the most common is external calibration, in which solutions of known 
concentration are used to construct an analytical working curve.  However, this procedure 
is vulnerable to matrix effects that cause the behavior of the actual samples to be very 
different from those of the calibrants.  As a result, inaccurate results are obtained.  One 
remedy to this is the use of standard additions.  In this method, the sample is analyzed 
along with a second sample that has been spiked with the element of interest.  The change 
in the signal can be used to determine the concentration of the element.  Though 
effective, this technique requires extra sample preparation and produces the best data 
when multiple solution/spike mixtures are prepared.  
A final method is that of isotope dilution mass spectrometry (IDMS).  An 
introductory discussion can be found in ref 62 or 64.  The math underlying the method is 
also outlined for a simple case in Appendix B of this dissertation in which the sample is 
spiked with a single isotope.  Addition of spike causes a change in the observed isotope 
ratios in the sample-spike mixture, from which concentration of the element in the sample 
can be determined.  As they are mixed together, the sample and the spike obviously 
experience the same matrix effects.  Once the isotopic abundances of the original sample 
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and the spike are known (by prior calibration), these data become constants that pertain to 
the entire suite of unknown samples that are analyzed using the same spike.  
Once spike has been added and mixed with the sample, the isotope ratio should be 
fixed.  Loss of sample, evaporation or concentration should have no effect on that ratio or 
the calculated result.  The same cannot be said of other calibration techniques. A final 
advantage of IDMS is that isotope ratios are often much more precise than results from 
other techniques.  One of the few downsides to IDMS is the requirement of the 
availability of enriched isotopic spikes for the element of interest, which may be quite 
expensive.   
1.4 OVERVIEW OF DISSERTATION 
ETV and TOF represent many unique opportunities for analysis that are largely 
exclusive to these instrument designs.  The focus of this dissertation was the exploration 
and application of these technologies to a variety of problems in order to explore their 
feasibility.  Chapter 2 focuses on the use of the unique thermal control capabilities of the 
ETV in order to present a new solution to the problem of isobaric interference at mass 87, 
bypassing the need for a time consuming procedure currently employed.  Chapter 3 and 4 
explore the application of the TOF for isotopic analysis, including problems in the 
accuracy of the data and exploring the possibility of applying the ETV for isotope 
dilution.  Finally, Chapter 5 explores the combination of the ETV and the TOF for the 
simple exploration of peptide chelators, which requires the analysis of a large number of 
metal species in a single sample while also utilizing the solid sampling capacities of the 
ETV.  Each of these areas and the work carried out in them in this dissertation are briefly 
discussed below. 
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1.4.1 Rb-Sr isobaric separation 
Isotopic analysis for dating purposes using the natural decay of 87Rb to 87Sr is 
complicated by the fact that these represent an isobaric (same mass) interference in the 
ICP-MS.  It is therefore a typical procedure to separate the Rb from Sr in a digested 
sample using column chromatography prior to mass spectrometric analysis.  While 
effective, this technique is time consuming and requires expensive resins.  In Chapter 2, a 
new method of separating Rb and Sr by ETV-ICP-MS is demonstrated.  An ETV is used 
for sample introduction, and control of the ETV heating cycle provides temporal 
separation of the isobars at m/z 87 prior to analysis by ICP-MS.  A one or two 
vaporization stage heating method is used for the ETV separation, and initial 
methodology and feasibility experiments were conducted on an ETV-ICP-TOFMS.  Final 
measurements were made using a MC-ICP-MS for data collection.  The method uses 
minimal sample preparation and no front end chromatographic separation of Rb and Sr 
prior to analysis.   
The technique is applied to the analysis of a standard potassium feldspar sample 
(NIST SRM 607) and is demonstrated to be viable as a means of determining isotopic 
data for the Rb-Sr geochronological technique.  The standard was determined to have an 
87Sr/86Sr ratio of 1.1876 ± 0.011, a Sr concentration of 64.1 ± 4.7 µg/g, and a Rb 
concentration of 557 ± 6 µg/g (95% CI).  This corresponds to a model of age of 1,266 ± 
186 million years, slightly below the certified value of 1,409 ± 14 for the standard (95% 
CI).  Error analysis is presented for several key calculations and a discussion is presented 
regarding approaches to improved precision. 
1.4.2 ICP-TOFMS isotope ratio accuracy 
Isotope ratio measurements are found to have systematic bias when using the 
analog detection mode on an ICP-TOFMS.  This bias is dependent upon the value of the 
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ratio, the intensity of the signal, and the gain of the electron multiplier tube.  The error 
should not appear if ion counting is employed instead of analog detection, although 
analog detection with time-of-flight has other distinct advantages.  The cause of this 
isotope ratio inaccuracy is rooted in disproportionate recording of the analog signal 
because of the need to filter out noise by blocking analog signals below a threshold 
voltage.  This attenuates smaller signals to a greater degree than larger signals.  This 
variable “detection efficiency” causes a larger systematic error in the isotopic ratio as the 
isotopic abundances become more disparate.  Ratios close to unity are generally accurate 
within the precision of the measurement.  The use of an increased gain on the detector 
leads to improved ratio accuracy, but at the cost of decreased detector lifetime.  This 
chapter presents a method of analyzing solutions using natural, known isotopic ratios to 
produce an efficiency correction curve.  This correction curve can then be applied to 
analytical data to improve isotope ratio accuracy.  The average error of several isotope 
ratios for a 500 ng/mL solution of various elements with ratios between 3.4 and 10 was 
found to be 6.5% without correction, 3.0% with increased detector gain, 1.1% with 
efficiency correction and 0.6% with both increased gain and efficiency correction. 
1.4.3 IDMS with ETV-ICP-TOFMS 
The combination of the accuracy and precision offered by isotope dilution (ID) 
for concentration determination with the sample size and isotope ratio precision offered 
by electrothermal vaporization inductively coupled plasma time-of-flight mass 
spectrometry (ETV-ICP-TOFMS) offers a unique analytical opportunity.  These studies 
compare the analytical results from studies using nebulizer and ETV sample introduction 
and find similar accuracy (typically <5% error) and precision (95% CI of ca. 0.5-1.5% 
typically) in the analysis of NIST 1640 ("Natural River Water") for Cd.  Correction for 
detector efficiency effects should be applied on a point by point basis for transient 
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signals.  Use of the autosampler of the ETV system for isotopic spike mixing results in a 
loss of precision by a factor of 1-5 depending on the volumes used for the mixing.  It also 
can introduce systematic biases when inappropriate volumes are used which cannot be 
delivered accurately. 
1.4.4 ETV-ICP-MS for bead library analysis 
There is interest in the utilization of the peptide sequences to serve as binding 
sites for metals, with possible applications in areas like ion exchange or environmental 
remediation.  There is a wide variety of combinations of amino acids that could be used 
to form these peptide chelators, and a library of peptides on beads is one way of 
screening for good candidates.  The analytical challenge is to screen this large number of 
candidate beads to search for those with a peptide sequence that posses the metal binding 
characteristics of interest.  In Chapter 5, an ETV-ICP-TOFMS was used to quantitatively 
screen metals bound to single polystyrene (TentaGel) beads with immobilized 
oligopeptides.  Tests were performed using ETV-ICP-MS to screen a series of identical 
beads as well as a series of combinatorial library beads exposed to a multi-metal solution 
composed of Mg2+, Mn2+, Ni2+, Cu2+, Cd2+, Eu2+ and Pb2+.  The residual metal content 
remaining bound to the beads after acid extractions was also analyzed by solid sampling 
of the entire bead using oxygen ashing in the ETV.  Nine beads (80 mesh, 0.25 mmol g-1 
nominal capacity) containing covalently attached polyaspartic acid (PLAsp; n = 20) 
showed metal extract concentrations in the range of 4-130 ng mL-1.  After normalizing by 
bead volume, the precision of capacity measurements in a single bead (7-14%) was 
primarily dictated by analysis error and contributions from bead diameter measurement 
with negligible contributions, surprisingly, from variations in site density from bead to 
bead.   
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A sample combinatorial library of the sequence GXXGXXGXXGXX (X = 
cysteine, aspartic acid, or glutamic acid; and G = glycine) (60 mesh, 0.25 mmol g-1 
nominal capacity) was also used to demonstrate the utility of this method.  Metal extract 
concentrations ranged from 1-1,300 ng mL-1 with significant concentration variation 
between beads, indicating the individual selectivity on each bead.  For these larger beads, 
analysis precision (i.e., capacity precision) was further improved to 3-10% due to the 
overall increase in bead metal content.  Through metal extract determinations, ETV-ICP-
TOFMS was shown to be a viable non-destructive tool for full metal characterization of 
“hit” sequences belonging to a combinatorial library. 
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Chapter 2: Use of Electrothermal Vaporization for Volatility-Based 
Separation of Rb-Sr Isobars for Determination of Isotopic Ratios by 
Inductively Coupled Plasma Mass Spectrometry 
2.1 INTRODUCTION 
Standard isotope geochronology includes the U,Th-Pb, Sm-Nd, Rb-Sr, K-Ar, and 
Ar-Ar methods.  Except for Ar, all of these parents (p) and daughters (d) are solids at 
room temperature, and they have traditionally been analyzed by thermal ionization mass 
spectrometry (TIMS).1, 2  As discussed in Chapter 1, some parent-daughter pairs (for 
example, 87Rb and 87Sr) are isobars whose ion beam signals can mutually overlap.  To 
deal with this situation, either Rb and Sr would have to be separated before isotopic 
analysis (a tedious and time-consuming process), or the mass spectrometer resolving 
power would have to be at least 286,000 to separate these nominally identical masses.  
The problem of isobaric interference confronts every type of instrumentation, whether 
TIMS, ICP-MS, multicollector ICP-MS, or ICP-TOFMS. 
A more recent trend in isotope ratio studies of geological samples is the use of 
inductively coupled plasma mass spectrometry (ICP-MS), which has been recently 
reviewed.3  Generally, multicollector (MC-ICP-MS) systems are preferred over other ICP  
mass spectrometer designs (e.g., single collector or quadrupoles) due to the improved 
precision of isotope ratio measurements.4  There has also been increasing interest in the 
potential of ICP time-of-flight mass spectrometers (ICP-TOFMS) as a means of 
measuring isotopic ratios.  ICP-TOFMS systems can provide multimass detection of fast 
transient signals and retain a fixed duty cycle, regardless of the number of masses 
analyzed.5  The TOF design is ideal for working with rapid transient peaks while 
delivering good precision and sensitivity in isotopic ratio determinations due to relative 
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insensitivity to spectral skew and plasma flicker noise.6-8  The MC-ICP-MS provides 
significantly better precision on isotope ratios than an ICP-TOFMS, but the TOF is 
considerably less expensive and better suited to time resolved analysis of fast transients.  
Regardless, isobars remain a problem with both of these instruments. 
One method of separation is to take advantage of the higher volatility of 
compounds of Rb, which is an alkali metal, vs. the refractory chemical behavior of 
compounds of Sr, an alkaline earth metal.  Electrothermal vaporization (ETV) facilitates 
such a thermal separation.9-12  In a TIMS analysis, gradually raising the temperature of 
the sample filament burns off Rb, and once the mass 87 signal has become very small, a 
further raising of temperature creates Sr ions.  Other examples of elemental isobaric 
separation by ETV are discussed in a recent paper.12  Note that the differential volatility 
procedure cannot cope with isobaric interferences between Sm and Nd, which are rare 
earth  elements whose compounds manifest nearly identical chemical behavior.  In the 
Sm-Nd isotopic age method there is no choice but to pre-separate these two elements in 
the chemistry lab. 
An additional benefit of ETV with respect to geological samples is the ability to 
easily accommodate complex matrices that may perform poorly in nebulizers, such as 
those with high levels of dissolved salts and even hydrofluoric acid.13  It is also a micro-
analytical technique, capable of working with microliter sample volumes or even solid 
samples.  This chapter will examine the exploitation of the volatility differences for Rb 
and Sr for the determination of the 
Sr86
Rb87
  and 
Sr86
Sr87
 ratios needed for Rb-Sr 
geochronology.  The concept will be applied to a digested potassium feldspar sample. 
It is well known that 87Rb decays to 87Sr, and that the age of a suite of cogenetic 
samples can be determined assuming that there is a sufficient variance in their Rb/Sr 
ratios and the system has remain closed.1, 14  In most studies a suite of samples is 
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analyzed.  Samples are selected that comprise a Rb-Sr isotope system, meaning that 
according to geologic evidence every sample  had originated at the same time, with the 
same Sr isotopic composition, expressed as initial 87Sr/86Sr.  Isotope ratio data points lie 
on a straight line known as a Rb-Sr isochron, whose analytical expression is: 
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where t is the age since formation and λ is the decay constant of the system (1.42 x10-11 
yr-1).15  The ratios 
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  is the ratio at the time of formation.  The slope of the isochron is m = eλt – 1 = 
d/p, and the y-intercept of the isochron gives the value of initial 87Sr/86Sr.  Note that 
concentrations or isotopic compositions of both Rb and Sr must be measured, hence the 
analytical problem of interfering isobars. 
Previous methods have relied on ion exchange chromatography to separate the 
87Rb and 87Sr isobars.  While effective, this approach can be time consuming, tedious, 
and presents opportunities for sample contamination.  This study explores the feasibility 
of using the thermal ramp of an ETV to temporally separate the more volatile Rb from Sr, 
thereby minimizing sample preparation by eliminating the traditional chromatographic 
separation.  The accuracy and precision of the approach will be evaluated on a digested 
potassium feldspar sample, and routes to improved precision will be explored with error 
propagation and Poisson statistics. 
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2.2 EXPERIMENTAL PROCEDURE 
2.2.1 Reagents 
Distilled water was first deionized on two mixed-bed resin columns.  All 
materials were stored in polyethylene or polypropylene screw-capped bottles and vials 
that had been acid washed in 4 M HNO3 for at least 24 h prior to rinsing with deionized 
water.  1% HNO3 was prepared from concentrated (70%) redistilled 99.999% pure HNO3 
(Aldrich).  Concentrated (49%) trace metal grade HF was used in digestions (Fisher 
Scientific).  Metal standard solutions were prepared from ICP grade standards (SCP 
Science).  For modifier experiments, concentrated HCl (Fisher, trace metal grade) and Pd 
standard (Acros) diluted in 1% HNO3 were used.  Ar was used as the carrier gas for the 
ETV and the plasma gas for the ICP-MS (Praxair or Airgas).  NIST SRM 607, a standard 
potassium feldspar, was used for measurement of Rb and Sr.  For IDMS studies, the 87Rb 
spike was made from NIST SRM 984, while the 84Sr spike was obtained from Oak Ridge 
National Laboratory.  These spikes have been mixed and calibrated at The University of 
Texas at Austin. 
2.2.2 Instrumentation 
Initial development of the ETV-ICP-MS protocol (e.g., heating programs, 
diagnostic data, etc.) employed a time-of-flight ICP-MS instrument (Optimass 8000; 
GBC Scientific; Hampshire, IL), while the isotopic analysis of the feldspar was done on a 
multicollector system (MC-ICP-MS, IsoProbe, GV Instruments, Manchester, UK).  For 
the ICP-TOFMS, the ion optics were tuned prior to use with a nebulizer and a 100 ng mL-
1
 multi-element tuning solution (Ba, Be, Ce, Co, In, Mg, Pb, Tl, Th; Solutions Plus, Inc.).  
The same tuning solution at 1 ng mL-1 was used to optimize the response of the detector.  
For optimal sensitivity with the dry plasma, the forward power was set to 700 W and the 
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sample gas flow was set to 1.15 L min-1.  The MC-ICP-MS was tuned using a mixed Rb-
Sr solution to set the Faraday cup positions and to tune the sensitivity.  It was run at 1,400 
W with a sample gas flow of 1.0 L min-1. 
The ICP-MS was coupled to an electrothermal vaporizer (ETV) constructed from 
a modified graphite furnace atomizer and autosampler (GTA-95; Varian, Inc.), which has 
been described previously.16  Specifics of the materials, valve system, and triggering have 
also been previously described.17  Due to the ability of the plasma of the MC-ICP-MS to 
tolerate changes in gas flow rates related to ETV usage, the valve system was not utilized 
with this instrument. 
For the ICP-TOFMS, data were acquired in the instrument’s analog mode, 
generally using a 15 s data collection period accumulating 150 spectra and a 
corresponding time resolution of 100 ms.  Data were first acquired in the Optimass 
software (version 1.2) and then exported to Microsoft® Excel for more detailed analysis.  
With the MC-ICP-MS a blank, which was collected as a single cycle, was subtracted 
from all sample data.  The samples were collected as sets of 0.3 s cycles in order to allow 
for the transients to be viewed after collection.  Data were again exported to and analyzed 
in Microsoft® Excel.  Analytical data are presented with 95% confidence intervals. 
2.2.3 ETV Heating Program 
For some of the analyses, the ETV was operated with only one vaporization stage.  
10 µL of sample was dosed into the furnace and subjected to the heating program shown 
in Table 2.1.  In order to improve the temporal resolution of the peaks, the heating rate 
during the vaporization stage (ca. 350 °C s-1) was significantly slower than the 1,000-
2,000 °C s-1 rate typically employed with an ETV.  Similarly, the 1 m length of transport 
tubing between the ETV and the ICP-TOFMS had a small diameter (1.7 mm i.d.) to 
minimize laminar flow broadening and improve resolution of the transient peaks.12, 18  
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In a second approach, the ETV was operated using two separate vaporization 
stages with two different final temperatures.  The two-step vaporization heating program 
is also given in Table 2.1.  A 10 µL aliquot was dosed into the ETV, and 1 m of more 
conventional 6 mm i.d. tubing was used for transport to the ICP-MS.  The larger diameter 
gave a small, expected improvement in transport efficiency.12  
Table 2.1 ETV heating program.  Steps labeled with an asterisk (*) were not employed in 
the one-step heating program.  The ramp time for Vaporize 2 was 8 s in the 
one-step method and 3 s in the two-step method.   
Step Temperature (ºC) 
Ramp Time 
(s) 
Hold Time 
(s) 
Dosing Hole 
Closed 
Dry 100 5 10 No 
Char 300 20 20 No 
Pause 1 50 3 15 Yes 
Vaporize 1* 2,000 3 5 Yes 
Cool 1* 50 14 2 Yes 
Pause* 50 0 2 No 
Pause 2* 50 0 15 Yes 
Vaporize 2 2,800 8 / 3 5 Yes 
Cool 2 50 14 0 Yes 
Clean 2,800 1.3 3 No 
Cool 50 14 0 No 
2.2.4 SRM 607 Analysis 
  A sample of potassium feldspar was obtained from the National Institute for 
Standards and Technology (NIST SRM 607, previously known as NBS 607).  A 9.8 mg 
aliquot was digested using 1 mL of concentrated HF and 0.2 mL concentrated HNO3  at 
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120 °C.  This was then heated at 120 °C to dryness, and the residue was taken up in 1 mL 
of 1% HNO3 and heated at 100 °C until all material dissolved.  The solution was then 
diluted to 12 mL with 1% HNO3 for analysis by MC-ICP-MS.  The concentration of 88Sr 
yielded <10-10 amps, which was sufficient while avoiding detector amplifier saturation.  
For determining the 
Sr
Sr
86
87
 ratio, a 10 µL aliquot of the digested sample was dosed 
into the ETV and analyzed by the two-step vaporization method on the MC-ICP-MS.  
The original heating program was created with the ETV coupled to the ICP-TOFMS.  As 
a similar ETV system was used with the MC-ICP-MS, fine tuning of the method caused 
the first vaporization stage temperature to be changed to 2,100 °C and the hold time after 
the first ramp was slightly longer (8 s).  Analysis was performed for five replicates.  
Since the information on the first, low volatility peak was not needed for this 
measurement, the Ar flowing through the ETV during the first heating stage was vented 
and not introduced to the ICP.  The ratio of 
Sr
Sr
86
88
was used to correct for mass bias by a 
standard exponential law,2 and the 85Rb signal was used with the mass fractionated ratio 
of 
Rb
Rb
85
87
to correct for the 87Rb isobaric interference on 87Sr.   
Analysis of the 
Sr
Rb
86
87
ratio was carried out using isotope dilution mass 
spectrometry.  The digested sample was spiked with a mix of Sr (enriched to contain 97% 
84Sr) and Rb (enriched to contain 99% 87Rb).  The spike had been previously analyzed 
and calibrated with the MC-ICP-MS and was designed for solutions containing more Rb 
than Sr.  The Rb determination was carried out after diluting the sample 1:20 to prevent 
saturation of the Faraday cup amplifiers measuring Rb.  A 50 ng/mL solution of natural 
abundance Rb was run in order to provide the Rb mass bias factor by external bracketing.  
Five replicates were obtained using 10 µL aliquots of the solutions. 
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The method blank was analyzed for both Rb and Sr contamination using IDMS 
and sample nebulization with previously calibrated spikes designed for blank analysis.  
Analysis of the method blank suggested a significant level of contamination.  This was 
corrected by assuming the standard 
Sr
Sr
86
87
ratio of ca. 0.71. 
2.3 RESULTS AND DISCUSSION 
2.3.1 One-Step Vaporization Stage Method 
As described by Ertas and Holcombe,12 temporal resolution of species vaporized 
in an ETV with different volatilities can be improved with slower heating rates.  Fig. 2.1 
shows that using a 100 ng mL-1 mixed solution of Rb and Sr a clean separation of Rb and 
Sr can be achieved with an ETV heating rate of ca. 350 °C s-1.  85Rb and 88Sr were 
monitored since they are not subject to isobaric.  The signal at m/z = 87 was also 
monitored since it is the isobaric interference of interest.  As can be seen, there is baseline 
separation for the two peaks.   
However, Fig. 2.1 also shows that a small amount of Rb vaporizes late in time and 
nearly coincident with Sr. Variations in ramp rates or charring temperatures failed to 
remove this second Rb peak, whose size increased with the Rb concentration in the 
sample and which was still observed even in the absence of the Sr.  It is possible that 
interaction with the ETV furnace rather than occlusion in Sr crystals may be the source of 
the delayed vaporization.19  
There is a large body of literature for electrothermal atomization atomic 
absorption spectrophotometry (ETAAS) that is frequently useful in selecting a chemical 
modifier that may achieve better separate of elements.  However, in this instance there is 
little helpful information on modifiers that might be useful in delaying the Sr peak or 
increasing the volatility of the Rb.  Chemical modifiers of Cl (via HCl), F (via HF), and 
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PdNO3 (all with thermal pretreatments at 300 and 800 °C) were used in an attempt to 
further enhance the separation, but no significant improvement in the separation was 
observed. 
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Fig. 2.1 - ETV transient signals from the one-step vaporization method, collected by ICP-
TOFMS with 100 ms time resolution.  Over the course of the 8 s ramp, the 
more volatile Rb is vaporized before the more refractory Sr.  85Rb and 88Sr 
have no interferences, but the signal at m/z 87 is a combination of 87Rb in 
the first peak (at 5 seconds) and mostly 87Sr in the second peak (at 7 
seconds).  Expanded scales of 85Rb and 88Sr are also shown. 
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2.3.2 Two-Step Vaporization Method 
Having determined that reasonably good thermal separation of Rb and Sr was 
possible, a method based on using two separate ETV vaporization stages was explored 
using the ICP-TOFMS.  If successful, this would permit separate data collection 
triggering of the ICP-MS data collection software.  This method takes advantage of the 
integration capabilities of the ICP-TOFMS software to get a direct readout of the peak 
areas of Rb and Sr signals without exporting the data to a spreadsheet.   
The first vaporization step of the method uses a nominal temperature of 2,000 °C.  
It was found that this temperature was high enough to vaporize only the Rb portion of the 
sample.  After vaporizing the Rb, the heating program cooled the furnace, the ICP-
TOFMS software was reset for a second data collection, and the ETV was heated a 
second time to a higher temperature (2,800 °C) to vaporize the Sr.  The cool down 
between vaporization stages was used to promote more uniform longitudinal heating of 
the ETV tube20 to insure complete Sr vaporization in the second heating if some Sr 
movement toward the cooler ends of the furnace occurred during the first vaporization 
stage.  The cooling cycle also provided the time needed for resetting of the instrument for 
a second data collection without leaving the furnace at a high temperature for an extended 
period of time.  Although time-resolved spectra were collected at each vaporization step, 
time resolved data is not necessary to obtain peak areas and isotopic data.  
Various vaporization temperatures were investigated for the first vaporization 
stage using a 100 ng mL-1 solution of admixed Rb and Sr.  The results were analyzed 
based on the total integrated areas of the 85Rb and 88Sr signals (neither of which has 
isobaric interferences) in both vaporization stages as shown in Fig. 2.2.  It was 
established that >98% of the Rb was observed in the first vaporization step at 2000 °C 
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and >98% of the Sr the second vaporization.  Variations by as much as ±100 ºC in the 
first vaporization step produced similar separation quality.  
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Fig. 2.2 - Results from first vaporization stage temperature variation studies on 100 ng 
mL-1 Rb and Sr solution using the two-step vaporization method.  For 85Rb, 
the portion plotted refers to the fraction of the signal obtained in the first 
vaporization relative to the total amount observed when the two 
vaporizations were summed.  The quantity shown is similar for 88Sr, but 
refers to the portion in the second vaporization stage. 
This separation method was tested with various relative concentrations or Rb and 
Sr.  With the Sr fixed at 100 ng mL-1, the Rb was mixed at 50, 100, 200, 500, and 1000 
ng mL-1.  In all cases, >98% of the Rb was removed in the first vaporization stage while 
the behavior of the Sr was unaffected.  
It should be emphasized that 2,000 ºC was the nominal temperature setting on the 
GTA-95 ETV system.  Previous work suggests that this furnace used as an ETV may be 
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about 200 ºC lower than that set point.21  This is to be expected because of the added heat 
sink imposed by the dosing hole plug and possible heat loss to the Ar gas flowing through 
the tube. 
2.3.3 SRM 607 Analysis 
Potassium feldspar (SRM 607) was obtained and analyzed (summarized in Table 
2.2).  Potassium feldspars are popular for Rb-Sr dating since they frequently have a much 
higher concentration of Rb than Sr.  This results in relatively large changes in the 
Sr
Sr
86
87
ratio over time, which helps define more precise ages for geochronological studies.  
However, the large Rb to Sr ratio can challenge some analyses, since the large amount of 
Rb must be separated from the Sr to avoid excessive isobaric interference.   
The ratio of 
Sr
Sr
86
87
 was determined using the two step vaporization method.  In the 
absence of any separation, the molar ratio of 
Sr
Rb
86
85
in this SRM is 63.  With the 2-step 
heating, this ratio under the second peak was observed as an average 0.14, suggesting that 
ca. 99.8% of the Rb was removed in the first heating cycle.   
Over five replicates, the average value for 
Sr
Sr
86
87
 ratio was determined as 1.188 ± 
0.011, which is about 1% lower than the certified value of 1.2004 ± 0.0002 but nearly 
within the limits of measurement precision. 
Table 2.2 Results from analysis of the feldspar sample (NIST SRM 607) with 95% CI 
 
87Sr/86Sr 87Rb/86Sr Age (Ma) 
Standard value from NIST 1.2004 ± 0.0002 24.3 ± 0.2 1,409 ± 14 
Value from ETV-ICP-MCMS 1.1876 ± 0.011 25.7 ± 1.9 1,266 ± 186 
RSD of ETV-ICP-MCMS 0.34% 2.6% 5% 
Statistical limit for ETV-ICP-MCMS 
(as RSD) 
0.023%   
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There appears to be a systematic error in the determination, but a cause of the 
inaccuracy has not been determined.  The challenge may lie in the ratio of Rb isotopes 
used in the isobar correction.  For this analysis, it was assumed that the mass bias in the 
ratio of 
Rb
Rb
85
87
was the same as the 
Sr
Sr
86
88
ratio.  While a good first approximation, this may 
not be entirely appropriate.  The vaporization of the Rb in the first heating stage could be 
expected to produce isotopic fractionation, the same as is observed when vaporizing 
materials off of a TIMS filament.  This would lead one to generally conclude that the 
small amount of remaining Rb (observed in the second vaporization stage) would be 
enriched in the heavy component since the lighter isotope would preferentially vaporize 
during the first vaporization stage.  However, analysis of a transient peak produced on the 
MC-ICP-MS of a 50 ng mL-1 solution of Rb with a natural abundance indicates 
otherwise, as shown in Fig. 2.3.  The plot of the 
Rb
Rb
85
87
ratio decreases over the period of 
the transient, suggesting that the heavy isotope is being vaporized preferentially earlier in 
time.  This would tend to indicate that the Rb observed during the second vaporization 
cycle would be enriched in the lighter component.   
This counter intuitive result is challenging to explain, and merits further 
exploration.  However, with the current ETV approach, the very small amount of Rb 
remaining in the ETV at the start of the second vaporization stage leaves very little 
material to analyze to obtain an isotope ratio.  At any rate, if it is the case that the 
Rb
Rb
85
87
ratio used was too large, that could reasonably explain the systematic bias 
observed.   
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Fig. 2.3 - Transient signals from the MC-ICP-MS for the first heating stage (in a two 
stage method) for a 50 ng mL-1 solution of Rb.  The second axis plots the 
observed ratio of 87Rb/85Rb, corrected with the exponential mass bias law 
based on the mass bias of the integrated area of the Rb signal.  This serves to 
leave only thermal fractionation effects in the data, removing the effects of 
plasma mass bias.  The ratio has a natural abundance ratio of 0.385. 
The 
Sr
Rb
86
87
ratio was analyzed by isotope dilution mass spectrometry.  The 
concentration of Rb in the sample was determined to be 557 ± 6 µg/g, which is about 6% 
higher than the NIST value of 524 ± 1 µg/g.  There is no statistically significant 
difference between the determined concentration for Sr of 64.1 ± 4.7 µg/g and the NIST 
value of 65.5 ± 0.3 µg/g, owing in part to the precision of the determined concentrations.  
This analysis produces an
Sr
Rb
86
87
ratio of 26.4 ± 1.9, which is about 9% higher than the 
NIST value of 24.3 ± 0.2.  However, the sample mass (ca. 10 mg) used in this study was 
a factor of 10 time less than the 100 mg minimum amount recommended by NIST   This 
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may account for some (but likely not all) of the apparent differences in the results for 
Sr
Rb
86
87
 as well as concentrations of Rb and Sr since previous studies have indicated that 
inhomogeneity in this material may have a geologic basis.22  However, this small amount 
was used to demonstrate the ease with which ETV can deal with extremely small sample 
sizes, including the possibility of single microscopic mineral particles (but at the expense 
of diminished precision and accuracy). 
Finally, these determined ratios can be used as an indicator of the age of the 
material analyzed.  Although this generally requires multiple samples to define an 
isochron, a “model age” can be calculated using a typical intercept value of 0.71 for 
o
86
87
Sr
Sr






 in Eq. 2.1.  If this is done, the sample predicts an age of 1,266 ± 186 million 
years.  The age appears is 10% lower than the NIST value of 1,409 ± 14 million years.  It 
should be noted that the inaccuracies associated with both of the experimentally 
determined isotopic ratios contribute to an underestimation of the age of the feldspar.  
Depending on the application, this level of precision may or may not be justified by the 
savings in analysis time and effort.  
2.3.4 Statistical limits on precision 
The voltage output from the MC-ICP-MS can be converted to the number of ions 
detected based on the current-to-voltage amplification.  Assuming Poisson statistics limit 
the possible precision, it is then possible to use standard error propagation techniques to 
model the effect of variables on the precision that could be obtained.  This is described 
fully in Appendix A of this dissertation. 
Table 2.3 details the variables used in the subsequent discussion.  In brief, the 
relative standard deviation of the observed 
rS
rS
86
87
ratio (denoted as R) is predicted to be 
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Amounts of ions produced by the sample are also shown it Table 2.3.  The small 
contribution to error from the uncertainty in the applied Rb isotope ratio can also be 
calculated, as described in the appendix.  Utilizing these values predicts a statistically 
limited RSD of 0.023% for the 
Sr
Sr
86
87
 isotope ratio, which is about an order of magnitude 
different from the observed precision of 0.34% RSD.  The reason for difference is not 
known.  Still, based on equation 2.2 there are some interesting suggestions on parameters 
that could be important in improving precision with the present system. 
Table 2.3 Variables used in statistical analysis 
Term Description Value 
I85Rb Intensity of mass 85 (Rb only), as a number of ions 4,731,895 
I86Sr Intensity of mass 86 (Sr only), as a number of ions 36,464,408 
I87 Intensity of mass 87 (containing Rb and Sr), as a number of ions 46,283,339 
I88 Intensity of mass 88 (Sr only), as a number of ions 326,221,496 
R Value of the observed isotope ratio for 87Sr/86Sr 1.1876 
RRb Applied value of the Rb isotope ratio, 87/85 0.412 
Note that if all the detected signals that were used in Eq. 2.2 were increased by a 
factor n, the error would be reduced by approximately n .  More concentrated sample 
solutions or pre-concentration in the ETV would be two ways of realizing this 
improvement.  However, a more concentrated sample was avoided in this analysis in 
order to ensure that no transient analyte signals saturated the amplifiers of the Faraday 
cups.  Slightly larger amounts of material could be used successfully by creating a longer 
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transient, which might be achieved through lowered heating rates or simple attachments 
like a transient extension flask23 or single bead string reactor24.  
Eq. 2.2 can also addresses the impact of Rb signal present during the Sr 
determination in the second ETV vaporization peak.  For example, 100% Rb removal 
would produce a theoretical limit of about 0.0227% RSD, which is a negligible 
improvement compared to 0.023% predicted with the separation actually achieved in the 
method addressed in this paper.  At the other extreme, having no separation (e.g., 
nebulizer introduction) and simply using correction equations degrades precision by more 
than an order of magnitude, i.e., an RSD of ca. 0.4% for
rS
rS
86
87
.  Leaving more than 7% of 
the Rb behind in the second vaporization step would make the Rb correction the 
dominant factor in the error budget, assuming all other factors remain constant.  In short, 
the separation is adequate and precision improvements are best addressed by enhancing 
the signal magnitude. 
Finally, it is of interest to consider the number of ions observed in the analyses as 
compared to the number of atoms put into the ETV furnace based on the certified 
concentrations.  This calculation shows that from the furnace to the detector, the system 
had an efficiency of around 90 ppm, or observing ca. 1 in every 10,000 atoms provided to 
the system.  This is partially due to using the MC system with low resolution and a large 
slit width. 
2.4 CONCLUSIONS 
Using the thermal program of an ETV to achieve Rb/Sr separation is considerably 
faster than the traditional pre analysis separation by ion exchange chromatography.  
Currently there is systematic bias present in the procedure that produces an estimated age 
that is ca. 10% too small.  The source of this error is not known at this time.  While the 
 53 
isotopic precision of 0.3% RSD is encouraging, it still remains significantly larger than 
the theoretical limit based on quantum noise.  
As is commonly true, whether the analytical speed justifies the loss in precision 
becomes a matter of the question being addressed by the results from the analysis.  Even 
with the current precision, it is possible that the analytical throughput may allow the 
approach to serve as a useful screening tool for isolating a subset of samples for more 
precise measurements.  This method also allows for the analysis of very small quantities 
of material, with future possibilities for the analysis of single microscopic crystals.  It is 
also obvious that this method suggests the feasibility of using this approach for other 
isotopic ratio measurements where throughput, isobaric separations and/or small samples 
are the primary analytical concerns.  
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Chapter 3: Evaluation and Correction of Isotope Ratio Inaccuracy in 
Inductively Coupled Plasma Time-of-Flight Mass Spectrometry 
3.1 INTRODUCTION 
Isotope ratio measurements essential to many applications, among them isotopic 
dating, environmental tracing, and isotope dilution mass spectrometry.1  In addition, 
isotope ratios are also employed to correct for isobaric interferences in some forms of 
mass spectrometry.  Historically, isotope ratios have often been measured by either 
thermal ionization mass spectrometry (TIMS) or gas source mass spectrometry due to the 
excellent precision and accuracy available.  However, such measurements frequently 
require preanalysis separations to circumvent matrix problems and can be time 
consuming.  More recently, inductively couple plasma mass spectrometry (ICP-MS) has 
become popular for many isotope ratio measurements.1, 2  The use of multicollector (MC-
ICP-MS) instruments has led to isotope ratios that are both accurate and precise albeit at 
significant instrumental cost.   
In all applications, it is desirable to obtain isotope ratios that are very precise.  
When working with plasma source mass spectrometry, a common limiting factor to the 
precision available is "plasma flicker," or other noise that is derived from fluctuations in 
the signal intensity over time.  In some instrument designs (e.g., quadrupoles), this noise 
causes imprecision as the various masses are scanned to obtain isotope ratios.  Although 
this can be minimized by control of acquisition parameters3 or through the use of 
collision cells (e.g., Ref.  4), a more direct remedy is to acquire signals from all isotopes 
of interest simultaneously such as is done with multicollector or time-of-flight (TOF) 
mass spectrometers.  TOF systems do not detect the ions of different isotopes 
simultaneously, but they do extract these ions from the ion beam simultaneously.5  
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Commercial ICP-TOFMS systems are now available at a significantly lower cost than 
MC-ICP-MS system and offer other advantages such as the ability to monitor a large 
numbers of isotopes with no loss in duty cycle.  
Counting (Poisson) statistics represent the lower limit in precision for all event 
counting methodologies.  In the best case, the precision (standard deviation) in event 
counting can be no better than the square root of the number of events observed.  This 
can often be improved in ICP-MS by increasing the signal by using more concentrated 
solutions, employing instruments with higher ion throughput or counting for longer 
times.  It has been shown that for ICP-TOFMS instruments the precision for isotope 
ratios is close to the Poisson limit down to relative standard deviations of ca. 0.05%.6-8 
While precision is important, it is also necessary that the isotope ratios be 
accurate i.e., provide the correct "true" value of the ratio.  In practice, the raw signal 
obtained from all ICP-MS instruments are inherently inaccurate due to processes 
collectively referred to as "mass bias.”1, 2  This effect is most commonly attributed 
primarily to space charge effects, and several methods have been proposed to 
characterize this mass-dependent behavior and to correct the data.  After correction for 
mass bias, MC-ICP-MS instruments are able to routinely provide isotope ratios that are 
precise and accurate to <0.01% relative. 
The issue of isotope ratio accuracy using ICP-TOFMS instruments is less clear.  
These instruments often come with two distinct data collection methods: ion counting and 
analog signal detection.  When utilizing ion (or pulse) counting methods TOF with a 
pushout frequency of ca. 30 kHz can obtain a maximum signal of approximately 20,000 
cps before a non-linear response appears.  For example, with a 10 s acquisition time and a 
maximized signal (viz., 20 kHz), the statistical precision is limited to ca. 0.3%.  Naturally, 
as the isotopic ratio deviates from unity, the precision degrades.  Several isotope ratio 
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studies have employed ion counting with reasonable counting times to obtain isotope 
ratios that are precise and accurate.6-11   
Most ICP-TOFMS systems also provide "analog" detection.  In this method, the 
magnitudes of peaks produced by ions striking the detector are measured by use of an 
analog-to-digital converter.  This allows for multiple ions to strike the detector 
simultaneously and increases the linear dynamic range of the instrument by 3-4 orders of 
magnitude above that available with the ion counting.  The method is described more 
thoroughly in Appendix C of this dissertation.  Emteborg et al.12 explored this data 
acquisition mode for determining isotope ratios using an ICP-TOFMS and recommended 
it over the use of the more limited ion counting mode.  However, they observed 
inaccuracies of the isotope ratios and found that the substantial error in their mass bias 
corrected signal ratios decreased as the bias voltage across the electron multiplier tube 
(EMT) increased.   
In addition, Emteborg et al. showed that the accuracy of isotope ratios varied as a 
function of the solution concentration and also depended on the magnitude of the ratio 
itself.  Ratios close to unity (e.g., 109Ag/107Ag with a natural abundance ratio of 0.929) 
had very little systematic error while ratios far from unity (e.g., 136Ba/138Ba with a true 
natural abundance ratio of 0.109) were less accurate.  They were unable to explain the 
observations at the time but did note seeing similar results using EMTs of different ages.  
It was suggested that future users employ a high EMT gain setting to minimize isotopic 
ratio inaccuracies.   
Although Emteborg and colleagues were using an axially accelerated TOF 
instrument (LECO, Renaissance), Walton13 also noticed similar inaccuracies using an 
orthogonal accelerating TOF (GBC, Optimass 8000) operating in the analog mode using 
an EMT detector.  Using a series of known isotopic Pb standards, Walton utilized a 
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multiple least squares regression technique to describe a signal correction curve that 
provided accurate Pb isotope ratios.  His approach addressed both mass bias and analog 
mode inaccuracy simultaneously.  Although the method was effective, it is be limited by 
the need for several isotopic standards and also limited the range of isotope ratios that 
could be effectively analyzed.  It was also only effective for the one element (e.g., Pb in 
this case), and further elements would require their own series of isotopic standards.   
3.1.1 Cause of Inaccuracy 
Even for a constant impact rate of arriving ions or electrons, and EMT generates a 
variable rate of secondary electron emission.  This results in a distribution of pulse sizes 
in the data, even if the same number of ions of a given m/z strike the cathode on each 
observation.  The pulse height distribution from the anode is often approximated by 
Poisson statistics, although a more accurate description may be a Polya distribution.14 A 
pulse height distribution for the Optimass ICP-TOFMS system has previously been 
published 15 and generally displayed a profile consistent with these statistical models.  
One consequence of this distribution is that some ions impacting on the cathode produce 
an output signal that is small relative to instrumental noise that is inherent to these 
systems.  Therefore, with a pulse height discriminator or voltage threshold in place only 
some ions are recorded.  The fraction of ions that are successfully recorded relative to the 
total arriving at the detector is referred to as detector efficiency.  
The Optimass deals with noise by establishing a threshold and any signals below 
this value are ignored.  This causes less than perfect detection efficiency, which is more 
pronounced for smaller signals.  Larger ion fluxes increase the probability that more than 
one ion strikes the cathode per pushout for a given m/z.  Thus, the output signal from the 
EMT (and any additional amplification) will be more likely to exceed the noise threshold, 
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and a disproportionately larger signal will be recorded in comparison to situations with a 
low ion impaction rate. 
Hunter and Stresau16, 17 modeled the effects of detection efficiency using a Monte 
Carlo method, assuming Gaussian distribution of signal for a given number of ions 
striking the cathode per pushout.  They defined relative detection efficiency as the 
"fraction of input ion events that produce an output pulse."  In reviewing their postulates 
and the results from this study, relative detection efficiency might be more accurately 
defined as the fraction of the signal from the detector-amplifier circuit that is employed in 
quantitation.  Using a threshold blocking algorithm, they showed detection efficiencies 
that varied from ca. 60 to 100% as the signal magnitude changed.   
This would explain why ratios greater than unity would have a positive error (i.e., 
be to large) and ratios less than unity would be negatively biased when using an analog 
detection scheme with the TOF.  It should also be noted that this source of bias is not 
present in ion counting modes of detection where coincident ion detection is avoided, 
since a discriminating voltage that eliminates small pulses eliminates the same fraction of 
the total signal regardless of the rate of ion arrival.   
Using the terminology of Hunter and Stresau, the signal-dependent detection 
efficiency (referred to as αS) can be expressed in terms of the measured signal, S, and the 
expected signal, So, which would be observed if no anomalous signal truncation had 
occurred. 
oS S
S
=α  (3.1) 
In their simulation, a plot of αS v log(S) yielded a sigmoidal curve that plateaued 
to a maximum of 1.0 (i.e., 100% detection efficiency) at large S values.   
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3.1.2 Correcting Isotopic Ratio Inaccuracy 
Raising the EMT bias voltage improves the isotope ratio accuracy12 and can now 
be explained as a simple gain increase of the EMT such that smaller peaks would be 
amplified to a sufficient extent that they more often exceed the threshold set by the 
detection circuitry, i.e.,  αS approaches 1.0.  However, the use of the higher gain causes a 
decrease in the lifetime of the EMT.  
The multilinear curve fitting using samples of known and varied isotopic 
composition for a given analyte appeared to work for Walton,13 although it is not clear 
how accurate his final experimental data were, and it is unclear what costs and limitations 
would be incurred from needing precise isotopic mixtures.   
Another approach could be to measure or correct the measured signals to account 
for the variable efficiency.  If one were interested in obtaining values of αS at various 
signal intensities, then at first inspection it would seem that by simply analyzing a series 
of standards of different concentrations would yield a signal, S; So would be the values 
from a plot using high concentrations as an anchor for S=So (i.e., αS=1).  However, this 
would require that measured signals and solution concentrations be accurate to better than 
0.1%.   
In this study, stable isotopes for elements whose natural abundances are well 
known are used to construct a curve from which αS can be obtained and used to 
determine a relative value of So from the measured signal S.   
3.2 EXPERIMENTAL METHODS 
All studies were performed on a GBC Optimass 8000 (GBC Scientific, 
Hampshire, IL, USA) ICP-TOFMS.  Solutions were introduced with a standard glass 
nebulizer, and instrument operating conditions are listed in Table 3.1.  Prior to the 
studies, the instrument was calibrated and optimized for maximum response.  A solution 
 62 
containing 1 ng mL-1 each of Ba, Be, Ce, In, Pb, M, Tl, and Th (Solutions Plus, Inc.) was 
analyzed in the ion-counting mode to determine the manufacturer’s recommended 
operating voltage of the EMT, viz. 2,350 V.   
Table 3.1 ICP Operating Parameters 
Pump rate, rpm 8 
Torch Position (x), mm 9.5 
Torch Position (y), mm 1.8 
Torch Position (z), mm 0.1 
Forward Power, kW 1.2 
Nebulizer Gas, L/min 1.05 
Plasma Gas, L/min 11.0 
Auxiliary Gas, L/min 1.60 
Extraction Lens, V -1,000 
Pushout Grid, V -550 
Pushout Plate, V 530 
Reflectron, V 580 
Detector, V 2,350 
 
Standards were prepared by dilution from commercial stock solutions (Mg: 
Inorganic Ventures, Co, Ti and Cd: SCP Science, Ba: AlfaAesar and Sm: Spex).  
Solutions were prepared with 1% HNO3 made from distilled deionized water and trace 
metal grade nitric acid (Aldrich).  Solutions were prepared in plastic screw-capped bottles 
that had been cleaned in 3 M HNO3 and rinsed with distilled deionized water.   
Data were collected using the analog mode for 30 s in 5 replicates and exported to 
Microsoft Excel for analysis and calculation of ratios.  All ratios were corrected for mass 
bias using a standard exponential law.1, 2  To minimize error, mass bias factors were 
determined from isotope ratios near unity, as will be explained below.  Precisions for data 
are presented at the level of a single relative standard deviation. 
Histograms of pulse height distributions employed data from single detection 
events on the Optimass by setting the system to a very short acquisition time: 1,000 
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spectra were collected sequentially in 0.034 seconds in a time scan window.  This 
provided just enough time for each spectrum acquired from an individual pushout to be 
recorded in each time frame.  The data were exported to a spreadsheet program for 
further analysis and histogram generation.  This was repeated 5 times to accumulate a 
total of 5,000 data points. 
3.3 RESULTS AND DISCUSSION 
3.3.1 Nature of the Isotope Ratio Errors 
A solution containing 100 ng mL-1 each of Mg, Ti, Cd, Ba and Sm was analyzed 
for isotope ratios at a variety of EMT gains, i.e., EMT voltage settings.  All signals were 
mass bias corrected and any m/z that showed signs of isobaric interferences were omitted 
from the evaluation (e.g., omission of 46Ti).  Accepted natural isotopic abundances for the 
elements were taken from IUPAC’s technical report1, 18 and used to calculate "true 
values" for the isotope ratios and their uncertainties (Table 3.2).  Platzner1 also provides a 
detailed analysis of various isotopic ratio determinations for a number of elements for the 
interested reader.  In the current study, elements with known abundances were used to 
avoid the costs of isotopic standards, which represent another alternative for calibration. 
The error in the ratios for different voltage settings for the EMT for a variety of 
isotopes are shown in Fig. 3.1.  As noted previously, these data and all subsequent data 
have been mass bias corrected.  Since ratios near unity were observed to be the most 
accurate because αS will be constant, those data were used to determine the mass bias 
correction factor. 
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Table 3.2 Isotope ratios studied and their accepted values with uncertainties.  †-Used in 
calculating mass bias.*-Used in the evaluation study whose results are 
shown in Table 3.3 
Ratio Value 
26Mg/25Mg 1.101 (2) † 
25Mg/24Mg 0.1266 (1) * 
49Ti/47Ti 0.727 (2) † 
48Ti/47Ti 9.911 (1) * 
113Cd/110Cd 0.978 (1) † 
116Cd/114Cd 0.259 (1) * 
136Ba/135Ba 1.192 (1) † 
138Ba/137Ba 6.378 (8) * 
149Sm/148Sm 1.230 (1) † 
152Sm/144Sm 8.66 (4) * 
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Fig. 3.1 – Error observed in mass bias corrected isotope ratios as a function of setting on 
the detector in a 100 ng mL-1 solution.  The ratios are 138Ba/137Ba (♦, solid 
line), 48Ti/47Ti (■, long dashed line), 152Sm/144Sm (▲, short dashed line), 
49Ti/47Ti (●, mixed dashed line), 149Sm/148Sm (◊, solid line), 137Ba/136Ba (□, 
long dashed line), 25Mg/24Mg (∆, short dashed line), and 116Cd/114Cd (○, 
mixed dashed line).   
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Fig. 3.1 shows that increases in the EMT supply voltage result in improved 
isotope ratio accuracy, in agreement with previous results from Emteborg et al.12  This 
figure also shows that the error increases as the isotopic ratios become larger or smaller 
than unity and that those ratios near unity are relatively accurate.  These observations are 
in agreement with the expectation that a systematic bias should be related to variable 
detection efficiencies and the error would be minimized by increasing the EMT voltage 
to amplify the less abundant isotope’s signal to magnitudes where αS approaches unity. 
Fig.3.2 shows the analyte concentrations effect on the isotopic ratio errors using 
concentrations of 20, 50 100, 240, 500, 660, and 1000 ng mL-1 and an EMT bias of 2,350 
V.  Generally, the error increases as the concentration increases, but the rate of change 
slows at elevated concentrations.  At low concentrations, αS approaches a more constant, 
low value and the error is reduced, albeit with a poorer precision because of the expected 
lowering of S/N.  The significant variation in experimentally determined isotope ratios 
with different concentrations suggests that external mass bias correction schemes using 
separate solutions of known isotopic ratios not equal to one might be effective only if the 
concentrations of isotopic standards and samples were closely matched.  The anomalous 
error reduction for 138Ba/137Ba above 240 ppb is a result of a counterbalancing error 
caused by signal saturation and the attenuation of 138Ba signal. 
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Fig. 3.2 – Error observed in mass bias corrected isotope ratios as a function of solution 
concentration, with the EMT set at 2,350 V.  The ratios are 138Ba/137Ba (♦, 
solid line), 48Ti/47Ti (■, long dashed line), 152Sm/144Sm (▲, short dashed 
line), 49Ti/47Ti (●, mixed dashed line), 149Sm/148Sm (◊, solid line), 
137Ba/136Ba (□, long dashed line), 25Mg/24Mg (∆, short dashed line), and 
116Cd/114Cd (○, mixed dashed line).  
3.3.2 Pulse Height Distribution Histograms 
Pulse height distributions were recorded from individual pushouts for 
concentrations of 59Co (1, 5, 10, 50, and 100 ng mL-1) (see Fig. 3.3).  Histograms for the 
Optimass similar to this have been previously reported.15  The noise threshold of the 
system was set to 4 digital units (referred to in the Optimass software as ADCs), so no 
signal was accumulated below that level.  The curves reflect a Poisson or Polya statistical 
distribution, as would be expected.14  As the solution concentration increases, the number 
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of observed events increases, but there was no obvious tendency for the maximum of the 
distribution to shift according to signal levels. 
 
Fig. 3.3 – Histograms of single acquisitions of the peak magnitude for 59Co. Curves are 
for solutions of 1, 5, 10, 50, and 100 ng mL-1, with peak size increasing as 
concentration increases. 
Total integrated signal is a product of the frequency of a given signal magnitude 
and the ADC units associated with that output signal.  Fig. 3.4 shows a plot of the signal 
magnitude associated with the ADC signal from a single pushout, e.g., 10 pushouts of 
magnitude 20 ADC units would contribute 200 ADC units to the integrated measurement.  
In view of the threshold setting (4 ADC units), a more significant fraction of the total 
signal is lost in the case of smaller signals.  This is consistent with the concept of a 
changing “detection efficiency” suggested by Hunter and Stresau and consistent with a 
disproportionately larger fraction of the signal being lost for the less abundant isotope.   
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Fig. 3.4 – Histograms of single acquisitions of the peak magnitude for 59Co. Curves are 
for solutions of 1, 5, 10, 50, and 100 ng mL-1, with peak size increasing as 
concentration increases.  Each point has been weighted by multiplying the 
frequency of observations by the magnitude of the signal. 
3.3.3 Correcting Efficiency 
If αS is constant and other forms of mass bias have been corrected, the determined 
isotope ratios would be accurate.  Since this is not the case, a correction could be made of 
the relative values of αS as a function of the measured intensity S.  In this study, stable 
isotopes for elements whose abundances are well known are used to construct a curve 
from which αS can be obtained and then used to determine a relative value of So from the 
measured signal S.   
Consider an element whose nonradiogenic isotopes whose masses are m, m+1 and 
m+2 … and whose natural abundances are mA, m+1A and m+2A …  The ratio of corrected 
signal intensities for the first two isotopes for a sample j is given by 
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Rearranging Eq. 3.2 and considering the first sample (j = 1) gives 
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Similarly: 
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Since a measured intensity (e.g., jmS  ) correlates with each isotope’s expected 
intensity (e.g., ojm S ), the data points for the isotopes can be plotted as log(So) vs log(S); 
and for the isotopes of a given sample j, the separation between isotopes on the ordinate 
is simply the log of the abundance ratio as shown in Eqns. 3.3 and 3.4.  Since ratio 
information is sought, the anchor point (viz., the numerical value of ojm S ) can be 
arbitrarily placed.  In our model, the most intense isotope of the most concentrated 
solution was fixed with an αS of 1.  The TOF insures precise measurements of one 
isotope relative to another in the same sample because the plasma is being sampled at the 
same time for all the isotopes.  Subsequent samples (j = 2, j = 3, etc.) of different 
concentrations are analyzed and treated similarly.  The set of isotopic signal intensities 
for each j are translated along the ordinate (while maintaining their relative position) to 
form a continuous curve with sample j =1 data.  A polynomial curve was used to describe 
the trend in the already established points and the additional set was moved to fall onto 
this curve.  Polynomial curves were estimated using a function based on a least squares 
approach using a program that adds additional functions to Microsoft Excel (available at 
http://www.xlxtrfun.com). 
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Further refinement of the fit is accomplished by random, small movements of 
each set to seek an improved least squares fit.  The approach is similar to Monte Carlo 
annealing.19  Once all the sets have been moved, the efficiency at each point was 
evaluated (by eq. 3.1) and a third order polynomial is fitted to these data.  There exists no 
analytical function to describe the dependence of αS on the S.  The choice of fitting a 
third order polynomial curve was based on the reasonable fit provided to the observed 
trend of S vs. αS. 
The result is a plot similar to that shown by curve A in Fig. 3.5.  In this figure a 
reference line is shown for the case if S = So.  Individual data points from this curve are 
used in eq. 3.1 to calculate pairs of (S, αS ) points which are then plotted as in curve B of 
Fig. 3.5. 
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Fig. 3.5 – The left axis contains a representation of the plot of ideal and measured signals 
in order to solve for the magnitude of the correction factor (curve A).  
Various symbols are used to indicate solutions of different concentrations 
with each point representing a single isotope.  The dashed line demonstrates 
what would be expected if ideal and measured signals were exactly the 
same.  Scale has been omitted from the So axis, as it is arbitrary.  The 
second axis is a plot of the value of the correction factor (α) which varies as 
a function of S (solid line, curve B). 
It is interesting to compare changes in αS using the manufacturer's suggested 
setting of EMT voltage (2,350 V) and a higher setting (2,500 V) found in figure 3.6.  As 
might be predicted, the range of αS values is significantly smaller using the higher 
voltage.  Over nearly five orders of magnitude in signal strength, αS only varies about 6% 
with the higher EMT voltage as compared to 16% with the normal EMT bias, which is 
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consistent with the more accurate ratios reported previously when using higher EMT 
gains.  
  
Fig. 3.6 - Signal correction curves determined for Sm.  One series (solid line) was 
acquired using a normal EMT voltage setting determined based on 
manufacturer's recommendations, while the other (dashed line) was run 150 
V higher to increase the gain. 
Fig. 3.7 shows the detection efficiency plots for various elements using the 
normal EMT bias.  Detection efficiency plots for several elements follow similar general 
patterns shown in Fig. 3.5, but there is significant difference between the shapes of each 
curve.  This suggests that it may not be effective to correct for one element using a 
correction curve determined from another element.  There does not appear to be a 
consistent trend in the curve shape and the mass (i.e., more or less steep at higher or 
lower masses).  However, with the exception of the Cd curve, there is a generally a 
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stronger dependence of αS on concentration as the nominal mass of the element increases, 
i.e., at lower concentrations, the detection efficiency is less for the heavier masses.   
 
 
Fig. 3.7 - Signal correction curves determined for several elements.  Specific curves for 
each element are labeled in the figure. 
3.3.4 Evaluation of Corrected Isotope Ratios 
An essential test of the correction methodologies outlined above is determining 
the degree to which corrected signals present accurate isotope ratios.  Examples from a 
study of three different concentrations of 5 different elements in solution are presented in 
Table 3.3.  Solutions of the element of interest were analyzed to determine a correction 
curve (of αS as a function of log S).  For this data, the mass bias of the system was 
evaluated based on observing a ratio from the same element whose ratio value is near 
unity.  Isotope ratios were then calculated, both with and without signal correction.  All 
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were analyzed using both an EMT with a normal gain as well as with an increased gain.  
The accuracy in determining the ratios of the isotope pairs with a ratio far from unity (see 
Table 2) were evaluated as well as the RSD determined from five replicate analyses.  
Based on previously described methods for estimating the number of ions striking the 
detector from ADC values,15 the experimentally determined precisions were similar to 
those predicted from Poisson statistics. 
 Table 3.3 Relative error (expressed in %) in accuracy for experimentally determined 
isotopic ratios.  The effect of using normal (2,350 V) and high (2,500 V) 
EMT bias voltages as well as correcting for detection efficiency using the 
method introduced in this paper are shown.  The RSD for n = 5 replicate 
measurements is also shown.  The metal concentrations employed are given 
in the upper left hand corner of the tables. 
20 ng mL-1 Uncorrected Corrected 
 Normal High Normal High 
25Mg/24Mg 0.6 ± 2.4 1.3 ± 2.0 0.9 ± 2.4 1.2 ± 2.0 
48Ti/47Ti 0.6 ± 0.7 -0.7 ± 1.0 -2.0 ± 0.7 -0.3 ± 0.9 
116Cd/114Cd 3.9 ± 4.5 5.0 ± 3.4 2.7 ± 4.5 2.9 ± 3.4 
138Ba/137Ba 0.8 ± 1.8 -1.4 ± 1.7 -0.3 ± 1.8 1.4 ± 1.8 
152Sm/144Sm 
-0.4 ± 5.6 -0.3 ± 3.5 -1.4 ± 5.5 -1.6 ± 3.4 
 
100 ng mL-1 Uncorrected Corrected 
 Normal High Normal High 
25Mg/24Mg 
-1.5 ± 2.1 -0.6 ± 1.1 0.5 ± 2.1 0.2 ± 1.1 
48Ti/47Ti 1.5 ± 0.5 0.7 ± 0.7 -1.4 ± 0.5 1.0 ± 0.8 
116Cd/114Cd 
-0.8 ± 0.5 -0.3 ± 0.2 -0.6 ± 0.5 -1.3 ± 0.2 
138Ba/137Ba 2.8 ± 0.8 1.5 ± 0.9 0.3 ± 0.7 0.3 ± 0.9 
152Sm/144Sm 3.9 ± 3.0 0.9 ± 1.9 -2.7 ± 2.7 -2.7 ± 1.9 
 
500 ng mL-1 Uncorrected Corrected 
 Normal High Normal High 
25Mg/24Mg 
-3.2 ± 0.3 -1.6 ± 1.2 0.5 ± 0.3 -0.5 ± 1.2 
48Ti/47Ti 6.0 ± 0.4 2.8 ± 0.3 -0.6 ± 0.3 -0.4 ± 0.2 
116Cd/114Cd 
-4.4 ± 0.4 -2.4 ± 0.2 1.0 ± 0.4 0.0 ± 0.2 
138Ba/137Ba 8.1 ± 0.9 3.7 ± 0.5 1.1 ± 0.8 1.3 ± 0.5 
152Sm/144Sm 10.7 ± 1.1 4.7 ± 0.6 -2.1 ± 0.9 -0.4 ± 0.5 
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The data confirms several trends discussed above..  At the low concentration (20 
ng mL-1), counting statistical errors result in relatively poor precision, although accuracy 
may frequently be quite reasonable.  This likely results from the flattening of the αS v log 
S curve at low signal strengths and the reduction in error produced by changing detection 
efficiencies.  At higher concentrations, the precision improves considerably and is less 
than 1% (RSD) in many instances.  With only mass bias correction, the inaccuracies 
observed previously are again obvious.  For example, at 500 ng mL-1 all ratios exhibit 
systematic error with an average error of 6.5% from the true value.   
Increasing the gain improves the accuracy for concentrations >20 ng mL-1 by 
about a factor of 2.  Using normal EMT gain but providing the correction of detection 
efficiency described above generally improves the accuracy over simple use of high gain 
on the EMT.  Applying high gain with the αS correction shows occasional accuracy 
improvement over application of the new correction procedure at a lower EMT gain.   
In general, utilization of the correction drives the value of the ratio observed in 
the correct direction to obtain ratios that are more accurate.  However, in some of the 
cases observed there is an overcorrection of the signal, indicating that the functions used 
to describe αS were somewhat in error.   
The question arises as to why the correction scheme fails to produce completely 
accurate results.  As long as the correction curves (of αS as a function of S) are correct, 
then the signals should lead to accurate ratios.  One likely cause is uncertainty in 
determining αS.  An example of this is presented in Fig. 3.8.  It shows correction curves 
using the procedure described previously on five independent sets of experiments for Sm.  
The average of the measurements is also shown.  There is significant variation in the 
curve shapes, especially at lower signal levels where αS for the same S can vary between 
0.84 and 0.88.  The larger variations at lower levels of measured signal are to be expected 
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as a result of Poisson statistics, and may also result from the number of points in a region 
contributing to the curve shape.  As a point of reference, a log S value of 3.0 represents 
ca. 1000 ions and an RSD of ca. 3.2%.    
 
Fig. 3.8 – Correction curves determined from 5 different replicates of measuring Sm 
(solid lines) as well as the correction curve from the average of the results 
(thick dashed line). 
Further uncertainty in the nature of the correction curve comes from the use of a 
third order polynomial to describe the curve shape.  As stated before, this curve shape 
provides a reasonably good fit to the data observed.  However, other curve shapes may 
more accurately describe the curve and provide better ratios.  To explore this, the 
correction curves for various elements were approximated by polynomials of orders 2, 3, 
4 and 5.  In brief, it was found that the results were similar for each attempted order (e.g., 
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returning isotope ratio errors of a few percent on the 500 ng mL-1 data).  Certain orders 
were better in some cases, but there was no consistent pattern and no particular curve 
shape stood apart as providing better correction curves and ratio accuracy. 
Another question is how well one might be able to use a correction curve for one 
element to correct for another element.  Because the curves are similar in shape, it may be 
convenient for some analysts to establish a correction curve in one element to correct for 
the signals of a nearby mass.  This might be particularly useful if precise isotopic 
abundances or isotopic standards were unavailable for an element of interest.  As an 
example, it was found that the error in the 138Ba/137Ba ratio experimental ratios at 100 ppb 
were -2.7 and -1.5% using Cd and Sm, respectively, for αS determination.  This compares 
to 0.3% when the Ba curve was used.  This agrees with the observed trend that the curves 
are similar but do have small differences.  The best results come from using a correction 
curve specific to the element of interest. 
Finally, it should be noted that the errors described here are focused on ratios that 
are far from unity.  As shown earlier, ratios where both isotopes have similar abundances 
are much more accurate.  For example, the ratio of 111Cd to 110Cd (true value 1.02) in the 
500 ng mL-1 solution was found to have an error of only 0.14% with a normal detector 
and uncorrected signal.  This was within the observed precision and remained about the 
same even with signal correction or increased detector gain.  Use of the correction curve 
for a different element (i.e., Ba) produced ratios that also had similar accuracy. 
3.4 CONCLUSIONS 
It has been observed that ICP-TOFMS systems produce isotope ratios that are not 
reliably accurate when using the analog detection mode, especially for ratios that are 
significantly different from unity.  The cause of this is a variation of signal detection 
efficiency related to the signal detected when a threshold filter is employed to eliminate 
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noise.  However, a procedure has been developed to significantly minimize the error.  
The technique is capable of producing more accurate isotope ratios than are observed 
with raw data.  This method can be applied by the user after data collection, or it may be 
possible to integrate this into the basic software of the ICP-TOFMS so that accurate ratios 
may automatically be obtained.   
Data collected using higher than normal EMT gain also tends to significantly 
improve accuracy of isotope ratios.  Increasing the detector gain is simpler than the data 
correction scheme; but the lifetime of the electron multiplier is reduced, and signal 
saturation is achieved with solutions of lower concentrations.  It has been suggested that 
the kind of increased gain used here (roughly doubling the gain of the EMT) leads to a 
proportionally doubling of the aging rate of the detector.20  The expected early saturation 
of the ADC prevents the use of the highest solution concentrations, which results in 
slightly higher counting statistical precision limits.  
The combination of both a correction scheme and higher detector gain provides 
the most accurate ratios.  The best strategy for accurate isotope ratio measurement based 
on the results of this study would be the application of a detector run with high gain, 
solutions at moderate concentrations, sufficiently long signal acquisition times to 
overcome the limits of Poisson statistics and the application of signal correction to 
minimize the effects of detector efficiency variation. 
Finally, it should be known that the approach described here is the final product 
of the research.  However, there was an earlier phase of exploration in which the noise 
suppression algorithm (NSA) of the ICP-TOFMS system was suspected as being the 
cause of the isotope ratio inaccuracy.  This research and its results are presented in detail 
in Appendix C of this dissertation. 
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Chapter 4:  Isotope Dilution Analysis Utilizing Electrothermal 
Vaporization Detection Efficiency Corrected Inductively Coupled 
Plasma Time-of-Flight Mass Spectrometry 
4.1 INTRODUCTION 
In using ICM-MS to determine the concentration of analytes,1 the simplest 
procedure is to employ external standards, which are solutions with known 
concentrations, to construct a calibration curve (or “working curve”).  Commercial 
standard solutions with certified concentrations are widely available for nearly all 
elements.  However, this fast, simple, and cheap method has its limitations. 
A possible source of systematic error is that the sample and standard solutions 
may have different matrix compositions.  Matrix species influence nebulization 
efficiency, plasma temperature, ion transmission behavior, and other factors.  An attempt 
to match the matrix species in standard and unknown solutions can be relatively 
straightforward in some cases (e.g., matching NaCl in standards to NaCl in seawater), but 
not all other matrices are easily matched (e.g., complex biological samples).  The 
composition of the sample matrix may be completely unknown. 
Another method for overcoming these matrix effects is to use an alternate 
calibration approach known as "standard additions" in which known increments of the 
element of interest are added to the sample(s).  This method does come at the cost of 
increased solution manipulation.  Each sample to be analyzed requires preparation of the 
both the original and the modified sample(s).  When analyzing many samples, over the 
course of the study this requires considerably more time and chemicals than the use of a 
calibration curve.  The confidence of standard additions can be increased by using 
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multiple modified solutions at different concentrations.  However, the more solutions that 
are used the greater the amount of solution manipulation and time required. 
Yet another approach is through isotope dilution mass spectrometry (IDMS), by 
which a known quantity of isotopically altered element (a “spike”) is added and mixed 
with the unknown.  This is somewhat analogous to standard additions, being isotopic 
rather than elemental.  The spike and the original sample must be homogeneously mixed 
so as to avoid the difficulty of matrix effects.  Details of the matrix have no effect on 
isotopic composition, but the problems of measuring accurate isotope ratios remain, as 
discussed in preceding chapters.  It has the advantage that in some cases only one 
solution must be analyzed for each sample.  This is possible so long as the isotope ratios 
of the unspiked sample are known, which is the case for elements where the accepted 
natural abundance has very little variation and the sample is believed to contain these 
isotopic abundances.  The math underlying this technique has been briefly reviewed in 
Appendix B of this dissertation, as well as a variety of literature sources.2-4 
It is occasionally suggested that this method of analysis is burdened by the high 
expense for the enriched isotopic spikes.  While the spikes can be expensive (e.g., 
hundreds to thousands of dollars for a few milligrams), those small amounts of spike can 
often be spread over a very large number of trace elemental analyses making the cost per 
analysis quite reasonable.5 
As has previously been discussed in this dissertation, the use of electrothermal 
vaporization (ETV) presents many unique analytical opportunities.  Some of its most 
utilized advantages are the small sample volume, the possibility of slurry and solid 
analysis and the ability to accommodate difficult matrices.  This study seeks to explore 
the feasibility and utility of combining IDMS with ETV to allow for analysis of small 
volumes and complex matrices with the accuracy and precision available through IDMS.  
 83 
A moderate number of studies have previously combined these techniques, but not 
thoroughly explored it.  A series of papers from the labs of Jiang6-11 and Curtius12-19 
explored the use of ETV and IDMS in a variety of matrices.  The most common were raw 
biological materials (e.g., muscle tissue or plant material), soil and sediments, and 
organic materials such as fuels.  A few other papers exploring other matrices,20-27 sample 
homogeneity,28 and methods such as species unspecific isotope dilution29, 30 have also 
been published.  The bulk of these studies were devoted to optimization of the furnace 
conditions (e.g., temperature programs and modifiers) for optimal signal magnitude and 
analytical accuracy.  The matrices studies were often those that can be difficult to digest 
by traditional methods prior to introduction using a nebulizer, but can be easily 
accommodated by an ETV in a solid or slurry form.   
The test material chosen was a standard reference material (SRM), "Trace 
Elements in Natural Water," NIST 1640.  This material is certified for a large number of 
elements (17), as well as listing many reference concentration values (10).  As a liquid it 
is still easy to dose into the furnace and requires no sample preparation other than the 
addition of the isotopic spike.  The element Cd was selected for the studies.  It has had 
previous success in some ID-ETV-ICP-MS studies,6, 7, 10, 11, 14-16, 31 and is readily analyzed 
by ID as it does not vary significantly in nature.  It also has a well characterized set of 
natural isotopic abundances32 and isotopically enriched spikes can be purchased from a 
variety of sources. Toxicity of Cd is of significant research interest.33, 34 
These studies examine the effectiveness of analyzing "Trace Elements in Natural 
Water" (NIST 1640) for Cd using ID with ETV-ICP-TOFMS to evaluate the precision 
and accuracy of the obtained results, including when the procedure employs the 
autosampler for automatically spiked the sample within the ETV.  The importance and 
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impact of correcting the observed signals for variability in detector efficiency that was 
presented in Chapter 3. 
4.2 EXPERIMENTAL 
4.2.1 Instrumentation 
All data were acquired on a GBC (Hampshire, IL) Optimass 8000 ICP-TOFMS 
operated in the analog detection mode.  The system was tuned prior to the analyses by 
means of a multielement tuning solution (Solutions Plus) to optimize the signal with a 
nebulizer; Table 4.1 lists operating conditions.  The detector response was also tuned in 
the ion counting mode according the manufacturer's directions.  For running dry plasma 
(i.e., while using the ETV) the settings were altered to 700 W of forward power for 
improved sensitivity.  
For isotope dilution studies, samples were analyzed using 10 replicates of 60 s 
(nebulizer) or 10 seconds (ETV).  The external standards study used 5 replicates at 10 
seconds each.  Electrothermal vaporizer (ETV) studies were carried out using a modified 
Varian GTA-95, whose modifications have previously been described.35, 36  The system 
used nominal instrument settings of a 120 °C drying stage, 200 °C thermal pretreatment, 
a cool-down step, a 3 s ramp to 1,100 °C with a 5 s hold for the vaporization stage and a 
cleaning stage at 2,900 °C between samples.  These temperatures were selected based 
upon a standard experiment of varying the thermal pretreatment and vaporization 
temperatures to obtain maximum sensitivity, carried out using a Cd elemental standard.  
Samples were introduced via the systems autosampler using dosing volumes to be 
described below.  Data from ETV experiments were recorded utilizing 10 s integration 
periods divided into 100 discrete spectra in order to provide transient signal data at ca. 
0.10 s resolution. 
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Table 4.1 ICP Operating conditions (for nebulizer studies) 
Parameter Setting 
Pump Rate (RPM) 10.0 
Nebulizer Flow (L min-1) 1.01 
Auxiliary Flow (L min-1) 1.10 
Plasma Gas Flow (L min-1) 11.0 
Forward Power (W) 1,100 
Skimmer Cone (V) -900 
Extraction Lens (V) -1400 
Reflectron (V) 620 
 Multiplier Gain (V) 2,850 
 
4.2.2 Chemicals 
All chemicals were prepared and stored in containers that had been cleaned with 
HNO3 (3M for at least 24 h), rinsed in distilled deionized water and dried prior to use.  
Solutions were diluted in 1% HNO3 prepared from trace metal grade concentrated HNO3 
(Aldrich) and distilled deionized water.  A sample of "Trace Elements in Natural Water" 
was obtained from NIST (SRM 1640).  Cd elemental standards and In internal standard 
were prepared by dilution from standard solutions (SCP Science).  Cd isotopic spikes 
were prepared from an enriched sample of 111Cd (Trace Sciences International; purified 
to 95.92 ± 0.06% 111Cd).  The metallic Cd was dissolved in 3 mL of H2O and 1 mL of 
conc. trace metal grade HNO3, and then diluted up to 1 L in 1% HNO3.  Further dilutions 
and spike mixtures were prepared by mass (with density correction) to provide a desired 
isotopic ratio.   
4.2.3 Data Handling 
All data were exported to Microsoft Excel for analysis.  Blank subtraction and 
isobaric corrections were performed although their importance was negligible (i.e., <1% 
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of signal).  Isotope ratios were corrected for space charge-related mass bias using a 
standard exponential law.37  As discussed in Chapter 3,38 signal response is non-linear in 
the analog mode of the Optimass 8000, requiring correction.  A series of Cd elemental 
standards were used to prepare an efficiency correction curve as described above, and 
corrections applied. 
Transient signals from the ETV were extracted from the Microsoft Access 
database files stored by the GBC Optimass software (version 1.2) into Excel using 
software developed within the laboratory.  These spreadsheets facilitated point-by-point 
detector efficiency correction of each datum in the transient, described in more detail 
below. 
Isotope dilution was used to calculate results from a single spike experiment.  The 
sample contained natural abundance Cd; therefore, IUPAC tables were used for the 
accepted natural abundances.32  After verifying the values by ICP-TOFMS, the 
abundances for the isotopic spike were based on the values provided in the certificate 
provided with the spike.  Results are compared to the certified content of Cd in the NIST 
1640 material.  Experimental errors are presented at the 95% confidence interval.  
Finally, an error analysis of the procedure was employed to evaluate the complete 
experimental precision predicted from error propagation.   
4.3 RESULTS AND DISCUSSION 
4.3.1 Nebulizer Analysis 
The first study analyzed the SRM for Cd content using the nebulizer for sample 
introduction.  Spikes were mixed such that the ratio of interest (specifically
Cd
Cd
111
112
) was 
at ratios of approximately 1:1, 1:3, and 1:10.  It has reported previously that the analog 
mode of the Optimass 8000 yields isotopic ratios that are most accurate when the ratios 
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are close to unity.38, 39  Hence, the expectation was that in data with signals uncorrected 
for detection efficiency effects, the 1:1 sample would be the most accurate and the 1:10 
the least.  The results are presented in Table 4.2.  The "Corrected Signal" column has 
undergone correction for detector efficiency effects. 
Table 4.2 Cd concentrations (in ng g-1) determined in NIST 1640 using IDMS with 
nebulizer analysis.  Certified value is 22.79 ± 0.96 (ng g-1). 
Approximate 
Spike Ratio Uncorrected Signal Corrected Signal 
1:1 24.2 ± 0.2 24.1 ± 0.2 
1:3 23.7 ± 0.1 23.4 ± 0.1 
1:10 22.7 ± 0.1 22.3 ± 0.1 
Contrary to expectations, ratios further from unity were more accurate in their 
determination of Cd concentrations.  The sample with a ratio of ca. 1:1 also displayed 
bias making it slightly higher than the certified value and outside the range of the 
confidence interval.  It is not known why this value should lie outside of the certified 
mass fraction.  Correcting the data for detection efficiency produces only slightly 
improved results.  The 1:1 ratio expectedly exhibits the smallest change as a result of 
detector efficiency correction since the isotopes that make up its ratio were recorded with 
nearly the same efficiency.  Even after correction, the determined mass fractions of the 
three isotopic mixtures still differ from one another slightly. 
A negative aspect of using the nebulizer for sample introduction is the large 
amount of material required.  To allow for good counting statistics, ca. 10 mL of solution 
were used in this analysis for each mixture (excluding time and sample consumption for 
factors such as washout and rinse).  That relatively large volume may not always be 
available depending on the nature of the original sample.  This also increases the cost of 
analysis because of the amount of isotopic spike material consumed.   
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4.3.1.1 Nebulizer analysis with external standards 
For comparison, the SRM was also analyzed using a simple method of external 
standards with and In internal to correct for nebulizer and plasma drift.  Recent work with 
this instrument demonstrates that the mass of the internal standard should be close to the 
mass of Cd.40 The SRM certificate makes no mention of In concentration, but studies 
with no internal standard showed minimal signal from m/z 115 indicating a negligible 
concentration of In. 
Propagating together the uncertainties of the replicate analysis and the calibration 
curve, the SRM was determined to contain a concentration of 23.2 ± 0.4 ng g-1 Cd.  This 
is statistically similar to the certified concentration.  A slight signal depression (ca. 5%) 
possibly resulting from plasma effects in the matrix were observed in the signal of the 
internal standard.  The result is somewhat surprisingly precise (only 1.5% RSD from the 
replicate analysis), but is still not as good as what is recorded from the ID experiment. 
4.3.2 ETV analysis with premixed samples 
ETV offers the capacity to obtain IDMS data on much smaller sample sizes than 
were used with the nebulizer.  Hence, the same solutions used in the previous IDMS 
study (section 4.3.1) were subjected to analysis by ETV-ICP-TOFMS.  For the ETV 
studies, 50 µL were dosed into the furnace for each analysis, or a total for 10 replicates of 
only 0.5 mL.  This volume is larger than is common for many ETV experiments (viz., 10-
25 µL), but was used to increase the number of counts observed (i.e., to allow for better 
counting statistics).  The drying time was 60 s during each analysis to allow the large 
amount of solvent to gently evaporate.  The nominal setting for the dry stage temperature 
of 120 °C was likely <100 oC since slow disappearance of the solvent was observed 
during the dry stage, taking ca. 45 s for visual disappearance of the droplet.  Results of 
the determined Cd concentration are presented in Table 4.3. 
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Table 4.3 Cd concentrations (in ng g-1) determined in NIST 1640 using IDMS with ETV 
premixed analysis.  Certified value is 22.79 ± 0.96 (ng g-1). 
Approximate 
Spike Ratio 
Uncorrected Signal Corrected Integrated 
Signal 
Corrected Transient 
Signal 
1:1 24.5 ± 0.3 24.5 ± 0.3 24.6 ± 0.3 
1:3 23.2 ± 0.2 22.6 ± 0.2 23.4 ± 0.2 
1:10 21.8 ± 0.2 21.2 ± 0.2 22.8 ± 0.2 
The observed values in the uncorrected signals are very similar to those observed 
found in the nebulizer studies.  The 1:1 ratio solution is again above the certified value, 
but the 1:10 ratio solution has yielded a noticeably lower result (though still within the 
confidence interval).   
The issue of correcting for detector efficiency is less clear in these ETV 
experiments.  The middle group ("Corrected Integrated Signal") is calculated from the 
integrated signals or each isotope undergoing detector efficiency correction.  It yields 
results that are not in the same pattern as those from the nebulizer results.  This procedure 
for correcting the efficiency effects is also not mathematically sound.  The intensity of 
the signals changes over time, so it should be the case that there is a range of efficiency 
correction factors that should be applied to the data.  For example, one might expect data 
near the center of the peak (at the highest intensity levels) to have been recorded more 
efficiently than those small signals near the beginning and end of the transient signals. 
The data were acquired in 100 ms intervals from the instrument, with each point 
recorded as counts per second (cps).  As has been previously discussed,41 it should be 
made clear that these "counts" are the digital units from the analog-to-digital converter 
(ADC) and do not represent counts of individual ions as is typically assumed in ion 
counting modes.  Each one of these recorded points can be corrected for efficiency of 
detection.  The determination of the detector efficiency curve is performed on data that is 
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acquired in the same scale of cps, hence the detection curve applies directly to the data 
extracted from the Microsoft Access database file with no need to for alteration. 
As an example, the correction of a single curve is presented in Figure 4.1.  It 
shows a transient signal specific to 111Cd on one axis, and the correction factor (denoted 
as α) calculated for each point in the curve.  As expected for this curve, larger signals 
show higher detection efficiency, resulting in larger corrections being required for the 
small signals.  The corrected values for each point can then be integrated to yield a value 
to be used in ID calculations.  The results of that analysis are those in the last column of 
Table 4.3, "Corrected Transient Signal."  In addition, Figure 4.2 compares a transient 
curve before and after correction for signal detection efficiency.  It is clear that the 
magnitude changes slightly at each point, but the change is relatively minor and the 
overall peak shape is maintained. 
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Figure 4.1 – Point by point correction of transient for efficiency.  Each point in the 
transient curve from 111Cd (left axis, ♦) has a unique efficiency correction 
factor (right axis, □). 
Since the signal (and efficiency) vary continuously, a short time interval between 
observations would experience only small intervening changes in signal and in efficiency.  
At the other extreme, we could apply a single efficiency correction to the integrated area 
of the entire peak. Recording data with a short time resolution permits only a small 
amount of signal to accumulate at each point, thereby degrading the signal-to-noise with 
loss in accurate correction for efficiency.  Points for the efficiency in Fig. 4.1 vary by 
only ca. 0.001, with a maximum of < 0.02.  The smoothness of the curve and large 
magnitude of the signal suggests that sufficient signal is present for a relatively accurate 
and precise determination of detection efficiency. 
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Figure 4.2 – ETV transients signals for 111Cd signal before (♦, solid line) and after (○, 
dashed line) correction for detector efficiency effects. 
Another challenge is the correction for the points of very small analog signals 
(e.g., less than 10,000 cps).  The determination of the efficiency correction curve only 
used points down to about ca. 10,000 cps since that provided correction for solutions of 
less than 1 ng mL-1 of total Cd in solution nebulization.  These small points contribute 
very little to the total integrated signal in the original transient from the ETV signal.  
However, the third order polynomial that describes the efficiency correction curve can 
take on any behavior in the area outside of where the points recorded in the efficiency 
correction experiment serve to constrain the values.  For example, in the curve used for 
this study, the correction factor rises sharply for very small signal values (below the 
10,000 cps cutoff).  This is merely an artifact of the fitting procedure and does not 
represent real behavior in the system.  However, when correcting very small signals this 
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could have the effect of anomalously magnifying small signals.  To counteract this, a 
simple filter was applied to inhibit detection efficiency correction for data points outside 
of the calibrated region of detector efficiency (i.e. <10,000 cps).  Another strategy could 
be to simply discard the points, and brief attempts with this method showed results that 
fell within the precision of the measurement of the Cd concentration when compared to 
result from retaining points without correction. 
A point-by-point correction for detector efficiency provided Cd concentrations 
that more closely resemble those from the nebulizer study.  Problems with the 1:1 
solution remain unexplained. The 1:10 solution provides the most accurate results relative 
to the certified value.   
4.3.3 ETV analysis with auto-sampler mixed samples 
Use of the autosampler to mix the spike and sample could reduce operator time 
and workload, especially advantageous when there is a large number of samples.  The 
disadvantage to this approach is that additional uncertainty is introduced from the 
variation in sampled volumes of the sample and spike solution.  Use of analytical 
glassware and weighing on a larger balance is inherently more precise.  .  A study was 
performed in which the autosampler was used to create isotopically spiked samples 
similar to those used in the previous studies.  Spike and sample were mixed in volumes of 
2:48, 10:40, and 25:25 µL respectively for the 1:1, 1:3, and 1:10 ratio solutions.  
It is not known exactly how uncertain the delivery of solution with the 
autosampler is, but the increase in the observed uncertainty in the calculated 
concentration of the standard should serve as an indicator.  The concentration results are 
summarized in Table 4.4. 
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Table 4.4 Cd concentrations (in ng g-1) determined in NIST 1640 using IDMS with ETV 
autosampler mixed analysis.  Certified value is 22.79 ± 0.96 (ng g-1). 
Approximate 
Spike Ratio 
Uncorrected Signal Corrected Integrated 
Signal 
Corrected Transient 
Signal 
1:1 27.5 ± 0.6 27.6 ± 0.6 27.5 ± 0.6 
1:3 24.6 ± 0.8 24.1 ± 0.8 24.8 ± 0.8 
1:10 22.5 ± 0.3 22.2 ± 0.3 23.7 ± 0.3 
The precision observed in this data are ca. 1.9, 4.3, and 1.3 times worse than those 
observed using premixed solutions for each of the solution mixtures.  The similar 
precision in the 1:10 ratio solution is not particularly surprising, since a relatively large 
volume of solution was used for both portions and this would likely reduce the relative 
error in the sampled volume.  It is somewhat surprising that the change in precision for 
the 1:1 case was not worse than observed, given that only a very small volume of 2 µL 
was used for the spike solution and might have been expected to have a large relative 
error. 
 Each solution yields a concentration result slightly higher than that found in the 
previous studies, most noticeably in the case of the solution with the 1:1 ratio.  This is 
possibly due to the autosampler regularly sampling a volume slightly less than was 
requested, particularly for the small volume of isotopic spike solutions.  This would lead 
to a systematic bias in the results.  With the relatively large sample volumes of the 1:10 
mixture, this autosampler method produces ratios that can be considered accurate since 
they are within the 95% CI of the certified value.  However, this is partially due to the 
larger confidence interval produced by the less precise data. 
4.4 CONCLUSIONS 
These studies provided an initial exploration of the combination of isotope 
dilution (ID) with ETV-ICP-TOFMS with correction for non-uniform detection 
efficiency.  The majority of results were accurate within 5% of the certified value of the 
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standard reference material, and always within 10% with the exception of systematic 
biases cause by use of the autosampler.  Precision of the results was also somewhat better 
than has been reported in many previous studies in ID-ETV-ICP-MS, possibly due to the 
increased isotope ratio precision provided by the time-of-flight mass analyzer.  
These studies suggest that this method has promise, and future studies are in 
preparation to extend it to more complex analytical situations such as slurry analysis (i.e. 
small particles suspended into solution).  Slurries are a common application of ETV, as 
they allow for analysis of materials that difficult to treat with other methods (e.g., 
nebulizers).  It will be of critical interest to investigate the extent of homogeneous mixing 
achieved between elements in the sample and the spike in such a situation.  One primary 
assumption in isotope dilution methods is that the isotopic spike is homogenously mixed 
with the sample and experiences the same matrix effects and behavior in the ICP-MS.  
However, in a slurry the element of interest is initially trapped in the solid particles and 
the isotopic spike is likely to be added to the suspending solution.  Homogenous behavior 
in the ETV will depend on the extent to which material is leached from solids into the 
solution phase, and how much material from the solid part of the slurry vaporizes in a 
manner similar to material in the solution.  This can depend on the nature of the 
suspending solution (e.g., use of acids to increase metals leaching into solutions) and 
other factors such as the time that the slurry is allowed to sit between mixing and 
analysis.  All of these issues will require future exploration. 
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Chapter 5: Quantitative Determination of Single Bead Metal Content 
from a Peptide Combinatorial Library Using ETV-ICP-MS 
5. 1 INTRODUCTION 
The use of combinatorial libraries has allowed the evaluation of numerous 
variations to a chemical system in a shortened amount of time.  Combinatorial 
approaches have been utilized in many fields including catalysis,1, 2 chiral separations,3 
drug discovery,4, 5 and inorganic material synthesis.6, 7  In all approaches, one challenge is 
finding suitable ways to screen thousands of beads to obtain the desired information.  
One recent area of growth is the use of peptide combinatorial libraries for 
identifying selective metal chelators.8  In these libraries, one approach is to design or 
optimize the composition of a short, metal binding peptide based on information from a 
larger protein (such as a metallothionein9).  One objective is to simplify the chelator 
without losing metal binding capacity or specificity, and in some instances perhaps even 
increasing selectivity.  This is done using libraries where specific amino acid positions 
along the peptide chain can be varied to increase and tune metal binding capacity and 
specificity.  There are many advantages to this approach,10, 11 including the design 
flexibility provided by 26 naturally occurring amino acid building blocks as well as the 
ease of peptide library synthesis.  Beads with the desired metal binding properties can 
then be sequenced using methods such as Edman degradation and mass spectrometry.  
Screening beads from a combinatorial library for metal content has previously 
been achieved through colorimetric or fluorescent dyes complexing with the metal of 
interest12, 13 or by observing color changes due to metal-peptide complexation itself.14, 15  
Although non-destructive, these approaches are largely qualitative and are usually limited 
to the analysis of one metal at a time.  Non-destructive techniques are mandatory for later 
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determination of peptide sequences.  For metal remediation and reclamation, determining 
how well a chelator selects for or discriminates against particular species is often 
important and obtained through examining the binding of multiple metals simultaneously.  
Energy-dispersive X-ray spectroscopy (EDS) on a scanning electron microscope (SEM) 
has been previously used for multi-elemental analysis on single beads; however, beads 
must be initially flattened and then coated with a conductive material before analysis.16  
Recently, Havrilla and coworkers have used micro x-ray fluorescence (MXRF) for both 
bulk and selective metal screening of beads exposed to metal solutions.17, 18  This 
approach involves minimal sample preparation, is non-destructive, and also capable of 
simultaneous multi-elemental screening of single beads.  The relative metal composition 
is determined from point scans and/or elemental imaging on the surface of the bead.  
Although this technique provides relative metal content at particular points within the 
bead, absolute metal content is more difficult to obtain.17 
In the current study, electrothermal vaporization inductively coupled plasma mass 
spectrometry (ETV-ICP-MS) is used for the simultaneous quantitative determination of 
several metals extracted into solution from a single bead for purposes of characterizing 
binding properties of the peptide immobilized on the bead.  The ETV exhibits excellent 
sensitivity (e.g., sub-picogram or fg mL-1 detection limits) and is ideally suited for use 
with very small sample volumes (≤10 µL).  The mass analyzer used was a time-of-flight 
(TOF) system.  The TOF mass analyzer allows for multi-elemental analysis with no loss 
in analytical duty cycle as the number of monitored masses increases.19 
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5.2 MATERIALS AND METHODS 
5.2.1 Chemicals 
All chemicals were reagent grade unless otherwise noted, and deionized distilled 
water was used to prepare solutions.  All glassware and plasticware were soaked 
overnight in 4 mol L-1 HNO3 prior to use.  The synthesis procedure for polyaspartic acid 
(PLAsp; n = 20) was similar to that previously described20 and characterization using 
mass spectrometry showed the peptide was composed of 40% 20 residue form, 40% 19 
residue form, and 20% 18 residue.  The combinatorial library (CPC Scientific) was 
composed of the sequence GXXGXXGXXGXX (X = cysteine, aspartic acid, or glutamic 
acid; G = glycine) and synthesized onto TentaGel Macrobeads (Rapp-Polymere MB 250 
002) resin (60 mesh; 0.25 mmol g-1).  Microwell plates (96 wells; 300 µL) were 
purchased from Fisher Scientific (21-377-203), adhesive sheets used to cover the wells 
were purchased from Nunc (236366), and Tacky Dot slides (glass slides with arrays of 
adhesive spots used to easily array microbeads) were purchased from SPI supplies 
(2388).  Stock solutions of 1000 µg mL-1 Cd2+ , Ni2+, and Eu2+ (Acros) and Pb2+, In2+, 
Cu2+, and Mn2+ (SCP Science) standards in 2 and 4% HNO3 were used to prepare both 
the multi-metal binding solution and the multi-metal standards.  For Mg2+, the metal 
solutions were prepared from a standardized solution of the reagent grade nitrate salt (J.T. 
Baker) in 1% (v/v) HNO3 and 1% (v/v) HCl.  A 0.2 mol L-1 ammonium acetate (Aldrich) 
and 0.2 mol L-1 (N-[Hydroxyethyl]piperazine-N’-[2-ethanesulfonic acid]) (HEPES) 
(Acros) buffer were prepared and purified by passing the buffer through a 100-200 mesh 
Chelex 100 (Bio-Rad) ion exchange column.  These metals were selected to demonstrate 
the multi-metal capability of this technique.  Previous studies have shown that many of 
these metals should preferentially bind while others have no affinity for the amino acids 
selected.21  Ar was used for the ICP and sweep gas (Praxair, Austin, TX).  Other reagents 
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used included nitric acid (70%, redistilled 99.999%) (Sigma); and DL-1,4-dithiothreitol 
(99%) (DTT) (Acros).   
5.2.2 Metal Binding and Extraction 
Prior to metal binding, the combinatorial library beads were exposed to 0.02 mol 
L-1 DTT in 0.02 mol L-1 of HEPES buffer (pH 8.0) in order to reduce disulfide bonds that 
may have formed between cysteine groups.  The DTT solution was deaerated with N2 
prior to use and the reaction was allowed to proceed under constant mixing for 1 h.  For 
both bead sets, approximately 50 beads were added to 20 mL of a deaerated multi-metal 
solution composed of 20 µg mL-1 Mg2+, Mn2+, Ni2+, Cu2+, Cd2+, Eu2+, and Pb2+ in 0.02 
mol L-1 ammonium acetate buffer (pH 7.0).  The reaction solution was allowed to react 
under constant mixing for 2 h.  The beads were suction filtered (no rinse) and dried under 
N2(g) overnight.  The beads were then shaken onto a Tacky Dot slide for stereoscope 
measurements.  Using microtweezers, individual beads were selected randomly from the 
Tacky Dot slide and placed into individual wells containing 100 ng µL-1 In in 250 µL of 
0.1 mol L-1 of nitric acid.  Indium was used as an internal standard in the ETV-ICP-MS to 
correct for solvent evaporation as well as autosampler variation.  The acid solution from 
wells exposed only to the microtweezers which were placed in the sticky substance of the 
Tacky Dot slide was used for blank measurements.  Once all the beads were placed into 
the wells, the wells were covered with a sealing adhesive sheet.  The beads were soaked 
in acid for 2 h with 15 min on/off sonication cycling.  After 2 h, 100 µL of the metal 
extract was transferred from the well into autosampler cups for elemental analysis.  
Multi-metal standards were prepared with 100 ng µL-1 In in 250 µL of 0.1 mol L-1 of 
nitric acid.  For oxygen ashing experiments, the standards were rerun under the new ETV 
parameters (described under ETV-ICP-MS).  After removing the nitric acid solution, 
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water (150 µL) was added to each well containing a bead and each bead was pipetted up 
with ca. 100 µL of water and deposited into the ETV for elemental analysis.          
5.2.3 Stereoscope measurements 
An Olympus (SZX12) Stereoscope was used to obtain images of the beads 
arrayed on a Tacky Dot slide.  Slide sections were labeled for easy identification of the 
bead regions.  Immediately after a bead image was saved, an image of a stage micrometer 
(1 mm long with and subdivided into 10 µm increments) was taken at the same 
magnification.  These images were used to determine the diameter of each bead prior to 
acid extraction for adjusting the metal capacities with respect to the bead volume. 
5.2.4 ETV-ICP-MS 
Measurements were carried out on an Optimass 8000 inductively coupled plasma 
orthogonal acceleration time-of-flight mass spectrometer (ICP-MS, GBC Scientific; 
Hampshire, IL).  Operating parameters for the ICP-MS are described in Table 5.1.  
Calibration was performed with the ETV prior to bead analysis using standard solutions 
containing the ions of interest.  Calibrations were retaken before oxygen ashing 
experiments to account for changes in sensitivity due to the altered ETV parameters. 
The ICP-MS was coupled to the ETV, a modified electrothermal atomizer and 
autosampler (Varian model GTA-95 ; Walnut Creek, CA) that has been previously 
described.22  Each sample was measured in triplicate using 10 µL injections.  
Pyrolytically coated graphite tubes were used as the vaporizer (Varian, part no. 
6310001200).  A valve system was utilized to separate the ETV from the ICP when 
material was not being vaporized (i.e., during drying and ashing cycles).  During these 
steps, the instrument’s sample gas flow was diverted directly into the torch.  During 
analyte vaporization, the valves were toggled so Ar gas flow was directed through the 
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graphite tube to sweep vaporized material into the mass spectrometer.  During this cycle, 
the dosing hole of the graphite furnace was plugged by means of a pneumatically-
activated graphite-tipped plunger.  This also triggered data collection in the Optimass 
8000.  Analyte was carried to the ICP torch by 1 m of 6 mm i.d. Tygon® tubing.  The 
ETV heating program is described in Table 5.2.   
Table 5.1 ICP Operating Parameters 
Sample Gas Flow 1.15 L min-1 
Plasma Gas Flow 10.0 L min-1 
Auxiliary Gas Flow 0.90 L min-1 
RF Generator Forward Power 700 W 
Torch Position (x) 8.0 mm 
Torch Position (y) 0.3 mm 
Torch Position (z) -0.2 mm 
Skimmer Potential -1,000 V 
Extraction Lens -1,400 V 
Pushout Plate 510 V 
Pushout Grid -540 V 
Reflectron 580 V 
Detector 3,200 V 
Analytes (primary isotopes used) 24Mg, 55Mn, 58Ni, 63Cu, 
114Cd, 208Pb, 153Eu 
Confirmation isotope  
(where applicable) 
25Mg, 60Ni, 65Cu, 112Cd, 
206Pb, 151Eu 
For oxygen ashing studies, the drying step was increased to 60 s to accommodate 
the increased sample volume of 100 µL.  During the oxygen ash step, air was used in 
place of Ar, passing through the furnace at a rate of approximately 1.2 mL min-1 and the 
ash temperature was set to 800 ºC (viz., dull red furnace appearance looking through 
dosing hole) for 20 s.  After ashing, the furnace was cooled to room temperature with air 
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still flowing through the furnace.  After a 10 s Ar flush, the ETV was heated to a 
vaporization temperature of 2,800 ºC and the signal collected. 
Table 5.2 ETV Heating Schedule 
Step Temperature 
(ºC) 
Ramp Time (s) Hold Time (s) Dosing Hole 
Closed 
Dry 100 5 10 No 
Char 300 20 20 No 
Pause 50 3 15 Yes 
Vaporize 2,800 3 5 Yes * 
Cool 50 14 0 Yes * 
Clean 2,800 1.3 3 No 
Cool 50 14 0 No 
* Denotes mass spectrometry data collection 
5.3 RESULTS AND DISCUSSION 
5.3.1 Metal determination from beads with immobilized PLAsp  
In order to determine the precision of the ETV-ICP-MS method, beads containing 
the same peptide sequence were analyzed.  The bead set used for this study was 
immobilized PLAsp (n = 20) which was reacted with a multi-metal solution for 2 h as 
described earlier.  Depending on the peptide sequence and resin material used for the 
analysis, careful determination of reaction times must be considered for equilibrium 
conditions to be met.  Based on the diffusion of large dye molecules through TentaGel,23, 
24
 metal diffusion through TentaGel beads should occur in 15 min, and  earlier studies 
suggested rapid metal-peptide binding kinetics.20  After metal exposure and drying, a 
light image of the beads was taken using a stereoscope.  All beads were medium blue in 
color after metal binding indicating that each bead possessed the PLAsp and some 
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complexed metal(s).  A set of 9 beads was taken from the slide after the diameters were 
measured.  The beads ranged in size from 85 to 105 µm (± 2 µm).   
The concentration of metal in the extract solution from each bead is shown in 
Figure 5.1 along with the bead volumes calculated from the bead diameters.  Well #5 
mistakenly contained two beads (d = 90 and 98, ± 2 µm), and thus the overall 
concentration is close to double that of the values in the other seven wells.   
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Fig. 5.1 - Concentration of metal extracted from single TentaGel-PLAsp beads and 
calculated bead volumes (right axis).  The error bars represent ± 1 σ (n = 3) 
based on error propagated using the analysis error of the sample, blank, and 
calibration solutions.  Two beads were present in Well #5. 
The figure shows bead extract concentrations as low as 4 ng mL-1 for Mn2+ and as 
high as 130 ng mL-1 for Cu2+, excluding well #5; Mg values were omitted from this 
figure because they were not significantly detectable above the blank levels.  Acid 
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introduced into wells containing no bead were used as controls and showed metal signals 
near the detection limits, indicating that metal contamination from the microwell plate, 
well cover adhesive and tweezers was negligible.  A small amount of Ni was observed, 
possibly from the tweezers, but was only slightly above the limit of detection.  The bead-
to-bead variation in the average metal content was relatively consistent (also see Table 3), 
but there was an obvious binding selectivity for certain metals.  As might be expected, 
much of the metal concentration variation in Fig. 5.1 follows that of the bead size.     
Due to the variations in bead diameter, the metal extract values from Fig. 5.1 were 
divided by the volume of the respective beads to calculate metal capacities.  The standard 
deviation in the bead diameters was 7% (n = 35), which resulted in a 21% RSD in the 
volumes.  When the metal capacities for each bead are normalized by the individual bead 
volume, a reduction in the bead-to-bead capacity variation (9-16% RSD) is observed 
(Figure 5.2 and Table 5.3).  The more refractory nature of Ni and Eu may account for the 
somewhat poorer precision between beads for these particular metals even after volume 
adjustment.  The remaining error between capacity values is likely the result of 
measurement uncertainties in the determination of individual bead capacities.  
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Fig. 5.2 – Single bead metal extract concentrations of TentaGel-PLAsp normalized to the 
individual bead volumes.  The error bars represent ± 1 σ (n = 3) based on 
error propagated using the analysis error of the sample, blank, and 
calibration solutions.  Two beads were present in Well #5. 
Table 5.3  Bead-to-bead variation in metal extract before and after adjusting for bead  
volume.* Poly-L-aspartate (n=20) was immobilized on the beads. 
Element Mn2+ Ni2+ Cu2+ Cd2+ Pb2+ Eu2+ 
Metal Extracted (bead-to-bead 
RSD) 
29% 17% 18% 34% 18% 13% 
Metal Extracted/Bead Volume 
(bead-to-bead RSD) 
9% 14% 10% 13% 9% 16% 
 
*
  %RSD values were calculated from the average extract concentrations from 
seven beads.  The metal extract from Well #5 was not included due to the 
presence of two beads giving a larger overall concentration.  
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An attempt was made to identify the possible sources of uncertainty when 
determining the volume corrected metal capacity of a single bead.  The sources of 
indeterminate errors (i.e., precision) were analysis error, variation in bead-to-bead 
binding site density, and error in measuring the bead diameter.  The “analysis error” 
included contributions from the bead extract measurement, blank measurement   and 
calibration curve slope error, but excluded particle diameter measurement and bead-to-
bead variations in active site density.  An internal standard was used to minimize errors 
caused by evaporation and sample introduction into the ETV.  After volume 
normalization of the bead set, the relative precision in the capacity (i.e., µg/mm3) can be 
represented by eq. 5.1.   
 
2
micrometer
2
densitysite
2
analysiscapacity RSD9RSDRSDRSD ⋅++=  (5.1) 
It should be noted that propagating the measurement error of the radius (or 
diameter) to the bead volume yields a volume uncertainty of 3*RSDmicrometer.  Error 
propagation in Eq. 5.1 requires summing the squares of the relative error, hence 9 
RSD2micrometer.  Variations in the site density cannot be measured directly; however, Eq. 
5.1 can be used to determine if the RSDsite density is significant relative to the other RSDs 
since they are known.  Using 2 µm as σ for the micrometer stage error for a 98 µm bead 
yields 6.1% for 3*RSDmicrometer.  Using pooled data for each element, RSDanalysis was 
determined to be Mn (3%), Ni (11%), Cu (4%), Cd (12%), Pb (4%) and Eu (10%).  
Finally, the RSDcapacity was arrived at from the experimental data for Mn (7%), Ni (13%), 
Cu (7%), Cd (14%), Pb (7%) and Eu (12%).  Using these data it is obvious that major 
uncertainties in site density are not required to account for the observed deviations in 
capacity measurements.  Additionally, it can be deduced that analysis precision 
dominates the uncertainty in the Ni, Cd, and Eu capacities and that analysis and particle 
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diameter imprecision contribute significantly to the uncertainty in the Mn, Cu, and Pb 
capacities for these beads.  The F-test (95% CI) confirmed this conclusion, i.e., only 
small error contributions arise from errors in determining the bead diameters and 
negligible contribution comes from binding site density variations.  Since no significant 
error was caused by variation in bead-to-bead differences in site density, all of the beads 
observed had nearly the same density of active sites.  This observation is in agreement 
with a previous study using confocal Raman microscopy,24 but in disagreement with 
diffusion studies of Rhodamine 6G through TentaGel.23    
To determine the amount of metal extracted by the acid soaking procedure, a 
selection from the PLAsp beads whose acid extract had been previously analyzed were 
separately analyzed directly in the ETV.  In this study, total consumption of the beads 
was used to ensure that metal was extracted from the beads with acid.  Total bead 
consumption is not necessary if peptide sequencing is desired.  After inserting the bead 
and a small amount of solution into the ETV, the resin material was removed by O2 
ashing in the ETV at a nominal temperature setting of 800 oC, and the remaining metal 
was then vaporized and determined via ICP-MS.  Total metal exposure was calculated by 
combining the metal amount extracted from the bead with the metal amount remaining on 
the bead to calculate the total metal on the bead after multi-metal exposure.  The results 
for wells 1-4 and 6-7 showed approximately 97, 99, 100, 98, 100 and 100% of Mn, Ni, 
Cu, Cd, Eu and Pb (respectively) were released upon acid exposure, which indicates 
quantitative release of the metals bound to this particular peptide.   
5.3.2 Metal determination from the combinatorial library beads 
A combinatorial peptide library was then used as an example for determination of 
selective metal binding peptides by this method.  In order to minimize analysis error by 
increasing the signal magnitude, TentaGel Macrobeads were used for the combinatorial 
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library.  They were twice the diameter (i.e., 8 times the volume) of those used with the 
PLAsp but otherwise had the same nominal specification.  Measurements of 35 beads 
showed an average diameter of 251 µm ± 5.4% (i.e., ± 16% in volume).  After exposing 
the beads to a mixed metal solution, the library beads were noticeably different in color, 
ranging from dark red to light blue.   
Figure 5.3 shows the resulting volume-normalized capacities determined for the 
small set of peptide library beads.  Mg values for wells B, C, E, and J were omitted from 
this figure because they were not significantly detectable above the blank levels.   
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Fig. 5.3 - Single bead metal extract concentrations of the peptide combinatorial library 
normalized to the individual bead volumes.  The error bars represent ± 1 σ 
(n = 3) based on error propagated using the analysis error of the sample, 
blank, and calibration solutions.  Mg concentration in well B, C, E, and J 
were negligible (<0.6 ug/mm3). 
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As expected, there are distinct differences in capacities for each element as well 
as in the relative capacities of one element to another for each bead.  For example, beads 
from wells A and I had the highest capacity for Mg; beads from wells A and F had the 
highest capacities for Ni; beads from wells D and G had the highest capacities for Cu, Pb, 
and Eu; and beads from wells G and I had the highest capacities for Mn and Cd.  
Similarly, if one were in search of a bead that provided good Pb binding capacity with 
maximum rejection of Ni, bead G from this small set of the library would be the optimal 
choice. 
Since these beads were also measured with the stage micrometer and were 
manufactured in a similar manner (i.e., similar variation in bead composition), the 
remaining error after bead volume adjustment can be ascribed primarily to analysis error 
since the relative error from the particle diameter uncertainty is smaller for these larger 
beads.  In addition, the precision in these calculated capacities was slightly improved as a 
result of the higher concentrations extracted from the larger beads as a result of improved 
measurement precision and less error in measuring the bead diameter:  Mg (10%), Mn 
(3%), Ni (5%), Cu (5%), Cd (6%), Pb (9%) and Eu (7%).  In cases where measuring 
individual beads diameters would be difficult and/or excessively time consuming, larger 
bead sizes provide a means to decrease the overall concentration uncertainty from bead-
to-bead by decreasing the relative analysis error.  Obviously, bead sets with better 
monodispersity could also be used to increase precision if the diameters of individual 
beads were not measured.  
A sample of 5 library beads were also analyzed directly using ETV after they had 
been soaked and rinsed in HNO3 to see if the acid extraction was complete.  While the 
beads released Mn, Cd, Eu, and Pb with 99-100% efficiency and Mg with 95-100% 
efficiency; Cu2+ showed a more varied retention (75, 100, 90, and 91, and 97% metal 
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extracted).  Since each of these particular beads likely had a unique peptide sequence, it 
is not unexpected that strong binding sites on any given bead may not release the metal 
using this particular stripping solution.  The beads were not sequenced in this study since 
the scope of the work was intended only to demonstrate the viability of using ETV-ICP-
MS as a metal screening technique using a small bead set.  While 95+% extraction is 
probably adequate for screening purposes, perhaps one might be concerned with <80% 
efficiency depending on the level of screening being sought.  Clearly, total consumption 
of the bead via oxygen ashing and ETV-ICP-MS is not the answer if the peptide sequence 
is to be determined.  It was only used in this study to illustrate that most metal is released 
by acid extraction.  If the peptide is intended for use as a reusable chelating media for 
metal remediation, then one could argue that sites that cannot be reclaimed do not 
effectively “exist” and thus should not be counted in the binding capacity of the material.  
In these cases, beads with inadequate release should be preferentially selected against if 
the target metal concentration in the extract was low, regardless of how much metal was 
actually bound to the bead.   
5.4 CONCLUSIONS 
With the exception of metals that are bound tightly to the peptide, acid stripping 
of the metals in a single bead into a small volume is demonstrated to be a viable 
quantitative analytical approach when using determination by ETV-ICP-MS.  Precisions 
of better than ±10% were achieved for all metals when the larger polymer beads were 
employed.  While acid was used in this study, other reclamation (stripping) solutions 
could be employed, such as a competitive chelator like EDTA.  Obviously, the use of 
different extraction solutions may also yield additional information on the relative 
strength of binding sites and other characteristics of the peptide sequence.  The high 
sensitivity and low volume requirements of the ETV allow for single beads to be easily 
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analyzed, and the TOF allows for unlimited m/z monitoring analysis with no sensitivity 
loss for multielemental analysis since there is no loss in the mass analyzer duty cycle.  
Though the method presented here could be performed on other types of mass 
spectrometers (e.g., quadrupoles), the large number of isotopes observed might result in 
duty cycle related losses in sensitivity.  For this study, the PLAsp beads and library beads 
had 21% and 17% variation in the volumes, respectively.  This bead-to-bead variability 
associated with the metal extracted can be corrected for by normalization to the bead 
volume with the remaining error primarily ascribed to analysis error and for the smaller 
beads to the particle measurement error.  Such volume correction may not be necessary, 
depending on the monodispersity of the bead set and the acceptable precision limit set by 
the analyst for the screen.  Interestingly, this study does show that bead-to-bead site 
density variability was not a major contributor to the uncertainty in the overall capacity 
values for the Tentagel bead sets used.   
The 2-3 min analysis time needed for each sample per replicate presently makes 
this technique suited for quantitative analysis of selected beads after an initial bulk 
screening method.  Use of this approach for rapid, quantitative screening may be viable 
with automation of bead manipulation and an increase in throughput for the ETV-ICP-
MS, such has been suggested by work with a multiplexed ETV system25, 26 where >100 
analyses/h were reported.   
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Appendix A: Error Propagation 
A.1 ERROR ANALYSIS: 
Sr
Sr
86
87
RATIO 
The final ratio sought is the molecular amounts of 87Sr and 86Sr.  This should, to a 
first approximation, be equal to the ratios of the corrected intensities read out by the 
instrument, denoted as:  
Sr86
I
Sr87
I
R =  (A.1)  
However, the intensity measured at m/z = 87 (I87) may have contributions of both 
Sr and Rb, thus:  
Sr
Rb87
86
87
I
II
R
−
=  (A.2) 
Since the contribution from 87Rb cannot be observed directly, the magnitude of its  
intensity is calculated based on the interference-free Rb isotope at m/z 85.  The ratio of 
Rb isotopes 
Rb
Rb
85
87
(denoted as RRb) can then be used to provide an expression for R 
based on measured quantities from the mass spectrum. 
 
Sr
RbRb87
86
85
I
IRI
R
−
=  (A.3) 
If it is assumed that the primary contribution to error can be determined by 
Poisson statistics, viz., 
x
2
x Iσ =  (A.4) 
Then an error function can be derived for the final ratio: 
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This can be converted to a relative standard deviation and simplified (also found 
in Chapter 2 as eq. 2.2). 
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A.2 MASS BIAS CORRECTION 
It is also necessary to analyze the error in the ratio of Rb isotopes used, RRb.  The 
value used is based on a corrected version of the natural abundance, termed RRb,true.  The 
dependency of the ratio of true to experimental isotope ratios is not analytically known, 
but a number of relationships have been employed.  In this work, an exponential mass 
bias law was used, with a correction factor termed ε.  The mass bias correction factor is 
determined by the equation: 
∆mε
exptl
true e
R
R
=  (A.7) 
This equation is generalized for any isotope ratio, where Rtrue is the true ratio 
value but Rexptl is the value observed in the experiment.  ∆m is the mass difference 
between the two masses used in the ratio.  It can be rearranged to a more useful form: 








=
exptl
true
R
Rln
∆m
1
ε  (A.8) 
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In this study, determining the value for ε relies on the ratio of 88Sr and 86Sr (to 
calculate an Rexptl), which are limited by Poisson statistics.  The mass difference does not 
contribute any significant error, nor does the true ratio of the ratio (which has been well 
characterized and does not vary). Thus, 
exptlexptl R
exptl
R
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ε
σ
∆mR
1
σ
R
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σ
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Since Rex is just the ratio of the signals at mass 88 and 86 and is assumed to be 
count limited, the error in that ratio is: 
8886
exptlexptl I
1
I
1RσR +=  (A.10) 
When this set into equation 14, the error in the mass bias factor is found to be 
8886
ε I
1
I
1
∆m
1
σ +=  (A.11) 
This mass bias factor must then be applied to determine what the observed value 
of the RRb ratio will be used.  This uses a rearranged version of Eq. A.10 or A.11 to solve 
for the RRb,exptl.  The error treatment is similar, and shows that the error in the ratio will 
be: 
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Appendix B: Introduction to Isotope Dilution Mass Spectrometry 
The math to obtain results from isotope dilution (IDMS) is well known and 
straightforward.  In a solution composed of two isotopes, X and Y, the ratio (R) will 
simply reflect the number of atoms or moles (n) of each present. 
Y
X
n
n
R =  (B.1) 
If the sample is a mixture of sample and of spike, then the total amount present 
will simply be the sum of the contribution from both parts.  This obviously ignores 
contributions from contamination, but that can easily also be included if necessary. 
spikeYsampY
spikeXsampX
nn
nn
R
+
+
=  (B.2) 
Finally, if one knows the abundances of material in the sample spike (Ax-samp and 
Ay-samp) and the spike (Ax-spike and Ay-spike), the mass of spike added (nspike), and the 
molecular weight of the spike (Wspike) and sample (Wsamp), then the following can be 
derived: 
spike-y
spike
spike
samp-y
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samp
spike-x
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W
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m
R
⋅+⋅
⋅+⋅
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 This function contains only one unknown quantity and allows for the solution of 
the final unknown of the mass of the sample (msamp), which can then simply be converted 
to a concentration.   
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Appendix C: Attempting to Correct ICP-TOFMS Isotope Ratios by 
Alterations to the Signal Processing Method 
C.1 INTRODUCTION 
In Chapter 3 of this dissertation, it has already been described how the GBC 
Optimass 8000 (GBC Scientific, Hampshire, IL) records isotope ratios that are not always 
accurate when the analog data collection mode is used.  This error is different from that 
typical of space charge and mass bias, and shows a bias that underestimates the signal 
from less abundant isotopes.  The chapter describes how the problem is ultimately due to 
variability in the fraction of ions of a given mass that are successfully detected.  
Ultimately, a correction methodology was created that relied on altering the recorded 
signal magnitudes to generate uniform detection efficiency.  However, this was not the 
first correction methodology explored.  Earlier experiments, described in this appendix, 
focused on attempting to manipulate that signal analysis algorithm to improve the isotope 
ratio accuracy of the ICP-TOFMS.  It was known that smaller signals from less abundant 
isotopes were being recorded less effectively, and it was suspected that the noise 
suppression algorithm (NSA) used on the Optimass 8000 was rejecting data that failed to 
exceed the threshold in a manner that led to the bias on smaller signals.  Hence, the goal 
was to alter that algorithm to prevent that data from being lost.  First, it is necessary to 
review the complete signal treatment procedure used by the Optimass 8000. 
C.1.1 The Signal Processing Procedure 
The anodic current from the electron multiplier tube (EMT) is sent to a 
preamplifier, an operational amplifier wired for inverting amplification with a voltage 
magnification factor of ten.  This voltage is then passed by a coaxial cable to the analog-
to-digital converter.  The converter utilized by the Optimass 8000 is an Acqiris AP-100 
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digitizer located in the computer operating the Optimass software, which is specifically a 
flash analog-to-digital converter.  The digital signal output from the converter is 
generally referred to in units of ADC (analog-to-digital count).  The card has an 8 bit 
converter, covering from 0 to 0.5 V or ca. 2 mV per ADC.  The conversion process can 
run as fast as 1 GHz on the converter found in the Optimass 8000, but is actually operated 
at a rate of 0.5 GHz (i.e., 2 ns per conversion). 
The point representing zero volts on the Acqiris card is referred to as the baseline 
setting and must be set carefully, as it is slightly different from the instrument ground.  
The baseline can be determined automatically by the instrument software.  To find the 
correct value, the baseline voltage is set to different values and the average noise level at 
each setting is recorded.  A plot of the noise level versus baseline setting is used to set the 
baseline level that best corresponds to an average noise level of zero volts.  When the 
instrument was tuned prior to the studies described here, the baseline setting was found to 
be 5.28 mV. 
This output of the Acqiris card returns a mass spectrum with an ADC value stored 
in a "bin" every 2 ns.  However, the noise in the signal is large enough to produce a 
significant background.  Review of instruction manuals and discussions with scientists at 
GBC and Acqiris indicate that much of this noise is “clock noise” coming from the 
circuitry on the Acqiris card.  It is at a frequency similar to that of the peaks in the mass 
spectra, and consequently cannot be removed by analog or digital filters (see section 
C.1.3).  Instead, the method that has been devised to handle this issue employs a "noise 
threshold".  After the baseline has been set, the height of the noise is analyzed by the 
software.  A point is automatically determined above the baseline that excludes most of 
the noise.  As each point undergoes analog-to-digital conversion, bins that exceed the 
threshold are stored without alteration.  All values at or below the threshold are set to 0 
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ADCs.  This removes nearly all of the noise when no ions strike the detector.  During 
tuning for the set of experiments described in this appendix, the system automatically 
determined this level to be 4 ADCs above the baseline.  A schematic diagram of these 
levels is shown in Figure C.1, along with a signal that rises above the noise level.  The 
level at 0 ADCs is also 0 volts.  Signal falling below that zero point are not actually 
recorded as a negative signal, but as 0 ADCs.   
The method of data treatment following this depends on whether the system is set 
to ion counting or analog data mode.  In ion counting, this signal would be considered as 
one ion and that could be added to the counter for a particular mass.  That one ADC 
registered is stored in the central bin of the generated peak.  In general, it should be noted 
that a new ion can not be recorded until the signal falls back below the threshold.  The 
total number of ions arriving in a certain mass window can then be summed to produce 
the total signal for a given mass over the observation period.  Mass windows are preset 
by the instrument based on the calibrated flight time vs. mass relationship. 
In the analog mode, the area of the peak is integrated by summing the bins over a 
preset window and that area is recorded for the respective mass.  The integrated area over 
many shots can then be summed and presented as the total area for a given mass.  The 
output of the Optimass 8000 is in counts per second (cps) and is calculated as the total 
sum of the ADCs recorded for a predetermined "scan" time divided by the scan time.  For 
example if 5,000 ADCs were collected for a mass over a scan time of 0.1 s, then 50,000 
cps would be registered in the software output. 
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Fig. C.1 – Simulated instrument signal and baseline noise for the Acqiris system.  The 
baseline is set in the middle of the noise, so all negative points would be 
reported as 0.  The threshold (dashed line) is set at the top of the noise level 
in an attempt to exclude the noise, resulting in the second half of the figure.  
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One method of avoiding the noise would be to use a system where the baseline 
was set higher than the average height of the noise.  This would remove the noise, leave 
most of the peaks and simplify the method of data treatment.  However, the instrument 
manufacturers realized that this method of treating the noise would have deleterious 
effects on the accuracy of isotope ratios.  Any peaks generated by actual ions would start 
from the somewhere inside of the noise, and setting a high baseline would cut off the 
bottom of the peaks.  The same amount is removed regardless of the size of the peak.  
This would inevitably cause isotope ratio errors when the peaks are of disparate sizes.  
The use of the threshold system should avoid this problem and should return accurate 
ratios.  It is critical that when a peak does exceed the threshold, the small area between 
the baseline and threshold is added back to the signal to provide what is the nearly 
complete integrated area of the peak.  This method of data treatment is referred to by the 
manufacturer as the noise suppression algorithm (NSA). 
C.1.2 Details on the noise in the Optimass 8000 
There is a significant amount of noise in unfiltered spectra from the Optimass 
8000, which leads to the need for noise filtering.  The main culprit for noise in the system 
is the noise from the analog to digital converter itself.  This noise can be viewed by 
accumulating spectra with the baseline and threshold lowered (so as to prevent the noise 
from being filtered out).  The noise can be studied without signals by collecting data with 
the plasma unlit or by simply unplugging the signal carrying cable (and grounding the 
end at the preamplifier).  Unhooking the cable, however, alters the baseline of the system 
and a new baseline may have to be set to view the noise in the system.  An example of 
the noise is presented in figure C.2, and its noise power spectrum (using Fourier 
transformation) in figure C.3. 
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Fig. C.2 – Noise acquired on the Optimass 8000 by lowering the baseline and removing 
the noise threshold. 
 
Fig. C.3 – Noise power spectrum of the noise spectrum in figure C.2. 
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The noise analysis shows discrete noise frequencies, with the strongest at ca. 
2x108 Hz, or a wavelength of 5 ns.  These have been attributed to environmental noise 
from the electronics on the analog to digital converter.  Another matter of interest is the 
observation of the noise power spectrum taken with the ICP lit and a sample is 
introduced, as shown in figure C.4. 
 
Fig. C.4 – Noise power spectrum of a signal containing peaks from a mass spectrum.  
Data were taken with a lowered baseline and no threshold.  Vertical scale is 
3 orders of magnitude larger than fig. C.3 to account for increased power at 
lower frequencies related to the signal. 
Figure C.4.demonstratesis that the frequencies corresponding to mass peaks and 
those from the environmental noise overlap one another in the frequency regime, 
indicating that simple frequency-based noise filtering may not remove the noise without 
altering or distorting the signal. 
Finally, it is of note that the noise spectrum (Fig. C.2) is nearly constant over 
time.  The same general noise pattern is mixed with the signal from a mass peak in nearly 
the same manner for each spectrum acquired.  The noise is environmental and possibly 
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synchronized to the spectrum through the pulse that starts data collection, so this is not 
particularly surprising.  It suggests that subtracting this fixed pattern noise might prevent 
a straightforward means of producing clean and largely noise free signals.  This is 
attempted in this work (C.3.4 and C.3.5), but it must be emphasized that the noise pattern 
does change slightly over time making this technique not entirely straightforward.   
C.1.3 Experimental Rationale 
The isotope ratio inaccuracy is similar to what might be expected if the baseline 
were set too high and no threshold were used.  This would lead to cutting off the bottom 
of peaks, which would more severely affect minor isotopes.  It was hypothesized that this 
was what was effectively occurring, and if this could be corrected then one would obtain 
accurate isotope ratios. 
One significant question is why the peak areas might be unexpectedly cut off.  
Two explanations of the problem were proposed.  One involves the negative excursions 
of the noise.  If the noise pattern causes the rising or falling edge of one of the transient 
peaks to remain under the threshold, this would cause a portion of the peak to be missed.  
This would be most significant on small peaks, leading to those peaks having areas to be 
too small (as is observed with the isotope ratios).  It should be noted that the noise 
observed is not entirely random.  As mentioned before, the noise is partially generated by 
the timing circuitry on the Acqiris card.  The same noise pattern appears repeatedly in 
multiple spectra, with very little temporal shift in the peaks and valleys observed.  Hence, 
it was considered possible that a repetitive feature of the noise has the same effect on 
some peaks over and over again.  Alternatively, it was hypothesized that some portions at 
the rising and falling edge of the transient peaks from the TOF system failed to exceed 
the threshold level.  Hence, the start and end sections of all peaks are not counted into the 
area.  This effect will be most dramatic on the smallest peaks, leading to the effect 
 129 
observed in isotope ratios.  The goal of the experiments was therefore to change the way 
data was acquired in an attempt to recover whatever portion of the signal was lost that 
had previously been discarded because it never rose above the threshold. 
C.2 EXPERIMENTAL METHODS 
All data were acquired on a GBC Optimass 8000 (GBC Scientific, Hampshire, 
IL).  Ar gas (AirGas, Austin TX) was used for all experiments.  Data was acquired using 
the Optimass software (version 1.2) and then exported to Microsoft Excel for further 
analysis.  Fourier transforms were calculated in Origin (Ver. 7).  As needed, values for 
the baseline and threshold were altered in the Optimass “Acqiris” panel.  Distilled and 
deionized water with redistilled pure concentrated (70%)  HNO3 (Aldrich, 99.999% pure) 
was used to prepare with 1% HNO3.  All glassware and plasticware were soaked in 4 mol 
L-1 HNO3 for at least 24 hr and rinsed in deionized water prior to use. 
The instrument was tuned using a 100 ng mL-1 solution (Ba, Be, Ce, Co, In, Pb, 
Mg, Tl, Th; Solutions Plus, Inc.) prior to the experiments.  Instrument parameters are 
listed in Table C.1.  The same solution was used at 1 ng mL-1 to tune the instruments 
EMT bias voltage.  A setting of 2,350 V on the EMT was selected based on the 
manufacturer's procedure for setting the detector voltage near the knee of the response 
curve in the ion counting mode.  Standard solutions were for isotopic studies of Mg 
(Inorganic Ventures), Ti and Cd (SCP Science), Ag and Eu (Acros), Ba (Alfa Aesar), and 
Sm (SpexCertiPrep).  Solutions were diluted in 1% HNO3. 
All experiments were performed using 10 s integration times with all data 
obtained for 5 replicates.  Except in sections specifically described otherwise, data were 
blank subtracted using the 1% HNO3 blank.  Isotope ratios were treated to remove mass 
bias as described in Chapter 1.  All elements selected were based on two isotope ratio 
criteria.  First, the ratios used must not vary in nature.  Since the ratios studied do not 
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vary in nature, “true” values could be compiled from literature.1  Isobaric interferences 
were also considered when selecting the exact ratios to be considered, to ensure that these 
literature values would not be perturbed by other masses.  Secondly, there must be both 
an isotopic ratio near unity and an isotopic ratio far from unity.  As shown in Chapter 3, 
ratios far from unity most clearly demonstrate the inaccuracy.  Ratios near unity have 
very little inaccuracy, making them ideal for determining the value of the mass bias 
correction factor.  If this combination of ratios was not available from a single element, a 
pair of elements with no isobaric overlaps was used to achieve the desired properties.  
The elements and isotope ratios used are detailed in Table C.2, as are the true values of 
the isotope ratios. 
Table C.1 Instrument operating parameters 
Parameter Set Value 
Skimmer -950 V 
Extraction -1000 V 
Z1 Lens -700 V 
Y Mean -60 V 
Y Deflection -2 V 
Z Mean -1025 V 
Z Deflection -35 V 
Lens Body -155 V 
Fill -30 V 
Fill Bias -0.6 V 
Fill Grid -15 V 
Reflectron 580 V 
Multiplier Gain 2,350 V 
Generator Power 1,200 W 
Torch X position 7.5 mm 
Torch Y Position 1.6 mm 
Torch Z Position -0.1 mm 
Pump speed 6.5 rpm 
Nebulizer Flow 1.0 L/min 
Plasma Flow 11.0 L/min 
Auxiliary Flow 1.5 L/min 
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Table C.2 Mass Bias Corrections Isotope Ratio Groups.  The ratio on the left was used to 
determine the mass bias correction factor.  That value was applied to the 
ratios on the right.  Natural abundance ratio for each case based on literature 
is also listed in parenthesis. 
First Ratio Affected Ratios 
26Mg/25Mg (1.099) 25Mg/24Mg (0.1269) 
50Ti/49Ti (0.95628) 
48Ti/47Ti (9.912) 
49Ti/47Ti (0.956) 
109Ag/107Ag (0.92904) 
114Cd/112Cd (1.1902) 
116Cd/114Cd (0.259) 
136Ba/135Ba (1.191) 
138Ba/137Ba (6.376) 
137Ba/136Ba (1.427) 
153Eu/151Eu (1.0918) 
149Sm/148Sm ( 1.230) 
152Sm/144Sm (8.6988) 
C.3 RESULTS AND DISCUSSION 
C.3.1 Effect of changing the threshold 
As described above, it was suspected that the use of the threshold caused some 
part of the signal to be excluded.  It was hypothesized that lowering or completely 
removing the threshold could lead to ratios that are more accurate.  This was first tried 
while analyzing ratios from a solution containing 100 ng mL-1 of the elements of interest.  
Results are summarized in figures C.5 and C.6.  The first figure uses the "normal" EMT 
bias based on the tuning (2,350 V), while figure C.6 is based on data where a higher EMT 
bias setting of 2,500 V.  The keys in several of the following figures may benefit from 
some further explanation.  The key indicates the element studies followed by the value of 
the ratio analyzed (e.g., Mg and 0.13).  Although this neglects to identify the ratios based 
on the masses used, this is not necessary to analyze the data.   
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Fig. C.5 - Isotope ratio accuracy of several elements at 100 ng mL-1 as a function of the 
threshold setting.  Data acquired with the EMT bias set to a normal value of 
2,350 V. 
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Fig. C.6 - Isotope ratio accuracy of several elements at 100 ng mL-1 as a function of the 
threshold setting.  Data acquired with the EMT bias set to a high value of 
2,500 V. 
The implications from the data in figure C.5 are unclear.  The trends for the large 
isotope ratios of Ba (nominal value of 6.4) and Ti (nominal value of 9.9) would seem to 
suggest that lowering the threshold does indeed lead to lower levels of error in the isotope 
ratios.  However, this trend does not appear in the other elements.  In fact, the errors for 
the large ratios of Mg (0.13) and Sm (8.7) seem to appear best at high values of the 
threshold but the errors become steadily worse as very low values are used for the 
threshold.  Analysis of the results of figure C.6, taken at a higher EMT bias, only further 
confuses the situation.  A lower threshold setting appears to make all elements worse, 
while the ratio for Ba with a nominal value of 1.4 has a systematic error that does not 
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significantly vary with the threshold setting.  The reason for this is unknown.  No 
significant isobaric interferences were expected or observed in this mass range. 
C.3.2 Effect of changing the baseline 
The other major factor impacting the function of the NSA is the setting of the 
baseline.  As previously discussed, the system generally sets a level where the baseline 
sits in the middle of the instrument noise.  If the system had random noise, this might 
work well.  Then the noise accumulated over many spectra would average itself out.  
However, because of the fixed pattern, non-random nature of the noise in the Optimass 
8000 this may not be the best approach.  The system was run with no threshold (by 
setting it to 0 ADC) and run at various settings for the baseline to observe the effect of 
lowering the baseline to allow more of the noise into the integrated signal areas.  
Although this increased the noise, use of blank subtraction should remove any area added 
solely by the noise.  Results for a 100 ng mL-1 solution (and using blank subtraction) at 
various baselines are summarized in figures C.7 and C.8.   
In general, it can be summarized that no trend is observed to suggest that 
alteration of the baseline setting of the Optimass leads to more accurate isotope ratios.  
Within the precision of the measurements, it appears that the accuracy of the 
measurements is generally stable. 
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Fig. C.7 - Isotope ratio accuracy as a function of baseline setting.  Results for a 100 ng 
mL-1 solution of various elements, using 0 ADC as the threshold setting and 
a normal EMT bias of 2,350 V. 
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Fig. C.8 - Isotope ratio accuracy as a function of baseline setting.  Results for a 100 ng 
mL-1 solution of various elements, using 0 ADC as the threshold setting and 
a higher EMT bias of 2,500 V.  
C.3.3 Manual Noise Removal, Low Baseline, No Threshold 
When the threshold is removed and the baseline is lowered, this allows much of 
the instrumental noise to be collected with each spectrum.  This should remove all effects 
of the noise suppression algorithm (NSA) on the signals for each isotope, which may 
allow for more accurate isotope ratios so long as the noise can be removed by some other 
means.  However, allowing the noise in and using blank subtraction as shown in the 
preceding section does not produce accurate ratios.  The section attempts to separately 
remove the noise by recording the noise spectrum first. 
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A method was devised to remove a significant fraction of the fixed pattern noise 
since this process is under these conditions this in longer performed by the Optimass 
software.  All data were acquired as individual mass spectra that were then exported as 
time scan files (.tms) and could be manipulated in Excel.   
The first step was to acquire the predominately fixed pattern noise spectrum.  As 
stated before, this can be accomplished by turning off all instrument voltages.  Five 
replicates of the noise were acquired for 10 s each and averaged, and that average was 
subtracted on a bin by bin basis from all subsequent data.  This differs from previous 
approaches where the blank and samples were integrated separately before performing a 
blank subtraction.  Fresh noise spectra were acquired before each different solution 
analyzed.  The noise subtracted mass spectra of each sample could then be integrated to 
obtain the peak areas.  This procedure is complicated by the fact that exported mass 
spectra are in the time domain (i.e., divided into 2 ns time bins) and no means is readily 
available to express the data in the mass domain.  Hence, it requires careful analysis to 
assign observed peaks to their correct mass. 
Further analysis of the generated spectra showed one further issue that required 
correction.  Some large peaks created a signal that took several nanoseconds longer than 
might be expected to return to the typical instrument noise level.  This was most 
pronounced at the heavier masses.  An example of this is seen in figure C.9.  It shows the 
time domain noise subtracted spectra of 100 ng mL-1 Sm and Eu where the signal does 
not return to baseline between the peaks.  As can be seen in the inset of C.9, the peaks are 
challenging to integrate, as they do not return to baseline.  Simply summing the area 
under each peak would add faulty area caused by remaining signal from earlier peaks (if 
that area is not actually part of the new peaks).  This area does not show up in the blanks, 
and so the use of blank correction does not alleviate this problem either.   
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Fig. C.9 - Time domain mass spectrum of noise subtracted 100 ng mL-1 solution of Sm 
and Eu.  Expanded vertical scale is inset.  Taken with 0 ADC threshold and 
baseline at 4.0 mV with normal EMT bias of 2,350 V. 
Hence, the question arises as to what exactly comprises the “peaks” and valleys.  
Where, precisely, is the correct bin where the integration of peak area should start and 
end?  Common definitions rely on observing the standard deviation of the noise level and 
seeking a value that has some confidence of being above the noise.  However, as seen in 
figure C.9, the noise level on the instrument signal varies considerably over time.  No 
single value defines the boundary between signal and noise that applies to all the peaks.  
For this study, the algorithm selected was to use bins where the peaks were continuously 
rising or falling (on the two sides of the peak).  Once the signal level began to fluctuate 
up and down due to noise, the integration was ceased.  Changing this width (increasing or 
decreasing by a few bins) causes slightly different areas to be returned, which has the 
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most significant effect on smaller peaks (of less abundant isotopes), since the altered area 
is more significant relative to their small integrated area.  Other techniques included 
methods such as fully integrating to the minimum between peaks or using integration 
windows of a fixed width around the center or peaks.  In practice, these other methods 
were found to produce consistently less accurate isotope correction.  In addition, the 
integration areas were generally set by carefully checking just one replicate of a given 
peak.  The same region was then used for integration in other replicates.  However, the 
peaks were sufficiently stable in time that his had little to no effect. 
As shown in figure C.9, it is also necessary to correct for what appears to be a 
floating baseline when peaks occur near one another.  One could consider not subtracting 
any noise out, in the consideration that the area underneath the peaks is so small that it 
has little effect.  Attempts at doing so, however, demonstrates that this area has a 
significant effect on the isotope ratios.  Failure to remove it causes very poor isotope ratio 
accuracy.  Hence, the integrated signals need correction.  Doing so requires some value to 
represent the signal level at the valley between the peaks.  One method could be to 
simply use the minima in each valley between the peaks.  However, this does not show 
the general behavior of the valley region and tends to return less accurate isotope ratios 
than using an average area of the noise in the valley between peaks.  The set of bins used 
to determine the noise level in the valleys is also important.  The best method appears to 
be an area of a few bins in the lowest region between two peaks.  However, it is not clear 
precisely how wide the area averaged should be.  The width of the area used has a 
significant effect, particularly on very minor peaks.   
The average magnitude of those valleys was then multiplied over the width of the 
signal peak and that area was subtracted from the total integrated area.  This gave the area 
of just the peak but removed the unneeded fraction at the bottom.  The exact region of 
 140 
bins employed for the integration of peaks and determination valley magnitudes have a 
significant impact on the observed error (changes of 1% or more in the error can be 
observed by slightly changing the integration widths).  If such small changes cause 
significant change in the error, then it would be challenging to automate this method as a 
reliable means of obtaining accurate isotope ratios. 
This method of noise subtraction, manual peak integration and adjacent noise 
correction was attempted with solutions at various concentrations, as shown in figures 
C.10 and C.11.   
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Fig. C.10 -Isotope ratio accuracy at various concentrations using the manual noise 
subtraction method.  Data taken with threshold of 0 ADC, baseline at 4.0 
mV, and at a normal EMT bias of 2,350 V. 
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Fig. C.11 - Isotope ratio accuracy at various concentrations using the manual noise 
subtraction method.  Data taken with threshold of 0 ADC, baseline at 4.0 
mV, and at a higher EMT bias of 2,500 V. 
For most of the isotopes, the data with the EMT bias at 2,350 V (seen in Fig. 
C.10) produces ratio accurate to better than 10% error.  As has been seen before, solution 
concentrations less than 100 ng mL-1 tend to have poor accuracy.  However, little 
saturation is seen at higher concentrations.  The Mg 0.13 ratio has a systematic bias that 
changes more significantly than with the other isotope ratios.   
The use of the higher EMT bias voltage (taken by the same method in Fig. C.11) 
once again leads to ratios that are slightly more accurate.  In the good region (from  ca. 
250 to 700 ng mL-1) most elements have less than 5% error for their isotope ratio.  
However, saturation does become an issue as concentrations around 1,000 ng/mL are 
reached.   
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C.3.4 Manual Noise Removal, Normal Baseline, No Threshold 
For comparison sake, the method of described above (manual noise subtraction 
and peak integration) was attempted while keeping the baseline at the normal level (in the 
middle of the noise), as opposed to lowering it.  This approach shows the impact of 
eliminating the fraction of the noise fluctuating below the normally set level of the 
baseline (5.28 mV).  However, the threshold was still set to 0 ADC to remove the effect 
of the NSA.  Experiments were performed at both high and low detector voltage biases, 
as shown in figures C.12 and C.13. 
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Fig.C.12 - Isotope ratio accuracy at various concentrations using the manual noise 
subtraction method.  Data taken with threshold of 0 ADC, baseline at 5.28 
mV, and at a normal EMT bias of 2,350 V. 
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Fig. C.13 - Isotope ratio accuracy at various concentrations using the manual noise 
subtraction method.  Data taken with threshold of 0 ADC, baseline at 5.28 
mV, and at a higher EMT bias of 2, 500 V. 
As can be seen in the figures, this approach is fairly effective.  At the lower EMT 
bias setting (2,350 V) there appears to be some fairly stable systematic bias impacting the 
ratios of Ti (9.9) and Cd (0.26), but in general most of the errors are less than ±5%.  This 
applies at a large range of concentrations.  The results at the higher detector setting 
(2,500 V) are also very good, although the major peaks for Sm and Cd experienced 
saturation above ca. 200 ng mL-1 leading to inaccuracies.   
This success of this approach suggests that noise from excursions below the 
baseline have little effect on the accuracy.  This is clear because none of that type of 
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noise is included in these signals, yet good results are obtained.  The results are usually 
also quite stable across the range of concentrations. 
C.3.5 Comparison of Methods 
Several methods and techniques aiming to improve the accuracy of isotope ratios 
on the Optimass 8000 have been explored and discussed.  It may clarify the situation to 
present all of these various attempts in comparison to one another as an assessment of 
what provides the most accurate data.  This is shown in figure C.14, collecting data at a 
solution concentration of ca. 250 ng mL-1 from the experiments discussed above. 
This can be considered mathematically by considering the average value of the 
errors found in each method (considered as absolute values, to take out the effect of 
positive and negative errors negating one another).  The most effective is found to be the 
use of no threshold (0 ADC) with a normal baseline (5.28 mV) and manually subtracting 
noise with corrections on the left and right side (using an EMT bias of 2,500 V).  This 
method has an average error of about 1.7%.  Nearly as effective was the use of the noise 
subtraction method at the higher EMT bias setting, but with the baseline lowered.  This 
had an average error of about 2.0%.  Also close was the use of the low baseline and high 
EMT bias, but with automatic integration and no point-by-point noise subtraction 
(average error 1.9%).  The use of higher detector setting generally appears to be helpful, 
as this magnifies the signal and minimizes the effect of the noise. 
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Fig. C.14 - Comparison of various methods explored for obtaining isotope ratio accuracy.  
The labels on the x-axis refer to the setting for the baseline (in mV), the 
threshold (in ADC), and the EMT bias (in V) respectively.  "Sub" refers to 
data where noise was manually subtracted and the baseline corrected.  Data 
were taken on solution concentrations of ca. 250 ng mL-1.  The bars 
represent the following isotope ratios in order: Mg (0.13), Cd (0.26), Ti 
(0.73), Cd (1.2), Sm (1.2) Ba (1.4), Ba (6.4), Sm (8.7) and Ti (9.9). 
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C.3.6 Precision 
The results discussed here have reviewed the efforts toward obtaining accurate 
values.  Very little has been done to address the precision of the results.  In general, most 
isotope ratios had relative standard deviations in the range of 0.5 to 1.0%.  It has been 
shown that analog instrument signals can be converted to an approximate number of ions 
observed,2 which is useful for analysis based on Poisson statistics.  The precisions 
observed were generally on the same order of magnitude as Poisson predictions.  As 
might be expected, solutions that were more concentrated had slightly better precisions.  
The precisions observed were sufficiently good that the errors observed cannot be 
accounted for simply due to signal fluctuations.  The errors were generally unidirectional 
sufficiently biased to indicate a systematic error. 
C.4 CONCLUSIONS 
A method has been sought that allows for accurate isotope ratio determination in 
the analog data collection mode of the GBC Optimass 8000 under all conditions.  
Integration errors related to the noise suppression algorithm (NSA) were suspected as a 
culprit, and experiments attempted to remove this factor from the handling of data.  Other 
methods were used to remove the noise from the signal (i.e., subtraction of fixed pattern 
noise).  This did lead to improvements in the accuracy of the isotope ratios obtained, but 
not to isotope ratios that were consistently accurate within the precision of the 
measurement.  At best, most isotope ratios can be measured with an accuracy of ca. 2% 
with precisions that were generally less than 1% RSD after complete signal correction. 
In view of what was presented in Chapter 3, regarding signal detection efficiency 
as a cause of isotope ratio inaccuracy, it seems clear why the studies presented in this 
appendix were partially successful.  Lowering the threshold and removing the noise by 
subtraction likely had the unintended effect of providing more uniform detection 
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efficiency.  One factor contributing to inefficiency is small signals lost in the noise.  This 
method retrieved some of those small signals, leading to an increased efficiency on minor 
isotopes that more closely matched that of the major isotope.  However, it would be a 
larger challenge to retrieve all signals that leave the detector regardless of size.  Only the 
total efficiency curve described in Chapter 3 has the capacity to fully correct the signals. 
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