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依存し，能力測定の精度低下を引き起こす問題が指摘されている [5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15]．この問題を解決する手法として，テスト理論の一つである項目反応理
論（Item Response Theory: IRT）[16]に，評価者特性を表すパラメータを付与したモ
デルが近年多数提案されている (e.g., [7, 11, 12, 13, 14, 17, 18, 19, 20, 21]) ．これら
の項目反応モデルは評価者特性を考慮して能力推定ができるため，受検者の素点の合
計や平均といった単純な評価方法よりも高精度な能力測定が可能となる [6, 7, 11, 12]．
また，現実の評価の場面では，異なる受検者に実施された異なる課題へのパフォー



































者の能力値を把握することで課題への反応を予測する Knowledge Tracing の分野に





本章では，パフォーマンス評価によって得られるデータU を，課題 i ∈ {1, · · · , I}
における受検者 j ∈ {1, · · · , J}のパフォーマンスに評価者 r ∈ {1, · · · , R}が与える評
価カテゴリー k ∈ {1, · · · ,K}の集合として，次のように定義する．
U = {uijr|uijr ∈ {−1, 1, · · · ,K},∀i,∀j, ∀r}
















型項目反応モデルを適応する研究も進められている [14, 27, 28]．本研究のパフォーマ
ンス評価データに適応できる多値型項目反応モデルには，段階反応モデル（Graded









が提案した多相ラッシュモデル（Many-facet Rasch Model: MFRM）である．MFRM
には幾つかのバリエーションが存在するが (e.g.,[9, 13])，最も代表的なモデルでは，




m=1[θj − βi − βr − dm]∑K
l=1 exp
∑l
m=1[θj − βi − βr − dm]
(1)
ここで，θj は受検者 j の能力，βiは課題 iの困難度，βr は評価者 rの厳しさ，dk は
評価カテゴリー k − 1から k に遷移する困難度を表す．パラメータの識別のために
βr=1 = 0, d1 = 0,
∑K










m=1[αi(θj − βim − ρir)]∑K
l=1 exp
∑l
m=1[αi(θj − βim − ρir)]
(2)
ここで，αiは課題 iにおける識別力，βikは，課題 iにおいてカテゴリー k − 1から k
に遷移する困難度，ρirは課題 iにおける評価者 rの厳しさを表す．パラメータの識別






m=1[αiαr(θj − (βi + βr)− dimdr)]∑K
l=1 exp
∑l
m=1[αiαr(θj − (βi + βr)− dimdr)]
(3)
6
ここで，αrは評価者 rの一貫性を表すパラメータ，dikは課題 iにおけるカテゴリー k
の閾値パラメータ，drは評価者 rの閾値パラメータを表す．パラメータの識別のため
に，∏r αr = 1,∑r βr = 0,∏r dr = 1, di1 = 0を仮定する．





m=1[αrαi(θj − βi − βr − drm)]∑K
l=1 exp
∑l
m=1[αrαi(θj − βi − βr − drm)]
(4)
ここで，drk は評価カテゴリー kに対する評価者 rの厳しさを表す．パラメータの識
別のために，αr=1 = 1, βr=1 = 0, dr1 = 0,
∑K









ijrk−1 − P ∗ijrk (5)P
∗
ijrk = [1 + exp(−αi(θj − bi − εrk))]−1
P ∗ijr0 = 1, P
∗
ijrK = 0
ここで，biは課題 iの困難度を表し，ϵrkは評価カテゴリー kに対する評価者 rの厳し
さを表す．εrk は順序制約 εr1 < εr2 < · · · < εrK−1を仮定し，パラメータの識別のた
めに，ε11 = −2.0と制約する．




ijrk−1 − P ∗ijrk (6)P
∗
ijrk = [1 + exp(−αiαr(θj − bik − εr))]−1





ここで，bik は課題 iにおいて kより大きいカテゴリーを得る困難度を表し，εr は評
価者 rの厳しさを表す．bikは順序制約 bi1 < bi2 < · · · < biK−1を仮定し，パラメータ























るテストの信頼性低下を招き [29, 30, 31, 32, 33, 34, 35]，共通評価者の増加は評価者


















































































































































































































































































































はバイアスパラメータベクトルである．出力 β(i)3 を課題 iにお
いて，評価カテゴリー kを得る困難度を表すパラメータとみなす．困難度パラメータ
を推定する際に課題間の独立性を仮定していないことが特徴である．

























































































































































2 , · · · , h
(i,j,r)
K )を求め，課題 iにおいて受検者 j が評価者 r に










































vijrk log ûijrk (19)














mt = γ1mt−1 + (1− γ1)gt (20)
vart = γ2vart−1 + (1− γ2)g2t (21)
ここで，γ1, γ2はチューニングパラメータであり，任意の値を設定する．
これらの推定バイアスを補正したm∗t = mt/(1− γt1),var∗t = vart/(1− γt2)を用い
て，t回目の学習におけるすべてのパラメータベクトル xtは以下のように更新する．

















スト（テスト Aとテスト B）で構成されるデータを用いた．各テストは I 個の課題，










θj , βi, βr, dk ∼ N(0.0, 1.0) (23)

















タはそれぞれ θj , βr ∼ N(−1.0, 0.5)から，テストBではそれぞれ θj , βr ∼ N(1.0, 0.5)






















するパラメータは表 1の値を用いた．これらのパラメータのうち，ϵ, γ1, γ2に関しては，
先行研究 [56]の値を用いた．また提案モデルに関しては，θ(j)1 ,θ(j)2 ,β(i)1 ,β(i)2 ,d(r)1 ,d(r)2
のノード数はすべて共通の値を用い，ノード数を 100から 400まで 20ずつ変化させ
実験を行った．
（３）能力パラメータの真値と，（１）で求めた推定値との平均平方二乗誤差（Root











































評価者数 5 評価者数 10 評価者数 25
共通 共通 ランダム システム 多母集団 ランダム システム 多母集団 ランダム システム 多母集団




















モデル モデル モデル モデル モデル モデル モデル モデル モデル
0
0 0.309 0.347 0.791 0.928 0.935 1.025 0.305 0.328 0.758 0.951 0.955 1.160 0.194 0.257 0.751 0.869 0.943 0.984
1 0.309 0.343 0.710 0.581 0.859 0.488 0.249 0.283 0.688 0.305 0.906 0.342 0.218 0.258 0.658 0.238 0.911 0.259
2 0.315 0.314 0.684 0.568 0.879 0.573 0.229 0.273 0.617 0.330 0.862 0.332 0.188 0.238 0.661 0.282 0.891 0.365
3 0.301 0.330 0.718 0.637 0.882 0.608 0.245 0.299 0.697 0.433 0.902 0.437 0.206 0.266 0.701 0.265 0.836 0.209
1
0 0.287 0.329 0.724 0.921 0.877 1.074 0.231 0.268 0.688 0.885 0.805 1.023 0.219 0.257 0.603 0.919 0.738 1.001
1 0.295 0.308 0.385 0.334 0.457 0.268 0.242 0.267 0.346 0.258 0.411 0.238 0.167 0.187 0.343 0.227 0.415 0.239
2 0.296 0.325 0.357 0.339 0.430 0.308 0.260 0.276 0.272 0.228 0.355 0.276 0.184 0.226 0.227 0.219 0.292 0.198
3 0.252 0.265 0.381 0.393 0.412 0.277 0.221 0.258 0.265 0.235 0.272 0.240 0.187 0.218 0.214 0.208 0.286 0.201
2
0 0.299 0.325 0.715 0.945 0.868 1.106 0.233 0.261 0.658 0.871 0.794 1.019 0.154 0.175 0.576 0.936 0.773 1.135
1 0.272 0.294 0.334 0.284 0.396 0.301 0.222 0.253 0.295 0.284 0.403 0.288 0.186 0.214 0.236 0.229 0.412 0.267
2 0.294 0.307 0.258 0.249 0.315 0.267 0.219 0.251 0.269 0.257 0.296 0.222 0.168 0.185 0.247 0.229 0.327 0.261
3 0.286 0.319 0.355 0.383 0.329 0.288 0.220 0.235 0.223 0.211 0.288 0.231 0.125 0.170 0.232 0.240 0.235 0.216
3
0 0.304 0.350 0.655 0.952 0.862 1.116 0.239 0.263 0.658 0.892 0.787 1.091 0.218 0.252 0.589 0.909 0.806 1.114
1 0.294 0.295 0.332 0.289 0.408 0.285 0.266 0.269 0.301 0.260 0.419 0.312 0.179 0.206 0.290 0.245 0.364 0.311
2 0.292 0.303 0.327 0.299 0.347 0.277 0.199 0.214 0.213 0.208 0.317 0.276 0.177 0.195 0.205 0.228 0.305 0.239
3 0.292 0.329 0.301 0.283 0.315 0.301 0.214 0.232 0.235 0.221 0.248 0.219 0.175 0.213 0.173 0.187 0.227 0.183
受検者数 50
評価者数 5 評価者数 10 評価者数 25
共通 共通 ランダム システム 多母集団 ランダム システム 多母集団 ランダム システム 多母集団




















モデル モデル モデル モデル モデル モデル モデル モデル モデル
0
0 0.303 0.314 0.798 0.996 0.998 0.919 0.193 0.225 0.795 0.949 0.970 1.193 0.164 0.208 0.767 0.854 0.987 1.062
1 0.286 0.299 0.740 0.482 0.934 0.557 0.234 0.258 0.713 0.465 0.917 0.402 0.199 0.259 0.750 0.289 0.933 0.311
2 0.282 0.312 0.769 0.516 0.943 0.604 0.223 0.220 0.741 0.547 0.918 0.468 0.168 0.213 0.728 0.282 0.949 0.363
3 0.287 0.290 0.766 0.587 0.882 0.916 0.228 0.277 0.730 0.388 0.979 0.572 0.160 0.241 0.726 0.374 0.967 0.361
1
0 0.274 0.311 0.751 0.962 0.925 1.070 0.218 0.263 0.712 0.989 0.875 1.098 0.172 0.203 0.609 0.898 0.838 1.128
1 0.279 0.300 0.381 0.315 0.459 0.256 0.223 0.247 0.347 0.269 0.451 0.321 0.149 0.163 0.245 0.211 0.430 0.390
2 0.285 0.302 0.307 0.270 0.434 0.312 0.220 0.222 0.251 0.215 0.289 0.208 0.136 0.194 0.200 0.178 0.306 0.298
3 0.298 0.294 0.339 0.281 0.355 0.280 0.198 0.210 0.222 0.193 0.273 0.229 0.147 0.175 0.167 0.158 0.214 0.234
2
0 0.265 0.290 0.734 0.916 0.937 1.156 0.219 0.232 0.666 0.907 0.881 1.073 0.162 0.190 0.638 0.927 0.786 1.044
1 0.267 0.283 0.311 0.254 0.435 0.284 0.213 0.211 0.253 0.210 0.448 0.311 0.127 0.168 0.242 0.234 0.318 0.309
2 0.245 0.253 0.254 0.238 0.332 0.283 0.203 0.208 0.214 0.204 0.271 0.232 0.137 0.162 0.211 0.230 0.247 0.229
3 0.258 0.278 0.283 0.268 0.305 0.263 0.206 0.218 0.232 0.213 0.254 0.232 0.134 0.154 0.194 0.246 0.203 0.178
3
0 0.282 0.301 0.724 0.908 0.937 1.124 0.216 0.245 0.704 0.902 0.878 1.061 0.158 0.185 0.658 0.943 0.805 1.083
1 0.284 0.294 0.316 0.277 0.379 0.286 0.201 0.217 0.303 0.262 0.332 0.230 0.151 0.172 0.231 0.196 0.321 0.237
2 0.268 0.279 0.277 0.255 0.329 0.282 0.212 0.219 0.228 0.209 0.257 0.197 0.144 0.162 0.195 0.182 0.286 0.308
3 0.261 0.271 0.284 0.293 0.278 0.260 0.210 0.219 0.194 0.203 0.227 0.193 0.166 0.184 0.167 0.185 0.248 0.298
受検者数 100
評価者数 5 評価者数 10 評価者数 25
共通 共通 ランダム システム 多母集団 ランダム システム 多母集団 ランダム システム 多母集団




















モデル モデル モデル モデル モデル モデル モデル モデル モデル
0
0 0.282 0.314 0.812 1.059 1.006 1.097 0.206 0.227 0.791 1.052 0.996 1.095 0.161 0.197 0.800 0.990 0.972 1.041
1 0.256 0.284 0.792 0.548 0.995 0.721 0.208 0.247 0.807 0.594 0.953 0.542 0.143 0.176 0.772 0.356 0.970 0.316
2 0.257 0.276 0.774 0.594 0.987 0.523 0.190 0.211 0.791 0.464 0.941 0.505 0.145 0.248 0.756 0.243 0.967 0.331
3 0.262 0.286 0.806 0.677 0.982 0.632 0.235 0.259 0.766 0.589 0.988 0.467 0.156 0.222 0.785 0.333 0.952 0.356
1
0 0.267 0.289 0.815 0.991 0.969 1.107 0.201 0.224 0.740 0.986 0.930 1.102 0.147 0.203 0.665 0.976 0.878 1.088
1 0.260 0.268 0.329 0.247 0.473 0.270 0.180 0.194 0.346 0.292 0.376 0.277 0.133 0.171 0.246 0.245 0.311 0.224
2 0.261 0.274 0.329 0.247 0.473 0.270 0.180 0.194 0.346 0.292 0.376 0.277 0.126 0.149 0.234 0.218 0.228 0.200
3 0.257 0.258 0.327 0.290 0.413 0.292 0.197 0.205 0.278 0.259 0.251 0.193 0.127 0.145 0.152 0.199 0.216 0.237
2
0 0.264 0.298 0.775 1.006 0.948 1.103 0.211 0.235 0.730 0.952 0.922 1.092 0.145 0.188 0.680 0.982 0.850 1.103
1 0.254 0.256 0.266 0.243 0.443 0.342 0.203 0.219 0.254 0.215 0.376 0.277 0.127 0.168 0.242 0.234 0.318 0.309
2 0.258 0.258 0.270 0.242 0.364 0.270 0.196 0.205 0.213 0.196 0.271 0.236 0.130 0.173 0.187 0.239 0.209 0.191
3 0.254 0.263 0.274 0.225 0.330 0.289 0.186 0.202 0.218 0.192 0.222 0.209 0.117 0.149 0.150 0.175 0.187 0.198
3
0 0.268 0.295 0.795 1.013 0.974 1.100 0.216 0.240 0.731 1.012 0.915 1.130 0.140 0.183 0.639 0.951 0.840 1.090
1 0.255 0.266 0.308 0.251 0.434 0.328 0.194 0.209 0.256 0.237 0.343 0.283 0.141 0.168 0.224 0.161 0.308 0.286
2 0.241 0.247 0.244 0.234 0.287 0.252 0.182 0.188 0.198 0.186 0.244 0.226 0.129 0.152 0.162 0.159 0.214 0.191












題数は 5，評価者数は 5，評価カテゴリー数は 5であり，欠測値の割合は 9.7%である．
ピアアセスメントデータ
ピアアセスメントデータは，ライティング課題を大学生が互いに評価したパフォー








（２）図 1のように，レポートデータの場合は各テスト受検者数 15，課題数 2，評価







logαi ∼ N(0.1, 0.4), logαr ∼ N(0.0, 0.5)
βi, βr, βik, ϵr, ρir, dik, drk, dk, bi, dr, θj ∼ N(0.0, 1.0)
bik, ϵrk ∼MN(µ,Σ)
µ = {−2.0,−0.75, 0.75, 2.0}
Σ =

0.16 0.10 0.04 0.04
0.10 0.16 0.10 0.04
0.04 0.10 0.16 0.10























課題数 価者数 提案モデル MFRM Patz1999 Usami2010 Uto2020 Ueno2008 Uto2016
0 0.766 0.708 0.712 0.743 0.747 0.738 0.740
0 1 0.819 0.742 0.718 0.796 0.799 0.801 0.785
2 0.813 0.739 0.749 0.748 0.755 0.765 0.751
0 0.831 0.758 0.770 0.791 0.800 0.808 0.789
1 1 0.787 0.755 0.737 0.744 0.765 0.756 0.739
2 0.796 0.746 0.754 0.744 0.748 0.753 0.726
0 0.816 0.745 0.771 0.776 0.781 0.775 0.755
2 1 0.846 0.768 0.775 0.803 0.806 0.807 0.789
2 0.825 0.782 0.814 0.780 0.787 0.782 0.758
共通 共通評 ピアアセスメントデータ
課題数 価者数 提案モデル MFRM Patz1999 Usami2010 Uto2020 Ueno2008 Uto2016
0
0 0.881 0.861 0.789 0.879 0.872 0.863 0.867
1 0.874 0.854 0.780 0.873 0.862 0.861 0.863
2 0.877 0.857 0.748 0.873 0.864 0.857 0.857
3 0.877 0.849 0.773 0.873 0.863 0.862 0.860
1
0 0.836 0.821 0.772 0.849 0.850 0.835 0.844
1 0.870 0.870 0.814 0.872 0.872 0.863 0.870
2 0.885 0.847 0.820 0.868 0.858 0.856 0.850
3 0.869 0.845 0.809 0.866 0.861 0.854 0.843
2
0 0.849 0.827 0.790 0.856 0.845 0.842 0.837
1 0.877 0.856 0.839 0.870 0.860 0.851 0.844
2 0.873 0.856 0.833 0.883 0.872 0.870 0.869




歪度 尖度 歪度 尖度
提案モデル 1.953 7.166 -1.317 2.571
MFRM 0.620 0.649 -0.941 1.456
Patz1999 0.921 1.948 -0.768 1.032
Usami2010 0.628 0.676 -1.118 2.017
Uto2020 0.889 1.990 -1.027 1.699
Ueno2008 0.685 0.920 -1.021 1.607
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