For T an abelian compact Lie group, we give a description of Tequivariant K-theory with complex coefficients in terms of equivariant cohomology. In the appendix we give applications of this by extending results of Chang-Skjelbred and Goresky-Kottwitz-MacPherson from equivariant cohomology to equivariant K-theory.
This is the sense in which equivariant K-theory can be described in terms of equivariant cohomology.
The map Φ T essentially sheafifies the equivariant Chern character ch T (V ) = ch(V × T ET ), where V → X is a complex equivariant T -vector bundle. However, ch T has to be twisted (translated) in an appropriate sense, to take into account the point α over which the germ of ch T is taken. Notice that ch T : K * T (X) → H * T (X) is not an isomorphism, unless T is a point, so our results show the sense in which the equivariant Chern character becomes an isomorphism.
We should mention that both the idea of describing equivariant K-theory as a sheaf and twisting the equivariant Chern character are present in Duflo and Vergne [7] . The problem in their paper is that they cannot prove Mayer-Vietoris for their cohomology theory, because they work with C ∞ functions. The advantage of our approach is that we work with coherent holomorphic sheaves over the affine (Stein) manifold C T , and in this case the global section functor is exact.
The results of this paper can be extended in the several directions. Firstly, we can describe K * T (X) directly as an algebraic module instead of its holomorphic extension K * If T is connected (i.e. a torus), and Λ T is its integer lattice, then
Proof. First, notice that K * T = R(T ) ⊗ Z C, where R(T ) is the representation ring of T . But we know that R(T ) = Z[T ], the group ring ofT , so we obtain that K * T = C[T ], the group C-algebra ofT . Define a map Hom Z (T , C × ) → Spec C[T ] = C T as follows: Let α :T → C × be a group homomorphism. By the universal property of the group algebra, since C × is the group of units of C, α extends to a C-algebra map α : C[T ] → C. This is clearly not the zero map, so ker α is a maximal ideal of C[T ], hence it belongs to Spec C[T ]. Choose an identification T ∼ = (S 1 ) p × Z n 1 × · · · × Z nq . One can now check directly that the above map is an isomorphism.
For the second description, recall that Λ T is by definition the kernel of the surjective map t → T , where t is the Lie algebra of T . Now observe that, because T is connected, we can identifyT ∼ = Λ * T . To see this, let χ ∈T , i.e. χ : T → S 1 is a continuous group homomorphism. The differential dχ : t → R satisfies dχ(Λ T ) ⊆ Z. Then the restriction dχ to Λ T yields a map dχ : Λ T → Z, i.e. an element of Λ * T . By choosing an identification T ∼ = (S 1 ) p , it is easy to see thatT ∼ = Λ * T . So we get C T = Hom Z (T , C × ) = Hom Z (Λ * T ,
where G is a finite abelian group. Then one can apply the previous proposition to obtain that C T ∼ = (C × ) p × G. This formula shows that C T is in fact an algebraic group (and it is the complexification of T ). In the rest of the paper, although it might generate some confusion, we are going to use additive notation for C T .
Let X be a finite T -CW complex. In order to define the sheaf K * T (X), we will choose an appropriate open cover of U = (U α ) α∈C T of C T , indexed by the points of C T . On each U α we are going to define a coherent analytic sheaf of algebras F α , and on each nonempty intersection U α ∩ U β we define gluing maps φ αβ . The sheaf obtained by gluing the F α 's is denoted by K * T (X). Let α ∈ C T . The construction of C T is functorial, so if H is any subgroup of T , we get an inclusion map C H → C T . If α ∈ Im(C H → C T ), we say that α ∈ C H .
The fact that there exists a smallest subgroup H such that α ∈ C H is implied by the formula C K ∩ C L = C K∩L (which follows from an easy diagram chase). This also implies that H(α) is the intersection of all subgroups H such that α ∈ C H . Another immediate consequence is the following proposition which will be useful later.
In order to define the sheaf F α , we also need an algebra map h :
C T ,0 denotes the ring of germs of holomorphic maps on C T at zero.
Denote by T 0 the connected component of T which contains the identity. Then we can identify O h C T ,0 = O h C T 0 ,0 . Also, let t * C be the complexification of the dual of the Lie algebra of T . If W is a complex vector space, denote by S(W ) its symmetric algebra. Then we can identify (see Atiyah and Bott [1] ) H * T = S(t * C ). But T and T 0 have the same Lie algebra t, so H * T = H * T 0 . Therefore, in order to construct the map h : H * T → O h C T ,0 , we may assume that T = T 0 , i.e. that T is connected. Now, if Λ T denotes the integer lattice of T , Proposition 2.1 implies that we can write C T = Λ T ⊗ Z C × . But t C = Λ T ⊗ Z C, so we have a local isomorphism between t C and C T via the logarithm map 1 ⊗ log. This gives an isomorphism of the local
This can be thought of as a polynomial (global algebraic function) on t C , hence as a global holomorphic function. Then define h(p) as the germ of p at zero. We can summarize the above discussion in the following definition.
Definition 2.4. h is the composite algebra homomorphism
, where the first map is taking the germ of a polynomial at zero and the second one comes from the logarithm map log : C → C × . We call a neighborhood U of zero in C T small if for any p ∈ H * T the germ h(p) extends to a holomorphic function on U. A cover U = (U α ) α∈C T indexed by all the points of C T is called adapted with respect to the collection A 1. α ∈ U α , and U α − α is small. Let α ∈ C T . If α ∈ C for all C ∈ H 0 (this is possible only when T is connected), then choose U α such that α ∈ U α , and U α − α is small. If, on the contrary, there exists a connected component C ∈ H 0 such that α / ∈ C, then take U α a ball of center α and radius d, with
and such that U α − α is small. We show that U = (U α ) α∈C T is adapted. Condition 1 in Definition 2.5 is trivially satifsfied. To prove Condition 2, let α and β be such that U α ∩ U β = ∅. Suppose we have neither α ≺ β, nor β ≺ α. Then by the definition of ≺, there exist two subgroups K and L of T such that α ∈ C K \ C L and β ∈ C L \ C K . But, from the definition of U α it follows that U α is a ball of center α and radius d <
Similarly, U β is a ball of center β and radius less than 1 2 dist(α, β), so U α and U β cannot possibly intersect, contradiction. Finally, to show Condition 3, let α, β ∈ C H be such that U α ∩ U β = ∅. Suppose α and β belong to different connected components of C H . Then by the same type of reasoning as above, it follows that the radii of U α and U β are smaller than 1 2 dist(α, β), so U α and U β cannot possibly intersect, which again leads to a contradiction. Now, let X be a finite T -CW complex. Then there exists a finite collection A = (H i ) i of subgroups of T such that X has a equivariant cell decomposition of the form
This is a disjoint union indexed by some finite set of i's, such that the subgroups H i might appear repeatedly. We denoted by D n the open disk in dimension n; D 0 is a point. T acts trivially on D n i , and by left multiplication on T /H i . Proposition 2.7. If K is a subgroup of T , then the subcomplex of X fixed by K has a decomposition of the form
Proof. This follows from the fact that (T /H)
By Proposition 2.6, there exists a cover U = (U α ) α∈C T of C T which is adapted to the A.
Fix U a cover adapted to X. For each α ∈ C T we are going to construct a coherent holomorphic sheaf of algebras F α over U α .
. This last map is just extension of germs to holomorphic functions on U − α, which makes sense since U − α is small. The restriction maps of F α are defined to be induced from those of the sheaf O h C T . First, we notice that we can make
is a finitely generated H * T -module. Next, we want to glue the different sheaves F α to obtain a sheaf K * T (X) on C T . For this we have to define gluing maps, i.e. for every nonempty intersection U α ∩U β we have to define isomorphisms of sheaves φ αβ :
Since the cover U is adapted to A, it follows from Condition 2 of Definition 2.5 that either α ≺ β or β ≺ α. Without loss of generality we can assume that β ≺ α. We use Proposition 2.3 (with K = H(α)) to rephrase Proposition 2.7:
In particular, if β ≺ α, then X β ⊆ X α . Denote by i : X β → X α the inclusion map. Now we want to investigate conditions in which the restriction map i * :
The next proposition is esentially Localization Theorem of Borel and Hsiang (see Atiyah and Bott [1] ).
Proposition 2.11. The restriction map
Proof. First, notice that Proposition 2.10 implies that X α is built from X β by adding cells of the form
Now, via the correspondence log :
Since this generates a sheaf if we let V vary, it is enough to consider the stalks and show that for every
By the balancing property of the tensor product, 1 ⊗ p = 0, because p goes to zero via the map
x which is invertible and zero at the same time. This can only happen if H *
. But the problem is that t * β−α is not a map of H * T -modules, so we cannot simply tensor it with the identity map of H * T (X β ). However, we hope to find some other group K so that t * β−α is a map of H * K -modules.
We assume as before that β ≺ α. Since β ∈ C H , it follows that α ∈ C H . Because both α and β belong to C H , Condition 3 of Definition 2.5 implies then that α and β belong to the same connected component of C H , or equivalently that β − α ∈ C H 0 . Let h C be the complexification of the Lie algebra of H. The exponential map π : h C → C H 0 is a surjective group homomorphism, because H 0 is a torus. Consider the element π −1 (β − α) ∈ h C . Denote it also by β − α. Let Γ be the global sections functor. To prove the proposition, it is enough to show that t * β−α : ΓO h t C → ΓO h t C is a map of H * Kmodules. But this is equivalent to showing that t * β−α (p) = p for all p ∈ H * K . Now, H * K = S(k * C ), and since t * β−α is a ring map, it is enough to show that
This completes the proof. 
The middle map is 1⊗t * β−α , which is well defined, because t * β−α was shown in Proposition 2.12 to be a map of H * K -modules.
The first map is an isomorphism by Proposition 2.11, and it is easy to see that the second map is also an isomorphism.
Proof. Without loss of generality, we can assume γ ≺ β ≺ α. We need to show that the following diagram is commutative:
In this diagram the only map which has not been defined is τ * β−α :
. But, since γ ≺ β, it follows that H(β) fixes X γ , so we can replace X β by X γ in Corollary 2.14 and obtain a map which we also denote by τ * β−α . Since H = H(β) fixes X β and X γ , we can use Fact 2.13 to replace for example
to show that the following diagram is commutative:
Definition 2.17. Let X be a finite T -CW complex. Consider a cover U = (U α ) α∈C T adapted to X, as in Definition 2.8. Then denote by K * T (X) the sheaf obtained by gluing the sheaves F α from Definition 2.9 via the gluing maps φ αβ from Definition 2.15. Remark 2.18. Because the refinement of an adapted cover is adapted, the definition of K * T (X) does not depend on U, all such sheaves being canonically isomorphic.
equivariant cohomology theory with values in the category of coherent holomorphic sheaves of Z-graded O h
C T -algebras. Proof. First, let us explain the grading of K * T (X). The sheaves F α were obtained by tensoring H * T (X α ), which is Z-graded, with a ring of holomorphic functions over the ring of coefficients H * T . This last ring is concentrated in even dimensions, so the resulting tensor product only has an odd part and an even part, i.e. it is Z/2graded. We can therefore make it into a Z-graded sheaf by making it 2-periodic, as in the case of K-theory. Now, we show that the construction of K * T (X) is natural. Let X and Y be two finite T -CW complexes, and f : X → Y a T -equivariant map between them. We want to define a map of sheaves f * : K * T (Y ) → K * T (X) with the properties that 1 * X = 1 K * T (X) and (f g) * = g * f * . Consider two T -cell decompositions of X and Y , and let A be the collection of all subgroups L of T such that D n × T /L appears in the cell decomposition of either X or Y . Let U be an open cover adapted to A. Since f is T -equivariant, for each α we get by restriction a map
, which commutes with restrictions. Therefore, we obtain a sheaf map f * α : F α (Y ) → F α (X). To get our global map f * , we only have to check that the maps f * α glue well, i.e. that they commute with the gluing maps φ αβ . This follows easily from the naturality of ordinary equivariant cohomology, and from the naturality in X of the isomorphism H * Let (X, A) be a pair of finite T -CW complexes, i.e. A is a closed subspace of X and the inclusion map A → X is T -equivariant. We then define K * T (X, A) as the kernel of the map j * : Y, B) is a map of pairs of finite T -CW complexes, then f * : A) is defined as the unique map induced on the corresponding kernels from f * : K * T (Y ) → K * T (X). The last definition we need is of the coboundary map. If (X, A) is a pair of finite T -CW complexes, we want to define δ : K * T (A) → K * +1 T (X, A) . This is obtained by gluing the maps
is the usual coboundary map. The maps δ α ⊗ 1 glue well, because δ α is natural.
To check the usual axioms of a cohomology theory (naturality, exact sequence of a pair, and excision) for K * T (−), recall that it was obtained by gluing the sheaves F α along the maps φ αβ . Since the sheaves F α were defined using H * T (X α ), the properties of ordinary T -equivariant cohomology pass on to K * T (−), as long as tensoring with O h C T (U − α) over H * T preserves exactness. But this is implied by Proposition 3.3.
Now, C T = Spec K *
T is a nonsingular affine complex variety, so it is Stein. By a generalization of Theorem B of Cartan, the sheaf cohomology vanishes on C T in positive dimensions for any coherent sheaf. (See Gunning and Rossi [10] ). This implies that Γ, the global sections functor, is exact, so we get the following We want to investigate a few more useful properties of K * T (−). Proposition 2.21. When X is a point, write K * T (X) = K * T . Then K *
Notice that if X is a point, translation by α induces an isomorphism of the corresponding sheaf F α on U α to O h C T |Uα . Via this isomorphism, the gluing map φ αβ is the usual restriction of holomorphic functions. Therefore K *
Proposition 2.22. If X is a finite T -CW complex and α ∈ C T , then the stalk of the sheaf K * T (X) at α is Proof. The stalk of K * T (X) at α is the same as the stalk of F α at α. But the stalk of F α at α is H * 
Proof. This follows from C A×B ∼ = C A × C B and from H *
The Isomorphism and the Equivariant Chern Character
Let X be a finite T -CW complex. In this section we construct a natural isomorphism Φ T : K * T (X) ⊗ K * T ΓK * T → ΓK * T (X) . Here Γ denotes the global section functor. ΓO h C T is the ring of global sections of O h C T , i.e. the ring of global holomorphic functions on C T . Let us first construct a natural ring map
. Let E → X be a complex T -vector bundle. Then one can form the Borel construction E × T ET , where ET → BT is the universal principal T -bundle over the BT , the classifying space of T . Denote E T = E × T ET . E T is a complex vector bundle over BT . Its ordinary Chern character chE T belongs to the completion of H * (X × BT ) = H * T (X) with respect to its augmentation ideal of H * T . Denote this completion by H * * T (X). We have thus obtained a ring map K * T (X, Z) → H * * T (X), which takes E to chE T . Denote this map by ch T . Similarly, denote the n-th Chern class of E T by c n (E) T . This belongs to the noncompleted ring H * T (X).
If we choose an identification T ∼ = (S 1 ) p × G, where G is a finite abelian group, it follows that H * T ∼ = C[u 1 , . . . , u p ]. It is a standard result of commutative algebra (see for example Section 2 of Matsumura [11] ) that H * T is noetherian. Induction by the number of T -cells of X and the Mayer-Vietoris sequence show that H * T (X) is a finite H * T -module. Using the above facts and Theorem 55 of [11] , it follows that H * * T (X) ∼ = H * T (X) ⊗ H * T H * * T .
Definition 3.2. If X is a finite T -CW complex, we define the holomorphic Tequivariant cohomology of X to be
. Notice that we can now rephrase Proposition 2.22 to imply that the stalk of Next, we define a multiplicative natural map
. Let E → X be a complex T -vector bundle. Let α ∈ C T , and denote by H = H(α). Then α ∈ C H . By Proposition 2.1, C H ∼ = Hom Z (Ĥ, C × ), so we can think of α as a group map α :Ĥ → C × . X α has a trivial action of H, so the restriction E |X α of E to X α has a fiberwise decomposition by irreducible characters of H:
where E(λ) is the T -vector bundle where h ∈ H acts by complex multiplication with λ(h).
It would be tempting to define the germ of CH T (E) at α to be ch T (E |X α ), but these germs would not glue well to give a global section of K * T (X). Instead, we do the following: we have E(λ) |X β = µ∈π −1 (λ) E(λ). Therefore it is enough to show that for all
The map H(β) 0 ֒→ H(β) induces a Pontrjagin dual map H(β) → H(β) 0 . Denote by µ 0 the image of µ via this map. Then it is easy to see that γ(µ) = γ(µ 0 ). Also, because ch T is natural in T and because H * T = H * T 0 = S(t * C ), we have ch T E(µ) = ch T 0 E(µ). Therefore it is enough to show that for T and H(β) connected τ * γ ch T E(µ) = γ(µ)ch T E(µ) . for all γ ∈ C H(β) and µ ∈ H(β).
To make notation less cumbersome, denote by H = H(β). Choose an identification T = (S 1 ) p × (S 1 ) q , so that it induces an identification H = (S 1 ) p × 1.
We calculateĤ = Z p ; C H = (C × ) p . γ ∈ C H , so γ = (γ 1 , . . . , γ n ), with γ i ∈ C × . µ ∈Ĥ, so µ = (µ 1 , . . . , µ p , . . . ). Then γ(µ) = γ µ 1 1 · · · γ µp p ∈ C × . Let L = T 0 /H 0 . With our identifications, L = 1 × (S 1 ) q and T = K × L. Then for any Y fixed by H we have
The first isomorphism is the same statement as 2.13, but for equivariant K-theory instead of equivariant cohomology. The second isomorphism is given by the identification T = K × L.
Consider Y = X β . Via the identification above, we have E(µ) = E(µ) ⊗ V (µ), where the first E(µ) is regarded as a T -bundle, and the second one as an L-bundle. V (µ) ∈ K * H is the irreducible representation of H given by µ. Now we have
By construction, τ * γ acts only in the second argument, as the translation 1 ⊗ t * γ . We have to show now that
. This completes the proof. We have just finished constructing a natural map CH T : K 0 T (X, Z) → ΓK * T (X). By taking the suspension of X instead of X, this induces a map CH T : K * T (X, Z) → ΓK * T (X). Proposition 3.7. CH T is a ring map.
Proof. It is easy to chech that CH T is additive. Let us check that it is multiplicative. Let E and F be two complex T -vector bundles over X. Let α ∈ C T , and H = H(α).
Because ΓK * T (X) is a C-algebra and CH T is a ring map, we can extend CH T to a natural map of C-algebras
Definition 3.8. Let X be a finite T -CW complex, and let π : X → point be the map collapsing X to a point. Naturality of CH T yields the following commutative diagram
This defines a map Φ T : K * T (X) ⊗ K * T ΓK * T → ΓK * T (X). If we denote by K * T (X) = K * T (X) ⊗ K * T ΓK * T , we can rewrite Φ T : K * T (X) → ΓK * T (X).
Theorem 3.9. Φ T is an isomorphism of T -equivariant cohomology theories.
Proof. Because of the Mayer-Vietoris sequence, it is enough to verify the isomosphism for "equivariant points" of the form T /L, with L a subgroup of T . Choose an identification
Z m i such that via this identification
Then T /L = (1) p × q j=1 S 1 /Z n i × r i=1 Z m i /Z l i . We use now Proposition 2.23, which is also true if we replace ΓK by K-theory. Since the map Φ commutes with the isomorphisms of Proposition 2.23, it is enough to check that the following maps are isomorphisms:
(a) Φ S 1 :
. To prove (a), notice that C S 1 = C × . K * S 1 = K * S 1 ⊗ K * S 1 ΓO h C × = ΓO h C × ; by Proposition 2.21, ΓK * S 1 = ΓO h C × . By definition, the map Φ S 1 is the identity. For (b), denote X = S 1 /Z n . K * S 1 (X) = K * S 1 (X) ⊗ K * S 1 ΓK * S 1 = K * Zn ⊗ K * S 1 ΓO h C × . But we know that K * S 1 = C[z ±1 ] and K * Zn = C[z ±1 ]/ z n − 1 . So we deduce K * S 1 (X) = ΓO h C × / z n − 1 . This last ring can be identified with C[z ±1 ]/ z n − 1 , since the condition z n = 1 makes all power series finite. In conclusion, K * S 1 (X) = K * Zn = C[z ±1 ]/ z n − 1 .
Let us now describe the sheaf F = K * S 1 (X). Let α ∈ C × . If α / ∈ Z n , X α = ∅, so the stalk of F at α is zero. If α ∈ Z n , X α = X, and the stalk of F at α is H * Zn ⊗ H * S 1 O h C,0 . But H * Zn = C, concentrated in degree zero (H * Zn is Z-torsion in higher degrees, so the components in higher degree disappear when we tensor with C). It follows that F is a sheaf concentrated at the elements of Z n , where it has stalk equal to C. Then the global sections of F are ΓK * S 1 (X) = C ⊕ . . . ⊕ C, n copies, one for each element of Z n .
The map Φ S 1 : K * S 1 (X) → ΓK * S 1 (X) comes from the ring map CH T : C[z ±1 ]/ z n − 1 → C ⊕ . . . ⊕ C. Since z generates the domain of CH T , it is enough to see where z is sent to. Let Z n = {1, ǫ, ǫ 2 , . . . , ǫ n−1 }. Then z represents the standard irreducible representation V = V (ǫ) = C of Z n , where ǫ acts on C by complex multiplication with ǫ, which is regarded as an element of C × . Notice that V corresponds to the element λ = ǫ ∈ Z n = Z n . c 1 (V ) S 1 = 0, because c 1 (V ) S 1 lies in H 2 Zn = 0. Then ch S 1 (V ) = e c 1 (V ) S 1 = e 0 = 1, and the stalk
