Abstract-In this study, a class of nonlinear parameterized systems is considered where the unknown parameters are parameterized nonlinearly. A stability criteria for time-varying systems is developed based on Perron-Frobenius theorem, and used for designing observers. A particular sliding mode observer with an update law, which can ensure that the sliding motion converges to zero asymptotically, is designed to estimate states and unknown parameters. The developed result is applied to a three-phase inverter system used by China high-speed trains to verify the effectiveness.
I. INTRODUCTION
State and parameter estimation for a dynamical systems has been a central theme not only in observer issues but also in control issues. For example, state and fault parameter estimation is the most important component for fault diagnoses and fault-tolerant controls, which provides the essential information for making fault detection and isolation decision and also provides basic signals for fault compensation and tolerance. The usage of state and parameter estimation in fault-diagnose and faulttolerant control areas refers [1] , [2] , [3] , [4] and [5] . In addition, state and parameter estimation is also used for many practical systems, such as high-speed railways [6] and aircrafts [7] .
State and parameter estimation for the class of nonlinearly parameterized systems remains a relative unexplored field. Most of existing design techniques are restricted to systems that are linear in the unknown parameters. Through work on nonlinearly parameterized systems remains rare, Annaswamy and co-workers have done excellent work such as [8] , [9] and [10] on state and parameter estimation for nonlinearly parameterized systems using adaptive techniques. Their developed estimation techniques use Min-Max approach to yield the global minimum value of the objective quadratic function. In [11] , a simple and modular design is introduced to construct an update law which asymptotically inverts a nonlinear equation. An uncertainty set-update approach is proposed for adaptive estimation of unknown parameters in [12] .
For decades, sliding mode approaches have been applied for state and parameter estimation widely [13] , [14] and [15] . The paper [13] presents a state and unknown fault parameter estimation method using equivalent output injection signals in sliding mode observers. In [14] , the unknown inputs, which is a class of unknown parameters, is estimated using high order sliding mode observers. It should be pointed out that the unknown parameters appear in the system linearly in these two papers, and nonlinearly parameterized systems are not considered, which is also the current state of most papers that using sliding mode techniques to estimate states and unknown parameters. While, [15] develops a sliding mode observer with an adaptive law to estimate states and unknown parameters for a class of nonlinearly parameterized systems. In the considered nonlinear terms of [15] , only measurable signals such as system outputs and inputs are included, however, system states are not covered, which restricts its applicable. On the other hand, [15] does not provide the method to design the observer gain that ensures the stability of the sliding motion. The main difficulty to design this gain is that the sliding motion is a time-varying system. In this study, the authors are motivated by [15] and would develop more general results about state and parameter estimation for a class of nonlinearly parameterized systems using sliding mode techniques.
In this study, a stability criteria for time-varying systems is developed based on Perron-Frobenius theorem, which is then used for observer design. A particular structure of sliding mode observer with an update law is designed. Specifically, the sliding motion is added a discontinuous function associated with system outputs, which can ensure that the sliding motion converges to zero asymptotically, and states and unknown parameters are estimated without estimation errors converging to zero asymptotically.
Notion: For a square matrix A, λ(A) represents the one eigenvalue of A, µ(A) and ρ(A) represents the spectral abscissa and spectral radius of A, respectively. For any matrix A ∈ R n×n , A ≫ 0 (A ≪ 0) means that A is a strictly positive (negative) matrix, and A > 0 (A < 0, A ≥ 0, A ≤ 0) means that all the elements of A are positive (negative, nonnegative, nonpositive). In addition, E n ∈ R n×n and I n ∈ R n represent a ndimension square matrix and n-dimension vector with all elements being one. 
II. PRELIMINARIES AND ASSUMPTIONS
• Given α ∈ R, there exists a nonzero vector
n×n is the Metzler matrix. Then the following statements are equivalent
n×n is the Metzler matrix and M = Q − βI for some positive constant β and some nonnegative matrix Q. Then the following statements are equivalent
Proof: The representation M = Q−βI implies that every eigenvalue of M is of the form λ(Q)−β where λ(Q) is one eigenvalue of Q. From the spectral property of nonnegative matrices that ρ(Q) is an eigenvalue of Q (see Theorem 8.3.1 in [18] ), it follows that every eigenvalue of M lies in the disc {z ∈ C : |z + β| ≤ ρ(Q)}. Therefore, "M is a Hurwitz matrix" means that the real part of every eigenvalue of M is negative, which implies that β > ρ(Q). Also, β > ρ(Q) can ensure that the real part of every eigenvalue of M is negative which means that M is the Hurwitz matrix. Hence, the result follows.
Let Z ∈ Z ⊂ R n×n be a matrix variable where
being the Hurwitz matrix and ∆ ∈ R n×n + . For the matrix z 0 , there exists an orthonormal matrix T z such that
where M is the Jordan canonical form and is the Metzler matrix. Then the following lemma is ready to be presented. 
Therefore, based on Lemma 2, the second condition that β > ρ(Q) + n 2 ∥∆∥ ∞ ensures thatM is the Hurwitz matrx.
Remark 1: The existence of Metzler and Hurwitz matrixM ensures that the systemsẋ = T ⊤ z Z(t)T z x is stable (See corollary 2.4 in [17] ). Therefore, Lemma 4 provides a stability criteria for time-varying systemsż = Z(t)z.
B. Assumptions
Consider a nonlinear system described bẏ
where x ∈ X ⊂ R n (X is the state space), u ∈ U ⊂ R m (U is an admissible control) and y ∈ Y ⊂ R p (Y is the output space) are state variable, inputs and outputs, respectively, d ∈ R q represents the lumped disturbances and uncertainties which is norm bounded byd, i.e. ∥d∥ ≤ d; A ∈ R n×n , C ∈ R p×n and D ∈ R q×n are constant matrices with C being full row rank and D being full column rank, and θ ∈ Θ ⊂ R r is a unknown constant parameter vector where Θ is a known compact set.
The objective of this study is to design a dynamical system and an update law such that the corresponding error dynamical systems converge to origin in finite time by using sliding mode techniques. In addition, the local case will be addressed in this study, however, the developed results can be extended to global case directly.
Assumption 1: The pair (A, C) is observable. From Lemma 1 in [15] , system (1)-(2) satisfies Assumption 1 implies that there exists a nonsingular matrix T 1 such that in the new coordinates z = T 1 x, system (1)-(2) becomeż
where z 1 ∈ R n−p and z 2 ∈ R p , the square matrix C 2 is nonsingular, the pair (A 1 , A 3 ) is observable, the gain
where f 1 ∈ R n−p and D 1 ∈ R (n−p)×q . Suppose that z 1 ∈ Z 1 in new coordinate. Two assumptions on f 1 (·) and f 2 (·) are given in the sequel.
Assumption 2: The nonlinear function vectors f 1 (·) and f 2 (·) are differentiable Lipschitz continuous, and have bounded Jacobian matrices with respect to θ for θ ∈ Θ, z 1 ∈ Z 1 , y ∈ Y and u ∈ U , i.e.,
Also, there exists a continuous function
Using the differential Mean Value Theorem (DMVT), it follows from (6) in Assumption 2 that the differential
is proportional to θ −θ with bounded proportion matrix, i.e.,
Analogously,
Assumption 3: The nonlinear function vector f 1 (·) is differentiable Lipschitz continuous, and have bounded Jacobian matrices with respect to z 1 for z 1 ∈ Z 1 , θ ∈ Θ, y ∈ Y and u ∈ U , i.e.,
It follows from Assumption 3 that
III. MAIN RESULTS
A. Error Dynamical System Formulation
For system (3)- (5), construct the following dynamical systeṁ
where the gain matrix K is chosen such that A 4 + A 3 L + KC 2 is symmetric negative definite, which is always exist because C 2 is nonsingular. The function ν is defined by
and the gains k 1 is a positive scalar and K 2 ∈ R (n−p)×p to determine later. The vectorθ develops along the following update law:
where Ξ ∈ R r×p is a designed parameter which satisfies Assumption 2 and K θ ∈ R r×p is to determine later. Let e 1 = z 1 −ẑ 1 , e θ = θ −θ and e 2 = z 2 −ẑ 2 . Since θ is a constant vector,ė θ = −θ. From (16) and by comparing system (3)-(4) with dynamical system (12)-(13), the error dynamical system is obtained bẏ
where F 1 and F 2 are given in (8) and (9) respectively,
The continuity of f 2 (·) forẑ 1 ∈ Z 1 in Assumption 3 can ensure that δ 2 are norm bounded, that is there exists a constant δ 2 such that
For error dynamical system (17)- (19) , consider a sliding surface S = {(e 1 , e θ , e 2 )|e 2 = 0}.
It follows from (22) that the sliding motion associated with sliding surface (22) is governed by subsystem (17)- (17)- (18) in new coordinates can be written in a compact form aṡ
where
] ,
From ∥d∥ ≤d, there exists aη m such that ∥η m ∥ ≤η m . Also, from (21) , there exists aδ m such that ∥δ m ∥ ≤δ m .
From (6) and (7) in Assumption 2, it follows that there exists an interval constraints A 1θ such that A 1θ ∈ A 1θ where 
Then, the following theorem is ready to be presented. Theorem 1: Suppose that Assumptions 1-3 hold and (17)- (18) is ultimately bounded, and e 1θ ultimately converges to the sphere B given later.
Proof: Choose a candidate Lyapunov function (23) where
Let Q m = −(M T P m + P mM ) and α is a small scalar satisfying λ min (Q M ) − α∥P m ∥ > 0, which always exists for Hurwitz matrixM . Then it follows from (26) thaṫ
Thus, the vector e m will ultimately converge to the sphere B represented by
(27) From Lemma 4, T 2 is an orthonormal matrix, ∥T 2 ∥ = 1 and ∥e 1θ ∥ ≤ ∥e m ∥. Hence, e 1θ will also ultimately converge to the sphere B.
C. Reachability Analysis
Consider a system given bẏ
Then for e mi , i = 1, · · · , n−p+r, which is the ith element of e m ,
By using integral mean value theorem for D + |e mi (t)| := lim sup 
Then, based on Comparison Principle in [19] ,
From Assumption 2, there exists a positive constant F 2 such that ∥F 2 (t)∥ ≤ F 2 . Then it follows from (31) that
Note that ∥D 2 d∥ ≤ ∥D 2 ∥d. Choose a candidate Lyapunov function V 2 = e ⊤ 2 e 2 . Then the time derivative along subsystem (19) is presented as followṡ (14) is chosen to satisfy k 2 ≥k 2 wherē
with ϖ being a positive constant, thenV 2 ≤ −ϖV
which shows that the reachability condition holds and thus the error system (17)- (19) is driven to sliding surface (22) in finite time and maintains on it thereafter.
Then, after sliding motion occurs, i.e.ė 2 = e 2 = 0, it follows from (19) that
By choosing the gain matrix K m as
it follows that
Substituting (34) and (35) to (26), it follows thaṫ
Following the process to obtain Theorem 1, for matrixĀ m ,Ā 0 ,∆ 0 ,β, Q andM =Q−βI are chosen based on the requirements for Lemma 4. Then, the following theorem is ready to be presented.
Theorem 2: Supposed that Assumptions 1-3 hold, error system (17)- (19) is driven to the sliding surface (22) in finite time and maintains on it thereafter if k 2 ≥ k 2 . Furthermore, after this sliding motion occurs, error subsystem (17)- (18) converges to zero asymptotically, if K 1 and K θ are chosen to satisfy (35), and the gain L is designed such thatβ > ρ(Q)
The result is straightforward obtained from above analysis and omitted here.
IV. SIMULATIONS
Consider the state-space model of the three-phase inverters used in China high-speed railways described in [20] . Let
Lq represent positive-sequence and negative-sequence voltages and currents, respectively. The state-space model is given as follows:
where ω represents the operating frequency of the inverter, and also is the parameter to be estimated in this simulation. The system matrices are presented as follows
The disturbance d is set by d = 20 sin(500t). Based on [15] , the coordinate transformation matrix T 1 = I 4 . Then z 1 = col(x 1 , x 2 ), z 2 = col(x 3 , x 4 ) and y = z 2 . The nonlinear terms Figs. 1 and 3 illustrate the estimates for system states and parameters and Fig. 2 shows the sliding mode. This simulation shows the effectiveness of the proposed approach.
V. CONCLUSIONS
This paper has developed a state and unknown parameter estimation technique for a class of nonlinear systems with nonlinear parameterization. A new stability criteria for time-varying systems has been proposed and used for designing observer gains. A particular sliding mode observer with an update law, which can ensure that the sliding motion is driven to origin in finite time, has been designed to estimate states and unknown parameters without estimation errors. Furthermore, the unknown parameters and system states exist in the nonlinear terms simultaneously. The developed result has been applied to a inverter used by China high-speed railways.
