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SYNAPTIC PLASTICITY IS A FUNDAMENTAL learning mechanism for neural networks (Abbott and Nelson 2000) . In the last decade, learning rules for spike timing-dependent plasticity (STDP) has been proposed based on experimental observations showing that changes in synaptic strength can depend on the time delay and order between a pair of presynaptic and postsynaptic spikes (Bi and Poo 1998; Dan and Poo 2004; Markram et al. 2011) . However, natural continuous neural activity generally includes numerous spikes, often in close temporal proximity or in bursts (Dan and Poo 2006) . Recent studies have considered the regulation of STDP in two fundamental ways: 1) how the repetition rate of a given pre-post spike pair regulates STDP Pfister and Gerstner 2006; Wittenberg and Wang 2006) and 2) how precise multispike temporal sequences or bursts (such as triplets or quadruplets) regulate STDP (Froemke and Dan 2002; Froemke et al. 2010; Wang et al. 2005) . Both approaches are spike based and depend on temporal aspects. In the former, the same pre-post pair (fixed relative timing) is typically repeated at different frequencies, and characterization depends on the timing between the pre-post pairs but also on the repetition rate. The latter characterization is based on specific multispike motifs (more than two spikes), which are not necessarily made up of repeated pairs and are thus potentially more general. This presents us with an opportunity for a unified or more general phenomenological model, which accounts for the potential information content of longer temporal patterns (or code), as well as rate characteristics.
Precise temporal coding has attracted substantial attention based on the proposition that neurons and neuronal assemblies can communicate rapidly and efficiently by coding information, not only with firing rates but also via the relative temporal delays between spikes or time pattern of spikes (McLelland and Paulsen 2009; Rieke et al. 1997) . Recent research has shown a wide range of peripheral (Johansson and Birznieks 2004; Shlens et al. 2009; Werner et al. 2008 ) and cortical (Bizley et al. 2010; Fellous et al. 2004; Tiesinga et al. 2008) firing patterns have temporally represented information content. It has also been shown that natural oscillations may transform rate-coded information to temporally coded information (McLelland and Paulsen 2009; Mehta et al. 2002) .
Theoretical studies have suggested that a model network using a pair-wise STDP rule may learn to be selective of complex spike-timing patterns when repeatedly exposed to them even in noise (Masquelier et al. 2008b) . Neuron populations might then distinguish patterns in circuits with lateral inhibition, since lateral inhibition can suppress multiple neurons from learning the same input (Masquelier et al. 2008a) . However, these studies showed that a neuronal network may be selective of only a subset of coincident spikes in a pattern as opposed to a spatial-temporal combination of spikes. Applying the STDP rule resulted in spike-timing precession where postsynaptic firing times moved earlier as weights increased. Eventually, learning converged when the postsynaptic firing times reached the start of the pattern in the presynaptic spikes. Thus the neurons effectively learned only selectivity to the subset of one or more coincident presynaptic spikes, which made up the beginning motif(s) of the pattern, and not to diverse spatialtemporal features over the length of the spike pattern. Notably, spike coincidence detection with Hebbian learning having a positive area under the STDP curve has also been shown to have inherent instabilities (Kempter et al. 2001) . Moreover, whereas lateral inhibition may be used to prevent precession to some degree, lateral inhibition has often been enforced with a binary winner-take-all construct (Masquelier et al. 2008a ; Nessler et al. 2009 ). This is in contrast to more biologically motivated soft lateral or feed-forward inhibitory connectivity, wherein inhibitory synapses have a causal temporal effect on the postsynaptic membrane potential. Also, relatively idealized leaky-integrate-and-fire spiking models lack temporal behaviors of more biologically motivated dynamical models (Izhikevich 2003) . Lately, questions have also been raised about whether the pair-wise STDP rule alone is a complete (Lisman and Spruston 2010) and stable (Babadi and Abbott 2010) learning model.
Recent studies have identified several additional elements, which may potentially relate to temporal coding. In the last decade, it has been proposed that temporal correlation might be achieved with dendritic propagation delays and stochastic synapses (Bugmann and Christodoulou 2001) . Dendritic sensitivity to input order has also been found (Branco et al. 2010; Froemke et al. 2005) . Studies have also identified neural homeostatic plasticity, which may be linked to STDP (Turrigiano 2008; Turrigiano and Nelson 2004; Watt and Desai 2010) , although little is yet known about underlying mechanisms of homeostasis (Ibata et al. 2008) .
However, there is consensus on much of the mechanisms underlying forms of long-term plasticity, including long-term potentiation (LTP) and long-term depression (LTD) of synaptic strength (Ashby et al. 2004; Blitzer et al. 2005; Borgdorff and Choquet 2002; Ghosh and Greenberg 1995; Hayashi et al. 2000; Huber et al. 1995; Malenka and Nicoll 1999; Yuste 2010) . Substantial evidence indicates that LTP and LTD mechanisms depend on different Ca 2ϩ concentration thresholds (Graupner and Brunel 2012; Malenka and Nicoll 1999; Zucker 1999) . However, some observations have led to the suggestion of viewing LTP and LTD following Ca 2ϩ -related precursors as separate functions or pathways with mutual competition or cancellation of synaptic strength changes (Wang et al. 2005) .
In this paper, we take a different perspective viewing potentiation and depression as closely interlinked processes, sharing a common interdependency, and having a potentially more consistent learning effect. Despite the apparent diversity of mechanisms for LTP and LTD, we propose that there could be shared dependencies underlying both processes. In particular, we propose a shared resource model for LTP and LTD as an abstraction of such theoretically shared dependencies. Our motivations are revealed by analyzing difficulties in attempting to learn multispike temporal patterns with a biologically consistent spiking neural network using independent pair-wise STDP and dendritic delays. We then describe our resource model and show a remarkable functional consequence of its robust, stable, and diverse learning of neuronal selectivity to such patterns. We explain why this is possible with our model even without lateral inhibition or explicit homeostasis. Moreover, we then show that our parsimonious single-parameter model also accurately predicts biologically observed STDP effects in natural multispike trains, as well as rate-dependent effects.
MATERIALS AND METHODS
Temporal coding framework. Our spiking neural network model comprised afferents in a first layer and pattern learning neurons in a second layer connected by all-to-all feed-forward connections (Fig. 1A) . The number of neurons/layer was the same. (Although simulations were conducted with up to thousands of neurons, we show only a few to 100 in the figures for clarity; results are statistically the same, because each learning neuron was independent and not influenced by lateral excitation or inhibition.) All animal care and use in this study were conducted under a protocol approved by the Office of Laboratory Animal Care of the University of California, Berkeley.
We modeled afferents as Poisson firing neurons with a mean rate of 20 Hz (Fig. 1B) and embedded patterns in this noise by copying a random subset of the afferent spiking behavior (one-half of the neurons). The pattern replaces the original Poisson firing (not added on top) for those neurons that participate in the pattern so that the firing rates and number of spikes are statistically the same during pattern and nonpattern periods (Fig. 1B) . We repeated the pattern but applied additional timing jitter to each repetition by independently jittering the spikes of the neurons that participate in the pattern so that a randomly jittered version of the whole pattern appears one-fourth of the time (Masquelier et al. 2008a, b) . Note that this random jitter is not due to the randomness of the background Poisson firing. The random jitter/neuron/pattern repetition was given by an independent identically distributed zero-mean Gaussian random variable with SD varied between 0 and 4 ms.
For multispike train modeling, the input layer neuron firing rate was set high enough so that multiple presynaptic spikes within the STDP time window were likely (Fig. 1B) . Initially, the output layer neurons spiked more than once/STDP time window.
Neuron model. We modeled the second layer neurons according to the simple model dynamical equations for membrane potential v and recovery variable u
where k, C, a, and b are neuron parameters, w i is the real-valued synaptic strength or weight for synapse i, ␣ is the weight-scaling factor common to all synapses for the neuron, and y i is the delayed input spike from synapse i (Izhikevich 2003 (Izhikevich , 2007 . According to this model, the input term as a whole is a current, which when the dynamical equations are solved by the Euler method in our discrete time simulation is an amount/simulation time step (⌬T ϭ 1 ms). The dendritic delay was modeled by delaying the input
where ⌬t i is the dendritic delay for synapse i, and y i ' is the nondelayed current trace for the excitatory postsynaptic potential (EPSP) for synapse i. Spike inputs were modeled as simple ␦ functions so the input trace for a particular synapse i is a sum of ␦ functions corresponding to each spike
where t n i is the time of occurrence of the nth spike of the input for synapse i. We determined dendritic delays randomly (uniform) between 1 and 10 ms. According to the simple model, a spike occurs when the membrane potential exceeds a threshold v peak , and the state is adjusted.
We used pyramidal cell-like settings (C ϭ 100 pF, k ϭ 0.7 pF/mV, a ϭ 0.03, b ϭ Ϫ2 pF, c ϭ Ϫ50 mV, d ϭ 100 nA, v r ϭ Ϫ60 mV, v t ϭ Ϫ40 mV, v peak ϭ 35 mV), except that we boosted the effective time constant by scaling up b and k (or by scaling down C) by a factor of two to reflect increased temporal dynamics, such as might be due to higher temperatures in vivo (Izhikevich 2007) .
STDP model. Each synapse was subject to a STDP learning rule. We modeled independent pair-wise STDP in typical form: inducing
where ϩ and --are the LTP and LTD time constants, A ϩ and A --are LTP and LTD scaling magnitudes, (t) is the unit step function, and ⌬t is the time difference between postsynaptic spike time t post and presynaptic spike time t pre (Fig. 1C) . For independent pair-wise STDP, we used effective time constants ϩ ϭ 16 and --ϭ 32 ms for LTP and LTD, respectively, with peak magnitudes A ϩ ϭ 0.32 and A --ϭ 0.27, respectively, to approximate experimental data (Bi and Poo 1998) . Note that this STDP curve has a negative overall area (due to the large LTD time constant) in contrast to a positive area, which was shown to have potential intrinsic instabilities (Kempter et al. 2001 ). However, the presynaptic spike time was the time as delayed by the dendritic delay. For biological consistency, we bounded synaptic weights (without loss of generality in the range 0 -1). To rule out other causes of selectivity, we initialized all weights to have the same value (one-half) and purposely omitted any theoretical homeostasis or enforced lateral inhibition.
Resource model. Our resource model is an abstraction of theorized, shared dependencies between LTP and LTD mechanisms and has three elements. First, commitment to synaptic strength modification is modulated by (a function of) availability of synaptic resources shared between potentiation and depression mechanisms. Shared resources may be modeled by modulating (adjusting) a sequential pair-wise Fig. 1 . Elements of temporal coding and spike timing-dependent plasticity (STDP). A: feed-forward neural network model. Afferents (color coded) are connected all-to-all to learning neurons by synapses subject to synaptic plasticity. Each connection has a random delay in the range [1, 10] ms representing dendritic delay. B: a spike trace diagram (top left) depicting a sample of a temporal pattern (black spikes) hidden in noise. The pattern is a 100-ms input temporal spike pattern occurring in 50% of afferents (randomly chosen), 1/4 of the time (at random times). The pattern replaces the background noise (not added to the noise). The figure shows 100 afferents. Afferent spikes are color coded to the neuron producing the spike except spikes belonging to the pattern are in black. The spike statistics during pattern and nonpattern periods are identical to the noise (Poisson, 20 Hz) . Thus individual firing rates (top right) for cells participating in the pattern (black) and cells not participating in the pattern (color) are statistically the same, and population firing rates during the pattern and during the noise are also statistically the same (bottom left). Although the pattern is repeated for learning purposes, the pattern is subject to random (Gaussian) spike-timing jitter applied to each neuron's spikes independently. C: independent pair-wise STDP curves for long-term potentiation (LTP; red) and long-term depression (LTD; blue) plotted and overlaid for 2 sets of data: solid lines (Bi and Poo 1998) and dashed lines (Froemke and Dan 2002) . Both have a negative overall area due to the long LTD tails. The y-axis is the absolute value of weight [excitatory postsynaptic potential (EPSP) magnitude] change ( ⌬w ) and is normalized to the peak absolute value (whether LTP or LTD). The x-axis is the absolute time difference ( ⌬t ) between pre-and post-spikes. The LTP and LTD curves are shown overlaid to demonstrate that they cross at ϳ5 ms and ϳ20 ms for the 2 sets of data, respectively (black arrows). The significance of this is that they may cross at a point of high slope where a slight change in timing of any spike in a multispike train (such as pre-post-pre or post-pre-post triplets) may shift the overall outcome from LTP to LTD or vice versa. D: LTP and LTD may cancel out in pre-post-pre triplets if the time differences (⌬t) are equal and correspond to crossover points (highlighted in C). E: LTP and LTD may also cancel out in post-pre-post triplets if the time differences are equal and correspond to crossover points (highlighted in C). A slight change in the timing of any of the 3 spikes can change dominance from LTP to LTD or vice versa. However, this can occur in more general situations. F: dominance of LTP or LTD may also be acutely sensitive to timing if the delays are unequal but correspond to points on the curves that have the same weight magnitude. Here, the pre-post (LTP) time (⌬t 1 ; 25 ms) is smaller than the post-pre (LTD) time (⌬t 2 ; 45 ms), but these correspond to roughly equal and opposite weight changes of 0.2 (A, red and blue solid circles), which cancel out. Thus a small change in timing can change dominance of LTP to LTD or vice versa. The steeper the slope of the curve, the more acutely sensitive the system is to timing jitter.
STDP weight change by a resource factor r, which represents an amount of resource available at the synapse.
Second, resources are consumed or depleted by commitment to LTP or LTD depending on the magnitude of modulation invoked. Depletion of resources may be modeled upon modification of the weight depending on the amount of weight change, ⌬r ϭ Ϫf(⌬w). Resource consumption depends on only one variable-the weight change. For example, we modeled resource r as a real value between 0 and 1 and chose f(⌬w) ϳ ⌬w so that the largest possible weight change (of Ϯ1) uses up all available resources, and even small changes require commitments.
Third, the shared resources at (or for) the synapse replenish over time. Resource recovery may be modeled as an exponential function
where t is the current time, t r last is the time of the last resource use, and r is the recovery time constant. The resource recovery/synapse may be alternatively be written as a differential equation.
The amount of resource consumed by a weight change is given by f(⌬w) ϭ ⌬w /A so that large changes are a more efficient use of resources. The quantity A was taken to be the maximum STDP magnitude, A ϭ max(A ϩ , A --), according to our proposal that the maximum weight change is a limit, specifically because that is the maximum imposed by use of all available resources. As a result, we do not refer to A as a parameter of the model, since it represents the maximum possible weight change magnitude. The resource model itself has only one parameter-the recovery time constant, r . Synaptic plasticity as a whole is characterized five parameters: the resource model time constant r and the pair-wise STDP parameters A ϩ , A --and ϩ , --.
We modeled the resource model and sequential independent pairwise STDP for temporal coding simulations. Sequential independent pair-wise STDP does not require spike history other than the last spike time for each synapse. The same is true for the resource model. This differs from the independent all-pair STDP (all combinations of pairings between pre-and post-spikes), the suppression model (Froemke and Dan 2002) , and the triplet model (Gjorgjieva et al. 2011; Pfister and Gerstner 2006) , which require some spike history or memory of both the last spike time for each synapse as well as some extent of previous spiking history. We modeled sequential independent pair-wise STDP by computing STDP for only neighboring preand post-spike pairs. LTP was computed for each postsynaptic spike but only considering the time of the most recent (nearest neighboring) presynaptic spike occurring before that postsynaptic spike. Similarly, LTD was computed once for each presynaptic spike but only considering the time of the most recent (nearest neighboring) postsynaptic spike time occurring before that presynaptic spike. Selectivity analysis. To analyze neural temporal pattern learning quantitatively, we represented each neuron's selectivity to a pattern by comparing spiking during the pattern and during noise. Mean spiking activity of N neurons during the time interval [t 0 , t f ] was expressed as
We computed selectivity of a population of neurons to a pattern as the difference between mean activity during pattern periods and during nonpattern periods. We computed the selectivity periodically at intervals (frames) of 2.5 s. We also characterized the selectivity as a function of resource recovery time constant value r , delay heterogeneity (by varying the maximum dendritic delay and thus the delay range), and pattern jitter ().
We characterized the diversity of selectivity in terms of when cells fire relative to a pattern. The purpose of this was to quantify how delay heterogeneity impacts the ability of a network to learn different parts of a pattern (as opposed to only the beginning of a pattern). Thus we exposed our learning network to 10 different patterns to determine the statistics of diversity of selectivity that emerged. We defined diversity as the SD of the timing of spikes relative to the start of each pattern. We normalized the deviation to one-half of the pattern duration to obtain our diversity metric. Thus if all neurons are selective to (fire at) the beginning of a pattern, the diversity metric is zero. In contrast, if the learning neurons, which are selective to a pattern, fire at different times during the pattern (are more spread-out in time) to the extent that the SD is equal to one-half of the pattern duration, then the diversity metric is one.
Predictions of biological data. To compare the model predictions with in vitro biological data (Froemke and Dan 2002) , we used the same underlying STDP curves for all models (LTP and LTD time constants ϩ ϭ 15 and --ϭ 34 ms and peak magnitudes A ϩ ϭ 1.01 and A --ϭ 0.48, respectively) (Froemke and Dan 2002; Froemke et al. 2006) . We then fit our resource model recovery time constant parameter r to the multispike data. We also then used that parameter value (45 ms) in temporal coding simulations. The reason we did not fit all of the STDP parameters is that reported STDP curves were typically characterized using pre-post pair data (Bi and Poo 1998; Dan and Poo 2004; Markram et al. 2011) , not multispike trains. The resource model does not change STDP effects on isolated pre-post pairs. By isolated, we mean that there are sufficient resources available, given that the pairs are presented far enough apart that resources recover before the next pair, e.g., at 0.1-0.2 Hz (Froemke and Dan 2002 ). Since we focus on multispike data, by keeping the pair-wise STDP curve parameters, we do not bias (overfit) our model to multispike data at the expense of pair prediction performance. Also, since we keep the basic pair-wise STDP parameters the same across multispike models by using the basic STDP parameters given by previously proposed models (Froemke and Dan 2002), we demonstrate the prediction performance potential of the resource model despite this advantage given to prior models.
In addition to our resource model and independent pair-wise STDP models, we included the suppression model (Froemke and Dan 2002; Froemke et al. 2010 ) in our biological data comparison. For the suppression model, which modulates synaptic weight change based on all combinations of spike pairs, the modulation of each contributing pair depends on the efficacies of both the presynaptic spike and the postsynaptic spike. where t i and t iϪ1 are the last and second-to-last presynaptic spike times, t j and t jϪ1 are the last and second-to-last postsynaptic spike times, and pre and post are time constants for the respective efficacies. We used the published parameters for the suppression model (Froemke and Dan 2002; Froemke et al. 2006) . We also simulated repeating presynaptic and postsynaptic spike pairs to compare our predictions with rate-based studies (Nelson et al. 2002; Sjostrom et al. 2001) . Our paradigm consisted of repeating pre-post or post-pre pairs across a range of rates and offsets. The period (rate) was varied between 10 ms (100 Hz) and 100 ms (10 Hz). Pairs were repeated 10 times. We express pre-post offset relative to the period. We vary the offset between 0% and 100% of the period.
An offset of 0% means that the pre-and post-spikes are aligned. An offset of 100% means that the pre or post is aligned to the next post or pre, respectively. Notice that a sequence of repeated pre-post pairs with an offset of x% is exactly the same as a sequence of repeated post-pre pairs with the same period and offset of (100 Ϫ x%), except that in the former, the sequence starts with a presynaptic spike and ends with a postsynaptic spike, and in the latter, the sequence starts with a postsynaptic spike and ends with a presynaptic spike. We measured the change in the synaptic strength (weight) from the beginning to the end of the sequence to obtain a profile of rate-and timing-dependent synaptic plasticity. For this part of the study, we used the same STDP curves (Froemke and Dan 2002) and resource recovery time constant (45 ms) as above.
RESULTS
Temporal coding with independent STDP. We constructed a biologically consistent spiking network model and exposed the model to temporal patterns embedded in noise to determine whether neurons would learn selectivity to the relative timing of the spikes throughout the hidden pattern and not only to spike coincidences at a point (such as the start) in the pattern. The feed-forward network included an input (afferent) layer and a learning layer with each afferent connecting to each learning neuron via one synapse (Fig. 1A) . To encourage temporal pattern selectivity, we modeled biologically realistic dendritic delays of 1-10 ms (Williams and Stuart 2003) to account for the propagation of depolarization from each synapse to the soma. We modeled neuron dynamics according to a straightforward model (Izhikevich 2003 (Izhikevich , 2007 using pyramidal cell-like parameters.
We first modeled STDP as an independent, pair-wise computation with accumulation of weight changes based on sequential (neighboring) pre-post/post-pre pairs. We found that some neurons could learn to fire selectively to different parts of a temporal pattern, although at least early in learning selectivity, may be predominantly to the pattern start (Fig. 2) . However, the chance of learning was low. Even if weight scaling were chosen carefully, by selecting a weight scale ␣, which results in neither low nor high firing rates (leading to no weight Fig. 2 . Problems in attempting to learn temporal patterns with a spiking neural network using independent pair-wise STDP. Either very few neurons respond (e.g., 3 or 4 out of 100) or they over-fire (firing continuously) and thus fail to distinguish noise from pattern. Spike trace results are shown for 3 different weight-scaling levels: low, nominal, and high. Weight scaling was constant for the duration of each simulation. For the nominal setting, weight scaling was first fine tuned to obtain the largest chance (number) of neurons learning to fire selectively for the pattern. The experiment was repeated using a weight scaling 10% smaller (low) and 10% larger (high) to demonstrate sensitivity. Instability occurred despite a negative overall area for the STDP curves. The y-axis (rows) corresponds to learning neuron ID. The spike traces are only those of learning neurons (spike traces are shown for 100 neurons). The times during which the 100-ms pattern was repeated are indicated by solid horizontal bars at the bottom of each spike trace. The spikes in the pattern were subject to jitter (), independent Gaussian random noise with SD of 2 ms. Results are also shown for 2 learning durations: after 30 s of exposure (ϳ75 repetitions of the pattern) and after 5 min of exposure (ϳ750 repetitions). A: neurons have a low chance of learning to fire selectively for the pattern if the weight scaling is low. B: neurons could learn to fire selectively for the pattern if the weight scaling is chosen precisely. Unfortunately, even then, there is a low chance of a neuron learning the pattern. Neurons fire during the pattern and during noise. C: if the weight scaling is increased to try to get more neurons to learn, they over-fire. Moreover, sensitivity to the weight scale is high. Low scaling is only 10% lower than nominal, and high scaling is only 10% higher than nominal. D: allowing neurons more time (repetition) to learn does not necessarily help, because with independent pair-wise STDP, weights change in the wrong direction. Once weights are lowered, and the neuron stops firing, opportunity to learn is lost. Moreover, neurons that do fire during the pattern tend to do so at the start of the pattern (inset, red highlight). E: even with a fine-tuned weight scaling, learning does not necessarily improve with more exposures, and neurons tend to fire during noise and pattern. F: similarly, once neurons over-fire, independent pair-wise STDP tends to maintain the over-firing condition regardless of exposures (number of repetitions). changes or saturation of maximal synaptic strength, respectively), only a small subset of neurons developed selectivity (Ͻ5%). Moreover, the tuning margin for weight scaling was strikingly narrow. Scaling weights up or down by only 10% (multiplying ␣ by 1.1 or by 0.9) caused most neurons to either stop firing altogether or continuously over-fire.
Widespread, robust learning in the model was hindered by two consequences of pair-wise STDP: destabilization and cancellation of synaptic strength changes. Destabilization occurred, not because weights changed too fast (weights converge bimodally to 0 or 1), but because weights changed in the wrong direction (toward 0 instead of 1 or vice versa) despite the STDP curve having an overall negative area. In a multispike context with an independent pair-wise STDP rule, LTP and LTD models may also oppose one another. As a result, overall synaptic change may be dampened or fluctuate (LTP and LTD alternately dominate) and thus slow or prevent learning. According to the independent pair-wise STDP rule, a pre-post-pre triplet induces LTP due to the first two spikes but also induces LTD due to the last two spikes. Total weight change is therefore smaller than either individual effect.
Whether there is overall LTP or LTD depends critically on the precise relative timings and the curves. Fluctuation between LTP and LTD with independent pair-wise STDP may be acute with spike-timing jitter. The risk of flipping is evident when pre-post and post-pre timing is equal and near the point where the LTP and LTD curves cross with a sharp slope (Fig.  1, D and E) even if pre-post and post-pre delays are unequal (Fig. 1F) .
Temporal coding with the resource model. We next revised the model to address these difficulties by including our concept of a shared resource. The resource model is an abstraction of shared dependencies between LTP and LTD mechanisms and has three elements: 1) commitment to synaptic strength modification is modulated by (a function of) availability of synaptic resources shared between potentiation and depression mechanisms; 2) resources are consumed or depleted by commitment to LTP or LTD depending on the magnitude of modulation invoked; and 3) the shared resources at (or for) the synapse replenish over time. Thus the model emphasizes whichever mechanism (LTP or LTD) triggers earliest after resources have recovered (Fig. 3) . In essence, whereas LTP and LTD are interdependent at a given synapse in this shared resource model, the STDP effect is more consistent in terms of synaptic strength changes.
With the resource model, most neurons learned to fire selectively to a temporal pattern (Fig. 4) . Moreover, neurons learned quickly, exhibiting stable selectivity within 30 s (Ͻ100 observations of the pattern), and selectivity improved steadily over 5 min. The resource model also exhibited a proactive A: LTP can dominate in a pre-post-pre triplet with small time delays. The 1st pre-post pair triggers substantial LTP with a large resource commitment. The resource recovers over time but is not recovered entirely when the 2nd presynaptic spike occurs. As a result, LTD is substantially limited due to lack of shared resource to commit. In contrast, with an independent pair-wise STDP, the LTP would be canceled by a large LTD. B: LTP can also dominate in a post-pre-post triplet if the 1st presynaptic spike and postsynaptic spike are separated by a large time delay. The triggered LTD is small, and consequently, only a small resource commitment is required. A 2nd postsynaptic spike occurs soon after the presynaptic spike, and by this time, the resource has recovered almost fully so that a full LTP change is triggered. The result is similar to an independent pair-wise STDP only because resources are generally available when the strength changes are triggered. C: no, or little, weight change may occur if triplets are substantially spread-out in time because of the STDP curves. However, few resources are consumed, because any LTP or LTD effect is small. Note that bringing the spikes closer together in time would not result in LTP and LTD canceling one another under these assumptions of isolated triplets and full resources. Instead, the situation would be as in A. D: LTD can dominate in an isolated post-pre-post triplet with small time delays. The resource commitment required for the large LTD means few or no resources available to commit to LTP. In contrast, with an independent pair-wise STDP, the LTD would be canceled by a large LTP. In the resource model, whereas LTP and LTD share resources, the STDP effects on weight changes are more consistent. If LTP triggers a large weight change, a subsequent LTD trigger (if occurring shortly thereafter) is less likely to counter (cancel) the LTP effect. Whether LTP or LTD dominates in a high-firing rate regime (compare A vs. D) depends on whether, to begin with, resources are available. Here, resources were assumed to be available at the beginning of the triplet, but resources might be consumed already if the firing rate is high, and the triplet is not occurring in isolation. In such a case, whether LTP or LTD occurs overall will depend on the spike timing, rate, STDP curves, resource recovery time constant, and resources available at the start.
homeostatic effect: neurons neither under-nor over-fire regardless of weight scaling. Selectivity to the pattern was diverse (distributed across the pattern duration; Fig. 4 ). Thus neurons may be used to recognize a complete and accurate temporal pattern, because each neuron generally responds to a different part of the pattern (different subset of afferents spikes). This is facilitated by the random dendritic delays, as opposed to lateral inhibition or random weights.
We found that temporal pattern learning was improved markedly with the resource model (Fig. 5) . Selectivity generally developed faster and to a higher degree than with independent STDP regardless of the level of jitter in the hidden pattern. The model afforded such learning robustness that selectivity of the population of neurons to a pattern with substantial timing jitter (up to almost one-half of the maximum dendritic delay) was still far superior to the independent STDP model without any jitter (and with tuned weight scaling; Fig.  5A ). Learning without the resource model became almost impossible with jitter (Ͻ5% chance after 300 s for ϭ 4 ms). Additionally, with the resource model, selectivity continued to improve (i.e., after 30 s). In contrast, learning was bounded without the resource model because once a neuron's weights decreased too far, the neuron stopped firing, and the opportunity to learn was lost, and once a neuron's weights increased too far, the over-firing condition was unrecoverable (Fig. 2) .
Characterization of the resource model revealed consistent and robust emergence of selectivity. With the resource model, the final selectivity of the network (after 100 s) was strong, regardless of jitter (Fig. 5B) . Even with jitter with SD of up to 2 ms, it was not uncommon for nearly all cells to be firing selectively for a pattern. Selectivity degraded gracefully as jitter in the pattern was increased, but the variance in the selectivity was relatively insensitive to jitter. In contrast, without the resource model, selectivity was difficult to obtain even without any jitter. With the resource model, the emergence of selectivity to the pattern depended critically on the resource recovery time constant r (Fig.  5C ). Whereas a substantially nonzero recovery time constant (Ͼ15 ms) was required for more than marginal selectivity, selectivity reached near maximum with a time constant of 45 ms with decreasing improvement thereafter. Note that at this latter point, the recovery time window is on the order of the LTP and LTD time windows (Fig. 1C) , which determine when spikes in a multispike motif have overlapping LTP and LTD effects with independent STDP. In other words, the resource model suppressed mutually, canceling Fig. 4 . Learning temporal patterns with a spiking neural network using the shared resource model of synaptic plasticity. With the resource model, neurons have a high chance of learning to fire selectively to the pattern; learning is robust to weight scaling; and learning is diverse in terms of neurons learning to fire for different parts of the pattern. Spike trace results are shown for the same 3 different weight scalings (low, nominal, and high) as used with independent pair-wise STDP (see Fig. 2 ). Those settings were fine tuned for pair-wise STDP and not changed for use with the resource model. The y-axis (rows) corresponds to learning neuron ID. The spike traces are only those of learning neurons (spike traces are shown for 100 neurons). The spikes in the pattern were subject to jitter, independent Gaussian random noise with SD ( ϭ 2 ms). A-C: a large proportion of neurons learns to fire selectively to the pattern in a relatively short time, after 30 s of exposure (ϳ75 repetitions of the pattern). Performance is relatively independent of weight scaling. D-F: learning continues to improve with more exposures of the pattern. This is due to a proactive homeostatic effect of the resource model, which tends to manage the firing activity of neurons, such that they do not move into a regime of over-or under-firing. With the resource model, even if neurons have not learned the pattern yet, they continue to fire during noise and thus do not lose the opportunity to learn the pattern in the future. After 5 min of exposure (ϳ750 repetitions), most of the neurons learn the pattern (Ͼ75%); relatively few neurons fire during noise. Selectivity is also diverse across pattern duration (see inset, red highlight, of firing during the pattern).
LTP and LTD effects, triggered within the resource recovery time window.
We also quantified how temporal pattern learning with the resource model was improved with dendritic delay heterogeneity (Fig. 5D) . Whereas there was little to no statistically significant change in overall selectivity with increased delay heterogeneity, there was significant improvement in how diversely selective the cells were to different parts of each 100 ms pattern. Specifically, the diversity metric more than tripled to 0.34 (or a variance of 289 ms 2 ) when using heterogeneous delays (in the range [1, 10] ms) from 0.10 (or a variance of 25 ms 2 ) when using homogeneous delays (all 1 ms). Even a small degree of delay heterogeneity (e.g., [1, 2] ms) was helpful, enabling recognition of different subpatterns (see also Fig. 4 ; compare Fig. 2) . With the resource model, weights also converged to a stable bimodal distribution in a rapid, consistent, and stable manner (Fig. 5E) regardless of connectivity or jitter in the hidden pattern (Fig. 5F ). Weight distribution with independent pair-wise STDP was similarly bimodal if the models converged (developed selectivity), but since the cells typically either under-fired (stopped firing) or over-fired (continuously fired), the distribution of weights was often random (as of the last firing) or maximized (due to constant firing).
Predictions of plasticity in natural spike trains. Surprisingly, we discovered that the resource model was remarkably good at predicting LTP and LTD, as observed with spike triplets and quadruplets from whole-cell recordings of pyramidal neurons in layer 2/3 of rodent visual cortical slices (Froemke and Dan 2002; Froemke et al. 2010) (Fig. 6 ). For comparison, we modeled independent pair-wise STDP rules in two forms: an aggregate of all pair combinations and an aggregate of sequence pairs only. We also simulated the suppression model (Froemke and Dan 2002; Froemke et al. 2006) , which determines synaptic weight change based on all combinations of pre-post pairs and modulates the synaptic weight change for each pre-post pair based on the timing of the immediately preceding (penultimate) pre-and postsynaptic action potentials, as well as the relative timing of the spike pair. Specifically, the modulation of each contributing pair depends on the efficacies of both presynaptic and postsynaptic spikes. Each of those efficacies is defined independently. Presynaptic efficacy depends only on the interspike interval for the presynaptic neuron, and postsynaptic efficacy depends only on the interspike interval for the postsynaptic neuron.
It is interesting that both independent pair-wise STDP models made many LTP-LTD prediction (reversal) errors, i.e., predicting LTP instead of LTD and vice versa. Analysis revealed that these errors in triplet cases were due to pre-postpre and post-pre-post triplets almost entirely (Fig. 7A) . Moreover, these errors occurred when the delay between first and second spikes was on the order of 10 ms, and the delay between second and third spikes was within 10 ms (Fig. 7B ). Examining these ranges on the LTP and LTD curves (Fig. 1A) , we can see how a small change might reverse (destabilize) the bias from LTP to LTD or vice versa because LTP has a higher peak (A ϩ Ͼ A --), but LTD has a longer tail ( --Ͼ ϩ ). A second issue with independent STDP was apparent from the distribution of predictions (Fig. 7C) . In particular, the distributions clustered around zero for triplets.
The shared resource and suppression models corrected most LTP/LTD reversal prediction errors made by independent pairwise STDP models (Ͻ15% error; Table 1 ). Whether one model made more or less errors depended on the precise STDP curve. However, the resource model had a good linear fit slope (Fig.  6B and Table 1 ), low-reversal error impact (mean product of erroneous prediction and actual; Table 1), and had a prediction distribution closely matching the experimental data (Fig. 7, C  and D ). The suppression model had a more bimodal distribution such that clustering is discernible in scatter plots for triplet LTD (Fig. 6A ) and quadruplet LTP (Fig. 6B) .
However, the similarity of the resource and efficacy predictions suggested by this comparison so far is conditional. In Fig.  6 , we assumed that all resources were available before the triplet or quadruplet occurred (i.e., triplets and quadruplets occur in isolation in the absence of significant background, spontaneous activity) as in the experiments (Froemke and Dan 2002; Froemke et al. 2010) . However, if a triplet or quadruplet occurs among other spiking activity, the resource model behavior will be dramatically different (Fig. 8, C and D) .
Unique features of the resource model can be seen from triplet sweep analysis (Fig. 8) . Whether resources are available (high) or lacking (low) before the triplet occurs has a marked effect on the prediction behavior. With low resources to start, much of the LTD regions disappear, particularly for small interspike intervals (high firing rates; Fig. 8C ), arguably consistent with experimental data suggesting LTP at high firing rates regardless of precise spike-pair ordering (Nelson et al. 2002) . At the same time, some narrower LTD regions may be emphasized (e.g., post-post-pre). Interestingly, the presence of close causal relations (pre before post) is emphasized (Fig. 8C) . Fig. 5 . Emergence of selectivity to a spike timing pattern using the shared resource model of synaptic plasticity. A: with the resource model (blue), a population of neurons consistently learned to spike selectively to a repeated pattern hidden in noise. Selectivity was defined as the proportion of neurons firing selectively (only) to the pattern. Selectivity emerged faster and to a higher degree than with independent (Indep.) STDP (green) regardless of the level of jitter in the repeated pattern's spikes. The spikes in the pattern were subject to independent Gaussian timing jitter with SD . Note that this result was obtained despite giving an advantage to independent STDP: given the sensitivity of the independent STDP rule to weight scaling (Fig. 2) , we fine tuned weight scaling for that rule for the given pattern (random seed) to maximize selectivity; we then used that same scaling for the resource model (which is insensitive to this parameter; Fig. 4) . With the resource model, learning of selectivity diminished as jitter was increased but remained feasible even with high timing jitter (4 ms is almost 1/2 of the dendritic delay range of 10 ms; solid blue line) when learning with independent STDP was unlikely (solid green line). B: final selectivity with the resource model was consistent across different patterns. Selectivity was measured after 100 s of simulation for 10 different patterns in each case. The final selectivity had a SD of ϳ20% regardless of jitter. Here, a nominal weight scaling was used (not fine tuned/pattern). As a result, without the resource model, selectivity was often near or at 0. C: selectivity with the resource model improved with a longer recovery time constant, but the improvement diminished as the time constant exceeded ϳ45 ms. Performance was relatively insensitive to precise resource recovery time constant r as long as it was approximately on the order of, or larger than, the LTP/LTD time windows because of the following reasons. At r ϭ 0 ms, the resource recovers immediately, and the model is equivalent to the independent STDP model. With independent STDP, LTP and LTD trigger for the same set of spikes when they are within the LTP and LTD time windows (e.g., triplets). As long as the resource recovery time constant is on the order of LTP and LTD time constants, the stabilizing effect of the resource model is achieved. D: diversity in selectivity to patterns with the resource model improved with delay heterogeneity. A postsynaptic cell is technically only selective to the afferent spikes prior to the postsynaptic cell's firing. Since recognizing an entire pattern is valuable, diversity in the timing of postsynaptic cell firing times relative to the afferent pattern is desired. Whereas overall selectivity to patterns (solid blue line) had little statistical significant change, diversity (or variance) of selectivity (dashed blue line) to different parts of the patterns improved significantly as desired. Whereas the diversity in selectivity can be seen by example (Fig. 4 , inset, highlighted in red), a quantitative metric establishes this as a general result. The diversity metric was defined as the SD in the timing of spikes relative to the start of the pattern, normalized to 1/2 of the pattern duration; the more spread-out across the pattern, the more diverse the selectivity. All initial diversity was due to dendritic delays because they were randomized within a given range (e.g., [1, 10] ms), but all cells were connected to all inputs, and all weights were initialized the same (to 1/2). Even a small degree of delay heterogeneity (e.g., [1, 2] ms) was helpful enabling recognition of different subpatterns within a larger temporal spike pattern. E: with the resource model, weights converged to a stable bimodal distribution. The color of the cumulative distribution function (CDF) reflects the time (from red/orange at the start to pink at the end). Whereas synaptic weights were all initialized the same, to 1/2 (black), the synaptic weight distribution converged such that weights clustered around 0 and 1. F: with the resource model, synaptic weights converged to the bimodal distribution in a rapid, consistent, and stable manner whether connectivity was all-to-all or random and regardless of the jitter in the hidden pattern. The y-axis is logarithmic. Random connectivity means that a cell may have Ͼ1 synapse to some inputs and may have no synapses for other inputs (the total number of synapses remains the same as all-to-all).
The reason for robustness to timing jitter is also evident from the smoothing of the effect. However, when resources are available, the emphasis may be more particular in the sense of direction and timing to earliest or most-proximate causal or anticausal relation (e.g., to timing of post-pre or pre-post). Predictions may also be largely independent of the time between the second two spikes (visible as vertical banding) when the first two spikes of the triplet are from the same cell (LTP: pre-pre-post; LTD: post-post-pre).
The resource model also predicted at high spike rates for repeated spike pairs that LTP would dominate, and LTD would largely disappear (Fig. 9) . This is consistent with rate-based studies (Sjostrom et al. 2001) . The independent all pair-wise STDP model predicted LTP or LTD depending almost entirely on the offset, i.e., for each post, whether the pre before the post is effectively closer in time than the pre after the post. The profile of the post-pre sequence prediction (Fig. 9D) is inverted from that of the profile of the pre-post sequence prediction, which is expected, given the independence of LTP and LTD in this model (offset x is roughly equivalent to offset 100 Ϫ x). The suppression model result predicted dominance of either LTP or LTD at high frequency depending on whether the sequence started with a presynaptic spike or a postsynaptic spike, respectively. However, the resource model uniquely predicted dominance of LTP at high rates with the almostcomplete disappearance of LTD. Moreover, this prediction of LTP at a high rate (above ϳ40 Hz) was independent of whether the sequence started with a pre-or postsynaptic spike [except for the small, weak LTD zone (Fig. 9H) due to initial resource level, specific underlying LTP and LTD curve shapes, and magnitudes near zero time difference between pre and post]. The transition from LTD to LTP depended on the offset with a transition occurring roughly between 25 and 50 Hz. These model results are consistent with the transition ranges seen in experimental results (Sjostrom et al. 2001) . Nevertheless, the exact point at which LTP dominates in the model varies depending on the precise pre-post (or post-pre) offset.
DISCUSSION
We found that the proposed shared resource model for synaptic plasticity leads to fast, stable, and diverse learning of temporal patterns in spiking neural networks. In the resource model, LTP and LTD are both dependent on the shared synaptic resource(s), yet their mutual interaction has a uniquely consistent effect on changes to synaptic strength (instead of canceling or counteracting weight changes) depending only on the time and magnitude of past commitments to synaptic strength changes (Fig. 3) .
The resource model introduces interdependency between LTP and LTD at the synapse level. With independent STDP, LTP and LTD drive a synapse's strength up and down, canceling out the other's effects or causing fluctuation (error) in the direction that the weight is heading. With the resource model, LTP and LTD depend on the shared resource(s) and drive a synapse's strength up or down more consistently (Fig.  5, C and E) . For example, if LTP drives a synapse's strength upward, the effect of subsequent LTD (if triggered soon after) is dampened due to reduced resources from the prior LTP commitment. This effect can be explained in terms of the impact of the resource recovery time constant on the emergence of selectivity to patterns. At one extreme, if resource recovery is instantaneous (zero time constant) the resource model is equivalent to independent STDP. Indeed, our network learned little selectivity to a pattern when the resource model had a short time constant (Ͻ15 ms) since with independent STDP, both LTP and LTD may be invoked by spikes within overlapping time windows (Fig. 5C ). However, for larger recovery time constants (e.g., r ϭ 45 ms), the resource model links LTP and LTD over a time period that is commensurate with the time windows of LTP and LTD (Fig. 1C) . Indeed, Fig. 6 . Prediction of experimentally observed changes in synaptic strengths (EPSPs). Predictions of 4 models are compared with in vitro recordings of pyramidal cells of rodent visual cortex (Froemke and Dan 2002) . The 4 models are: independent pair-wise STDP with all pairings of presynaptic and postsynaptic spikes (whether consecutive or not); independent pair-wise STDP with only sequential (consecutive neighboring) pairings of presynaptic and postsynaptic spikes; the suppression model of efficacies; and the shared resource model. Predictions were computed for 85 spike triplets and 25 spike quadruplets. Linear fits to the data are also shown and labeled at left. A: predictions for spike triplets show that independent pair-wise STDP rules have a large number of sign errors or reversal errors (predicting LTP instead of LTD or vice versa) whereas the suppression and shared resource models do not: 34 for independent pair-wise STDP, 5 for suppression, and 7 for resource. B: predictions for quadruplets show a similar trend: 14 reversal errors for independent all pair-wise STDP, 5 for independent sequential pair STDP, 3 for suppression (efficacy), and 3 for resource. selectivity emerged consistently in our network with larger resource recovery time constants even when there are multiple spikes (e.g., triplets or quadruplets) occurring within overlapping LTP/LTD time windows (Figs. 5C and 3, A and C) .
As a result of the resource model recovery dynamics, synaptic plasticity depends indirectly on prior timings between pre-and postsynaptic spikes (the specific multispike temporal pattern). Thus learning with the resource model adapts accord- Fig. 7 . Analysis of prediction errors and distribution. A: independent pair-wise STDP prediction errors reversing LTP and LTD (predicting LTP instead of LTD or vice versa) are predominantly due to pre-post-pre and post-pre-post triplets. These errors are effectively the same whether all pairs or only sequential presynaptic and postsynaptic spike pairings are considered for the rule. These triplets contribute 83% of reversal errors: 39% predict LTD instead of LTP, and 44% predict LTP instead of LTD. B: a breakdown of these reversal error-causing triplets shows an interesting feature of the triplet timings. Whether predicting LTD instead of LTP (pre-post-pre triplets) or LTP instead of LTD (post-pre-post triplets), the error-causing cases have a narrow timing distribution: the 1st spike generally occurred ϳ10 ms before the 2nd and 3rd occurred, within 10 ms thereafter. This is in the range of the point where LTP and LTD curves cross (see Fig. 1A ), and independent pair-wise STDP rules are sensitive to precise timing in terms of whether LTP or LTD dominates. C: the CDF of triplet predictions and actual data reflects how well each model quantitatively matches the magnitude of strength changes. The actual data are distributed evenly (black line) and best matched by resource model predictions (blue line). In contrast, the independent pair-wise STDP models (light and dark green lines) have unimodal distributions (most predictions cluster near 0 weight change), and the suppression model is bimodal (red line; particularly clustering for LTD ϳϪ0.25). D: the CDFs of actual and predicted quadruplet weight changes reflect the close modeling of the experimental data (black line) by the resource model (blue line). In contrast, the independent pair-wise STDP models tend toward LTD, and the suppression model again has a bimodal distribution (particularly clustering for LTP ϳ0.25). ing to spiking activity allowing learning consistency and providing a homeostatic-like effect (Figs. 2 vs. 4; Fig. 5, A and B) . In contrast, independent pair-wise STDP models are, by definition, independent of the timing of spikes other than the pair considered. Whereas the suppression model considers prior spikes, it considers prior presynaptic and postsynaptic spikes separately, and efficacies do not depend on prior weight changes.
In our spiking neural network, the resource model allowed neurons to learn diverse selectivity to parts of temporal patterns in afferent spiking (Figs. 4 and 5) . Neurons learned in a multispike train context even without lateral inhibition or explicit homeostasis and with equal initial weights (of course, these mechanisms may provide additional advantages under different contexts). This is in contrast to prior studies where precession occurred, or idealized winner-take-all lateral inhibition was used (Masquelier et al. 2008a, b) . Dendritic delays facilitated such diversity in learning selectivity because an afferent spiking pattern was permutated according to the delays (Fig. 5D) . Whereas "suspicious coincidences" (Barlow 1994) of spikes may suggest nonaccidental nature, these dendritic delays allow consideration of suspicious relative spike timings or permutations. Since the resource model dramatically improved diverse selectivity, we predict that pattern recognition or classification accuracy would be improved substantially.
With the resource model, neurons learned selectivity to temporal patterns in a stable, robust, and consistent manner (Fig. 5, B and E) . The resource model exhibited a unique proactive homeostatic effect so this learning occurred without undue sensitivity to weight scaling (Fig. 4) . The model adapts between emphasis on learning causal relations occurring after breaks in activity (allowing time for resource recovery) and emphasis on proximate timing, according to a spiking activity regime (Fig. 8, C and D) . If a neuron is firing at a low rate, there is less constraint on resources because recovery may occur before the next LTP/LTD trigger resulting in larger and C: shared resource model with low (no) resources available before the triplet occurs. When resources are low before the triplet, the resource model predictions are strikingly different from independent pair-wise STDP and the efficacy model. LTP becomes more dominant for post-pre-post (bottom right quadrant near the origin), particularly at a high firing rate (solid black arrow), and mainly dependent on t 2 , as would be expected due to the time required to recover resources. A similar effect occurs for pre-post-pre at a high firing rate (upper left quadrant near the origin) and mainly dependent on t 1 . Thus LTP may dominate at high firing rates regardless of which spike (pre or post) occurs first. Strong LTP and LTD regions also appear at large values of t 1 (outlined arrows), and LTP is stretched out to triplets with longer time delays (solid white arrow). Transition between LTP and LTD zones in pre-post-pre and post-pre-post triplets, if any, is also markedly slower (gentler slope) with the resource model. D: shared resource model with high (all) resources available before the triplet occurs. When resources are available at the beginning of the triplet (as would be expected for low firing rates or for triplets in isolation), the resource model appears more similar to the suppression model. However, LTP is still emphasized when t 2 is small (solid black arrows), and dependence tends to be concentrated more on one of the pairs of spikes (solid white arrows).
faster subsequent weight changes, according to timing relation of the first pre-post or post-pre pair after the break. Thus causal pre-post sequences are reinforced. However, if a neuron is firing at a high rate, constraints on resources are more pronounced because recovery may be incomplete before the next LTP/LTD trigger, and resources are low at the start of subsequent spike activity (Fig. 8C) . In this case, whether LTP or LTD occurs depends on the timing and order of spikes that occur as resources become available. Emphasis tends to be on learning existence of discernibly dominant causal relations without undue sensitivity to exact timing. Slight changes in relative timing between spikes do not change whether LTP or LTD occurs (Fig. 9 ). This emphasis also tends to control firing rate, suppressing increases in firing rates.
The adaptive nature of the resource model is particularly interesting in the context of bursts. Why would presynaptic neurons burst if most of the information is in the time to first spike? Rather, we conjecture that there is substantial information in the remainder of burst as well. For example, if a postsynaptic spike occurs early during a presynaptic spike burst, independent pair-wise STDP would first induce LTP and then LTD, canceling the learning effect (as in pre-post-pre triplets under pair-wise STDP). Thus learning of the burst would be impaired. However, with the resource model, LTP would occur, and the neuron can learn the early part of the burst without cancellation by LTD. Information in the latter part could be learned by another neuron that spikes later within the presynaptic burst or shortly thereafter. Thus information symbols can be longer or packed back to back. This conjecture could be tested by studying the effect of truncating bursts on cortical cell responses. The number of repetitions of presynaptic spikes (N) occurring later in the burst (pre-post-N-pre) could be controlled in vitro.
Due to the nature of the resource model, there is less cancellation of increases of synaptic strength by decreases (and vice versa) so that weight changes can proceed in a consistent Fig. 9 . Rate-dependent LTP and LTD predictions for repeated pre-and postsynaptic spike pairs. A and B: repeated pre-post and post-pre pairs, respectively, are characterized by the period of the repetition and the offset between the pre-and post-spikes. The period (rate) was varied between 10 ms (100 Hz) and 100 ms (10 Hz). Pairs were repeated 10 times. Pre-post offset was measured relative to the period. An offset of 0% means the pre-and post-spikes are aligned. An offset of 100% means the pre or post is aligned to the next post or pre, respectively. A sequence of repeated pre-post pairs with an offset of x% is exactly the same as a sequence of repeated post-pre pairs with the same period and offset of (100 Ϫ x%) except that in the former, the sequence starts with a presynaptic spike and ends with a postsynaptic spike, and in the latter, the sequence starts with a postsynaptic spike and ends with a presynaptic spike. The repeated sequences were submitted to the independent pair-wise STDP model, the suppression model, and the resource model to determine how the overall synaptic weight change to each sequence of spikes would depend on the rate (period) and offset. C and D: the independent all pair-wise STDP model predicted LTP or LTD depending almost entirely on the offset, i.e., for each post, whether the pre before the post was effectively closer in time than the pre after the post. As expected, due to the independence of LTP and LTD in this model, the profile of the post-pre sequence prediction (D) is inverted from that of the profile of the pre-post sequence prediction (offset x is roughly equivalent to offset 100 Ϫ x; C). E and F: the suppression model predicted dominance of either LTP or LTD at high frequency depending on whether the sequence started with a presynaptic spike or a postsynaptic spike, respectively. G and H: the proposed resource model is unique in that it predicted dominance of LTP at high rate with the almost-complete disappearance of LTD (except for the small, weak LTD zone at the top right corner of H, which is due to the precise shape and magnitude of the STDP curve near the origin and the amount of resources to begin with given the sequence starts with a post). Moreover, this prediction of LTP at high rate was largely independent of whether the sequence started with a pre-or postsynaptic spike. This is as expected from the analysis of triplets with low resources to start (Fig. 8C) . The uniqueness of the resource model in this regard is also consistent with the analysis of independent pair STDP predictions attributing LTP/LTD reversal errors by the independent model to short pre-post-pre and post-pre-post triplets (Fig. 7, A and B) .
direction. This can clearly be seen in the gentle transition between LTP and LTD regions (Fig. 8, C and D) . This also means that the learning rate can be high because weights are less likely to be driven in the wrong direction during learning. This might suggest, for example, that receptive fields in the visual cortex develop with fewer stimuli than might be expected by independent pair-wise STDP models. From an efficiency standpoint, it makes sense not to trigger commitment of limited cellular resources (or energy) for conflicting synaptic changes. When resources are depleted intermittently, this knocks out or suppresses select interleaved spike pairs, which may induce conflicting weight changes. However, this also means the resource model often correctly predicts LTP (or LTD) when an independent pair-wise STDP rule would predict the opposite, i.e., LTD (or LTP).
The resource model also predicted the sign and magnitude of long-term synaptic modifications induced with spike triplets and quadruplets. LTP/LTD magnitudes were predicted accurately, and the resource model uniquely matched the statistical distribution of observed synaptic strength changes. This accuracy was achieved despite having only one parameter to fit: the resource recovery time constant. LTP/LTD reversal errors made by independent pair-wise STDP rules were generally not made by the resource model as a result of LTP/LTD interdependence. In contrast with independent STDP models, LTP and LTD effects cancel, and instabilities may develop from sensitivity of the determination of the winner to precise LTP/ LTD curves (time constants and magnitudes). Pre-post-pre and post-pre-post triplets serve as prime examples. With the resource model, the effects of STDP are more consistent and relatively insensitive to these and other parameters.
The resource model behavioral relation to firing rates is unique because what matters in the resource model is when large resource commitments are made. Due to the nature of resource commitments, we anticipated that the resource model would predict LTP increases and potential disappearance of LTD at higher rates, as seen in rate-based studies (Nelson et al. 2002; Sjostrom et al. 2001) . In particular, a high rate of post before pre firing (e.g., post-pre-post) may generally yield LTP rather than LTD (Fig. 8C) . Our results for repeated spike pairs indeed demonstrated the dominance of LTP at high rates (Fig.  9, G and H) . As the firing rate increased, LTP began to dominate for more of the pair timing combinations. Above 40 Hz, LTD largely disappeared. Whereas this is quantitatively similar to biological results showing LTP dominance above 40 or 50 Hz found in some studies (Sjostrom et al. 2001) , it remains to be shown whether the resource model's predictions of rate-dependent effects are consistent with other studies and how the predictions compare with other models that have been specifically proposed to predict rate-based effects using pairs or triplets (Pfister and Gerstner 2006) . Such repeated pair experiments have often been limited to particular offsets (e.g., 10 ms between post-pre). However, we propose that differences in rate-dependent results might be explained by different offsets (relative time between the repeated pairs).
The resource model generally drives weights to a bimodal distribution similar to the typical STDP rules (Fig. 5, G and H) . This is in contrast to some studies suggesting broad unimodal physiological weight distributions and weight-based STDP rules (van Rossum et al. 2000) . We anticipate that this may be reconciled by combining the resource model with weight-based STDP.
What are these mysterious resources, which once committed, require recovery before they can be recommitted? The resource recovery time constant might be a factor to correlate with potential underlying biochemical time courses, particularly if they could be manipulated experimentally.
The induction of LTP involves postsynaptic N-methyl-Daspartate receptors (NMDARs) acting as detectors of the coincidence of EPSP and back propagating action potential (Caporale and Dan 2008) . The dependence of LTP on the delay between EPSP and the back-propagating spike might be explained by a variety of interactions: kinetics of Mg 2ϩ unblocking of NMDARs; dendritic conductance changes caused by EPSPs impacting the postsynaptic spike; and regulation of spike amplitude by A-type K ϩ channels, which may impact Ca 2ϩ influx through voltage-dependent Ca 2ϩ channels (Froemke et al. 2006) . It is important that Ca 2ϩ influx, due to backpropagating spikes, can desensitize postsynaptic NMDARs, suggesting that NMDARs might also be an important shared resource and bottleneck between LTP and LTD (Froemke et al. 2005) . However, there is evidence supporting multiple potential mechanisms for LTD, including coincidence detectors, either shared with or separate from LTP (Caporale and Dan 2008) . Even if the coincidence detectors for LTP and LTD are different, Ca 2ϩ -related kinetics, Ca 2ϩ uptake by internal stores, or other Ca 2ϩ -related influences might explain a common resource or dependency between LTP and LTD (Zucker 1999) . A relatively complex model (with multiple parameters and separate potentiation and depression thresholds), based on a first-order cubic differential equation for Ca 2ϩ concentration, has recently been proposed to modulate synaptic efficacy in STDP (Graupner and Brunel 2012) . Whereas the model explains different STDP curves for pairs and rate effects, the model alone does not explain experimental triplet and quadruplet results (Brunel 2012; Froemke and Dan 2002; Froemke et al. 2010) . Since our resource model explains broad results, including triplet and quadruplet predictions, we may infer that there are shared resources beyond Ca 2ϩ (or that the aforementioned Ca 2ϩ concentration model does not explain all relevant Ca 2ϩ effects). There is evidence that some forms of LTD require presynaptic NMDARs. How can there be a common resource or dependency between LTP and LTD in such a case? The answer might be in retrograde signaling from a postsynaptic to presynaptic neuron. A model of LTD has been suggested, in which postsynaptic action potentials enhance Ca 2ϩ influx leading to synthesis of endocannabinoid, which seems to diffuse retrogradely and bind to presynaptic cannaboinoid receptor type 1 (CB1) (Rodriguez-Moreno et al. 2010) . The dependence of LTD on the delay between postsynaptic spike and EPSP might then be explained by a presynaptic coincidence detection of activation of presynaptic NMDARs by the glutamate release from the presynaptic terminal itself and the CB1 receptor activation by the retrograde signaling. If this model is correct, the common resource or dependency might be in the mechanism leading to the endocannabinoid synthesis or retrograde signaling. Such theories might be examined indirectly in terms of the time constants or kinetics of such mechanisms.
From a postsynaptic viewpoint, conceivably, phosphorylation and dephosphorylation of ␣-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors may also correspond to a short-term resource commitment due to a hysteretic effect of phosphorylation (Ubersax and Ferrell 2007) . Might phosphorylation-state transition time courses explain the resource model time constant? It is known that CaMKII, once activated, remains activated even after a drop in intracellular Ca 2ϩ and disassociation of Ca 2ϩ /calmodulin (Lisman et al. 2002) . In addition, it is conceivable that mobilization of receptors between membrane and cytoplasm (reserves) may involve longer-term resource commitments (as well as regarding transcription for maintenance).
In conclusion, whereas the shared resource is theoretical, the resource model of LTP and LTD predicted biological experimental results seen with multispike motifs as well as rate-based protocols and enabled rapid and stable learning of complex spike-timing patterns in a spiking neural network. Moreover, with the resource model, neurons quickly learn to be selective to diverse parts of patterns without lateral inhibition, weightscale tuning, or explicit homeostasis. These advantages are due to a proactive homeostatic effect of the resource model and heterogeneity in dendritic delays. In the parsimonious resource model, the theoretical resource (or interdependency) is characterized by the time course of resource recovery. The effect of this resource recovery on STDP makes it possible for spiking neural networks to learn recurring input patterns in challenging conditions: when the pattern is never exactly the same (subject to spike-timing jitter), present in only a portion of inputs, and hidden in noise.
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