In order to improve the efficiency of elderly evaluation, an optimization method based on rough set is proposed. Compared with the traditional rough set attribute reduction, the redundant evaluation items are eliminated by items' correlation. It avoids a big overhead of calculating the core of rough sets that have many attributes. A novel rule reduction method is proposed based on reliability and coverage, in order to solve the problem of rarely appeared rules and conflict rules in traditional rough set. A sorting algorithm based on coverage is used to optimize the traditional flat evaluation questionnaire model with a hierarchical order. By these optimizations, the number of items that need to evaluate is greatly reduced. The proposed approach is deployed in an elderly service company named Lime family. Real-life result shows that the method can reduce more than 40% items with over 90% accuracy prediction rate. Compared with decision tree and the method based on expert knowledge in reduction rate and accuracy rate, the method has same performance in one index, and 20% improvement on average in the other one.
International Journal of Intelligence Science conditional entropy of evaluation items; proposes an attribute reduction method for eliminating redundant evaluation items. 2) Proposes the concept of reliability and coverage degree for the decision equivalent class, which promote the rule generation method in the rough set by avoiding the uncertain rule and the rarely appeared rules. 3) Presents an evaluation items sort algorithm based on the coverage degree. By this mean, we change the traditional flat evaluation model into an orderly evaluation model. The elderly evaluation process can be carried out in the sorted order and predict some items with the decision rules, which will reduce the evaluation items that need to be asked upfront. This paper is organized as follows. Section 2 reviews related work. Section 3 introduces the evaluation attribute reduction method and prediction rule optimization method. Section 4 introduces the rough set based model for improving the elderly evaluation and the core algorithms. Section 5 shows the experiment results with the real case data. Section 6 concludes the paper.
Related Work
The work in this paper is to optimize the elderly evaluation process. On the one hand, we will analyze the evaluation items to find out the redundant items, which will reduce the workload of the survey. On the other hand, we will estimate the uninvestigated items with the known items to reduce the items collected from elderly people. This section reviews the item reduction of the healthcare questionnaire; the prediction of related items and the rough set attribute reduction method.
Item Reduction in Healthcare Question Area
Usually people take the statistics methods to reduce or delete the evaluation items. Luis Prieto take the Exploratory Factor Analysis (EFA) method of the Classical Test Theory (CTT) and the Rasch Analysis (RA) method of the item response theory reduce the Nottingham Health Profile (NHP 38) [3] . 
Ephrem Fernandez uses a 3-setp decision rule to reduce the McGill Pain
Questionnaire (MPQ). By using the minimum absolute frequency of 17 and the minimum relative frequency of 1/2 as threshold value, the words of MPQ are reduced from 78 to less than 20 in average. The selective reduction and reorganization of these descriptors can enhance the efficiency of this approach to pain assessment [4] .
The above research works of item reduction mainly aimed at reduce the number of questionnaire items and the result is still with no hierarchy. In elderly evaluation, the values of items from different aspects have a strong correlation. International Journal of Intelligence Science For example, the health of the elderly usually has a strong impact on the ability of self-care. Therefore, the order of items is as important as reducing the number of questionnaire items need to be asked.
Prediction of Related Items
The values of some evaluation items can be inferred from their high correlation items, so that some items are not need to be asked, and the efficiency of evaluation is improved. The related methods include Bayesian formulation, decision tree, and frequent pattern mining and so on.
A Bayesian forecasting model is described in the literature [5] , estimating the prior probabilities from a sample of SPEAK Test scores of 803 prospective ITAs at UVa between 2006 and 2013, and using the TOEFL iBT scores from 318 students to update the forecast probabilities. Overall, this forecasting model demonstrates and explains a useful statistical association between the SPEAK Test scores and the TOEFL iBT scores, used widely in university admissions.
In the literature [6] , S.S. Panigrahi deals with two established technique viz.
Epsilon-SVR and Decision Tree for stock market forecasting. The available numerical historical data and some technical indices of BSE-sensex have been used for empirical studies. Both epsilon-SVR and Decision Tree techniques are run over the dataset, respective efficiencies has been evaluated and explained through established statistical parameters. The work concludes that the SVM has outperformed decision tree in training front and lagged behind in validation in comparison with regression decision tree.
Le Thi Ngoc Anh proposes the forecast model of the possibility of cholera occurrence in Hanoi city based on association rule mining from cholera dataset collected in Hanoi's districts from 2001 to 2012 [8] . Experimental results show that the proposed method is suitable for cholera forecast and can be used as an important input in the decision making process of the preventive healthcare.
Chunmei Liu introduces non-financial index into financial risk forecasting system to establish mix financial index evaluation system including financial index and non-financial index, and also introduces C4.5 decision tree arithmetic into the modeling process [7] . According to the 40 trained listed companies in the 2004, 2005, get the model of "model trained", its accuracy rate is 82.5%.
Attribute Reduction Based on Rough Set
Reduction of attribute is one of the important topics in the research on rough sets theory and concern by many researchers. Using traditional rough set to optimize the model of elderly evaluation exist some problems and shortcomings: 1) the computing for finding the core in traditional attribute reduction costs large amount of calculation, so they are unsuitable for large data sets; 2) the traditional attribute reduction algorithms don't measure dependencies among the attributes, so redundant attributes are still contained in the final result; 3) the traditional decision rule generation algorithms may generate conflicting rules, which in- Compared with traditional rough sets theory, Honghai Feng uses rule generation algorithm (RGA) to reduce the attributes instead of calculating the core [9] .
Experimental results show that RGA achieves good classification performance.
In order to improve the efficiency of attribute reduction, Chen yanyun integrates the parallel idea in the attribute reduction and construct a parallel rough set attribute reduction algorithm based on attribute frequency [10] . The algorithm is applied to corn breeding. Experiments show that the algorithm outperforms the traditional algorithms. In the literature [11] Hiroshi Saka and others extend rough set-based rule generation algorithm. They have extended this algorithm to tables with non-deterministic information, and implemented it according to the constraint satisfaction problem. This algorithm is important for rule generation in tables with uncertainties. Zhe Liu provides a new heuristic algorithm named "Short First Extraction (SFE)" based on the classical rough set theory for rules generation [12] . Based on the datasets provided by UCI machine learning repository, SFE has better performance than Johnson Reducer, genetic reducer and Holte's 1R reducer. SFE is a new rules generating method.
In summary, using another method instead of calculating the core to reduce the attributes and generate rules is a feasible way. In this paper, we optimize the model of elderly evaluation based on rough set, and information entropy and conditional entropy are introduced in attribute reduction. We also define the reliability and coverage to optimize the process of decision rules, in order to avoid the problems mentioned above.
Problem Formulation
This section provides the definition for rough sets of elderly evaluation model.
The notations and description mentioned in this section is shown as Table 1 . 
Calculating the Correlation Degree of Evaluation Items
In turn, one evaluation item will be selected as the decision attribute to build a decision table, left the others as the condition attribute. Normally not all these condition attributes have impact on the decision attribute, so attribute reduction will be performed to eliminate those have weak impact on the decision attribute.
The attribute reduction is depending on the importance of the condition attribute on the decision attribute. If there is such an evaluation item in the decision table, when the value of other condition attributes is assigned the decision attribute will be fixed, despite the change of it. Then apparently this evaluation item has no impact on the decision attribute which should be eliminated.
Thus it can be seen the correlation degree of evaluation items in the decision table is important to the attribute reduction. So we need to calculate the correlation degree of evaluation items, which is determined by the conditional probability among the attribute values. The conditional probability of the evaluation items' value is, when one attribute is assigned, the probability of the other items take a certain value. It means that the higher conditional probabilities have higher correlation degree of the two items.
The evaluation items have different values. The probability distributions of the values are different from one item to others. For some evaluation items it is uniform distribution for most of the elder persons, but for some other items it may focus on one value, only few people have other values. In section five we have statistics on the data of the experimental persons. From Figure 2 we can see that the probability distributions of different items' value are different and most of them are not uniform distribution. Given this, one should take into account the probability distribution of the items' value to calculate the correlation of evaluation items. For instance, suppose the conditional probability is 100%, namely when item take a certain value, the probability of item B taking a certain value is 100%. But if this value of item B is scarce, namely, only a few people take this value, the corresponding decision equivalence classes have less meaning.
Entropy is a property of thermodynamically systems, which can measure the uniformity of the distribution of objects. Combine the concept of entropy and the conditional probability; we use the concept of conditional entropy in information theory to discuss the calculation method of correlation degree of evaluation items [21] .
The information theory of evaluation item x is, International Journal of Intelligence Science
where P(x i ) is the probability of x take the value x i , and a is an arbitrary value. The conditional entropy of evaluation item x on item y is,
where ( ) P x y is the conditional probability of x take x i when y is y j , a is an arbitrary value.
With H(x) and
Suppose evaluation item x may be the value of x 0 x 1 , y may be the value of y 0 y 1 . When x and y are independent of each other, no matter what the value of x is, it has not impact on y, namely, ( ) ( )
, , put them into the formula 2, we have,
When x and y are related, we have ( ) ( ) With formula 3, on the one hand, we can calculate the correlation degree between the condition attributes and the decision attribute and, by setting a threshold, filter the condition attribute whose impact on the decision is lower.
On the other hand, we can also calculate the correlation degree of between different condition attributes to further filter some condition attribute(s), which actually eliminate some attributes with similar function.
The Measure of Reliability and Coverage Degree for the Decision Equivalent Class
When creating the decision rules there may be conflicts between rules, i.e., two rules have the condition attributes have the same value but the values of their decision attributes differ. Rule optimization will deal with this problem and eliminate the conflicts. And, according to definition 3.7, the decision rules are created by the equivalent class of the condition attributes. For some rules, if the number of the valuation results for this equivalent class is too small, it means International Journal of Intelligence Science that the situation for this rule is rare and this rule is a sparse rule that should be eliminated.
The main reason for rule conflict lies in the inconsistent decision to build the evidence to find the conflict decision equivalent class to be deleted.
So we take the reliability the decision equivalent class as the evidence [22] . The reliability is ( )
where X i is the one of the equivalent class in the collection of equivalent class EC(C) of condition attribute C, From formula 4, the sum of all the reliability of decision equivalent class that has the condition attribute X i equals to one. To resolve this kind of conflict and delete the secondary factors that may cause conflicts, we set the reliability of decision equivalent class a threshold α = 0.5. Only those decision equivalent classes with reliability larger than α is retained.
For those evaluation items with unbalanced distribution of values, the less distributed values mean that few elderly people will take these values on the evaluation, i.e., these values are the extremely rare case of evaluation. When building the decision table, those equivalent classes including the rarely appeared values will not cause conflict and will be reserved. But when creating the decision rules, the rules created from this kind of equivalent class must also be the rarely rules, which ought to be deleted. So the key problem to delete the rarely appeared rule is to find a measure method for finding out the equivalent class including the rarely appeared evaluation values. To this end, we define the coverage degree for the decision equivalent class as the measure evidence.
The coverage degree is, ( )
where, in the decision table D- Table( We can set the threshold of the coverage degree to delete the rarely appeared decision rules. For example, let the threshold of coverage degree be β, if the coverage degree of an equivalent class less than β then this decision equivalent class include the rarely appeared evaluation values and should be deleted. In this way, there will be no rarely appeared rule left.
An Example
To clarify the concept and formula in this section, we demonstrate them with an example. Suppose one evaluation which will evaluate three items, namely INC-OME, PEE_CONTROL, and SOCIAL_SKILLS. Each of them has the value range of 1, 2, 3, and 4. There are three elderly people join the evaluation, marked with p, q, and r respectively. The evaluation results are shown in Table 2 .
The rough set based evaluation model is as follows:
1) The elderly people evaluation model 
, 2 Z X → 9) Calculating the Correlation degree of evaluation items According to formula 1 and 2, one can calculate the information entropy and conditional entropy of the evaluation items X Y Z:
10 10 1 1 1 log 2 log 1 2 2 3 1 log log 3 0.28 3 2 3 
Let σ, the threshold of SU, be 0. 
, thus we get the following rules, according to the formula 4 and 5. We can also get the reliability u(x,y) and coverage degree c(x,y). The result of rules and their equivalent classes, reliability and coverage is shown in Table 5 .
Let α = 0.6 and β = 0.2, the rule R 2 and R 4 will be deleted. Finally we get rule R 1 and R 3 . We can see that although R 2 has larger coverage degree, but it can lead to decision confliction. Though rule R 4 has higher reliability, it is the rarely appeared rule, it may not be true. So rule R 2 and R 4 should be deleted. 
Optimization of the Evaluation Model
This section describes the optimization process for the elderly evaluation model.
There four steps to perform the optimization.
1) Build the decision table based on the correlation degree of evaluation items:
In turn, take one item as the decision attribute and the others as the condition attributes to build the decision with all the others and delete the condition attributes whose correlation degree with this particular condition attribute is large than the degree with the decision attribute.
2) Generate the decision rules with the reliability and coverage degree.
Calculate the reliability and coverage degree for each decision equivalent class in the decision table and delete those classes whose degree is less than the threshold. In this way the classes that may generate the rarely appeared rules and the uncertain rules will be deleted. Then the decision rules will be created by each decision equivalent class.
3) Sort the evaluation items with the coverage degree. Use the rule merge algorithm to merge the rules according to the coverage degree and create the evaluation sequence of items by sorting their coverage degree in descending order.
4) Verify the model with accuracy and reduction rate. Use the merged rules and evaluation sequence to simulate the elderly person's evaluation process. By calculating the reduction rate and accuracy one can verify the model.
The Evaluation Reduction Algorithm Based on the Correlation Degree
The evaluation reduction algorithm is based on the formula in section 3.2. Evaluation items reduction build the basis for decision rule generation and the sorting of the evaluation items.
For the elderly evaluation information system ( ) 
The Rule Generation Algorithm Based on Reliability and Coverage Degree
The rule generation algorithm is based on reliability and coverage degree calculation in section 3.3, which delete the equivalent decision class to generate accurate and effective decision rules.
Let the threshold of reliability be α, threshold of coverage degree be β. Traverse the dt in collection of decision . In order to improve the matching rate and to reduce the number of conditional attribute of the rules, for R generated form the same decision equivalence class, we select the rules with less condition attributes and have no conflict with rules generated from other ec-ds.
With algorithm 2, we obtain the accurate and efficient decision rule set List (rule). The pseudo code is shown as follows. 
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Evaluation Items Sort Algorithm Based on the Coverage Degree
This part proposes the sort algorithm that can get an optimized evaluation sequence.
If the items in antecedent of the rules have been evaluated, the items in consequent of the rules can be predicted by rules, so that the number of items that need to be evaluated is reduced. Therefore, in the process of evaluation, the items are ordered by their frequency in antecedent of the rules and rules' coverage degree.
The pseudo code is shown as follows. 
The Index for the Effective of the Method
There are two intuitive measure indexes for this elderly evaluation model. One is the reduction rate (rr) and the other is the accuracy rate of prediction (ar).
where S is set of the key value pair <i, v>, i indicate i-th evaluation item and v is its value. S′ is set of the key value pair <i, v>, i indicate i-th evaluation item and v is its predicted value. S ′′ is the S′ whose prediction is correct. The function len represents the length of the set.
The reduction rate in formula 6 reflects the effect of our method. The greater reduction rate means more obvious in the optimization of the model and the higher efficiency of the evaluation process. The accuracy of prediction in formula 7 reflects the quality of our method. The higher the accuracy means the prediction is closer to the real value. Because the real value of the evaluation items in nature is imprecise, it is very difficult get the accuracy over 95%. A good model optimization should keep 80% of accuracy and over 30% of reduction rate.
Next we simulate the elderly evaluation process and calculate the reduction rate and the accuracy. For an elderly person u, let's evaluate his items with the evaluation Sequence (item) got from algorithm 3. For i-th item, get its value v and put it into the evaluation sequence S with the key value pair s < i, v>, in this way we can simulate the real evaluation process. With the algorithm 2 one can get the decision rule set List (rule). We will match every rule antecedents in List too long to assess user dissatisfaction, so that it is urgent to propose an effective method to optimize it. The method proposed in this paper is verified in the real application background.
1) Experiment data
After data preprocessing, 43 items and 136 elderly evaluation data were selected. The total evaluation items are shown as Table 6 .
2) Distribution of evaluation items' value
Distribution of evaluation items' value is shown by bar graph such as Figure   1 . 
Experiment Result
Using the methods proposed in Section 4, the correlation degree of evaluation items is calculated, and the decision rules are generated. The evaluation items are prioritized and finally the reduced and prioritized evaluation model is got.
Applying the optimized evaluation model we re-evaluate the elderly and compare the result with the actual data to verify the effectiveness of the method. The experiment result is shown as follows.
1) Calculating the correlation degree of evaluation items
Based on the Formula 3, the correlation degree of 43 evaluation items between each other are calculated and the result is shown as Figure 3 .
The horizontal and vertical axes of Figure 3 By setting the threshold of SU σ = 0.2, filter out the correlation degree of evaluation items whose value is lower than σ. The result is shown as Figure 4 Table 8 .
Setting CLOTHING as a, and LIFE_SKILLES as d, generate the decision rules are shown in Table 9 .
After applying Algorithm 2 to 4 decision tables optimized by Algorithm 1, there are a total of 61 decision rules.
3) Prioritizing evaluation items Applying Algorithm 3 based on the 61 decision rules, we get the reduction evaluation items and the order of them. There is a total of 23 evaluation items after reduction shown as Table 10 whose identifier represents the order of evaluation. 4) Process of optimizing evaluation Let the 61 decision rules generated by Algorithm 2 be rule set List <rule>, the ordered evaluation items be Sequence (item), the collection of elderly evaluation result U be List (u) and all evaluation items A be List (item). The process of re-evaluation for the elderlies using the optimized evaluation model is shown in Figure 5 . have not the value; these not valued items can be evaluated in any order.
5) Verification the effectiveness of the method
Applying the optimized evaluation model we re-evaluate the 136 elderly. In the process, record the number of actual evaluation items compared with the number of total evaluation items, record the values of inferred items according to the decision rules compared with truth value of them, and calculate the reduction rate rr and accuracy rate ar based on Formula 6 and 7.
Based on Algorithm 4, letting the identifier of the elderly as the horizontal axis, As Figure 6 shows, applying in the elderly evaluation with the optimized method proposed in this paper get the average reduction rate is 57.23% and the average accuracy rate is 82.42%, which indicates that more than half of evaluation items can be inferred by decision rules without asking and the accuracy rate of them can be more than eighty percent. The dispersion coefficients of reduction rate and accuracy rate respectively are 0.22 and 0.14, indicating the volatility of them is small. Generally, the optimized method proposed in this paper is effective.
Parameter Designs Analysis
In the optimized evaluation model, the threshold of SU σ, reliability α and coverage degree β these three parameters have an important influence on the result.
In order to analyze the influence on the reduction rate and accuracy rate by these parameters, we designed the following three experiment groups so that to find the better setting of parameters.
1) Experiment group 1
Supposing the threshold of the reliability α = 0.10 and the threshold of the coverage degree β = 0.10, let the value of the threshold of the correlation degree σ increase by 0.1 from 0 to 1, which designed 11 experiments. In each experiment, we build decision tables, generated decision rules, carried out the evaluation for elderly and calculated the reduction rate and the accuracy rate to optimize the model as Section 4.
2) Experiment group 2
Supposing the threshold of the correlation degree σ = 0.10 and the threshold of the coverage degree β = 0.10, let the value of the threshold of the reliability α increase by 0.1 from 0 to 1, which designed 11 experiments. In each experiment, we build decision tables, generated decision rules, carried out the evaluation for elderly and calculated the reduction rate and the accuracy rate to optimize the model as Section 4.
3) Experiment group 3
Supposing the threshold of the reliability α = 0.10 and the threshold of the correlation degree σ = 0.10, let the value of the threshold of the coverage degree β increase by 0.1 from 0 to 1, which designed 11 experiments. In each experiment, we build decision tables, generated decision rules, carried out the evaluation for elderly and calculated the reduction rate and the accuracy rate to optimize the model as Section 4.
Specific parameters of these three experiment groups are shown as in Table  11 .
With the value of the mutative parameter in three groups as the horizontal axis and the percentage as the vertical axis, the line chart of reduction rates (RR, dotted line) and accuracy rates (AR, solid line) about three experiment groups is shown as Figure 7 , which is respectively distinguished by green, blue and red.
As Figure 7 shows, there is a strong negative correlation between the reduction rate and the accuracy rate. When the reduction rate is high, the accuracy rate is always low, which is coincident with the actual situation. In the process of optimizing model, we hope both of them as high as possible. To this end, it is necessary to find the most optimal solution. In order to measure the optimality of these two indexes, we introduce the statistical method F-test. Combined with Figure 7 and Figure 8 , we selected the appropriate parameter designs satisfied business requirements: when the higher reduction rate is required, the parameters could be σ = 0.10, α = 0.01, β = 0.10 (RR = 61.90%, AR = 75.28%); when the higher accuracy rate is required, the parameters could be σ = 0.50, α = 0.10, β = 0.10 (RR = 17.80%, AR = 97.93%); when the higher reduction rate and accuracy rate are both required, parameters could be σ = 0.10, α = 0.80, β = 0.10 (RR = 40.90%, AR = 90.44%). International Journal of Intelligence Science Figure 8 . F values of experiment groups.
Comparative Experiment Analysis
In order to verify the effectiveness of the method, we designed a decision tree based experiment and expert knowledge based experiment compared with the method proposed in this paper. 1) Exp.1 decision tree based optimization experiment First, based on C4.5 Algorithm, build 43 decision trees with the 43 evaluation items respectively as decision attribute and evaluate the No.0 items as the order of Table 6 . Then, according to the value of evaluated items and the decision trees, if there are some items can be inferred, infer the values of them, otherwise evaluate the next unknown item as the order of Table 6 , and so on. Finally, if all the 43 items have been evaluated, calculate the reduction rate and the accuracy rate of each elderly based on Formula 6 and 7. The experiment result is shown as Figure 9 .
As Figure 9 shows, the average of reduction rate is 34.97% and the average of accuracy rate is 61.21%, which indicates the decision tree method is not suitable for practical use because of the lower accuracy rate.
2) Exp.2 expert knowledge based optimization experiment We set up 32 decision rules and the order of evaluation items using the knowledge of expert in Lime Family. As the evaluation process in Section 5.2 -4, evaluate the 136 elderly people and the experiment result is shown as Figure 10 .
As Figure 10 shows, the average of reduction rate is 14.93% and the average of accuracy rate is 85.95%. There are many of elderly people whose accuracy rate is 100%, which indicates the expert knowledge based optimization method is more considerable. However, the reduction rate is not good enough; the problem of redundancy evaluation still exists.
3
) Comparison results
The line chart of reduction rates (RR, dotted line) and accuracy rates (AR, solid line) about three experiments, decision tree based optimization experiment International Journal of Intelligence Science Exp.1, expert knowledge based optimization experiment Exp.2 and experiment with method proposed in this paper Exp.3, is shown as Figure 11 , which is respectively distinguished by green, red and blue.
As Figure 11 shows, the RR of Exp.3 is far higher than Exp.1 and Exp.2, which indicates using the method proposed in this paper to optimize the evaluation process will make the evaluation time greatly reduced and the problem of redundancy evaluation largely eliminated. Although the AR of Exp.3 is lower than Exp.2, the distribution of AR in Exp.3 is more stable than Exp.2. Moreover, the polarization between high value and low value in Exp.2 is more serious and there are some elderly people whose accuracy rate is 0. 
Conclusions
This paper proposes a method for optimize the elderly evaluation model with the rough set theory. The method proposed in this paper is tested in the Lime Family Company. Real-life result shows that the method can reduce more than 40% items with over 90% accuracy prediction rate. Compared with commonly used methods in industry, our method has good performance on both reduction rate and accuracy. For example, compared with decision tree, our method has the same reduction rate performance and 20% improvement on average in accuracy. Compared with expert knowledge based methods, our method has the same accuracy performance and can reduce more than 30% items of evaluation. Our method helps to promote the efficiency of the evaluation process.
Future work includes analyzing the impact of parameter settings on the evaluation results, investigating the different importance among items, and validating with data from more companies.
