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We present a solvable chaotic synchronization model of unidirectionally coupled dynamical sys-
tems. We establish a new interpretation of the conditional Lyapunov exponent that characterizes
chaotic synchronization completely. Moreover, we newly show how the conditional Lyapunov expo-
nent relates to common noise-induced synchronization phenomena by the new interpretation.
Chaotic signal induced synchronization so called
chaotic synchronization is known to occur robustly in
various physical models [1–5]. The conditional Lyapunov
exponents (CLEs) are used for detecting chaotic synchro-
nization and these play an important role in an indica-
tion of chaotic synchronization. However, most previ-
ous studies on chaotic synchronization obtains CLEs nu-
merically, and none of the studies have proven chaotic
synchronization for a given model except the numerical
simulations while chaotic synchronizaton have been ex-
perimentally observed [6, 7]. In this Letter, we show
an analytically solvable model of chaotic synchronization
where the CLEs are exactly obtained in terms of the cou-
pling strength by the ergodicity of solvable chaos [8, 9]
used in our model. In addition, a new genaral relation of
CLE is established, which provide a new interpretation
of a common noise-induced synchronization mechanism
[10].
Here, we consider a class of dynamical systems with a
chaotic map f as follows
{
Xn+1 = f(Xn)
Yn+1 = f(Yn) + εXn ≡ gε(Xn, Yn).
(1)
The dynamical system (1) can be a model for unidi-
rectionally coupled system. Here, the system f shows
chaotic behavior while ε represents the strength of cou-
pling connection.
We choose f as a solvable chaotic map [8] as follows
Xn+1 =
1
2
(
Xn − 1
Xn
)
≡ f(Xn). (2)
The function f is one of the generalized Boolean trans-
formations, and is based on the duplication fomula of a
cotangent function. In addition, the function f satisfies
− cot 2θ = f [− cot θ] [8]and Xn has an analytically solv-
able solution Xn = − cot((pi/2)2nθ0) with X0 being an
initial point. The mapping f is a two-to-one mapping,
and the ergodic invariant measure µ(dx) = ρ(x)dx of dy-
namical system (2) satisfies the probability preservation
relation (The Perron-Frobenius equation [PF equation]),
given by
ρ(z) =
∑
x=f−1(z)
ρ(x)
∣∣∣∣dxdz
∣∣∣∣ .
We note that the standard Cauchy distribution, satisfy-
ing the PF equation[8], and which shows that f preserves
the standard Cauchy Law.
ρ(x)dx =
1
pi(x2 + 1)
dx (≡ C(x; 0, 1)dx)
In addition, the Lyapunov exponent of the dynamical sys-
tem (2) is analytically calculated by using the invariant
measure, by the ergodic equality.
λf = lim
N→∞
1
N
N−1∑
n=0
log
∣∣∣∣df(x)dx
∣∣∣∣
x=Xn
=
∫
R
1
pi(x2 + 1)
log
∣∣∣∣12
(
1 +
1
x2
)∣∣∣∣dx = log 2
Here, we say that a chaotic system is solvable if the er-
godic invariant measure of dynamical system can be ana-
lytically obtained. We define a chaotic synchronization as
follows. When we give the same initial points X0 and the
different initial points Y0 and Y
′
0 in two unieque dynam-
ical systems, a chaotic synchronization occurs for unidi-
rectionally coupled dynamical systems (1) if the condi-
tion (3) is satisfied for any Y0 6= Y ′0 almost everywhere.
lim
n→∞
|Yn − Y ′n| = 0 a.e. (3)
The CLE is an index of indicating whether chaotic syn-
chronization actually occur or not. Given the variations
in the mapping for variables Xn and Yn in the dynamical
system (1), we have the following variational equations
for considering the sensitive dependency with respect to
the initial conditions. Here, Jk is the Jacobian matrix
satisfying the following linear relation.(
δXn
δYn
)
=
n∏
k=1
Jk
(
δX0
δY0
)
(4)
2When we define a matrix An as
∏n
k=1 Jk = JnJn−1 . . . J1,
we can describe An as follows.
An =


n∏
k=1
∂f(x)
∂x
∣∣∣∣∣
x=Xk−1
0
. . .
n∏
k=1
∂gε(x, y)
∂y
∣∣∣∣∣x = Xk−1,
y = Yk−1


Here, the limiting behaviour of the component (1,1) of An
has been found to be 2n as n → ∞ since the Lyapunov
exponent of the system (2) is log 2. On the other hand,
the CLE for variable y in the dynamical system (1) can be
determined by the limiting behaviour of the component
(2,2) of An. In addition, we will show later that the CLE
λy in the dynamical system (1) with the mapping (2) is
analytically obtained in terms of the coupling strength
ε by the ergodicity of the following long time average
formula:
λy = lim
n→∞
1
n
log
n∏
k=1
∣∣∣∣∂gε(x, y)∂y
∣∣∣∣
x=Xk−1,y=Yk−1
= lim
n→∞
1
n
n∑
k=1
log
∣∣∣∣∂gε(x, y)∂y
∣∣∣∣
x=Xk−1,y=Yk−1
. (5)
When CLE for the variable y is negative, it can be seen
from (4) that the chaotic synchronization actually occur
satisfying (3). Note that generally their CLEs are ob-
tained by numerical calculation (long-term average) ac-
cording to the definition (5) except our solvable case. Ac-
cording to the previous studies [8, 11], it is proved that
the dynamical system (2) has ergodicity and the mix-
ing property. We consider the invariant measure of the
coupled dynamical system (1) with the solvable chaotic
mapping (2) in order to show that this system is solvable.
Since the probability distribution of the variable x is al-
ready known to be the standard Cauchy distribution, it is
necessary to show that the probability distribution of the
variable y converges to a certain probability distribution
Pε(y) analytically. In order to show them, we consider
the PF equation for the coupling relation (1) with the
mapping f again and the nature of the stable distribu-
tion in the superposition of Cauchy distributions.
At first, we consider the PF equation for the equation
z = f(x) where input variables x follow a Cauchy dis-
tribution C(x; 0, γ) with a scale parameter γ. Here, C
means that C(x; 0, γ) = γ
pi(x2+γ2) . Since the f is a two-
to-one mapping, P (z) satisfies Pf equation:
P (z)|dz| = P (x1)|dx1|+ P (x2)|dx2|, (6)
where x1 and x2 (x1 > x2) are the solutions of the
quadratic equation z = f(x). They satisfy the follow-
ing formula,:{
x1 + x2 = 2z
x1x2 = −1.
Considering these relationships, the probability distribu-
tion P (z) is obtained, as the following rescaled Cauchy
distribution:
P (z) = C(z; 0, γ′)
(
γ′ =
γ2 + 1
2γ
[12, 13]
)
. (7)
Thus, we can show that the mapping f preserves Cauchy
distributions with a change of the scale parameter as
γ → γ′ for any scale parameters γ. Considering the
invariance property of Cauchy distributions, and the su-
perposition of Cauchy distributions,we get the recurrence
equation [12] about the scale parameter γn of the Cauchy
distributions for Yn of (1).
γn+1 =
γ2n + 1
2γn
+ |ε| (8)
From this self-consistent recurrence equation in (8), the
scale parameter converges to the fixed point of (8) γ∗(=
|ε|+√ε2 + 1(≥ 1)). Thus, P (y) converges to the proba-
bility distribution C(y : 0, γ∗). Thus far, though we can
set an initial distribution as a Cauchy distribution with
any scale parameter γ(> 0), these relations are satisfied
for almost all the initial distributions because the ba-
sis dynamical system (2) has mixing property. As above
Pε(y) is expressed analytically, and we finally get the for-
mula (9).
Pε(y) = C(y; 0, γ
∗)
(
γ∗ = |ε|+
√
ε2 + 1
)
(9)
Secondly, because the probability distribution Pε(y) is
obtained, the CLE in (5) can be expressed as a phase
average by the ergodic theorem:
λy =
∫
R
γ∗
pi(y2 + γ∗2)
log
∣∣∣∣12
(
1 +
1
y2
)∣∣∣∣dy.
This integration can be calculated analytically, and we
get the analytical CLE in terms of the strength of con-
nection ε as
λy(ε) = 2 log
(
γ∗ + 1
γ∗
)
− log 2
= 2 log (
√
ε2 + 1− |ε|+ 1)− log 2.
(10)
Then the threshold of synchronization εc can also be ob-
tained by the solution of λy(ε) = 0. In the dynamical
system (1), two different initial conditions Y0 and Y
′
0 syn-
chronize if and only if the following condition is satisfied.
lim
n→∞
|Yn − Y ′n| = 0 ⇔ |ε| > εc,
where εc satisfies λy(εc) = 0, giving the critical coupling
strength as εc = 1. FIG. 1 illustrates that this analyti-
cal CLE exactly corresponds to the numerically obtained
CLE by the fomula in (5). As above, we show that the
dynamical system (1) is solvable when f(x) is given by
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FIG. 1. Conditional Lyapunov exponent λy(ε)
a solvable chaos mapping in (2) with the stable Cauchy
law as an ergodic invariant measure, and derive the CLE
and the threshold of chaotic synchronization analytically.
Furthermore, we can also get the CLE and the thresh-
old for another dynamical system (1) analytically. For
example, we use another solvable chaos mapping f as
Xn+1 = 2Xn/
(
X2n − 1
)
[8] with the standard Cauchy
law as the ergodic invariant measure, which is based on
the doubling formula of a tangent function, and consider
the same unidirectional coupled system in (1). In this
case, we get the following probability distribution Pε(y),
the CLE λy(ε) and the threshold εc satisfying λy(ε) = 0
respectively:
Pε(y) = C(y; 0, γ
∗)
with γ∗ satisfying γ∗2 − |ε|γ∗2 − γ∗ − |ε| = 0, and
λy(ε) =
∫
R
γ∗
pi(y2 + γ∗2)
log
∣∣∣∣2(1 + y2)(1− y2)2
∣∣∣∣ dy
= 2 log
(
γ∗ + 1
γ∗2 + 1
)
+ log 2,
and limn→∞ |Yn − Y ′n| = 0 for |ε| > εc, where εc satis-
fies λy(εc) = 0, giving the correspoding critical coupling
strength as εc = 0.78 · · · .
Two series with different initial conditions Y0 and Y
′
0
synchronize if and only if the coupling strength satisfies
|ε| > εc. Note that this critical coupling strength εc is
different from that of the former case that f is given by
(2).
Next, we explain how the CLE relates to the cou-
pling strength in a genaral framework of common noise-
induced synchronization. The CLE can be considered
one of the dynamical values obtained as a result from
two-dimensional dynamical systems (1), meaning an or-
bital expansion rate according to a change of a dynamical
variable. Here, we decompose the analysis of the dynam-
ical system (1) into the following two stages. We consider
changes of the induced (skew-product) mapping at first,
and then averege out these each orbital expansion rate.
We define the induced mapping Gx(y) as follows:
Gx(y) = f(y) + x.
Here, the Lyapunov exponent of this mapping Gx(y) de-
pends on the input value x and consider as a skew prod-
uct transformation. We analytically calculate the Lya-
punov exponent of Gx(y) for each value x by considering
the distributions of y. Note the probabirity distribution
of y can be considered as a conditional probability P (y|x)
because y depends on the value x. Then, the method of
deriving P (y|x) is again from the probability preserva-
tion relation as we obtain P (y) in Eqs.(6)-(9). Assume
that input variables y of f that follow a Cauchy distri-
bution C(y; c, γ). Then P (z) is given by considering the
PF equation for z = f(y), as
P (z) =
γ′
pi {(z − c′)2 + γ′2} = C(z; c
′, γ′),
where γ′ =
γ(γ2 + c2 + 1)
2(γ2 + c2)
, and c′ =
c(γ2 + c2 − 1)
2(γ2 + c2)
.
(11)
This expression of P (z) is more general than (7) because
it has a change of the median as c → c′. When we con-
sider the superpositon of distributions f(y) + x, we can
regard the constant value distribution x in the mapping
Gx(y) as the delta funcion δ(x). Remark that the Delta
function can be defined as a specific Cauchy distribution
C(y;x, η) with the scale parameter η → 0. Considering
the dynamical system in this way, it is sufficient to con-
sider a distribution of f(y)+x within the class of Cauchy
distributions. We get the following self-consistent recur-
rence equations about a median c and a scale parameter
γ, as 

cn+1 =
cn(γ
2
n + c
2
n − 1)
2(γ2n + c
2
n)
+ x
γn+1 =
γn(γ
2
n + c
2
n + 1)
2(γ2n + c
2
n)
+ η.
(12)
We get the convergence values cˆ and γˆ as the stable fixed
point of (12) for η → 0, where{
cˆ = x
γˆ =
√
1− x2
(if |x| < 1),
{
cˆ = x+ sgn(x)
√
x2 − 1
γˆ = 0
(if |x| ≥ 1),
and sgn(x) =
{
1 if x > 0.
−1 if x < 0.
Thus, we finally obtain the conditional probability distri-
bution P (y|x), as
P (y|x) =
{
C(y;x,
√
1− x2) (|x| < 1).
C(y;x+ sgn(x)
√
x2 − 1), 0) (|x| ≥ 1).
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FIG. 2. the relation between x and λG(x)
(13)
Finally, we estimate the Lyapunov exponent λG(x) as
the phase average, and get it analytically by solving its
integration, as
λG(x) =
〈
log
∣∣∣∣dGx(y)dy
∣∣∣∣
〉
P (y|x)
=
∫
R
P (y|x) log
∣∣∣∣12
(
1 +
1
y2
)∣∣∣∣dy
=
{
log(1 +
√
1− x2) (|x| < 1)
log
{
1 + 1
(x+sgn(x)
√
x2−1)2
}
− log 2 (|x| ≥ 1), (14)
where 〈·〉 represents the phase average. FIG. 2 illustrates
the relation between x and λG(x). As can be seen from
FIG. 2, the Lyapunov exponent of the dynamical system
Gx(Yn+1) = f(Yn) + x changes depending on the value
x. Note that for |x| > 1, the mapping Gx(y) become
no longer a chaotic map because of the negative Lya-
punov exponent λG(x), and the dynamical system has
a unique stable point for almost all the initial points.
Having λG(x), then we calculate the weighted average of
these Lyapunov exponents according to the distribution
of x. Note that this value x which is originally the vari-
able εXn that follow C(x; 0, |ε|), as |ε|pi(x2+ε2) ≡ Pε(x).
Thus we can calculate the averaged value that equals
to λy. That is, the CLE can be given as the weighted
averages of the Lyapunov exponents λG(x), that can be
considered a new relation for CLE.
λy =
〈
λG(x)
〉
P (x)
=
∫
R
Pε(x)
(∫
R
P (y|x) log
∣∣∣∣dGx(y)dy
∣∣∣∣dy
)
dx (15)
(
= 2 log (
√
ε2 + 1− |ε|+ 1)− log 2, when f is (2))
FIG. 2 illustrates that the mapping Gx(y) is expansive
when |x| < 1 while it is attractive when |x| > 1. For
Pε(x)(= P (εXn)), the increase in |ε| is equivalent to hav-
ing an effect on widening the tails of the Cauchy distri-
bution of the probability density function P (x).
Thus, the increase in |ε| increases the outer weights of
λG(x) in FIG. 2 when we calculate the CLE by the for-
mula (15). Then, the CLE converts to negative when
the weight of attractive mappings is relatively larger
than the weight of expansive mappings. In this way,
the coupling strength ε relates to CLE and the origin
of the common noise-induced synchronization. Now re-
mark that the CLE does not depend on whether x is
deterministic chaotic or non-deterministic random noise,
but purely depends on the distribution of x, namely
Pε(x) = P (εXn). In fact, even when using the equa-
tion Xn+1 = 2Xn/
(
X2n − 1
)
for the mapping f with the
same standard Cauchy distribution C(x; 0, 1), the CLE of
the dynamical system (1) is confirmed to have the same
expression in (15).
Since the CLE represents the phase average of the or-
bit expansion rate, temporal orbit expansion rate can
not accurately represent the synchronization behavior of
the dynamical system. In fact as shown in FIG. 3, we
can confirm that an orbit expansion (de-synchronizaton)
can temporarily appear, even when the CLE is negative.
This fact can be understood from the fact that the effect
of the noise amplitude of the mapping in the dynami-
cal system affects a temporal synchronization behavior,
such as previously described in FIG. 2. Finally, the back-
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FIG. 3. An example of a chaotic synchronization
ground of the relation (15) is explained by the concept of
marginalization of probability. Note that for the terms
with the formula (5) and (15), the following relation is
generally satisfied for unidirectional coupled dynamical
systems (1).
∂gε(x, y)
∂y
=
dGx(y)
dy
=
df(y)
dy
.
5Forthemore, the probability P (y) is expressed in terms
of the maginal probability density function P (y|x) as
P (y) =
∫
R
P (x)P (y|x)dx
Thus, we obtain the relation (15) which gives a new inter-
pretation of the common noise-induced synchronization.
This relation can conceptually be depicted in FIG. 4 via
the marginal probability formula as:
λy(ε) =
∫
R
Pε(y) log
∣∣∣∣∂gε(x, y)∂y
∣∣∣∣dy
=
∫
R
(∫
R
Pε(x)P (y|x)dx
)
log
∣∣∣∣df(y)dy
∣∣∣∣dy
=
∫
R
Pε(x)
(∫
R
P (y|x) log
∣∣∣∣dGx(y)dy
∣∣∣∣ dy
)
dx
=
∫
R
Pε(x)λG(x)dx.
In conclusion, we have obtained a model of solvable
chaotic synchronization, where we analytically have ob-
tained the CLE, a threshold of chaos synchronization and
an exact limiting distribution of the coupled the dynam-
ical systems (1). Moreover, we also have obtained the
new relation for the CLE by considering the local analyt-
ical Lyapunov exponents of the induced (skew-product)
transformation, and have proven that a negative CLE
causing the common noise-induced synchronization in
unidirectional coupled two-dimensional chaotic dynami-
cal systems have been consistent with the local Lyapunov
exponent λG(x), which could have had a positive value
causing temporally expansive behabior.
FIG. 4. the new relation for CLE
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