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Abstract
Feature encoding with respect to an over-complete dic-
tionary learned by unsupervised methods, followed by spa-
tial pyramid pooling, and linear classification, has exhib-
ited powerful strength in various vision applications. Here
we propose to use the feature learning pipeline for vi-
sual tracking. Tracking is implemented using tracking-by-
detection and the resulted framework is very simple yet ef-
fective. First, online dictionary learning is used to build a
dictionary, which captures the appearance changes of the
tracking target as well as the background changes. Given a
test image window, we extract local image patches from it
and each local patch is encoded with respect to the dictio-
nary. The encoded features are then pooled over a spatial
pyramid to form an aggregated feature vector. Finally, a
simple linear classifier is trained on these features.
Our experiments show that the proposed powerful—
albeit simple—tracker, outperforms all the state-of-the-art
tracking methods that we have tested. Moreover, we eval-
uate the performance of different dictionary learning and
feature encoding methods in the proposed tracking frame-
work, and analyse the impact of each component in the
tracking scenario. We also demonstrate the flexibility of
feature learning by plugging it into Hare et al.’s tracking
method. The outcome is, to our knowledge, the best tracker
ever reported, which facilitates the advantages of both fea-
ture learning and structured output prediction.
1. Introduction
Robust visual tracking is an important topic in computer
vision, with applications to a wide variety of fields, includ-
ing video surveillance, motion analysis, object recognition,
etc. Given the initial state (e.g., bounding box) of a tar-
get in a video sequence, a tracking task aims to infer the
states of the target in the succeeding frames. Despite sig-
nificant progress made recently [1–8], there still exist chal-
lenges from various appearance changes of the tracking ob-
ject to diverse background disturbance. The benchmark
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work of [9] identifies the influential factors of a test se-
quence to tracking performance into 11 categories, includ-
ing illumination variation, occlusion, deformation, motion
blur, background clutters, to name a few.
To address the issue of appearance and background vari-
ations, many sophisticated appearance models have been
proposed, which may roughly be categorized into genera-
tive and discriminative based models. Generative models
based trackers try to build a robust appearance model of
the tracking object and search for the best matched can-
didate regions. Examples that fall into this category are
incremental subspace learning [10], sparse representation
based tracking [1, 8, 11–13], distribution fields representa-
tion based tracking [14], etc. In contrast, tracking meth-
ods based upon discriminative learning typically model the
tracking object as well as the background, followed by a
classification decision to distinguish the target from its sur-
roundings. Representatives can be the support vector ma-
chines (SVM) [6], boosting ensemble tracking [15], online
multiple instance learning [16], bootstrapping binary clas-
sifier tracker [17], structured output tracking [2], etc. These
methods usually solve the tracking problem as detection
(tracking-by-detection). Our proposed tracker applies unsu-
pervised feature learning in an online fashion to model both
the tracking target appearance as well as the background,
followed by a linear SVM for classification. Hence it be-
longs to this category.
In recent years, unsupervised feature learning methods
have been successfully applied to many vision tasks such
as image classification [18–20], object recognition [21],
scene categorization [22]. The classical feature learning
pipeline mainly consists of three steps: (a) learning an
over-complete dictionary; (b) encoding the features with the
learned dictionary; (c) spatially pooling the encoded fea-
tures over a pyramid of regular spatial grids. The dictionary
learning process is typically unsupervised. Methods such as
K-means, K-SVD [23], sparse coding, sparse/denoising au-
toencoder, or even random sampling, can be employed. As
for the encoding method, soft threshold, soft assignment,
sparse coding, locality-constrained linear coding [24] are
commonly applied. It has been shown in [19] that using dif-
ferent dictionary learning methods, even random sampling,
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has little influence on the classification performance when
the dictionary size is sufficiently large, and the pivotal pro-
cedure lies in the encoding step. They proved that with a
simple soft threshold encoding method, state-of-the-art per-
formance can be achieved in image classification.
The success in those work has inspired us to adapt the
image classification pipeline to object tracking. We high-
light the main contributions of this work as follows:
• We propose a feature learning based tracker using the
online dictionary learning method [25]. The online
dictionary learning can adapt to the foreground and
background appearance and effectively update the dic-
tionary words. This is important for online problems
like tracking. Despite the simplicity of the proposed
tracker, it outperforms almost all state-of-the-art track-
ers in the literature.
• We evaluate the performance of a few widely-used dic-
tionary learning and feature encoding methods in the
proposed tracking framework. Due to the nature of
tracking problems (such as efficiency requirement and
relatively simpler classification compared with generic
image classification), some helpful conclusions are
made, which deviates from the case of image classi-
fication [19].
• To further demonstrate the superior performance of the
learned features over traditional hand-crafted features
in visual tracking, we incorporate the feature learning
part into the Struck tracker [2] and obtain improved
tracking accuracy.
2. Related work
As a crucial component of the tracking system, the ap-
pearance model has been extensively studied. Besides the
traditional hand-crafted features, like texture [15], HOG
[26], Haar-like features [2, 16, 17], etc., the sparse repre-
sentation has been widely used in tracking, which is closely
related to our feature learning based tracker proposed here.
In [8, 27], the authors solve the classical sparse coding
(L1 minimization) problem to sparsely represent the track-
ing object using a set of target templates and trivial tem-
plates. Note that their methods, representations are holis-
tic, and the dictionary is usually constructed using simple
methods like sampling or principal component analysis. In
contrast, our method is based on local patches. Also no
pooling is applied in their methods, which can often signif-
icantly improve the accuracy, as shown in our experiments.
In their work, the L1 minimization problem needs to be
solved many times, although [1, 8] applied faster compu-
tation to speed up the computation procedure.
Later, the work of [28] contains learning a dictionary
on SIFT features extracted from general images (e.g., the
VOC2010 and Caltech101 datasets) by solving the sparse
coding problem, encoding the feature using the L1/L2
sparse coding, then applying max-pooling and training a
logistic regression classifier. In addition to the aforemen-
tioned issue of extremely expensive computational cost,
their method yields a final representation of high dimen-
sion (in their case, it is 14336), which can severely hinder
its pragmatic value in tracking. The work of [29] proposes
to use the histograms of sparse coefficients based on a lo-
cal sparse dictionary learned from image patches sampled
from the first frame of the sequence and then applies mean
shift for tracking. Similar work can be found in [11,12], al-
though the work of [11] adopts a different alignment pool-
ing strategy and in [12], it directly concatenates the learned
sparse coefficients instead of pooling. Compared with the
methods reviewed above, we show that using online dic-
tionary learning with simple but extremely efficient encod-
ing method, rather than solving the much more expensive
L1 minimization problem, we can outperform most state-
of-the-art trackers.
3. Unsupervised feature learning for tracking
We follow the well-known tracking-by-detection frame-
work [6], which attempts to learn a classifier to discriminate
the target object from its background. First, we learn a dic-
tionary D = [d1,d2, . . . ,dn] ∈ Rm×n of size n (each col-
umn dj denotes a basis1 vector; if n > m, then D is over-
complete.) based on the image patches2 extracted from the
current frame, and update it online during the tracking when
necessary.
Due to its efficiency and being easy-to-implement, the
soft threshold (ST) coding strategy is applied here, which
writes
C = max{0,D>X− s}.
Therefore, C = [c1, c2, . . . , cn]> ∈ Rn×N are the en-
coded features, and s is a predefined threshold. We mainly
use soft threshold to encode the original features X =
[x1,x2, . . . ,xN ] ∈ Rm×N (xi denotes a vector by stack-
ing all pixel values of an image patch). Then we perform
the max-pooling operation to produce the final feature vec-
tors, which are used to train a linear SVM for detection. As
based on the theoretical and empirical evaluation of [30],
max-pooling generally yields more discriminative features
for classification, compared to sum or average pooling. The
framework of our feature learning based tracking is illus-
trated in Figure 1 and the algorithm is summarized in Algo-
rithm 1.
1We call the element in a dictionary basis, although it is not necessarily
orthogonal.
2It can also be other local descriptors. We simply use raw pixels of
image patches in this work. We actually found that feature learning on
raw pixels usually works better than feature learning on low-level image
descriptors like local binary patterns.
pooling
classification
tracking
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Figure 1: An illustration of the pipeline of the proposed feature
learning based tracker. Component (a) is the current dictionary
before update. Before the tracking starts, (a) is learned from the
image patches extracted from the first frame. (c) is the online up-
dated dictionary based on (a) and the local patches from current
frame (b). We then encode the local patches in the current frame
with respect to the updated dictionary, e.g., using soft threshold
encoding. The encoded features (d) are then spatially pooled to
form the final features, which are used to train a linear classifier.
Tracking is implemented using tracking-by-detection.
3.1. Online dictionary learning
Various dictionary learning techniques exist in the lit-
erature, including K-means, K-SVD [23], sparse coding,
etc. Recent studies have shown that using relatively sim-
ple dictionary learning methods, such as K-means or even
random sampling, offers surprisingly promising results in
image classification [18,19]. This is true only when the dic-
tionary size is sufficiently large (typically a few thousand),
which leads to high dimensional feature as the dimension
of the feature vector is linearly proportional to the dictio-
nary size after the encoding process. For the application
of real-time tracking, it requires that the feature dimension
cannot be very high for computational efficiency. On the
other hand, due to temporal changes in the tracking video,
a fixed dictionary is generally not sufficient to cope with
the appearance changes of the tracking object as well as the
background. We employ online dictionary learning of [25]
to build a relatively small-size dictionary by taking both the
computational efficiency and online update into considera-
tion.
Given a training set of image patches X, many classical
dictionary learning methods learn an optimized dictionary
D by (either exactly or approximately) solving the follow-
ing objective function:
min
D,α
N∑
i=1
[
1
2
‖xi −Dαi‖22 + λ ‖αi‖1
]
,
s.t. ‖dj‖22 ≤ 1,∀j,
(1)
where α = [α1,α2, . . . ,αN ] ∈ Rn×N are the sparse
codes; λ is a regularization parameter; ‖·‖2 and ‖·‖1 are
the L2 and L1 norm respectively. The latter enforces spar-
sity. Problem (1) is not jointly convex with respect toD and
α, so it is commonly solved by alternating between the two
variables. The online dictionary learning method follows
this vein, assuming the training set composed of i.i.d. sam-
ples. At each round t, the algorithm draws one or more xt
(xt,1, . . . ,xt,η) and alternates between the classical sparse
coding step for computing the sparse code αt of xt over the
dictionary Dt−1, with the dictionary update step for obtain-
ing Dt.
The sparse code αt is solved by the LARS-Lasso [31]
with Dt−1 fixed:
αt , argmin
α∈Rn×η
1
η
η∑
j=1
(
1
2
‖xt,j −Dt−1αj‖22 + λ ‖αj‖1
)
.
(2)
While the dictionary is updated by optimizing:
Dt , argmin
‖D‖22≤1
1
tη
t∑
i=1
η∑
j=1
(
1
2
‖xi,j −Dαi,j‖22 + λ ‖αi,j‖1
)
,
= argmin
‖D‖22≤1
1
t
(
1
2
Tr(D>DAt)− Tr(D>Bt)
)
,
(3)
with
At =
1
η
t∑
i=1
η∑
j=1
αi,jα
>
i,j , [a
(t)
1 , . . . ,a
(t)
n ],
Bt =
1
η
t∑
i=1
η∑
j=1
xi,jα
>
i,j , [b
(t)
1 , . . . ,b
(t)
n ],
(4)
both of which are also updated online. Here Tr(·) denotes
the trace of a matrix, and At ∈ Rn×n, Bt ∈ Rm×n. The
optimization problem (3) is solved by sequentially updating
the j-th column ofD through an orthogonal projection onto
the constrained set:
d
(t)
j ←
1
max(‖uj‖2 , 1)
uj , (5)
where uj = 1At[j,j]
(
b
(t)
j −Dt−1a(t)j
)
+ d
(t−1)
j , with
At[j, j] denotes the j-th row and j-th column element of
At, and d
(t−1)
j , d
(t)
j is the j-th column of Dt−1 and Dt
respectively.
The algorithm is summarized in Algorithm 2. It is worth
noting that the method can also be used in an off-line fash-
ion to train on fixed-size data by cycling over a randomly
permuted training set to draw xt. In the tracking task, the
dictionary can be off-line learned from natural images or
the first frame of the sequence. We provide a comparison of
these three cases in the experiment section.
Algorithm 1 Online feature learning based tracking.
Input: Initial dictionary D0; image patch size p; step
size q; length of sequence T .
Initialize: A0 ← 0,B0 ← 0.1
for t = 1 to T do2
· Extract image patches xt,1, . . . ,xt,η of size p × p at3
step size q from frame t and do contrast normalization.
· Update dictionary Dt by calling Algorithm 2.4
· Sample a bunch of boxes around the previous estima-5
tion of the tracking target.
· Encode the raw pixel features of the patches extracted6
within each sampled boxes using Dt by soft threshold
coding.
· Perform max-pooling over a spatial pyramid of multi-7
ple layers.
· Train an LS-SVM by solving (7).8
· Predict the most confident bounding box of the track-9
ing target.
end for10
Algorithm 2 Dictionary update.
Input: Training samples xt,1, . . . ,xt,η ∈ Rm; regular-
ization parameter λ; At−1; Bt−1; Dt−1.
· Solve Eq. (2) for α.1
· Update At: At ← At−1 + 1η
∑η
i=1αt,iα
>
t,i;2
· Update Bt: Bt ← Bt−1 + 1η
∑η
i=1 xt,iα
>
t,i;3
· for j = 1 to n do4
· Update the j-th column of Dt−1 by (5);5
· end for ;6
Output: The updated dictionary Dt.
Dictionary update To avoid the unstable performance
caused by too frequent update as well as to ensure effi-
ciency, we apply some heuristic strategies here. To capture
the appearance change of the object, we introduce a weight-
ing scheme for each basis in D, which is defined as the nor-
malized L2 norm of the encoded features. Specifically, the
j-th basis dj is weighted as
‖cj‖2∑n
j=1 ‖cj‖2 . It indicates the rel-
ative importance of the bases in the encoding process, and
essentially the appearance of the region. According to this
weighting scheme, we can sort the bases from the most im-
portant to the least important. During the tracking, if the
overlap between the top half bases of the two detected tar-
get regions in consecutive frames below a threshold (0.9 in
our experiment), then there is possibly appearance change
happening, and the dictionary is updated. We give an il-
lustration by visualizing the ordered learned bases (100 in
total) with their corresponding encoded responses in figure
2. As can be seen, the ranked bases provide some intuitive
insights into the feature learning approach.
3.2. Re-training of linear classification
To build an appearance discriminative model, we train
a linear least-squared SVM (LS-SVM) classifier on the
learned features, mainly due to its fast closed-form solution.
Of course many other classifiers can be used here.
Given a set of training examples {xi, yi}Ni=1, where xi ∈
Rm and yi ∈ {−1,+1}, the LS-SVM learns a classifier
f(x) = w>x + b by optimizing the following objective
function [32]:
min
w,b
N∑
i=1
‖f(xi)− yi‖22 + γ ‖w‖22 , (6)
where ‖·‖2 is the L2 norm and γ is the trade-off parame-
ter. To simplify notation, we define 1 as an vector of all
ones, X = [x1,x2, . . . ,xN ] to be the data matrix, N+, N−
be the positive and negative sample number respectively,
µ+,µ− be the positive and negative sample mean, and µ
be the mean of all training samples. Obviously we have
N = N++N− and µ =
N+
N µ++
N−
N µ−. Then the closed
form solution of (6) can be formulated as:
w =
2N+N−
N2
(S+
γ
N
I)−1(µ+ − µ−),
b =
N+N−
N
− µ>w,
(7)
where I is an identity matrix and S is the covariance ma-
trix formulated as S = 1N (X− µ1>)(X− µ1>)>. During
tracking, we use an online reservoir of boxes from a maxi-
mum number of frames (30 in our experiment) for training.
Generally, the earliest tracking results are more accurate,
while the latest ones capture the recent appearance of the
tracking target. Based on these two considerations, we se-
lect the boxes from the first 10 together with the most recent
20 frames to maintain the reservoir.
4. Experiments
In this section, we offer a comprehensive evaluation of
the proposed tracker on twenty sequences, most of which
can be found at the website of the first author of [9].
These sequences contain various challenging situations in
object tracking, like illumination variation, occlusion, de-
formation, background clutters, fast motion etc. For a
detailed attribute description, please refer to [9]. Two
widely-used evaluation criteria are utilized here, namely,
the center location error (CLE) and the PASCAL VOC
overlap ratio (VOR), with the latter defined as VOR =
area(ST
⋂
SGT )/area(ST
⋃
SGT ), where ST is the track-
ing result box and SGT the ground truth bounding box.
We use a search radius of 30 for tracking and 60 for train-
ing classifier, as did in Struck [2]. The dictionary is initially
learned from image patches of the first frame and then on-
line updated. We extract 8 × 8 patches at a step size 4 for
Figure 2: The image frame and the learned bases (first row) ordered by the weighting skeme from most important to least important and
their corresponding encoded features/responses (second row). The rank is 1st, 20th, 40th, 60th, 80th, 100th from left to right.
large tracking objects and 6 × 6 with stride 2 for small tar-
gets. The patches are then normalized by subtracting the
mean and dividing by the standard deviation for contrast
normalization. Note that we do not do the unit length nor-
malization here as it degrades performance. We use a dictio-
nary size of 100 (n = 100) and soft threshold (ST) coding
with three-level max pooling (1 × 1, 2 × 2, 3 × 3), which
yields a feature dimension of 1400. As we do not do the
unit length normalization, we empirically set the threshold
of ST as s = 0.25·max (D>X) and use it throughout all the
sequences. We use the optimization toolbox [25] for online
updating the dictionary and solving the sparse coding prob-
lem.
During the tracking, we maintain a reservoir of 30 frames
(the first 10 and the most recent 20; fixed for all the se-
quences) for re-training the LS-SVM. The classifier is ini-
tially trained with the first two labelled frames and updated
every four frames. Our unoptimized Matlab implementa-
tion runs around 4 frames per second with no dictionary
updating and around 2.5 frames per second with dictionary
update, on a standard PC machine using a single core.
4.1. Comparison with state-of-the-art trackers
We first compare our tracker with eight state-of-the-
art trackers, which are Struck (structured output tracker
[2]), SCM (sparsity-based collaborative model [12]), ASLA
(adaptive structural local appearance model [11]), L1APG
(L1 tracker using accelerated proximal gradient approach
[1]), DFT (distribution field tracker [14]), MTT (multi-task
sparse learning tracker [13]), TLD (bootstrapping binary
classifier tracker [17]), IVT (incremental subspace tracker
[10]). The publicly available benchmark code of [9] with
initial settings are used for evaluating their results. We re-
port the average VORs and CLEs in Table 1 and Table 2
respectively. For our method, due to the randomness intro-
duced by the dictionary learning process, we run 5 times and
report the median results. The results of our tracker both
with and without dictionary update process are included in
the table. From the results, we can see that our tracker with
online dictionary update achieves the best overall perfor-
mance across all the twenty sequences, especially on the
david3, box, iceball and bolt, where the other trackers lose
the target at different frames. One more notable conclu-
sion is that even without dictionary update, our tracker per-
forms surprisingly well, which may result from the fact that
most tracking scenes consist of relatively simple image pat-
terns. We will give more discussions on the dictionary up-
date later.
4.2. Analysis of feature learning
In this section, we examine several factors that have im-
pact on the performance of the proposed tracker.
Evaluation of different dictionary learning methods
We compare the online dictionary learning algorithm [25]
used in this paper with two other typical dictionary learn-
ing methods, namely, K-means and K-SVD [23]. We
also include results using random sampled (RS) patches
as dictionary, and all the methods use the image patches
extracted from the first frame. One may suspect using
patches obtained from natural images may yield better per-
formance, as they may provide more general patterns. To
justify this point, we also run the ODL method by utilizing
100000 image patches randomly selected from a segmenta-
tion database and use it through out all the sequences. The
dictionary size is fixed at 100 for all the methods. Table
3 shows the average VORs and CLEs on eight sequences.
The results indicate that the random sample method per-
forms bad in the case of small dictionary size, and using
different dictionary learning methods has little influence in
the tracking performance, which is in accordance with the
conclusion of [19] in image classification. The reason why
we use ODL rather than the other two is that K-SVD is
more time consuming and K-means suffers from unstable
performance in case of online update. One more conclu-
sion can be made from Table 3 is that using image patches
directly from the sequence can better capture the patterns
of the tracking object as well as the background, especially
Sequence Ours Ours U Struck [2] SCM [12] ASLA [11] L1APG [1] DFT [14] MTT [13] TLD [17] IVT [10]
david 0.85 0.86 0.79 0.61 0.59 0.40 0.48 0.30 0.59 0.47
girl 0.79 0.81 0.80 0.42 0.63 0.73 0.39 0.62 0.42 0.04
faceocc1 0.80 0.80 0.83 0.92 0.86 0.78 0.51 0.69 0.65 0.78
faceocc2 0.81 0.82 0.74 0.74 0.74 0.75 0.82 0.75 0.48 0.66
david3 0.73 0.73 0.29 0.48 0.49 0.38 0.56 0.10 0.28 0.49
woman 0.71 0.72 0.74 0.32 0.15 0.16 0.76 0.17 0.28 0.14
shaking 0.71 0.71 0.08 0.55 0.64 0.36 0.14 0.55 0.12 0.03
fskater 0.80 0.81 0.81 0.59 0.73 0.67 0.67 0.77 0.51 0.62
bird2 0.78 0.78 0.55 0.75 0.51 0.43 0.74 0.08 0.23 0.48
deer 0.73 0.75 0.74 0.10 0.05 0.60 0.26 0.66 0.25 0.03
dollar 0.82 0.82 0.70 0.85 0.87 0.80 0.86 0.87 0.30 0.87
box 0.81 0.82 0.34 0.17 0.13 0.22 0.34 0.26 0.52 0.55
board 0.81 0.82 0.76 0.36 0.69 0.08 0.34 0.19 0.24 0.15
coke11∗ 0.55 0.59 0.55 0.50 0.18 0.10 0.16 0.43 0.41 0.05
tiger1∗ 0.74 0.73 0.71 0.12 0.29 0.44 0.36 0.38 0.39 0.09
tiger2∗ 0.74 0.73 0.59 0.27 0.13 0.26 0.57 0.30 0.31 0.13
sylvester∗ 0.75 0.73 0.69 0.56 0.59 0.41 0.50 0.71 0.66 0.54
trellis∗ 0.78 0.77 0.79 0.61 0.75 0.43 0.37 0.44 0.33 0.15
iceball∗ 0.70 0.72 0.51 0.48 0.45 0.49 0.08 0.06 0.07 0.06
bolt∗ 0.71 0.73 0.01 0.02 0.01 0.01 0.03 0.01 0.16 0.01
average 0.75 0.76 0.60 0.47 0.47 0.43 0.45 0.42 0.36 0.32
Table 1: Compared average VORs on 20 sequences. Ours U and Ours refer to our tracker with and without dictionary update respectively.
The last row are the averaged results on all sequences. The best and second best are shown in red and blue respectively. The sequences
marked with star (*) are evaluated by using a patch size of 6 and stride 2 due to small target objects and all the other sequences use a patch
size of 8 with stride 4.
Sequence Ours Ours U Struck [2] SCM [12] ASLA [11] L1APG [1] DFT [14] MTT [13] TLD [17] IVT [10]
david 5.7 5.2 8.8 5.8 2.9 44.9 55.8 93.8 8.1 3.9
girl 12.1 10.4 10.2 60.5 30.3 13.1 51.2 23.3 31.7 145.5
faceocc1 12.0 11.6 7.5 4.1 7.1 13.0 47.3 20.6 19.0 12.8
faceocc2 9.1 8.7 9.2 8.4 9.3 8.2 8.5 10.1 16.3 7.9
david3 10.3 10.1 106.7 75.6 85.6 90.0 51.0 399.2 135.7 51.6
woman 5.4 5.2 4.1 118.8 157.7 128.7 8.5 138.1 78.9 181.6
shaking 10.6 10.8 123.9 18.1 11.6 84.5 174.8 18.2 65.6 86.7
fskater 10.5 9.2 7.1 26.3 8.1 21.2 22.8 12.3 15.9 19.4
bird2 7.6 7.7 20.7 8.7 22.1 57.6 10.7 145.6 75.1 30.7
deer 8.2 7.9 5.3 108.3 144.2 24.2 98.7 11.9 117.7 179.4
dollar 7.5 6.6 14.7 5.2 4.2 6.9 5.0 5.2 70.0 5.0
box 9.4 8.9 140.0 127.1 165.7 104.1 106.2 100.6 20.7 18.3
board 16.7 15.5 24.0 100.9 34.3 220.0 98.3 142.8 130.8 157.4
coke11∗ 8.1 7.4 8.3 10.9 29.5 64.1 30.2 17.9 14.1 44.5
tiger1∗ 5.4 5.7 6.0 86.1 32.9 23.2 30.5 26.9 22.4 60.3
tiger2∗ 6.4 6.2 9.2 25.9 41.2 35.4 12.5 24.3 17.7 44.7
sylvester∗ 6.7 7.1 8.4 19.8 21.0 41.9 36.1 7.1 8.6 36.7
trellis∗ 5.2 6.2 5.0 15.0 7.1 41.6 54.6 43.9 41.0 156.7
iceball∗ 4.9 4.5 15.6 32.0 18.3 14.4 116.6 137.3 101.5 106.0
bolt∗ 6.9 6.6 365.2 374.6 385.3 408.4 367.3 485.6 88.0 379.4
average 8.4 8.1 45.0 61.6 60.9 72.3 69.3 93.2 53.9 86.4
Table 2: Compared average CLEs in pixels on 20 sequences. Ours U and Ours refer to our tracker with and without dictionary update
respectively. The last row are the averaged results on all sequences. The best and second best are shown in red and blue respectively. The
sequences marked with star (*) are evaluated by using a patch size of 6 and stride 2 due to small target objects and all the other sequences
use a patch size of 8 with stride 4.
when the dictionary size is not large enough. Evaluation of different encoding schemes Besides the
soft threshold (ST) and sparse coding (SC), there are several
encoding schemes exist in the literature, which include soft
Sequence ODL G ODL K-means K-SVD RSVOR CLE VOR CLE VOR CLE VOR CLE VOR CLE
bird2 0.72 10.8 0.78 7.6 0.74 9.5 0.73 10.0 0.71 11.4
tiger2 0.72 6.2 0.74 6.4 0.72 6.5 0.71 6.3 0.65 11.9
david 0.83 6.6 0.85 5.7 0.85 5.6 0.86 5.3 0.79 8.0
fskater 0.75 14.1 0.80 10.5 0.81 9.4 0.78 10.6 0.70 15.5
faceocc2 0.82 8.7 8.7 9.1 0.80 10.3 0.79 10.9 0.81 9.0
dollar 0.78 9.2 0.82 7.5 0.79 9.3 0.83 6.7 0.67 14.6
board 0.78 19.5 0.81 16.7 0.82 16.0 0.80 17.8 0.47 106.8
trellis 0.77 5.8 0.78 5.2 0.78 5.6 0.78 5.4 0.69 12.8
average 0.77 10.1 0.80 8.5 0.79 9.0 0.79 9.1 0.69 23.8
Table 3: Performance comparison (VORs and CLEs) of different dictionary learning methods. ODL G and ODL refer to online dictionary
learning with general patches extracted from natural images and the first frame of the sequence respectively. RS denotes random sample.
K-means, K-SVD and RS all use image patches from the first frame of the sequence. The last row shows the results averaged over all
sequences.
assignment (SA), localized soft assignment (LSA) [33] and
triangle K-means (TK) [18] etc. Given a learned dictionary
D, the encoding process provides a feature mapping from
X to C. We summarize the formulations of the five encod-
ing methods in Table 4. After obtaining the dictionary using
online dictionary learning, we compare the tracking results
with the five different encoding methods. The threshold
t in ST is empirically chose as 0.25 · max (D>X). The
smoothing factor β in SA and LSA is set to 10 as sug-
gested in [33] and the neighborhood size k in LSA is tuned
from {5, 10, 20}. The trade-off parameter λ in SC is op-
timally chose from {0.25, 0.5, 1, 1.5}. Table 5 reports the
average VORs and CLEs on eight sequences. As can be
observed, the simple soft threshold encoding performs on
par with sparse coding, while better than the other three.
While sparse coding needs to solve an L1-regularized linear
least-squares problem every time (with fixed dictionary),
soft threshold coding only requires a max operation.
Evaluation of different dictionary sizes and pooling lev-
els Generally, using larger dictionary and pooling more
levels would improve classification accuracy, which how-
ever would inevitably lead to higher dimensional features.
Thousands of dictionary bases are typically used in the im-
age classification task. In the case of visual tracking, due
to the real time limitation, the features can not be too high
dimensional. Fortunately, the image patterns appeared in a
tracking scene are relatively simple, which means that hun-
dreds of dictionary words would be enough to yield good
results. We thus evaluate four dictionary sizes (64, 100,
144, 196) as well as four pooling levels in terms of VOR
scores in figure 3. It can be seen that using a dictionary of
size 100 greatly promotes the performance on most of the
sequences compared to size 64 except the faceocc2. Further
enlarging it does not gain any significant improvement or
even deteriorate the performance. As for the pooling levels,
using more layers improves the tracking accuracy on most
Figure 3: Performance comparison of VOR scores with different
dictionary sizes (top) and different pooling levels (bottom).
of the sequences. However, the difference gets less notable
with the increase of the pooling levels except on the board
sequence where the tracker with two-level pooling features
lost the target. When the pooling level increases to 4, the
performance even get worse due to overfitting. Based on
these observations, we choose a dictionary size of 100 and
3-level pooling as a compromise for accuracy and efficiency
to report the tracking results in Table 1 and 2.
ST TK SA LSA SC
cj max{0,d>j x− s} max{0,µ− ‖x− dj‖2}
exp(−β‖x−dj‖22)∑n
l=1
exp (−β‖x−dl‖22)
exp(−β‖x−dj‖22)∑n
l=1
exp (−β‖x−dl‖22)
if dj ∈ Nk(x) max{0,α}
0 otherwise
Table 4: Formulations of five different encoding schemes. cj is the j-th encoded features of x with respect to the j-th basis dj ; µ is
the mean of ‖x− dj‖2 over all j; β is the smoothing factor; Nk(x) represents the k-nearest neighborhood of x defined by the distance
‖x− dj‖2); α is learned by solving (1) for x with D fixed.
Sequence ST TK SA LSA SCVOR CLE VOR CLE VOR CLE VOR CLE VOR CLE
bird2 0.78 7.6 0.74 9.3 0.77 8.1 0.75 8.8 0.75 9.8
tiger2 0.74 6.4 0.70 5.7 0.73 6.4 0.76 5.3 0.75 5.9
david 0.85 5.7 0.85 5.9 0.83 6.6 0.85 5.9 0.86 5.3
fskater 0.80 10.5 0.80 8.4 0.77 10.4 0.78 10.7 0.81 9.4
faceocc2 0.81 9.1 0.81 9.2 0.75 12.2 0.79 10.2 0.82 8.4
dollar 0.82 7.5 0.81 8.6 0.83 6.4 0.82 7.0 0.81 7.2
board 0.81 16.7 0.81 15.8 0.76 22.5 0.80 17.4 0.79 18.4
trellis 0.78 5.2 0.72 8.0 0.76 6.2 0.76 6.3 0.77 6.4
average 0.80 8.5 0.78 8.9 0.78 9.9 0.79 9.0 0.80 8.9
Table 5: Performance comparison of different encoding schemes (VORs and CLEs). ST: soft threshold; TK: triangle K-means; SA: soft
assignment; LSA: localized soft assignmetn; SC: sparse coding. The last row shows the averaged results over all sequences. The best
results are showed in bold.
Sequence ST Raw Haar HistogramVOR CLE VOR CLE VOR CLE VOR CLE
david 0.82 7.1 0.38 51.3 0.46 45.5 0.70 14.3
girl 0.78 12.2 0.75 13.8 0.80 10.4 0.28 67.4
faceocc1 0.81 11.4 0.82 11.0 0.84 9.5 0.79 13.1
faceocc2 0.79 6.9 0.75 12.2 0.81 9.4 0.68 16.6
coke11 0.75 4.3 0.66 6.5 0.64 6.5 0.56 9.7
tiger1 0.76 4.9 0.68 7.6 0.32 37.7 0.72 5.6
tiger2 0.71 6.4 0.48 11.6 0.56 13.2 0.61 9.4
sylvester 0.77 7.0 0.69 9.2 0.62 11.7 0.76 6.8
average 0.77 7.5 0.65 15.4 0.63 18.0 0.64 17.9
Table 6: Performance comparison (VORs and CLEs) of differ-
ent features using Struck with linear kernel. The last row shows
the averaged results over all sequences. The best results are bold
faced.
Comparing with other features in Struck To further
demonstrate the strength of the learned features, we incor-
porate the feature learning into the Struck framework and
compare with three other types of features originally used
in [2], which are raw pixel, Haar and histogram features.
Linear kernel is used here for evaluation. All the other set-
tings are the same with [2] for all the sequences. Table 6
reports the average VORs and CLEs on eight sequences.
As can be can be observed, different hand-crafted features
perform well in particular scenarios as they capture differ-
ent information of the tracking scene, while as the learned
feature achieves the overall best performance and outper-
forms its counterparts significantly. In conclusion, the fea-
tures learned in a principled fashion is superior than the tra-
ditional hand-crafted features in tracking tasks.
4.3. Discussions on dictionary update
From the reported results, we can see that using the dic-
tionary simply learned from the patches extracted in the
first frame yields surprisingly satisfactory results, almost
as good as its counterpart with updating scheme. We con-
jecture that this advantage comes from the fact that most
of the tracking sequences consists of relatively simple pat-
terns. Even with various changes, the scenes are similar.
To demonstrate the effectiveness of the dictionary update
scheme proposed here, we find a sequence with drastic
scene changes as well as 360◦ in-plane rotation of the ob-
ject, which is motorRolling. Without update, our tracker
lost the target at the frame 38 and yield a final VOR of 0.11
with the CLE 160.3. While equipped with the dictionary
updating scheme, it tracks the target during the whole pro-
cess giving an average VOR of 0.49 with the CLE 24.9, al-
though not accurate enough due to the severe variations of
the object appearance. Figure 4 shows the center location
error plots of our method both with and without dictionary
update compared to Struck on four sequences.
5. Conclusion
We have presented an online feature learning based
tracker in this work. The proposed tracker follows the clas-
sical feature learning pipeline, which consists of dictionary
learning, feature encoding and spatial pooling. The online
dictionary learning method is applied to account for the ap-
pearance variations of the tracking target. We also eval-
uate the roles of several commonly used dictionary learn-
#160 #300 #363 #427 #425 #705
#89 #201 #132 #572 #41 #173
#116 #225
#320 #1002 #224 #430
#60 #268 #49 #124 #105 #294
#134 #336 #50 #67 #14 #58
Ours Struck SCM ASLA L1APG DFT MTT IVT
Figure 5: Qualitative comparison on sequence david, girl, faceocc2, david3, woman, tiger2, dollar, box, board, shaking, fskater, iceball,
bolt, bird, deer.
ing as well as encoding approaches in the proposed track-
ing framework, and achieve similar conclusions with previ-
ous studies on image classification. When combined with
Struck, the learned features help improve the tracking accu-
racy compared to traditional hand-crafted features. Exper-
imental results on various challenging videos demonstrate
that the proposed tracker outperforms the state-of-the-art.
Future work may take into consideration incorporating mo-
tion models of the target and tracking multiple objects.
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