Abstract. A baroclinic shallow-water model is developed to investigate the eect of the orientation of the eastern ocean boundary on the behavior of equatorial Kelvin waves. The model is formulated in a spherical polar coordinate system and includes dissipation and nonlinear terms, eects which have not been previously included in analytical approaches to the problem. Both equatorial and middle latitude response are considered given the large latitudinal extent used in the model. Baroclinic equatorial Kelvin waves of intraseasonal, seasonal and annual periods are introduced into the domain as pulses of ®nite width. Their subsequent re¯ection, transmission and dissipation are investigated. It is found that dissipation is very important for the transmission of wave energy along the boundary and for re¯ections from the boundary. The dissipation was found to be dependent not only on the presence of the coastal Kelvin waves in the domain, but also on the period of these coastal waves. In particular the dissipation increases with wave period. It is also shown that the equatorial b-plane approximation can allow an anomalous generation of Rossby waves at higher latitudes. Nonlinearities generally have a small eect on the solutions, within the con®nes of this model.
Introduction
Observations and modeling (En®eld and Allen, 1980; Spillane et al., 1987; Paes-Sierra and O'Brien, 1989; Johnson and O'Brien, 1990) of the upper ocean suggest that equatorial anomalies in sea level and surface temperature can propagate to middle latitudes along ocean eastern boundaries, on intra and inter-annual time scales. Of signi®cant importance among these anomalies is the El NinÄ o phenomenon.
Theoretical studies (Moore, 1968; Anderson and Rowlands, 1976; McCreary, 1976; Clarke, 1983 Clarke, , 1992 En®eld et al., 1987; Shaer et al., 1997) have shown that the eastern boundary is an extension of the equatorial wave guide. They also point out that the re¯ection of low-frequency waves, incident on the boundary at the equator, should be visible at higher latitudes along the coast.
Geometrical considerations on the re¯ection of equatorial waves o boundaries was examined by Longuet-Higgins (1964) . Low-frequency re¯ection from a non-meridional boundary was also studied by Schopf et al. (1981) and Grimshaw and Allen (1988) using ray theory analysis. They show the strong dependence of the coastline inclination and the frequency of the incident wave on the behavior of the wave re¯ection at the boundaries. These previous studies have excluded the eect of lateral viscosity and employed approximations (b-plane, low-frequency wave, for example) to the governing equations in order to solve them analytically. Numerical solutions, however, can be obtained without these approximations. In practice, because of dissipative eects, there is a limit to the distance to which information is carried poleward by waves.
In this study we examine the importance of non linearity, viscosity and b-plane approximation when investigating the eect of the eastern boundary orientation on the re¯ection of baroclinic equatorial waves. Three dierent periods for the incoming equatorial Kelvin wave are considered: intraseasonal, seasonal and annual.
Background
The nature of the response at an eastern boundary to an incident baroclinic Kelvin wave at a single frequency r depends on the magnitude of r and on the latitude h. For the low frequencies a critical latitude, h , exists such that for jhj`h the response consists of oshorepropagating Rossby waves, whereas for jhj b h the waves are trapped at the coast. The magnitude of h depends on r and on the angle of the coastline, c, decreasing as r increases and as the orientation departs from a meridional boundary (Grimshaw and Allen, 1988) . For a boundary making a constant angle c with due north, h can be de®ned (Clarke and Shi, 1991) as: jh j tan À1 cos c 2rr
where r is the radius of the Earth and is the linear phase velocity. As c increases, jh j decreases and the latitude band over which Rossby waves radiates from the coast also decreases.
The strong dependence of jh j on the coastline angle, is explained by Clarke (1992;  hereafter referred as C92), in terms of potential vorticity: particles near the boundary must move parallel to it. For a given frequency and velocity amplitude, the more the boundary tilts from north-south position the less planetary vorticity change an oscillating particle will experience. When the change in planetary vorticity is suciently large, energy leaves the boundary as Rossby waves. Tilting the boundary favors trapped motion. In other words, inclined boundaries should be less re¯ective than meridional ones and the poleward coastal Kelvin wave energy¯ux should be increased.
Model description
A non linear, 1 1/2 layer, reduced gravity model is used (Gill, 1982) . The model equations in spherical coordinates, for the upper layer, are as follows :
Longitude (k) increases eastward and latitude (h) increases northward. As a shallow layer is being considered, r 6X37 Â 10 6 m, can be taken to be a constant equal to the radius of the Earth.
Here hkY hY t is the interface displacement of the upper layer to the mean depth r 0 kY h; r kY hY t is the total depth r r 0 h; ukY hY t and vkY hY t are the horizontal components of the depth averaged velocity vector " vkY hY t in the k and h directions, respectively; t is the time. Reduced gravity is g H gq 2 À q 1 aq 2 where g is the acceleration of gravity, q 1 and q 2 are the density of the upper and lower layers respectively. f is the relative vorticity in spherical coordinates. The coriolis parameter is f 2X sin h, with X 7X292 Â 10 À5 rad/s, being the Earth's rotation. Unless otherwise stated the upper layer initial thickness is r 0 200 m and g H 0X03 ms À2 . In the linearized form of the reduced gravity equations the linear phase velocity, g H r 0 1a2 can be prescribed. Here, c is taken to be 2.45 ms À1 . Note that in the fully non-linear form, there is no analogous phase speed parameter. Prescribing the initial thickness, however, is analogous to prescribing an initial phase speed, which does not remain constant as the model ®elds evolve, since the variations in h can be large compared to r 0 . The dissipation coecient e r is taken to be 10 3 m 2 s À1 . These values of c and e r have been commonly used in baroclinic shallow-water models .
Equations.(2)±(4) were ®nite-dierenced using an Arakawa``C'' grid (Mesinger and Arakawa, 1976) . The time discretization scheme used in this work follows Castro (1985) and is described in the Appendix.
A regular 1/4 degree resolution is used in both zonal and meridional directions (Dk Dh 1a4 ), unless otherwise stated. For the highest latitude of the numerical domain (45 ) the internal Rossby radius is 24 km whilst the grid spacing is 17 km. For the linear case a time step (Dt) of 4 h was utilized. For the non-linear case, the Courant-Friedrichs-Lewy (CFL) condition was used only as a guide for choosing the time interval. The Dt actually employed in the non-linear case (Dt 2 h), was suggested by a trial-and-error process.
Two important parameters associated with e r , characterizing the oshore and alongshore viscous eects, relative to the free Kelvin wave on a linear f-plane, as discussed by Davey et al. (1983) , were examined. Oshore viscous eect: E e r jf j 3 l 5
Alongshore viscous eect:
where R is the Rossby radius (c/jf j) and l is the alongshore wave-number. Long waves are slowed down by oshore viscous eects (Eq. 5) and short waves by longshore viscous eects (Eq. 6). Note that the oshore viscous eects increase as wavelength increases. This seems surprising at ®rst because one expects longer waves to be less aected by viscosity. The shorter waves are shown to decay faster. The longer waves decay more slowly and the longshore decay scale is largest for long waves.
The eects of viscosity on linear free baroclinic Kelvin waves in numerical shallow-water models were explored by Hsieh et al. (1983) . A model resolution parameter was de®ned in their study as:
with Ds being the oshore grid spacing.
They also de®ne two distinct parameter regime. À`g ood-resolution'' regime, E/D 2 ) 1 and a``poor-resolution'' regime, E/D 2 ( 1. Transition from one regime to another regime occurs when E/D 2 1. They have shown that in a``good-resolution'' regime, the wave behavior in a numerical model is essentially identical to that in the continuous case studied by Davey et al. (1983) , i.e., ®nite-dierence eects are negligible. Within a``poor-resolution'' regime, D becomes dominant while E becomes unimportant.
Boundary conditions
A modi®cation of Orlanski's (1976) radiative boundary condition (Miller and Thorpe, 1981) was used in all open boundaries: north, south and west, excluding corners. These open boundary conditions used in the numerical model was extensively tested (see Soares, 1994) and they allow wave transmission without anomalous re¯ections. They are located along lines where the velocity perpendicular to that boundary is de®ned. Therefore, excluding the corners, there is always one dependent variable located on each open boundary: the v velocity component on the northern and southern boundaries and the u velocity component on the western boundary. The other dependent variable (layer interface displacement) was calculated using the model equations since it is actually located inside the model domain. At the corners, where there are two dependent variables (u and v), the phase velocity was set to zero. This procedure works well in this model because the phenomena generated inside the domain are certainly weak near the model corners. The waves are mainly con®ned to the equator and to the coast. With the present scheme, perturbations generated inside the domain are able to cross the arti®cial boundaries without distortion and without aecting the interior solution.
On the solid boundaries the free-slip condition was used. It assumes that the tangential velocity outside the boundary is set equal to its adjacent counterpart inside the boundary. According to Davey et al. (1983) the wave properties, particularly the longshore wave velocity, are much less dependent on e r when the free-slip rather than no-slip conditions are used. Numerically, e r helps to smooth the very high wave number numerical noise. Physically, the coecient helps to form a viscous boundary layer which is required to ®t the observations with the theory. Davey et al. (1983) , for example, suggested a value of the order of 10 3 À 10 4 m 2 s 1 . They have used the fact that the onshore velocity is nonzero when e r b 0 to estimate the amount of viscosity required in their continuous wave model to achieve a realistic onshore¯ow; i.e., a¯ow comparable to the onshore¯ow observed in the free baroclinic coastally trapped waves o Peru.
Energy diagnostics
To better understand the dynamics of wave re¯ection, one needs also to consider the wave energy¯ux. In the context of equatorial waves, the eastward and westward energy¯uxes, are due to Kelvin and Rossby waves, respectively. The poleward energy¯ux along the boundary is due to coastal Kelvin waves.
According to C92, the nondimensional ratio r x cY r, in percentage (%), of the northward coastal Kelvin wave energy¯ux to the incoming equatorial Kelvin wave energy¯ux for a boundary making a constant angle c with due north is: r x cY r 100 Á er
The ratio of the southward coastal Kelvin wave energy¯ux to incoming energy¯ux is also de®ned as in Eq. (8). By conservation of energy, the ratio of re¯ected Rossby wave energy¯ux to incoming equatorial Kelvin wave energy¯ux is de®ned as:
where only one hemisphere was considered. This equation indicates that Rossby wave re¯ection decreases with increased slant of the boundary from meridional, since as c increases j h j decreases.
The re¯ection and transmission of waves in the simulations are evaluated in terms of energy¯uxes through the three boundaries of the domain plus the energy dissipation, as shown in Fig.1 .
The equation for the non linear shallow water total energy (u P) can be given by:
a2Y u qr (kinetic energy per unit of area) and P g H h 2 a2 (potential energy per unit of area). Considering the region where k k coast and k Àk 0 (where k 0 is the longitude away from the coast) and h AEh 0 (where h 0 is the latitude in consideration). Integrating Eq. (10) over this region and averaging in time, yields:
where the overbar denotes the time average. The equation for the linear shallow water total energy is:
The linear dissipative term is d A r H 0 ur 2 u vr 2 v andṽkY hY t uĩ vj; u r 0 u 2 v 2 a2 (kinetic energy per unit of area).
Integrating Eq. (12) yields:
If k 0 Y h 0 3 I in Eqs. (11) and (13) means that the net energy¯ux toward the boundary is equal to the¯ux outward along the boundary minus the dissipation of energy into the domain. The energy¯ux outward along the boundary is due to northward t x and southward t coastal Kelvin waves. The net energy¯ux t toward the boundary is given by the dierence between the energy¯uxes due to the incoming equatorial Kelvin wave t i and due to the re¯ected Rossby waves t . Therefore: t i À t t x À t À t h ; where t h is the energy dissipation. It is assumed that the energy¯ux is positive to the north and to the east directions.
Northward energy¯ux
The northward energy¯ux, across a given latitude h 0 can be obtained by:
Net energy¯ux in the east-west direction
The net energy¯ux toward the boundary, across a given longitude Àk 0 , is:
The direct determination of t i À t , however, is computationally expensive because the propagation speed of the westward Rossby waves is a strong function of the latitude, varying from $ 0X8 m/s at the equator to zero at the poles. It could take years of numerical integration for all the Rossby waves generated at the eastern boundary, to reach the western side of the domain. To save computer time, ®rst t i is calculated and then t is inferred by energy conservation considerations. The energy input in the experiment is only due to the baroclinic equatorial Kelvin wave. Consequently before the re¯ection of this wave at the eastern coast, the eastward energy¯ux through a given longitude of the numerical domain corresponds to the value of t i . It can be assumed that the re¯ected Rossby wave energy t , for the Northern Hemisphere, is given by t a2 t i a2 À t x À t h a2.
Energy dissipation
The dissipation of energy, up to a given latitude +h 0 , can be calculated as: Expressions (14), (15), (18) and (19) consider only the Northern Hemisphere. Changing h h 0 for h Àh 0 in those expressions gives the Southern Hemispherē uxes. In all the numerical experiments performed in this work, the energy input is always considered for the both hemispheres and the poleward, westward and energy dissipation are always calculated for the Hemisphere in consideration. Fig. 1 . Energy¯ux and energy dissipation generated from h h 0 to h Àh 0 . t x , t and t i represent, respectively, the northward, southward and the incoming energy¯uxes. The energy dissipation is represented by t h
Experiments
A series of experiments were designed to study the free wave solutions generated by low frequency wave re¯ection at meridional and inclined eastern boundaries. In past works, the numerical investigation of this problem has mainly involved the forced solutions of the equations. In this study we focus on the re¯ection at an eastern boundary of a pulse of ®nite width (Kelvin wave) propagating eastward along the equator.
The mechanism for the generation of the incoming equatorial Kelvin wave is not included in the study but the Kelvin wave could, for example, be set up at the western boundary by planetary waves.
Three dierent wave periods (T=60, T=180 and T=360 days) are considered. Results for T=60 days are presented for the linear and non-linear scenario at dierent boundary inclinations. The linear experiment uses c 0 (C0), c 40 (C40), c 50 (C50) and c 60 (C60). For T=180 days, T=360 days and for the non-linear case of T=60 days only the results for C0 and C60 are discussed. The results for the other cases (C40 and C50) lie between the results of C0 and C60. The experiments performed are summarized in Table 1 .
In each case it is just the eastern boundary of the Northern Hemisphere which is inclined. Therefore, only the Northern Hemisphere is considered for the calculation of the energy¯uxes. The southward energy¯uxes and the northward energy¯ux generated at c 0 are symmetric in relation to the equator; i.e., jt 0 Y Tj jt 40
Y Tj jt 50 Y Tj jt 60 Y Tj jt x 0 Y Tj . The numerical model is integrated for a time long enough to allow for the coastal Kelvin wave, generated by the equatorial wave to leave the domain.
To investigate the wave behavior in the present numerical model, a table based on Hsieh et al. (1983) was built. Table 2 shows the parameters regime values applied for the highest latitude of the numerical domain used in the experiments. For the intraseasonal (T=60 days) experiment h max 20 and for the seasonal (T=180 days) and annual (T=360 days) experiments h max 45
. The Rossby radius is reasonably well resolved by the model grid, D`1, and the numerical model is in``good resolution'' regime, E/D 2 ) 1. Therefore, the wave behavior is expected to be similar to that in the continuous case.
The oshore viscous eect (E) increases considerably as both the wavelength and the latitude increase. The increase in E causes a large increase in decay rate and a decrease in velocity as a wave travels poleward. The use of free-slip boundary, however, prevents the drop in speed being very severe. The alongshore coecient (a) is very small in all the experiments.
Initial condition
A pulse of ®nite width, used as surrogate to a baroclinic equatorial Kelvin wave (Fig. 2) , is utilized as an initial condition of the western, southern and northern unbounded ocean. The maximum amplitude of the initial disturbance was taken as 30 m. From the hydrostatic balance this depression of the interface, implies a 10 cm surface elevation (considering r 0 200 mY q 2 1060 and q 1 1025 Kg m À3 ). The Kelvin wave energy is equipartitioned between potential and kinetic energy thus both height and velocity information are prescribed simultaneously from initial conditions (see Anderson and Moore, 1985) . The wave meridional structure is assumed to be a Gaussian function of latitude centered on the equator. Only half a wavelength of the equatorial Kelvin wave is used in the experiments. The western side of the basin is considered an open boundary in order to avoid re¯ection of the westward long Rossby waves. Therefore, the whole solution of the experiments can be regarded as the result of the incident Kelvin wave reaching the eastern boundary.
To avoid the equatorial Kelvin wave reaching the eastern coast before the calculation of t i , The longitudinal extent of the basin is doubled, with the initial ®eld placed in the left hand side of the domain. It assures that only the eastward energy¯ux is determined and not a combination of eastward and westward energy¯uxes.
Intraseasonal variability
An equatorial Kelvin wave of intraseasonal period is introduced into the numerical model and the re¯ective properties of the eastern boundary as a function of inclination angle are investigated. A 60 day wave period was chosen because¯uctuations of 40±60 day periods have been found in sea level records of the Paci®c Ocean (Luther, 1980) and could be related to ENSO Julian, 1971, 1972; En®eld, 1987; McPhaden and Taft, 1988) . 
The model is run in this case from 20 N to 20 S and extends 70 in longitude. It is integrated for 90 days, sucient time to allow the coastal wave generated by the initial pulse (Kelvin wave) to leave the domain.
Linear response.
The Kelvin response for C0 is shown in Fig. 3 while Fig. 4 shows the response for C60. Latitude versus longitude plots of the linear upper layer anomaly are displayed at six successive intervals of 15 days. An upward movement of the interface produces a negative height anomaly, indicating upwelling.
When the baroclinic equatorial Kelvin wave reaches the coast, part of the incident energy continues poleward into either hemisphere as coastally trapped Kelvin waves (deepened thermocline along the coastline in Figs. 3 and  4) . The remainder of the energy is re¯ected in the form of westward Rossby waves. The Rossby waves are evident in the ®gures as a closed contour, moving to the west from the coast, with a deeper thermocline at their center. Figure 5 shows the nondimensional linear energy¯ux coecients (in % ) generated at C0, C40, C50 and C60, respectively. The coecients, r x cY TY r cY T and r h cY T are, respectively, the ratios of northward coastal Kelvin wave, of re¯ected Rossby wave and of the dissipation of energy¯uxes to the total incoming equatorial Kelvin wave energy¯ux (r x t x at i Y r t at i and r h t h at i ). For each hemisphere jr x j (or jr j jr j jr h j 50% . The coecients are calculated at every 2 of latitude and integrated over 90 days. r x represents the northward energy¯ux crossing a given latitude and not the northward energy¯ux generated at that particular latitude. Similarly, r and r h represent, respectively, the re¯ected and the dissipated energy¯uxes up to a given latitude. Table 3 shows h for each c considered. It can be noted that h decreases as c increases. According to Fig. 5 above h (indicated in Fig. 5 by an arrow) the westward energy¯uxes do not change signi®cantly with latitude, but the poleward¯uxes show an important latitudinal decrease. Theoretically above h both energy¯uxes, r and r x , should be constant with latitude.
The poleward energy¯ux decline, observed in Fig. 5 , can be explained in terms of dissipative processes. The dissipation of energy increases with both the increase of latitude and with the proximity of the coast (lateral friction). In these experiments the h values are relatively near the equator and therefore the coastal Kelvin waves are important in a large area of the domain. Hence most of the energy lost by dissipation in the domain is taken from the coastal Kelvin waves which results in a reduction of the poleward energy¯ux. The westward Rossby waves are less aected by dissipation.
To clarify the importance of the dissipation of energy in the domain, the same experiments are undertaken for the inviscid case (e r 0, in the numerical model). Figure 6 shows the numerical energy¯ux coecients for this case. The energy¯ux coecients for e r T 0 are also plotted for comparison. In the inviscid case, above h the energy¯uxes are latitudinally constant, as expected. The numerical values of r x (solid line) and r (dashed line) are $ 24% and $ 26%, respectively.
The analytical values of r x and r , in the Northern Hemisphere, can be obtained using Eqs. (8) and (9). For an equatorial Kelvin wave of 60 day period incident at a meridional boundary, the analytical values r x and r are, respectively, $ 24% and $ 26%. It shows that the coecients generated by the inviscid numerical model are in excellent agreement with the analytical coecient values. The analytical and numerical values of r as a Table 4 , when e r 0 analytical and numerical values of r are the same. For all the slanted boundaries considered, the numerical values of r are larger than the analytical ones. This deviation between the numerical and theoretical r values increases as the inclination of the coast increases. According to Hsieh et al. (1983) , the wave behavior in numerical models can be very dierent from that in the real ocean for the following reasons: (1) the use of In this study, boundary conditions are not a problem since they have been shown to transmit waves without any anomalous re¯ection (Soares, 1994) . To understand the eect of (1) and (2), on the discrepancy between analytical and theoretical r values, another experiment, similar to C60 but with a higher spatial resolution (D 1a8 in both directions) and a smaller dissipation coecient e r 500 m 2 s À1 was made. This experiment is called C60-H. The model resolution and the dissipation coecients were changed in the same run to would lead to a``poor resolution'' regime (E/D 2 0X6). Figure 7 shows the westward energy¯ux produced by the C60-H experiment. The r coecients from C60 are also plotted, for comparison. The C60-H experiment produces r values even larger than those generated by C60 experiment. This indicates that the large dierence between the numerical and analytical westward energȳ uxes with a sloping boundary is neither due to the use of unrealistic large viscosity coecient nor to the poor spatial resolution of the numerical model. Note that the C60-H experiment is in a better``resolution regime'' than the C60 case (see Table 2 ).
C92 uses Eq. (9) to calculate r assuming that x j tan caf j( 1. Table 5 displays these values for the frequency and the inclination of the coastlines used. The Coriolis parameter (f ) was calculated at h . According to Table 5 , as c increases the value of x j tan caf j also increases and the validity of Eq. 9 becomes dubious. The comparatively larger values of x j tan caf j obtained for the C50 and C60 experiments could invalidate the use of Eq. (9) and be partially responsible for the large discrepancies observed between analytical and the theoretical values of the re¯ected energy¯uxes.
From Fig. 5a , for latitudes higher than h , the values of r are approximately constant with latitude in all experiments. The westward energy¯ux is smaller as c increases, in qualitative agreement with theory. This is consistent with the values of h given in Table 3 , with westward motion favored for the more poleward values of h .
The poleward energy¯ux generated at C0, shown in Fig. 5b , is slightly smaller than that of C40 and signi®cantly smaller than the poleward energy¯ux generated at both C50 and C60. The resemblance between the poleward energy¯uxes for C0 and C40 can be understood by looking at Fig. 5c . The dissipation of energy increases when the coastline departs from the meridional direction. The increase in dissipa- Center-dashed and dotted lines: r x and r , respectively, for the dissipative experiment. C0. T 60 days tion, however, is not a linear function of the coastline inclination. That is, the values of r h at C40, C50 and C60 are comparable at higher latitudes of the domain.
In the C40 experiment, the increase in r x induced by the coastline inclination seems to be counterbalanced by the increase of energy dissipation, resulting in r x values similar for C0 and C40.
The dissipation of energy in the non meridional experiments (C50 and C60) is not large enough to compensate for the increase of energy induced by the coastline geometry (Fig. 5) , despite the fact that r h is larger. Therefore, the poleward energy¯uxes generated at C50 and C60 are signi®cantly larger than r x created at C0. There are two main reasons that account for the larger values of r h . First, h for the slanted boundary is lower than that for the meridional one. As a result, when the boundary is tilted from the north-south direction comparatively fewer Rossby waves and comparatively more coastal Kelvin waves are present in the domain. Given that the dissipative eects are larger near the coast than in the interior domain, these Kelvin waves, trapped at the coast, are more aected by the dissipation than the Rossby waves. Second, the step-like form used for approximating the tilted eastern boundary generates some numerical noise.
In summary, when an equatorial Kelvin wave of intraseasonal period reaches any eastern oceanic boundary, the amount of energy transferred to poleward coastal Kelvin waves will be strongly dependent on the amount of dissipation considered in the problem. The generation of re¯ected Rossby waves is signi®cantly less dependent on the dissipation utilized.
Non-linear response.
The experiments (C0 and C60) are repeated using the non linear equations in order to understand the possible eects of the non linearity in low frequency wave re¯ection at eastern boundaries. The same pulse of ®nite width used as initial condition of the linear case is used for the non linear experiment. Figure 8 shows both coecients, linear and non linear, plotted together at dierent latitudes. Like the linear experiment, the non linear northward and westward energy¯uxes generated at C60 are, respectively, larger and smaller than those generated at C0. Also the energy dissipated in C60 is larger than in C0. For the meridional boundary experiment the non linear and the linear energy¯ux coecients can be roughly considered similar. For C60, the non linear westward energy¯ux presents a larger latitudinal variation when compared with the linear case (see Fig. 8a ).
The major dierence between the linear and non linear experiments for C60 occurs in the r h coecient (Fig. 8c) . Above latitude 10 , the dissipation of energy is considerably larger in the non linear case. Consequently, the non linear poleward energy¯ux is smaller when compared to the linear one (see Fig. 8b ). Unlike the linear case, the non linear dissipation of energy aects not only the coastal waves but also the re¯ected westward Rossby waves (e.g., Fig. 8a ).
Seasonal variability
An equatorial Kelvin wave of seasonal period (T=180 days) is used as the initial condition of the numerical model. Because of the increase in h with wave period, the latitudinal extent of the model is increased to 45 S to 45 N. Since the dierence between linear and non linear response is small only the linear case will be discussed.
To calculate the energy¯uxes, the numerical model is integrated for six months, the necessary time for the coastal Kelvin waves to leave the domain. The h values for C0 and C60, are shown in Table 6 . ). Solid line for C60 and dashed line for C60-H. T 60 days Table 5 . Values of x j tan caf j for dierent values of c considered in the numerical experiments. The Coriolis parameter, f, was calculated at the respective h (given in Table 3 ). The intraseasonal frequency is x 1X2 Â 10 À6 s
À1
x j tan caf j c = 40°0.06 c = 50°0.10 c = 60°0.18 Table 4 . Linear westward energy¯ux coecients (in % of the incident energy¯ux). The value in brackets is the coecient obtained by the inviscid model. T = 60 days.
The energy¯ux coecients, r , r x and r h , for C0 and C60 are shown in Fig. 10 . The poleward energy¯ux decreases and the dissipation of energy increases as the latitude increases in both C0 and C60. The westward energy¯ux increases with the latitude until near h (indicated in Fig. 9 by an arrow). As expected by the inviscid theory, above h , r remains roughly constant with the latitude (r $ 20% for C0 and r 4% for C60).
The sloping boundary is less re¯ective than the meridional boundary (Fig. 9a) and as a result, the poleward energy¯ux generated at C60 is bigger than that generated at C0 (Fig. 9b) . Figure 9c shows that more energy is dissipated in the non meridional boundary than in the meridional one. These results are qualitatively similar to those generated by T=60 days.
The numerical (viscous) and analytical (inviscid) solutions of r , displayed in Table 7 , show a large discrepancy between those values. The numerical results of r are now much smaller than the analytical ones. Two main factors contribute to the observed dierence.
The ®rst and the most important is the inclusion of viscosity in the numerical model. The energy dissipation increases considerably as the latitude increases (Fig. 9c) . Thus the energy lost in the domain certainly restrains the propagation of Rossby waves, decreasing the values of r .
Second, C92 obtained r using the equatorial b-plane approximation whereas in the present study r was obtained using spherical coordinates. The validity of this approximation to motions of a large latitudinal scale is questionable. At higher latitudes the equatorial b-plane dynamics allow an``anomalous'' generation of Rossby waves, as shown in Fig. 10 . The dierence between the induced planetary vorticity change, given by (bDy) in the equatorial b-plane domain and by (Df ) on the spherical coordinate domain is displayed as a function of latitude. The curve was plotted considering a constant latitudinal interval of 1 . As can be seen in Fig. 10 , near 45 of latitude the planetary vorticity change generated in the equatorial b-plane is around 30% larger than that generated using spherical coordinates. This suggests that at higher latitudes the equatorial b-plane dynamics allows a spurious generation of Rossby waves. The use of the equatorial b-plane approximation by C92 in the resolution of the analytical problem could help to explain the discrepancy between the numerical and analytical results obtained in the experiments. Therefore, a spherical coordinate system rather than an equatorial b-plane must be used when the north-south scale of motion is large enough for variations in the value of b to be important.
Annual variability
In this experiment an equatorial Kelvin wave of annual period (T=360 days) is used as initial condition. Table 8 shows the h values for the meridional and sloping coastlines. For the C0 case h is very close to the northern latitude of the numerical model (45 ). Consequently, for the domain considered, most of the energy of the incoming equatorial wave of annual period is expected to be re¯ected as westward Rossby waves.
The poleward energy¯ux and the dissipation of energy¯ux were calculated using Eqs. (14) and (18) as in the other experiments. The¯uxes were computed after eight months of numerical integration. Since only half a wavelength is used as initial condition, it takes approximately 7 months of integration period for all the poleward energy to leave the numerical domain. For both, C0 and C60, the r D values increase and the r N values decrease as the latitude increases (Fig.11) , which is in qualitative agreement with theory.
Compared with the previous experiments, the westward energy¯uxes present an anomalous behavior in both meridional and non meridional cases. For the meridional boundary experiment the r coecient increases latitudinally up to 30 of latitude (Fig. 11a) . Above latitude 30 r becomes nearly constant with latitude. According to theory the r coecient is expected to be latitudinally constant only above h . Further, in the slanted boundary experiment, the r coecient is not constant with the latitude above h . It increases up to latitude 20 and decreases for latitudes higher than 20
. The r value is expected to increase up to h and to be constant above that latitude (r $ 42% from Eq. 9).
In summary, the numerical values of r for T=360 days are smaller than the theoretical coecients. In the meridional boundary experiment, below h , the r values are constant with latitude, whereas theoretically they should increase as the latitude increases. For the inclined boundary, above h , r decreases with the latitude and according to theory it is expected to be constant as the latitude increases.
As in T=180 days, the energy¯ux lost by dissipation and the use of the equatorial b-plane approximation in Eq. (9) could be the reason for the smaller values of r W obtained numerically.
The values of r h obtained for C60 are much larger than the r h coecients generated at C0 (Fig. 11c) . For T=360 days most of the energy of the incoming equatorial wave is expected to be re¯ected at the meridional boundary as westward Rossby waves and, as already discussed, these waves are less aected by dissipation than the coastal Kelvin waves. For C60, above 25X5 the incoming energy is trapped as coastal Kelvin waves. It could explain the large discrepancy between the r h values created in the meridional and non meridional boundaries.
The similarity of r x values (Fig.11b ) obtained in both studied boundaries can be justi®ed by the larger (Fig.11c) . The increase in r x induced by the coastline inclination is compensated by the increase of viscosity, resulting in similar values for r x in C0 and C60.
Conclusions
The main conclusions are: 1. The dierences between the analytical and the numerical energy¯uxes are primarily due to the inclusion of dissipative eects in the numerical model. The energy¯uxes, in this model, are found to be strongly dependent on viscosity. The viscosity, however, is imperative in the model in order to form a viscous boundary layer which is required to improve agreement with observations. To a lesser degree other factors are also suggested to reinforce the discrepancy obtained between these results. It is found that the equatorial b-plane approximation in the theoretical treatment (as given by C92) can allow an arti®cial generation of Rossby waves at higher latitudes. The analytical theory for the inviscid case breaks down for coastline angles greater than 40 in the intraseasonal case. 2. Within the con®nes of this model, the nonlinear eects can be regarded as negligible whereas the viscous eects are considered important.
3. For a given eastern boundary, the amount of energy dissipated in the domain is shown to be dependent on the wave period in two con¯icting ways. Longer wave periods result in higher critical latitudes and a reduction in the presence of coastal Kelvin waves in the domain. Thus, the dissipation of energy decreases as the wave period increases. The amount of energy dissipated by the coastal Kelvin waves, however, increases as the period of the wave increases, which is in agreement with Davey et al. (1983) . The ®nal amount of energy taken from the domain by dissipation, therefore, depends not only on the presence of the coastal Kelvin waves, in the domain, but also on the period of these coastal waves.
4. The in¯uence of the coastline geometry and the incident wave period, was found to be more important for the westward energy¯ux than for the poleward¯ux. In agreement with inviscid theory, the sloping boundaries were found to be less re¯ective than the meridional ones. According to the inviscid theory, the westward energy¯ux should increase with the frequency of the incident equatorial wave. For the viscous case this result is not always veri®ed. The intraseasonal re¯ected energy, for example, is found to be larger than for those of lower periods, which is explained by the comparatively smaller values of energy dissipated in T=60 days.
Critique
The numerical model used in this work is very simple and omits some potentially important factors which may in¯uence poleward wave propagation, such as higher baroclinic modes, continental shelf topography and poleward variation of the thermocline (Clarke and Gorder, 1994; Christensen et al., 1983) . The importance of including these factors was not overlooked. The exclusion was based more upon computational cost than upon physical reasons.
When e r 0 the agreement between the numerical simulations and the analytical results is absolute. The real ocean, however, is viscous. This study utilizes a viscosity coecient of 10 3 m 2 s À1 , which is a standard value widely used in models similar to this one. However, the question of how realistic this value is has yet to receive a conclusive answer.
This work assumes that the energy¯ux due to Kelvin waves can be separated from the one due to Rossby waves. However, in the non linear frame this is not necessarily true.
Despite the model limitations, it is expected that its numerical results will be useful for interpreting the response of more sophisticated models as well as an aid in understanding observations. The behavior of the low-frequency motion propagation from lower to higher latitudes along the eastern oceanic boundaries, however will only be completely understood through an interplay between modeling and observation. Models must be constrained by comprehensive data sets, making coincident equatorial and coastal data sets imperative for the studied problem.
Laplacian operator: 
