In this paper, we study wide-sense nonblocking conditions under packing strategy for the three-stage Clos network, or vm; n; r network. Wide-sense nonblocking networks are generally believed to have lower network cost than strictly nonblocking networks. However, the analysis for the wide-sense nonblocking conditions is usually more difficult. Moore [2] proved that a vm;n; . This result has been widely cited in the literature, and is even considered as the wide-sense nonblocking condition under packing strategy for the general vm;n; r networks in some papers, such as [7] . In fact, it is still not known that whether the condition m 3 2 n holds for vm; n; r networks when r 3. In this paper, we introduce a systematic approach to the analysis of wide-sense nonblocking conditions under packing strategy for general vm; n; r networks with any r values. We first translate the problem of finding the necessary and sufficient nonblocking conditions for vm; n; r networks to a set of linear programming problems. We then solve this special type of linear programming problems and obtain an elegant closed form optimum solution. We prove that the necessary and sufficient condition for a vm; n; r network to be nonblocking under packing strategy is m j 2 , 1 F 2r,1 n k where F2r,1 is the Fibonacci number. We believe that the systematic approach developed in this paper can be used for analyzing other wide-sense nonblocking control strategies as well.
Introduction
The well-known Clos networks [1, 2] have been widely used for multiprocessor interconnections and data communications. Some recent applications include the NEC ATOM switch designed for BISDN [4] , the IBM GF11 multiprocessor [5] and ANSI Fibre Channel Standard for interconnection of processors to the I/O system. In general, a three-stage Clos network with N input ports and N output ports has r switch modules of size n m in the input stage, m switch modules of size r r in the middle stage, and r switch modules of size m n in the output stage. The network has exactly one link between every two switch modules in its consecutive stages. Such a three-stage network is denoted as a vm; n; r network. A general schematic of a vm; n; r network is shown in Figure 1 . The connecting capability of the network in Figure 1 is determined by the parameters n, r, and m. For a given n and r, varying m, the number of middle switches, varies its connecting capability.
Therefore, the main focus of the study on Clos networks has been on finding the minimum value of the network parameter m for a certain type of connecting capability to achieve the minimum network cost.
The vm; n; r networks have been extensively studied in the literature. We summarize some fundamental results below. Clos showed [1] that a vm;n; r network is strictly nonblocking if the number of middle switches m 2n , 1. If the network satisfies this condition, any middle switch may be chosen arbitrarily to make a connection without any rearrangement of existing connections in the network. Fewer middle switches are sufficient if only rearrangeability is needed. Benes showed [3] that a vm;n; r network is rearrangeable if the number of middle switches m n.
Under this condition, satisfying a connection request may require rearrangement of existing connection in the network. Since the rearrangement causes disruption of on-going communications and time delay in path routing, nonblocking capability is generally desirable.
Wide-sense nonblocking capability can be considered as a compromise between strictly nonblocking capability and rearrangeability. For a wide-sense nonblocking network, an "intelligent" routing control strategy must be employed to govern the process of path routing. Through carefully selecting the paths used to satisfy the current connection request, the nonblocking capability for future connection requests can be maintained, and at the same time lower network cost can be achieved. However, in general, the analysis of wide-sense nonblocking conditions is much more difficult than that of strictly nonblocking conditions.
A commonly used routing control strategy for wide-sense nonblocking vm; n; r networks is the so-called packing strategy [2] .
Under packing strategy, a connection is realized on a path found by trying the most used part of the network first and the least used part last. For a vm; n; r network, this means that when choosing a middle switch for satisfying a connection request, an empty middle switch is not used unless there is not any partially filled middle switch that can satisfy this connection request. Packing strategy can also be combined with repacking. Repacking means when a connection is released one or more existing connections are moved to the most used part of the network. Repacking essentially is a type of rearrangement although the rearrangement is performed at the time a connection is released not at the time a connection is established. It is generally believed that packing/repacking can improve network performance and reduce network cost. There has been some work on packing/repacking routing in vm; n; r networks in the literature [8, 9, 10, 6, 2] . Ackroyd [8] and Girard and Hurtubise [9] showed by simulation that packing/repacking strategies have lower blocking probability over random routing. Mun, Tang and Devarajan [10] proposed a probabilistic model for the analysis of blocking probability under packing strategy and their model confirmed the Ackroyd's simulation results. Jajszczyk and Jekel [6] derived the necessary and sufficient condition for a repackable vm; n; r network and showed that a repackable network requires fewer middle switches than a strictly nonblocking network. However, the theoretical analysis of the nonblocking conditions under packing strategy is difficult. The only known result concerning packing strategy is Moore's work (cited in Benes' book [2] ). Moore [2] analyzed the wide-sense nonblocking conditions under packing strategy for vm; n; 2 networks, and showed that a vm; n; 2 network is nonblocking under packing strategy if
, which is a significant improvement over the strictly nonblocking condition m 2n , 1. This result has been widely cited in the literature, e.g. [6, 7] . In some papers, such as [7] , it is even considered as the wide-sense nonblocking condition under packing strategy for the general vm; n; r networks with any r values. In fact, it is still not known that whether the condition m 3 2 n holds for vm; n; r networks when r 3, and that if the answer is negative, what the wide-sense nonblocking conditions under packing strategy are for the general vm; n; r networks.
Moore's approach [2] is based on enumerating all possible states of a middle switch and considering all state transitions. As can be seen in the next section, the number of the states of a middle switch grows very fast as r increases. Therefore, it is difficult to directly extend Moore's approach to analyzing wide-sense nonblocking conditions for general vm; n; r networks for r 3. In this paper, we will introduce a systematic approach to the analysis of wide-sense nonblocking conditions under packing strategy for general vm;n; r networks with any r values. We will first translate the problem of finding the nonblocking conditions for vm; n; r networks to a set of linear programming problems. We will then show that for this special type of linear programming problems, we can find an elegant closed form optimum solution and thus obtain the nonblocking conditions for the original problem.
Connection Requests and Network States
In this section, we provide some definitions on connection requests and network states of a vm;n; r network.
For any i; j 2 f 1 ; 2 ; : : : ; r g , we denote a connection request from an input of input switch i to an output of output switch j in a vm;n; r network as i; j. Based on the network structure in Figure 1 , if connection request i; j is satisfied, it must go through a middle switch from input i of the middle switch to output j of the middle switch. In this case, we say connection i; j passes this middle switch. For an r r middle switch, there will be up to r mutually disjointed connections of the form i1; j 1 ; i 2 ; j 2 ; : : : ; i k ; j k , where 1 k r;1 i1 i 2 i k r , 1 j1; j 2 ; : : : ; j kr , and for any 1 s; t k, js 6 = jt when s 6 = t.
In Moore's approach [2] Without loss of generality, in the rest of the paper, we will always assume that the current connection request to be satisfied is 1; 1, that is, we are about to connect an input of input switch 1 to an output of output switch 1. We define the middle switch states with respect to connection request 1; 1 as follows. Clearly, according to the above definitions, a new connection request 1; 1 cannot be satisfied by a middle switch in a forbidden state. Also, the above definition on the states of a middle switch is unique. In other words, if a middle switch is said to be in state i1; j 1 and in state i2; j 2 , then it must be that i1 = i2 and j1 = j2. Therefore, for an rr middle switch, there are a total of 2r different states, among which 2r , 1 are forbidden states. In the following, we will always use these definitions on the states of a middle switch instead of the one used in Moore's approach [2] .
Definition 1
In this section, we derive the general nonblocking condition suitable to any control strategies.
Since we are about to satisfy connection request 1; 1, we are interested in those middle switches in states 1; 2 , 1; 3 , : : : , 1 ; r , 2 ; 1 , 3 ; 1 ,: : : , r ; 1 , and 1;1 . For any i; j 2 f 1 ; 2 ; : : : ; r g , we denote the number of middle switches in state i; j as xi;j.
Since connection request 1; 1 cannot be satisfied by any middle switch in states i; 1 , 1; j ( i; j 6 = 1), or 1; 1 , it will be satisfied by a middle switch in a non-forbidden state. Thus, the number of middle switches required for satisfying connection request 1; 1 is P r i=2 xi;1 + P r j=2 x1;j + x1;1 + 1:
We have the following theorem concerning the general nonblocking condition of a vm; n; r network.
Theorem 1
The necessary and sufficient condition for a vm; n; r network to be nonblocking is
x1;j + x1;1
where, ∆ is a set of constraints for variables x1;1, xi;1 and x1;j i; j 6 = 1.
Proof. Since the number of middle switches that cannot be used for satisfying connection request 1; 1 is no more than P r i=2 xi;1 + P r j=2 x1;j + x1;1, one more middle switch that is definitely in a non-forbidden state can be used for realizing connection request 1; 1. Therefore, the sufficiency holds. On the other hand, let xi;1, x1;j i; j 6 = 1 and x1;1 equal to some values that make P r i=2 xi;1 + P r j=2 x1;j + x1;1 to achieve its maximum under constraints ∆.
Then we need at least max∆ n P r i=2 xi;1 + P r j=2 x1;j + x1;1 o + 1 middle switches to satisfy connection request 1; 1. Thus, the necessity holds.
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Clearly, constraints ∆ are control strategy dependent. Different constraints ∆ will lead to a different type of nonblocking capability. In the following, we introduce some general constraints that are suitable to any control strategies for the vm; n; r nonblocking networks.
We have the following lemma that is useful for establishing the general constraints for nonblocking vm;n; r network. 
Proof.
Notice the fact that there are n inputs on input switch i and n outputs on output switch j in a vm; n; r network. 2
By Lemma 1, we know that before connection request 1; 1 is satisfied, there are at most n , 1 existing connections of the form 1; and at most n,1 existing connections of the form ; 1. We can obtain two general constraints as follows. Note that under any control strategy, a wide-sense nonblocking vm; n; r network should always satisfy general constraints (1) and (2). In addition, under different control strategies, it should also satisfy some strategy-dependent constraints.
The Constraints under Packing Strategy
In this section, we derive additional constraints for variables x1;1, xi;1 and x1;j i; j 6 = 1 when packing strategy is employed;
that is, we investigate the relationship among xi;1's and x1;j's under packing strategy. Note that the constraints depend on the history of the network states or the order in which the connection requests are satisfied. We define a connection sequence as follows. By adding general constraints (1) and (2) obtained in the previous section, we have a total of 2r , 1 constrains for 2r , 1 variables x1;1, xi;1 and x1;j i; j 6 = 1.
2
The proof of Lemma 3 in fact tells us how to write these constraints for a connection sequence as well.
The Necessary and Sufficient Condition
We have the following important theorem concerning the nonblocking conditions under packing strategy for a vm; n; r network. 
2
Theorem 2 translates the problem of finding m that is necessary and sufficient for a vm; n; r network to be nonblocking under packing strategy to the problem of finding the maximum objective value among a set of linear programming problems. In the next two sections, we will show how to find the optimum solution of the "super" linear programming problem (5) in two steps:
Step 1. For a given connection sequence p in a vm; n; r network, find the closed form optimum solution of the corresponding set of linear programs max Apxb x0 c T x:
Step 2. Find the maximum value among all the optimum values of the above linear programming problems for all possible connection sequences in a vm; n; r network.
Solving the Linear Programming Problem
In this section, we find the optimum solution of the set of linear programs for a given connection sequence. There are numerous linear programming books, e.g [13, 14] , discussing standard methods of solving linear programming problems. In general, for a LP problem there may not be a closed form optimum solution. However, as will be seen later, for this type of LP problem, by employing some special techniques we can obtain an elegant closed form optimum solution. Due to the limited space, we omit or simplify the proofs of some lemmas and theorems. The detailed proofs can be found in a technical report [11] .
Preliminaries
Notice the following lemma that can simplify our linear programming problem. x is an optimum solution of the LP (8) . Similarly, y is an optimal solution of the dual LP.
An example for r = 4
Before we solve the general form of the LP (7), let's consider an example for r = 4. Let x1 = x1;2, x2 = x1;3, x3 = x1;4, x4 = x2;1, x5 = x3;1, x6 = x4;1, and x7 = x1;1 + 
:
By Lemma 5 the optimum value of the LP (7) for connection sequence p is : By Lemma 5 the optimum value of the LP (7) for connection sequence p 0 is (6) n for vm;n; 4 network.
The general form of constraint matrix A p
Now we determine the general form of constraint matrix Ap in the LP (7) for a connection sequence p = i1; j 1 i2; j 2 : : : i 2 r , 2 ; j 2 r , 2 .
Based on the symmetry of connection sequences and for presentational convenience, without loss of generality, we assume that connections 1; 2; 1; 3; : : : ; 1 ; r keep their relative order in p and connections 2; 1; 3; 1; : : : ; r ; 1 also keep their relative order in p, but 1; 2; 1; 3; : : : ; 1 ; r may be interlaced with 2; 1; 3; 1; : : : ; r ; 1 . Also assume that 2; 1 is the first connection in the connection sequence p, i.e. i1; j 1 = 2 ; 1 . The connection sequences p = 2 ; 1 1; 23; 11; 34; 11; 4 and p 0 = 2 ; 1 1; 21; 31; 43; 14; 1 in Figure 3 are examples of such connection sequences.
Under the above assumptions, we list all constraints for connection sequence p as follows. Note that h1 = r , 1 is derived from the assumption that 2; 1 appears first in the connection sequence p and by the constraint (9). Moreover, L and H are closely related. Consider i; 1 and 1; j in the connection sequence p, where, 3 i r and 2 j r. Either i; 1 precedes 1; j or 1; j precedes i; 1. If i; 1 precedes 1; j , then xi;1 will appear in the constraint (9) corresponding to this 1; j , but x1;j will not appear in the constraint (10) corresponding to this i; 1. On the other hand, if 1; j precedes i; 1, then x1;j will appear in the constraint (10) corresponding to this i; 1, but xi;1 will not appear in the constraint (9) ;
where, ti;j and ti;j 2 f 0 ; 1 g , and ti;j is the complement of ti;j.
Also, by the above assumptions, we have ti;j ti,1;j and ti;j ti;j+1:
That is, we can establish the following relations 
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Note that l1; l 2 ; : : : ; l r , 1 are integers and satisfy 0 l1 l2 l r , 1=r ,1 :In fact, we can show [11] that the above condition can be reduced to 1 l1 l2 l r , 1 = r,1 :In the rest of the paper, we will always assume l1 1, and we refer to a connection sequence with all li 1 as a non-trivial connection sequence.
The solution of the LP problem
The following theorem gives the main result of this section.
Theorem 3
For a non-trivial connection sequence p, the system of linear equations Apx = b has a unique solution x , which satisfies x 0 and
Before we formally prove Theorem 3, we need to first simplify the system Apx = b.
We solve the system of linear equations Apx = b by Gaussian elimination [13] (15) and (17), we have r,1 (7) and LP (6).
Theorem 6
The optimum values of the LP (7) and the LP (6) 
:
It is easy to see that f1 = 2 ; and f2 = 5 : Expanding on the last row of this determinant, we can establish the following recurrence
It is interesting to note the relationship between fk and the wellknown Fibonacci numbers Fn [12] . The Fibonacci numbers are defined by the recurrence F0 = 0; F 1 = 1 ; F n = F n , 1 + F n , 2 ; for n 2.
In fact, notice that ; etc. Also note that when n F2r,1, we obtain m 2n , 1, which agrees with the strictly nonblocking condition obtained by Clos [1] . This indicates that, in terms of number of middle switches required for nonblocking, packing strategy works better in the case of small r and has no advantage over random routing (strictly nonblocking) when F2r,1 n.
An Example for the Necessary Condition
In this section, we demonstrate an example of connection sequence that reaches the necessary condition in Theorem 8.
Consider r = 4. Given a connection sequence p = 2 ; 1 1 ; 2 3 ; 1 1; 34; 11; 4, we can obtain all constraints and matrix A as shown in Section 6.2. Then by using the techniques discussed in Section 6, we can solve the LP (6) and obtain the optimum solution Recall that xi;j denotes the number of middle switches in state i; j .
In the following, we show how to actually reach this network state under packing strategy, that is, how to reach a network state with appropriate numbers of middle switches in the corresponding states.
We start with an empty network, that is, no any connections in the network. We then generate a sequence of connection/disconnection requests and realized them under packing strategy as shown in Table  1 . The corresponding middle switch states are shown in Figure 5 . In particular, Figure 5i shows the middle switch states immediately after Step i. For presentational convenience, we name the middle switches in the same state a group.
Note that all steps in Table 1 follow packing strategy and after Step 21 we have a total of P 4 i=2 xi;1+ n:
Conclusions
In this paper, we have studied wide-sense nonblocking Clos networks, or vm; n; r networks, under packing strategy. We introduced a systematic approach to the analysis of wide-sense nonblocking conditions under packing strategy for the general vm; n; r networks with any r values. We first translated the problem of finding the necessary and sufficient nonblocking conditions for vm;n; r networks to a set of linear programming problems. We then solved
