Particle motion driven by non-uniform thermodynamic forces by Burelbach, Jérôme
Particle motion driven by non-uniform thermodynamic forces
Je´roˆme Burelbach∗
Institut fu¨r Theoretische Physik, Technische Universita¨t Berlin,
Hardenbergstraße 36, 10623 Berlin, Germany
(Dated: March 2019)
I. ABSTRACT
We present a complete reciprocal description of
particle motion inside multi-component fluids that
extends the conventional Onsager formulation of
non-equilibrium transport to systems where the
thermodynamic forces are non-uniform on the col-
loidal scale. Based on the dynamic length and time
scale separation in suspensions, the particle flux is
shown to be related to the volume-averaged cou-
pling between the Stokes flow tensor and the ther-
modynamic force density acting on the fluid. The
flux is then expressed in terms of thermodynamic
quantities that can be computed from the interfa-
cial properties and equation of state of the colloids.
Our results correctly describe diffusion and sedimen-
tation, and suggest that force-free phoretic motion
can occur even in the absence of interfacial inter-
actions, provided that the thermodynamic gradients
are non-uniform at the colloidal surface. In particu-
lar, we derive an explicit hydrodynamic form for the
phoretic force resulting from these non-uniform gra-
dients. The form is validated by the recovery of the
Henry function for electrophoresis and the Rucken-
stein term for thermophoresis.
II. INTRODUCTION
Particle motion inside multi-component systems
can manifest itself in many different ways, from sed-
imentation and diffusion [1–4] to force-free phoretic
motion [5–8] and autonomous self-propulsion.[9–12]
The study of these transport phenomena relies on an
understanding of how particles move when the sys-
tem is not in global thermodynamic equilibrium.[13]
However, formulating a theoretical description for
non-equilibrium motion is often not straightforward,
as it requires a precise knowledge of the dynamic
properties of all components inside the considered
system.[14]
A rigorous theoretical description of Brownian
motion was first given by Einstein,[15] while Smolu-
chowski pioneered the motion of charged colloids
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in an electric field,[16] a force-free interfacial phe-
nomenon widely known as electrophoresis. Der-
jaguin later extended Smoluchowski’s idea to gra-
dients in temperature and chemical potentials,[17]
thus introducing the concepts of thermophoresis
and diffusiophoresis. However, these initial theo-
ries were based on assumptions that did not always
apply to experimental systems. For instance, Ein-
stein’s theory of Brownian motion was restricted to
ideal, non-interacting particles, whereas the theo-
retical description of phoretic motion was based on
the so-called boundary layer approximation, where
the range of interaction with the fluid is assumed
to be very short compared to the particle ra-
dius. Although the latter restriction was subse-
quently lifted by the well-known Henry function for
electrophoresis,[18] such a generalisation was not im-
mediately achieved for thermophoresis or diffusio-
phoresis. The similarity between all interfacial phe-
nomena was noted by Anderson,[6] who provided
a unified description of phoretic motion within the
boundary layer approximation. Concerning the the-
ory of Brownian motion, Batchelor made significant
progress in describing sedimentation and diffusion of
interacting particles by noting that chemical poten-
tial gradients at constant temperature are macro-
scopically indistinguishable from external forces.[1–
4] Furthermore, a connection between Batchelor’s
and Anderson’s work was drawn by Brady, who
showed that diffusiophoresis of colloids can be de-
scribed from either a macroscopic or a microscopic
perspective.[9]
However, the motion of particles in a tempera-
ture gradient remained largely disconnected from
this global picture, as Batchelor’s argument based
on the macroscopic equivalence between chemical
forces and body forces at uniform temperature could
not straightforwardly be extended to systems out of
thermal equilibrium. First attempts to solve this
issue were made by Dhont, who elaborated on the
concept of the interfacial region and the fluid reser-
voir, and stressed the role of the osmotic pressure
gradient as a driving force behind diffusion of inter-
acting particles.[19, 20] Simultaneously, Parola and
Piazza managed to extend the description of ther-
mophoresis to cases beyond the boundary layer ap-
proximation, under the assumption that the local
temperature gradient around the particle remains
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2uniform.[8] Nonetheless, the perception remained
that particle motion inside a temperature gradient
was to be treated differently from transport phenom-
ena at uniform temperature, leading to the develop-
ment of alternative thermodynamic approaches that
seemed to disagree with the hydrodynamic treat-
ment by Smoluchowksi and Derjaguin.[21–23] Piv-
otal work in resolving this discrepancy was done by
Morthomas and Wu¨rger,[24] who showed that the
thermodynamic approach can be recovered from a
hydrodynamic treatment under the assumption that
the interaction range is very wide compared to the
particle radius, a case also known as the Hu¨ckel
limit.[25]
Although the boundary-layer treatments by Der-
jaguin and Smoluchowski yielded the same result for
the phoretic velocity of the particles, it was noted by
Anderson that their approaches were based on en-
tirely different arguments.[6] The root of this appar-
ent coincidence, also known as the principle of micro-
scopic reversibility, is the building stone of Onsager’s
theory of non-equilibrium thermodynamics.[26, 27]
Onsager’s theory states that the motion of all par-
ticles in a system is determined by its rate of en-
tropy production. The system is supposed to be
at local thermodynamic equilibrium (LTE), consist-
ing of small homogeneous volume elements that may
individually be assumed in thermodynamic equilib-
rium. According to Onsager’s theory, particle mo-
tion is driven by thermodynamic forces and can be
described using two alternative routes, one based on
a force-free argument, the other based on a recip-
rocal argument. The more intuitive force-free argu-
ment applied by Smoluchowski has predominantly
been used for phoretic motion, as it directly deter-
mines the particle velocity from a force-free momen-
tum balance equation. However, the involved hy-
drodynamic treatment is far from trivial beyond the
boundary layer approximation,[8, 28] which might
be a reason why many still restrict their analysis
of phoretic motion to thin boundary layers.[29–31]
The key advantage of Derjaguin’s reciprocal argu-
ment is that it remains straightforwardly applicable
beyond the boundary layer approximation.[32] More
specifically, Derjaguin’s argument for thermophore-
sis exploits the fact that the thermophoretic velocity
of the particles is related to the heat flux produced
when a force is applied to these particles.
Following earlier work on ionic thermophoresis by
Agar et al.,[32] this reciprocal argument has recently
been used by Burelbach et al. to formulate a unified
theory for phoretic motion beyond the boundary-
layer limit.[14] In particular, this description evi-
denced the importance of hydrodynamic boundary
conditions and showed that all phoretic phenomena
can be treated equivalently. However, it assumed
uniform thermodynamic forces at the particle sur-
face, which is a prerequisite for a conventional On-
sager formulation of the macroscopic heat and par-
ticle fluxes.
Here, we lift this restriction by noting that a dy-
namic length and time scale separation allows for
a tensorial (rather than scalar) coupling between
different fluxes and forces inside a multi-component
system. In a second step, we will make further use
of this dynamic separation, in order to relate the re-
sulting reciprocal form of the colloidal flux to the
phoretic force and the osmotic pressure gradient of
the colloids. An explicit hydrodynamic expression
for the phoretic force is then determined using the
stationary forms of the continuity equations for heat
and fluid particles, and the corresponding mobilities
are evaluated for electrophoresis at uniform temper-
ature and thermophoresis in the absence of electro-
chemical gradients.
III. ONSAGER’S THEORY OF
NON-EQUILIBRIUM THERMODYNAMICS
We begin with a brief introduction to Onsager’s
theory of non-equilibrium thermodynamics. To this
end, let us consider a closed multi-component system
that can be partitioned into homogeneous volume
elements at LTE. A volume element at a local pres-
sure P and temperature T contains a large number
of particles of each component, with a corresponding
number density ni and chemical potential µi.
Based on the continuity equations for heat, mass
and internal energy, the rate of entropy production
per volume element is given by [13]
σS = Jq · ∇ 1
T
+
∑
i
Ji ·
(
−∇µi
T
+
1
T
Fi
)
−
∑
i
JiAi − 1
T
Γ : ∇uV , (1)
where i is an index over all components. Here, Jq is
the net heat flux through the volume element. The
centre-of-mass velocity uV of the volume element is
measured relative to the system boundaries. The
entropy produced by chemical reactions of compo-
nent i is represented by the term JiAi, where Ji is
the composition change and Ai is the affinity of the
reacting component. Viscous dissipation may occur
due to a tensorial gradient in the velocity uV , which
couples to the viscous stress tensor Γ. The particle
flux of component i is defined by Ji = nivi, where
vi is the velocity of component i relative to uV . By
definition, we have
∑
imiJi = 0, where mi is the
corresponding particle mass. The force Fi, which
is directly applied to component i, comprises con-
3servative body forces that derive from macroscopic
electric (E) or gravitational (g) fields: Fi = F
i
E+F
i
g.
The vectorial fluxes Jq and Ji produce entropy by
coupling to the vectorial forces∇ 1T and−∇µiT + 1T Fi,
respectively. We shall refer to these forces as the
’thermodynamic’ forces. In order to clearly distin-
guish the entropy produced by particle motion at
uniform temperature, it is useful to transform eq.
(1) to a basis where these thermodynamic forces are
linearly independent. This can be done by writing
∇µiT = H¯i∇ 1T + 1T∇Tµi, where the notation ∇T
means that the gradient is evaluated at constant
temperature. The partial molar enthalpy H¯i of com-
ponent i is defined by H¯i = −T 2 ∂∂T
(
µi
T
)
P,nj
. The
rate of entropy production per volume element can
now be expressed as
σS = J
′
q · ∇
1
T
+
1
T
∑
i
Ji · (−∇Tµi + Fi)
−
∑
i
JiAi − 1
T
Γ : ∇uV , (2)
where the modified heat flux J′q is related to Jq via
J′q = Jq −
∑
i
H¯iJi. (3)
Within this chosen basis of independent thermody-
namic forces, the body force Fi on component i is in-
distinguishable from the chemical potential gradient
at constant temperature −∇Tµi of that component.
Further, eq. (3) shows that only the enthalpy result-
ing from interactions between different components
contributes to the modified heat flux.
If the system is in mechanical equilibrium
(duV /dt = 0) and under isotropic stress (Γ = 0), the
changes in temperature and chemical potential can
further be related to the change in pressure P via the
Gibbs-Duhem equation:[13] dP = sdT +
∑
i nidµi,
where s is the entropy density of the volume ele-
ment. We shall refer to the pressure in the Gibbs-
Duhem equation as the ’thermodynamic’ pressure.
In order to transform this equation into the same
basis as eq. (2), we introduce the ’modified’ entropy
density s′ = s −∑i niS¯i, where S¯i = −(∂µi∂T )
P,nj
is the partial molar entropy of component i. With
the thermodynamic relations Ts = h−∑i niµi and
T S¯i = H¯i − µi, we then obtain the compensation
relation between the modified entropy and enthalpy
density:
Ts′ = h′, (4)
where
h′ = h−
∑
i
niH¯i. (5)
By considering the pressure difference between two
neighbouring volume elements, the Gibbs-Duhem
equation can be rewritten as a thermodynamic force
balance equation, given by
∇P = h′∇T
T
+
∑
i
ni∇Tµi. (6)
As the Curie symmetry principle forbids a cou-
pling between fluxes and forces of different ten-
sorial ranks inside a homogeneous volume ele-
ment, Onsager’s theory of non-equilibrium thermo-
dynamics postulates linear phenomenological rela-
tions between the vectorial fluxes and thermody-
namic forces, of the form [26, 27]
Ji = Liq∇ 1
T
+
1
T
∑
j
Lij (−∇Tµj + Fj) , (7)
J′q = Lqq∇
1
T
+
1
T
∑
j
Lqj (−∇Tµj + Fj) . (8)
Hence, the heat and particle fluxes can couple to a
temperature gradient ∇T or to any thermodynamic
force −∇Tµj+Fj directly acting on component j at
constant temperature. The scalar transport coeffi-
cients Liq, Lij , Lqq and Lqj describe the coupling of
the vectorial fluxes to the thermodynamic forces and
depend on the interactions between the components
inside the system. Moreover, the formulation of eqs.
(7) and (8) specifically relies on the assumption of
LTE, which implies that internal interactions of the
system cannot cause any net particle motion.[14] In-
stead, particle motion can only be induced by ther-
modynamic forces, which in turn derive from gra-
dients in intensive quantities such as temperature,
chemical potentials or macroscopic electric and grav-
itational fields.
The diagonal coefficients Lii and Lqq have a
straightforward physical interpretation. From eq.
(8), we can identify the thermal conductivity of the
volume element as
κ =
Lqq
T 2
. (9)
Similarly, the particle flux of component i induced
by a body force Fi on that component is given by
Ji = niFi/ξi, where ξi is the friction coefficient of
a particle of component i. As a result, the diffusive
permeability Lii and friction coefficient ξi are related
via
Lii =
niT
ξi
. (10)
Although the interpretation of the cross-coefficients
Lij and Liq is less transparent, these coefficients
4must be related to the interfacial forces between
different components, which give rise to force-free
phoretic motion. Based on the principle of micro-
scopic reversibility, Onsager showed that these cross-
coefficients are symmetric, so that
Lij = Lji and Lqi = Liq. (11)
These symmetry relations, also known as the On-
sager reciprocal relations, form the basis of the re-
ciprocal approach to particle motion. More specif-
ically, they suggest that there exists a close corre-
spondence between the interfacial stresses respon-
sible for phoretic motion of a component and the
transport of heat and fluid induced by an applied
force on that component. This is the reason why
the same result for the particle flux Ji is obtained
by either determining Lij and Liq from a force-free
argument, or by computing Lji and Lqi using the
reciprocal argument.
The equations presented in this section summarise
the standard formulation of Onsager’s theory. In ar-
riving at eqs. (2), (6), (7) and (8), it has been as-
sumed that the thermodynamic forces are reason-
ably weak and uniform inside a volume element.
The assumption of weak forces is generally required
for the condition of LTE. However, the assumption
of uniformity is a separate condition that deserves
further attention. Although the system is homoge-
neous on the scale of a volume element, it may well
be inhomogeneous on smaller scales. A volume ele-
ment must be small enough to satisfy the condition
of LTE, but it must also be large enough to con-
tain a large number of particles of each component,
so that all intensive thermodynamic quantities can
be defined in an unambiguous manner. The min-
imal size of a volume element is therefore set by
the typical distance between particles of the spars-
est component inside the system. If the motion of
all components occurs on similar length and time
scales, as in molecular mixtures, it is reasonable to
assume that intensive quantities only vary from one
volume element to the next, such that the thermo-
dynamic forces are uniform inside a volume element.
However, this assumption must be questioned inside
systems where a dynamic length and time scale sep-
aration occurs between different components.[9] In
this case, some intensive thermodynamic quantities
remain definable well below the scale of a volume el-
ement, giving rise to local thermodynamic forces on
scales where the system can no longer be considered
homogeneous.
IV. MOTION IN COLLOIDAL
SUSPENSIONS
The purpose of this work is to use the reciprocal
argument for a general description of particle motion
due to locally non-uniform thermodynamic forces.
We will refer to the component of interest as the
’colloids’, whereas the other components will be re-
ferred to as the ’fluid’. Let there be N colloids inside
a volume element of size V , each occupying a rigid,
incompressible volume Vc. To simplify the notation,
the Einstein convention will be used with the index
k for summations over the fluid components, and
the index referring to the colloids will be omitted.
Within this convention, the sums will always be in-
dicated by a product containing one quantity with
a lowered index and another quantity with a raised
index, e.g.
Lkkakb
k ≡
∑
k
Lkkakbk = L00a0b0 + L11a1b1 + ...
(12)
In order to determine the colloidal flux, we have to
introduce a set of specific assumptions for the con-
sidered system. In colloidal suspensions, these as-
sumptions derive from the dynamic length and time
scale separation that occurs between the colloids and
the fluid (fig. 1).[14] The length scale separation is
based on the fact that the particles of each fluid
component are very small and abundant compared
to the colloids. As a result, the lower bound for V is
set by the mean intercolloidal volume (cV & 1), so
that both the colloidal concentration c = N/V and
colloidal flux J = cv can be assumed uniform inside
a volume element. The time scale separation occurs
between the (longer) time required for the colloid
to move a distance equal to its own diameter and
the (shorter) time over which fluid motion reaches a
steady state. This allows the use of the continuum
approximation, within which fluid motion induced
by the colloids can be described in terms of hydro-
dynamic fluid flows. The fluid thus constitutes a dy-
namic system made of separate fluid elements. Here,
we consider a fluid that mainly consists of an electri-
cally neutral, incompressible solvent, and that may
additionally contain small (charged or uncharged)
solutes.
For a description of the local dynamics, we have
to distinguish between different positions inside the
volume element, which might either be occupied by
fluid, or by the constituent material of a colloid. A
local fluid element at position r has a fluid flow ve-
locity u(r) (centre-of-mass velocity of the fluid rel-
ative to uV ), but also a well-defined fluid compo-
nent density nk(r) and modified enthalpy density
h′f (r). The fluid element may further be subjected
5FIG. 1. The system can be partitioned into volume ele-
ments that are at local thermodynamic equilibrium. The
suspension is homogeneous on the scale of a volume ele-
ment, but inhomogeneous on the colloidal scale. Due to
the dynamic length and time scale separation, the fluid
can be divided into an interfacial region (φ) and a reser-
voir (r), and its motion can be treated hydrodynamically
on the fluid element scale. The colloids are depicted by
black spheres and the fluid particles by grey spheres.
to a local temperature gradient ∇T (r), or to local
thermodynamic forces −∇Tµk(r) + Fk(r) acting on
its components. Although the condition of LTE re-
quires these local thermodynamic forces to be weak,
they may nonetheless be non-uniform on the col-
loidal scale. To first order in the gradients, we can
write the thermodynamic pressure inside a fluid el-
ement as
∇Pf (r) = h′f (r)
∇T (r)
T
+ nk(r)∇Tµk(r), (13)
where T is the average temperature of the volume
element. The index k exclusively runs over the fluid
components, including the solvent and the solutes.
Similarly, the body force density of a fluid element
is given by
ff (r) = nk(r)F
k(r). (14)
For the following considerations, it is instructive
to introduce the thermodynamic fluid force density
F(r) = ff (r)−∇Pf (r), such that
F(r) = −h′f (r)
∇T (r)
T
+nk(r)
(−∇Tµk(r) + Fk(r)) .
(15)
The transport properties of the fluid, such as the
dynamic viscosity, electric permittivity or thermal
conductivity, are set by those of the incompressible
solvent and can therefore be assumed uniform inside
a volume element. The solvent is also supposed to
have a high dynamic viscosity, so that hydrodynamic
fluid flows can be treated within the laminar Stokes
regime.
A local thermodynamic gradient ∇Y (r) usually
derives from an imposed thermodynamic field Yb in
the bulk (b) of the system, for instance by impos-
ing different values of Yb at the system boundaries.
The corresponding thermodynamic force−∇Y (r) on
a fluid element would have a uniform value −∇Yb
inside a volume element if the colloids were re-
placed by fluid. However, the fields are perturbed
by the colloids if their internal transport proper-
ties differ from those of the fluid, giving rise to
thermodynamic forces that are non-uniform on the
colloidal scale.[18, 33] Alternatively, a thermody-
namic gradient may derive from a local source (or
sink) distribution generated internally by the col-
loids themselves.[9] In any case, the variation of the
field Y (r) must be small over the volume element,
as to fulfill the condition of LTE.
Here, we assume that all externally imposed ther-
modynamic gradients ∇Yb are applied in the same
direction, and that the chemical potential of the
solvent is allowed to evolve freely. This guaran-
tees a rapid momentum relaxation inside the system,
which justifies the assumption of mechanical equilib-
rium (duV /dt = 0) and isotropic stress (Γ = 0).[34]
The net pressure of a volume element then simply
coincides with the thermodynamic pressure P , and
the momentum balance equation of a volume ele-
ment reduces to
f −∇P = 0, (16)
where f is the net body force density. As noted by
Brady,[9] this momentum balance equation is to be
understood as a volume average for colloidal sus-
pensions, meaning that it only holds if the body and
pressure forces are properly summed over the volume
V . This is particularly important when local densi-
ties and thermodynamic forces vary on the colloidal
scale. As a result, the pressure gradient and body
force density in eq. (16) correspond to averages over
the volume element, such that
∇P ≡ 〈∇P (r)〉V and f ≡ 〈f(r)〉V , (17)
where∇P (r) and f(r) are the local pressure gradient
and body force density at any position inside the
volume element, whether occupied by a fluid element
or by the constituent material of a colloid.
Before we proceed, it is useful to introduce some
notation. More generally, let G(r) be a local quan-
tity that depends on the position inside the volume
6element. We write the volume average of G(r) as
〈G(r)〉V =
1
V
∫
N
G(r)dV, (18)
where the notation
∫
N
indicates that the integral is
performed over a volume element V that contains N
colloids. As the suspension is homogeneous on the
scale of a volume element, the volume averaged gra-
dient of G(r) is equal to the gradient of its volume
average:
〈∇G(r)〉V = ∇〈G(r)〉V . (19)
We also introduce the excluded colloidal volume
function Θ(r), defined by
Θ(r) =
{
1 inside the fluid,
0 inside the colloids.
(20)
As a result, we simply have 〈Θ(r)〉V = 1− γ, where
γ = cVc is the colloidal volume fraction. In particu-
lar, we can write
〈G(r)〉V = (1− γ) 〈G(r)〉Vf + γ 〈G(r)〉NVc , (21)
where 〈G(r)〉Vf represents the average of G(r) over
the volume Vf = V − NVc occupied by the fluid,
and 〈G(r)〉NVc is the average of G(r) over the
volume NVc occupied by the colloids. Moreover,
the mean field of G(r) inside the fluid is given by
〈G(r)〉Vf Θ(r). If G(r) is uniform inside the fluid
over the entire volume element, then G(r)Θ(r) =
〈G(r)〉Vf Θ(r). We can therefore define the pertur-
bation of G(r) inside the fluid as
δG(r) = G(r)Θ(r)− 〈G(r)〉Vf Θ(r). (22)
We are now ready to consider the momentum bal-
ance equation given by eq. (16). Using eq. (6) for
the local thermodynamic pressure gradient and aver-
aging over the volume element, the average pressure
gradient can be expressed as
〈∇P (r)〉V =
〈
h′(r)
∇T (r)
T
〉
V
+
〈
nk(r)∇Tµk(r)
〉
V
+ c∇Tµ. (23)
Here, µ is the colloidal chemical potential and h′(r)
is the modified enthalpy density at position r. As
this position might be occupied by either colloid or
fluid, we can write h′(r) as
h′(r) = h′f (r) + h
′
c(r), (24)
where h′c(r) represents the modified enthalpy density
inside the colloids. Similarly, the average body force
density can be written as
〈f(r)〉V =
〈
nk(r)F
k(r)
〉
V
+ cF, (25)
where F is the body force on the colloids. Com-
bining eqs. (23) and (25), the momentum balance
equation 〈f(r)〉V − 〈∇P (r)〉V = 0 of the volume el-
ement becomes
0 = −
〈
h′(r)
∇T (r)
T
〉
V
+
〈
nk(r)
(−∇Tµk(r) + Fk(r))〉V
+c (−∇Tµ+ F) . (26)
This balance equation must hold irrespective of
which thermodynamic forces are applied to the sys-
tem. As the temperature gradient is independent of
the body forces and chemical potential gradients at
constant temperature, eq. (26) separately requires
that〈
nk(r)
(−∇Tµk(r) + Fk(r))〉V + c (−∇Tµ+ F) = 0
(27)
and 〈
h′(r)
∇T (r)
T
〉
V
= 0. (28)
These equations comply with the condition of
mechanical equilibrium as derived by de Groot
and Mazur for uniform gradients.[13] Eq. (27)
is the momentum balance equation for diffusion-
sedimentation systems at uniform temperature (sat-
isfying 〈f(r)〉V − 〈∇TP (r)〉V = 0), whereas eq. (28)
represents the momentum balance equation for non-
isothermal systems in the absence of chemical gradi-
ents or body forces (satisfying
〈
∂P (r)
∂T (r)∇T (r)
〉
V
= 0).
If the temperature gradient is uniform, then eq. (28)
reduces to 〈h′(r)〉V = 0. In view of eq. (5), this sim-
ply implies that the net enthalpy of a volume element
is equal to the sum of the partial molar enthalpies
of all particles inside it. Using eq. (24), eq. (28) can
further be expressed as〈
h′c(r)
∇T (r)
T
〉
V
+
〈
h′f (r)
∇T (r)
T
〉
V
= 0. (29)
With eqs. (27) and (29), we have thus related the
momentum balance equation of a volume element to
the thermodynamic forces acting on the components
inside it, by properly averaging over the correspond-
ing force densities.
For an Onsager formulation of the heat and parti-
cle fluxes, we now have to consider the average rate
of entropy produced by the local coupling of these
fluxes to the corresponding thermodynamic forces.
Using eq. (2) for the local entropy production at
position r and averaging the volume element, the
average rate of entropy produced by the fluxes can
7be expressed to first order in the gradients as
〈σS(r)〉V = −
〈
J′q(r) ·
∇T (r)
T 2
〉
V
+
1
T
〈
Jk(r) ·
(−∇Tµk(r) + Fk(r))〉V
+
1
T
J · (−∇Tµ+ F) , (30)
where J′q(r) is the local heat flux and Jk(r) is the
local particle flux of fluid component k. We recall
that the colloidal flux J is uniform inside the volume
element. In view of eq. (30), the local fluxes J′q(r)
and Jk(r) are described by the phenomenological ex-
pressions
J′q(r) = −Lqq(r)
∇T (r)
T 2
+
1
T
Lql(r)
(−∇Tµl(r) + Fl(r))
+
1
T
Lq(r) · (−∇Tµ+ F) , (31)
and
Jk(r) = −Lkq(r)∇T (r)
T 2
+
1
T
Lkl(r)
(−∇Tµl(r) + Fl(r))
+
1
T
Lk(r) · (−∇Tµ+ F) , (32)
where the indices k and l run over the fluid compo-
nents. The last terms in eqs. (31) and (32), cou-
pling to the thermodynamic force −∇Tµ+ F on the
colloids, can be identified as the hydrodynamic con-
tributions to the heat and fluid particle fluxes. It is
important to note that the corresponding Onsager
coefficients Lq(r) and Lk(r) have a tensorial charac-
ter, since the resulting hydrodynamic fluid flows are
not simply proportional to this force. In addition,
we have made use of eq. (11) by omitting the index
for the colloids in the notation of Lq(r) and Lk(r), as
Onsager’s reciprocal relations imply that the order
of these indices does not matter.
To proceed with our reciprocal argument, we need
hydrodynamic expressions for the heat and fluid par-
ticle fluxes induced by an applied force F on the
colloids. Let uF(r) be the local fluid flow velocity
induced by this force. We can then write the corre-
sponding fluid particle flux as
Jk,F(r) = nk(r)uF(r). (33)
The force F results in a drift velocity vF of the col-
loids, given by vF = F/ξ, where ξ is the friction
coefficient of a colloid. Therefore, the corresponding
heat flux J′q,F(r) has a contribution h
′
c(r)vF due to
the drift velocity vF of the colloids, and a hydrody-
namic contribution h′f (r)uF(r) due to the local fluid
flows
J′q,F(r) = h
′
f (r)uF(r) + h
′
c(r)vF. (34)
Onsager’s theory requires a linear mapping between
the induced fluid flow velocity uF(r) and the force
F, such that
uF(r) =
1
ξ
S(r) · F, (35)
where S(r) is the symmetric Stokes flow tensor. By
comparison between eqs. (31)-(32) and (34)-(33), we
find
Lk(r) =
T
ξ
nk(r)S(r) (36)
and
Lq(r) =
T
ξ
(
h′f (r)S(r) + h
′
c(r)1
)
, (37)
where 1 is the unity tensor. As the volume Vc of
a colloid is assumed incompressible, the incompress-
ibility of the fluid flows requires that 〈uF(r)〉V +
γvF = 0, where we recall that γ = cVc. From this,
it directly follows that
〈S(r)〉V = −γ1. (38)
Based on Onsager’s reciprocal relations, the ten-
sors Lq(r) and Lk(r) also describe the coupling of
the local thermodynamic forces to colloidal motion.
In view of eq. (30), the colloidal flux is therefore
described by the phenomenological Onsager form
J = −
〈
Lq(r) · ∇T (r)
T 2
〉
V
+
1
T
〈
Lk(r) ·
(−∇Tµk(r) + Fk(r))〉V
+
c
ξ
(−∇Tµ+ F) , (39)
which, by using eqs. (27), (29), (36) and (37), can
alternatively be written as
J =
1
ξ
〈
(S(r)− 1) ·
[
−h′f (r)
∇T (r)
T
+nk(r)
(−∇Tµk(r) + Fk(r))]〉V . (40)
Due to the linear response assumption of Onsager’s
theory, the densities nk(r) and h
′
f (r) in eq. (40) are
evaluated to zeroth order in the gradients. With eq.
(15), eq. (40) can alternatively be expressed as
J =
1
ξ
〈(S(r)− 1) ·F(r)〉V . (41)
8FIG. 2. Two colloids with the same hydrodynamic
boundary, but with different internal structures. The
constituent material of the colloid, which occupies a vol-
ume Vc, is shown in grey. The volume of the left colloid
coincides with the volume enclosed by its hydrodynamic
boundary (Vc = VR), whereas the volume of the right
colloid is smaller than that of its hydrodynamic bound-
ary (Vc < VR).
This general form of the colloidal flux constitutes the
final result of our reciprocal approach, showing that
the velocity of the colloids is directly related to the
volume average of the product between the Stokes
flow tensor and the thermodynamic fluid force den-
sity. In particular, it should be noted that the ten-
sor S(r) − 1 represents the Stokes flow inside the
rest frame of the colloids. In the following section,
we will show that eq. (41) accounts for any colloidal
transport phenomenon, be it phoretic motion or sed-
imentation at uniform temperature. To achieve this,
we have to make further use of the dynamic length
and time scale separation.
V. THE INTERFACIAL REGION AND THE
FLUID RESERVOIR
The dynamic length and time scale separation al-
lows us to clearly distinguish different interactions
inside the system. On one hand, there are colli-
sional interactions between the colloids and the fluid
that occur on the molecular scale, such as pressure
forces and viscous shear forces. Within the contin-
uum approximation, these collisional interactions set
the boundary conditions for the hydrodynamic fluid
flows.[35] Here, we consider colloids whose hydro-
dynamic boundary is approximately spherical, with
a hydrodynamic radius R. Note that the volume
Vc occupied by the constituent atoms of a colloid
need not be equal to, but must lie within the volume
VR =
4
3piR
3 enclosed by its hydrodynamic boundary,
so that Vc 6 VR (see fig. 2). The fluid particles may
thus penetrate this boundary by diffusion.
On the other hand, there are specific ’interfacial’
interactions between the colloids and the fluid, such
as the screened electrostatic interaction known from
Debye-Hu¨ckel theory,[18] as well as van-der-Waals
interactions or hard-core interactions. The conser-
vative body forces deriving from these interactions
lead to the build-up of a local region around the
colloids that contains an interfacial excess of fluid
particles and fluid enthalpy [5] (fig. 1). The interfa-
cial region (φ) is in contact with a fluid reservoir (r)
and can therefore be treated as a grand-canonical
subsystem.[23] Moreover, the local densities h′f (r)
and nk(r) of the fluid can respectively be expressed
as the sum of an interfacial term and a reservoir
term:
h′f (r) = h
′
φ(r) + h
′
r(r) and nk(r) = n
φ
k(r) + n
r
k(r),
(42)
where h′φ(r) is the interfacial excess enthalpy density
of the fluid, and nφk(r) is the interfacial excess num-
ber density of fluid component k. To zeroth order in
the gradients, the reservoir densities h′r(r) and n
r
k(r)
are uniform, such that
h′r(r) = h
′
bΘ(r) and n
r
k(r) = n
b
kΘ(r), (43)
where h′b and n
b
k are constant bulk values. Given
that eq. (15) is linear in the densities, the thermo-
dynamic fluid force density splits up accordingly:
F(r) = Fφ(r) +Fr(r), (44)
where
Fφ(r) = fφ(r)−∇Pφ(r) (45)
refers to the interfacial region, and
Fr(r) = fr(r)−∇Pr(r) (46)
to the fluid reservoir.
The interfacial fluid force density Fφ(r) couples
the the chemical potential gradients of the solutes,
but does not couple to the chemical potential gra-
dient of the solvent, which is assumed incompress-
ible. As the interfacial region constitutes a Grand
canonical ensemble in contact with a fluid reservoir,
its net free energy is given by the Grand potential
Ωφ = −V 〈Pφ(r)〉V and increases linearly with the
number of colloids.[36] Therefore, the insertion of a
colloid causes the interfacial free energy of the sys-
tem to change by an amount Ωφ/N . Given that
Ωφ ∝ N , this change is independent of colloidal con-
centration and by definition equal to the interfacial
part µφ of the colloidal chemical potential, so that
µφ = − 1c 〈Pφ(r)〉V . Taking the gradient on both
sides and using eq. (19), we obtain
〈∇Pφ(r)〉V = −c∇µφ, (47)
9where we note that ∇µφ is the total gradient of the
interfacial chemical potential.
The electric force FkE(r) on a charged fluid com-
ponent stems from an electric field E(r), such that
FkE(r) = e
kΘ(r)E(r), where ek is the correspond-
ing fluid particle charge and Θ(r)E(r) is the elec-
tric field inside the fluid. The excess charge density
ρφe (r) = n
φ
k(r)e
k of the interfacial region is related
to a local electric potential ϕE(r) via ∇2ϕE(r) =
−ρφe (r), where  is the electric permittivity of the
solvent. As mentioned in section III, the condi-
tion of LTE implies that the local electric forces
deriving from ϕE(r) cannot induce any net col-
loidal motion.[14] Inside the fluid, the electric field
E(r) therefore exclusively derives from an electric
potential ΦE(r) within the fluid reservoir, for in-
stance by imposing different values of ΦE at the
system boundaries. This reservoir potential satis-
fies ∇2ΦE(r) = −ρre(r), where ρre(r) = nrk(r)ek is
the local charge density of the reservoir. As the fluid
reservoir is neutral everywhere to zeroth order in the
gradients (nbke
k = 0), the electric forces inside it can-
cel up to first order in the gradients:
nbkF
k
E(r) = n
b
ke
kΘ(r)E(r) = 0. (48)
Moreover, the electric forces inside the interfacial
region must balance those on the colloids, hence〈
nφk(r)F
k
E(r)
〉
V
+ cFE = 0. (49)
The separation of the fluid into an interfacial
region and a fluid reservoir allows us to consider
the coupling between the thermodynamic forces and
Stokes flows separately inside these regions. In
view of eqs. (47) and (49), it is useful to sepa-
rate out the uniform gravitational forces Fkg from
the interfacial force density Fφ(r). To this end,
we introduce the phoretic force density Fph(r) =
−∇Pφ(r) + ρφe (r)E(r), which is responsible for the
force-free interfacial motion of the colloids. With
ρφe (r)E(r) = n
φ
k(r)F
k
E(r), we have
Fph(r) = −h′φ(r)
∇T (r)
T
+nφk(r)
(−∇Tµk(r) + FkE(r)) , (50)
where −∇Tµk(r) + FkE(r) is the ’electrochemical’
force on fluid component k. From this definition,
it then directly follows that
Fφ(r) = Fph(r) + nφk(r)Fkg . (51)
With eqs. (47) and (49), the average phoretic force
density inside the volume element can further be ex-
pressed as
〈Fph(r)〉V = −c (−∇µφ + FE) , (52)
which corresponds to a thermodynamic action-
reaction law for the interfacial and electric forces
acting on the colloids and the interfacial region.
To first order in the gradients, the reservoir force
density is given by
Fr(r) = −h′bΘ(r)
∇T (r)
T
+nbkΘ(r)
(−∇Tµk(r) + Fkg) , (53)
where we recall that nbkF
k
E(r) = 0. For the determi-
nation of the colloidal flux, we relate the reservoir
force density to the osmotic pressure of the colloids,
defined by
Π = 〈P (r)〉V − 〈Pr(r)〉Vf . (54)
Note that this corresponds to the
thermodynamic[19] (rather than mechanical[37])
definition of the osmotic pressure, which allows
a determination of Π from the thermodynamic
equation of state of the colloids. In order to relate
Fr(r) to the osmotic pressure, we divide it into a
fluid mean-field contribution and a perturbation
Fr(r) = 〈Fr(r)〉Vf Θ(r) + δFr(r), (55)
where we note that Fr(r) = Fr(r)Θ(r), given that
Fr(r) is exclusively defined inside the fluid. The
fluid average 〈Fr(r)〉Vf and perturbation δFr(r) of
the reservoir force density are respectively given by
〈Fr(r)〉Vf = −h′b
〈∇T (r)〉Vf
T
+nbk
(
− 〈∇Tµk(r)〉Vf + Fkg) (56)
and
δFr(r) = −h′b
δ∇T (r)
T
− nbkδ∇Tµk(r), (57)
where we have used δFkg = 0, due to the uniformity
of the gravitational forces inside the fluid. Hence,
a perturbation in Fr(r) can be caused by a pertur-
bation in the temperature gradient, or by perturba-
tions in the chemical potential gradients at constant
temperature of the fluid components. Combining
eqs. (14), (16), (25) and ff (r) = fφ(r) + fr(r), we
have 〈∇P (r)〉V = 〈fφ(r) + fr(r)〉V + cF. With this
and 〈∇Pr(r)〉Vf = −〈Fr(r)− fr(r)〉Vf , taking the
gradient of eq. (54) and using eq. (19) gives
∇Π = 〈fφ(r) + fr(r)〉V +cF+ 〈Fr(r)〉Vf −〈fr(r)〉Vf .
(58)
Using 〈fr(r)〉V = (1− γ) 〈fr(r)〉Vf together with eqs.
(48) and (49) in eq. (58), the fluid average of the
reservoir force density can thus be expressed as
〈Fr(r)〉Vf = ∇Π− cFg + γnbkFkg −
〈
nφk(r)
〉
V
Fkg .
(59)
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Moreover, a comparison between eqs. (56) and (59)
yields
∇TΠ− cFg = nbk
(
− 〈∇Tµk(r)〉Vf + (1− γ) Fkg)
+
〈
nφk(r)
〉
V
Fkg (60)
and
h′b =
T∂Π
∂ 〈T (r)〉Vf
. (61)
Having related Fφ(r) to the phoretic force den-
sity and Fr(r) to the osmotic pressure gradient, the
thermodynamic force density F(r) = Fφ(r)+Fr(r)
can now be re-expressed in terms of these quantities.
Substituting eqs. (51), (55) and (59) into eq. (44),
we obtain
F(r) =
Fph(r) + nφk(r)Fkg
+ Θ(r)
[
∇Π− cFg + γnbkFkg −
〈
nφk(r)
〉
V
Fkg
]
+ δFr(r).
Using this result for F(r) in eq. (41), and noting
that eqs. (20) and (38) give 〈Θ(r) (S(r)− 1)〉V =−1, the colloidal flux finally takes the form
J =
1
ξ
〈(S(r)− 1) · (Fph(r) + δFr(r))〉V
+
1
ξ
(−∇Π + cFg)− c
ξ
Vcn
b
kF
k
g
+
1
ξ
〈
nφk(r)S(r)
〉
V
· Fkg . (62)
This expression of the colloidal flux is particularly
useful for theoretical computations as it only refers
to a hydrodynamic coupling inside the regions con-
taining an interfacial excess, or those where the ther-
modynamic forces are non-uniform. Furthermore,
the osmotic pressure gradient ∇Π can be computed
if the colloidal equation of state is known. The term
−VcnbkFkg in eq. (62) represents the buoyant force,
which scales with the number of fluid particles Vcn
b
k
’displaced’ by the volume Vc of a colloid. The last
term in eq. (62) is a hydrodynamic contribution
stemming from the gravitational forces on the so-
lutes inside the interfacial region, which could in
principle be determined once the Stokes tensor and
the interfacial excess densities are known. However,
as the solutes are usually much lighter and sparser
than the solvent, it is reasonable to neglect the
weight of the solutes, so that
〈
nφk(r)S(r)
〉
V
·Fkg ≈ 0
and −γnbkFkg ≈ −γnb0Fg,0, where nb0Fg,0 is the grav-
itational force density on the solvent. The first term
in eq. (62) represents the force-free phoretic motion
of the colloids, which we denote by
Jph =
1
ξ
〈(S(r)− 1) · (Fph(r) + δFr(r))〉V . (63)
To test the validity of eq. (62), it is instructive to
look at two well-known limiting cases. First, let us
consider the case of uncharged colloids at uniform
temperature, inside a fluid where all components
are incompressible and all thermodynamic forces are
uniform. This implies that Fph(r) = δFr(r) = 0.
From eq. (62), we then recover the standard form of
the diffusion-sedimentation flux [34]
J =
1
ξ
(−∇TΠ + cFg)− c
ξ
Vcn
b
kF
k
g . (64)
In section II, we briefly mentioned the thermo-
dynamic approach to thermophoresis.[21–23] More
generally, a thermodynamic approach is only con-
cerned with the interfacial contribution to phoretic
motion and neglects the hydrodynamic coupling to
the interfacial force density, which amounts to set-
ting δFr(r) = 0 and S(r) = 0 in eq. (62). In view
of eq. (52), eq. (62) then reduces to
J = − c
ξ
∇µφ + c
ξ
FE +
1
ξ
(−∇Π + cFg)− c
ξ
Vcn
b
kF
k
g ,
(65)
which corresponds to the thermodynamic form of
the colloidal flux. However, neglecting the hydro-
dynamic coupling is generally not a valid assump-
tion for colloids, since the interfacial excess is often
primarily located within a thin outer layer around
the hydrodynamic boundary. The opposite case,
where the hydrodynamic boundary may be treated
as point-like compared to the outer interfacial re-
gion, rarely occurs in experimental systems and
would only hold for small nanoparticles with a very
wide interaction range.[14]
VI. PHORETIC MOTION IN THE DILUTE
LIMIT
After a successful comparison to limiting results
that ignore the local hydrodynamic coupling in eq.
(62), we will now focus on the force-free phoretic
contribution to colloidal motion. To this end, we
introduce the phoretic force Fph = ξJph/c, such that
Fph =
1
c
〈(S(r)− 1) · (Fph(r) + δFr(r))〉V . (66)
First of all, we note that phoretic motion comprises
two different contributions, one coupling to the in-
terfacial region (Fph(r)), and another one related
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to the perturbation of the reservoir force density
(δFr(r)). The first contribution corresponds to the
conventional perception of phoretic motion as an
interfacial phenomenon.[5, 6, 17] However, little is
known about the second contribution, which sug-
gests that phoretic motion can occur even in the ab-
sence of interfacial excess, under the condition that
the local thermodynamic forces are non-uniform.
To understand this, it is sufficient to consider a
single colloid inside an infinitely large fluid at uni-
form temperature, made of an incompressible sol-
vent (k = 0) and containing a neutral solute com-
ponent (k = 1). The system is subjected to a
solute chemical potential gradient ∇Tµb1. For the
sake of simplicity, we assume that gravity is ab-
sent. If the chemical potential of the solvent remains
unperturbed by the colloid, the local fluid pres-
sure gradient at its surface is given by ∇TPf (r) =
n1(r)∇Tµ1(r) + nb0∇Tµb0. As the solvent allows for
a net pressure equilibration in the bulk (b) of the
system, its chemical potential gradient is fixed by
the condition ∇P bf = nb1∇Tµb1 + nb0∇Tµb0 = 0. The
local fluid pressure gradient can therefore be ex-
pressed as ∇TPf (r) = n1(r)∇Tµ1(r)− nb1∇Tµb1. In
the conventional treatment of diffusiophoresis as an
interfacial phenomenon, the solute chemical poten-
tial gradient would be assumed uniform everywhere
around the colloid (∇Tµ1(r) = ∇Tµb1), yielding
∇TPf (r) = nφ1 (r)∇Tµb1, where nφ1 (r) = n1(r)−nb1 is
the interfacial excess density of the solute. However,
a fluid pressure gradient also arises in the absence of
interfacial excess (n1(r) = n
b
1) if the colloid modifies
the solute chemical potential gradient (∇Tµ1(r) 6=
∇Tµb1), giving ∇TPf (r) = nb1
(∇Tµ1(r)−∇Tµb1) =
nb1δ∇Tµ1(r). In both cases, this fluid pressure gra-
dient can lead to diffusiophoretic motion.
In order to obtain explicit expressions for the
Stokes flow tensor and the local thermodynamic
force fields, we will consider the limit of high dilu-
tion γ 6 cVR  1, assuming that interfacial excess
densities and local force perturbations decay rapidly
over a typical distance c−1/3 between colloids. As
inter-colloidal interactions can be neglected in the
dilute limit, the osmotic pressure of the colloids is
given by the ideal expression Π = ckB 〈T (r)〉Vf ,[15]
such that
∇Π = kBT∇c+ ckB 〈∇T (r)〉Vf . (67)
Comparison between eqs. (67) and (61) further
yields
h′b = −ckBT. (68)
The modified bulk enthalpy density h′b of the fluid
is thus expected to vanish when the colloidal con-
centration goes to zero, and can therefore be identi-
fied as a collective effect. Unlike the aforementioned
example of diffusiophoresis, a local perturbation of
the temperature gradient alone will therefore not
contribute to thermophoretic motion in the single-
colloid limit (c = 0).
In the dilute limit, each colloid undergoes phoretic
motion on its own, uninfluenced by the other col-
loids. As a result, the interfacial excess densities
and force perturbations in the direct vicinity of one
colloid only depend on the position relative to that
colloid. It is hence sufficient to consider a single
colloid in the middle of a volume element, with the
reference point for r conveniently chosen at the cen-
tre of its hydrodynamic boundary. The expression
for the phoretic force then reduces to
Fph =
∫
1
(S(r)− 1) · (Fph(r) + δFr(r)) dV, (69)
where the notation
∫
1
indicates that the integral is
performed over a volume element containing a single
colloid. Let us denote the temperature gradient and
electrochemical gradients occurring in eq. (50) by
∇Y (r) ≡ {kB∇T (r),∇Tµk(r)− ekE(r)} , (70)
and accordingly, the densities by
ρ(r) ≡
{
h′f (r)
kBT
, nk(r)
}
, (71)
where kB is the Boltzmann constant. Using the same
notation for interfacial and reservoir densities as in
the previous section, we can write
ρ(r) = ρφ(r) + ρr(r), (72)
with ρr(r) = ρbΘ(r) to zeroth order in the gradients.
In view of eq. (69), the phoretic force FY resulting
from the thermodynamic gradient ∇Y (r) can now
be expressed as
FY = −
∫
1
(S(r)− 1)·(ρφ(r)∇Y (r) + ρbδ∇Y (r)) dV.
(73)
For a colloid with a spherical hydrodynamic
boundary, the Stokes flow tensor has a well-known
analytical solution, given by [35, 38]
S(r) =
3
4
R
r
[
a (1 + rˆrˆ)−
(
a− 2
3
)
R2
r2
(3rˆrˆ− 1)
]
(74)
if r > R, and S(r) = 1 if r < R. Here, r = |r| and
rˆ = r/|r|. The slip parameter a takes the value 1
for a non-slip boundary condition and the value 2/3
for a perfect-slip boundary condition. Moreover, the
friction coefficient of a colloid is given by Stokes’ law
ξ = 6piaηR, (75)
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where η is the dynamic viscosity of the solvent. As
S(r) − 1 = 0 within the hydrodynamic boundary,
only the region outside the boundary contributes to
the integral in eq. (69). The outer interfacial region
surrounding the hydrodynamic boundary is also re-
ferred to as the interfacial layer. The effective width
λ of the interfacial layer is set by the steepness of the
specific interaction potential outside the sphere. The
layer is termed ’thin’ if the potential decays rapidly
over a distance small compared to the hydrodynamic
radius of the colloid (R  λ), and ’wide’ otherwise
(R λ).
The thermodynamic fields Y (r) are determined
by the continuity equations for heat and fluid par-
ticles. Due to the dynamic length and time scale
separation, these equations can be used in their
stationary forms, which are respectively given by
∇ · J′q(r) = σq(r) and ∇ · Jk(r) = σk(r). The heat
and fluid source densities σq(r) and σk(r) generated
by the colloids can give rise to phoretic motion in
the absence of any externally applied gradients. In
this case, the colloids are said to be ’active’, and
the resulting motion is also known as self-phoretic
motion.[12] We will therefore refer to the colloids as
’passive’ if their phoretic motion is exclusively driven
by externally applied thermodynamic gradients.
A. The hydrodynamic form of the phoretic
force for passive colloids
We now investigate the hydrodynamic form of eq.
(73) for passive colloids. In what follows, we model
the inner region of the hydrodynamic boundary of
a colloid as a homogeneous medium with uniform
transport properties, which may differ from those of
the fluid. To determine the thermodynamic fields,
we follow Anderson [6] by reducing the continuity
equations for heat and fluid particles to a set of
Laplace equations, of the form
∇ · y(r)∇Y (r) = 0, y(r) =
{
yout if r > R
yin if r < R,
(76)
where
y(r) ≡
{
κ(r),
Lkk(r)
T
}
. (77)
Hence, the relevant transport coefficients for the
temperature field and electrochemical fields are the
thermal conductivity κ(r) and the diffusive per-
meabilities Lkk(r)/T , respectively. Knowing that
∇Y (r) tends to the applied bulk gradient ∇Yb far
away from the colloid, the Laplace equation can be
solved for a sphere of radius R and transport coeffi-
cient yin embedded in a fluid medium with a trans-
port coefficient yout. From the solution, which is
given in appendix X A, the tensor Cy′(r), such that
∇Y (r) = Cy′(r) · ∇Yb, (78)
can be identified as
Cy′(r) =

1 + y′R
3
r3 (3rˆrˆ− 1) , r > R
(1− y′) 1, r < R.
(79)
The constant y′ is given by the ratio
y′ =
yin − yout
yin + 2yout
. (80)
Here, we will refer to this ratio as the ’Clausius-
Mossotti’ factor, due to its resemblance with the ra-
tio of electric permittivities bearing the same name.
For our model calculations, we consider a colloid
with a spherically symmetric surface charge distribu-
tion, which implies that the interfacial excess densi-
ties ρφ(r) only depend on the radial distance r from
its centre, to zeroth order in the gradients. Based on
the rotational symmetry around the direction of the
bulk gradient ∇Yb, the following expression can then
be derived for the contribution FY to the phoretic
force (see appendix X A):
FY = −∇Yb
∫ ∞
R
ρφ(r)By′(r)4pir
2dr − y′VRρb∇Yb,
(81)
where the dimensionless function By′(r) is given by
By′(r) = −1 + aR
r
+ y′
[
a
2
R4
r4
+
(
1− 3a
2
)
R6
r6
]
.
(82)
The first term in eq. (81) involves an integral
over the interfacial layer. For uniform thermody-
namic forces (y′ = 0), this contribution reduces to
the initial reciprocal approach by Burelbach et al.
(By′(r) = −1 + aR/r),[14] which has recently been
applied to charged systems [39] and validated by
means of computer simulations.[40] If the interac-
tion range λ is very small compared to the colloidal
radius R, we have ε = r − R  R, and a leading
order expansion in the small parameter ε/R yields
r2By′(r) ≈ −R2(1−a)(1−y′)−(2−a+4y′−5ay′)Rε.
(83)
For a stick boundary condition (a = 1), this reduces
to r2By′(r) = −(1 − y′)Rε, and the contribution
from the interfacial layer takes the limiting form
FY,layer ≈ ∇Yb(1− y′)4piR
∫ ∞
0
ερφ(ε)dε. (84)
Noting that 1 − y′ = 3yout/(yin + 2yout), this ex-
actly coincides with the well-known Smoluchowski-
Derjaguin expression of the phoretic force,[16, 17]
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which is the widely accepted result for phoretic mo-
tion within the boundary layer approximation.[6, 7,
9] However, if there is partial slip at the boundary
( 23 6 a < 1), the first term in eq. (83) is dominant
and we get
FY,layer ≈ ∇Yb(1− a)(1− y′)4piR2
∫ ∞
0
ρφ(ε)dε,
(85)
where 4piR2
∫∞
0
ρφ(ε)dε is the net interfacial excess
inside the layer. As the interfacial excess scales with
∼ R2λ, this result is by an order R/λ larger than
the Smoluchowski-Derjaguin expression for a stick
boundary, which explains why the phoretic velocity
rapidly increases with hydrodynamic slip for colloids
with thin interfacial layers.[30]
The second term in eq. (81), which stems from
the force perturbation, scales with the Clausius-
Mossotti factor y′ and is (rather unexpectedly) inde-
pendent of the hydrodynamic boundary condition.
Due to its proportionality to VRρb, it has resem-
blance with the buoyant force, which instead scales
with Vcρb. To our knowledge, this term has not been
discussed in literature so far. We therefore conclude
that a local perturbation in the temperature or fluid
chemical potentials alone may be sufficient to give
rise to a phoretic force.
To illustrate this, we reconsider our previous ex-
ample of diffusiophoretic motion of a single colloid
inside an infinitely large fluid, due to an applied
chemical potential gradient ∇Tµb1 of a neutral solute
component (k = 1). We again assume that gravity
is absent, but now also allow for a perturbation of
the solvent chemical potential (k = 0). Applying
eq. (81) in the absence of interfacial solute excess
(nφ1 (r) = 0), the diffusiophoretic force just reduces
to
Fph = Fµ1 + Fµ0 (86)
= −L′11VRnb1∇Tµb1 − L′00VRnb0∇Tµb0.
Note that the factor 1/T in the diffusive permeabil-
ity Lkk/T drops out of the corresponding Clausius-
Mossotti factor, which can therefore just be written
as L′kk = (Lkk,in − Lkk,out)/(Lkk,in + 2Lkk,out). Us-
ing the condition of uniform bulk pressure nb1∇Tµb1+
nb0∇Tµb0 = 0 to eliminate the solvent chemical po-
tential, we obtain
Fph = − (L′11 − L′00)VRnb1∇Tµb1. (87)
This result shows that diffusiophoresis in the absence
of interfacial interactions relies on a notable differ-
ence L′11−L′00 between the relative boundary perme-
abilities of the solute and the solvent. Let us briefly
consider a colloid whose boundary is ’transparent’
to solvent diffusion (L00,in = L00,out), in which
case the solvent chemical potential is not perturbed
(L′00 = 0). If the solute is treated within the Poisson-
Boltzmann-Debye-Hu¨ckel approximation, we further
have nb1∇Tµb1 = kBT∇nb1 and L11 = nb1T/ξ1 ∝ D1,
where D1 is the diffusion coefficient of the solute.
The corresponding diffusiophoretic mobility Mµ1 of
the colloid, defined by Fph = −ξMµ1∇nb1, can then
be identified as
Mµ1 =
1
ξ
D1,in −D1,out
D1,in + 2D1,out
VRkBT. (88)
For a colloid whose hydrodynamic boundary is im-
permeable to the solute (D1,in = 0), we obtain
Mµ1 = −VRkBT/(2ξ), meaning that the colloid will
be subjected to a diffusiophoretic force that tends
to pull it up the applied solute chemical potential
gradient. It should however be noted that the con-
tribution given by eq. (88) is unlikely to be observed
for conventional suspensions, as most colloids are ei-
ther impermeable or equally permeable to diffusion
of the solvent and the solutes. Although the design
of such a diffusively semi-permeable colloid may well
be within the reach of current fabrication techniques,
eq. (88) could instead be verified by means of MPCD
simulations,[41] which allow for a fine tuning of inner
and outer transport properties.[40]
In arriving at eq. (81), we have assumed that the
continuity equations for heat and fluid particles can
be reduced to a set of Laplace equations, but this
assumption has not been justified so far. As shown
in appendix X B, this reduction requires that the
solutes be treated within the Poisson-Boltzmann-
Debye-Hu¨ckel approximation, which will be intro-
duced more rigorously in the following section. In
particular, the set of Laplace equations defined by
eqs. (70) and (76) are only recovered if temperature
gradients and electrochemical gradients do not occur
simultaneously (see appendix X B). In the following
model calculations for passive colloids, we will there-
fore consider two specific cases: Electrophoresis at
uniform temperature, and thermophoresis in the ab-
sence of electrochemical gradients.
VII. MODEL CALCULATION FOR
CHARGED COLLOIDS: ELECTRO- AND
THERMOPHORESIS
To further validate eq. (81), we apply our re-
sult for the phoretic force in the dilute limit to the
motion of charged colloids suspended in an aque-
ous electrolyte solution. Phoretic motion of charged
colloids has attracted a lot of attention in recent
years,[24, 31, 42, 43] and has been described be-
yond the boundary-layer limit from both a force-free
[28, 44] and reciprocal [39] perspective. However,
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these approaches all assumed uniform gradients at
the colloidal surface.[28, 39, 44] It is therefore in-
structive to evaluate eq. (81) for charged colloids,
as the resulting expressions should apply beyond the
boundary layer approximation even when the ther-
modynamic gradients are non-uniform.
The evaluation of eq. (81) obviously requires
knowledge of the densities ρφ(r) and ρb. However,
deriving explicit expressions for the interfacial excess
densities nφk(r) and h
′
φ(r) remains one of the main
challenges in the theoretical description of phoretic
motion inside non-ideal fluids. Although simple the-
oretical models, such as the Born theory for polar
solvents, have previously been used to account for
the solvation enthalpy of a colloid,[28, 39, 42] it is
currently still unclear to what extent these mod-
els apply to solid-liquid interfaces where the solvent
molecules may no longer be freely polarisable. In
order to circumvent this issue, interfacial colloid-
solvent interactions will be ignored here, whereas the
charged solutes (ions and counterions) will be de-
scribed using the Poisson-Boltzmann-Debye-Hu¨ckel
approximation. The solutes are thus treated as
point-like particles that only interact with each other
via a net electric field within the interfacial layer of
a colloid. To zeroth order in the gradients, the in-
terfacial excess number density of solute k is then
given by
nφk(r) = n
b
k
[
exp
(
−φk(r)
kBT
)
− 1
]
, (89)
where φk(r) is the corresponding electrostatic inter-
action potential.
Within the Poisson-Boltzmann approximation,
the chemical potential of the solute just comprises
an ideal part µk,id(r) and a contribution µk,s(r) due
to its solvation, such that µk(r) = µk,id(r) +µk,s(r).
In particular, the contribution µk,s(r) is considered
independent of the solute densities. As shown in
appendix X C, the modified excess enthalpy density
h′φ(r) of the interfacial layer then takes the form
h′φ(r) = nk(r)φ
k(r) + nφk(r)kBT
k, (90)
where the index k in the temperature only serves as
a summation index.
Within the Debye-Hu¨ckel approximation, the elec-
trostatic interaction is assumed weak compared to
the thermal energy scale, so that |φk(r)|  kBT .
The potential energy φk(r) of the charged solute is
related to the local electric potential ϕE(r) of the
interfacial layer via φk(r) = ekϕE(r). An expansion
of eq. (89) up to second order in φk(r) then allows
a linearisation of the Poisson equation, which yields
the well-known Yukawa form of the local electric po-
tential
ϕE(r) = ζ
R
r
exp
{
−r −R
λ
}
, (91)
where λ =
[
nbkeke
k/(kBT )
]−1/2
is the Debye
screening length, ζ is the electric surface potential
of the colloid (at r = R), and  (= out) is the elec-
tric permittivity of the solvent.
A. Electrophoresis
Electrophoretic motion of charged colloids occurs
in the presence of an applied electric field Eb. Us-
ing eq. (78) with ∇Y (r) = ∇Tµk(r) − ekE(r),
∇Yb = −ekEb and y′ = L′kk, the local electrochemi-
cal gradients can be written as
∇Tµk(r)− ekE(r) = −CL′kk(r)ekEb, (92)
where CL′kk(r) is given by eq. (79). In view of
eq. (81), the corresponding electrophoretic force can
hence be expressed as
Fph = e
kEb
∫ ∞
R
nφk(r)BL′kk(r)4pir
2dr
+L′kkVRn
b
ke
kEb. (93)
To leading order in φk(r), the solute excess densities
read
nφk(r) = −
nbkek
kBT
ϕE(r). (94)
With eqs. (82), (91) and (94), the electrophoretic
force can finally be evaluated from eq. (93). In order
to quantify the sign and strength of electrophoresis,
we introduce the electrophoretic mobility ME via
Fph = ξMEEb. Using eq. (75) for the friction coef-
ficient, the electrophoretic mobility takes the form
ME =
2ζ
3aη
(1 + (1− a)x)
+L′kk
2ζ
3aη
nbkeke
kλ2
kBT
AE(x)
+
L′kk
6piaηR
VRn
b
ke
k, (95)
where x = R/λ. The function AE(x) is given by
AE(x) = −1
8
(2− a)x2 + 1
24
(2 + 3a)x3
− 1
48
(2− 3a) (x4 − x5) (96)
− 1
48
x4
(
12a+ (2− 3a)x2) exE1(x),
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with
E1(x) =
∫ ∞
x
e−t
t
dt. (97)
Note that ζ also depends on x. If all solutes have
the same diffusive permeability within a given region
(Lkk = n
b
kT/ξk = L), then they share a common
Clausius-Mossotti factor L′. In this case, eq. (95)
reduces to
ME =
2ζ
3aη
(1 + (1− a)x+ L′AE(x)) , (98)
where we note that the contribution from the elec-
trochemical perturbation, given by the last term in
eq. (95), has dropped out because nbke
k = 0. In ad-
dition, let us consider a charged colloid with a non-
slip hydrodynamic boundary (a = 1), which is im-
permeable to the solutes (L′ = −1/2). Using these
values and substituting the expression forAE(x) into
eq. (98), we obtain
ME =
2ζ
3η
[
1 +
1
16
x2 − 5
48
x3 − 1
96
(
x4 − x5)
+
1
96
x4
(
12− x2) exE1(x)] . (99)
The result in brackets exactly coincides with the
Henry function for the electrophoretic mobility,[18,
45] which was first derived by Henry using force-
free rather than reciprocal arguments. As a result,
the Henry function is restricted to a non-slip bound-
ary condition and assumes that the solutes cannot
diffusive through the hydrodynamic boundary of a
colloid.
B. Thermophoresis
It is also worth enquiring how electrostatic inter-
actions affect colloidal motion inside an applied tem-
perature gradient ∇Tb. With φk(r) = ekϕE(r), the
interfacial excess enthalpy density becomes
h′φ(r) = ρ
φ
e (r)ϕE(r) + n
φ
k(r)kBT
k. (100)
Moreover, we have ρφe (r) = −ϕE(r)/λ2 within the
Debye-Hu¨ckel approximation, meaning that the elec-
trostatic energy density in eq. (100) scales with the
square of the local electric potential. For the second
term in eq. (100), the expression of nφk(r) given by
eq. (89) must therefore be expanded up to second
order in φk(r). This yields
h′φ(r) = −

2λ2
ϕ2E(r) (101)
to leading order in φk(r). Given that ∇T (r) =
Cκ′(r) · ∇Tb, eq. (81) can then be used to deter-
mine the thermophoretic force from
Fph = −∇Tb
T
∫ ∞
R
h′φ(r)Bκ′(r)4pir
2dr − κ′VRh′b
∇Tb
T
,
where κ′ = (κin − κout)/(κin + 2κout). However,
the thermophoretic force is not the only force that
drives colloidal motion inside a temperature gradi-
ent. From eqs. (62) and (67), we see that the os-
motic pressure gradient exerts an additional force
−kB∇Tb on the colloid. Noting that h′b = −ckBT ,
the net driving force FT = Fph−kB∇Tb induced by
the temperature gradient becomes
FT = −∇Tb
T
∫ ∞
R
h′φ(r)Bκ′(r)4pir
2dr
−kB∇Tb (1− κ′cVR) . (102)
Let us further introduce the ’thermal’ mobility DT
via FT = −ξDT∇Tb. Using eq. (101) to evaluate
the integral in eq. (102), we obtain
DT =
1
6
ζ2
aηT
Aκ′(x) +
kB
6piaηR
(1− κ′cVR), (103)
where x = R/λ, and
Aκ′(x) =
x− 2
15
κ′(3− 2a)x2
+
1
30
κ′(6 + a)x3 − 1
15
κ′(2 + 7a)x4
+
1
15
κ′(2− 3a) (x5 − 2x6)
− 1
15
(
30ax2 − 20κ′ax5 − 4κ′(2− 3a)x7) e2xE1(2x).
(104)
If the colloid and the solvent have the same thermal
conductivity (κ′ = 0), the temperature gradient is
uniform. A non-slip boundary condition (a = 1)
then yields
DT =
1
6
ζ2
ηT
[
x− 2x2e2xE1(2x)
]
+
kB
6piηR
, (105)
where the first term is the ’phoretic’, and the second
term is the ’osmotic’ contribution to the thermal mo-
bility. For dilute colloids, the osmotic contribution
is expected to be negligible compared to the phoretic
contribution.[46] When x becomes very large, the ex-
pression in brackets in eq. (105) tends to the value
1/2. In the boundary-layer limit (R  λ), the mo-
bility DT therefore reduces to
DT =
1
12
ζ2
ηT
+
kB
6piηR
. (106)
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The first term in eq. (106) corresponds to the
well-known Ruckenstein term of the thermophoretic
mobility, which was first derived from a force-free
argument.[5] In fact, Ruckenstein obtained a pre-
factor 1/8 instead of 1/12, by considering a planar
rather than spherical surface.
The recovery of the Henry function for elec-
trophoresis and the Ruckenstein term for ther-
mophoresis validates eq. (81) and suggests that
our hydrodynamic form of the phoretic force is
a generalisation of these results to non-uniform
thermodynamic gradients (− 12 6 y′ 6 1), for any
hydrodynamic boundary condition ( 23 6 a 6 1)
or interfacial layer thickness (λ ∼ R). The corre-
sponding colloidal flux (or velocity) can hence be
determined from eqs. (95) or (103) and compared
to experimental measurements, provided that the
applied thermodynamic gradients are known. In
the light of these findings, it should however be
remembered that the application of one thermo-
dynamic gradient may well lead to the induction
of other gradients inside the system [47, 48] (see
appendix X B for further details). For instance,
a favourable comparison to experimental mea-
surements has previously been achieved by noting
that a stationary temperature gradient may induce
a thermoelectric field in the bulk of an aqueous
electrolyte solution.[28, 31, 39] This suggests that
colloidal motion inside multi-component fluids often
results from an interplay between multiple phoretic
phenomena, even if only one thermodynamic gradi-
ent is externally applied to the system.
VIII. CONCLUSION
Based on Onsager’s reciprocal relations, we have
formulated a complete description of colloidal mo-
tion driven by non-uniform thermodynamic forces.
Our formulation shows that the colloidal flux results
from a local coupling between the Stokes flows and
thermodynamic forces inside the fluid, which reflects
both the hydrodynamic and thermodynamic charac-
ter of particle motion. The separation of the fluid
into an interfacial region and a reservoir has fur-
ther allowed us to identify the phoretic force density
and the osmotic pressure gradient as primary driv-
ing forces behind non-equilibrium motion of colloids.
Our general results are expected to apply to both
passive and active colloids, as long as the suspen-
sion remains at local thermodynamic equilibrium.
Moreover, our results also suggest that phoretic mo-
tion can occur in the absence of interfacial interac-
tions, as evidenced by an example of diffusiophore-
sis at uniform temperature. An explicit hydrody-
namic form of the phoretic force has further been
derived for a sphere in the limit of high dilution.
The obtained expression extends the Henry func-
tion for electrophoresis and the Ruckenstein term for
thermophoresis to arbitrary hydrodynamic bound-
ary conditions and interfacial layer thicknesses. In
general, our formulation provides a common ground
for all colloidal transport phenomena and closes the
gap between the force-free and reciprocal approaches
to non-equilibrium motion.
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X. APPENDIX
A. Derivation of the phoretic force for passive
colloids
Here, we derive the hydrodynamic form of the
phoretic force for passive colloids in the dilute limit,
under the assumption that the temperature and elec-
trochemical fields satisfy the Laplace equation
∇·y(r)∇Y (r) = 0, y(r) =
{
yout if r > R
yin if r < R,
(107)
where
y(r) ≡
{
κ(r),
Lkk(r)
T
}
. (108)
Requiring continuity of y(r)∇Y (r) at the hydrody-
namic boundary and noting that ∇Y (r) → ∇Yb far
away from the colloid, the Laplace equation can be
solved for a sphere of radius R and transport coeffi-
cient yin embedded in a fluid medium with a trans-
port coefficient yout. The corresponding solution is
well-known and given by [33]
Y (r, θ) =

Y ∗ + |∇Yb|
(
1− y′R3r3
)
r cos θ, r > R
Y ∗ + |∇Yb| (1− y′) r cos θ, r < R,
(109)
where ∇Yb is the unperturbed gradient inside the
bulk fluid, θ is the angle between ∇Yb and the posi-
tion r from the colloidal centre, and Y ∗ is a constant
reference value at θ = pi/2. The Clausius-Mossotti
factor reads
y′ =
yin − yout
yin + 2yout
. (110)
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From this solution, the local gradient∇Y (r) is found
to be related to the applied bulk gradient ∇Yb via
∇Y (r) = Cy′(r) · ∇Yb, (111)
where the tensor Cy′(r) is identified as
Cy′(r) =

1 + y′R
3
r3 (3rˆrˆ− 1) , r > R
(1− y′) 1, r < R.
(112)
At high dilution, a large proportion of fluid is lo-
cated in the bulk region of the system, which implies
that 〈∇Y (r)〉Vf = ∇Yb. Therefore, the local pertur-
bation of ∇Y (r) inside the fluid can be expressed
as
δ∇Y (r) = Θ(r) (Cy′(r)− 1) · ∇Yb, (113)
where Θ(r) represents the excluded volume function
for the colloidal volume Vc. Noting that S(r)−1 = 0
for r < R, eq. (73) can now be written as
FY = −∇Yb ·
∫ ∞
R
[ρφ(r)B(r) + ρbB
∗(r)] dV, (114)
where the tensors B(r) and B∗(r) are given by
B(r) = (S(r)− 1) ·Cy′(r) (115)
and
B∗(r) = (S(r)− 1) · (Cy′(r)− 1) . (116)
The notation
∫∞
R
indicates that the volume integral
is evaluated from the hydrodynamic boundary at
r = R to a bulk region far away from the bound-
ary (r →∞).
For our model calculations, we assume that the in-
terfacial excess density ρφ(r) only depends on radial
distance. In this case, only the z-component of the
integrand contributes to the volume integral, due to
the rotational symmetry around the direction zˆ of
∇Yb, hence
FY = −∇Yb
∫ ∞
R
[ρφ(r)Bz(r, θ) + ρbB
∗
z (r, θ)] dV,
(117)
where the scalar functions Bz(r, θ) = B(r) : zˆzˆ and
B∗z (r, θ) = B
∗(r) : zˆzˆ are the projections of these
tensors onto zˆ. Based on eqs. (74) and (112), the
expression of Bz(r, θ) is given by
Bz(r, θ) =− cos2 θ
[
1 + 2y′
R3
r3
]
×
[
1− 3a
2
R
r
−
(
1− 3a
2
)
R3
r3
]
− sin2 θ
[
1− y′R
3
r3
]
×
[
1− 3a
4
R
r
+
1
2
(
1− 3a
2
)
R3
r3
]
.
(118)
By introducing the orientational average 〈Bz(r)〉θ =
1
2
∫ pi
0
Bz(r, θ) sin θdθ, we can then write
FY = −∇Yb
∫ ∞
R
ρφ(r) 〈Bz(r)〉θ 4pir2dr
−ρb∇Yb
∫ ∞
R
〈B∗z (r)〉θ 4pir2dr, (119)
where
〈Bz(r)〉θ = −1 + a
R
r
+ y′
[
a
2
R4
r4
+
(
1− 3a
2
)
R6
r6
]
.
(120)
The expression for 〈B∗z (r)〉θ can directly be obtained
from eq. (120) by only keeping the terms propor-
tional to y′:
〈B∗z (r)〉θ = y′
[
a
2
R4
r4
+
(
1− 3a
2
)
R6
r6
]
. (121)
The second integral in eq. (119) can now be eval-
uated, giving −y′VRρb∇Yb, which is independent of
the hydrodynamic boundary condition. Hence, the
contribution FY to the phoretic force takes the final
form
FY = −∇Yb
∫ ∞
R
ρφ(r) 〈Bz(r)〉θ 4pir2dr−y′VRρb∇Yb,
(122)
which, by denoting 〈Bz(r)〉θ ≡ By′(r), corresponds
to our result given by eq. (81).
Equation (81) describes the phoretic force for pas-
sive colloids. For self-phoretic motion of active col-
loids, no thermodynamic gradients are externally
applied to the system. The gradient ∇Y (r) must
therefore stem from a source density σ(r) generated
by the colloid, and the corresponding field satisfies
the Poisson equation ∇ · y(r)∇Y (r) = −σ(r), where
σ(r) ≡ {σq(r), σk(r)}. This equation does usually
not have a straightforward analytical solution when
transport properties differ inside and outside the
boundary.[49] However, a particularly simple case is
given by that of a self-phoretic dipole, with a cor-
responding dipole moment p. From eq. (112), we
see that the outer perturbation caused by a sphere
inside a uniform bulk gradient is that of a dipole
with moment p = −3yy′VR∇Yb. If the interfacial
layer is again assumed to be spherically symmet-
ric, the self-phoretic force of a dipole can hence di-
rectly be obtained from eqs. (81) and (82) by setting
y′∇Yb = −p/(3yVR) and omitting all other terms,
giving
FY =
p
yR
∫ ∞
R
ρφ(r)
[
a
2
R2
r2
+
(
1− 3a
2
)
R4
r4
]
dr +
ρbp
3y
.
The self-phoretic force of a dipole thus takes a non-
zero value ρbp/(3y) in the absence of interfacial ex-
cess.
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B. Determination of the thermodynamic fields
In order to determine the local temperature field
and electrochemical fields for passive colloids in the
dilute limit, we have to make use of the stationary
continuity equations
∇ · J′q(r) = σq(r) (123)
and
∇ · Jk(r) = σk(r), (124)
where σq(r) and σk(r) are the corresponding source
(or sink) densities. As the local heat and fluid par-
ticle fluxes are given by eqs. (31) and (32), solving
these equations for the thermodynamic fields is in
general not trivial, even in the absence of sources.
It has been suggested by Anderson[6] that the cross-
coefficients of these fluxes are negligible compared
to the diagonal coefficients, and that the latter may
be assumed uniform inside and outside the hydrody-
namic boundary of a colloid. Indeed, the hydrody-
namic contributions in eqs. (31) and (32) can usually
be neglected for the determination of the thermody-
namic fields due to the relatively slow motion of the
colloids. Under this assumption, the fluxes reduce
to
J′q(r) = −Lqq(r)
∇T (r)
T 2
+
1
T
Lql(r)
(−∇Tµl(r) + Fl(r))
and
Jk(r) = −Lkq(r)∇T (r)
T 2
+
1
T
Lkl(r)
(−∇Tµl(r) + Fl(r)) .
As heat transport is dominated by conduction in
colloidal suspensions (Lqq  kBTLql), we have
J′q(r) ≈ −κ(r)∇T (r), where κ(r) = Lqq(r)/T 2 is the
thermal conductivity. Eq. (123) therefore simplifies
to
∇ · κ(r)∇T (r) = −σq(r), (125)
with
κ(r) =
{
κout if r > R
κin if r < R.
(126)
Due to the incompressibility and high density of the
solvent (k = 0), the solvent flux is well approximated
by J0(r) ≈ L00(r)T (−∇Tµ0(r) + Fg,0). Denoting the
corresponding source density by σ0(r), the continu-
ity equation for the solvent becomes
∇ · L00(r)
T
(∇Tµ0(r)− Fg,0) = −σ0(r), (127)
with
L00(r) =
{
L00,out if r > R
L00,in if r < R.
(128)
In order to justify the constancy of the Onsager co-
efficients Lkk(r) and Lkq(r) of the remaining solutes
(k 6= 0) outside the hydrodynamic boundary, the
excess densities nφk(r) of the interfacial layer must
be assumed weak compared to the bulk densities,
so that nk(r) ≈ nbk for r > R. This condition is
satisfied in the Debye-Hu¨ckel approximation, where
the interfacial interaction potential of the solutes
is assumed weak compared to the thermal energy.
Moreover, cross-coupling to other solute components
can be neglected within the Poisson-Boltzmann ap-
proximation (Lkl ≈ 0 for l 6= k).[39] However,
the ’heat of transport’ Q∗k = Lkq(r)/Lkk(r) of
the solute may be comparable or larger than the
thermal energy kBT ,[7] meaning that the cross-
coefficient Lkq(r) cannot be neglected for the solute
flux. Noting that Q∗k is a constant single-particle
(solvation) property within the Poisson-Boltzmann
approximation,[32, 39] and ignoring the weight of
the solutes, the solute flux takes the form
Jk(r) ≈ Lkk(r)
T
(
−Q∗k
∇T (r)
T
−∇Tµk(r) + ekE(r)
)
.
(129)
Accordingly, the continuity equation for solute com-
ponent k is given by
∇ · Lkk(r)
T
(
Q∗k
∇T (r)
T
+∇Tµk(r)− ekE(r)
)
= −σk(r),
(130)
where
Lkk(r) =
{
Lkk,out if r > R
Lkk,in if r < R.
(131)
For passive colloids, we have σq(r) = 0 and
σk(r) = 0, and eqs. (125), (127) and (130) reduce to
the following set of Laplace equations
∇ · κ(r)∇T (r) = 0, (132)
∇ · L00(r)
T
(∇Tµ0(r)− Fg,0) = 0 (133)
and
∇ · Lkk(r)
T
(
Q∗k
∇T (r)
T
+∇Tµk(r)− ekE(r)
)
= 0,
(134)
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where the last equation applies to the solutes (k 6=
0). As a result, the solutions of these equations are
given by eq. (109). From eqs. (132)-(134), we also
see that only the temperature field directly satis-
fies the Laplace equation, whereas the electrochem-
ical fields of the solutes additionally couple to the
temperature field. Based on eq. (111), the thermo-
dynamic gradients defined in eq. (70) can now be
expressed in terms of those occurring in eqs. (132)-
(134), yielding the relations
∇T (r) = Cκ′(r) · ∇Tb, (135)
∇Tµ0(r) = CL′00(r) · ∇Tµb0 −
(
CL′00(r)− 1
) · Fg,0,
(136)
and
∇Tµk(r)− ekE(r) = (137)
CL′kk(r) ·
(∇Tµbk − ekEb)
+Q∗k
(
CL′kk(r)−Cκ′(r)
)
· ∇Tb
T
.
For convenience, we have used y′ = L′kk instead of
y′ = (Lkk/T )′ in eqs. (136) and (137), as a factor
1/T simply drops out of the corresponding Clausius-
Mossotti factor in eq. (112).
The incompressible solvent can only contribute to
the phoretic force via a perturbation of its chemical
potential gradient. Using eq. (136), this perturba-
tion can be expressed as
δ∇Tµ0(r) = Θ(r)
(
CL′00(r)− 1
) · (∇Tµb0 − Fg,0) .
(138)
Instead of ∇Yb = ∇Tµb0, the substitution ∇Yb =
∇Tµb0 − Fg,0 must therefore be used for the solvent
under gravity, when evaluating the second term in
eq. (81).
In view of eq. (137), there are different scenarios
for the phoretic motion of colloids due to electro-
chemical forces on the solutes, depending on which
gradients are applied, and how these gradients are
applied to the system.[9, 18, 39, 47] The scenario
considered in section VII holds for systems where
electrochemical forces only occur in the absence of
a temperature gradient, or vice versa. In this case,
eq. (137) reduces to
∇Tµk(r)− ekE(r) = CL′kk(r) ·
(∇Tµbk − ekEb) ,
(139)
meaning that the electrochemical fields also directly
satisfy the Laplace equation, as required by eq. (76).
This scenario therefore corresponds to diffusio- and
electrophoretic motion at uniform temperature,[9,
18, 47] or conversely to thermophoresis in the ab-
sence of electrochemical forces.[8] For the case of
electrophoresis presented in section VII, we have also
assumed that the application of an electric field does
not induce any solute chemical potential gradients in
the bulk of the system.[18] This condition is satis-
fied if the electric field is periodically reversed, as to
avoid the accumulation of solutes on one or the other
side of the system. A different situation arises when
the bulk is subjected to stationary chemical gradi-
ents of charged solutes, which may induce an electric
field Eb by solute diffusion.[47] In this case, Eb can
be determined from the condition of vanishing elec-
tric current in the bulk of the system (ekJbk = 0).
Another rather common scenario, which is not
considered in detail here, occurs when the solutes
reach a steady state inside an applied temperature
gradient, such that Jbk = 0.[31] Based on eq. (129),
this condition yields
∇Tµbk − ekEb = −Q∗k
∇Tb
T
. (140)
Equation (140) can then be used to eliminate the
induced electrochemical bulk gradients in eq. (137),
giving
∇Tµk(r)− ekE(r) = −Q∗kCκ′(r) ·
∇Tb
T
. (141)
If the colloids have the same thermal conductivity as
the solvent, then Cκ′(r) = 1 and the temperature
gradient is uniform everywhere. In this case, eq.
(141) reduces to ∇Tµk − ekE = −Q∗k∇Tb/T , which
has previously been used to describe the effect of
electrochemical gradients on thermophoresis inside
a stationary temperature gradient.[31, 39, 48]
C. The partial enthalpy and modified enthalpy
density of a point-like solute component
Within the Poisson-Boltzmann approximation, we
treat the solutes as point-like particles that do not
interact with each other inside the neutral bulk of
the system. The solutes are embedded in a solvent
and may be surrounded by solvation shells due to
their specific interaction with the solvent molecules.
In this case, the chemical potential of a solute com-
ponent k just comprises an ideal part µk,id(r) and a
contribution µk,s(r) due to its solvation, such that
µk(r) = µk,id(r) + µk,s(r). The ideal part µk,id(r) is
given by
µk,id(r) = kBT (r)
(
lnnrk(r)−
3
2
lnT (r) +K
)
,
(142)
where nrk(r) is the corresponding reservoir density
and K is a solute-specific constant. As the solvent
is incompressible and as µk,s(r) is independent of
the solute densities, the Gibbs adsorption equation
for the solvation shell reads [50]
− dµk,s(r) = Sk,s(r)dT (r), (143)
20
where Sk,s(r) is the entropy of solvation. The partial
molar enthalpy of solute component k can now be
computed, yielding
H¯k(r) = −T 2(r) ∂
∂T
(
µk(r)
T (r)
)
P,nj
= −T 2(r) ∂
∂T
(
µk,id(r)
T (r)
+
µk,s(r)
T (r)
)
P,nj
=
3
2
kBT (r) + (T (r)Sk,s(r) + µk,s(r))
=
3
2
kBT (r) + H¯k,s(r), (144)
where H¯k,s(r) = T (r)Sk,s(r) + µk,s(r) is the contri-
bution from the solvation shell. Clearly, a position-
dependence in H¯k(r) can only stem from a temper-
ature variation. However, the enthalpy density is
evaluated to zeroth order in the gradients, meaning
that we can simply write H¯k =
3
2kBT + H¯k,s.
Let φk(r) be the interfacial interaction potential of
solute k at the colloidal surface. The corresponding
local enthalpy density can be expressed as [50]
hk(r) = nk(r)
(
φk(r) +
5
2
kBT + H¯k,s
)
,
where 52kBT is the ideal-gas contribution. Given
that the interaction potential vanishes far away from
the colloidal surface, the reservoir enthalpy density
of the solute reads
hbk = n
b
k
(
5
2
kBT + H¯k,s
)
(145)
to zeroth order in the gradients. Hence, the interfa-
cial enthalpy density h′φ,k(r) of solute component k
takes the form
h′φ,k(r) = h
′
k(r)− h′bk
=
(
hk(r)− nk(r)H¯k
)− (hbk − nbkH¯k)
= nk(r)φk(r) + n
φ
k(r)kBT. (146)
The net interfacial enthalpy density, as given by
eq. (90), is then obtained by summing eq. (146)
over all solute components.
[1] G. K. Batchelor, Journal of Fluid Mechanics 52, 245
(1972).
[2] G. K. Batchelor, Journal of Fluid Mechanics 74, 1
(1976).
[3] G. K. Batchelor and C.-S. Went, J . Fluid Mech,
Vol. 124 (1982) pp. 495–528.
[4] G. K. Batchelor, Journal of Fluid Mechanics 131,
155 (1983).
[5] E. Ruckenstein, Journal of Colloid and Interface Sci-
ence 83, 77 (1981).
[6] J. L. Anderson, Annual Review of Fluid Mechanics
21, 61 (1989).
[7] A. Wu¨rger, Reports on Progress in Physics 73,
126601 (2010).
[8] A. Parola and R. Piazza, The European physical
journal. E, Soft matter 15, 255 (2004).
[9] J. F. Brady, Journal of Fluid Mechanics 667, 216
(2011).
[10] T. Bickel, G. Zecua, and A. Wu¨rger, Physical Re-
view E - Statistical, Nonlinear, and Soft Matter
Physics 89, 1 (2014), arXiv:1401.7833.
[11] R. Golestanian, T. B. Liverpool, and A. Ajdari,
Physical Review Letters 94, 1 (2005), arXiv:0701169
[cond-mat].
[12] P. Gaspard and R. Kapral, The Journal of chemical
physics 148, 134104 (2018).
[13] S. de Groot and P. Mazur, North-Holland Publish-
ing Company, Amsterdam , 150 (1963).
[14] J. Burelbach, D. Frenkel, I. Pagonabarraga, and
E. Eiser, The European Physical Journal E 41, 7
(2018).
[15] A. Einstein, Ann. d. Phys. 322, 549 (1905).
[16] M. v. Smoluchowski, Bull Int Acad Sci Cracovie 3,
184 (1903).
[17] B. Derjaguin, N. Churaev, and V. Muller, Surface
Forces (New York, 1987).
[18] D. C. Henry, Proceedings of the Royal Society A:
Mathematical, Physical and Engineering Sciences
133, 106 (1931), arXiv:1108.0910.
[19] J. K. G. Dhont, The Journal of chemical physics
120, 1632 (2004).
[20] J. K. G. Dhont, The Journal of chemical physics
120, 1642 (2004).
[21] S. Fayolle, T. Bickel, S. Le Boiteux, and A. Wu¨rger,
Physical Review Letters 95, 208301 (2005).
[22] S. Duhr and D. Braun, Proceedings of the National
Academy of Sciences of the United States of Amer-
ica 2006 (2006).
[23] J. K. G. Dhont, S. Wiegand, S. Duhr, and D. Braun,
Langmuir , 1674 (2007).
[24] J. Morthomas and A. Wu¨rger, European Physical
Journal E (2008).
[25] E. Hu¨ckel, Physikalische Zeitschrift 25, 204 (1924).
[26] L. Onsager, Physical Review Letters 37 (1931).
[27] L. Onsager, Physical Review Letters 38 (1931).
[28] S. N. Rasuli and R. Golestanian, Physical Review
Letters 101, 1 (2008), arXiv:arXiv:0708.0090v3.
[29] J. L. Anderson, Journal of Colloid And Interface
Science 105, 45 (1985).
[30] A. Ajdari and L. Bocquet, Physical Review Letters
21
96, 1 (2006), arXiv:0605512 [cond-mat].
[31] A. Wu¨rger, Physical Review Letters 101, 108302
(2008).
[32] J. N. Agar, C. Y. Mou, and J. L. Lin, The Journal
of Physical Chemistry 93, 2079 (1989).
[33] P. S. Epstein, Z. Physik 54, 537 (1929).
[34] S. S. L. Peppin, J. a. W. Elliott, and M. G. Worster,
Physics of Fluids 17, 053301 (2005).
[35] L. D. Landau and E. M. Lifshitz, “Fluid mechanics,”
(1987), arXiv:1003.3921v1.
[36] A. Mori and Y. Suzuki, Natural Science 5, 631
(2013).
[37] J. Rodenburg, M. Dijkstra, and R. van Roij, Soft
matter 13, 8957 (2017).
[38] R. Barber and D. Emerson, Laboratory Technical
Report (2000).
[39] J. Burelbach and H. Stark, The European Physical
Journal E 42, 4 (2019).
[40] J. Burelbach, D. B. Bru¨ckner, D. Frenkel, and
E. Eiser, Soft Matter 14, 7446 (2018).
[41] A. Malevanets and R. Kapral, The Journal of Chem-
ical Physics 110, 8605 (1999).
[42] S. Fayolle, T. Bickel, and A. Wu¨rger, Physical Re-
view E - Statistical, Nonlinear, and Soft Matter
Physics 77, 1 (2008).
[43] A. S. Khair and T. M. Squires, Physics of Fluids 21
(2009), 10.1063/1.3116664.
[44] J. K. G. Dhont and W. J. Briels, The European
physical journal. E, Soft matter 25, 61 (2008).
[45] J. W. Swan and E. M. Furst, Journal of Colloid and
Interface Science 388, 92 (2012).
[46] R. Piazza and A. Parola, Journal of Physics: Con-
densed Matter 20, 153102 (2008).
[47] D. Prieve, J. Anderson, J. Ebel, and M. Lowell,
Journal of Fluid Mechanics 148, 247 (1984).
[48] S. A. Putnam and D. G. Cahill, Langmuir : the ACS
journal of surfaces and colloids 21, 5317 (2005).
[49] T. Bickel, A. Majee, and A. Wu¨rger, Physical Re-
view E - Statistical, Nonlinear, and Soft Matter
Physics 88 (2013), 10.1103/PhysRevE.88.012301,
arXiv:1401.7311.
[50] J. Burelbach, Thermophoresis in Colloidal Suspen-
sions, Ph.D. thesis, University of Cambridge (2018).
