Abstract. Given two ideals I and J of holomorphic functions such that I ⊆ J , we describe a comparison formula relating the Andersson-Wulcan currents of I and J . More generally, this comparison formula holds for residue currents associated to two generically exact complexes of vector bundles, together with a morphism between the complexes.
Introduction
Given a tuple f = (f 1 , . . . , f p ) a tuple of germs holomorphic functions at the origin in C n defining a complete intersection, i.e., so that codim Z(f ) = p, there exists a current, called the Coleff-Herrera product of f ,
associated to it, as introduced in [CH] . One of the fundamental properties of the Coleff-Herrera product is the duality theorem, which says that ann µ f = J (f ), where ann µ f is the annihilator of µ f , i.e., the holomorphic functions g such that gµ f = 0, and J (f ) is the ideal generated by f . The duality theorem was proven independently by Dickenstein and Sessa, [DS1] , and Passare, [P] .
Another fundamental property of the Coleff-Herrera product is that it satisfies the transformation law. Earlier versions of the transformation law involving cohomological residues (Grothendieck residues) had appeared, see for example [T1] , (4.3), and [GH] , page 657. exists a matrix A of holomorphic functions such that f = gA. Then
In the setting of Coleff-Herrera products, the transformation law was first stated in [DS1] , and it was explained that the proof can be reduced to the absolute case (when p = n) and cohomological residues, together with the technique from [CH] of fibered residues. An elaboration of this proof can be found in [DS2] .
For cohomological residues as in [GH] , the idea of the proof is that if dg 1 ∧ · · · ∧ dg n is non-vanishing, and A is invertible, then the transformation law is essentially the change of variables formula for integrals, and the general case is reduced to the previous case by perturbations of g and A.
In the case when p = n, the transformation law combined with the Nullstellensatz allow to express in an explicit fashion the action of µ f , see for example [T2] , page 22. Essentially the same idea is also used in [GH] to prove the duality theorem for Grothendieck residues by using the transformation law.
One particular case of the transformation law is when we choose different generators f ′ = (f ′ 1 , . . . , f ′ p ) of the ideal generated by f . Then the Coleff-Herrera product of f ′ differs from the one of f only by an invertible holomorphic function, and hence, it can essentially be considered as a current associated to the ideal J (f ) rather than the tuple f .
The requirement that f = gA means that J (f ) ⊆ J (g). Thus, by considering the Coleff-Herrera product of g as a current associated to the ideal J (g), the transformation law says that inclusion of ideals J (f ) ⊆ J (g) implies that we can express the Coleff-Herrera product associated to J (g) in terms of the Coleff-Herrera product associated to J (f ).
1.1. A comparison formula for Andersson-Wulcan currents. Now, consider an arbitrary ideal J ⊆ O = O C n ,0 of holomorphic functions. Throughout this article, we will let O denote O C n ,0 , the ring of germs of holomorphic functions at the origin in C n unless otherwise stated. Let (E, ϕ) used, for example in the study of various questions related to singular varieties, like division problems in [ASS, AW3, S] , and the∂-equation in [AS1, AS2] .
In case J is a complete intersection defined by a tuple f , then J has an explicit free resolution; the Koszul complex of f . In that case, the Andersson-Wulcan current associated to the Koszul complex coincides with the Coleff-Herrera product of f , see Section 2.3.
We now consider two ideals I and J such that I ⊆ J , and free resolutions (E, ϕ) and (F, ψ) of O/J and O/I respectively. We choose minimal free resolutions, so that in particular rank E 0 = rank F 0 = 1, i.e., E 0 ∼ = O ∼ = F 0 , and we let a 0 : E 0 → F 0 be this isomorphism. Since I ⊆ J , we get the natural surjection π : O/I → O/J , and by the choice of a 0 , the diagram
commutes. Using the fact that the F k are free, and that (E, ϕ) is exact, by a simple diagram chase one can show that one can complete this to a commutative diagram
of the free resolutions, i.e., a : (F, ψ) → (E, ϕ) is a morphism of complexes.
The main result of this article is a comparison formula for the currents associated to I and J , obtained from the morphism a. The formula involves forms u E and u F , which are certain endomorphismvalued forms on the free resolutions E and F , see Section 2 for details about how they are defined. Theorem 1.2. Let I, J ⊆ O be two ideals of germs of holomorphic functions such that I ⊆ J , and let (E, ϕ) and (F, ψ) be minimal free resolutions of O/J and O/I respectively. Let a : (F, ψ) → (E, ϕ) be the morphism in (1.2) induced by the natural surjection π : O/I → O/J . Then,
where
, and G is a tuple of holomorphic functions such that {G = 0} contains the set where (E, ϕ) and (F, ψ) are not pointwise exact.
The theorem in fact holds in a more general setting. First of all, there are Andersson-Wulcan currents associated not just to free resolutions, but to generically exact complexes of vector bundles, and the theorem holds for such residue currents together with arbitrary morphisms of the complexes, Theorem 3.2. To elaborate more precisely how the current M and ∇ ϕ are defined, more background from the construction of the Andersson-Wulcan currents is required. We refer to Section 2 for the necessary background, and Section 3 for a more precise statement of the comparison formula in the general form.
One of the main applications of the comparison formula will be to construct residue currents with prescribed annihilator ideals on singular varieties, generalizing the construction of Andersson-Wulcan. We will treat one aspect of the construction here, which is a rather direct consequence of the comparison formula, and we will elaborate it in the article [L3] . We will also discuss other direct applications and special cases of the comparison formula.
1.2. A transformation law for Andersson-Wulcan currents associated with Cohen-Macaulay ideals. Our first application is a situation in which the current M in (1.3) vanishes. This gives a direct generalization of the transformation law for Coleff-Herrera products to Andersson-Wulcan currents associated with Cohen-Macaulay ideals. We recall that an ideal J is Cohen-Macaulay if O/J has a free resolution of length equal to codim Z(J ). Theorem 1.3. Let I, J ⊆ O be two Cohen-Macaulay ideals of germs of holomorphic functions of the same codimension p such that I ⊆ J . Let (F, ψ) and (E, ϕ) be free resolutions of length p of O/I and O/J respectively. If a : (F, ψ) → (E, ϕ) is the morphism in (1.2) induced by the natural surjection π :
The proof of Theorem 1.3 is given in Section 4; it is a special case of the more general Theorem 4.1. In Remark 3 in Section 4, we describe how the transformation law for Coleff-Herrera product is a special case of Theorem 1.3.
In the article [DS2] , two proofs of the transformation law for ColeffHerrera products are given. One of the proofs can in fact be adapted to give an alternative proof of Theorem 1.3, see Section 4.
See Section 4 for various examples of how one can use Theorem 1.3 or its generalization Theorem 4.1 to express the current R I for a CohenMacaulay ideal I in terms of other currents in an explicit way. In Section 5, we give an example of a computation when the ideal is not Cohen-Macaulay.
In a forthcoming article joint with E. Wulcan, we use Theorem 1.3 to compute currents like Dϕ 1 • · · · • Dϕ p • R p , generalizing the Poincaré-Lelong formula. In another joint article, [LW] , we use Theorem 1.3 to calculate in a simpler and in some aspects more explicit way residue currents associated to Artinian monomial ideals, compared to earlier work by the second author.
1.3. Andersson-Wulcan currents on an analytic variety. Let J ⊆ O C n ,0 be an ideal of holomorphic functions. Then, the AnderssonWulcan current R J is a current associated to J such that its annihilator equals J . It is natural to ask if there exists a similar current on a singular analytic variety (Z, 0) ⊆ (C n , 0) associated to an ideal J ⊆ O Z , where O Z = O/I Z and I Z is the ideal of holomorphic functions vanishing on Z.
There exists one natural candidate. If we consider the AnderssonWulcan current R J +I Z on (C n , 0), its annihilator equals J + I Z . Thus, since its annihilator contains I Z , we get a well-defined multiplication of it by holomorphic functions on Z, and its annihilator considered as an ideal in O Z equals J .
We first remind briefly how to define currents on analytic varieties. The usual way to define currents on an analytic variety is to first define test-forms on analytic varieties, and then define currents as continuous linear functionals on the test-forms. However, more concretely, if (Z, 0) ⊆ (C n , 0), and i is the inclusion i : (Z, 0) → (C n , 0), then T is a current of bidimension (d, e) on Z if i * T is a current of bidimension (d, e) on (C n , 0) which vanishes when acting on test-forms φ such that φ| Zreg = 0. Conversely, if T ′ is any such current on (C n , 0), then T ′ defines a unique current T on Z such that i * T = T ′ . Since R J +I Z is a current of bidimension (n, n−p) on C n , it cannot be a current on Z for degree reasons, so we consider instead R J +I Z ∧ dz, where dz = dz 1 ∧ · · · ∧ dz n , which has the same annihilator as R J +I Z .
Theorem 1.4. Let (Z, 0) be a subvariety of (C n , 0), and let J ⊆ O Z be an ideal. Then there exists a current R Note that by construction, I Z annihilates R J +I Z , and by properties of pseudomeromorphic currents, I Z , i.e., antiholomorphic functions vanishing on Z, also annihilate R J +I Z , Proposition 2.3. If (Z, 0) is not irreducible, it is easily seen that I Z and I Z do not generate the ideal of smooth functions vanishing on Z. For example, if Z = {zw = 0} ⊆ C 2 , then zw is smooth and vanishes at Z, but it does not lie in the (smooth) ideal generated by holomorphic and antiholomorphic functions vanishing on Z. However, this can happen also when (Z, 0) is irreducible. For example, the variety Z = {z
3 is irreducible at 0, but there exist z arbitrarily close to 0 such that (Z, z) is not irreducible. In this case, the ideal of smooth functions vanishing on Z is strictly larger than the ideal generated by I Z and I Z , see [N] , Proposition 9, Chapter IV and [M] , Theorem 3.10, Chapter VI. Thus, it is not immediate whether it is possible to prove Theorem 1.4 using only that it is annihilated by I Z and I Z .
Remark 1. In case J is a complete intersection defined by a tuple f on a complex manifold Z, the Coleff-Herrera product of f coincides with the Andersson-Wulcan current of J , and hence is a current on Z such that its annihilator equals J . If Z is singular, the Coleff-Herrera product of f still exists, and is a current on Z. However, in general its annihilator is strictly larger than J , see [L2] .
Trying to prove Theorem 1.4 was actually how we were lead to discover the comparison formula. Proving that R I Z ∧ dz corresponds to a current on Z follows in a rather straightforward way by using properties of pseudomeromorphic currents if Z has pure dimension. Since the holomorphic annihilator of R J +I Z is larger than that of R I Z , and it has smaller support, it should be easier to annihilate it, and hence, R J +I Z should also be a current on Z. One way of making this into a formal mathematical argument would be to express R J +I Z in terms of R I Z . In the case of two complete intersections f and g instead of J + I Z and I Z , the transformation law expresses this relation. Trying to extend this to more general ideals, we arrived at Theorem 1.2.
1.4. The Jacobian determinant of a holomorphic mapping. Let
, and let J f the Jacobian determinant of f , i.e.,
If f is a complete intersection, it follows from the Poincaré-Lelong formula, [CH] , Section 3.6, that
where k is the multiplicity of f at 0, i.e., the generic number of preimages f −1 (z) close to 0 for z close to 0. In particular, since 0 ∈ Z(f 1 , . . . , f n ), k ≥ 1. Thus, J f does not annihilate µ f , so by the duality theorem, J f / ∈ J (f ). Hickel proved in [H] , that the converse of this also holds. Theorem 1.5. Let f = (f 1 , . . . , f n ) be a tuple of germs of holomorphic functions in O C n ,0 , and let J f be the Jacobian determinant of f . Then J f ∈ J (f 1 , . . . , f n ) if and only if codim Z(f 1 , . . . , f n ) < n.
We will use the generalization Theorem 3.2 of Theorem 1.2 to give a proof of this theorem by means of residue currents, the proof is given in Section 7.
The results in [H] concern more general rings than just O = O C n ,0 , the ring of germs of holomorphic functions, and generalize previous results by Vasconcelos in the case of the polynomial ring over a field, [V] . In the proof in [H] , as is the case here, residues are used. However, the proof in [H] uses Lipman residues, which are very much algebraic in nature, compared to Andersson-Wulcan currents, which are analytic in nature.
In the other applications of our comparison formula, we have considered Andersson-Wulcan currents associated to free resolutions. In the proof of Theorem 1.5, we use the comparison formula when the source complex is the Koszul complex of f , which is generically exact, and exact if and only if f is a complete intersection. The target complex will be a free resolution of the ideal J (f ), and in order to get the induced morphism between the complexes, it is only required that the target complex is exact, see Proposition 3.1.
The current associated to the Koszul complex of f is called the Bochner-Martinelli current, as introduced in [PTY] . In fact, Theorem 1.5 was an important tool in the study of annihilators of BochnerMartinelli currents in [JW] .
Acknowledgements
I would like to thank Mats Andersson and Elizabeth Wulcan for valuable discussions in the preparation of this article.
Andersson-Wulcan currents and pseudomeromorphic currents
In this section, we recall the construction of residue currents associated to free resolutions of ideals, or more generally, residue currents associated to generically exact complexes, as constructed in [AW1] and [A3] . This is done in a rather detailed manner, since the construction of the comparison formula, and the properties of the currents appearing in the formula requires rather detailed knowledge of the construction of Andersson-Wulcan currents and their properties.
Let (E, ϕ) be a Hermitian complex (i.e., a complex of vector bundles equipped with Hermitian metrics), which is generically exact, i.e., the complex is pointwise exact outside some analytic set Z. Mainly, (E, ϕ) will be a free resolution of a module O/J , for some ideal J ⊆ O. When we refer to exactness of the complex, we mean that the induced complex of sheaves of O-modules is exact. When we refer to exactness as vector bundles, we will refer to it as pointwise exactness, and generic exactness means it is pointwise exact outside of some analytic set. This is in contrast to the notation in for example [AW1] , where the induced complex of sheaves of O-modules is denoted O(E), and exactness as vector bundles or sheaves depends on if the complex is referred to as E or O(E).
2.1. The superbundle structure of the total bundle E. The bundle E = ⊕E k has a natural superbundle structure, i.e., a Z 2 -grading, which splits E into odd and even elements E + and E − , where
, the sheaf of currentvalued sections of E inherits a superbundle structure by letting the degree of an element µ ⊗ ω be the sum of the degrees of µ and ω modulo 2, where µ is a current and ω is a section of E. Now, also EndE gets a superbundle structure by letting the even elements be the endomorphisms preserving the degree, and the odd elements the endomorphisms switching degree. Given g in EndE, we consider it also as en element of EndD ′ (E) by the formula
if g is homogeneous. Also,∂ can be considered as an element of EndD
We let ∇ := ϕ −∂. Note that the action of ϕ on D ′ (E) is defined so that∂ and ϕ anti-commute, and hence, ∇ 2 = 0. Note also that since ϕ and∂ are odd mappings, ∇ is odd.
The mapping ∇ induces a mapping ∇ End on D ′ (EndE) by the formula
where α is a section of D ′ (EndE) and ξ is a section of E. By the fact that ∇ 2 = 0, and that ∇ is odd, we also get that ∇ 2 End = 0. Note also that if α and β are sections of D ′ (EndE), of which at least one of them is smooth, so that αβ is defined, then
2.2. The residue current R associated to a generically exact complex of vector bundles. Let Z be the set where E is not pointwise exact. Outside of Z, let σ k : E k−1 → E k be the right-inverses to ϕ k which are minimal with respect to the metrics on E, i.e.,
The form u is smooth outside of Z, and we define a current extension U of u over Z, U := |F | 2λ u| λ=0 , where F is a tuple of holomorphic functions such that Z(F ) ⊇ Z. By | λ=0 , we mean that for Re λ ≫ 0, |F | 2λ u is a (arbitrarily) smooth form, and its action on a test form depends analytically on λ, and the action of U on the test form is defined as the analytic continuation to λ = 0 of the action of |F | 2λ u on the test form. The existence of this analytic continuation is non-trivial, and it relies on the theorem of Hironaka on resolutions of singularities, see [AW1] . The definition of U is independent of the choice of F , cf., the discussion of a similar statement in the proof of Proposition 6.1 in [L1] .
Since u and U coincide where u is smooth, ∇ End U = Id E outside of Z, and the residue current R associated to E is defined as the difference between these currents, R = Id E −∇ End U, which thus is a current with support on Z. Applying ∇ End to |F | 2λ u, and using (2.1) and that ∇ End u = Id E , it follows that one could also define R by
The current R satisfies the fundamental property that if E is a free resolution of O/J , then ann R = J . Note that since ∇ End Id E = 0,
End U = 0. Since R is a End(E)-valued current, it consists of various components R l k , where R l k is the part of R taking values in Hom (E l , E k ) and R l k is a (0, k − l)-current. We will denote the part of R taking values in Hom (E, E k ) by R k . In case we know more about the complex E, more can be said about which components are non-vanishing. First, if k − l < codim Z, then R l k = 0, Proposition 2.2 in [AW1] , and if E is exact, i.e., a free resolution, then R l k = 0 if l = 0, Theorem 3.1 in [AW1] .
In particular, if E is a free resolution of length N of O/J , where
2.3.
Residue currents associated to the Koszul complex. Let f = (f 1 , . . . , f p ) be a tuple of holomorphic functions. Then there exists a well-known complex associated to f , the Koszul complex ( k O ⊕p , δ f ) of f , which is pointwise exact outside of the zero set Z(f ) of f . We let e i be the trivial frame of O ⊕p , and identify f with the section f = f i e * i of (O ⊕p ) * , so that δ f is the contraction with f . In [PTY] , a current called the Bochner-Martinelli current of a tuple f was introduced, which we will denote by R f . One way of defining it is as the Andersson-Wulcan current associated to the Koszul complex of f , see [A1] for a presentation from this viewpoint.
In case the tuple f defines a complete intersection, the Koszul complex of f is exact, i.e., a free resolution of O/J (f ), so the annihilator of the Bochner-Martinelli current equals J (f ). Another current with the same annihilator is the Coleff-Herrera product of f , (1.1), which can be defined by analytic continuation,
In fact, these two currents coincide.
Theorem 2.1. Let f = (f 1 , . . . , f p ) be a tuple of holomorphic functions defining a complete intersection. Let R f be the Bochner-Martinelli current of f , R f = µ∧e 1 ∧· · ·∧e p , and let µ f be the Coleff-Herrera product of f . Then, µ = µ f .
The theorem was originally proved in [PTY] , Theorem 4.1, see also [A4] , Corollary 3.2 for an alternative proof.
2.4. Pseudomeromorphic currents. Many arguments regarding AnderssonWulcan currents use the fact that they are pseudomeromorphic. Pseudomeromorphic currents were introduced in [AW2] , based on similarities in the construction of Andersson-Wulcan currents and ColeffHerrera products.
A current of the form 1 z
where α is a smooth form with compact support is said to be an elementary current, and a current on a complex manifold X is said to be pseudomeromorphic, denoted T ∈ PM(X), if it can be written as a locally finite sum of push-forwards of elementary currents under compositions of modifications and open inclusions. As can be seen from the construction, Coleff-Herrera products, Andersson-Wulcan currents and all currents appearing in this article are pseudomeromorphic. In addition, as is apparent from the definition, the class of pseudomeromorphic currents is closed under push-forwards of currents under modifications and under multiplication by smooth forms.
An important property of pseudomeromorphic currents is that they satisfy the following dimension principle, Corollary 2.4 in [AW2] . Proposition 2.2. If T ∈ PM(X) is a (p, q)-current with support on a variety Z, and codim Z > q, then T = 0.
Another important property is the following, Proposition 2.3 in [AW2] . Proposition 2.3. If T ∈ PM(X), and Ψ is a holomorphic form vanishing on supp T , then Ψ ∧ T = 0.
Pseudomeromorphic currents also have natural restrictions to analytic subvarieties. If T ∈ PM(X), and Z ⊆ X is a subvariety of X, and h is a tuple of holomorphic functions such that Z = Z(h), one can define
This definition is independent of the choice of tuple h, and 1 Z T is a pseudomeromorphic current with support on Z.
2.5. Coleff-Herrera currents. Coleff-Herrera currents were introduced in [DS1] (under the name "locally residual currents"), as canonical representatives of cohomology classes in moderate local cohomology. Let Z be a subvariety of pure codimension p of a complex manifold X. A ( * , p)-current µ on X is a Coleff-Herrera current, denoted µ ∈ CH Z , if ∂µ = 0, ψµ = 0 for all holomorphic functions ψ vanishing on Z, and µ has the standard extension property, SEP, with respect to Z, i.e., 1 V µ = 0 for any hypersurface V of Z. This description of Coleff-Herrera currents is due to Björk, see [B1] , Chapter 3, and [B2] , Section 6.2. In [DS1] , locally residual currents were defines as currents of the form ω ∧ R h , where ω is a holomorphic ( * , 0)-form, and Z = Z(h) (at least if Z is a complete intersection defined by h).
One particular case of Coleff-Herrera currents that will be of interest to us are Andersson-Wulcan currents R E associated to free resolutions (E, ϕ) of minimal length of Cohen-Macaulay modules O/J . Such a current is∂-closed since ∇R E = 0 implies that∂R
= 0 since E is assumed to be of minimal length. The other properties of needed in order to be a Coleff-Herrera current are satisfied by the fact that they are pseudomeromorphic, Proposition 2.2 and Proposition 2.3.
2.6. Singularity subvarieties of free resolutions. In the study of residue currents associated to free resolutions of ideals, an important ingredient is certain singularity subvarieties associated to the ideal. Given a free resolution (E, ϕ) of an ideal J , the variety Z k = Z E k is defined as the set where ϕ k does not have optimal rank. These sets are independent of the choice of free resolution. If codim Z(J ) = p, then Z k = Z for k ≤ p, Corollary 20.12 in [E] . In addition, Corollary 20.12 says that Z k+1 ⊆ Z k , and codim Z k ≥ k by Theorem 20.9 in [E] . In fact, Theorem 20.9 in [E] is a characterization of exactness, the BuchsbaumEisenbud criterion, which says that a generically exact complex of free modules is exact if and only if codim Z k ≥ k.
The fact that these sets are important in the study of residue currents associated to free resolutions stems from the following. Outside of Z k , σ k is smooth, so by using that σ l+1∂ σ l =∂σ l+1 σ l (see [AW1] , (2.3)), R k =∂σ k R k−1 outside of Z k . This combined with the dimension principle for pseudomeromorphic currents allows for inductive arguments regarding residue currents, see for example Section 6.
A comparison formula for Andersson-Wulcan currents
The starting point of Theorem 1.2 is that the natural surjection π : O/I → O/J , when I ⊆ J , induces a morphism of complexes a : (F, ψ) → (E, ϕ), where (F, ψ) and (E, ϕ) are free resolutions of O/I and O/J respectively. The existence of such a morphism holds much more generally in homological algebra, of which the following formulation is suitable for our purposes, what is sometimes referred to as the comparison theorem.
Proposition 3.1. Let α : M → N be a homomorphism of O-modules, and let (F, ψ) be a complex of free O-modules with coker ψ 1 = M, and let (E, ϕ) be a free resolution of N. Then, there exists a morphism a : (F, ψ) → (E, ϕ) of complexes which extends α. Ifã is any other such morphism, then there exists a homotopy s :
That a extends α means that the map induced by a 0 on F 0 /(im ψ 1 ) ∼ = M → N ∼ = E 0 /(im ϕ 1 ) equals α. Both the existence and uniqueness up to homotopy of a follows from defining a or s inductively by a relatively straightforward diagram chase, see [E] , Proposition A3.13. This is the general formulation of our main theorem, Theorem 1.2.
Theorem 3.2. Let a : (F, ψ) → (E, ϕ) be a morphism of Hermitian complexes, and let u E and u F be the forms associated to E and F as defined in (2.3), and let
, where G is a tuple of holomorphic functions such that G ≡ 0, and Z(G) contains the set where (E, ϕ) and (F, ψ) are not pointwise exact. Then
where ∇ = ∇ ϕ⊕ψ .
Note that ∇ is defined with respect to the complex (E ⊕ F, ϕ ⊕ ψ), and the superstructure, as in Section 2.1, of this complex is the grading (E ⊕ F )
Proof. To begin with, we should prove the existence M, i.e., that the analytic continuation of the left-hand side (3.1) has a current-valued analytic continuation to λ = 0. However, we begin by considering the current
, and proving the existence of this current, the existence of M follows in the same way. The existence of the analytic continuation in (3.3) follows from a straightforward combination of the proof of the existence of the analytic continuation in the definition of U E and U F associated to E and F , see Section 2 of [AW1] , and the proof of the existence of the analytic continuation of a similar current in [L1] , Lemma 7.3. The main point of the argument is that by principalization of ideals and resolution of singularities, the components of u E and u F can respectively locally be written as push-forwards of smooth forms divided by single holomorphic functions, and by further principalization and resolution of singularities, the components of u E ∧ au F can locally be written as the push-forward of a smooth form divided by a monomial, of which the existence of the analytic continuation is elementary. Now, since a is a morphism of complexes, ϕa = aψ, and hence, ∇a = ϕa − aψ = 0. Thus, since outside of Z(G), ∇ ϕ u E = Id E and ∇ ψ u F = Id F , and since u E has odd degree and a even degree, we get by (2.1) that
Applying ∇ to this equation, we get (3.2) since ∇ 2 = 0, and
The main idea in the proof of Theorem 3.2, to form a ∇-potential essentially of the form U ∧ U ′ to U − U ′ appears in various works regarding residue currents, for example in [A1] and [AW1] in order to prove that under suitable conditions, the definition of the residue currents do not depend on the choice of metrics. This corresponds to applying the comparison formula in the case when (E, ϕ) and (F, ψ) have the same underlying complex, but are equipped with different metrics.
Another instance where such a construction appear is for example [L1] , regarding the transformation law for Coleff-Herrera products of (weakly) holomorphic functions, of which its relation to the comparison formula is elaborated in Remark 3. It also appears in [A2] and [W] , regarding products of residue currents, but the relation to the comparison formula is not as apparent.
Remark 2. Note that in Proposition 3.1, the complex (F, ψ) does not have to be exact. For our comparison formula to work, neither the complex (E, ϕ) has to be exact, as long as the morphism a exists. For example, if we have f = gA, for some tuples g and f of holomorphic functions, and a holomorphic matrix A, as in Remark 3, then A induces a morphism between the Koszul complexes of f and g, and we can apply the comparison formula also when the Koszul complex of g is not exact.
A transformation law for Andersson-Wulcan currents associated to Cohen-Macaulay ideals
In this section, we state and prove the general version of our transformation law for Andersson-Wulcan currents associated to CohenMacaulay ideals.
Theorem 4.1. Let J ⊆ O be a Cohen-Macaulay ideal of codimension p, with a free resolution (E, ϕ) of length p, and let (F, ψ) be a generically exact complex such that the set Z where (F, ψ) is not pointwise exact has codimension p.
Proof. The last part about the existence of a follows immediately from Proposition 3.1. Thus, applying Theorem 3.2, since R E only takes values in Hom (E 0 , E p ), only the term R E p a 0 of R E p a remains, and it will be enough to see that the current M as defined by (3.1) is 0. We write M = k,l M l,k , where M l,k is the component of M with values in Hom (F l , E k ). The current M l,k is a (0, k−l−1)-current with support on Z which has codimension p, so since k ≤ p, M l,k is 0 by the dimension principle, Proposition 2.2.
, and let Z be the germ at 0 of π(C). One can show that the ideal of holomorphic functions vanishing at Z equals J = (y 2 − xz, x 3 − yz, x 2 y − z 2 ). The module O/J has a minimal free resolution
To check that this is a resolution, one verifies first that it indeed is a complex. Secondly, since I 1 = I(ϕ 1 ) = J , and I 2 = I(ϕ 2 ) = J (the Fitting ideals of ϕ 1 and ϕ 2 ), the complex is exact by [E] , Theorem 20.9 (cf. Section 2.6, where Z k = Z(I k )).
In particular, since O/J has a minimal free resolution of length 2, with rank E 2 = 2, Z is Cohen-Macaulay but not a complete intersection. However, Z is in fact a set-theoretic complete intersection. Let f = (z 2 − x 2 y, x 4 + y 3 − 2xyz), and I = J (f ). One can verify that Z(I) = Z, and since codim Z = 2, Z is indeed a set-theoretic complete intersection. Now, let (E, ϕ) be the free resolution of O/J , and (F, ψ) be the Koszul complex of f , which is a free resolution of O/I since f is a complete intersection. Since O/J is Cohen-Macaulay and Z(I) = Z(J ), we can apply Theorem 1.3 to (F, ψ) and (E, ϕ) . One verifies that a : (F, ψ) → (E, ϕ),
is a morphism of complexes extending the natural surjection π : O/I → O/J . See Appendix A for an example of how to compute these things with the help of a computer algebra system. Since the current associated to the Koszul complex of a complete intersection f is the Coleff-Herrera product of f , we get by Theorem 1.3 that
The fact that we can express the residue current corresponding to the ideal above in terms of a Coleff-Herrera product can be done more generally, as the following example shows.
Example 2. Let J ⊆ O be a Cohen-Macaulay ideal of codimension p, and let Z = Z(J ). Then, there exists a complete intersection (f 1 , . . . , f p ) such that Z ⊆ Z(f ), see for example [L2] , Lemma 19. By the Nullstellensatz, there exist N i such that f
i , we can assume that (f 1 , . . . , f p ) is a complete intersection such that J (f 1 , . . . , f p ) ⊆ J . Let (F, ψ) be the Koszul complex of f and let (E, ϕ) be a free resolution of O/J of length p. By Theorem 1.3, we then have that
where a p is the morphism in Theorem 1.3, since the current associated with the Koszul complex of f is the Coleff-Herrera product of f .
Remark 3. The transformation law for Coleff-Herrera products is a corollary of Theorem 1.3 in the following way. Let f and g be two complete intersections of codimension p, and assume that there exists a matrix A of holomorphic functions such that f = gA. Since f and g are complete intersections, the Koszul complexes ( O ⊕p , δ f ) and ( O ⊕p , δ g ) are free resolutions of O/J (f ) and O/J (g).
Since J (f ) ⊆ J (g), we get a morphism a of the Koszul complexes of f and g induced by the inclusion π : O/J (f ) → O/J (g) by Proposition 3.1. In fact, the morphism a k :
, Lemma 7.2. In particular, a p = p A = det A, so since the Andersson-Wulcan currents associated to the Koszul complexes of f and g are the Coleff-Herrera products of f and g, the transformation law µ g = (det A)µ f follows directly from Theorem 1.3.
In fact, the proof of Theorem 1.3 in this particular situation becomes exactly the proof of the transformation law for Coleff-Herrera products given in [L1] , Theorem 7.1.
As mentioned above, the transformation law for Coleff-Herrera products is a special case of Theorem 1.3. In [DS2] , two proofs of the transformation law are given, and in fact, we can essentially use the same argument as the second proof of the transformation law in [DS2] , pages 54-55, to prove Theorem 1.3.
that [(a * p )ξR The only difference of the proof here, to the proof in [DS2] is that we have the isomorphism (4.1) from [A5] , while in [DS2] , this isomorphism was only available if J was a complete intersection ideal, see the proof of Proposition 3.5 in [DS1] .
We end this section with an example of how we can express AnderssonWulcan currents associated to Cohen-Macaulay ideals in terms of BochnerMartinelli currents.
Example 3. Let f = (f 1 , · · · , f k ) be a tuple of holomorphic functions such that Z = Z(f ), and assume that codim Z = p. Note that we do not assume that f is a complete intersection, i.e., that k = p. Let O ⊕k be the trivial vector bundle with frame e 1 , · · · , e k , and consider f as a section of (O ⊕k ) * , f = f i e * i . Let R f be the Bochner-Martinelli current associated with f , and write R f p = R I ∧ e I , i.e., R I ∧ e I is the component of R i µ = 0). In particular, this applies in our case to R Z , see Section 2.5. In [A4] , the α I are not explicitly given, but when µ = R Z , we can obtain them from Theorem 4.1. We let (F, ψ) be the Koszul complex of f , and (E, ϕ) a minimal free resolution of O/I Z . Since the current associated with the Koszul complex of f is the Bochner-Martinelli current of f , Theorem 4.1 gives the factorization
where α I = a p (e I ).
A non Cohen-Macaulay example
When the ideals involved in the comparison formula are not CohenMacaulay, the comparison formula does not have as simple form as in the Cohen-Macaulay case in Section 4. In this section, we illustrate with an example how one could still use the comparison formula also to compute the residue current associated to a non Cohen-Macaulay ideal.
Example 4. Let Z ⊆ C 4 be the variety Z = {x = y = 0}∪{z = w = 0}. The ideal I Z if holomorphic functions on C 2 vanishing on Z equals I Z = J (xz, xw, yz, yw). It can be verified that I Z has a minimal free resolution (E, ϕ) of the form
Note that since Z has codimension 2, but the free resolution above, which is minimal, has length 3, so Z is not Cohen-Macaulay. We compare this resolution with the Koszul complex (F, ψ) of the complete intersection ideal I = J (xz, yw). One can verify that the morphism a : (F, ψ) → (E, ϕ)
is a morphism of complexes extending the natural surjection π : O/I → O/I Z as in Proposition 3.1. We compute the current R E 2 by using the comparison formula, The-
with values in Hom (F 0 , E k ). Since M 2 is a pseudomeromorphic (0, 1)-current with support on Z(I), which has codimension 2, M 2 is zero by Proposition 2.3. We now consider the terms of M 3 ,
(where we have used that (∂σ
. We claim that in fact, the first term of the right-hand side is 0. Note that if we choose the trivial metrics on E, then
Outside of {0},∂σ E 3 is smooth, and the first term of
, where the last current is a pseudomeromorphic (0, 1)-current with support on Z(I) of codimension 2, so it is 0 by the dimension principle. Thus, the first term of M 3 has support at 0, and being a pseudomeromorphic (0, 2)-current supported at 0, it is zero everywhere, again by the dimension principle. Thus, outside of {0},
(the minus sign in front of ϕ 3 is due to∂|G| 2λ and σ 3 anti-commuting). Then, R E 2 is the standard extension in the sense of [B2] , Section 6.2, of (I E 2 − ϕ 3 σ 3 )a 2 R F 2 . One way to interpret the standard extension here is that since R E 2 is a pseudomeromorphic (0, 2)-current defined on all of C 4 , its extension from C 4 \ {0} is uniquely defined by the dimension principle. 
Using again the transformation law and Proposition 2.3, one gets that R 
Andersson-Wulcan currents on an analytic variety
In this section, we prove Theorem 1.4. The special case of Theorem 1.4 when J = {0} will be the basis of the proof in the general case.
Proposition 6.1. Let (Z, 0) be an analytic subvariety of (C n , 0), and let I Z be the ideal of germs of holomorphic functions vanishing at Z. Then R I Z ∧ dz defines a current on (Z, 0).
In case Z has pure dimension, this will follow from [AS1] , Proposition 3.3, where R I Z ∧ dz is expressed as the push-forward of a current on Z. In [L3] , Proposition 5.2, we generalize this construction to the case when Z does not have pure dimension. Now, we let (F, ψ) and (E, ϕ) be free resolutions of the ideals I Z and J +I Z , and let a : (F, ψ) → (E, ϕ) be the map induced from the natural surjection π : O/I Z → O/(J + I Z ), as in Proposition 3.1. Let σ E and σ F be the forms associated to (E, ϕ) and (F, ψ) as in Section 2.2, and let G be a tuple of holomorphic functions such that Z(G) ⊇ Z. Define However, in the definition of M l k , we also allow k = l, which we interpret as containing no σ E 's at all. The reason we allow k = l is to be able to start the induction in the next lemma.
The proof of Theorem 1.4 will be a simple consequence of Proposition 6.1 and this lemma.
where R f is the Bochner-Martinelli current of f , i.e., the currents associated to the Koszul complex of f . Since ann R E = J (f ), we are done if we can prove that J f annihilates both the currents of the right-hand side of (7.1), or equivalently that df := df 1 ∧ · · · ∧ df n annihilates these currents.
We consider first the terms R f k ∧ df . From the proof of Lemma 8.3 in [A1] , it follows that there exists a modification π :X → (C n , 0), such that R showing that df ∧M l k = 0 for l < k by induction over k−l, the argument is exactly the same as in the proof of Lemma 6.2.
A. Using Macaulay2 to compute induced morphisms
The computation of the induced morphisms as in Proposition 3.1 can be performed with the help of the computer algebra program Macaulay2
1 . The following code computes the induced morphisms in Example 1.
--Create the ambient ring (R), generators (h), --and corresponding ideal (I), and its radical --ideal (J) R = QQ[x,y,z] h = matrix{{z^2-x^2*y,x^4+y^3-2*x*y*z}} I = ideal(h) J = radical(I) --Create free resolutions of I and J --(h is a complete intersection, so the --Koszul complex is a free resolution) E = res J F = koszul(h) --Create the map induced from the natural --surjection O/J -> O/I a_0 = inducedMap(F_0,E_0) a = extend (E,F,a_0) --Print a, E and F a E.dd F.dd
