We introduce a consistent estimator of the extreme value index under random truncation based on a single sample fraction of top observations from truncated and truncation data. We establish the asymptotic normality of the proposed estimator by making use of the weighted tail-copula process framework and we check its finite sample behavior through some simulations. As an application, we provide asymptotic normality results for an estimator of the excess-of-loss reinsurance premium.
Introduction
Let (X i , Y i ) , 1 ≤ i ≤ N, be N ≥ 1 independent copies from a couple (X, Y) of independent positive random variables (rv's) defined over some probability space (Ω, A, P) , with continuous marginal distribution functions (df's) F and G respectively.
Suppose that X is right-truncated by Y, in the sense that X i is only observed when X i ≤ Y i . We assume that both survival functions F := 1 − F and G := 1 − G are regularly varying at infinity with respective indices −1/γ 1 and −1/γ 2 . That is, for Being characterized by their heavy tails, these distributions play a prominent role in extreme value theory. They include distributions such as Pareto, Burr, Fréchet, stable and log-gamma, known to be appropriate models for fitting large insurance claims, log-returns, large fluctuations, etc... (see, e.g., Resnick, 2006) . The truncation phenomenon may occur in many fields, for instance, in insurance it is usual that the insurer's claim data do not correspond to the underlying losses, because they are truncated from above. Indeed, when dealing with large claims, the insurance company stipulates an upper limit to the amounts to be paid out. The excesses over this fixed threshold are covered by a reinsurance company. This kind of reinsurance is called excess-loss reinsurance (see, e.g., Rolski et al., 1999) . Depending on the branches of insurance, the upper limit, which may be random, is called in different ways: in life insurance, it is called the cedent's company retention level whereas in non-life insurance, it is called the deductible. For a recent paper on randomly right-truncated insurance claims, one refers to Escudero and Ortega ( 2008) .
Let us now denote (X i , Y i ) , i = 1, ..., n, to be the observed data, as copies of a couple of rv's (X, Y ) with joint df H, corresponding to the truncated sample (X i , Y i ) , i = 1, ..., N, where n = n N is a sequence of discrete rv's. By the law of the large numbers, we have n N /N P → p := P (X ≤ Y) , as N → ∞. For convenience, we use, throughout the paper, the notation n → ∞ to say that n P → ∞. For x, y ≥ 0, we have H (x, y) := P (X ≤ x, Y ≤ y)
F (min (y, z)) dG (z) .
Note that, conditionally on n, the observed data are still independent. The marginal distributions of the observed X ′ s and Y ′ s, respectively denoted by F and G, are Recently Gardes and Stupfler (2014) addressed the estimation of the extreme value index γ 1 under random truncation. They used the definition of γ to derive the following consistent estimator:
, 3) are the well-known Hill estimators of γ and γ 2 , with X 1:n ≤ ... ≤ X n:n and Y 1:n ≤ ... ≤ Y n:n being the order statistics pertaining to the samples (X 1 , ..., X n ) and (Y 1 , ..., Y n ) respectively. The two sequences k = k n and k ′ = k ′ n of integer rv's, which satisfy
respectively represent the numbers of top observations from truncated and truncation data. By considering the two situations k/k ′ → 0 and k ′ /k → 0 as n → ∞, the authors established the asymptotic normality of γ 1 (k, k ′ ) , but when k/k ′ → 1, they only showed that
which is not enough to construct confidence intervals for γ 1 . It is obvious that an accurate computation of the estimate γ 1 (k, k ′ ) requires good choices of both k and
However from a practical point of view, it is rather unusual in extreme value analysis to handle two distinct sample fractions simultaneously, which is mentioned by Gardes and Stupfler (2014) in their conclusion as well. For this reason, we consider, in the present work, the situation when k = k ′ rather than k/k ′ → 1. Thus, we obtain an estimator
of simpler form, expressed in terms of a single sample fraction k of truncated and truncation observations. The number of extreme values used to compute the optimal estimate value γ 1 may be obtained by applying one of the various heuristic methods available in the literature such that, for instance, the algorithm of page 137 in Reiss and Thomas (2007) , which will be applied in Section 3.
The task of establishing the asymptotic normality of γ 1 is a bit delicate as one has to take into account the dependence structure of X and Y. The authors of Gardes and Stupfler (2014) avoided this issue by putting conditions on the sample fractions k and k ′ . In our case we require that the joint df H have a stable tail dependence function ℓ (see Huang, 1992 and Drees and Huang, 1998) , in the sense that the following limit exists: 5) for all x, y ≥ 0 such that max (x, y) > 0. Note that the corresponding tail copula function is defined by 6) which equals x + y − ℓ (x, y) . In on other words, we assume that H belongs to the domain of attraction of a bivariate extreme value distribution. This may be split into two sets of conditions, namely conditions for the convergence of the marginal distributions (1.2) and others for the convergence of the dependence structure (1.5) .
For details on this topic, see for instance Section 6.1.2 of de Haan and Ferreira (2006) and the papers of Huang (1992) , Schmidt and Stadtmüller (2006) , Einmahl et al. (2006 ), de Haan et al. (2008 and Peng (2010) .
The rest of the paper is organized as follows. In Section 2, we give our main result which consists in a Gaussian approximation to γ 1 only by assuming the second-order conditions of regular variation and the stability of the tail dependence function. A simulation study is carried out, in Section 3, to illustrate the performance of γ 1 .
Section 4 is devoted to an application, as we derive the asymptotic normality of an excess-of-loss reinsurance premium estimator. Finally, the proofs are postponed to Section 5 whereas some results that are instrumental to our needs are gathered in the Appendix.
Main results
Weak approximations of extreme value theory based statistics are achieved in the second-order framework (see de Haan and Stadtmüller, 1996) . Thus, it seems quite natural to suppose that both df's F and G satisfy the well-known second-order condition of regular variation. That is, we assume that for any x > 0
where
0 < u < 1, denoting the quantile function pertaining to a function E), |A| and |A 2 | are some regularly varying functions with negative indices (second-order parameters) τ and τ 2 respectively.
Theorem 2.1. Assume that the second-order regular variation condition (2.7) and
Then, there exist two standard Wiener processes {W i (t) , t ≥ 0} , i = 1, 2, defined on the probability space (Ω, A, P) with covariance
where c := γ 2 1 /γ, c 2 := γ 2 1 /γ 2 and
Corollary 2.1. Under the assumptions of Theorem 2.1, we have
and σ 2 := 2c 2 + 2c 2 2 − 2cc 2 δ,
Remark 2.1. Note that σ 2 is finite. Indeed, the fact that ℓ (x, y) is a tail copula function, implies that max (x, y) ≤ ℓ (x, y) ≤ x + y (see, e.g., Gudendorf and Segers, 2010) and since
Therefore |δ| ≤ 4, which yields that σ 2 < ∞.
The following corollary directly leads to a practical construction of confidence intervals for the tail index γ 1 .
Corollary 2.2. Under the assumptions of Corollary 2.1, we have
and σ 2 := 2 c 2 + 2 c 2 2 − 2 c c 2 δ, with
Here γ and γ 2 are the respective Hill estimators of γ and γ 2 defined in (1.3) with k ′ = k, τ (resp. τ 2 ) is one of the estimators of τ (resp. τ 2 ) (see, e.g., Gomes and Pestana, 2007) and R is a nonparametric estimator of R given in Peng (2010) 
standing for the integer part of the real number x and 1 (·) for the indicator function.
Simulation study
We carry out a simulation study to illustrate the performance of our estimator, through two sets of truncated and truncation data, both drawn from Burr's model.
We have
with δ > 0 and 0 < γ 1 < γ 2 . The second-order parameters of (2.7) are τ = −2γ/δ and τ 2 = −γ 2 /δ. The truncation probability is equal to 1 − p with p = γ 2 / (γ 1 + γ 2 ) .
We fix p = 0.7, 0.8, 0.9 and γ 1 = 0.6, 0. This study consists in two parts: point estimation and 95%−confidence interval construction. In the first part, we evaluate the bias and the root of the mean squared error (rmse) of γ 1 while in the second, we investigate the accuracy of the confidence intervals of the tail index γ 1 , by computing their lengths and coverage probabilities (denoted by 'covpr'). The results of the first part are summarized in Table 3 .1, whereas those of the second are given in Table 3 .2, where 'lcb' and 'ucb' respectively stand for the lower and upper confidence bounds. To compute confidence bounds for γ 1 , with level (1 − ζ) × 100% where 0 < ζ < 1, from two realizations (x 1 , ..., x n ) and (y 1 , ..., y n ) of (X 1 , ..., X n ) and (Y 1 , ..., Y n ) respectively, we use Corollary 2.2 and proceed as follows.
• Select the optimal sample fraction of top statistics that we denote by k * .
• Compute the corresponding γ *
procedures (see, e.g., Gomes and Pestana, 2007) and then get λ
• Evaluate δ * = δ (k * ) by means of Monte Carlo integration.
• At last, the (1 − ζ) × 100%−confidence bounds for the extreme value index γ 1 are
where z ζ/2 is the (1 − ζ/2)−quantile of the standard normal rv.
On the light of the results of both tables, we see that truncation is the factor that affects most the estimation process of the tail index. As we would have expected, the smaller the truncation percentage is, the better and more accurate the estimation is, for both index values and each sample size. The reason why we don't consider small samples (we start with a size of 500) is that, in extreme-value theory based inference, large samples are needed in order for the results to be significant. This motivation becomes more obvious when, in addition, there is truncation.
4. Application: excess-of-loss reinsurance premium estimation
As an application of Theorem 2.1, we derive the asymptotic normality of an estimator of the excess-of-loss reinsurance premium obtained with truncated data. Our choice is motivated mainly by two reasons. The first one is that reinsurance is a very important field of application of extreme value theory and the second is that Let X 1 , ..., X n (n ≥ 1) be n individual claim amounts of an insured heavy-tailed loss X with finite mean. A Pareto-like distribution, with tail index greater than or equal to 1, does not have finite mean. Hence, assuming that E [X] exists necessarily implies that γ 1 < 1. In the excess-of-loss reinsurance treaty, the ceding company covers claims that do not exceed a (high) number u ≥ 0, called retention level, while the reinsurer pays the part (X i − u) + := max (0, X i − u) of each claim exceeding u.
The net premium for the layer from u to infinity is defined as follows:
which may be rewritten into Π = uF (u) 
As we see, a semi-parametric estimator for F is needed in order to estimate the premium Π. To this end, let us define
with Y being the truncation rv introduced in Section 1. This quantity C is very crucial as it plays a prominent role is the statistical inference under random truncation.
In other words, we have
It is worth mentioning that, since F and G are heavy-tailed then their right endpoints are infinite and thus they are equal. Therefore, from Woodroofe (1985) , the functions F, F and C are linked by
known as self-consistency equation(see, e.g., Strzalkowska-Kominiak and Stute, 2009), whose solution is
. Replacing F and C by their respective empirical counterparts F n (x) := n −1 n i=1 1 (X i ≤ x) (the usual empirical df based on the fully observed sample (X 1 , ..., X n )) and C n (x) := n
well-known Lynden-Bell product limit estimator (Lynden-Bell, 1971) of F,
where Λ n (x) := ∞ x dF n (z) /C n (z) . If there are no ties, F n may be put in the form
Since F is regularly varying at infinity with index −1/γ 1 , then
This leads us to derive a Weissman-type estimator (Weissman, 1978 )
for the distribution tail F with truncated data. Note that
Thus, the distribution tail estimator is of the form
Consequently, we define an estimator Π n to the premium Π as follows:
.
This estimator coincides with that proposed and applied to the Norwegian fire data by Beirlant et al. (2001) , in the non truncation case. Prior to establish the asymptotic normality of Π n (Theorem 4.2), we give, in the following basic result, an asymptotic representation to the Lynden-bell estimator F n (in X n−k:n ). This result will of prime importance in the study of the limiting behaviors of many statistics based on truncated data exhibiting extreme values.
Theorem 4.1. Assume that the second-order conditions of regular variation (2.7)
hold with γ 1 < γ 2 . Let k := k n be a sequence of integers such that k → ∞, k/n → 0.
Consequently,
, as n → ∞.
Remark 4.1. Under the assumptions of Theorem 4.1, we have
To establish the asymptotic normality Π n , we require the second-order regular variation to F. That is, we suppose that
for any x > 0, where |A| is some regularly varying function at infinity with index τ 1 /γ 1 , where τ 1 < 0 is the second-order parameter. For asymptotic theory requirements, one has to specify the relation between the retention level u and the quantile U (n/k) . Indeed, as mentioned in Vandewalle and Beirlant (2006) , amongst others, extreme value methodology typically applies to u values for which
. This leads to situate u = u n with respect to U (n/k) so that, for large n, the quotient u/U (n/k) tends to some constant a.
Theorem 4.2. Assume that the second-order regular variation conditions (4.11) hold with 0 < γ 1 < 1 and γ 1 < γ 2 . Let k := k n be a sequence of integers such that
we have as n → ∞,
with σ 2 as defined in Corollary 2.1, ζ := ((1 − γ 1 ) log a + γ 1 ) / γ 1 (1 − γ 1 ) 2 and
dsdt .
Proofs
5.1. Proof of Theorem 2.1. We begin by a brief introduction on the weak approximation of a weighed tail copula process given in Proposition 1 of Einmahl et al. (2006) . Set U i := F (X i ) and V i := G (Y i ) , for i = 1, ..., n, and let C (x, y) be the joint df of (U i , V i ) . The copula function C and its corresponding tail R, defined in (1.6), are linked by C (tx, ty) − R (x, y) = O (t ǫ ) , as t ↓ 0, for some ǫ > 0, uniformly for x, y ≥ 0 and max (x, y) ≤ 1 (Huang, 1992) . Let us define
In the sequel, we will need the following two empirical processes:
and
From assertions (3.8) and (3.9) in Einmahl et al. (2006) , there exists a Gaussian process W R (x, y) , defined on the probability space (Ω, A, P) , with mean zero and covariance
as n → ∞, for any 0 ≤ η < 1/2, where
To prove our result, we will write the tail index estimator γ 1 in terms of the processes α n (·) and β n (·) . We start by splitting γ 1 − γ 1 into the sum of two terms
Note that, for two sequences of rv's V
(1) n and V
n , we use the notation V
to say thatV
n (1 + o p (1)) , as n → ∞. Since both γ and γ 2 are consistent estimators (Mason, 1982) , then, as n → ∞, we have
where c 1 and c 2 are those defined in Theorem 2.1. In other words, we have, as 
this allows us to write γ = n k ∞ X n−k:n t −1 F n (t) dt. Now, we consider the following decomposition γ − γ = S n1 + S n2 + S n3 , where
It is easy to verify that, almost surely, we have
Without loss of generality and after two successive changes of variables (u = tX n−k:n then s = nF (tX n−k:n ) /k), we have
which we decompose into
For the purpose of using Potter's result of Lemma 6.3 for the quantile function s → F ← (1 − s) , we write
This allows us to write
In other words, we have, as n → ∞,
As for the second term S n2 , we use the mean value theorem to get
where z n is a sequence of rv's lying between X n−k:n and U (n/k) . Observe that we have
Recall that U i = F (X i ) and note that U i:n = F (X n−i+1:n ) , therefore
We use Potter's bound inequalities (see Lemma 6.3) together with the mean value theorem to write S n2 ≈ γ n k U k+1:n − 1 . Since U n n k U k+1:n = 1, then
By summing up (5.16) and (5.17) and making use of the weak approximation (5.13) for α n (·) , we get
Next, we show that
Therefore, by Chebyshev's inequality, we infer that
On the other hand, we have n k F (X n−k:n ) p → 1 this means that for all large n,
which tends to zero when ǫ, ϑ ↓ 0, as sought. Since nU k+1:n /k p → 1, then by using similar arguments as the above we have W 1 (nU k+1:n /k) = W 1 (1) + o p (1) . Consequently, we have
For the third term, it suffices to use the second-order condition of regular variation to obtain
In summary, we have
Likewise, we write γ 2 = n k
is the usual empirical df based on the fully observed sample (Y 1 , ..., Y n ) . Then, by using similar arguments, we express γ 2 in terms of the process β n (·) as follows:
Then by using approximation (5.13) for β n (·) , we obtain
Finally, substituting results (5.18) and (5.19) in equation (5.14) achieves the proof.
5.2. Proof of Corollary 2.1. Elementary calculations, using the covariance formula (5.12) and the fact that E 1 0
= 2, i = 1, 2, straightforwardly lead to the result.
5.3. Proof of Corollary 2.2. It suffices to plug the estimate of each parameter in the result of Corollary 2.1. To estimate the limits λ and λ 2 , we exploit the secondorder conditions of regular variation (2.7) . We have, as z → ∞,
, for any x > 0.
In particular, for x = 1/2, and z = n/k, we have
Hence, we take
an estimate of A (n/k) . Thus, the expression of λ readily follows. The same idea applies to λ 2 as well.
5.4. Proof of Theorem 4.1. For convenience we set
Since F is regularly varying at infinity with index −1/γ 1 and X n−k:n /U (n/k)
Using equations (4.8) and (4.9) , we have
Since both F n (X n−k:n ) and F (X n−k:n ) tend to zero in probability, then Λ n (X n−k:n ) and Λ (X n−k:n ) go to zero in probability as well. Hence, by using the approximation
Now, we study the asymptotic behavior of D n . The numerator
may be decomposed into S n1 + S n2 + S n3 , with
We will show that √ kS n1 /Λ (U (n/k)) is an asymptotically centred Gaussian rv while both √ kS n2 /Λ (U (n/k)) and √ kS n3 /Λ (U (n/k)) tend to zero (in probability)
as n → ∞. An integration by parts yields that S n1 = S
(1)
n1 , where
and (with a change of variables)
It is easy to verify that √ kS
where α n (·) is the uniform tail empirical process defined at the beginning of the proof of Theorem 2.1. From Lemma (6.2) , we infer that √ kS
For the term S
n1 , we have
From Lemma (6.1), we know that the function C is regularly varying at infinity with index −1/γ 2 , then by using Potter's inequality, together with (6.26), we get √ kS
which, by the change of variables s = n k
Making use, once again, of Potter's inequality of Lemma 6.3 to the quantile function s → F
Subtracting (5.21) from (5.20) and using the weak approximation (5.13), we get
Note that the centred rv 1 0 s −γ/γ 2 −1 W 1 (s) ds has a finite second moment (in fact it is equal to 2γ 2 2 / ((γ 2 − γ) (γ 2 − 2γ)) . As a result, the approximation above becomes
Now, we consider the second term S n2 . Since F n (z) = 0, for z ≥ X n:n , then
It follows that
where θ n := sup X 1:n ≤z≤Xn:n {C (z) /C n (z)} , which is stochastically bounded (see, e.g., Stute and Wang, 2008) . We have C = G − F and C n = G n − F n , then
, where
The set A n,ǫ := {|X n−k:n /U (n/k) − 1| > ǫ} , 0 < ǫ < 1 is such that P (A n,ǫ ) → 0 as n → ∞. For convenience, let u n,ǫ := (1 − ǫ) U (n/k) and
It is obvious that, for ϑ > 0,
Then it remains to show that P √ kT n1 (ǫ) Λ (U (n/k)) > ϑ → 0 as n → ∞. To this end, let us write
The regular variation property of C, that implies that C (U (n/k)) /C (u n,ǫ ) →
(1 − ǫ) 1/γ 2 , as n → ∞, together with (5.13), (6.26) and Potter's inequality (see
The expectation of the integral in the previous equation equals
which, by routine manipulations and the fact that the parameters γ 1 and γ 2 are such that γ 1 < γ 2 , converges to − (1 − ǫ) −1/γ γ 2 / (2γ − γ 2 ) as n → ∞. On the other hand, we have F (U (n/k)) = k/n and (k/n) /C (U (n/k)) → 0 as n → ∞ (from Lemma 6.1). Therefore, √ kT n1 (ǫ) /Λ (U (n/k)) P → 0 as n → ∞ and so does √ kT n1 /Λ (U (n/k)) . Similar arguments lead to the same result for √ kT n2 /Λ (U (n/k)) , therefore we omit details. Finally, we focus on the third term S n3 , for which an integration by parts yields
Changing variables and using the process α n (·) , we get
For convenience, we set
By using routine manipulations, including Potter's inequality (see Lemma 6.3) and the fact that sup 0<t<1 α n (t) is stochastically bounded, we show that
Indeed, making use of the approximation (5.13), we get
Since {W 1 (t) , 0 ≤ t ≤ 1} is a Wiener process, then it is easy to verify that 
tends to zero in probability, which implies that √ kS n3 /Λ (U (n/k)) p → 0 as well. In summary, we showed that
which leads to the wanted result. Finally, with some elementary calculations, we get the variance of the Gaussian variable √ k F n (X n−k:n ) /F (X n−k:n ) − 1 and conclude the proof.
5.5. Proof of Theorem 4.2. For the sake of notational simplicity, we set ℓ = ℓ n := U (n/k) . Let us rewrite Π into
and consider the decomposition
We start by representing the five quantities √ kS ni , i = 1, 2, 3, 5, 6 in terms of the Gaussian processes W 1 and W 2 , given in Theorem 2.1, then we show that √ kS n4
and √ kS n7 converge to deterministic limits. For the first term S n1 , recall that X n−k:n ≈ ℓ, which implies by the regular variation of F that F (X n−k:n ) ≈ F (ℓ) . On the other hand, we have γ 1 P → γ 1 and, from Remark 4.1, F n (X n−k:n ) ≈ F (X n−k:n ) . 
n1 ≈ 1 − γ 1 γ 1 X n−k:n ℓ − 1 .
Consequently,
S n1 ≈ log (u/ℓ) γ 1 (1 − γ 1 ) ( γ 1 − γ 1 ) + X n−k:n ℓ − 1 .
By using similar arguments we also show that S n2 ≈ γ 1 − γ 1 (1 − γ 1 ) 2 , S n3 ≈ γ 1 1 − γ 1 X n−k:n ℓ − 1 and S n5 ≈ − 1 1 − γ 1 X n−k:n ℓ − 1 .
Summing these four terms, we obtain S n1 + S n2 + S n3 + S n5 ≈ (1 − γ 1 ) log (u/ℓ) + γ 1 γ 1 (1 − γ 1 ) 2 ( γ 1 − γ 1 ) . Now, we use the second approximation in Theorem 2.1 to have √ k (S n1 + S n2 + S n3 + S n5 ) ≈ (1 − γ 1 ) log a + γ 1 γ 1 (1 − γ 1 ) 2 × 1 0 t −1 (cW 1 (t) − c 2 W 2 (t)) dt − cW 1 (1) + c 2 W 2 (1) + µ (k) + o p (1) . For the fourth term S n4 , it suffices to use the second-order condition of regular variation (4.11) and the fact that X n−k:n ≈ ℓ, to get √ kS n4 = o P √ kA (ℓ) = o P (1) , as n → ∞. 
Concluding notes
We proposed an estimator of the tail index for randomly truncated heavy-tailed data based on the same number of extreme observations from both truncated and truncation variables. Thus, the determination of the optimal sample fraction becomes standard, in the sense of applying any convenient algorithm available in the literature.
The asymptotic normality of the estimator is established by taking into account the dependence structure of the observations and a practical way to construct confidence bounds for the extreme value index is given. The obtained Gaussian approximations are of great usefulness as they allow to determine the limiting distributions of several statistics related to the extreme value index such that high quantiles and risk measures estimators (see, for instance, Necir and Meraghni, 2009) . As an application, we provided an estimator for the excess-of-loss reinsurance premium in the case of large randomly truncated claims.
