We demonstrate robust, high-speed random number generation using interference of the steadystate emission of guaranteed random phases, obtained through gain-switching a semiconductor laser diode. Steady-state emission tolerates large temporal pulse misalignments and therefore significantly improves the interference quality. Using an 8-bit digitizer followed by a finite-impulse-response unbiasing algorithm, we achieve random number generation rates of 8 and 20 Gb/s, for laser repetition rates of 1 and 2.5 GHz, respectively, with a ±20% tolerance in the interferometer differential delay. We also report a generation rate of 80 Gb/s using partially phase-correlated short pulses. In relation to the field of quantum key distribution, our results confirm the gain-switched laser diode as a suitable light source, capable of providing phase-randomized coherent pulses at a clock rate of up to 2.5 GHz.
The development of high bit rate random number generators (RNGs) has recently attracted a lot of research interest. [1] [2] [3] [4] [5] [6] [7] Random numbers are a vital resource for numerous applications ranging from cryptography to scientific simulation. The quality of randomness has a direct impact on the performance of the application. Using cryptography as an example, the security of a cryptographic service can be significantly degraded by predictability within the random number sequence. Some applications, such as quantum key distribution (QKD), require an ultrafast real-time feed of random numbers at a rate on the order of 1-10 Gb/s. 8 The source of randomness must be physical. Whereas pseudo-RNGs based on computer algorithms will eventually repeat themselves, physical RNGs rely on unpredictable outcomes of physical measurements. For generators based on quantum mechanics unpredictability can be derived rigorously from first principles. Quantum random number generators (QRNGs) relied upon single photon detection and offered limited bit rates. 9, 10 The bit rate has now been increased by detecting macroscopic states instead. [4] [5] [6] 11 A recent report of a QRNG running at 12.5 Gb/s using amplified spontaneous emission is a notable example. 4 At this speed QRNGs are now competitive in bit rate with other physical, non-quantum RNGs, such as those based on chaotic lasers.
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It is desirable for a QRNG to operate with flexible clock frequencies and to be robust against fluctuations to ease its integration into a larger system. Existing fast QRNGs, however, are often operated at uncommon clock frequencies with little prospect of frequency tunability. 6, 7, 12 Here, we demonstrate an interferometric RNG which tolerates ±20% deviation to its central operation clock frequency. The key idea is to rely on the steady-state emission of long laser pulses of a gainswitched laser. The long duration alleviates the requirements for temporal overlap and it also enhances the visibility due to the accompanying narrower spectral width. At the same time, switching the gain above and below threshold guarantees the randomness for the electromagnetic phase of the generated optical pulses. We use a synchronous 8-bit digitizer and practical post-processing to achieve a random bit rate of up to 20 Gb/s that has passed stringent statistical tests for randomness. Furthermore, we examine the prospects of an even faster RNG with phase correlated laser pulses. Finally, we discuss the implications of our findings to the field of QKD.
Spontaneous emission has been identified as a useful mechanism to generate quantum randomness, as it can be ascribed to the vacuum fluctuations of the optical field. [4] [5] [6] In a gain-switched laser diode, spontaneous emission affects pulse generation in two ways. Firstly, it affects the switch-on time of the laser pulse, introducing a random time-jitter of 2 to 20 ps. 13 Secondly, it influences the electromagnetic phase of each generated pulse. When the laser cavity prior to lasing is empty, i.e., in the vacuum state, the lasing action is triggered entirely by spontaneous emission. Spontaneous emission inherits its electromagnetic phase from the vacuum, the phase of which is totally unbiased and random. The empty cavity condition can be reached when cavity photons have a sufficient time to decay prior to each lasing event. Using realistic parameters, our calculation shows an average residual photon number of 10 −10 when a laser diode is gain-switched with a 2.5 GHz square wave (see Table I ). Phase randomness is readily converted into directly measurable intensity fluctuation, using an asymmetric MachZehnder interferometer (AMZI). Fig. 1(a) shows the experimental setup. It contains a gain-switched laser diode (bandwidth 10GHz), a fiberoptic AMZI, a photodiode (PD) and an 8-bit analogueto-digital converter (ADC) of 13 GHz bandwidth. The tunable delay line (air-gap) here is for experimental convenience only. Through matching the interferometer differential delay to the laser clock frequency, interference occurs between optical pules emitted at different clock cycles in the output 50/50 beam splitter. All devices operate without temperature stabilisation. The AMZI drifts in phase at a rate of about 2π per 10-100 seconds. This drift produces an additional phase difference of < 10 rad between any interfering pulse pairs, which does not affect the ADC readout because of its finite resolution. Gain-switched laser diodes have been widely used for generating short pulses. [14] [15] [16] As shown in Fig. 1(b) , the laser diode emits short pulses of 37 ps full width at half maximum when driven by a 2 V, 1 GHz square wave superimposed upon a direct current (DC) bias of 0.8 V. Short pulses are a result of the gradual buildup of carriers towards the lasing threshold.
14 Frequency chirping has significantly broadened the emission spectrum, as shown in Fig. 1 (c), due to the violent change in the carrier density and hence the refractive index of the laser cavity medium. These short pulses are not ideal for interferometric RNG. Firstly, their short duration demands a precise match of the AMZI differential delay to the laser clock frequency, leading to inflexible operation conditions. 6,7 Secondly, the interference quality degrades significantly due to timing jitter and frequency chirp, as described later. And thirdly, short pulses demand precise synchronisation with the digitization electronics, adding further complexity to an RNG realization.
All the above disadvantages disappear when driving the laser into steady-state. Raising the DC bias to 1.0 V, lasing starts much earlier due to faster carrier built-up, as shown in Fig. 1(b) . The intensity initially oscillates, but relaxes rapidly into a steady-state after ∼100 ps. The steady-state is a result of an approximate equilibrium between electrical injection and radiative depletion of charge carriers. The equilibrium allows a stable refractive index of the laser cavity medium, and therefore a narrow spectrum. Its wavelength spectrum consists of a sharp, intense feature at 1553.04 nm, as shown in Fig. 1(c) , illustrating that almost no frequency chirp exists.
The different driving conditions have a critical influence on the interference properties. In Fig. 2 we compare short and steady-state pulse emissions using measured and simulated intensity distributions. The intensity distribution arises from interference of consecutive light pulses inside the AMZI. High (low) intensity corresponds to constructive (destructive) interference, respectively. The AMZI differential delay is tuned to match the laser clock frequency exactly. The ADC is synchronized to digitize the interference output signal at a sampling rate of 1 GHz, and then these samples are sorted to obtain the intensity distributions. For both short and steady-state emission the intensity varies over the full range, however, the distributions show distinct difference. Whereas short pulse emission produces a rather uniform distribution, steady-state emission leads to sharp peaks at both ends of the sampling range. These sharp peaks indicate high quality interference, as explained below.
We attribute the distribution difference observed in Fig. 2 to time jitter (τ ) and frequency chirp (β) in the laser emission. When interfering two coherent pulses of constant phase difference ∆φ, the output intensity I 0 is proportional to (1 + cos ∆φ). A uniform distribution of ∆φ would produce two lateral peaks at both ends of the intensity distribution, as in Fig. 2(b) . However, the frequency chirp may prevent a constant phase difference between interfering pulses. When there is an arrival time difference ∆t, a linear frequency chirp generates a phase difference proportional to β∆t·t, thus deteriorating the interference. Only when two pulses are occasionally aligned (∆t = 0), complete constructive (destructive) interference can take place. This explains why complete interferences are observable in both Figs. 2(a) and (b) . With negligible chirp (β ≈ 0), as in the case of steadystate emission, the interference pulses always undergo identical phase evolution. Hence, complete interference is allowed even with temporal misalignment (∆t = 0). This explains the enhanced probabilities at the destructive/constructive interferences in Fig. 2(b) . We have simulated the interference intensity distributions using the following equation:
where I i is the emitted pulse intensity, and T is the detector sampling window duration. We use βτ T = 2.5 and β = 0 (chirp-free) for the short pulses and steadystate emission, respectively. The simulation is in excellent agreement with the experimental data, as shown in Fig. 2 . The long pulse duration now permits a misalignment of the differential delay of the AMZI without degrading the interference quality. To demonstrate this, we deliberately de-tune the AMZI delay by 20%, i.e., we introduce an offset of 200 ps against the laser clock period of 1 ns. This temporal misalignment corresponds to a fiber length of ∼40 mm, easily achievable without an adjustable delay element, such as an air-gap. The inset of Fig. 3 compares the interferometer outputs, between short pulses and steady-state emissions, recorded by a real-time oscilloscope in persistent display mode. With the present detuning of 200 ps, short pulses do not overlap after the interferometer and thus do not interfere. In contrast, there is considerable temporal overlap achieved with steady-state emissions. The duration of the temporal overlap is tunable by varying the DC bias. In the overlapped part of the waveform, the recorded output fluctuates strongly between constructive and destructive interferences. Denser distribution at top and bottom intensities suggest little degradation in interference quality.
We synchronise the ADC to sample the interfering part of the waveform and take 8-bits from each ADC sample as the RNG raw output. Analysis of these raw bits has revealed that bit correlation 4 exists, and oscillates at a repetition period of 8-bits with a small, but statistically significant, amplitude of ∼ 0.01, as shown in Fig. 3 . This oscillation arises mainly from the imperfect match of the ADC range to the PD signal output. In our case, the peak-to-peak amplitude of the PD signal is slightly less than the range of the ADC. To confirm that the correlation does indeed stem from sampling mismatch, we have also computed the intensity autocorrelation (not shown), which does not show any oscillation.
Any small but statistically significant correlations has to be removed by data post-processing. For that, we choose a finite-impulse response filter 17 (FIR) to process the RNG raw output. Its function here is to convert the RNG raw output, i.e., a stream of 8-bit integers (x[n]), into y[n] using: The operation fuses bits of differing significances, thus achieving de-correlation of the raw data. Other coefficients can also be chosen readily. For example, arbitrary sign can be chosen for each b i , as the interference output is intrinsically non-deterministic. We acknowledge that the derivative method used in the chaotic-laser based RNG's 2 is also a special case of FIR, in which
Minimum value for M depends on the ADC filling factor. As the interference produces full swing in intensity, M = 2 is sufficient for de-correlation in our case. The FIR effectively removes bit correlations as shown in Fig. 3 with the residue well within statistical fluctuation. We notice that additional post-processing can be concatenated to the FIR in our scheme, for example, a randomness extractor based on the RNG quantum mechanical description. 18, 19 This can make our RNG completely unpredictable even in principle, the output being true random numbers.
We collect a total of 1000 × 1 Mbits of data at a rate of 8 Gb/s. These random numbers are subjected to the National Institute of Standards and Technology (NIST) 800-22 statistical test suite. 20 The test suite comprises 15 tests which result in a "p-value". The p-value for each test is defined as "the probability a perfect RNG would have produced a sequence less random than the sequence that was tested, given the kind of non-randomness assessed by the test". 20 A significance level for the p-value of α = 0.01 is selected. If the p > α for a particular test, the test is deemed to have been passed. The "Pvalue", i.e., the uniformity of the p-values, should be greater than 0.0001. Finally, since we are testing a finite sequence, we expect some failure probability of passing statistically. A parameter reflecting this probability is given by the proportion of passes. For the RNG data analyzed in this paper, the passing proportion should be greater than 0.980. As summarised in Table I , the RNG at a laser repetition rate of 1 GHz and a RNG rate of 8 Gb/s has passed the statistical test for randomness.
We can increase the random bit generation rate by clocking the laser at a higher repetition rate. Driving it at 2.5 GHz, the duration of the steady-state emission shrinks, but remains sufficient for operation with 20% detuning in the AMZI, i.e., 80 ps. At this clock frequency we obtain an RNG rate of 20 Gb/s (see Table I ). This bit rate is sufficient to provide real-time feed to the most demanding applications, including GHz-clocked QKD.
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Further increasing the clock rate risks violation of the empty cavity condition. At 5 GHz frequency, we estimate a residual photon number of 0.01. Phase ripples already start to appear in the laser spectrum (not shown). When the frequency increases to 10 GHz, phase ripples dominate the laser spectrum, as shown in Fig. 4(a) , with a constant spacing of 0.08 nm, corresponding to the exact driving frequency. We interfere 10 GHz laser pulses with a 1 ns AMZI. While a uniform phase distribution is still suggested by the probability peaking in Fig. 4(b) , the intensity autocorrelation (Fig. 4(c) ) has clearly identified that the electromagnetic phases are highly correlated among pulses separated by 1.6 ns or less. The correlation is as high as 0.64 between adjacent clock cycles. The level of correlation decreases with delay, and vanishes for delays greater than 2 ns. We attribute this phase decorrelation to disturbance by spontaneous emission. Ultrafast, seemingly random bits are possible with these optical pulses. For a sampling rate of 10 GSamples/s, we obtain a bit rate of 80 Gb/s which has passed the statistical tests (see Table I ). However, care needs to be taken to separate the effect of the phase correlation from the data.
Finally, let us discuss additional implication of our results to QKD. Attenuated gain-switched lasers have become the light source of choice in practical QKD, because an efficient single photon source is still elusive. In most security proofs, attenuated lasers are assumed to generate coherent states of light with randomly distributed electromagnetic phases. 21 This assumption is crucial for the decoy-state technique, 22, 23 but has never been examined experimentally. In Ref. [24] , gain-switched lasers exhibit a second-order degree of coherence equal to 1 with above-threshold excitation. This, together with high visibility interferences shown in Fig. 2 , suggests a coherent state emission. 25 The said visibility and the close resemblance between the measured and simulated distribution ( Fig. 2(a) ) indicates the electromagnetic phase is uniformly distributed. Additionally, absence of intensity correlation at moderate laser clock rates (≤2.5 GHz, not shown), as well as the successful outcome of the statistical tests, supports the phase randomness assumption. Therefore a gain-switched laser qualifies as the practical source in QKD up to ∼2.5 GHz clock rate.
To conclude, we have demonstrated a robust interferometric RNG that tolerates large temporal detuning of the interfering laser pulses. With a simple FIR filtering technique, this RNG has passed the statistical tests for randomness at a bit rate of up to 20 Gb/s. This can serve as a basis for a more refined QRNG in which the amount of quantum noise is readily quantified. We also demonstrate and discuss a 80Gb/s generation rate obtained by interfering phase correlated laser pulses. Finally, we relate our findings to QKD, showing that a gain-switched laser qualifies as a suitable light source, even for high speed systems.
