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This work provides an overview of factors that influence methane emissions from 
natural wetlands in the southeastern U.S. at seasonal and interannual timescales.  It then 
examines simulations using CLM4Me, a methane biogeochemistry model run within 
CESM, through comparison with recently compiled flux estimations from remote sensing 
data.  In addition, we assess how seasonal methane flux simulations in CLM4Me are 
affected by the use of alternative estimates of inundated land fraction.  Inundation 
predictions are provided by DYPTOP, a TOPMODEL implementation which can be used 
to simulate the dynamics of wetland spatial distribution.  Results may aid in future model 
development and in understanding the role of subtropical and temperate North American 
wetlands under future climate projections. 
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Chapter One: Introduction 
Methane (CH4) is an important greenhouse gas, and the predominant source of 
natural methane is its production in wetland soils.  Wetlands and marshes in the 
southeastern U.S. (SE-US) comprise over 40 million acres of land, or more than one-third 
of total continental U.S. (CONUS) wetland acreage, and may thus represent a significant 
component of the global climate system.  CH4 contributions from these systems remain 
difficult to quantify, however.  Existing field measurements are lacking in both spatial 
and temporal coverage, inhibiting efforts to produce regional estimates through 
upscaling.  Top-down constraints on emissions have been generated using satellite remote 
sensing retrievals of column CH4 (e.g., Frankenberg et al., 2005, 2008, Bergamaschi et 
al., 2007, 2013, Bloom et al., 2010, Wecht et al., 2014), but such approaches typically 
require preexisting emissions estimates to discern individual source contributions.   
Land Surface Models (LSMs) have the potential to produce reliable results, but 
such predictions rely on accurate representations of sub-grid scale processes responsible 
for emissions.  Since net fluxes are governed by complex interactions between local 
environmental and biogeochemical factors including water table position, soil 
temperature, soil substrate availability and vegetation type, realistic flux simulations 
depend not only upon how such processes are resolved but how skillfully the land surface 
state itself is predicted by a given model. 
Here we conduct a first-order assessment of CLM4Me, the methane 
biogeochemistry component of the Community Land Model version 4.5 (CLM4.5, 
hereafter referred to as CLM).  The aim is to examine the performance of CLM4Me in 
simulating fluxes from subtropical wetlands (latitudes ~25° - 35°).  The southeastern 
continental U.S. (SE-US) is selected as a testbed for this work.  We focus on this area for 
several reasons.  First, a high proportion of subtropical North American wetlands are 
located in this region, including emergent, shrub and forested swamps in riverine and 
deltaic floodplains and >15 million acres of freshwater, estuarine and salt marshes along 
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the Gulf of Mexico coast (Dahl and Stedman, 2013).  Despite this, SE-US wetland CH4 
fluxes have not been extensively studied and large uncertainties surround existing 
estimates for the region.  Second, improved understanding of wetland fluxes in this 
region will allow for better constraints on fluxes from other sources.  More specifically, 
CH4 emissions from anthropogenic sources in the central and southern U.S. have received 
increased attention in recent years due in part to enhanced natural gas production (e.g. 
Allen et al., 2013, Miller et al., 2013, Brandt et al., 2014).  Third, the U.S. Gulf of 
Mexico coastal region is highly susceptible to relative sea level rise (Hammer-Klose and 
Thieler, 2001, NABCI, 2010, Parris et al., 2012).  Further knowledge of the carbon 
balance of wetlands in the Gulf Coast region is critical to predicting future climate 
impacts associated with increased inundation, a likely impact of rising global mean sea 
level (Wong et al., 2014).  Finally, SE-US wetlands are disappearing at an alarming rate, 
primarily due to land-use and land-cover change.  As an example, the Gulf Coast 
experienced net coastal wetland losses of 257,150 acres between 2004 and 2009.  This 
accounted for 71% of all estimated wetland loss in U.S. coastal watersheds during this 
same period (Dahl and Stedman, 2013).  This work will allow for better assessment of the 
effects of these changes on total global greenhouse gas (GHG) radiative forcing. 
We begin by discussing the various process-level and ecosystem-level controls on 
CH4 production in wetland soils.  We then characterize the study domain for this work 
and describe the wetland habitat types prevalent throughout the southeastern U.S.  Next, 
we review existing estimates for wetland CH4 fluxes for the region based on top-down 
inversions and upscaled field measurements.  Following this is a review of various 
modeling approaches for representing processes controlling wetland CH4 fluxes at 
regional to continental scales.   
In our subsequent discussion of how various ecological processes and CH4 
transport mechanisms are explicitly resolved in CLM4Me, we stress the relative 
importance of water table depth as a process- and ecosystem-level control.  This provides 
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context for the experimental results, where examine the effects of changes in SE-US 
inundated land fraction as calculated by the Dynamical Peatland Model Based on 
TOPMODEL (DYPTOP).  Analysis of the experimental results allows us to assess 
possible implications for future CH4 flux module design in LSMs. 
1.1    Overview of wetland methane production 
CH4 in soils is produced as methanogenic bacteria decompose soil organic matter.  
Because these bacteria require anoxic conditions in order to grow, saturated soils such as 
those found in wetland environments provide ideal conditions for methanogenesis (as the 
presence of water inhibits the diffusion of oxygen into the soil).   However, much of the 
CH4 produced is subsequently oxidized in surficial oxic soil layers during transport to the 
surface (Whalen, 2005).  Net emissions therefore reflect the balance between CH4 
production and consumption in the soil column, processes which are carried out by 
different functional groups of bacteria (EPA, 2010).   
Once the prerequisite of anoxic conditions is met, the efficiency of 
methanogenesis and the resulting surficial CH4 flux are further determined by a range of 
environmental variables, which are classified here into two types of controls: process-
level and ecosystem-level controls (after Whalen, 2005).  Process-level controls are those 
which affect how well bacteria thrive in the soil column, and include the quality and 
quantity of soil organic material, soil pH and temperature.  Ecosystem-level controls are 
related to the relative efficiency of different CH4 transport pathways and include water 
table position, vegetation type and climatic setting.  Figure (1) shows various controls on 
CH4 formation at different spatial and temporal scales. 
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Figure 1: Major controls on the pathways to CH4 formation (adapted from Christensen, 2010). 
 
1.1.1    Process-level controls 
Process-level controls are variables that influence the biogeochemical reactions 
related to CH4 production and oxidation.  However, since bacterial responses to 
fluctuations in these factors are often complex and non-linear, fluxes can vary greatly 
both spatially and temporally.  Accurate spatial data for such parameters as soil 
temperature and pH are also sparse, complicating attempts to understand the role of such 
factors at regional scales.  
Substrate type and availability.  Since CH4 is produced through the 
decomposition of soil organic material (substrate), the quality and availability of organic 
compounds act as first-order controls on methanogenesis (e.g., Bridgham and 
Richardson, 1992, Boon and Mitchell, 1995).  Acetate in particular is an important 
precursor for CH4 formation and its amendment has been shown to strongly enhance 
methanogenesis in peats (Goodwin and Zeikus, 1987, Christensen et al., 2003).  Other 
soil compounds may inhibit CH4 production.  For example, the addition of sulfur may 
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alter carbon flow pathways and reduce the energy flow through methanogenesis, since 
SO4 may also be used by bacteria to decompose organic material (Schimel, 2004, EPA, 
2010).   
pH.  Empirical studies have shown that maximum rates of CH4 production tend to 
occur at or near neutral pH conditions (e.g. Dunfield et al., 1993; Zhuang et al., 2004).  
However, some evidence suggests that CH4 may also be produced under acidic 
conditions; Svensson and Roswell (1984) and Goodwin et al. (1988) showed that 
sediments incubated at acidic pH continued to produce CH4, and methanogenesis has 
been observed at pH as low as 4.0 in northern bogs (Williams and Crawford, 1985; 
Valentine et al., 1994) and 3.1 from an isolated strain of methanogenic bacteria in a 
laboratory experiment (Williams and Crawford, 1985).   
Valentine et al. (1994) and Bergman et al. (1998) observed differences in the sign 
of methanogenic response to increased pH in different peat types.  They attributed these 
differences to pH-induced changes in microbial community structures.  Despite the range 
of results, Moore and Roulet (1995) suggest that pH is a secondary factor in determining 
wetland CH4 emission, as strongly acidic peats may show high or low CH4 fluxes.  
Temperature.  Some reported Q10 temperature coefficients for methanogenesis 
(where Q10 signifies the reaction rate increase for a 10°C temperature increase) have 
indicated a strong methanogenic response to temperature change relative to other 
biochemical reactions (EPA, 2010).  Christensen et al. (2003) confirm that mean seasonal 
soil temperature acts as a strong predictor for CH4 flux rates and, with an exponential 
correlation, explains up to 84% of the variance in CH4 emissions.   
Reported Q10 values for methanogenesis vary greatly between studies, however.  
This variance may in part be attributed to such factors as experimental temperature range 
(Yavitt et al., 1997), depth of sample collection (McKenzie et al., 1998), and season 
(Yavitt et al., 2000).  Furthermore, it is unlikely that empirical observations are indicative 
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of the true physiological temperature response of methanogenesis.  Rather, the wide 
range of reported values likely reflects the temperature sensitivity of the underlying 
microbial processes involved in the production of methanogenic precursors under 
subsaturated substrate conditions, since these processes limit the temperature response of 
methanogens (Whalen, 2005).  For instance, temperature response experiments involving 
the addition of methanogenic substrates (Westermann, 1993) or precursors (Bergman et 
al., 1998) under carefully controlled conditions show that reported Q10 values for 
methanogenesis in natural soil samples are highly sensitive to instantaneous substrate 
conditions.  In addition, cultured methanogens (without substrate limitation) show a 
surprisingly wide range of Q10 values (Segers, 1998), suggesting high intrinsic variability 
among species with respect to the temperature influence on growth. 
In general, methanogens are mesophilic, having a temperature optimum for 
growth in the 30° to 40°C range.  The optimum temperature range for methanogenesis 
has been found to be anywhere from 20° to 25°C in subarctic peats (Svensson, 1984, 
Dunfield et al., 1993) to between 35° and 40°C in temperate lake sediments (Zeikus and 
Winfrey, 1976). 
1.1.2    Ecosystem-level controls 
In general, wetland soils are stratified vertically into two layers: a saturated zone 
and an overlying subsaturated zone (Figure 2).  CH4 is produced in the anoxic, water-
saturated zone and may be transported upward through one of several processes.  Primary 
transport pathways include (1) diffusion, where CH4 produced in the water-saturated zone 
is transported to the air–water interface by aqueous phase molecular diffusion, (2) 
ebullition, which describes the episodic release of bubbles of trapped free-phase gas from 
the soil directly to the atmosphere resulting from changes in atmospheric temperature, 
pressure, and/or water table elevation, and (3) plant-mediated transport, whereby gas 
transfuses to the surface via connected pore spaces within the roots and stems of wetland 
plants. 
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Ecosystem-level controls affect the importance of each of these transport 
mechanisms, and play a role in determining how much of the total CH4 produced in the 
soil column is subsequently released to the atmosphere. 
 
Figure 2: Conceptual model of CH4 cycling in wetland environments, showing plant-mediated 
transport, ebullition, and diffusion (adapted from Whalen, 2005). 
 
Water table position.  In conceptual wetland CH4 models, CH4 produced in the 
anoxic, saturated soil zone becomes oxidized (consumed) by methanotrophic bacteria in 
the subsaturated soil layer as it diffuses upward.  Observed CH4 profiles in peats support 
this concept, with CH4 concentrations consistently three to five orders of magnitude 
higher in the saturated zone than in the overlying unsaturated zone.  When the water table 
is at the soil surface, CH4 oxidation is restricted to a small oxygenated zone.  A reduction  
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of the water table increases the vertical extent of the zone of CH4 oxidation, while 
decreasing the zone of methanogenesis (Whalen, 2005). 
These effects imply that seasonal fluctuations in water table position can strongly 
influence net CH4 emission and uptake in wetland soils.  Indeed, several studies have 
found increases in CH4 consumption in wetlands as a result of water table drawdown 
(e.g., Glenn et al., 1993, Roulet et al., 1993, Laine et al., 1996).  Likewise, Hariss et al. 
(1982) found that a seasonal reduction in water table position transformed a temperate 
swamp from an atmospheric CH4 source to a sink.   
Vegetation communities.  Plants have been shown to affect CH4 emissions both 
directly and indirectly.  Firstly, some wetland plant species can transport gases produced 
in sediments such as CH4 directly to the air through soft tissue known as aerenchyma 
(Sebacher et al., 1985).  This same mechanism may be responsible for the downward 
transport of oxygen into the soil column, which may impact CH4 oxidation.  In addition, 
species differ in the amount of biomass they produce, as well as how easily that biomass 
may be decomposed (EPA, 2010).   
Vascular plants which transmit CH4 through their stems and leaves allow CH4 
produced in the saturated soil zone to bypass the near-surface zone of CH4 oxidation.  In 
some wetland types, this pathway is responsible for a significant portion of the total flux; 
Schimel (1994) found that plant-mediated transport was the dominant transport pathway 
for CH4 produced in arctic sedges, while Whiting and Chanton (1992) studied CH4 
emissions from sub-arctic fens and estimated that 90% were plant-mediated.  
Total plant biomass production and decomposition rates have also been linked to 
CH4 emission.  For example, Whiting and Chanton (1993) found a strong correlation 
between total carbon fixation and net fluxes in wetland ecosystems.  However, since 
other soil factors such as the presence of sulfate reducers and the nitrogen content of the 
soil can affect the relative carbon flow through methanogenesis, efforts to estimate CH4 
  9
emissions based on net ecosystem production (e.g. Potter et al., 2006) may benefit from 
improved representations of such fine-scale biophysical controls. 
Climatic setting.  Regional climatic setting can influence hydrologic conditions 
and other state variables, including plant primary productivity and soil temperature.  In 
the tropics for example, rates of primary production are typically high since temperatures 
and insolation are higher throughout the year.  Rates of decomposition in tropical 
wetlands may also be quite high (Bartlett and Harriss, 1993), resulting in greater nutrient 
availability.  Tropical wetland areas may also be subject to significant seasonal changes 
in the extent of inundation, as the amount of precipitation varies throughout the year.   
Subtropical and temperate wetlands in North America likewise experience 
seasonality in inundation extent, as well as strong seasonal shifts in soil temperature, 
which have been linked to annual flux patterns (Crill, 1991).  At higher latitudes, CH4 
produced in winter can become trapped in frozen soil and released during the spring thaw 
period, which may result large seasonal pulses in emissions (Hargreaves et al. 2001).   
Climate conditions can also impact the physical transport of CH4.  For instance, 
Tokida (2007) found that local decreases in atmospheric pressure can cause sudden 
pulses in emissions.  This occurs as the reduced air pressure allows bubbles containing 
free-phase CH4 gas to escape to the surface without being oxidized (ebullition).  Soil 
moisture content, which is influenced by local meteorologic and climatic processes, may 
also have a strong impact on CH4 diffusion rates, since it influences the interconnectivity 
of air-filled pore space in the soil. 
1.2    Wetland habitats of the southeastern U.S. 
1.2.1    Overview, characteristics and spatial distribution 
The SE-US (here defined as encompassing east Texas and the states of Arkansas, 
Louisiana, Tennessee, Mississippi, Alabama, Virginia, North and South Carolina, 
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Georgia and Florida) represents a significant fraction of U.S. wetlands, with the five Gulf 
Coast states alone containing more than 32% of total CONUS wetland acreage (Dahl, 
2005, 2011, USDA, 2013).  Much of this acreage occurs within the low-lying Atlantic 
Gulf Coastal Plain, including >15 million acres of wetlands in Gulf Coast watersheds.  
These coastal wetlands include primarily freshwater, estuarine and salt marshes, along 
with bottomland hardwood swamps, mangrove swamps, and shrubby depressions known 
in the southeastern U.S. as "pocosins" (NOAA).  Notable coastal wetland habitats include 
the greater Everglades in southern Florida, an expanse of marsh and swampland 
extending throughout southern and southwestern Florida encompassing nearly 750 square 
miles.  A particularly large assemblage of coastal wetlands exists in southern Louisiana, 
where more than 4,000 square miles of freshwater, intermediate and saline marshes are 
found, many within the deltaic floodplain of the Mississippi River (USFWS, 2014). 
In addition, the lower Mississippi Valley features more than 7,000 square miles of 
freshwater forested and shrub wetlands in watersheds adjacent to the Mississippi River 
floodplain (USFWS, 2014).  These areas occur throughout north-central Louisiana, 
northwest Mississippi and eastern Arkansas and their presence is strongly influenced by 
fluctuations in river and stream flow as a result of varying precipitation.  Floodwaters in 
this region may inundate floodplains and fill pools and backwaters before subsiding and 
leaving much of the floodplain relatively dry for varying periods between floods 
(Godfrey and Wooten, 1981).  Other major wetlands in the southeastern coastal plain 
include the Okefenokee Swamp in Georgia and Florida and the Great Dismal Swamp in 
Virginia and North Carolina.  The former covers more than 600 square miles and consists 
of peat-floored blackwater marshes containing hardwood and shrub communities 
interspersed with lakes and wet prairies.  The Great Dismal Swamp encompasses 170 
square miles of upland woods, open water and marshland along the North Carolina-




Figure 3: A coastal marshland near Corpus Christi, Texas (photo by author). 
 
Wetland regions such as these have experienced extensive habitat loss due to 
conversion of land for agriculture and for residential and other development.  The Great 
Dismal Swamp, for example, once covered more than 1,500 square miles.  Recent 
surveys conducted by the U.S. Fish and Wildlife Service (e.g., Dahl and Stedman, 2013) 
show wetland habitat losses continue today, though this trend may change as more 
wetlands in the southeast are conserved as protected natural areas.  At present however, 
current rates of wetland loss subject interannual CH4 emissions estimates from the region 




1.2.2    Existing SE-US wetland methane estimates: Bases for comparison with this 
study 
Verification of model predictions by comparison with observational data, where 
available, is integral to the development of any LSM component.  Although direct 
wetland CH4 flux observations at the land surface have historically been limited in spatial 
and temporal extent, a meta-analysis of existing site-scale studies in the literature may 
provide a basis for large-scale emissions estimates.  For example, Bartlett and Harriss 
(1993) reviewed several small-scale measurement studies in the continental U.S., mostly 
conducted at wetland sites in the southeast.  From these studies, they calculated an 
average emission figure for temperate forested swamps of 75 mg CH4/m2/day and for 
temperate non-forested swamps of 70 mg CH4/m2/day.  Using their estimated emission 
season, which corresponds roughly to the annual period of warm temperatures (assumed 
to be 150 days per year for wetlands between 30° and 45°N and 180 days for those south 
of 30°N), annual CH4 fluxes for the SE-US can be estimated using, e.g., acreages 
surveyed in the National Wetlands Inventory (NWI, USFWS, 2014).  This method gives 
an annual flux of approximately 2.2 Tg CH4 from SE-US wetlands given the total SE-US 
acreages of three NWI wetland classifications: estuarine and marine wetlands, freshwater 
forested/shrub wetlands, and freshwater emergent wetlands. 
It is important to note that average flux rates are not entirely representative of the 
high annual and interannual variability associated with wetland CH4 emissions.  
Measured CH4 fluxes can vary greatly between locations within the same study area as a 
result of microtopographic influences on surface water and changes in biogeochemistry 
(Bubier et al., 1993, Bubier et al., 1995).  Indeed, most of the studies analyzed by Bartlett 
and Harriss (1993) report a range of annual emissions for subtropical- and temperate-
latitude wetlands over one to two orders of magnitude (in g/m2/yr).  For this reason, other 
attempts to estimate regional emissions for the SE-US have focused on correlations 
between observable large-scale ecosystem-level parameters and net emissions.  For 
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example, Potter et al. (2006) assimilated satellite-derived vegetation "greenness" index 
values into a wetland ecosystem model to generate nationwide estimates of net ecosystem 
production (NEP) for the U.S.  They then multiplied these values by a CH4 : CO2 
conversion factor determined by Whiting and Chanton (1993) to derive wetland fluxes 
for the continental U.S.  Their results indicate that the southeast contributes 3.0 Tg of 
wetland CH4 annually.  We note that this figure includes the entire state of Texas, and 
since only east Texas is considered part of the study area for this work, this total for SE-
US wetlands based on Potter et al. (2006) may be slightly lower.  
Other, more recent estimates have been based on analyses of direct atmospheric 
concentration measurements.  For illustration, optimized North American CH4 emissions 
derived from atmospheric column satellite retrievals by Wecht et al. (2014) are shown 
below.  Results from Wecht et al. (2014) indicate similar ranges of fluxes as given by the 
above-mentioned methodologies, and show a predictable spatial pattern for North 
American wetland emissions that includes an expected anomalous region of high flux 
over the southeast (Figure 4).  To deduce CH4 sources, “top-down” or inversion 
approaches (e.g., Frankenberg et al., 2005, Bergamaschi et al., 2007, Bloom et al., 2010) 
such as these rely on a combination of a priori emissions inventories, atmospheric 
transport models and data on atmospheric hydroxl radical (OH-) concentrations (since 
OH- molecules oxidize CH4 and thereby remove it from the atmosphere).  Such work 
may serve as a useful reference for comparison with LSM results, and we examine these 










Figure 4: North American wetland CH4 emissions for the year 2004 (1010 molecules/cm2/s) from 
Wecht et al. (2014) at 1/2° lat x 2/3° lon resolution using SCIAMACHY retrievals of atmospheric 
column CH4.  Emissions are optimized via a clustering algorithm based on the emissions 
inventories of Kaplan et al. (2002) and Pickett-Heaps et al. (2011).  Conversion factor:  
1010 molecules/cm2/s = 6.284 × 10-14 Tg C/m2/yr. 
 
1.3. Model representation of wetland ecosystem processes 
Mechanistically modeling net surface CH4 emissions requires representing a 
complex and interacting series of ecological and biogeochemical processes.  A diverse 
suite of ecosystem CH4 modeling approaches has been developed for application to 
wetland soils.  These include (1) empirical models, or simulations based on regression 
analyses of CH4 fluxes on soil temperature, soil moisture content, water table depth, pH 
measurements and other physical parameters, and (2) process-based models.  In empirical 
CH4 flux models, regressions are used in combination with soil climate models in order 
to predict daily CH4 fluxes at or near sites where soil parameters have been measured 
directly at the surface.  Flux simulations based on these regressions, however, may not be 
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applicable to locations outside of the measurement area, where conditions differ.  
Process-based models, meanwhile, use an understanding of biogeochemical and 
environmental controls and their interactions to calculate CH4 fluxes.  They have the 
advantage of being more broadly applicable since they are not statistically based, though 
they often require rigorous testing and calibration.  We focus here on the latter type, 
which includes CLM4Me. 
In general, process-based CH4 biogeochemical modeling approaches can be 
characterized hierarchically according to their complexity (e.g. Grant and Roulet, 2002).  
They include: (1) mechanistic representations where daily CH4 fluxes are simulated from 
calculated rates of organic matter and litterfall decomposition, modified by soil 
conditions such as redox potential, pH, temperature, nutrient status, and water table depth 
(e.g., Cao et al., 1995, Potter et al., 2001); (2) models applied at site, regional, and global 
scales that explicitly represent processes for microbiological transformations and physical 
transport of CH4 (Figures 5 and 6) including aqueous and gaseous transport and 
competition between processes affecting CH4 concentrations (e.g., Walter et al., 2001, 
Zhang et al., 2002; Zhuang et al., 2004); (3) simulations that explicitly resolve the three 
CH4 transport mechanisms, include representations of the production and consumption of 
CH4 in the soil column by different microbial groups and account for how these microbes 
















Figure 5: (Top) Schematic of the one-dimensional CH4 model of Walter et al. (2001); CH4 
production takes place in the anoxic soil below the water table; the CH4 production rate depends 
on soil temper-ature and NPP.  CH4 oxidation occurs in the oxic soil above the water table and 
depends on temperature.  The model calculates CH4 concentrations in each (1 cm thick) soil 
layer.  Transport occurs by diffusion through water-/air-filled soil pores, ebullition to the water 







Figure 6: Schematic diagram of Zhuang et al.’s biogeochemistry model (TEM), showing (a) the 
overall model structure which features a soil thermal module, a hydrologic module, a 
carbon/nitrogen dynamics module, and a CH4 dynamics module (MDM), and (b) the more 
detailed structure of the MDM including the separation of soil into anaerobic and aerobic zones 
by water table position.  The soil profile is divided into 1-cm layers.  Parameterizations of the 
different transport pathways of CH4 between soils and the atmosphere (diffusion, plant-aided 
transport, and ebullition) are described in greater detail in Zhuang et al. (2004). 
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The results of process-based model experiments (e.g. Cao et al., 1996) suggest 
that such models have the potential to capture overall seasonal trends in emissions quite 
well, at least for some wetland sites.  However, magnitudes of year-to-year fluxes have 
proven difficult to predict accurately.  Furthermore, sensitivity analyses indicate that 
predictions are highly sensitive to specified values for parameters such as water table 
position and temperature.  Zhang et al. (2002), for example, show that different 
parameterizations of the effects of temperature, hydrologic dynamics, and soil organic C 
content can strongly influence flux predictions in process-based models.  Melton et al. 
(2013), meanwhile, conducted an inter-comparison study of several process-based 
wetland CH4 models and found broad disagreement between them.  Differences were 
found to be reflective of the models’ respective schemes employed for calculation of 
inundated land surface fraction, taken to indicate wetland areal extent. 
Such findings imply that assimilation of observational data may allow for 
improvement in predictive skill (e.g. through tuning of model parameters).  In the past, 
however, wetland CH4 observational datasets have tended to be largely insufficient for 
evaluation of model fluxes at regional spatial scales, and datasets often do not contain 
contemporary and co-spatial measurements of soil and hydrological states that might 
facilitate tuning.  In the following section, we examine a particular process-based CH4 
biogeochemistry model, CLM4Me (Riley et al., 2011), and describe the model-specific 
parameterizations used in calculation of net surface CH4 flux from wetland soils.  We 
focus especially on the current methodology for calculation of wetland areal extent in 
CLM4Me and briefly discuss CLM4Me-generated inundation patterns over the study 
area.  We then evaluate the overall performance of CLM4Me over the study region by 





Chapter Two: Datasets and Methodology 
2.1    Wetland methane flux prediction in CLM4Me 
Although accurate representations of every sub-gridscale process important to 
CH4 production and transport is preferable in the development of a mechanistic model, 
several limitations must be considered.  These include (1) uncertainties in assumed 
system structure, (2) uncertain parameter characterization, (3) uncertainties associated 
with spatial heterogeneity, (4) limited availability of measurements to develop, test, and 
perform simulations (as discussed in section 1.3), (5) uncertainties in boundary and initial 
conditions, and (6) a need for computational efficiency.  All of these restrictions are 
relevant to CLM4Me.   
In the model structure, constraints on several important model parameters are 
provided by the current literature, such as soil half-saturation coefficients and maximum 
potential rate for oxidation, temperature dependence of methanogen productivity, the 
effects of competition between processes (e.g. aerenchyma transport vs. oxidation by 
methanotrophs in the soil), and the spatial distributions of state variables affecting CH4 
production and oxidation (e.g., pH, redox potential, inundation) (Riley et al., 2011). 
CLM4Me simulates the transient, vertically resolved dynamics of CH4 and 
oxygen in the soil column (Figure 7).  For CH4, the model accounts for production in the 
anaerobic fraction of soil (P, mol/m3/s), ebullition (E, mol/m3/s), aerenchyma transport 
(A, mol/m3/s), aqueous and gaseous diffusion (FD, mol/m2/s), and oxidation (O, mol/m3/s) 
via a transient reaction diffusion equation: 
 




Where z (m) represents the vertical dimension, t (s) is time, and R accounts for 
gas in both the aqueous and gaseous phases: R = εa + KHεw, with εa, εw, and KH (−) the 
air-filled porosity, water-filled porosity, and partitioning coefficient for the gas species of 
interest, respectively.  An analogous version of Equation (1) is concurrently solved for 
oxygen, but with the following differences relative to CH4: P = E = 0 (i.e., no production 
or ebullition), the aerenchyma transport is a source rather than a sink, and the oxidation 
sink includes the oxygen demanded by methanotrophs, heterotrophs, and autotrophic root 
respiration (Riley et al., 2011). 
 
Figure 7: Schematic representation of biological and physical processes integrated in CLM4Me 
that affect the net CH4 surface flux.  (Left) Fully inundated portion of a CLM gridcell and (right) 




Since CLM does not have a specific wetland representation that includes details 
relevant to CH4 production, gridcell-averaged decomposition rates are used as proxies for 
wetland CH4 fluxes.  CH4 production in the anaerobic portion of the soil column is 
related to the gridcell estimate of heterotrophic respiration from soil and litter (RH; mol 
C/m2/s) corrected for its soil temperature (Ts) dependence, soil temperature through a Q10 
factor (fT), pH (fpH; Meng et al., 2011), redox potential (fpE), and a factor accounting for 
the seasonal inundation fraction (S): 
  (2)
where fCH4 is the baseline fraction of anaerobically mineralized C atoms becoming CH4. 
The seasonal inundation fraction, S, is defined as 
 	 	,		S ≤ 1. (3)
where f is the instantaneous inundated fraction,  is the annual average inundated fraction 
weighted by heterotrophic respiration (evaluated for the previous calendar year), and β is 
an anoxia factor that relates the fully anoxic decomposition rate to the fully oxygen-
unlimited decomposition rate, all other conditions being equal (Riley et al., 2011). 
2.2    Determination of inundated fraction and wetland areal extent in CLM4Me 
Since saturated soil conditions are required for methanogenesis, the spatial extent 
of inundation (the land surface area where water is present at the surface) acts as an 
important control on regional CH4 emissions.  Because static wetland datasets (e.g., 
Lehner and Döll, 2004, MODIS: ORNL DAAC, 2000, USFWS, 2014) do not adequately  
capture seasonal and interannual variations in inundation extent, their applications for 
CH4 flux predictions in LSMs are somewhat limited.   
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To remedy this restriction, CLM4Me employs an approach intended to portray 
temporal variations in inundation extent.  CLM4Me’s inundation dataset is based on 
work by Prigent et al. (2007), who estimated global monthly inundated fraction from 
1993–2000 using a multi-satellite approach.  We refer to it here as the Global Inundation 
Extent from Multi-Satellite (GIEMS) dataset (after Melton et al., 2013).  The GIEMS 
values are based on observed radiometric anomalies and Normalized Difference 
Vegetation Index (NDVI) values from the Advanced Very High Resolution Radiometer 
(AVHRR) in combination with passive microwave Special Sensor Microwave/Imager 
(SSM/I) measurements and active microwave backscattering coefficients at 5.25 GHz 
from the European Remote Sensing (ERS) satellite.  This approach is described in greater 
detail in Prigent et al. (2001, 2007). 
Initally, index values for the saturated fraction (fs) of each gridcell are generated 
independently by CLM.  These index values are computed from the model-simulated 
water table depth (zw) and a spatially variable parameter representing surface runoff (Niu 
et al., 2005, Oleson et al., 2008).  A simple inversion is then applied to these fs values in 
CLM4Me, optimizing three parameters (p1, p2, p3) for each gridcell to approximate the 
GIEMS values of Prigent et al. (2007).  The optimization utilizes model-generated water 
table depth and surface runoff (Qr (mm/s)): 
 	 	  (4)
Here, fi represents the inundated fraction used specifically by the CH4 submodel, 
calculated at each time step.  Although the fi values are designed to better reflect the 
spatiotemporal variability of the GIEMS dataset at the global scale, discrepancies still 
arise at local (gridcell to regional) levels (Riley et al, 2011).  These errors are potentially 
important for CH4 emissions estimates; for example, discrepancies occur in several 
important high-latitude wetland regions including northern Eurasia and mid- and eastern 
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Canada.  Over the study region for this work (the SE-US), Riley et al. (2011) show a 
slight positive bias in fi when compared to the multi-satellite values, particularly over the 
Mississippi River basin (Figure 8). 
The GIEMS estimates themselves are complicated by several factors as well.  For 
example, Prigent et al. (2007) note that the data do not discriminate among inundated 
wetlands, rivers, small lakes, irrigated agriculture or ocean-contaminated coastal pixels.  
Additionally, bare surfaces and inundation can produce similar SSM/I signatures in 
semiarid regions, complicating efforts to discern inundated areas (Prigent et al., 2007).  
Passive microwave signals may also be contaminated by atmosphere, clouds and rain, 
and signals can be altered by absorption and scattering by vegetation and modulated by 
surface temperature. 
 
Figure 8: Difference between mean June–September observed inundation (GIEMS; Prigent et al., 





2.3    DYPTOP dynamic inundation prediction 
The TOPMODEL approach (Beven and Kirkby, 1979) accounts for several 
factors to predict runoff generation and areal extent of potential flooding in hydrological 
catchments.  In TOPMODEL, areal units are assigned “floodability” index values 
according to their topography.  Sub-grid scale topography information is used to resolve 
the redistribution of soil water within a river catchment so that the area at maximum soil 
water content can be determined.  The area at maximum soil water content can then be 
used to implicitly represent the inundated area fraction.   
The Dynamical Peatland Model based on TOPMODEL (DYPTOP, Stocker et al., 
2014) applies this approach to establish a gridcell-specific relationship between the 
model-simulated water table depth (Γ) and the gridcell flooded area fraction (f).  Once 
established, this grid-cell-specific relationship is represented by a single analytical 
function established using a set of four parameters (v, k, q, fmax).  A global dataset of these 
four parameters at 1° x 1° gridcell resolution is provided by Benjamin Stocker at 
https://github.com/stineb/dyptop.  The analytical function is used to dynamically predict f 
in combination with Γ as simulated by a land surface model.  Stocker et al. (2014) note 
that this approach reduces required input data, enhances computational efficiency and 
allows for integration of the dynamical inundation prediction scheme into any LSM.   
The global set of gridcell-specific functions developed using the four “fit” 
parameters v, k, q, and fmax is designed to approximate the “empirical” relationship 
between Γ and f for each gridcell.  This empirical relationship is initially derived using a 
gridcell’s respective sub-grid level Compound Topographic Index (CTI) values.  CTI 
values are ascribed to each “pixel” within a gridcell (index i; for the 1° x 1° gridcells used 
in Stocker et al., pixels are ~1 km x 1 km) and reflect a pixel’s floodability.  The CTI 
values are derived from the ETOPO1 high resolution (1 arc min) topography dataset 
(Amante and Eakins, 2009) and are calculated using the R library “topmodel” (Buytaert, 
2011).   
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A threshold value CTI*x is calculated for each gridcell x as a function of the grid-
cell-mean water table position (Γx).  All pixels with CTIi > CTI*x are assumed to be at 






		if	CTI 	 max CTI∗, CTI
0				if	CTI 	 max CTI∗, CTI      (Stocker et al., 2014) 
where Ai is the area of pixel i, Ax is the total area of each gridcell x, and CTImin is the 
lower threshold for flooding, irrespective of the water table position (Stocker et al., 






0				if	CTI 	 CTI                          (Stocker et al., 2014) 
The relationship between water table position and flooded area fraction can be 
approximated by a sigmoidal curve.  Stocker et al. (2014) directly define a function, ψ, to 
approximate this relationship for each distinct gridcell.  This reduces computational cost 
by not relying on the full information contained in the CTIi values, which constitute a 
much higher-resolution dataset.  For monthly mean values of Γ for each month m and 
gridcell x, 
 ψ Γ , 1 ,                 (Stocker et al., 2014). (7)
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The flooded area fraction of each gridcell x during each month m is then calculated as 
 , min ψ Γ , , 	                               (Stocker et al., 2014). (8)
Stocker et al. (2014) note that simple gridcell-average Γ values predicted by many 
land surface models may be unsuitable for application using this approach, particularly in 
mineral soils.  In CLM, simulated gridcell-average Γ values are generally too low in non-
peatland soils (>2m below the soil surface across most of the world) to realistically 
simulate inundation using this simple scheme.  It is therefore necessary to define an 
“updated” water table position, defined as an index value explicity accounting for the 
total soil water storage, soil porosity and runoff potential at a given location.  We apply 
such a correction here to derive a new global Γ dataset for use with DYPTOP.  This is 
explained in greater detail in section 2.4. 
2.4    Experimental setup 
For this work, we examine the link between modelled inundation and CH4 flux 
predictions in CLM4Me.  To accomplish this, we conduct two separate model 
simulations: 1) A control case using the model’s native GIEMS-derived inundation 
dataset, and 2) an experimental case in which the inundated fraction is calculated using 
the DYPTOP spatial parameters and global water table depth predictions generated by 
CLM.  We examine the results over a subtropical subregion of North America, the SE-
US, defined as the land surface area between 25° and 37°N latitude and 75° and 55°W 
longitude.  We then compare both sets of results to recent satellite-derived estimates of 
wetland CH4 fluxes from Bergamaschi et al. (2013), which are available for the years 
2003-2011 and are based on inversions of atmospheric column concentration data. 
Both model runs are conducted with the CH4 sub-model (CLM4Me) active.  We 
use a gridcell resolution of 0.9° x 1.25° and simulated land use conditions for the year 
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2000.  For initial conditions, we use a dataset provided with the model which includes 
spun-up soil biogeochemistry (CLM4.5-BGC) and atmospheric data derived using the 
Climate Research Unit analysis of the NCEP atmosphere reanalysis data (CRUNCEP).  
The model is run off-line using the atmospheric forcing dataset provided with CLM4.5 
(Qian et al., 2006).  Preliminary trial runs revealed that the model requires ~10-15 years 
of run-time after the model start date in order for CH4 emissions to initially stabilize.  We 
therefore initiate both runs beginning in the year 1980 to allow adequate time for the soil 
carbon stocks to equilibrate ahead of the period for which the inversion estimates are 
available. 
In the control case, inundated surface fraction (fi) is calculated at each timestep in 
a manner designed to approximate the GIEMS values.  This is done using the inversion 
approach of Riley et al. (2011), as mentioned above.  The experimental case uses an 
inundation dataset based on global water table depth predicted by CLM (ΓCLM) for one 
simulation year.  We combine these ΓCLM values with predicted values for total soil 
moisture content, soil porosity and surface runoff to derive a “new” water table depth for 
use with DYPTOP, following the work of Stocker et al. (2014): 
 Γ 	 ∑ , ∑ , ∗                     (9)
Here, the subscripts m, d, and l represent months, days, and soil layers, with Nm 
denoting the number of days in month m.  Wl,d is the daily soil liquid water plus ice 
fraction in layer l, zl  is the soil layer thickness, ϕ is the porosity (uniform over depth) and 
runoffm is the sum of monthly total surface and drainage runoff.  l0 is the number of the 
layer just above the first frozen soil layer (Stocker et al., 2014).  
Since frozen soils tend to occur at mid- to high latitudes, they are not commonly 
predicted by CLM for the SE-US.  We therefore use a simplification of Equation (9) 
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where the top ten soil layers used in the model (Oleson et al., 2013) are treated as one 
unfrozen layer, zsoil.  The value of zsoil is the combined thickness of these ten layers and 
represents the top ~2.865 m of the soil column.  We then sum predicted soil moisture for 
the top ten soil layers using mean monthly values for each layer from an initial 5-year 
CLM simulation.  This allows us to derive a value for monthly soil water content, Wl,m. 
Since porosity values vary by soil layer in CLM, we average porosity values at each 
location over the top ten soil layers to derive ϕ.  This gives: 
 Γ , 	 ∑ , ∗                            (10)
We then apply Equation (7) to calculate ψx using these new monthly water table 
values and the four spatially variable DYPTOP “fit” parameters, which are first 
interpolated to 0.9° x 1.25° resolution for use with CLM.  The monthly inundated fraction 
of each gridcell is then calculated using Equation (8) and a revised land surface dataset is 
created using the new inundation values.  The CLM4Me model code is then modified so 









Chapter Three: Results 
In general, we find that CH4 fluxes predicted by CLM4Me over the study region 
are closely linked to wetland areal extent, in terms of both the magnitude and the spatial 
distribution of emissions.  This is in agreement with findings from the Wetland and 
Wetland CH4 Inter-comparison of Models Project (WETCHIMP), which suggest a nearly 
one-to-one correlation in CLM4Me (Spearman’s Rank ρ = 0.931) between simulated 
inundation extent and CH4 flux prediction globally (Melton et al., 2013).  This correlation 
coefficient was the highest of any of the models in the ensemble.  The wetland extent vs. 
flux correlation in CLM4Me was found to be even higher for the extratropics (latitudes > 
35°) with an average ρ-value of 0.980.  This value was higher than all of the 
WETCHIMP models except one, LPJ-WSL (Hodson et al., 2011), which had an 
extratropical ρ-value of 0.990.  One other model, SDGVM (Hopcroft et al. 2011), had a 
comparable ρ-value for the extratropics (0.979).  For CLM4Me, we calculate a ρ-value of 
0.841 for northern hemisphere subtropical latitudes (25° - 35°).  This strong correlation is 
observable in a preliminary analysis of the control run results, shown below for the 
month of June 2003 (Figure 9). 
This strong correlation between monthly wetland areal extent and wetland CH4 
flux shows that the calculation of inundation plays an important role in determining the 
overall flux predicted by CLM4Me.  In this section, we analyze the results of the control 
case, a 35-year CLM model run using the model default land surface dataset that utilizes 
the GIEMS inundation values.  We compare the model results to the satellite inversion 






Figure 9: (a) Inundated land surface fraction simulated in CLM4Me for the month of June 2003 
and (b) CH4 flux predicted by CLM4Me for the same month. 
 
3.1    Control case: CLM4Me model results in comparison with satellite inversions 
Annual CH4 flux results in CLM4Me show a strong positive bias over the SE-US 
in comparison with the SCIAMACHY inversions (Figure 10).  In the WETCHIMP model 
inter-comparison study (Melton et al., 2013) CLM4Me was found to produce CH4 flux 
values considerably higher than the ensemble mean for high tropical and subtropical 
latitudes (25° to 35°) for the study period (1993-2004).  A positive bias in flux 
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predictions over the SE-US is therefore not entirely unexpected.  We suggest that much 
of the bias can be attributed to inundation values used in the model, since (1) the fi values 
used by CLM4Me display a slight positive bias over the GIEMS values within the study 
region, and (2) as noted, the statistical correlation between inundation extent and CH4 
flux in CLM4Me is quite high for subtropical latitudes (Spearman’s Rank 0.841). 
We note that the inundation values used in CLM4Me are unique; the other models 
in the WETCHIMP ensemble each use different schemes to simulate inundation.  Six of 
the models, including CLM4Me, utilize the GIEMS values but only one, LPJ-WSL, uses 
the GIEMS dataset directly to determine wetland areal extent.  DLEM (Tian et al., 2010) 
independently simulates intra-annual wetland dynamics using the GIEMS values for 
boundary conditions only.  ORCHIDEE (Ringeval et al., 2010) uses a TOPMODEL-
based scheme but scales simulated wetland areal extent to match the mean annual values 
of the GIEMS dataset.  LPJ-Bern (Spahni et al., 2011) and UW-Vic (Bohn and 
Lettenmaier, 2010) use prescribed peatland extents in combination with GIEMS monthly 
inundation values.  The other models either simulate inundation extents independently or 
use prescribed wetland extents from land cover datasets. 
 
 
Figure 10: CLM4Me vs. Inversion CH4 flux values for the period 2003 - 2011 in (fluxes summed 





















Analyses of the monthly average flux values reveal that much of the positive bias 
in the yearly totals stems from predictions for July, August and September.  CLM4Me 
predicts fluxes over the SE-US in the range of 1.08 – 1.24 Tg C/month for these months, 
which are 0.83 – 0.96 Tg C higher than the average values of the inversion estimates for 
the same three months.  In the fall, winter and spring, the bias is still apparent but is 
reduced; predicted fluxes are in the range of 0.45 – 0.74 Tg C higher than the inversion 




Figure 11: (a) Seasonal variation in CH4 flux; CLM4Me vs. inversions.  (b) Bias (CLM4Me – 






































3.2    Experimental case: CLM4Me with inundation simulated by DYPTOP 
Overall, the experimental results reduce the bias for the study region in 
comparison with the inversion estimates.  However, the sign of the bias is reversed from 
a strong positive bias to a slight negative bias (Figure 12). 
 
 
Figure 12: Comparison of SE-US interannual flux predictions; CLM4Me control run, CLM4Me 
with DYPTOP inundation, and inversion values for the period 2003 - 2011 (fluxes summed over 
the entire study region). 
 
Since DYPTOP predicts a large (one order of magnitude) decrease in the total 
inundated fraction throughout the study area (Figure 13), this overall reduction in the 
magnitude of the predicted emissions is expected, since we establish that flux predictions 


























Figure 13: (a) CLM4Me GIEMS-derived fractional inundation values over the study area 
averaged over all monthly time steps for the period 2003 - 2011.  (b) Inundated fraction values 
using DYPTOP water table and subsequent parameterizations. 
 
In comparison to the control case, much of the negative bias in the annual totals 
for the experimental case stems from projections for the months of May and July (both 
~0.37 Tg C lower than the inversion estimates).  However, fluxes are generally well 
below the inversion values for the period April to September (April, June, August and 
September predictions are 0.15 – 0.23 Tg C lower than the inversion estimates, while the 
biases for October through March are only .02 – 0.07 Tg C lower).  The inversion results 
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also imply a sudden, anomalous decrease in SE-US wetland CH4 emissions during the 
month of June; May and July emissions are generally the highest of the year, but June 
emissions are considerably lower.  The existence of this June flux anomaly was not 




Figure 14: (a) Seasonal variation in CH4 flux; DYPTOP experiment vs. inversions.  (b) Bias 
(DYPTOP experiment – inversions) in predicted monthly values (averaged over the period 2003 - 







































Figure 15: SE-US average wetland CH4 flux 2003 - 2011 in Tg C/m2/yr (a) simulated by 
CLM4Me, (b) simulated using DYPTOP inundation values and (c) based on inversions of 
ENVISAT-SCIAMACHY satellite retrievals (Bergamaschi et al., 2013). 
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Spatial analysis of the results reveals that most of the bias reduction in the 
DYPTOP case comes from lower predicted fluxes over the northern part of the study area 
that more closely reflect the inversion values.  This implies that wet surface conditions 
may not be as prevalent there as suggested by CLM4Me.  However, slight negative bias 
anomalies observed in the control run over central Georgia, northwestern Louisiana and 
central Mississippi and Alabama remain unresolved, and a broader negative bias is 
introduced throughout the lower Mississippi River basin and along the Atlantic Gulf 
coastal plain (Figure 16).  Expected wetter surface conditions in these lower-lying 
southern areas may therefore not be adequately captured by the DYPTOP 
implementation.  We note, however, missing values in several locations along the Gulf 
coastline, which preclude a quantitative assessment of the model’s performance over this 
southernmost portion of the study area.  This lack of data is an artefact of CLM, which 
does not explicitly resolve coastal grid cells.  Coastal grid cells are instead treated as 
either land or ocean in the model. 
The seasonality of the flux predictions in both cases suggest that accurate 
representation of summer inundation in the southeastern U.S. plays an important role in 
determining wetland carbon fluxes on a seasonal and interannual basis.  We have made 
the implicit assumption here that the inversions of Bergamaschi et al. (2013) used for 
comparison can be taken as a reliable indicator of the magnitude of the true flux.  That 
the inversions show SE-US fluxes to be in the range of 2-3 Tg C per year supports this 
assumption, since this amount is in good agreement with the other existing regional 
estimates mentioned in section 1.2.2.  Following this assumption, we conclude that the 
experimental results suggest DYPTOP inundation simulation may greatly improve CH4 




Figure 16: (a) Absolute bias in flux predictions (experiment – inversions) averaged over 2003 - 
2011 using (a) CLM4Me with default GIEMS-derived fractional inundation vs. (b) CLM4Me 
with DYPTOP simulated inundation. 
 
In the following section, we attempt a minor modification to the DYPTOP 
scheme.  The aim of the modification is to optimize the inundation dataset for use with 
CLM4Me such that the model predictions might better mimic the seasonality and the 
spatial pattern of the inversion estimates. 
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Chapter Four: Discussion 
We have tested the sensitivity of CLM4Me’s flux prediction scheme to changes in 
the amount of surface inundation prescribed to the model.  We find wetland areal extent 
accounts for a high proportion of the seasonal and interannual variability in CH4 flux 
simulated by CLM4Me.  These findings are in agreement with those of Melton et al. 
(2013), who show that the correlation between wetland extent and CH4 emissions in 
CLM4Me is among the strongest of a suite of wetland-CH4 models.   
Melton et al. (2013) also show that CLM4Me tends to predict the highest annual 
CH4 emissions of the ensemble for the latitude range 25° – 27° N, and predicts higher 
annual emissions than all models except one (DLEM) for the latitude range 27° – 34° N.  
For latitudes between 27° and 32° N, CH4 fluxes predicted by CLM4Me are 3 – 5 Tg/yr 
higher than the ensemble mean.  Our finding that CLM4Me predicts annual CH4 
emissions for the SE-US region several Tg higher than existing estimates, including the 
inversion estimates of Bergamaschi et al. (2013) used as a point of comparison here, is 
consistent with these results.  Anomalously high flux predictions for the study region may 
be expected since it is defined as between 25° and 37°N latitude (and 75° and 55°W 
longitude). 
Our experimental results imply that for subtropical and low temperate latitudes, 
the use of a modified inundation scheme can remove some of the bias in modelled fluxes 
over current satellite-based estimates.  However, we also show evidence that inundation 
and hence flux over the SE-US may be slightly under-predicted using the simplified 
DYPTOP parameterizations for mineral (non-peatland) soils in combination with CLM’s 
simulated water table (ΓCLM).  We therefore propose here a method for further 
modification, or “optimization,” of the inundation scheme such that the model can more 
realistically prognosticate the flux for any specific region or gridcell.  This method may 
have broader implications for LSM development as future space-based observations 
produce more reliable data on seasonal inundation and/or surface CH4 fluxes from 
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wetlands. 
To demonstrate how the DYPTOP scheme may be tuned for use with 
CLM/CLM4Me, we modify Equation (10) and conduct a separate experiment in which 
water table depth is calculated based on total soil moisture content, soil porosity, surface 
runoff, and an additional parameter, a, which is used to fit the CLM4Me results to the 
yearly totals from the inversions for the years 2003-2011: 
 Γ 	 	∑ , ∗ ,                     (11)
Here, a is an artificial parameter defined as a constant value, in meters, which 
simply raises (or lowers) the Γ values used to calculate fractional inundation in Equations 
(7) and (8).  This method eliminates the potential for hydrologic balance errors 
introduced by altering the ΓCLM values in the model itself, since inundation is still 
calculated independently of ΓCLM.  Values of a are specific to each gridcell or region for 
each month, such that a new monthly inundation dataset derived using these values 
results in fluxes that more closely reflect those of the inversions.  Figure (17) shows the 
results from an example case in which we apply a uniform monthly value of 0.2 for a 




Figure 17: Comparison of SE-US flux predictions (summed over the entire study area); CLM4Me 
control run, CLM4Me with DYPTOP inundation values, CLM4Me with 20 cm added to adjusted 
DYPTOP water table values, and inversion values for the period 2003 – 2011. 
 
Although this modification to the DYPTOP scheme greatly reduces the overall 
bias in the yearly flux totals for the study region as a whole, spatial assessment of the 
results shows this is due to an increased positive bias over the northern SE-US and a 
slightly reduced negative bias within the lower Mississippi River basin and along the 
Gulf coastal plain (Figure 18).  The result of this second experiment is encouraging 
however, since it suggests that a global dataset of a-values at sub-regional or gridcell-
level scales may be derived using this methodology.  
Again, a key assumption made here is that the satellite inversion values 
realistically represent actual wetland CH4 fluxes.  Since our approach rests on this 
assumption, Equation (11) does not necessarily optimize the DYPTOP values for more 
accurate prediction of wetland CH4 fluxes.  Rather, it may be used to tune inundation 





















Control case DYPTOP exp. 1 DYPTOP exp. 2 Inversions
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Figure 18: Absolute bias (vs. inversions) in flux predictions averaged over 2003 - 2011 using 
inundation simulated by DYPTOP with .2m added to adjusted water table values uniformly over 





















Chapter Five: Conclusion 
We have conducted a review of recent scientific literature and presented the 
various environmental factors known to control wetland biogeochemical processes at 
regional spatial scales.  We have emphasized the importance of water table position as a 
principal controlling factor in wetland CH4 emissions and discussed the link between 
surface inundation extent and CH4 fluxes at seasonal and interannual timescales.  We 
have performed a quantitative first-order assessment of CLM4Me, the CH4 
biogeochemistry component of CLM, over a subtropical wetland region defined as the 
southeastern U.S. and compared modelled fluxes to recently derived estimates from 
satellite data in an attempt to clarify the current state of regional-scale wetland CH4 
modeling in LSMs. 
We have integrated a new TOPMODEL-based scheme for simulation of wetland 
areal extent in CLM4Me and examined the link between fractional inundation and 
modelled surface CH4 flux.  We have shown that, at least for some regions, a simulated 
inundation scheme based on model-calculated soil hydrologic parameters may be able to 
more realistically represent surface fluxes than the model’s current methodology, which 
relies on the GIEMS dataset of Prigent et al (2007).    
We find that in the CLM4Me model structure, inundation exerts a first-order 
control on CH4 flux.  Sparse field measurements and coarse space-based observations 
preclude an assessment of whether this strong dependence on inundation accurately 
reflects real-world processes.  However, we suspect that ongoing research in detecting 
surface inundation from space – in parallel with improved regional-scale wetland CH4 
flux measurements – will further elucidate the link between inundation and CH4 
emissions for future LSM development.  We expect that more quantitative analyses may 
be possible in the near future as new methods for measuring inundation from space 
become viable, including, for example, parameterizations based on soil moisture data 
from NASA’s SMAP mission (Brown et al., 2013). 
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At present, we suggest that the computationally efficient nature of the DYPTOP-
derived dynamic inundation scheme presented here has important implications for 
wetland-CH4 flux model development; as improved space-based observations become 
available and can be used to constrain the parameterizations employed by CLM4Me, 
DYPTOP can be adapted accordingly to more accurately simulate field conditions and to 
suit CLM4Me’s wetland flux scheme.  The methodology introduced here therefore 
represents a relatively straightforward and computationally inexpensive framework for 
future improvement of inundation simulation in LSMs. 
Much work remains to be done toward this end.  We note for example one 
important consideration, mentioned briefly in section 3.2 – the lack of explicit resolution 
of coastal areas in CLM.  Although the study region for this analysis includes coastal 
southern Florida and Louisiana, areas which represent significant wetland assemblages, 
CLM does not resolve land surface processes for these areas at 0.9° x 1.25° model 
resolution.  Although higher-resolution model outputs may improve land data coverage 
somewhat, they are subjected to additional uncertainty and increased computational 
expense.  Regional-scale studies involving global climate models may therefore benefit 
from supplemental land surface data to populate missing values. 
Broadly speaking, however, studies such as this aid in our understanding of the 
applications and shortfalls of current land surface modeling schemes and represent 
important strides toward improving model representations of earth system processes.  To 
wit, integration of alternative schemes to simulate inundation and other land surface 
variables in LSMs may serve to highlight advantages and disadvantages of current model 
components.  Hybrid CH4 flux models such as the one implemented here can be used to 
identify potential flaws in a certain model’s structure, while employing useful elements 
of another.  We therefore offer this study as a contribution to the current literature and 
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