Abstract-This study examines sharp bounds on Arimoto's conditional Rényi entropy of order β with a fixed another one of distinct order α β. Arimoto inspired the relation between the Rényi entropy and the r -norm of probability distributions, and he introduced a conditional version of the Rényi entropy. From this perspective, we analyze the r -norms of particular distributions. As results, we identify specific probability distributions which achieve our sharp bounds on the conditional Rényi entropy. The sharp bounds derived in this study can be applicable to other information measures which are strictly monotone functions of the conditional Rényi entropy.
I. INTRODUCTION
In information theory, the Shannon entropy H(X) and the conditional Shannon entropy H(X | Y ) [25] are traditional information measures of random variables (RVs) X and Y , which characterize several theoretical limits for information transmission. Later, the Rényi entropy [18] was axiomatically proposed as a generalized Shannon entropy. For a discrete RV X ∼ P, the Rényi entropy of order α ∈ [0, ∞] is defined by
where ln denotes the natural logarithm, the r -norm of a discrete probability distribution P is defined by P r lim r→t x ∈supp(P)
for r ∈ (0, ∞], and supp(P) {x ∈ X | P(x) > 0} denotes the support of a distribution P on X. Moreover, Arimoto [3] proposed a conditional version 1 of the Rényi entropy as a generalized conditional Shannon entropy. For a pair of RVs (X, Y ) ∼ P X |Y P Y , the conditional Rényi entropy [3] of order α ∈ [0, ∞] is defined by
where the expectation of r -norm is defined by
for r ∈ (0, ∞], and E[·] denotes the expectation operator. In this study, the RV Y can be considered to be either discrete or continuous. By convention, we write H α (X | Y = y)
This work was partially supported by NEC C&C FOUNDATION under Grants for Attendees at International Conferences; and JSPS KAKENHI, Grantin-Aid for Scientific Research (C) 26420352 and 17K06422, and Grant-in-Aid for JSPS Research Fellow 17J11247. 1 There are many definitions of conditional Rényi entropy (cf. [9] , [12] , [15] ). In this paper, it means Arimoto's definition unless otherwise noted.
H α (P X |Y (· | y)) for y ∈ supp(P Y ). As with (1), Eq. (3) is also well-defined since the limiting value also exists for each α ∈ [0, ∞]. Rényi's information measures can be reduced to Shannon's information measures as α → 1. In many situations, Rényi's information measures yield stronger theoretic limits than Shannon's information measures (cf. [2] , [5] , [6] ). In addition, the quantity H α (X | Y ) is closely related to Gallager's reliability function E 0 [10, Eq. (5.6.14)] and Sibson's α-mutual information [14] , [26] ; and thus, coding theorems with them can be written by H α (X | Y ) (cf. [3] , [28] ). Many basic properties of H α (X | Y ) were studied by Fehr and Berens [9] .
Bounds on information measures are crucial tools in several engineering fields, e.g., information theory, coding theory, cryptology, machine learning, statistics, etc. In this paper, a bound is said to be sharp if it is attained under some conditions. One of well-known sharp bounds is Fano's inequality [7] , which bounds the conditional Shannon entropy H(X | Y ) from above for fixed (i) average probability of error Pr(X f (Y )) and (ii) size of support |supp(P X )|, where the function f is an estimator of X given Y and | · | denotes the cardinality of the set. As related bounds, the reverse of Fano's inequality, i.e., sharp lower bounds on H(X | Y ) with a fixed minimum average probability of error P e (X | Y ) min f Pr(X f (Y )), were established by Kovalevsky [16] and Tebbe and Dwyer [27] (see also [8] ). Ho and Verdú [13] generalized Fano's inequality by relaxing its constraints from fixed number |supp(P X )| to fixed distribution P X . Very recently, Sason and Verdú [24] generalized Fano's inequality and the reverse of it to sharp bounds on the conditional Rényi entropy H α (X | Y ). In their study [24] , the interplay between H α (X | Y ) and P e (X | Y ) was investigated with broad applications and comparisons to related works. On the other hand, we [20] derived sharp bounds on H(X | Y ) with a fixed H α (X | Y ), and vice versa, by analyzing an interplay between H(X | Y ) and N r (X | Y ) (cf. (3)). Unconditional versions of its results [20] were also examined in [21] .
In this study, we further generalize an interplay between Shannon's information measure and Rényi's information measure of our results [20] , [21] to an interplay between two Rényi's information measures with distinct orders α β. We start to analyze extremal probability distributions v n (·) and w(·) defined in Section II, where the extremal distributions means that our sharp bounds on H α (X) can be achieved by them (cf. Section III). To utilize the nature of the expectation N r (X | Y ), our analyses of this study are concentrated on the r -norm of extremal distributions. Main results of this study are organized in Section IV, which show sharp bounds on H β (X | Y ) with a fixed another one H α (X | Y ), α β, in several situation. In this study, we represent our bounds via specific distributions to ensure sharpnesses of the bounds. In Section V, we describe applications our results from H α (X | Y ) to other information measures, which are strictly monotone functions of H α (X | Y ). Our proofs and detailed analyses can be found in arXiv [22] .
II. EXTREMAL DISTRIBUTIONS v n (·) AND w(·) In this section, we introduce the distributions v n (·) and w(·), which play significant roles in this study. In addition, the r -norms and Rényi entropy of them are investigated. Until Section III, we defer to show the extremality of these distributions v n (·) and w(·) in terms of the Rényi entropy. For each n ∈ N and p ∈ [1/n, 1], we define the n-dimensional probability vector 2 
, where N denotes the set of positive integers, and v i is chosen so that
for each i ∈ {0, 1, 2, . . . , n − 1}. In addition, for p ∈ (0, 1], we define the infinite-dimensional probability vector w(p) (w 0 , w 1 , w 2 , . . . ), where w i is chosen so that
for each i ∈ {0, 1, 2 . . . }, and x max{z ∈ Z | z ≤ x} is the floor function. Note that |supp(v n (p))| = n for p ∈ [1/n, 1), and |supp(w(p))| = m + 1 for m ∈ N and p ∈ [1/(m + 1), 1/m), i.e., these are distributions with finite supports. Since v 1 (1) has only one probability mass 1 if n = 1, we omit its trivial case in our analyses; and assume that n ∈ N ≥2 in this study, where N ≥k denotes the set of integers n satisfying n ≥ k. By the definition (2), for each r ∈ (0, ∞), the r -norms of these distributions v n (·) and w(·) can be calculated as follows:
In particular, it holds that
The Rényi entropies of v n (·) and w(·) can also be calculated by substituting (7) and (8), respectively, into (1). We first show the bijectivity of r -norm of these distributions v n (·) and w(·) in the following lemma. 
and let I n (r) and J (r) be real intervals defined by
for each n ∈ N ≥2 and r ∈ (0, 1) ∪ (1, ∞], respectively. For each n ∈ N ≥2 and r ∈ (0, 1) ∪ (1, ∞], we denote by
inverse functions of p v → v n (p v ) r and p w → w(p w ) r , respectively. Since logarithm functions are strictly monotone, it also follows from (1) and Lemma 1 that both Rényi entropies
) also have inverse functions for every 4 α ∈ (0, ∞], as with (12) and (13) . For each n ∈ N ≥2 and α ∈ (0, ∞], we denote by
inverse functions of
In general, these inverse functions are hard-to-express in closedforms, as with the inverse function of the binary entropy function h 2 : t → −t ln t − (1 − t) ln(1 − t). As special cases of them, we give the following specific closed-forms. (14) and (15) can be expressed in the following closed-forms:
for n ∈ N ≥2 , μ ∈ [0, ln n], and ν ∈ [0, ∞), where m = e ν .
Fact 1 can be verified by the quadratic formula. As with Fact 1, from the relation (1) between the Rényi entropy and rnorm, the inverse functions N −1 r (v n : ·) of (12) and N −1 r (w : ·) of (13) can also be expressed in closed-forms if r = 1/2, r = 2, or r = ∞. By Fact 1, sharp bounds established in this paper can be expressed in closed-forms in these situations.
Using the inverse functions H −1 1 (v n : ·) and H −1 1 (w : ·), we showed in [20, Lemmas 2 and 3] the convexity/concavity of v n (p) r and w(p) r with respect to H(v n (p)) and H(w(p)), respectively. Then, from perspectives of the expectations of
and vice versa. In this study, we also use a similar way to the previous work [20] . That is, the convexity/concavity of r -and s -norms for v n (·) and w(·) are examined to apply Jensen's inequality in (4) . Due to the limitations of space, our analyses of such convexity/concavity are left to arXiv [22, Section II].
III. SHARP BOUNDS ON UNCONDITIONAL RÉNYI ENTROPY
In this section, we introduce sharp bounds on the Rényi entropy H β (X) with a fixed another one H α (X) as follows: Theorem 2] ). Let P be a distribution with finite support, i.e., |supp(P)| = n ∈ N, and let p = H −1 α (v n : H α (P)) for a fixed α ∈ (0, ∞]. Then, it holds that 
Note that Theorem 1 has a constraint of finite supports, but Theorem 2 enables us to consider countably infinite supports. In the next section, using the sharp bounds introduced in this section, we further consider to extend them to sharp bounds on the conditional Rényi entropy H α (X | Y ).
IV. SHARP BOUNDS ON CONDITIONAL RÉNYI ENTROPY

A. Bounds on H α (X | Y ) Established from Distribution v n (·)
In this subsection, by using extremality of the distribution v n (·) introduced in Section III, we derive sharp bounds on H β (X | Y ) with fixed H α (X | Y ) and |supp(P X )| in some situations. We first give an interplay between H α (X | Y ) and H ∞ (X | Y ) in the following theorem.
Theorem 3. Let X be an RV in which |supp(P X )| = n ∈ N, let Y be an arbitrary RV, and let α ∈ (0, ∞) be a fixed number. In addition, let p 1 
Since the minimum average probability of error [24] ). Moreover, Theorem 3 is tighter than a generalized Fano's inequality [15, Theorem] , which bounds another definition of conditional Rényi entropy proposed by Hayashi [12] . A brief comparison of them can be found in arXiv [22, Section V-A].
The following theorem shows sharp bounds on H β (X | Y ) with a fixed H α (X | Y ) when X is a Bernoulli RV.
Theorem 4. Let X be a Bernoulli RV, i.e., |supp(P X )| ≤ 2, and let Y be an arbitrary RV. Then, it holds that
with n = 2 and
In particular, if α = 1, then (23) also holds for every 0 < β < 1/2.
Alsan and Telatar [1] examined the extremality for Gallager's reliability function E 0 ; and then, they already proved Theorem 4 in the case where X follows a uniform distribution. Theorems 3 and 4 are proved in [22] by using the convexity/concavity of r -and s -norms of v n (·) and w(·). However, if n ∈ N ≥3 and α, β ∞, then we cannot use same techniques as the proofs of Theorems 3 and 4. In fact, we later show in Theorem 
has a unique root t = t * (n; r, s) ∈ I n (r) \ {1, n θ(r) }.
From the definition (12) 
thus, the inverse function theorem and the chain rule of derivatives show that (24) of Lemma 2 can be rewritten by
with the change of variables (25) . Lemma 2 also ensures that for every n ∈ N ≥3 and distinct r, s ∈ [1/2, 1) ∪ (1, ∞), Eq. (26) has a unique root with respect to p = p * (n; r, s) ∈ (1/n, 1). Therefore, solving the root p * (n; r, s) of (26), we can obtain the root of (24) as t * (n; r, s) = v n (p * (n; r, s)) r . In fact, the root p * (n; r, s) of (26) can be solved via numerical calculations.
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However, in general, the root p * (n; r, s) is also hard-to-express in closed-forms, as with (14) and (15) . Fortunately, if either r = 1/2 or s = 1/2, then the root p * (n; r, s) of (26) can be written in a simple closed-form, as shown in the following.
Fact 2. For any n ∈ N ≥3 and t ∈ (1/2, 1) ∪ (1, ∞),
Fact 2 can be verified by directly substituting (27) into (26) . Employing the roots t * (n; r, s) and p * (n; r, s) of (24) and (26), respectively, we now define the pair of RVs (S, T) as follows: For n ∈ N ≥3 and distinct r, s ∈ [1/2, 1) ∪ (1, ∞), let the real intervals I (a) n (r, s) and I (b) n (r, s) be defined by
respectively, where θ(r) is defined in (9) . Note that {I n , respectively. Using them, we give the definition of the pair of RVs (S, T) as follows.
, the pair of RVs (S, T) ∼ P S |T P T is defined as follows: The RV S takes values from supp(P X ); and the RV T takes values from {0, 1}, i.e., the latter is a Bernoulli RV. Let δ be chosen so that
Then, the marginal distribution P T is given by
and the conditional distribution P S |T is given by
with p (a) = p * (n; r, s) and p (b) 
If we want to specify (r, s) for (S, T), we write (S (r,s) , T (r,s) ).
After some algebra, for given pair of RVs (X, Y ) with |supp(P X )| = n ∈ N ≥3 and distinct α, β ∈ [1/2, 1) ∪ (1, ∞), we can observe that
with p (a) = p * (n; α, β) and
real intervals, and δ is determined by (30) with (r, s) = (α, β). Namely, the quantity H β (S (α,β) | T (α,β) ) is determined by the following: (i) the number n = |supp(P X )|, (ii) the value H α (X | Y ), and (iii) distinct two orders α, β ∈ [1/2, 1) ∪ (1, ∞). In fact,
Hence, the following theorem gives bounds on H β (X | Y ) with a fixed H α (X | Y ), and these bounds are sharp because we express them by a specific pair of RVs (S, T).
Theorem 5. Let X be an RV in which 3 ≤ |supp(P X )| < ∞, and let Y be an arbitrary RV. For any α, β ∈ [1/2, 1) ∪ (1, ∞),
Note that if either α = 1 or β = 1, then sharp bounds in a similar situation to Theorem 5 were already derived in [20, Theorem 2 and Corollary 1].
B. Bounds on H α (X | Y ) Established from Distribution w(·)
In this subsection, by using extremality of the distribution w(·) introduced in Section III, we derive sharp bounds on H β (X | Y ) with a fixed H α (X | Y ). Unlike the bounds established in Section IV-A, as with Theorem 2, sharp bounds established in this subsection can be considered for every distributions with possibly countably infinite support. In a similar way to consider a specific pair of RVs (S, T) of Definition 1, we now define another specific pair of RVs (U, V) in Definition 2, which achieves the bounds of Theorem 6 as shown later. 
respectively, where θ(r) is defined in (9) . Then, the marginal distribution P V is given by
and the conditional distribution P U |V is given by
If we want to specify r for (U, V), we write (U (r) , V (r) ).
After some algebra, we can verify that
for every pair of RVs (X, Y ), α ∈ (0, 1)∪(1, ∞], and 6 β ∈ (0, ∞], where m ∈ N and λ ∈ [0, 1] are determined by (36) with r = α. Thus, the quantity H β (U (α) | V (α) ) is determined by the following: (i) the value H α (X | Y ), and (ii) two orders α, β. In fact, as with (33), it also holds that for α ∈ (0, 1) ∪ (1, ∞], 
Note that if α = 1, then sharp bounds in a similar situation to Theorem 6 were already derived in [20, Theorem 2 and Corollary 1]. We further mention that Theorem 6 has no constraint in the size of support |supp(P X )|, i.e., the RV X may take values from a countably infinite alphabet.
We now compare Theorem 6 to the inequality 
V. OTHER RELATED INFORMATION MEASURES
Finally, we mention applications of this study to other information measures (cf. [22, Section V] ). If an information measure is a strictly monotone function of H α (X | Y ), then our results can be applicable to it. As an example, we can apply Theorems 3 and 6 to the minimum average probability of error P e (X | Y ) = exp(−H ∞ (X | Y )); and then, we can obtain a generalization of Fano's inequality from H(X | Y ) to H α (X | Y ), as with [24] . In addition, we now consider the Bhattacharrya parameter [ (46) therefore, our results can be applicable to Z(X | Y ). Fortunately, if α = 1/2, our results can be expressed in closed-forms by Facts 1 and 2. Furthermore, since H α (X | Y ) is closely related to Gallager's reliability function E 0 [10] and α-mutual information [14] , [26] (cf. [3] , [28] ), this study can also establishes sharp bounds on them in some situation, as with [20, Theorem 5] .
