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The  role  of  software  in  the  daily  life  has  an  increasing  effect  in  the  information  society 
worldwide. The quality of software  is an essential aspect of the reliability and safety of our 











mostly  in a verbal manner. Typically, the role of CASE tools  is  implicitly considered  in these 

























? Which  kind  of  improvement would  be  achieved  by  different metrics  supported  in 
CASE tools? 
  2
? How can  it be determined what the next step of process  improvement  in the CASE‐
based software development is? 







In  this  first  chapter we  give  a  short  introduction  of  the  necessity  and meaningfulness  of 
software quality determination in the CASE tool based software development area. 
 
The  general  basics  of  software  development  processes,  their  kinds  of modelling,  process 







are  summarized  in  chapter  four.  Here  we  consider  the  variants  of  measurement  and 
evaluation  levels  such  as  nomination  (with  criteria  and  indicators),  classification  (using 
ordinal based evaluation) and measurement using metrics and measures  for  the  software 
development phases and artefacts. 
 
In  the  fifth  chapter  we  describe  our  framework  in  order  to  evaluate  the  quality 


























role  in  the nature of software processes. The  following  figure 1 shows some categories of 












“The  software  engineering  process  is  a  set  of  sequential  practices  that  are 
functionally  coherent  and  reusable  for  software  engineering  organization, 
implementation,  and  management.  It  is  usually  referred  to  as  the  software 
process, or simply the process.” 









Software  engineering  processes  exist  in  different  kinds  of  context  such  as  different 
technologies  or  systems  like  multimedia  software  engineering  [Chang  2000]  or  Web 
engineering  [Dumke 2003]. Software processes  include a  set of  involvements which  forms 







are  functionally  coherent  and  reusable  for  software  project  organization, 
implementation, and management.” 
 

















process  subsystem, which  are  practiced  above  project  level within  a  software 
development organization.” 
 
“Development  processes  are  processes  that  belong  to  a  technical  process 
subsystem,  which  regulate  the  development  activities  in  software  design, 
implementation, and maintenance.” 
 





so‐called  software  engineering  process  group  (SEPG)  must  be  established  in  order  to 
maintain  the  change management.  A  SEPG  (see  [Kandt  2006]):  “obtains  support  from  all 
levels of management,  facilitates process assessments, helps  line managers define and set 
expectations  for  software  processes,  maintains  collaborative  working  relationships  with 
practitioners, arranges for software process improvement training, monitors and reports on 
the  progress  of  specific  software  process  improvements  efforts,  creates  and  maintains 






“A  process  model  is  a  process  of  a  model  system  that  describes  process 
organization, categorization, hierarchy, interrelationship, and tailor‐ability.” 
 































• System‐tested  code :  system‐tested  code  changes,  system‐tested  code  increments, 
system‐tested code corrections reports 
 
• Acceptance‐tested  code:  acceptance‐tested  code  changes,  acceptance‐tested  code 
increments (final SW product) 
 
In  general  we  can  establish  the  following  four  categories  of  processes  in  the  software 
development  ([Kulpa  2003],  [SEI  2002]):  the  project management  processes,  the  process 










“Software  process  establishment  is  a  systematic  procedure  to  select  and 







 “Process  capability  determination  is  a  systematic  procedure  to  derive  a 
capability  level  for  a  process,  and/or  organization  based  on  the  evidence  of 
existence,  adequacy,  and  performance  of  the  required  practices  defined  in  a 
software engineering process system.” 
 






Based  on  these  aspects  of  evaluation  are  defined  the  following  concepts,  methods  and 
models of process evaluations (see [Wang 2000]). 
 





“A  process  reference model  is  an  established,  validated,  and  proven  software 








as  existence,  adequacy,  and  effectiveness,  of  the  practice which  belong  to  the 
process.” 
 
 “A project process  capability  scope  is an aggregation of all process  capability 
levels of processes conducted in a project.” 
 
“An  organization  process  capability  scope  is  an  aggregation  of  the  process 




how  to  apply  the  process  capability  scales  to measure  a given  process  system 
described by a process model.” 
 
“A  process  improvement model  (PIM)  is  an  operational model  that  provides 
guidance  for  improving a process  system’s capability by changing, updating, or 
  8
enhancing  existing  processes  based  on  the  findings  provided  in  a  process 
assessment.” 
 



























































Here, we can define a  software product as a  software  system as  following  ([Chung 2000], 
[Dumke 2003], [Horn 2002], [Maciaszek 2001], [Marciniak 1994], [Mikkelsen 1997]) 
 





1 The kind of the functional requirements depends on the kind of the software system which we characterize 
later. 

























r )tionimplementa(SP   ∈  RSP:  coding  ×  unitTest  ×  integrationTest →  implementation
   
























  formalMethods ∈ {CSP, LOTOS, SDL, VDM, Z}           
 
We  can  see  a plenty of  “classical”  informal development methods  as  structured methods 
(SAM). Actually,  the  informal methods  are based on  the objects  (OOSE),  the  components 
(CBSE), or the agents (AOSE). Therefore, we can define 
 
    informalMethods ∈ {SAM, OOSE, CBSE, AOSE}       
   
and especially 
    SAM ∈ {SA/SD, Jackson, Warnier, HIPO}         
   
    OOSE ∈ {UML, OMT, OOD, OOSE, RDD, Fusion, HOOD, OOSA}   
   

















      qualityManagement, configurationManagement }     
   
Note  that  the  software  development  process  could  be  addressed  as  a  special  kind  of  a 
software system. Hence, we can make the following characterization 
 
  SDinformationSystem  ≠  SDembeddedSystem  ≠  SDdistributedSystem  




















              × experienceUML × standardUML → developmentInfrastructureUML   
 
These  descriptions  lead  us  to  the  following  general  model  of  the  software  engineering 
considering  the  three  dimensions  of  the  software methodology,  the  software  technology 
and the related application domains or kinds of systems. 
                                                            
























    softwareResources = {COTS} ∪ {ICASE}         
   
ICASE = CASE ∪ CARE ∪ CAME           
   
where CARE stands for computer‐aided reengineering and CAME means computer‐assisted 
measurement  and  evaluation  tools.  Considering  the  WWW  aspects  and  possibilities  for 
software development  infrastructures based on CASE environments,  the  set of CASE  tools 
could be divided as following 
 







































  SM = (MSM, RSM) = ({maintenanceTasks, maintenanceResources} ∪ SP, RSM)  (2.6)
   
where  
  maintenanceTasks  =  {extension,  adaptation,  correction,  improvement,  prevention}
   








r )extension(SM  ∈ RSM: SP × functionalRequirements → SP(extended)   
   
• The defining of software correction:  
r )correction(SM  ∈ RSM : SP × qualityRequirements → SP(corrected)   
     
• The defining of software adaptation:  
r )adaptation(SM  ∈ RSM : SP × platformRequirements → SP(adapted)   
   
• The defining of software improvement:  




r )prevention(SM  ∈ RSM : SP × preventionRequirements → SP(modified)   
   
• The  characterization  of  a  special  kind  of  software  maintenance  as  remote 
maintenance:  
r int)remoteMa(SM  ∈ RSM : ICASEremote × maintenanceTasks         






























r )migration(SA  ∈ RSA: productExtension × SP  × migrationPersonnel→ migration
     
• The characterization of software operation:  




















• TickIT  inform  the  developer  about  the  actual  quality  issues  and  best  practices 
considering the process improvement. 
• ISO 12207 defines the software  life cycle processes  for a general point of view and 
involves the process quality implicitly. 
• ISO  15504  is  also  known  as  SPICE  (Software  Process  Improvement  and  Capability 
Determination) and was described shortly later in this Thesis. 
• Bootstrap process evaluation is based on the assessment process, the process model 
(including  the  evaluation  as  incomplete,  performed,  managed,  established, 
predictable  and  optimising),  the  questionnaires  and  the  scoring,  rating  and  result 
presentation . 
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• SEI‐CMMI  is  the  well‐known  capability  maturity  model  which  integrated  some  of 
other process improvement standards and approaches (see below). 
• Trillium  is a Canadian  initiative  for  software process  improvement and provides  to 
initiate and guide a continuous improvement program. 
• EFQM  as  European  Foundation  of Quality Management  considers  soft  factors  like 
customer satisfaction, policy and strategy, business results, motivation, and  leading 
in order to evaluate the process effectiveness and success. 






implemented  in  order  to  classify  different  aspects  of  software  products,  processes  and 
resources.  Some  of  these maturity  evaluation  approaches  are  described  in  the  following 
table (see [April 2005] and [Braungarten 2005]) 
Model  Description  Model Description 
PEMM  Performance Engineering MM CM3 Configuration Management MM
TMM  Testing Maturity Model   ACMM IT Architecture Capability MM 
ITS‐CMM  IT Service Capability MM  OMMM Outsourcing Management MM
  19
iCMM  Integrated CMM  PM2 Project  Management  Process 
Model 
TCMM  Trusted CMM   IMM Internet MM




OMM  Operations MM  PMMM Project Management MM 
M‐CMM  Measurement MM  IPMM Information Process MM 
SAMM  Self‐Assessment MM  CPMM Change Proficiency MM 
UMM  Usability MM   ASTMM Automated Software Testing MM
ECM2  E‐Learning CMM  LM3 Learning Management MM 
WSMM  Web Services MM  ISM3 Information  Security  Management 
MM 
eGMM  e‐Government MM  TMM Team MM
EVM3  Earned Value Management MM SRE‐MM Software  Reliability  Engineering 
MM 
WMM  Website MM  EDMMM Enterprise Data Management MM
DMMM  Data Management MM  S3MM Software Maintenance MM 
 
Table 1: Chosen maturity models 











general  intention of an assessment view based on  the  “classical” CMM or  ISO 9000  to an 
improvement  view  integrating  the  System  Engineering  CMM  (SE‐CMM),  the  Software 
Acquisition Capability Maturity Model (SA‐CMM), the Integrated Product Development Team 
Model  (IDP‐CMM),  the  System  Engineering  Capability  Assessment  Model  (SECAM),  the 
Systems Engineering Capability Model (SECM), and basic ideas of the new versions of the ISO 
9001  and  15504  [Chrissis  2003].    The  CMMI  is  structured  in  the  five maturity  levels,  the 
considered  process  areas,  the  specific  goals  (SG)  and  generic  goals  (GG),  the  common 




Such  objectives  could  be  the  part  of  requirements  management  at  the  level  2,  the 
requirements development at the maturity  level 3 or the quantitative project management 
at  the  level 4. The difference between  the “specific” and  the “general” goals, practices or 
process  area  is  the  reasoning  in  the  special  aspects  or  areas  which  are  considered  in 






The CO  is  shown  through  senior management  commitment,  the AB  is  shown  through  the 


















3. Defined:  requirements  development,  technical  solution,  product  integration, 
verification,  validation,  organizational  process  focus,  organizational  process 
definition,  organizational  training,  integrated  project  management,  risk 
management,  integrated  teaming,  integrated  supplier  management,  decision 
analysis and resolution, organizational environment for integration; 
4. Quantitatively  Managed:  organizational  process  performance,  quantitative 
project management; 
5. Optimizing:  organizational  innovation  and  deployment,  causal  analysis  and 
resolution. 
 








where  QPM  stands  for  Quantitative  Project  Management,  IPM  for  Integrated  Project 
Management,  IPPD  for  Integrated  Product  and  Process  Development,  RSKM  for  risk 
management, and ISM for Integrated Supplier Management. 
 
In  order  to manage  the  software  process  quantitatively,  CMMI  defines  a  set  of  example 
metrics. Some of these appropriate software measurement intentions are [SEI 2002]: 
 
• Examples  of  quality  and  process  performance  attributes  for  which  needs  and 
priorities  might  be  identified  include  the  following:    Functionality,  Reliability, 
Maintainability, Usability, Duration, Predictability, Timeliness, and Accuracy; 
 
• Examples of quality attributes  for which objectives might be written  include  the 
following: Mean time between failures, Critical resource utilization, Number and 




include  the  following:    Percentage  of  defects  removed  by  product  verification 
activities  (perhaps  by  type  of  verification,  such  as  peer  reviews  and  testing), 
Defect escape  rates, Number and density of defects  (by  severity)  found during 




• Examples  of  sources  for  objectives  include  the  following:    Requirements, 
Organization's  quality  and  process‐performance  objectives,  Customer's  quality 
and  process‐performance  objectives  Business  objectives,  Discussions  with 
customers and potential customers, Market surveys; 
 
• Examples  of  sources  for  criteria  used  in  selecting  sub  processes  include  the 
following:   Customer requirements related  to quality and process performance, 
Quality and process‐performance objectives established by the customer, Quality 







• Example  sources  of  the  risks  include  the  following:    Inadequate  stability  and 
capability  data  in  the  organization’s  measurement  repository,  Sub  processes 
having  inadequate  performance  or  capability,  Suppliers  not  achieving  their 
quality  and  process‐performance  objectives,  Lack  of  visibility  into  supplier 
capability,  Inaccuracies  in  the  organization’s  process  performance  models  for 
predicting  future  performance,  Deficiencies  in  predicted  process  performance 
(estimated  progress),  Other  identified  risks  associated  with  identified 
deficiencies; 
 
• Examples  of  actions  that  can  be  taken  to address  deficiencies  in  achieving  the 
project’s  objectives  include  the  following:  Changing  quality  or  process 




Adopting  new  sub  processes  and  technologies  that  have  the  potential  for 








the  different  phases  of  the  project  life  cycle  Percentage  of  the  total  effort 
expended in the different phases of the project life cycle; 
 
• Sources  of  anomalous  patterns  of  variation may  include  the  following:  Lack  of 
process  compliance,  Undistinguished  influences  of  multiple  underlying  sub 
processes on  the data, Ordering or  timing of  activities within  the  sub process, 
Uncontrolled  inputs  to  the  sub  process,  Environmental  changes  during  sub 












• Examples of techniques  for analyzing the reasons  for special causes of variation 
include  the  following:  Cause‐and‐effect  (fishbone)  diagrams,  Designed 
experiments, Control charts (applied to sub process  inputs or to  lower  level sub 
processes),  Sub  grouping  (analyzing  the  same  data  segregated  into  smaller 
groups  based  on  an  understanding  of  how  the  sub  process was  implemented 
facilitates isolation of special causes); 
 
• Examples of when  the natural bounds may need  to be  recalculated  include  the 







performance  objectives  so  that  they  are  within  the  sub  process’  process 
capability,  Improving  the  implementation  of  the  existing  sub  process  so  as  to 
reduce  its normal variability  (reducing variability may bring  the natural bounds 
within the objectives without having to move the mean), Adopting new process 




• Examples  of  other  resources  provided  include  the  following  tools:  System 







following:  Sub  processes  to  be  included  in  the  project’s  defined  process, 




• Examples  of  activities  for  stakeholder  involvement  include  the  following: 
Establishing project objectives, Resolving  issues among the project’s quality and 
process‐performance  objectives,  Appraising  performance  of  the  selected  sub 
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• Examples of measures used  in monitoring and controlling  include  the  following: 
Profile of sub processes under statistical management (e.g., number planned to 
be under statistical management, number currently being statistically managed, 
and number  that are  statistically  stable), Number of  special causes of variation 
identified; 
 
• Examples  of  activities  reviewed  include  the  following: Quantitatively managing 
the  project  using  quality  and  process‐performance  objectives,  Statistically 
managing selected sub processes within the project’s defined process; 
 





that  is  planned  and  executed  in  accordance  with  policy;  employs  skilled  people  having 
adequate  resources  to  produce  controlled  outputs;  involves  relevant  stakeholders;  is 








needs,  perform  joint  audits  and  reviews,  package,  deliver  and  install  software, 
support  operation  of  software,  provide  customer  service,  assess  customer 
satisfaction  
• Engineering: develop system requirements, develop software requirements, develop 
software design,  implement software design,  integrate and  test software,  integrate 
and test system, maintain system and software 
• Project: plan project  life  cycle, establish project plan, build project  teams, manage 
requirements,  manage  quality,  manage  risks,  manage  resources  and  schedule, 
manage subcontractors 
• Support:  develop  documentation,  perform  configuration  management,  perform 
quality assurance, perform problem resolution, perform per reviews 












The  SPICE  using  and  evaluation  process  is  based  on  different  documents:  concepts  and 























outputs,  identify  and  prioritize  customer  requirements,  document  the  current 
process). 
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2. Measure  the  current  process  (determine  what  to  measure,  conduct  the 
measurements, calculate  the current  sigma  level, determine  the process capability, 
benchmark the process leaders). 
3. Analyze what  is wrong and potential solutions (determine what cause the variation, 
brainstorm  ideas  for process  improvements, determine which  improvements would 
have  the  greatest  impact on meeting  customer  requirements, develop  a proposed 
process map, and assess the risk associated with the revised process). 
4. Improve  the  process  by  implementing  solutions  (gain  approval  for  the  proposed 
changes, finalize the implementation plan, implement the approved changes). 
5. Control the  improved process by ensuring that the changes are sustained  (establish 
key  metrics,  develop  the  control  strategy,  celebrate  and  communicate  success, 
implement the control plan, measure and communicate improvements). 
 












ITIL  (the  IT  Infrastructure  Library)  is  a  set  of  documents  that  are  used  to  aid  the 
implementation of  a  framework  for  IT  Service Management  ([ITIL 2006],  [Johnson 2007]). 
This  framework  characterises how  Service Management  is  applied within  an organisation. 
ITIL was originally created by the CCTA, a UK Government agency,  it  is now being adopted 




ITIL  is  organized  into  a  series  of  sets  as  a  best  practice  approach, which  themselves  are 
divided into eight main areas 
1. Service  Support  is  the  practice  of  those  disciplines  that  enable  IT  Services  to  be 
provided  effectively  (service‐desk,  incident  management,  problem  management, 
change management, configuration management, release management). 
2. Service Delivery covers the management of the  IT services themselves (service  level 























for  service  management,  and  PD  0005  stands  for  code  of  practice  for  the  IT  service 




Further  process measurement  approaches  are  addressed  to  special  process  aspects  or  IT 
characteristics such as 
 
• Assessment  software  processes  for  small  companies  [Wangenheim  2006] 
considering CMMI,  ISO 9001 and SPICE and definition of a Métodode Avaliacao de 








o The  agile methods  are  lightweight  processes  that  employ  short  iterative 
cycles,  actively  involve  users  to  establish,  prioritize,  and  verify 











be  skilled  and  valuable  stakeholders  in  team management,  relies  on  the 







































• Product  line  project management  [Clements  2005]  is  based  on  the  product  line 
development  phases  as  core  asset  development,  product  development,  and 








• Personal  Software  Process  (PSP)  considers  the  quality  of  the  IT  personnel 








Based  on  the  Telemetry  project  from  Johnson  et  al.  [Johnson  2005]  Ullwer  has 













development  paradigms  and  determine  process  activities,  categories  and  (sub) 
systems 






























{CASEdevelopmentMethods, CASElifecycle, CASEsoftwareManagement}      (3.2) 
and 
 






 {CASESAM, CASEOOSE, CASECBSE, CASEAOSE}          (3.4) 
 
















        Figure 22: Eclipse tool GUI architecture 
 
CASE  tools  could  be  built  as  software  development  infrastructures  based  on  CASE 
environments as following 




      simulationTool, benchmarkingTool, communicationTool}   
   
    LowerCASE = {assetLibrary, programmingEnvironment, programGenerator,  































































and  benchmarked  software  process  system  and  best  practices  captured  and 
elicited from the software industry involved in the used and adapted CASE tools. 
 




and  implement  a  process  system  by  model  tailoring,  extension,  and/or 
adaptation techniques and appropriate tools. 
 
CASE‐based  software  process  assessment  (CSPA)  is  a  systematic  procedure  to 








CASE‐based software process  improvement  (CSPI)  is a systematic procedure  to 
improve  the  performance  of  an  existing  CASE  tool  based  process  system  by 
changing the current processes or updating new processes  in order to correct or 


















































Chosen  CMMI‐based  software measurement  intentions  in  order  to manage  the  software 
process quantitatively considering CASE‐based development are [SEI 2002]: 
 
• CASE  tool based  support  for  the  examples of quality and process performance 
attributes for which needs and priorities might be identified include the following:  





















































• CASE  tool based determination of  the examples of quality attributes  for which 
objectives might be written  include  the  following: Mean  time between  failures, 





which objectives might be written  include  the  following:   Percentage of defects 
removed by product verification activities  (perhaps by type of verification, such 
as peer reviews and testing), Defect escape rates, Number and density of defects 
(by  severity)  found during  the  first  year  following product delivery  (or  start of 
service), Cycle time, Percentage of rework time; 
 
• CASE  tool based  support  for  the examples of  sources  for objectives  include  the 
following:    Requirements,  Organization's  quality  and  process‐performance 




sub processes  include  the  following:   Customer  requirements  related  to quality 
and  process  performance,  Quality  and  process‐performance  objectives 
established  by  the  customer,  Quality  and  process‐performance  objectives 
established  by  the  organization,  Organization’s  performance  baselines  and 






• CASE  tool  based  support  for  the  example  sources  of  the  risks  include  the 
following:    Inadequate  stability  and  capability  data  in  the  organization’s 
measurement  repository,  Sub  processes  having  inadequate  performance  or 
capability,  Suppliers  not  achieving  their  quality  and  process‐performance 
objectives,  Lack  of  visibility  into  supplier  capability,  Inaccuracies  in  the 
organization’s  process  performance models  for  predicting  future  performance, 













• CASE  tool  based  support  for  the  examples  of  criteria  for  determining whether 











into  smaller  groups  based  on  an  understanding  of  how  the  sub  process  was 
implemented facilitates isolation of special causes); 
 
• CASE tool based support  for  the examples of actions  that can be  taken when a 
selected  sub  process’  performance  does  not  satisfy  its  objectives  include  the 
following: Changing quality and process‐performance objectives so that they are 
within the sub process’ process capability, Improving the  implementation of the 




Identifying  risks  and  risk  mitigation  strategies  for  each  sub  process’  process 
capability deficiency; 
 
• CASE  tool  based  determination  of  the  examples  of  other  resources  provided 
include  the  following  tools: System dynamics models, Automated  test‐coverage 
analyzers,  Statistical  process  and  quality  control  packages,  Statistical  analysis 
packages 
 




• CASE  tool based determination of  the examples of work products placed under 
configuration management include the following: Sub processes to be included in 




• CASE  tool  based  support  for  the  examples  of  activities  for  stakeholder 
involvement  include  the  following:  Establishing  project  objectives,  Resolving 
issues  among  the  project’s  quality  and  process‐performance  objectives, 
Appraising performance of the selected sub processes, Identifying and managing 





and  controlling  include  the  following:  Profile  of  sub  processes  under  statistical 
management (e.g., number planned to be under statistical management, number 
currently being  statistically managed,  and number  that  are  statistically  stable), 
Number of special causes of variation identified; 
 
• CASE  tool  based  support  for  the  examples  of  activities  reviewed  include  the 





Finally,  the  best  practice  approach  of  ITIL  considers  the  essential  CASE‐based  aspects  as 
“Service Support  is  the practice of  those disciplines  that enable  IT Services  to be provided 















? CASE tool could be  integrated  in the software development process as CASE‐based 
software process assessment and CASE‐based software process improvement 
? Evaluation  and  improvement  standards  and  approaches  define  the  functional 
background  of  CASE  tools  and  their meaningful  and  effective  application  as  CASE 
tool based support and determination 
 








M = {artefactBasedOperation, quantificationBasedOperation,       (4.1) 
valueBasedOperation,  experienceBasedOperation} 
where  





















      formulas, methodologies, principles, relations, ruleOfThumbs, theories} 
 





  criteria ∈ {fulfilCondition, qualityAspect, minimality, maximality}              
 































Promoting  corporate  quality:  projecting  quality  (communicating  quality, 
documentation,  rewarding  quality),  managing  quality  (quality  reviews,  quality 





(quality  management,  change  management,  quality  measurement),  supporting  the 
reporting process (external documentation, motivation via improvement),  
 
Client  satisfaction:  pre‐  and  post‐project  surveys,  planning  for  failure,  poor  quality 










Virtual  team  members:  individual  located  at  other  corporate  site,  joint  venture 
partners,  telecommuters,  consultants,  third‐party  developers,  vendors,  suppliers, 





outsourcing,  technology,  clean  air  laws,  offshore  development  and  manufacturing, 
technical specialization; 
 
Manager’s  perspective  of  the  advantages  of  a  distributed  team:  access  to  a  less 
expensive  labor pool,  reduced office space,   greater utilization of employees,  round‐
the‐clock work  force, greater access  to  technical experts,  larger pool of possible  job 
candidates; 
 
Team  member’s  perspective  of  the  advantages  of  a  distributed  team:  increased 
independence,  less micro management,  larger  pool  of  jobs  to  choose  from,  greater 
flexibility, opportunity for travel; 
 
Expectations  to  research:  increased  productivity,  improved  disaster  recovery 
capabilities,  increased  employee  satisfaction  and  retention,  reduced  office  space 
requirements,  environmental  benefits,  closer  proximity  to  customers,  increased 
flexibility, greater access to technical experts, larger pool of potential job candidates; 
 
Manager’s perspective of  the challenges of distributed  teams:  team building, cultural 
issues, cost and complexity of technology, process and workflow; 
 

























  Boehm’s Ranking Clark’s Ranking Neufelder’s Ranking 
1  Personnel/Team Product complexity Domain knowledge 
2  Product complexity Analyst capability Non‐programming 
managers 






5  Application experience Personnel continuity Testing of user 
documentation 






8  Software tools  Multi‐site development Reviewed 
requirements 




















































































Porter‐Votta  law:  “Effectivness  of  inspections  is  fairly  independent  of  its  organizational 
form”. A. Porter and L. Votta  investigated  the  inspection process  introduced by Fagan and 
came up with  the  following results: physical meetings are overestimated.  It can be helpful 
while introducing the inspection process to new people. When education and experience are 
extant  it  is not that  important anymore. Another point revealed was that  it  is not true that 
adding more persons to the inspection team increases the detection rate. 
 






and can be seen as a variation of P. Cosby’s proverb “quality  is  free”.  It  is a very  intuitive 










Basili‐Rombach  hypothesis:  “Measurements  require  both  goals  and models”. Metrics  and 
measurement need goals and questions otherwise  they do not have  a meaning.  It  is also 
preferable  to use a  top‐down approach when specifying  the parameters. This  leads  to  the 
Goal‐Question‐Metric (GQM) paradigm. 
 
Conjecture a:  “Human‐based methods  can only be  studied empirically”. The human‐based 
methods involve (human) judgement and depend on experience and motivation. This is why 




case  studies”.  Observing  software  development  helps  the  developers  to  learn.  The  case 
studies  supply  the  project  characteristics,  (realistic)  complexity,  project  pressure  etc.  The 
lack of cause and effect insights can be provided through controlled experiments. 
 
Conjecture  c:  “Empirical  results  are  transferable  only  if  abstracted  and  packaged  with 
context”. The  information  that has been  gained needs  to be  transformed  into  knowledge 
with the context borne  in mind. This can be achieved with the help of abstraction. It offers 
the opportunity to reuse the results. When the results are abstracted and packaged only two 
questions  remain  to be answered: “Do  the  results apply  to  this environment?” and “What 
are the risks of reusing these results?” 
 





























Software  value  chains  [Messerschmitt 2003]:  „There are  two  value  chains  in  software,  in 
which  participants  in  one  chain  add  value  sequentially  to  the  others.  The  supply  chain 




requirements  for  implementation. Many  innovations starts with software developers, who 





A  cognitive  structure  of  software  evaluation  is  defined  by  [Wong  2001]  shown  in  the 




































































































o Define  graduated  career  opportunities  to  support  growth  in  workface 
competencies 
o Define an orientation program for new personnel 








? Immediate access to team planning and progress
? Get visibility into own performance and how it can be 
improved
? Indicators that show weak spots in deliverables 
? Focus energy on software development (instead of 
rework or reports)
Project Management:
? Immediate project reviews
? Status and forescasts for 
quality, schedule and budget
? Follow-up of action points
? Reports based on consistent 
raw data
Senior Management:
? Easy and reliable visibility 
on business performance
? Forecasts and indicators 
where action is needed 
? Drill-down into underlying 
information and commitments




















































































































































A  responsibility matrix  should  be  helpful  in  order  to  avoid  communication  breakdowns 
























5. Effective communication  is no accident. Use  the communication planning matrix  to 
identify  who  needs  what  information  and  how  you’ll  sure  to  get  it  to  them. 





In order  to develop  the detailed project plan  it must consider  the  following  steps  [Verzuh 
2005]:  create  the  project  definition,  develop  a  risk  management  strategy,  build  a  work 




the  resource  requirements  throughout  the  project  for  the  initial  schedule,  identify  the 
resource  peaks,  at  each  peak,  delay  non‐critical  tasks  within  their  float,  eliminate  the 
remaining peaks by re‐evaluating the work package estimates. 
 
The  typical  project  constraints  are  the  time,  money  and  resources  [Verzuh  2005]. 
Furthermore,  for balancing  the project  level  these  steps  should be  taken:  re‐estimate  the 










2. Coordination.  As  team  members  carry  out  their  work,  he  relies  on  each  other. 
Coordination information enables them to work together efficiently. 
3. Status.  Meeting  the  goal  requires  tracking  progress  along  the  way  to  identify 
problems and take corrective action. The team members must be kept up to seed in 
the status of the project. 
4. Authorization.  Team  members  need  to  know  about  all  the  decisions  made  by 
customers,  sponsors,  and management  that  relate  to  the  project  and  its  business 
environment.  Team  members  need  to  know  these  decisions  to  keep  all  project 
decisions synchronized. 
 
The measurement of progress  is one of  the essential aspects  for  controlling  the  software 
project. Some rules are [Verzuh 2005]: 
 
• Measuring  schedule performance: using  the 0‐50‐100  rule,  take completion criteria 
seriously,  schedule  performance  measures  accomplishment,  measuring  progress 
when there are many similar tasks 
 
• Measuring  cost  performance:  every  work  package  has  cost  estimates  for  labour, 













The  Zachman’s  Framework  includes  a  two‐dimensional  classification  of  the  various 
components of an information system in the following manner [Keyes 2003] 
 
• First  framework dimension:  scope description, business model,  information‐system 
model, technology model, detailed description 
 






















The  Corbin’s Methodology  for  Establishing  a  Software  Development  Environment  (SDE) 
includes the following procedures and issues (see [Keyes 2003]) 
 
• The  elements  of  SDE:  project  management,  business  plan,  architecture, 
methodologies,  techniques,  tools,  metrics,  policies  and  procedures,  technology 
platform, support, standards, education and training 
 
• The benefits of SDE:    improved problem definition, selection of the “right” problem 
according to the customer,  joint customer and IS responsibilities and accountability, 
acknowledgement  of  customer  ownership  of  system,  reduced  costs  of  system 
development and maintenance, reusability of software, models, and data definitions, 
acceptance of  the disciplined  approach  to  software engineering using  a  consistent 

























The Kemayel’s Controllable  Factors  in Programmer Productivity  consists of  the  following 
principles and issues (see [Keyes 2003]) 
 
1. Programmer productivity paradoxes: There  is enormous variance  in the productivity 
of  programmers,  productivity  invariance  with  respect  to  experience,  productivity 
invariance with respect to tools, suitability of  motivation factors 
 







4. Personnel  motivation  consists  of  many  factors,  16  derive  from  research  appear 
below:  recognition,  achievement,  the  work,  responsibility,  advancement,  salary, 
possibility of growth,  interpersonal relations with subordinates, status,  interpersonal 





6. Two  classes  of  controllable  factors  pertaining  to  the  software  process  have  been 
identified by the authors: project management and programming environments 
 














1. Most common  reasons given by project managers  for  failure  to meet budget,  time 
scale,  and  specification  are  as  follows:    incomplete  and  ambiguous  requirements, 
incomplete  and  imprecise  specifications,  difficulties  in  modelling  systems, 
uncertainties in cost and resource estimation, general lack of visibility, difficulties with 
progress monitoring,  complicated  error  and  change  control,  lack  of  agreed‐upon 
metrics, difficulties  in controlling maintenance,  lack of  terminology, uncertainties  in 
software  or  hardware  apportionment,  raid  changes  in  technology,  determining 
suitability  of  languages,  measuring  and  predicting  reliability,  problems  with 
interfacing, problems with integration 
 
2. Audits  of  systems  development  efforts  reveal  shortcomings  in  projects:  lack  of 
standards, failure to comply with existing standards, non‐adherence to model in use, 
no sin‐off at end of stages, lack of project plans, no project control statistics recorded 
or  stored,  no  quality  assurance  procedures,  no  change‐control  procedures,  no 
configuration control procedures, no records of test data and results 
 
3. The  three causes  for  the  lack of control of projects: attitude  to quality, attitude  to 
management, attitude to project     
 
4. In  finding  solutions,  the  principal  reasons  for  project  management  shortcomings 
should be reviewed. 
 
5. Solutions: Training, management,  standards, guidelines, procedures, and  checklists, 
quality  assurance  (QA),  QA  team,  audits,  planning,  reporting,  feedback,  continuo 
review, project manager, non‐technical support team.  
 






changes.  Productivity managers  are  used  in  each  division:  understand  productivity 
and  quality  issues,  evaluate,  select,  and  install  CASE  tools,  communicate  best 
software engineering practices,  training, establish productivity and quality metrics,  
a group productivity council created to share the best R&D practices across divisions, 
metrics  definition,  metrics  tracing,  productivity  councils,  software  quality  and 
productivity assessment, communication best practices 
• A  software metrics  council was  created  consisting  of QA managers  and  engineers 
whose objective was to identify key software metrics and promote their use. 
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• Project/product  quality metrics:  break‐even  time measures  return  on  investment, 
time‐to‐market  measures  responsiveness  and  competitiveness,  kiviat  diagram 
measures variables that affect software quality and productivity. 
• Progress  quality  metrics:  turnover  rate  measures  morale,  training  measures 
investment in career development. 
• Basic  software  quality  metrics:  Code  size  (KNCSS  which  is  thousands  of  lines 
noncomment  source  statements),  number  of  pre‐release  defects  requiring  fix,  pre‐
release defect density, calendar months for pre‐release QA, total pre‐release QA test 
hours,  number  of  post‐release  defect  reported  after  one  year,  post‐release  defect 
density, calendar months from investigation checkpoint to release. 
• The  system  software certifications program was established  to ensure measurable, 
consistent, high‐quality software. The four metrics chosen were: breadth (measures 
the  testing  coverage  of  user‐accessible  and  internal  functionality  of  the  product), 
depth  (measures  the  proportion  of  instructions  or  blocks  of  instructions  executed 
during  the  testing  process),  reliability  (measures  the  stability  and  robustness  of  a 
product  and  its  ability  to  recover  gracefully  from  error  conditions,  defect  density 














































































factors  for  the  experiment  are  allotted  totally  at  random.  More  about  this  random 




































assign  the  factors  through  random  assignment,  so‐called  quasi‐experiments  can  be  used 
instead of the experiments described above.  
 
Experiments are used  for  instance  to confirm existing  theories,  to validate measures or  to 
evaluate  the  accuracy of models  [Wohlin 2000]. Other  than  surveys  and  case  studies  the 
experiments only provide data for a quantitative study. The difference between case studies 
and  experiments  is  that  case  studies  have  a  more  observational  character.  They  track 
specific attributes or establish relationships between attributes but do not manipulate them. 
In other words they observe the on‐going project. The characteristic of an experiment in this 
case  is that control  is the main aspect and that the essential factors are not only  identified 
but also manipulated.  

























was  to  answer  the  question  why  the  experiment  is  performed,  this  step  answers  the 





Hypothesis  formulation  and  variable  selection: Hypothesis  testing  is  the main  aspect  for 
statistical analysis when carrying out experiments. The goal  is to reject the hypothesis with 
the  help  of  the  collected  data  gained  through  the  experiment.  In  the  case  that  the 
hypothesis  is  rejected  it  is  possible  to  draw  conclusion  out  of  it.  More  details  about 













can be  found at  the end of  this chapter. The  size of  the  sample also has  influence on  the 








Experiment design: The design  tells how  the  tests are being organized and performed. An 
experiment is so to speak a series of tests. A close relationship between the design and the 
statistical  analysis  exists  and  they  have  effect  on  each  other.  The  choices  taken  before 
(measurement  scale,  etc.)  and  a  closer  look  at  the  null‐hypothesis  help  to  find  the 
appropriate  statistical method  to be  able  to  reject  the hypothesis.  The  following  sections 
provide a deeper view into the subject described shortly above. 
 
Instrumentation:  In  this  step  the  instruments  needed  for  the  experiment  are  being 
developed. Therefore three different aspects have to be addressed: experiment objects (i.e. 
specification and code documents), guidelines  (i.e. process description and checklists) and 







experimentation  process:  Dependent  &  Independent  variables:  Variables  that  are  being 
manipulated  or  controlled  are  called  independent  variables.  When  variables  are  used  to 
study the effects of the manipulation etc. they are called dependent; Factors:  independent 
variables  that  are  used  to  study  the  effect  when  manipulating  them.  All  the  other 
independent  variables  remain unchanged; Treatment: a  specific  value of a  factor  is  called 
treatment; Object & Subject: an example for an object is a review of a document. A subject is 
the  person  carrying  out  the  review.  Both  can  be  independent  variables;  Test  (sometimes 







treatment  reflects  the  cause  construct)  and  conclusion  validity  (relationship  between 
treatment  and  outcome),  Randomisation:  the  analysis  of  the  data  has  to  be  done  from 
independent random variables.  It can also be used to select subjects out of the population 
and  to  average  out  effects,  Blocking:  is  used  to  eliminate  effects  that  are  not  desired, 
Balancing: when each treatment has the same number of subjects it is called balanced. 
 
Software  engineering  experimentation  could  be  supported  by  the  following  sampling 




to as groups, with a known distribution between  the different  strata. Second  the  random 
sampling  is  applied  to  every  stratum.  Convenience  sampling:  the  nearest  and  most 




and  statistical  analysis.  Controlled  here  means  that  the  experiment  follows  the  steps  as 
mentioned above (Basili 1986], [Zelkowitz 1997]): 
 
Experiment  definition:  it  should  provide  answers  to  the  following  questions:  “what  is 
studied?”  (object  of  study),”what  is  the  intention?”  (purpose),  “which  effect  is  studied?” 












The data  is  informally  interpreted. Now the decision has to be made how the data can be 
reduced.  After  the  reduction  the  hypothesis  test  is  performed.  More  about  hypothesis 
testing can be found in the following sections. 
 
Portrayal  of  the  results  and  conclusion  about  the  hypothesis:  the  analysis  provides  the 
information  that  is  needed  to  decide  whether  the  hypothesis  was  rejected  or  accepted. 
These conclusions are collected and documented. This thesis comprises the lessons learned. 
 
The quality of  the design decides whether  the  study  is a  success or a  failure. So  it  is very 
important to meticulously design the experiment [Juristo 2003]. Several principles of how to 
design  an  experiment  are  known.  Those  are  randomisation,  blocking  and  balancing.  In 






















































Average  Best Average Best Average  Best 
MIS  0.15  0.025 0.588 0.066 1.062  0.27 
System software 0.25  0.013 0.44 0.08 0.726  0.15 
Commercial  0.25  0.013 0.495 0.08 0.792  0.208 














Design  21 16 19 
Requirements Definition  11 6 13 
Project Management  17 16 17 
Documentation  10 16 13 
Change Management  14 8 15 





































• Baysian  reliability  growth  model:  This  model  devoid  a  consideration  that  the 












• Concatenated  failure rate model: These models  introduce the  infinite memories  for 
storage  the  failure  rates where  the notion  infinite memory  is akin  to  the notion of 
invertibility in time series analysis. 
 








,            (4.3) 
 
The  priorities  of  each  attribute  ai,j were  executed  as  an  approximation  by  computing  pi. 
Another formula by Kandt helps to evaluate the SQA situation as 
                         
        Requirements coverage = (Number of Requirements traced to functional test cases)/ 















Otherwise,  the  defect  estimation  techniques  are  summarized  by  Kandt  in  the  following 
manner [Kandt 2006] 
 
D1 = (l × d) ‐ Dd            (4.5) 
 
where D1  stands  for  the number of  remaining defects  in a module,    l  is  the number  code 






as an estimation based on  the Halstead’s  software  science. Finally as a  capture‐recapture 
technique for defect estimation the formula 
 
D3 = (m1 × m2)/( m12 ‐ (m1  + m2 – m12)        (4.6) 
 
where    m1  and  m2  are  the  number  of  defects  found  in  these  research  groups  and  m12 
denotes the common defects found in both groups. 
 
The  customer  cost  of  a  software  product  was  executed  by  Emam  [Emam  2005]  in  the 
following manner. 
 















The  general  relationship  between  different  indicators  of  quality,  quantity,  effort  and 
productivity are defined by Sneed in the following manner [Sneed 2005]: 
 











(IFPUG)  Function  Points:  The  function  point  method  is  based  on  counting  system 
components  relating  to  their  functionality  such  as  input,  output,  inquiries,  files,  and 
interfaces  ([Albrecht 1983],  [Dreger 1989]). These characteristics were weighted by a 






with    the  (s, a, c)  for a =(3,4,6), b=(4,5,7), c=(3,4,6), d=(7,10,15), and e=(5,7,10). The 
adjusted function points (FP) are executed by application of a weighted number (0 … 5) 
for  every  14  factors  (cost  drivers)  as  data  communication,  distributed  functions, 
performance  requirement, hardware configuration, high  transaction  rate, online data 
entry, end‐user efficiency, online update,  complex processing,  reusable  requirements, 














Mark  II  Function  Points:  This method  is modification  of  the  function  point method 
described  above  by  changing  the  viewpoint  to  the  data‐based  system  approach 
[Symons 1993]. The counting characteristics are input, entities referenced, and output. 
The  weight  factors  are  quite  different  to  the  FP  method  (0.58  for  inputs,  1.66  for 
entities referenced and 0.26 for outputs).  
 
FP = 0.58 Wi + 1.66 We + 0.26 Wo          (4.11) 
 







Data point = information points + communication points      (4.12) 
 













• in  the  sequence  diagram:  message:  2,  parameter:  1,sender:  2,  potential 
receiver: 2 
 








Feature Points: The  feature point method  (FPM) was defined by  Jones considers  the 





















Use  Case  Points:  The  use  case  point  metric  is  addressed  to  UML‐based  software 
modelling  and  implementing  (see  [Sneed  2005]).  The  use  case  points  (UCP)  are 
computed as 
 
UCP = TCP × ECF × UUCP × PF        (4.14) 
 
where TCP stands for the technical complexity factors which evaluate by weights the 
technological  type  of  the  system  such  as  distributed  system,  reusability,  concurrent 
etc.,  ECF  the  environmental  complexity  factors  which  characterize  the  system 
background  like stability of  the requirements, experience  in OO and UML etc., UUCP 






COSMIC  FFP:  The  COSMIC  Full  Function  Point  (FFP)  method  was  developed  in  the 
Common  Software  Measurement  International  Consortium  (COSMIC)  and  is 
established as ISO/IEC 19761 (see [Ebert 2004]).  A full function point only considers a 
data movement  which  means  that  there  are  not  a  (weighted)  difference  between 





The  COSMIC  FFP  measurement  method  is  designed  to  be  independent  of  the 
implementation decisions embedded in the operational artefacts of the software to be 
measured.  To  achieve  this  characteristic, measurement  is  applied  to  the  (functional 
user requirement) FUR of the software to be measured expressed  in the  form of the 
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COCOMO:  The  Constructive  Cost Model  (COCOMO) was  defined  by  Boehm  [Boehm 
1984] and is based on the formula  
Personal effort = scale_factors × KDSItype_of_project [PM]    (4.16) 
where  KDSI means  Kilo Delivered  Source  Instruction  that must  be  estimated  at  the 
beginning.  The  scale  factors  define  the  cost  drivers  Boehm  classify  three  types  of 
projects: organic, semidetached, and embedded.  
 
COCOMO  II: The COCOMO  II approach extends  the  set of cost drivers and considers 
the  different/new  aspects  of  software  systems  like  code  adaptation,  reuse  and 
maintenance. Furthermore,  it  is possible  to execute/estimate  the development  time 
TDEV as 
TDEV = scale_factors × PMcalibration        (4.17) 
Helpful variants of COCOMO II are COPSEMO (Constructive Phased Schedule and Effort 
Model), CORADMO (Constructive Rapid Application Development cost Model), COCOTS 





SLIM: Considering  the  Software  Life Cycle Management  (SLIM) Putnam  adapted  the 
Rayleigh curve  for  the  software development area  in  the  following manner  [Putnam 
1992]  
Current_effort = (Total_effort/duration)× t × e(‐t×t/2×duration)   (4.18) 
where  duration  stands  for  the  square  of  total  duration  of  the  development  and  t 






WOA: The Weighted Average of  Individual Offsets  (WOA) model supports  the defect 














































































































































































































































































190. Process measurements  that  relate  to  the  indicators of  the  customers'  satisfaction  (e.g.,  surveys 
results, number of customer complaints, and number of customer compliments) 
Causal Analysis and Resolution 
191. Defect data  (problem  reports, defects  reported by  the  customer, defects  reported by  the user, 
















The  following  section  includes  the  main  activities  for  defining  and  implementing 
measurement repositories using  in an organizational context. The repository contains both 
product  and  process  measures  that  are  related  to  an  organization's  set  of  standard 
processes  ([SEI 2002]).  It also contains or  refers  to  the  information needed  to understand 
and  interpret  the  measures  and  assess  them  for  reasonableness  and  applicability.  For 











1. Determine  the  organization's  needs  for  storing,  retrieving,  and  analyzing 
measurements.  
2. Define a common set of process and product measures for the organization's set of 
standard processes.  The measures  in  the  common  set  are  selected based on  the 
organization's set of standard processes. The common set of measures may vary for 














5. Conduct peer  reviews on  the definitions of  the common  set of measures and  the 
procedures  for  storing  and  retrieving measures. Refer  to  the Verification process 
area for more information about conducting peer reviews.  
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6. Enter  the  specified measures  into  the  repository. Refer  to  the Measurement  and 
Analysis process area for more information about collecting and analyzing data.  















During  software process measurement  the  results are  stored  in different  kinds of metrics 
databases and metrics repositories [Braungarten 2005]. Special kinds of metrics exploration 












































































(This describes the approach used 
to handle counting of tables of code 










































(Defects  reported  in  the  first month  of  system 
use.    Three  columns  in  the  data  covering  the 










































































(Where  no  phase  breakdown  is  provided  in  the 
submission,  this  field  contains  the  same  value  as  the 
Summary  Work  Effort.  Where  phase  breakdown  is 












(Project  productivity  delivery  rate  in  hours  per  function 
point calculated  from Normalized Work Effort divided by 
Unadjusted Function Point count. Use of normalized effort 



































































































developments  by  analyzing  and  synthesizing  all  kinds  of  experience,  acting  as  a 






































































































































































































“Software process model  (SPM)  is a process of a model  system  that describes 
process  organisation,  categorization,  hierarchy,  interrelationships,  and 
tailorability.” 
 
A  complete  presentation  of  the  process  based  aspects  which  we  must  consider  in  the 




























• In  every  level  of measurement‐based  process management we  can  see  the 
missing parts or the parts of weak kinds of evaluation 
 














“The  software process establishment  (SPE)  is a  systematic procedure  to  select 
and  implement  a  process  system  by  model  tailoring,  extension,  and/or 
adaptation techniques.” 
The general software process model (SPM) is qualifying to a software process establishment 
(SPE) as a concrete  IT adaptation. We use  this consideration  in order  to  improve our SPM 
with more details. The next figure  includes a refinement of the general structure described 
in  the  figure  above  and  the  derived  process  indicators  and  criteria  from  [Emam  2005], 





























or  CASE),  platforms  and  society  aspects  like  cultural  background  and 
marketplace. 
 








Considering  the  improvement  context of  software processes,  the  following definition  also 
given in chapter two is helpful again:   
 
 “A  process  improvement model  (PIM)  is  an  operational model  that  provides 
guidance  for  improving a process  system’s capability by changing, updating, or 
enhancing  existing  processes  based  on  the  findings  provided  in  a  process 
assessment.” 
 
We will choose some  laws exemplary  from  [Endres 2003] and process principles and  rules 

























Analyzing  this  simple  kind  of  process  related  semantic  network,  we  can  establish  the 
following: 
 
• Based  on  the  considered  approaches  in  the  literature, we  can  see  a  better 
coverage of the involved software process related areas 
 




























































































In order  to derive a semantic network based on  these characteristics we will consider  the 
experiences  in  [Dumke  2004],  [Dumke  2006],  [Ebert  2004],  [Kandt  2006],  [Keyes  2003], 
[Kulpa  2003],  [Pandian  2004],  [Putnam  2003],  [Sneed  2005],  and  [Walter  2006]. We will 











• It  is possible  to  find out  the  components which are necessary  to measure  in 
order to apply the chosen process metrics 
 











“The  software management  processes  (SMP)  are  processes  that  belong  to  a 




Involving  improvement/maturity  level (evaluation) approaches  like CMMI, SPICE,  ITIL or Six 
Sigma  (described  in  principle  in  [Dumke  2006]),  we  can  analyze  the  process  metrics 
structuring in the following manner: 
 
• SMP(SPE) ? CMMI acticesBestlevelTwoPr  
 
 
• SMP(PIM) ? CMMI ITILlevelThree  
 
 
• SMP(EPM) ? CMMI SixSigmalevelThree  
 
 
• SMP(SPM) ? CMMI SPMlevelFour  
 

















































This  visualization  suggests  that process management  should  consider  all  levels of process 
evaluation  identified as software process establishment  (SPE), principles,  laws and rules by 
process improvement models (PIM), experimentation or rules of thumb by empirical process 
models  (EPM)  and  process  metrics  by  a  software  process measurement model  (SPM))  in 
order to cover the process areas as much as possible. 
 
On  the  other  hand,  our  investigations  and  considerations  have  also  clarified  the  current 








The  fourth  chapter  has  described  the  different  existing  experiences  in  software  process 
measurement  and  evaluation.  We  have  considered  the  different  levels  of  evaluation  as 





as  project  management  (invoice  generation,  reporting,  payment  tracking,  order 
processing, account maintenance, customer management, stock management, and 
tax  return)  and  promoting  corporate  quality  (projecting  quality  (communicating 
quality,  documentation,  rewarding  quality),  managing  quality  (quality  reviews, 
quality  checklists,  total  quality  management,  quality  circles),  document  quality 
(process description documents, benchmark reporting, badges)) 




? CASE  tools  are  essential  quality  drivers  and  should  be  used  in  all  phases  and 
activities of development processes 
? CASE  tools  should  be  integrated  in  the  software  development  management 
processes  based  on  balanced  scorecards,  dashboards,  SDE’s  productivity  models 
and process metrics 
? In  CASE  tools  should  be  considered  the  current  product  metrics  for  quality 
assurance for the given development paradigm as system aspects 
























The  general  intention  of  the  framework  is  to  evaluate  and  improve  the  CASE  tool  based 
measurement processes itself. In chapter two we have summarized that, 
? Software processes can be defined in different levels using experiences, considering 
development  paradigms  and  determine  process  activities,  categories  and  (sub) 
systems 




improve  the  process  but  define  the  quality  assurance  implicitly  and  in  a  verbal 
manner mostly 
Using  the  process  evaluation  definitions  of  Wang  and  King  [Wang  2000]  we  prefer  a 





high‐level  process model  of  an  organization which  is  designed  to  regulate  the 
functionality  and  interactions  between  the  roles  of  developers, managers,  and 
customers by a CASE tool based software engineering process system. 
 
A  CASE  tool  based  process  reference model  is  an  established,  validated,  and 
proven software engineering process model that consists of a comprehensive set 







A CASE tool based process  improvement model  (CPIM)  is an declarative model 
that provides guidance for improving a CASE‐based process system’s capability by 




















? CASE tool could be  integrated  in the software development process as CASE‐based 
software process assessment and CASE‐based software process improvement 
? Evaluation  and  improvement  standards  and  approaches  define  the  functional 




CASE  tool based  support  for  the  examples of quality and process performance 
attributes  for  which  needs  and  priorities  might  be  identified,  of  process 




when  a  selected  sub  process’  performance  does  not  satisfy  its  objectives,  of 
activities for stakeholder involvement, of activities reviewed 
CASE  tool based determination of  the examples of quality attributes  for which 
objectives might  be written,  of  product  and  process  attributes,  of  sub  process 
measures,  examples  of  where  the  natural  bounds  are  calculated,  of  other 
resources  provided,  of  training  topics,  of  work  products  placed  under 
configuration management, of measures used in monitoring and controlling 
















of CASE‐based  software development  and  suggest  any  improvements.  In  chapter  four we 
have summarized 
? CASE tool evaluation could be based on software process indicators and criteria such 
as  project  management  (invoice  generation,  reporting,  payment  tracking,  order 
processing, account maintenance, customer management, stock management, and 
tax  return)  and  promoting  corporate  quality  (projecting  quality  (communicating 
quality,  documentation,  rewarding  quality),  managing  quality  (quality  reviews, 
quality  checklists,  total  quality  management,  quality  circles),  document  quality 
(process description documents, benchmark reporting, badges)) 
? The efficiency of CASE  tool  could be  improved by  adaptation of  essential process 
principles such as the use the highest‐level programming language possible, the use 
integrated  development  environments,  adopting  a  coding  standard  that  prevents 
common types of defects, and prototyping user interfaces and high‐risk components 





? In  CASE  tools  should  be  considered  the  current  product  metrics  for  quality 
assurance for the given development paradigm an system aspects 




This  complex  background  intends  the  possibility  of  adaptation  of  the  following  process 
experiences in principle 




Software  process  rules  of  thumb:  CASE‐based  processes must  be  founded  on 
industrial experiences of real system applications 
Software  process  experiments  and  case  studies:  it  must  be  consider  the 
appropriate system and method related CASE tool variations in practice 











        MS = (MMS, RMS) = ({G, A, M, Q, V, U, E, T, P}, RMS)                            (5.1) 
where  G  is  the  set  of  the  measurement  goals,  A  the  set  of  measured  artefacts  or 
measurement objects, M the set of measurement methods, objects or entities, Q the set of 
measurement quantities, V  the  set of measurement  values  (especially we  could have  the 
situation  Q  =V),  U  the  set  of  measurement  units,  E  the  set  of  measurement‐based 
experience, T the set of measurement CASE tools (respectively CAME tools), and P the set of 
the measurement personnel. RMS defines all meaningful relations between the elements of 
MMS.  Especially,  the measurement  process MP  as  one  of  the  instantiations  of  a  software 
measurement  system  could be  explained by  the  following  sequence of  relations  ([Dumke 
2008], [Yazbek 2010b]) 
        MP:     (G × A × M)T,P → (Q × E)T,P  → (V × U)T,P → E’× A’             (5.2) 
This measurement process description explains  the process  results  as quantities  including 
some  thresholds, values  involving  their units and/or extended experiences  combined with 
improved or controlled measurement artefacts. E’  is the set of extended experience and A’ 
the  set  of  improved  artefacts  or  measurement  objects.  Special  variants  of  this  general 
measurement description are 
• the simple metrication       MP: (G × A × M)T,P → (Q × E)           
• the software measurement   MP:(G × A × M)T,P → (V × U)                 
• the different kinds of measurement and improvement as 
MP:     (G × A × M)T,P → (Q × E)T,P  → E’× A’                   
MP:     (G × A × M)T,P → (V × U)T,P → E’× A’                      
Based on our software measurement experiences we can derive the  following refinement4 
on the process description above. Furthermore, we give a first graduation of the described 
software measurement  characteristics.  The  idea  of  classification  of measurement  aspects 
and processes is not new. Examples are 




2. A  consideration  of  the  experiment  levels  by  Kitchenham  leads  to  (also  decreasing): 
industrial case studies, quasi experiment, and formal experiment [Kitchenham 2007]. 
                                                            





process   
operation  Component 
paradigm
situation                   (5.3) 
as  measurement  process  component  description.  The  ordinal  classifications  of  the 















Viewpoint:  On  the  other  hand  the  goals  depend  on  the  special  viewpoint  such  as 





improving  and  managing.  This  enumeration  corresponds  to  an  increasing  level  of 
measurement goals (see the classification by Basili in [Basili 1986]):  
intention ∈ {understanding, evaluation, improving, managing} 


















Dependence:  The  measurement  artefact  could  be  aggregated  with  other  in  the  cases  of 
integrated,  associated,  and    monolithic  (using  the  Laird  consideration  of  measurement 
difficulties in [Laird 2006]):  
dependence ∈ { integrated, associated, monolithic } 










domain      
dependence A 
state







Method: The  chosen measurement methods  should be  classified here as experiment/case 
















usage   
method M 
napplicatio
sort               (5.6) 
 
MEASUREMENT OUTPUT 









Exploration:  On  the  measurement  experience  E    again  the  output  could  be  analyzed/ 








Structure: Measured  values  could  be  structured  in  different  kinds  of  presentations  and 
transformations  such  as  single  value,  normalization  and  aggregation  (adapting  the 
measurement evaluation by Juristo in [Juristo 2003] and Pfleeger in [Pfleeger 1998]): 
structure ∈ {single_value, (normalization ∨  transformation), aggregation} 















Aggregation:  The  values  could  be  built  as  different  structures  and  aggregations  such  as 
measurement  repositories,  simple  visualizations  (e.  g.  diagrams  scatter  plots),  dashboards 








Interpretation:  Furthermore,  the  measurement  values  could  be  interpreted  based  on 
experiences such as analogical project, IT project data base and (international) ISBSG project 





measure     
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unit







(without  any  tools),  semi‐automatic  and  automatic  (using  the  support  classification  by 
Pfleeger in [Pfleeger 1998]):  
level ∈ {manual, semi‐automatic, automatic} 
Support:  On  the  other  hand  the  tool  could  be  applied  in  the  IT  area  (as  internal 




Context:  Furthermore,  the measurement  tool  could be applied as  simple  task application, 








      level     support T 
context
degree                 (5.9) 
 
Measurement Personnel P:  
Kind: The measurement personnel  involve different  kinds of measurement  and  intentions 
and  could be distinguished  as measurement  researchers, practitioners  and managers  (see 
the different IT roles by Pfleeger in [Pfleeger 1998]):  
kind ∈ {manager, researcher, practitioner} 
Area:  Furthermore,  the measurement  personnel  could  be  divided  in  origin measurement 
staff (measurement analyst, certifier, librarian, metrics creator, user and validator) and in IT 
staff  who  use  the  software  measurement  indirectly  (administrator,  analyst,  auditor, 





































on  the  measurement,  evaluation  and  exploration  and  can  produce  formula  correction, 




form    
contents E’ 
source
extension               (5.11) 
A’:  The  application  of  software  measurement  leads  to  changed  measurement  artefacts. 
Therefore, this description only extends the state characteristic of the measurement artefact 
as 
State: Depending on  the measurement process  goals  and methods,  the  artefact  could be 














purpose                    (5.12) 
×  domain     dependence A  stateorigin  ×  usage   method M  napplicatiosort ) level    support T  contextdegree ,    kindarea P  ionqualificatcoaching   
              →    (   evaluationnexploratio Q 
value








                 →   ( measure      naggregatio V 
unit








                 →  (  form    contents E 
source
extension     ×      domain     dependence A  stateorigin  ) 
where E and U   are  involved  in the sets of Q and V. The classification of the measurement 
process MP    itself  is based on  the measured  characteristics. Hence,  the MP  is defined by 




The  solution  aspect  considers  the  measurement  process  depending  on  the  kind  of 
application such as ad hoc usage, scheduled usage and ubiquitous usage as [Dumke 2008] 
solution ∈ { ad_hoc, scheduled, ubiquitous } 
The measurement  of  aspects  (aspect  of  a  product,  process  or  resources)  leads  us  to  the 
aspect‐oriented measurement. The measurement of all aspects of a product or all aspects of 
the  process  or  all  aspects  of  the  resources  would  be  called  as  capability‐oriented 













In  the  following we will present  some examples of  this  kind of measurement aspects 
scaling. The different aspects of the measurement process component are defined as a first 
assumption  in an ordinal manner/scale (considering also [Dumke 2008], [Farooq 2008] and 
[Kulpa  2003]). Note  that  the  exponents  address  the main  characteristics  and  the  indexes 
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show the sub characteristics. This assumption explains some first relationships. We use the 
symbol “⋞”  in order to explain the difference of main  levels  (process and paradigm of the 
measurement  component)  and  the  symbol  “≼”  in  order  to  explain  the  difference  of  sub 
levels  (operation and situation of  the measurement component) as characterization of  the 













resources process product ∧∧
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origin      (5.13) 
and 
       domain     dependence A 
referred
origin  ⋞  
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and also 















































pproachresearch_a :                    (5.14) 
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extension  ×  resourcesprocessproductmonolithic ∧∧ A  controlledoriginal ) 
Some first applications consider the different software paradigms and technologies shows first 
graduations  in  software measurement  [Yazbek 2010b] such as SOA‐based metrication versus 











tricsISO9126_me                   






DMAIC                 
Furthermore, the Goal Question Metric (GQM) paradigm helps for the orientation of software 













_4CMMI_level          
This  general  characterization  gives  first  information  about  the  general  support  of  quality 











based  on  more  than  one  step  of  a/some  sub  characteristic(s)  building  this  kind  of 
measurement process improvement (using “≼n”). 
• Essential  measurement  improvement:  This  kind  of  improvement  consists  of  an 
improvement of a measurement main characteristic to the next level (as one step using 
“⋞”). 
• Remarkable  measurement  improvement:  The  improvement  of  the  measurement 
process based on more than one step of a/some main characteristic(s) building this kind 
of measurement process improvement (using “⋞n”). 





nrealisatio  .              (5.15) 
The criteria of the  left side prefers the criteria on the right side. That means that a higher 
value of  the  (main/sub) criteria on  the  left side defines an  improvement against  the  lower 
values of the (main/sub) criteria on the right side. Therefore, based on the formal described 
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• changing  the  paradigm  from MP(ISO  9126)  to MP(GQM@Strategy)  leads  to  essential 
measurement improvements   
• the  further  adaptation  of  the  MP(Six  Sigma)  can  led  to  a  moderate  measurement 
improvement 











• If  more  than  one  measurement  tool  are  needed,  can  be  combined  the  selected 
measurement tools? 
• Another  problem  is  the  long‐term  dependency  of  tool  manufacturers,  especially 
when they disappear from the market. 
 
In  order  to  evaluate  the  CASE‐based  situation  we  establish  the  following  fifteen  criteria 
[Yazbek 2010]: 
I. Metrics coverage: Within the literature there are a large amount of metrics, including 
sets  of  metrics  that  try  to  cover  a  large  area  of  the  (object‐oriented)  quality 
refinements  (Chidamber  &  Kemerer  metrics  suite  [Chidamber  1994],  the  MOOD 
metrics  [Harrison  1998]  or  the  collection  in  [Lorenz  1994]).  Unfortunately,  the 








































IV. Metrics Customizing:  For each metric  should be  there  settings  for options  such as 
limits and granularity. The default values of  limits should be general recommended. 
The developer can change the settings if necessary. 











V. Metrics  Extending:  It  should  support  the measurement  of  known  metrics  like  for 
example  the  metrics  suite  (cf.  [Chidamber  1994])  but  it  should  also  allow  the 
definition of self defined metrics. 
This essential characteristic could be considered in the measurement component as 






VI. Metrics  feedback:  The  most  interesting  result  of  every  measurement  is  the 
consequences that can be extracted from the  interpretation and the  improvements 
that  can be  reached  through  them. Metrics  should be able  to give  tips on how  to 
interpret  the  results  and  on what  to  do  to  improve  them. Metrics  results  should 
highlight parts of code that need to be redesigned. 
The  application  of  the  quality  measurement  should  be  usable  to  the  measured 
artefact themselves as 







• Value  filters:  Like  suggested  in  ISO  9126  it  is  possible  to  define  several 
classification  limits  (cf.  [ISO  1926]).  These  limits  can be used  to  filter  from  the 
large  amount of measurement  values only  the  interesting ones, e.g.  the upper 
































IX. Metrics  visualization:  As  we  know  from  our  experiences  that  a  well  chosen 
visualization of metrics values has the largest potential to handle the large amount of 
numbers and  to help us  interpreting  these numbers.  It emphasizes  the  knowledge 
that  “a  picture  tells  more  than  thousand  words”.  Visualization  as  process  of 
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XI. Comparing metrics  results: The metrics should help developers  to control his work 
by  comparing  projects  or  by  comparing  changes  in  a  project  over  time.  Metrics 
should help developers to compare the “present state” with the “target state”, the 
“present  sate”  with  the  “old  state”  and  the  sates  from  two  or  more  systems. 
Differences between results can be both highlighted. 
In  this  kind  of  metrics  application  should  be  involved  the  tool  facilities  and  the 
measurement users 




























from  the  Code  Metrics  Results  to  the  clipboard  and  paste  them  to  another 
application, such as a text editor or word processor. 
Essential  metrics  application  should  be  involved  the  tool  facilities  and  the 
measurement users as developers as 










code. From any  line of  the  results  table, Developers should able  to navigate  to  the 
appropriate location both in the diagram and in the source code. 
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adaptation  ×  processintegrated A  improved antother_pend ) 
 






In  order  to  plan  the  appropriate  improvements  we  use  the  quality  measurement 
improvement  definition  from  the  section  5.2.  In  the  quality  assurance  of  CASE‐based 
software development it means 
• Weak  quality measurement  improvement:  This  kind  of  improvement  consists  of  an 
improvement of a measurement sub characteristic to the next  level  (as one step using 
“≼”). 




• Essential quality measurement  improvement: This kind of  improvement consists of an 
improvement of a measurement main characteristic to the next level (as one step using 
“⋞”). 
• Remarkable  quality  measurement  improvement:  The  improvement  of  the 
measurement process based on more  than one  step of a/some main  characteristic(s) 
building this kind of measurement process improvement (using “⋞n”). 
These general intentions of improvement can also be used in order to plan special activities 


























In  this  chapter  we  have  defined  a  framework  that  can  be  helpful  to  evaluate  a  special 
situation of the quality measurement  level  in a CASE‐based software development  IT area. 
The framework could be characterized as following. 
? The  framework  principles  are  directed  on  the  determination  of  the  quality 
measurement level explicitly. The basic would be built by an CASE tool based process 
improvement  model  (CPIM)  as  a  declarative  model  that  provides  guidance  for 
improving  a  CASE‐based  process  system’s  capability  by  changing,  updating,  or 
enhancing  existing  processes  based  on  the  findings  provided  in  a  process 
assessment. We consider that a CASE‐based software development evaluation could 
be based on  software process  indicators and  criteria  such as project management 
and promoting corporate quality (managing quality and document quality).  In CASE 
tools would be considered the current product metrics for quality assurance for the 





? The  framework kernel  considers  the measurement  systems  aspects  as  a  software 
measurement system in a declarative manner. Hence, we can determine the quality 
measurement  level  explicitly  in  an  ordinal manner.  Therefore,  considering  quality 
assurance of CASE‐based  software development we  can  classify  in  a weak quality 
measurement improvement, moderate quality measurement improvement, essential 
quality  measurement  improvement  and  remarkable  quality  measurement 
improvement. 
 
? The  framework  steps  of  determination  of  the  CASE‐based  situation  would  be 
considered at  the metrics application  in CASE  tools. Therefore, we established  the 
fifteen  criteria  such  as metrics  coverage, metrics providing, metrics  suites, metrics 
customizing, metrics  extending, metrics  feedback, metrics  filtering,  sorting  results, 
metrics visualization, saving and  loading metrics results, comparing metrics results, 
printing  results,  exporting  results,  copying  metrics  results  to  the  clipboard  and 




The  created  framework using different  kinds of  software process  analysis, evaluation  and 
measurement  for  a  CASE  tool  based  software  development  is  described  formally.  An 































2. The Microsoft Visual Studio 2010 product family  is well‐used  in the .NET developer 




3. The  Enterprise  Architect  Version  8.0  was  used  in  the  enterprise  application 
integration  community  (EAI)  and  prefer  the  building  of  infrastructures  of  business 
applications [EA 2010]. 
4. The Metrics Eclipse Plug‐in Version 1.3.6  from an  IBM  initiative  for education and 
training was more and more used in practice [Eclipse 2010]. 
5. The metricsOne Rational Rose Plug‐in  is one of  the well‐known metrics extensions 










To  present  information  on  how  the  quality  assurance  metrics  available  in  the  inspected 
CASE‐Tools  and  its  results, we have  constructed here  a project  for  an  airline agency with 
different programming  language  (Java, C++, C#  and Delphi) based on UML  approach.  The 
project  is a  simple example  that nevertheless  contains all  important phases and  structure 
elements of a  real  IT project. This prototype was  important not only  for manipulating and 
comparing  the  implemented  metrics,  but  also  for  inspecting  their  suggested  limits  and 
feedbacks [Yazbek 2007]. 
 
As a minimum goal,  the  tools  should  first be able  to use  its metrics and  show  the  results 
[Yazbek 2010a]. 
 
Furthermore, we  have  considered  the  software  development  processes  using  these CASE 



















Availability of metric  features depends on  the project  language. Together supports a wide 
range of metrics  for  java projects. Other  languages have smaller sets of metrics  that have 

















are  displayed  as  a  table:  the  classes,  packages,  or  diagrams  that  were  analyzed  will  be 
showed in the rows, and in the columns will be showed the corresponding values of selected 
metrics.  The  results  of  metrics  analysis  are  tightly  connected  with  source  code.  The 




























better  insight  into  the  code  they are developing  ‐ Lines of Code, Class Coupling, Depth of 
Inheritance, Cyclomatic Complexity und Maintainability Index. Visual Studio helps developers 
to generate  code  metrics  data  that  measure  the  complexity  and  maintainability  of  their 







The  following  list  shows  the  code  metrics  results  that  Visual  Studio calculates.  However, 
Visual Studio does not provide abbreviations  for  the metrics and  info on how  to  interpret 
received numbers. 
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• Lines  of  Code:  It  is  the  known  LOC  and  it  counts  the  lines  of  source  code  of  an 
executable  software  entity.  It  excludes  Comments,  white  space,  braces  and  the 
declarations of members, types and namespaces. 
• Class Coupling: It measures the coupling that the class has on other classes through 







the  number  of  different  code  paths  in  the  flow  of  the  program  such  as  if  blocks, 
switch cases, and do, while, for each and for loops. 
• Maintainability  Index:  It  is  an  index  from  0  to  100  and  is  based  on  three  other 






After Visual Studio analyzes  the code,  it displays  the  results as a  simple  table  in  the Code 
Metrics Results window. A  toolbar  is  at  the  top of  this window,  and  the  columns  are  for 
displaying the results of metrics that are calculated. The toolbar at the top  is used to filter 
the  results displayed  in  the Code Metrics Results window. For example, developers might 
want to see only the results with a Cyclomatic Complexity below 7. 
 
It  is worth mentioning  that metrics are only valid  for source code  that can compile.  If  the 
source code contains errors, or some libraries and paths are not included, audits and metrics 
might produce  inaccurate  results. Developers can also copy  results  from  the Code Metrics 
Results window to the clipboard and paste them to another application, such as a text editor 
or word processor. Each copy puts multiple  lines of  information  into the clipboard contains 
e.g. Project name, Configuration mode and metrics name and its values. 
 




















Enterprise  Architect  supports  techniques  for  testing,  change  control  and  maintenance. 
Enterprise Architect also provides support for managing projects. Project Managers can use 
Enterprise Architect  to measure  risk and effort, estimate  the  size of a project, and assign 
resources  to  elements.  Project  estimation  is  working  out  how  much  time  and  effort  is 
required to build and deploy a solution. Enterprise Architect provides the Use Case metrics 













• TCF  –  Technical  Complexity  Factors:  These  are  editable  values  that  indicate  the 
degree  of  difficulty  and  complexity  of  the work  in  hand  such  as  portable,  easy  to 
install and easy to use 









success scenario consists of  less  than 3 steps;  its  implementation needs not 
more than 5 classes  
o Medium  (10 points): The use  case  is more difficult,  involves more  interface 
design  and  attends  to  2  or  more  database  entities;  its  success  scenario 
consists of between 4 to 7 steps;  its  implementation needs between 5 to 10 
classes  




Modifying  these  factors  requires,  in  fact, a  lot of experience, because  the  factors and  the 
complexity are depending on the project and current situation. The most difficult factor in an 
accurate estimation  is setting an hourly rate  ‐ which  is best defined using experience with 
similar projects. Typical ranges can vary from 10 to 30 hours per Use Case point. The default 
value  for  each Use  Case  point  is  10  hours. Once  the  user  has  entered  all  the  calibration 
values, the project timescale will be estimated as following: 








































• TLOC:  Total  lines  of  code  will  count  the  lines  of  source  code  of  an  executable 
software entity. It excludes comments and white spaces. Useful for those interested 
in computed KLOC. 
• MLOC:  Method  lines  of  code  will  count  the  lines  of  source  code  inside  method 
bodies. It excludes comments and white spaces. 
The  results  are  displayed  as  a  simple  table.  However,  we  cannot  in  no  way  sort,  save, 
compare or print  these  results. The minimum and maximum  limits  for each metric can be 
set; however, there are no default values for these limits. Out‐of‐range and in‐range results 









give  any  tips  how  to  interpret  the  results. However,  the most  of  these metrics  are  good 
documented  in  [Henderson‐Sellers  1996].  The  coupling metrics  have  been mentioned  by 
Robert Martin in [Martin 2002] 




• Instability  (RMI):  It  is  the  ratio of efferent coupling  to  total coupling  (afferent plus 
efferent).  This will be a number between 0 and 1 
• Abstractness  (RMA):  The  ratio  of  the  number  of  internal  abstract  classes  (and 
interfaces) to the total number of internal classes (and interfaces) in a package 










MetricsOne  [Rational  2004] works  as  a  Plug‐in  to  Rational  Rose  and  provides  46  object‐
oriented  analysis  and  design  metrics.  The  measurements  computed  by  MetricsOne  are 
grounded  in  the work  done  at MIT  by Chidamber &  Kemerer  [Chidamber  1994],  and  are 
based  primarily  upon  pragmatic  insights  and  recommendations  from  Lorenz  and  Kidd 
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• Use  Case metrics:  calculate  for  example  the  number  of Use  Cases,  actors  and  its 
relationship with the system 
• Operations metrics:  calculate  for  example  the  number  of  parameters  (arguments) 
that are in the signature of the operation, the export control of the operation, that is, 
whether it is public, protected, private, or implementation. 









issues  that are  important  to  their particular project.   All  settings are saved  for use on  the 
next run. 
 
Results  will  be  sent  to  an  Excel  spreadsheet,  one  with  a  page  for  each  of  the  metrics 

















simplify the development  life cycle  (analysis, design, and  implementation).  It supports also 
to make unit  tests. RAD  Studio  supports UML modelling. RAD  Studio  supports Round‐trip 
engineering for the programming languages C++ and Delphi. 
 
RAD  Studio  provides  89  object‐oriented  code  metrics  for  C++  and  Delphi.  For  example 
Chidamber & Kemerer metrics, MOOD metrics, McCabe‐ und Halstead metrics. This feature 
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  MP(conisdered_CASE_tools)  =   provementquality_imscheduled MP 
entedaspect_ori
ymethodologwide_used_ :        (6.3) 
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• The measurement of  the product aspects  (in  the MP description) using  some  code 
metrics  in  the  considered CASE  tools  could be  improved by adding metrics  for  the 
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some product metrics  in order  to achieve a whole product quality measurement  in 
the Metrics Eclipse Pug‐in as 
MP(CASEMetris_Eclipse) ⋞ MP(CASEMetrics_Eclispe ⊕   product A)    (6.7) 
 
• Finally remarkable quality measurement  improvement could be achieved when we 
add  any  project  metrics  in  the  Metrics  One  tool  that  we  achieved  a  “capability 
oriented” quality measurement level  
MP(CASEMetrics_One) ⋞n MP(CASEMetrics_One ⊕  process product∧ A)    (6.8) 
 



























? Using our framework we have seen that many possibilities exist  in order to  improve 
























software developers  and managers  in most  companies don’t use  it or don’t have enough 
knowledge and experiences in software measurement. 
 
Software  developers  and  managers  should  have  some  knowledge  about  measurement 
theory and about  its techniques, e.g. what metrics are measuring and how to  interpret the 
results. This measurement theory can be provided in the development tool itself. One of the 
problems with measuring software projects  is  to understand what  the values  really mean. 
There exist many techniques to support this. Of course, there are many development tools 
available  which  provide  techniques  for  software  measurement,  but  most  of  these 
techniques are difficult to adjust and ambiguous to understand. 
 
We presented  in  this  thesis a  framework  that  could be helpful  in order  to determine  the 
current  (quality) measurement  situation.  Furthermore we  can  identify  the  possibilities  of 
measurement  improvement  and  can  plan  the  meaningful  extensions  in  an  industrial 
environment. Our description of  the existing  software process evaluations  in  chapter  four 




The  application  of  our  framework  for  existing  industrial  processes  and  used  CASE  tools 








? The refinement of the CASE tool evaluation  in order to  identify more extensions for 
quality improvement in the software development 
 











? The  investigation of further kinds of CASE tool  including modern  infrastructures and 
services 
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