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Abstrak 
Configural Frequency Analysis (CFA) adalah salah satu metode yang digunakan 
untuk menganalisis data kategori. Banyak metode yang digunakan dalam mempelajari 
pola asosiasi antara sekelompok variabel kategori seperti log-linear dan regresi logistik. 
Pada pengaplikasiannya, kedua metode tersebut mempunyai perbedaan dengan metode 
CFA. Dalam CFA, parameter bukanlah fokus dari pengujian yang dilakukan serta tidak 
melihat apakah suatu model sudah dapat menjelaskan data dengan baik seperti yang 
terdapat pada metode log-linear. Hal lain yang menjadi perbedaan antara CFA dan Log-
linear adalah bahwa CFA tidak hanya melihat adanya hubungan antara variabel-variabel 
tertentu yang biasanya menjadi output pada model Log-linear tetapi juga lebih 
memperhatikan pada konfigurasi-konfigurasi mana yang saling berkaitan satu sama 
lain. Dalam pengaplikasiannya, metode ini akan digunakan untuk mengetahui secara 
jelas karakteristik dari calon investor potensial PT Bursa Efek Indonesia di daerah Jawa 
Timur. 
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PENDAHULUAN 
Salah satu fenomena yang sering kita amati adalah terjadinya suatu kejadian di luar apa yang 
kita harapkan. Banyak kejadian terjadi tidak sesuai dengan apa yang sudah diprediksikan, seperti 
misalnya cuaca yang tidak menentu, prediksi jumlah wisatawan yang berbeda jauh dengan jumlah 
yang sudah diperkirakan, investor pasar modal yang ternyata sering berubah-ubah jumlah dan 
aktivitasnya, dan sebagainya. Kondisi seperti ini perlu ditangani lebih lanjut apakah fenomena 
tersebut secara signifikan memang benar adanya serta perlu juga dipikirkan alternatif penyelesaian 
masalah yang dapat dilakukan. Pendekatan yang sering dilakukan adalah melihat pola asosiasi 
diantara faktor-faktor yang ada. Data kategori sering digunakan dalam penelitian-penelitian 
tersebut. 
Salah satu fenomena yang menarik untuk dipelajari adalah dunia pasar modal. Seperti yang 
kita ketahui bahwa pasar modal di Indonesia belum terlalu banyak diminati. Dari data sub-rekening 
di Kustodian, diketahui bahwa jumlah investor Indonesia saat ini hanya sekitar 80.000 investor. 
Bandingkan dengan Singapura yang mempunyai penduduk sekitar 3 juta jiwa tetapi mempunyai 
investor sebanyak 1 juta-an (kurang lebih sebesar 33%). Demikian juga Malaysia, 16% dari 
populasi penduduknya yang berjumlah sekitar 18 juta jiwa merupakan investor yang cukup aktif di 
pasar modal. (Herwidayatmo). Peluang pertambahan jumlah investor di Indonesia sebenarnya 
masih terbuka lebar walaupun tantangan pada saat ini adalah terjadinya krisis global yang tentu saja 
membuat para pelaku pasar modal harus lebih giat dalam melakukan pengembangan jumlah 
investor. Di Indonesia, sangat sulit untuk memprediksi jumlah investor saham retail serta sulit 
untuk melihat karakteristik calon investor saham retail yang potensial. 
Untuk keperluan ini, terdapat beberapa alternatif metode yang dapat dipergunakan 
diantaranya: Regresi Logistik, Log-Linear, dan CFA. Dari ketiga metode tersebut, CFA merupakan 
alternatif yang menarik untuk diaplikasikan karena metode ini dapat melihat apakah suatu kejadian 
lebih sering atau jarang terjadi dari apa yang telah diprediksikan. 
 
Resa Septiani Pontoh / CONFIGURAL FREQUENCY ANALYSIS 
M-132 
 
METODE PENELITIAN 
Dalam bagian ini akan dibahas tentang Configural Frequency Analysis (CFA) kaitannya 
dengan keinginan PT Bursa Efek Indonesia untuk melakukan mapping karakteristik calon investor 
saham retail. Untuk penganalisisan data, digunakan data survey yang telah dilakukan oleh PT 
Bursa Efek Indonesia pada wilayah Jawa Timur. 
Data yang digunakan adalah data survey tiga wilayah yaitu Jawa Barat sebanyak 457 
responden, Jawa Tengah sebanyak 566 responden dan Jawa Timur sebanyak 605 responden yang 
berbentuk kategori dikotomus. Pada penelitian untuk melihat karakteristik calon investor retail 
terhadap bentuk investasi saham yang dilakukan oleh PT Bursa Efek jakarta pada tahun 2004, 
terdapat 4 faktor yang akan dilihat keterkaitannya yaitu: 
1. Ketertarikan Responden terhadap bentuk investasi saham 
Unit pengamatan dibagi menjadi dua kategori yaitu tertarik akan saham (1) dan tidak tertarik 
akan saham (2). 
2. Usia Responden 
Usia unit pengamatan diukur dari rentang usia di bawah di bawah 40 tahun (1) dan usia di atas 
40 tahun (2). 
3. Jenis Pekerjaan 
Janis Pekerjaan dibagi menjadi dua kategori yaitu pegawai negeri (1) dan non pegawai negeri 
(2). 
4. Penghasilan 
Penghasilan dibagi menjadi dua kategori yaitu di bawah Rp. 5.000.000,00 (1) dan di atas Rp. 
5.000.000,00 (2). 
Configural Frequency Analysis 
Configural frequency Analysis adalah suatu metode yang digunakan untuk mengidentifikasi 
pola (konfigurasi) dari variabel kategori apakah terjadi ketidakcocokan (discrepancies) dengan apa 
yang telah diekspektasikan sebelumnya. Discrepancies ini terjadi jika : 
1. Suatu peristiwa lebih sering terjadi atau jumlah peristiwa yang terjadi lebih besar dari yang 
diharapkan atau diekspektasikan (CFA type), dan 
2. Suatu peristiwa lebih jarang terjadi atau jumlah peristiwa yang terjadi lebih kecil dari yang 
diharapkan atau diekspektasikan (CFA antitype). 
Jenis data yang digunakan dalam CFA adalah pasangan kategori. Hal ini didasarkan atas pengertian 
dari konfigurasi (Lienert, 1969) yaitu pasangan kategori yang menjelaskan suatu sel dari suatu tabel 
silang. 
 
Langkah-Langkah pengujian dengan menggunakan CFA (Von eye, 2002) 
Dalam pengujian konfigurasi dengan menggunakan CFA, terdapat lima langkah yang perlu 
dilakukan, yaitu sebagai berikut: 
1. Pemilihan base model untuk CFA dan pengestimasian frekuensi harapan dari suatu sel. 
2. Pemilihan suatu konsep penyimpangan dari suatu model.  
3. Pemilihan tes untuk melihat signifikansi. 
4. Penjabaran hasil pengujian signifikansi dan pengidentifikasian apakah konfigurasi masuk ke 
dalam type atau antytipe. 
5. Penginterpretasian type dan antitype. 
 
Pemilihan base model untuk CFA dan pengestimasian frekuensi harapan dari suatu sel. 
Log-Linear sering digunakan sebagai base model dalam CFA, dimana model umum dari log-
linear adalah sebagai berikut (Von eye, 2002): 
...,log
intsecint
0 ++++= ∑∑ ∑
eractionondorder
ijk
smaineffect eractionfirstorder
ijiE λλλλ
 
dimana 0λ  adalah intercept dan i, j, k adalah indeks variabel. 
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CFA tidak hanya melihat adanya hubungan antara variabel-variabel tertentu yang biasanya 
menjadi output pada model Log-linear tetapi juga lebih memperhatikan pada konfigurasi-
konfigurasi mana yang saling berkaitan satu sama lain. 
Dalam CFA, base model digunakan untuk merefleksikan asumsi teorikal dari sifat suatu 
parameter apakah semua variabel mempunyai status yang sama, ataukah terbagi menjadi prediktor 
dan kriteria. Berikut ini akan dijelaskan beberapa contoh model log-linear yang biasa digunakan. 
Jika tidak ada variabel yang mempengaruhi model (zero-order), model log-linear secara 
umum (Von eye, 2002) adalah sebagai berikut: 
µˆ)( =YLogE  
dimana  )(YE  = frekuensi diharapkan dalam setiap sel. 
µˆ  = Intercept atau constant atau rata-rata umum 
Jika semua variabel mempunyai status yang sama, dan hanya Main effect atau efek utama 
yang digunakan (first-order), model log-linear secara umum (Von eye, 2002) adalah sebagai 
berikut: 
...ˆˆˆ)( ... +++= jiijYLogE βαµ  
dimana  )( ...ijYE  = frekuensi diharapkan dalam setiap sel. 
µˆ  = Intercept atau constant atau rata-rata umum 
iαˆ  = parameter pengaruh tingkat ke-i faktor α  
jβˆ  = parameter pengaruh tingkat ke-j faktor β   
Base Model yang digunakan dalam penganalisisan data survey PT Bursa Efek Jakarta adalah 
dengan menggunakan Metode Log-Linear. Base model pada model Log-Linear yang digunakan 
dalam penganalisisan data survey yang telah dilakukan oleh PT Bursa Efek Indonesia, terbagi 
menjadi tiga prediktor (usia, jenis pekerjaan, dan penghasilan) dan satu kriteria (ketertarikan 
terhadap saham). Karena itu, pada penelitian ini akan melihat karakteristik calon investor saham 
retail PT Bursa Efek Indonesia dalam tiga variabel yaitu usia, jenis pekerjaan, dan penghasilan 
dilihat dari ada atau tidaknya ketertarikan responden terhadap saham. 
 Model Log-Linear untuk data survey tersebut adalah sebagai berikut: 
ijkjlilijlkjiijklYE γβαγβγαβαδγβαµ ˆˆˆˆˆˆˆˆˆˆˆˆˆˆ)(log ++++++++=  ....... (1) 
dimana  )( ijklYE  = frekuensi yang diharapkan dalam setiap sel. 
µˆ  = Intercept atau constant atau parameter rata-rata umum 
iαˆ  = Parameter pengaruh tingkat ke-i (i = 1 (pegawai negeri) dan i = 2 (non 
pegawai negeri) faktor α  (Jenis Pekerjaan) 
lβˆ  = Parameter pengaruh tingkat ke-j (j = 1 (di bawah 5 juta) dan j = 2 (di atas 5 
juta) faktor β  (Penghasilan) 
kγˆ  = Parameter pengaruh tingkat ke-k (k = 1 (usia di bawah 40 tahun) dan k = 2 
(Usia di atas 40 tahun) faktor γ  (Usia Responden). 
lδˆ  = Parameter pengaruh tingkat ke-l (l = 1 (tertarik) dan l = 2 (tidak tertarik) 
faktor δ  (Ketertarikan terhadap saham) 
ijβα ˆˆ  = Parameter pengaruh interaksi tingkat ke-i dan ke-j faktor α  (Jenis 
Pekerjaan) dan β  (Penghasilan). 
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ilγα ˆˆ  = Parameter pengaruh interaksi tingkat ke-i dan ke-k faktor α  (Jenis 
Pekerjaan) dan γ  (usia). 
jkγβ ˆˆ  = Parameter pengaruh interaksi tingkat ke-j dan ke-k faktor β  (Penghasilan) 
dan γ  (usia). 
ijkγβα ˆˆˆ  = Parameter pengaruh interaksi tingkat ke-i , ke-j dan ke-k faktor α  (Jenis 
Pekerjaan), β  (Penghasilan) dan γ  (usia). 
Untuk melihat kebenaran adanya interaksi antar prediktor, dapat dilakukan dengan 
menggunakan pengujian main effect  antar prediktor itu sendiri. Jika terdapat type ataupun 
antitype, artinya memang benar terdapat interaksi antar prediktor. Model Log-Linear untuk melihat 
ada atau tidaknya interaksi antar prediktor adalah sebagai berikut: 
kjiijkYE γβαµ ˆˆˆˆ)(log +++=   ....... (2) 
dimana  )( ijkYE  = frekuensi diharapkan dalam setiap sel. 
µˆ  = Intercept atau constant atau parameter rata-rata umum 
iαˆ  = Parameter pengaruh tingkat ke-i (i = 1 (pegawai negeri) dan i = 2 (non 
pegawai negeri) faktor α  (Jenis Pekerjaan) 
lβˆ  = Parameter pengaruh tingkat ke-j (j = 1 (di bawah 5 juta) dan j = 2 (di atas 5 
juta) faktor β  (Penghasilan) 
kγˆ  = Parameter pengaruh tingkat ke-k (k = 1 (usia di bawah 40 tahun) dan k = 2 
(Usia di atas 40 tahun) faktor γ  (Usia Responden). 
Penaksiran terhadap ekspektasi frekuensi konfigurasi ( )( ijklYE ) digunakan dengan 
menggunakan metode penaksiran Maksimum likelihood. 
Fungsi dari Distribusi Multinomial dengan frekuensi sel Y1, …, YN, dengan peluang tiap sel 
adalah Nθθ ,...,1 , 
∑
=
=
N
i
iyn
1   dan nilai n telah ditentukan sebelumnya (fixed), adalah sebagai 
berikut: 
( ) ∏
=
=
N
i i
y
ynnyf
i
1
!!;
θθ
  .......(3). 
Untuk mengestimasi nilai ( )iYE  dengan menggunakan metode maksimum likelihood adalah: 
( )∑ −+=
i
iii yynL !loglog!log θ
 
∑+=
i
logconstant iiyL θ
   .......(4) 
dimana 
∑
=
=
N
i
iyn
1  dan ∑ = 1iθ . 
Untuk memaksimalkan model, penaksir maksimum likelihood dari parameter iθ  diperoleh dengan 
memaksimalkan fungsi likelihood dengan constraint nya yaitu ∑ = 1iθ  dan
∑
=
=
N
i
iyn
1 , yang 
dapat dilakukan dengan menggunakan lagrange multiplier yang akan meminimalkan λ  dan iθ  dari 
persamaan berikut: 
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=t constant
( )∑ ∑ −−+
i
iiiy 1log θλθ
  .......(5) 
solusinya adalah 0=∂∂ λt  dan 0=∂∂ it θ  untuk i = 1, ... N diperoleh: 
n=λ  
dengan mensubtitusi n=λ  ke dalam Persamaan 4.4 maka diperoleh: 
=t constant
( )∑ ∑ −−+
i
iii ny 1log θθ
  .......(6) 
akan ditaksir nilai dari parameter iθ  dan diperoleh: 
0=−=∂∂ nyt
i
i
i θ
θ
 
n
Yi
i =θˆ
. ii Yn =θˆ  
Jadi dapat disimpulkan bahwa maksimum likelihood estimator dari E(Yi) adalah  
ii Yn =θˆ  (Dobson, 1982)  .......(7) 
 Sehingga E(Yijkl) = ....
ˆˆ
ijkln θθ  dan E(Yijk) = kjin ......
ˆˆˆ θθθ  
 
Pemilihan suatu konsep penyimpangan dari suatu model. 
 CFA mengasumsikan suatu base model tidak dapat menjelaskan data dengan baik. Karena 
itu, parameter bukanlah fokus dari pengujian CFA, tetapi yang difokuskan dalam CFA adalah 
penyimpangan yang terjadi pada model ditandai dengan munculnya type dan antitype artinya 
bahwa hasil akhir dari CFA bukanlah melihat apakah suatu model sudah dapat menjelaskan data 
dengan baik seperti yang dilakukan dengan menggunakan metode log-linear. Oleh karena itu, the 
goodness of fit, nilai 
2χ  yang menjelaskan tentang kecocokan model dengan data, tidak menjadi 
perhatian dalam CFA. 
Sampling scheme pada penganalisisan data survey ini adalah dengan menggunakan 
multinomial, maka uji hipotesis yang digunakan adalah dengan menggunakan uji independensi 
yaitu dengan hipotesis sebagai berikut: 
H0 :  ( ) .... ˆˆ ijklijkl nYE θθ=  
H1: ( ) .... ˆˆ ijklijkl nYE θθ≠ . 
Diketahui bahwa, n
yijk
ijk
.
.
ˆ =θ
, dan n
y l
l
...
...
ˆ =θ
, sehingga 
n
yy
e lijkijkl
....=
 dimana i = 1, 2; j = 1, 2; k = 1, 2; l = 1, 2.  ....... (8) 
Model log-linear di bawah H0 adalah sebagai berikut: 
ijkjlilijlkjiijklijkl YE γβαγβγαβαδγβαµη ˆˆˆˆˆˆˆˆˆˆˆˆˆˆ)(log ++++++++==  ……. (9) 
dengan asumsi bahwa 
0ˆˆˆˆˆˆˆˆˆˆˆˆˆ
,,,,,
======== ∑∑∑∑∑∑∑∑
kji
ijk
lj
jl
li
il
ji
ij
l
l
k
k
j
j
i
i γβαγβγαβαδγβα
 
log eijkl diestimasi oleh ijklη  
ijkjlilijlkjiijkl n γβαγβγαβαδγβαµθθ ˆˆˆˆˆˆˆˆˆˆˆˆˆˆlogˆlogˆlog .... ++++++++=−+  ......(10) 
Resa Septiani Pontoh / CONFIGURAL FREQUENCY ANALYSIS 
M-136 
 
dengan mensubtitusikan 
∑∑∑∑
lkji  ke dalam Persamaan 4.10, akan diperoleh estimasi 
varians minimum yaitu sebagai berikut: 
ny
L
y
IJK l
l
k
ijk loglog
1log1ˆ .... −+= ∑∑µ
 .......(11) 
µα ˆloglog1log1ˆ
,
.... −−+= ∑∑ nyJKyL kj ijkl li  ....... (12) 
Dengan cara yang sama di atas, diperoleh nilai lkj δγβ
ˆ,ˆ,ˆ  sebagai berikut: 
µβ ˆloglog1log1ˆ
,
.... −−+= ∑∑ nyIKyL ki ijkl lj   ....... (13) 
µγ ˆloglog1log1ˆ
,
.... −−+= ∑∑ nyIJyL ji ijkl lk   ....... (14) 
µδ ˆloglog1logˆ
,,
.... −−+= ∑ nyIJKy kji ijkll   ....... (15)  
δγµβα ˆˆˆloglog1log1ˆˆ .... −−−−+= ∑ nyKyL k ijklij  ....... (16) 
δβµγα ˆˆˆloglog1log1ˆˆ .... −−−−+= ∑ nyJyL j ijklik  ....... (17) 
δαµγβ ˆˆˆloglog1log1ˆˆ .... −−−−+= ∑ nyIyL i ijkljk  ....... (18) 
δµγβα ˆˆloglog1log1ˆˆˆ .... −−−+= ∑ nyIJKyL k ijklijk  ....... (19) 
(Dobson: 1982). 
Statistik Uji yang digunakan adalah chi kuadarat dengan rumusan sebagai berikut: 
( )
∑∑∑∑
−
=
I
i
J
j
K
k
L
l ijkl
ijklijkl
e
en 22χ
 ....... (20) (Dobson: 1982) 
dengan degree of freedom adalah (IJK-1)(L-1) 
Kriteria Uji: 
Tolak Ho jika 
2χ  hitung αχ
2≥  dengan kata lain terdapat asosiasi antar variabel dan terima H0 
jika 
2χ  hitung αχ
2<  dengan kata lain model 
ijkjlilijlkjiijklYE γβαγβγαβαδγβαµ ˆˆˆˆˆˆˆˆˆˆˆˆˆ)(log ++++++++=

 diterima. 
Karena pada CFA difokuskan pada konfigurasi kategori antar variabel dan tidak difokuskan 
pada nilai dari parameternya dan kecocokan model, maka digunakan 
2χ  untuk masing-masing 
konfigurasi dengan rumusan sebagai berikut: 
( )
t
tt
e
en 22 −=χ
 ....... (21) 
dengan 
2χ tabel adalah ( )( )11
2
−− LIJKχ , t = konfigurasi ke-(1,2,...). 
Dengan kriteria Uji: 
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Tolak Ho jika 
2χ  hitung αχ
2≥  dengan kata lain akan muncul type atau antitype dan terima H0 
jika 
2χ  hitung αχ
2<  dengan kata lain model 
ijkjlilijlkjiijklYE γβαγβγαβαδγβαµ ˆˆˆˆˆˆˆˆˆˆˆˆˆˆ)(log ++++++++=  diterima. 
Untuk pengujian keindependenan dari prediktor, menggunakan main effect dengan model 
sebagai berikut: 
H0 :  ( ) kjiijk nYE ...... ˆˆˆ θθθ=  
H1: ( ) kjiijk nYE ...... ˆˆˆ θθθ≠ . 
Diketahui bahwa, , n
yi
i
..
..
ˆ =θ
, n
y j
j
..
..ˆ =θ
 dan n
y k
k
..
..
ˆ =θ
, sehingga 
2
......
n
yyy
e kjiijkl =
 dimana i = 1, 2; j = 1, 2; k = 1, 2.  ....... (22) 
kjiijklijkl YE γβαµη ˆˆˆˆ)(log +++==   ....... (23) 
dengan asumsi bahwa  
0ˆˆˆ === ∑∑∑
k
k
j
j
i
i γβα
 
log eijkl diestimasi oleh ijklη  
kjikji nyyy γβαµ ˆˆˆˆlog2logloglog ...... +++=−++   .......(24) 
dengan memasukkan 
∑∑∑∑
lkji  ke persamaan di atas, akan diperoleh estimasi varians 
minimum yaitu sebagai berikut: 
ny
k
y
j
y
i k
k
j
j
i
i log2log
1log1log1ˆ ...... −++= ∑∑∑µ
  .......(25) 
Nilai αˆ  dapat diperoleh dengan memasukkan 
∑∑
kj  ke dalam Persamaan 24  
∑∑ −=
i
i
i
ii yI
y .... log
1logαˆ
  ....... (26) 
Dengan cara yang sama di atas, diperoleh nilai kj γβ
ˆ,ˆ  sebagai berikut: 
∑∑ −=
j
j
j
jj yJ
y .... log
1logβˆ
  ....... (27) 
∑∑ −=
k
k
k
kk yK
y .... log
1logγˆ
  ....... (28) 
(Annette J. Dobson). 
Statistik Uji yang digunakan adalah chi kuadarat dengan rumusan sebagai berikut: 
( )
∑∑∑
−
=
i j k ijk
ijkijk
e
en 22χ
  ....... (29)  
(Dobson: 1982) 
dengan degree of freedom adalah (I-1)(J-1)(K-1) 
Kriteria Uji: 
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Tolak Ho jika 
2χ  hitung αχ
2≥  dengan kata lain terdapat asosiasi antar variabel dan terima H0 
jika 
2χ  hitung αχ
2<  dengan kata lain model kjiijkYE γβαµ ˆ
ˆˆˆ)(log +++=  diterima. 
Karena pada CFA difokuskan pada konfigurasi kategori antar variabel dan tidak difokuskan 
pada nilai dari parameternya dan kecocokan model, maka digunakan 
2χ  untuk masing-masing 
konfigurasi dengan rumusan sebagai berikut: 
( )
t
tt
e
en 22 −=χ
 ....... (4.30) 
dengan 
2χ tabel adalah ( )( ) )1(11
2
−−− kjIχ , t = konfigurasi ke-(1,2,...). 
Dengan kriteria Uji: 
Tolak Ho jika 
2χ  hitung αχ
2≥  dengan kata lain akan muncul type atau antitype dan terima H0 
jika 
2χ  hitung αχ
2<  dengan kata lain model kjiijkYE γβαµ ˆ
ˆˆˆ)(log +++=  diterima. 
Dengan pendekatan normal, maka diperolehlah rumusan t
tt
E
ENz
ˆ
ˆ−
=
. 
 
Metode Bonferroni untuk Melihat Signifikansi Konfigurasi 
Untuk melindungi signifikansi nominal α  terhadap kesalahan pengujian dikarenakan nilai 
α  untuk tiap konfigurasi berbeda dengan α  keseluruhan, penyesuaian dapat dilakukan dengan 
memperhitungkan total jumlah tampilan pengujian atau banyaknya konfigurasi yang terjadi yaitu 
dengan rumusan sebagai berikut: 
ikonfigurasbanyaknyaαα =* . 
Sebelumnya, perlu diketahui nilai α  sebagai batasan dalam pengujian. Karena nilai α  
untuk tiap konfigurasi berbeda dengan α  keseluruhan, maka digunakan metode Bonferroni dengan 
membagi α  = 0.05 dengan banyaknya konfigurasi yang terjadi. 
003125.0
16
05.0* ===
∑ t
αα
 
dan untuk melihat interaksi antar prediktor adalah: 
 
00625.0
8
05.0* ===
∑ t
αα
 
Jika statistika hitung lebih kecil dari *α , akan terdapat type atau antitype pada konfigurasi 
tersebut. 
Hipotesis: 
H0 : [ ] tt ENE =  
H1 : [ ] tt ENE >  atau [ ] tt ENE <  
Statistika uji: 
t
tt
E
ENz
ˆ
ˆ−
=
 (Von eye, 2002) 
kriteria uji: 
Jika z-value ≥  
*α  maka H0 diterima atau tidak akan muncul type atau antitype, dapat dikatakan 
base model telah mewakili keberadaan dari konfigurasi tersebut, sedangkan jika z-value <  
*α  
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maka H0 ditolak atau akan muncul type dan antitype, dengan kata lain model tersebut tidak 
mewakili keberadaan dari konfigurasi tersebut. 
 
HASIL PENELITIAN DAN PEMBAHASAN 
Dalam penganalisisan data, penulis menggunakan software CFA 2002 (Von eye, 2001).  
Ada atau tidaknya interaksi antar prediktor dapat dilihat dari output di bawah ini: 
 
Tabel 4.3.1 output CFA Jawa Timur first-order 
 
  Configuration    fo       fe   statistic       p 
  -------------   ----  -------- ---------    ------- 
       111         23.   30.063     -1.288   .09884732 
       112         21.    9.051      3.972   .00003570    Type 
       121         33.   48.334     -2.206   .01370627 
       122         25.   14.552      2.739   .00308297    Type 
       211        159.  148.251       .883   .18867259 
       212         29.   44.635     -2.340   .00963644 
       221        250.  238.352       .754   .22528585 
       222         65.   71.762      -.798   .21237086 
 
Output tersebut memperlihatkan bahwa terdapat adanya interaksi antar prediktor. Karena itu, 
pengujian untuk melihat ada tidaknya interaksi antar prediktor dan kriteria dapat dilakukan dengan 
output sebagai berikut: 
 
Tabel 4.3.2 output CFA Jawa Timur first-order 
                
  Configuration    fo       fe   statistic       p 
  -------------   ----  -------- ---------    ------- 
        11         22.   20.707       .284   .38818773 
        12         32.   33.293      -.224   .41137273 
        21         20.   16.489       .865   .19363825 
        22         23.   26.511      -.682   .24766717 
        31          1.     .767       .266   .39507230 
        32          1.    1.233      -.210   .41688055 
        41          1.    1.150      -.140   .44423683 
        42          2.    1.850       .111   .45596739 
        51        116.  128.463     -1.100   .13575739 
        52        219.  206.537       .867   .19291751 
        61         15.   19.557     -1.030   .15139771 
        62         36.   31.443       .813   .20820072 
        71         43.   28.377      2.745   .00302466    Type 
        72         31.   45.623     -2.165   .01519567 
        81         14.   16.489      -.613   .26993411 
        82         29.   26.511       .483   .31438535 
 
Dari output tabel 4.3.2 dapat dijelaskan bahwa type muncul pada konfigurasi 71. Dapat pula 
disimpulkan pula bahwa tidak terlihat adanya suatu pola tertentu dari masyarakat Jawa Tengah 
sebagai calon investor saham retail dilihat dari ketertarikan akan saham, namun dapat diamati 
bahwa ternyata masyarakat wilayah Jawa Timur yang selama ini tertarik dengan saham adalah 
masyarakat yang bekerja sebagai non pegawai negeri dengan penghasilan di atas Rp. 5 juta dan 
berusia di bawah 40 tahun.  
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KESIMPULAN 
1. Keinginan PT Bursa Efek Indonesia untuk melihat karakteristik calon investor saham retail 
dapat diteliti dengan menggunakan CFA, namun berdasarkan hasil pengolahan data yang 
telah dilakukan, ternyata karakteristik calon investor saham di wilayah Jawa Timur yang 
selama ini tertarik dengan saham adalah masyarakat yang bekerja sebagai non pegawai 
negeri dengan penghasilan di atas Rp. 5 juta dan berusia di bawah 40 tahun 
2. Terdapat perbedaan antara CFA dan Log Linear yaitu sebagai berikut: 
− Pada CFA, analisis difokuskan pada ketidakcocokan (discrepancies) antara base model 
dan data yang diperlihatkan dengan ada tidaknya type dan antitype berdasarkan 
konfigurasi yang terjadi sedangkan pada log-linear,analisis difokuskan pada kecocokan 
model yang memperhatikan ada atau tidaknya interaksi antar variabel. 
− Pada CFA, parameter dari base model tidak terlalu menjadi perhatian karena 
diasumsikan bahwa base model tidak menjelaskan data dengan baik sedangkan pada Log 
Linear, parameter baru dapat dijelaskan jika model sesuai dengan data. 
SARAN 
1. Kebenaran interpretasi atas type dan antitype sangat didasari oleh tepat atau tidaknya 
pemilihan base model dari CFA, karena itu penulis sangat menganjurkan agar pemilihan base 
model harus sesuai dengan tujuan penelitian. 
2. Software CFA 2000 (Von eye 2001) hanya bisa menampung paling banyak 10 variabel, 
karena itu jika jumlah variabel terlalu besar disarankan menggunakan software lainnya 
seperti SPSS, SAS, SYSTAT, LEM 
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