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1. Online algoritmusok
A gyakorlati proble´ma´kban gyakran fordulnak elo˝ olyan optima-
liza´la´si feladatok, ahol az inputot csak re´szenke´nt ismerju¨k meg,
e´s a do¨nte´seinket a ma´r megkapott informa´cio´k alapja´n, a tova´bbi
adatok ismerete ne´lku¨l kell meghoznunk. Ilyen feladatok esete´n on-
line proble´ma´ro´l besze´lu¨nk. Az online algoritmusok elme´lete´nek igen
sok alkalmaza´sa van a sza´mı´ta´studoma´ny, az opera´cio´kutata´s e´s a
ko¨zgazdasa´gtan ku¨lo¨nbo¨zo˝ teru¨letein.
Az elso˝ eredme´nyek az online algoritmusok elme´lete´nek teru¨lete´-
ro˝l az 1970-es e´vekbo˝l sza´rmaznak, majd a 90-es e´vek eleje´to˝l kezdve
egyre to¨bb kutato´ kezdett el az online algoritmusok teru¨lete´hez kap-
csolo´do´ proble´ma´kkal foglalkozni. Sza´mos re´szteru¨let alakult ki e´s
napjainkban is a legfontosabb, algoritmusokkal foglalkozo´ konferen-
cia´kon rendszeresen ismertetnek u´j eredme´nyeket ezen te´mako¨rbo˝l.
Mivel egy online algoritmusnak re´szenke´nt kell meghozni a do¨n-
te´seit a teljes input ismerete ne´lku¨l, eze´rt egy ilyen algoritmusto´l
nem va´rhatjuk el, hogy a teljes informa´cio´val rendelkezo˝ algoritmu-
sok a´ltal megkaphato´ optima´lis megolda´st szolga´ltassa. Azon algo-
ritmusokat, amelyek ismerik a teljes inputot oﬄine algoritmusoknak
nevezzu¨k.
Az online algoritmusok hate´konysa´ga´nak vizsga´lata´ra ke´t alap-
veto˝ mo´dszert haszna´lnak. Az egyik leheto˝se´g az a´tlagos eset elem-
ze´se. Ebben az esetben fel kell te´teleznu¨nk valamilyen valo´sz´ınu˝se´gi
eloszla´st a lehetse´ges inputok tere´n, e´s az erre az eloszla´sra vonat-
kozo´ va´rhato´ e´rte´ke´t vizsga´ljuk a ce´lfu¨ggve´nynek. Ezen megko¨zel´ıte´s
ha´tra´nya, hogy a´ltala´ban nincs informa´cio´nk arro´l, hogy a lehetse´ges
inputok milyen valo´sz´ınu˝se´gi eloszla´st ko¨vetnek. Mi a disszerta´cio´-
ban az a´tlagos eset elemze´se´nek te´mako¨re´vel nem foglalkozunk, ha-
nem az elterjedtebb versenyke´pesse´gi anal´ızis mo´dszere´t haszna´ljuk.
A ma´sik megko¨zel´ıte´s egy legrosszabb-eset korla´t elemze´s, ame-
lyet versenyke´pesse´gi elemze´snek nevezu¨nk. Ebben az esetben az on-
line algoritmus a´ltal kapott megolda´s ce´lfu¨ggve´nye´rte´ke´t hasonl´ıtjuk
o¨ssze az optima´lis oﬄine ce´lfu¨ggve´nye´rte´kkel.
Egy online minimaliza´la´si proble´ma esete´n egy online algoritmust
C-versenyke´pesnek nevezu¨nk, ha tetszo˝leges inputra teljesu¨l, hogy
az algoritmus a´ltal kapott megolda´s ko¨ltse´ge nem nagyobb, mint C-
szer az optima´lis oﬄine ko¨ltse´g. Egy algoritmus versenyke´pesse´gi
ha´nyadosa a legkisebb olyan C sza´m, amelyre az algoritmus C-
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versenyke´pes.
A´ltala´ban egy tetszo˝leges ALG online algoritmusra az I inputon
felvett ce´lfu¨ggve´nye´rte´ket ALG(I)-vel jelo¨lju¨k. Az I inputon felvett
optima´lis oﬄine ce´lfu¨ggve´nye´rte´ket OPT(I)-vel jelo¨lju¨k. Haszna´lva
ezt a jelo¨le´srendszert a fent definia´lt versenyke´pesse´get minimaliza´la´si
proble´ma´kra a ko¨vetkezo˝ke´ppen adhatjuk meg.
Az ALG algoritmus C-versenyke´pes ha ALG(I) ≤ C ·OPT(I)
teljesu¨l minden I input esete´n.
Szoka´sos haszna´lni a versenyke´pesse´g egy tova´bbi va´ltozata´t.
Egy minimaliza´la´si proble´ma esete´n az ALG algoritmus aszimpto-
tikusan C-versenyke´pes, ha van olyan B konstans, hogy ALG(I) ≤
C · OPT(I) + B teljesu¨l minden I input esete´n. Egy algoritmus
aszimptotikus versenyke´pesse´gi ha´nyadosa a legkisebb olyan C sza´m,
amelyre az algoritmus aszimptotikusan C-versenyke´pes.
Fontosnak tartjuk megjegyezni, hogy a fenti fogalomra ne´ha hasz-
na´lja´k a gyenge versenyke´pesse´g kifejeze´st is, illetve sok esetben ezt
nevezik versenyke´pesse´gnek e´s az addit´ıv konstanst nem megengedo˝
fogalmat pedig abszolu´t versenyke´pesse´gnek. A aszimptotikus ver-
senyke´pesse´gi ha´nyadost (R∞ALG) to¨bb la´dapakola´si dolgozatban a
ko¨vetkezo˝ formula´kkal definia´lja´k.
RnALG = max{ALG(I)/OPT(I) | OPT(I) = n}
R∞ALG = lim sup
n→∞
RnALG.
A disszerta´cio´ban (e´s sza´mos egye´b dolgozatban) haszna´lt ad-
dit´ıv konstanst megengedo˝ defin´ıcio´ nem ekvivalens a lim sup fu¨gg-
ve´ny alapja´n kapott defin´ıcio´val, ez uto´bbi pe´lda´ul az addit´ıv kons-
tans helyett megenged tetszo˝leges o(OPT (I)) nagysa´gu´ addit´ıv fu¨gg-
ve´nyt is. Ma´sre´szt a legto¨bb esetben, e´s a dolgozatban bemutatott
eredme´nyekne´l is, az addit´ıv tag konstans, ı´gy mindke´t defin´ıcio´ sze-
rint ugyanazt az aszimptotikus versenyke´pesse´gi ha´nyadost kapjuk.
Az aszimptotikus ha´nyados fo˝ tulajdonsa´ga az, hogy azt vizsga´lja,
mike´nt viselkedik az algoritmus akkor, ha az optimum e´rte´ke nagy,
azaz ha az optima´lis ko¨ltse´g ve´gtelenhez tart. Ez a´ltala´ban azt je-
lenti, hogy az algoritmus szabadon do¨nthet az input kezdeti re´szeine´l.
A fentiekben a minimaliza´la´si proble´ma´kra definia´ltuk a verseny-
ke´pesse´gi anal´ızis fogalmait. A defin´ıcio´k hasonlo´an e´rtelmezheto˝ek
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maximaliza´la´si proble´ma´k esete´n is. Ekkor az ALG algoritmus C-
versenyke´pes ha C · ALG(I) ≥ OPT(I) teljesu¨l minden I input
esete´n, illetve aszimptotikusan C-versenyke´pes ha valamely B kons-
tans mellett C ·ALG(I) +B ≥ OPT(I) teljesu¨l minden I inputra.
Sza´mos tudoma´nyos dolgozat vizsga´l ve´letlen´ıtett online algorit-
musokat. Ebben az esetben az algoritmus ve´letlen do¨nte´seket is hoz,
ı´gy az a´ltala kapott ce´lfu¨ggve´nye´rte´k egy valo´sz´ınu˝se´gi va´ltozo´, e´s a
versenyke´pesse´gi ha´nyados defin´ıcio´ja´ban ezen valo´sz´ınu˝se´gi va´ltozo´
va´rhato´ e´rte´ke szerepel. Mivel a disszerta´cio´ban csak determiniszti-
kus online algoritmusokkal fogunk foglalkozni, eze´rt a ve´letlen´ıtett
algoritmusokra vonatkozo´ fogalmakat nem re´szletezzu¨k.
A disszerta´cio´ban ha´rom re´szteru¨lettel foglalkozunk. Elso˝ke´nt a
ge´pko¨ltse´ges u¨temeze´si proble´ma´kra ele´rt eredme´nyeinket mutatjuk
be, majd ku¨lo¨nbo¨zo˝ la´dapakola´si e´s la´dafede´si modellekkel foglal-
kozunk. Ve´gu¨l az online klasztereze´s teru¨lete´n ele´rt eredme´nyeket
ismertetju¨k.
2. Online u¨temeze´s ge´pko¨ltse´ggel
A legelterjedtebb online u¨temeze´si modell a lista modell, ahol adott
m darab azonos ge´p e´s amelyben a munka´k egy lista´ro´l e´rkeznek.
Amikor egy munka´t megkapunk a lista´ro´l, akkor ismerju¨k meg az
elve´gze´se´hez szu¨kse´ges ve´grehajta´si ido˝t, e´s ezt ko¨veto˝en u¨temeznu¨nk
kell a munka´t valamely ge´pen hozza´rendelve a kezde´si e´s befejeze´si
ido˝t, amelyeket ke´so˝bb ma´r nem va´ltoztathatunk meg, e´s csak ezt
ko¨veto˝en kapjuk meg a lista´ro´l a ko¨vetkezo˝ munka´t. A legsze´lesebb
ko¨rben vizsga´lt ce´lfu¨ggve´ny a maxima´lis befejeze´si ido˝ minimaliza´-
la´sa. Ebben az esetben (mike´nt a proble´ma oﬄine va´ltozata´ban is)
elegendo˝ olyan algoritmusokkal foglalkoznunk, amelyek nem hagy-
nak u¨res ido˝intervallumokat a ge´peken, azaz amelyekben az egyes
ge´peken a munka´k szu¨net ne´lku¨l ko¨vetik egyma´st. Ekkor minden
ge´pre a maxima´lis befejeze´si ido˝ megegyezik a ge´phez rendelt munka´k
ve´grehajta´si idejeinek o¨sszege´vel. A ge´pen levo˝ munka´k ve´grehajta´si
idejeinek o¨sszege´t a ge´pen levo˝ to¨lte´snek h´ıvjuk. Teha´t ebben az
esetben elegendo˝ csak azt megmondani, hogy az adott munka´t, me-
lyik ge´phez rendelju¨k, e´s a ce´l a maxima´lis to¨lte´s minimaliza´la´sa.
Ez az egyik elso˝ online proble´ma, ami publika´la´sra keru¨lt. A [21]
cikkben a Lista algoritmust elemezte´k, amely az aktua´lis munka´t
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mindig ahhoz a ge´phez rendeli, ahol a to¨lte´s minima´lis. Az algorit-
mus versenyke´pesse´gi ha´nyadosa 2− 1/m.
U¨temeze´si feladatok esete´n a´ltala´ban a ge´pek sza´ma adott pa-
rame´tere a feladatnak. Ugyanakkor sza´mos alkalmaza´s esete´n a
ge´pek sza´ma megva´ltoztathato´. Az ilyen proble´ma´k vizsga´lhato´ak a
ge´pko¨ltse´ges modellben, amit a [27] cikku¨nkben vezettu¨nk be. Eb-
ben a modellben a ge´pek sza´ma nem adott, hanem az algoritmus-
nak meg kell va´sa´rolnia azokat, e´s a ce´l a ge´pek va´sa´rla´sa´ra ko¨lto¨tt
ko¨ltse´g e´s a maxima´lis befejeze´si ido˝ (ami ebben a modellben meg-
egyezik a maxima´lis to¨lte´ssel) o¨sszege´nek a minimaliza´la´sa. A [27]
cikkben a ge´pko¨ltse´ges feladatokra a ko¨vetkezo˝ algoritmusoszta´lyt
vizsga´ltuk meg. Egy tetszo˝leges no¨vekvo˝ % = (0 = %1, %2, . . . , %i . . . )
sorozatra definia´lhatjuk a ko¨vetkezo˝ A% algoritmust. Amikor a j`
munka mege´rkezik A% annyi ge´pet va´sa´rol (ha szu¨kse´ges), hogy a
ge´pek i sza´ma teljes´ıtse a %i ≤ P < %i+1 egyenlo˝tlense´get, ahol P
az eddig mege´rkezett munka´k ve´grehajta´si idejeinek az o¨sszege. Az
A% algoritmus a fentiekben eml´ıtett Lista algoritmus alapja´n u¨te-
mezi a munka´kat, az esetleges ge´pva´sa´rla´st ko¨veto˝en hozza´rendeli az
aktua´lis munka´t ahhoz a ge´phez, ahol a to¨lte´s minima´lis.
A [27] cikket ko¨veto˝en sza´mos eredme´nyt publika´ltak a proble´ma
e´s annak ku¨lo¨nbo¨zo˝ va´ltozatainak megolda´sa´ra, de a [26] cikket meg-
elo˝zo˝en ezek mindegyike felte´telezte, hogy a ge´pek va´sa´rla´si ko¨ltse´ge
minden ge´pre megegyezik. Ebben a cikkben egy a´ltala´nosabb mo-
dellt vizsga´ltunk, ahol a ge´pek ko¨ltse´ge´t egy c monoton nemcso¨kkeno˝
ko¨ltse´gfu¨ggve´ny ı´rja le. Ekkor c(i) az elso˝ i darab ge´p megva´sa´rla´sa´-
nak ko¨ltse´ge´t adja meg, azaz az i-dik ge´p a´ra c(i)−c(i−i), a c(0) = 0
e´rte´ket haszna´lva. Ebben az a´ltala´nos modellben is vizsga´ltuk az A%
algoritmusokat e´s az ala´bbi eredme´nyeket kaptuk.
1. Te´tel. ([26]) Ha % = (0, c(2)ϕ, 2c(3)ϕ, . . . , (i− 1)c(i)ϕ, . . . ), ak-
kor az A% algoritmus 1 + ϕ ≈ 2.618-versenyke´pes, ahol ϕ = (1 +√
5)/2.
2. Te´tel. ([26]) Ha % = (0, c(2), 2c(3), . . . , (i−1)c(i), . . . ) e´s minden
munka me´rete legfeljebb maxi{c(i)−c(i−1)} akkor az A% algoritmus
versenyke´pesse´gi ha´nyadosa 2.
Az ala´bbi also´ korla´t, amit a lehetse´ges versenyke´pesse´gi ha´nya-
dosokra igazoltunk mutatja, hogy a kis munka´k esete´n sikeru¨lt op-
tima´lis versenyke´pesse´gu˝ algoritmust tala´lnunk.
4
dc_1179_16
Powered by TCPDF (www.tcpdf.org)
3. Te´tel. ([26]) Van olyan c ko¨ltse´gfu¨ggve´ny, amelyre az a´ltala´nos
ko¨ltse´gu˝ ge´pko¨ltse´ges u¨temeze´si feladatra nincs olyan online algorit-
mus, amelynek kisebb a versenyke´pesse´gi ha´nyadosa, mint 2. Az also´
korla´t fenna´ll olyan specia´lis esetre is, ahol minden munka me´rete
legfeljebb maxi{c(i)− c(i− 1)}.
Szinte´n megvizsga´ltunk egy olyan va´ltozatot is, ahol a ge´peknek
ku¨lo¨nbo¨zo˝ sebesse´gei lehetnek. Ekkor a munka megadott ve´grehaj-
ta´si ideje´t osztani kell a ge´p sebesse´ge´vel e´s ı´gy kapjuk meg az adott
ge´pen megjeleno˝ to¨lte´st. A vizsga´lt ge´pko¨ltse´ges va´ltozatban ke´t
ge´phalmazunk van, S1 olyan ge´peket tartalmaz, amelyek sebesse´ge
1, e´s S2 olyan ge´peket, amelyek sebesse´ge s > 1. Az algoritmus
mindke´t halmazbo´l va´sa´rolhat ge´peket. Az S1 halmaz ge´peinek
ko¨ltse´ge´t egy c1 nemcso¨kkeno˝ fu¨ggve´ny ı´rja le (c1(k) a halmaz elso˝ k
ge´pe´nek megva´sa´rla´si ko¨ltse´ge) e´s az S2 halmaz ge´peinek ko¨ltse´ge´t
egy c2 nemcso¨kkeno˝ fu¨ggve´ny ı´rja le (c2(k) a halmaz elso˝ k ge´pe´nek
megva´sa´rla´si ko¨ltse´ge). A ce´lfu¨ggve´ny itt is, a ge´pek va´sa´rla´sa´ra
ko¨lto¨tt o¨sszegnek e´s a maxima´lis befejeze´si ido˝nek az o¨sszege´nek a
minimaliza´la´sa.
A ko¨vetkezo˝ GRM (Greedy for Related Machines) algoritmus-
nak vizsga´ltuk a versenyke´pesse´ge´t. Az algoritmus minden le´pe´sben
haszna´lja az OPT` e´rte´ket, ami az elso˝ ` munka´bo´l a´llo´ input op-
tima´lis megolda´sa´nak ko¨ltse´ge. Amikor egy u´j j` munka e´rkezik a
GRM algoritmus annyi ge´pet vesz (amennyiben szu¨kse´ges), hogy a
ge´pek i1, i2 sza´ma´ra a ke´t oszta´lyban teljesu¨ljo¨n c1(i1) ≤ OPT` <
c1(i1 + 1) e´s c2(i2) ≤ OPT` < c2(i2 + 1). Ezt ko¨veto˝en az algo-
ritmus a munka´t a Lista algoritmus ku¨lo¨nbo¨zo˝ ge´pekre vonatkozo´
kiterjeszte´se alapja´n u¨temezi, arra a ge´pre rakja, ahol a munka u¨te-
meze´se´t ko¨veto˝en a to¨lte´s minima´lis lesz. Ha to¨bb ilyen ge´p is van,
akkor a gyorsabb ge´pek ko¨zu¨l va´lasztja a legkisebb indexu˝t. Az
algoritmus versenyke´pesse´ge´t a ko¨vetkezo˝ te´tel adja meg.
4. Te´tel. [26] A GRM algoritmus versenyke´pesse´gi ha´nyadosa 6.
Fontos megeml´ıteni, hogy OPT` meghata´roza´sa egy NP-nehe´z
feladat, ı´gy az algoritmusunk futa´si ideje exponencia´lis. Ma´sre´szt az
optima´lis megolda´s e´rte´ke helyett haszna´lhatunk egy approxima´cio´s
algoritmus vagy approxima´cio´s se´ma a´ltal kapott e´rte´ket is, csak ak-
kor a versenyke´pesse´gi ha´nyados is no¨vekszik (c-approxima´cio´s algo-
ritmus esete´n 4 + 2c-re).
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Ku¨lo¨n vizsga´ltuk azt a proble´ma´t is, amelyben mindke´t halmaz-
ban adott a ge´pek sza´ma, e´s csak u¨temezni kell a munka´kat. Ez
felfoghato´ u´gy is, hogy a ge´pek va´sa´rla´si fu¨ggve´nye olyan, hogy az
egyes halmazokbo´l k illetve m ge´pet ingyen megkapunk, a to¨bbieke´rt
pedig egy ve´gtelen nagy o¨sszeget kell fizetni. Ebben az esetben a
GRM algoritmus 4-versenyke´pes, e´s megadtunk egy, a [25] cikku¨nk-
ben kora´bban ismertetett algoritmus tova´bbfejleszte´se´n alapulo´ 3-
versenyke´pes algoritmust is.
Az [12] cikkben egy ma´s ira´nyu´ kiterjeszte´se´vel foglalkoztunk a
ge´pko¨ltse´ges u¨temeze´si feladatnak. Ezt az u¨temeze´si proble´ma´t geo-
metriai e´rtelemben felfoghatjuk u´gy is, hogy egyse´g e´s ve´grehajta´si
ido˝ oldalakkal rendelkezo˝ te´glalapokat kell elhelyeznu¨nk a ge´pek
a´ltal kijelo¨lt sa´vokban minimaliza´lva a ge´pek sza´ma´nak e´s a fel-
haszna´lt sa´vok maxima´lis hossza´nak az o¨sszege´t. Ennek a folytonos
va´ltozata az, hogy a te´glalapokat tetszo˝legesen helyezhetju¨k el egy
befoglalo´ te´glalapban, a befoglalo´ te´glalap oldalainak o¨sszege´nek mi-
nimaliza´la´sa´val. Pontosabban egy a´ltala´nosabb γH+W ce´lfu¨ggve´nyt
vizsga´ltunk, ahol H a befoglalo´ te´glalap magassa´ga, W a befog-
lalo´ te´glalap sze´lesse´ge, γ > 0 pedig a feladat egy parame´tere. A
proble´ma azt az a´ltala´nos ero˝forra´s alloka´cio´s modellt ı´rja le, ahol
az inputke´nt e´rkezo˝ te´glalapok sze´lesse´ge a feladat ve´grehajta´shoz
szu¨kse´ges ero˝forra´s mennyise´ge´t, a magassa´ga pedig a ve´grehajta´shoz
szu¨kse´ges ido˝t adja meg. A befoglalo´ te´glalap oldalai pedig a teljes
sorozat ve´grehajta´sa´hoz egy ido˝ben ige´nybe vett maxima´lis ero˝forra´s
mennyise´ge´t e´s a ve´grehajta´shoz szu¨kse´ges ido˝t adja´k meg. Ezek
su´lyozott o¨sszege a minimaliza´lando´ ce´lfu¨ggve´ny. Az online va´ltozat-
ban a te´glalapok egyenke´nt jo¨nnek, e´s minden te´glalapot a tova´bbi
te´glalapokra vonatkozo´ informa´cio´k ne´lku¨l kell elhelyeznu¨nk az ed-
digiekkel valo´ a´tfede´s ne´lku¨l a s´ıkon. A befoglalo´ te´glalap a legkisebb
olyan te´glalap lesz, ami minden lerakott kis te´glalapot tartalmaz az
inputbo´l.
Amennyiben a befoglalo´ te´glalap egyik oldala´nak a me´rete ro¨g-
z´ıtett, akkor a proble´ma u´gy fogalmazhato´ meg, hogy egy adott
sze´lesse´gu˝ sa´vba kell pakolnunk a´tfede´s e´s forgata´s ne´lku¨l te´glalapo-
kat, a felhaszna´lt re´sz magassa´ga´t minimaliza´lva. Ezt a sa´vpakola´si
feladatot, amit a la´dapakola´si proble´ma ke´tdimenzio´s kiterjeszte´se-
ke´nt is lehet definia´lni to¨bb tanulma´nyban is vizsga´lta´k. A jelen-
leg ismert legjobb algoritmusok 6.623-versenyke´pesek, ilyen algorit-
musokat publika´ltak [23] e´s [33] cikkekben. To¨bb cikkben is pub-
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lika´ltak egyre nagyobb also´ korla´tokat a lehetse´ges versenyke´pesse´gi
ha´nyadosra, a jelenlegi legnagyobb also´ korla´t 2.589, amit a [22]
cikkben igazoltak. Aszimptotikus versenyke´pesse´g szempontja´bo´l az
ele´rheto˝ legkisebb aszimptotikus versenyke´pesse´gi ha´nyados h∞ ≈
1.69103, amit egy, a [10] cikkben bemutatott polcpakola´si algorit-
mus e´r el. A polcpakola´si algoritmusok le´nyege, hogy v´ızszintes
re´szsa´vokat (polcokat) hozunk le´tre a befoglalo´ sa´von belu¨l e´s az
aktua´lis te´glalapot mindig valamelyik polcra helyezzu¨k el.
Az a´ltalunk vizsga´lt a´ltala´nosabb te´glalap pakola´si proble´ma´ra a
ko¨vetkezo˝ polcpakola´si algoritmust fejlesztettu¨k ki. A Shelf(α) al-
goritmus az e´rkezo˝ te´glalapokra elso˝ke´nt mindig meghata´rozza azok
t´ıpusa´t. Egy pi = (wi, hi) me´retu˝ te´glalap e´rkeze´se esete´n ez az
a k sza´m lesz, melyre a 2k−1 < hi ≤ 2k egyenlo˝tlense´g teljesu¨l.
Ezt ko¨veto˝en, ha van nyitott k t´ıpusu´ (2k magas) polc, akkor rak-
juk a te´glalapot erre a polcra annyira balra, amennyire lehetse´ges.
Amennyiben, ezt ko¨veto˝en a polcon felhaszna´lt sze´lesse´g ele´ri a be-
foglalo´ te´glalap aktua´lis magassa´ga´nak α-szorosa´t za´rjuk le a polcot.
Ha pedig nincs nyitott k t´ıpusu´ polc (me´g egya´ltala´n nem hoztunk
ilyet le´tre vagy az utolso´ k t´ıpusu´ te´glalapna´l leza´rtuk a k t´ıpusu´ pol-
cot), akkor hozzunk le´tre egy ilyen polcot a meglevo˝ polcok teteje´n,
e´s rakjuk a te´glalapot a polc bal sarka´ba. Amennyiben, ezt ko¨veto˝en
a polcon felhaszna´lt sze´lesse´g ele´ri a befoglalo´ te´glalap aktua´lis ma-
gassa´ga´nak α-szorosa´t za´rjuk le a polcot.
Az algoritmus versenyke´pesse´ge´re vonatkozik az ala´bbi te´tel.
5. Te´tel. [12] A Shelf(α) algoritmus
(
4αγ +
√
α
γ + 4 +
√
γ
α
)
-ver-
senyke´pes. Ha u´gy va´lasztjuk meg az α parame´tert, hogy
√
α/γ =
0.46161 teljesu¨ljo¨n, akkor az algoritmus 7.4803-versenyke´pes.
Szinte´n megvizsga´ltuk azt a fe´lig-online esetet, ahol elo˝re tudjuk,
hogy a te´glalapok cso¨kkeno˝ magassa´g szerinti sorrendben e´rkeznek.
Ez a tulajdonsa´g nagyme´rte´kben ko¨nnyebbe´ teszi a feladat meg-
olda´sa´t, mike´nt azt a ko¨vetkezo˝ algoritmus mutatja. A SDH(β)
algoritmus az elso˝ te´glalaphoz definia´l egy polcot, amelynek a ma-
gassa´ga ezen te´glalap magassa´ga, e´s amely bal sarka´ban ez a te´glalap
van. Ez a polc lesz az aktua´lis polc. A tova´bbi te´glalapokat az
ala´bbi szaba´ly szerint pakoljuk. Ha a sze´lesse´ge az aktua´lis polc-
nak legfeljebb β-szor akkora, mint az aktua´lis magassa´ga a befoglalo´
te´glalapnak, akkor rakjuk a te´glalapot erre a polcra annyira balra,
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amennyire lehetse´ges. Ellenkezo˝ esetben za´rjuk be az aktua´lis pol-
cot, amit nem fogunk to¨bbet haszna´lni. Nyissunk egy u´j polcot az
eddigi polcok teteje´n, legyen a magassa´ga az aktua´lisan elpakolando´
te´glalap magassa´ga e´s rakjuk a te´glalapot az u´j polc bal sarka´ba.
Ezen algoritmus versenyke´pesse´ge´re vonatkozik az ala´bbi a´ll´ıta´s.
6. Te´tel. [12] A SDH(β) algoritmus 2.5-versenyke´pes, amennyiben
β = 0.6γ.
Sza´mos gyakorlati proble´ma´ban fordul elo˝, hogy egy elve´gzendo˝
feladat esete´n sem az ahhoz rendelt ero˝forra´s mennyise´ge sem pe-
dig a ve´grehajta´s ideje nem ro¨gz´ıtett, hanem megtehetju¨k azt, hogy
no¨velve a haszna´lt ero˝forra´s mennyise´ge´t cso¨kkentju¨k a ve´grehajta´si
ido˝t vagy cso¨kkentve a felhaszna´lt ero˝forra´s mennyise´ge´t no¨velju¨k
a ve´grehajta´si ido˝t. A sa´vpakola´si proble´ma´kban ez u´gy ı´rhato´ le,
hogy a te´glalapok me´rete megva´ltoztathato´. Egy ilyen va´ltozata´t az
online sa´vpakola´si proble´ma´nak, ahol a te´glalapok megnyu´jthato´ak
a teru¨let fixen hagya´sa mellett, vizsga´ltunk a [24] dolgozatban. Eze-
ket az eredme´nyeket nem tartalmazza a disszerta´cio´. A disszerta´-
cio´ban a va´ltoztathato´ te´glalapok esete´t az a´ltala´nosabb modellre
vizsga´ltuk, ahol a befoglalo´ te´glalap egyik oldala sem ro¨gz´ıtett. Ek-
kor a te´glalapnak az inputban csak a teru¨lete´t kapjuk meg, az algo-
ritmusnak kell eldo¨ntenie azt, hogy milyen forma´ju´ te´glalapot sze-
retne elpakolni a befoglalo´ te´glalapba.
A mo´dos´ıthato´ me´retu˝ te´glalapok esete´re, a γ = 1 esetben a
ko¨vetkezo˝ Expand(1) algoritmust fejlesztettu¨k ki, amely alapo¨tlete,
hogy megpro´ba´l ne´gyzethez mine´l hasonlo´bb befoglalo´ te´glalapot
le´trehozni. Ha a k-adik te´glalap teru¨lete´t T (k), a k-adik te´glalap
e´rkeze´se´t megelo˝zo˝en a befoglalo´ te´glalap oldalaitA(k) ≤ B(k) jelo¨lik,
akkor a k-adik te´glalap a(k), b(k) oldalait e´s az elhelyezkede´se´t az
ala´bbi szaba´lyokkal adhatjuk meg.
• Ha a ko¨vetkezo˝ te´glalap kicsi, azaz T (k) ≤ B(k)2, akkor le-
gyen b(k) = B(k) e´s a(k) = T (k)b(k) ≤ B(k). Majd ragasszuk
az ı´gy kapott te´glalapot a nagyobbik oldala´val a befoglalo´
te´glalaphoz, azaz legyen B(k + 1) = max {B(k), A(k) + a(k)}
e´s A(k + 1) = min {B(k), A(k) + a(k)}.
• Ha a ko¨vetkezo˝ te´glalap nagy, azaz T (k) > B(k)2, akkor legyen
a(k) = b(k) =
√
T (k). Majd ragasszuk az ı´gy kapott ne´gyzetet
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a befoglalo´ te´glalap nagyobbik oldala´hoz, azaz legyen A(k +
1) = a(k) and B(k + 1) = A(k) + a(k).
Az a´ltala´nos γ esete´t visszavezettu¨k a γ = 1 specia´lis esetre,
az igazi te´glalapok e´s igazi befoglalo´ te´glalap helyett mo´dos´ıtott
virtua´lis te´glalapokat haszna´lva. Az ı´gy kapott Expand(γ) algo-
ritmus versenyke´pesse´ge´re vonatkozik az ala´bbi a´ll´ıta´s.
7. Te´tel. [12] Az Expand(γ) algoritmus
√
21
4 ≈ 1.1456-versenyke´pes.
3. La´dapakola´si e´s fede´si proble´ma´k
A la´dapakola´si proble´ma´ban inputke´nt ta´rgyak egy sorozata´t kap-
juk meg, ahol az i-edik ta´rgyat a me´rete hata´rozza meg, ami egy
si ∈ (0, 1] e´rte´k. Ce´lunk a ta´rgyak elhelyeze´se a leheto˝ legkevesebb
egyse´g me´retu˝ la´da´ba. Forma´lisabban megfogalmazva a ta´rgyakat
minima´lis sza´mu´ olyan csoportba akarjuk sze´tosztani, hogy minden
csoportra a benne levo˝ ta´rgyakra a
∑
si ≤ 1 felte´tel teljesu¨ljo¨n.
A feladat online va´ltozata´ban a ta´rgyak egyenke´nt e´rkeznek e´s az
aktua´lis ta´rgyat a tova´bbi ta´rgyakra vonatkozo´ informa´cio´k ne´lku¨l
kell elhelyeznu¨nk valamely la´da´ba. Egy la´da´ra a benne levo˝ ta´rgyak
me´reteinek o¨sszege´t a la´da to¨lte´se´nek h´ıvjuk.
Az online la´dapakola´sra e´s va´ltozataira sza´mos algoritmust fej-
lesztettek ki. Ezen algoritmusok elemze´se´re to¨bbnyire az aszimp-
totikus versenyke´pesse´gi ha´nyadost haszna´lja´k. Az algoritmusok
egy nagy oszta´lya a fit t´ıpusu´ algoritmusokat tartalmazza, ame-
lyek csak akkor nyitnak u´j la´da´t, ha az aktua´lis ta´rgy egyetlen nyi-
tott la´da´ba sem fe´r el. To¨bb algoritmus keru¨lt kifejleszte´sre atto´l
fu¨ggo˝en, hogy a haszna´lhato´ la´da´k ko¨zu¨l melyiket va´lasztjuk. A
ke´t legismertebb ilyen algoritmus a ko¨vetkezo˝. A FF algoritmus
soha nem za´r be la´da´kat e´s az aktua´lis ta´rgyhoz az elso˝ olyan la´da´t
va´lasztja, amelybe a ta´rgy belefe´r. A NF algoritmus pedig min-
dig csak egy la´da´t tart nyitva, e´s ha abban az aktua´lis ta´rgy nem
fe´r el, akkor a la´da´t beza´rja e´s egy u´j la´da´t nyit a ta´rgynak. Egy
ma´sik nagy oszta´lya az algoritmusoknak a harmonic t´ıpusu´ algorit-
musok oszta´lya, ahol a ta´rgyakat me´ret szerint online oszta´lyozzuk
e´s a ku¨lo¨nbo¨zo˝ oszta´lyokat ku¨lo¨n la´dahalmazokba pakoljuk. A leg-
kisebb aszimptotikus versenyke´pesse´ggel a [30] cikkben publika´lt al-
goritmus rendelkezik, amely 1.58889-versenyke´pes. A proble´ma de-
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finia´la´sa o´ta to¨bbszo¨r jav´ıtotta´k a versenyke´pesse´gre vonatkozo´ also´
korla´tokat, a jelenlegi legjobb korla´t 248/161 ≈ 1.54037, amit a [5]
cikkben publika´ltak.
A la´dafede´si feladat a la´dapakola´si feladat dua´lisa. Az inputot
ugyanu´gy a ta´rgyak me´retei adja´k, de a ce´lunk most a maxima´lis
sza´mu´ egyse´gla´da lefede´se. Azaz a ta´rgyakat a maxima´lis sza´mu´
olyan csoportba szeretne´nk csoportos´ıtani, ahol minden csoportban
legala´bb 1 a ta´rgyak o¨sszege. A feladatot a [2] cikkben kezdte´k
el vizsga´lni, ahol igazolta´k, hogy az online NF algoritmus, ami a
ta´rgyakat addig rakja az aktua´lis la´da´ba, amı´g le nem fedi e´s csak
uta´na nyit u´j la´da´t, 2-versenyke´pes. Ez a korla´t egybo˝l ado´dik mi-
vel minden la´da´ban a to¨lte´s legfeljebb 2. A cikkben oﬄine appro-
xima´cio´s algoritmusokat is vizsga´ltak egy 32 e´s egy
4
3 approxima´cio´s
algoritmust adtak meg. Ke´so˝bb a [9] cikkben igazola´st nyert, hogy
nem adhato´ meg olyan online algoritmus a la´dafede´si proble´ma´ra,
amelynek az aszimptotikus versenyke´pesse´ge kisebb, mint 2.
A klasszikus la´dapakola´si feladatban nagyon kicsi a re´s az also´ e´s
felso˝ korla´tok ko¨zo¨tt, a la´dafede´s esete´n pedig ismert a legkisebb ver-
senyke´pesse´gu˝ algoritmus. A kutata´sok fo˝leg ku¨lo¨nbo¨zo˝ va´ltozatok
illetve kiterjeszte´sek teru¨lete´n folynak. Mi a disszerta´cio´ban korla´-
tozott la´dapakola´si e´s la´dafede´si feladatokkal foglalkoztunk, ahol a
la´da tartalma´ra a kapacita´sa´n k´ıvu¨l tova´bbi korla´tok is vannak. Eze-
ket az eredme´nyeket foglaljuk o¨ssze a ko¨vetkezo˝kben. Majd egy
olyan la´dafede´si va´ltozattal foglalkozunk, ahol a la´da´k sza´ma adott
e´s a ce´l a haszna´lt ta´rgyak me´reteinek o¨sszege´nek minimaliza´la´sa.
3.1. Sz´ınkorla´tos la´dapakola´s
A sz´ınkorla´tos la´dapakola´si feladatban, a ta´rgyaknak nem csak me´-
rete van, hanem minden ta´rgynak adott egy ci sz´ıne is e´s adott egy
k sza´m. A la´da´k tartalma´ra a me´retek o¨sszege´re vonatkozo´ korla´ton
k´ıvu¨l me´g teljesu¨lnie kell annak is, hogy a ta´rgyak legfeljebb k ku¨-
lo¨nbo¨zo˝ sz´ınoszta´lyba tartoznak. Az online proble´ma´t elso˝ke´nt a
[31, 32] cikkekben vizsga´lta´k, ahol ke´t first fit (ff) t´ıpusu´ al-
goritmus elemeztek. Az elso˝ ff-nek nevezett algoritmus egy ta´rgy
e´rkeze´sekor az elso˝ olyan la´da´ba pakolja azt, ahol nem se´rti sem a
me´retekre sem a sz´ınek sza´ma´ra vonatkozo´ korla´tot. Ha nincs ilyen
la´da, akkor az algoritmus u´j la´da´t nyit a ta´rgynak. A ma´sik vizsga´lt
elja´ra´s a (csff) (color sets first fit) algoritmus. Ebben az al-
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goritmusban a sz´ıneket online csoportos´ıtjuk k elemu˝ halmazokba,
az elso˝ke´nt megjelent k sz´ın tartozik az elso˝ csoportba, uta´na min-
dig a me´g nem la´tott ko¨vetkezo˝ k sz´ın alkotja a ko¨vetkezo˝ csoportot.
Minden sz´ınoszta´lyra ku¨lo¨n la´dahalmazokon futtatjuk a ff algorit-
must. A [31] cikkben azt a specia´lis esetet vizsga´lta´k, ahol minden
ta´rgy me´rete ugyanakkora. Igazolta´k, hogy mind a csff mind pe-
dig a ff algoritmus aszimptotikus versenyke´pesse´ge 2. Az a´ltala´nos
esetet, ahol ku¨lo¨nbo¨zo˝ me´retu˝ek lehetnek a ta´rgyak a [32] cikkben
vizsga´lta´k. Itt egy, a ta´rgyak me´ret szerinti oszta´lyoza´sa´n alapulo´ al-
goritmust elemeztek, amely aszimptotikusan 2.75-versenyke´pes. Ha
minden ta´rgy sz´ıne ku¨lo¨nbo¨zo˝, akkor a sz´ınekre vonatkozo´ korla´t
arra reduka´lo´dik, hogy minden la´da´ba legfeljebb k darab ta´rgyat
lehet rakni. Ezt a modellt elemsza´mkorla´tos la´dapakola´si feladat-
nak nevezik, e´s to¨bb tanulma´ny is foglalkozott az online e´s oﬄine
proble´ma´val, re´szletek tala´lhato´ak a [4, 14] cikkekben e´s az ott sze-
replo˝ hivatkoza´sokban.
A proble´ma´t a [16] cikkben tova´bb vizsga´ltuk, ezeket az ere-
deme´nyeket foglaljuk o¨ssze az ala´bbiakban. Tova´bb elemeztu¨k a
csff algoritmust az a´ltala´nos me´retu˝ ta´rgyak esete´re e´s az ala´bbi
eredme´nyt igazoltuk.
8. Te´tel. ([16]) A csff algoritmus aszimptotikusan (2 + k−1k )-ver-
senyke´pes a sz´ınkorla´tos la´dapakola´si feladatra.
Tova´bba´ kifejlesztettu¨nk egy mo´dszert, amely seg´ıtse´ge´vel a la´da-
pakola´si algoritmusok egy sze´les oszta´lya transzforma´lhato´ az a´lta-
la´nosabb, sz´ınoszta´lyokkal rendelkezo˝ feladatra a versenyke´pesse´gi
ha´nyados no¨vele´se mellett.
Ehhez definia´ltuk az uniform pakola´si algoritmusok fogalma´t.
Legyen A egy olyan, egy t ege´sz parame´terto˝l fu¨ggo˝ la´dapakola´si al-
goritmus, amely sze´tosztja a ta´rgyakat kicsi (a (0, 1t+1 ] intervallumba
eso˝ me´retu˝) e´s nagy (a to¨bbiek) ta´rgyakra, ahol a nagy ta´rgyak
esetleg tova´bbi re´szhalmazokra oszthato´k. Az algoritmust, akkor
nevezzu¨k uniformnak, ha a nagy ta´rgyakat a kis ta´rgyakto´l fu¨gget-
lenu¨l pakolja egy ku¨lo¨n la´dahalmazba, a kis ta´rgyakat pedig a nf
algoritmus szerint.
Egy ilyen algoritmust a ko¨vetkezo˝ke´ppen terjeszthetu¨nk ki a sz´ın-
korla´tos pakola´si proble´ma megolda´sa´ra. A nagy ta´rgyakat az A
algoritmusnak megfelelo˝en pakoljuk. Mivel minden ta´rgy nagyobb,
mint 1t+1 eze´rt legfeljebb t ilyen ta´rgyat tartalmaznak a la´da´k. Ha
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t ≤ k, akkor ezek a la´da´k biztosan kiele´g´ıtik a sz´ınek sza´ma´ra vonat-
kozo´ korla´tokat. A kis ta´rgyakat pedig a nf algoritmus helyett annak
a csnf kiterjeszte´se´vel pakoljuk, ami a csff algoritmusna´l haszna´lt
mo´don sz´ın szerinti csoportokat pakol diszjunkt la´dahalmazokba,
csak nem a ff hanem a nf algoritmus szerint. Ezt az algorit-
must cs(A)-val jelo¨lju¨k. A kiterjeszte´s csak kisme´rte´kben no¨veli
a versenyke´pesse´gi ha´nyadost, amint ezt az ala´bbi a´ll´ıta´s mutatja.
9. Te´tel. ([16]) Legyen R egy felso˝ korla´t egy A uniform algorit-
mus aszimptotikus versenyke´pesse´gi ha´nyadosa´ra a klasszikus la´da-
pakola´s esete´n. Ekkor a cs(A) algoritmus aszimptotikusan R + 1
versenyke´pes a sz´ınkorla´tos la´dapakola´si feladatra.
Nagy k esete´n a fenti te´telt haszna´lva ismert uniform algorit-
musokra, kisebb k-ra pedig egy u´j, a ta´rgyak part´ıcio´ja´n alapulo´
algoritmust fejlesztve igazoltuk az ala´bbi a´ll´ıta´st.
10. Te´tel. ([16]) Minden k e´rte´k esete´n le´tezik egy aszimptotikusan
legfeljebb 2.63492-versenyke´pes algoritmus a sz´ınkorla´tos la´dapakola´si
feladatra.
Az ala´bbi also´ korla´tot is igazoltuk, a lehetse´ges versenyke´pesse´gi
ha´nyadosra.
11. Te´tel. ([16]) Tetszo˝leges online algoritmusnak a sz´ınkorla´tos
la´dapakola´si feladatra az aszimptotikus versenyke´pesse´gi ha´nyadosa
legala´bb 1.5652. A korla´t ma´r a k = 2 esetben teljesu¨l.
3.2. Sz´ınkorla´tos la´dalefede´s
A sz´ınkorla´tos la´dalefede´s a sz´ınkorla´tos la´dapakola´s dua´lisa. Itt is
minden ta´rgyhoz egy me´ret e´s egy sz´ın van rendelve e´s adott egy
k parame´ter a feladatban. Egy sz´ınkorla´tos la´dafede´sen a ta´rgyak
egy olyan csoportos´ıta´sa´t (la´da´khoz rendele´se´t) e´rtju¨k, ahol minden
csoportra teljesu¨l, hogy a benne levo˝ ta´rgyak me´reteinek o¨sszege
legala´bb 1 e´s az is, hogy a la´da legala´bb k ku¨lo¨nbo¨zo˝ sz´ınoszta´lybo´l
tartalmaz ta´rgyakat. A ce´lunk egy olyan csoportos´ıta´s megtala´la´sa,
ahol a csoportok sza´ma maxima´lis. Erre a proble´ma´ra mi e´rtu¨k el
az elso˝ eredme´nyeket a [17] dolgozatban.
A proble´ma egy specia´lis esete´t vizsga´ltuk, ahol minden ta´rgynak
ugyanakkora a me´rete. Ebben az esetben a proble´ma le´ırhato´ ke´t
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pozit´ıv ege´sz sza´mmal B-vel e´s k-val. Egy la´da akkor lesz lefedve,
ha legala´bb B ta´rgyat rakunk a la´da´ba e´s ezek a ta´rgyak legala´bb
k ku¨lo¨nbo¨zo˝ sz´ınoszta´lyhoz tartoznak. Ez azokat az eseteket ı´rja le,
ahol a ta´rgyak egyse´ges me´rete az [1/B, 1/(B − 1)) intervallumba
esik. Feltehetju¨k, hogy B ≥ k, hisz B < k esete´n nem va´ltoztat a
proble´ma´n, ha B e´rte´ke´t k-ra no¨velju¨k.
A proble´ma megolda´sa´ra elso˝ke´nt FF t´ıpusu´ algoritmusokat vizs-
ga´ltunk. Az ff(1) algoritmus az ala´bbi mo´don pakolja a ta´rgyakat.
Mikor egy u´j ta´rgy e´rkezik a c sz´ınoszta´lybo´l, akkor azt az elso˝ olyan
la´da´hoz rendelju¨k, amelynek a lefede´se´hez hozza´ tud ja´rulni. Ez azt
jelenti, hogy az elso˝ olyan la´da´t va´lasztjuk ami kevesebb, mint B
ta´rgyat tartalmaz, vagy legala´bb B ta´rgyat tartalmaz, de az ta´rgyak
kevesebb, mint k sz´ınoszta´lybo´l keru¨lnek ki e´s nincs c-beli ta´rgy a
la´da´ban. Ha nincs ilyen la´da, akkor egy u´j la´da´t nyitunk az ta´rgynak.
Az algoritmus hate´konysa´ga´t az ala´bbi te´tel hata´rozza meg.
12. Te´tel. ([17]) Az ff(1) algoritmus aszimptotikus versenyke´pes-
se´gi ha´nyadosa B + k − 1 minden k ≥ 2 e´s B e´rte´kre.
Az ff(2) algoritmus az ff(1) egy olyan tova´bbfejleszte´se, ami
azt is figyelembe veszi, hogy ha egy la´da´ban ma´r vannak ta´rgyak
de hia´nyzik t ≤ k − 1 sz´ın a lefede´shez, akkor ez a t extra ta´rgy
hozza´ja´rul a me´ret szerinti lefede´shez is. Teha´t, ha egy la´da´ban k−t
sz´ınoszta´lybo´l B−t ta´rgy van, akkor az olyan tova´bbi ta´rgyak, ame-
lyek ma´r a la´da´ban szereplo˝ sz´ınoszta´lyokhoz tartoznak valo´ja´ban
nem nyu´jtanak seg´ıtse´get a la´da lefede´se´hez. Mindezek alapja´n azt
mondjuk, hogy egy ta´rgynak egy me´g nem lefedett la´da´hoz valo´
hozza´rendele´se akkor hasznos, ha a la´da´ban me´g nincs ilyen sz´ınu˝
ta´rgy, vagy ha van ilyen sz´ınu˝ ta´rgy, e´s a la´da´bo´l me´g hia´nyzo´
sz´ınoszta´lyok sza´ma kisebb, mint a la´da´bo´l hia´nyzo´ ta´rgyak sza´ma.
Haszna´lva ezt a fogalmat az ff(2) algoritmus u´gy definia´lhato´, hogy
az aktua´lis ta´rgyat az elso˝ olyan la´da´ba teszi, amelyhez hasznos a
hozza´rendele´se, ha nincs ilyen akkor pedig u´j la´da´t nyit. Az algorit-
mus versenyke´pesse´ge´t adja meg az ala´bbi te´tel.
13. Te´tel. ([17]) Az ff(2) algoritmus aszimptotikus versenyke´pes-
se´gi ha´nyadosa B minden k ≥ 2 esete´n.
Kifejlesztettu¨nk egy tova´bbi algoritmust is. A Color&Size al-
goritmus alapo¨tlete az, hogy online mo´don csoportos´ıtja a ta´rgyakat
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C t´ıpusu´ (sz´ınezo˝) e´s S t´ıpusu´ (to¨lte´sno¨velo˝) ta´rgyakra. Az egyes cso-
portokat egy ff algoritmus szerint pakoljuk, de egyma´sto´l fu¨gget-
lenu¨l csak a sz´ıneket illetve csak a la´da´k to¨lte´se´t figyelembe ve´ve.
Teha´t egy S t´ıpusu´ ta´rgyat az elso˝ olyan la´da´ba rakunk, amelyben
kevesebb, mint B darab S t´ıpusu´ ta´rgy van, ha nincs ilyen akkor
u´j la´da´t nyitunk. Egy C t´ıpusu´ ta´rgyat pedig az elso˝ olyan la´da´ba
rakunk, ahol me´g nincs az adott sz´ınbo˝l C t´ıpusu´ ta´rgy e´s ahol leg-
feljebb k− 1 ku¨lo¨nbo¨zo˝ sz´ınbo˝l va´lasztottunk me´g C t´ıpusu´ ta´rgyat.
Ha nincs ilyen la´da, akkor u´j la´da´t nyitunk.
Az algoritmus pontos specifika´cio´ja´hoz meg kell me´g adnunk,
hogy milyen szaba´ly szerint csoportos´ıtjuk a ta´rgyakat. Az algorit-
mus egy p ege´sz parame´tert haszna´l a csoportos´ıta´s sora´n. Tegyu¨k
fel, hogy a j-edik ta´rgy e´rkezik, e´s ennek a ta´rgynak a sz´ıne az i-edik
fajta sz´ın, ami megjelent a sorozatban. Ekkor ha i mod p 6= 0 e´s j
mod p 6= 0, akkor ez a ta´rgy C t´ıpusu´ lesz, tova´bbba´ ha i mod p = 0
e´s j mod p 6= 1 akkor is C t´ıpusu´ lesz a ta´rgy. A tova´bbi esetekben
pedig S t´ıpusu´.
Az algoritmus versenyke´pesse´ge´t adja meg az ala´bbi a´ll´ıta´s.
14. Te´tel. ([17]) A Color&Size algoritmus aszimptotikusan O(k)-
versenyke´pes megfelelo˝ p parame´ter va´laszta´sa esete´n (az addit´ıv kons-
tans is O(k)).
Szinte´n igazoltunk egy also´ korla´tot a lehetse´ges versenyke´pesse´gi
ha´nyadosokra. Ezt adja meg az ala´bbi te´tel.
15. Te´tel. ([17]) Minden online algoritmusra teljesu¨l, hogy az aszimp-
totikus versenyke´pesse´gi ha´nyadosa legala´bb 1 + Hk−1 = Ω(log k),
ahol Hk =
∑k
i=1 1/i.
3.3. Elemsza´mkorla´tos la´dafede´s
A [18] cikkben az elemsza´mkorla´tos la´dafede´si proble´ma´t vizsga´ltuk.
Ebben a modellben a ta´rgyak me´rete mellett adott egy k sza´m is,
amit elemsza´mkorla´tnak nevezu¨nk. Egy la´da´t akkor tekintu¨nk lefe-
dettnek, ha a benne levo˝ ta´rgyak me´reteinek o¨sszege legala´bb 1, e´s
legala´bb k ta´rgyat helyeztu¨nk el a la´da´ba. A proble´ma specia´lis esete
a fentiekben ta´rgyalt sz´ınkorla´tos la´dafede´si modellnek, ha minden
ta´rgy sz´ıne ku¨lo¨nbo¨zo˝, akkor a sz´ınkorla´tos modell az elemsza´mkor-
la´tos modellre reduka´lo´dik. A proble´ma szinte´n specia´lis esete a
14
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vektorfede´si feladatnak ([1]), ahol d-dimenzio´s vektorokat kell cso-
portos´ıtanunk maxima´lis sza´mu´ csoportba u´gy, hogy minden cso-
portban az oda rendelt vektorokra minden koordina´ta´ban legala´bb
1 legyen az o¨sszeg. Ha az egyik koordina´ta´ban a ta´rgy me´rete´t
adjuk meg, a ma´sikban pedig 1/k-t, akkor ez a ke´t-dimenzio´s vek-
torfede´si feladat az elemsza´mkorla´tos la´dafede´sre reduka´lo´dik. I´gy
a ke´tdimenzio´s vektorfede´sbo˝l automatikusan ado´dik egy 4-verseny-
ke´pes algoritmus, eze´rt csak anna´l kisebb versenyke´pesse´gu˝ algorit-
musok az e´rdekesek.
A ko¨vetkezo˝ Classify algoritmust fejlesztettu¨k ki a proble´ma
megolda´sa´ra. Ez az algoritmus egy α parame´tert haszna´l, melyre
1
2 ≤ α < 1. A (0, 1] intervallumot me´ret szerinti intervallumokra
osztjuk, ahol az intervallumok Ii = (α
i+1, αi] alaku´ak. Azt mondjuk
egy j ta´rgy a Ci oszta´lyba tartozik, ha a me´rete az Ii intervallumba
esik. Az algoritmus haszna´l ke´t, k-to´l fu¨ggo˝ 0 < q1 < q2 pozit´ıv
ege´sz parame´tert.
Minden ta´rgy vagy A vagy B t´ıpusu´. Rendre jelo¨lje niA e´s n
i
B az
eddig mege´rkezett A e´s B t´ıpusu´ ta´rgyak sza´ma´t a Ci oszta´lybo´l. Ha
az aktua´lis ta´rgy esete´n (niA + n
i
B mod q2) < q2 − q1, akkor a ta´rgy
t´ıpusa B lesz, egye´bke´nt (amennyiben (niA+n
i
B mod q2) ≥ q2−q1) a
ta´rgy t´ıpusa A. Az algoritmus u´gy pakolja a ta´rgyakat, hogy minden
lefedett la´da pontosan (k − 2) darab B t´ıpusu´ ta´rgyat tartalmaz
e´s legala´bb 2 darab A t´ıpusu´ ta´rgyat, amelyek me´reteinek o¨sszege
nagyobb, mint 1.
Egy olyan la´da´t, ami ma´r tartalmaz (k − 2) darab B t´ıpusu´
ta´rgyat, B szerint telinek nevezu¨nk. Egy olyan la´da´t, amelyben
az A t´ıpusu´ ta´rgyak me´rete szigoru´an nagyobb, mint 1 pedig A sze-
rint telinek nevezu¨nk. Aze´rt haszna´lunk szigoru´an nagyobb felte´telt,
mert ez garanta´lja, hogy legala´bb ke´t darab A t´ıpusu´ ta´rgyat fog
tartalmazni a la´da. Nyilva´n, ha egy la´da A e´s B szerint is teli, ak-
kor az ma´r fedett. Az algoritmus a FF elja´ra´st haszna´lja az egyes
t´ıpusokra egyma´sto´l fu¨ggetlenu¨l. Teha´t egy A t´ıpusu´ ta´rgy a legelso˝
olyan la´da´ba keru¨l, ami A szerint nincsen teli, egy B t´ıpusu´ ta´rgy a
legelso˝ olyan la´da´ba, ami B szerint nincsen teli.
Az algoritmus versenyke´pesse´ge´re az ala´bbi a´ll´ıta´st igazoltuk
16. Te´tel. ([18]) Minden ε > 0 esete´n le´tezik olyan α e´rte´k, hogy a
q1 = 2k e´s q2 = 3k−2 e´rte´kva´laszta´s mellett a Classify algoritmus
aszimptotikus versenyke´pesse´ge legfeljebb 3k−2+εk .
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A dolgozatban szinte´n igazoltuk az ala´bbi also´ korla´tot a le-
hetse´ges versenyke´pesse´gi ha´nyadosra.
17. Te´tel. ([18]) Minden k ≥ 4 esete´n teljesu¨l, hogy nincs olyan
online algoritmus az elemsza´mkorla´tos la´dapakola´si feladatra, amely-
nek az aszimptotikus versenyke´pesse´gi ha´nyadosa kisebb, mint 5k−42k .
Megjegyezzu¨k, hogy a disszerta´cio´ban (e´s a [18] cikkben is) vizs-
ga´ltuk a proble´ma fe´lig-online esete´t is, ahol felte´teleztu¨k, hogy a
ta´rgyak me´ret szerint monoton nemno¨vekvo˝ sorrendben e´rkeznek.
Ebben az esetben sikeru¨lt egy a Classify algoritmushoz hasonlo´
elven mu˝ko¨do˝ aszimptotikusan 2-versenyke´pes algoritmust kifejlesz-
teni e´s igazolni azt is, hogy enne´l kisebb versenyke´pesse´gi ha´nyadossal
nem rendelkezik algoritmus.
3.4. Online la´dafede´s a haszna´lt ta´rgyak o¨sszsu´lya´t
minimaliza´lva
A [7] cikkben a la´dafede´s ala´bbi va´ltozata´t vizsga´ltuk. Adott ta´rgyak
egy online lista´ja, e´s adott m darab egyse´g me´retu˝ la´da. Felada-
tunk ezen la´da´k lefede´se a ta´rgyak lista´ja´nak minima´lis o¨sszsu´lyu´
kezdo˝szelete´vel. A feladat online, azaz a ta´rgyak egyenke´nt e´rkeznek
e´s az adott ta´rgyat a tova´bbi ta´rgyakra vonatkozo´ ismeretek ne´lku¨l
kell egy la´da´ba helyeznu¨nk. Az elja´ra´s akkor e´r ve´get ha mind az m
la´da´t lefedtu¨k. Mivel a ta´rgyak me´rete legfeljebb 1, eze´rt ha egy algo-
ritmus egy lefedett la´da´ba nem rak ma´r tova´bbi ta´rgyakat, akkor az
az elja´ra´s ve´ge´n minden la´da´hoz legfeljebb 2 mennyise´gu˝ ta´rgyat ren-
del. Ebbo˝l ado´dik, hogy minden ilyen algoritmus 2-versenyke´pes, ı´gy
enne´l kisebb versenyke´pesse´ggel rendelkezo˝ elja´ra´st kerestu¨nk. Fon-
tos kiemelnu¨nk, hogy az oﬄine algoritmusnak is a ta´rgyak lista´ja´nak
egy kezdo˝szelete´t kell haszna´lnia, az oﬄine algoritmus sem rendez-
heti a´t a ta´rgyak sorrendje´t.
Az a´ltalunk felvetett proble´ma dua´lisa´nak tekintheto˝ la´dapakola´si
proble´ma´t vizsga´lta´k a [3] dolgozatban. Ott a ce´l a la´da´kba el-
helyezheto˝ ta´rgyak sza´ma´nak maximaliza´la´sa volt. Vizsga´lta´k azt
az a´ltalunk tekintett modellt, ahol a ta´rgyak lista´ja´nak maxima´lis
kezdo˝szelete´t kellett elpakolni, e´s azt is, ahol a ta´rgyak visszauta-
s´ıthato´ak voltak. A [3] cikkben ele´rt eredme´nyek a´ltala´nos me´retu˝
la´da´kra vonatkozo´ kiterjeszte´se´t a [15] dolgozatban mutatta´k be.
16
dc_1179_16
Powered by TCPDF (www.tcpdf.org)
Ku¨lo¨n vizsga´ltuk az m = 2 esetet. Ebben az esetben az aszimpto-
tikus versenyke´pesse´gnek nincs e´rtelme, hiszen a ke´t la´da lefede´se´hez
mindig elegendo˝ konstans, legfeljebb 4 o¨sszme´retu˝ ta´rgy. Ebben
az m = 2 esetben a parametrikus va´ltozatot is vizsga´ltuk, azaz
azt az esetet, ha ki van ko¨tve, hogy a ta´rgyak me´rete legfeljebb
1
p lehet valamely p ege´szre. A p = 1 eset felel meg az a´ltala´nos
proble´ma´nak. Az a´ltala´nos ge´psza´m esete´n ma´r az aszimptotikus
ha´nyadost haszna´ltuk, hiszen ekkor egym-to˝l fu¨ggetlen addit´ıv kons-
tans nem oldja meg a feladatot, de seg´ıt az algoritmus kezdeti le´pe´-
seiben.
3.4.1. Az m = 2 eset
Ke´t la´da esete´re a ko¨vetkezo˝ TwoBins algoritmust dolgoztuk ki.
Az algoritmus le´ıra´sa´hoz jelo¨lje A1 ≥ A2 a la´da´kban levo˝ to¨lte´st
(feltesszu¨k, hogy A2 < 1, mivel ellenkezo˝ esetben ma´r le lenne´nek
feddve a la´da´k). Az u´j j ta´rgyat a ko¨vetkezo˝ szaba´lyok szerint he-
lyezzu¨k el. Ha a ta´rgy sj me´rete´re 1 ≤ A2 + sj ≤ 2p+22p+1 teljesu¨l,
akkor j-t az A2 to¨lte´su˝ la´da´ba helyezzu¨k el. Egye´bke´nt ha A1 < 1
e´s A1 + sj ≤ 2p+22p+1 , akkor j-t az A1 to¨lte´su˝ la´da´ba helyezzu¨k el.
Ve´gu¨l, ha egyik felte´tel sem teljesu¨l, akkor j-t az A2 to¨lte´su˝ la´da´ba
helyezzu¨k el.
Az algoritmus versenyke´pesse´ge´re vonatkozik az ala´bbi a´ll´ıta´s.
18. Te´tel. [7] A TwoBins algoritmus a p ≥ 1 parametrikus proble´-
ma esete´n (4p+1)(p+1)2p(2p+1) versenyke´pes. Ez a legjobb ele´rheto˝ versenyke´-
pesse´g, nincs olyan online algoritmus, amelynek a versenyke´pesse´ge
kisebb, mint ez az e´rte´k.
Megvizsga´ltuk az u¨temeze´s teru¨lete´ro˝l a´tvett Lista algoritmus
viselkede´se´t is, amely a ta´rgyat azon la´da´ba rakja, ahol a legki-
sebb a to¨lte´s. Ha to¨bb ilyen la´da is van, akkor a legelso˝ ilyen la´da´t
haszna´lja. Az algoritmus azon specia´lis fe´lig-online esetekben igaza´n
hate´kony, amikor a ta´rgyakat me´ret szerint monoton sorrendben kap-
juk. Ezt mutatja´k az ala´bbi eredme´nyek.
19. Te´tel. [7] Ha a parametrikus esetben a ta´rgyak me´ret szerint
monoton nemcso¨kkeno˝ sorrendben e´rkeznek, akkor a Lista algorit-
mus versenyke´pesse´ge 2p+12p . Ebben a specia´lis esetben ez a legjobb
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ele´rheto˝ versenyke´pesse´g, nincs olyan fe´lig-online algoritmus, amely-
nek a versenyke´pesse´ge kisebb, mint ez az e´rte´k.
20. Te´tel. [7] Ha p = 1 e´s a ta´rgyak me´ret szerint monoton nem-
no¨vekvo˝ sorrendben e´rkeznek, akkor a Lista algoritmus versenyke´-
pesse´ge 65 . Ebben a specia´lis esetben is ez a legjobb ele´rheto˝ verseny-
ke´pesse´g.
A p > 1 esetben nemno¨vekvo˝ sorozatokra a Lista algoritmus
nem e´ri el a leheto˝ legkisebb versenyke´pesse´get. Erre az esetre a
TwoBinsDecreasing (TBD) algoritmust fejlesztettu¨k ki. Az elso˝
p darab ta´rgyat az elso˝ la´da´hoz, a ma´sodik p darab ta´rgyat a ma´sodik
la´da´hoz rendelju¨k. A tova´bbi ta´rgyakat mindig ahhoz a la´da´hoz
rendelju¨k, ahol kisebb a to¨lte´s. Az algoritmus versenyke´pesse´ge´t
hata´rozza meg az ala´bbi a´ll´ıta´s.
21. Te´tel. [7] A TBD algoritmus 2p+32p+2 -versenyke´pes monoton nem-
no¨vekvo˝ ta´rgysorozatok esete´n minden p ≥ 2-re. Minden p ≥ 2
esete´n ez a legkisebb versenyke´pesse´g, ami monoton nemno¨vekvo˝ so-
rozatokra ele´rheto˝.
3.4.2. A´ltala´nos la´dasza´m
Az a´ltala´nos esetben csak a fe´lig-online monoton sorozatok esete´t
vizsga´ljuk. Az, hogy van -e 2-ne´l kisebb aszimptotikus versenyke´pes-
se´ggel rendelkezo˝ algoritmus az a´ltala´nos esetben tova´bbra is ny´ılt
ke´rde´s.
Arra az esetre, ahol a ta´rgyak monoton nemcso¨kkeno˝ sorrendben
e´rkeznek a PackIncreasing (PI) algoritmust definia´ltuk. Az algo-
ritmus ke´t ( 34 ≤ α ≤ 56 e´s 18 ≤ β ≤ 14 ) parame´tert haszna´l, amelye-
ket a versenyke´pesse´gi elemze´s sora´n optimaliza´ltunk. A ta´rgyakat
me´ret szerint oszta´lyokra bontjuk. A legfeljebb 12 me´retu˝ ta´rgyakat
kicsinek, azon ta´rgyakat, amelyek me´rete a ( 12 , α] intervallumba esik
ko¨zepesnek, az α-na´l nagyobb me´retu˝ ta´rgyakat pedig nagynak h´ıv-
juk. Mivel monoton nemcso¨kkeno˝ sorrendben e´rkeznek a ta´rgyak,
eze´rt tudjuk, hogy elso˝ke´nt a kicsi, majd a ko¨zepes, ve´gu¨l a nagy
ta´rgyak fognak mege´rkezni. A ma´sik β parame´ter szerepe az, hogy
az elso˝ bβmc la´da´t foglaltnak nevezzu¨k (tulajdonke´ppen ezek a la´da´k
arra va´rnak, hogy a ke´so˝bb esetlegesen megjeleno˝ nagy ta´rgyakat jo´l
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tudjuk pakolni). A to¨bbi la´da´t szabadnak h´ıvjuk. A PI algoritmus
a ko¨vetkezo˝ke´ppen mu˝ko¨dik.
Amı´g kis ta´rgyak e´rkeznek e´s van legala´bb egy foglalt la´da, ami-
ben a to¨lte´s kisebb, mint 1− α, addig pakoljuk a ta´rgyakat a Lista
algoritmus alapja´n a foglalt la´da´kba. Ha ezt aze´rt hagyjuk abba,
mert elfogynak a kicsi ta´rgyak e´s az elso˝ ko¨zepes ta´rgy mege´rkezik,
akkor a nf algoritmust haszna´ljuk a szabad la´da´kra, ami mindig
az aktua´lis la´da´ba rakja a ta´rgyakat, amı´g azt le nem fedte e´s ezt
ko¨veto˝en te´r a´t a ko¨vetkezo˝ la´da´ra. A szabad la´da´k lefede´se uta´n
az Lista algoritmust haszna´ljuk a foglalt la´da´kra, amı´g azokat is
lefedju¨k. Ha az algoritmus elso˝ re´sze´t nem egy ko¨zepes ta´rgy miatt,
hanem aze´rt hagyjuk abba, mert minden foglalt la´da to¨lte´se ele´rte az
1− α korla´tot, akkor a pakola´st az nf elja´ra´ssal folytatjuk elso˝ke´nt
a szabad la´da´kat, majd a foglalt la´da´kat pakolva.
Az elja´ra´s versenyke´pesse´ge´re vonatkozik az ala´bbi a´ll´ıta´s.
22. Te´tel. [7] Az α e´s β parame´terek megfelelo˝ va´laszta´sa mellett
a PI algoritmus aszimptotikus versenyke´pesse´ge legfeljebb 1.931215
monoton nemcso¨kkeno˝ me´retu˝ sorozatok esete´n.
Abban az esetben, ahol a ta´rgyak sorozata me´ret szerint mono-
ton nemno¨vekvo˝ sorrendben e´rkezik hate´konyabb algoritmust tud-
tunk fejleszteni. Ennek oka az, hogy a fo˝ nehe´zse´geket valo´ja´ban a
nagyobb me´retu˝ ta´rgyak okozhatja´k, ı´gy elo˝nyo˝s ha azokat az algo-
ritmus ma´r akkor la´tja, amikor sok do¨nte´si leheto˝se´ge van. A kifej-
lesztett elja´ra´s ismertete´se´hez jelo¨lje h azon ta´rgyak sza´ma´t, ame-
lyek me´rete a
(
2
3 , 1
]
intervallumban, ` azon ta´rgyak sza´ma´t, amelyek
me´rete a
[
1
2 ,
2
3
]
intervallumban van. Fontos megjegyezni, hogy eze-
ket a sza´mokat nem ismerju¨k az elja´ra´s kezdetekor, ezeket online
tudjuk meg, ahogy a ta´rgyak e´rkeznek.
A PD algoritmus ezen e´rte´kekto˝l fu¨ggo˝en pakolja a bee´rkezo˝
ta´rgyakat. Feltesszu¨k, hogy nincs olyan ta´rgy, amelynek a me´rete
1. Ez nem jelent megszor´ıta´st, hiszen az ilyen ta´rgyak o¨nmagukban
lefednek egy la´da´t e´s mivel elso˝ke´nt e´rkezne´nek, eze´rt ezt az online
algoritmus is meg tudja tenni velu¨k. Ebbo˝l ado´do´an ilyen ta´rgyak je-
lenle´te csak jav´ıtana´ a versenyke´pesse´get. Az elso˝ min{h,m} ta´rgyak
mindegyike´t ku¨lo¨nbo¨zo˝ la´da´kba (az elso˝ min{h,m} la´da´ba) pakol-
juk. Ezt ko¨veto˝en az ala´bbi 3 esetet ku¨lo¨nbo¨ztetju¨k meg:
1. eset h ≥ m. Ekkor a ko¨vetkezo˝ m ta´rgyat is egyma´sto´l
ku¨lo¨nbo¨zo˝ la´da´kba helyezzu¨k, u´gy hogy az elso˝ 2m ta´rgy uta´n az
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i-edik la´da az i-edik e´s a 2m + 1 − i-edik ta´rgyakat tartalmazza.
Ha maradt me´g olyan la´da, amit nem fedtu¨nk le, haszna´ljuk a nf
algoritmust ezek lefede´se´hez.
2. eset: h < m, 2(m − h) ≤ `. Ekkor pakoljuk a ko¨vetkezo˝
2(m − h) ta´rgyat kettese´vel rendre a h + 1, . . . ,m indexu˝ la´da´kba,
majd a ko¨vetkezo˝ h ta´rgyat rakjuk az elso˝ h la´da´ba, az ott tala´lhato´
2/3-na´l nagyobb ta´rgyak melle´. Ve´gu¨l, ha maradt me´g olyan la´da,
amit nem fedtu¨nk le, haszna´ljuk a nf algoritmust ezek lefede´se´hez.
3. eset: h < m, 2(m − h) > `. Ebben az esetben legyen h′ =
b `2c. A ko¨vetkezo˝ 2h′ ta´rgyat pakoljuk pa´ronke´nt a h + 1, . . . , h +
h′ indexu˝ la´da´kba, azaz a ko¨vetkezo˝ me´g u¨res la´da´kba, amik nem
tartalmaznak 2/3-na´l nagyobb ta´rgyat. Megjegyezzu¨k, hogy ezeket
a la´da´kat az algoritmus a pa´rokkal le is fedi. Ha ` pa´ratlan, akkor
az utolso´ ilyen ta´rgyat a h+ h′ + 1 ≤ m indexu˝ la´da´ba rakjuk. Ezt
ko¨veto˝en a tova´bbi 2(m − h) − ` ta´rgyat u´gy pakoljuk el, hogy az
elso˝ nagy ta´rgyakat tartalmazo´ h darab la´da´ba ne keru¨ljo¨n belo˝lu¨k
e´s a to¨bbi la´da mindegyike´ben pontosan ke´t ta´rgy legyen. Majd a
ko¨vetkezo˝ m − h′ ta´rgybo´l rakjunk egyet-egyet a me´g nem lefedett
la´da´k mindegyike´be az elso˝ h la´da´val kezdve. Ve´gu¨l, ha maradt me´g
lefedetlen la´da, haszna´ljuk a nf algoritmust ezek lefede´se´re.
Fontos megjegyezni, hogy a 2. e´s 3. eset ugyanu´gy pakolja a
ta´rgyakat, amı´g ` e´rte´ke´t meg nem tudjuk, ı´gy valo´ban online ve´gre-
hajthato´ az elja´ra´s. Az algoritmus versenyke´pesse´ge´re vonatkozik az
ala´bbi a´ll´ıta´s.
23. Te´tel. [7] A PD algoritmus aszimptotikusan 43 -versenyke´pes,
ha a ta´rgyak sorozata me´ret szerint monoton nemno¨vekvo˝.
Az m = 2 esettel ellente´tben nem sikeru¨lt a leheto˝ legkisebb
aszimptotikus versenyke´pesse´ggel rendelkezo˝ algoritmusokat meg-
tala´lni. Az ala´bbi also´ korla´tot igazoltuk a lehetse´ges versenyke´pes-
se´gi ha´nyadosra.
24. Te´tel. [7] Nincs olyan fe´lig-online algoritmus, amely aszimpto-
tikus versenyke´pesse´ge kisebb, mint 1.302017 monoton nemcso¨kkeno˝
sorozatok esete´n. Nincs olyan fe´lig-online algoritmus, amely aszimp-
totikus versenyke´pesse´ge kisebb, mint 109 ≈ 1.111 monoton nemno¨-
vekvo˝ sorozatok esete´n.
Megeml´ıtju¨k, hogy a disszerta´cio´ban a fe´lig-online esetekben az
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also´ korla´tokat a parametrikus esetekre igazoltuk, de itt csak a p = 1
esetre vonatkozo´ eredme´nyt emeltu¨k ki.
4. Online klasztereze´s
Az online klasztereze´si proble´ma´kban egy metrikus te´r pontjait sze-
retne´nk online csoportos´ıtani. Ez azt jelenti, hogy egyenke´nt e´rkeznek
ke´re´sek a te´r pontjaiba e´s minden ke´re´st egy klaszterhez kell ren-
delnu¨nk az e´rkeze´sekor a tova´bbi ke´re´sekre vonatkozo´ informa´cio´k
ne´lku¨l. Egy pontot vagy egy meglevo˝ klaszterhez rendelhetu¨nk vagy
u´j klasztert definia´lunk hozza´. A ce´lunk a klasztereze´s teljes ko¨ltse´-
ge´nek minimaliza´la´sa, amely ko¨ltse´g az egyes klaszterek ko¨ltse´geinek
o¨sszege. A klaszterek ko¨ltse´ge fu¨gghet a klaszterhez rendelt pon-
tokto´l illetve a klaszter ko¨ze´ppontja´to´l.
Az egyik sze´les ko¨rben vizsga´lt online klasztereze´si proble´ma
az, amelyben egyse´gnyi me´retu˝ klasztereket kell le´trehozni, azaz a
ce´lunk az, hogy minima´lis sza´mu´ egyse´ggo¨mbbel fedju¨k le a pon-
tokat. Ezt a proble´ma´t ke´t ku¨lo¨nbo¨zo˝ online modellben vizsga´lta´k
atto´l fu¨ggo˝en, hogy milyen me´rte´kben kell ro¨gz´ıtenie egy le´trehozott
go¨mbnek a poz´ıcio´ja´t az algoritmusnak. A szigoru´ modellben a go¨mb
le´trehoza´sakor ro¨gz´ıteni kell annak a helye´t is e´s a go¨mb nem moz-
gathato´ ke´so˝bb. Ezt modellt a [6] cikkben definia´lta´k, ahol egy
O(2dd log d)-versenyke´pes algoritmust adtak meg d-dimenzio´s te´rre
e´s egy Ω(log d/ log log log d) also´ korla´tot. Egy e´s ke´t dimenzio´ban
e´les korla´tokat bizony´ıtottak, az optima´lis online algoritmusok 2 il-
letve 4-versenyke´pesek. A laza modellben a ko¨ro¨k mozgathato´ak
azon felte´tel mellett, hogy az eddig lefedett ke´re´seket tova´bbra is
lefedik. Ezzel a ke´rde´ssel ma´r egy dimenzio´ban is to¨bb cikk fog-
lalkozott, egyre jobb algoritmusokat definia´ltak e´s az also´ korla´t is
no¨vekedett az elso˝ publika´cio´t ko¨veto˝en. A jelenlegi legjobb algorit-
mus, amit a [13] cikkben publika´ltak, 5/3-versenyke´pes. A legjobb
also´ korla´tot, ami azt mondja ki, hogy nincs jobb algoritmus, mint
1.625-versenyke´pes a [28] cikkben publika´lta´k.
Egy ma´sik vizsga´lt online klasztereze´si feladat az online kiszolga´lo´
elhelyeze´si proble´ma. A kiszolga´lo´ elhelyeze´si proble´ma´ban adott
egy metrikus te´r ke´re´sek egy multihalmaza´val (minden ke´re´s a te´r
egy pontja). A ce´l kiszolga´lo´knak olyan elhelyeze´se a te´rben, amely
elhelyeze´sre minima´lis a kiszolga´lo´k le´trehoza´si ko¨ltse´ge´nek e´s a ki-
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szolga´la´s ko¨ltse´ge´nek az o¨sszege. Minden ke´re´sre a kiszolga´la´s ko¨lt-
se´ge megegyezik a legko¨zelebbi kiszolga´lo´to´l vett ta´volsa´ggal. Az on-
line va´ltozatban a ke´re´sek egyenke´nt jelennek meg e´s minden ke´re´s
e´rkeze´se esete´n van leheto˝se´ge az algoritmusnak u´j kiszolga´lo´t, vagy
kiszolga´lo´kat nyitnia. A feladatot a [29] cikkben definia´lta´k, ahol
igazolta´k, hogy nincs konstans versenyke´pes algoritmus a feladat
megolda´sa´ra e´s megadtak egy ve´letlen´ıtett O(log n)-versenyke´pes al-
goritmust. Ke´so˝bb a [19] cikkben oldotta´k meg teljesen a proble´ma´t,
ahol egy O(log n/ log log n)-versenyke´pes algoritmust adtak meg, e´s
igazolta´k, hogy nincs olyan algoritmus, amely versenyke´pesse´ge ki-
sebb, mint Ω(log n/ log log n).
Mi az egyse´ggo¨mbo¨kkel valo´ klasztereze´s egy olyan kiterjeszte´se´t
vizsga´ltuk, ahol a lefedo˝ klaszterek me´rete nem felte´tlenu¨l egyenlo˝,
hanem a klaszter me´rete is re´sze a ce´lfu¨ggve´nynek. A proble´ma´t egy
dimenzio´ban vizsga´ltuk az eredme´nyeink a [8] cikkben keru¨ltek pub-
lika´la´sra. A modellben keletkezett klasztereze´s ko¨ltse´ge a le´trehozott
klaszterek ko¨ltse´geinek o¨sszege, e´s egy klaszter ko¨ltse´ge egy egyse´gnyi
setup ko¨ltse´g plusz a klaszter a´tme´ro˝je´nek a hossza. Atto´l fu¨ggo˝en,
hogy milyen me´rte´kben kell specifika´lnia az algoritmusnak egy klasz-
tert annak le´trehoza´sakor ke´t ku¨lo¨nbo¨zo˝ va´ltozatot vizsga´ltunk. A
szigoru´ modellben a le´trehozott klaszternek meg kell adni a me´rete´t
e´s ro¨gz´ıteni az elhelyezkede´se´t. A laza modellben a klaszter me´rete
no¨velheto˝, e´s a klaszter is mozgathato´ azon felte´tel mellett, hogy
az addig lefedett pontokat tova´bbra is lefedi. Megjegyezzu¨k, hogy
a [8] cikkben egy a´tmeneti modellt is elemeztu¨nk, ahol a klaszter
le´trehoza´sakor ro¨gz´ıteni kell annak me´rete´t, de a klaszter mozgat-
hato´ azon felte´tel mellett, hogy az addig lefedett pontokat tova´bbra
is lefedi, de ezeket az eredme´nyeket nem mutattuk be a disszerta´-
cio´ban. E´rdemes megjegyezni, hogy mı´g a szigoru´ modellben egy
klaszter ko¨ltse´ge eldo˝l annak le´trehoza´sakor, addig a laza modellben
ez a ko¨ltse´g az algoritmus futa´sa ko¨zben no¨vekedhet.
A laza modellben az ECC Extend closed clusters algorit-
must vizsga´ltuk. Az algoritmus ismertete´se´hez jelo¨lje p az e´rkezo˝
pont helye´t. Ha az algoritmusnak van olyan intervalluma (klasztere),
ami tartalmazza p-t, akkor rendelju¨k p-t ehhez az intervallumhoz.
Egye´bke´nt pedig legyen q a p-hez legko¨zelebbi az eddig mege´rkezett
pontok ko¨zu¨l. Ha q e´s p ta´volsa´ga legfeljebb φ = (1 +
√
5)/2, ak-
kor rendelju¨k p-t a q-t tartalmazo´ klaszterhez, e´s nyu´jtsuk meg az
klasztert le´ıro´ intervallumot p-ig. Egye´bke´nt pedig nyissunk egy u´j
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klasztert, egy intervallumot, ami csak a p pontot tartalmazza.
Sikeru¨lt meghata´roznunk az algoritmus versenyke´pesse´gi ha´nya-
dosa´t, e´s azt is igazoltuk, hogy az algoritmus a leheto˝ legjobb a
versenyke´pesse´g szempontja´bo´l.
25. Te´tel. [8] Az ECC algoritmus (1 +
√
5)/2-versenyke´pes. Nincs
olyan algoritmus a laza modellben, amely versenyke´pesse´ge kisebb,
mint (1 +
√
5)/2.
Vizsga´ltuk a proble´ma fe´lig-online va´ltozata´t is, ahol felte´telez-
zu¨k, hogy a pontok monoton no¨vekvo˝ sorrendben e´rkeznek. Ebben
a specia´lis esetben megadhato´ az optima´lis oﬄine megolda´s online
mo´don is, akkor kell u´j klaszter nyitni, ha az u´j pontnak e´s az utolja´ra
nyitott klaszter sze´le´nek a ta´volsa´ga nagyobb, mint 1.
A szigoru´ modellben az ala´bbi Center algoritmust vizsga´ltuk.
Az algoritmus megada´sa´hoz jelo¨lje az u´j pont helye´t p. Ha az algorit-
musnak van olyan intervalluma (klasztere), ami tartalmazza p-t, ak-
kor rendelju¨k p-t ehhez az intervallumhoz. Ellenkezo˝ esetben legyen
` a legko¨zelebbi balra eso˝ fedett pont (ha nincs ilyen ` = −∞), e´s
legyen r a legko¨zelebbi jobbra eso˝ fedett pont (ha nincs ilyen r =∞)
e´s legyen α =
√
2
2 . Nyissuk meg p-hez a [max{`, p−α},min{p+α, r}]
klasztert. Teha´t az alapo¨tlet az, hogy egy p ko¨zepu˝
√
2 me´retu˝ klasz-
tert nyitunk. Ma´sre´szt, ha ez a klaszter belemetszene a szomsze´dos,
ma´r meglevo˝ klaszterekbe akkor a me´rete´t cso¨kkentju¨k. Sikeru¨lt
meghata´roznunk az algoritmus versenyke´pesse´gi ha´nyadosa´t, e´s azt
is igazoltuk, hogy az algoritmus a leheto˝ legjobb algoritmus verseny-
ke´pesse´g szempontja´bo´l.
26. Te´tel. [8] Az Center algoritmus (1+
√
2)-versenyke´pes. Nincs
olyan algoritmus a szigoru´ modellben, amely versenyke´pesse´ge ki-
sebb, mint 1 +
√
2.
Ebben a modellben is vizsga´ltuk azt a fe´lig online esetet, ha a
pontok monoton no¨vekvo˝ sorrendben e´rkeznek. Itt egy 2-versenyke´-
pes algoritmust adtunk meg e´s igazoltuk, hogy nincs olyan algorit-
mus, amelynek kisebb a versenyke´pesse´ge.
Ke´so˝bb az a´ltalunk bevezetett modell to¨bbdimenzio´s kiterjeszte´-
seivel kapcsolatos eredme´nyek is publika´la´sra keru¨ltek. Azt a mo-
dellt, ahol a klaszter ko¨ltse´ge egy konstans setup ko¨ltse´gnek e´s a
klaszter a´tme´ro˝je´nek az o¨sszege, a [20] cikk vizsga´lta, ahol igazola´st
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nyert, hogy magasabb dimenzio´kban nincs konstans versenyke´pes
algoritmus. A ke´t-dimenzio´s modellt, ahol a ko¨ltse´g az a´tme´ro˝
ne´gyzete´to˝l fu¨gg a [11] cikkben vizsga´ltuk. Igazoltuk, hogy ezen
fu¨ggve´ny mellett van konstans versenyke´pes elja´ra´s.
Hivatkoza´sok
[1] N. Alon, Y. Azar, J. Csirik, L. Epstein, S.V. Sevastianov,
A.P.A. Vestjens, G.J. Woeginger, On-line and off-line approxi-
mation algorithms for vector covering problems, Algorithmica,
21, 104–118, 1998.
[2] S.F. Assmann, D.S. Johnson, D.J. Kleitman, J.Y.T. Leung,
On a dual version of the one-dimensional bin packing problem,
Journal of Algorithms, 5(4), 502–525, 1984.
[3] Y. Azar, J. Boyar, L. Epstein, L.M. Favrholdt, K.S. Larsen,
M.N. Nielsen, Fair versus unrestricted bin packing, Algorith-
mica, 34, 181–196, 2002.
[4] L. Babel, B. Chen, H. Kellerer, V. Kotov, Algorithms for on-
line bin-packing problems with cardinality constraints, Discrete
Applied Mathematics, 143(1-3) 238–251, 2004.
[5] J. Balogh, J. Be´ke´si, G. Galambos, New lower bounds for cert-
ain classes of bin packing algorithms, Theoretical Computer Sci-
ence, 440–441, 1–13, 2012
[6] M. Charikar, C. Chekuri, T. Feder, R. Motwani, Incremental
clustering and dynamic information retrieval, SIAM Journal
on Computing, 33(6), 1417–1440, 2004.
[7] J. Csirik, L. Epstein, Cs. Imreh, A. Levin, On the sum min-
imization version of the online bin covering problem, Discrete
Applied Mathematics, 158(13) 1381–1393, 2010.
[8] J. Csirik, L. Epstein, Cs. Imreh, A. Levin, Online Clustering
with Variable Sized Clusters, Algorithmica, 65(2), 251–274,
2013.
[9] J. Csirik, V. Totik. On-line algorithms for a dual version of bin
packing. Discrete Applied Mathematics, 21, 163–167, 1988.
24
dc_1179_16
Powered by TCPDF (www.tcpdf.org)
[10] J. Csirik, G. Woeginger, Shelf algorithms for on-line strip pac-
king, Information Processing Letters, 63, 171–175, 1997.
[11] G. Dive´ki, Cs. Imreh, An online 2-dimensional clustering prob-
lem with variable sized clusters, Optimization and Engineering,
14(4), 575–593, 2013.
[12] Gy. Do´sa, Cs. Imreh, The generalization of scheduling with ma-
chine cost, Theoretical Computer Science, 510, 102–110, 2013.
[13] M.R. Ehmsen, K.S. Larsen, Better bounds on online unit cluste-
ring, In Proc. of the 12th Scandinavian Symposium and Work-
shops on Algorithm Theory (SWAT2010), 371–382, 2010.
[14] L. Epstein, Online bin packing with cardinality constraints,
SIAM Journal on Discrete Mathematics, 20(4), 1015–1030,
2006.
[15] L. Epstein, L.M. Favrholdt, On-Line maximizing the number
of items packed in variable-sized bins, Acta Cybernetica, 16,
57–66, 2003.
[16] L. Epstein, Cs. Imreh, A. Levin, Class constrained bin packing
revisited, Theoretical Computer Science, 411(34–36), 3073–
3089, 2010
[17] L. Epstein, Cs. Imreh, A. Levin, Class Constrained Bin Cover-
ing, Theory of Computing Systems, 46(2), 246–260, 2010.
[18] L. Epstein, Cs. Imreh, A. Levin, Bin covering with cardinality
constraints, Discrete Applied Mathematics, 161(13–14), 1975–
1987, 2013.
[19] D. Fotakis, On the competitive ratio for online facility location,
Algorithmica, 50(1), 1–57, 2008.
[20] D. Fotakis, P. Koutris, Online Sum-Radii Clustering, Theoreti-
cal Computer Science, 540 27–39, 2014
[21] R.L. Graham, Bounds for certain multiprocessor anomalies,
Bell System Technical J., 45, 1563–1581, 1966.
25
dc_1179_16
Powered by TCPDF (www.tcpdf.org)
[22] R. Harren, W. Kern, Improved lower bound for online strip
packing, in Proceedings of the 9th International Workshop on
Algorithms and Online Algorithms, LNCS 7164, 211–218, 2011.
[23] J.L. Hurink, J.J. Paulus, Improved online algorithms for parallel
job scheduling and strip packing, Theoretical Computer Science,
412(7), 583–593, 2011.
[24] Cs. Imreh, Online strip packing with modifiable boxes, Opera-
tions Research Letters, 29, 79–86, 2001.
[25] Cs. Imreh, Scheduling problems on two sets of identical machi-
nes, Computing, 70, 277–294, 2003.
[26] Cs. Imreh, On-line scheduling with general machine cost func-
tions, Discrete Applied Mathematics, 157, 2070–2077, 2009.
[27] Cs. Imreh, J. Noga, Scheduling with Machine Cost, In Rando-
mization Approximation and Combinatorial Optimization Algo-
rithms and Techniques ed. D. Hochbaum and K. Jansen, 1999,
168–176.
[28] J. Kawahara, K.M. Kobayashi, An improved lower bound for
one-dimensional online unit clustering, Theoretical Computer
Science, 600, 171–173, 2015
[29] A. Meyerson, Online facility location, In Proc. of the 42nd
Annual Symposium on Foundations of Computer Science
(FOCS2001), 426–431, 2001.
[30] S.S. Seiden, On the online bin packing problem, Journal of the
ACM, 49(5) 640–671, 2002.
[31] H. Shachnai, T. Tamir, Tight bounds for online class-
constrained packing, Theoretical Computer Science, 321(1),
103–123, 2004.
[32] E.C. Xavier, F.K. Miyazawa. The class constrained bin packing
problem with applications to video-on-demand, In Proc. of the
12th Annual International Conference on Computing and Com-
binatorics (COCOON 2006), 439–448, 2006.
[33] D. Ye, X. Han, G. Zhang, A note on online strip packing, Jour-
nal of Combinatorial Optimization, 17(4), 417–423, 2009.
26
dc_1179_16
Powered by TCPDF (www.tcpdf.org)
