Various topics related to reverse logistics have been discussed over the years. Most of them have assumed that facilities are kept open once they are established, and no returned products or recovery parts are stocked in intermediate recycling stations. However, firms may have the right to repeatedly open or close their facilities according to their economic benefits if they can acquire their facilities by lease. It also turns out that intermediate recycling stations like collection centers and disassembly centers usually stock returned products or parts in their facilities. By simultaneously relaxing these two assumptions, this study explores a logistics system with multiple items, each of which consists of some components among a variety of spare parts. The purpose is to maximize the total logistics costs by establishing a production schedule and reverse logistics framework over finite time periods for a logistics system. The mathematical model established in this study is a constrained linear integer programming problem. A genetic based algorithm is developed with the help of linear programming to find solutions to this problem. Limited computational experiments show that the proposed approach can produce better feasible solutions than the well-known CPLEX 10.0 software.
Introduction
With progress in science and technology, many new products have been developed and have become our cherished possessions. These products play important roles for people since they make people's lives more convenient. For all their importance, some of these products are quickly discarded when the latest models become available. For example, fashionable devices such as cell phones, personal digital assistants (PDAs) and computers are discarded when new versions become available. The incorporation of new products usually leads to the disposal of older products. However, some of the products discarded are still in good condition and their parts may be reusable. If these recyclable items are not put to good use, they will quickly lead to the accumulation of waste and bring about considerable negative impacts on the environment. To minimize the negative impact of waste, the concept of reuse has become a trend today.
Putting the concept of reuse into practice, many firms have incorporated reverse logistics systems into their manufacturing systems. This study deals with a multicommodity inventory problem in which a firm can obtain its materials/components from outsourcing and its reverse system. Usually, reverse logistics systems involve the manufacturer, distribution center, customer, collector, asset recovery and recycler. In this study, the reverse logistics system focuses on scenario of product return, asset recovery, distributions, inventory and use. The product return involves the collection, product mixing and transfer of returned products at collection points, the asset recovery of returned products through disassembly, repair and refurbishing at disassembly centers, and remanufacturing by the manufacturer. Holding products or materials incurs inventory holding costs while handling returned products incurs not only inventory holding costs but also processing costs such as collections, refurbishments and repairs, transportation costs of transferring returned products from collection centers to disassembly centers, as well as the transportation cost of transferring refurbished parts from disassembly centers to the manufacturer.
To minimize logistics costs, enterprisers have to carefully determine production planning, facility location and distribution planning. In this study, the production planning problem is concerned with how many components should be purchased and how many products should be produced in each planning period. The facility location problem is concerned with where and when to set the facilities. The distribution planning problem is concerned with what amount of items should be shipped between facilities for each period of time.
Over the years, a number of studies have dealt with production planning problems. Readers are referred to the textbook by Silver et al. [28] and the recent survey paper by Jans and Degraeve [8] . In addition, Sodhi and Reimers' [29] study of production planning problem considered product recovery. The facility location and distribution planning problems studied here can be found in logistics or supply chain works. Roughly, the designs of facilities in logistics systems can be divided into static and dynamic structures. In the former structure, no change is incurred throughout the whole planning periods once a facility is established or opened. In the latter structure, closing or reopening of facilities is allowed during planning periods. A variety of relevant studies have discussed static structure. Among them, studies by Melachrinoudis et al. [19] , Fleischmann et al. [6] , Jayaraman et al. [9] , Lieckens and Vandaele [17] , Lu and Bostel [18] , Salema et al. [27] , Lee and Dong [16] , Kusumastuti et al. [14] .
Melachrinoudis et al. [19] developed a multiple period mixed integer programming model for a landfill facility problem. In their model, a facility can be opened at the beginning of any period while it cannot be closed once it has been opened. Lieckens and Vandaele [17] investigated a single product reverse logistics network in which the surplus of the supply of returned goods over demand is discarded. This problem was formulated as a mixed integer nonlinear program and a genetic algorithm was developed to deal with the problem. Lee and Dong [16] developed a deterministic programming model to deal with an integrated network with forward and reverse logistics. Their integrated network includes a single manufacturer and multiple hybrid processing facilities. Kusumastuti et al. [14] discussed a repair network for a computer manufacturer. The objective of this study is to determine the optimal locations of local sub-hubs and regional distribution centers, as well as the allocations of components among them, in order to minimize the total cost when the locations of service providers, original equipment manufacturers and the third-party repair vendors are known.
In addition to static models, a number of studies have also discussed dynamic structure. These include studies by Canel et al. [2] , Chau [3] , Ko et al. [12] , Min et al. [23] , Dias et al. [4] , Ko and Evans [11] , Hinojosa et al. [7] , Min and Ko [22] , etc.
The facility location problems are categorized as NP-hard problems [10, 11] . Due to the computational complexity, finding an optimal solution in polynomial time for these problems are intractable. Thus, many heuristic approaches have been developed, which deal with variant location problems, including forward logistics problems [2, 4, 7, 12, 20] , reverse logistics problems [14, 19, 22, 23, 25, 31] , and problems integrated with them [11, 16] . Chau [3] used the genetic algorithm to deal with a construction facility allocation problem. A two stage solution approach was used to deal with the problem. The linear program was used in the first stage and a genetic algorithm was used in the second stage. Min et al. [23] employed the genetic algorithm approach to deal with a reverse logistics system with one centralized return center and multiple collection points. In their model, the firm can repeatedly open or close its collection points. Ko and Evans [11] proposed a genetic based heuristic to deal with a dynamic integrated distribution network. The integrated distribution network simultaneously contains a forward and a reverse logistics. In the forward flow, manufacturers produce products and sell them to customers through third party logistics providers. In the reverse flow, returned products are inspected and separated at repair centers and the collected products are shipped to manufacturers. In their study, facility opening and closing decisions are dynamic.
Hinojosa et al. [7] dealt with a facility location problem in which outsourcing and holding of inventory over consecutive time periods are allowed. Min and Ko [22] employed a genetic based algorithm to deal with a reverse logistics design problem. The purpose of their study is to find the optimal location, number, and size of repair facilities under capacity limits and service requirements. In addition, Spengler et al. [30] dealt with a production planning problem that considered reverse logistics. Prahinski and Kocabasoglu [26] provided a literature review on reverse supply chains and suggested 10 research propositions.
To recapture the economic value of their products, many firms are encouraged to engage in product recovery. Some of these firms recover their products from collection sites, and then disassemble them totally or partially at disassembly sites. The recovered components are reused in new products, sold in secondary markets or recycled for other purposes. Langella [15] developed a heuristic to deal with a demand-driven disassembly planning problem for items with common component design. Their study did not consider facility location decisions. Melo et al. [20] dealt with a multi-commodity supply chain network with dynamic location and relocation of facilities. In their work, reverse logistics was not considered.
Problems associated with a logistics chain may arise during the distribution, production planning, or inventory stage. There have been several studies in the literature about the distribution and production planning stages. However, most studies on reverse logistics have begun with the assumption of transference of all recycled items to a next intermediate recycling stage. This assumption implies that there are no recycled items in stock in intermediate recycling stations such as collection centers and treatment centers. In fact, as far as an enterprise is concerned, intermediate recycling stations may have recycled items in stock. Therefore, inventory costs at intermediate recycling stations should be taken into consideration.
Reverse logistics systems with common components (e.g. [15] ) and multi-commodity forward logistics systems with dynamic location and relocation of facilities (e.g. [20] ) have been discussed. However, no work has been done on reverse logistics systems which are simultaneously compose of multi-product and multi-component, dynamic location and relocation of facilities, and inventory at intermediate recycling stations. Since this problem cannot be ignored, it is worthwhile to study a logistics system that is multi-product and multi-component with a dynamic reverse facility location. This study deals with a multi-product and multi-component with dynamic reverse facility location problem in relation to the outsourcing, inventory, and production planning stages. The decisions include (1) the production decision, (2) the component purchasing decision, (3) the dynamic facility location decision, (4) the returned products' distribution decision, and (5) the reusable components' distribution decision. The mathematical model established in this study is a constrained linear mixed integer planning model.
The facility location problems are categorized as NP-hard problems. This study allows analysis not only of dynamic facility location but also of outsourcing, inventory, and production planning. The additional allowance increases the computational complexity. Thus, the investigated problem also belongs to the class of NP-hard problems and cannot necessarily be solved optimally using either the traditional optimization method or any existing commercial optimization software 
Model assumptions and description
The main differences of this model as compared to existing location models is that it simultaneously allows for production planning, multiple commodities and components, stocks in intermediate recycling stations and dynamic facility locations. The network structure of this model is depicted in Figure 1 . The network consists of one manufacturer, N market regions, C potential collection-cites and D potential treatment cites. In the forward flow, the manufacturer produces J types of commodities and sells them to N market regions. These commodities are composed of some components among M types of components. The number of component-m required by commodity-j is n jm . The manufacturer can get each type of component by outsourcing or from its reverse logistics system. Demand for commodity-j in market region-n in period t is assumed to be a constant value of d jnt and all demands must be satisfied. In the reverse flow, the reverse logistics system starts with returned products from customers to collection-centers. The returned products from market region-n to candidate collection-site c are separated into returnable and un-returnable products. The fractions of the returnable and un-returnable returned products from market region-n to candidate collection-site c are assumed to be a constant value of r c n and a constant value of b c n , respectively. Symbols dr c jt and db c jt are respectively used to represent the amounts of returnable and un-returnable products collected from all market regions to collectionsite c. Since both dr c jt and db c jt are integers, we make a simple assumption that dr c jt and db c jt are given by N n=1 d jnt r c n and N n=1 d jnt b c n , respectively. The disposal cost for commodity j at collection center c is τ c j per unit. To get components from returned products, the firm should ship the returnable commodities to treatment-centers for clearing, disassembling and refurbishing. All returnable commodities shipped to treatment-centers are transformed into reusable components. These components are viewed as new components and can be stocked in treatment-centers or shipped to the manufacturer to produce products.
In addition, we make the following assumptions. The locations of the collectioncenters should be selected from C potential sites and the locations of the treatmentcenters should be selected from D potential sites. For managerial purposes, it is assumed that a collection center is a dedicated facility to a treatment-center only. That is, the opening of a collection center only can be assigned to one treatmentcenter. No inventory is allowed in hand when a facility is closed. Inventory costs are based on an average inventory basis. Moreover, we assume that there are constraints on production and stock capacities. The production limit per period for commodity-j at manufacturer is prod F j , the warehousing limit for commodity-j at manufacturer is cap F j , the warehousing limitation for commodity-j at collectioncenter c is cap c j and the warehousing limitation for component-m at treatmentcenter d is cap d m . The manufacturer aims to minimize total logistics costs over T planning periods by determining the reverse logistics structure, production planning, and the distribution amounts between facilities. The logistics costs are composed of the fixed operation and start-up cost for all collection centers, CSC, the total fixed operation and start-up cost for all treatment-centers, CSD, the operation and disposal costs incurred at all collection-centers, COC, the operation costs incurred at all treatment-centers, COD, the cost of shipping returned commodities from collection-centers to treatment-centers, CT cd, the cost of shipping components from treatment-centers to the manufacturer, CT dF , the commodity inventory cost at the manufacturer, HF , and the component inventory cost at the manufacturer, HP , the returned-commodity inventory cost for all collection-centers, HC, the component inventory costs for all treatment-centers, HD and outsourcing costs CO.
The decision process is addressed as follows. At the beginning of the each period, the decisions made by the manufacturer include (1) the production decision, which specifies the producing amount of each product, (2) the purchasing decision, which specifies the purchasing amount of each component from external suppliers, (3) the facility location decision, which determines whether to open/close closed/opened collection-centers, and determines whether to open/close closed/opened treatmentcenters, (4) the returned products' distribution decision, which specifies the delivery amount of each returnable product between collection-centers and treatmentcenters, and (5) the reusable components' distribution decision, which specifies the delivery amount of the reusable components between the treatment-centers and the manufacturer.
In addition to the notation denoted previously. We denote additional notation and summarize the notation denoted previously as follows.
Notation:
C: total number of potential collection-centers, x c t : 1 if collection-center c is opened or reopened during period t, 0 otherwise,
ct : 1 if both collection-center c and treatment-center d are opened and collection-center c is assigned to treatment-center d in period t, 0 otherwise, Y d cjt : the quantity of commodity j that is shipped from collection-center c to treatment-center d at in period t, Y F dmt : the quantity of component-m that is shipped from treatment-center d to manufacturer in period t, Q F jt : the quantity of commodity-j produced by the manufacturer in period t, O mt : the quantity of component-m purchased from outside suppliers at the beginning of period t.
To develop the formulation for our model, we will first develop the inventory functions. Let I F jt , I p mt , I c jt and I d mt be the amount of commodity-j held in stock by the manufacturer at the end of period t, the amount of component-m held in stock by the manufacturer at the end of period t, the amount of returned commodity-j held by collection-center c at the end of period t, and the amount of component-m held by treatment-center d at the end of period t, respectively. Note that the initial inventory plus the goods input minus the goods output is equal to the ending inventory. Using the conditions of I F j0 = 0, I p m0 = 0, I c j0 = 0 and I d m0 = 0, and similar approaches used by Brahimi et al. [1] , Eksioglu [5] and Jans and Degraeve [8] , we can express the inventories as follows.
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Then, the formulation of the problem can be formulated as Problem P 1 . Problem P 1 .
subject to the following constraints:
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(2.39) In addition, the values of O mt , Y d cjt and Y F dmt are required to be non-negative integers for all c, d, j, m and t. Note the value of 0.5 in HD represents the situation that the inventory holding cost is based on average inventory level.
Equations 2.17 and 2.18 guaranties that start-up cost are incurred if and only if a facility is opened or reopened. The reason is as follows. The possible combinations of (x c t , x c t−1 ) are (0,0), (0,1), (1,0) and (1, 1) . The value ofx c t should be one for the combination of (1,0) and should be zero for the combinations of (0,0), (0,1) and (1, 1) . From the constraint ofx c t ≥ x c t − x c t−1 , we see that the value ofx c t must be one for the combination of (1,0) and can be one or zero for other combinations. Since the purpose is to minimize the total logistics costs,x c t = 1 increase the total cost. Thus, the value ofx c t must be zero for the combinations of (0,0), (0,1) and (1,1). Accordingly, constraint (2.17) is sufficient to control the value ofx c t . Using the same logic, constraint (2.18) can be applied to determine the value ofs d t . Equation .29) and (2.30) respectively represent the production limit and the warehousing limit for commodities at the manufacturer; equation (2.31) represents the warehousing limit for components at the manufacturer; equation (2.32) represents the warehousing limit for returned commodities at collection-centers; equation (2.33) represents the warehousing limit for components at treatment-centers; equations (2.34) to (2.37) ensures that the inventory levels are nonnegative; (2.34) also ensures that demands must be satisfied; equation (2.38) specifies the initial facility status; equation (2.39) specifies the binary nature of the parameters.
Solution methology
The model developed in this study is a generalization of a simple plant location problem, so it can be described as a NP-hard problem (Krarup and Pruzan [13] ). We develop a hybrid genetic algorithm to deal with this problem.
Hybrid genetic algorithm
Problem P 1 is a constrained integer linear programming model. Due to the computational complexity of the model, there is no guarantee that any approach can solve the problem optimally within a polynomial time. To overcome this difficulty, we have developed a solution approach to obtain a compromise within a reasonable CPU time. The solution approach is an iterative method in which the concepts of the genetic algorithm (GA) and linear programming are employed. GA is an iterative optimization procedure that mimics the process of natural evolution. GAs are a particular class of evolutionary algorithms, which generate exact or approximate solutions to optimization and search problems using techniques inspired by evolutionary biology such as inheritance, mutation, selection, and crossover. For details, readers are referred to two textbooks by Onwubolu and Babu [24] and Michalewicz [21] .
At each iteration, the values of x c t , s d t and u d ct are determined by GA. Then, this paper establishes Problem P 2 by substituting the values of x c t , s d t and u d ct into Problem P 1 . Then, we solve Problem P 2 by relaxing the integer constraints. Finally, we round the relaxed decision variables to obtain feasible solutions of Problem P 1 . The details of the heuristic are addressed as follows.
Encoding
Designing a suitable chromosome is the first step in implementing a successful GA. Each chromosome is represented as a single dimensional array with CT genes. Each gene is randomly generated by an integer number within the range of [0, D]. The value of the (t − 1)C + c-th entry of a chromosome represents whether or not collection-center c is assigned to treatment-center d in period t. For example, if the number of candidate collection sites, the number of candidate treatment sites and the number of planning periods are C = 3, D = 4 and T = 3, respectively, then, the number of the total genes of a chromosome is CT = 9 and the possible value of each gene is within the range of 0 to 4. Table 1 is a description of the encoding operator.
Genetic operators
Four genetic operators are used in our proposed heuristic. These operators are described as follows.
1. Cloning operator:
In our genetic algorithm, we first select the best K individuals and directly copy them to the next generation, and then produce the remaining N um pop − K individuals by parent selection, crossover and mutation operators.
Parent selection:
Roulette-wheel selection is used to produce the mating pool to produce the remaining individuals. 
Decoding
The heuristic initializes a population with N um pop chromosomes. Each chromosome has CT genes and each gene is randomly generated by an integer number E within the range of [0, D]. The integer number E may be a zero or a positive number. Integer number E = 0 means that no collection-center is located at candidate site c. That is, x c t = 0. Integer number E > 0 means that a collection-center is located at candidate site c, a treatment-center is located at candidate treatment site E and collection-center c is assigned to treatment-center E. That is, x c t = 1, s E t = 1 and u E ct = 1. Consider the previous example in Table 2 . The chromosome of offspring 2 which is encoded as (0, 1, 2, 1, 1, 4, 1, 0, 1) can be decoded as those in Tables 3 and 4 . Tables 3 and 4 show that in period 1, collection-centers 2 and 3 are opened and assigned to treatment-centers 1 and 2, respectively; in period 2, collection-centers 1, 2 and 3 are opened and assigned to treatment-centers 1, 1 and 4, respectively; in period 3, collection-centers 1 and 3 are opened and both of them are assigned to treatment-center 1.
Fitness function
To measure the goodness of a chromosome, we have to compute its fitness value. In problem P 1 , the values of x c t , s d t and u d ct are binary decision variables and the decision variables of O mt , Q jt , Y d cjt and Y F dmt are required to be integers. Substituting the values of x c t , s d t and u d ct into problem P 1 , making it a more simplified model. We refer to this model as Problem P 2 .
At each iteration, we relax the integer constraints on decision variables O mt , Q jt , Y d cjt and Y F dmt in Problem P 2 . We refer to such a problem as problem P 3 . It is clear that P 3 is a linear programming problem and can be solved optimally. N T  1  3  3  3  3  3  3  2  5  5  5  5  5  5  3  5  5  5  5  5 10  4  8  8  8  8  8  8  5 10 10 10 10 10 10
However, the values of O mt , Q jt , Y d cjt and Y F dmt are not necessarily integers. Thus, the solution obtained from P 3 may be an infeasible solution for problem P 2 . For the integer constraints to be satisfied, we round off the values of O mt , Q jt , Y d cjt and Y F dmt . However, this may lead to the problem that some constraints may be violated. To reduce the probability that chromosomes with infeasible solutions are copied to the next generation, the fitness function is evaluated by adding a penalty to the original objective function. The penalty function is assumed to be a linear function of the amount by which a constraint's boundary is violated. For each violation, the amount of the penalty is determined by the violation amount times a fixed penalty cost η e where e is the equation number of an inequality constraint. For example, if the violation amount for constraint (6) is η 6 = 2 units and the unit penalty cost is set at 5, then the penalty is 10.
Computational study
In this section, the proposed approach was applied to solve some fictitious problems. Six problem types, which are described in Table 5 , have been considered. For each of these problem types, the number of potential collection cites, C, the number of potential treatment cites, D, the number of market regions, N , the number of products, J and the number of planning periods, T are given, and 20 problem instances were generated. Due to extensive data requirements, for the sake of simplification, we assumed that the values of the parameters of d jnt ,
j and cap d m of the first problem instance in each problem type were generated according to Table 6 .
The parameters of the problem instances 2-20 in each problem type were generated in the same way as the first problem instance except that one of the parameter generating rules was varied. The different parameters and the generating rules for problem instances 2-20 are shown in Table 7 . For these six problem types, problem type 1 has the smallest problem size and problem-type 2 has the second smallest problem size, and so on.
To measure the performance of the proposed HGA (hybrid genetic algorithm), the commercial software GAMS/CPLEX modeling language was adopted for the purpose of feasible solution comparison with the proposed HGA for all problem types. The proposed HGA was coded in Visual C++ 6.0 programming language For identifying the gaps between the results obtained from CPLEX and HGA for optimal solution, the Lingo global solver [32] , which can identify the global minima, was used to solve all problems. For practical concerns, all algorithms were terminated if the execution time exceeded 10 h. Problem instances in problem type 1 were run to determine the optimal combinations of population size, maximum number of generations, the crossover rate, mutation rate and maximum number of iterations. The parameters of HGA after the tests were set as follows. The population size was equaled to 14; the maximum number of iterations was set to be 5T ; the cloning parameter K was set at 3; the crossover rate was set at 100%; the mutation rate was set at 5%; the penalty values of η e s were set at 5 for all e.
To explain the application of the decisions, we show the dynamic facility and shipping decisions for the first problem instance of problem-type 1 that was solved by HGA. The computational result shows that x c t = 1 for all t and c, s d t = 0 for all t and d except for s 3 t = 1 for all t. This implies that collection centers 1, 2 and 3, and treatment-center 3 were opened in period 1 and were kept open throughout the entire planning periods. The production and purchasing schedules are shown in Tables 8 and 9 , respectively. The amount of returned products shipped from collection-centers to treatment-center 3 is shown in Table 10 , and the amount of components shipped from treatment-center 3 to the manufacturer is shown in Table 11 . For example, the amount of returned commodity-1 shipped from collection-center 1 to treatment-center 2 was 1422 in period 1.
The exact solution approach using Lingo global solver was only able to solve problem types 1 an 2 optimally. However, it failed to produce global solutions for problem types 3 to 6 after 10 h of computational time due to the complexity of the problem structure.
For problem types 1 and 2, the gaps between the heuristic solutions and global solutions, as well as those between the CPLEX solutions and the global solutions in terms of solution qualities and computational times for problem types 1 and 2 are shown in Tables 12 and 13 , respectively. The criteria of performances considered were the quality of the total logistics cost and the amount of CPU time (s). The solution percentage gap, defined as 100 (HGA (or CPLEX) solution -global solution)/(global solution) percentage points, was used to evaluate the solution quality of the HGA (or CPLEX) for samll size problems. The symbols of S-CG and S-HG are used to represent the solution percentage gaps between the exact solutions obtained by Lingo global solver and CPLEX's feasible solutions, and between the exact solutions and the HGA's feasible solutions, respectively. In addition, the time gap, (defined as the CPU time used by Lingo global solver -the CPU time used by HGA or CPLEX), was used to evaluate the efficiency of the proposed heuristic. In terms of running time, from Table 12 , we see that the average computational time to solve test cases in problem type 1 are 9.2, 2.8 and 27.1 for Lingo Global solver, CPLEX solver and HGA, respectively. We can also conclude from Table 12 that CPLEX outperformed HGA, and the Lingo Global solver outperformed HGA for problem type 1. From Table 13 , we see that problem type 2 was solved in an average of 164.2, 7.1 and 135.2 seconds by the Lingo Global solver, CPLEX solver and HGA, respectively. From Table 13 , we see that CPLEX outperformed the HGA, and HGA outperformed the Lingo Global solver for problem type 2. In general, either approach will need more computational time to solver the testing problems when the problem size increases. However, we can find from these two tables that the time needed by HGA and CPLEX grow slower than the Lingo global solve.
In terms of solution qualities, we observe from Tables 12 and 13 that both HGA and CPLEX obtained the optimal solutions for all test cases in problem types 1 and 2. Therefore, in terms of solution qualities, both HGA and CPLEX performed well for problem types 1 and 2.
For problem types 3 to 6, since we failed to produce optimal solutions after more than 10 CPU hours, the feasible solution obtained by HGA was compared to those found by CPLEX solver. The percentage gap, defined as 100 (CPLEX solution -HGA solution)/(CPLEX solution) percentage points, is used to evaluate the solution quality of the HGA. In addition, the time gap (defined as the CPU time used by HGA -the CPU time used by CPLEX), is used to evaluate the efficiency of the proposed heuristic.
For problem types 3 and 4, we observe from Tables 14 an 15 that except for problem instance 1 of problem type 3, the feasible solutions found by HGA are all better than or are in par with the feasible solutions found by CPLEX solver. In addition, the average CPU time used in finding feasible solutions by HGA was much slower compared to the average times used by CPLEX solver. Therefore, from Tables 14 and 15, we also found that CPLEX outperformed HGA with respect to computational time in most cases. 2. In problem types 3 and 4, comparing the HGA's feasible solutions with CPLEX's feasible solutions, we found that HGA is better than CPLEX solver in most problem instances in terms of solution quality. In terms of computational time, CPLEX solver is still superior to HGA. 3. The CPLEX solver can not produce feasible solutions over 10 h. However, the proposed HGA can still produce feasible solutions. We compare HGA feasible solutions with associated lower bounds and found that HGA's feasible solutions are very close to low-bound costs. 4. As for the computational efficiency, Tables 12-17 illustrate that the computational time used by the HGA method range from 27.1 s to about 3.41 h as the problem size increases, and the growth rate is moderate. This implies that the proposed HGA algorithm is scalable against problem complexity.
Conclusion
Many firms have begun to incorporate reverse logistics into their supply chain systems since they are not only able to fill customers' demands but also improve corporate images. In terms of product flows, integrated supply chains consist of both forward flows and reverse flows. In forward flows, production and material purchasing schedules have great effects on the performance of production management since unsuitable schedules usually lead to high inventory cost. In reverse flows with dynamic facilities, the timing for opening/closing of facilities and the amount of shipping between facilities have an important influence on firms' efficiency since poorer shipping strategies result in high warehousing and transportation costs. In this study, a supply chain problem with a forward and reverse logistics network was formulated and an efficient heuristic was developed. The problem studied here is formulated as an integer linear model with multi-periods, a dynamic reverse logistics system, multi-commodities and capacitated facilities. The model introduces the possibility of opening and closing a facility more than once during the planning horizon. It also considers explicitly not only leasing and operating costs but also start-up costs incurred when reopening facilities. Since such a problem belongs to a class of NP hard problems, a hybrid genetic heuristic approach was developed in order to solve a realistically sized problem. We report computational results which show the gaps between the feasible solutions that we proposed and the lower bounds of the optimal solution and exact solutions. The values of the gaps and the computational times shown in Tables 12 to 17 indicate that the proposed HGA is capable of producing optimal solutions for small size problems, solving large size problems and producing good feasible solutions which are very close to low-bound costs for large size problems that CPLEX solver fails to produce feasible solutions. Generally, a facility may be dedicated or flexible. In the first case, the facility can only supply its local market while the later can supply not only its local market but other markets as well. In this study, we consider a case in which a collectioncenter is the dedicated facility of an assembly center. However, the model also can be transferred to cases in which a collection-center is a flexible facility. This can be done by eliminating the variable and the constraints of equations (2.19) to (2.22) and equations (2.25) to (2.28), and increasing the following constraints:
