Abstract. Several concepts of dimension have been developed to characterize properties of chaotic trajectories. To estimate parameters of chaotic dynamical systems a measure to quantify the likelihood function of chaotic variability (the 'distance' between different trajectories) is needed. We review problems encountered by previously used method and propose a method related to the correlation dimension concept. The major advantage of the new construct is its insensitivity with respect to varying initial values, to the choice of a solver, numeric tolerances, etc. A way to create the statistical likelihood for model parameters is presented, together with a sound framework for Markov chain Monte Carlo sampling. The methodology is illustrated using computational examples for the Lorenz 63 and Lorenz 95 systems.
1. Introduction. The standard way of estimating parameters of dynamical systems is based on the residuals between data and the model responses, both given at the time points of the measurements. Supposing the statistics of the measurement error is known, a well defined likelihood function can be written. The maximum likelihood point is typically considered as the best point estimator, and it coincides with the usual least squares fit in case of Gaussian noise. The full posterior distribution of parameters can often easily be sampled by Markov chain Monte Carlo (MCMC) methods, see [15] , [1] , [2] . The estimation of the parameters of chaotic models can not be performed in this way. After an initial time period of deterministic behavior, the model responses, even with just slightly varying initial condition or settings of a numerical solver employed, diverge so that the concept of a given model response at a given time point loses the meaning. In this sense, there is no unique model trajectory corresponding to a fixed model parameter vector. Various attempts have been proposed to circumvent this problem. The closure parameters of a large scale climate model, ECHAM5, were studied in [3] using several summary statistics, such as temporal and spatial averages of the key balance factors of the climate, as the cost function. While parameter estimation by MCMC was technically possible to perform, the results remained inconclusive. The reason was the difficulty of selecting the cost function terms that would be sensitive enough with respect to the closure parameters. Moreover, even if spatiotemporal averages were used for the climate model summary statistics, the underlying chaoticity of the model implied a non-smooth dependency of the cost function as a function of the parameters. In [10] a filtering approach was used to formulate the likelihood function. The Lorenz 95 model, used there as the test case, clearly exemplifies the chaotic nature of the summary statistics as cost functions. The filtering based likelihood removes this problem. However, certain questions of bias and interpretation of the results remain.
Fractal dimension of a chaotic attractor of a dynamical system, i.e., of a set in the phase space to which all the system trajectories tend as time increases to infinity, can be computed using a number of different approaches and formulas. The notion of a fractal dimension is extremely important since, e.g., it allows one to estimate (from below) the number of phase variables needed to describe complex, chaotic, behavior of dynamical systems solutions. Among most popular dimensions commonly used in the analysis of chaotic attractors we can mention topological dimension, Hausdorff dimension, correlation dimension, information dimension, etc. (see, e.g., [16] ).
Correlation integrals are widely used for verification of quality of chaotic attractors reconstruction from the time series, which may be both obtained experimentally or produced computationally from certain model simulations with model parameter values corresponding to chaotic model behavior. By reconstruction here we mean some way of identification of properties of an underlying dynamical system which could have produced the observed (or computed) time series. Correlation integrals, in the form of approximating them correlation sums, enter the formula for estimation of correlation dimension. Usually, the parameters of the reconstruction, such as the minimal number of phase variables and the minimal time delay used in the process of choosing the appropriate phase variables, are being selected in a way that produces some limiting value of correlation dimension, approximating the true value of reconstructed attractor dimension, which does not change when reconstruction parameters are further increased from their minimal acceptable values.
The estimation of correlation dimension using correlation integral was proposed in 1983 by Grassberger and Procaccia [17] , [18] . It is one of the most popular methods for estimation of fractal dimensions for chaotic attractors from various time series found in numerous applications. Since it involves large volume of computations (O(N 2 ) operations), a number of results were later obtained to develop more effective algorithms of its realization (see, e.g., [19] , [20] , [21] , and others). Statistical interpretation of correlation integral is mentioned in [22] .
Instead of the fractal dimension of a given trajectory, however, our interest here is to define a concept to measure the "distance" between different trajectories arising due to different initial values or model parameters. This can be done by a natural generalization of the correlation integral concept. We derive a cost function that takes into account the chaotic variability, i.e., the fact that a fixed model parameter corresponds to no single trajectory, but a set of solutions depending on slightly varying conditions, such as initial values of the state vector, the numerical solver used, or the tolerances of the numerical solver. The aim is to characterize such natural "within variability" of a system with a given model parameter and compare it to the "between variability" of trajectories created with different model parameter values. The cost function presented here remains stochastic, but in a controlled way, with small enough variability to allow routine MCMC runs. In the low dimensional case of Lorenz 63 the sampling results can be directly verified. The test model of Lorenz 95 demonstrates how the method can be implemented for higher dimensional weakly coupled systems.
2. Cost functions for chaotic systems. Chaotic dynamical systems are characterized by high sensitivity with respect to model parameters or initial values of the state vector. Extremely small changes of these values, within ranges that for any practical relevance, such as measurement accuracy, would be considered negligible, may lead to completely different simulated trajectories. So, classical parameter estimation approaches based on direct comparisons of model simulations and observations at respective time points, such as in the traditional least squares approach, are meaningless for long enough time intervals. Fig. 2 .1 illustrates this situation for a component of the well-known Lorenz 95 system: starting from practically the same initial values the solutions diverge after an initial deterministic time interval. Here we first briefly review some of our earlier experiences with estimating parameters of chaotic systems.
2.1. Summary statistics for a climate model. Models for weather prediction and climate research are examples of high dimensional systems where parameter estimation is currently needed, as they contain closure parameters to which the climate model behavior is sensitive. These parameters appear in physical parameterization schemes where some unresolved variables are expressed by predefined parameters rather than being explicitly modeled. Typically, best expert knowledge is used to define the optimal closure parameter values, based on observations, process studies, large eddy simulations, etc. A more systematic approach is to summarize observations and include model simulations into statistical cost functions, typically using temporal and spatial averages, and employ numerical optimization. See [11] and [12] for recent examples. In [3] the option of closure parameter estimation with MCMC sampling was studied using the ECHAM5 atmospheric general circulation model (GCM). Several ECHAM5 closure parameters were considered, which were related to physical parameterizations of clouds and precipitation. The choice of the parameters was motivated by their substantial influence on model cloud fields and, therefore, on the radiative fluxes at the top of the atmosphere (TOA). Five alternative formulations of the objective function were tested, all of which were related to the net radiative flux at the TOA in the ECHAM5 model.
The approach was implemented using summary statistics, cost functions based on monthly global and zonal net radiation averages. Adaptive MCMC together with CPU saving methods [4] were used to estimate parameters related to cloud formation and precipitation. In addition, the identifiability of the parameters was studied by using synthetic data. Fig. 2 .2 reproduces a typical sampling result for four parameters. The cost function used here consists of a combination of annual and monthly mean radiative fluxes together with zonal mean values of monthly mean net fluxes, with residuals calculated as differences from the ERA-40 reanalysis data. For more details see [3] , where this combination was found to be the best among the summary statistics tested. By the experiences of [3] and [4] we may observe that MCMC could technically be successfully applied even in case of a large, computationally expensive model such as ECHAM5. However, the choice of the cost function was difficult, and the cost functions employed could not identify the parameter posteriors in a satisfactory manner. An additional challenge is introduced by the chaotic nature of the simulations. In the summary statistics approach the problem is alleviated since the statistics over spatial averages and long time simulations are less variable. However, the problem does not disappear. In Fig. 2 .3 the non-smooth character of the above summary cost function is illustrated by calculating the values over a regular grid of two closure parameters. Quite different cost function values are obtained in a very small neighborhood of the parameter values. While clear trends emerge when the parameter variations are large enough, the 'spiky" behavior persists even then.
Another option is to use statistical data mining methods to create cost functions that would be most sensitive with respect to the studied closure parameters. Various attempts were made, basically by regression analysis between orthogonal projections of the high dimensional state space and the parameters. While certain improvements were achieved, no essential solution to the identification problem could be reached.
These approaches were further studied in [10] and covariances of neighboring computational nodes). The spiky behavior of the cost function was pronounced again.
Likelihood by State Space filtering.
A way to deal with chaotic dynamics is to constraint the calculations to time intervals that are short enough so that the chaotic divergence does not take place yet. This leads to estimating the initial values of the state vector to agree with data for each such interval, i.e., to follow the trajectory that agrees with measurements. In many cases, weather prediction being the prime example, the model parameters are kept fixed but the initial states of the model are fitted to the measured data on the respective time interval. This approach is often called data assimilation in meteorology.
For model parameter identification one may employ the approach by splitting the time interval of observations into several subintervals, each in the "deterministic range" of the system. Instead of dealing with a high dimensional problem, with both the model parameters and initial values of all the subintervals to be estimated, one can "integrate out" the initial values to get a cost function that only depends on the model parameters. The standard Kalman filter provides a tool for this. Indeed, for the estimation of parameters of time series the method was presented shortly after the introduction of the Kalman filter. The method can be implemented without bias for linear SDE (stochastic differential equations) systems as well, see, e.g., [13] .
In [10] this approach was implemented for nonlinear chaotic dynamics. Using a Gaussian filter, the filter likelihood can be written as
where r k is the prediction residual and C r k is its error covariance matrix produced by a Gaussian filter; see, e.g., [10] for details. Using these residuals the likelihood function (2.1) can be evaluated as the filter evolves. Another option is to treat the 3 2 1 40 39
FORECAST MODEL: unknown parameters simply as additional model state components, which often is referred to as state augmentation. See again [10] for more discussion and [29] for a recent application using an ensemble filter.
A fully deterministic filter (e.g., the extended Kalman filter) has the benefit of producing a smooth, non-stochastic likelihood function. Note, however, that the linearizations must be used for the model and observation operators, which might imply bias. Also, for a large scale models the linearizations have to be performed by the tangent linear and adjoint codes, which often lead to tedious programming. Several other filtering methods instead of the extended Kalman filter can be used. Ensemble filters are free of linearizations but are often based on randomizing the ensemble members and data, which again leads to stochasticity of the cost function.
Various cost functions based on filtering were tested in [10] using the parameterized Lorenz 95 as the toy model. The model consists of two subsystems x k , k = 1, 2, ..., K, and y j , j = 1, 2, ..., JK where the "slow" state variables x k are affected via a local coupling by the "fast" variables y j , j = J(k − 1) + 1, ..., Jk, see Fig. 2 .4. Both subsystems are chaotic, but for typical parameter values used, the deterministic time window is much shorter for y j than for x k . Fig. 2.4 and Fig. 2 .5 illustrate the system and its solutions' behavior. Often the full system is used to create the measured "truth", which is then modeled by the slow variables only, replacing the effect of the fast variables by an empirical regression. In [10] 
was used for that purpose. As demonstrated in [10] , the likelihood based on filtering, indeed, provides a way to estimate parameters of a chaotic dynamical system. However, the filtering methods introduce additional tuning parameters, depending on the filtering method. One has to select the length of the assimilation time window, the model error covariance matrix or covariance inflation, the number of the ensemble members, the method of how to create or update the ensemble, etc. All these selections have their impact on the model parameter estimation and create more or less bias.
Yet another approach that is based on evaluating the behavior of the model on short, non-chaotic, time intervals was introduced in [6] , [7] and applied to full-scale weather prediction models in [8] and [9] . The idea here is to integrate parameter perturbations in the EPS (Ensemble Prediction System) calculations employed in operational weather prediction. The motive of the basic form of EPS is to perturb the initial values of a weather prediction model to create an ensemble of predictions that would capture the uncertainty of the prediction. The approach implemented in the EPPES (Ensemble Prediction and Parameter Estimation) algorithm is to additionally perturb the model parameters via a Gaussian hyperdistribution, and use importance weights based on the predictive skills to adapt the center and covariance of that distribution. This approach can be fully integrated with existing EPS, with practically no additional CPU costs. The method has been shown to improve many components of the operational skill scores that are used for evaluations of weather predictions. However, the calculation of the importance weights requires a selection of the cost function, which still is an open question.
3. Metric based on generalized correlation integrals. The challenge of estimating parameters in chaotic systems is related to the fact that a fixed model parameter does not correspond to a unique model integration, but to a set of quite different solutions as obtained by setting slightly different initial values, selecting numerical solvers used to integrate the system, or tolerances specified for a given solver. But all such trajectories should share the key characteristics and should be considered as being the "same". The key question thus is: how to define a practically computable "distance" concept for chaotic trajectories? None of the above discussed methods directly address this core question; rather they try to circumvent it by various means. A construct involving slightly modified (generalized) correlation integrals may be used to estimate how close in some averaged sense, e.g., the two trajectories in a phase space (corresponding to two different sets of initial conditions and/or parameter values) are. Generalized correlation integrals provide a natural way to describe the distance between chaotic attractors corresponding to different parameter values.
Let us recall first the notion of Correlation Integral. Denote by s i , i = 1, 2, ..., N, the points of a trajectory vector s ∈ R n , evaluated at time points t i . If for R > 0 we set
where the norm corresponds to Euclidean distance, then the correlation integral is defined as the limit C(R) = lim N →∞ C(R, N ). So, for a given R one takes the total number of points located closer to each other in a phase space than R, normalizes by the total number of pairs N 2 and takes the limit for large N . Note that for each N we have 1/N ≤ C(R, N ) ≤ 1. Now if ν is the dimension of the trajectory, one should have
The Correlation Dimension ν is defined from this relationship as the limit
3.1. Numerical estimation of Correlation Dimension. In numerical practice, we can use a finite time interval [0, T ] on which a sample s i of the trajectory vector is evaluated at a finite number of time instants t i , i = 1, 2, ..., N . Instead of taking a limit R → 0 the correlation dimension may be approximated by a log-log plot obtained by computing log C(R) at various values of log R.
So, in order to estimate numerically the correlation dimension, a number of selections have to be made as listed below:
• The length T of the time interval of integration of the system.
• The number of points N taken as samples s i of the state.
• The maximum radius R 0 , large enough for each ball B(s i , R 0 ) to contain all the points s j , j = i. N ) and create the log-log curve log C(R k , N ) vs log(R k ), k = 1, 2, ...N . Finally, the estimate ν is obtained from the linear part of the slope.
Each of the above selections of the "tuning parameters" of the method affects the numerical output of the procedure. Moreover, one should remember that the simulations of the system are not deterministic, i.e., that perturbations of initial values, etc., cause variability to the result of the estimation. However, the log-log curve integrates the information contained in the trajectory in a way that suppresses the variability considerably.
Typical default choices to create the radius values are M = 10 and b = 2. With a few trials one can find a suitable R 0 , and a value of M that makes R M = b −M small enough so that the limiting value of log(1/N ) is reached. Fig. 3.1 3.2. Distance between trajectories by generalized correlation integral vectors. Correlation dimension is one of the standard methods to calculate the dimension of a (chaotic) trajectory. Here, we want to modify the notion of correlation integrals entering the definition of correlation dimension to get a measure for the distance between two different model trajectories, as given with different initial values, different choices of model parameters, or both. As a tool for this purpose we use a modification of the correlation integrals. As above, we fix the numerical tuning factors (T ,N ,R 0 ,b,M ) to cover the range of the trajectory s. The generalized correlation sum between trajectories s = s(θ, x) ands = s(θ,x) is then defined as
where θ,θ denote the respective model parameters and x,x the initial values. For θ = θ,x = x the new formula reduced to the original definition (3.1) of the correlation sum. Due to chaoticity, even small differences in initial values or numerical solvers change the trajectories. We want to separate this internal or 'natural' variability of a chaotic model from the 'true' difference between models which are run with different parameters. In statistical language, we might speak of the 'within variability' due to chaos for a fixed model, against the 'between variability' of model trajectories obtained with different model parameter values.
In order to estimate the internal variability we repeatedly simulate the trajectory with varying initial values, i.e., compute samples of the vectors C(R, N, θ 0 , x, θ 0 ,x). Here θ 0 is a fixed model parameter vector that we are interested in, and x,x denote the perturbed initial values. Indeed, we might randomize other factors that create chaotic divergence as well, such as ODE solvers or solver settings. However, to better illustrate the basic ideas we only consider initial value perturbations. Fig. 3 .2 exhibits a number of resulting log-log curves for the Lorenz 63 model, together with the respective standard correlation dimension curves. Note that for large enough radius values the standard and modified curves practically coincide, while large differences emerge for small enough values. Also, the variability of the generalized correlation integral curves is pronounced for small distances, while the variabilities of the respective correlation dimension curves diminish as the curves tend towards the constant log(1/N ). This is natural, as the overall shape of the trajectories remains the same, while the details at small distances change. Typically, no points are found from the other trajectory any more as the radius R k gets small enough.
To summarize, the correlation integral vectors in Fig. 3 In what follows, we use the short notation y = C(θ 0 , x) for such samples. The effect of the tuning factors is discussed together with the numerical examples.
Likelihood function for parameter estimation.
We may treat the vectors y = C(θ 0 , x), as measurements of the chaotic behavior of a model with a fixed model parameter vector. A natural question then is how "unique" the trajectories are with respect to the model parameters. In other words, we want to find the distribution of all the parameters that fit the "measurements" y, i.e., are such that the variability due to the difference in parameter values is indistinguishable from the chaotic variability of the system with a fixed parameter. For this purpose we study the statistics of y to construct the likelihood for the parameters θ.
We create the statistics for the random vector y = C(θ 0 , x) from a training set obtained by running the model a sufficient number of times with different initial values x. The statistics of the vector y is unknown, but can be estimated empirically using the training set. Note that due to chaoticity and perturbed initial values, the likelihood evaluation is still non-deterministic, but with compressed noise due to the limited variability of the vector y. The parameter posteriors can be constructed with MCMC methods. Next, we want to give a statistical framework for the sampling algorithm.
3.4.
Inference with generalized correlation integral as a pseudo-marginal MCMC algorithm. As discussed above, we perturb the initial values x for each evaluation of the dynamical system, which leads to a stochastic likelihood. We employ a recent development in the theory of Markov chain sampling in order to cast the parameter sampling in a statistically correct setting. We can interpret our approach as a sampling from the distributions of the initial values and model parameters. If the likelihood function of y, evaluated for an arbitrary θ, is denoted by T θ0 (θ, x), we have a target distribution
for θ, where λ(x) is the distribution of the initial values x. In our situation, T θ0 (θ, x) is unknown, but an empirical approximation for the statistics of y = C(θ 0 , x) can be created with repeated simulations.
The method we implement is based on a bivariate Markov chain (θ n , T n ) n≥0 , where T n are auxiliary variables that are non-negative unbiased estimators of the target density π(θ n ). In other words, the method is a pseudo-marginal algorithm targetting π [24] .
The algorithm starts from a pair (θ 0 , T 0 ) and iterates the following steps for n ≥ 0: 1. Propose θ = θ n + Z, where Z is sampled from a Gaussian proposal distribution . 2. Propose x ∼ λ and calculate T = T θ0 (θ , x ). 3. With probability min 1, T /T n accept and set (θ n+1 , T n+1 ) = (θ , T ); otherwise reject and set (θ n+1 , T n+1 ) = (θ n , T n ). In the numerical examples below, it is easy to see that T is indeed non-negative, and that the conditional expectation of T given θ is π(θ ). Therefore, the method provides correct simulation in the sense that the ergodic averages n −1 n k=1 f (θ k ) converge to π(f ) almost surely given minimal irreducibility and aperiodicity assumptions [24] , [26] . We note that our method can be seen as an instance of the more specific grouped independence Metropolis-Hastings (GIMH) algorithm of Beaumont [25] .
Numerical Experiments.
In this section we present numerical examples for the 3-dimensional Lorenz 63 and the higher dimensional Lorenz 95 models. For convenience, here we include the system of equations describing Lorenz 63 model:
Below, in the case of Lorenz 63 model, we use notation s i = s(t i ) to denote the points belonging to one trajectory (where s(t) = (X, Y, Z) T ) and we uses i =s(t i ) to distinguish the points belonging to another trajectory obtained by solving (4.1) with some different choice of initial conditions, parameter values, etc.
Lorenz 63.
For the Lorenz 63 system we start by constructing an empirical approximation for the likelihood of the random vector y = C(θ 0 , x). As for the underlying parameters (T ,N ,R 0 ,b,M ) we first use the standard settings, M = 10, b = 1.8. We select R 0 large enough to ensure that the largest balls B(s i , R 0 ) contain the trajectory pointss j for all i, j. The interval of integration is [0, T ] with T = 500, and N = 2000 points are selected for samples of s i , i = 1, 2, ..., N . Fig. 4 .1 exhibits an example of the simulated curves and selected state vectors s i with these settings. See Table 4 .1 for a summary of the numerical parameters used. Fig. 3.2 gives the respective training set for the vectors y = C(θ 0 , x).
As for the statistics of the vectors y evaluated for M different radiuses R k , one might try a Gaussian distribution in the M dimensional space. We can easily calculate the mean value µ 0 and covariance matrix Σ 0 of the training set. To test the Gaussian hypothesis, we compute the statistics of the expression (µ 0 − y)Σ −1 0 (µ 0 − y) which should obey the χ 2 distribution for a Gaussian y, Fig. 4.2 give the density functions of the χ 2 distributions and the respective empirical histograms of the expression in (4.2) for two different values of M . We can observe a good match in both cases. So, the Gaussian likelihood estimated from the training set is employed in the numerical examples. That is, the non-normalized likelihood in this case is given as T θ0 (θ, x) = exp (J(θ, x) ), where J(θ, x) stands for the quadratic form
with µ 0 and Σ 0 given by the training set, and where we write y as a function y = y(θ, x) of θ and x. To construct the parameter posterior distribution we use standard adaptive MCMC sampling methods, see [1] , [2] . Posteriors for the parameters are illustrated in Fig. 4.3 . The parameter posteriors turn out to be rather Gaussian as well, also in full 3D, as may be verified again by the χ 2 3 distribution. Moreover, the acceptance rate of the MCMC sampling is around the optimal 35 % accepted from all the proposed candidates. Note that each sample is evaluated with randomized initial values, and there is the option of averaging the stochastic response vector y(θ, x) over several simulations. Here, however, the MCMC sampling works without any problem with just one simulated trajectory for each sample.
For the 3D Lorenz system we can also directly verify the results. The likelihood is constructed so that the sampled posterior should consists of parameters for which the respective model simulations are within the chaotic variability of the fixed model. To test this we find the extreme tails of the sampled parameter set by projections to the principal components of the sample set, and calculate the state trajectories for such parameter values. Fig. 4.4 illustrates the verification points selected.
In selected along the principal axis and located at around twice the distance from the posterior center compared to the previous case . While the trajectories are still mostly intermixed, the 'butterfly wings' are now clearly separated; see the upper left corner in Fig. 4.5 (d) .
Remark 1. The likelihood depends on several "tuning" parameters, the values set for (T , N , R 0 , b, M ), as well as, in principle, on the size of the initial value perturbations. The correlation integral curves may be regarded as "measurements" of the chaoticity of the system. Here, as always, the results of parameter estimation naturally depend on these "measurements". Above, we have used the tuning parameter values typically suggested in the literature to numerically estimate the correlation dimension of a given trajectory. The choice of R 0 and b for a given M is straightforward and dictated by the shape of the correlation integral curve (see Fig. 3 .1 as an example) tending from log(1/N ) to 0. Computational experiments indicate that increasing the values of T and N leads to reduction of variability of the cost function while increasing M tends to increase the variability. On the other hand, increasing the number of radiuses provides more detailed data about the trajectories and thus shrinks the sampled parameter posteriors. The magnitude of initial value perturbations plays almost no role, as long as we stay within the same domain of attraction. Procedures for making optimal choices of tuning parameter values for estimation of classical correlation dimension are extensively discussed in the literature; see, e.g., [27] , [28] .
Remark 2. Note that with K model simulations we get K(K − 1)/2 trajectory pairs, and the same number of samples for y, so the number of training vectors grows rapidly with K. So, only a modest number of simulation runs are needed to estimate the empirical statistics of the curve y = C(θ, x).
Remark 3. As noted in the Introduction, a standard least squares fitting to data around a given chaotic trajectory loses meaning due to divergence of the trajectories. Technically, standard MCMC sampling can still be done even for such a situation. However, the result will be a "Swiss cheese" style parameter posterior, as small changes lead to large variations in the cost function. The likelihood based on the correlation integral vectors avoids this phenomena: all the points inside the sampled posterior are acceptable in the usual sense of a parameter posterior distribution.
Lorenz 95.
Next, we study how the generalized correlation integral vector applies to a chaotic higher dimensional system. We employ the Lorenz 95 system, see Fig. 2.4 . We create the statistics for the correlation curve by repeatedly running the system with varying initial values and fixed model parameters. The selection of the factors used for the generalized correlation integral vectors calculations is given in Table 4 .1. Again, it turns out that the variability of the correlation curve can be represented as a Gaussian likelihood with mean and covariance empirically computed by the sample curves.
First, we use the 'Forecast' mode of the system only. We give the function g(x k , θ) as g(x k , θ) = θ 1 + θ 2 x k , k = 1, 2, ..., 40 and specify the 'true' parameter values by θ 0 = (2, 0.1). Similar to the Lorenz63 case, we run the training set for the vectors y = C(θ 0 , x) with varying initial values x. It turns out that the parameter sampling is straightforward again. Fig. 4 .6 represents the sampled values for the unknown parameter θ. In order to study the parameter estimation in a more complex situation, we use the "Nature" mode of the system as given in Fig. 2.4 . So, we employ both the 'slow' and 'fast' subsystems as given by the components x k and y j . We study the posterior distribution of the two parameters F and h using the values given in Table 4 .1 as the "true" model parameters.
First, we compute the correlation distances for the likelihood using the whole system as the state, s = (x k , y j ). Fig. 4.7 shows the resulting 2D parameter posterior. We see that there is a strong positive correlation between the parameters. This is natural, as the parameters act in opposite ways in the right hand side of the equations for the components x k .
The parameter h couples the subsystems x and y together. For a small h the subsystems are only weakly coupled. Also, the size and time scales of them are quite different. For such situations it might not be reasonable to try to calculate a correlation dimension for the whole system, but do it for the weakly coupled subsystems separately (see [23] for related discussion on the realism of computing the correlation dimension for climate systems). We then rather construct two separate correlation curve training sets for x and y, respectively. The expected values and covariances matrix approximations can be empirically calculated as before. We again verify empirically that the weakly coupled subsystems have independent Gaussian likelihoods, so the full likelihood is obtained as the product of the two Gaussians. Fig. ? ?, the right side picture, shows the posterior of the parameters F, h when sampled in this way. Clearly, the more detailed information provided by separate correlation distance curves yields improved parameter posteriors, now the parameters are not as correlated as in the previous case.
Conclusions.
In this paper we introduced a natural generalization of the classical correlation integral concept. The, so-called, generalized correlation integral vector may be used to measure the variability of a chaotic system with given model parameters as well as a to measure the distance between chaotic trajectories described by the same dynamical system, but computed for different parameter values. The approach provides a likelihood for the pseudo-marginal MCMC approach that can be employed for construction of the posterior model parameter distributions and ultimate chaotic model identification.
The non-standard feature here is that no measured data is directly used for parameter estimation. Instead, we assume that some "basic" model parameters are given, and we want to determine the posterior of parameters that would produce essentially the same chaotic dynamics. As a background motivation we mention the reanalysis studies of weather and climate models, like the ERA-40 data and ECHAM5 model discussed earlier. These studies combine past real data and model predictions to achieve the best present understanding of the systems. Our aim would be to characterize the parameter distributions of the reanalyzed models, such as the closure parameters discussed in the introduction, that fit the "climatology" of long time runs of a given climate model. Such distributions can be further used to quantify the uncertainty of model predictions with respect to the given parameters. This can be done by ensemble simulations under various scenarios, such as increased CO 2 levels.
Here we only addressed some basic features of this novel approach to characterization of chaotic models' parameters. We used widely known chaotic systems, Lorenz 63 and Lorenz 95, to illustrate our findings. More work is being done currently on more detailed theoretical justification of the procedures described in this paper and on applying the methodology to more complex applied problems, e.g., related to climate modeling and weather predictions. The results of this ongoing research will be published soon elsewhere.
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