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A B S T R A C T
Terrain generation is a fundamental requirement of many computer graphics simulations, including computer
games, ﬂight simulators and environments in feature ﬁlms. There has been a considerable amount of research in
this domain, which ranges between fully automated and semi-automated methods. Voxel representations of 3D
terrains can create rich features that are not found in other forms of terrain generation techniques, such as caves
and overhangs. In this article, we introduce a semi-automated method of generating features for volumetric
terrains using a rule-based procedural generation system. Features are generated by selecting subsets of a voxel
grid as input symbols to a grammar, composed of user-created operators. This results in overhangs and caves
generated from a set of simple rules. The feature generation runs on the CPU and the GPU is utilised to extract a
robust mesh from the volumetric dataset.
1. Introduction
Generation of terrains can be a particularly important process when
creating realistic representations of virtual worlds, as found in com-
puter graphics simulations, feature ﬁlms and computer games with
outdoor environments. So far, there has been a considerable amount of
research in this domain, which ranges between fully automated and
semi-automated methods.
While it is now feasible to create massive virtual worlds, the tasks of
designing the terrain, populating the world with content, and, ﬁnally,
ensuring it does not feel empty or barren, continue to be very time
consuming processes. Procedural content generation (PCG) has many
applications and has proven valuable to designers due to its ability to
algorithmically produce content such as the generation of textures,
geometry and animations [1] so it can greatly improve the cost eﬃ-
ciency of populating a virtual environment. PCG will be used in this
research to assist designers and shorten the length of time to create
large scale landscapes.
Traditionally, terrains are deﬁned by their surface details using a
texture-based approach representing a top-down, two-dimensional
view, called a heightmap. However, the details beneath the terrain
surface have a signiﬁcant impact on how the terrain is formed and its
eventual appearance. This research uses volumetric data to represent
terrain. This is important as it provides meaning to the details that are
not visible to the user. Various factors, such as soil type and material
density, govern how terrains are created in the real world. This can be
modelled accurately when a voxel-based approach is utilized. A further
advantage of this approach is that both constructive and destructive
methods to terrain creation can be adopted without being concerned
about real-time polygon mesh editing, i.e. a surface can be extracted
from the voxel data after the data has been constructed to the designer’s
liking.
This article proposes a procedural, voxel-based approach to assist
users in the generation of key terrain features, such as overhangs and
caves. The presented method expands the concept of shape grammars to
a volumetric space and explains the process employed to create terrain
features. We develop speciﬁc rulesets that are applied over a voxel
dataset in order to create such features on the CPU. We also describe
some good practices to be utilised when developing these rulesets. The
ﬁnal terrain mesh is generated at real-time frame rates by using our
GPU-based surface nets algorithm. Furthermore, we present timings
and memory usage from our results for the generation of the voxel data
using diﬀerent rulesets plus the performance statistics of our GPU
surface extraction algorithm.
This research has been carried out in collaboration with Sony
Interactive Entertainment Euro Research and Development (SIE Euro R
&D), working with their proprietary game engine PhyreEngine™ [2]. We
also thank NVIDIA Corporation for their hardware donation of a Titan X
GPU.
2. Related work
In this section previous work related to the formation of volumetric
terrain is brieﬂy reviewed. The proposed method involves aspects of
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multiple domains, including terrain creation, data structures to manage
voxel datasets and rule-based procedural generation methods.
2.1. Terrain
3D games and simulations set in an outdoors environment often
need to represent terrain. Terrains for these applications need to be
rendered at real-time frame rates as the user should be able to navigate
the virtual world without waiting for the terrain to draw to the screen.
Modern GPU architectures have been designed to handle processing
polygons quickly and, as such, most terrains are rendered using polygon
meshes. However, terrain data can be represented in multiple ways,
including the manipulation of vertices of a grid mesh directly (which
this article refers to as polygonal terrain) and as volumetric terrain by
storing and editing the type of terrain present at speciﬁc points in 3D
space. It should be noted that volumetric terrain is still commonly
rendered as a set of polygonal meshes generated by applying various
surface extraction methods on the voxel representation of the terrain.
This is necessary as volumetric data can become inordinately large at
higher grid resolutions. A polygonal mesh that provides an accurate
representation of the surface of the data and falls within the constraints
of a GPU is important, especially for real-time rendering.
Heightmaps (and their extensions) have been used extensively to
represent terrains as they provide a very intuitive method of designing
outdoor environments. Heightmaps are two-dimensional textures that
store height values at each texel which are, in turn, used to displace
vertices on a pre-allocated polygonal grid mesh. A comprehensive
survey of such approaches can be found in [3].
While heightmaps are relatively straightforward and intuitive to
create terrains, some features of real-world landscapes can be more
complicated to generate using heightmaps alone. Features such as caves
and overhanging cliﬀs cannot be represented by single height values
and thus call for a diﬀerent method of creation. One workaround was
presented by [4], where an existing heightmap was warped using a ﬂow
ﬁeld. This resulted in overhanging terrain being generated in a simple
manner. However, the main limitation of this method is that a speciﬁc
vector ﬁeld needs to be deﬁned before the deformation takes place and
this can be a complex process.
Volumetric terrains can remove the requirement for workarounds to
create caves and overhangs and recreate these features eﬀectively with
greater control over the ﬁnal result. Many volumetric terrains are
stored and accessed as chunked data structures, seen in [5]. Storing the
data in this way splits it eﬀectively and allows for parallelism between
generation of chunks, dividing the workload of terrain generation
among several threads.
The work of [6] presents a method of combining the voxel-based
terrain as well as storing a signed distance ﬁeld. This means that
sculpting and approximating erosion can be trivially and eﬃciently
implemented to model more realistic terrains. The authors also in-
troduce a highly user-directed process, where procedural methods (i.e.
the erosion algorithms) are applied based on initial user input. Another
hybrid approach is presented in [7] which combines voxels and
heightmaps. This approach creates a coarse voxel grid that can re-
present caves and overhangs and splits the entire voxel grid into pat-
ches. The authors then extract the surface to form the polygonal geo-
metry required for rendering. The resulting geometry is subsequently
displaced by heightmaps assigned to each patch. The process allows
them to represent terrains with volumetric features, whilst maintaining
a low voxel grid resolution.
Signed distance functions (SDFs) can also be used for volumetric
rendering by storing functional representations of geometry at points in
3D space. This can oﬀer a wide degree of ﬂexibility and can scale well
due to its resolution independence. The work of [8] decomposes vo-
lumes into a hierarchical tree data structure containing partial SDFs at
each tree node. Constructing a suitable SDF for complex volumetric
features requires either the use of well-developed tooling solutions or
mathematically proﬁcient users. Furthermore, constructing robust me-
shes from SDFs can be a diﬃcult and slow process to perform on GPUs
[9]. Due to these complexities, we represent terrains using voxels and
have the advantage of direct and fast access to the underlying data.
2.2. Voxel management
A typical method of representing volumetric data is by utilising a
dense grid of voxels. However, terrains tend to model large scale
landscapes and representing them with a dense grid quickly becomes
prohibitively expensive in terms of memory usage. Therefore, it is
prudent to make use of data structures designed to ameliorate this
limitation. There are several sparse data structures available, which
have been successfully used in a variety of applications, such as fast
global illumination approximations [10] and ﬂuid simulation [11].
A simple, sparse grid structure is found in [12] that separates a large
voxel grid into a set of blocks containing a ﬁxed number of voxels.
When a voxel is inserted into the grid, the corresponding block is in-
spected. If the block is empty, then the algorithm allocates memory for
the entire block of voxels before inserting the voxel data. This scheme
can substantially save memory, particularly when the majority of the
voxel grid consists of empty space. However, this can also needlessly
allocate large amounts of memory when voxels are very sparsely dis-
tributed within the entire voxel grid, i.e. there are very few voxels re-
quired per block. This method is highly dependent on the type and
distribution of the input volumetric data and therefore requires some
experimentation to achieve optimal block sizes to minimize wasted
space.
A data structure for voxel storage that has come into fairly common
usage is the Sparse Voxel Octree (SVO). SVOs are used by [13] to create a
fast approximation to global illumination in real time scenes by con-
structing a two-part octree consisting of a node pool and a brick pool. The
node pool linearly stores the structure of the octree in contiguous
memory in order to maximize cache coherency when querying the data
structure. The brick pools contain bricks of voxels (sets of 33 voxels)
stored in 3D textures. Storing the voxel data in GPU texture resources
enables the algorithm to make use of hardware ﬁltering on the voxel
data to improve lighting quality. However, as the construction of the
data structure can be a somewhat slow process, scenes that require
considerable dynamic movement or regeneration are not handled par-
ticularly well with this method. As such, it is primarily suitable for
static scenes.
There are also a number of variations for SVOs, including a diﬀerent
decomposition of the resulting structure. The work of [14] achieves this
by storing child descriptors that contain index oﬀsets to memory lo-
cations in order to allow for quick access to each node’s children. The
ﬁnal memory footprint of an SVO has also been reduced by [15], by
removing redundant relationships between nodes in the tree and con-
structing the data as a directed acyclic graph. However, both of these
methods still have costly construction times and are therefore not sui-
table for scenes containing regeneration of geometry or other dynamic
properties.
A diﬀerent sparse data structure that can be used to store volumetric
data is the brickmap. Brickmaps have been used for raytracing, in both
oﬄine renderers [16] and, more recently, real-time rendering [17].
Brickmaps contain a sparse list of bricks where each brick contains
volumetric information for a small set of voxels. The key diﬀerence
between an SVO and a brickmap structure used for real-time raytracing
is that there are only two discrete levels used in a brickmap, a sparse
map for looking up bricks and a ﬁner resolution voxel grid, found in
each brick’s dataset. It is an eﬃcient data structure that can be quickly
rebuilt and is therefore useful for more dynamic scenes. This design
however does not save as much memory as a standard SVO.
Recently, a new sparse data structure, named VDB (Volumetric,
Dynamic B+) trees, was introduced [18]. It oﬀers a number of key
advantages to volumetric representations, such as good cache
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coherence and fast random access capabilities, including insertion,
traversal and deletion operators. These features in particular render it
appropriate for dynamically changing volumes.
2.3. Rule-based procedural generation
Procedural content generation (PCG) refers to the process of com-
putationally constructing assets in games and simulations, either from
the ground up or by oﬀering variations on an existing template. Many
PCG methods are noise-based and utilise predictable pseudorandom
number generation to produce varied results [1,19,20]. However,
noise-based PCG is usually a fully automated process which oﬀers de-
signers little control over how the generated terrain is structured. Other
PCG methods make use of a rule-based approach that consists of using
an initial input and a ruleset to generate diverse content, whilst still
constrained within the user deﬁned parameters. Rule-based systems can
be used to counteract the diminished control present in noise-based
methods.
Existing methods use the concept of grammars to govern the gen-
eration of content. A formal grammar consists of a set of axioms and
rules that recursively rewrite the initial state until a termination con-
dition is met. This may be until the generation reaches a predetermined
terminal state or runs for a set number of iterations. This results in a
structured and deterministic result so long as the initial state, ruleset
and random seed (for rule selection) remain the same. Variations can be
generated by either altering the input state or the rules.
Lindenmayer systems (L-systems) have been frequently used to
generate smaller objects such as trees and foliage [21]. They have since
been extended to generate road networks for urban environments and
entire cities [22]. Further research into L-systems investigated a more
eﬃcient design by utilising multithreading. Multi-threaded applications
require threads to be synchronised well to prevent errors such as race
conditions. Synchronisation can be achieved by introducing locks, such
as mutexes, as part of the algorithm’s execution. However, locks tend to
come with performance implications. Thus, [23] introduced a multi-
threaded L-system that is completely lock-free. This extension can
therefore be deployed to massively parallel architectures, such as GPUs,
so a result using a large ruleset can be generated quickly and eﬃciently.
Shape grammars are another form of grammar that has been
adopted for procedural generation [24]. Shape grammars function by
recursively applying rules that govern transformations to an initial
shape. An extension to this introduced the concept of a split grammar,
where rules are composed of basic shapes and more detailed decom-
positions of the basic shapes [25]. This has been used for the generation
of procedural architecture [26]. Shape grammars have also been
modiﬁed to run on massively parallel architectures. A GPU-based shape
grammar algorithm was created by [27] in order to create inﬁnitely
large cityscapes. They utilised the parallel algorithm found in [28] and
a set of rules to generate geometry for realistically planned cities. When
rendering scenes, the visibility of geometry can be handled by frustum
culling, occlusion culling and the use of spatial databases, such as oc-
trees or binary space partition trees. This makes the assumption that the
entirety of the geometry data is available for rendering, if it is required.
One of the concepts [27] introduced was their method of visibility
pruning. This completely skipped evaluation of any rules that would
create buildings outside the view frustum of the current camera,
eliminating the generation of any redundant geometry and reducing
GPU memory usage.
3. Voxel grammars
This section describes how the concept of voxel grammars was
formulated in this article. The individual components that comprise a
grammar are detailed, as well as the process of how they are used
during the generation phase. Voxel grammars have been inspired from
voxel space automata [29], where voxels are generated via a set of
predeﬁned rules. Greene primarily uses this method to simulate plant
growth. However, adding detail to existing geometry is a further ap-
plication of this approach. Our method extends the concept of recur-
sively manipulating volumetric data governed by a set of rules to the
formation of speciﬁc features found in real-world terrains. The method
operates on a voxel grid that deﬁnes the terrain boundary. Each voxel is
represented by a density value of the terrain material contained within
it. Voxels are generated within the grid to create an initial state. The
initial state in this work was constructed by voxelizing a heightﬁeld
generated with 3 octaves of 2D Perlin noise, as it is a common way of
generating plausible procedural heightmap-based terrain. We use
multiple octaves at diﬀering frequency values to ensure the initial ter-
rain contains a suﬃcient balance between low-frequency and high-
frequency details so that it is not too smooth or too noisy, respectively.
The populated voxel grid is then derived using a sliding window ap-
proach, checking whether the subset of voxels within the window sa-
tisﬁes any rule criteria. If a matching rule is found, then its respective
transformation is performed on the voxels. The window is subsequently
repeatedly oﬀset by a user-deﬁned stride parameter. The derivation
process is then repeated for a number of iterations (exposed as a
parameter to the user). Furthermore, the user can deﬁne a start and end
position within the voxel grid to determine which section of the grid the
grammar is applied to. The combination of bounding values, the sliding
window stride and symbol grid sizes can reduce the state space for a
large voxel dataset.
3.1. Rules
The rules within the class of grammars that we have developed
consist of three components – symbols, transformations and weights.
Symbols consist of a list of predicates to satisfy and transformations
contain a list of mutations to apply to a subset of voxels. This can be
seen as akin to a rudimentary programming language to a certain ex-
tent, as symbols and transforms are, respectively, analogous to condi-
tional statements and intrinsic functions. Rules also possess a priority
value that governs the probability that the rule will be selected for
execution in the rule matching stage of the algorithm.
This can be formalised using L-system notation as follows: Let voxel
grammar = 〈 〉V ω PG , , , where ω is the initial state of the voxel grid and
P is a set of rules that transform subsets of voxels in the form s t( , ). ∈s V
is the list of predicates, which we refer to as a symbol and t is the
transform to apply to the subset of voxels. V is the set of all tensors of
size × ×I J K of predicates. The predicates operate over the domain of
real values and thus eﬀectively enable the use of a theoretically inﬁnite
alphabet. As the values in a voxel grid in our implementation are stored
as a single 32-bit ﬂoating point value, realistically the expressive range
of the grammar is subject to the size and precision of the voxel values
stored by the underlying voxel engine.
3.1.1. Symbols
A rule’s symbol is a list of conditions in the form of an × ×I J K
array that determines whether the rule’s transformation will be exe-
cuted. Each symbol entry in the array consists of an operator and a data
value. The operator refers to the type of condition being checked and
uses the data value as a comparator to the input voxel value. In order to
ensure ﬂexibility, there are a number of operators that have been im-
plemented and their descriptions can be found in Table 1.
3.1.2. Transforms
A transformation consists of a list of manipulations in an array with
the same dimensions as the rule’s symbol and is only applied to the
voxel grid when the symbol’s criteria have been fulﬁlled. Similarly to
symbols, transformations also consist of an operator and a data value.
The selected voxel’s density is manipulated in a way determined by the
type of operator being used plus the data value. Descriptions of the
operator types can be found in Table 2 and Fig. 1 demonstrates a simple
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example of a transformation.
3.1.3. Rule selection
As grammars become larger and more complex, there can be times
where a set of input voxels can satisfy the conditions for multiple rules.
In our implementation, each rule contains a priority value as part of its
parameters. When there are multiple matching rules, the priorities are
sorted and the rule with the highest priority value is selected. If the
priorities match, the selected rule is chosen stochastically from the
matches. The greatest priority is used in order to simplify the creation
of grammars, as this allows designers to create rules using a more in-
tuitive approach by introducing more control in the variations, instead
of relying on a probabilistic method.
3.2. Grammar construction
During the course of constructing grammars, some observations
were made about the eﬀects that certain components of rules had on the
resulting voxels. When some rules were matched with the voxel grid, an
issue that arose was the repeating, uniform patterns. For natural
looking terrains, this symptom is usually undesirable. One method of
alleviating this is to introduce some variance to the rules. This can be
achieved by creating a rule with the same symbol values and the same
rule weight, but with a transformation consisting entirely of NoOp op-
erators. This method exploits the mechanisms of our rule-matching
system: as the weight remains the same, when the appropriate symbol is
matched, the rule selector will either apply a transformation or do
nothing based on a random probability.
When developing grammars, it is also prudent to be wary of overuse
of the Ignore symbol operator. A symbol consisting entirely of these
operators should almost always be avoided, as it matches with the
entire voxel grid. This can result in severe consequences, where trans-
formations are applied globally to the entire voxel grid and is typically
not what the designer intended.
3.3. Derivation process
The ﬁnal grammar processing method occurs in two stages: rule
matching and replacement. The rule matching stage iterates through the
ruleset and checks whether the rule’s symbol matches the group of
currently selected voxels. Firstly, the rule with the largest dimension
symbol is found and a sliding window of this size is passed along each
axis. The voxels contained within this window are the currently se-
lected voxels. These are used to compare against the symbol of all rules
that have the same symbol dimensions. If there are matches, then the
replacement stage occurs. This process continues until all rules have
been queried. Pseudocode for this process can be found in Fig. 2. Re-
placement is simply the process of transforming the set of matching
voxels with the selected rule’s transformation.
4. Method and implementation
This section discusses how grammars were designed for use with the
proposed method. Explanations are provided as to why each rule was
constructed. The topologies resulting from cave and overhang forma-
tion tend to be very diﬀerent and, as a result of this, two grammars were
constructed with diﬀerent rulesets to enable the creation of these ter-
rain features. Each rule in both rulesets is given the same priority
weight as all of their respective symbols are diﬀerent. Thus, there are no
other rules to choose between when the rule selection portion of the
derivation process takes place.
4.1. Cliﬀs and overhangs
A feature found in rich terrains is the formation of naturally oc-
curring cliﬀs and overhangs. Similar to caves, they are formed due to
erosion from water and weathering eﬀects. Assuming an input of a
solid, vertical wall of voxels, the ruleset contains one rule to remove
voxels towards the base of the wall and another to add some detail. On
their own, these rules produce some unnatural looking features (reg-
ularly spaced voxels) and some impossible features (ﬂoating segments
of terrain). In order to mitigate this, another rule was added that acted
as a “clean up” action. The overhang ruleset can be found in Table 3.
4.2. Caves
The formation of caves is governed by the erosion of the diﬀerent
types of rock. Existing fractures already within the terrain structure are
Table 1
List of symbol operators.
Symbol Operator Description
IGN Ignore – Always returns true
PRES Present – Passes if voxel density value is greater than 0
ABS Absent – Passes if voxel density value is 0
EQ Equals – Passes if voxel density value is equal to the symbol
value
NEQ Not Equals – Passes if voxel density value is not equal to the
symbol value
LT Less Than – Passes if voxel density value is less than the
symbol value
LEQ Less Than or Equal – Passes if voxel density value is less than
or equal to the symbol value
GT Greater Than – Passes if voxel density value is greater than
the symbol value
GEQ Greater Than or Equal – Passes if voxel density value is
greater than or equal to the symbol value
Table 2
List of transform operators.
Transform Operator Description
NOP Does nothing to the value of the selected voxel
SET Sets the selected voxel value to the transform value
ADD Adds the transform value to the selected voxel value
Fig. 1. Example of a simple two dimensional transformation. Rule transform (left), input voxels (centre), output voxels (right).
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eroded by groundwater. In speleological literature, cave topology can
be deﬁned as vadose or phreatic and is determined by the proximity to
the groundwater source [30]. This research emulates the formation of
such types of cave by ﬁnding a suitable approximation that can be
decomposed into a grammar. The resulting grammar can be found in
Table 4. The ﬁrst rule is designed to create an initial starting point for
the cave to be generated, which emulates the initial entry point for
groundwater to begin creating caves within a section of the terrain.
Gravitational forces and further groundwater erosion are emulated
using the second and third rules, which lower the density of the lowest
vertical point within a cavity in the terrain. The fourth rule is designed
to widen existing cavities in the terrain in order to provide the resulting
cave with more internal space, as well as oﬀer some variation to the
cavern’s internal structure.
4.3. Surface extraction
The polygonal mesh is extracted from the voxel data using the
surface nets method [31], where the global energy minimization
strategy used for creating the surface is deﬁned by the centre of mass of
each voxel’s edge intersections. This is more commonly referred to as
the naive surface nets variant [32].
This article utilises a version of the naive surface nets algorithm that
executes entirely on the GPU. The algorithm is capable of high paral-
lelism, therefore executing compute shaders on the voxel data can be
greatly beneﬁcial in terms of performance, as a large number of threads
can be launched to work on individual segments of the data con-
currently. The method we have developed executes several compute
shaders:
1. Compute the centres of mass (ComputeCOM).
2. Construct a vertex buﬀer (ConstructVertexBuﬀer).
3. Construct an index buﬀer (ConstructIndexBuﬀer).
4. Calculate the vertex normals of the mesh (ComputeNormals).
The ComputeCOM shader writes to a linear array of 3D position
vectors. This array represents the dual mesh of the input voxel grid.
Each thread in the shader reads a section of voxel data in 23 groups. It
then sets the initial position to be the centre of this group and inter-
polates the position using the direction and densities for each voxel,
which is written to the ﬁnal centre-of-mass buﬀer.
Construction of the vertex and index buﬀers are relatively
straightforward. Each vertex in the vertex buﬀer corresponds to each
individual element in the centre-of-mass buﬀer. When an element is
added to the vertex buﬀer, its array index is written to a 3D array of
integers that is used as a lookup table. After this process has completed,
the construction of the index buﬀer takes place. The index of the thread
in the ConstructIndexBuﬀer shader is used as an index into the lookup
table. The thread subsequently queries the neighbours of this index to
see if values exist in the table to create a triplet of indices. The triplet is
then added to the index buﬀer. Pseudocode of the process is shown in
Fig. 3.
The vertex normals of the mesh are computed as a separate shader
after the GPU buﬀers have been constructed successfully. The
ComputeNormals shader uses the index buﬀer and a cross product op-
eration to calculate the normals for each vertex in the vertex buﬀer.
5. Results
This section discusses the results obtained using the proposed
method. Its eﬀectiveness is demonstrated by the examples of caves and
overhangs generated by the process. The results have been obtained by
deriving voxel grids of several resolutions (323, 643, 963 and 1283). The
Fig. 2. Pseudocode for deriving the voxel data.
Table 3
Ruleset for generating overhangs.
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ﬁnal surface meshes are rendered using a deferred renderer in DirectX
11 [33] on a PC equipped with a 3.20 GHz quad-core Intel® CPU, 16 GB
of RAM and an NVIDIA® Titan X GPU.
When rendering the mesh, triplanar texturing is used to eﬀectively
blend multiple textures [34]. The weighting of each texture used at a
point on the surface is determined by the dominant axis of the surface
Table 4
Ruleset for generating caves.
Fig. 3. Pseudocode for extracting the surface of the voxel data.
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normal and the texture coordinate is calculated by the fractional part of
the point’s world space coordinate.
Examples of overhangs generated with the voxel grammar can be
seen in Fig. 4. The ﬁrst example demonstrates an overhanging ledge
protruding from the terrain with a plateau which appears naturally
embedded within the terrain. In a heightmap-based approach a ledge
such as this would either have to be stitched to the mesh to make a
single mesh, or be rendered as a separate object. As our method in-
tegrates the features directly into the mesh it avoids both of these op-
tions, so that the terrain can be treated as a uniﬁed entity. The second
example shows multiple overhangs being created within a region of
space in the terrain by increasing the range of the generation bounding
box and oﬀers a ﬂexible option of being able to generate repeating
volumetric features within a space. The third example presents another
single overhang, this time without a plateau.
Caves generated with our method can be found in Fig. 5. The ﬁrst
example shows a wide-mouthed cave constructed with our grammar,
further demonstrating the beneﬁts of editing volumetric data directly.
Achieving this eﬀect in a heightmap-based terrain would be a diﬃcult
task, as many surfaces would have to be edited to recreate the concavity
presented in this image. The second example shows the grammar being
applied to a smaller region of the terrain, where the surface on the side
has been eroded to present a small network of caverns. The third image
shows two medium-sized caves that have formed next to each other.
This has been achieved by modifying the stride of the sliding window in
the grammar generation parameters.
Table 5 shows the timings to generate cave and overhang examples
in diﬀerent voxel grid resolutions. When timing the data, the voxel
grammar was set to derive the entirety of the voxel grid and the stride
of the sliding window was set to 1×1×1 to ensure that the worst-case
performance statistics were recorded.
The generation of voxels is the most expensive operation in the
process and this is to be expected as it currently does not utilise the
GPU. Instead, the voxel grid is derived on a single thread by the CPU
and passed to the surface extraction functions. However, even at the
largest resolution the grid was derived and voxels were generated in
under a second. Generating voxels for overhangs was consistently faster
than for caves (between 2.6 and 2.9 times faster). The cave grammar’s
last rule derives groups of 16 voxels at a time and this would account
for the increase in processing time.
Our compute shader variant of the surface nets algorithm has been
able to extract the surface of the volumetric data at satisfactorily fast
rates. Meshes were created within 1ms and this makes it particularly
suitable for dynamic editing of the voxel data, as the meshes can be
Fig. 4. Examples of generated overhangs using the ruleset found in Table 3 (Voxel Grid Resolution: 1283).
Fig. 5. Examples of generated caves using the ruleset found in Table 4 (Voxel Grid Resolution: 1283).
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regenerated at real-time rates. Mesh construction for overhangs and
caves both perform at similar speeds as the algorithm is primarily
bound by the voxel grid resolution and is independent of the type of
features being created in the terrain.
There is little diﬀerence between the time taken to render the me-
shes of overhangs or caves and, as is expected, render times increase as
the resolution of the grid becomes larger. This is due to the dual mesh
grid required for the surface extraction increasing in resolution and,
therefore, increasing the vertex count of the ﬁnal mesh. However, this
could be reduced by utilising various mesh simpliﬁcation methods since
the size of the polygons all over the mesh is uniform. By simplifying the
mesh, the triangle count of the ﬁnal mesh would be reduced and the
GPU would have less work to execute. Furthermore, level-of-detail
methods can be applied to the mesh that would make polygons distant
from the camera larger, so that the GPU does not spend time on ras-
terizing many small polygons far away from it that would produce no
discernible visual diﬀerence. It should also be noted that the surface
extraction creates the polygons in the index buﬀer in a non-determi-
nistic manner. While the resulting mesh is correctly produced, it may
beneﬁt from some form of vertex cache optimization, such as in [35], in
order to try and ensure that the data is in a more GPU-friendly format.
6. Conclusions
This article presented a method for generating complex terrain
features using voxel grammars. Furthermore, it presented approaches
on how such grammars can be created and what considerations should
be taken into account when developing them.
The described methodology is eﬀective in manipulating groups of
voxels to create topologies of interesting terrain features. However, the
main limitation of this method is the substantially manual nature of
designing new grammars. While there are several aforementioned fac-
tors that can be taken into account when creating rulesets, the approach
requires some considerable eﬀort and experimentation. Symbols and
transforms in rules are concretely deﬁned as a set of operators, but it
would be beneﬁcial to create rules in more abstract terms to be more
intuitive to use. For example, this could be achieved by deﬁning a
symbol in terms of the slopes and material types found in a region of
voxels, instead of being composed of a speciﬁc permutation of voxel
densities. Similarly, deﬁning transforms to create a cliﬀ or a cave at a
location, instead of operating on individual voxels, would be more
useful for generating desired features more quickly. As such, we have
reserved future research to create more abstract methods of deﬁning
rules in a grammar.
Furthermore, many terrain features such as caves can be formed in a
recursive manner, by modifying transform operator values at each re-
cursion. Currently, it is diﬃcult to design grammars that perform such
operations eﬀectively. In order to enable this functionality to the voxel
grammar approach, rules that execute other rules with parameter deltas
would need to be added.
As this approach works on singular density values found within the
terrain, this implies the terrain is composed of a single material.
However, real terrains consist of multiple materials at multiple den-
sities and ideally these varying densities should be taken into account
by adding a check for the material type as a symbol operator.
The presented method is a single-threaded CPU implementation.
This will detrimentally impact on performance as the voxel grids the
grammar is applied to increase in resolution. Therefore, it would be
prudent to design a GPU-based method of executing the grammar on
the voxel grid to maintain high performance in terms of time. For future
research, we will fully utilise the massively parallel nature of modern
GPUs. The algorithm presented for terrain generation is highly paral-
lelizable as it has very few inter-resource dependencies, so we expect to
obtain substantial improvements in performance with the addition of
GPGPU methods.
The size of the voxel data also needs to be monitored so that it does
not grow to too large a magnitude. We will also adopt a sparse data
structure for voxel storage in order to scale to much larger dimensions
of volumetric grids with limited memory resources. Sparse Voxel
Octrees (SVOs) [10] and brickmaps [16] are two methods optimized for
GPU usage that are appropriate for this task. Furthermore, support for
terrains consisting of several materials would require multiple density
values denoting the amount of each material. Extending this level of
detail to a voxel increases its size and it would be prudent to use the
work of [36] to compress the data further.
Another direction we will explore is a more automated process for
generating the grammars themselves. In this regard, machine learning
technologies, such as deep convolutional neural networks and evolu-
tionary algorithms, appear to suit the underlying training requirements
of generating a grammar. As there are multiple parameters per rule, this
can form a high-dimensional problem which could be resolved using
methods from approximate dynamic programming [37] and reinforce-
ment learning literature [38].
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