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Do not believe in anything (simply) because you have heard it. 
Do not believe in traditions because they have been handed down for 
many generations. 
Do not believe in anything because it is spoken and rumored by many. 
Do not believe in anything (simply) because it is found written in your 
religious books. 
Do not believe in anything merely on the authority of your teachers and 
elders. 
But after observation and analysis, when you find that anything agrees 
with reason and is conducive to the good and benefit of one and all then 
accept it and live up to it. 
 
Siddhartha Gautama 
(Anguttara Nikaya  ‘Numerical Discourses’, 
 Vol. 1, 188-193, Pali Text Society (Ed.)) 

 1 Introduction 
 
The goal of the research presented in this doctoral dissertation was 
to investigate the similarities and differences in the processing of 
numerical and non-numerical ordered sequences. This introductory 
chapter gives a brief overview of previous experiments conducted to 
clarify how numbers, ordered sequences or both are stored in memory. 
After a short description of the behavioral studies that sparked research 
on numerical cognition, more recent findings from both the behavioral as 
well as neuroimaging domain will be discussed.  Next, behavioral and 
imaging studies investigating the representation and processing of non-
numerical ordered sequences are described.  
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Research on basic numerical processes really took a start in 1967 
with the discovery of the numerical distance effect. Two researchers from 
Stanford University, Robert Moyer and Thomas Landauer designed an 
experiment in which participants were required to select the larger of two 
symbolic numbers, ranging from 1 to 9. The results from this simple 
experiment showed that the time required to make a numerical judgment 
is a function of the numerical distance between the numbers: Reaction 
times (RTs) decreased as the numerical distance between the stimuli 
increased (Moyer & Landauer, 1967). 
According to Moyer and Landauer, the function that best 
described the relation between the RT and the numerical distance was a 
function proposed by Welford (1960). The Welford function resembles 
classical psychophysical functions and indicates that the ratio of the two 
stimuli is more closely tied to the reaction time than the absolute 
difference between the stimuli (see also Dehaene, 1989). Thus, RTs are 
not only determined by the numerical distance between the stimuli, but 
also by their size: Participants are generally faster to respond to small 
numbers compared to large numbers. This effect has been labeled as the 
size effect.  
Building on the classical experiments of Ernst Weber (1795-
1878), earlier studies on the comparison of physical quantities such as line 
lengths (Henmon, 1906; Johnson, 1939), or pitch heights (Wallis, & 
Audley, 1964) had already demonstrated that it is easier to compare two 
small stimuli than it is to compare two large stimuli, when the distance 
between the two stimuli is held constant. Intuitively, this can easily be 
conceived by comparing the situation where a room is lit by either one or 
two light bulbs or the situation where a room is lit by either ninety-nine 
or a hundred light bulbs. Naturally, the difference in the amount of light 
is more noticeable in the first situation than in the latter. 
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Because of the close resemblance between the results in 
numerical judgments and psychophysical judgments, Moyer and 
Landauer (1967) suggested that numbers are converted to analogue 
magnitudes. The same process involved in the comparison of physical 
continua is then used in the comparison of numerical magnitudes. This 
idea was further elaborated by Restle (1970) who extended the findings of 
Moyer and Landauer (1967) to larger numbers, and suggested that 
numbers are represented in memory on an analogue continuum. Restle 
(1970) referred to this numerical analogue continuum as the number line. 
 
1.1 The number line 
Ever since Moyer and Landauer discovered the numerical distance effect, 
number processing and how numbers are stored in memory has been a 
popular research area (e.g., Butterworth, 1999; Dehaene, 1997). The 
steady increase in the number of studies on basic numerical cognition 
resulted in the discovery of further behavioral regularities. 
 
1.1.1 Priming Distance effect 
In 1986, den Heyer and Briand extended the numerical distance 
effect in a series of priming experiments. In their study, participants were 
required to judge whether a target was a digit or not. Half a second before 
the onset of the target a prime number appeared that could be 1, 2, or 3 
numerical values larger or smaller than the target number. As in the 
experiment of Moyer and Landauer (1967), RTs were a function of the 
distance between the two numbers. Opposite to the results found in a 
numerical comparison task, however, the relation between the numerical 
distance and the RTs was now reversed: The closer the prime and target 
were in magnitude, the faster the RTs. Further research refined these 
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results and revealed that the priming distance effect is present even when 
the prime is not consciously perceived (e.g., Dehaene et al., 1998), or 
when the prime and target number are in different modalities (verbal or 
Arabic; e.g., Reynvoet, Caessens, & Brysbaert, 2002). 
 
1.1.2 The Size Congruity effect 
The similarity between numbers and physical stimuli was further 
evidenced by, for example, the size congruity effect (e.g., Besner & 
Coltheart, 1979; Henik & Tzelgov, 1982). The size congruity effect 
illustrates the close relation between numbers and physical dimensions 
and indicates that the physical size of a numerical stimulus interferes 
with the response on its numerical value, and vice versa. It is, for 
example, easier to select the numerically or physically largest number 
between 2 and 9, than between 2 and 9. A similar interaction was also 
observed between numbers and luminance: Participants took more time 
to process numerically large numbers when they were bright than when 
they were dark. Smaller numbers were responded to faster when they 
were dark (Cohen Kadosh & Henik, 2006).  
 
1.1.3 The SNARC effect 
A very influential piece of evidence for the relation between 
numbers and physical properties is the SNARC effect (Spatial-Numerical 
Association of Response Codes). In 1990, Dehaene, Dupoux, and Mehler 
discovered that participants are faster in responding to small numbers 
with the left hand compared to the right hand, and faster in responding to 
large numbers with the right hand compared to the left hand. 
Remarkably, this effect was also present in a parity judgment task, where 
the magnitude of the numbers is irrelevant to solve the task. 
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Furthermore, the effect emerged irrespective of the handedness of the 
participants, or when the participants crossed their hands (Dehaene, 
Bossini, & Giraux, 1993). In a slightly different task, it was later 
demonstrated that monoliterate Arabs respond faster to trials where the 
large number is presented on the left and the small number on the right 
of the screen, suggesting that the SNARC effect is directly related to the 
writing direction (Zebian, 2005).  
 
To explain these different phenomena, the suggestion of a number 
line raised by Restle (1970), was further developed by Dehaene (1997). 
Dehaene proposed a mental number line as a metaphor for how numbers 
are represented in memory. According to this metaphor, numbers are 
represented in memory on a horizontal line with small numbers 
represented on the left and large numbers represented on the right. The 
representation of a number on the number line consists of a Gaussian 
distribution of activation around the true (mean) location of the number 
on the line. Moreover, it is assumed that the representation of numbers 
on the mental number line is notation- and modality-independent. 
Although there is some debate concerning the specific properties of the 
mental number line (whether the line is logarithmically or linearly 
scaled, whether there is more variability for large than for small numbers, 
or whether there is place or summation coding) the metaphor is widely 
agreed on within the numerical cognition community.  
 
1.2 Ordered sequences 
The notable similarity in behavioral effects between numbers and 
physical domains also triggered researchers to explore the properties of 
other symbolic ordered sequences. Soon after the distance effect was 
found in number research (Moyer & Landauer, 1967), studies appeared 
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reporting the distance effect when participants judged other ordered 
sequences, such as animal size (Moyer, 1973), geographical locations 
(Maki, 1981), or the military power of nations (Kerst & Howard, 1977). 
More recent research not only extended the presence of a distance effect 
in other symbolic domains, but also found similarities between numbers 
and symbolic non-numerical order processing for other behavioral 
effects. A size congruity effect was, for example, observed when 
comparing animal sizes: It is easier to select the larger animal between ant 
and lion, than between ant and lion (Rubinsten & Henik, 2002). A 
SNARC effect has been observed when participants are comparing letters 
(Gevers, Reynvoet, & Fias, 2003), months of the year (Gevers, et al., 
2003), and days of the week (Gevers, Reynvoet, & Fias, 2004). As with 
numbers, the SNARC effect appeared even when the order of the stimuli 
was irrelevant for the task. 
 
The similarities between numbers and non-numerical domains (in 
both non-symbolic and symbolic stimuli) raised the question whether a 
common memory representation exists for processing ordinal stimuli. The 
behavioral data found so far, however, do not allow distinguishing 
between a shared representation or shared mechanisms working on 
different representations, as was remarked by Cohen Kadosh, Lammertyn, 
and Izard in a recent review (Cohen Kadosh, Lammertyn, & Izard, in 
press).  
To clarify whether number and non-numerical order processing 
involves different or shared representations, the origins of the behavioral 
effects must be investigated. Are they caused by the memory 
representation of the stimuli, or rather by processes involved in the 
decision or comparison stage? In a recent neural network for number 
processing it was suggested that at least two of the behavioral effects do 
not originate from the memory representation of numbers. Verguts, Fias, 
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and Stevens (2005) illustrated that the size effect was caused by the 
frequency distribution of numbers during training: The fact that people 
respond faster to small than to large stimuli is attributed to the unequal 
proportion with which people encounter small numbers compared to 
larger numbers (see Dehaene, & Mehler, 1992 for the frequency 
distributions). This suggestion was later empirically validated by showing 
that the size effect is not a marker for accessing a number representation 
(Verguts & Van Opstal, 2005; but see Cohen Kadosh, Tzelgov, & Henik, 
2008, and Verguts & Van Opstal, 2008 for a discussion). The model by 
Verguts and colleagues (2005) further suggested that the distance effect in 
number comparison task also does not originate from the representation 
of numbers, but from a comparison process. This suggestion was 
investigated in Chapter 2 of the present thesis. In Chapter 2, we dissected 
the distance effect in two different distance effects: The priming distance 
effect and the comparison distance effect. This not only allowed us to 
differentiate between their origins, but it was also suggested that the 
representation of numbers and non-numerical sequences are different. 
The possible difference in the representation of numbers and non-
numerical sequences was further explored in Chapter 3.  
A complementary way to investigate the similarities and 
differences in the representation of numbers and non-numerical orders is 
by directly looking at the neural substrate underlying the processing of 
both types of stimuli. The use of imaging techniques has already proven 
to be useful to distinguish between psychological theories (see Seron & 
Fias (2006) for the case of numerical cognition). 
 
1.3 Numbers in the brain 
A first indication for the brain areas involved in number processing came 
from people suffering from dyscalculia, an acquired deficit for calculation. 
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Dyscalculia mostly follows a neurological injury such as a stroke, and is 
most often associated with lesions in the left inferior parietal area, or the 
left parieto-occipito-temporal junction (e.g., Henschen, 1919; 
Warrington, 1982). Although dyscalculia is also observed following 
lesions in different brain areas, such as left subcortical (Hittmair-Delazer, 
Semenza, & Denes, 1994), or left and right frontal lesions (Luria, 1966), 
more recent case studies indicated that the bilateral parietal network is 
dedicated to the mental manipulation of numbers (e.g., Dehaene & 
Cohen, 1997; Delazer & Benke, 1997). In line with this, recent studies 
that artificially induced temporary brain disruptions (transcranial 
magnetic stimulation; TMS) to the parietal cortex, illustrated that this 
impairs the comparison of symbolic (Andres, Seron, & Olivier, 2005; 
Göbel, Walsh, & Rushworth, 2001), and non-symbolic numbers 
(Cappelletti, Barth, Fregni, Spelke, & Pascual-Leone, 2007).  
With the emergence of cognitive neuroscience and different 
imaging techniques, many studies have focused on where in the brain 
numbers are represented in healthy subjects. A meta-analysis of studies 
using positron emission tomography (PET) studies, or functional magnetic 
resonance imaging (fMRI) to study the neural substrate of a number 
representation revealed that there are three key parietal areas for the 
processing of number knowledge (Dehaene, Piazza, Pinel, & Cohen, 
2003). The first key area is a bilateral posterior parietal region that 
supports attentional orientation on the mental number line. A second 
area is situated in the left angular gyrus and is involved in the 
manipulation of numbers in verbal form. It is important to note that these 
two areas are thought to be related to broader functions than mere 
number processing. A third area, however, is located in the horizontal 
segment of the intraparietal sulcus (hIPS), and is supposed to reflect 
number specific processing. It is speculated that the hIPS covers the core 
quantity system, analogous to the ‘mental number line’.  
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Although some studies failed to find number specific IPS 
activation (Shuman & Kanwisher, 2004), or attributed IPS activation to 
response selection (Göbel, Johansen-Berg, Behrens, & Rushworth, 2004), 
there is an accumulation of evidence from fMRI studies for an important 
role of IPS in number processing (e.g., Fias, Lammertyn, Reynvoet, 
Dupont, & Orban, 2003; Eger, Sterzer, Russ, Giraud, & Kleinschmidt, 
2003; Piazza, Pinel, Le Bihan, & Dehaene, 2007). Furthermore, recent 
developments in animal research provide converging evidence for the 
involvement of IPS in basic numerical cognition. Electrophysiological 
studies in monkeys revealed that neurons in the fundus of the IPS were 
tuned for quantity irrespective of the physical appearance of the displays 
(e.g, Nieder & Miller, 2004). 
 
1.4 Ordered sequences in the brain 
A potential answer to the failure to investigate a common representation 
for numbers and non-numerical ordered sequences using behavioral 
studies might come from the imaging literature. The question then is 
quite simple: Is IPS active when participants judge the order of non-
numerical sequences. Unfortunately, however, simple questions do not 
always have simple answers.  
A first indication for a dissociation between the representation of 
numbers and other sequences might come from patient studies. In fact, a 
dissocation has been revealed between the ordinal and cardinal 
processing of numbers itself (Delazer & Butterworth, 1997). Delazer and 
Butterworth (1997) described a patient SE who had suffered a left frontal 
infarct. Following the infarct, SE was unable to access the cardinal 
meaning of numbers (”how much is a + 1”, where a is a random digit), 
while the sequence meaning was preserved (“which number comes 
next?”). The reversed dissociation has been shown in a patient CO who 
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suffered from a cardiovascular accident in the left posterior parietal lobe. 
CO was severely impaired in classifying a number as coming before or 
after number 5, but preserved his skills classifying numbers as being 
larger or smaller than 5 (Turconi & Seron, 2002). It must, however, be 
noted that none of these dissociation is very clear-cut. Both patients show 
an impairment rather than a disability. 
The evidence from the few imaging studies that investigated the 
similarity or difference in the representation of numbers and other 
ordered sequences in the healthy brain is rather undecided. Some studies 
found stronger IPS activation when participants were comparing numbers 
than when they were comparing body part positions (Le Clec’H et al., 
2000), or the ferocity of animals (Thioux, Pesenti, Costes, De Volder, & 
Seron, 2005). In a recent study, however, it was shown that the hIPS, the 
region dedicated to core number knowledge, was equally responsive 
while participants were comparing numbers or letters  (Fias, Lammertyn, 
Caessens, & Orban, 2007). The difference between the study of Fias and 
colleagues and earlier studies could be the result of a memory difference: 
Whereas letters of the alphabet are a well-known sequence stored in long 
term memory, the ordinal dimension of body positions and animal 
ferocity may be created for temporary task demands (Fias et al., 2007).  
In short, the evidence so far for the specificity or generality of 
number processing or the representation of numbers in the brain is 
mixed. Therefore, we tried to further clarify this issue in the present 
thesis. Because previous studies investigated the differences and 
similarities with well known stimuli (e.g., letters; Fias et al., 2007), it is 
unclear to what extent other knowledge associated with these stimuli 
influenced the results. Chapter 4 and Chapter 5 of this thesis present 
fMRI experiments in which we tried to reduce this influence by training 
participants on a new, unknown, ordinal sequence.   
  
 2 Dissecting the symbolic distance 
effect: Comparison and priming 
effects in numerical and non-
numerical orders 
Psychonomic Bulletin & Review (in press)1 
 
When participants are asked to compare two stimuli, responses 
are slower for stimuli close to each other on the relevant dimension 
compared to stimuli further apart. Previously, it has been proposed that 
this comparison distance effect originates from overlap in the 
representation of the stimuli. This idea is generally accepted in numerical 
cognition where it is assumed that representational overlap of numbers 
on a mental number line accounts for the effect (e.g., Cohen Kadosh et al., 
2005). In contrast, others have emphasized the role of response-related 
processes to explain the comparison distance effect (e.g., Banks, 1977). In 
the present study, numbers and letters are used to show that the 
comparison distance effect can be dissociated from a more direct 
behavioral signature of representational overlap, the priming distance 
effect. The implication is that a comparison distance effect does not imply 
representational overlap. An interpretation is given in terms of a recently 
proposed model of quantity comparison (Verguts, Fias, & Stevens, 2005). 
                                                          
1 This paper was co-authored by Wim Gevers, Wendy De Moor, and Tom 
Verguts 
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2.1 Introduction 
The distance effect in number comparison (Moyer & Landauer, 1967; we 
will call this the comparison distance effect) is a classical finding in 
numerical cognition research. It indicates that discriminating two 
numbers that are numerically far apart is easier than numbers that are 
numerically close. 
Since Restle (1970) proposed that this distance effect in number 
comparison is due to the placement of numbers on an analog continuum, 
it has been an influential view in numerical cognition (e.g., Gallistel & 
Gelman, 1992). In this view, numbers are represented as a mental number 
line with small numbers on the left and large numbers on the right (e.g., 
Dehaene, Bossini, & Giraux, 1993). The subjective location of a number is 
then represented as a distribution around the true location of that number 
on the line. These distributions overlap more for numbers that are 
numerically close. The difficulty to discriminate two numbers is thus a 
function of the distributional overlap of their representations (e.g., Cohen 
Kadosh et al., 2005; Kaufmann et al., 2005; Piazza, Izard, Pinel, Le Bihan, 
& Dehaene, 2004; Turconi, Campbell, & Seron, 2006). This view on the 
comparison distance effect will be called the representational overlap 
view. 
Other domains exhibiting a comparison distance effect include 
comparing the size of animals (Paivio, 1975), geographical locations 
(Maki, 1981), letters of the alphabet (Jou & Aldridge, 1999), and the 
hierarchical order of social status (Chiao, Bordeaux, & Ambady, 2005). It 
has been suggested that the representational overlap view can be applied 
to non-numerical stimuli also in the sense that they are represented on a 
spatial continuum (Jou & Aldridge, 1999), similar to the mental number 
line (Chiao et al., 2005).  
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In contrast to the representational overlap view, others have 
stressed the role of response-related processes for the comparison distance 
effect (e.g., Banks, 1977; Holyoak & Patterson, 1981; Shaki, Leth-
Steensen, & Petrusic, 2006). Recent implementations of this idea appear 
in neural network models of number processing (Verguts et al., 2005) and 
of order processing more generally (Leth-Steensen & Marley, 2000). To 
explain this, consider the number comparison model by Verguts et al. 
(2005). If the task is to choose the larger of two numbers, it has two 
output nodes, “Left larger” and “Right larger”, and the model is required 
to activate the correct output node. The model is trained to adapt its 
weights to solve the task. After training, large numbers on the left input 
layer have strong connections with the output “Left larger”. The right 
input layer obtains the reversed pattern: Large numbers on the right input 
layer have weak connections to the output “Left larger”. Connection 
patterns from the left and right input layer to the output node “Left 
larger” thus show a monotonic increase or decrease. When the task is to 
compare a target number to a fixed standard number, the standard can be 
assumed to function as one of the numbers (e.g., the left number), the 
target as the other one (e.g., the right number), and the output nodes can 
be labeled accordingly “Target smaller than standard” and “Target larger 
than standard”. Except for this change in labels, the architecture and the 
weights of the model remain unchanged (Figure 1A): Large numbers on 
the target input layer have strong connections with the output “Target 
larger than standard” (right inset Figure 1A), whereas the standard input 
layer obtains the reversed pattern (left inset Figure 1A). On each trial, the 
standard number is presented on the standard input layer and the target 
number on the target input layer. Hence, if the model is given a large 
target number (e.g., 9) and a small standard (e.g., 2), the combined 
activation going to the output node “Target larger than standard” is very 
large. On the other hand, a large target number combined with a standard 
number of average magnitude (e.g., 5) propagates a smaller amount of 
activation to the output node “Target larger than standard”, because the 
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connection strength from the standard input to the output node is 
smaller. The monotonic connection weights thus lead to the comparison 
distance effect: As the stimuli are further apart, the activation of the 
correct output node increases, decreasing response time (RT). 
Importantly, monotonic weight patterns naturally develop in networks 
trained to compare two stimuli, independent of stimulus type (e.g., Leth-
Steensen & Marley, 2000). We will call the view that the comparison 
distance effect originates from monotonicity in weight patterns, the 
monotonic connection view. 
 
 
 
 
 
 
 
 
 
 
Figure 1: Outline of a part of the Verguts et al. (2005) number comparison model. For 
simplicity only the output node “Target number larger” is shown. Connections to the output node 
“Standard number larger” (or equivalently, “Target number smaller”) exhibit the reversed pattern. 
Figure 1A shows the model for the number task with representational overlap of the inputs, as 
indicated by the Gaussian activation function. Figure 1B shows the model for the letter task: The 
activation is restricted to a single node (i.e., there is no representational overlap). 
Standard Input Layer Target Input Layer 
1 15 15 1 
Stimulus
Connection 
strength 
Stimulus
Connection 
strength
Target larger than standard 
Standard Input Layer Target Input Layer 
1 15   15 1 
Stimulus
Connection 
strength 
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The two opposing views on the origin of the comparison distance 
effect can be tested with a different effect, the priming distance effect. In 
a number priming experiment, participants have to judge whether a 
target number that is preceded by a prime number is smaller or larger 
than a standard (e.g., 5). The priming distance effect is the finding that 
when a target number is preceded by a prime number, participants 
respond faster when the prime-target numerical distance is smaller (e.g., 
Dehaene et al., 1998). This effect is explained by representational overlap 
between the prime and target: Presenting a number activates the memory 
representation of the number itself, but also that of numbers numerically 
close to it, according to a Gaussian function (see target input layer in 
Figure 1A): If 8 is presented as a prime, the number-9 node is primed 
more than if the prime is 4 (similar to a popular conceptualization of 
semantic priming in psycholinguistics; e.g., Masson, 1995). Unlike the 
comparison distance effect, the priming distance effect cannot be 
explained by monotonic weight patterns: Representational overlap is 
necessary to allow the prime to evoke activation of the target 
representation to speed up RTs. The monotonic connection view itself 
makes no predictions concerning the priming distance effect. 
The priming distance effect is important for the present purpose 
because it results from the same mechanism as the comparison distance 
effect according to the representational overlap view, but from a different 
mechanism according to the monotonic connection view. For example, 
the Verguts et al. model, as an instantiation of the monotonic connection 
view, does not deny the existence of overlapping representations of 
numbers (cf. Figure 1A), or its causal role in accounting for the priming 
distance effect; it only denies that the mental number line accounts for 
the comparison distance effect. Thus, according to the representational 
overlap view, the presence of a comparison distance effect implies a 
priming distance effect, whereas the monotonic connection view allows a 
dissociation between the comparison distance effect and priming distance 
effect. To procure this dissociation we chose letters as stimuli: The 
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alphabet is a highly practiced linear order, and letters form an important 
part of our memory. The fact that we can recite the alphabet does not in 
itself imply representational overlap; reciting the alphabet constitutes a 
type of rote verbal knowledge unrelated to (number or letter) semantic 
processing. In fact, at least in the number domain a double dissociation 
between rote verbal knowledge and semantic processing has been 
reported (Dehaene & Cohen, 1997).  
In the present study, both letter and number stimuli are used in a 
priming experiment. We expect both a comparison distance effect and a 
priming distance effect in the number stimuli. A dissociation between the 
two effects in the letter stimuli is possible according to the monotonic 
connection view, whereas the representational overlap view does not 
allow a dissociation.  
 
2.2 Experiment 1 
2.2.1 Method 
Participants. 23 students of Ghent University (age 18-23, 3 males) 
participated for course credits. None was aware of the purpose of the 
experiment. 
Apparatus and Stimuli. A response box was connected to a 
Pentium 4, 2.8 GHz computer. Stimuli were presented in white on a black 
background (Courier 32 font), synchronized with the refresh rate (16,67 
ms). The task was to compare a target letter or number to a fixed 
standard. Primes and targets in the number task were numbers from 1 to 
9, except 5, resulting in 64 different prime-target combinations. Serial 
position effects were minimized by choosing letters from the middle of 
the alphabet for the letter task (Jou & Aldridge, 1999). Primes and targets 
were letters J to R (with standard N) presented in upper case. Each trial 
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started with a fixation cross (+, 500 ms), followed by a premask (###, 100 
ms), a prime (83 ms), a postmask (###, 100 ms), and a target presented 
until response. The response-stimulus interval was 1000 ms. 
Procedure. Participants took part in two sessions (on two 
consecutive days). Half of the participants performed the number task in 
the first session and the letter task in the second session, the other half 
vice versa.  
A practice block of 8 trials with feedback on accuracy and RTs 
preceded two experimental blocks of 320 trials each. One session (648 
trials) lasted about 35 minutes. Half of the group performing the number 
task in the first session pressed the left button as fast as possible when the 
target was smaller than 5, and the right button if the target was larger 
than 5. The other half had the reversed mapping. Participants in the letter 
task were counterbalanced similarly.  Half of the participants of each 
group changed response mappings between sessions. Participants were 
instructed to respond only to the target and to categorize the target as 
smaller or larger than the standard in the number task, and as coming 
before or after the standard in the alphabet in the letter task.  
 
2.2.2 Results and Discussion 
One participant failed to comply with task instructions and was 
excluded. One participant was excluded because of exceptionally large 
RTs (> (Median + 7StDev)). The mean error rate was 6.9%2.  
 
                                                          
2 Because analyses on the error rates revealed similar results as RT analyses, the 
error rates are only reported in Tables 1-3 but statistical analyses are not 
described explicitly. 
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Comparison Distance effect. Figure 2A shows a comparison 
distance effect in both tasks: RTs decreased when the distance between 
standard and target increased. This was confirmed by a 2 (task: 
letter/number) × 2 (size: before/after the standard) × 4 (comparison 
distance: 1, 2, 3, or 4) within-subject ANOVA on median correct RTs. To 
exclude a confound with priming distance, only trials where prime and 
target are identical were used in this analysis. There was a significant 
main effect of task, F(1, 20) = 98,56, p < .001, MSE = 6628, and of 
comparison distance, F(3, 60) = 12.33, p < .001, MSE = 1680: RTs were 
smaller on large distance trials compared to small distance trials. The 
interactions between task and comparison distance, between size and 
comparison distance, and the three-way interaction were also significant 
(all p’s < .05). Importantly, planned trend analyses showed significant 
linear effects of comparison distance in both the letter and the number 
task, both before and after the standard (all p’s < .05; see Figure 2A and 
Table 1).  
Congruency Priming effect. Participants responded faster to trials 
where prime and target elicit the same response (congruent trials) 
compared to trials where they elicit different responses (incongruent 
trials) in both the number task and the letter task (Figure 2B). For this 
analysis, trials with identical prime and target were removed to exclude 
perceptual priming. A 2 (task) × 2 (size) × 2 (congruency) within-subject 
ANOVA was performed on median correct RTs. This revealed an effect of 
task, F(1, 20) = 125.79, p < .001, MSE = 2185, and of congruency, F(1, 20) 
= 49.31, p < .001, MSE = 305: RTs are smaller on congruent (446 ms) than 
on incongruent trials (465 ms). There was a significant interaction 
between task and congruency, F(1, 20) = 8.32, p < .01, MSE = 224: 
Congruency priming was significant in both the number task, F(1, 20) = 
99.31, p < .001, MSE = 138, effect size = 26 ms, and the letter task, F(1, 20) 
= 8.09, p < .05, MSE = 391, effect size = 12 ms. Furthermore, there was a 
significant three-way interaction, F(1, 20) = 7.04, p < .05, MSE = 112. 
Interaction analyses revealed a significant difference in the congruency 
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priming effect between letters and numbers after the standard, F(1, 20) = 
12.19, p < .005, MSE = 208. There was no significant difference of 
congruency between numbers and letters before the standard (F < 1). 
Detailed results are shown in Table 2.  
Priming Distance effect. The congruency priming effect, which 
indexes the extent of prime processing, was of similar size for stimuli 
before the standard but not after the standard. A reasonable 
interpretation is that number and letter primes before the standard were 
processed equally deeply. In contrast, differences in the congruency 
priming effect for letters and numbers after the standard may indicate 
shallower processing of letter primes. Therefore, analysis of the priming 
distance effect is focused on stimuli before the standard.  A 2 (task) × 3 
(priming distance: 1, 2, or 3) within-subject ANOVA was performed on 
the correct, congruent median RTs for targets before the standard. There 
were main effects of task, F(1, 20) = 79.77, p < .001, MSE = 2866, and 
distance, F(2, 40) = 6.07, p < .005, MSE = 503. Importantly, there was a 
significant interaction between task and priming distance, F(2, 40) = 5.40, 
p < .01, MSE = 443, with a significant priming distance effect in the 
number condition, F(1, 20) = 14.99, p < .001, MSE = 455, but not in the 
letter condition, F(1, 20) = 1.67, p = .21, MSE = 414 (see Table 3 and 
Figure 2B). A significant interaction between task and priming distance is 
also observed (p < .05) if we include all stimuli in the analysis (i.e., the 
primes both before and after the standard). 
These results favor the monotonic connection view: Both number 
and letter comparison elicit a comparison distance effect and a 
congruency priming effect. The priming distance effect is, however, 
limited to the number task. To ensure that these effects are not due to the 
specific letter set used in the experiment, Experiment 1 was replicated 
using a different set of letters in Experiment 2. Again, letters from the 
middle of the alphabet were selected to exclude confounds with the serial 
position effect. 
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2.3 Experiment 2 
2.3.1 Method 
Participants. Thirty university students (age 18-23, 10 males) 
participated on payment of 20 Euros or course credits.  
Apparatus and Stimuli. Identical to Experiment 1, except for the 
letter stimuli. Letters I to Q (standard M) were used.  
Procedure. Identical to Experiment 1. 
 
2.3.2 Results and Discussion 
 The mean error rate was 6.5%. 
Comparison Distance effect. As in Experiment 1, there was a main 
effect of task, and of distance (both p’s < .001; see Figure 2C). There was a 
significant interaction between task, size, and comparison distance, F(3, 
87) = 3.39, p < .05, MSE = 3156. Planned linear trend analysis revealed a 
significant comparison distance effect for letters and numbers before and 
after the standard (all p’s < .01; see Table 1). 
Congruency Priming effect. Besides main effects of task and 
congruency (both p’s < .001), there were significant interactions between 
task, and congruency, F(1, 29) = 6.01, p < .05, MSE = 185 and between 
task, congruency, and size, F(1, 29) = 16.73, p < .005, MSE = 135. Planned 
comparisons showed that the three-way interaction was caused by a 
significant difference in congruency priming effect between numbers and 
letters after the standard, F(1, 29) = 16.73, p < .001, MSE = 214 , but no 
significant difference of congruency between numbers and letters before 
the standard (F < 1) (see Table 2). 
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  Before Standard After Standard
 Distance 4 3 2 1 4 3 2 1 
Number  380 
(3.3) 
372 
(2.9) 
383 
(3.3) 
403 
(9.0) 
379 
(1.4) 
367 
(0.9) 
385 
(2.4) 
397 
(10) 
Exp 1 
Letter  440 
(4.3) 
497 
(11) 
486 
(3.8) 
493 
(13) 
448 
(2.9) 
441 
(2.4) 
469 
(9.0) 
500 
(7.6) 
Number 400 
(1.0) 
398 
(2.3) 
407 
(2.0) 
426 
(6.0) 
396 
(1.7) 
401 
(1.0) 
410 
(3.0) 
417 
(4.7) 
Exp 2 
Letter 467 
(3.0) 
484 
(5.0) 
533 
(12) 
514 
(9.7) 
456 
(3.0) 
495 
(4.7) 
481 
(5.3) 
533 
(13) 
Table 1. Median RTs for comparison distances in Experiments 1 and 2. The numbers 
between brackets denote the error rates.  
 
 Before Standard After Standard
 Prime Congruent Incongruent Congruent Incongruent 
Number 405 
(5.9) 
427 
(5.1) 
399 
(4.5) 
429 
(7.3) 
Exp 1 
Letter 493 
(8.0) 
510 
(9.4) 
486 
(7.9) 
494 
(7.6) 
Number 430 
(5.4) 
451 
(5.7) 
428 
(4.8) 
456 
(5.6) 
Exp 2 
Letter 513 
(4.7) 
537 
(9.7) 
522 
(7.6) 
528 
(8.4) 
Table 2. Median RTs for congruency priming in Experiments 1 and 2. The numbers 
between brackets denote the error rates. 
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Priming Distance effect. Analysis focused on trials where the 
priming effect was equally strong in the number and letter task, i.e. on 
trials with targets before the standard (see previous section). Besides main 
effects of task and distance (p’s < .05), and a significant interaction 
between task and priming distance, F(2, 58) = 4.43, p < .05, MSE = 608, 
planned comparisons showed a significant priming distance effect in the 
number task (p < .001), but not in the letter task (p = .68) (see Table 3 and 
Figure 2D). If we include all stimuli in the analysis (i.e., the primes both 
before and after the standard), a marginally significant interaction 
between task and priming distance (p = .071) was still observed. 
 
  Before Standard
 Distance 1 2 3
Number  399 404 425Exp 1 
Letter  486 503 494 
Number 419 438 446Exp 2 
Letter 514 509 518 
Table 3. Median RTs for priming distances in Experiments 1 and 2. The numbers between 
brackets denote the error rates.  
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2.4 Simulation Study 
The two tasks were simulated using a simplified steady state version of 
the Verguts et al. (2005) comparison model. We assume that a learning 
process akin to the one in number comparison has taken place in letter 
comparison also. In this case, a monotonic weight pattern is predicted for 
both the number and the letter task. The activation of the output nodes 
“Target larger than standard” and “Target smaller than standard” is the 
summed activation from the standard and the target input layer. 
Activation of the target input layer is the sum of prime activation and 
target activation.  Simulated RT was an inverse function of activity of the 
correct output node (see Appendix for details). 
The number task was modeled with high representational overlap 
(a large value of σ; Figure 1A), the letter task was modeled without 
representational overlap (a very small value of σ; Figure 1B). For 
simplicity, both tasks have identical connection weights (insets Figure 1). 
Simulation results closely match those from Experiments 1 and 2: In both 
number and letter simulations, a comparison distance effect (Figure 2E) 
and a congruency priming effect (Figure 2F) are present, whereas the 
priming distance effect appears only in the number simulation (Figure 
2F). 
The comparison distance effect in both the number and letter 
simulation originates from the monotonicity in the connection weights, 
independent of representational overlap. There is also a congruency effect 
in both models because activation of the prime is cascaded to the output: 
If the prime and target are on the same side of the standard (i.e., 
congruent trial), activation of the correct output node is higher than if 
prime and target are on a different side of the standard (i.e., incongruent 
trial). This leads to faster RTs in the congruent case.  
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Figure 2. Median RTs for the comparison distance effect in Experiment 1 (figure 2A), and 
Experiment 2 (figure 2C), and the congruency and priming distance effect for targets before the 
standard in Experiment 1 (figure 2B), and Experiment 2 (figure 2D). Confidence intervals are 
calculated according to Loftus and Masson (1994). Model simulations of the comparison distance 
effect and the congruency and priming distance effect are shown in figures 2E and 2F respectively. 
Simulated RTs are in arbitrary time units. 
 
The priming distance effect is only present in the number 
simulation (Figure 2F): A stimulus does not only activate its own input 
unit, but also the neighboring input units according to a Gaussian 
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function. Therefore, the influence of prime activation on target 
processing will be larger when prime and target are closer to each other.  
 
2.5 General Discussion 
We pitted opposite predictions from two views on the comparison 
distance effect against one another. The results support the monotonic 
connection view: When matched on congruency priming effects, there 
was a comparison distance effect in numbers and letters, but a priming 
distance effect was restricted to the number task.  
In earlier studies, the distance effect referred to any effect of 
semantic distance between two stimuli, in comparison tasks (e.g., Moyer 
& Landauer, 1967), in Stroop-like tasks (e.g., Pavese & Umilta, 1998), and 
in priming tasks (e.g., Dehaene et al., 1998). Our results point towards the 
necessity to dissect the distance effect into at least a comparison distance 
effect and a priming distance effect. This results in some conceptual 
clarification. For example, Pavese and Umilta (1998) criticized the 
symbolic-coding model of Banks (1977) for ascribing the distance effect to 
a comparison process, because they obtained (priming) distance effects in 
other tasks also. Dissecting the two effects leads to the conclusion that the 
comparison distance effect originates only in comparison tasks (as Banks 
had postulated) whereas the priming distance effect can appear in other 
tasks also (as Pavese and Umilta argued). More generally, distance effects 
in tasks that cannot be solved by a simple comparison network as the one 
presented here (e.g., same/different task, Verguts and Van Opstal, 2005), 
could still be caused by representational overlap (Dehaene and Changeux, 
1993). 
The comparison distance effect is very robust, as it is obtained in 
any type of material in which a comparison task has been studied, 
whereas the priming distance effect is not. From the model point of view 
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outlined above, this is not surprising: Solving the task correctly actually 
implies a comparison distance effect. Of course, there may be alternative 
strategies to solve the comparison task (e.g., exemplar-based strategies) 
that work against or even reverse the comparison distance effect. For 
example, Turconi et al. (2006) found a reversed distance effect in an order 
task: When participants had to judge whether two numbers were in 
ascending order, a reversed distance effect was found for ascending pairs. 
Because this effect was limited for distance 1 compared to distance 2, 3, or 
4 (the distance effect was normal between distances 2, 3, and 4) in 
ascending order, these results may be caused by an exemplar-based 
strategy adopted by the participants. We argue, however, that as long as 
the comparison network is used, a comparison distance effect follows. In 
contrast, the priming distance effect is not needed in any task, so the 
absence of this effect in some stimulus materials (e.g., letters) is not 
surprising. 
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2.6 Appendix 
Only one output node (“Target larger than standard”) will be discussed. 
For simplicity, we used linearly increasing and decreasing weights. 
Changing the weights to those from the trained comparison model 
(Verguts et al., 2005) does not change the results qualitatively. The output 
function of “Target smaller than standard” is identical except for the 
linear weight factors (c-i) and i, which are exchanged.  
Formally, the activation received by the output node can be 
written as 
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where s, t, and p indicate the standard, target, and prime 
respectively, and the summation runs over the 15 number nodes in the 
standard and the target input layer, respectively.     denotes the 
maximum of zero and A. The first summation term represents the amount 
of activation received by the output node from the standard input layer. 
The second term is the amount of activation received from the target 
input layer (i.e. the activation of the prime and the target). Because the 
brief prime presentation, its contribution is multiplied by α = .2. 
Threshold θ was set to .8; the weight intercept c was set to 9. The 
Gaussian width is defined by σ. See Verguts et al. (2005) for a full 
explanation.  
 
 
 +A
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 3 Differences in the memory 
representation of numbers and 
non-numerical ordered stimuli1 
 
In Chapter 2 we have shown a difference in the representation of 
letters and numbers by dissociating the comparison distance effect from 
the priming distance effect. The absence of a priming distance effect using 
letters as stimuli suggested that the memory representations of letters 
exhibits tuning curves that are much less broad than those of numbers. In 
the present study, we used a same-different task to further investigate this 
difference in memory representation, because in this task a task-relevant 
distance effect is predicted only when tuning curves are sufficiently broad 
(in contrast to a comparison task: See Chapter 2). Results confirmed the 
difference in memory representation by showing a distance effect in 
numbers but not in letters. 
                                                          
1 This paper was co-authored by Tom Verguts 
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3.1 Introduction 
During the last decades, cognitive research on mental number 
representation has expanded a great amount. This growth has resulted in 
a better understanding on how numbers are processed, both at a 
behavioral and a neuronal level. Together with this better understanding 
of number processing, however, the question arises to what extent the 
processes involved are number-specific, or more generally applicable to 
other symbolic ordinal domains. Although there appear to be phenomena 
that are limited to numbers (e.g., the size effect; Dehaene, 1997), other 
effects are also present when non-numerical symbolic stimuli are 
processed. The presence of similar behavioral effects in both the number 
and non-numerical domain raised the suggestion that the memory 
representation for numbers and other ordered sequences might be similar 
(e.g., Chiao, Bordeaux, & Ambady, 2005).  
In the field of numerical cognition, a mental number line is used 
as a metaphor to indicate how numbers are represented in memory. 
According to this metaphor, numbers are represented on a horizontal 
line, with small numbers represented on the left and large numbers 
represented on the right (e.g. Dehaene, Bossini, & Giraux, 1993). 
Numbers are represented as a distribution around the true location of the 
number on the line: The presentation of a number not only activates the 
number itself, but also the neighboring numbers according to a Gaussian 
distribution function (see Figure 1A). In this sense the representation of 
numbers on the mental number line is distributed. 
In the previous chapter we argued that the priming distance effect 
in number processing originates because of this distributed 
representation. The priming distance effect means that it is easier to 
respond to a numerical stimulus when it is preceded by a number that is 
numerically close, compared to when it is preceded by a number that is 
numerically far. Using a simple neural network in which we varied the 
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width of the Gaussian distribution function on the stimulus 
representations, we showed that the priming distance effect is only 
present when there is a distributed representation. The absence of a 
priming distance effect in the letter task indicated that there is no such 
distributed representation of letters. 
The difference in the priming distance effect thus suggests that 
the memory representation of ordinal non-numerical stimuli is different 
from the memory representation of numbers in that there is no 
distributed representation on the ordinal representation of non-numerical 
stimuli. It could, however, be argued that the absence of a priming 
distance effect is due to the irrelevance of the prime in a priming task, 
and that memory representations of letters are less automatically 
activated compared to numbers. Therefore, in order to be able to draw 
general conclusions about memory representations from the absence of a 
priming distance effect, we here validate our findings using a different 
task. One could argue that a proper task to study the difference between 
the memory representation of numbers and non-numerical stimuli must 
meet two requirements. The first requirement is that both stimuli for 
which the distance is calculated need to be processed thoroughly; both 
stimuli should thus be relevant for the task. The second requirement is 
that the distance effect in the task originates from distributed 
representations. A task that meets these requirements is a same-different 
task. 
In a numerical same-different task, participants are instructed to 
judge whether two numbers (often presented as an Arabic and verbal 
number to exclude visual similarity) are identical or not. Typically, 
reaction times (RTs) to ‘different’ responses are influenced by the 
numerical distance between two stimuli: Participants are faster in judging 
that “2 - NINE” are different numbers than in judging that “2 – THREE” 
are different numbers (e.g., Dehaene and Akhavein, 1995; Verguts and 
Van Opstal, 2005). A same-different task is different from a comparison 
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task in that sense that there is no need for transitive relations between the 
stimuli. Therefore, the distance effect in a same-different task is not likely 
to result from the monotonic pattern in the connection strengths, as is the 
case in a comparison task, but rather from the distributed representation 
of numbers. The simulation study reported below confirms this idea.  
In the current experiment, we used both letters and numbers in a 
same-different task. The predictions of this experiment are then very 
straightforward: Because the distance effect in a same-different task 
originates from a distributed representation, it should be present when 
the stimuli are numbers, but not when the stimuli are letters.  
 
3.2 Experiment 
3.2.1 Method 
Participants. 20 students (about 20 years old, 3 males) from Ghent 
University participated in the experiment for course credits. None was 
aware of the purpose of the experiment. 
Apparatus and Stimuli. Responses were collected through a 
response box connected to a Pentium 4, 2.8 GHz computer. The number 
stimuli were numbers 1, 2, 7, and 8 (7, and 8 were used rather than 8, and 
9 to rule out any problems with physical similarity, see Verguts and Van 
Opstal, 2005). To avoid a physical similarity matching strategy, both 
Arabic (A) and verbal (V) number notations were used.  The verbal 
stimuli were the Dutch words for 1, 2, 7, and 8: “een”, “twee”, “zeven”, 
and “acht” respectively, and were presented in upper case (Arial font, font 
size 22). Only mixed notation trials were presented (A-V or V-A). For the 
letter stimuli, two different sets of letters were used to exclude the 
possibility that the results would be caused by the specific letters used. 
One letter set consisted of the letters F, G, S, and T, the other letter set 
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consisted of the letters G, H, Q, and R. All letters were presented in Times 
New Roman font, font size 22. These letters were carefully chosen so that 
the visual similarity for letters in a letter set was equal according to the 
similarity ratings presented by Boles and Clifford (1989). Letter set 
functioned as a between subjects variable: Participants were assigned 
either to the first letter set or to the second letter set. Both capital and 
small letters were used, and trials only consisted of mixed notation pairs. 
For both the number and the letter stimuli, this resulted in eight Same 
pairs (distance = 0), eight Different-close pairs (distance = 1), and 16 
Different-far pairs (distance > 4). Following Dehaene and Akhavein 
(1995), we equated the number of Same, Different-close, and Different-
far trials by presenting the four Same pairs and Different-close pairs twice 
as often as the Different-far pairs. This made for a total of 48 stimuli in 
each block, for a total of eight blocks per participant per task. The 
experiment thus consisted of 2 × 384 = 768 trials, and lasted 
approximately 40 minutes.   
Procedure. The experiment consisted of a number task and a 
letter task. Half of the participants started with the number task, followed 
by the letter task. The other half had the reversed order of tasks. The 
procedure was identical in the number and the letter task. A fixation 
cross was presented on each trial. The fixation cross disappeared after 200 
msec, followed by a stimulus, consisting of two numbers (in the number 
experiment), or two letters (in the letter experiment). The distance on the 
screen between the two stimuli was 1.5 cm. The stimuli were presented as 
white characters on a black background. The stimulus remained on the 
screen until a button was pressed. The intertrial interval was set to 200 
msec. Response mappings (left/right button for same/different responses) 
were counterbalanced across participants in each task. 
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3.2.2 Results and Discussion 
The overall error rate was 5.2% and 7.1% for the number and the 
letter experiment respectively. 
A 2 (task: number or letter) × 3 (pair: Same, Different-close, 
Different-far) repeated measures ANOVA with pair as within subjects 
variable, and task as between participants variable was performed on the 
median, correct RTs. This revealed a significant main effect of task, F(1, 
19) = 7.13, p < .05, MSE = 8338: RTs are faster in the letter task (623 ms) 
compared to the number task (668 ms). There was also a main effect of 
pair, F(2, 38) = 6.29, p < .005, MSE = 506, and a significant interaction 
between task and pair, F(2, 38) = 6.28, p < .005, MSE = 705. Because the 
Same pairs are not informative with respect to a possible difference in the 
distance effect, planned comparisons focused on the Different pairs only. 
This revealed a significant interaction between task and pair, F(1, 19) = 
24.28, p < .001, MSE = 293. Importantly, in the number task, a significant 
difference was found between Different-close and Different-far pairs, F(1, 
19) = 33.99, p < .001, MSE = 319, with mean RTs of 684 ms and 651 ms 
respectively: Different responses were 33 ms faster when two numbers 
were numerically far apart than when they were close in magnitude. In 
contrast, the difference between Different-close and Different-far pairs 
was not significant in the letter task, F(1, 19) = .60, p = .45, MSE = 381, 
with median RTs of 615 ms and 620 ms for close and far trials 
respectively. Results are shown in Table 1 and Figure 2A.  
Analysis of the error data revealed the same pattern. A 2 (task: 
number or letter) × 3 (pair: Same, Different-close, Different-far) on the 
error data revealed a significant main effect of task, F(1, 19) = 6.88, p < 
.05, MSE = 16.20: More errors were made in the letter task (8.2%) 
compared to the number task (6.3%). There was also a main effect of pair, 
F(1, 19) = 78,73, p < .001, MSE = 25.28, and a significant interaction 
between task and pair, F(2, 38) = 3.63, p < .05, MSE = 19.95. Planned 
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comparisons on the Different pairs only revealed a significant interaction 
between task and pair, F(1,19) = 7.88, p < .05, MSE = 7.33: There was a 
significant effect of distance for the number task, F(1, 19) = 21.01, p < 
.001, but not for the letter task, F < 1 (see Table 1). 
 
Same Different-close Different-far 
Task 
RT (ms) Error (%) RT (ms) Error (%) RT (ms) Error (%) 
Number 668  13.2 684  4.1 651  1.6 
Letter 635  17.5 615  3.1 620 4.0 
Table 1. Mean reaction times and error rates for the Different pairs in the number and the 
letter experiment. 
 
3.3 Simulation Study 
Dehaene and Changeux (1993) modeled a numerical same-different task 
with a distributed representation on the inputs. In their model, a point-
to-point matching module monitors the similarity between two presented 
numerosities according to a logical AND gate. When two stimuli are the 
same, the point-to-point matching module will become highly active and 
propagate its activation to the “same” response. When the two stimuli are 
different, the activity on the point-to-point matching module depends on 
the amount of overlap of the distributions on the numerosity detectors. 
The more overlap, the more activation the point-to-point matching 
module will send towards the “same” response, leading to more 
competition with the “different” response. In the case of different 
numbers that are numerically close, there will thus be more competition 
between the two responses than when the two different numbers are 
numerically far apart. This causes the distance effect. It is clear that there 
is no competition when there is no overlap of the distributions, because 
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then there is no activation on the point-to-point matching module that is 
propagated to the “same” output. 
Because the distance effect in a same-different task originates 
from overlap of the distributional representations, it is qualitatively 
similar to the priming distance effect. This might appear counterintuitive 
because both the same-different task and the comparison task rely on 
comparison processes. To verify the generality of our assertion that the 
same-different task requires distributional overlap to exhibit a distance 
effect, we trained a simple feed-forward neural network on this task. 
Because a same-different task is a nonlinear task (technically, it is 
equivalent to the XOR problem; Minsky & Papert, 1969), it cannot be 
solved by a two-layer network, so a layer has to be added between input 
and output layers. The architecture of the network is shown in Figure 1. 
 
 
 
 
 
 
 
Figure 1. (A) Outline of the number model, and (B) the letter model. The only difference 
between the two models is the activation on the input layer. The distributional overlap on the inputs 
of the number model is represented as a Gaussian activation function. The lack of a distributional 
overlap when the inputs of the model are letters is presented as a spike activation function. 
The model consists of an input layer, a hidden layer, and one 
output node. The input layer consists of 18 nodes, 9 for the left stimulus 
Same/Different Response Same/Different Response  
Stimulus 1 Stimulus 2 Stimulus 1 Stimulus 2 
A B.
Differences in the memory representation      37 
and 9 for the right stimulus. The activation on the input layer is either a 
Gaussian or a spike function. The Gaussian function simulates the 
distributional overlap found in number processing (Figure 1A; cf. Chapter 
2). The spike function simulates the representation of stimuli without 
distributional overlap (Figure 1B; cf. Chapter 2). The activation of the 
input layer is propagated to a hidden layer. The nodes in the hidden layer 
have a hyperbolic tangent activation function and are connected to one 
output node. The output node has a linear activation function, with a 
correct response of -1 when the input stimuli are the same, and a correct 
response of +1 when the input stimuli are different. The model was 
trained 20 times with the backpropagation algorithm: 10 times with 
distributional overlap on the input layer (i.e., the number experiment), 
and 10 times without distributional overlap (i.e., the letter experiment). 
Training pairs where all different pairs possible with 9 stimuli (making a 
total of 81 different combinations). To equate the number of Same and 
Different pairs, the training set was enlarged with 63 same pairs, resulting 
in a total of 144 training pairs. The slower RTs in the number task due to 
reading time of the verbal words, was modeled by adding a constant (+1) 
to the simulated RT in the number task. The constant term was chosen in 
such a manner that the simulated data best fitted the empirical data (note 
that because it is simply a constant added to the letter simulation data 
only, it cannot influence the crucial interaction patterns). Simulated RT 
was taken to be an inverse function of the absolute value of the activity of 
the output node. Figure 2B shows the results of the simulation. A 2 (task: 
number or letter) × 3 (pair: same, different-close, different-far) revealed a 
significant main effect of pair, F(2, 18) = 9.19, p < .005, MSE = .03, and a 
significant interaction between task and pair, F(2, 18) = 11.23, p < .001, 
MSE = .05. Planned comparisons on the different pairs only revealed a 
significant interaction between task and pair, F(1, 9) = 13.43, p < .01, MSE 
= .09: There was a significant effect of distance for the number task, F(1, 
9) = 108.37, p < .001, MSE = .01, but not for the letter task, F < 1 (see 
Figure 2B). 
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Figure 2. (A) Mean RTs in the number and letter experiment. (B) Results from model 
simulations. Error bars denote standard error of the mean. Because of the small variance in the 
simulation results, the error bars are invisible for the simulation data.   
 
3.4 General Discussion 
The results of this experiment showed a distance effect in a same-
different task when the stimuli were numbers, but not when they were 
letters. These results are consistent with neural network simulations 
where the number task was modeled using a distributed representation 
on the inputs, and the letter task without a distributed representation. 
From this, we can conclude that the memory representation of numbers 
is different from the memory representation of letters.  
Except for a similar representation for letters of the alphabet and 
numbers, it has previously been suggested that letters are represented in 
memory in different chunks. According to Klahr, Chase, and Lovelace 
(1983) the memory representation of letters is segmented in six chunks. 
These chunks start with the letters A, H, L, Q, U, and X, and follows from 
one of the versions of the ‘Alphabet Song’. One might argue that some of 
the results presented in this study could be explained in terms of these 
chunks, if one would assume that comparing letters from the same chunk 
is more difficult than comparing letters from different chunks. A quick 
look at our data shows that this cannot be true. In the letter set G, H, Q, 
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and R, the letters G and H belong to different chunks. However, they also 
form a Different-close pair. According to the chunk idea, participants 
should thus respond faster to this Different-close pair compared to the 
other Different-close pair from this letter set, namely Q and R, both of 
which belong to the same chunk. Our results show the reversed pattern: 
median RT to the pair GH is 719 ms, whereas the median RT to the pair 
QR is only 677 ms. Other evidence against the chunk idea is presented in 
Scharroo, Leeuwenberg, Stalmeier, and Vos (1994).  
These results are consistent with the results from Chapter 2 
where it was suggested that the absence of a priming distance effect when 
letters were used as stimuli was caused because of the absence of a 
distribution on its memory representation. Together with the present 
results, this provides converging evidence for a difference in the memory 
representation of numbers and non-numerical ordered stimuli. 
A possible explanation as to why there is a difference in the 
memory representation comes from a recent neural network model for 
number representation and processing (Verguts & Fias, 2004). Verguts 
and Fias first trained their model to detect the numerosity from non-
symbolic input. After training, the output of the model showed a 
distributed activation on the output of the numerosity detector. They 
then trained the model to map symbolic inputs to these numerosity 
detectors; it was found that also for symbolic numbers the numerosity 
detector showed a distributed representation. Importantly, the 
numerosity detector only showed a distributed representation when 
symbolic numbers were presented, because the model was first trained 
with non-symbolic input. In other words, according to the model, only 
symbolic stimuli that have been trained to represent a numerosity should 
show distributed representations. Therefore, because letters and animal 
have never been trained to represent numerosities, they have no 
distributed representation in memory. 
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3.5 Addendum 
The finding that numbers are unique among symbolic sequences in 
having broad distributed representations is also corroborated by ohter 
studies we performed.  
In a first study we replicated the findings presented above using a 
slightly changed experimental design. Because equating the amount of 
Same, Different-close, and Different-far trials results in presenting the 
Different-close pairs twice as much as the Different-far pairs, this might 
work against the priming distance effect. Therefore, we performed 
another same-different experiment using only the letters F, G, S, and T. 
The design was slightly changed in that we only equated the amount of 
Same and Different trials, but we did not change the proportion of 
Different-close and Different-far trials. There were thus twice as much 
Different-far trials compared to Different-close trials. The results from 
this study were identical to the results presented here: No difference was 
observed between the Different-close and Different-far trials. 
In a second study, we trained nine participants on an unfamiliar 
ordered sequence of seven arbitrarily chosen stimulus figures. During 
training, participants were asked to select the semantically larger of two 
unknown stimuli. Because the relations between the different stimuli are 
unknown to the participant, they score about 50 percent correct in the 
beginning of training. When a participant responds on a training trial, 
immediate feedback is presented. This allows the participant to gradually 
learn the relations between the different stimuli. In a first learning phase 
all stimulus combinations were presented to the participant 38 times, 
resulting in a total of 1596 trials. The following day, all participants took 
place in a second identical learning phase that consisted of 798 trials. 
Performance and reaction times are presented in Figure A1. Most 
important for the present purpose is that behavioral performance was 
stable at the end of the second training session. 
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Figure A1. Mean RTs and accuracies in training sessions 1 and 2.  
After this extensive training, participants performed a priming 
experiment. As in Chapter 2, we analyzed the data for a comparison 
distance, congruency priming, and distance priming effect. One 
participant was excluded from the analyses because of a high error rate (> 
20%). To exclude a confound with priming distance, only trials with 
identical prime and target were used in this analysis. A 2 (Size: 
before/after after the standard) × 3 (Comparison distance: 1, 2, or 3) 
repeated measures ANOVA on the mean correct RTs revealed a 
significant effect of size, F(1, 7) = 7.92, p < .05, MSE = 1203, and a 
marginally significant effect of comparison distance, F(1, 7) = 3.44, p= 
.061, MSE = 595: RTs were faster for targets further from the standard. 
The same results were obtained if we included all trials in this analysis 
(i.e., all prime-target combinations). For the analysis of the congruency 
priming effect, trials with identical prime and targets were removed to 
exclude perceptual priming. A 2 (Size: before/after the standard) × 2 
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(Congruency: Congruent/Incongruent) repeated measures ANOVA on the 
mean correct RTs showed a significant effect of size, F(1, 7) = 18.2, p < 
.005, MSE = 231, and of congruency, F(1, 7) = 26.1, p < .005, MSE = 86: 
Participants respond faster when the prime and target are congruent (542 
ms), compared to when they are incongruent (559 ms). Importantly, a 2 
(Size: before/after the standard) × 2 (Priming distance: 1, or 2) repeated 
measures ANOVA only revealed a significant effect of size, F(1, 7) = 
10.92, p < .05, MSE = 324. There was no significant difference between 
trials with priming distance 1 (543 ms), and distance 2 (540 ms), F = .09, p 
= .78.  
In sum, the results of this study showed a comparison distance 
effect and a congruency priming effect, but no priming distance effect. 
This indicates that even when stimuli are only known for their ordinal 
properties, there is still no overlap on their memory representations. As 
was suggested by the model of Verguts and Fias (2004) the absence of an 
overlap on the memory representations can be explained because the 
artificial stimuli used in this experiment were never matched to 
numerosities. 
 
 
 4 A hippocampal-parietal network 
for learning an ordered sequence 
NeuroImage (in press)1 
 
The dynamics of the neural network that underlies learning 
transitive structures of an ordered sequence remains poorly understood. 
To address this, in the present study we used fMRI to track the time 
course of transitive inference learning. Hippocampus and angular gyrus 
were each shown to be closely related to the learning trajectory, but 
differentially so. Hippocampal activity was shown to consistently increase 
with learning but no correlation was found between performance and 
hippocampal activation, suggesting a general role for the hippocampus. 
Left angular gyrus activity was also found to consistently increase with 
training, but in addition correlated significantly with behavioral 
performance. This suggests an involvement of the angular gyrus in 
learning the ordinal associations between the stimuli. 
                                                          
1 This paper was co-authored by Tom Verguts, Guy A. Orban, and Wim Fias 
44               Chapter 4 
4.1 Introduction 
Understanding the neural basis of reasoning, that is the capacity 
to draw inferences, presents an important challenge for cognitive 
neuroscience (Houdé and Tzourio-Mazoyer, 2003). In the present study 
we focus on transitive inference (TI) as a canonical form of inferential 
reasoning.  
In a typical TI task participants have to learn the ordinal structure 
of a sequence of stimulus elements on the basis of premises that consist of 
adjacent elements in the sequence. In the initial phase, participants learn 
the internal order of individual stimulus pairs (e.g., the premises A<B, 
B<C, C<D, and D<E). After reaching a high performance criterion, in the 
next phase knowledge of the ordinal structure of the sequence is 
evaluated by asking the participant to infer the transitive relation 
between non-adjacent stimulus elements. From the premises A<B, B<C, 
C<D, and D<E, the relation between stimuli not presented together, for 
example B<D, can be inferred. Importantly, this capacity for TI is not 
unique to human adults (e.g., Acuna, Sales, et al., 2002) but has also been 
observed in preschool children (Bryant and Trabasso, 1971), primates 
(Gillan, 1981; Treichler and Van Tilburg, 1996), rats (Davis, 1992), and 
pigeons (von Fersen et al., 1991; Weaver et al., 1997). The fact that the 
capacity for TI is widespread across species is consistent with the idea that 
it results from very simple model architectures (e.g. Von Fersen et al., 
1991; Couvillon & Bitterman, 1992; Siemann and Delius, 1998); it also 
suggests that TI has a long evolutionary history, possibly because of its 
high degree of behavioral relevance (e.g., in determining social 
dominance, Paz-y-Mino et al., 2004). It follows that TI should rely at least 
partially on basic and evolutionarily old neural mechanisms. Animal 
lesion studies confirm that TI critically relies on the hippocampus (HC). 
Rats with a hippocampal lesion succeed in learning to discriminate 
between two adjacent odors, but are unable to understand the transitive 
relation between them (Dusek and Eichenbaum, 1997). Although the 
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involvement of HC in TI has been confirmed in humans using PET 
(Nagode and Pardo, 2002) and fMRI (Heckers et al., 2004; Preston et al., 
2004; Greene et al., 2006), the exact role of the HC in TI is still unclear. 
Few studies have focused on the time course of HC activation while 
participants learn the premise pairs. In one study, HC was found to be 
active in the middle of the learning phase, but not at the end of learning 
(Nagode and Pardo, 2002). However, this study did not include a control 
task, and could not exclude slow wave artifacts. A different pattern of 
hippocampal activation was observed by Greene and colleagues (2006). 
They found an increase in hippocampal activation with an increase in 
performance over training blocks showing that hippocampus was most 
active at the peak of performance. However, both Nagode and Pardo 
(2002), and Greene and colleagues (2006) only examined the time course 
of HC during learning of the premises (e.g., B < C), but neglected to 
examine the time course of HC activations directly related to transitive 
inference.  
 
Performance in the test phase of the TI task is often characterized 
by a distance effect between the elements in the ordered sequence. More 
specifically, drawing transitive inferences is easier and faster for B < E 
than for B < D. Although a few TI studies failed to find such a distance 
effect (Ellebogen et al., 2007; Moses et al., 2006), the distance effect is 
frequently observed in humans (Tzelgov et al., 2000; Colombo and Frost, 
2001; Acuna, Sanes et al., 2002) as well as in primates (D’Amato and 
Colombo, 1989; Treichler and Van Tilburg, 1999), and rats (Ferson et al., 
1991, Van Elzakker et al., 2003; Wynne, 1995). The distance effect 
indicates that participants do not progressively walk through the premises 
to find the correct answer (which would evoke a reversed effect of 
distance), but form an integrated representation of the stimuli in which 
the order relations between them is well established. Previous 
hippocampal-cortical computational models have proposed that this 
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integrated representation is stored in associative cortical areas (Frank et 
al., 2003; O’Reilly and Rudy, 2001). It is, however, unclear in exactly 
which cortical areas this would be. A number of studies suggest parietal 
cortex as a key area for storing ordinal representations. Indeed, studies on 
the processing of the most prototypical orders, namely numbers, reveal 
strong involvement of the parietal cortex, more specifically intraparietal 
sulcus (IPS; e.g., Fias et al., 2003; Eger et al., 2003; Pinel et al., 2004). 
Although numbers are a special case of ordinal stimuli because they also 
carry cardinal meaning, decisions on other ordered stimuli, like the 
alphabetical order of letters, also revealed IPS activation (Fias et al, 2007; 
Fullbright et al., 2003, Marshuetz et al., 2006).  
Clearly, numbers and letters are highly practiced sequences. In a 
recent study, Acuna and colleagues (Acuna, Eliassen et al., 2002) also 
found parietal activation in a TI task with arbitrary geometrical figures in 
which the underlying sequence was acquired during training. Their locus 
of activation was not in IPS, but in both superior parietal lobe, and 
supramarginal (SMG) and angular gyrus (ANG) of the inferior parietal 
lobe (see also Goel and Dolan, 2001). This result suggests that parietal 
cortex in general might be particularly good in storing orders. However, 
the studies involved contrasting a simple height comparison control task 
with a more difficult TI task, and thus, activation in parietal areas could 
have been the result of task difficulty or attention (Majerus et al., 2006; 
Winstein et al, 1997). Hence, the storage of newly learned ordinal 
sequences in association cortex, with parietal cortex as a likely candidate, 
remains to be determined.   
 
To summarize, the present study is designed to further investigate 
the time course of HC during the acquisition of the ordinal relations in 
TI. Therefore participants were asked to perform a TI task while they 
were being scanned. We argued that if HC is involved in TI, its activation 
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should increase with increasing knowledge of the transitive relations. A 
second aim of the present study is to investigate where in cerebral cortex 
ordinal knowledge is eventually stored; we propose parietal areas IPS, 
ANG, and SMG as possible candidates.  
 
4.2 Experiment 
4.2.1 Method 
Participants. Twenty-six participants (all male, right-handed, 
mean age 23.1, ranging from 19 to 30) were recruited from Ghent 
University. All participants gave informed consent in a manner approved 
by the ethical committee and the trial bureau of the Medical Department 
of Ghent University. None of the participants had a history of 
neurological or psychiatric illness or had any bodily ferromagnetic 
materials. Participants received a monetary compensation of 25 Euros. 
fMRI Task Design. Prior to scanning, participants were explicitly 
informed that the purpose of the experiment was to study the neural 
correlate of learning transitive sequences. After receiving instructions of 
the details of the experimental procedure, participants were prepared for 
scanning and were positioned into the scanner. Before the acquisition of 
the fMRI time series was activated, a structural image (see Data 
Acquisition for details) was obtained.  
In order to study the gradual acquisition of the transitive 
relations, we designed our experiment such that the TI learning phase 
was regularly interrupted by a TI test phase.  Furthermore, we included a 
control phase to control for task difficulty when looking for the brain 
regions involved in storing the ordinal knowledge. An outline of the 
whole experiment is presented in Figure 1A. A session was divided into 
six blocks, each block containing four repetitions of a fixation, learn, test, 
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and control phase. The experimental session began with a familiarization 
phase (120 seconds) in which the six figures to be learned in the first five 
blocks (training set) were shown at a random position on the screen to 
allow participants to become accustomed with the different figures. 
Before the sixth block a new set of figures (novel set) was shown in a 
second familiarization phase. This novel set of figures was introduced to 
disentangle simple temporal effects, e.g. changes in arousal or habituation, 
from learning effects. Participants were instructed to fixate on a fixation 
cross that remained on the screen throughout the whole session. 
Each block consisted of four sequences, each with a fixation 
phase, followed by a learning phase, test phase, and a control phase. 
During fixation phases a white fixation cross was presented in the center 
of a black screen for 15 seconds. Prior to each of the learning, test, and 
control phases a summary of the instructions for that phase was presented 
for the duration of a trial (i.e. 2.8 seconds). Trial duration was the same in 
the learning, test and control phases (2.8 seconds). A learning phase 
consisted of 10 learning trials. Each learning trial began with a fixation 
cross in the center of the screen for 200 milliseconds. This was followed 
by the simultaneous presentation of a figure to the left and to the right of 
the fixation cross for 200 milliseconds. Participants then had to press the 
left or right button depending on whether they thought the left or right 
figure was the hindmost in the order respectively. The response time (RT) 
limit was 2.4 seconds. After a response, or after the RT limit, feedback 
was presented in the form of a colored circle in the center of the screen 
on top of the fixation point that remained visible. Because the trial 
duration was fixed at 2.8 seconds, the duration of the feedback was 
dependent on the RT, and was set to a minimum of 200 milliseconds. 
There were three different types of feedback: a green circle indicated a 
correct answer, a red circle indicated an incorrect answer, and a blue 
circle indicated that no answer was given before the RT limit. 
Importantly, stimuli in the learning phase were adjacent pairs only. Each 
possible combination was presented once in each order (e.g., AB and BA), 
Learning an ordered sequence     49 
resulting in 10 different trials per learning phase (i.e., the pairs AB, BC, 
CD, DE, EF, BA, CB, DC, ED, and EF). A learning phase thus lasted 28 
seconds. A learning phase was followed by a test phase. A test phase was 
similar to a learning phase but for two exceptions. First, no feedback was 
provided during the test phase. As a result, the RT limit was extended to 
2.6 seconds. Second, only non-adjacent stimulus pairs were presented in a 
test phase. Trials containing anchor items (the first and the last figure in 
the order) were excluded in the test phase. The remaining six different 
stimulus pairs (i.e., BD, CE, BE, DB, EC, and EB) were presented twice in 
each test phase. A test phase thus consisted of 12 trials; each test phase 
lasted 33.6 seconds. After each test phase, a sensori-motor control phase 
was presented. This control phase consisted of a one-back task. As in the 
learning and test phase, two figures were presented for 200ms. The task 
was to remember both figures until the next trial, and to press the button 
corresponding to the side on which a figure of the previous trial appeared. 
The sensori-motor demands for this task match those of the test phase. 
Furthermore, a one-back task is expected to involve working memory. 
Using a one-back task as a control thus removes any activation related to 
sensory-motor, as well as working memory processes. The stimuli used in 
the control task were from a different figure set (control set). A control 
phase also consisted of 12 trials and thus lasted 33.6 seconds. After five 
blocks with the training set, the novel set of figures was introduced 
during the second familiarization phase. Then participants had to learn 
the sequence of these new figures through four repetitions (6th block) of 
the sequence of fixation, learning, test and control phase. Participants 
were informed of this change of figure set before entering the scanner, 
but were not told when it would take place. The set of figures used in the 
one-back task remained the same throughout the entire experiment. 
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Figure 1. An outline of the scanning session (A). The three different stimulus sets used in the 
experiment are shown in (B).  
Stimulus Presentation and Response Collection. Participants were 
positioned head first and supine in the magnet and a mirror was placed 
for viewing a large projection screen at the back of the magnet bore.  
Three different sets of stimuli, training set, novel set and control 
set, were created (see Figure 1B). The stimulus sets were randomized 
between participants, as well as the order of the figures in a stimulus set. 
Stimuli were projected in white against a black background. Stimulus 
delivery and the recording of behavioral data were controlled by E-Prime 
(www.pstnet.com/eprime; Psychology Software Tools) running on a 
Pentium 4 laptop positioned outside the magnet room. The magnet room 
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was darkened to allow easy visualization of the experimental stimuli. 
Participants responded by pressing magnet-compatible two-key response 
boxes with their left and right hand.  
 Data Acquisition. Imaging was performed on a 3T MRI system 
(Siemens 3T Trio) using a standard eight channel head coil. Participants 
were instructed not to move their heads in order to avoid motion 
artifacts. To further restrict head movements, the participants' heads were 
fixed into position by foam cushions. After automatic shimming of the 
magnetic field on each participant, a 3D high-resolution T1 anatomical 
image was acquired for coregistration with the functional images (3D 
MPRAGE, 176 slices, slice thickness = 0.90 mm, in-plane resolution = 0.9 
× 0.9 mm2, TR = 1550 ms, TE = 2.89). Next, for functional MRI, a single-
shot multiple slice T2*-weighted echo planar imaging (EPI) sequence was 
used with the following parameters: TR 2500 ms, TE 33 ms, flip angle 90°, 
in-plane resolution = 3 × 3 mm, FOV = 192 mm2, matrix dimensions 64 × 
64, slice thickness = 3 mm, interslice gap = 1.5 mm. Forty sagittal slices 
covered the whole brain. The experiment consisted of one scanning 
session containing 1248 volumes. 
Data analysis. Data processing and analysis were performed using 
Matlab and SPM2 (Wellcome department of Imaging Neuroscience, 
Institute of Neurology, UCL; http://www.fil.ion.ucl.ac.uk/). 
At a single subject level, slice time correction was performed 
before motion correction. All images were coregistered with the 
participants’ corresponding anatomical (T1-weighted) images, and 
realigned to the first volume. The resulting images were normalized using 
12-parameter affine transformation into SPM2’s MNI EPI 3 × 3 × 3 mm 
template using the corresponding anatomical image as a reference, 
smoothed, using a 7-mm full width at half-maximum Gaussian kernel, 
and temporally filtered (cutoff 128 s).  Learning the order of the first 
stimulus set thus lasted 5 blocks, where the new figures were only 
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learned for 1 block (see Figure 1A). For each participant, condition 
specific regressors were defined that modeled the time course of the 
experimental events: 18 regressors modeled the learning, test, and control 
phases in the six blocks; one more regressor modeled the images acquired 
during familiarization and presentation of the instructions. The BOLD 
response in each condition was modeled by convolving these neural 
functions with a canonical hemodynamic response function to form 
covariates in a general linear model. 
Group analyses were performed according to the random effects 
procedure, using the single subject contrast images as input. Group SPMs 
were generated using a one-sample t test with a voxel threshold of p < 
0.001. We calculated that in order to get a corrected p-value of < 0.05, a 
cluster should contain 46 or more contiguous voxels. Thus, the activation 
maps were thresholded with a t-value of 3.73 (p < .001), and a cluster size 
of > 46 voxels (corrected p < 0.048). Regions of interests (ROI) were 
defined as the clusters resulting from the contrasts. Percent signal change 
(psc) for ROIs were analyzed using Marsbar 0.38 (Brett et al., 2002). 
Images were created using Caret (Van Essen et al., 2001). 
Four participants were removed from the analyses because of 
motion artifacts. Six more participants were removed because they failed 
to learn the ordinal sequence (i.e. performance only reached 60% in the 
test or learning phases of the fifth block), or failed to perform the control 
task (i.e. average performance was only 60%). Although these six 
participants could potentially be interesting, the reasons why they failed 
to learn the sequence (lack of interest, fatigue, difficulty) are unknown. 
Therefore, their data were not analyzed. Reported t-tests are two-tailed, 
unless stated otherwise; the significance level was set at α = .05. 
4.2.2 Results 
4.2.2.1 Behavioral results 
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Behavioral performance is shown in Figure 2. A repeated 
measures ANOVA (Block: 1 to 6) on the mean accuracy showed a 
significant effect of block, F(5, 80) = 39.51, p < .001, MSE = 164. Linear 
trend analyses showed a significant linear increase from block 1 to block 
5, F(1, 16) = 205.86, p < .001, MSE = 111. Furthermore a significant 
decrease was observed from block 5 to block 6, F(1, 16) = 84.12, p < .001, 
MSE = 165.  
 
 
 
 
 
 
 
 
 
 
Figure 2. (A) Accuracy data (% correct), in the test and control conditions, and (B) mean 
RTs on (test phase) trials with distances 2 and 3 in the different blocks for the whole group. Vertical 
bars denote the standard error of the mean.  
 
To analyze the comparison distance effect, a 6 (Block: 1 to 6) × 2 
(Comparison Distance: 2 or 3) repeated measures ANOVA was performed 
on the correct mean RTs in the test condition. To exclude a possible 
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confound with semantic congruity (Banks et al., 1976), only trials with 
ordinal size 5 were used. Results showed a significant main effect of 
Block, F(5, 75) = 14.48, p < .001, MSE = 67666, and a significant 
interaction between block and comparison distance, F(5, 75) = 2.66, p < 
.05, MSE = 15822. Planned comparisons revealed a significant effect of 
comparison distance in blocks 4 and 5 (t(15) = 2.23, p < .05, and t(15) = 
3.31, p < .005 for blocks 4 and 5 respectively) : RTs are larger on trials 
with distance 2 compared to trials with distance 3 (Figure 2B). The 
presence of a comparison distance effect indicates that participants 
formed a representation of the order of the stimuli. Because of the high 
error rate in block 1, the reversed distance effect tending towards 
significance (t(15) = -2.02, p = .062: Smaller RTs for distance 2 compared 
to distance 3) is difficult to interpret. Analysis on the error data revealed 
no significant effect of comparison distance in any block. 
 
4.2.2.2 Imaging Results 
Because feedback-based learning of simple associations is not 
central to the questions addressed in the present paper, the fMRI data 
from the learning phases in the experiment were not analyzed further. 
To investigate the areas involved in learning the transitive 
structure of the sequence of stimuli (ABCDEF), we studied the time 
course of brain activation related to performance in the test phase of the 
TI task. We therefore contrasted the block with the highest behavioral 
performance (where the order is most strongly internalized; block 5) with 
the blocks with the lowest behavioral performance (where the order is 
least strongly internalized; blocks 1 and 6). This contrast was masked 
exclusively (p = .01) with the same contrast (block 5 versus blocks 1 and 
6) performed on the control blocks to remove voxels that have the same 
activation profile but that are not specifically related to TI. Areas with 
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significant activation included areas in bilateral temporal lobes, bilateral 
paracentral lobes, left middle occipital lobe, and left and right HC (see 
Table 1, and Figure 3A).  
 
Stereotaxic coordinates # Voxels t-value Anatomical Region 
X Y Z    
-54 
-42 
-48 
-63 
12 
21 
148 6.17 
4.78 
L Middle Temporal 
L Superior Temporal 
54 
51 
-48 
-42 
9 
9 
126 5.71 
5.30 
R Middle Temporal 
R Superior Temporal 
6 
-12 
-30 
-30 
63 
66 
179 5.58 
5.13 
R Paracentral Lobule 
L Paracentral Lobule 
39 -24 -15 82 5.58 R Hippocampus 
-24 -18 -12 74 5.13 L Hippocampus 
-27 -93 12 52 4.43 L Middle Occipital 
Table 1.  Peak activations contrasting block 5 to blocks 1 and 6 in the test phase, masked 
exclusively with the same contrast in the control phase. Coordinates are in MNI space. Clusters are 
labeled according to AAL (Anatomical Automatic Labeling, Tzourio-Mazoyer et al., 2002). L = left, R 
= right. 
 
Percent signal change (psc) analyses of our regions of interest, 
that is left and right HC, revealed a clear relationship with learning the TI 
task. A 2 (Hemisphere: Left or Right) × 6 (Block: 1 to 6) repeated 
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measured ANOVA on the psc data revealed a significant effect of 
hemisphere, F(1, 15) = 5.67, p < .05, MSE = .042: Activation was higher in 
the right HC, compared to the left HC. There was also a significant effect 
of block, F(5, 75) = 4.00, p < .005, MSE = .050. Linear trend analysis 
showed a significant linear increase from block 1 to block 5, F(1, 15) = 
22.30, p < .001, MSE = .040. A significant decrease was observed between 
block 5 and block 6, F(1, 15) = 6.28, p < .05, MSE = .059. The absence of a 
significant interaction between hemisphere and block (p > .2) indicates 
that the pattern of activation is similar for both hemispheres. Activation 
patterns of left and right HC in the test condition are shown in Figure 3B. 
To investigate how HC activation relates to behavioral 
performance, a correlation analysis was performed. A linear regression on 
the activation in left HC from block 1 to block 5 resulted in an intercept 
as a measure for overall activation (because regressors were mean-
centered), and a slope as a measurement of change in activation, per 
participant; the same analysis in right HC resulted in an additional 
intercept and slope value per participant. These values were correlated to 
the mean-centered intercept and slope from a linear regression on the 
behavioral performance from block 1 to block 5. As shown in Table 3, 
this analysis did not show any significant relation between HC activation 
and behavioral performance. 
The reversed contrast, that is contrasting blocks 1 and 6 to block 
5, did not reveal any significant activation at a p < .001 threshold.  
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Figure 3. (A) Random effects analyses localizing areas in the contrast block 5 – (block 1 + 
block 6)/2. (B) Percent signal change revealed a significant increase from blocks 1 to 5 in the test 
condition in left and right HC. Vertical bars denote the standard error of the mean. 
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As can be seen in Table 1, no parietal activation was observed at 
this threshold. However, removing the constraints of the cluster size 
revealed a small group of significant voxels (n = 8) in the angular gyrus of 
left parietal cortex.  
A different way to determine brain areas involved in representing 
the ordered sequence ABCDEF is to contrast the test condition to the 
control condition in those blocks in which the test and control task are 
matched in terms of performance to control for a confound with 
difficulty. Because the test phase was significantly more difficult than the 
control phase in blocks 1 and 2 (t-test, both p < .01), they were eliminated 
from this analysis. Blocks 3, 4, and 5 were retained because in these 
blocks the test phase and control phase were equally difficult. By 
contrasting the test condition with the control condition in these three 
blocks significant activations were observed in parietal cortex (more 
specifically, left angular gyrus (ANG)), frontal regions of the left 
hemisphere and bilateral precuneus (Table 2 and Figure 4A). As can be 
seen in Figure 4b, the time course of ANG activation closely resembles 
the pattern of behavioral performance and hippocampal activation. 
To investigate the relation of ANG to behavioral performance, we 
calculated a slope and intercept for ANG activation. This revealed a 
significant correlation between the slope in ANG activation and the 
intercept of behavioral performance, r = .47, p = .033 (one-tailed), 
indicating that more quickly increasing ANG activation throughout the 
experiment was related to better overall performance of the subject (see 
Table 3 and Figure 4C). 
 The reversed contrast, contrasting blocks 3, 4, and 5 from the 
control phase to the test phase, revealed activation in left precentral 
cortex (-39, -3, 39), right frontal cortex (33, -3, 51), right occipital cortex 
(36, -72, 27), and both left superior parietal cortex (-27, -51, 51) and right 
superior parietal cortex (27, -54, 51).   
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Stereotaxic coordinates # Voxels t value Anatomical Region 
X Y Z    
-42 
-48 
-72 
-57 
42 
48 
263 6.51 
6.03 
L Angular Gyrus 
-3 
-15 
12 
-30 
-60 
-60 
33 
30 
33 
590 6.32 
5.57 
5.54 
L Precuneus 
 
R Precuneus 
-27 
-9 
-15 
24 
33 
27 
51 
51 
54 
161 5.21 
5.18 
4.66 
L Middle Frontal 
L Superior Frontal 
L Medial Frontal 
Table 2. Peak activations contrasting blocks 3 to 5 in the test phase to blocks 3 to 5 in the 
control phase. Coordinates are in MNI space. Clusters are labeled according to AAL (Anatomical 
Automatic Labeling, Tzourio-Mazoyer et al., 2002). L = left, R = right. 
 
Left Hippocampus Right Hippocampus Left Angular Gyrus 
Behavior 
Intercept Slope Intercept Slope Intercept Slope 
Intercept .18 .13 .32 .11 .32 .47* 
Slope -.16 .17 .19 .11 -.10 -.25 
Table 3. Correlations for behavioral performance and activation in left and right HC. Because 
the predictors were mean-centered, the intercept value corresponds to the overall level of activation 
(HC and ANG) or performance (behavior); *p < .05 
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Figure 4. (A) Significant activation foci in random effect analysis contrasting the test and 
control condition in blocks matched for difficulty (blocks 3-5) in left hemisphere. (B) Significant 
increases in activation from blocks 1 to 5 were found in left ANG. Vertical bars denote the standard 
error of the mean. (C) A positive correlation was found between the increase in ANG activation and 
overall behavioral performance. 
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4.3 General Discussion 
The results of this study showed that participants succeed in constructing 
a unified representation of the ordinal relation of the stimuli, as indicated 
by a behavioral comparison distance effect in the last test phases (blocks 4 
and 5). As predicted, the acquisition of the ordinal relations was related to 
activation in left and right HC, and parietal cortex, in particular left ANG. 
By looking at neural responses across time, and by relating neural 
responses to behavioral performance, we obtained a more precise insight 
into the specific contributions of these two regions.  
Our results confirm earlier observations that learning the 
transitive structure of a sequence of elements involves HC (Greene et al., 
2006) and that the time course of hippocampal activation resembles the 
time course of behavioral performance. However, whereas Greene and 
colleagues (2006) found hippocampal activation in the learning phase to 
be a good predictor of behavioral performance in the TI test phase, we did 
not find a significant correlation across participants between hippocampal 
activation and behavioral performance. This divergence in results may 
come from differences between the current design and the design of 
Greene and colleagues (2006). First, we studied the role of the 
hippocampus in the acquisition of the transitive relations, and not during 
the acquisition of learning simple associations as in Greene and colleagues 
(2006). Second, participants were not informed about the ordinal relation 
between the stimuli in Greene and colleagues (2006), whereas our 
participants were explicitly instructed to learn the ordinal structure of a 
sequence of visual stimuli.  
The fact that we do not find a correlation might indicate that the 
role of the HC in TI learning is not directly related to the successful 
construction of an ordered cognitive representation, but is more generally 
involved in encoding the stimuli. A plausible interpretation, in line with 
Marshuetz (2005), is that the role HC has in TI is identical to the role it 
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has for many other cognitive tasks, namely pattern separation (e.g., Rolls 
and Treves, 1998; O’Reilly and Norman, 2002, Leutgeb et al., 2007). 
Pattern separation is the neural processing mechanism that makes the 
neural representation of similar stimuli more distinguishable by 
decorrelating input patterns and creating sparse, non-overlapping, neural 
representations. Applied to the current context, each stimulus to be 
learned activates a pattern of elementary features in cerebral (e.g., 
extrastriate) cortex. Given the visual similarity of the different stimuli 
(see Figure 1b), the activation patterns of different stimuli will be highly 
overlapping. This will make it very difficult to create the integrated 
representation of the underlying sequence, because the high overlap leads 
to interference between the different stimuli. A solution to this problem 
can be obtained by pattern separation: If activation patterns are separated 
from one another, the interference problem will diminish or disappear, 
making the learning task much easier. Assuming that HC is an area that is 
specialized to perform pattern separation (e.g., Rolls and Treves, 1998; 
O’Reilly and Norman, 2002, Leutgeb et al., 2007), one would intuitively 
expect a decrease of hippocampal activation across time in our 
experiment, since sparse coding implies that less neurons are required to 
represent a stimulus than in the original neural representation of that 
stimulus. However, an increase is predicted if, as we assume, a sparse 
representation is gradually built up in HC while the non-sparse pattern is 
represented elsewhere in the brain. Consistent with our general 
interpretation of the involvement of HC in our study, a learning-related 
increase of hippocampal activation has been observed in TI tasks (e.g. 
Greene et al., 2006) and also in experimental paradigms (e.g. artificial 
grammar learning) that do not involve TI learning, but instead involve 
stimuli that are hard to separate (Strange et al., 1999).  
We predicted that the construction of a stable cognitive 
representation would involve parietal cortex. The profile of brain 
activation in the ANG of the left hemisphere confirms our prediction. In 
line with Acuna and colleagues (2002), we found that ANG was more 
Learning an ordered sequence     63 
active in the test condition than in the control condition, even when the 
conditions were matched in difficulty. Although the locus of parietal 
activation in this study is different from intraparietal sulcus (IPS) 
activation typically found in number processing, it almost perfectly 
coincides with the left hemispheric ANG area that has been identified to 
play a crucial role in performing mental arithmetic. More specifically, 
ANG has been shown to be involved in the retrieval of arithmetic facts 
from memory (see Dehaene et al. 2003 for a meta-analysis). We believe 
that this overlap is not coincidental. In mental arithmetic, ANG 
activation is determined by the degree of involvement of language-
mediated processes (Dehaene et al., 2003). Involvement of language-
related processes is also supported by the lateralization to the left 
hemisphere. In line with this and with a recent suggestion for the role of 
the ANG in linguistic sequences (Hubbard et al., 2005) our participants 
reported having verbalized the stimuli in a post-scanning debriefing. 
Other tasks focusing on semantic associations of words also typically 
activate ANG (Demonet et al., 1992, 1994; Devlin et al., 2003; Mummery 
et al., 1998; Price et al., 1997). Therefore, it is likely that linguistic labels 
for the different stimuli are created during the TI task and that the ANG 
is critically involved in this. Indeed, a significant correlation between the 
increase of ANG activation (slope) and overall behavioral performance 
(intercept) means that overall performance in the test phase is better for 
participants with faster ANG recruitment during the experiment. In other 
words, participants who quickly adopt a verbalizing strategy to learn the 
ordered sequence have an overall better performance in the task. 
However, this does not imply that TI is only acquired through verbal 
mechanisms, but highlights the importance of language as a learning aid.  
Given that earlier studies (e.g., Fias et al., 2003, 2007) found IPS 
activation for ordered sequences, why did we not find any, but instead 
found more IPS activation in the control task than in the TI task? First, 
we note that this finding is consistent with earlier studies using newly 
learned sequences that also didn’t show IPS activation (Acuna, Eliassen et 
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al., 2002; Greene et al., 2006). Second, although there are of course other 
potential reasons for the comparison distance effect, it is known that a 
comparison distance effect can emerge in the TI task simply from 
associations between the stimuli and the appropriate response labels of 
the task (Frank et al., 2003; O’Reilly and Rudy, 2001; Seeman and Delius, 
1999, Verguts et al., 2005). We therefore suggest that for newly learned 
sequences, the TI task is solved exclusively by using these associations. 
When stimuli are familiar (e.g., numbers, letters), a different kind 
(possibly, spatial) of representation is built (see also Moses et al., 2006), 
and  IPS is then possibly recruited. A direct prediction from this is that if 
a new stimulus sequence is trained much more extensively, IPS activation 
should gradually emerge; this remains to be tested. 
In sum, the results of this study showed a hippocampal-parietal 
network involved in learning the correct order of arbitrary figures. By 
looking at the time course of the activation, we show that parietal (ANG) 
activation was not due to task difficulty, but rather, ANG activations 
suggest a crucial role for forming semantic associations between artificial 
stimuli. The pattern of activation in HC also revealed a relation to TI. We 
proposed that this might be due to the role of the HC as a pattern 
separator. 
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 5 Training effects on the 
representation of an ordered 
sequence1 
 
In a previous study we investigated the neural network involved 
in learning the transitive structure of an ordered sequence (Van Opstal, 
Verguts, Orban, & Fias, in press). The hippocampal-parietal network that 
became more active throughout the learning process was interpreted in 
terms of a verbal strategy adopted by the participants. In the present 
study we investigated how extensive training would change the 
representation of the stimuli and thereby possibly altering the underlying 
neural network. Results revealed that left angular gyrus remained 
involved in the task. Furthermore, extensive training expanded the 
network by the recruitment of left inferior frontal gyrus. 
                                                          
1 This paper was co-authored by Wim Fias, Philippe Peigneux, and Tom Verguts 
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5.1 Introduction 
During the last decades many imaging studies have investigated the 
neural basis of numerical cognition. According to a meta-analysis by 
Dehaene, Piazza, Pinel, & Cohen (2003) there is a large agreement on the 
role of the parietal cortex in the processing of numbers. Furthermore, the 
intraparietal sulcus (IPS) appears to have a key role in the representation 
of core number knowledge.  
Besides the large agreement on the involvement of the IPS in 
number processing, the specificity of the IPS to numbers is much less 
agreed on. The close links between space, time, and quantity in 
behavioral (e.g., Church & Meck, 1984), and neurological studies (e.g., 
Critchley, 1953; Zorzi, Prifits, & Umilta, 2002) have raised the suggestion 
that there exists a generalized magnitude system rather than a specific 
number system in IPS (Walsh, 2003). Although there exists some 
evidence for a common encoding mechanism for physical dimensions and 
numbers (e.g., Cohen Kadosh et al., 2005), a recent review pointed out 
that both shared and distinct representations could exist (Cohen Kadosh, 
Lammertyn, & Izard, in press). Likewise, the relationship between the 
brain areas that process numerical information and non-numerical 
ordinal information has been rather unclear. While some studies found a 
stronger IPS response to number processing compared to processing order 
in other ordered categories such as animal ferocity (Thioux, Pesenti, De 
Volder, & Seron, 2002), or body parts (Le Clec’H et al., 2000), a recent 
fMRI study points towards shared representations of abstract ordinal 
knowledge in the horizontal segment of the IPS (Fias, Lammertyn, 
Caessens, & Orban, 2007).  
In the previous chapter we used a different approach to settle the 
debate on the specific role of the IPS. We trained participants to learn a 
new sequence of arbitrarily chosen figures. Results from this study 
revealed a hippocampal-parietal network when participants learned the 
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new sequence. Left angular gyrus was found as a potential cortical area 
for storing the ordinal sequence knowledge. In contrast to evidence for 
number processing (Dehaene et al., 2003), and symbolic ordinal 
processing more in general (Fias et al., 2007) no IPS activation was 
observed when participants judged the ordinal relation between stimuli. 
Instead, left angular gyrus was found to be closely related to the 
processing of ordinal information. As we discussed in Chapter 4, the 
involvement of left angular gyrus activation rather than IPS could be 
explained because of the verbal strategy adopted by the participants.  
The present experiment was aimed at investigating how extensive 
training would change the neural network involved in solving the 
transitive inference task (see Chapter 4). We therefore used the same 
design as in Chapter 4, but we trained our participants for seven sessions 
on seven consecutive days. Scanning the participants while they were 
performing the transitive inference task in sessions 1, 2, 4, and 7 allows us 
to look at the time course of the neural network involved in order 
judgments. On the one hand, extensive training could alter the verbal 
memory representation into a different kind of representation and 
thereby shift the loci of activation involved in the transitive inference 
task. On the other hand, earlier studies investigating effects on learning 
have displayed increasing activation in the areas that normally respond to 
the task. For example, when participants were trained to acquire expert 
skills in visual working memory, an increase in the areas normally 
involved in visual working memory was found (Moore, Cohen, & 
Ranganath, 2006). When participants become an expert in a new 
language, an increase in activation in Broca’s area is observed (Musso, 
Moro, Glauche, Rijntjes, Reichenbach, Büchel, & Weiler, 2003). These 
results suggest that the cortical area initially dedicated to the task, i.e. left 
angular gyrus, will become even more active when subjects become 
experts in the task.  
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5.2 Experiment 
5.2.1 Method 
Participants. Fourteen participants (all male, right-handed, aged 
between 19 and 26 years) from Ghent University were studied after they 
gave written informed consent in a manner approved by the ethical 
committee and the trial bureau of the Medical Department of Ghent 
University. None of the participants had any neurological, psychiatric or 
medical history, or had any bodily ferromagnetic materials. Brain 
morphology, as assessed with T1-weighted MR images did not reveal any 
abnormalities. Participants were rewarded 130 Euros after full completion 
of the study. 
fMRI Task Design. Prior to scanning, participants received 
instructions of the details of the experimental procedure. They were 
explicitly informed that the goal of the study was to investigate the effect 
of training on the neural correlates of transitive inference. Before 
acquiring the fMRI time series, a high resolution structural image (see 
Data acquisition for details) was obtained. 
Because the goal of this study was to study the effect of extensive 
training on the representation of an ordered sequence, the experiment 
consisted of seven sessions. Each session took place at the same time on 
seven consecutive days. The task was the same throughout the seven 
sessions, except for the first session. The design of the first session was the 
same as the design described in Chapter 4, except for one difference. As in 
the study presented in Chapter 4, six blocks were presented to the 
participant. During the first five blocks, participants were required to 
learn an ordered sequence. After the fifth block, participants were 
presented with a novel set of stimuli (see Chapter 4 for details). We now, 
however, included a trial in the test session that asked for the relation 
between the fourth and the sixth stimuli. This was done in order to 
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discourage possible strategies in solving the transitive inference task. This 
trial was presented in two randomly chosen test phases and randomly 
replaced one other trial within the test phase. The other six sessions 
consisted of five blocks only during which the ordered sequence of the 
first session was repeated. Furthermore, in sessions 2 to 7 the 
familiarization phase was limited to 20 seconds. Participants were 
scanned only in sessions 1, 2, 4 and 7. The other sessions (3, 5, and 6) took 
place outside the scanner. 
Stimulus Presentation and Response Collection. Participants were 
placed head first and supine in the scanner. Stimuli were presented in 
white on a black background through dual display MRI compatible LCD 
displays, mounted in a lightweight headset (VisuaStim XGA, Resonance 
technology Inc, www.mrivideo.com; resolution 800 × 600, refresh rate 60 
Hz). 
The same three stimulus sets as in Chapter 4 were used (see 
Figure 1B, page 49). Stimulus set and order of the figures were 
randomized between participants. Stimulus delivery and the recording of 
behavioral data were controlled by E-Prime (www.pstnet.com/eprime; 
Psychology Software Tools) running on a Pentium 4 laptop positioned 
outside the magnetic room. Responses were collected through magnetic-
compatible two-key response boxes. Participants responded with their 
left and right index finger. 
Data Acquisition. Scanning was performed at 3T on a Siemens 
Trio MRI system equipped with echo planar imaging (EPI) capabilities, 
using a standard eight-channel head coil for radio frequency transmission 
and signal reception. Participants were reminded to keep their head as 
still as possible. Foam padding was used to further limit head motion 
within the coil. After automatic shimming of the magnetic field on each 
participant, anatomical images were collected. For each participant a 
series of 3D high resolution T1-weighted anatomical images (3D 
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MPRAGE, 176 slices, slice thickness = 0.90 mm, in-plane resolution = 0.9 
× 0.9 mm2, TR = 1550 ms, TE = 2.89) were obtained to serve as a reference 
for anatomical correlates and co-registration with the functional images. 
Next, for functional MRI, a single-shot multiple slice T2*-weighted echo 
planar imaging (EPI) sequence was used with the following parameters: 
TR 2500 ms, TE 33 ms, flip angle 90°, in-plane resolution = 3 × 3 mm, 
FOV = 192 mm2, matrix dimensions 64 × 64, slice thickness = 3 mm, 
interslice gap = 1.5 mm. Forty sagittal slices covered the whole brain. The 
whole experiment consisted of four scanning sessions: On day 1, day 2, 
day 4, and day 7. As noted before, only the session on the first day had 6 
blocks and thus contained 1248 volumes. The other sessions only had 5 
blocks and contained 965 images each. The total number of functional 
images acquired throughout the experiment is thus 1248 + 965 + 965 + 
965 = 4143. 
Data analysis. Data processing and analysis were performed using 
Matlab and SPM5 (Wellcome department of Imaging Neuroscience, 
Institute of Neurology, UCL; http://www.fil.ion.ucl.ac.uk/). 
Motion parameters were estimated for each session separately. 
The functional images from all sessions were coregistered with the 
participants’ corresponding anatomical (T1-weighted) image from the 
first session. The resulting images were normalized using 12-parameter 
affine transformation into SPM5’s MNI EPI 2 × 2 × 2 mm template using 
the corresponding anatomical image as a reference, smoothed, using a 7 
mm full width at half-maximum Gaussian kernel, and temporally filtered 
at a 128 s cutoff. 
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5.2.2 Results 
One participant was excluded from all analyses because he still 
performed at chance level in the test phase by the end of the seventh 
session.  
5.2.2.1 Replication Chapter 4 
To study the influence of excessive training on the neural 
correlates of transitive inference, we first needed to define the regions of 
interest (ROIs) that were related to TI. We therefore performed the same 
analysis as in the previous chapter on the data of the first session. 
Eight participants succeeded in learning the ordered sequence in 
the first session. Performance of the other 6 participants only reached less 
than 60% on average in the fourth and fifth block of the learning or test 
phase, or failed to perform the control task (i.e., average performance 
about 60%). Two of the eight participants moved excessively (> 5 mm) 
during the session and were therefore removed from the present analysis. 
This analysis was thus performed on six participants only. 
 
5.2.2.1.1 Behavioral Results 
Figure 1 illustrates behavioral performance. A repeated measures 
ANOVA (Block: 1 to 6) on the mean accuracy data revealed a significant 
effect of block, F(5, 25) = 8.80,  p < .001, MSE = 234. Linear trend analysis 
showed a significant linear increase from block 1 to block 5, F(1, 5) = 
22.75,  p < .01, MSE = 267. When a new set of stimuli was presented, the 
accuracy decreased significantly from 99% in block 5 to 54% in block 6, 
F(1, 5) = 28.02, p < .01, MSE = 212 (see Figure 1A).  
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The comparison distance effect was analyzed by a 6 (Block: 1 to 6) 
× 2 (Comparison Distance: 2 or 3) repeated measures ANOVA on the 
mean RTs of the correct trials with ordinal size 5 (figure pairs BE and CE). 
This revealed a marginally significant effect of comparison distance, F(1, 
5) = 4.86, p = .079, MSE = 16034: Mean RTs to trials with comparison 
distance 2 tended to be larger (1077 ms) than RTs to trials with 
comparison distance 3 (1011 ms) pointing towards a representational 
integration of the ordinal stimuli. No interaction between block and 
comparison distance was observed (see Figure 1B). 
 
 
 
 
 
 
Figure 1. Behavioral performance of six participants in session 1. (A) Percent correct 
responses in the test blocks. (B) Mean reaction times on trials with distance 2 and distance 3. Error 
bars denote the squared error of the mean (SEM). 
 
5.2.2.1.2 Imaging Results 
We contrasted the block where performance was highest (block 
5) to those blocks were performance was lowest (blocks 1 and 6). This 
contrast was masked exclusively (p = .01) with the same contrast in the 
control phase to eliminate the possibility that the pattern of activation 
was generic rather than specific to the test phase. 
1000
1100
1200
1300
1400
1500
0 1 2 3 4 5 6
Block
R
T 
(in
 m
s)
Figure pair CE (Distance 2)
Figure pair BE (Distance 3)
40
50
60
70
80
90
100
0 1 2 3 4 5 6
Block
%
 C
or
re
ct
Test ControlA B
Training effects on the memory representation      75 
Because of the small sample of participants, the voxel-level 
threshold was set to p < .005. The cluster size was set to a minimum of 30 
contiguous voxels. As can be seen in Table 1, this revealed eight 
significant clusters. Because our main interest of this first analysis was to 
replicate the findings presented in Chapter 4, we focused percent signal 
change (psc) analysis on the ROIs nominally the same as in Chapter 4. 
Two clusters were found in left hippocampus: One cluster was more 
posterior (left HCp; -38, -36, 0) and extended into left superior temporal 
lobe. The other cluster from left hippocampus was situated more anterior 
(left HCa; -8, -2, -10) and included left pallidum. There was also a 
significant cluster in right hippocampus (right HC) that extended to right 
superior temporal gyrus. Furthermore, a significant cluster in left parietal 
lobe contained voxels from left angular gyrus (left ANG) and left inferior 
parietal cortex.  
Table 1. Peak activations contrasting block 5 to blocks 1 and 6 in the test phase, masked 
exclusively (p = .01) with the same contrast in the control phase. Voxel threshold p = .005; clusters > 
30 voxels. Coordinates are in MNI space. Clusters are labeled according to AAL (Anatomic Automatic 
Labeling, Tzourio-Mazoyer et al., 2002). L = left, R = Right. 
Stereotaxic coordinates # Voxels t-value Anatomical Region 
X Y Z    
0 20 6 276 7.59 Caudate Nucleus 
-38 -36 0 69 6.28 L Hippocampus/L Superior Temporal 
-8 -2 -10 92 5.48 L Hippocampus/L Pallidum 
36 -40 10 69 6.01 R Hippocampus/R Superior temporal 
-28 -58 32 107 5.40 L Angular Gyrus/L Inferior Parietal 
14 30 -6 97 5.08 R Anterior Cingulum 
18 -88 14 107 4.93 R Calcarine 
-42 -4 48 63 4.72 L Precentral 
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A 4 (Area: left HCa, Left HCp, Right HC, and left ANG) × 6 
(Block: 1 to 6) repeated measures ANOVA on the mean psc data revealed 
a main effect of area, F(3, 15) = 5.74, p < .01, MSE = 0.127: Activation in 
left HCp was significantly smaller than in left ANG, left HCa, and right 
HC. There was also a main effect of block, F(5, 25) = 7.36, p < .005, MSE = 
.026, and a significant interaction between area and block, F(15, 75) = 
2.47, p < .01, MSE = .021. Linear trend analysis showed a significant linear 
increase from block 1 to block 5 in left ANG, F(1, 5) = 8.73, p < .05, MSE 
= .011, in left HCp, F(1, 5) = 40, 15, p < .005, MSE = .027, in right HC, F(1, 
5) = 20.90, p < .01, MSE = .002, and a marginally significant increase in 
left HCa, F(1, 5) = 4.51, p = .087, MSE = .005. A significant decrease in 
activation was observed from block 5 to block 6 in left ANG, F(1, 5) = 
20.54, p < .01, MSE = .004, in left HCa, F(1, 5) = 24.23, p < .005, MSE = 
.006, and in right HC, F(1, 5) = 94.31, p < .001, MSE = .0006. The decrease 
tended towards significance in left HCp, F(1, 5) = 5.84, p = .06, MSE = 
.048 (see Figure 2). 
To further investigate the exact roles of the different areas to 
transitive inference, a correlation analysis was performed. This revealed a 
significant correlation between the slope of behavioral performance and 
the slope of left posterior HC activation. Results are presented in Table 2. 
 
left ANG left HCp left HCa right HC Behavior 
Slope Intercept Slope Intercept Slope Intercept Slope Intercept 
Slope .60 .35 .88* .72 .32 -.42 .48 -.47 
Intercept .28 .08 -.25 .05 -.27 .70 -.22 .53 
Table 2. Correlation coefficients for behavioral performance and activation in left ANG, 
left HCp, left HCa, and right HC. Predictors were mean-centered. *Indicates significance at p < .05. 
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Figure 2. (A) Random effects analysis localizing areas in the contrast block 5 – 
(block1+block6)/2.  The color bar denotes the T-value. Percent signal change analyses revealed an 
increase in activation from block 1 to block 5, and a decrease from block 5 to block 6 for (B) left HCa, 
(C) left HCp, (D) right HC, and (D) left ANG. Error bars denote the squared error of the mean (SEM). 
Coordinates are in MNI space. 
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In sum, analysis on the behavioral and imaging data of the first 
session revealed similar results as in Chapter 4: A hippocampal-parietal 
network seems to be involved in learning an ordered sequence. However, 
correlation analysis now revealed a significant correlation between the 
slope in left HCp and the slope in behavioral performance. This is 
different from the results in Chapter 4, where a significant correlation 
was found between the slope in angular gyrus and overall behavioral 
performance.  
 
5.2.2.2 Learning changes beyond session 1 
In addition to the six subjects used in the ROI definition analysis, 
six additional subjects were able to solve the task from the first run in the 
second session. Of these, two subjects were removed because of excessive 
motion (> 4.5 mm) in one or more of the different sessions. Hence, the 
following analyses were performed on ten participants. 
 
5.2.2.2.1 Behavioral results 
 As can be seen in Figure 3A, performance in both the test and 
control phase was close to perfect throughout sessions 2, 4, and 7. A 2 
(Phase: Test and Control) × 3 (Session: 2, 4, and 7) ANOVA on the mean 
percentage correct trials only revealed a significant effect of phase, F(1, 9) 
= 7.17, p < .05, MSE = 10.3: Participants scored better in the test phase 
(96% correct) than in the control phase (93% correct). A 3 (Session: 2, 4, 
and 7) × 2 (Comparison Distance: 2 and 3) ANOVA on the mean correct 
RTs of trials with size 5 in the test phase revealed a significant main effect 
of session, F(2, 18) = 21.33, p < .001, MSE = 22618): Mean RTs were 
slower in the second session (818 ms) compared to the fourth (586 ms) 
and the seventh (523 ms) session. There was also a significant interaction 
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between session and distance, F(2, 18) = 3.90, p < .05, MSE = 1182. 
Planned comparisons revealed a marginally significant effect of distance 
in the second session, F(1, 9) = 3.74, p = .085, MSE = 7786, but not in the 
fourth and the seventh session (p = .22, and p = .27, respectively; see 
Figure 3B). To test whether this absence of a significant comparison 
distance effect is caused by stimulus-response learning, we also looked at 
the RTs on distance 1 trials from the learning phase. If participants had 
simply learned stimulus-response associations (leading to the 
disappearance of a comparison distance effect), the distance effect for 
trials with distance 1 versus trials with larger distances would certainly 
disappear because participants received feedback on distance 1 trials only. 
As can be seen in Figure 3B, however, RTs to these trials were slower 
than distance 2 and distance 3 trials from the test phase (all p’s < .05). This 
indicates that the absence of a comparison distance effect is not due to 
learned stimulus-response associations, but instead is more likely to be 
caused by the high variability in the RTs. 
 
 
 
 
 
 
 
Figure 3. (A) Mean performance (% correct) for the test and control blocks in sessions 2, 4, and 7. (B) 
Mean RTs on trials with distance 1, distance 2 and distance 3 in the learning and test phase in sessions 
2, 4, and 7. 
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5.2.2.2.2 Imaging Results 
To examine how extensive training alters the brain regions 
involved in solving the transitive inference task, we first calculated the 
activation resulting from contrasting the test phase to the control phase in 
the last session and the activation from the same contrast in the second 
session; these two differences were then again contrasted (i.e., (Testsession7 – 
Controlsession7) – (Testsession2 – Controlsession2)). This contrast thus points to the 
brain regions that are more active in the last session compared to the 
second session in the test phase. The voxel threshold was p = .005. 
Because the present analyses were performed on 10 participants, we 
increased the cluster extent to 50 voxels. Results are shown in Table 3 and 
Figure 4A. To further study the patterns of activation over all scanning 
sessions, psc data were extracted for these clusters. As can be seen in 
Figure 4B, the pattern of some of these areas was very irregular (left 
superior frontal gyrus and right angular gyrus), and will therefore not be 
discussed further. A continuous increase was observed in left inferior 
frontal gyrus, left middle temporal gyrus, and left angular gyrus. 
Table 3. Clusters resulting from the contrast (Testsession7 – Controlsession7) – (Testsession2 – 
Controlsession2). This contrasts reveals areas that increase in activation in the test phase compared to the 
control phase from the second to the seventh session. Voxel threshold P = .005; clusters > 50 voxels. 
Coordinates are in MNI space. Clusters are labeled according to AAL (Anatomic Automatic Labeling, 
Tzourio-Mazoyer et al., 2002). L = left, R = Right. 
Stereotaxic coordinates # Voxels T value Anatomical Region 
X Y Z    
-48 14 12 996 11.74 L Inferior Frontal Gyrus 
-20  -4 58 428 7.85 L Superior Frontal Gyrus 
-36  -56 14 70 5.81 L Middle Temporal Gyrus 
-60 -46 22 90 5.17 L Angular Gyrus 
42 -74 36 56 4.03 R Angular Gyrus 
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We also investigated the reverse contrast, that is, the brain areas 
where a decrease was observed from session 2 to session 7 (i.e., (Testsession2 
– Controlsession2) – (Testsession7 – Controlsession7)). This only revealed a 
significant cluster of 56 voxels in cuneus (x = 2, y = -84, z = 16) (Figure 
4A). However, the irregular pattern of activation of the cuneus makes it 
difficult to interpret (Figure 4C).  
Furthermore, none of the activation patterns of the ROIs 
identified in the first session showed a reliable increase or decrease in 
activation (Figure 4D). It is important to note, however, that the different 
sample of subjects used in the identification of ROIs and psc data used for 
the other sessions might obscure these results. 
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Figure 4. Figure 4A shows the areas where a continuous increase or decrease was observed. 
The psc data for these areas are plotted in Figures 4B, and 4C. Only the areas where a continuous 
increase or decrease was observed are emphasized. Figure 4C shows the psc data for the areas that 
were found to be involved in learning the transitive inferences (see Table 1 and Figure 2). Note that 
the psc data of session 1 is extracted from those subjects that were able to learn the sequence in the 
course of the first session (n=6), and that only those blocks of the first session are included where the 
performance in the test phase was already high (i.e., blocks 3, 4, and 5). L=Left, R=Right, Inf=Inferior, 
Sup = Superior, Mid = Middle, Ang = Angular gyrus, F = Frontal, T = Temporal, HC = hippocampus, a 
= anterior, p = posterior. 
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After the last scanning session, participants took part in a short 
SNARC experiment to test how well the ordered sequence was 
internalized. The SNARC effect has previously been found with different 
kinds of ordered sequences, such as numbers (Dehaene, Bossini, & Giraux, 
1993), letters (Gevers, Reynvoet, & Fias, 2003), and months of the year 
(Gevers et al., 2003) and indicates that it is easier to respond with the left 
hand to stimuli from the beginning of the ordinal sequence, and with the 
right hand to stimuli from the end of the sequence. The presence of a 
SNARC effect would indicate that the ordered sequence is associated with 
spatial codes and illustrates a strong internalization of the sequence. 
 
5.3 SNARC Experiment 
5.3.1 Method 
Participants. The same fourteen participants were used. One 
participant was excluded because of his high error rate (>20%). 
Apparatus and stimuli. Responses were collected through a 
response box attached to a Pentium 4 laptop. All characters were 
presented in white on a black screen. All participants completed both an 
order-relevant and an order-irrelevant task. In the order-relevant task, 
participants were instructed to judge the position of the presented stimuli 
as coming before or after the middle stimuli (C and D) of their learned 
sequence. Because the learned sequence consisted of six stimuli, only the 
first two and the last two stimuli were presented (A, B, E, and F). The 
stimuli in the order-irrelevant task were the same as in the order-relevant 
task, but they could be presented either straight or tilted 10 degrees 
clockwise. In the order-irrelevant task, participants had to judge whether 
the presented stimulus was tilted or not. A trial started with the 
presentation of a fixation cross in the middle of the screen for 1000 ms, 
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followed by the stimulus. The stimulus was presented until a response 
was given. The intertrial interval was 500 ms. 
Procedure. Both the order-relevant and the order-irrelevant task 
consisted of two blocks. Each block consisted of 96 trials. Half of the 
participants started with the two blocks of the order-relevant task, the 
other half with the two blocks of the order-irrelevant task. Response 
hand mappings were changed between two blocks of the same task: 
Participants responding with the right/left hand assigned to before/after 
in the first block of the order-relevant task changed their responses to 
left/right assigned to before/after in the second block, and vice versa. The 
same was true for the order-irrelevant task. The order of the tasks and the 
response hand mapping were counterbalanced between participants. Each 
block was preceded by a short practice block of eight trials where 
feedback on the accuracy of the response was presented to the 
participant. Participants were instructed to respond as fast as possible but 
to avoid errors. The total experiment consisted of 4 × 96 = 386 trials and 
lasted about 20 minutes. 
5.3.2 Results 
Trials with stimuli A and B that were responded to with the left 
hand, and trials with stimuli E and F that were responded to with the 
right hand were labeled as congruent trials. Trials with the reversed 
response hand mapping were labeled as incongruent trials. In the order-
irrelevant task, all trials with tilted stimuli were removed from the 
analysis. A 2 (Task: order relevant/order irrelevant) × 2 (Congruency: 
congruent/incongruent) repeated measures ANOVA with both task and 
congruency as within-subject variables was performed on the median of 
the correct trials. This revealed main effects of task and congruency, F(1, 
12) = 9.34, p < .01, MSE = 7819, and F(1, 12) = 8.01, p < .05, MSE = 1317, 
respectively: Responses were faster in the order irrelevant task (445 ms) 
compared to the order relevant task (520 ms), and to congruent trials (468 
Training effects on the memory representation      85 
ms) compared to incongruent trials (497 ms). Planned comparisons on the 
significant interaction between task and congruency, F(1, 12) = 5.20, p < 
.05, MSE = 1213, revealed a significant effect of congruency in the order 
relevant task, t(13) = 2.87, p < .05. No significant congruency effect was 
observed in the order-irrelevant task (t < 1) (see Figure 6). Including the 
tilted stimuli in the order-irrelevant task did not change the results. 
Analysis on the error data revealed the same pattern. The mean 
error rate was 7.5%. More errors were made in the order-relevant task 
(8.3%) compared to the order-irrelevant task (2.9), F(1, 12) = 18.2, p < 
.001, MSE = 19.7. There was also a significant congruency effect, F(1, 12) 
= 11.39, p < .01, MSE = 4.05: More errors were made on an incongruent 
trial (6.5%) than on a congruent trial (4.7%). The interaction between 
task and congruency was close to significance, F(1, 12) = 4.6, p = .053, 
MSE = 4.91. Planned comparisons revealed a significant effect of 
congruency in the order relevant task, t(13) = 2.99, p < .05, but not in the 
order irrelevant task, t(13) = 1.1,  p =  .27. 
 
 
 
 
 
 
 
Figure 5. Median RTs on the congruent and incongruent trials in the order relevant and 
order irrelevant task. Error bars denote the standard of the mean. 
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5.4 General Discussion 
The goal of the present study was to investigate the effects of training on 
the neural network involved in learning and representing an ordered 
sequence. For this purpose, we trained participants in a transitive 
inference task for seven sessions. Both the behavioral and the imaging 
results of the first session mirrored those of Chapter 4. Behavioral data 
showed a similar pattern in accuracy data: An increase in accuracy in the 
test phase from block 1 to block 5, which dropped back to chance level in 
block 6. Furthermore, a comparison distance effect was found in the last 
blocks, indicating that participants do not solve the task by a stepwise 
comparison process but by integrating the different premises from the 
learning phase. The similarity in the results was also true for the imaging 
data. Although the coordinates of the local maxima were not identical, a 
hippocampal-parietal network was found to be involved in learning 
transitive inference. The bilateral hippocampal activation together with 
the activation in left angular gyrus again suggests that participants adopt a 
verbal strategy to solve the task.  
From the second session onwards, accuracies in the test and 
control phase were stable until the seventh session, although RTs still 
decreased from session 2 to session 4 and from session 4 to session 7. A 
comparison distance effect was observed in all sessions when trials with 
distance 1 from the learning phase were included in the analysis. We next 
studied how this extensive training affected the neural network involved 
in solving the transitive inference task. The increase in left ANG indicates 
that the cortical neural network involved in solving the transitive 
inference task remains involved. Although this cluster in left ANG was 
different from the cluster observed in the first session, the cluster from 
the first session also stayed involved in the task because no decrease in its 
activation was observed after the first session. This is in line with 
previous experiments where the acquisition of expert skills is 
accompanied by an increase in activation in the areas related for the skill. 
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Several studies have, for example reported an activation increase in a 
parietal-frontal network when participants became experts in working 
memory tasks (Bor & Owen, 2006; Moore, Cohen, & Ranganath, 2006; 
Olesen, & Westerberg, 2004). A similar increase in activation was 
observed in middle fusiform gyrus when participants gained expertise in 
identifying new objects, called greebles (Gauthier, Tarr, Anderson, 
Skudlarski, & Gore, 1999), or in language-related areas when participants 
became experts in a new language (Musso et al., 2003).  
Together with the increase in activation observed in the left 
ANG, the increase in left IFG (BA 44/45) could suggest that language 
processes become more prominent after extensive training. Left IFG is 
well known for its involvement in language processing. More specifically, 
left IFG activation seems to support syntactic memory (Friederici et al., 
2000): An increase in left IFG was, for example, observed when 
participants were learning an artificial grammar (Opitz & Friederici, 
2004). Alternatively, the left IFG could be activated here because of its 
role in sequence processing. Other tasks that involve an aspect of 
sequencing, such as the processing of musical sequences (Maess, et al., 
2001), the perception of the rhythm of motion (e.g., Schubotz and Von 
Cramon, 2001), the imagery of motion (Binkofski et al., 2000), and 
processing (temporally extended) vibrotactile stimulation (Preuschof, 
Heekeren, Taskin, Schubert, & Villringer, 2006) have also shown left IFG 
activation. Altogether, these results suggests that left IFG supports the 
processing of sequences in both language and non-language domains 
(Friederici, 2002).  
The exact reason for the involvement of left MT is less clear. It 
has previously been described to be involved in a lexical-semantic 
network (Rissman, Eliassen, & Bluhmstein, 2003), or semantic memory 
retrieval more generally (e.g., Lee, Robbins, Graham, & Owen, 2002). 
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The results from the SNARC experiment showed a SNARC effect 
in the order-relevant, but not in the order-irelevant task. This indicates 
that the knowledge of the sequence was still not comparable to other 
ordered sequences (e.g., letters) where a SNARC effect was also found in 
an order-irrelevant task (Gevers et al., 2003). The presence of a SNARC 
effect together with the fact that we did not observe IPS activation at the 
end of the seventh session suggests that the SNARC effect can originate 
from verbal labels. This is in line with recent conceptualizations of the 
SNARC effect as originating from verbal associations (Gevers, Verguts, 
Reynvoet, Caessens, & Fias, 2006; Proctor & Cho, 2006).  
In sum, the results of this study confirmed the involvement of a 
hippocampal-parietal network in learning an ordered sequence. We have 
also shown that the cortical neural network that was initially assigned to 
solving the task remained involved even after extensive training. 
However, because the knowledge of the sequence was still not 
comparable to other ordered sequences (e.g., letters) where IPS activation 
was observed (Fias et al., 2007), further research is needed to further 
clarify the role of the IPS in symbolic order processing. 
 
 
 6 General discussion 
 
When you are asked to select the smallest number between 2 and 6, or 
the smallest animal between a cat and a cow, it normally takes you very 
little time to come up with the correct answer. Although these two 
questions are very similar, you might wonder whether the cognitive 
processes underlying the retrieval of the correct answers are also very 
similar. This might look like an easy question because of the apparent 
difference between animals and numbers (have you ever heard a child 
‘count’ animals, or went to the zoo to see the number 3?). However, the 
conspicuous similarities observed in a person’s behavior when they are 
confronted with such questions in a reaction time experiment might 
point to a different direction. Indeed, behavioral effects such as the 
distance effect, the size congruity effect, and the semantic congruity 
effect have been found both in comparing numbers and comparing non-
numerical stimuli. In both numbers and non-numerical comparison tasks, 
the reaction time is a function of the semantic distance between the 
stimuli (the distance effect), of the congruity between the physical size 
and the semantic size of the stimuli (the size congruity effect), and of the 
congruity between the instructions and the stimuli (the semantic 
congruity effect). These behavioral similarities have raised the suggestion 
that numbers and other ordered sequence are represented similarly in 
memory.  
In a recent review in Progress in Neurobiology it was stated that, 
‘the question whether numbers are special is difficult to answer on the 
basis of behavioral data alone’ (Cohen Kadosh, Lammertyn, & Izard, 2008, 
p 133). Indeed, until now these behavioral findings could not distinguish 
between whether there was a shared internal representation for numbers 
and other ordered stimuli, whether there were processes with similar 
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behavioral signatures working on different representations, or a 
combination of the two. 
With the advent of new imaging techniques, research started to 
investigate the similarities and differences between numbers and non-
numerical ordered stimuli by looking directly at the neural level. 
Unfortunately, the results in this field have been mixed. Although an 
overlap in the representation of numbers and non-numerical ordered 
stimuli has been shown (Fias, Lammertyn, Caessens, & Orban, 2007), 
some studies found a difference rather than an overlap (e.g., Thioux, 
Pesenti, Costes, De Volder, & Seron, 2005).  
 
In sum, the present thesis started from the observation that there 
are some similarities in the representation of numbers and non-numerical 
ordered domains. The main goal of this thesis was to further clarify to 
what extent the processing and the memory representation of numbers is 
different from non-numerical ordered stimuli, and whether the brain 
areas representing numbers are specific for numbers or more generally 
encoding ordered sequences. In the following an overview and discussion 
of the experiments presented in the thesis is given. Finally, some 
suggestions for future research will be considered. 
 
6.1 Overview and discussion of the conducted experiments 
In general this thesis can be divided in two parts. In the first part of the 
thesis behavioral methods and neural network models were used to 
investigate the difference between numbers and non-numerical ordered 
sequences. Letters were chosen as a non-numerical ordered sequence. 
Two main findings were observed in these experiments. A first important 
finding was reported in Chapter 2, where we dissociated the distance 
General Discussion    91 
effect in a comparison task (the comparison distance effect) from a 
distance effect in a priming task (the priming distance effect) by showing 
that these effects have a different origin. A simulation study suggested 
that the origin of the comparison distance effect, found in numerous 
ordinal domains, is not a signature of a ‘mental number line’ 
representation. Our neural network simulations suggested that the 
comparison distance effect is caused by a comparison process (the 
monotonic connection view) rather than by an overlap on the 
representation of the stimuli (the representational overlap view). It is 
important to note that this idea is not new. In models on visual-array 
processing, it was already suggested that not the representational overlap 
(referred to as positional uncertainty in these models; e.g., Estes, 
Allmeyer, & Reder, 1976), but a later comparison stage implemented as a 
random walk model or a diffusion process causes the distance effect 
(Holyoak & Patterson, 1981). In more recent studies that model 
comparison processes similar suggestions are found (e.g., Leth-Steensen & 
Marley, 2001). Furthermore, the results of our simulation study suggest 
that a behavioral effect such as the comparison distance effect can 
originate from the decision process. This means that there is no need to 
assume common representations: The decision process naturally leads to 
the effect. 
The results of Chapter 2 are important in the light of the 
remarkable difference between these earlier suggestions and the large 
agreement on the representational overlap view in the domain of 
numerical cognition (e.g., Brysbaert, 1995; Cappelletti, Barth, Fregni, 
Spelke, & Pascual –Leone, 2007; Cohen Kadosh et al., 2005; Kaufmann et 
al., 2005; Lavidor, Brinksman, & Göbel, 2004; Piazza, Izard, Pinel, Le 
Bihan, & Dehaene, 2004; Turconi, Campbell, & Seron, 2006). The results 
from our experiments clearly show that the comparison distance effect 
does not originate from the representation of numbers, and that it, 
therefore, cannot function as a marker for access to the mental number 
line. 
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Not only did the experiments from Chapter 2 dissect the distance effect, 
they also revealed that the priming distance effect is only present when 
numbers are used as stimuli, but not with letters. Because the priming 
distance effect can only arise from a representational overlap of the 
stimuli, the results of these experiments suggested that the memory 
representation for number and letters are different.  
The suggestion for different representations for numbers and letters 
was further explored in Chapter 3. In two experiments a distance effect 
was found in a same-different task when numbers were used as stimuli, 
but not when letters were used. These experiments were simulated in a 
neural network model; the simulations indicated that the distance effect 
in a same-different task depends on a distributed representation. 
Together, these results pointed towards a difference in the memory 
representation of letters and numbers: Whereas numbers are represented 
with representational overlap, this seems not to be the case in letters. In 
theory, this does not exclude that the same neurons are used for 
representing numbers and letters; given that numbers and letters arrive at 
representational levels via at least partly segregated pathways, it may be 
the case that numbers are represented with representational overlap but 
letters not, on the same neurons (as with symbolic and nonsymbolic 
numbers, as suggested by Verguts & Fias 2004). However, in the case of 
numbers and letters this possibility that they are represented on the same 
neurons seems unlikely given that a completely shared representation 
would lead to interference between number and letter processing. 
A possible remark against the results and conclusions of the first 
part could be that the difference between numbers and letters is caused 
by a difference in automaticity: Number meanings are activated very fast 
and automatic, whereas the meaning of letters is not. The difference in 
the results between letters and numbers is then caused by a difference in 
processing: In contrast to numbers, letters might not be semantically 
processed in an automatic fashion. Although this seems to be supported 
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by the significantly smaller reaction times in the letter task compared to 
the number task in Chapter 3, we doubt that this is the case. Posner 
(1986), for example, showed that reaction times are a function of the 
depth of processing: Reaction times are faster for shallow processing (e.g., 
visual matching of letters) compared to deep processing (e.g., semantic 
classification of letters). However, because the differences between two 
stimuli are similar in both our numerical and non-numerical same-
different task, each task requires the same depth of processing. The 
difference in the reaction times is more probably caused by the difference 
in the length of the stimuli: Letter trials always consisted of the 
presentation of two characters only, whereas number trials were 
composed of a verbal number word and an Arabic digit. It should be 
noted that we excluded the possibility of solving the same-different task 
using a visual matching strategy, but we can not exclude the use of other 
non-semantical matching strategies, such as phonetic matching. This does 
however, not harm our results, because this still points toward the 
prominent role of the tuning curves in number representations and not in 
letters. 
A related argument is that a same-different task is order-irrelevant 
and therefore does not activate the ordinal representation of letters. This 
argument should be stretched even further for the results in Chapter 2: 
Even when the task is order-relevant the mere presentation of a letter 
does not automatically activate its ordinal representation (the primes in 
Chapter 2). All this points towards the fact that the primary 
representation of letters is not ordinal, and is therefore different from 
numbers. Moreover, because it can be assumed that letters are one of the 
best known orders except for numbers, the results of these studies may 
generalize to ordered symbolic stimuli in general.  
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The specificity of number processing was further investigated in 
the second part of the thesis, consisting of Chapters 4 and 5. The second 
part was different from the first in two important respects. First, we now 
used functional magnetic resonance imaging (fMRI) to investigate if 
numbers and non-numerical ordered stimuli are processed similarly in 
the brain. Second, instead of using a well-known ordered sequence like 
the alphabet, we trained our participants on a new ordered sequence to 
exclude any interference with previous knowledge of the sequence. 
During training, participants were scanned so that we could directly 
investigate which brain areas are involved in the acquisition of an 
ordered sequence. Results from these studies primarily revealed an 
important role of the angular gyrus of the left hemisphere for storing the 
ordinal knowledge. We suggested that the left angular gyrus activation 
was caused by the verbal strategy adopted by the participants. In Chapter 
4 the efficacy of the verbal strategy in learning the ordered structure was 
reflected in the significant correlation between angular gyrus activation 
and the slope of behavioral performance. In Chapter 5 we wanted to 
investigate if extensive training would influence this strategy, and 
possibly change the memory representation of the ordered sequence. 
Results revealed that after seven days of training left angular gyrus was 
even more active during the task than in the beginning of training. An 
increase in activation was also observed in left inferior frontal gyrus, a 
region that plays an important role in language processing. In language 
research, this region has been mainly found to be involved in processing 
the structural sequence of sentences (i.e., syntax, or grammatical 
processing, e.g., Opitz & Friederici, 2004).  Because inferior frontal gyrus 
is also activated in other task that involve sequencing, it has been 
proposed that left inferior frontal gyrus is not specifically related to 
language but to sequence processing more in general. 
Besides the left angular gyrus, the medial temporal lobes seemed to 
play a role in acquiring the ordered structure of the stimuli. In line with 
animal research (e.g., Dusek & Eichenbaum, 1997) and human imaging 
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studies (e.g., Heckers, Zalesak, Weiss, Ditman, & Titone, 2004), it was 
found that the acquisition of the transitive structure of an ordered 
sequence involved the hippocampus. Because no significant correlation 
was found between hippocampal activation and behavioral performance 
in Chapter 4, we speculated on the role of the hippocampus as a general 
encoder (pattern separation). In contrast to this result, a significant 
correlation was found in Chapter 5: The increase in hippocampal 
activation correlated significantly with the increase in behavioral 
performance. Although this correlation is in line with earlier studies, the 
absence of a correlation in Chapter 4 might indicate that the relationship 
between hippocampal activation and the direct behavioral measure can 
be unstable.  
Although it is difficult to make strong conclusions on the basis of 
the absence of activation, the lack of activation in the horizontal segment 
of the intraparietal sulcus (hIPS) in these two studies is significant. Many 
studies have ascribed a central role of the hIPS in number processing (see 
Dehaene, Piazza, Pinel, & Cohen, 2003, for a review). Furthermore, in a 
recent fMRI study a central role for the hIPS in processing abstract 
ordinal knowledge was suggested (Fias et al., 2007).  
The absence of IPS activation in our fMRI studies is in line with the 
results from the behavioral studies performed in Chapters 2 and 3. Again, 
it appears that there is a difference between the processing of non-
numerical ordered stimuli and numbers. It should be noted, however, 
that contrasting the activation in the control phase to the test phase 
revealed an activation pattern that included both left and right parietal 
cortex. This could indicate that the absence of hIPS activation was due to 
the neural requirements of the cognitive processes involved in the control 
task. Indeed, our control task involved working memory demands that 
have been shown to be related to parietal activation (e.g., Majerus, Bastin, 
Poncelet, Van der Linden, Salmon, Collette, & Maquet, 2007). Because 
the spatial resolution of a voxel in our studies was approximately 3 mm3, a 
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voxel in the hIPS could have contained both neurons encoding the 
ordinal sequence as well as neurons involved in short term memory. If 
the global activation of a voxel in the hIPS was higher (or equally high) in 
the control phase compared to the test phase, it might have gone 
unnoticed. This argument is, however, only valid when we contrast the 
test phase directly to the control phase. When we looked for an increase 
in activation from block 1 to block 5 and decrease from block 5 to block 6 
also no IPS activation was observed. It is very unlikely that IPS activation 
was rendered invisible because of the masking procedure we used in this 
contrast: There is no reason to assume that the pattern of working 
memory related processes was identical to the pattern of activation caused 
by the learning process. Working memory demands remained the same 
for the control task during the course of the experiment. If anything, they 
should decrease rather than increase when participants become more 
trained in the task. In fact, the experiment was designed to control for 
this by not changing the figure set of the control phase from the fifth to 
the sixth block. Indeed, the same analysis without the masking procedure 
also revealed no IPS activation; there was no qualitative change in the 
results. We therefore are confident that the representation of the ordered 
sequence in our studies did not involve IPS.  
The results from the SNARC effect might shed some lights on why 
this is the case. At the end of the training session, participants were asked 
to perform a short experiment in which they had to judge the position of 
a stimulus in the sequence in half of the trials (order-relevant task), and 
the orientation of a stimulus in the sequence in the other half of the trials 
(order-irrelevant task). The absence of a SNARC effect in the order-
irrelevant task indicates that the representation of the new sequences is 
still not as well internalized as other well-known sequences such as the 
alphabet or months of the year. It has been shown that these sequences 
do elicit a SNARC effect, even when the order of the sequence is 
irrelevant for the task (Gevers, Reynvoet, & Fias, 2003). This could 
indicate that further training of the sequences would eventually lead to 
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the involvement of the IPS. Future research is needed to explore this 
possibility. 
 
6.2 Conclusions 
In sum, both the behavioral results from the first chapters and the 
imaging results from the last chapters point towards a difference in the 
representation of numbers and non-numerical ordered stimuli.  
To understand the difference between numbers and non-numerical 
ordered stimuli, it is important to see that a number can be represented in 
a non-symbolic and a symbolic way. A non-symbolic representation 
means that a number can be represented by a collection of objects; a 
symbolic representation is for example an Arabic number (e.g., ‘1’), or a 
verbal number word (‘ONE’). Several models have suggested that a non-
symbolic input is processed according to an accumulator: The 
presentation of an extra object adds a unit to the accumulator (e.g., 
Gallistel & Gelman, 1992, 2000; Meck & Church, 1983). This 
representation of numerosities according to an accumulator principle is 
sometimes referred to as summation coding and follows directly from the 
non-symbolic perception of objects in an object location map from which 
the number of objects is extracted (Dehaene & Changeux, 1993; Verguts 
& Fias, 2004). When a model is trained to map the non-symbolic input 
from the summation code to a symbolic output (e.g., name the number of 
objects presented), a distributed representation (or representational 
overlap) emerges on the representation of symbolic number stimuli 
(Verguts & Fias, 2004).  
The reason as to why the representations of numbers and other 
ordered stimuli are different might now become clearer. The absence of a 
distributed representation for non-numerical ordered stimuli may be 
caused by the lack of a summation code for these stimuli. The summation 
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code (how much a number is, i.e. the cardinality of a number) directly 
represents the cardinal meaning of a number, whereas this is not true for 
non-numerical ordered stimuli such as the letter ‘k’ which has no cardinal 
meaning. Non-numerical ordered stimuli don’t have cardinal meaning, 
only an ordinal meaning. And as we have shown, the ordinal meaning of 
a stimulus is not necessarily encoded in the representation of the 
stimulus, but rather through its connections with other stimuli. 
The observation that the ordinal meaning of a stimulus is not 
necessarily encoded in its representation also explains the absence of IPS 
activation in our fMRI studies. An attractive framework for placing the 
representation of numbers in the IPS comes from early vision research.  
According to this framework, all visual information in the primary visual 
cortex is transmitted to two primary pathways: The dorsal and the ventral 
stream. The dorsal stream starts in V1 and goes through V2, the 
dorsomedial area and V5, and up to parietal cortex. This stream is 
sometimes referred to as the ‘Where Pathway’ because it is associated 
with motion and object location processes. The ventral stream starts in 
V1, goes to V2 and then through V4 to the inferior temporal lobes. This is 
often referred to as the ‘What Pathway’ because of its involvement in 
recognition and object representation (Ungerleider & Mishkin, 1982). 
Because of the cardinal meaning of numbers (and hence their relation to 
an object location map), it can be predicted that they end up in the dorsal 
processing stream, and thus in the parietal cortex. Therefore, there is no 
reason to assume that other ordered sequences are also stored in the IPS 
because they have no cardinal meaning (and are thus not related to an 
object location map). Furthermore, because the ordinal meaning of a 
stimulus is encoded by its connections with other stimuli, they could be 
represented in brain areas that are not specifically related to ordinal 
processing.  
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6.3 Directions for future research 
In the experiments of this thesis, we focused on the distance effect to 
investigate the differences and the similarities between numbers and non-
numerical sequences. There is, however, one apparent behavioral effect 
that has received very little attention when people compare numbers and 
non-numerical sequences. When participants judge the relation between 
two non-numerical stimuli, they are faster when one of the stimuli is 
close to the beginning or the end of the sequence. This effect is called the 
end effect and is different from the size effect observed in numerical 
comparison tasks. When comparing numbers, the reaction times increase 
as the size of the stimuli increases. One obvious explanation would be 
that there is no end effect in the number domain, because numbers can 
form an infinite sequence and therefore has no end. However, end effects 
are also observed in infinite set designs where non-numerical stimuli 
were used (Shoben, Cech, Schwanenflugel, & Sailor, 1989). In infinite set 
designs there is no real end of the sequence, because each stimulus is 
presented only once in the course of the experiments (see also, Paivio, 
1975; Banks & Flora, 1977).  Understanding how this end effect is caused 
in the comparison of non-numerical stimuli will increase our knowledge 
on how these stimuli are processed or represented. This could then shed 
some more light on how numbers relate to non-numerical stimuli.  
Earlier imaging studies related to the processing of ordinal stimuli 
often used comparison tasks. These studies revealed a central role of the 
intraparietal sulcus (IPS) when comparing different continua, such as 
luminance, size, letters, or numbers (e.g., Pinel, Piazza, Le Bihan, & 
Dehaene, 2004). In many of these studies, however, no distinction was 
made between the representation of the stimuli and the processes 
working on the representations (see Göbel, Johansen-Berg, Behrens, & 
Rushworth, 2004 for a similar critique). Only with numbers as stimuli has 
it already been shown that the IPS is also active when no comparison 
processes are involved (Eger, Sterzer, Russ, Giraud, & Kleinschmidt, 
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2003). These findings suggest that the representation of an ordered 
sequence ends up in the IPS as the ordinal aspect of the sequence is very 
well known, possibly because of the fact that IPS is involved in spatial 
processing (Hubbard, Piazza, Pinel, & Dehaene, 2005). To disentangle the 
role of the IPS in the representation of ordered sequences or comparison 
processes more research is needed. One possible way to investigate this 
would be to train participants to learn a new ordered sequence using a 
comparison task, analogous to the fMRI studies described in Chapter 4. In 
contrast to Chapter 4, however, human faces would be used as stimuli 
because they do not contain any ordinal information whatsoever. 
Furthermore, the brain area encoding human faces is very well located. 
Many studies have shown that a part of the fusiform gyrus responds 
selectively to human faces (the fusiform face area, FFA; Kanwisher, 
McDermott, & Chun, 1997). Besides the comparison task, participants 
will also be presented with an identification task in which they have to 
associate a different set of faces to names (i.e., one name for each face). 
Just as in the previous section a localizer task will be given during which 
the participants respond at random to the faces from both the comparison 
and the identification task. This localizer task will be presented to the 
participants repeatedly (during the learning of the sequence). By 
investigating the activation in the fusiform gyrus and in the IPS during 
the localizer task for the two sets of faces separately, and comparing it to 
the activation in the comparison and identification task, the exact role of 
the IPS can be extrapolated. If ordered sequences are represented in the 
IPS, it is predicted that the faces from the comparison task would activate 
the IPS during the localizer task when participants become familiar with 
the order of the faces. The faces presented in the identification task would 
in this case not activate the IPS during the localizer task. If, on the other 
hand, the IPS is involved in comparison processes but is not particularly 
involved in ordered sequence storage, we would expect no differential 
change in IPS activation for faces from the two sets during the localizer 
task. 
 7 Précis (in Dutch) 
 
Wanneer je wordt gevraagd het kleinste getal te kiezen tussen 2 en 6, of 
het kleinste dier tussen een kat en een koe, kan je normaal zeer snel het 
correcte antwoord selecteren. Hoewel beide vragen zeer sterk op elkaar 
lijken, kan je je afvragen of de cognitieve processen die aan de basis liggen 
om het correcte antwoord te vinden ook gelijk zijn. Dit lijkt misschien 
een gemakkelijke vraag omwille van het duidelijke verschil tussen 
getallen en dieren. De opvallende gelijkenissen in het gedrag van mensen 
wanneer dergelijke vragen hen worden voorgelegd in een 
reactietijdexperiment, wijzen echter in een andere richting. 
Gedragseffecten zoals het afstandseffect, het grootte-congruentie-effect, 
en het semantisch congruentie-effect doen zich typisch voor wanneer 
mensen getallen vergelijken, maar ook wanneer ze niet-numerieke 
stimuli vergelijken. Zo bljkt dat in beide types stimuli de snelheid 
waarmee twee stimuli worden vergeleken een functie is van de 
semantische afstand tussen de twee stimuli (afstandseffect), van de 
congruentie tussen de fysieke grootte en de semantische grootte van de 
stimuli (grootte-congruentie-effect), en van de congruentie tussen de 
instructies en de stimuli (semantisch congruentie-effect). Door deze 
gedragsmatige gelijkenissen is het vermoeden gerezen dat getallen en 
andere geordende reeksen een gelijkaardige representatie hebben in het 
geheugen, of dat de cognitieve processen die op de representaties werken 
hetzelfde zijn. 
Met de komst van nieuwe beeldvormingstechnieken, is er recent 
onderzoek gestart waarin de gelijkenissen en de verschillen tussen 
getallen en niet-numerieke reeksen rechtstreeks in de hersenen 
bestudeerd worden. Jammer genoeg zijn de resultaten hier eerder 
gemengd: Hoewel er een overlap in the representaties van getallen en 
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niet-numerieke reeksen is aangetoond (Fias, Lammertyn, Caessens, & 
Orban, 2007), hebben sommige studies eerder een verschil dan een 
overlap aangetoond (bv. Thioux, Pesenti, Costes, De Volder, & Seron, 
2005). 
Kort samengevat vertrok deze thesis vanuit de observatie dat er 
enkele overeenkomsten zijn in de representaties van getallen en niet-
numerieke reeksen. Het belangrijkste doel van de huidige thesis was om 
verder te onderzoeken in welke mate de mechanismen en de 
geheugenrepresentaties van getallen verschillend zijn aan die van niet-
numerieke reeksen. Hiervoor gebruikten we zowel gedragsmethoden als 
neurale netwerken, en maakten we gebruik van fMRI om de gelijkenissen 
in de hersenen te toetsen. In wat volgt wordt een kort overzicht van de 
uitgevoerde studies gegeven met een discussie van de resultaten.  
 
7.1 Overzicht van de uitgevoerde studies 
Globaal genomen kan deze thesis in twee delen worden opgesplitst. In 
een eerste deel werden gedragsmethodes en neurale netwerk modellen 
gebruikt om het verschil tussen getallen en niet-numerieke geordende 
reeksen te onderzoeken. In deze experimenten werden letters gekozen als 
een niet-numerieke geordende reeks. In hoofdstuk 2 werd er door middel 
van een primingtaak aangetoond dat het afstandseffect opgesplitst moet 
worden in een afstandseffect komende uit een vergelijking (een 
vergelijkingsafstandseffect), en een afstandseffect afkomstig van een 
prime (een priming afstandseffect). Simulaties met een neuraal netwerk 
model suggereerde dat het vergelijkingsafstandseffect niet afkomstig is 
van de representatie van de representatie van de stimuli, maar van de 
connecties die de verschillende neuronen verbinden. Het 
primingafstandseffect, daarentegen ontspringt rechtstreeks van de 
representationele overlap op de representatie van de stimuli. Dit betekent 
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dat men op basis van de aanwezigheid van het vergelijkingsafstandseffect 
geen uitspraak kan doen over de onderliggende representatie. Het is, met 
andere woorden, niet mogelijk om op basis van een gelijk 
vergelijkingsafstandseffect een gelijke representatie te veronderstellen. 
Vermits het priming afstandseffect wel valt terug te leiden tot de 
representatie suggereert de aanwezigheid van dit effect bij getallen maar 
niet bij letters, dat beide een verschillende representatie hebben. 
De suggestie van een verschillende representatie voor getallen en 
niet-numerieke reeksen werd verder onderzocht in Hoofdstuk 3 waarin 
we gebruik maakten van een same-different taak. Net zoals bij het 
priming afstandseffect in Hoofdstuk 2, werd er ook hier een afstandseffect 
gevonden bij getallen, maar niet bij letters. Een simulatiestudie 
suggereerde dat het afstandseffect in een same-different taak te wijten is 
aan de overlap op de representatie van de stimuli. Samen met de 
resultaten uit Hoofdstuk 2, wijzen de resultaten uit Hoofdstuk 3 naar een 
verschil in de representatie van getallen en niet-numerieke geordende 
reeksen.  
 
De specificiteit van getalverwerking werd verder onderzocht in 
het tweede deel van de thesis. Het tweede deel omvat de hoofdstukken 4 
en 5 en is verschillend van het eerste deel in twee opzichten. Ten eerste 
wordt er in hoofdstukken 4 en 5 gebruik van functionale magnetische 
resonantie (fMRI) waarmee we rechtstreeks kunnen onderzoeken of de 
hersengebieden die getallen representeren ook verantwoordelijk zijn voor 
de representatie van niet-numerieke geordende reeksen. Ten tweede 
gebruiken we in deze hoofdstukken ongekende geordende reeksen die de 
proefpersonen moeten aanleren tijdens het experiment. Met deze nieuwe 
reeksen kunnen we de mogelijke invloed van de voorkennis van een 
geordende reeks uitsluiten. Om te onderzoeken welke hersengebieden 
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betrokken zijn bij het verwerven van ordinale kennis werden de 
proefpersonen gescand terwijl ze de nieuwe orde aanleerden.  
Uit de resultaten van deze studies bleek voornamelijk een 
belangrijke rol van de angulaire gyrus van de linker hemisfeer. Deze 
activatie werd geïnterpreteerd als zijnde verbonden aan de verbale 
strategie die gebruikt werd door de proefpersonen om de reeks te leren. 
De efficiëntie van een verbale strategie bleek uit de significante correlatie 
tussen de activatie in de angulaire gyrus en snelheid waarmee 
proefpersonen de geordende reeks aanleerden in Hoofdstuk 4. Deze 
resultaten werden in Hoofdstuk 5 verder onderzocht. Meer bepaald 
onderzochten we de invloed van training op de verbale strategie en hoe 
dit de representatie van de geordende reeks zou wijzigen. Hiervoor 
trainden we de proefpersonen zeven opeenvolgende dagen waarbij ze 
gescand werden op vier verschillende dagen (dag 1, 2, 4, en 7). Op de 
resterende dagen voerden ze hetzelfde experiment uit, maar zonder 
gescand te worden. De resultaten van Hoofdstuk 5 toonden aan dat op het 
einde van de training de linker angulaire gyrus nog meer actief was dan 
aan het begin van de training. Tevens werd er een stijging in de linker 
inferieur frontale gyrus (IFG) geobserveerd tussen het begin en het einde 
van de training. Uit vorig onderzoek is gebleken dat de linker IFG een 
belangrijke rol speelt bij taalverwerking. Meer bepaald wordt linker IFG 
activatie vaak gevonden bij taken waarbij de grammatica of de 
syntactische structuur van zinnen onderzocht wordt (bv., Opitz & 
Friederici, 2004). Gezien de linker IFG echter ook betrokken is bij andere 
taken die een sequentiële verwerking vereisen, werd er gespeculeerd dat 
dit hersengebied niet enkel bij taalprocessen betrokken is maar een meer 
algemene rol speelt in het verwerken van sequenties. 
Naast de angulaire gyrus bleken ook de (bilaterale) mediale 
temporele lobules (MTL) betrokken te zijn in het verwerven van de 
geordende structuur van de stimuli. In overeenstemming met onderzoek 
op dieren (bv., Dusek & Eichenbaum, 1997), en eerdere fMRI studies met 
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mensen (bv., Heckers, Zalesak, Weiss, Ditman, & Titone, 2004), bleek dat 
de hippocampus een rol speelt bij het aanleren van een transitieve 
structuur. Omdat er echter geen significante correlatie gevonden werd 
tussen de hippocampale activatie en de performantie bestaat de 
mogelijkheid dat de hippocampus niet specifiek betrokken is bij het 
aanleren van de geordende structuur, maar een meer algemene codering 
(bv., patroonscheiding) uitvoert.  
Opvallend in de studies van het tweede deel was de afwezigheid 
van activatie in het horizontale segment van de intraparietale sulcus 
(hIPS). Veel voorgaand onderzoek heeft een centrale rol van de hIPS 
voorgesteld voor de verwerking van getallen (zie Dehaene, Piazza, Pinel, 
& Cohen, 2003 voor een overzicht). Meer recent werd er dit 
veralgemeend naar een centrale rol van de hIPS in de verwerking van 
abstracte ordinale kennis (Fias, Lammertyn, Caessens, & Orban, 2007). De 
afwezigheid van acivatie in de hIPS is echter in lijn met de resultaten uit 
het eerste deel van de thesis, waarin er een onderscheid werd gevonden 
tussen de representatie van getallen en niet-numerieke ordes. Het zou 
echter kunnen dat de nieuw aangeleerde ordes nog niet genoeg 
geïnternalizeerd zijn. De resultaten van een kort gedragsexperiment op 
het einde van de zevende dag bevestigde deze mogelijkheid. In dit 
experiment moesten proefpersonen een taak uitvoeren waarin ze moesten 
beslissen over de plaats van de stimuli in de geordende reeks (orde-
relevante taak), of moesten beslissen of de stimuli schuin of recht 
afgebeeld werd op het scherm (orde-irrelevante taak). Uit de resultaten 
van dit experiment bleek dat de orde van de stimuli geen effect had in de 
orde-irrelevante taak. In een studie van Gevers, Reynvoet, & Fias (2003) 
werd echter aangetoond dat er wel een effect wordt gevonden wanneer 
andere, bekende, niet-numerieke reeksen zoals letters, of maanden van 
het jaar gebruikt worden in een orde-irrelevante taak. Daarom zou het 
mogelijk kunnen zijn dat de hIPS vooralsog betrokken raakt bij de 
verwerking van geordende reeksen als de reeksen nog beter gekend zijn. 
Toekomstig onderzoek zal moeten uitwijzen of dit werkelijk zo is. 
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7.2 Conclusies 
Zowel de data uit het gedragsonderzoek als de data uit de fMRI studies 
wijzen op een verschil in de representatie van getallen en andere 
geordende reeksen. 
Om het verschil tussen getallen en andere reeksen te begrijpen 
moet men inzien dat een getal op twee verschillende manieren 
gerepresenteerd kan worden. Enerzijds is er een niet-symbolische 
representatie van een getal waarin het wordt voorgesteld als een 
verzameling van objecten. Anderzijds is er een symbolische representatie 
van een getal, zoals een Arabisch cijfer (bv., ‘8’), of een verbaal 
getalwoord (bv., ‘acht’). Verschillende modellen hebben voorgesteld dat 
een niet-symbolische representatie verwerkt wordt door middel van een 
accumulator: De presentatie van elk extra object voegt een eenheid toe 
aan de accumulator (bv., Gallistel & Gelman, 1992; Meck & Church, 
1983). Een dergelijke manier van representatie wordt vaak ‘sommatie 
codering’ genoemd, en volgt onmiddellijk uit de niet-symbolische 
perceptie van objecten in een object-locatie map. (Dehaene & Changeux, 
1993, Verguts & Fias, 2004). Als een model wordt getraind om de niet-
symbolische input te koppelen aan een symbolische output (bv. het 
benoemen van het aantal objecten), dan resulteert dit in een 
gedistribueerde  representatie op de symbolische stimuli (Verguts & Fias, 
2004).  
Hiermee wordt het duidelijk waarom er een verschil is in de 
representatie van getallen en andere geordende reeksen: De afwezigheid 
van een gedistribueerde representatie bij niet-numerieke geordende 
reeksen is te wijten aan het feit dat niet-numerieke stimuli geen 
sommatie-code hebben. De sommatie-code representeert de kardinaliteit 
van een getal, en vermits de elementen uit andere geordende reeksen 
geen kardinaliteit bezitten hebben ze dus ook geen sommatie-code. Zoals 
we hebben aangetoond wordt de ordinaliteit van een stimulus niet 
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gecodeerd op zijn representatie maar door de connecties van de stimulus 
met andere stimuli. 
De observatie dat de ordinaliteit van een stimulus niet 
noodzakelijk vervat zit in zijn representatie maakt tevens duidelijk 
waarom er geen activatie in de hIPS wordt gevonden in onze fMRI 
studies. Omwille van de kardinaliteit van getallen (en dus hun relatie met 
een object-locatie map) valt te verwachten dat ze door de dorsale stroom 
verwerkt worden (Ungerleider & Mishkin, 1982). Vermits de dorsale 
stroom uitmondt in de parietale cortex, is de representatie van getallen in 
de hIPS geen verrassing. Wanneer men echter te maken heeft met niet-
numerieke geordende reeksen is er geen kardinale betekenis (en dus geen 
relatie met een object-locatie map) waardoor ze gerepresenteerd kunnen 
worden in hersengebieden die niet specifiek verbonden zijn aan het 
verwerken van ordinale stimuli. 
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