An intermittent wireless communication system has been developed for low-power sensor networks that improves sensor network efficiency by promoting cooperative optimization among the hardware architecture, communication protocol, and multiple access scheme. The intermittent communication protocol together with hardware for intermittent function contributed to reduce power consumption and extended sensornode battery lifetime. A multiple access scheme based on the R-ALOHA protocol is used for the wireless link; it works efficiently with the protocol and hardware. Due to its inter-layer optimization, the system has low power consumption regardless of the traffic load and is thus flexible enough to support a wide range of sensor network applications. key words: wireless sensor network, multiple access
Introduction
Sensor network is an emerging system concept that improves a system's efficiency by automatically monitoring target parameters through the distribution of sensor nodes. There have been several reports on both sensor nodes [1] - [3] and sensor networks [4] - [6] .
We have developed an intermittent protocol, an intermittent communication function, and a sensor node architecture that minimize power consumption in a sensor network. We also developed a multiple access scheme for wireless links that is based on the R-ALOHA protocol [7] .
Sensor Network System
Using our node architecture and protocol, we developed a prototype sensor network system, as shown in Fig. 1 . The intermittent communication function is introduced in the physical layer. The multiple access scheme, which combines a random access mechanism and a primitive timeslot approach, is not only an important factor in minimizing power consumption but also in maximizing throughput.
Sensor Node Architecture
The layout of the sensor node and an image of it are shown in Figs. 2 power consumption in sleep mode is dominant and thus has the biggest impact on battery lifetime. With this in mind, we designed the sensor node so that power consumption in sleep mode is minimized by shutting down most of the functions that draw power. Because sensing and data transmission are done concurrently, the main board functions can be shut down except for the real-time clock (RTC), which controls the intermittent operation of the node. One of the main challenges in this approach is efficiently maintaining the multiple access capability because the node is active only when it is woken up. Multiple access scheme in a wireless sensor network can be achieved in variety of ways. A temperature monitoring system, a typical time-triggered system, generally has tens of nodes per cell with an intermittent interval of say three minutes. A gas leak monitoring system, a typical eventtriggered system, generally sends data only when a leak is detected; however, when a leak is detected, multiple nodes might simultaneously send an alarm. For most types of systems, time division multiple access (TDMA) is well suited because it assigns a time slot for each transmission, meaning that no collisions occur. However, this time synchronization is power intensive, a critical problem in low-power sensor networks. In contrast, the ALOHA access scheme assigns time slots randomly. It is the most primitive access scheme and is optimum when the traffic load is very light.
Our multiple access scheme combines the random access of ALOHA with the time shared access of TDMA. It has reasonable power consumption and throughput for both light and heavy traffic loads. One of the difficulties with the multiple access in a wireless sensor network is managing the time slots as the sensor nodes have low-quality crystals and no time synchronization in system.
The proposed method has two stages; The first stage, the contention period, is where the nodes randomly send the packets and compete and align the transmission timings with a brute-force approach. Once the timings for each node are aligned, the nodes transmit their data packets based on the assigned timings. The timings are maintained by the RTC in each node. We call this "primitive TDMA"; the timings for transmitting the data at each node are aligned so that there is no contention. The keys to successful primitive TDMA are allocating the time slots and preventing a shift in the timing at each node.
ALOHA
Assuming that the nodes operate randomly, we can treat the transmission timing using a Poisson process. The probability of successful transmission in the ALOHA system is given by
where n is the number of nodes controlled by the base station, T p is the packet length, and T i is the intermittent interval. This equation represents the probability that no packet is generated in the time of two T p . Due to the randomness, some packets collide. The node will re-transmit the packet that collided after a random length of time. Figure 4 shows the rate of successful transmission with random access during the contention period where success means that an acknowledgment (ACK) signal is received. The rate was calculated using a transmission rate of 10 kbps and an intermittent interval of 60 s. A system with 100 nodes was converged and aligned after 120 s.
Retry control may work for the system where the traffic load is light but it is not always true. It is thus important to analyze system performance before setting the system parameters or to introduce an algorithm that adjusts the parameter settings dynamically to optimize them.
Primitive TDMA
Following the contention period, the sensor network system remains stable unless there is a shift in the transmission timing or a new node is added, which initiates a realignment.
The RTC in each node organizes the timings of the intermittent operations using a reference signal from the node's crystal. Since the crystal is generally of poor quality, the standard deviation is usually tens of ppm. This can cause a timing deviation. If the standard deviation is ±100 ppm, the RTC could shift 6 ms every 60-s intermittent interval. As long as the shifts occur randomly, they do not significantly affect the system. However, if they are not random, such as those due to a thermal effect or a voltage drop in a particular node, they could disrupt the alignments. Figure 5 shows the average time to a packet collision due to a shift in the worst-case situation, i.e., the crystal of a particular node continues to shift +100 ppm and the other nodes have mean zero shifts with random packet alignments. Simple calculation shows that a node with a +100-ppm shift will collide with another packet within a day and that the system will return to the contention period if it has more than ten nodes.
If a new node enters during the contention-free period, the collision probability is calculated the same way as during the contention period.
Intermittent Protocol
The sensor node we developed operates intermittently on the basis of the RTC, thereby reducing the power consumption. This makes it difficult to set up a bidirectional wireless communication network in which the nodes can receive signals only when they are active. Our intermittent protocol, which is diagrammed in Fig. 6 , overcomes this problem. When a node is in sleep mode, the supplied power is cut until the timer reaches T 0 . The node was activated when the timer reached T 0 , and then it senses data and transmits it to the base station. It waits to receive an ACK signal after transmitting the data. The base station receives the node data, checks it for errors, sends an ACK signal to the node, and forwards the data to the server through the network. The server updates the database accordingly. The key here is that the node can return to sleep mode as soon as it receives the ACK signal from the base station, even though other systems may return to sleep mode after receiving an ACK signal from the server.
When a data collision occurs, a wireless system loses data. Collisions must therefore be avoided to maintain communication reliability and to avoid increasing the power consumption of the nodes. Retry control is essential to intermittent operation; one way to implement it is shown in Fig. 7 . The timer starts counting down the waiting time after the node transmits the data. If a collision or error occurs, the sensor node does not receive an ACK signal, and it times out at T 1 . It then retransmits the data after a random waiting time. The maximum number of retries, N T , is predetermined based on the system requirements.
A critical issue concerning the intermittent protocol is that the base station is unable to detect when a sensor node is activated. Figure 8 shows the flow for downlink data transmission. When the server transmits a command to a node, the base station retains the command and waits until it receives the data from the node. When the base station receives the data, it sends an ACK with the retained command frame. The node data is then sent to the server and input to the database. The node sends an ACK signal to the server through the base station after it receives and performs the command. It then returns to sleep mode. All the data types (data, ACK, and command) share the same frequency chan-nel, which simplifies the wireless protocol and node architecture.
Conclusion
We have developed a sensor node architecture, an intermittent wireless communication protocol, and an intermittent communication function that reduce the power requirements of sensor network systems and thus extend battery life. We also developed a multiple access scheme for wireless links that is based on the R-ALOHA protocol. Our prototype sensor network system operated well and had power consumption comparable to that of an ALOHA system and throughput comparable to that of a TDMA one. With this system approach, we can build simple, low-power sensor network systems that have collision avoidance and server-driven command functions.
