Our objective is the calibration of mathematical tumor growth models from a single multiparametric scan. The target problem is the analysis of preoperative Glioblastoma (GBM) scans. To this end, we present a fully automatic tumorgrowth calibration methodology that integrates a singlespecies reaction-diffusion partial differential equation (PDE) model for tumor progression with multiparametric Magnetic Resonance Imaging (mpMRI) scans to robustly extract patient specific biomarkers i.e., estimates for (i) the tumor cell proliferation rate, (ii) the tumor cell migration rate, and (iii) the original, localized site(s) of tumor initiation. Our method is based on a sparse reconstruction algorithm for the tumor initial location (TIL). This problem is particularly challenging due to nonlinearity, ill-posedeness, and ill conditioning. We propose a coarse-to-fine multi-resolution continuation scheme with parameter decomposition to stabilize the inversion. We demonstrate robustness and practicality of our method by applying the proposed method to clinical data of 206 GBM patients. We analyze the extracted biomarkers and relate tumor origin with patient overall survival by mapping the former into a common atlas space. We present preliminary results that suggest improved accuracy for prediction of patient overall survival when a set of imaging features is augmented with estimated biophysical parameters. All extracted features, tumor initial positions, and biophysical growth parameters are made publicly available for further analysis. To our knowledge, this is the first fully automatic scheme that can handle multifocal tumors and can localize the TIL to a few millimeters.
I. Introduction
G IOBLASTOMA multiforme (GBM) is a highly aggressive primary brain tumor with poor prognosis despite radical treatment. GBMs are challenging due to their heterogeneity and their infiltration into surrounding healthy tissue. Several research groups are working on developing image-driven biophysical tumor-growth models for GBMs that can be applied in a clinical setting and assist with diagnosis, prognosis, and treatment planning. For example, such models can be used to determine survival, probability of recurrence, molecular subtypes, overall tumor aggressiveness, and epidemiology [1] - [4] .
In this paper, we focus on the problem of calibrating a tumor-growth model from a single scan. Indeed, for the majority of GBM cases, preresection clinical decisions are based only on a single scan. Our reconstruction produces biomarkers that can potentially offer additional diagnostic and prognostic value, as they might relate to the K. Scheufele . Bottom: Probabilities for TIL (g-i) and OT (j-l) across entire cohort of 206 cases (TIL max probability is 0.007; OT max probability is 0.1). Applying our algorithm to larger datasets and more accurate models could help test a recent hypothesis that certain types of GBMs originate in the subventricular zone [9] .
tumors aggressiveness and extent of infiltration beyond imaging-visible tumor boundaries. Given a multiparametric, tumor-bearing, pretreatment scan, we want to calibrate various parameters in a biophysical model. (This is the so-called inverse problem. ) We are particularly interested in the tumor initiation location (TIL). Determining the TIL is mathematically required for robustly identifying tumor growth parameters (cf. Fig. 2 ). Moreover, the tumor location could be related to distinct tumor mutations, so it could add complementary information to radiogenomics based analyses [5] - [7] . The observed tumor location plays a key role in guiding surgical and radiation treatment, and has prognostic value for patient survival [5] , [8] . Our hypothesis is that TIL could play a similar role. Here, we are not doing an exhaustive test for this hypothesis. Instead, we focus on an algorithm to recover the TIL and perform a preliminary analysis of its correlation with survival. Although several methods have been proposed for estimating tumor parameters, there is surprisingly little work on robustly estimating the TIL. 1) Contributions: After an image segmentation preprocessing step, we solve an inverse problem for two scalar tumor parameters (migration rate and proliferation rate), and the TIL, which is parameterized by a highdimensional vector. In our recent work [10] , we presented theoretical results on the non-convexity and illposedeness of the problem, introduced an overall regularization framework, and verified the method on synthetic datasets. However, our method in [10] is not robust The TIL is in gray and contained in the support of OT. We see that the predictions of the observed tumor concentration at two future times (t=1.2 and t=1.5) differ a lot when comparing the localized (c-d) and non-localized (e-f) TIL reconstructions.
The non-localized TIL underpredicts infiltration.
enough to be applied to generic clinical datasets. Here, we expand [10] in several ways: • We stabilize and accelerate the solution of the inverse problem by introducing a (multilevel) coarse-to-fine continuation scheme, and embed a two-step optimization scheme based on parameter decomposition. This is critical to prevent the method from producing infeasible or sub-optimal solutions. • We enhance [10] to a fully automatic, and robust method for GBM biomarker extraction from actual clinical imaging data. We demonstrate robustness across 206 patients from the BraTS dataset [11] , featuring vastly heterogeneous GBM phenotypes along with multifocality. The extracted features are available in the supplementary material (SM). We correlate our results with a purely imaging based method to identify multifocal tumor seeds (using connected components and center of mass). • We create a GBM atlas of TIL from the 206 case-cohort via atlasregistration (see Fig. 1 ). This helps to indentify highrisk tumor sites and correlations between the TIL and the severity and progression of the disease. We present preliminary results for patient survival predictions based on extracted GBM biomarkers.
2) Related Work: Mathematical modeling in cancer progression has a long tradition; in particular forward models for tumor progression are strongly represented in literature [3] , [12] , [13] . There is less work on patientspecific model calibration. Similar to our approach, most groups rely on reaction-diffusion models and calibrate parameters using MRI scans [12] , [14] - [17] . Despite its simplicity, this framework has been shown to be effective in medical MR image analysis, segmentation, and tumor characterization [3] , [12] , [18] - [20] .
Several parameter calibration studies assume access to subject-specific longitudinal imaging data (from two or more time points), which are rarely available for GBMs. In contrast, our approach requires one single pretreatment scan only. Besides our work in [10] , approaches for single-snapshot data have been presented in [3] , [19] , [21] (and the references therein for older works). The groups in [19] , [21] integrate image registration with tumor inversion methods; Scheufele et al. [21] use an 2 penalty that results in non-localized TIL (see Fig. 1 ) that lead to erroneous predictions of infiltration and proliferation; Gooya et al. [19] manually select tumor seeds, which is arbitrary, error prone, and not-reproducible. Lipkova et al. [3] employ a Bayesian framework for parameter calibration, but restrict tumor initiation to only one distinct location, which limits practical applicability to multifocal pathologies. For more discussion, see [10] .
Tumor location carries important information for low and high-grade gliomas [7] , [22] . For GBMs, Le et al. [8] analyzed the correlation between tumor location and clinical properties of glioblastomas in frontal and temporal lobes for 406 patients; Ren et al. [6] analyzed 528 patients with gliomas with scans and histological data and analyzed incidences of 1p/19q co-deletion and IDH1/2 mutation in gliomas by regions and hemispheres in the brain. Roux et al. [5] found longer survival in those patients with tumors in the left temporal lobe regardless of whether the patient received resection or biopsy; moreover, they found distinct spatial distributions of tumor determined by molecular biomarkers like MGMT. Binder et al. [23] correlated the shape of tumor with EGFR mutations, and Bilello et al. [7] correlated such mutations with the observed tumor location. Further evidence suggesting that the location of tumor initiation relates to distinct tumor mutations and might correlate with patient survival can be found in [9] , [20] , [24] - [27] .
3) Outline: In §II, we introduce the model and the new calibration algorithm. In §III, we present results from the BraTS dataset and analyze correlations to patient survival. More technical details and results can be found in the SM.
II. Methods
A. Tumor growth model 1) Model and Materials: Our tumor-growth model is a standard single-species nonlinear reaction-diffusion partial differential equation (PDE) [28] 
Here c = c(x, t) ∈ [0, 1] denotes the tumor concentration evolving over time t ∈ [0, 1] in the three-dimensional brain domain Ω B ⊂ Ω, embedded into the simulation domain, Ω = [0, 2π] 3 . Tumor invasion and proliferation are modeled by the diffusion operator Dc = div κ m ∇c, and a logistic reaction term Rc = ρ m c(1 − c), respectively, with spatially variable coefficients ρ m and κ m defined based on the underlying material properties m. The latter indicate a vector of voxelwise probabilities m i for white matter (W), gray matter (G), and cerebrospinal fluid with ventricles (F), which are inferred from a deep convolutional neural network [29] using mpMRI. Tumor growth is assumed along the white matter fiber tracts only. We denote characteristic cell proliferation and cell migration in white matter by ρ w and κ w , respectively. Tumor cells do not grow or invade into the cerebrospinal fluid-filled ventricles. Details and examples of tumor growth for different values for ρ w and κ w are given in the SM. Although the time horizon is not known, in [10] we show that, after non-dimensionalization, only κ and ρ are independent variables and we can set the time horizon to one by simple rescaling. We approximate no-flux boundary conditions ∂Ω B via a penalty approach [30] , and use periodic boundary conditions on ∂Ω. Finally, c(0) = c(x, 0) is the initial concentration of the tumor c 0 . Our hypothesis is that it is highly localized in space. Following [10] , we introduce a parametrization of c 0 as follows
where Φ(x) = {Φ i (x)} n p i=1 is a set of Gaussian basis functions with Φ i (x) = Φ i (x − x i , σ), centered at location x i . The standard deviation σ controls the width of the Gaussian basis functions. Here, we make the assumption that the spatial distribution of the initial tumor is given by Φ i for some i, and sufficiently small σ. 1 We invert for
i.e., the tumor proliferation (a scalar) and infiltration (a scalar) rate in white matter, and the TIL (a vector) parametrized by p.
2) Calibration and Extraction of Biomarkers: We calibrate biophysical parameters g so that the predicted tumor evolution of the model in (1) matches the patient segmentation. As input, the inverse solve takes the mpMRI segmentation [29] and derives probability/cell concentration maps for the healthy tissue anatomy labels and tumor sub-regions, i.e., we consider the tumor core m T (necrotic core, enhancing tumor, and non-enhancing tumor), and the peritumoral edema m E ; detailed in §II-C1. Then we solve the PDE-constrained nonlinear least squares problem min g J (g) := 1 2 Oc(1) − m T 2 L 2 (Ω) + βS (g) (4a) subject to F (g) given by (1) , and C(g),
minimizing the discrepancy between model prediction c (1) and target data m T in a least squares sense, balanced with a regularization term S(g) (with weight β) to alleviate ill-conditioning. C(g) is a set of additional constraints, allowing us to simultaneously invert for the set of parameters g, and promote sparse localization of 1 The continuum hypothesis of our model breaks down at the microscopic scale of tumor initiation. Thus, we use our PDE model after the tumor has grown sufficiently large while remaining localized, and assume the initial tumor concentration can be approximated sufficiently well by a Gaussian distribution. To allow for multifocality and more complex shapes, we allow for a small number of Gaussians to be activated at time t = 0. the TIL. Data discrepancy is only measured at certain observation points, defined by an observation operator O, accounting for the fact that the true extent of tumor infiltration is not directly observable. This operator defines a region with clearly observable tumor margin (while the true tumor may extend beyond this margin); details are given in §II-B2. We introduce a robust algorithm for the solution of the inverse problem by employing a multilevel continuation scheme based on spatial gridcoarsening. This reduces the risk of early termination in (bad) local minima, and improves the practicality of the method for real clinical data, featuring single-and multifocal pathologies with great heterogeneity.
Reconstructing these parameters is a hard problem. It is well known that inversion for all parameters of a reaction-diffusion problem is ill-posed, since the forward model F is non-unique in the sense that different parameter configurations produce the same solution [10] , [16] . Thus, additional constraints need to be imposed to alleviate the ill-posedness. We enforce max x c 0 (x) = 1, corresponding to the modeling assumption that at t = 0 the tumor volume concentration reaches 100% of a voxel for the first time. Additionally, we need to ensure the tumor initial condition to be small and localized. We impose an 0 constraint p L 0 (R np ) ≤ ν, restricting the initial tumor to consist of a small number ν of initiations (i.e., active Gaussians) only. For numerical optimization, we introduce additional bound constraints on the inversion variables to safeguard against infeasible solutions and bad local minima. We complete the formulation by defining the regularization term S(g) as 1 2 Φ T p 2 L 2 (Ω) , a standard Tikhonov regularization model.
Hence, our inverse problem reads:
Next, we discuss the numerical solution of (5).
B. Numerical Scheme
In §II-B1, we summarize the scheme from [10] for solving (5) . Then, in §II-B2 we discuss the novel algorithmic modifications to enhance robustness in terms of avoiding stagnation, divergence of the optimizer, arbitrary parameter selection, and challenges with multifocal tumors.
1) Biophysical Parameter Inversion: a) Selection of Gaussian Basis Functions: The set
of Gaussian basis functions is determined automatically; that is, the number n p and spatial distribution (i.e., centers {x i } n p i=1 ) are defined based on an input tumor concentration map m Φ , e.g., tumor core input data m Φ = m T , or the tumor initial condition m Φ = c(0). We refer to the SM for details. b) Enforcing the Sparsity Constraint: Solving the L 2regularized problem (5a)-(5b) typically results in tumor initial conditions which closely resemble the input data m T up to scaling. As a result, the parameters ρ w and κ w are underestimated [10] . The sparsity constraint (5d) restricts TIL to a few, small, and localized positions, i.e., the solution p is constrained to have at most ν nonzero entries. The corresponding active Gaussians form the support of p or supp(p), denoting the set of nonzero indices of p. We employ an iterative recovery strategy based on compressive sampling [31] , and determine important components in p based on the gradient of the objective (5a) (i.e., large gradient corresponds to large data-misfit). A solution to (5) is found iteratively by alternating between (i) identifying a set of components V, |V | ≤ 3ν using the gradient, and (ii) solving an L 2regularized problem (5a)-(5b), (5e)-(5f) for g on these components. That is, we iterate: 1. Identify Significant Gaussians, i.e., Gaussians corresponding to the 2ν largest components of ∇J . 2. Merge Support of current solution with new Gaussians from step 1; this forms V. 3. Find Solution g of (5a)-(5b), (5e)-(5f) within the subspace defined by V. 4 . Restrict Solution to ν largest components in p, and set p i = 0 for remaining components. The details can be found in [10] . c) Enforcing the Max Constraint: We implement the max constraint max Φ T p = 1 in Ω by following a twostep strategy, keeping either ρ w or p fixed: I. 0 -phase: Given an estimate for ρ w , we solve steps 1-4 from above for parameters (κ w , p) ⊂ g, and keep ρ w constant during this phase. II. ρ/κ-phase: Given an estimate for (κ w , p), we rescale p such that max Φ T p = 1 is fulfilled, and solve (5) for parameters (κ w , ρ w ) ⊂ g, keeping the (rescaled) vector p fixed. d) Numerical Optimization of the L 2 -Regularized Problem: We solve (5a)-(5b), (5e)-(5f) in an optimize-thendiscretize fashion using an adjoint-based approach to compute gradients. The resulting optimization problem is solved using a bound constrained, limited memory BFGS quasi-Newton solver globalized with Armijo linesearch. Details on the numerical solution of the forward problem (1) are given in the SM.
Next, we describe how (5) is solved using a coarse-tofine multigrid approach with parameter decomposition, to improve robustness and practicality of the scheme.
2) A Robust Continuation Scheme with Parameter Decomposition: We stabilize and speed up the solution of (5) by a multilevel coarse-to-fine continuation scheme. We consider image resolutions n ∈ {64 3 , 128 3 , 256 3 }, = 1, 2, 3, and solve a series of three optimization problems, where the coarse-level solution serves as an initial guess, increasing the chance of keeping the Newton method within the basin of attraction of the global minimum. Besides coarsening the spatial resolution, we also coarsen the bandwidth σ → 2σ = σ −1 of the Gaussian basis functions across levels. On levels 128 3 and 256 3 , we select the Gaussians basis functions based on the coarse level solution for the tumor initial condition, i.e., we set m Φ := c(0) −1 , while on the coarsest level 64 3 , we use the tumor core input data m Φ := m T for Gaussian selection. This strategy allows to robustly refine to a very small target bandwidth of σ = 2π /256 on the original image resolution n 3 = 256 3 , to enable very localized (point-like) tumor initial conditions. Furthermore, high resolution is required to reliably invert for the diffusion coefficient κ w [10] . a) Injection of Coarse Level Solution g −1 : Parameters c(0) and ρ w are correlated: a non-localized initial condition results in underestimation of ρ w (cf. SM). Changing the bandwidth σ across levels changes the scale of ρ w . To compensate this, we modify the max constraint (5c) to max Φ T p = δ with δ ∈ { 1 /4, 1 /2, 1} for = 1, 2, 3, such that the integral Ω Φ dx = constant, across levels. The estimation of ρ −1 w and κ −1 w on the coarse level is then used as initial guess on the fine level. Similarly, p −1 is injected as initial guess on the fine level.
b) Enabling Multifocality: The "sparsity level" ν of the initial tumor c(0) is an important parameter. If ν is too large the TIL is not localized, which is not physical and leads to wrong growth parameters. If ν is too small we cannot reconstruct complex tumor shapes, for example multifocal tumors. To facilitate an a priori choice for ν, we perform a connected component analysis (see SM for details) on the tumor input data m T , and define a target sparsity ν c j per component j ∈ {1, . . . , n c } as follows: 2 We set the overall sparsity of c(0) to ν = 5n c , and sub-divide it into a per-component sparsity by attributing 3 DOFs to each component, and distributing the remaining 2n c DOFs according to the relative mass. 3 Steps 1-4 in the 0phase are then performed as per-component. This strategy allows for robustly dealing with multifocal tumors of vastly heterogeneous size and shape. c) Observation Operator: Using the correct observation operator is critical, and its choice strongly affects the inversion. The extent of tumor infiltration cannot be observed from MRI. Further, we are lacking a model for the formation of peritumoral edema. While edema usually presents a higher concentration of malignant cells, it cannot be considered cancer tissue. For our model to capture formation of edema, we would have to define a value for the tumor concentration within this region, that we want the model to match. Such a value is not known. Instead, we employ the concept of partial observations, using an observation operator based on tumor subregions as O := m T + λ(1 − m T − m E ). In other words, we have full observation within the patient's tumor core m T , but partial observations outside of the tumor core. λ = 0, 2 n c is the number of components with relative mass above 0.1%, as obtained from connected component analysis (see SM for details). 3 To account for potentially erroneous segmentations used to derive the target data m T , we additionally attribute one degree of freedom to components with relative mass below 0.1%. Input: Initial guess g 0 , and label maps m, m T , m E Output: Solution g = (ρ w , κ w , p), c(0) e.g., reflects lack of observations everywhere but for the tumor core and, thus, does not penalize tumor growth outside of this region (predicting a tumor concentration of one everywhere, would, e.g., give zero data-misfit for this choice). λ = 1, on the other hand reflects lack of observations only in the region of peritumoral edema. We experimentally assess the performance for different values of λ in the SM. We found λ = 1, (i.e., O := 1 − m E ) to yield best results (in terms of matching the observed tumor) across the BraTS dataset.
d) Summary of Inversion Scheme:
We summarize the overall scheme in Alg. 1. The grid-continuation strategy provides good initial guesses for the inversion parameters ρ w , κ w , and p. On the coarsest level, Gaussians are selected based on the input data m T , while on subsequent levels we use the coarse level initial condition. If a coarse solution is available, we invert for parameters ρ w and κ w (line 10), before seeking for a sparse initial condition (lines [11] [12] [13] [14] . This stabilizes the inversion for the location of tumor initiation, which is largely affected by ρ w and κ w . On every level, connected component analysis is performed on the data m T (line 6), defining the sparsity level ν = {ν c j } n c j=1 per component. Gradient and solution thresholding (lines 12 and 14) is then performed per component, i.e., the largest ν c j entries from ∇J (g) and p are selected, respectively. e) Remarks on Robustness and Convergence: The discussed extensions to the original inversion scheme [10] are inevitable, to cope with complicated multifocal tumors and great heterogeneity when targeting real clinical data. In fact, if omitted, the inversion diverges or termi-nates in bad local minima. In particular, a good initial guess for g is critical to keep the optimizer within a basin of attraction of the solution, and helps to cope with the severe non-convexity of the problem. Further, we found that (incorrect) values for ρ w , and κ w largely affect the inversion for a sparse initial condition, and vice versa and, thus, the parameter decomposition scheme has to be chosen carefully. Together, two concepts deliver the required robustness: (i) the coarse level initial guess, and (ii) the choice of parameter decomposition. For the latter, it is important to solve for ρ w and κ w before and after inversion for p, and to only keep ρ w and p alternately fixed, but always invert for κ w .
3) Atlas Registration: To analyze our cohort of 206 patients, we co-registered them to a template using our large-deformation diffeomorphic image registration software CLAIRE [32] . Patient images are first affinely registered to the atlas space, followed by large-deformation, diffeomorphic registration of tissue label maps m W , m G , and m F using CLAIRE. Since we do not have a mpMRI of the healthy brain of the patient, we approximate it using the tumor-bearing scan in which edema and tumor regions in the current scan are replaced by white matter. More sophisticated methods that account for mass-effect exist, but here we opted for a simpler solution. The reconstructed locations of tumor initiation are then mapped and superimposed in a common atlas space.
C. Workflow Summary
Before evaluating our methodology, let us summarize some remaining implementation details.
1) Imaging Data Processing: We consider clinical 3D MRI data of 206 GBM patients from the BraTS'18 training data set [11] . The dataset provides expert segmentation of different GBM phenotypes into necrotic tumor core (NEC), enhancing tumor (EN), and peritumoral edema (ED). In a pre-processing step, we infer binary segmentations of healthy tissue labels, i.e., white matter (WM), gray matter (GM), cerebrospinal fluid (CSF), and ventricles (VE) (or, if not available segmentations of tumor regions, respectively) from mpMRI data, using a deep convolutional neural network [29] . The observations used for calibration are the tumor core (TC), composed of the labels (NEC) and (EN). Solver settings and parameter choices are given in the SM.
III. Results
We examine robustness of our methodology against 206 GBM cases from the BraTS'18 training cohort, featuring great inter-subject variability and vastly heterogeneous GBM phenotypes. We report distributions of calibrated model parameters and other image based features. For 161 cases, we also have patient age, treatment status, and patient overall survival. We investigate correlations between image-based and biophysical model features (such as tumor origin, growth rates, tumor size, and others) with survival. In summary, we report the following:
Tab. I: proliferation and migration rates; reconstruction errors; statistics for the BraTS'18 dataset. Fig. 3 : reconstruction of the OT and TIL; comparison with center of mass of tumor components; variability of several global parameters across BraTS'18 subjects.
• Atlas construction ( §III-B). Fig. 4 : localized TILs for all BraTS'18 subjects in atlas space (TIL probability atlas).
• Survival analysis ( §III-C). Tab. II: results using hand-crafted features. Tab. III: feature importance. Fig. 5 : regional correlations using TIL and OT probability atlases. In the supplementary material (SM) we report the following: examples of sensitivity of solution to tumor parameters; sensitivity to the observation operator ( §II-B2); examples of TIL localization; Atlas TILs grouped per survival class; detailed regional analysis survival results; and all reconstruction results for the 206 BraTS'18 subjects.
Before discussing the results in detail, let us introduce some notation. To compare the prediction of the biophysical model (c(1)) to the observed tumor segmentation 4 With X c 1 , we denote integrals over subregions X ∈ {TC, ED, B \ WT}. These are used for feature extraction. D cm is the distance between the center of mass (CM) of c(0) (TIL), and the CM of the tumor input data m T (in voxels); 5 D p is the distance between the two most weighted locations x p i 1 and x p i 2 of TIL. D cm and D p are used to quantitatively assess variability of estimated TIL and, in particular, the deviation from the CM of the input data.
A. TIL computation for BraTS'18 High Grade Gliomas a) Results: We report representative results in Tab. I. We qualitatively examine (i) the sparse localization and spatial distribution of TIL, as well as (ii) the reconstruction ability and robustness when given complicated shapes, and large, multifocal tumors by visual inspection of various 2D slices given in Fig. 3 . We report statistics on the data mismatch and distance of TILs in Tab. I from 206 cases. Fig. 3 also shows distributions of the size of tumor regions, the reconstruction measures X c 1 , and the fractions ρ w/κ w , vol(TC) /ρ w , and vol(ED) /κ w , respectively, for each survival class from 161 patients (with survival data). Qualitative and quantitative results for the entire cohort are given in the supplementary. b) Discussion: Our scheme runs on all scans without any failures and was able to reconstruct well-localized TILs. The model-predicted grown tumor (from estimated growth and infiltration rate) originating from those initial sites, is in good agreement with the observed TC data, as can be seen from Fig. 3 . This is quantitatively supported by a small (mean) data-misfit 19% error for µ in Tab. I, TABLE I: Top: Quantitative results. We report the estimated tumor proliferation and infiltration rates ρ w , and κ w , the relative 2 -data misfit at observation points µ, the distance D cm (in voxels) between the center of mass (CM) of tumor initiation sites c(0) and the CM of TC (of the largest component), and the distance D p (in voxels) between the two most important tumor initiation sites. Mean and standard deviation are given for the entire BraTS'18 cohort of 206 cases. Bottom: Median and variance of the misfit µ, and voxel distances D cm , and D p . Boxes range from lower to upper quartile. with small variations of ±5% across the entire data set. The measure ED c 1 from Fig. 3 furthermore indicates fair extent of reconstruction of peritumoral edema, while the amount of spurious (false) tumor growth is small with a mean of around 0.1 for B\WT c 1 across all cases.
Regarding the reconstructed TILs, one question that arises is how to evaluate their correctness. Of course, we don't have a ground truth. In [10] we performed tests with synthetic ground truth. Here the unknown biophysical modeling errors and the unknown healthy anatomy of the subjects prevent us from conducting such analysis for the BraTS'18 set. So as a way to estimate the validity of our estimates we compare the reconstructed p with the center of mass computed using a connectedcomponent analysis of the segmented tumor (see SM). We also check whether our solutions are sparse and localized. Indeed, we observe (i) our estimated c(0) are sparse, and localized, and that (ii) p is spread out and often quite different from the center of mass of the segmented tumor. This can be seen from the visualization of projected p i activation (blue dots) in axial, coronal and sagittal views of Fig. 3 . On average the center of mass of tumor initiations (per component) deviates from the center of the TC input data by only around 5 voxels. The distance between the TIL activation sites, however, averages at 17 voxels with large outliers (cf. Tab. I and Fig. 3 ). The former attests plausibility of our solution, while the latter clearly indicates a surplus value of identifying distinct sites of tumor initiation. Lastly, the solution vector p converges across levels of our coarseto-fine scheme (cf. projections of red (128 3 and blue (256 3 ) p i activation in Fig. 3 ). is given in contours from red to violet; the reconstructed TIL, c(0), is shown in dark gray and is always in the support of c(1); the TC input data is indicated as a dashed white line. The red c(1) contour line corresponds to 0.9 ≤ c(1), and matches well with the input TC data. The right-hand side shows TIL projections as explained above.
Single-focal Cases. Cohort Statistics. Depicted are median and variance of relative size, and reconstruction measures X c 1 := X c(1) dx / Ω c(1) dx, with X ∈ {TC, ED, B \ WT} of tumor subregions, subdivided into three survival classes (long, mid, short). We also report the distribution of ρ w/κ w , vol(TC) /ρ w , and vol(ED) /κ w for the three classes. Boxes range from lower to upper quartile.
B. Construction of GBM Atlas
We construct a cohort GBM atlas by mapping the reconstructed TILs, c(0), and the predicted grown tu-mors, c(1), of 161 individuals back into a common atlas space. In a second step, we analyze the distribution of TILs in particular structural and functional regions of To compute the tumor occurrence frequencies, we register the scans to a healthy template using deformable registration (see §II-B3). The template image is segmented into structural and functional regions of the brain. We map the TILs, c(1), and segmentation labels to the atlas space and compute tumor origination frequencies for each region and survival class (short, mid, long). a) Results: Fig. 1 and Fig. 4 depict the cohort GBM probability atlas. In Fig. 5 , we report tumor occurrence probabilities for the most affected brain regions. b) Discussion: Fig. 1 indicates regions commonly affected by tumors, which lead to overall survival of less than 10 months (short survivors; red), between 10 and 15 months (mid survivors; green), or more than 15 months (long survivors; blue); (see SM for detailed results). We observe an indication for correlation of short patient survival and tumor origin close to the ventricles (especially lower left ventricle), while tumors originating in white matter closer to the skull correlate with a longer life expectancy. This is in accordance with typically more severe brain damage caused by the tumor mass-effect for tumors originating close to the ventricles [9] , [24] , [25] and difficulties with resecting such tumors.
In Fig. 5 , we see the tumor occurence probabilities grouped per survival class. Observe that these probabilites differ between the TIL and OT atlases. The OT regional probabilities are not as discriminative as the TIL and are biased due to large tumors from short-term survivors. These large tumors "touch" several regions. Using TIL frequencies allows for more discriminative regional probabilities. For example, see Fig. 5 where TIL shows high frequency for mid (A,F), long (B,D,E), and short (D)-while OT frequencies are uninformative. Of course, due to the quite limited data in this study the results are not definite and suffer from statistical noise. They do suggest, however, issues with using the OT data and the potential benefits of using localized TIL information.
C. Survival Prediction
We conduct a preliminary study for survival prediction for the BraTS'18 survival data. We extract image and physics-based features from 161 individuals 6 with known overall survival to build a classifier labeling a new subject as either short, mid, or long survivor. We employ XGboost [33] , an advanced gradient boosted random forest algorithm for multiclass classification. We consider an 80/20 train/test split, and train the model using 100 rounds, at a learning rate of η = 0.01 with a maximal tree depth of 5. 7 The model is trained using the following two sets of features: A. Image-based features: (i) volume of TC, ED, and NE relative to brain; (ii) volume fraction vol(EN) /vol(TC) of enhancing tumor relative to tumor core; (iii) patient age, and treatment status. B. Physics-based features (tumor inversion): (i) ratio ρ w/κ w ; (ii) ratios vol(TC) /ρ w , and vol(ED) /κ w (relates size of tumor core to cell proliferation, and size of edema to cell infiltration). a) Results: A classification report on the test set considering both set of features is given in Tab. II. Additionally, we report the average accuracy with respect to a five-fold cross-validation on the training data. Tab. III lists the determined feature importance by the respective classifier. b) Discussion: We observe an improvement of all classification scores when augmenting the set of imagebased features with additional biophysical features, acquired from our tumor inversion solver. Overall all classifiers generalize reasonably well as the average accuracy from cross-validation compares to the accuracy on the left-out test set. In Tab. III we report the feature importance; 8 we observe that the biophysical features are quite important. In particular, the ratio of proliferation rate to infiltration rate is comparable to the patient's age importance.
We emphasize the preliminary nature of this study. The overall classification scores are fairly low, indicating the difficulty of ML methods to handle the large existing heterogeneity of the patient-specific information available, given the limited data. Similar conclusions have been drawn from the official BraTS survival prediction challenge [11] , where the winning teams report great variability in classification accuracy depending on the actual set of evaluation samples. 
OT freq. Fig. 1 ), we compute TIL and OT frequencies L a X (x) dx / Ω a(x) dx per functional region L; a X for X ∈ {S, M, L} denotes the probabilistic atlas of short, mid, and long survivors. We report the ratio of (TIL/OT) frequencies for short (blue), mid (green), and long (cyan) survivors per label (imbalances indicate higher likelihood for survival class in this region), along with the rel. size and overall percentage (summed across short, mid, long) of TIL ( f (c 0 )) and OT ( f (c 1 )). We display the top 16 most frequently affected regions of 145 total (see SM for detailed results).
IV. Conclusion
We presented a methodology for reconstructing tumor growth parameters and sparse tumor initiation locations (TILs) from clinical glioblastoma MR imaging data by means of tumor-growth inversion methods. We applied it on 206 subjects from the BraTS'18 training set. We simultaneously estimate (i) the specific tumor cell proliferation rate, (ii) the tumor cell migration rate, and (iii) the original, sparse tumor initial locations. These quantities, combined with image features, were used in a shallow classifier for survival prediction. Also, the TILs and the observed tumor margins where used to construct two different probabilistic atlases of tumor occurrence. We presented preliminary results, relating patient survival to the frequency of tumor occurrence in a specific functional region of the brain.
Some key findings of our study are the following: • Our method can be reliably applied to clinical data in a fully automatic fashion. • TIL localization results in dramatically different infiltration prediction and tumor growth parameters. • The localized biophysical inversion TIL correlates with an entirely image-based TIL computed with connected-component analysis of the tumor segmentation. However, the image-based are quite often different from the TIL and cannot reliably be used to estimate tumor parameters. • The probabilistic tumor occurrence atlas using the TIL differs from the atlas reconstructed using the observed tumor margins. In particular, the latter seems to be biased by the tumor size of particular subjects. • Preliminary results in classification of survival are encouraging but inconclusive due to the small sample size. • We observed that the area around the lower left ventricle (left temporal lobe) shows a clustering of aggressive tumors, while tumors resulting in longer survival are generally found closer to the skull.
Here are some of the limitations of our work. We use a phenomenological, single-species model, that cannot distinguish between different glioma phenotypes observed from medical MRI such as necrotic core, enhancing and non-enhancing tumor, and peritumoral edema. We do not account for mass effect; we have derived more complex models that do so [35] , and their integration with the sparse TIL reconstruction is ongoing. Our dataset is quite small and voxelwise/regional information is questionable. We have not included comparisons with postoperative recurrence, which is another way to validate the model. (Such postoperative datasets are not available for the BraTS'18 images.) The software is not yet open source but our plan is to make it available through the CaPTk interface in the near future.
Our method lays the basis for reliable biophysical model calibration from a single preoperative scan. In particular the location of tumor initiation could be used to differentiate tumor mutations, and could (among other radiographic features and biomarkers) contribute towards important clinical diagnostic and prognostic outcomes such as prediction of patient survival times, and identification of brain regions that are of high risk to develop tumors. However, testing these hypotheses conclusively requires further studies with larger datasets and richer biophysical models. Our next steps include the combination of machine learning methods with more complex multispecies tumor models.
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Probability maps are inferred from a deep convolutional neural network [2] . Using m the diffusivity is defined as
with characteristic cell migration rates κ w and κ g in white matter and gray matter, respec-
with characteristic cell proliferation rates ρ w and ρ g in white matter and gray matter, respectively. Tumor cells do not grow or invade into the cerebrospinal fluid-filled ventricles (F). Exemplary simulations of tumor cell density using different proliferation and migration rates are given in the supplementary material.
B. Numerical Scheme
1) Numerical Solution of the Forward Problem:
We employ a pseudo-spectral Fourier approach on a regular grid for spatial discretization and apply periodic boundary conditions on ∂Ω. All spatial differential operators are computed via a 3D fast Fourier Transform. For numerical solution of the parabolic PDEs in the forward equation (1) (and similarly adjoint eq.), we use an unconditionally stable second-order Strang operator-splitting method. For the diffusion part, we use an implicit Crank-Nicolson method, and solve the linear system with a preconditioned CG method. For further details including derivation of optimality conditions, discretization of PDE solvers, and numerical optimization, we refer the reader to our previous works [3] - [6] .
2) Biophysical Parameter Inversion: a) Selection of Gaussian Basis Functions: The set
of Gaussian basis functions is determined automatically; that is, the number n p and spatial distribution (i.e., centers {x i } np i=1 ) are defined based on an input tumor concentration map m Φ . Let us assume, for now, that m Φ = m T is the tumor core input data. From an equally spaced candidate set of Gaussians, 1 we select all those functions Φ i for which the tumor volume fraction (determined by m Φ ) within the
This forms the initial support G of p. To prevent spurious infiltration of cancerous cells into CSF, the selected basis functions are set to zero in regions overlapping the CSF. See [3] , [6] for details.
C. Implementation Details 1) Discretization: We discretize the space-time domain Ω × [0, 1], Ω = [0, 2π) 3 , using regular grids. In space, we 1 Candidate Gaussians are centered around a subset of regular grid points, equally spaced with δ = 2σ. The spacing δ is chosen empirically to guarantee good conditioning of Ω ΦΦ T dx. consider n = ∏ d j=1 n j , n j ∈ N regular grid points, with x i = 2πi /n, i = (i 1 , . . . , i d ) ∈ R d and 0 ≤ i j ≤ n j − 1, j = 1, . . . , d. For all spatial operations, we use a spectral projection scheme [7] . We assume all functions/images in our formulation to be periodic, sufficiently smooth, and continuously differentiable in space. We apply appropriate filters and smoother, and, if necessary, periodically extend (zero-padding) or mollify our discrete data to meet these requirements. All spatial derivatives and differential operators are then applied in the spectral domain using Fourier transforms.
In time, we use a nodal discretization, resulting in n t + 1 discretization points, and employ a unconditionally stable, second order Strang-splitting method [8] , [9] for the parabolic forward and adjoint equations. We take advantage of the splitting approach by applying an implicit Crank-Nicolson method for the diffusion part and plugging in the analytical solution for the reaction part of the PDE. For stability reasons, and to limit aliasing effects from FFT computations, we use n t = 40 time steps of size ∆t = 0.025 for the time integration in forward and adjoint operator.
2) Truncation of Gaussian Basis Functions:
Since Gaussians have global support, the inversion for the infiltration rate κ w may be affected by the reaction coefficient ρ w . That is, due to the global support, there is small positive tumor concentration everywhere in the brain. Thus by increasing the reaction parameter ρ w , an effect similar to diffusion can be emulated to a certain extend. To decouple the effects of cell proliferation and cell migration, and allow for reliable estimation of κ w , we truncate the Gaussian basis functions after a radius of 5σ.
3) Computation of Connected Components: To define the target sparsity level ν of the reconstructed TIL, and also for comparison of TIL and the center of mass of tumor core input data, we perform connected component analysis on the tumor core (m TC ) input data. We use scipy's scipy.ndimage.measuremnts.label algorithm, which implements the standard two-pass binary connectedcomponent labeling algorithm, generalized to ND. For connectivity, we consider eight (axis aligned) neighbors.
4) Parameter Choices:
We justify some of the remaining parameter choices of our method. We set the regularization parameter for L 2 -inversion in the restricted subspace to β = 1. We found this value via an L-curve test, and manual inspection of the optimizer convergence, and solution. We terminate the L 2 -inversion in the restricted subspace after a gradient reduction of 4 orders of magnitude, or after 50 quasi-Newton iterations. 2 To keep the optimizer within feasible bounds and prevent bad local minima, we define bound constraints κ min = 1E−4, κ max = 1, ρ min = 0, and ρ max = 20. 3 We terminate the compressive sampling algorithm after ι = 4 iterations on level 64 3 , and after ι = 2 iterations on finer levels. Due to the good initial guess, a sparse solution is typically found after one to two iterations.
5) Limitations:
Our method assumes knowledge of the healthy brain tissue structure, (i.e., a healthy patient scan before tumor emergence). In clinical practice such data is rarely available. As a crude approximation, we construct a "healthy" patient brain by replacing tumor core and peritumoral edema with white matter. In doing so, structural information underlying the tumor region is lost, and we furthermore have no means of reverting the tumor caused mass effect. A more advanced approach which couples tumor inversion methods and medical image registration to jointly approximate the healthy patient and estimate tumor parameters, is work in progress [10] .
II. Results
A. Tumor Forward Model: Sensitivity to Proliferation and Migration Rate Fig. 1 shows qualitative results for tumor progression simulations for varying values for cell proliferation rate and cell migration rate, using our single-species reactiondiffusion model. Displayed is the spatial tumor cell density at final time T = 1. The solution of the reaction-diffusion forward model asymptotically approaches a traveling wave. The shape of this traveling wave is determined by √ κw /ρw, and its velocity by 2 √ κ w ρ w [11] .
B. Enforcing Sparse and Localized Tumor Initiation
Finding well localized tumor initiations is very important for various of reasons. First, the location of tumor initiation can be useful when integrated with more complex tumor progression models. Further, tumor initiation is suggested to correlate with patient survival [12] - [14] . Second, as we have shown in [3] , non-localized but spread out tumor initial conditions result in largely underestimated, and wrong tumor cell proliferation and migration rates. Moreover, omitting the sparsity constraint for the tumor initial condition, we have no control over the extent of this effect, and the estimated tumor initial condition tends to closely resemble the actual grown tumor target data. Restricting the initial tumor to a few, localized initial sites enables simultaneous and reliable estimation of the tumor emergence, proliferation, and migration rate.
In Fig. 3 we show exemplary results, comparing estimated tumor initial conditions using (i) our presented methodology with sparse localization of tumor initiation, and (ii) the same methodology, if sparse localization is not enforced. The table highlights dramatic underestimations of ρ w , and κ w , respectively.
C. Sensitivity to the Observation Operator
As mentioned in the main text, the observation operator
is an important modeling assumption. To find an observation operator that works well with a large number of cases, we conduct numerical experiments for varying choices of λ ∈ [0, 1]. Exemplary results for λ = 0.1 and λ = 1 are given in Tab. 7, along with qualitative results for two individuals. Further results are shown in Tab. III, and Fig. 7 . We judge quality by the ability to recover both, tumor core, and the region of peritumoral edema, while minimizing falsely predicted tumor growth. a) Observations: As expected, we observe sensitivity of the estimated values for ρ w and κ w to the choice of the observation operator. The scale of sensitivity, however, varies greatly across individuals: While κ w generally increases for smaller λ, ρ w seems to be less sensitive. For both parameters, however, we also observe large deviations (highlighted in Tab. 7). Looking at the quality of the predicted grown tumor, we see a tendency of improved estimation of the peritumoral edema for lower values of λ (cf. ED c 1 ), but this comes at a price of overestimating tumor concentration in areas of healthy tissue. For some brains, the amount of predicted erroneous tumor concentration B\WT c 1 increases drastically for smaller λ, and alongside the data misfit µ c,L 2 with respect to the entire brain generally worsens. We found that overall λ = 1, i.e., O := 1 − m E , shows best outcomes, and nicely balances approximation of tumor core, and edema, while minimizing false predictions of tumor in healthy tissue.
D. Calibration and Extraction of Biomarkers for the Brats'18 Cohort
Numerical results including estimated proliferation and migration rate for 206 individuals taken from the BraTS'18 training data set are given in Tab. IV. Qualitative results are given in Figs. 12-17. We present axial, coronal, and saggital cuts of the three dimensional volume at the coordinates of the center of mass of the first component of the target data (tumor core). The tumor core target data is given in yellow, overlaid by (contour levels of) the predicted tumor cell density of our model (using estimated proliferation and migration rate) at time T = 1. The red line corresponds to 0.9 < c(1) tumor cell density. The remaining contour lines correspond to 0.7, 0.5, and 0.1 (see main text for a description). The tumor initial condition is given in magenta. Projections of the tumor initial condition onto the axial, coronal, and saggital plane, are given in the right. Red markers indicate estimated tumor initial locations on the coarser level n = 128 3 , while blue makers correspond to the fine level n = 256 3 solution.
For quantitative assessment, we consider the following performance measures:
i.e., µ Oc,L 2 is the relative data misfit at observation points; µ c,L 2 is the relative data misfit measured in the entire brain; µ c| TC ,L 2 is a modified misfit term which quantifies the agreement (or overlap) of the predicted tumor, and the true data m T ; 4 X c 1 , for sub-regions X ∈ {TC, ED, B \ WT} are integral measures, reflecting the ability of our model to capture tumor core (TC) and edema (ED) sub-regions of the data ( TC c 1 and ED c 1 , respectively), and indicate erroneous tumor growth ( B\WT c 1 ); D cm , is the distance between the two centers of mass of c(0), and the tumor input data m T (in voxels); 5 and D p is the distance between the two most important (two largest) locations x p i 1 and x p i 2 of tumor emergence. D cm and D p are used to quantitatively assess
Fig. 1: Simulated tumor concentration for varying proliferation and migration rates.
We display axial slices of an exemplary T1 MRI scan, overlaid with tumor concentrations for varying proliferation and migration rates at time T = 1, obtained from simulation using the single-species reaction-diffusion tumor progression model. The initial tumor is a single point source, and identical for all 5 displayed cases. The resulting tumor concentration, strongly varies with the assumed underlying cell proliferation and cell migration rates (in terms of size and shape of the tumor). Tumor is assumed to grow in white matter only.
variability of estimated locations of tumor emergence, and, in particular the deviation from the center of mass (CM) of the input data.
1) Cohort GBM Atlas:
We construct a GBM atlas of tumor initiation for the BratTS'18 survival data cohort. Fig. 8 shows axial slices 42 through 112 of the atlas with superimposed tumor initiations of 165 patients. Patients are divided into three survival classes: short (less than 10 month survival time) given in red, long (more than 15 months survival time) given in blue, and mid survivors (between 15 and 10 month survival time) given in green. Fig. 9 the spatial distribution of the average tumor cell density within the brain across the 165 patients, subdivided into short, mid and long survivors. The average tumor cell densities are blend together in a single RGB image with short survivors representing the red-channel, mid survivors the green-channel, and long survivors the blue-channel. Figs. 10-11 also show the individual distributions for short, mid, and long survivors.
We also investigate patient overall survival in relation with tumor initiation in certain functional regions of the brain. The estimated site(s) of tumor initiation for each patient are mapped to a functional atlas, and accumulated per functional region and survival class. For each functional region L and each survival class X in S (short), M (mid), and L (long), we compute frequencies:
for the initial localized tumor c(0) (based on the TIL BraTS'18 cohort atlas a TIL ), for the center of mass x c 0 cm of the initial tumor c(0), for the center of mass x TC cm of the tumor core input data, and for the grown tumor c(1) (instead of its origin c(0)).
For each of these frequencies, we then derive indications for a relation bewteen certain functional regions and patient overall survival. Let f L = ( f S , f M , f L ) L be the frequency of short, mid and long survivors for the functional region L, for either of the definititions in (3). Then, for each functional region L, we give
The full table for all functional regions is given in Tab. I. Fig. 4 highlights the top 6 of those regions.
E. Feature Extraction
For all 206 individuals, we extract a number of imagingbased and physics based features, which are made publicly available for further analysis and research. Tab. V provides a description for all extracted features, available from the .xls or .csv file. Fig. 3 : Localized tumor initiation. Shown are estimated tumor initial conditions. The pink solution is obtained from the presented solver; the blue solution results if sparsity is not enforced [4] . The tumor core data is given for reference. cohort short survivors mid survivors long survivors We analyze correlation of patient survival and tumor initiation in functional regions of the brain. This study is based on an expert segmentation of functional regions of the normal SRI atlas brain [1] . Based on the probabilistic GBM atlas a (cf. Fig. 1 main text) , we compute tumor initiation frequencies q c 0 := L a X (x) dx / Ω a(x) dx per functional region L. a X for X ∈ {S, M, L} denotes the probabilistic atlas of short, mid, and long survivors, respectively. For each region, we also report the rel. size, and overall rate of TIL occurrence f (c 0 ), and OT occurrence f (c 1 ). For comparison, we compute similar rates for (i) the center of mass x c 0 cm of TIL, (ii) the center of mass x TC cm of the OT. When possible, an indication for region vs. survival class correlation is given based on q c 0 (and f |x c 0 cm , f |x TC cm , and q c 1 , respectively): superscripts (+) / (−) depicts a strong, or weak indication, while "!" depicts disqualification of the given class for the considered label. 4.54 0.01 0.00 0.00 0.01 L + 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 !M + inferior occipital gyrus 0.01 0.00 0.00 0.00 0.00 S + 0.01 0.00 0.00 S + 0.00 0.00 0.00 -0.00 0.00 0.00 L − cerebellum 0.12 0.00 0.00 0.00 0.00 L + 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 L + brainstem 0.01 0.00 0.00 0.00 0.00 M − 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 S − lateral orbitofrontal gyrus 0.01 0.00 0.00 0.00 0.00 S + 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 S − middle orbitofrontal gyrus 0.01 0.00 0.00 0.00 0.00 L − 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 S − gyrus rectus 0.00 0.00 0.00 0.00 0.00 S + 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 S + cuneus 0.01 0.00 0.00 0.00 0.00 S + 0.00 0.00 0.00 -0.00 0.00 0.00 -0.00 0.00 0.00 S + TABLE II: Survival and tumor initiation. We analyze correlation of patient survival and tumor initiation in functional regions of the brain. This study is based on an expert segmentation of functional and structural regions of a normal brain (template obtained from the University of Pennsylvania). Based on the probabilistic GBM atlas a (cf. Fig. 1 main text) , we compute tumor initiation frequencies q c 0 := L a X (x) dx / Ω a(x) dx per functional region L. a X for X ∈ {S, M, L} denotes the probabilistic atlas of short, mid, and long survivors, respectively. For each region, we also report the rel. size, and overall rate of TIL occurrence f (c 0 ), and OT occurrence f (c 1 ). For comparison, we compute similar rates for (i) the center of mass x c 0 cm of TIL, (ii) the center of mass x TC cm of the OT. When possible, an indication for region vs. survival class correlation is given based on q c 0 (and f |x c 0 cm , f |x TC cm , and q c 1 , respectively): superscripts (+) / (−) depicts a strong, or weak indication, while "!" depicts disqualification of the given class for the considered label. OT FREQ.
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Fig. 6: Correlation of patient survival with TIL in certain functional regions.
Based on the probabilistic GBM atlas a ( Fig. 1 main text) , we compute TIL and OT frequencies L aX (x) dx / Ω a(x) dx per functional region L; a X for X ∈ {S, M, L} denotes the probabilistic atlas of short, mid, and long survivors. For comparison, we compute similar rates for (i) the center of mass x c0 cm of TIL, and (ii) the center of mass x TC cm of the OT. Shown is the ratio of (TIL/OT/CM) frequencies for short (red), mid (green), and long (blue) survivors per label (imbalances indicate higher likelihood for survival class in this region), along with the rel. size and overall percentage (summed across short, mid, long) of TIL ( f (c 0 )) and OT ( f (c 1 )). III: Sensitivity to observation operator. Calibrated parameters ρ w and κ w , and corresponding data mismatches µ Oc,L 2 (at observation points), and µ c,L 2 (everywhere) for variations λ ∈ {1, 0.1} of the observation operator. We also report the integral measures ED c 1 := ED c(1) dx / Ω c(1), and B\WT c 1 := B\WT c(1) dx / Ω c (1) indicating the approximation quality of edema, and erroneous tumor growth in healthy tissue, respectively. For each patient, we report the estimated tumor proliferation and infiltration rate ρ w , and κ w , the relative 2 -data misfit at observation points µ Oc,L 2 , the misfit µ c| TC ,L 2 in the tumor core only, after re-scaling c(1) ∈ [0, 1], the distance D cm (in voxels) between the center of mass of tumor initiation sites c(0) and the center of mass of TC (of the largest component), the distance D p (in voxels) between the two most important tumor initiation sites, and integral measures TC c 1 := TC c(1) dx / Ω c(1), and ED c 1 := ED c(1) dx / Ω c (1) indicating the approximation quality of tumor core (TC), and edema (ED), respectively. B\WT c 1 := B\WT c(1) dx / Ω c(1) indicates erroneous tumor growth in healthy tissue, predicted by our model. Further, we report the number of components with relative mass larger 0.1%, the patient's age (in years) and overall survival (in days). Fig. 15 : Qualitative Results of BraTS'18 Cohort. Left: Axial, coronal, and saggital cuts of the 3D patient T2-MRI volume, overlaid with the TC input data (yellow), the predicted tumor c(1) from our calibrated model (contours from red to violet), and the tumor origin c(0) (magenta). The red c(1) contour line corresponds to 0.9 ≤ c(1), and matches well with the input TC data (cf. Fig. 7 for details). Right: Projection of estimated tumor initiations p onto axial, coronal, and saggital plane (red corresp. to 128 3 solution; blue corresp. to final 256 3 solution). The size of the markers indicates activation weight. The center of mass of TC components are indicated with a black cross. Fig. 16 : Qualitative Results of BraTS'18 Cohort. Left: Axial, coronal, and saggital cuts of the 3D patient T2-MRI volume, overlaid with the TC input data (yellow), the predicted tumor c(1) from our calibrated model (contours from red to violet), and the tumor origin c(0) (magenta). The red c(1) contour line corresponds to 0.9 ≤ c(1), and matches well with the input TC data (cf. Fig. 7 for details). Right: Projection of estimated tumor initiations p onto axial, coronal, and saggital plane (red corresp. to 128 3 solution; blue corresp. to final 256 3 solution). The size of the markers indicates activation weight. The center of mass of TC components are indicated with a black cross. Fig. 17 : Qualitative Results of BraTS'18 Cohort. Left: Axial, coronal, and saggital cuts of the 3D patient T2-MRI volume, overlaid with the TC input data (yellow), the predicted tumor c(1) from our calibrated model (contours from red to violet), and the tumor origin c(0) (magenta). The red c(1) contour line corresponds to 0.9 ≤ c(1), and matches well with the input TC data (cf. Fig. 7 for details). Right: Projection of estimated tumor initiations p onto axial, coronal, and saggital plane (red corresp. to 128 3 solution; blue corresp. to final 256 3 solution). The size of the markers indicates activation weight. The center of mass of TC components are indicated with a black cross. Ratio migration rate to proliferation rate (determines shape of traveling wave) 2sqrt(rho×kappa) [velocity] Product of migration rate and proliferation rate (determines velocity of traveling wave) l2[Oc (1) Distance (in voxels) between the two largest initial tumor activations in patient space. dist[wcm(p| #c) -cm(TC| #c)] (c=0)
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