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ABSTRACT
Depression detection research has increased over the last
few decades as this disease is becoming a socially-centered
problem. One major bottleneck for developing automatic
depression detection methods lies on the limited data avail-
ability. Recently, pretrained text-embeddings have seen suc-
cess in sparse data scenarios, while pretrained audio embed-
dings are rarely investigated. This paper proposes DEPA, a
self-supervised, Word2Vec like pretrained depression audio
embedding method for depression detection. An encoder-
decoder network is used to extract DEPA on sparse-data
in-domain (DAIC) and large-data out-domain (switchboard,
Alzheimer’s) datasets. With DEPA as the audio embedding,
performance significantly outperforms traditional audio fea-
tures regarding both classification and regression metrics.
Moreover, we show that large-data out-domain pretraining is
beneficial to depression detection performance.
Index Terms— Deep neural networks, automatic depres-
sion detection, convolutional neural networks, feature embed-
ding
1. INTRODUCTION
Depression, a disease of considerable attention, has been af-
fecting more than 300 million people worldwide. With the
severity of depression growing without an adequate cure,
a person with such illness will suffer from multiple symp-
toms, including insomnia, loss of interest, and at the extreme
end, committing suicide. An increasing amount of research
has been conducted on automatic depression detection and
severity prediction, in particular, from conversational speech,
which has embedded crucial information about one’s mental
state. However, the models so far are heavily restricted by
the limited amount of depression data. This data sparsity has
caused difficulty in accuracy enhancement and reproduction.
Many sparse scenarios in natural language processing
(NLP) tasks have benefited from pretrained text embed-
*Equal contribution. Mengyue Wu and Kai Yu are the corresponding
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dings like GloVe[1], BERT[2] and ELMo[3]. Regarding
multi-modal research, pretrained audio embeddings such
as SoundNet[4] have been found to outperform traditional
spectrogram based features regarding acoustic environment
classification. All these pretrained neural networks take ad-
vantage of a self-supervised encoder-decoder model, which
does not require manual labeling and, therefore, can be pre-
trained on large datasets.
However, little research has been done on pretraining au-
dio features. Utilizing audio-based features for depression
detection has its potential downsides compared to high-level
text-based features: 1) Content-rich audio contains undesir-
able information, such as environmental sounds, interfering
speech, and noise. 2) Features are typically low-level and ex-
tracted within a short time-scale (e.g., 40ms), each contain-
ing little information about high-level st entire sequence (e.g.,
spoken word).
In our point of view, a successful audio-embedding for
depression detection needs to be extracted on sequence-level
[5] (e.g., sentence), in order to capture rich, long-term spoken
context as well as emotional development within an interview.
Thus, this work aims to explore whether depression detection
via audio can benefit from a pretrained network.
Contribution This paper proposesDEPA, a self-supervised,
Word2Vec like pretrained depression audio embedding method
for automatic depression detection. Two sets of DEPA exper-
iments are conducted. First, we investigate the use of DEPA
by pretraining on depression (in-domain) data. Second, we
further explore out-domain pretraining on other mental disor-
ders interviewing conversation datasets and general-purpose
speech datasets. To our knowledge, this is the first time a
pretrained network is performed on a depression detection
task. More importantly, this can be generated to other speech
research with limited data resources.
2. RELATEDWORK
In this section, related work on depression detection and self-
supervised learning will be discussed.
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2.1. Depression detection
Various methods have been proposed for automatic depres-
sion detection. Previous speech-based detection work has
experimented on various acoustic features, like prosodic fea-
tures (e.g., pitch, jitter, loudness, speaking rate, energy, pause
time, intensity, etc.), spectral features (e.g., formants, energy
spectrum density, spectral energy distribution, vocal tract
spectrum, spectral noise, etc.) and cepstral features (e.g.,
Mel-Frequency Cepstral Coefficients [6]), and more recently,
feature combinations like COVAREP (CVP)[7], which con-
sists of a high-dimensional feature vector covering common
features such as fundamental frequency and peak slope. Also
deep learning methods have been employed to extract high-
level feature representations [5, 8]. Despite the tryout on
different features and models, the F1 accuracy generated
from speech-based depression detection is average. Work in
[9] indicated that by pretraining text-embeddings on a large,
task-independent corpus, can significantly enhance detection
performance.
2.2. Self-supervised learning
Self-supervised learning is a technique where training data
is autonomously labeled, yet the training procedure is su-
pervised. In NLP, pretrained word embeddings are trained
with self-supervised learning, being applied to a variety of
tasks, and achieving superior performance. The main philoso-
phy is to predict the next words/sentences, given a contextual
history/future, without requiring any manual labeling. Self-
supervised methods can also extract some useful information
about the data itself. Our main inspiration for this work stems
from [10], where a self-supervised approach was taken to ex-
tract general-purpose audio representations. This method can
thus be applied to depression detection to capture implicit in-
formation underneath each speaker’s speech and make pre-
dictions on their depressed state.
3. METHOD
We propose DEPA, an auditory feature extracted via a neu-
ral network to capture non-trivial speech details. Our pro-
posed method consists of a self-supervised encoder-decoder
network, where the encoder is later used as DEPA embedding
extractor from spectrograms. Given a spectrogram of a spe-
cific audio clip X ∈ RS×F , where S is the number of frames
and F the data dimension (e.g., frequency bins).
We proceed to slice X into
⌊
S
(2k+1)·T
⌋
non-overlapping
sub-spectrograms Xi ∈ R((2k+1)·T )×F . Then, 2k + 1 sub-
spectrograms are selected with k spectrograms before and af-
ter a center one M0:
Xi = [M−k,M−k+1, · · · ,M−1,M0,M1, · · · ,Mk−1,Mk] ,
where Mi ∈ RT×F . The self-supervised training process
treats the center spectrogram M0 as the target label, given its
surrounding spectrograms Mi, (i 6= 0) and computes the em-
bedding loss (Equation (1)). The detailed pretraining process
can be seen in Algorithm 1 and depicted in Figure 1.
Algorithm 1: Pseudo code of pretraining DEPA
1:Algorithm DEPA(X,Ω,Φ)
2: Xi = A sequence of (2k + 1), T sized spectrograms
3: M0 = center spectrogram of Xi
4: [M−k · · ·M−1,M1 · · ·Mk] = k spectrograms before
and after M0
5: v = encode ([M−k · · ·M−1,M1 · · ·Mk],Ω)
6: M′0 = decode(v,Φ)
7: Lembed = MSE(M′0,M0)
8: Update model parameters Ω,Φ.
Fig. 1. DEPA pretraining framework.
Lembed =
√√√√ T∑
t=1
D∑
d=1
(M0t,d −M′0t,d)2. (1)
Encoder architecture: The encoder architecture contains
three downsampling blocks. Each block consists of a convo-
lution, average pooling, batchnormalization, and ReLU acti-
vation layer.
Decoder architecture: The decoder upsamples v via
three transposed convolutional upsampling blocks and pre-
dicts the center spectrogram M
′
0 ∈ RT×F . The model is
then updated via the embedding loss in Equation (1). The
encoder-decoder architecture is shown in Figure 2.
After pretraining the encoder-decoder network, DEPA is
extracted via feeding a variable-length audio segmentR (here
Fig. 2. DEPA pretraining encoder-decoder architecture.
on response-level) into the encoder model and obtaining a sin-
gle 256-dimensional embedding. DEPA is then further fed
into a depression detection network, which will be discussed
in Section 4.1.
Data We aim to compare DEPA in regards to pretraining
on related, e.g., in-domain (depression detection) and out-
domain (e.g., speech recognition) datasets.
Domain Dataset Duration(h) Language
In DAIC 13 English
Out AD 400 MandarinSWB 300 English
Table 1. Utilized datasets for DEPA pretraining.
Regarding in-domain data, we utilized the publicly avail-
able DAIC dataset for in-domain pretraining in order to com-
pare DEPA to traditional audio feature approaches. In order
to ascertain DEPAs’ usability, we further used the mature
switchboard (SWB) dataset, containing English telephone
speech. The Alzheimer’s disease (AD) dataset was privately
collected from a Shanghai Mental Clinic, containing about
400 hours (questions and answers) of Mandarin interview
material from senior patients. The three datasets can be seen
in Table 1.
4. EXPERIMENTS
Depression Data The most broadly used dataset within de-
pression detection is the Distress Analysis Interview Corpus -
Wizard of Oz (DAIC) [11, 12], which encompasses 50 hours
of data collected from 189 clinical interviews from a total
of 142 patients. Two labels are provided for each partic-
ipant: a binary diagnosis of depressed/healthy and the pa-
tient’s eight-item Patient Health Questionnaire score (PHQ-
8) metric[13]. Thirty speakers within the training (28 %)
and 12 within the development (34 %) set are classified to
have depression (binary value is set to 1). The DAIC dataset
is fully transcribed, including corresponding on- and offsets
within the audio. The training subsets contains approximately
13 hours, and the development set approximately 6 hours of
responses. This database was previously used for the Au-
dio/Visual Emotion Challenge 2017 (AVEC2017) [14], While
this dataset contains training, development and test subsets,
our evaluation protocol is reported on the development sub-
set, since test subset labels are only available to participants
of the AVEC2017 challenge.
Feature Selection Two features are investigated: MSP and
CVP. Due to different sample rates across the datasets, we
resample each datasets’ audio to 22050 Hz. 128 dimensional
MSP are extracted with a window length of 93ms every 23ms.
Higher-order statistics (mean, median, variance, min, max,
skewness, kurtosis) of CVP features (HCVP) within an au-
dio segment 79-dimensional feature across an audio segment,
therefore being 553 dimensional.
DEPA Pretraining Process In this work, the encoder-
decoder training utilizes MSP features, with the hyperpa-
rameters k = 3, T = 96, which extracts a 256 dimensional
DEPA embedding. Moreover, the model is trained for 4000
epochs using Adam optimization with a starting learning rate
of 0.004. The pretraining process differs for in-domain and
out-domain datasets. For in-domain data, all responses of a
patient are concatenated, meaning that silence or speech of
the interviewer is neglected. For out-domain data, no prepro-
cessing is done, meaning that the entire dataset is utilized.
4.1. Depression Detection
Model The final decision about the depression state and
severity is carried out by a multi-task model, based on previ-
ous work in [9]. This approach models a patients’ depression
sequentially, meaning that only the patients’ responses are
utilized. Due to the recent success of LSTM networks in
this field [8, 9], our depression prediction structure follows
a bidirectional LSTM (BLSTM) approach with four layers
of size 128. A dropout of 0.1 is applied after each BLSTM
layer to prevent overfitting. The model outputs at each re-
sponse r (timestep) a two dimensional vector (y
′
c(r), y
′
r(r)),
representing the estimated binary patient state (y
′
c(r)) as well
as the PHQ8 score (y
′
r(r)). Finally, first timestep pooling is
applied to reduce all responses of a patient to a single vector
(y
′
c(0), y
′
r(0)). The architecture is shown in Figure 3.
Metric Similar to [9], binary cross entropy loss between
yc, y
′
c is used for binary classification (Equation (2)), while
Fig. 3. Depression detection with DEPA. The encoder from
the proposed encoder-decoder model provides the BLSTM
network with high-level auditory features.
huber loss between yr, y
′
r is used for regression (Equa-
tion (3)), where yc, yr are the ground truth PHQ8 binary
and PHQ8 score, respectively. σ is the sigmoid function.
`bce(y
′
c, yc) = -[yc · log y
′
c + (1− yc) log(1− y
′
c)] (2)
`hub(y
′
r, yr) =
{
0.5(yr − y′r)2, if |yr − y
′
r| < 1
|yr − y′r| − 0.5, otherwise
(3)
`(y
′
c, yc, y
′
r, yr) = `bce(σ(y
′
c), yc) + `hub(y
′
r, yr) (4)
Results are reported in terms of mean average error
(MAE), and root mean square deviation (RMSE) for re-
gression and macro-averaged F1 score for classification.
Detection training process Training the detection process
differs among DEPA, HCVP, and MSP features slightly. Even
though all of them are extracted on response-level, HCVP and
DEPA are fixed-sized vector representations, while MSP is a
variable-length feature sequence. Data standardization is ap-
plied by calculating a global mean and variance on the train-
ing set and applying those on the development set. Adam
optimization with a starting learning rate of 0.004 is used.
5. RESULTS
Classification Regression
Pretrain Feature Pre Rec F1 MAE RMSE
7 MSP 0.71 0.53 0.61 6.07 6.94
7 HCVP 0.73 0.66 0.69 4.95 6.45
DAIC DEPA 0.72 0.72 0.72 4.72 6.10
SWB DEPA 0.80 0.69 0.74 5.27 6.53
AD DEPA 0.75 0.73 0.74 4.65 5.99
Σ DEPA 0.68 0.56 0.61 5.46 6.85
Table 2. Comparison between detection with and without
DEPA pretraining, regarding three utlilzed datasets. Σ rep-
resents the use of all three datasets for DEPA extraction.
Results in Table 2 are compared on two different levels:
Feature Comparison The first two rows of Table 2, indi-
cate that indeed, fixed-sized response-level features (HCVP)
outperform variable-sized sequence features (MSP). Regard-
ing in-domain training (3rd row), DEPA excels in compari-
son to both traditional features in terms of classification and
regression performance.
Out-domain DEPA pretraining has produced interesting
results: pretraining on both out-domain datasets SWB and
AD outperform the in-domain DAIC in terms of binary classi-
fication (F1). Further, pretraining on AD resulted in the low-
est regression error rates in terms of MAE and RMSE. We
think the superior performance of AD pretraining is because
some cognitive impairment is highly related to depression;
thus, more speech characteristics are shared between AD and
DAIC (depression). More importantly, by jointly training on
all available datasets (713h), performance reduces to MSP
levels, implying that while pretraining can be done on virtu-
ally any dataset, one should pay attention to coherent dataset
content. It is thus our future interest to explore how gener-
alized a pretrained audio embedding is, given the fact that
emotion can be language-independent.
6. CONCLUSION
This work proposed DEPA, an audio embedding pretraining
method for automatic depression detection. An encoder-
decoder model is trained in self-supervised fashion to predict
and reconstruct a center spectrogram given a spectrogram
context. Then, DEPA is extracted from the trained encoder
model and fed into a multi-task depression detection BLSTM.
DEPA exhibits an excellent performance compared to tra-
ditional spectrogram and COVAREP features. In-domain
results suggest a significantly better result (F1 0.72, MAE
4.72) on detection presence detection compared to traditional
spectrogram features without DEPA (F1 0.61, MAE 6.07).
Out-domain results imply that DEPA pretraining can be done
on virtually any spoken-language dataset, while at the same
time being beneficial to depression detection performance.
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