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Abstract In the paper, we give methods of construction of dual bases for the B-spline basis and truncated
power basis. Explicit formulas for the dual B-spline basis are obtained using the Legendre-like orthogonal
basis of the polynomial spline space presented in (Wei et al., Comput.-Aided Des. 45 (2013), 85–92)
and a connection between orthogonal and dual bases of any space given in (Lewanowicz and Woźny,
J. Approx. Theory 138 (2006), 129–150). Construction of the dual truncated power basis is performed in
two phases. We start with explicit formulas for the dual power basis of the space of polynomials. Then, we
expand this basis using an iterative algorithm proposed in (Woźny, J. Comput. Appl. Math. 260 (2014),
301–311). As a result, we obtain the dual truncated power basis. We also present some applications of
the proposed dual polynomial spline bases and illustrative examples.
Keywords dual basis · orthogonal basis · B-spline basis · truncated power basis · Legendre polynomials ·
least squares approximation
1 Introduction
Recently, dual bases with their applications in numerical analysis and computer graphics have been
extensively studied. For example, there are many articles concerning the dual Bernstein polynomials (see,
e.g., [5,14]) and their applications in several important algorithms associated with Be´zier curves (see,
e.g., [2,10,11,19,20,36,37]). Moreover, one can find some general results on dual bases (see [12,16,34,
35]). Nevertheless, the number of articles concerning dual polynomial spline bases is still very limited. In
[35], an iterative method of construction of the dual B-spline basis was presented.
There are several important approximation problems concerning polynomial spline curves, e.g., degree
reduction (see, e.g., [13,17,23,24,33,35,38]), merging (see, e.g., [4,30]) and knots removal (see, e.g., [8,
21,35]). In order to solve these problems using least squares approximation, it is helpful to know the dual
basis for the selected polynomial spline basis (see [35, §4]).
The first goal of the paper is to give a new method of construction of the dual B-spline basis. In
contrast to the iterative method presented in [35], our aim is to provide explicit formulas for the dual
B-spline functions. Another difference is that the previous approach is based on a more general algorithm
of construction of dual basis with respect to an arbitrary inner product, whereas the new method is fully
adjusted to the B-spline basis, and the L2 inner product on the interval [0, 1] is selected. The idea is
to use a certain connection between orthogonal and dual bases of any space. As we shall see in §2.1, a
well-expressed orthogonal basis of a polynomial spline space is needed. There are several papers dealing
with the construction of orthogonal bases of various polynomial spline spaces (see, e.g., [9,15,22,27,28,
29,32]). In contrast to the other methods, the one given in [32] provides a well-expressed orthogonal
basis of the polynomial spline space defined over an arbitrary knot vector (see §2.2). Consequently, it
is used in our method of construction of the dual B-spline basis. Moreover, we have noted that in [32],
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there are no formulas connecting the B-spline basis and the presented orthogonal basis. As it turns out,
such formulas lead to the dual B-spline basis, and they are useful in solving least squares approximation
problems concerning B-spline curves. For details, see §3.
The second goal of the paper is to construct the dual basis for the truncated power basis of the
polynomial spline space. The idea is to start with the construction of the dual basis for the power basis
of the space of polynomials. We give explicit formulas for those dual power functions. Then, in order to
obtain the dual truncated power basis, we can expand the dual power basis using the iterative algorithm
from [35]. For details, see §4. According to the authors’ knowledge, methods of construction of the dual
power basis and dual truncated power basis have never been published before.
In §5, we explain the applications of the proposed dual polynomial spline bases in degree reduction
and knots removal for spline curves. We also give some illustrative examples.
2 Preliminaries
2.1 Dual and orthogonal bases
Let Bn := {b0, b1, . . . , bn} be a basis of the linear space Bn := spanBn. The dual basis Dn :={
d
(n)
0 , d
(n)
1 , . . . , d
(n)
n
}
for the basis Bn of the space Bn satisfies the following duality conditions :
spanDn = Bn,〈
bi, d
(n)
j
〉
= δi,j (i, j = 0, 1, . . . , n),
where 〈·, ·〉 : Bn × Bn → R is an inner product, and d
(n)
j (j = 0, 1, . . . , n) are called dual functions. Here
δi,j , known as Kronecker delta, equals 1 if i = j, and 0 otherwise.
Let q0, q1, . . . , qn be an orthogonal basis of the space Bn with respect to the inner product 〈·, ·〉, i.e.,
the following conditions are satisfied:
span {q0, q1, . . . , qn} = Bn,
〈qi, qj〉 = hiδi,j (hi > 0; i, j = 0, 1, . . . , n).
Recall that orthogonal and dual bases of any space are related.
Lemma 2.1 ([18]) Suppose that we know the representation of each q0, q1, . . . , qn in the basis b0, b1, . . . , bn,
qi =
n∑
j=0
ai,jbj (i = 0, 1, . . . , n).
Then, the dual functions d
(n)
0 , d
(n)
1 , . . . , d
(n)
n can be written in the following way:
d
(n)
j =
n∑
i=0
h−1i ai,jqi (j = 0, 1, . . . , n).
Now, we recall the well-known fact about the use of dual and orthogonal bases in least squares
approximation.
Fact 2.2 (e.g., [34] and [7, Theorem 4.5.13]). The element
p∗n :=
n∑
i=0
〈
f, d
(n)
i
〉
bi =
n∑
i=0
〈f, qi〉
〈qi, qi〉
qi
is the best least squares approximation of a function f in the space Bn, i.e.,
‖f − p∗n‖ = min
pn∈Bn
‖f − pn‖,
where ‖ · ‖ :=
√
〈·, ·〉 is the least squares norm.
According to Fact 2.2, the use of an orthogonal basis in the least squares approximation implies that
the resulting p∗n will be written in this orthogonal basis. If a different representation for p
∗
n is required,
then additional conversion is necessary. Observe that an appropriate dual basis is more convenient in this
regard because we get the resulting p∗n in the chosen basis, and the additional conversion is not required.
Moreover, the dual basis approach may lead to some algorithms having lower computational complexity
(see, e.g., [10,11,36,37]).
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2.2 Polynomial spline bases
Let Ωn[Tm] be the space of polynomial spline curves of degree at most n defined over the knot vector
Tm :=
(
0, 0, . . . , 0︸ ︷︷ ︸
n+1
< t1 ≤ t2 ≤ · · · ≤ tm < 1, 1, . . . , 1︸ ︷︷ ︸
n+1
)
(2.1)
≡
(
t
(m)
−n , t
(m)
−n+1, . . . , t
(m)
n+m+1
)
,
where t1, t2, . . . , tm are called interior knots. We assume that the multiplicity of an interior knot does not
exceed n. The (normalized) B-spline basis of the space Ωn[Tm],
Nm−n,n, N
m
−n+1,n, . . . , N
m
m,n, (2.2)
can be defined recursively,
Nmi,0(t) :=
{
1
(
t
(m)
i ≤ t < t
(m)
i+1
)
,
0 otherwise,
Nmi,n(t) :=
t− t
(m)
i
t
(m)
i+n − t
(m)
i
Nmi,n−1(t) +
t
(m)
i+n+1 − t
t
(m)
i+n+1 − t
(m)
i+1
Nmi+1,n−1(t);
and explicitly,
Nmi,n(t) :=
(
t
(m)
i+n+1 − t
(m)
i
) [
t
(m)
i , t
(m)
i+1 , . . . , t
(m)
i+n+1
]
(· − t)n+,
where
(x− t)n+ :=
{
(x− t)n (x > t),
0 (x ≤ t).
Here [x1, x2, . . . , xk] f is a divided difference (see, e.g., [7, §4.2.1]). At an interior knot N
m
i,n(t) is n − k
times continuously differentiable, where k is the multiplicity of the interior knot. For some other useful
properties of the B-spline basis, we recommend [25, §2].
In the paper, Πn denotes the space of all polynomials of degree at most n. Observe that Πn ≡ Ωn[T0]
on [0, 1], where
T0 :=
(
0, 0, . . . , 0︸ ︷︷ ︸
n+1
, 1, 1, . . . , 1︸ ︷︷ ︸
n+1
)
.
The well-known power basis
1, t, . . . , tn (2.3)
of the space Πn, and the functions
(t− tq)
n−h
+ (h = 0, 1, . . . , lq − 1)
for each interior knot tq of multiplicity lq (1 ≤ lq ≤ n) in Tm form the truncated power basis of the space
Ωn[Tm]. For example, let us assume that there is only one multiple interior knot tr, i.e., we consider
T ′m :=
(
0, 0, . . . , 0︸ ︷︷ ︸
n+1
< t1 < t2 < · · · < tr = tr+1 = · · · = tr+lr−1 < tr+lr < · · · < tm < 1, 1, . . . , 1︸ ︷︷ ︸
n+1
)
.
Then, the functions (2.3),
(t− tj)
n
+ (j = 1, 2, . . . , r − 1, r + lr, . . . ,m),
(t− tr)
n−h
+ (h = 0, 1, . . . , lr − 1)
form the truncated power basis of the space Ωn[T
′
m].
Further on in the paper, the inner product 〈·, ·〉L : Ωn[Tm]×Ωn[Tm] → R is defined as follows:
〈f, g〉L :=
∫ 1
0
f(t)g(t) dt. (2.4)
In §3, we will need a well-expressed orthogonal basis of the space Ωn[Tm] with respect to the inner
product (2.4) (cf. Lemma 2.1). Therefore, we recall the formulas given in [32].
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Lemma 2.3 ([32]) Legendre-like orthogonal basis of the space Ωn[Tm] with respect to the inner product
(2.4) is given by
Li,n(t) :=
1
i!
di(1 − t)iti
dti
(i = 0, 1, . . . , n), (2.5)
Ln+k,n(t) :=
dn+1
dtn+1
fk(t) (k = 1, 2, . . . ,m), (2.6)
where
fk(t) :=
k−1∑
j=0
α−n+j,kN
k
−n+j,2n+1(t)
with α−n+j,k as defined in [32, (2) and (3)].
Legendre polynomials Pi (i = 0, 1, . . .), which are a special case of Jacobi polynomials, can be repre-
sented using the hypergeometric function (see, e.g., [1, p. 117]),
Pi(x) = (−1)
i
2F1
(
−i, i+ 1
1
∣∣∣∣ 1 + x2
)
, (2.7)
where
2F1
(
−s, a
b
∣∣∣∣ t
)
:=
s∑
k=0
(−s)k(a)k
(b)kk!
tk (s ∈ N) (2.8)
with
(h)0 := 1, (h)k := h(h+ 1) · · · (h+ k − 1).
The functions
Li,n(t) ≡ (−1)
iPi(2t− 1) (i = 0, 1, . . . , n) (2.9)
are called shifted Legendre polynomials (cf. (2.5)).
3 Dual B-spline basis
3.1 Explicit formulas for the dual B-spline basis
In this section, our goal is to construct the dual basis for the B-spline basis (2.2) of the space Ωn[Tm]
with respect to the inner product (2.4). The idea is to use Lemmas 2.1 and 2.3. To do so, we will represent
each Lj,n (j = 0, 1, . . . , n+m) (see (2.5) and (2.6)) in the B-spline basis (2.2) of the space Ωn[Tm]. Note
that the given formulas are explicit.
Lemma 3.1 The shifted Legendre polynomials Li,n (i = 0, 1, . . . , n) (see (2.5)) can be written in terms
of the B-spline functions of degree n over the knot vector Tm (see (2.2)),
L0,n(t) =
n+m∑
j=0
Nm−n+j,n(t), (3.1)
Li,n(t) =
n+m∑
j=0
φj,iN
m
−n+j,n(t) (i = 1, 2, . . . , n), (3.2)
where
φj,i :=
i∑
h=0
(−i)h(i + 1)h(
n
h
)
(h!)2
∑
S⊂Aj
|S|=h
∏
s∈S
t(m)s (3.3)
with Aj := {−n+ j + 1,−n+ j + 2, . . . , j}.
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Proof. First, it is well known that the B-spline functions form a partition of unity, the formula (3.1) is
thus proven. Next, we obtain
Li,n(t) =
i∑
h=0
(−i)h(i+ 1)h(h!)
−2th (i = 1, 2, . . . , n) (3.4)
using (2.9), (2.7) and (2.8). The polynomials Li,n (i = 1, 2, . . . , n) are now written in the monomial form,
but we need to represent them in the basis (2.2) of the space Ωn[Tm]. Such a conversion can be performed
using the polar forms of
(
n
h
)
th (h = 0, 1, . . . , n). This approach generalizes the Marsden’s identity (see,
e.g., [26, §5.8]). As a result, we obtain (3.2).
Lemma 3.2 The functions Ln+k,n (k = 1, 2, . . . ,m) (see (2.6)) can be written in terms of the B-spline
functions of degree n over the knot vector Tm (see (2.2)),
Ln+k,n(t) =
n+m∑
i=0
γi,kN
m
−n+i,n(t) (k = 1, 2, . . . ,m− 1), (3.5)
Ln+m,n(t) =
n+m∑
i=0
βi,mN
m
−n+i,n(t), (3.6)
where, for any si ∈
[
t
(m)
−n+i, t
(m)
i+1
)
,
γi,k :=
n+k∑
h=0
βh,k
(
t
(k)
h+1 − t
(k)
−n+h
) [
t
(k)
−n+h, t
(k)
−n+h+1, . . . , t
(k)
h+1
]
gi,
gi(y) := (y − si)
0
+
n∏
r=1
(
y − t
(m)
−n+i+r
)
,
βh,k :=
(2n+ 1)!
n!
k−1∑
j=0
α−n+j,kλ
(j,k)
n+1,h−j
with λ
(j,k)
0,0 := 1 and
λ(j,k)v,q :=
λ
(j,k)
v−1,q − λ
(j,k)
v−1,q−1
t
(k)
n+j+q−v+2 − t
(k)
−n+j+q
(v = 1, 2, . . . , n+ 1; q = 0, 1, . . . , v).
Here we assume that λ
(j,k)
u,w = 0, if w < 0 or w > u. Moreover, if the denominator is 0, then the
corresponding quotient is defined to be 0.
Proof. First, we substitute
dn+1
dtn+1
Nk−n+j,2n+1(t) =
(2n+ 1)!
n!
n+1∑
h=0
λ
(j,k)
n+1,hN
k
−n+j+h,n(t) (j = 0, 1, . . . , k − 1)
(see, e.g., [25, (2.10)]) into (2.6). Then, some simple manipulations lead to the formulas
Ln+k,n(t) =
n+k∑
h=0
βh,kN
k
−n+h,n(t) (k = 1, 2, . . . ,m).
The functions Ln+k,n (k = 1, 2, . . . ,m) are now written in terms of the B-spline functions of degree n
over the knot vector Tk (cf. [32, Lemma 4.1]). The formula (3.6) is thus proven. Next, taking into account
that Ωn[Tk] ⊂ Ωn[Tm] (k = 1, 2, . . . ,m − 1) (see, e.g., [25, §5.2]), we note that each Ln+k,n ∈ Ωn[Tk]
(k = 1, 2, . . . ,m − 1) can be represented in the basis (2.2) of the space Ωn[Tm]. Such a process is called
knot refinement (see, e.g., [25, §5.3]), and it can be done by multiple application of knot insertion (see,
e.g., [25, §5.2]). However, there are methods that specialize in knot refinement. An application of the one
given in [6] results in the formulas (3.5).
The final result, given in Theorem 3.3, follows from Lemmas 2.1, 2.3, 3.1 and 3.2.
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Theorem 3.3 The functions
Dm−n+j,n(t) :=
n+m∑
i=0
̺j,iLi,n(t) (j = 0, 1, . . . , n+m), (3.7)
where
̺j,i := 〈Li,n, Li,n〉
−1
L
ψj,i
with
ψj,i :=


1 (i = 0),
φj,i (i = 1, 2, . . . , n),
γj,i−n (i = n+ 1, n+ 2, . . . , n+m− 1),
βj,m (i = n+m),
form the dual basis for the B-spline basis (2.2) of the space Ωn[Tm] with respect to the inner product
(2.4), i.e., 〈
Nm−n+i,n, D
m
−n+j,n
〉
L
= δi,j (i, j = 0, 1, . . . , n+m).
3.2 Additional remarks
Remark 3.4 Implementation of (3.3) requires a method of computing
rj,h :=
∑
S⊂Aj
|S|=h
∏
s∈S
t(m)s (j = 0, 1, . . . , n+m; h = 1, 2, . . . , n), (3.8)
where Aj = {−n+ j + 1,−n+ j + 2, . . . , j}. Notice that the direct use of (3.8) is computationally expen-
sive. However, these quantities can be computed much more efficiently. Let us assume that j is fixed. Ac-
cording to Vieta’s formulas, we have rj,h = (−1)
hwn−h,j (h = 1, 2, . . . , n), where wi,j (i = 0, 1, . . . , n− 1)
are the coefficients of the monic polynomial
tn +
n−1∑
i=0
wi,jt
i =
n∏
i=1
(
t− t
(m)
−n+j+i
)
(3.9)
(see, e.g., [7, §6.5.1]). Now, given the right-hand side of (3.9), our goal is to compute wi,j (i = 0, 1, . . . , n−
1). This can be done with the complexity O(n2) (see, e.g., [7, p. 371]).
Remark 3.5 Note that the formulas (3.7) require a method of computing the inner products
〈Li,n, Li,n〉L =
∫ 1
0
[Li,n(t)]
2
dt (i = 0, 1, . . . , n+m).
As is known,
〈Li,n, Li,n〉L = (2i+ 1)
−1 (i = 0, 1, . . . , n) (3.10)
(see, e.g., [37, p. 568]). Moreover, since each Li,n (i = n+1, n+2, . . . , n+m) is now written in the basis
(2.2) (see Lemma 3.2), it is sufficient to use a method of computing the inner products
〈
Nm−n+i,n, N
m
−n+j,n
〉
L
=
∫ 1
0
Nm−n+i,n(t)N
m
−n+j,n(t) dt (i, j = 0, 1, . . . , n+m). (3.11)
Such methods can be found, e.g., in [3,31].
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Remark 3.6 According to Fact 2.2, the use of the orthogonal basis (2.5), (2.6) in solving least squares
approximation problems concerning B-spline curves results in a spline curve which is written in that basis.
However, the B-spline form is much more popular in CAD systems, therefore, the resulting spline curve
should be converted (cf. [32, §7]). In [32], there are no formulas that directly represent the orthogonal
basis (2.5), (2.6) in the B-spline basis (2.2). Such formulas are necessary for the conversion. In our paper,
we give these formulas (see (3.1), (3.2), (3.5) and (3.6)). Furthermore, observe that any B-spline curve
written in the basis (2.2) can be represented in the basis (2.5), (2.6) using the formulas
Nm−n+j,n(t) =
n+m∑
i=0
〈
Nm−n+j,n, Li,n
〉
L
〈Li,n, Li,n〉L
Li,n(t) (j = 0, 1, . . . , n+m). (3.12)
In order to compute the inner products in (3.12), it is sufficient to deal with the inner products (3.11)
(for explanation, see Remark 3.5).
4 Dual truncated power basis
In this section, we construct the dual basis for the truncated power basis
1, t, . . . , tn, (t− t1)
n
+, (t− t2)
n
+, . . . , (t− tm)
n
+
of the space Ωn[T
′′
m], where
T ′′m :=
(
0, 0, . . . , 0︸ ︷︷ ︸
n+1
< t1 < t2 < · · · < tm < 1, 1, . . . , 1︸ ︷︷ ︸
n+1
)
(cf. (2.1)), with respect to the inner product (2.4). The procedure working for any Tm (2.1) is a simple
generalization of the one given here. For the sake of clarity of the idea, it is omitted in the paper.
First, we use Lemma 2.1 and the shifted Legendre polynomials (2.5) to find the dual basis for the
power basis (2.3) of the space Πn with respect to the inner product (2.4) (see Lemma 4.1). Then, in §4.1,
we obtain the dual truncated power basis by applying the iterative method from [35] (see also [34,12]) to
the dual power basis.
Lemma 4.1 The polynomials
dj,n(t) :=
n∑
i=j
Φi,jLi,n(t) (j = 0, 1, . . . , n), (4.1)
where
Φi,j := (2i+ 1)(−i)j(i + 1)j(j!)
−2,
form the dual basis for the power basis (2.3) of the space Πn with respect to the inner product (2.4), i.e.,〈
ti, dj,n
〉
L
= δi,j (i, j = 0, 1, . . . , n).
Proof. The result follows from Lemma 2.1, (3.4) and (3.10).
4.1 Iterative construction of the dual truncated power basis
Let there be given the dual basis Dn =
{
d
(n)
0 , d
(n)
1 , . . . , d
(n)
n
}
for the basis Bn = {b0, b1, . . . , bn}
of the linear space Bn = spanBn with respect to an inner product 〈·, ·〉. The dual basis Dn+1 ={
d
(n+1)
0 , d
(n+1)
1 , . . . , d
(n+1)
n+1
}
for the basis Bn+1 = Bn ∪ {bn+1} of the linear space Bn+1 = spanBn+1
with respect to the same inner product can be computed efficiently using the method given in [35]. Our
idea is to set
bi := t
i, d
(n)
i := di,n (i = 0, 1, . . . , n)
(see (4.1)), bn+1 := (t−t1)
n
+, 〈·, ·〉 := 〈·, ·〉L; and apply the method. Consequently, we obtain the dual basis
Dn+1 =
{
d
(n+1)
0 , d
(n+1)
1 , . . . , d
(n+1)
n+1
}
for the truncated power basis Bn+1 =
{
1, t, . . . , tn, (t− t1)
n
+
}
of the
space Ωn[T1] with respect to the inner product (2.4). Repeated application of the method gives the dual
basisDn+m =
{
d
(n+m)
0 , d
(n+m)
1 , . . . , d
(n+m)
n+m
}
for the truncated power basisBn+m =
{
1, t, . . . , tn, (t− t1)
n
+,
(t− t2)
n
+, . . . , (t− tm)
n
+
}
of the space Ωn[T
′′
m] with respect to the inner product (2.4). In §4.1.1 and §4.1.2,
we give a more detailed description of the first and ith (i > 1) iterations, respectively.
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4.1.1 First iteration of the algorithm
Recall that in the first iteration, Bn+1 =
{
1, t, . . . , tn, (t− t1)
n
+
}
and Dn = {d0,n, d1,n, . . . , dn,n} (see
(4.1)) are given. Our goal is to compute the dual basis Dn+1 =
{
d
(n+1)
0 , d
(n+1)
1 , . . . , d
(n+1)
n+1
}
for the basis
Bn+1 of the space Ωn[T1] with respect to the inner product (2.4).
According to [35, (2.7)], we must deal with certain inner products. First, after some algebra, we obtain
v
(n+1)
j :=
〈
tj , (t− t1)
n
+
〉
L
=
(1− t1)
n+1tj1
n+ 1
2F1
(
−j, n+ 1
n+ 2
∣∣∣∣ t1 − 1t1
)
(j = 0, 1, . . . , n) (4.2)
(see (2.8)), and
v
(n+1)
n+1 :=
〈
(t− t1)
n
+, (t− t1)
n
+
〉
L
= (2n+ 1)−1(1 − t1)
2n+1. (4.3)
Next, using (4.1) and (3.4), we get
u
(n+1)
j :=
〈
(t− t1)
n
+, dj,n
〉
L
=
n∑
k=j
Φk,j
k∑
h=0
(−k)h(k + 1)h(h!)
−2v
(n+1)
h (j = 0, 1, . . . , n). (4.4)
Finally, thanks to [35, Algorithm 2.5], we obtain the following representation of dual functions:
d
(n+1)
j (t) =
n∑
k=0
Ψ
(1)
k,jLk,n(t) + Λ
(1)
j (t− t1)
n
+ (j = 0, 1, . . . , n+ 1), (4.5)
where
Ψ
(1)
k,j := Φk,j − u
(n+1)
j Ψ
(1)
k,n+1 (j, k = 0, 1, . . . , n),
Ψ
(1)
k,n+1 :=
k∑
l=0
c
(n+1)
l Φk,l (k = 0, 1, . . . , n),
Λ
(1)
j ≡ Λ
(1)
1,j := −u
(n+1)
j Λ
(1)
n+1 (j = 0, 1, . . . , n),
Λ
(1)
n+1 ≡ Λ
(1)
1,n+1 := c
(n+1)
n+1
with
c
(q)
h := −v
(q)
h c
(q)
q (h = 0, 1, . . . , q − 1), (4.6)
c(q)q :=
(
v(q)q −
q−1∑
h=0
v
(q)
h u
(q)
h
)−1
. (4.7)
Here we ignore that Φk,j = 0 (k < j).
4.1.2 ith (i > 1) iteration of the algorithm
Let us assume that in the previous iteration of the algorithm we have computed
d
(n+i−1)
j (t) =
n∑
k=0
Ψ
(i−1)
k,j Lk,n(t) +
i−1∑
h=1
Λ
(i−1)
h,j (t− th)
n
+ (j = 0, 1, . . . , n+ i− 1) (4.8)
(cf. (4.5)). Now, our goal is to determine the dual basis Dn+i =
{
d
(n+i)
0 , d
(n+i)
1 , . . . , d
(n+i)
n+i
}
for the basis
Bn+i =
{
1, t, . . . , tn, (t− t1)
n
+, (t− t2)
n
+, . . . , (t− ti)
n
+
}
of the space Ωn[T
′′
i ] with respect to the inner
product (2.4).
As in the first iteration, we must deal with certain inner products. After some algebra, we get
v
(n+i)
j :=
〈
tj , (t− ti)
n
+
〉
L
=
(1− ti)
n+1tji
n+ 1
2F1
(
−j, n+ 1
n+ 2
∣∣∣∣ ti − 1ti
)
(j = 0, 1, . . . , n) (4.9)
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(see (2.8); cf. (4.2)) and
v
(n+i)
n+j :=
〈
(t− tj)
n
+, (t− ti)
n
+
〉
L
= v
(n+i)
n+i 2F1
(
−n, −2n− 1
−2n
∣∣∣∣ ti − tjti − 1
)
(j = 1, 2, . . . , i− 1), (4.10)
where
v
(n+i)
n+i :=
〈
(t− ti)
n
+, (t− ti)
n
+
〉
L
= (2n+ 1)−1(1 − ti)
2n+1 (4.11)
(cf. (4.3)). Moreover, we calculate
u
(n+i)
j :=
〈
(t− ti)
n
+, d
(n+i−1)
j
〉
L
=
n∑
k=0
Ψ
(i−1)
k,j
k∑
q=0
(−k)q(k + 1)q(q!)
−2v(n+i)q +
i−1∑
h=1
Λ
(i−1)
h,j v
(n+i)
n+h (j = 0, 1, . . . , n+ i− 1) (4.12)
(cf. (4.4)). As in §4.1.1, we obtain the following representation of dual functions:
d
(n+i)
j (t) =
n∑
k=0
Ψ
(i)
k,jLk,n(t) +
i∑
h=1
Λ
(i)
h,j(t− th)
n
+ (j = 0, 1, . . . , n+ i), (4.13)
where
Ψ
(i)
k,j := Ψ
(i−1)
k,j − u
(n+i)
j Ψ
(i)
k,n+i (j = 0, 1, . . . , n+ i− 1; k = 0, 1, . . . , n),
Ψ
(i)
k,n+i :=
n+i−1∑
l=0
c
(n+i)
l Ψ
(i−1)
k,l (k = 0, 1, . . . , n),
Λ
(i)
h,j := Λ
(i−1)
h,j − u
(n+i)
j Λ
(i)
h,n+i (j = 0, 1, . . . , n+ i− 1; h = 1, 2, . . . , i− 1),
Λ
(i)
i,j := −u
(n+i)
j Λ
(i)
i,n+i (j = 0, 1, . . . , n+ i− 1),
Λ
(i)
h,n+i :=
n+i−1∑
l=0
c
(n+i)
l Λ
(i−1)
h,l (h = 1, 2, . . . , i− 1),
Λ
(i)
i,n+i := c
(n+i)
n+i
with c
(n+i)
j as defined in (4.6) and (4.7).
4.2 Additional remarks
Remark 4.2 The well-known three-term recurrence relation for the Legendre polynomials Pi (see, e.g., [7,
(4.5.55)]) implies the three-term recurrence relation for the shifted Legendre polynomials Li,n,
L0,n(t) = 1, L1,n(t) = 1− 2t,
Li+1,n(t) =
(2i+ 1)(1− 2t)
i+ 1
Li,n(t)−
i
i+ 1
Li−1,n(t) (i = 1, 2, . . . , n− 1).
As a result, the linear combinations of Li,n (i = 0, 1, . . . , n) in (4.1), (4.5), (4.8) and (4.13) can be
evaluated with the complexity O(n) using the Clenshaw’s algorithm (see, e.g., [7, Theorem 4.5.21]).
Lemma 4.3 For a fixed i, the quantities v
(n+i)
j (j = 0, 1, . . . , n) can be computed recursively using
v
(n+i)
0 = (1− ti)
n+1(n+ 1)−1, v
(n+i)
1 = tiv
(n+i)
0 + (1− ti)
n+2(n+ 2)−1, (4.14)
v
(n+i)
j =
((a+ 2)j + n(a+ 1))ti
n+ j + 1
v
(n+i)
j−1 −
(a+ 1)(j − 1)t2i
n+ j + 1
v
(n+i)
j−2 (j = 2, 3, . . . , n), (4.15)
where a = (1− ti)/ti, with the complexity O(n) (cf. (4.2) and (4.9)).
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Proof. Since v
(n+i)
j (j = 0, 1, . . . , n) can be written using hypergeometric functions (see (4.2) and (4.9)),
the recurrence relation (4.15) follows from one of the Gauss’ contiguous relations (see [1, (2.5.16)]).
Remark 4.4 In the case of an arbitrary knot vector Tm (2.1), the iterative procedure from [35] can be
applied as well. Integrals can be computed using formulas similar to (4.9)–(4.12), (4.14) and (4.15).
Alternatively, one can use the well-known Gaussian quadratures (see, e.g., [7, §5.3]), and get exact results
since for properly chosen subintervals, integrands are polynomials.
5 Applications
5.1 Degree reduction and knots removal for spline curves
In this section, we present some applications of the proposed dual polynomial spline bases. Let us
consider a degree n B-spline curve in Rd
C(t) ≡ (C1(t), C2(t), . . . , Cd(t)) :=
n+m∑
i=0
ciN
m
−n+i,n(t) (0 ≤ t ≤ 1) (5.1)
associated with the knot vector Tm (see (2.1)), where ci := (ci,1, ci,2, . . . , ci,d) ∈ R
d (i = 0, 1, . . . , n+m).
The problem of the optimal degree reduction of the B-spline curve C(t) with respect to the L2 norm
is to compute the degree n∗ (n∗ < n) B-spline curve in Rd
C∗(t) ≡ (C∗1 (t), C
∗
2 (t), . . . , C
∗
d (t)) :=
n∗+m∑
i=0
c∗iN
m
−n∗+i,n∗(t) (0 ≤ t ≤ 1),
where c∗i := (c
∗
i,1, c
∗
i,2, . . . , c
∗
i,d) ∈ R
d (i = 0, 1, . . . , n∗+m), which is associated with the knot vector having
the same inner knots as in Tm, and minimizes the L2 error,
E2 := ‖C − C
∗‖L ≡
√∫ 1
0
‖C(t)− C∗(t)‖2E dt,
where ‖ · ‖E is the Euclidean vector norm in R
d. Clearly, the solution can be derived in a componentwise
way. According to Fact 2.2, the optimal control points can be computed using the formulas
c∗i,j :=
〈
Cj , D
m
−n∗+i,n∗
〉
L
(i = 0, 1, . . . , n∗ +m; j = 1, 2, . . . , d), (5.2)
where Dm−n∗+i,n∗ (i = 0, 1, . . . , n
∗ +m) is the dual B-spline basis for the B-spline basis Nm−n∗+i,n∗ (i =
0, 1, . . . , n∗+m) with respect to the inner product (2.4). In the next subsection, we also give the maximum
errors,
E∞ := max
t∈WM
‖C(t)− C∗(t)‖E ≈ max
t∈[0,1]
‖C(t)− C∗(t)‖E ,
where WM := {0, 1/M, 2/M, . . . , 1} with M := 500.
The problem of the optimal knots removal for the B-spline curve C(t) with respect to the L2 norm is
to compute the B-spline curve of the same degree which is associated with the given knot vector
Um∗ :=
(
0, 0, . . . , 0︸ ︷︷ ︸
n+1
< u1 ≤ u2 ≤ · · · ≤ um∗ < 1, 1, . . . , 1︸ ︷︷ ︸
n+1
)
,
where Um∗ ⊂ Tm, and minimizes the L2 error. Clearly, we can use the dual B-spline basis to find the
optimal B-spline curve, i.e., the optimal control points can be computed using Fact 2.2 (cf. (5.2)). Note
that it is also possible to combine degree reduction with knots removal, i.e., to compute the optimal n∗
degree B-spline curve which is associated with the knot vector Um∗ . In this case, both operations are
performed simultaneously, and the dual B-spline basis is useful once again thanks to Fact 2.2.
Observe that if C(t) is written in the truncated power basis, then degree reduction and knots removal
can be performed in the same way but using the dual truncated power basis. Furthermore, it can be
easily checked that we may use the dual truncated power basis to get the representation of C(t) in the
truncated power basis (cf. Fact 2.2),
Cj(t) =
n+m∑
i=0
ci,jN
m
−n+i,n(t) =
n+m∑
i=0
〈
Cj , d
m
i,n
〉
L
pmi,n (j = 1, 2, . . . , d; 0 ≤ t ≤ 1),
where pmi,n and d
m
i,n (i = 0, 1, . . . , n+m) are the truncated and dual truncated power bases, respectively,
of the space Ωn[Tm] with respect to the inner product (2.4). A spline curve in such a form can be, e.g.,
easily integrated.
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5.2 Examples
Now, let us look at some examples. The results have been obtained in MapleTM13 using 16-digit
arithmetic.
The B-spline planar curve „Pear” of degree 5 is associated with the following knot vector:
K :=

0, 0, . . . , 0,︸ ︷︷ ︸
6
1
20
,
2
20
, . . . ,
19
20
, 1, 1, . . . , 1︸ ︷︷ ︸
6

 (5.3)
(cf. (2.1)), and its control points are given in Table 1 (cf. (5.1)).
(0.385, 0.845) (0.325, 0.76) (0.305, 0.635) (0.275, 0.79) (0.295, 0.895)
(0.025, 0.885) (0.035, 0.79) (0.11, 0.71) (0.405, 0.705) (0.2, 0.675)
(0.1, 0.59) (0.185, 0.365) (0.01, 0.45) (0.01, 0.045) (0.13, 0.02)
(0.4, 0.005) (0.625, 0.045) (0.67, 0.185) (0.655, 0.395) (0.47, 0.405)
(0.535, 0.51) (0.47, 0.645) (0.39, 0.71) (0.285, 0.665) (0.395, 0.835)
Table 1: Control points of the original B-spline planar curve „Pear”.
First, let us consider the problem of knots removal for the B-spline curve „Pear”. We have computed
the optimal B-spline curves of degree 5 that are associated with the knot vectors
K \
{
1
20
,
4
20
,
7
20
,
10
20
,
13
20
,
16
20
,
19
20
}
(5.4)
(errors: E2 = 1.08e−2, E∞ = 2.95e−2; see Figure 1a) and
K \
{
4
20
,
7
20
,
13
20
,
16
20
}
(5.5)
(errors: E2 = 3.58e−3, E∞ = 7.92e−3; see Figure 1b).
(a) (b)
Fig. 1: The original B-spline curve „Pear” of degree 5 which is associated with the knot vector (5.3) (blue solid line), the B-spline
curves of degree 5 which are associated with the knot vectors (a) (5.4) and (b) (5.5), and computed in the process of knots removal
(red dashed lines).
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Next, let us apply the procedure of degree reduction to the B-spline curve „Pear”. The resulting
optimal B-spline curve of degree 3 (errors: E2 = 2.76e−3, E∞ = 3.41e−2) is shown in Figure 2a. The
inner knots of this degree reduced curve are the same as in (5.3). The optimal B-spline curve of degree 4
(errors: E2 = 4.64e−3, E∞ = 1.55e−2) which is associated with the knot vector
K \
{
4
20
,
13
20
,
16
20
}
(5.6)
is illustrated in Figure 2b. This curve is a result of simultaneous degree reduction and knots removal.
(a) (b)
Fig. 2: The original B-spline curve „Pear” of degree 5 which is associated with the knot vector (5.3) (blue solid line), (a) the
B-spline curve of degree 3 which is associated with the knot vector having the same inner knots as in (5.3), and computed in the
process of degree reduction (red dashed line), (b) the B-spline curve of degree 4 which is associated with the knot vector (5.6), and
computed in the process of simultaneous degree reduction and knots removal (red dashed line).
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