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a b s t r a c t
This paper deals with the impulsive Lasota–Wazewska model with multiple time-varying
delays. Our results show that the system is uniformly persistent under some appropriate
conditions. The sufficient condition for global exponential stability of the system is given.
ApplyingMawhin’s continuation theoremof coincidencedegree,weprove that theperiodic
system has at least one strictly positive periodic solution. By employing hull theory of
impulsive almost periodic system, the existence and uniqueness of strictly positive almost
periodic solution of the almost periodic system is obtained. Two examples are provided to
illustrate our results.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Many evolutionary processes in nature are characterized by the fact that their states are subject to sudden changes at
certain moments and therefore can be described by impulsive system. Impulsive differential equations have stimulated the
interest of many researchers in the recent 20 years. Basic theories of impulsive differential equations can be found in the
monographs [1–3]. Wazewska-Czyzewska and Lasota [4] proposed the model
x′(t) = −α(t)x(t)+ β(t)e−γ x(t−τ);
this equation was used as a model for the survival of red blood cells in an animal. Changing the constant delay τ into
a function τ(t), Li and Wang [5] proved the existence of periodic solution by using Mawhin’s continuation theorem
of coincidence degree. In paper [6], applying a fixed point theorem, the authors investigated the existence and global
attractivity of unique periodic solution of the following model
x′(t) = −α(t)x(t)+
m
i=1
pi(t)e−qi(t)x(t−τi(t)).
Yan [7] and Liu and Takeuchi [8] focused on the study of the existence and global attractivity of periodic solution for the
following impulsive delay Lasota–Wazewska modelx
′(t) = −α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−mjω), a.e. t > 0, t ≠ tk
∆x(tk) = bkx(tk), k = 1, 2, . . . .
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In fact, under an appropriate transformation, this type impulsive differential equation can be changed into a non-impulsive
differential equation. Liu and Takeuchi [8] improved the results obtained in [7].
Variation of the environment plays an important role in many biological and ecological systems. A periodically varying
environment and almost periodically varying environment are foundations. For Lasota–Wazewskamodel, many authors are
also interested in studying it under almost periodically varying environment. Gopalsamy and Trofimchuk [9] considered the
existence of almost periodic solution of model
x′(t) = −α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−τj(t)),
when γi(t) ≡ γ ,m = 1. Based on contraction mapping principle, the existence of strictly positive almost periodic solution
for this equation was investigated in [10]. Applying similar method in [10], Stamov [11] analyzed the existence of almost
periodic solution of modelx
′(t) = −α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−τ), t ≠ tk
∆x(tk) = x(t+k )− x(t−k ) = αkx(tk)+ νk.
In [9,11], the authors could not show that the almost periodic solution is positive, however, only positive solution is
meaningful in real world.
In a word, for Lasota–Wazewska model:
When considering periodically varying environment, most articles dealed with Lasota–Wazewska model without
impulsive or the impulsive Lasota–Wazewska model, which can be changed into a non-impulsive differential model under
an appropriate transformation. The most universal methods to periodic cases are Mawhin’s continuous theorem and some
fixed point theorems;
When considering almost periodically varying environment, most articles studied Lasota–Wazewska model without
impulsive or impulsive Lasota–Wazewska model with constant delay, there are rarely articles considering impulsive
Lasota–Wazewska model with varying delay. In fact, frequently-used method for proving the existence of almost periodic
solution of Lasota–Wazewska model is contraction mapping principle. If the delay in impulsive Lasota–Wazewska model is
a function τ(t), by using contraction mapping principle, the mapping constructed in the proof may be not self-mapping.
Besides, several discrete Lasota–Wazewska models have been studied by many authors, see [12–15]. Saker [15]
considered the existence of positive periodic solutions, the permanence, oscillation and attractivity of discrete nonlinear
delay survival red blood cells model. As was pointed out by Saker, from applications point of view, permanence guarantees
the long term survival of mature cells. To the author’s best knowledge, there is no published paper considering the
permanence for Lasota–Wazewska differential equation.
In this paper, we deal with impulsive Lasota–Wazewska modelx
′(t) = −α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−τj(t)), t ≠ tk
∆x(tk) = x(t+k )− x(t−k ) = αkx(tk)+ νk, k = 1, 2, . . . .
(1.1)
Where α(t), βj(t), γj(t), τj(t) are nonnegative continuous functions for all t ∈ R, j = 1, . . . ,m, let h =
max1≤j≤m{supt∈R τj(t)} > 0. {αk} and {νk} are sequences satisfied−1 ≤ αk ≤ 0, 0 < k1 ≤ νk ≤ k2, k1, k2 are constants. {tk}
is a unbounded and strictly increasing sequence satisfied 0 < t1 < t2 < t3 < · · · and infk∈N tk+1 − tk = θ > 0.
By using impulsive differential inequality and some analysis technical, in Section 2, we show that the system is uniformly
persistent and global exponential stability. In Section 3, applyingMawhin’s continuation theorem of coincidence degree, we
prove that the periodic systemhas at least one strictly positive periodic solution. To our knowledge, themethod ofMawhin’s
continuation theoremhave not been applied to study the existence of periodic solution of system (1.1). In Section 4,we firstly
employ hull theory of impulsive almost periodic system to study the existence of strictly positive almost periodic solutions.
Some examples are illustrated in Section 5.
2. Uniform persistence and global exponential stability
In this section, we firstly discuss the uniform persistence of system (1.1), after that, the sufficient condition of the global
exponential stability of system (1.1) is given.
Let R = (−∞,+∞), f : R → R+, f + = supt∈R f (t), f − = inft∈R f (t). For I ⊂ R, PC(I, R) (PC , for short) is the space of all
piecewise continuous functions from I to Rwith points of discontinuity of the first kind, at which it is left continuous.
Due to the biological interpretation of model (1.1), only positive solutions are meaningful and therefore admissible, we
just consider the admissible initial conditions. Let t0 ∈ R, φ ∈ C([t0 − h, t0], [0,+∞)), denote by x(t) = x(t, t0, φ) (or
x(t) = x(t, φ)) an admissible solution of system (1.1) satisfying the admissible initial conditions
x(t, t0, φ) = φ(t) ≥ 0, t0 − h ≤ t ≤ t0,
x(t0, t0, φ) = φ(t0) > 0. (2.1)
L. Wang et al. / Computers and Mathematics with Applications 64 (2012) 2383–2394 2385
Similarly to the proof of [6], we obtain that every solution x(t, t0, φ) of (1.1) and (2.1) exists on [t0 − h,+∞), besides, it is
nonnegative on [t0 − h,+∞).
The linear system corresponding to system (1.1) is
x′(t) = −α(t)x(t), t ≠ tk
∆x(tk) = αkx(tk), k = 1, 2, . . . .
From [3], the Cauchy matrix of the linear system is
Y (t, s) =

e−
 t
s α(r)dr , tk−1 < s ≤ t ≤ tk,
k
i=m
(1+ αi)e−
 t
s α(r)dr , tm−1 < s ≤ tm < tk < t ≤ tk+1.
In the following, we discuss the uniform persistence for system (1.1). Firstly, introduce the following definitions.
Definition 2.1. System (1.1) is said to be uniformly persistent if there exists a compact region D ⊂ IntR+, such that every
solution x(t) for system (1.1) with initial conditions (2.1) eventually enter and remains in the region D.
Definition 2.2. Suppose x(t) is any solution of system (1.1), x(t) is said to be a strictly positive solution if for t ∈ R
0 < inf
t∈R x(t) ≤ supt∈R x(t) <∞.
Lemma 2.3. If α− > 0, then for any solution x(t) of system (1.1) with initial conditions (2.1), there exist positive constants m
and M such that
m ≤ lim
t→∞ inf x(t) ≤ limt→∞ sup x(t) ≤ M,
where M =
m
j=1 β+j
α− + k2e
−α−θ
1−e−α−θ ,m = min{
m
j=1 β−j e
−r+j M
α+ , k1}.
Proof. Suppose x(t) is an arbitrary solution of system (1.1) with initial conditions (2.1), as mentioned above, x(t) is
nonnegative, furthermore, x(t) satisfiesx
′(t) ≤ −α(t)x(t)+
m
j=1
β+j , t ≠ tk
x(t+k ) ≤ (1+ αk)x(tk)+ k2, k = 1, 2, . . . .
Applying impulsive differential inequalities, one obtain
x(t) ≤ x(t0)

t0<tk<t
(1+ αk)e−
 t
t0
α(s)ds +

t0<tk<t
k2
 
tk<tj<t
(1+ αj)e−
 t
tk
α(s)ds

+
m
j=1
β+j
 t
t0

s<tk<t
(1+ αk)e−
 t
s α(σ)dσds, t ≥ t0.
Notice that−1 ≤ αk ≤ 0, we have
x(t) ≤ x(t0)e−α−(t−t0) + k2

t0<tk<t
e−
 t
tk
α(s)ds +
m
j=1
β+j
 t
t0
e−α
−(t−s)ds, t ≥ t0.
Since infk∈N tk+1 − tk = θ > 0, we get
lim
t→∞ sup

t0<tk<t
e−
 t
tk
α(s)ds ≤ lim
t→∞ sup

k≥1
e−
 t
tk
α(s)ds
≤ lim
t→∞ sup

e−
 t2
t1
α(s)ds + e−
 t4
t2
α(s)ds + e−
 t6
t3
α(s)ds + · · ·
≤ lim
t→∞ sup

e−α
−θ + e−2α−θ + e−3α−θ + e−4α−θ + · · ·
≤ e−α−θ/(1− e−α−θ ).
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Therefore, we have
lim
t→∞ sup x(t) ≤
m
j=1
β+j
 t
t0
e−α
−(t−s)ds+ k2e
−α−θ
1− e−α−θ ≤
m
j=1
β+j
α−
+ k2e
−α−θ
1− e−α−θ = M.
Next, we showm ≤ limt→∞ inf x(t). Firstly,
x(t+k ) = (1+ αk)x(tk)+ νk ≥ k1 ≥ m.
We can assert that there must exists T > 0 such that for any t > T , x(t) ≥ m. If the assert isn’t true, that is, for any T , there
exist t > T such that x(t) < m. Since x(t+k ) ≥ m, there must exists sufficiently large t∗, t∗ ≠ tk such that x(t∗) = m and
x′(t) < 0, t ∈ U(t∗). Since limt→∞ sup x(t) ≤ M , x(t∗ − τj(t∗)) ≤ M , we get
x′(t∗) = −α(t∗)x(t∗)+
m
j=1
βj(t∗)e−γj(t
∗)x(t∗−τj(t∗)) ≥ −α+m+Σmj=1β−j e−r
+
j M ≥ 0,
this leads to a contradiction. The proof is completed. 
It follows from Lemma 2.3 that we immediately have
Theorem 2.4. System (1.1) is uniformly persistent, provided α− > 0.
Proof. Suppose x(t) is any positive solution of system (1.1) with initial conditions (2.1), by Lemma 2.3, we have
m ≤ lim
t→∞ inf x(t) ≤ limt→∞ sup x(t) ≤ M.
SetD = {x(t) : m ≤ x(t) ≤ M}, thenD is a bounded compact regionwhichhas positive distance fromcoordinate hyperplane.
By Lemma 2.3, we know that any positive solution of system (1.1) with initial conditions (2.1) eventually enters and remains
in the region D. The proof is completed. 
Remark. As mentioned in [15], from applications point of view, permanence guarantees the long term survival of mature
cells. Theorem 2.4 imply that if α(t), the probability of death of a red blood cell satisfying α− = inft∈R α(t) > 0, thenmature
cells can survive for a long term. This result is new.
Nowwe are in the position to discuss the global exponential stability of system (1.1). The methods used here are similar
with the methods used in [10].
Theorem 2.5. If
m
j=1 β+j γ
+
j
α− < 1, then system (1.1) is global exponentially stable.
Proof. Let x(t, φ) and x(t, ϕ) be two arbitrary solutions of system (1.1) with initial conditions (2.1), define y(t) = x(t, φ)−
x(t, ϕ), then y(t) satisfiesy
′(t) = −α(t)y(t)+
m
j=1
βj(t)(e−γj(t)x(t−τj(t),φ) − e−γj(t)x(t−τj(t),ϕ)), t ≠ tk
∆y(tk) = αky(tk), k = 1, 2, . . . .
(2.2)
Since
m
j=1
β+j γ
+
j < α
−,
there must exists λ > 0 such that
m
j=1
β+j γ
+
j e
λh − α− + λ = −η < 0.
Define
V (t) = |y(t)|eλt .
For any tk, k = 1, 2, . . . ,
V (t+k ) = |y(t+k )|eλtk ≤ V (tk). (2.3)
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For any t > t0, t ≠ tk, calculating the upper right derivative of V (t) along the solution y(t) of (2.2), we have
V ′(t) ≤ λeλt |y(t)| − α(t)eλt |y(t)| +
m
j=1
βj(t)|e−γj(t)x(t−τj(t),φ) − e−γj(t)x(t−τj(t),ϕ)|eλt
=

(λ− α(t))|y(t)| +
m
j=1
βj(t)|e−γj(t)x(t−τj(t),φ) − e−γj(t)x(t−τj(t),ϕ)|

eλt .
We claim that
V (t) = |y(t)|eλt ≤ eλt0 sup
t∈[t0−h,t0]
|φ(t)− ϕ(t)| := C, ∀ t > t0. (2.4)
If not, notice (2.3), there must exists t∗ > t0, t∗ ≠ tk such that V (t) ≤ C,∀t ∈ [t0− h, t∗], V (t∗) = C and V ′(t∗) ≥ 0, in fact
0 ≤ V ′(t∗) ≤ ((λ− α(t∗))|y(t∗)| +
m
j=1
βj(t∗)|e−γj(t∗)x(t∗−τj(t∗),φ) − e−γj(t∗)x(t∗−τj(t∗),ϕ)|)eλt∗
≤ (λ− α(t∗))C +
m
j=1
β+j γ
+
j |y(t∗ − τj(t∗))|eλ(t
∗−τj(t∗))eλτj(t
∗)
≤ (λ− α−)C +
m
j=1
β+j γ
+
j Ce
λh < 0.
This leads to a contradiction. Therefore, (2.4) holds. This implies the solution of system (1.1) is global exponentially stable.
The proof is completed. 
In this section, we firstly prove that system (1.1) is uniformly persistent, and then, some sufficient conditions for global
exponentially stable of the system is given. To the author’s best knowledge, there is no published paper considering the
uniform permanence of system (1.1).
3. Periodic solution of periodic system
In this section, we investigate the existence of periodic solution of system (1.1). Throughout this section, the following
hypothesis will be used.
(H31) The functions α(t), βj(t), γj(t), τj(t) are continuous and ω-periodic, j = 1, . . .m;
(H32) There exists positive integer q such that αk+q = αk, νk+q = νk and tk+q = tk + ω;
(H33) There exists 0 < k0 < k1 such that
k0q ω
0 α(t)dt−
q
k=1 αk
> 3
m
j=1
 ω
0 βj(t)dt + 3k2q.
Conditions (H31) and (H32) means the differential system and the impulsive perturbations are both ω-periodic. q-
impulsive perturbations are done on the system periodically in each time interval with length of the periodic ω. We can
always redefine the moment t = 0, if necessary, such that t = 0 and t = ω are not impulsive moments.
In this section, by employing Mawhin’s continuation theorem, we investigate the existence of strictly positive periodic
solution of system (1.1). To do so, we need to make some preparations.
Let X and Z be real Banach spaces, L : domL ⊂ X → Z be a linear mapping, N : X → Z be a continuous mapping. L is
called a Fredholm mapping of index zero if dimKerL = codimImL < ∞ and ImL is close in Z . If L is a Fredholm mapping of
index zero, there are continuous projects P : X → X,Q : Z → Z such that ImP = KerL, ImL = KerQ = Im(I−Q ). It follows
that L|domL ∩ KerP : (I − P)X → ImL is invertible. We denote the inverse of that map by Kp. If Ω is an open subset of X ,
the mapping N will be called L−compact on Ω if QN(Ω¯) is bounded and Kp(I − Q )N : Ω¯ → X is compact. Since ImQ is
isomorphic to KerL, there exist isomorphisms J : ImQ → KerL. The following result is proved in [18].
Lemma 3.1. [Continuous Theorem] Let Ω ⊂ X be an open bounded set, let L be a Fredholm mapping of index zero and N be L−
compact on Ω¯ . Assume
(1) For each λ ∈ (0, 1), every solution x of Lx = λNx is such that x ∉ ∂Ω;
(2) For each x ∈ KerL ∩ ∂Ω,QNx ≠ 0;
(3) deg( JQN, KerL ∩Ω, 0) ≠ 0.
Then Lx = Nx has at least one solution in domL ∩ Ω¯.
Theorem 3.2. If conditions (H31)–(H33) hold, then system (1.1) has at least one strictly positive ω-periodic solution.
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Proof. Since system (1.1) is periodic system, in order to use Mawhin’s continuous theorem of coincidence degree theory to
establish the existence of periodic solution for system (1.1), we take
C (j)[0, ω; t1, t2, . . . , tq] = {x|x : [0, ω] → R, x(j) exists everywhere except tk, x(j)(t+k ), x(j)(t−k )
exist and x(j)(tk) = x(j)(t−k ), x(0) = x(ω)},
X = {x|x ∈ C[0, ω; t1, t2, . . . , tq], x(0) = x(ω), x(t+k ), x(t−k )exist, x(t−k ) = x(tk), k = 1, 2, . . . q} with norm ∥x∥ =
supt∈[0,ω] |x(t)|, X is a Banach space. Take Z = X × Rq with norm ∥z∥ = ∥x∥ + ∥a∥1, where x ∈ X, a ∈ Rq, ∥ · ∥1 is
any norm of Rq, Z is a Banach space. Let
L : domL ⊂ C (1)[0, ω; t1, t2, . . . , tq] ∩ X → Z, Lx(t) =

x′(t),∆x(t1),∆x(t2), . . .∆x(tq)

,
where∆x(tk) = x(t+k )− x(tk), k = 1, 2, . . . q,
N : X → Z,Nx(t) =

−α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−τj(t)), α1x(t1)+ ν1, . . . αqx(tq)+ νq

.
Obviously, KerL = {x = c ∈ R, t ∈ [0, ω]}, dimKerL = 1,
ImL =

(y, a1, a2, . . . aq)|(y, a1, a2, . . . aq) ∈ Z,
 w
0
y(t)dt +
q
i=1
ai = 0

,
ImL is closed in Z , dimKerL = codimImL = 1, hence, L is Fredholm mapping of index 0. Define
P : X → X, Px(t) = 1
ω
 ω
0
x(t)dt,
Q : Z → Z,Q (x(t), a1, a2, aq) =

1
ω
 ω
0
x(s)ds+ 1
ω
q
j=1
ai, 0, . . . , 0

,
it is easy to show that P and Q are continuous projectors such that
ImP = KerL, KerQ = ImL = Im(I − Q ).
The inverse Kp : ImL → KerP ∩ DomL of Lp has the form
Kp(x(t), a1, . . . , aq) =
 t
0
x(s)ds+

0<ti<t
ai − 1
ω
 ω
0
 t
0
x(s)dsdt −
q
k=1
ak,
then
QNx(t) = 1
ω
 ω
0

−α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−τj(t))

dt + 1
ω
q
k=1

αkx(tk)+ νk

,
Kp(I − Q )Nx(t) = Kp

x1(t)− 1
ω
 ω
0
x1(s)ds− 1
ω
q
i=1
ai, a1, a2, . . . , aq

=
 t
0
x1(s)ds−

t
ω
− 1
2
 ω
0
x1(s)ds− 1
ω
 ω
0
 t
0
x1(s)dsdt
−

t
ω
+ 1
2
 q
k=1
ak +

0<ti<t
ak
where x1(t) = −α(t)x(t) +mj=1 βj(t)e−γj(t)x(t−τj(t)), ai = αix(ti) + νi, i = 1, 2, . . . q. Clearly, QN and Kp(I − Q )N are
continuous. For any bounded open subsetΩ ⊂ X , QN(Ω¯) is bounded, moreover, applying the Arzela–Ascoli theorem, it is
not difficult to show that Kp(I − Q )N(Ω¯) are relatively compact. Therefore, N is L-compact on X for any open bounded set
Ω . Define the isomorphism:
J : ImQ → KerL, J(b, 0, . . . , 0) = b.
In the following, we will search an appropriate bounded open subsetΩ for the application of the continuation theorem.
Corresponding to the equation Lx = λNx, λ ∈ (0, 1), we havex
′(t) = λ

−α(t)x(t)+
m
j=1
βj(t)e−γj(t)x(t−τj(t))

, t ≠ tk,
∆x(tk) = λ

αkx(tk)+ νk

, k = 1, 2, . . . , q.
(3.1)
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Suppose that x ∈ X is a solution of system (3.1) for some λ ∈ (0, 1). Integrating (3.1) over the interval [0, ω], we obtain ω
0
α(t)x(t)dt =
q
k=1

αkx(tk)+ νk
+  ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt. (3.2)
Notice Eq. (3.2) and αk ≤ 0, we get ω
0
α(t)x(t)dt ≤
 ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt +
q
k=1
νk
≤
m
j=1
 ω
0
βj(t)dt + k2q. (3.3)
Since e−x > 0, from (3.2) we obtain ω
0
α(t)x(t)dt ≥
q
k=1

αkx(tk)+ νk

.
Since x(t) is continuous in t, t ≠ tk, x(t+k ), x(t−k ) exist and x(t−k ) = x(tk), then there must exist ξ ′ and η′, ξ ′, η′ ∈ [0, ω] such
that x(ξ ′+) = inft∈[0,ω] x(t), x(η′+) = supt∈[0,ω] x(t). Combining (3.3) and (3.4),we can assert that there exist ξ ∈ [0, ω], ξ ≠
tk, η ∈ [0, ω], η ≠ tk, k = 1, ..q and 0 < k0 < k1 such that
x(ξ) <
m
j=1
 ω
0 βj(t)dt + k2q ω
0 α(t)dt
+ k2q,
x(η) >
k0q ω
0 α(t)dt −
q
k=1
αk
.
It follows from (3.1) and (3.2) that we have ω
0
|x′(t)|dt =
 ω
0
λ−α(t)x(t)+ m
j=1
βj(t)e−γj(t)x(t−τj(t))
 dt
≤
 ω
0
α(t)x(t)dt +
 ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt
=
q
k=1

αkx(tk)+ νk
+ 2  ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt
≤ 2
m
j=1
 ω
0
βj(t)dt +
q
k=1
νk
≤ 2
m
j=1
 ω
0
βj(t)dt + k2q.
Since
q
k=1
αkx(tk) =
 ω
0
α(t)x(t)dt −
 ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt −
q
k=1
νk,
q
k=1
αkx(tk) ≥ −
 ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt −
q
k=1
νk ≥ −
m
j=1
 ω
0
βj(t)dt − k2q.
Notice that for any t, s ∈ [0, ω], t ≠ tk, s ≠ tk, k = 1, . . . q,we have t
s
x′(u)du = x(t)− x(s)− (+)

s<tk<t (t<tk<s)
∆x(tk),
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therefore, for any t ∈ [0, ω], t ≠ tk
|x(t)| ≤ |x(ξ)| +
 ω
0
|x′(s)|ds+
q
k=1
|∆x(tk)|
≤ |x(ξ)| +
 ω
0
|x′(s)|ds+
q
k=1
|αkx(tk)| + k2q
<
m
j=1
 ω
0 βj(t)dt + k2q ω
0 α(t)dt
+ 3
m
j=1
 ω
0
βj(t)dt + 3k2q,
since x(t) is left continuous, for any t ∈ [0, ω], we obtain
|x(t)| ≤
m
j=1
 ω
0 βj(t)dt + k2q ω
0 α(t)dt
+ 3
m
j=1
 ω
0
βj(t)dt + 3k2q.
Similarly, for any t ∈ [0, ω], t ≠ tk,
|x(t)| ≥ |x(η)| −
 ω
0
|x′(s)|ds−
q
k=1
|∆x(tk)|
≥ |x(η)| −
 ω
0
|x′(s)|ds+
q
k=1
αkx(tk)−
q
k=1
νk
>
k0q ω
0 α(t)dt −
q
k=1
αk
− 3
m
j=1
 ω
0
βj(t)dt − 3k2q,
since x(t) is left continuous, combining condition (H33), for any t ∈ [0, ω], we obtain
|x(t)| ≥ k0q ω
0 α(t)dt −
q
k=1
αk
− 3
m
j=1
 ω
0
βj(t)dt − 3k2q > 0.
Now we takeΩ = {x ∈ X, B2 − δ < ∥x∥ < B1}, where δ is a number and B2 > δ > 0,
B1 =

m
j=1
 ω
0
βj(t)dt + k2q
 ω
0
α(t)dt + 4
m
j=1
 ω
0
βj(t)dt + 4k2q,
B2 = k0q
 ω
0
α(t)dt −
q
k=1
αk

− 3
m
j=1
 ω
0
βj(t)dt − 3k2q.
Obviously,Ω is an open bounded set and for each λ ∈ (0, 1), x ∈ ∂Ω, Lx ≠ λNx, that is, the condition (1) in Lemma 3.1 is
satisfied. When x ∈ KerL ∩ ∂Ω , x is a constant with ∥x∥ = B1 or ∥x∥ = B2 − δ, and
QNx = Q

−α(t)x+
m
j=1
βj(t)e−γj(t)x, α1x+ ν1, . . . , αqx+ νq

=

1
ω
 ω
0

−α(t)x+
m
j=1
βj(t)e−γj(t)x

dt + 1
ω
q
k=1
(αkx+ νk), 0, . . . , 0

,
JQNx = 1
ω
 ω
0

−α(t)x+
m
j=1
βj(t)e−γj(t)x

dt + 1
ω
q
k=1
(αkx+ νk).
For each λ ∈ [0, 1], x ∈ domL, define
ωφ(x, λ) =
 ω
0
−α(t)x(t)dt +
q
k=1
νk +
q
k=1
αkx(tk)+ λ
 ω
0
m
j=1
βj(t)e−γj(t)x(t−τj(t))dt,
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we assert that for each x ∈ ∂Ω ∩ KerL, λ ∈ [0, 1], φ(x, λ) ≠ 0. If not, suppose there exist x ∈ ∂Ω ∩ KerL, λ ∈ [0, 1] such
that φ(x, λ) = 0, i.e.,
x
 ω
0
α(t)dt = λ
m
j=1
 ω
0
βj(t)e−γj(t)xdt +
q
k=1
αkx+
q
k=1
νk (3.4)
since x is constant, satisfy Eq. (3.4), if x < 0,
x
 ω
0
α(t)dt ≤ 0, λ
m
j=1
 ω
0
βj(t)e−γj(t)xdt +
q
k=1
αkx+
q
k=1
νk > 0,
this leads to a contradiction; if x > 0, one obtains
k1q
 ω
0
α(t)dt −
q
k=1
αk

≤ |x| ≤

m
j=1
 ω
0
βj(t)dt + k2q
 ω
0
α(t)dt,
this inequality is contrary with x ∈ ∂Ω ∩ KerL, the assertion holds. Hence, the condition (2) in Lemma 3.1 can be satisfied.
Sinceφ(x, λ) is continuouswith respect to x and λ,φ(x, λ) ≠ 0 for each x ∈ ∂Ω∩KerL, λ ∈ [0, 1], by using the invariance
property of topological degree by homotopy (see [18]), we get
deg(JQNx,Ω ∩ KerL, 0) = deg(φ(x, 1),Ω ∩ KerL, 0) = deg(φ(x, 0),Ω ∩ KerL, 0)
= deg

−x
ω
 ω
0
α(t)dt −
q
k=1
αk

+
q
k=1
νk
ω
,Ω ∩ KerL, 0

= −1 ≠ 0.
Therefore, the condition (3) in Lemma 3.1 can be satisfied. By Lemma 3.1, system (1.1) has at least one strictly positive
ω-periodic solution. 
Remark. In this section, we consider the existence of strictly positive periodic solution of more general impulsive
Lasota–Wazewska model, and to our best knowledge, Mawhin’s continuation theorem has not been applied to study the
existence of periodic solution for system (1.1) so far.
4. Almost periodic solution of almost periodic system
In this section, we investigate the almost periodic solution of system (1.1). Since the solutions of system (1.1) are
piecewise continuous functions, we adopt the following definitions for almost periodicity, which was used in [16,17].
For T ∈ B, T ∗ ∈ B = {{tk} : tk > 0, tk < tk+1, k ∈ N}—the set of all sequences unbounded and strictly increasing with
distance ρ({tk}, {t ′k}) = infi∈Z {|ti − t ′i |}, s(T ∪ T ∗) : B → B be a map such that the set s(T ∪ T ∗) forms a strictly increasing
sequence; and if I ⊂ R and ε ∈ R, θε(I) = {t + ε, t ∈ I}, Fε(I) = ∩{θε(I)}.
By φ, φ = (φ(t), T ) we denote the element from the space PC × B, and for every sequence of real number {an}, n =
1, 2, . . . , θanφ denote the sets {φ(t + an), T − an} ⊂ PC × B, where T − an = {tk − an, k, n ∈ N}.
Definition 4.1. The set of sequences {t jk}, t jk = tk+j − tk, k, j ∈ N, {tk} ∈ B is said to be equipotentially almost periodic if for
any ε > 0 there exists a relatively dense set of ε-almost periods common for any sequences.
Lemma 4.2. The set of sequences {t jk} is equipotentially almost periodic if and only if from each infinite sequence of shift{tk − αn}, k ∈ N, n = 1, 2, . . . , αn ∈ R, we can choose a subsequence, converging in B.
Definition 4.3. The sequence {φn}, φn = (φn(t), Tn) ∈ PC × B is convergent to φ, φ = (φ(t), T ) ∈ PC × B if and only if for
any ε > 0 there exists n0 > 0 such that for n > n0
ρ(T , Tn) < ε, |φn(t)− φ(t)| < ε
for any t ∈ R \ Fε(s(Tn ∪ T )).
Definition 4.4. The function φ ∈ PC is said to be almost periodic with points of discontinuity of the first kind from the set T
if for every sequence of real numbers {α′m} there exists a subsequence {αn}, αn = α′mn such that θαnφ is compact in PC × B.
In our subsequent analysis, the following hypothesis will be used.
(H41) The function α(t) is continuous and positive almost periodic in the sense of Bohr, βj(t), γj(t) are continuous almost
periodic in the sense of Bohr, j = 1, . . .m;
(H42) τj(t) are almost periodic in the sense of Bohr, j = 1, . . .m, and t − τj(t) are strictly monotone functions;
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(H43) {tk} is equipotentially almost periodic sequence, 0 < θ = infk∈N(tk+1 − tk) ≤ supk∈N(tk+1 − tk) = c; {αk}, {νk} are
almost periodic sequences and there exists 0 ≤ θ1 < 1 such that−1 < −θ1 ≤ αk ≤ 0;
(H44)
m
j=1 β+j γ
+
j
α− < 1.
Let the assumptions (H41)–(H43) be fulfilled and {a′m} be an arbitrary sequence of real numbers. Then there exists a
subsequence {an}, an = a′mn , such that the sequences α(t+ an), βj(t+ an), γj(t+ an), τj(t+ an) are convergent uniformly to
the functions αa(t), βaj (t), γ
a
j (t), τ
a
j (t) and the set of sequences {tk− an}, k ∈ N , is convergent to the sequence tak uniformly
with respect to k ∈ N as n →∞. By {kni}we denote the sequence of integers such that the subsequence {tkni } is convergent
to the sequence tαk uniformly with respect to k ∈ N as i → ∞. From (H43) it follows that there exists a subsequence of
the sequence {kni} such that the sequences {αkni } and {νkni } are convergent uniformly to the limits denoted by αak and νak ,
respectively. Then for every sequence {a′m} the system (1.1) moving to the systemx
′(t) = −αa(t)x(t)+
m
j=1
βaj (t)e
−γ aj (t)x(t−τ aj (t)), t ≠ tak
∆x(tak ) = αakx(tak )+ νak , k = 1, 2, . . . .
(4.1)
Before studying the existence of almost periodic solution of system (1.1), we firstly consider system (4.1)-hull equation of
system (1.1). Similarly to the Lemma 3.1 in [17], we can obtain
Lemma 4.5. Let the following conditions hold:
1. The conditions (H41)–(H43) are satisfied;
2. {a′m} is an arbitrary sequence of real numbers;
3. For the systems (4.1) there exist unique strictly positive solutions.
Then the system (1.1) has a unique strictly positive almost periodic solution.
Lemma 4.5 implied that in order to obtain the existence of unique strictly positive almost periodic solution for system (1.1)
we only need to prove that there exist unique strictly positive solutions for systems (4.1).
Lemma 4.6. If conditions (H41)–(H44) hold, then system (4.1) has unique strictly positive solution.
Proof. Let D = {ϕ, ϕ ∈ PC,M1 ≤ ϕ(t) ≤ M2, the discontinuity points of ϕ are tak , ϕ(ta−k ), ϕ(ta+k ) exist, ϕ(tak ) = ϕ(ta−k )},
where M1 = e−α+cθ1k1 > 0, M2 = mj=1 β+jα− + k2e−α−θ1−e−α−θ . For each ϕ ∈ D, ∥ϕ∥ = sup |ϕ(t)|, then D is a Banach space.
F : D → D is an operator satisfying
F(ϕ)(t) =
 t
−∞
Y a(t, s)

m
j=1
βaj (s)e
−γ aj (s)ϕ(s−τ aj (s))

ds+

t>tak
Y a(t, tak )ν
a
k ,
where
Y a(t, s) =

e−
 t
s α
a(r)dr , tak−1 < s ≤ t ≤ tak ,
k
i=m
(1+ αai )e−
 t
s α
a(r)dr , tam−1 < s ≤ tam < tak < t ≤ tak+1.
Since t − τj(t) are continuous and strictly monotone functions, t − τ aj (t) are continuous and monotone functions,
e−γ
a
j (s)ϕ(s−τ aj (s)) are integral in any finite interval, notice the formof Y a(t, s), we can get that F iswell-defined. In the following,
we firstly prove that F is a self-mapping from D to D, and then, F is a contraction mapping. Since condition (H43) holds, for
any t , suppose t > tam > t
a
m−1,m ∈ N ,
F(ϕ)(t) ≥ Y a(t, tam)(1+ αam)k1 > e−α
+(t−tam)θ1k1 > e−α
+cθ1k1 = M1 > 0,
on the other hand,
F(ϕ)(t) ≤
 t
−∞
Y a(t, s)
m
j=1
βaj (s)ds+

t>tak
Y a(t, tak )k2
≤
m
j=1
 t
−∞
e−α
−(t−s)β+j ds+

t>tak
e−α
−(t−tak )k2
≤
m
j=1
β+j
α−
+ k2e
−α−θ
1− e−α−θ = M2,
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thus, F is a self-mapping from D to D. Next, we will prove that F is a contraction mapping. For any ψ ∈ D, ϕ ∈ D, since
ex − ey = eξ (x− y) ≤ (x− y), for any x < 0, y < 0, we have
∥F(ϕ)− F(ψ)∥ ≤ sup
t∈R
 t
−∞
Y a(t, s) m
j=1
β+j (e
−γ aj (s)ψ(s−τ aj (s)) − e−γ aj (s)ϕ(s−τ aj (s)))
 ds
≤ sup
t∈R
 t
−∞
|Y a(t, s)|ds
m
j=1
β+j γ
+
j ∥ψ − ϕ∥ ≤
m
j=1
β+j γ
+
j
α−
∥ψ − ϕ∥.
Since
m
j=1 β+j γ
+
j
α− < 1, then F is a contraction mapping from D to D, by contraction mapping principle, we get unique fixed
point x ∈ D of mapping F , x is the unique strictly positive solution of system (4.1). 
It follow from Lemmas 4.5 and 4.6, and Theorem 2.5, we immediately get that.
Theorem 4.7. If conditions (H41)–(H44) hold, then system (1.1) has a unique strictly positive almost periodic solution. Besides,
any solution of system (1.1) converges exponentially to the almost periodic solution as t →+∞.
In fact, Stamov [11] also analyzes the existence and uniqueness of almost periodic solution for impulsive Lasota–Wazewska
model by using contraction mapping principle. In there,
Firstly, Stamov [11] deals with the existence and uniqueness of almost periodic solution. Due to the biological
interpretation, only positive solutions are meaningful. In this paper, we consider the existence and uniqueness of strictly
positive almost periodic solution for system (1.1).
Secondly, the delay in the model studied in [11] is constant not function. If the delay in there is function, contraction
mapping principle used in [11]may notwork. Specifically, if the delay is function,while using contractionmapping principle,
themappingmay be not a self-mapping. Since if f is almost periodic in sense of Bohr, g is almost periodic, g(t− f (t))may be
not an almost periodic function. In this paper,we consider hull equation of impulsive almost periodic system, use contraction
mapping principle for the hull equation. In fact, when f (t) is continuous, g(t) is piecewise continuous, proving g(t − f (t))
is piecewise continuous is easier than proving g(t − f (t)) is almost periodic, when f is almost periodic in sense of Bohr, g is
almost periodic.
5. Examples
In this section, we present two examples to demonstrate the results obtained in previous sections.
Example 1. Consider the following impulsive Lasota–Wazewska model with multiple time-varying delays
x′(t) = −(10+ cos2 t)x(t)+ (1+ | sin√2t|)e−((1+| sin
√
3t|))x(t−esin 15 t )
+(1+ | cos√2t|)e−((1+| cos
√
3t|))x(t−ecos 15 t ), t ≠ 2k,
∆x(2k) = −1
2
x(2k)+ 1
2
, k = 1, 2, . . . .
(5.1)
Obviously,
α− = 10, α+ = 11, β+j = γ+j = 2, β−j = γ−j = 1, j = 1, 2, θ = c = 2,
τ ′j < 1, h = max1≤j≤2

sup
t∈R
τj(t)

= e1 > 0,
2
j=1
β+j γ
+
j = 8 < 10 = α−.
These imply that the impulsive Lasota–Wazewska model (5.1) satisfies conditions mentioned in Sections 1, 2 and 4. From
Theorems 2.4 and 2.5, we know that system (5.1) is uniformly persistent, and global exponential stability. FromTheorem4.7,
we know that system (5.1) has unique strictly positive almost periodic solution. Besides, any solution of system (5.1)
converges exponentially to the almost periodic solution as t →+∞.
Example 2. Consider the following impulsive Lasota–Wazewska model with multiple time-varying delays
x′(t) = − π
20
| cosπ t|x(t)+ π
80
| cosπ t|e−| cosπ t|x(t−| cosπ t|)
+ π
80
| sinπ t|e−| sinπ t|x(t−| sinπ t|), t ≠ 2k− 1
2
,
∆x

2k− 1
2

= − 1
10
x

2k− 1
2

+ 1
8
, k = 1, 2, . . . .
(5.2)
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Obviously, α(t), βj(t), γj(t), τj(t) are continuous and 1-periodic, j = 1, 2. αk = − 110 , νk = 18 and tk+1 = tk + 1, h =
max1≤j≤2{supt∈R τj(t)} = 1 > 0,
 1
0 α(t)dt = 4
 1
0 βj(t)dt = 110 . It is easy to verify that there exists k1 > k0 = 325 such that
k0q ω
0 α(t)dt−
q
k=1 αk
= 35 > 3
m
j=1
 ω
0 βj(t)dt + 3k2q = 2140 .
Hence, the impulsive Lasota–Wazewska model (5.2) satisfies conditions (H31)–(H33), from Theorem 3.2, we know that
system (5.2) has at least one strictly positive 1-periodic solution.
Remark. In this paper, we study impulsive Lasota–Wazewska model with multiple time-varying delays. All results in [6–
11] and reference therein cannot be applied to prove that system (5.1) is uniformly persistent, global exponential stability,
has unique strictly positive almost periodic solution; they cannot be applied to prove that system (5.2) has at least one
strictly positive periodic solution, either. This implies that the results obtained in this paper are new and they complement
previously known results.
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