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Abstract
In this paper we study a novel spin chain with nearest-neighbors interactions depending on the sites
coordinates, which in some sense is intermediate between the Heisenberg chain and the spin chains of
Haldane–Shastry type. We show that when the number of spins is sufficiently large both the density of
sites and the strength of the interaction between consecutive spins follow the Gaussian law. We develop an
extension of the standard freezing trick argument that enables us to exactly compute a certain number of
eigenvalues and their corresponding eigenfunctions. The eigenvalues thus computed are all integers, and
in fact our numerical studies evidence that these are the only integer eigenvalues of the chain under con-
sideration. This fact suggests that this chain can be regarded as a finite-dimensional analog of the class of
quasi-exactly solvable Schrödinger operators, which has been extensively studied in the last two decades.
We have applied the method of moments to study some statistical properties of the chain’s spectrum, show-
ing in particular that the density of eigenvalues follows a Wigner-like law. Finally, we emphasize that, unlike
the original freezing trick, the extension thereof developed in this paper can be applied to spin chains whose
associated dynamical spin model is only quasi-exactly solvable.
© 2007 Elsevier B.V. All rights reserved.
PACS: 75.10.Pq; 03.65.Fd
Keywords: Spin chains; Quasi-exact solvability; Calogero–Sutherland models; Freezing trick
* Corresponding author.
E-mail address: artemio@fis.ucm.es (A. González-López).0550-3213/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.nuclphysb.2007.07.001
A. Enciso et al. / Nuclear Physics B 789 [FS] (2008) 452–482 4531. Introduction
Solvable spin chains have enjoyed a growing popularity in the last few years, due in part to
their novel applications to SUSY Yang–Mills and string theories [1–6]. The prime example of
such chains is the celebrated Heisenberg model describing N spins in a one-dimensional lattice
with isotropic nearest-neighbors interactions independent of the site. The Hamiltonian of the
model is given by [7]
(1)HHe =
∑
i
Si · Si+1,
where Si = (Sxi , Syi , Szi ) is the spin operator of the ith site, the sum runs from 1 to N (as al-
ways hereafter), and SN+1 = S1. As is well known, for spin 1/2 the model (1) can be exactly
solved using Bethe’s ansatz [8–10]. Several (partially) solvable generalizations of the Heisen-
berg chain (1) with short range interactions (at most between next to nearest neighbors) have
been subsequently proposed in the literature. These include, in particular, the family of chains
with arbitrary spin and nearest-neighbors interactions polynomial in Si ·Si+1 of Refs. [11,12], as
well as several models whose ground state can be written in terms of “valence bonds” [13,14].
A different type of solvable spin chain with long-range position-dependent couplings was
introduced independently by Haldane [15] and Shastry [16]. This chain describes a system of
N spins equally spaced on a circle, such that the strength of the interaction between each pair
of spins is inversely proportional to their chord distance. The motivation for introducing the HS
chain (2) was the fact that its exact ground state coincides with Gutzwiller’s variational wave
function for the Hubbard model [17–19] when the strength of the on-site interaction tends to
infinity. We shall write the Haldane–Shastry (HS) Hamiltonian as
(2)HHS = 12
∑
i<j
sin(ϑi − ϑj )−2(1 − Sij ), ϑi ≡ iπ
N
,
where Sij is the operator exchanging the ith and j th spins. Although the particles’ spin in the
original HS chain was assumed to be 1/2, one can more generally consider particles with n
internal degrees of freedom transforming under the fundamental representation of su(n). In this
case the spin permutation operators can be written in terms of the fundamental su(n) generators
Jαk at each site k (normalized so that tr(J αk J βk ) = 12δαβ ) as
Sij = 1
n
+ 2
n2−1∑
α=1
Jαi J
α
j .
Note that for spin 1/2 particles (n = 2), we have Si = (J 1i , J 2i , J 3i ).
The HS chain is naturally related to the scalar Sutherland model of AN type [20,21] and its
spin version introduced in Refs. [22–24]. In fact, Polychronakos [25] noted that the complete
integrability of the HS chain could be deduced from that of the spin Sutherland model by suit-
ably taking the strong coupling limit (the so-called “freezing trick”). Moreover, the latter author
applied this technique to construct an integrable spin chain related to the Calogero (rational)
model of AN type [26]. The Hamiltonian of this chain, usually referred to in the literature as the
Polychronakos–Frahm (PF) chain, reads
(3)HPF =
∑
(ζi − ζj )−2(1 − Sij ),
i<j
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potential of the Calogero spin model of AN type. In particular, the sites of the PF chain are not
equally spaced, unlike those of the HS chain. Indeed, it can be shown that the sites of the PF
chain are the zeros of the N th Hermite polynomial [27,28], which satisfy the system of algebraic
equations
(4)ζi =
∑
j =i
1
ζi − ζj , i = 1, . . . ,N.
It turns out that both the HS and the PF chains, featuring long-range position-dependent in-
teractions, can be solved in a more detailed and explicit way than the chains of Heisenberg type,
characterized by the short range and position independence of the interactions. For instance, the
partition function of the models (2) and (3) can be evaluated in closed form for arbitrary N using
the freezing trick [29,30], and its expression is relatively simple in both cases. The spectrum,
which consists of a set of integers (consecutive in the case of the PF chain), is highly degenerate
due to an underlying Yangian symmetry [31]. Moreover, it has been recently shown that even
for moderately large N the density of eigenvalues of the HS chain is Gaussian to a high degree
of approximation, and that the density of spacings between consecutive levels follows a simple
distribution different from the usual Poisson or Wigner laws [30]. In fact, there is strong evidence
that these results also hold for other spin chains of Haldane–Shastry type, as, e.g., the BCN or
the supersymmetric versions of the original HS chain [32,33].
In this paper we shall consider a novel type of spin chain, which in some sense is intermediate
between the Heisenberg and the Polychronakos–Frahm chains. Its Hamiltonian is obtained from
that of the PF chain (3)–(4) by retaining only nearest-neighbors interactions, namely
(5)H=
∑
i
(ξi − ξi+1)−2(1 − Si,i+1),
where the sites ξi are defined by restricting the sum in Eq. (4) to nearest neighbors:
(6)ξi = 1
ξi − ξi−1 +
1
ξi − ξi+1 , i = 1, . . . ,N.
In the previous equations we are identifying SN,N+1 with SN1, ξN+1 with ξ1 and ξ0 with ξN .
We shall see that the chain (5) possesses several remarkable properties, whose study is the
purpose of this paper. In the first place, the spin chain (5) is related along the lines of the freezing
trick to the spin dynamical model
(7)H = −
∑
i
∂2xi + a2r2 +
∑
i
2a2
(xi − xi−1)(xi − xi+1) +
∑
i
2a
(xi − xi+1)2 (a − Si,i+1),
where r2 =∑i x2i , a > 1/2, and we have identified x0 ≡ xN and xN+1 ≡ x1. We have shown in
our recent papers [34,35] that an infinite proper subset of the spectrum of the Hamiltonian (7)
can be computed in closed form, so that this model is quasi-exactly solvable (QES) [36–38]. The
Hamiltonian (7) is a spin version of the QES scalar model
(8)Hsc = H |Si,i+1→1
introduced in [39] by Auberson et al. In particular, it was shown in the latter reference that
(9)μ = e− a2 r2
∏
|xi − xi+1|a
i
A. Enciso et al. / Nuclear Physics B 789 [FS] (2008) 452–482 455is the ground state function of the model (8), with eigenvalue E0 = Na(2a + 1). We shall prove
that the sites ξi of the chain (5) are in fact the coordinates of the unique maximum of μ in the
domain
(10)C = {x ∈RN ∣∣ x1 < · · · < xN}.
By numerically solving Eq. (6), we shall see that for sufficiently large N the chain sites are nor-
mally distributed with zero mean and unit variance. We shall present a simple deduction of this
property based on the analysis of the continuous limit of the algebraic system (6) as N → ∞. As
a byproduct, we shall obtain an analytic formula providing a very accurate approximation to the
sites’ coordinates, valid even for moderately large values of N . Another nontrivial consequence
of this formula is the fact that for large N the strength of the coupling between the spins i and
i +1 as a function of their mean coordinate (ξi + ξi+1)/2 also follows the Gaussian law, but with
zero mean and variance 1/2.
The spectral properties of the spin chain Hamiltonian (5) are also remarkable. Indeed, by a
suitable modification of the freezing trick one can show that H possesses the eigenvalues 0,1,2
for arbitrary values of N and n, and exactly compute their corresponding eigenstates. Our nu-
merical simulations evidence that these energies are the three lowest ones, and that for spin 1/2
none of the remaining eigenvalues of H are integers.1 For n > 2, the spectrum of H also con-
tains the integer eigenvalue 3, which appears to be not the fourth but the fifth lowest energy. The
above properties suggest that the model (5) could be regarded as a quasi-exactly solvable chain,
in the sense that only a certain number of eigenvalues and their corresponding eigenvectors of
the Hamiltonian H can be computed in closed form.
We have also studied the distribution of energy levels of the chain (5) for a large number of
particles. Since the partition function of this chain is not known, we have performed a numerical
calculation of the density of levels using the methods of moments [40,41]. It turns out that,
in contrast with the typical behavior of spin chains of Haldane–Shastry type, the distribution of
levels clearly deviates from the Gaussian law. As an indication of the accuracy of the approximate
level density derived via the moments method, we have compared its mean and variance with
the exact values obtained by taking traces of suitable powers of the Hamiltonian. From this
discussion it also follows that for large N the mean and variance of the energy behave as N3 and
N5, respectively, just as for the trigonometric chains of HS type in Refs. [30,32].
The paper is organized as follows. In Section 2 we study the distributions of the chain sites
and the couplings, comparing the results obtained with those for the PF chain. Section 3, which
is the core of the paper, is devoted to the determination of the integer eigenvalues of the chain (5)
and their corresponding eigenstates. We also present in this section a detailed example for the
case of 5 particles of spin 1, which motivates a number of conjectures on the degeneracy of the
integer levels. In Section 4 we use the method of moments to approximately compute the density
of levels of the chainH, showing that it follows a Wigner-like law. Finally, in Section 5 we sum-
marize our conclusions and outline possible future developments. For the reader’s convenience,
in Appendix A we present some background material on the exact eigenfunctions of the spin dy-
namical model (7) used in Section 3, while in Appendix B we include an overview of the method
of moments.
1 As a matter of fact, the previous assertion does not hold for the cases N = 3 (for which the chain (5) reduces to the
PF chain, whose eigenvalues are known to be integers), and N = 4 (for which our numerical simulations indicate that
all the eigenvalues are also integers). Therefore, in the rest of the paper we shall exclude these special cases from our
discussion.
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We shall start this section by proving that the sites of the chain (5) are the coordinates of
the unique maximum in the domain (10) of the ground state function (9) of the scalar Hamil-
tonian (8). It is convenient to write the ground state as
μ = eaλ(x),
where
λ(x) =
∑
i
log |xi − xi+1| − r
2
2
has the same extrema as μ and is independent of a. Thus the equations (6) defining the chain
sites are just the conditions for ξ = (ξ1, . . . , ξN) to be a critical point of λ. The existence of a
maximum of λ in C is clear, since it is continuous in C and tends to −∞ both on its boundary
and as r → ∞. Uniqueness follows from the fact that the Hessian of λ is negative definite in C.
Indeed, by Gerschgorin’s theorem [42, 15.814], the eigenvalues of the Hessian of λ at x lie in the
union of the intervals[
∂2λ
∂x2i
− γi, ∂
2λ
∂x2i
+ γi
]
, where γi =
∑
j =i
∣∣∣∣ ∂
2λ
∂xi∂xj
∣∣∣∣.
Since
∂2λ
∂x2i
= −1 − (xi − xi+1)−2 − (xi − xi−1)−2,
∂2λ
∂xi∂xi±1
= (xi − xi±1)−2, ∂
2λ
∂xi∂xj
= 0 if j = i, i ± 1,
we have
∂2λ
∂x2i
+ γi = −1,
and thus all the eigenvalues of the Hessian of λ are strictly negative.
Since λ and C are invariant under the transformation
xi → −xN−i+1, i = 1, . . . ,N,
and λ has a unique maximum in C, it follows that
(11)ξi = −ξN−i+1,
so that the chain sites are symmetric about the origin. In particular, the center of mass of the spins
vanishes, i.e.,
(12)ξ¯ ≡ 1
N
∑
i
ξi = 0.
We have numerically solved equations (6) for the chain sites for up to 250 spins. Before
presenting our conclusions, a remark on the configuration of these sites is in order. The attentive
reader might have been surprised by our claim that the chain (5) features only nearest-neighbors
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interactions, in spite of the fact that the first spin interacts with the last one. We can avoid this
objection by regarding the site coordinate ξi as an arc length in a circle of radius 2ξN/π , see
Fig. 1. In this way the spins at the sites ξ1 and ξN are indeed nearest-neighbors and, moreover, the
strength of the interactions are inversely proportional to the squared distance between consecutive
spins, measured along the arc.
It is apparent from Fig. 1 (and also follows immediately from Eq. (6)) that the sites ξi are
not equally spaced. In fact, our computations show that for large values of N the sites ξi follow
with great accuracy a Gaussian distribution with zero mean and unit variance. More exactly, the
cumulative density of sites (normalized to unity)
(13)F(x) = N−1
∑
i
θ(x − ξi),
where θ is Heaviside’s step function, is approximately given by
(14)F(x) = 1
2
[
1 + erf(x/√2 )].
The agreement between the functions F and F is remarkably good for N  100 (see Fig. 2 for
the case N = 150) and increases steadily with N , e.g., the mean square error of the fit for 100,
150 and 200 spins are respectively 2.6 × 10−5, 1.1 × 10−5 and 7.9 × 10−6.
The fact that for large N the cumulative density of sites is well approximated by the Gaussian
law (14) can be justified by the following heuristic argument. Let x(t, u) be a smooth function
such that x(i,N) = ξi for i = 1, . . . ,N , and define the rescaled function y(s, ) = x(s/,1/).
By Eq. (6), the latter function must satisfy the relation
(15)1
y(s, )− y(s − , ) +
1
y(s, )− y(s + , ) = y(s, )
for  = 1/N 
 1 and s = 1
N
, 2
N
, . . . ,1. Let us now assume that Eq. (15) holds for all s ∈ R and
all  
 1. Writing
y(s, ) =
∞∑
k=0
yk(s)
k,
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spins.
and using the expansion
y(s, )− y(s ± , ) = ∓y′0(s) −
(
y′′0 (s)
2
± y′1(s)
)
2 +O(3)
the leading term in Eq. (15) yields the differential equation
y′′0 = y0y′20 .
The general solution of this equation is implicitly given by
(16)s = c0 + c1 erf
(
y0(s)/
√
2
)
.
Hence, up to terms of order  = 1/N , the cumulative distribution function of the chain sites
(normalized to unity) is approximated by the continuous function
F(x) = c0 + c1 erf
(
x/
√
2
)
.
The normalization conditions F(−∞) = 0 and F(∞) = 1 imply that c0 = c1 = 1/2, and thus
the empiric law (14) is recovered.
From Eq. (16) (with c0 = c1 = 1/2) it follows that the site ξk can be determined up to terms
of order 1/N by the formula
(17)ξk 
√
2 erf−1
(
2k −N
N
)
.
If the sites ξk were exactly given by the previous formula, they would satisfy the identity
erf
(
ξk/
√
2
)+ erf(ξN−k+1/√2 )= 2
N
,
which is clearly inconsistent with the exact relation (11). However, the slightly modified formula
(18)ξk 
√
2 erf−1
(
2k −N − 1)
N
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differs from (17) by a term of order 1/N and is fully consistent with the relation (11). Although
both (17) and (18) provide an excellent approximation to the chain sites for large N , the latter
equation is always more accurate than the former, and can be used to estimate ξk with remarkable
precision even for relatively low values of N , cf., Fig. 3.
It is also of interest to determine whether the position of the last spin tends to infinity as
N → ∞, since according to our interpretation of the chain’s geometry the number 2ξN/π is the
radius of the circle on which the spins lie. From Eq. (18) it follows that for large N the last spin’s
coordinate ξN is approximately given by
(19)ξN 
√
2 erf−1
(
1 − 1
N
)
,
so that ξN should diverge as N → ∞. Of course, this assertion should be taken with some cau-
tion, since in Eq. (18) the argument of the inverse error function is correct only up to terms of
order 1/N . In order to check the correctness of the approximation (19), we use the asymptotic
expansion of erf−1(u) for u → 1 in Ref. [43] to replace (19) by the simpler formula
(20)ξN 
√
2η − logη,
where
η = log
(
N√
π
)
.
As can be seen in Fig. 4, the approximate formula (20) qualitatively reproduces the growth of ξN
when N ranges from 100 to 250. A greater accuracy can be achieved by introducing an adjustable
parameter in Eq. (19) through the replacement 1/N → α/N , so that in Eq. (20) η becomes
(21)η = log
(
N
α
√
π
)
.
In Fig. 4, we have also plotted the law (20)–(21) with the optimal value α = 0.94, which is in
excellent agreement with the numerical values of ξN for N = 100,105, . . . ,250.
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The last property of the spin chain (5) that we shall analyze in this section is the dependence
of the coupling between neighboring spins on their mean coordinate. Calling
(22)hk = (ξk − ξk+1)−2, ξ¯k = ξk + ξk+12 ,
we shall now see that when N  100 the Gaussian law
(23)hk  N
2
2π
e−ξ¯2k
holds with remarkable precision, cf. Fig. 5. Indeed, if x = x(k) denotes the RHS of Eq. (18) we
have
2k = N erf
(
x√
2
)
+N + 1,
so that
(24)dx
dk
=
√
2π
N
e
1
2 x
2
is of order 1/N . Hence, up to terms of order 1/N we have
(25)
[
x
(
k − 1
2
)
− x
(
k + 1
2
)]−2

(
dx
dk
)−2
= N
2
2π
e−x2(k).
Since (up to terms of order 1/N2)
x(k)  1
2
[
x
(
k − 1
2
)
+ x
(
k + 1
2
)]
,
Eq. (23) follows from (25) replacing k by k + 1 .2
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N = 100 spins.
We shall finish this section with a brief comparison of the previous properties with those of
the PF chain (3). For large N , the density of sites of the PF chain (normalized to unity), that is the
density of zeros of the N th Hermite polynomial, is asymptotically given by the circular law [44]
(26)ρN(x) = 1
πN
√
2N − x2.
The last site ζN of the PF chain grows with N much faster than the corresponding site ξN of the
chain (5), for the largest zero of the N th Hermite polynomial behaves as √2N +O(N−1/6); see,
e.g., [45]. Finally, in contrast with the PF chain, the polynomials determined for each N  2 by
the corresponding sites ξi of the chain (5) do not form an orthogonal family. In other words, the
polynomials
(27)p(N)(z) ≡
∏
i
(z − ξi)
do not satisfy a three-term recursion relation of the form
p(N+1)(z) = zp(N)(z)− aNp(N−1)(z),
as it can be verified using the explicit expressions
p(2)(z) = z2 − 1, p(3)(z) = z3 − 3z
2
, p(4)(z) = z4 − 2z2 + 1
4
.
3. Quasi-exact solvability of the spin chain
In this section we shall see that the spin chain (5) and the spin dynamical model (7) are related
via a slight modification of the usual freezing trick mechanism. We shall exploit this connection
to compute in closed form some eigenstates ofH with integer energy, for any number of particles
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ization of H for small values of N and n. The numerical computations strongly suggest that the
exact states derived in this section exhaust all the eigenstates of the chain (5) with integer energy.
We shall use in what follows the decomposition
(28)H = Hsc + 2ah(x),
where
(29)h(x) =
∑
i
(xi − xi+1)−2(1 − Si,i+1).
It shall also be convenient to write the scalar Hamiltonian (8) as
(30)Hsc = −
∑
i
∂2xi + a2U(x)− aV (x),
where the scalar potentials U and V are respectively given by
(31)U(x) = r2 +
∑
i
2
(xi − xi+1)2 +
∑
i
2
(xi − xi−1)(xi − xi+1) ,
(32)V (x) =
∑
i
2
(xi − xi+1)2 .
From Eq. (30) it follows that for large a the low-lying eigenfunctions of Hsc concentrate at
absolute minima of the potential U in the domain (10) and their energies satisfy [46,47]
E = a2 min
x∈C U(x)+O(a).
By comparison with the exact results for the ground state (9), one concludes that ξ is an absolute
minimum of U and U(ξ) = 2N . This condition has been used in the previous section to check
the accuracy of the numerical solution of the sites equations (6) for large values of N .
There are two main limitations which prevent the use of the standard freezing trick argument
[29,32] for computing the spectrum of the spin chain (5). The first one is the requirement that ξ
be the unique minimum of the potential U in the domain C. Although our numerical calculations
suggest that this is indeed the case, we have not been able to provide a rigorous proof of this
fact. The second limitation, which is more fundamental, is the fact that the dynamical models H
and Hsc are only quasi-exactly solvable. Let us briefly recall the basics of the usual freezing trick
method in order to understand why the full knowledge of the spectra of H and Hsc is essential
for its application. Indeed, if the potential U has an unique minimum ξ in C, for sufficiently
large a all the eigenfunctions of Hsc are sharply peaked around this point. Thus, if ψ(x) is an
eigenfunction of Hsc with energy Esc and |σ 〉 is an eigenstate of the chain H with eigenvalue E ,
for a  1 we have
h(x)ψ(x)|σ 〉  ψ(x)h(ξ)|σ 〉 ≡ ψ(x)H|σ 〉 = Eψ(x)|σ 〉.
By Eq. (28), the state ψ(x)|σ 〉 is then an approximate eigenfunction of H with eigenvalue
(33)E  Esc + 2aE .
In other words, the Hamiltonian (7) is approximately diagonal in a basis of the form {ψi(x)|σj 〉},
where {ψi(x)} is a basis of eigenfunctions of Hsc and {|σj 〉} is a basis of eigenstates of H.
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a priori which pairs of eigenvalues of H and Hsc yield an approximate eigenvalue (E−Esc)/(2a)
of H. However, using Eq. (33) one can easily express the partition function Z of the spin chain
H in terms of the partition functions Z and Zsc of H and Hsc, respectively, via the formula
(34)Z(T ) = lim
a→∞
Z(2aT )
Zsc(2aT )
.
The latter formula, which is the key result behind the standard freezing trick approach, cannot be
used to compute the spectrum of the spin chain H unless the whole spectrum of both H and Hsc
is known.
In spite of the above limitations, we shall see in this section that it is still possible to compute a
number of eigenstates of the spin chain (5) from some of the families of spin eigenfunctions of the
model (7) constructed in Ref. [35]. More precisely, we will show that certain linear combinations
of these eigenfunctions factorize as the product of the ground state of the scalar model (8) times
a spin function, whose limit as a → ∞ is an eigenstate of the spin chain Hamiltonian H.
Let us begin by introducing some preliminary notation. Let Σ be the space of internal degrees
of freedom of N particles with su(n) spin, and denote the elements of its canonical basis by
|s1 . . . sN 〉, where si = −M,−M + 1, . . . ,M and M = (n− 1)/2. Let Λ be the total symmetrizer
under particle permutations, that is
Λ = 1
N !
N !∑
k=1
Πk,
where Πk denotes a permutation operator acting simultaneously on spatial coordinates and spins.
We shall consider in what follows the subspace Σ ′ ⊂ Σ of spin states |s〉 such that ∑i |si,i+1〉 is
symmetric, where |sij 〉 is defined by
(35)Λ(x1x2|s〉)=∑
i<j
xixj |sij 〉;
see Ref. [35] for a complete characterization of this subspace. Finally, given a state |s〉 ∈ Σ we
define the spin functions
(36)Φ(k)(x; |s〉)= Λ(xk1 |s〉) (k = 0,1,2), Φ˜(2)(x; |s〉)= Λ(x1x2|s〉),
(37)Φˆ(3)(x; |s〉)= Λ(x1x2(x1 − x2)|s〉).
We shall suppress one or both of the arguments of the above spin functions when appropriate.
We shall next present the basic result we have used to construct eigenstates of the chain (5) out
of the eigenfunctions of the dynamical spin model (7) in Appendix A. Recall that the energies of
these eigenfunctions are the numbers Elm = E0 + 2a(2l + m), where l and m are non-negative
integers and E0 is the ground state energy of the scalar model Hsc.
The key point in the ensuing argument is the fact that for large a the normalized ground state
μ0 = μ/‖μ‖ of Hsc, where μ is given by (9) and ‖μ‖2 =
∫
C
μ2, is sharply peaked around its
maximum ξ . Hence, if F(x) is a continuous spin-dependent function such that the integral of
μ20F over C is finite, the main contribution to this integral comes from a small ball centered at ξ ,
up to exponentially small terms. By the standard argument behind the proof of Laplace’s method,
it follows that
(38)lim
a→∞
∫
μ20F = F(ξ) lima→∞
∫
μ20 = F(ξ).C C
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Elm such that Φ(x;a) =∑ki=0 a−iΦi(x), with each Φi a polynomial in x. Denoting by
(f,F ) =
∫
C
f (x)F (x)dNx
the usual spin-valued inner product of a scalar function f (x) with a spin-valued function F(x),
from Eq. (28) we obtain
(39)Elm
(
μ20,Φ
)= Elm(μ0,Ψ ) = (μ0,HΨ ) = (μ0,HscΨ )+ 2a(μ0, hΨ ).
Since Hsc is self-adjoint and h is a matrix multiplication operator, the RHS of the previous
equation equals
(Hscμ0,μ0Φ)+ 2a
(
μ20, hΦ
)= E0(μ0,μ0Φ)+ 2a(μ20, hΦ)= (μ20, (E0 + 2ah)Φ).
From Eq. (39) it follows that
0 = (μ20, (h− 2l −m)Φ)=
k∑
i=0
a−i
(
μ20, (h− 2l −m)Φi
)
.
Taking the limit a → ∞, and using Eq. (38) and the fact that H= h(ξ), we finally obtain
(40)(H− 2l −m)Φ0(ξ) = 0.
Thus
(41)Φ0(ξ) = lim
a→∞Φ(ξ ;a)
is either zero or an eigenstate of the chain (5) with integer energy 2l +m.
We shall now see that the application of the previous method to the eigenfunctions (A.1)–
(A.5) of the dynamical model (7) listed in Appendix A yields the following types of eigenstates
of the chain (5):
(42a)ϕ0
(|s〉)= Φ(0)(|s〉) ≡ Λ|s〉,
(42b)ϕ1
(|s〉)= Φ(1)(ξ ; |s〉),
(42c)ϕ2
(|s〉)= Φ(2)(ξ ; |s〉)+ (N − 1)Φ˜(2)(ξ ; |s〉),
(42d)ϕ3
(|s〉)= Φˆ(3)(ξ ; |s〉)+ 2Φ(1)(ξ ; |s〉).
For the states (42c) |s〉 must belong to the subspace Σ ′ and be symmetric in the first two spins,
whereas for the states of type (42d) |s〉 should be antisymmetric under S12. In all cases, the
energy of the states ϕk(|s〉) is the integer k. We shall see in what follows that the states (42d) of
energy 3 only appear for spin M > 1/2 (n > 2).
Note, first of all, that Eq. (A.8) implies that ξ2 = N , since otherwise each eigenfunction Ψ (0)l0
(cf. Eq. (A.1)) would yield an eigenstate of the chain (5) with eigenvalue 2l for arbitrary l. (The
fact that ξ2 = N can also be established directly from Eq. (6) using the identity U(ξ) = 2N
for the scalar potential (31).) Hence we need only consider the eigenfunctions (A.1)–(A.5) with
l = 0. Moreover, from Eqs. (A.1)–(A.5) and (A.9) it follows that the eigenfunctions Ψ (0)0m , Ψ (2)0m
and Ψ˜ (2) (respectively Ψ (1) and Ψˆ (3)) vanish identically at x = ξ for odd (respectively even) m.0m 0m 0m
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Φ
(0)
0m(x) ≡ a−
m
2 μ−10 Ψ
(0)
0m −→a→∞
N
m
2(
m
2
)! x¯mΦ(0),
where Φ(0) is defined in (36). By Eq. (12), the RHS of the previous equation vanishes at x = ξ
unless m = 0. Thus the eigenfunctions (A.1) only yield the zero energy eigenstates (42a) of H
(when l = m = 0). Note that the fact that any symmetric spin state is an eigenstate of the chain
H with zero energy follows directly from Eq. (5). Conversely, the latter equation implies that the
ground state energy of H is zero and that the corresponding eigenstates are totally symmetric.
For this reason we shall concentrate in what follows on the nontrivial states (42b)–(42d).
Let us next examine the eigenfunctions of type (A.2) for l = 0 and odd m 1. In this case we
have
(43)Φ(1)0m(x) ≡ a
1−m
2 μ−10 Ψ
(1)
0m −→a→∞
N
m−1
2
(m−12 )!
x¯m−1
(
Φ(1) − x¯Φ(0)),
where Φ(1) is given by (36). Using again Eq. (12) we conclude that lima→∞ Φ(1)0m vanishes at
x = ξ unless m = 1. In this case, we have
lim
a→∞Φ
(1)
01 (ξ) = Φ(1)
(
ξ ; |s〉)≡ ϕ1(|s〉).
Consider now the eigenfunctions Ψ (2)0m and Ψ˜
(2)
0m with even m. Using again Eq. (A.10) we
have
(44a)a−m2 μ−10 Ψ (2)0m = −
2N
m
2 x¯m
(m− 1)(m−22 )!
Φ(0) +O(a−1),
(44b)a−m2 μ−10 Ψ˜ (2)0m =
2N
m
2 x¯m
(N − 1)(m− 1)(m−22 )!
Φ(0) +O(a−1),
where m 2. Thus the O(1) term of the left-hand sides of Eq. (44) vanish at x = ξ for all m 2,
on account of Eq. (12). However, if Ψ (2)0m and Ψ˜ (2)0m are built from the same spin state |s〉, the
previous equations imply that the O(1) part of the linear combination a−m2 μ−10 (Ψ
(2)
0m + (N −
1)Ψ˜ (2)0m ) vanishes. This observation suggests considering the function
Φ
(2)
0m(x) ≡ a1−
m
2 μ−10
(
Ψ
(2)
0m + (N − 1)Ψ˜ (2)0m
)
= N
m
2 −1
(m−22 )!
x¯m−2
[
Φ(2) + (N − 1)Φ˜(2) −Nx¯(2Φ(1) − x¯Φ(0))]+O(a−1),
where m 2 is even and Φ(2), Φ˜(2) are given in Eq. (36). Note that Φ(2)0m is only defined for states
|s〉 ∈ Σ ′ symmetric under S12, since otherwise Ψ˜ (2)0m would not be defined. The limit of Φ(2)0m as
a → ∞ vanishes at x = ξ unless m = 2, in which case we obtain the eigenstate with energy 2
lim
a→∞Φ
(2)
02 (ξ) = Φ(2)
(
ξ ; |s〉)+ (N − 1)Φ˜(2)(ξ ; |s〉)≡ ϕ2(|s〉).
Let us finally turn to the last type of eigenfunctions (A.5) with l = 0 and odd m  3. From
Eq. (A.10) it immediately follows that
(45)a 1−m2 μ−10 Ψˆ (3)0m =
4N
m−1
2 x¯m−1
(m− 2)(m−3 )!
(
Φ(1) − x¯
m
Φ(0)
)
+O(a−1),2
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previous states, one can cancel the leading term in a of Ψˆ (3)0m with a suitable linear combination
of Ψ (0)0m and Ψ
(1)
0m all built from the same spin state (necessarily antisymmetric under S12 for Ψˆ (3)0m
to be defined). Indeed, using Eqs. (43) and (45) and taking into account that for odd m
a
1−m
2 μ−10 Ψ
(0)
0m =
N
m−1
2
(m−12 )!
x¯mΦ(0) +O(a−1),
one can easily check that
(46)Φ(3)0m(x) ≡ a
3−m
2 μ−10
(
Ψˆ
(3)
0m −
2(m− 1)
m− 2 Ψ
(1)
0m −
2(m− 1)2
m(m− 2) Ψ
(0)
0m
)
= O(1).
We shall next see that the O(1) term of Φ(3)0m(x) vanishes at x = ξ unless m = 3. Indeed, Eq. (A.9)
implies that for k′ > 2k the term x¯k′P (α+i,β)k (t) vanishes at x = ξ to all orders in a. Hence the
O(1) terms of Φ(3)0m(x) and
(47)a 3−m2 x¯m−3
(
P
(α+3,β)
m−3
2
(t)Φˆ(3) − 2m− 1
m− 2 x¯
2P
(α+1,β)
m−1
2
(t)Φ(1)
)
coincide at x = ξ . From Eq. (A.9) it is straightforward to show that the O(1) term of (47) is a
linear combination of x¯m−3 and x¯m−1, thus establishing our claim.
By the previous remarks, we need only compute the O(1) term of (47) for m = 3, which by
Eq. (A.10) is given by
Φˆ(3) + 2
N
(
r2 −N(N + 2)x¯2)Φ(1).
Using Eq. (12) and the identity ξ2 = N we finally obtain the eigenstates (42d) of energy 3:
lim
a→∞Φ
(3)
03 (ξ) = Φˆ(3)
(
ξ ; |s〉)+ 2Φ(1)(ξ ; |s〉)≡ ϕ3(|s〉).
The previous discussion guarantees that the nontrivial states ϕk(|s〉) given by Eqs. (42b)–(42d)
are eigenstates of the chain H with energy k provided that they do not vanish. For instance, the
states (42b) are easily seen to vanish when the spin state |s〉 is symmetric, since in this case
ϕ1
(|s〉)= Φ(1)(ξ ; |s〉)= ξ¯ |s〉 = 0.
This is also the case for the states (42c). Indeed, if |s〉 is symmetric it clearly belongs to Σ ′ and
we have
Φ(2)
(
x; |s〉)+ (N − 1)Φ˜(2)(x; |s〉)= r2
N
|s〉 + 2
N
∑
i<j
xixj |s〉 = Nx¯2|s〉.
Since ϕ2(|s〉) coincides with the LHS of this expression evaluated at x = ξ , it vanishes on account
of Eq. (12). Less trivially, let |s〉 be a linear combination of basic states |s〉 ≡ |s1, . . . , sN 〉 such
that |s|  2, where |s| denotes the number of distinct components of s ≡ (s1, . . . , sN ). If, in
addition, |s〉 is antisymmetric under S12, we shall prove below that
(48)Φˆ(3) + 2
(
r2
N
Φ(1) − x¯Φ(2)
)
= 0,
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the definition of the states (42b)–(42d) can be taken without loss of generality as follows:
(49)ϕ1
(|s〉): |s〉 ∈ Σ −Λ(Σ),
(50)ϕ2
(|s〉): |s〉 ∈ Σ ′ −Λ(Σ), S12|s〉 = |s〉,
(51)ϕ3
(|s〉): |s〉 = ∑
|s|3
cs|s〉, S12|s〉 = −|s〉.
Note, in particular, that the states (42d) do not appear for spin 1/2 in view of the first condi-
tion (51).
Our next task is to study the number of linearly independent states of the form (42b)–(42d)
with |s〉 satisfying the above conditions. The main difficulty in this respect is the fact that the
eigenstates ϕk(|s〉) constructed from a set of linearly independent states |s〉 satisfying conditions
(49)–(51) need not be independent. In order to address this problem, it is convenient to introduce
some additional notation. Given a basic state |s〉 with |s| = p, we define its spin content as the
set of pairs (si , νi), where s1 < · · · < sp are the distinct components of s and νi is the number of
times that si appears in s. For instance, the spin content of the basic state |s〉 = |0,−2,1,−2,1〉 is
{(−2,2), (0,1), (1,2)}. We shall say that an arbitrary spin state |s〉 has well-defined spin content
if it is a linear combination of basic states having the same spin content. It is obvious that a
set of states whose spin contents are all different is linearly independent. Note also that if |s〉
has a well-defined spin content, then ϕk(|s〉) has the same spin content. Therefore, it suffices
to determine the number of linearly independent states ϕk(|s〉) built from states |s〉 with well-
defined spin content. Clearly, for a given spin content {(si , νi)} this number is independent of the
particular values of the spin coordinates si . We shall therefore denote by dk(ν1, . . . , νp) ≡ dk(ν)
the dimension of the linear space of states ϕk(|s〉) with a given spin content {(si , νi)}. We shall
next prove the following upper bounds on these dimensions:
(52)d1(ν) p − 1, d2(ν) p − 1, d3(ν)
(
p − 1
2
)
.
Consider in the first place the states of the form ϕ1(|s〉) with a given spin content. If |s〉 and |s′〉
are two basic states with the same spin content and differing by a permutation of the last N − 1
spin coordinates, then Λ(x1|s〉) = Λ(x1|s′〉), which implies that ϕ1(|s〉) = ϕ1(|s′〉) by Eqs. (36)
and (42b). Hence, the space of states ϕ1(|s〉) with spin content {(s1, ν1), . . . , (sp, νp)} is spanned
by the states
(53)ϕ1
(∣∣si . . .〉), i = 1, . . . , p,
where the ellipsis denotes any ordering of the remaining N − 1 spin components corresponding
to the above spin content. On the other hand, the p states (53) satisfy the linear relation
(54)
p∑
i=1
νiϕ1
(∣∣si . . .〉)= 0,
which implies the first inequality in (52). Indeed, if |s〉 is a basic state with spin content {(si , νi)},
we have
Nx¯Λ|s〉 =
N∑
Λ
(
xi |s〉
)=
p∑
νiΛ
(
x1
∣∣si . . .〉).i=1 i=1
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Let us turn now to the states of the form ϕ2(|s〉), where |s〉 satisfies (50) and has a well-defined
spin content {(s1, ν1), . . . , (sp, νp)}. The results of our previous paper [35] (see Proposition 4)
imply that the space of states of this form is spanned by
(55)ϕ2
(|χi〉), i = 1, . . . , p,
where
(56)|χi〉 =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
νi(νi − 1)
∣∣sisi . . .〉− ∑
1j,kp
j,k =i
νj (νk − δjk)
∣∣sj sk . . .〉, νi > 1,
∑
1jp
j =i
νj
(∣∣sisj . . .〉+ ∣∣sj si . . .〉), νi = 1.
However, from [35, Proposition 3] it follows that the p states (55) satisfy the linear rela-
tion
(57)
p∑
i=1
ϕ2
(|χi〉)= 0,
which yields the second inequality in (52).
Consider finally the states of the form ϕ3(|s〉), where |s〉 is antisymmetric under S12 and
has a certain spin content {(s1, ν1), . . . , (sp, νp)}. Clearly, the space of such states is spanned
by
(58)ϕ3
(∣∣sisj . . .〉− ∣∣sj si . . .〉), 1 i < j  p.
We shall prove below that the latter
(
p
2
)
states satisfy the linear relations
(59)
p∑
j=1
νjϕ3
(∣∣sisj . . .〉− ∣∣sj si . . .〉)= 0, i = 1, . . . , p.
Multiplying the LHS of the ith relation by νi and summing over i we obtain
p∑
i,j=1
νiνjϕ3
(∣∣sisj . . .〉− ∣∣sj si . . .〉),
which vanishes by antisymmetry. Thus we can safely drop one of the identities (59), say the last
one, and the first p − 1 are independent since they can be solved for ϕ3(|sisp . . .〉 − |spsi . . .〉)
for i = 1, . . . , p − 1. Hence there are at most (p2)− (p − 1) = (p−12 ) independent states of the
form (58), which establishes the last inequality in (52).
We still have to prove the identities (59). To this end, denote by Φ3 ≡ Φ3(x; |s〉) the LHS of
Eq. (48). Since Φ3(ξ ; |s〉) = ϕ3(|s〉), Eq. (59) follow directly from the identities
(60)
p∑
j=1
νjΦ3
(
x; ∣∣sisj . . .〉− ∣∣sj si . . .〉)= 0, i = 1, . . . , p.
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Energies and degeneracies of the first six and the last
levels of the chain (5) with N = 5 and M = 1
Energy Degeneracy
0 21
1 24
2 24
2.035 15
3 6
3.953 15
· · · · · ·
15.033 3
In order to establish (60), note first that
r2Φ(1)
(∣∣sisj . . .〉)−Nx¯Φ(2)(∣∣sisj . . .〉)= −
N∑
l=1
Λ
(
x1xl(x1 − xl)
∣∣sisj . . .〉)
= −
p∑
k=1
νkΦˆ
(3)(∣∣sisk . . .〉),
so that
N
2
p∑
j=1
νjΦ3
(∣∣sisj . . .〉− ∣∣sj si . . .〉)
(61)
= N
p∑
j=1
νj Φˆ
(3)(∣∣sisj . . .〉)−
p∑
j,k=1
νj νkΦˆ
(3)(∣∣sisk . . .〉)+
p∑
j,k=1
νj νkΦˆ
(3)(∣∣sj sk . . .〉).
Since
∑p
j=1 νj = N , the first two terms of the RHS of the previous formula cancel, whereas the
last one vanishes by antisymmetry. This concludes the proof of Eq. (60). Note, finally, that the
latter equation for p = 2 easily yields the identity (48).
3.1. Example
We shall now discuss in detail the case N = 5 and spin M = 1. The sites of this chain are given
by ξ5 = −ξ1 = 1.469, ξ4 = −ξ2 = 0.584, ξ3 = 0. The Hamiltonian (5) is represented by a 243 ×
243 real symmetric matrix, whose numerical diagonalization is straightforward. The spectrum
consists of 21 different levels, the only integer energies being 0,1,2,3. For conciseness’ sake,
we only present the first six levels and the last one with their corresponding degeneracies, cf.
Table 1. Notice, in particular, the appearance of a noninteger energy between the third and the
fifth levels. The degeneracy of the ground level is given by the number of independent symmetric
states, that is, the number of combinations with repetitions of 5 elements from 3. Turning to the
other integer energies, we shall next present a basis of eigenstates of each nontrivial type (42b)–
(42d). By the previous discussion, we must first determine all the possible spin contents {(si , νi)}
compatible with conditions (49)–(51), and then construct a basis of states ϕk(|s〉) with each of
these spin contents. In practice, the former task is performed in two steps, namely, one first finds
all possible degeneracy vectors ν, and then one determines the spin contents associated with each
of these vectors.
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List of basic states |s〉 generating the states (42b) of unit energy for each
degeneracy vector ν
ν |s〉
(4,1) |−−−−0〉, |−−−−+〉, |0000+〉
(3,2) |−−−00〉, |−−−++〉, |000++〉
(2,3) |−−000〉, |−−+++〉, |00+++〉
(1,4) |−0000〉, |−++++〉, |0++++〉
(3,1,1) |−−−0+〉, |0−−−+〉
(2,2,1) |−−00+〉, |00−−+〉
(2,1,2) |−−0++〉, |0−−++〉
(1,3,1) |−000+〉, |000−+〉
(1,2,2) |−00++〉, |00−++〉
(1,1,3) |−0+++〉, |0−+++〉
Table 3
States |χ〉 of the form (56) generating the states (55) of energy 2 for
each degeneracy vector ν
ν |χ〉
(4,1) |−−−−0〉, |−−−−+〉, |0000+〉
(3,2) 3|−−−00〉 − |00−−−〉, 3|−−−++〉 − |++−−−〉,
3|000++〉 − |++000〉
(2,3) 3|000−−〉 − |−−000〉, 3|+++−−〉 − |−−+++〉,
3|+++00〉 − |00+++〉
(1,4) |0000−〉, |++++−〉, |++++0〉
(3,1,1) 6|−−−0+〉 − |0+−−−〉 − |+0−−−〉,
3(|0−−−+〉 + |−0−−+〉)+ |0+−−−〉 + |+0−−−〉
(2,2,1) |−−00+〉 − |00−−+〉 − |0+−−0〉 − |+00−−〉,
|00−−+〉 − |−−00+〉 − |−+−00〉 − |+−−00〉
(2,1,2) |−−0++〉 − |++−−0〉 − |0++−−〉 − |+0−−+〉,
|++−−0〉 − |−−++0〉 − |−0−++〉 − |0−−++〉
(1,3,1) 3(|−000+〉 + |0−00+〉)+ |−+000〉 + |+−000〉,
6|000−+〉 − |−+000〉 − |+−000〉
(1,2,2) |00−++〉 − |++−00〉 − |−++00〉 − |+−00+〉,
|++−00〉 − |00−++〉 − |−00++〉 − |0−0++〉
(1,1,3) |−0+++〉 + |0−+++〉 + 3(|−+++0〉 + |+−0++〉),
6|+++−0〉 − |−0+++〉 − |0−+++〉
The states (42b) of unit energy are generated by basic states |s〉 with p  2 different spin
components. In Table 2 we present the list of such basic states, where we have taken into account
the relation (54) to drop one state for each different spin content; for instance, the state |0−−−−〉
does not appear in the table, since ϕ1(|0−−−−〉) = −4ϕ1(|−−−−0〉). In this way we obtain 24
basic states, whose corresponding states ϕ1(|s〉) turn out to be linearly independent.
Similarly, the space of states ϕ2(|s〉) of energy 2 is spanned by the states (55) with |χi〉 given
by (56), for each spin content {(s1, ν1), . . . , (sp, νp)} such that p  2. As in the previous case,
the relation (57) implies that for each spin content one can drop one of the states |χi〉. In Table 3
we present a possible choice of the 24 states |χi〉 that can be constructed by this procedure. Just
as before, the corresponding states ϕ2(|χi〉) are easily seen to be linearly independent.
Finally, for spin 1 the set of states ϕ3(|s〉) of energy 3 is spanned by states of the form (58)
associated with spin contents with three different components, cf. Eq. (51). By the last inequality
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List of states |s〉 generating the states (42d) of energy 3 and their corre-
sponding degeneracy vectors ν
ν |s〉
(3,1,1) |0+−−−〉 − |+0−−−〉
(2,2,1) |+−−00〉 − |−+−00〉
(2,1,2) |0−−++〉 − |−0−++〉
(1,3,1) |−+000〉 − |+−000〉
(1,2,2) |−00++〉 − |0−0++〉
(1,1,3) |−0+++〉 − |0−+++〉
(52), for each such spin content there is at most one independent state of the form (58). Thus
there are at most 6 independent states of the form (42d), generated (for instance) by the states |s〉
listed in Table 4. As in the previous cases, it can be checked that the 6 states ϕ3(|s〉) constructed
from the states in Table 4 are actually independent.
Several important remarks can be made in connection with the previous example. In the first
place, it is apparent that the inequalities (52) are in this case equalities for every spin content. Sec-
ondly, the number of independent states with integer energy k of the form ϕk(|s〉) coincides with
the degeneracy of the corresponding level, cf. Table 1. Hence, in this example all the eigenstates
with integer energy are of the form (42), and can therefore be computed explicitly. In fact, we
have performed a similar study for the case of N = 6 and spin M = 3/2, arriving at exactly the
same conclusions. In view of these examples, it is natural to formulate the following conjectures:
(1) The inequalities (52) are always equalities.
(2) The only integer energies of the chain (5) are 0,1,2 and (for M  1) 3, corresponding to the
first three and the fifth levels.
(3) The only eigenstates with integer energy are those of the form (42).
According to the first conjecture, for k = 1,2,3 the number of independent states ϕk(|s〉) with
a well-defined spin content with p elements depends only on p, and is given by
dk(p) =
{
p − 1, k = 1,2,(
p−1
2
)
, k = 3.
By the third conjecture, the degeneracy of the integer energy k is thus
(62)dk =
min(n,N)∑
p=1
dk(p)
(
n
p
)(
N − 1
p − 1
)
, k = 1,2,3.
Indeed, there are
(
n
p
)
different choices of p distinct spin values si , and
(
N−1
p−1
)
ways of selecting
p numbers νi  1 such that ν1 +· · ·+ νp = N . In order to evaluate the sum in (62), note first that
(63)
min(n,N)∑
p=1
(
p − 1
j
)(
n
p
)(
N − 1
p − 1
)
=
(
N − 1
j
)min(n,N)∑
p=1
(
n
p
)(
N − j − 1
p − j − 1
)
.
On the other hand, expanding both sides of the identity(
1 + z−1)n(1 + z)N−j−1 = z−n(1 + z)N+n−j−1
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min(n,N)∑
p=1
(
n
p
)(
N − j − 1
p − j − 1
)
=
(
N + n− j − 1
N
)
.
The previous identity and Eq. (63) immediately yield the following explicit formula for the de-
generacy of the positive integer energies of the chain (5):
(64)dk =
(
N − 1
k − 1 + δk1
)(
N + n− k − δk1
N
)
, k = 1,2,3.
(The degeneracy of the ground level E = 0 is the dimension of the space of symmetric states,
namely
(
N+n−1
N
)
.)
We have numerically diagonalized the chain Hamiltonian (5) for several values of n and N
such that nN  38 = 6561. In all cases, we have checked the validity of the second conjecture,
and that the formula (64) for the degeneracies of the integer energies (which is a direct conse-
quence of the first and third conjectures) is satisfied. These results lend strong numerical support
to the above conjectures, whose rigorous proof deserves further investigation.
4. Statistical analysis of the spectrum
It has been recently shown that for large N the level density of spin chains of HS type can be
approximated with remarkable accuracy by a Gaussian distribution [30,32,33]. A natural ques-
tion is whether this is also the case for the spin chain (5) under consideration. The fact that the
partition function of the chain (5) has not been computed in closed form—unlike those of the HS
chains in the previous references—makes it difficult to address this problem directly. Although
one can in principle diagonalize numerically the matrix of the chain Hamiltonian H, in practice
this is only feasible for relatively small values of N . In this section we shall study the level den-
sity of the chain (5) using the method of moments outlined in Appendix B, which provides an
accurate estimation of the level density for larger values of N .
In order to improve the numerical stability of the method, it is convenient to take the parame-
ters b and c in Eq. (B.11) as
(65)b = 0, c = 1,
so that the spectrum of A lies in the interval [−2,2]. Therefore the matrix A and the Hamil-
tonian H are related by
(66)A= 4HEmax − 2,
where Emax is the largest eigenvalue ofH. Note that this eigenvalue can be computed numerically
without difficulty for relatively large values of N , since the matrix ofH is very sparse. One must
then check that the coefficients bk and ck in the continued fraction expansion of the resolvent
of A (cf. Appendix B) approximately stabilize to the values b and c in Eq. (65) for k0 < k < k1,
with k1  k0. We have verified that this is indeed the case for N sufficiently large, where k0 is
typically of the order of 10. We can thus use Eq. (B.12) to obtain a continuous approximation
g(x), where x ≡ (4E/Emax) − 2, to the density of eigenvalues of the matrix A, as explained in
Appendix B.
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As a test of the accuracy of the method, we have computed the density g for spin 1/2 and
N = 12, since in this case the matrix A can still be diagonalized numerically. In Fig. 6 we have
compared the approximate density g computed by applying the moments method with k0 = 20
and 20 random vectors with the histogram of the spectrum of A obtained by subdividing the
interval [−2,2] in 50 subintervals. As can be seen from the latter figure, the continuous density
g essentially reproduces the shape of the histogram.
The real interest of the method of moments is the possibility of approximating the density of
eigenvalues of a large matrix whose numerical diagonalization is not feasible. We have been able
to compute the approximate density g(x) of eigenvalues of the matrix A for N up to 21 for spin
1/2, and up to 13 for spin 1. For instance, in Fig. 7 we present the plot of g for spin 1/2 and
N = 21, computed with k0 = 20 and 20 random vectors. It is apparent from this plot, and for
similar plots for spins 1/2 and 1, that the level density is not Gaussian. As a matter of fact, the
function g is well approximated by the Wigner-like distribution
(67)f (x) =N−1yαe− (y−γ )
2
β , y = x + 2,
where the normalization constant N is given by
N = 1
2
αβ
α
2 γΓ
(
α
2
)
1F1
(
1 − α
2
,
3
2
;−γ
2
β
)
+ 1
2
β
α+1
2 Γ
(
α + 1
2
)
1F1
(
−α
2
,
1
2
;−γ
2
β
)
,
and 1F1 is the confluent hypergeometric function of the first kind. Thus the behavior of the chain
H is rather different in this respect from that of the spin chains of HS type.
When N is greater than 12, the accuracy of the level density obtained by the method of
moments cannot be gauged directly by computing the spectrum of the matrixA. An indirect way
of estimating this accuracy consists in comparing the first few moments of the density g with
those of the spectrum of A, computed by taking the traces of appropriate powers of H. As an
example, we shall next derive simple expressions for the mean and variance of the spectrum of
H in terms of finite sums involving only the coordinates of the chain sites, which can be easily
474 A. Enciso et al. / Nuclear Physics B 789 [FS] (2008) 452–482Fig. 7. Approximate density g(x) of eigenvalues of the matrix (66) (grey line) for spin 1/2 and N = 21 (Emax = 1126.53),
compared with the distribution (67) with optimal parameters α = 0.85, β = 1.27, γ = 0.91 (dashed line).
Fig. 8. Logarithmic plot of the relative errors 1 (black boxes) and 2 (crosses) in Eq. (70) as a function of the number
of sites N for spin 1/2. The approximate level density g in Eq. (71) has been computed taking k0 = 20 and averaging
over 20 random vectors.
approximated for very large values of N . We shall see in this way that the agreement between
these values and those obtained from g is indeed very good and, roughly speaking, improves as
N grows.
In the first place, the mean energy E¯ ofH can be easily computed noting that trSi,i+1 = nN−1,
so that (cf. Eq. (22))
(68)E¯ = n−N trH= n−N
∑
i
hi
(
nN − nN−1)=
(
1 − 1
n
)∑
i
hi .
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H2 =
∑
i,j
hihj (1 − Si,i+1 − Sj,j+1 + Si,i+1Sj,j+1)
and
tr(Si,i+1Sj,j+1) = nN−2+2δij ,
a straightforward calculation yields
tr
(H2)= (n− 1)nN−2
(
(n− 1)
(∑
i
hi
)2
+ (n+ 1)
∑
i
h2i
)
,
so that the variance of the energy is given by
(69)σ 2 ≡ n−N tr(H2)− E¯2 =
(
1 − 1
n2
)∑
i
h2i .
In Fig. 8 we present a logarithmic plot of the relative errors
(70)1 ≡ |E¯ − E¯g|E¯ , 2 ≡
|σ 2 − σ 2g |
σ 2
between the exact values (68)–(69) and their approximations
(71)E¯g = Emax4
2∫
−2
(x + 2)g(x)dx, σ 2g =
E2max
16
2∫
−2
(x + 2)2g(x)dx − E¯2g
for N = 12, . . . ,21 and spin 1/2. From the latter plot it is apparent that for N  15 both errors
are less than 0.1%, which suggests that for large N the continuous function g(x) computed by
the method of moments is indeed an excellent approximation to the level density of the matrix
A. From Eqs. (68) and (69) and the discussion of the distribution of the chain sites in Section 2 it
is straightforward to deduce the asymptotic behavior of the mean and the variance of the energy
for large N . Indeed, using Eq. (24) we easily obtain
(72)hk ≡ (ξk+1 − ξk)−2 
[
x(k + 1)− x(k)]−2 
(
dx
dk
)−2
 N
2
2π
e−ξ2k ,
so that
∑
k
hk  N
2
2π
∑
k
e−ξ2k  N
2
2π
∑
k
e−ξ2k · (ξk+1 − ξk) N√
2π
e−
ξ2
k
2  N
3
(2π)3/2
∞∫
−∞
e−
3
2 x
2 dx
= N
3
2π
√
3
.
Hence for large N the mean energy E¯ behaves as
(73)E¯  N
3
2π
√
3
(
1 − 1
n
)
.
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A comparison of some properties of the spin chain H versus the Heisenberg chain HHe and the Polychronakos–Frahm
chain HPF (the properties followed by an asterisk are based on unpublished work by the authors)
H HHe HPF
Chain sites distribution Gaussian Equispaced Circular law (26)
Solvability Quasi-exact Exacta Exact
Integer energies First few No All
Level density Wigner-like law (67) Wigner-like∗ Gaussian∗
Mean energy growth N3 N N2∗
Energy variance growth N5 N N3∗
a Only for spin 1/2.
Similarly,
∑
k
h2k 
N4
4π2
∑
k
e−2ξ2k · (ξk+1 − ξk) N√
2π
e−
ξ2
k
2  N
5
(2π)5/2
∞∫
−∞
e−
5
2 x
2 dx = N
5
4π2
√
5
,
and therefore the large N limit of the variance of the energy is given by
(74)σ 2  N
5
4π2
√
5
(
1 − 1
n2
)
.
Thus, the leading behavior of the energy mean and variance of the chain (5) is analogous to
that of the trigonometric HS spin chains studied in Refs. [30,32]. In particular, both quantities
grow with N much faster than their counterparts for the Heisenberg chain (both of which diverge
as N ).
5. Conclusions
In this paper we have studied a novel spin chain with position-dependent nearest neighbors
interactions, which is intermediate between the Heisenberg chain (position-independent, nearest
neighbors interactions) and the spin chains of Haldane–Shastry type (position-dependent, long-
range interactions); see Table 5 for a brief comparison.
We have developed a new method related to Polychronakos’s freezing trick which has made
it possible to compute in closed form a certain number of energy levels with their corresponding
eigenstates, for any number of particles and arbitrary spin. While the eigenvalues of the original
Haldane–Shastry and Polychronakos–Frahm chains (the closest HS analogs of the chain under
consideration) are all integers, the only integer eigenvalues of the new chain are precisely those
that have been computed exactly by our method. This fact strongly suggests that the chain (5)
should be regarded as the first instance of a quasi-exactly solvable spin chain, thus extending
the usual notion of quasi-exact solvability to finite-dimensional Hamiltonians. It is interesting to
note, in this respect, that the three lowest frequencies of the small oscillations near the equilib-
rium of the classical potential (31) are also integers [48].
The method developed in this paper is quite general, and only relies on the explicit knowledge
of a number of eigenfunctions of the corresponding spin dynamical model. In this respect, it goes
one step beyond the usual freezing trick, which requires the computation in closed form of the
whole spectrum of the related dynamical model. In particular, our method is well-suited to spin
chains whose associated dynamical model is only quasi-exactly solvable, like for instance the
models with elliptic interactions constructed in Refs. [49,50].
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Appendix A. Exact eigenfunctions of the dynamical spin model (7)
In this appendix we shall list the eigenfunctions of the dynamical spin model (7) used to
construct the eigenstates of the chain (5) presented in Section 3. Let
α = N
(
a + 1
2
)
− 3
2
, β ≡ β(m) = 1 −m−N
(
a + 1
2
)
, t = 2r
2
Nx¯2
− 1,
where x¯ = 1
N
∑
i xi is the center of mass coordinate. In Ref. [35] it was shown that the model
(7) possesses the following families of spin eigenfunctions with energy Elm = E0 + 2a(2l +m),
where l  0 and m is as indicated in each case:
(A.1)Ψ (0)lm = μ0x¯mL−βl
(
ar2
)
P
(α,β)
m2  (t)Φ
(0), m 0,
(A.2)Ψ (1)lm = μ0x¯m−1L−βl
(
ar2
)
P
(α+1,β)
m−12 
(t)
(
Φ(1) − x¯Φ(0)), m 1,
Ψ
(2)
lm = μ0x¯m−2L−βl
(
ar2
)[
P
(α+2,β)
m2 −1 (t)
(
Φ(2) − 2x¯Φ(1) + x¯2Φ(0))
(A.3)− 2(α + 1)
2m−12  + 1
x¯2P
(α+1,β)
m2 −1 (t)Φ
(0)
]
, m 2,
Ψ˜
(2)
lm = μ0x¯m−2L−βl
(
ar2
)[
P
(α+2,β)
m2 −1 (t)
(
Φ˜(2) − 2x¯Φ(1) + x¯2Φ(0))
(A.4)+ 2(α + 1)
(2m−12  + 1)(N − 1)
x¯2P
(α+1,β)
m2 −1 (t)Φ
(0)
]
, m 2,
Ψˆ
(3)
lm = μ0x¯m−3L−βl
(
ar2
)[
P
(α+3,β)
m−32 
(t)
(
Φˆ(3) − 2x¯Φ(2) + 2x¯2Φ(1) − 2
3
x¯3Φ(0)
)
+ 2x¯
2
2m2  − 1
P
(α+2,β)
m−32 
(t)
(
2(α + 2)Φ(1) − x¯Φ(0))
(A.5)− 2(2α + 3)
m(m− 2) ε(m)x¯
3P (α+1,β)m−3
2
(t)Φ(0)
]
, m 3.
In the previous formulas · denotes the integer part and ε(m) = 12 (1− (−1)m) is the parity of m.
The spin functions Φ(k), Φ˜(2), Φˆ(3) (cf. Eqs. (36) and (37)) are built from a state |s〉 symmetric
under S12 and belonging to Σ ′ for Ψ˜ (2)lm , and antisymmetric under S12 for Ψˆ
(3)
lm . The generalized
Laguerre polynomials L−β and the Jacobi polynomials P (γ,β) appearing in Eqs. (A.1)–(A.5) arel k
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(A.6)L−βl (z) =
l∑
j=0
(−1)j
(
l − β
l − j
)
zj
j ! ,
(A.7)P (γ,β)k (z) =
1
k!
k∑
j=0
1
2j j ! (−k)j (γ + β + k + 1)j (γ + j + 1)k−j (1 − z)
j ,
where
(x)j = x(x + 1) · · · (x + j − 1)
is the Pochhammer symbol. The eigenfunctions of type (A.5) are independent of the remaining
ones (A.1)–(A.4) only for spin greater than 1/2 (n > 2), cf. [35]. The model (7) possesses two
additional families of eigenfunctions (also derived in the previous reference), which have not
been listed above as they do not yield any further eigenstates of the chain (5).
Let us now discuss the behavior of the terms L−βl (ar2) and x¯2kP
(α+i,β)
k (t) in Eqs. (A.1)–(A.4)
as a → ∞. Consider first the polynomial L−βl (ar2). Since(
l − β
l − j
)
= (Na)
l−j
(l − j)!
(
1 +O(a−1)),
it follows that
(A.8)a−lL−βl
(
ar2
)= (N − r2)l
l! +O
(
a−1
)
,
where the term O(a−1) in the previous equation is actually a polynomial in a−1. (Throughout
this paper, the symbol O(a−k) denotes any function f (a) such that akf (a) has a finite (possibly
zero) limit as a → ∞.) For the other type of term, note that
x¯2kP
(α+i,β)
k (t) =
1
k!
k∑
j=0
[
(−k)j
Nj j ! (α + β + i + k + 1)j
(A.9)× (α + i + j + 1)k−j x¯2(k−j)
(
Nx¯2 − r2)j
]
is clearly a polynomial in x. Taking into account that
(α + i + j + 1)k−j = (Na)k−j
(
1 +O(a−1)),
we obtain
(A.10)a−kx¯2kP (α+i,β)k (t) =
Nk
k! x¯
2k +O(a−1),
where O(a−1) is polynomial in a−1 and x.
Appendix B. The method of moments
The method of moments [40,41] is a powerful tool for computing the density of eigenvalues
of a large Hermitian matrix whose spectrum is not known explicitly. The method is based on the
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its support [x1, x2] is one, and its resolvent
R(z) =
x2∫
x1
g(x)
z − x dx, Im z = 0.
Using the well-known identity
lim
→0+

2 + x2 = πδ(x),
it is straightforward to show that
(B.1)g(x) = ∓ 1
π
lim
→0+R(x ± i), x ∈ (x1, x2).
The previous formula makes it possible to compute the probability density g(x) if the resolvent
R(z) is known. One of the key ingredients of the method is the fact that if g is positive in a set
of nonzero measure, the resolvent can be expanded as a continued fraction
(B.2)R(z) = 1
z − b0 − c1z−b1−···
,
where bk , ck are the coefficients in the three-term recursion relation
(B.3)Pk+1(x) = (x − bk)Pk(x)− ckPk−1(x) (P−1 = 0, P0 = 1, c0 = 1)
satisfied by the orthogonal polynomial system {Pk(x)}∞k=0 associated with the density g(x). The
polynomials Pk are the monic polynomials determined by the orthogonality condition
〈PkPl〉 ≡
x2∫
x1
Pk(x)Pl(x)g(x)dx = 0, k = l.
It can be shown [51] that these polynomials satisfy a three-term recursion relation of the
form (B.3) with coefficients bk and ck given by
(B.4)bk = 〈xP
2
k 〉
〈P 2k 〉
, ck = 〈P
2
k 〉
〈P 2k−1〉
.
In this paper we are interested in computing the density of eigenvalues (normalized to unity)
of a Hermitian d × d matrix A, i.e.,
g(x) = 1
d
d∑
i=1
δ(x − λi),
where λ1  · · · λd are the eigenvalues of A. The corresponding resolvent
R(z) = 1
d
d∑
i=1
(z − λi)−1 = 1
d
tr(z −A)−1
is thus a rational function of z. In this case the resolvent can also be expanded as a continued
fraction of the form (B.2) terminating at level d , i.e., cd = 0 and Eqs. (B.3) and (B.4) hold for
k  d − 1.
480 A. Enciso et al. / Nuclear Physics B 789 [FS] (2008) 452–482If the density g is not known, the coefficients bk and ck cannot be computed from Eq. (B.4),
and hence the expansion (B.2) cannot be used directly to evaluate the resolvent. On the other
hand, the coefficients bk and ck can be determined once the moments 〈xk〉 of the distribution
g are known. Another central idea of the method consists in replacing 〈xk〉 by the average of
the expectation values (v,Akv) over a suitable set of normalized random vectors v ∈ Rd . More
precisely, let ui , i = 1, . . . , d , be d independent random variables uniformly distributed in the
interval [−1,1], and let v be the vector with components vi = ui/‖u‖. Clearly, the components
of v satisfy
(B.5)vivj = 1
d
δij ,
where the bar stand for the average over the random numbers ui . We thus have
(
v,Akv)=
d∑
i,j=1
(Ak)
ij
vivj = 1
d
d∑
i=1
(Ak)
ii
= 1
d
tr
(Ak)= 1
d
d∑
i=1
λki
(B.6)= 1
d
d∑
i=1
∫
xkδ(x − λi)dx =
〈
xk
〉
.
The previous equality implies that
〈
P(x)
〉= (v,P (A)v),
where P is an arbitrary polynomial. From Eq. (B.4) we immediately obtain the following formula
for the coefficients bk and ck :
(B.7)bk = (wk,Awk)‖wk‖2
, ck = ‖wk‖
2
‖wk−1‖2
,
where wk ≡ Pk(A)v. By Eq. (B.3), the vectors wk satisfy the recursion relation
wk+1 = (A− bk)wk − ckwk−1 (w−1 = 0, w0 = v, c0 = 1).
The latter formula, together with Eq. (B.7), can be used to recursively compute the coefficients
bk and ck for all k = 1, . . . , d − 1.
The number d = nN is typically very large, so that it is not feasible to compute all the coef-
ficients bk and ck by the procedure just outlined. In practice, one only computes the first few of
these coefficients, say up to k = k0, and tries to estimate the part Tk0(z) of the continued frac-
tion (B.2) involving the remaining coefficients. In many cases of interest [52], the coefficients
bk and ck approximately stabilize for a wide range of values of k, namely bk  b and ck  c
for k0 < k < k1 < d , where k1  k0. In this case the remainder Tk0(z) can be approximated as
follows:
Tk0(z) 
c
z − b − c
z−b−···
≡ T (z).
But the truncation factor T (z) satisfies
T (z) = c
z − b − T (z) ,
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(B.8)T (z) = 1
2
(
z − b ±
√
(z − b)2 − 4c
)
.
We thus obtain the following approximate formula for the resolvent:
(B.9)R(z)  1
z − b0 − c1
x−b1−.
.
.− ck0
z−bk0 −T (z)
.
The previous equation can be written as
(B.10)R(z)  A(z)± iB(z)
√
ω(z)
C(z)± iD(z)√ω(z) ,
with A, B , C, D polynomials in z with real coefficients and
(B.11)ω(z) = (z − x1)(x2 − z), x1,2 = b ± 2√c;
note that x1,2 ∈ R, on account of Eq. (B.7). The RHS of (B.10) has a branch cut on the interval
[x1, x2], which is the support of its corresponding density function. From Eqs. (B.1) and (B.10)
we finally obtain the following approximate formula for the normalized density of eigenvalues
of the Hermitian matrix A:
(B.12)g(x)  |A(x)D(x)−B(x)C(x)|
C(x)2 +D(x)2ω(x)
√
ω(x)
π
, x ∈ [x1, x2].
Since the RHS of the previous equation cannot vanish identically in any subinterval of [x1, x2]
with nonzero length, it follows that the formula just obtained is only appropriate when the spec-
trum of A has no gaps.
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