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Abstract
This article deals with the problem of functional classification for L2-valued random covari-
ates when some of the covariates may have missing or unobservable fragments. Here, it is allowed
for both the training sample as well as the new unclassified observation to have missing frag-
ments in their functional covariates. Furthermore, unlike most previous results in the literature,
where covariate fragments are typically assumed to be missing completely at random, we do not
impose any such assumptions here. Given the observed segments of the curves, we construct
a kernel-type classifier which is quite straightforward to implement in practice. The proposed
classifier is constructed based on d-dimensional covariate vectors, obtained from the original
covariate curves (by moving from L2 to the space `2), where d itself is a parameter that has
to be estimated. To estimate various parameters, we employ a random data-splitting approach
which is easy to implement. We also establish the strong consistency of the proposed classifier
and provide some numerical examples to assess its performance in finite sample problems.
Keywords: Classification, kernel, functional covariates, incomplete data.
1 Introduction
The problem of statistical classification and pattern recognition with functional covariates has re-
ceived considerable attention in recent years. This is particularly true when the data are fully
observable. In a standard two-group classification problem, this amounts to considering the ran-
dom pair (χ, Y ), where χ is a functional covariate taking values in some metric space (M, d) and
Y ∈ {0, 1}, called the class membership or class variable, has to be predicted based on χ. Here,
one would like to find a classifier (a function) g :M→ {0, 1} for which the misclassification error,
L(g) := P{g(χ) 6= Y }, is as small as possible. The optimal classifier, i.e., the classifier with the
lowest misclassification error, is given by gB(χ) = 1 if P{Y = 1|χ = χ} > 1/2, and gB(χ) = 0
otherwise; see, for example, Ce´rou and Guyader (2006), Abraham et al. (2006), as well as the
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monograph by Devroye, et al. (1996; Ch. 2). Although we have presented our setup for the pop-
ular binary case where Y ∈ {0, 1}, our discussions and results in this paper can be generalized in
a straightforward manner to the multi-group classification problem where Y ∈ {1, 2, . . . , C}, for
some positive integer C ≥ 2.
In practice the optimal classifier gB is virtually always unknown (because the conditional proba-
bility P{Y = 1|χ = χ} is not available) and one only has access to a set of n independent and
identically distributed (iid) data values Dn = {(χ1, Y1), . . . , (χn, Yn)} from the underlying distribu-
tion of (χ, Y ). The task of classification is then to use the data Dn to construct a classification rule
gn that can predict the class membership, Y , of a new curve χ with low error rates. A variety of
techniques have been proposed for the classification of functional data in the literature. One may
divide these techniques into roughly two types: (a) those approaches that use the whole curve χ
to predict Y and (b) those that use the filtered curves to carry out classification; here, a filtered
curve is a representation of a curve in the form of a vector. Relevant results corresponding to
the approach used under (a) include the nonparametric functional approach of Ferraty and Vieu
(2003), the nearest neighbor method used by Ce´rou and Guyader (2006), the kernel classifier of
Abraham et al. (2006), the depth-based classifier of Lo´pez-Pintado and Romo (2006), the robust
functional classification of Cuevas et al. (2007), the wavelet approach of Chang et al. (2014),
the robust functional classification of Alonso et al.(2014), and the work of Meister (2016) on the
optimality properties of kernel regression and classification with functional covariates taking values
in a general complete separable metric space.
On the other hand, relevant work under (b) includes the discrimination method of Hall et al. (2001),
the functional classification method of Biau et al. (2005), the results of Leng and Mu¨ller (2006) on
the classification of gene expression data as well as that of Song et al. (2008), the wavelet approach
of Berlinet, et al. (2008), the componentwise classification approach of Delaigle, et al. (2012),
the classification method in Delaigle and Hall (2012), the depth-depth plot approach of Mosler and
Mozharovskyi (2017), and the functional classification method of Dai and Mu¨ller (2017). Some
other relevant results (but in the context of functional regression) include the work of Cai and Hall
(2006) on prediction in functional linear regression, the results of Hall and Horowitz (2007) on the
estimation of a slope function in functional linear regression, and those of Yao and Mu¨ller (2010)
on functional quadratic regression.
In this paper we employ methods that primarily fall under (b) above. More specifically, assuming
that the functional covariates take values in a separable Hilbert space (and using the fact that such
spaces are isomorphic to the space `2), the functional covariates will be replaced by d-dim vectors
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where d ≡ d(n) is to be determined by the data; here, d(n)→∞, as n→∞. For the missing data
framework, we follow the setup proposed by Bugni (2012), which has also been employed by Kraus
(2015) as well as Mojirsheibani and Shaw (2018); this is described in Sections 2.1. In section 2.2 we
propose a kernel classifier, under multiple missing patterns, and study its asymptotic properties.
Some numerical examples are also given; these appear in Section 2.3. All proofs are deferred to
Section 3.
2 Partially observed curves and the setup
2.1 Background
In standard functional classification, one typically assumes that each observation (covariate) χ(t)
is a smooth curve on some compact domain I ⊂ R. Furthermore, the great majority of existing
results assume that χ(t) as well as χi(t), i = 1, . . . , n, do not have any missing or unobservable
fragments over the domain I. In contrast, here we allow χ to be possibly missing (unobservable)
on some subset(s) of its domain, i.e., the situation where one may only be able to observe certain
segments of the full curve χ. In fact, to the best of our knowledge, the problem of functional
classification with partially observed covariates has received very little attention in the literature.
Some key results along these lines in the literature appear to include the work of Delaigle and Hall
(2013) who consider a quadratic discriminant classifier for censored functional data based on the
observed fragments of covariates with overlapping domains that are not too short. Another relevant
result here is that of Kraus (2015) who proposes methods to estimate parameters and to carry out
principal component analysis with missing data. These authors assume that the missingness is
independent of the covariate and response variables, which amounts to having covariates missing
completely at random (MCAR). In this paper we do not impose any MCAR assumptions. More
specifically, let (Ω,A,P) be the underlying probability space and let M be the space of square-
integrable functions L2(I), where I is an interval on the real line. Therefore, χ is a random function
on (Ω,A,P) with values (i.e., with sample paths) in L2(I). But, instead of observing the full curve
χ : Ω → L2(I), one might only be able to observe certain segments of the curve denoted by χ|s,
i.e., the restriction of the curve χ(t) to t ∈ s ⊂ I.
To set up our framework for possible missing patterns in the curve χ, we follow the setup proposed
by Bugni (2012). This method is also employed by Kraus (2015) who considers principal component
analysis with missing data. In Bugni’s (2012) setup, it is assumed that for a fine enough partition
of I into J < ∞ subintervals I1, . . . , IJ , each sample function of χ is either completely observed
or completely unobserved within each of these J subintervals. Some examples of such functional
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variables can be found in Bugni (2012). In the rest of this paper we assume that there are M < 2J
possible missing patterns in the data whereM is usually much smaller than 2J . Therefore, under the
k-th pattern, one observes the fragment χ|sk , k = 1, . . . ,M . Next, let δ be the {1, . . . ,M}-valued
random variable defined as
δ = k if pattern k (i.e., the fragment χ|sk) is observed, k = 1, . . . ,M.
Therefore, if we let χ(δ) represent the observed covariate fragment, then it can be written as
χ(δ) =
∑M
k=1χ|sk I{δ = k}, where, without loss of generality, one may take s1 = I, i.e., the case
where the entire curve χ is observable on I. In passing we also note that when pattern k is observed,
then a classifier is any function of the form gk : L
2(sk) → {0, 1}. Therefore, given M possible
missing patterns, any classifier is necessarily of the form
Γ0(χ
(δ)) =
M∑
k=1
I{δ = k} · gk(χ|sk), for some gk : L2(sk)→ {0, 1}, k = 1, . . . ,M . (1)
As for the theoretically best classifier for the current setup (with missing fragments in χ), let
φk(χ|sk) = E
[
(2Y − 1)I{δ = k} ∣∣χ(t) = χ(t), t ∈ sk] and consider the classifier
ΓB0 (χ
(δ)) =
M∑
k=1
I{δ = k} · I{φk(χ|sk) > 0}. (2)
The following result shows that ΓB0 is the optimal classifier (it has the lowest error).
Theorem 1 [Mojirsheibani and Shaw (2018; Theorem 1).]
The classifier ΓB0 defined by (2) is optimal in the sense that for any other classifier Γ0, one has
P{ΓB0(χ(δ)) 6= Y } ≤ P{Γ0(χ(δ)) 6= Y }.
We note that since any classifier Γ is of the form (1), Theorem 1 implies that
P
{
ΓB0 (χ
(δ)) 6= Y
}
= inf
gk: L2(sk)→{0,1}, k=1,...,M
P
{∑M
k=1I{δ = k} · gk(χ|sk) 6= Y
}
.
Since χ ∈ L2(I), which is a separable Hilbert space, it can be expressed by the expansion χ(t) =∑∞
j=1Xjψj(t), where {ψ1, ψ2, ...} is a complete orthonormal basis for L2(I) and Xj = 〈χ, ψj〉 :=∫
I χ(t)ψj(t)dt. Here the infinite sum converges in L
2. Similarly, given the data (χi, Yi), i = 1, ..., n,
we can write χi(t) =
∑∞
j=1Xijψj(t), with Xij =
∫
I χi(t)ψj(t)dt. Since any infinite-dimensional
separable Hilbert space is isomorphic to the space `2 =
{
x = (x1, x2, . . . )
∣∣∑∞
i=1 |xi|2 < ∞
}
, the
scores Xij , j ≥ 1, are used as surrogates for the datum χi in the literature in the sense that
knowing Xi := (Xi1, Xi2, . . . ) is the same as knowing χi; see, for example, Hall et al (2001) or Biau
et al (2005). This fact is also formalized in part (ii) of Theorem 2 of the current paper for the
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particular case of classification with missing functional covariates.
To simplify our presentation, we first look at the oversimplified case where there is only one missing
pattern. More specifically, write I = [a, b] = [a, c] ∪ (c, b], for some a < c < b, where χ(t) may be
missing on (c, b] only. Therefore, we have the expansions
χ(t) =
∞∑
j=1
〈χ, ψj〉[a,b] ψj(t) =
∞∑
j=1
[∫ c
a
χ(t)ψj(t)dt+
∫ b
c
χ(t)ψj(t)dt
]
ψj(t)
=
∞∑
j=1
( 〈χ, ψj〉[a,c] + 〈χ, ψj〉[c,b] )ψj(t).
Now the surrogate vector of score functions can be written as
X = (X1, X2, . . . ) :=
(〈χ, ψ1〉[a, b] , 〈χ, ψ2〉[a, b] , . . . )
=
(〈χ, ψ1〉[a, c] , 〈χ, ψ2〉[a, c] , . . . )+ (〈χ, ψ1〉[c, b] , 〈χ, ψ2〉[c, b] , . . . )
=: (Z1, Z2, . . . ) + (V1, V2, . . . )
=: Z+V,
where V may be missing, but not Z. Here, we note that if V is not missing then X = Z + V is
fully observable, otherwise the classification will be based on Z only. In fact, if we put
φ1(X) = E
[
(2Y − 1)I{δ = 1}∣∣X] and φ0(Z) = E [(2Y − 1)I{δ = 2}∣∣Z] ,
where δ = 1 if X is fully observable (otherwise δ = 2), and define the classifier
ΓB(X(δ)) = I{δ = 1}I{φ1(X) > 0}+ I{δ = 2}I{φ0(Z) > 0},
where X(δ) = I
{
δ = 1
}
X+ I
{
δ = 2
}
Z represents the observable covariate, then it follows from our
Theorem 2 below that the classifier ΓB has the lowest misclassification error. In the more general
setting with M missing patterns, if we let X
(k)
j = 〈χ, ψj〉sk then, with s1 := I, we have the vectors
of scores
X(k) = (X
(k)
1 , X
(k)
2 , . . . ) =
(〈χ, ψ1〉sk , 〈χ, ψ2〉sk , . . . . . . ), k = 1, . . . ,M.
Clearly, when δ = k, we only observe X(k) in which case a classifier is any function of the form
gk : `2 → {0, 1}. Hence, any classifier can be written in the general form
Γ(X(δ)) =
M∑
k=1
I{δ = k} · gk(X(k)), where X(δ) :=
M∑
k=1
X(k)I{δ = k}. (3)
Now, let
φk(X
(k)) = E
[
(2Y − 1)I{δ = k} ∣∣X(k)] , k = 1, . . . ,M, (4)
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and define the following classifier (which can be viewed as the counterpart of (2) on `2)
ΓB(X(δ)) =
M∑
k=1
I{δ = k} · I{φk(Xk) > 0}. (5)
Then part (i) of the following result shows that the classifier in (5) is optimal.
Theorem 2 Let ΓB be the classifier given by (5). Then
(i) The classifier ΓB has the lowest misclassification error, i.e., for any other classifier Γ, one has
P{ΓB(X(δ)) 6= Y } ≤ P{Γ(X(δ)) 6= Y }.
(ii) The misclassification error of the optimal classifier based on the whole curve is the same as
that of the optimal classifier based on the filtered curve, i.e., P{ΓB0(χ(δ)) 6= Y } = P{ΓB(X(δ)) 6= Y },
where ΓB(X(δ)) and ΓB0(χ
(δ)) are as in (5) and (2), respectively.
(iii) Let Γ be any classifier of the form Γ(X(δ)) =
∑M
k=1 I{δ = k} · I{ϕk(X(k)) > 0} for some
functions ϕk : `2 → [−1, 1], k = 1, . . . ,M. Then P
{
Γ(X(δ)) 6= Y } − P{ΓB(X(δ)) 6= Y } ≤∑M
k=1 E
∣∣φk(X(k))− ϕk(X(k))∣∣, where φk(X(k)) is as in (4).
Remark 1 Part (iii) of Theorem 2 provides a useful tool to bound the difference between the two
misclassification errors in terms of the difference between φk(X
(k)) that appears in (4) and the
function ϕk(X
(k)). Here, one can think of ϕk(X
(k)) as an approximation to the unknown function
φk(X
(k)) = E
[
(2Y − 1)I{δ = k} ∣∣X(k)]. Part (ii) of the theorem, which states that the error of the
optimal classifier on L2 is the same as that of the optimal classifier in `2, is rather intuitive.
2.2 Reduction to finite dimensions and the proposed classifier
Since working in `2 is not convenient from a practical point of view, in what follows we consider
finite-dimensional versions of the classifier ΓB defined in (5) where X(k) will be replaced by the
d-dimensional vector X(d,k) = (X
(k)
1 , . . . , X
(k)
d ) = (〈χ, ψ1〉sk , . . . , 〈χ, ψd〉sk), k = 1, . . . ,M , (a data-
driven choice of the parameter d is discussed later in this section). More specifically, define the
function φd,k : Rd → [−1, 1] by
φd,k(X
(d,k)) = E
[
(2Y − 1)I{δ = k} ∣∣X(d,k)] = E [(2Y − 1)I{δ = k} ∣∣X(k)1 , . . . , X(k)d ] , (6)
k = 1, . . . ,M, and consider the following version of the classifier in (5)
ΓB,d(X(d,δ)) =
M∑
k=1
I{δ = k} · I
{
φd,k(X
(d,k)) > 0
}
. (7)
Here, X(d,δ) =
∑M
k=1X
(d,k) ·I{δ = k}. The following result shows that the classifier ΓB,d is optimal:
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Theorem 3 Let ΓB,d be the classifier in (7). Then for any other classifier Γ we have P{ΓB,d(X(d,δ))
6= Y } ≤ P{Γ(X(d,δ)) 6= Y }.
The fact that all distributions are unknown implies that the classifier in (7) is not available in
practice and has to be constructed based on the available data. Here we propose a kernel-type
methodology. To construct our kernel classifier, we also employ the following data-splitting ap-
proach which is in the spirit of the method proposed by Biau et al (2005) in the case of functional
nearest neighbor classification (without any missing data). Let X(δ) be as in (3) and start by
randomly splitting the data Dn = {(X(δ1)1 , Y1, δ1), . . . , (X(δn)n , Yn, δn)} into a training sample Dm of
size m and a testing sequence D` of size ` = n −m. Here, m and ` typically depend on n (they
grow with n). Next, put
φ̂m,d, hk(X
(d,k)) =
∑
i: (X(δi),Yi,δi)∈Dm
(2Yi − 1)I{δi = k}Kk
(
X(d,k) −X(d,k)i
hk
)
, (8)
where X(d,k) and X
(d,k)
i represent the first d components of X
(k) and X
(k)
i , respectively, and where
Kk : Rd → R+ is the kernel used with the smoothing parameter hk, and define the kernel-type
classifier
Γdm(X
(d,δ)) =
M∑
k=1
I{δ = k}I
{
φ̂m,d,hk(X
(d,k)) > 0
}
. (9)
Let, H ≡ Hn be a grid of positive values from which h1, . . . hM are to be selected, and define d̂ and
ĥk to be the empirically chosen values of d and hk, k = 1, . . . ,M , based on the testing sequence
D`, i.e.,
(d̂, ĥ1, . . . , ĥM ) = argmin
1≤d≤dn, hk∈Hn, k=1,...,M
`−1
∑
i: (X(δi),Yi,δi)∈D`
I
{
Ωi(m, d, h1, . . . , hM )
}
, (10)
where the set Ωi is given by
Ωi(m, d, h1, . . . , hM ) =
{
M∑
k=1
I{δi = k} · I
{
φ̂m,d,hk(X
(d,k)
i ) > 0
}
6= Yi
}
, (11)
and where dn diverges with n but not too rapidly (see Remark 2). The final classifier is then the
plug-in version of (9) given by
Γ̂n(X
(d̂,δ)) =
M∑
k=1
I{δ = k}I
{
φ̂
n,d̂,ĥk
(X(d̂,k)) > 0
}
, (12)
where the subscript n used in (12) indicates that it is constructed based on the entire data of
size n. How good is the classifier Γ̂n in (12)? The next theorem shows that under rather minimal
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assumptions Γ̂n is strongly optimal, i.e., P{Γ̂n(X(d̂,δ)) 6= Y |Dn} →a.s. P{ΓB(X(δ)) 6= Y }, as n→∞.
To present our main results, we first state the following assumption on the kernels used in (8).
Assumption (K).
The kernel Kk used in (8) is regular: A nonnegative kernel K is said to be regular if there are
positive constants b > 0 and r > 0 for which K(x) ≥ bI{x ∈ S0,r} and
∫
supy∈x+S0,r K(y)dx <∞,
where S0,r is the ball of radius r centered at the origin. (For more on regular kernels see, for
example, Gyo¨rfi et al (2002).)
Theorem 4 Suppose that Assumption (K) holds. Also assume that, as n → ∞, we have ` ≡
`(n) → ∞, m ≡ m(n) → ∞, `−1 log |Hn| → 0, and `−1 log dn → 0, where |Hn| is the cardinality
of the set Hn. Suppose that for each k = 1, . . . ,M , there is an hk ≡ hk(n) ∈ Hn such that
max1≤k≤M hk → 0 and min1≤k≤M mhdnk →∞, as n→∞. Then the classifier Γ̂n is asymptotically
strongly optimal, i.e.,
P
{
Γ̂n(X
(d̂,δ)) 6= Y ∣∣Dn} −→a.s. P{ΓB(X(δ)) 6= Y } ,
as n→∞, where ΓB is the theoretically optimal classifier appearing in Theorem 2.
Remark 2 The conditions imposed on hk ≡ hk(n) and dn in the statement of Theorem 4 are
satisfied if dn does not grow too rapidly and hk converges to zero slowly, as n→∞. In fact, if we
take dn = (log n
c0)1−γ for any c0 > 0 and any 0 < γ < 1, and if, for example, hk = (log nck)−1
for any ck > 0, then it is straightforward to see that mh
dn
k → ∞, as n → ∞. Intuitively, the slow
rate of convergence (logarithmic) of hk to zero is not necessarily unrealistic here and, in a sense,
can be tied to the increasing dimension dn. In fact, in what Ferraty and Vieu (2006; page 211)
refer to as the curse of infinite dimensionality, the authors argue that in the problem of kernel
regression estimation for the general regression function E[Y |X = x] with a functional covariate X,
the smoothing parameter h ≡ h(n) can be of order (log n)u for some u < 0.
2.3 Numerical examples
2.3.1 Simulated Data
Here, we provide some numerical examples to assess the performance of the methods proposed in
the previous section. In this analysis, we develop classifiers to predict the unknown class Y = 0
or Y = 1 of a functional covariate χ(t), defined in L2([0, 1]), that may have missing fragments.
Adopting the missing pattern setup of Section 2.1, without loss of generality let s1 := I = [0, 1].
Also, let s2 = [0, 0.3] ∪ [0.5, 1] ⊂ I, s3 = [0, 0.1] ∪ [0.2, 0.45] ∪ [0.6, 0.85] ∪ [0.9, 1] ⊂ I, s4 =
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[0.25, 0.5] ∪ [0.65, 1] ⊂ I, and s5 = [0, 0.2] ∪ [0.3, 0.55] ∪ [0.75, 0.9] ⊂ I. We consider two cases of
missing patterns: M = 3 and M = 5. In the case of M = 3, the patterns used are s1, s2, and s3.
Next, samples of functional observations
(
χ
(δi)
i , Yi, δi
)
, i = 1, . . . , n, are generated based on rules
which are similar to the approach of Rachdi and View (2007) and Mojirsheibani and Shaw (2018)
as follows:
χi(t) = Ai(t− 0.5)2 +Bi, i = 1, 2, . . . , n
where t ∈ s = s1, s2, s3, s4, or s5 depending on whether δi = 1, 2, 3, 4 or 5. Regarding the values of Ai
and Bi, if Yi = 1 then Ai
iid∼ N(5, 22) and Bi iid∼ N(1, 0.52), otherwise if Yi = 0 then Ai iid∼ Unif (0, 5)
and Bi
iid∼ Unif (0, 1). The class probabilities are taken to be P (Y = 1) = 0.5 = P (Y = 0). With
respect to the missing probability mechanism, we consider a logistic-type model
P
{
δ = 1
∣∣Y = y,χ(t) = χ(t), t ∈ I} = exp
{
a(1− y) + b ∫s χ(t) dt+ c ∫[0,1]\s t · χ(t) dt}
1 + exp
{
a(1− y) + b ∫s χ(t) dt+ c ∫[0,1]\s t · χ(t) dt} , (13)
where the set s can be selected to be any one of the missing patterns sk, k = 2, . . . ,M , with proba-
bility 1/(M−1). The coefficients a, b, and c in (13) can be adjusted to control the missing data rate.
They can also be adjusted to control the level of dependency of the missing probability in (13) on Y
and on the observed and unobserved segments of the curve. As for the choice of the basis functions,
we used the Fourier basis
{
ψ1(t) = 1, ψ2k(t) =
√
2 cos(pikt), ψ2k+1(t) =
√
2 sin(2pikt), k ≥ 1} which
forms a complete orthonormal basis for L2([0, 1]); see, for example, Zygmund (1959) and Sansone
(1969). Figure 1 shows a few realizations of the simulated curves χ|sk as well as their corresponding
d-dim projections, X(d,k), for d = 1, . . . , 10 and k = 1, . . . , 5.
Next, we constructed our proposed classifier Γ̂n, given by (12), based on two different sample sizes,
n = 100 and n = 200, as well as several choices for the constants a, b, and c in (13) for each
of the missing patterns. The parameters hk and d were selected using a data splitting approach
(with a splitting ratio of 65:35 for the training set to the testing sequence) from a grid of equally
spaced values h in [0, 1] and 1 ≤ d ≤ dn, based on the procedure in (9) and (10) with Gaussian
kernels. Here, we took dn ≈ 2.5 ln(n); see Remark 2 for details and the justification for the choice
of dn. This process was repeated for 20 such random sample splits and the values of hk and d
that minimized the average error were selected; these are denoted by ĥk and d̂ which appear in
(10). In addition to the proposed classifier Γ̂n, we also constructed the classifier based on the
complete case analysis, which will be denoted by Γ̂CC , (it uses complete cases only) as well as
the classifier corresponding to the case with no missing data (i.e., when all covariates are fully
observable), to be denoted by Γ˜n, which was proposed by Biau et al. (2005). Furthermore, our
analysis here includes different missingness mechanisms such as the “Not Missing At Random”
9
Figure 1: A sample of simulated curves with their projections. Here, 30% of the data contain some unobserved
fragments
(NMAR), the “Missing At Random” (MAR), and the “Missing Completely At Random” (MCAR)
scenarios. These classifiers are then used to classifying 1000 additional observations from the same
underlying distribution of the data. The entire above process was repeated a total of 100 times
and the average misclassification errors (over 100 Monte Carlo runs) were computed. Our findings
are summarized in Table 1. The constants a, b, c (of equation (13)) corresponding to pattern s2
are reported in columns a2, b2, c2 of Table 1, those corresponding to s3 are reported in columns
a3, b3, c3, and so on. The numbers appearing in parentheses are the standard errors of the reported
misclassification errors. Figure 2 provides boxplots of the error rates of various classifiers. As shown
in Table 1 and Figure 2, for both sample sizes, the error rate of the classifier Γ̂n is lower than that
of Γ̂CC regardless of the missingness mechanism or the number of missing patterns involved. This
is particularly true when the percentage of missing data is at 80%. In passing, we note that the
proposed classifier Γ̂n can also perform better than Γ˜n whenever the dependence of the missing
probability mechanism on class Y (as defined via (13)) dominates its dependence on the observed
and/or unobserved segments of the curves (i.e., the constant a is orders of magnitude larger than
b and c in (13)); see, for example, the cases C7, C8, C22, C23, C31, C32, C43, C44 in Table 1.
This shows that in such cases the variable δ can sometimes be a much better predictor of the class
variable Y than the missing fragments of the covariate curves.
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Table 1: Misclassification errors of Γ˜n (fully observable data), Γ̂CC (complete case analysis), Γ̂n (the proposed
classifier with M = 3 and 5 missing patterns). The numbers in parentheses are the standard errors over 100
Monte Carlo runs.
% of
Missing
n Missingness
Mecha-
nism
a2 b2 c2 a3 b3 c3 a4 b4 c4 a5 b5 c5 Error of
Γ˜n
Error of
Γ̂CC
Error of
Γ̂n with
M=3
missing
patterns
Error of
Γ̂n with
M=5
missing
patterns
NMAR 0 0.95 0.13 0 0.9 1 0 1.05 0.13 0 1.2 1 C3
0.2774
(0.0179)
C4
0.1920
(0.0215)
C5
0.2124
(0.0241)
100
NMAR 2 0.01 0.8 2 0.01 0.4 2 0.01 0.3 2 0.01 0.3 C1
0.1771
(0.0178)
C6
0.2502
(0.0185)
C7
0.1581
(0.0176)
C8
0.1650
(0.0199)
MAR 1.9 0.075 0 1.9 0.075 0 2 0.085 0 2 0.085 0 C9
0.2549
(0.0187)
C10
0.1626
(0.0165)
C11
0.1700
(0.0231)
30%
MCAR NA NA NA NA C12
0.2773
(0.0227)
C13
0.1939
(0.0224)
C14
0.2121
(0.0238)
NMAR 0 0.95 0.13 0 0.9 1 0 1.05 0.13 0 1.2 1 C15
0.2672
(0.0159)
C16
0.1743
(0.0157)
C17
0.1883
(0.0202)
200
NMAR 2 0.01 0.8 2 0.01 0.4 2 0.01 0.3 2 0.01 0.3 C2
0.1607
(0.0154)
C18
0.2451
(0.0137)
C19
0.1430
(0.0128)
C20
0.1517
(0.0135)
MAR 1.9 0.075 0 1.9 0.075 0 2 0.085 0 2 0.085 0 C21
0.2470
(0.0161)
C22
0.1510
(0.0147)
C23
0.1529
(0.0146)
MCAR NA NA NA NA C24
0.2686
(0.0180)
C25
0.1744
(0.0171)
C26
0.1871
(0.0159)
NMAR 0 -1.9 1.5 0 -1.45 -3 0 -2.1 1.5 0 -2 -3 C27
0.4463
(0.0184)
C28
0.1970
(0.0205)
C29
0.2284
(0.0240)
100
NMAR -5 -0.4 0.25 -4 -0.5 -0.15 -5 -0.4 0.25 -4 -0.5 -0.15 C1
0.1771
(0.0178)
C30
0.4096
(0.0158)
C31
0.1335
(0.0183)
C32
0.1554
(0.0207)
MAR 1 -3 0 -1.45 -0.95 0 0.6 -3 0 -1.9 -0.95 0 C33
0.4464
(0.0165)
C34
0.1991
(0.0244)
C35
0.2273
(0.0202)
80%
MCAR NA NA NA NA C36
0.4419
(0.0187)
C37
0.1978
(0.0181)
C38
0.2178
(0.0256)
NMAR 0 -1.9 1.5 0 -1.45 -3 0 -2.1 1.5 0 -2 -3 C39
0.4410
(0.0157)
C40
0.1872
(0.0151)
C41
0.2048
(0.0227)
200
NMAR -5 -0.4 0.25 -4 -0.5 -0.15 -5 -0.4 0.25 -4 -0.5 -0.15 C2
0.1607
(0.0154)
C42
0.4087
(0.0164)
C43
0.1264
(0.0118)
C44
0.1394
(0.0150)
MAR 1 -3 0 -1.45 -0.95 0 0.6 -3 0 -1.9 -0.95 0 C45
0.4412
(0.0153)
C46
0.1824
(0.0167)
C47
0.2061
(0.0194)
MCAR NA NA NA NA C48
0.4398
(0.0179)
C49
0.1800
(0.0141)
C50
0.2058
(0.0181)
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Figure 2: Boxplots of the error rates of all classifiers (C1, C2, . . . , C50) that appear in Table 1
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2.3.2 Three real datasets
In this section, we use three real-world datasets to assess the performance of the proposed classifier.
In every example that follows, the smoothing parameters hk and d were selected using the same
data splitting approach described in Section 2.3. Across these examples we see that the proposed
classifier consistently performs well regardless of the proportion of fragmented curves.
(a) (b)
Figure 3: (a) A sample of curves X i representing CD4 cell counts measured at each visit for individuals
in the HIV treatment study described in Example (A). The curves for those individuals whose data were
available for every visit (complete) appear in solid black (in the top two plots) while those whose data were
only available for a subset of the visits (missing) are plotted using various colored lines according to their
missing pattern. The corresponding d-dimensional vectors of projected curves, d = 1, . . . , 14, are displayed
below the original curves. (b) Distributions and proportion of class membership for each missing pattern in
the utilized subset of data.
Example (A): HIV Treatment, Data from a randomized trial.
The Community Programs for Clinical Research on AIDS (CPCRA) was a program established by
the National Institute of Allergy and Infectious Diseases in 1989. Seventeen research units were
located in 13 cities across the US where the AIDS epidemic was most severe. Their mission was to
expand the clinical research on HIV disease by conducting clinical trials (Cox et al. (1998)). The
aim of one particular trial was to study the efficacy of the drugs Didanosine and Zalcitabine as
secondary treatments for patients with HIV who could not tolerate or experienced disease progres-
sion despite treatment with Zidovudine, the first developed treatment for HIV. About 400 patients
across 133 clinical sites were randomized to receive either Didanosine or Zalcitabine. The recruit-
ment period lasted one year with follow-up visits at 2, 6, 12 and 18 months after enrollment in the
trial (Abrams et al. (1994)).
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AIDS is the most advanced stage of an HIV infection and is diagnosed in the presence of certain
opportunistic infections or when an individual’s CD4 cell count decreases below 200 cells/mm3. An
individual with an HIV diagnosis may never develop AIDS, however, expecially if HIV treatments
are effective at increasing the individual’s CD4 cell count. In this context, we are interested in
whether or not the participant had a previous AIDS diagnosis before entering the trial. The func-
tional covariate X i is the repeated measurement of CD4 counts for participants over the duration
of the trial. The class variable yi is coded as 0 = no previous AIDS diagnosis and 1 = previous
AIDS diagnosis.
The subset of the data used in this example contains 393 observations, 53% of which are frag-
mented curves. There are six distinct missing data patterns observed in this dataset including the
case where the data are fully observable at all visit times within the first year of the trial. A sample
of CD4 cell count curves and corresponding d-dimensional vectors of projected curves is displayed
in panel (a) of Figure 3 while the distribution of each missing pattern is displayed in panel (b).
We compare the performance of our proposed classifier, Γ̂n, with that of the classifier based on
the complete case analysis, Γ̂CC . To do this, the sample of n = 393 individuals was split into a
training sequence of size n′ = 196 and a testing sequence of size n−n′ = 197. Table 2 provides the
average error rates of each classifier committed on the testing sequence over 200 such sample splits
with standard errors given in parenthesis as well as a visual display of classifier performance. Here
we see that with over half of the observations being fragemented curves, a complete case classifier
eliminates much of the available information and performs poorly compared to the classifier based
on the filtered curves.
Table 2: Error rates for Γ̂n (the classifier based on filtered curves) and Γ̂CC (the complete case analysis).
% Missing Data Γ̂n Γ̂CC
53% 0.2878 0.4187
(0.0233) (0.0323)
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(a) (b)
Figure 4: (a) A sample of curves X i representing income-to-needs ratios for families participating in the
Panel Study of Income Dynamics (PSID), described in Example (B). The curves for those families whose
data were available for every survey year (complete) appear in solid black (in the top two plots) while
those whose data were available in the subset of years 1998 - 2013 (missing) are plotted in red. The
corresponding d-dimensional vectors of projected curves, d = 1, . . . , 14, are displayed below the original
curves. (b) Distributions and proportion of class membership for each missing pattern in the utilized subset
of the data.
Example (B): Panel Study of Income Dynamics.
The Panel Study of Income Dynamics (PSID)4 is a longitudinal study of socioeconomics and health
over lifetimes of participants and across generations of their families. With initial interviews in
1968, follow-up interviews were conducted annualy until 1999 and biennially thereafter. The goal
of the PSID is to help researchers understand the complicated dynamics of economic, demographic,
health, sociological, and psychological factors. A full description of the dataset is available at
https://psidonline.isr.umich.edu. The Child Development Supplement (CDS) was added to
the PSID in 1997 and studies a broad array of developmental outcomes in the 0-12 year old children
of participants. The dataset used in this example is a subset of the PSID, augmented with the
corresponding subset of data from the CDS.
It has been shown in the literature that an individual’s health status is positively associated with
their annual income and that this association originates in childhood (see Brooks-Gunn et al.
(1997), Case et al. (2002)). There is no consensus, however regarding when household income
begins affecting a child’s health. This classification problem is based on a study described in Case
et al. (2002) which aims to understand the effect that a household’s long-run average income
has on a child’s health. The functional covariate X i is the measure of income-to-needs ratios for
4The collection of data used in this study was partly supported by the National Institutes of Health under grant
number R01 HD069609 and the National Science Foundation under award number 1157698.
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participating families over the time period 1969 - 2013. These ratios are calculated by dividing
the family’s annual household income by the poverty threshold for the corresponding family size
(provided by the US Census Bureau). The class variable yi is the self-reported health rating of the
eldest child in each family, 0 = Excellent - Very Good and 1 = Good - Fair - Poor.
The subset used in this analysis consisted of n = 800 total observations, 87 (11%) of which were
fragmented curves. There are two distinct missing patterns observed in this data, curves that are
fully available for the years 1969-2013 and those that are left censored prior to 1998. A small
sample of the income to needs ratio curves for families included in the subset of data and their
corresponding d-dimensional vectors of projected curves is provided in Figure 4.
We will compare the performance of our proposed classifier, Γ̂n, with that of the classifier based
on the complete case analysis, Γ̂CC To do this, the sample of n = 800 families was split into a
training sequence of size n′ = 400 and a testing sequence of size n−n′ = 400. Table 3 provides the
average error rates of each classifier committed on the testing sequence over 200 such sample splits
as well as a visual display of classifier performance. The standard errors are given in parenthesis.
In this case we see a marginal gain by classifying using filtered curves (using Γ̂n) rather than simply
performing a complete case analysis. This is likely due to the small amount of missing data which
puts complete case methods on nearly equal footing with other proposed methods.
Table 3: Error rates for Γ̂n (the classifier based on filtered curves) and Γ̂CC (the complete case analysis).
% Missing Data Γ̂n Γ̂CC
11% 0.2776 0.2894
(0.0146) (0.0172)
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(a) (b)
Figure 5: (a) A sample of curves X i representing memory test scores measured at each visit for individuals
in the Health and Retirement (HRS) study described in Example (C). The curves for those individuals whose
data were available for every visit (complete) appear in solid black (in the top two plots) while those whose
data were available for a subset of the visits (missing) are plotted using various colored lines according to
their missing pattern. The corresponding d-dimensional vector of the projected curves, d = 1, . . . , 8, are
displayed below the original curves. (b) Distributions and proportion of class membership for each missing
pattern in the utilized subset of the data.
Example (C): Health and Retirement Study.
Advancements in medicine and health care have increased the life expectancy of individuals world-
wide, resulting in the growth of the older population at an unprecedented rate. In 2015, the US
Census Bureau reported that 8.5% of people worldwide were aged 65 and over and projected that
the number would increase to 17% by 2050 (Wan et al. (2016)). The Health and Retirement Study
(HRS), conducted by the University of Michigan and funded by the National Institute on Aging
and the Social Security Administration, is a longitudinal panel study aimed at helping researchers
understand the challenges and opportunities related to an aging population. The study began in
1992 with a representative cohort of 20,000 individuals aged 50 years and over and their spouses.
The study is ongoing with follow-up interviews conducted biennially. Data products related to the
HRS can be found at https://hrs.isr.umich.edu/data-products.
The relationship between cognitive function and survival is widely studied; and it has been shown
that cognitive decline is associated with survival into old age, see for example Eun and Choi (2017)
and Mueller et al. (2017). Memory is assessed for partipants in the HRS using a short-term word-
recall task. At each interview, participants are given a list of 10 common nouns and asked to
immediately recall as many words as they can from the list. They are asked to recall the words
again 5 minutes later. The functional covariate X i in this classification problem is the measured
short-term memory score for participants at each visit, determined by their performance on the
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word-recall task. Using memory score trajectories up to the age of 60, we study the survival of
individuals past the age of 65. The class variable yi is coded as 0 = died by age 65 and 1 = survived
past age 65.
So that the number of missing patterns would be more tractable, the subset of the data used in
this example contains 467 observations of individuals who were enrolled in the study at age 52.
Of these 467 observations, 90% are fragmented curves. There are five distinct missing patterns
observed in this subset of data, including the case where the memory scores are fully observable
between the ages of 52 and 60. A sample of measured memory score trajectories and corresponding
d-dimensional vectors of the projected curves is displayed in panel (a) of Figure 5 while the distri-
bution of each missing pattern is displayed in panel (b).
To compare the performance of our proposed classifier, Γ̂n, with that of the classifier based on the
complete case analysis, Γ̂CC the sample of n = 467 individuals was split into a training sequence
of size n′ = 233 and a testing sequence of size n − n′ = 234. Table 4 provides the average error
rates of each classifier committed on the testing sequence over 200 such sample splits with standard
errors given in parenthesis as well as a visual display of classifier performance. One notices that
the advantage of the proposed classifier Γ̂n over the complete case classifier seems less dramatic
than expected, given the extremely large proportion of fragmented curves. This illustrates that the
success of the classifier is also a function of the correlation between the outcome and the functional
covariate. Though cognitive function (measured through memory) is certainly correlated with sur-
vival, it is not the strongest single predictor of survival.
Table 4: Error rates for Γ̂n (the classifier based on filtered curves) and Γ̂CC (the complete case analysis).
% Missing Data Γ̂n Γ̂CC
90% 0.3502 0.4764
(0.0218) (0.0303)
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3 Proofs
PROOF OF THEOREM 2
The proof of Part (i) is virtually the same as that of Theorem 1, whereas the proof of Part (iii) is
exactly the same as that of Lemma 1 of Mojirsheibani and Shaw (2018).
The proof of Part (ii):
Let {ψ1, ψ2, . . . } be a complete orthonormal basis in L2(s), s ⊂ R, and for any χ ∈ L2(s) define
the map ts : L
2(s)→ `2 by ts(χ) = (〈χ, ψ1〉s , 〈χ, ψ2〉s , . . . ). Since
X(k) = tk(χ|sk) := (〈χ, ψ1〉sk , 〈χ, ψ2〉sk , . . . ), (14)
the function φk(X
(k)) in (4) can equivalently be written as
φk(X
(k)) = φk(tk(χ|sk))
= E
[
E
{
Y I{δ = k} − (1− Y )I{δ = k}
∣∣∣tk(χ|sk), Y } ∣∣∣tk(χ|sk)]
= E
[
Y P
{
δ = k
∣∣tk(χ|sk), Y } ∣∣∣tk(χ|sk)]− E[(1− Y )P{δ = k∣∣tk(χ|sk), Y } ∣∣∣tk(χ|sk)] (15)
Also, observe that with ΓB as in (5),
P
{
ΓB(X(δ)) = Y
}
= P
{
ΓB(X(δ)) = 1, Y = 1
}
+ P
{
ΓB(X(δ)) = 0, Y = 0
}
=
M∑
k=1
[
P
{
δ = k, Y = 1, φk(tk(χ|sk)) > 0
}
+ P
{
δ = k, Y = 0, φk(tk(χ|sk)) ≤ 0
}]
=
M∑
k=1
E
[
Y I {φk(tk(χ|sk)) > 0} · P
{
δ = k
∣∣∣tk(χ|sk), Y }]
+
M∑
k=1
E
[
(1− Y )I {φk(tk(χ|sk)) ≤ 0} · P
{
δ = k
∣∣∣tk(χ|sk), Y }]
=
M∑
k=1
E
[
I
{
φk(tk(χ|sk)) > 0
}
· E
(
Y · P
{
δ = k
∣∣∣tk(χ|sk), Y } ∣∣∣∣tk(χ|sk))]
+
M∑
k=1
E
[
I
{
φk(tk(χ|sk)) ≤ 0
}
· E
(
(1− Y ) · P
{
δ = k
∣∣∣tk(χ|sk), Y } ∣∣∣∣tk(χ|sk))]
=
M∑
k=1
E
[
max
{
E
(
Y · P
{
δ = k
∣∣∣tk(χ|sk), Y } ∣∣∣∣tk(χ|sk)) ,
E
(
(1− Y ) · P
{
δ = k
∣∣∣tk(χ|sk), Y } ∣∣∣∣tk(χ|sk))
}]
,
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where the last equality above follows from the representation of φk(tk(χ|sk)) in (15). However,
using the fact that P
{
δ = k
∣∣tk(χ|sk), Y } = E [P{δ = k∣∣χ|sk , Y } ∣∣tk(χ|sk), Y ], we can write
P
{
ΓB(X(δ)) = Y
}
=
M∑
k=1
E
[
max
{
E
(
E
[
Y · P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣tk(χ|sk), Y ]∣∣∣∣tk(χ|sk)) ,
E
(
E
[
(1− Y ) · P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣tk(χ|sk), Y ]∣∣∣∣tk(χ|sk))
}]
=
M∑
k=1
E
[
max
{
E
(
Y P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣∣tk(χ|sk)) , E((1− Y )P{δ = k∣∣∣χ|sk , Y } ∣∣∣∣tk(χ|sk))
}]
=
M∑
k=1
E
[
max
{
E
[
E
(
Y P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣∣χ|sk) ∣∣∣∣tk(χ|sk)] ,
E
[
E
(
(1− Y )P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣∣χ|sk) ∣∣∣∣tk(χ|sk)]
}]
≤
M∑
k=1
E
[
E
(
max
{
E
(
Y P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣∣χ|sk) ,
E
(
(1− Y )P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣∣χ|sk)
}∣∣∣∣∣tk(χ|sk)
)]
, (by Jensen’s inequality)
=
M∑
k=1
E
[
max
{
E
(
Y P
{
δ = k
∣∣∣χ|sk , Y } ∣∣∣∣χ|sk) , E((1− Y )P{δ = k∣∣∣χ|sk , Y } ∣∣∣∣χ|sk)
}]
= P
{
ΓB0 (χ
(δ)) = Y
}
,
i.e., P
{
ΓB(X(δ)) 6= Y } ≥ P{ΓB0 (χ(δ)) 6= Y }, where ΓB0 (χ(δ)) is the optimal classifier defined in (2);
see Theorem 1. To complete the proof, it is sufficient to show that the map tk in (14) is one-
to-one (and thus invertible). But, observe that for u,v ∈ L2(sk), we have tk(u − v) = 0 if and
only if u − v = 0 (by the completeness of the basis {ψ1, ψ2, . . . }); the result now follows since
tk(u)− tk(v) = tk(u− v).
2
PROOF OF THEOREM 3
We recall that if δ = k then X(d,k) is the observed d-dim covariate, where k = 1, . . . ,M . This
means that when δ = k, a classifier is any function of the form gd,k : Rd → {0, 1}. Therefore the
general classifier, denoted by Γd, can always be written in the form
Γd(X(d,δ)) :=
M∑
k=1
I{δ = k} · gd,k(X(d,k)). (16)
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Now, for k = 1, . . . ,M , define the functions rk(x, y) = P
{
δ = k
∣∣X(d,k) = x, Y = y} , y = 0, 1, and
ηk(x) = P
{
Y = 1
∣∣X(d,k) = x} = E [Y ∣∣X(d,k) = x] , and observe that the function φd,k in (6) can
be written as
φd,k(X
(d,k)) = E
{
E
[
(2Y − 1)I{δ = k}
∣∣∣X(d,k), Y ] ∣∣∣X(d,k)} ,
= E
[
(2Y − 1)P{δ = k∣∣X(d,k), Y } ∣∣∣X(d,k)]
= E
[
(2Y − 1)
(
Y · rk(X(d,k), 1) + (1− Y )rk(X(d,k), 0)
) ∣∣∣X(d,k)]
= E
[
Y · rk(X(d,k), 1) + (Y − 1) · rk(X(d,k), 0)
∣∣∣X(d,k)] , (because Y 2=Y )
= ηk(X
(d,k))rk(X
(d,k), 1) +
(
ηk(X
(d,k))− 1
)
rk(X
(d,k), 0). (17)
Therefore, the classifier ΓB,d in (7) can be written as
ΓB,d(X(d,δ)) =
M∑
k=1
I{δ = k} · I
{
ηk(X
(d,k))rk(X
(d,k), 1) +
(
ηk(X
(d,k))− 1
)
rk(X
(d,k), 0) > 0
}
,
and this can be used to write
P
{
ΓB,d(X(d,δ)) = Y
}
=
M∑
k=1
P
{
Y = 1, δ = k, [φd,k(X
(d,k)) > 0]
}
+
M∑
k=1
P
{
Y = 0, δ = k, [φd,k(X
(d,k)) ≤ 0]
}
:=
M∑
k=1
pik1 +
M∑
k=1
pik0 , (say).
But
pik1 = E
[
I{Y = 1} · I
{
φd,k(X
(d,k)) > 0
}
· P
{
δ = k
∣∣X(d,k), Y }]
= E
[
I
{
φd,k(X
(d,k)) > 0
}
· rk(X(d,k), 1) · E
[
I{Y = 1}∣∣X(d,k)]]
= E
[
I
{
φd,k(X
(d,k)) > 0
}
· rk(X(d,k), 1) · ηk(X(d,k))
]
.
Also, similar arguments yield pik0 = E
[
I
{
φd,k(X
(d,k)) ≤ 0} · rk(X(d,k), 0) · (1− ηk(X(d,k)))]. Thus,
we have
P{ΓB,d(X(d,δ)) = Y } =
M∑
k=1
(
E
[
I
{
φd,k(X
(d,k)) > 0
}
· rk(X(d,k), 1) · ηk(X(d,k))
]
+ E
[
I
{
φd,k(X
(d,k)) ≤ 0
}
· rk(X(d,k), 0) ·
(
1− ηk(X(d,k))
)])
.
Furthermore, for any other classifier Γd(X(d,δ)) given by (16), it is not difficult to see that
P{Γd(X(d,δ)) = Y } =
M∑
k=1
(
E
[
I
{
gd,k(X
(d,k)) = 1
}
· rk(X(d,k), 1) · ηk(X(d,k))
]
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+ E
[
I
{
gd,k(X
(d,k)) = 0
}
· rk(X(d,k), 0) ·
(
1− ηk(X(d,k))
)])
.
Therefore,
P{ΓB,d(X(d,δ)) 6= Y } − P{Γd(X(d,δ)) 6= Y }
=
M∑
k=1
E
[(
I
{
φd,k(X
(d,k)) > 0
}
− I
{
gd,k(X
(d,k)) = 1
})
· rk(X(d,k), 1) · ηk(X(d,k))
]
+
M∑
k=1
E
[(
I
{
φd,k(X
(d,k)) ≤ 0
}
− I
{
gd,k(X
(d,k)) = 0
})
· rk(X(d,k), 0) ·
(
1− ηk(X(d,k))
)]
=
M∑
k=1
E
[
I
{
gd,k(X
(d,k)) 6= I
{
φd,k(X
(d,k)) > 0
}}
(18)
×
∣∣∣∣rk(X(d,k), 1) · ηk(X(d,k))− rk(X(d,k), 0) · (1− ηk(X(d,k)))∣∣∣∣
]
≥ 0,
where (18) follows from the definitions of ΓB,d and Γd in conjunction with the expression in (17).
2
In order to prove Theorem 4, we first state a number of lemmas. In what follows, we use the
following notation:
Rm(d, h1, . . . , hM ) = P
{
Γdm(X
(d,δ)) 6= Y ∣∣Dm} (19)
R̂m,`(d, h1, . . . , hM ) = `−1
∑
i: (X(δi),Yi,δi)∈D`
I
{
Ωi(m, d, h1, . . . , hM )
}
, (20)
where Γdm(X
(d,δ)) and Ωi(m, d, h1, . . . , hM ) are as in (9) and (11), respectively.
Lemma 1 Let R̂m,` and Rm be as in (20) and (19). If `−1 log |Hn| → 0 and `−1 log dn → 0, where
|Hn| is the cardinality of the set Hn, then, as n→∞,
sup
1≤d≤dn , h1,...,hM∈Hn
∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ −→a.s. 0 .
PROOF OF LEMMA 1
First observe that for any given constant β > 0,
P
{
sup
1≤d≤dn , h1,...,hM∈Hn
∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ > β
}
≤
∑
1≤d≤dn
∑
h1,...,hM∈Hn
P
{∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ > β}
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≤ dn|Hn|M sup
1≤d≤dn
sup
h1,...,hM∈Hn
E
[
P
{∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ > β∣∣∣∣Dm}]
where |Hn| is the cardinality of the set Hn. But, with Ωi(m, d, h1, . . . , hM ) as in (11),
P
{∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ > β ∣∣∣Dm}
= P
{∣∣∣∣`−1 ∑
i: (X(δi),Yi,δi)∈D`
I
{
Ωi(m, d, h1, . . . , hM )
}− P{Ω1(m, d, h1, . . . , hM )}∣∣∣∣ > β
∣∣∣∣∣Dm
}
≤ 2 e−2`β2 , (by Hoeffding’s inequality),
which does not depend on Dm or any of the parameters d, h1, . . . , hM . Therefore
P
{
sup
1≤d≤dn , h1,...,hM∈Hn
∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ > β
}
≤ 2 dn|Hn|Me−2`β2 .
Furthermore, the conditions of Lemma 1 imply that
∑∞
n=1 dn|Hn|Me−`β
2/2 < ∞. The result now
follows from an application of the Borel-Cantelli lemma.
2
Lemma 2 Let Γ̂n(X
(d̂,δ)) be the classifier in (12). Also, let R̂m,` and Rm be as in (20) and (19).
Then
P
{
Γ̂n(X
(d̂,δ)) 6= Y
∣∣∣Dn} − inf
1≤d≤dn , h1,...,hM∈Hn
Rm(d, h1, . . . , hM )
≤ 2 sup
1≤d≤dn , h1,...,hM∈Hn
∣∣∣R̂m,`(d, h1, . . . , hM )−Rm(d, h1, . . . , hM )∣∣∣ .
PROOF of LEMMA 2
The proof of this lemma, which is similar to that of Lemma 8.2 of Devroye et al (1996), is straight-
forward and will not be given here. 2
Lemma 3 Let ΓB,d(X(d,δ)) be the classifier defined via (7) and (6). Also, let gd,k in the definition of
the classifier Γd(X(d,δ)) in (16) be of the form gd,k(X
(d,k)) = I{Gd,k(X(d,k)) > 0} for some function
Gd,k : Rd → [−1, 1]. Then
P
{
Γd(X(d,δ)) 6= Y
}
− P
{
ΓB,d(X(d,δ)) 6= Y
}
≤
M∑
k=1
E
∣∣∣φd,k(X(d,k))−Gd,k(X(d,k))∣∣∣ ,
where ΓB,d(X(d,δ)) and φd,k(X
(d,k)) are as in (7) and (6), respectively.
PROOF OF LEMMA 3
The expression in (18) in the proof of Theorem 3 shows that in view of (17) one has
P
{
Γd(X(d,δ)) 6= Y
}
− P
{
ΓB,d(X(d,δ)) 6= Y
}
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≤
M∑
k=1
E
(
I
{
gd,k(X
(d,k)) 6= I
{
φd,k(X
(d,k)) > 0
}}
×
∣∣∣φd,k(X(d,k))∣∣∣) .
Given the definition of gd,k(X
(d,k)) in the statement of the lemma, it is straightforward to see that
on the set
{
gd,k(X
(d,k)) 6= I {φd,k(X(d,k)) > 0}}, one has
E
(
I
{
gd,k(X
(d,k)) 6= I
{
φd,k(X
(d,k)) > 0
}}
×
∣∣∣φd,k(X(d,k))∣∣∣) ≤ E∣∣∣φd,k(X(d,k))−Gd,k(X(d,k))∣∣∣,
which completes the proof of the lemma.
2
The following result is an immediate corollary to Lemma 3.
Corollary 1 Let ΓB,d(X(d,δ)) be the classifier defined via (7) and (6). Also, for k = 1, . . . ,M , let
Gm,d,k(X
(d,k)) be any sample-based version of the function Gd,k(X
(d,δ)) that appears in Lemma 3,
based on the training sample Dm, and consider the classifier
Γ˜m(X
(d,δ)) =
M∑
k=1
I{δ = k} · gm,d,k(X(d,k)),
where gm,d,k(X
(d,k)) = I
{
Gm,d,k(X
(d,k)) > 0
}
. Then
P
{
Γ˜m(X
(d,δ)) 6= Y
∣∣∣Dm}− P{ΓB,d(X(d,δ)) 6= Y } ≤ M∑
k=1
E
[∣∣∣φd,k(X(d,k))−Gm,d,k(X(d,k))∣∣∣∣∣∣∣Dm] .
The proof of Corollary 1 is the same as that of Lemma 3 and is obtained by conditioning on the
training sample Dm.
2
The next lemma is a well-known result on the performance of the L1-norm of kernel regression
estimators.
Lemma 4 [Devroye et al (1996, Theorem 1); Gyo¨rfi et al (2002, Lemma 23.9).]
Let (U,V) ∈ [−B,B] × Rd, where B < ∞, and let φ(v) = E[U |V = v] be the regression function.
Let Dn = {(U1,V1), . . . , (Un,Vn)} be the data (iid), where (Ui,Vi) iid= (U,V), and define φ̂n(v) =∑n
i=1 UiK((v − Vi)/hn)
/ {nE [K(v −V)/hn)]} , where K : Rd → R+ is regular. If hn → 0 and
nhdn →∞, as n→∞, then for any distribution of (U,V), any  > 0, and n large enough,
P
{
E
[∣∣φ̂n(V)− φ(V)∣∣ ∣∣∣Dn] > } ≤ e−n2/(8Bρ)2 ,
where ρ ≡ ρ(K) is a positive constant depending on the kernel K only.
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PROOF OF THEOREM 4
Let ΓB,d(X(d,δ)) and ΓB(X(δ)) be as in (7) and (5), and observe that in view of part (iii) of Theorem
2 one has
P{ΓB,d(X(d,δ)) 6= Y } − P{ΓB(X(δ)) 6= Y }
≤
M∑
k=1
E
∣∣∣∣E[(2Y − 1)I{δ = k}∣∣∣X(k)]− E[(2Y − 1)I{δ = k}∣∣∣X(d,k)]∣∣∣∣, (21)
which follows upon taking ϕk(X
(k)), that appears in part (iii) of Theorem 2, to be the same as
the right side of (6). Here, as before, X(k) = (X
(k)
1 , X
(k)
2 , . . . ) and X
(d,k) = (X
(k)
1 , . . . , X
(k)
d ).
Let S
(k)
d = E
[
(2Y − 1)I{δ = k}∣∣X(d,k)] and S(k)∞ = E[(2Y − 1)I{δ = k}∣∣X(k)], and observe that
for any k = 1, . . . ,M and any d1 < d2, one has E
[
S
(k)
d2
∣∣X(k)1 , . . . , X(k)d1 ] a.s.= S(k)d1 . Furthermore,
supd≥1
∣∣S(k)d ∣∣ ≤ 1. In other words, {S(k)d , d = 1, 2, . . . } is a martingale with respect to the increasing
sequence of σ-fields, σ(X
(k)
1 , . . . , X
(k)
d ). Invoking the martingale convergence theorem (see, for
example, Sec. 1.3 of Hall and Heyde (1980)), and arguing as in Biau et al. (2005), we find
S
(k)
d →a.s. S(k)∞ , as d → ∞. This fact together with the bound in (21) and an application of
the dominated convergence theorem yield P{ΓB,d(X(d,δ)) 6= Y } − P{ΓB(X(δ)) 6= Y } → 0, as d →
∞. Consequently, for every  > 0, and n sufficiently large, there is a d ∈ [1, dn] such that
P{ΓB,d(X(d,δ)) 6= Y } − P{ΓB(X(δ)) 6= Y } ≤  holds for all d ≥ d (recall dn → ∞ as n → ∞).
Therefore, for any h˜k ≡ h˜(n) ∈ Hn, k = 1, . . . , n, satisfying the conditions of Theorem 4, any  > 0,
and n large enough, one has
P
{
Γ̂n(X
(d̂,δ)) 6= Y
∣∣∣Dn}− P{ΓB(X(δ)) 6= Y }
= P
{
Γ̂n(X
(d̂,δ)) 6= Y ∣∣Dn} − inf
1≤d≤dn , h1,...,hM∈Hn
Rm(d, h1, . . . , hM )
+ inf
1≤d≤dn , h1,...,hM∈Hn
{
Rm(d, h1, . . . , hM )− P{ΓB,d(X(d,δ)) 6= Y }
+ P{ΓB,d(X(d,δ)) 6= Y }
}
− P
{
ΓB(X(δ)) 6= Y
}
≤ P
{
Γ̂n(X
(d̂,δ)) 6= Y ∣∣Dn} − inf
1≤d≤dn , h1,...,hM∈Hn
Rm(d, h1, . . . , hM )
+ Rm(d, h˜1, . . . , h˜M )− P{ΓB,d(X(d,δ)) 6= Y }
+  (22)
Now, in view of lemmas 1 and 2, as n→∞, we have
P
{
Γ̂n(X
(d̂,δ)) 6= Y ∣∣Dn} − inf
1≤d≤dn , h1,...,hM∈Hn
Rm(d, h1, . . . , hM ) −→a.s. 0, (23)
Next, define
φ˜m,d,hk(x) =
φ̂m,d,hk(x)
m · E
[
Kk
(
x−X(d,k)
hk
)] ,
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where φ̂m,d,hk(x) is as in (8), and observe that the classifier Γ
d
m in (9) can alternatively be written
as Γdm(X
(d,δ)) =
∑M
k=1 I{δ = k}I
{
φ˜m,d,hk(X
(d,k)) > 0
}
. Therefore, by Corollary 1,
Rm(d, h˜1, . . . , h˜M )− P{ΓB,d(X(d,δ)) 6= Y } ≤
M∑
i=1
E
[∣∣∣φd,k(X(d,k))− φ˜m,d,h˜k(X(d,k))∣∣∣
∣∣∣∣Dm]
−→a.s. 0, as n→∞, (24)
(by Lemma 4 and the Borel-Cantelli lemma)
where φd,k is given by (6). Therefore, in view of (22), (23), and (24), for any  > 0,
lim
n→∞
[
P
{
Γ̂n(X
(d̂,δ)) 6= Y
∣∣∣Dn}− P{ΓB(X(δ)) 6= Y }] ≤  ,
almost surely. This completes the proof of Theorem 4.
2
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