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Resumen: Este art´ıculo presenta un estudio preliminar sobre la influencia de la
implicacio´n textual en tareas de generacio´n automa´tica de resu´menes de textos.
Se proponen dos aproximaciones para producir resu´menes a partir de uno o varios
documentos de entrada. La primera de ellas se basa u´nicamente en la frecuencia de las
palabras para determinar las frases ma´s relevantes del texto, mientras que la segunda
aproximacio´n combina esta te´cnica con el reconocimiento de la implicacio´n textual
para reducir el nu´mero de frases del documento de entrada. Los resultados iniciales
obtenidos presentan una mejora del 5.85% para monodocumento y del 6.80% para
multidocumento cuando se incorpora el reconocimiento de la implicacio´n textual.
Palabras clave: resumen automa´tico, implicacio´n texual, frecuencia de palabras,
multidocumento
Abstract: This paper presents a preliminary study of the usefulness of applying tex-
tual entailment recognition in text summarization tasks. Two different approaches
are proposed. The first one relies on the word’s frequency in order to select the most
relevant sentences to include in the final summary, whereas the second one combines
textual entailment recognition together with the aforementioned approach so that
we can reduce the size of the original text or texts first. Results show that this com-
bination has been appropriate, obtaining an increase of 5.85% for single-document
and of 6.80% for multi-document when textual entailment and the frequency of
words are applied together.
Keywords: automatic summarization, textual entailment, word-frequency, multi-
document
1. Introduccio´n
Debido al gran aumento de informacio´n
digital, especialmente desde el crecimiento
exponencial de Internet, la necesidad de her-
ramientas capaces de manejar, controlar y
filtrar informacio´n es cada vez ma´s impor-
tante tanto para la comunidad cient´ıfica co-
mo para los usuarios finales. Consecuente-
mente, las tareas automa´ticas de resu´menes
de textos, capaces de presentar la informa-
cio´n disponible de una manera ma´s con-
∗ Esta investigacio´n ha sido financiada por el proyec-
to TEXT-MESS (TIN2006-15265-C06-01) del Minis-
terio de Educacio´n y Ciencia y parcialmente finan-
ciada bajo el proyecto QALL-ME (FP6-IST-033860),
dentro del Sexto Programa Marco de Investigacio´n de
la Unio´n Europea.
cisa para el usuario, esta´n adquiriendo una
gran relevancia recientemente. Adema´s, exis-
ten otras tareas dentro del campo del Proce-
samiento del Lenguaje Natural (PLN) que
tambie´n contribuyen al avance cient´ıfico en
estos aspectos. Tareas como la recuperacio´n
de informacio´n, extraccio´n de informacio´n,
bu´squeda de respuestas, clasificacio´n de tex-
tos e implicacio´n textual esta´n siendo amplia-
mente investigadas tanto de manera individ-
ual como colaborativa. En este art´ıculo ex-
ploraremos la posibilidad de usar implicacio´n
textual para ayudar a la tarea de resu´menes
de textos, estudiando la manera en la que e´sta
se ve influenciada.
Un resumen se define como un texto
que se genera a partir de uno o ma´s textos,
Procesamiento del lenguaje Natural, nº 41 (2008), pp. 183-190 recibido 7-05-2008; aceptado 16-06-2008
ISSN: 1135-5948 © 2008 Sociedad Española para el procesamiento del Lenguaje Natural
que contiene la informacio´n ma´s significati-
va y que no es ma´s extenso que la mitad de
los textos originales (Hovy, 2005). Los sis-
temas de resu´menes de textos pueden estar
caracterizados por mu´ltiples factores, pero
segu´n (Spa¨rck Jones, 2007) hay principal-
mente tres que influyen en los resu´menes: la
entrada, el propo´sito y los factores de salida.
Por ejemplo, aunque esta tarea tradicional-
mente se ha centrado en resu´menes de tex-
tos, e´stos tambie´n pueden obtenerse de infor-
macio´n multimedia como ima´genes, videos,
audios o informacio´n on-line o hipertextos.
Adema´s, podemos realizar el resumen de un
solo documento (resumen monodocumento)
o de varios (resumen multidocumento). Re-
specto a la salida, el resumen puede ser un ex-
tract1 o un abstract. Tambie´n es posible dis-
tinguir entre resu´menes gene´ricos, los cuales
intentan representar toda la informacio´n rel-
evante del texto original, y resu´menes orien-
tados a usuario, en los cuales se representa
la informacio´n necesaria para un usuario es-
pec´ıfico. Acerca del estilo de la salida, encon-
tramos una distincio´n principalmente entre
dos tipos: resu´menes indicativos, usados para
mostrar los temas de los que trata el texto
original y que dar´ıan una breve idea sobre lo
que se comenta en e´l, e informativos, desti-
nados a cubrir en mayor medida el contenido
del texto a resumir.
Por otro lado, como breve introduccio´n a
la implicacio´n textual, decir que ha sido re-
cientemente propuesto como un marco de tra-
bajo gene´rico para el modelado de la vari-
abilidad del lenguaje en muchas aplicaciones
de PLN. La implicacio´n textual se define co-
mo una relacio´n unidireccional entre dos tex-
tos, de tal manera que del significado de uno
de ellos se puede deducir el significado del
otro. Siguiendo la metodolog´ıa propuesta en
(Glickman, 2006), el texto inferido ser´ıa la
hipo´tesis (H) y el texto que permite la infer-
encia de significados se denomina texto (T).
Varias aproximaciones han sido propuestas
recientemente, la mayor´ıa de ellas y segura-
mente las ma´s relevantes, han sido presen-
tadas en las tres ediciones de la competicio´n
sobre reconocimiento de implicacio´n textual
1Adoptamos la terminolog´ıa inglesa de extract
para referirnos al resumen formado a partir de la
extraccio´n de algunas frases del texto original pre-
viamente seleccionadas, mientras que utilizaremos el
te´rmino abstract cuando se genera nuevo lenguaje
para componer el resumen final.
(RTE, del ingle´s Recognising Textual Entail-
ment) (Giampiccolo et al., 2007).
La siguiente figura muestra dos ejemplos,
uno positivo y otro negativo, de relaciones
implicacio´n textual extra´ıdos del corpus de
desarrollo de la tercera competicio´n del RTE.
Par id=109 implicación=SI
Par id=194 implicación=NO
T: ASCAP is a membership association
of more than 200,000 US composers,
songwriters, lyricists and music publishers
of every kind of music.
H: More than 200,000 US composers,
songwriters, lyricists and music publishers
are members of ASCAP.
T: US President George W. Bush has indicated
he will invite Abbas to the United States for
talks, something he never did with Abbas's
predecessor, the late Yasser Arafat.
H: Yasser Arafat succeeded Abbas.
Figura 1: Ejemplos de implicacio´n textual.
El objetivo de este art´ıculo es valorar
co´mo el uso de un mo´dulo de implicacio´n
textual en un sistema de resu´menes de tex-
tos puede mejorar los resultados finales. A
lo largo del art´ıculo se detallara´n los difer-
entes experimentos realizados, tanto para
monodocumento como para multidocumento,
as´ı como los resultados obtenidos.
El art´ıculo esta´ estructurado de la sigu-
iente manera: la seccio´n 2 presenta un breve
estado de la cuestio´n. La seccio´n 3 describe
el sistema junto con los diferentes mo´dulos
que lo componen. A continuacio´n, la seccio´n
4 muestra la evaluacio´n del sistema y los re-
sultados obtenidos. Por u´ltimo, la seccio´n 5
presenta las conclusiones y trabajos futuros.
2. Estado de la cuestio´n
La tarea de generacio´n de resu´menes de
textos de forma automa´tica se inicio´ hace
ma´s de cincuenta an˜os con las investigaciones
realizadas por (Luhn, 1958) o (Edmundson,
1969), quienes aplicaron te´cnicas como la fre-
cuencia de palabras o la posicio´n de una
frase dentro de un documento, para producir
resu´menes sin depender de la intervencio´n
humana. A partir de estas primeras investi-
gaciones, se han desarrollado y perfeccionado
multitud de te´cnicas, algunas de ellas basadas
en conocimiento y recursos lingu¨´ısticos como
(Lin y Hovy, 2002; Gotti et al., 2007) y otras
basadas en me´todos estad´ısticos y en apren-
dizaje automa´tico para indentificar las fras-
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es que compondra´n el resumen final (Hirao
et al., 2002; Svore, Vanderwende, y Burges,
2007). Adema´s, en los u´ltimos an˜os, la gen-
eracio´n de resu´menes multidocumento ha co-
brado especial intere´s en este campo del PLN
(Goldstein et al., 2000; Mihalcea, 2004; Qiu et
al., 2007; Kuo y Chen, 2008) debido a la gran
cantidad de informacio´n redundante de la que
disponemos y la importancia de condensar o
fusionar toda esa informacio´n de forma breve
y resumida.
En la literatura podemos encontrar varias
revisiones del estado de la cuestio´n (Alonso
et al., 2004; Spa¨rck Jones, 2007) en las que
se describen los aspectos ba´sicos relaciona-
dos con la tarea de resu´menes automa´ticos y
las te´cnicas existentes para dicha tarea (tanto
para resu´menes monodocumento como mul-
tidocumento). Adema´s, tambie´n se exponen
y analizan ejemplos de algunos sistemas con-
cretos que han participado en evaluaciones
internacionales, tales como las que se han or-
ganizado desde el 2001 hasta el 2007 por el
National Institute of Standards and Technol-
ogy (NIST) dentro del marco de conferencias
DUC (http://duc.nist.gov/).
Por otra parte, la tarea de generacio´n de
resu´menes automa´ticos se puede beneficiar de
te´cnicas existentes para otras tareas del PLN,
como categorizacio´n de textos, recuperacio´n
de informacio´n o implicacio´n textual. En este
art´ıculo nos centraremos en esta u´ltima tarea,
el reconocimiento de la implicacio´n textu-
al, para estudiar co´mo se puede aplicar con-
juntamente con la tarea de resu´menes au-
toma´ticos de texto, obteniendo unos resulta-
dos preliminares que son prometedores para
futuras l´ıneas de investigacio´n. Se trata de
una aproximacio´n novedosa, en la que se uti-
liza el reconocimiento de la implicacio´n tex-
tual para reducir el taman˜o del documento
original. Hasta ahora, la implicacio´n textual
solamente se hab´ıa utilizado en la evaluacio´n
de resu´menes automa´ticos (Harabagiu, Hickl,
y Lacatusu, 2007) sin que influyera directa-
mente en la generacio´n de e´stos. En (Tatar
et al., 2008) encontramos una aproximacio´n
en la que se aplica implicacio´n textual como
te´cnica de segmentacio´n, agrupando las fras-
es que esta´n implicadas entre ellas para ex-
traer posteriormente de esos segmentos, las
oraciones que forman el resumen final. Por el
contrario, nuestro trabajo muestra una man-
era diferente de integrar la implicacio´n textu-
al en un sistema de generacio´n de resu´menes,
que consiste en eliminar oraciones que esta´n
implicadas entre s´ı y reducir as´ı el nu´mero de
frases del documento original. En un proceso
posterior, de entre las frases restantes, se se-
leccionara´n aque´llas con mayor puntuacio´n,
de acuerdo a los criterios establecidos en la
seccio´n 3, para formar parte del resumen fi-
nal. En la siguiente seccio´n se describen los
detalles relacionados con la arquitectura del
sistema.
3. Arquitectura del sistema
El sistema que hemos desarrollado pro-
duce extracts de uno o varios documentos
de forma automa´tica aplicando dos compo-
nentes como fuentes de informacio´n: la fre-
cuencia de las palabras y la implicacio´n tex-
tual. Nuestra hipo´tesis de trabajo es que
el reconocimiento de la implicacio´n textu-
al puede ser muy u´til como paso previo al
procesamiento del texto o textos a la hora
de generar resu´menes de uno o varios docu-
mentos. A partir de la identificacio´n de esas
relaciones de implicacio´n podemos reducir el
taman˜o del texto a procesar. El objetivo de
este trabajo consiste en estudiar la influencia
positiva que tiene la implicacio´n textual en
la generacio´n de resu´menes automa´ticos. A
continuacio´n, se explican las distintas fuentes
de conocimiento utilizadas en el sistema (fre-
cuencia de palabras e implicacio´n textual), la
relacio´n entre ellas y por u´ltimo, una primera
aproximacio´n para extender el sistema a mul-
tidocumento.
3.1. Frecuencia de palabras
La frecuencia de las palabras es la te´cni-
ca base de nuestro sistema2 . La idea subya-
cente es que cua´ntas ma´s veces aparezca una
palabra en un texto (sin tener en cuenta las
stopwords), ma´s importante sera´ la oracio´n
que contenga esa palabra y por tanto, las
frases con ma´s puntuacio´n sera´n las que for-
men parte del resumen final. Es decir, la pun-
tuacio´n de una oracio´n, tal como se muestra
en la Fo´rmula 1, consitira´ en la suma de las
frecuencias de las palabras que contenga y se








2Para calcular la frecuencia de las palabras
hemos usado la herramienta WVTool desarrollada
por Michael Wurst (Universidad de Dortmund) y
disponible en http://wvtool.sourceforge.net/
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donde:
tfi = frecuencia de la palabra i.
n = longitud de la frase (en nu´mero de
palabras) sin tener en cuenta las stopwords.
Si consideramos, por ejemplo, las dos
frases mostradas en la Figura 2, extra´ıdas
del corpus del DUC del 2002 (http://www-
nlpir.nist.gov/projects/duc/data.html), la
puntuacio´n para la frase a es 3.2 y para
la b es 1. Entre pare´ntesis se indica la
frecuencia de cada palabra respecto a todo
el documento, y se puede observar como las
“stopwords” no se han tenido en cuenta para
el ca´lculo de la frecuencia ni para contar la
longitud de la oracio´n.
S : (2) (6) (7) (1)
(0) (0) (1) (1) (0)
(1) (0) (0) (7)
(4) (2).




Tropical Storm Gilbert formed
in the eastern Caribbean and
strengthened into a hurricane
Saturday night
There were no reports of
casualties
Figura 2: Frases de ejemplo del documento
AP880911-0016 (corpus DUC 2002).
Si tuvie´ramos que escoger entre una de el-
las para formar el resumen, elegir´ıamos la
primera oracio´n ya que la puntuacio´n que
obtenemos (3.2) es mayor que la obtenida
para la segunda (1).
3.2. Implicacio´n textual
La idea principal que sostiene el uso de
implicacio´n textual en tareas automa´ticas de
resu´menes, reside en conseguir un resumen
preliminar formado por las oraciones que no
tienen relacio´n de implicacio´n con ninguna
otra frase del documento. Como ejemplo,
supongamos que un documento esta´ forma-
do por el siguiente conjunto de frases:
S1 S2 S3 S4 S5 S6
y el documento reducido por el co´mputo
de las relaciones de implicacio´n textual se
obtiene de la siguiente manera:
RESUMEN = {S1}
RESUMEN −→ implica −→ S2 ⇒ NO
RESUMEN = {S1, S2}
RESUMEN −→ implica −→ S3 ⇒ NO
RESUMEN = {S1, S2, S3}
RESUMEN −→ implica −→ S4 ⇒ SI
RESUMEN = {S1, S2, S3}
RESUMEN −→ implica −→ S5 ⇒ SI
RESUMEN = {S1, S2, S3}
RESUMEN −→ implica −→ S6 ⇒ NO
RESUMEN = {S1, S2, S3, S6}
Por lo tanto, el documento reducido
obtenido por el procesamiento de las inferen-
cias de implicacio´n textual comprende aquel-
las frases que no son implicadas por el conjun-
to de oraciones que no han producido relacio´n
de implicacio´n previamente (i.e. S1,S2,S3,S6
en el ejemplo anterior). Para procesar las im-
plicaciones textuales se ha utilizado el sis-
tema de implicacio´n textual presentado en
(Ferra´ndez et al., 2007) con algunas mejoras y
entrenado con el corpus proporcionado en la
Tercera edicio´n del RTE (Giampiccolo et al.,
2007). Este sistema se basa en el co´mputo de
un conjunto de medidas le´xicas (e.g. distan-
cia de Leveshtein, Smith–Waterman, simil-
itud del coseno) y sema´nticas basadas en
WordNet3.0, aplicando un clasificador SVM
con el objetivo de tomar la decisio´n final.
3.3. Frecuencia de palabras e
implicacio´n textual
Con el objetivo de valorar co´mo la de-
teccio´n de relaciones de implicacio´n textu-
al mejora la tarea completa de resu´menes
de textos, creamos una aproximacio´n que se
beneficia del uso de las dos te´cnicas anteriores
(la frecuencia de palabras y la implicacio´n
textual).
Inicialmente aplicamos implicacio´n textu-
al para obtener el documento reducido, el
cual contendra´ so´lo aquellas frases que no
han producido relacio´n de implicacio´n. En
paralelo, aplicamos la te´cnica de la frecuen-
cia de las palabras sobre las frases del docu-
mento obteniendo la frecuencia de cada pal-
abra. Finalmente, creamos el resumen a par-
tir de aquellas frases que esta´n contenidas
en el documento reducido y que mayor pun-
tuacio´n obtengan.
3.4. Extensio´n a multidocumento
Partiendo de la hipo´tesis de que aplicar
implicacio´n textual como parte del proceso de
generacio´n automa´tica de resu´menes es ven-
tajoso ya que se elimina informacio´n redun-
dante del documento de origen, y que la re-
dundancia de informacio´n es uno de los prob-
lemas ma´s importantes en el a´mbito de los
resu´menes multidocumento (Radev, Hovy, y
McKeown, 2002), se decidio´ extender el sis-
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tema a multidocumento para estudiar el com-
portamiento de la implicacio´n textual en este
nuevo a´mbito. Como una primera aproxi-
macio´n muy ba´sica, se opto´ por considerar
todos los documentos de entrada al sistema
como un solo documento, concatenando uno
a continuacio´n del otro y aplicando, en primer
lugar, el renocimiento de la implicacio´n tex-
tual como mecanismo para eliminar frases re-
dundantes. De esta manera, conseguimos re-
ducir considerablemente el taman˜o del texto.
El ca´lculo de las frecuencias de palabras se
aplicar´ıa despue´s sobre ese nuevo texto, tal y
como se describe en la seccio´n 3.1, para de-
terminar las frases que sera´n extra´ıdas para
formar parte del resumen final. En la sigu-
iente seccio´n se describen detalladamente los
experimentos y los resultados obtenidos.
4. Evaluacio´n del sistema
Para evaluar nuestro sistema de manera
intr´ınseca3 hemos tomado como datos de
prueba los documentos utilizados en el DUC
2002. El corpus de prueba esta´ formado por
59 grupos de noticias que contienen aproxi-
madamente 10 documentos que tratan sobre
el mismo tema. En esta edicio´n del DUC, la
tarea 1 se oriento´ a monodocumento mien-
tras que la tarea 2, a multidocumento. La
primera de ellas propon´ıa la generacio´n de
resu´menes gene´ricos de 100 palabras de ca-
da uno de los documentos y la segunda, la
generacio´n de resu´menes gene´ricos de diversa
longitud (10,50,100,200) de cada uno de los
grupos. A partir de la definicio´n de estas tar-
eas, decidimos realizar las siguientes pruebas
(ve´ase el Cuadro 1 de resultados):
Generacio´n de extracts de 100 palabras
de longitud, para cada uno de los doc-
umentos del corpus del DUC 2002 apli-
cando solamente la frecuencia de las pal-
abras en el proceso de resumen (mon-
odocumento, TS).
Generacio´n de extracts de 100 palabras
de longitud, para cada uno de los docu-
mentos del corpus del DUC 2002 apli-
cando el reconocimiento de la impli-
cacio´n textual como paso previo a la fre-
cuencia de las palabras en el proceso de
resumen (monodocumento, TE+TS).
3Este tipo de evaluacio´n difiere de la extr´ınseca en
que se evalu´a el contenido del resumen, es decir, la
calidad del resumen generado atendiendo a diversos
criterios.
Generacio´n de extracts de 100 palabras
de longitud, para cada uno de los grupos
del corpus del DUC 2002 considerando
solamente la frecuencia de las palabras
en el proceso de resumen (multidocu-
mento, TS).
Generacio´n de extracts de 100 palabras
de longitud, para cada uno de los grupos
del corpus del DUC 2002 aplicando el
reconocimiento de la implicacio´n textual
como paso previo a la frecuencia de las
palabras en el proceso de resumen (mul-
tidocumento, TE+TS).
Para llevar a cabo estas pruebas, real-
izamos un preprocesado inicial a los textos
proporcionados por el DUC, queda´ndonos so-
lamente con el cuerpo de la noticia de cada
uno de los documentos, y eliminando todas
las etiquetas con informacio´n adicional. La
razo´n por la que se hizo este tratamiento pre-
vio fue que dichas etiquetas introduc´ıan mu-
cho ruido en los resu´menes finales y aunque,
a priori se pudiera pensar que estamos elimi-
nando informacio´n relevante de los documen-
tos, como puede ser el t´ıtulo de la noticia, esta
informacio´n suele venir resumida de nuevo en
la primera frase de la misma, al tratarse de
textos period´ısticos.
El corpus del DUC 2002 conten´ıa, adema´s,
resu´menes generados manualmente por ex-
pertos humanos, que nos sirvieron para com-
pararlos con los obtenidos por nuestro sis-
tema. Por otra parte, se desarrollaron para
el DUC 2002 dos baselines, una para la tarea
1 consistente en extraer las primeras 100
palabras del documento y otra para la se-
gunda tarea, que seleccionaba las primeras
n palabras (en nuestro caso, tambie´n 100,
ya que los resu´menes multidocumento pro-
ducidos tienen una longitud de 100 palabras)
del documento ma´s reciente. Ambos baselines
nos sirvieron de referencia y reciben el nom-
bre de Lead baseline como se puede ver en el
Cuadro 1.
Para la evaluacio´n se utilizo´ el paquete
ROUGE4 (Lin, 2004), con un intervalo de
confianza del 95%. Esta herramienta, desar-
rollada en 2004, ha sido muy utilizada para
la evaluacio´n automa´tica de resu´menes en
las u´ltimas competiciones del DUC y pro-
porciona los valores de precisio´n, cobertura
4La versio´n utilizada en este trabajo,
ROUGE-1.5.5, se encuentra disponible en:
http://haydn.isi.edu/ROUGE
Integración del reconocimiento de la implicación textual en tareas automáticas de resúmenes de textos
187
Monodocumento ROUGE-1 ROUGE-2 ROUGE-L
Lead baseline 41.132 21.075 37.535
TS 43.210 17.072 39.188
TE+TS 44.759(+3.58%) 18.840(+10.36%) 40.606(+3.62%)
Multidocumento ROUGE-1 ROUGE-2 ROUGE-W
Lead baseline 28.684 5.283 9.525
TS 29.620 5.200 9.266
TE+TS 31.333(+5.78%) 5.780(+11.15%) 9.588(+3.48%)
Cuadro 1: Resultados sobre corpus DUC 2002 (tareas mono y multidocumento).
Multidocumento ROUGE-1 ROUGE-2 ROUGE-W
Abstracts-HUM 37.762 8.004 10.436
Extracts-HUM 41.811 (+10.72%) 13.466 (+68.24%) 11.503 (+10.22%)
Cuadro 2: Evaluacio´n de resultados comparando “abstracts” vs. “extracts”.
y F-medida, para diferentes niveles de sola-
pamiento entre distintos textos. En este tra-
bajo so´lo tendremos en cuenta el valor para
la cobertura (recall), debido a que las evalua-
ciones que se han realizado a posteriori sobre
los datos del DUC 2002 (Wan, Yang, y Xi-
ao, 2006; Steinberger et al., 2007) han uti-
lizado la versio´n anterior de la herramien-
ta ROUGE (versio´n 1.4.2) que so´lo realiz-
aba el ca´lculo de la cobertura. Las medi-
das ROUGE que usaremos para nuestra eval-
uacio´n comprenden ROUGE-N (ROUGE-1
y ROUGE-2), que determinan la cobertura
basada en n-gramas entre el resumen can-
didato y el resumen (o resu´menes) modelo;
ROUGE-L, que se basa en obtener la sub-
secuencia comu´n ma´s larga, consecutiva o
no, entre dos textos y ROUGE-W (w=1.2),
similar a ROUGE-L, con la salvedad de que
memoriza los taman˜os de los emparejamien-
tos consecutivos para quedarse con el mayor
de ellos.
Aprovechando los extracts generados por
humanos incluidos en el corpus del DUC
2002, se decidio´ realizar una prueba adicional
que consitio´ en generar resu´menes multidoc-
umento a partir de cada uno de los 59 gru-
pos para analizar las diferencias en los re-
sultados obtenidos con ROUGE, puesto que
la mayor´ıa de los sistemas existentes en la
actualidad producen extracts, pero se suelen
comparar con abstracts en el momento de su
evaluacio´n. Dicha prueba consistio´ en pro-
ducir resu´menes de 200 palabras de longitud,
utilizando conjuntamente los componentes de
implicacio´n textual y la frecuencia de las pal-
abras. Los resultados de esta prueba se mues-
tran en el Cuadro 2.
En el Cuadro 1 se muestran los resulta-
dos para las cuatro pruebas descritas ante-
riormente. Entre pare´ntesis se indica el in-
cremento de mejora5 que se obtiene para
cada medida ROUGE, respecto a no incor-
porar la implicacio´n textual en el sistema.
De estos resultados se observa que cuando
se incorpora el reconocimiento de la impli-
cacio´n textual en el proceso de generacio´n de
resu´menes, se obtiene como media una mejo-
ra del 5.85% para el caso de monodocumen-
to y de 6.80% para el de multidocumento,
frente a aplicar solamente la frecuencia de las
palabras en dichos procesos. Cabe destacar
el incremento de mejora que obtiene el re-
conocimento de implicacio´n textual aplicado
a multidocumento. Se ha comprobado exper-
imentalmente que se ha eliminado el 71.57%
de las frases originales del corpus del DUC
2002, por lo que la reduccio´n de los textos
es bastante significativa. Por otra parte, las
dos aproximaciones propuestas en este traba-
jo mejoran los resultados obtenidos para las
respectivas baselines del DUC 2002 para am-
bas tareas (excepto para la medida ROUGE-
2 en el caso monodocumento).
En cuanto a los resultados de la salida
generada por nuestro sistema aplicando con-
5Se ha comprobado, aplicando el “sign-test” con
un nivel de significacio´n del 5%, que la mejora obteni-
da con el reconocimiento de la implicacio´n textual es
estad´ısticamente significativa.
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juntamente implicacio´n textual y frecuencia
de palabras sobre cada grupo de noticias, y
evaluada respecto a los abstracts y los ex-
tracts manuales proporcionados en el corpus
del DUC 2002 (Cuadro 2), se observa que si
comparamos las salidas obtenidas por nuestro
sistema con extracts producidos por expertos
humanos obtenemos una mejora del 29.73%,
frente a los resultados que se derivan de la
comparacio´n con abstracts. Esto simplemente
indica que, puesto que la mayor´ıa de sistemas
en la actualidad se basan en la produccio´n de
extracts (Radev, Hovy, y McKeown, 2002) y
no de abstracts, si dispusie´ramos de extracts
como resu´menes modelo para poder evaluar
nuestros sistemas, los resultados ser´ıan ma´s
representativos. No obstante, a pesar de que
han habido intentos para la generacio´n de
abstracts de forma automa´tica (Kan, McKe-
own, y Klavans, 2001; Daume´ III et al., 2002)
esta tarea es todav´ıa un reto.
5. Conclusio´n y trabajo futuro
En este art´ıculo se presentan dos aprox-
imaciones para la tarea de resu´menes au-
toma´ticos, tanto para resu´menes monodoc-
umento como para multidocumento. La
primera aproximacio´n consiste en considerar
solamente la frecuencia de las palabras para
que, a partir de e´stas, asignemos una pun-
tuacio´n a las frases del texto y seleccionemos
aque´llas con mayor puntuacio´n para formar
parte del resumen final. La segunda aproxi-
macio´n consiste en incorporar, como tarea de
preprocesamiento, el recocimiento de la im-
plicacio´n textual entre frases, para reducir
el taman˜o del documento o documentos y
analizar, a partir de la combinacio´n de im-
plicacio´n textual con la frecuencia de las
palabras, si se obtienen resultados que cor-
roboren que el uso conjunto de estas dos
fuentes de informacio´n es u´til en el proceso
de generacio´n de resu´menes. Los resultados
presentados en la seccio´n 4 verifican nuestra
hipo´tesis de trabajo, obteniendo unos resulta-
dos preliminares que son el punto de partida
para futuras investigaciones.
Como trabajos futuros, se plantea la in-
corporacio´n de otras te´cnicas en el sistema
para dotarlo de ma´s conocimiento, como por
ejemplo, la resolucio´n de la ana´fora y de
expresiones temporales, as´ı como tambie´n,
conocimiento basado en sema´ntica, hacien-
do uso de WordNet, que proporciona rela-
ciones tales como las de sinonimia o hiper-
onimia. Adema´s, unos de los trabajos prior-
itarios para un futuro ser´ıa estudiar ma´s en
profundidad los mecanismos existentes para
detectar y eliminar la redundancia en uno
o varios documentos, y compararlos con la
te´cnica de implicacio´n textual propuesta en
este art´ıculo. Otro aspecto a considerar con-
sistir´ıa en evaluar los resu´menes generados
con otras medidas complementarias, utilizan-
do herramientas de evaluacio´n automa´tica
que no se basen u´nicamente en la cobertura.
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