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Abstract 
The physics of highly ionized atoms is not only of extraordinary richness 
in specific physical phenomena but also a part of atomic physics that cross-
correlates with many other scientific disciplines such as astrophysics, plasma 
physics, heavy ion physics, etc. Apai't from its pure scientific importance, the 
physics of highly charged ions also has strong impact on research in several 
applied sciences and technological areas such as material science, thermo 
nuclear fusion, biomedical applications,etc. 
The accurate specification of energy levels and transition probabilities 
for ionized atoms has important immediate applications. One application 
concerns the diagnosis and modeling of controlled fusion plasmas, both in the 
central region and in the region of the edge plasma. However, measuring 
transition probability is difficult because of precision knowledge required on 
line energy dependent efficiency of the detector or spectrometer. Therefore, 
atomic lifetime data has a significant impact in the fundamental physics and 
applications. 
The methods of beam-foil spectroscopy which has been used for more 
than 30 years now produces data which are more reliable than ever before. 
The lifetime of the excited states of highly charged ions (HCI) have been 
measured using beam-foil lime of flight technique. Beam foil interactions are 
statistical in nature so at any beam energy charge states neighboring to the 
charge state of interest are also populated to a considerable extent. The 
population of the neighboring charge States causes satellite blending problems 
to the parent line of interest which makes the extracted lifetime values beam 
energy dependent. Combination of beam single- and two-foil technique is a 
handy remedy to cure the satellite blending problem. The beam-foil technique 
with single-foil as well as two-foil target at different beam energies coupled 
with multi-component iterative exponential growth and decay analysis 
technique gives accurate lifetimes for He-like and Li-like ions. It can be 
considered as a reliable tool for accurate lifetime measurements for He-like 
and Li-like ions. Further two-foil method also allows the standard beam-foil 
time of flight technique to be extended to shorter lifetimes down to ps. 
Chapter 1 of the thesis gives a introduction and general overview of 
highly charged ionS; the, importance and applications of HCI which is 
followed by a survey of the literature on the beam-foil spectroscopy. The 
salient features of the beam single and two-foil technique and the problems 
related with this technique have been discussed. 
Chapter 2 consists of brief description of lifetime determination^ 
forbidden transitions, satellite of spectral lines and few important theories 
which often used for the interpretation of the experimental results. 
Chapter 3 describes the main experimental features and data acquisition 
system used in the experiment. Details of 15 UD Pelletron, target preparation, 
target thickness measurement, detectors, electronic modules etc. have been 
discussed. 
Chapter 4 This chapter deals widi the lifetime measurement of the 1 s2p 
^ Pz level in He-like ^^ Ni using beam-foil time of flight technique with single 
and two-foil target at diree beam energies. The Li-like M2 as well as H-like 
Ml line blending were resolved to obtain a reliable lifetime for the ls2p ^Pi 
level in He—like ^^ Ni. 
Chapter 5 deals with the measurement of the 1 s2s2p "Ps/a level 
lifetime in Ti'^ "^  by using the same approach with a new experimental setup. 
TTie experiment was performed with 95 MeV, 143 MeV, "^ T^i. In the present 
workjthe lifetime of Is2s2p'^ P5/2 level has been determined first time through 
its M2 x-ray decay channel to the Li-like ground state. A two standard 
deviations difference between a previous experimental result and theoretical 
predication does not therefore arise from our measurement and subsequent 
analysis. 
Chapter 6 gives the summary and the furture scope of the work. 
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Chapter 1 
Introduction 
1.1. Highly Charged Ions (HCI) 
The Physics of highly ionized atoms is not only a field of extraordinary 
richness in specific physical phenomena but also a part of atomic physics that 
cross-correlates with many other scientific disciplines such as astrophysics, 
plasma physics, heavy ion physics, etc. Apart irom its pure scientific importance, 
the physics of highly charged ions has also strong impact on research in several 
applied sciences and technological areas (for example in fusion research and 
material science) which provides a further stimulus for the development of this 
field. 
Highly charged ions are those which have the spectroscopic symbol 
z > 5, where z = Z-N+1. Here, Z is the nuclear charge of the ion and N is the 
total number of electrons. The functional definition of a highly chaiged ion 
varies. To many, it refers to any atom that is missing more than one or two 
electrons. To others, several dozen electrons must be missing before the label 
"highly charged" is used. HCI is an atom that has been stripped of a large 
number of electrons (Q» l ) , so that die total energy yielded (Eo) during re-
neutralization is outside the realm of ordinary experience with laboratory ions 
(Eo»10 eV). 
The definition overlaps with what are frequently referred to as multiply 
charged or multicharged ions at the lower end of this spectrum (tvpically 0=2-9, 
with Eo <1000 eV), as well as what are some times called very highly charged 
ions at the upper end of the spectrum (e.g., Q = 92 with Eo ~ 750000 eV). The 
tremendous variety of HCIs makes almost every generalized conclusion and rule 
of the thumb in the field, but it also opens up an enormous range of possibilities 
for discovery. 
1.1.1. Overview of HCI 
Pioneering work in the study of multiply charged ions started as early as 
the 1920s when Bowen and Millikan investigated spectra of the Na I 
isoelectronic sequence up to CI VII produced in a condensed vacuum spark [1]. 
For many years, spectroscopic studies were a central topic in the investigation of 
multiply charged ions, motivated by the challenge of testing various theoretical 
predictions within quantum-mechanical concepts and bridging the gap between 
optical and x-ray spectra. A good account of these early investigations of the 
structure and spectra of highly charged ions can be found in the reviews by Edien 
[2,3]. The information on the energy levels of these ions, with references to the 
line classification on tiie work, are contained in the well-known compilation of 
Moore [4]. 
A new era in the studies of the structure and spectra of highly ionized atoms 
began with the discovery by Edlen and Tyren [5] of so called satellite lines in die 
spectia of charged ions, on the essentially new elements in these spectra with 
respect to the neutral atoms. This discovery and its explanation is fundamental to 
the analysis of the radiation from highly charged ions and its use for diagnostic 
purposes. 
The recent experimental progress in highly charged ion physics has been 
connected with the important developments in the construction of laboratory 
sources of multiply charged ions such as magnetic fusion devices, laser produced 
plasmas, beam-foil sources, newly developed ion sources, charged particle 
accelerators, paralleled with advances in the experimental tools and methods used 
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for studying highly charged ions and their collision processes (high-resolution 
spectrometers, detectors, ion traps, etc.)- Spacecraft-based studies, initiated in the 
1960s, have provided considerable information on highly charged ions in hot 
astrophysical plasmas. The experimental progress has been complemented by 
significant theoretical developments in the description of the structure and 
collision physics of highly charged ions. Both the degree of sophistication of 
theoretical models and the availability of powerful computing facilities have 
considerably increased the accuracy of theoretical predictions. 
Most of the universe consists of highly ionized matter [6]. Because it is 
exceedingly rare on Earth and because we are blindfolded from observing 
cosmic sources by the relatively high x-ray absorption of our atmosphere, the 
scientific study and application of highly ionized matter has been limited. Atomic 
physics and conventional ion beam technologies, for example, were developed in 
the virtual absence of laboratory access to highly charged ions. Today, however, 
powerful devices are available that can preferentially produce any ionization 
stage of any naturally abundant atom. Some of these devices [7] are small 
enough to fit on a tabletop. Others are huge devices that produce ions traveling 
with comparable speed of light [8,9]. These two extremes each have their own 
particular applications, but they share the property of providing a window into a 
part of the universe that is still relatively unexplored and that can be expected to 
impact a variety of fields. More details and breadth of coverage of the 
fundamentals can be found in comprehensive reviews and conference 
proceedings [10-18]. 
1.1.2. Basic Features of HCIs and their Interactions 
The specific properties distinguishing the highly charged ion from the 
neutral atom are mainly due to the unshielded Coulomb field of the nucleus of the 
ion. It's effects show not only in the structure of the ion, but also in its 
interactions with other atomic particles and widi the electromagnetic field. The 
stnicture of few-electron highly charged ions is considerably affected by 
relativistic effects in the electron motion and the absence of any "pure" angular 
momentum coupling scheme. The formation of the excited states of multiply 
charged ions is frequently characterized by the high angular momentum of these 
states and their decay takes place not only by allowed processes but also through 
severe violation of the normal selection rules. The typical radiation emitted by 
highly ionized atoms falls in the vacuum ultraviolet and x-ray wavelength 
regions. One important characteristic of the collisions of highly charged ions with 
atoms is the great variety of processes which may occur. A highly charged ion 
brings into the collision a significant amount of additional potential energy which 
can be disseminated through a large number of inelastic reaction channels: 
creation of excited states, autoionizing states and (even copious) production of 
secondary electrons are the most prominent examples of the results of a collision 
events. 
1.1.2.1. Size of HCI 
Perhaps the most fundamental and physically tangible aspect of an atom is 
its size (spatial extent of the electronic wave function). The great diversity of 
physical properties exhibited by the atoms across the periodic table emerges 
essentially from variations in the size and shape of the wavefunction. It is perhaps 
remarkable, then, that all atoms are roughly of the same size: a few tenths of a 
nanometer. This "typical size of an atom" is die first rule of thumb that must be 
abandoned in making the shift from neutral atoms to highly charged ions U'" ,^ 
which has a wavefunction that is nearly 100 times more spatially compact than 
that one can expect to find among HCIs. 
A simple isoelectonic scaling law for one-electron ions predicts that the size 
of the wavefunction (Bohr radius= R) varies as the reciprocal of the ion charge 
R~l/Z~ 1/(Q+1)~ 1/Q for Q » l . (1.1) 
For very highly charged ions, the wavefunction size become so small that 
one must begin to think about the ions in a qualitatively different way. The 
simplistic view of an HCI as a tiny Bohr atom with a charge is inadequate 
because the relevant length scales enter a new regime. Consider the hydrogen 
atom isoelectronic sequence. In the atomic limit, the system has planetary 
analogies that can be quite useful for gaining intuition. The electron orbits and 
nucleus at a characteristic distance that are large compared to both the spatial 
extent of the nucleus and the Compton wavelength of the electron (the 
fundamental length scale at which the electron ceases to behave as a point particle 
with finite charge). The ordinary hydrogen atom, like the solar system, is mainly 
empty space. At the high end of the isoelectronic sequence, however, the Bohr 
radius (R ~50/Z pm) falls below the Compton wavelength (2 pm). Under these 
conditions, single-particle quantum mechanics begins to break down and semi-
classical reasoning based on it becomes of limited value. Indeed, even the 
classical concept of a central Coulomb potential breaks down to some extent. 
Quantum field theory is required to describe the system. The resulting new 
picture is one in which the structure of the vacuum space itself is significant. The 
concept of empty space is replaced by one in which everything is bathed in a sea 
of virtual positron-electron pairs popping in and out of existence within the 
small window of time during which the Heisenberg uncertainly principle allows 
energy conservation to be violated. At short distance scales, it becomes apparent 
that the virtual sea of charge from the vacuum becomes polarized and screens the 
actual "bare" charge of an electron. The closer one gets, more the screening is 
avoided and the higher the electron charge appears to be. As the electron 
continues to "decloak" from the vacuum at increasingly shorter length scales, the 
apparent charge that it carries, rises significantly above the conventional value of 
1.6xlO '^^ C and ultimately approaches its bare value of infinity. The conceptual 
jump from a hydrogen atom to hydrogen-like uranium ion is perhaps as great, or 
greater, than the jump from a classically orbiting planet to a quantum mechanical 
atom. A more comprehensive introduction to the quantum field theory of HCIs 
can be seen in the reference [19]. 
The reduction in size of an HCI with increasing Z results in a tremendous 
compression of the wavelength density at the upper end of an isoelectronic 
sequence. The above scaling law for atomic size predicts that a hydrogen-like 
(N=l) uranium atom (Z=92) has an electronic density that is 780000 times higher 
than that of hydrogen atom. This compression of the wave function into the space 
near the nucleus dramatically alters the relative importance of various physical 
effects that determine the atomic structure. 
1.1.2.2. Kinetic Energy of HCI 
Two different types of energies associated with ions, potential and 
kinetic, are sometimes confused particularly when discussing beams of highly 
charged ions. Conventional ion beams used in the microelectronics industry or in 
materials science are comprised of singly charged ions with a kinetic energy in 
the keV to MeV range. This kinetic energy dominates the interaction of such ion 
beams with surfaces and hence the internal (potential) energy liberated when the 
ion neutralizes itself upon contact with the surface is usually neglected. Since 
conventional ions carry only about 10 eV of potential energy (the ionization 
potential). It is neglected in a very good approximation. For beams of highly 
charged ions in the same kinetic range, however, the relative importance of 
kinetic energy to potential energy is reduced or even inverted sometimes by a 
large factor. Implications of an unusually large potential energy from application 
point of view is discussed in the reference [20]. 
1.1.2.3. Potential Energy of HCI 
There are two types of potential energy that are distinct for HCIs: the 
ionization energy and the neutralization energy. For an ordinary ion, these two 
are identical in magnitude, but for HCIs they can differ by more than a factor of 
ten. Tliis is because ionization energy is the energy required to remove one 
electron, producing the charge Q+1 from an ion with one lower charge, while 
neutralization energy is the energy released in replacing all of the missing 
electrons. The ionization energy is most relevant to the production of the ions 
which typically occurs in a step-wise process (one electron removed after 
another) while the neutralization energy is more relevant to the impact of ions on 
surfaces. 
1.1.3. Spectroscopy of Highly Charged Ions 
Experimental and theoretical studies of the structure of HCIs belong to the 
most rapidly developing areas of contemporary atomic physics. In the 1970s and 
1980s a number of experimental developments appeared which now make it 
possible to produce practically any ionization stage of any chemical element, 
usually by applying photon or electron spectroscopy. The experimental progress 
has been matched by similar advances on the theoretical side. The latter include a 
deeper understanding of the important physical effects which determine the 
structure of HCIs as well as the possibility of utilizing the great computational 
capabilities that are available nowadays. 
In the monograph "The theory of atomic structure and spectra" Cowan 
(1981) summaries the progress made in the analysis of atomic spectra. Of the 
5460 spectra that are possible for 104 elements (including all ionization stages), 
only 1002 (of 99 elements) were at least partially analyzed in 1979, twenty years 
earlier the corresponding numbers were 511 and 87. A closer study shows that the 
information is particularly scarce for highly ionized heavier atoms. 
HCIs have several properties that differ from those of neufral and few 
times ionized atoms. Since the nuclear chaige Z greatly exceeds the charge of the 
remaining elecfrons, the electrostatic interaction is predominantly central. This 
might lead to the conclusion that the structure of HCIs is similar to that of neufral 
hydrogen. However, there are some resemblance, certain important difference 
also exist. For example, the high value of Z causes a contraction of the irmer 
shells while the valence electrons will be less localized. There are also large 
magnetic effects which cause the fine structure splitting to exceed the 
electrostatic gross structure separation. The allowed electric dipole (El) 
transitions, which are predominant in neutral and few times ionized atoms, will 
encounter strong competition from forbidden transitions, i.e. magnetic dipole 
(Ml), magnetic quadrupole (M2), electric quadruple (E2) and two photon decay 
(2E1). The transition rates for the forbidden decays scale with higher powers of Z 
than that of El transitions. For sufficiently high values of Z^the forbidden 
tiansitions may therefore dominate over the allowed ones. The effects of quantum 
electiodynamics (QED) also scale with higher powers of Z and their importance 
grows in HCIs. Even the effects of the nuclear structure manifest themselves in 
case of highly stripped atoms. A theoretical description of all such effects would 
therefore involve the use of relativistic quantum mechanics including the 
accurate treatment of electron-electron correlation. This is possible (in principle) 
within the framework of the Dirac formalism for a many elecfron atom using the 
multiconfiguration Dirac-Fock (MCDF) approach. However, the QED effects 
must also be accurately calculated. These problems become particularly 
challenging when the various effects (electron correlation, relativity, QED, etc.) 
have comparable magnitudes because in this case simplification based on 
perturbative treatments may not be adequate [21]. Accurate experimental data 
provide useful tests of the merits and possible shortcomings of die various 
theoretical and computational methods which are applied to describe and predict 
the structure of HCIs. Rather than being exotic, the highly ionized systems 
dominate high temperature environments such as solar corona and stellar and 
laboratory plasmas and thus almost all matter in the universe is in ionized state. 
In such systems,the electron binding energy is very large and the sfrong coulomb 
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field has a long-range intensity that enhances interaction cross sections. The 
reduced electron screening causes inner shell effects to become more important. 
All of these properties are depending on Z which can be treated as controllable 
experimental parameter if a sufficiently large and reliable data base can be 
followed along an isoelectronic sequence. To prescribe these systems, theoretical 
methods must sometimes undergo conceptual and computational refinements 
subject to experimental verification. Furthermore, the accurate specification of 
wavelength and energy level data does not insure correct predictions of transition 
probabilities and lifetimes. Measurement of the lifetimes are particularly 
important since they provide absolute rate values necessary to normalize relative 
transition probabilities obtained by time- integrated techniques [22-26]. 
Experimental and theoretical data for HCIs are needed for the diagnostics 
of astrophysical and laboratory plasmas. For more than 40 years, it has been 
possible to record the spectrum of the sun in the ultraviolet and x-ray regions by 
means of spacecraft-based observation. The spectra show transitions from very 
highly charged ions of many lighter elements up to Ni (Z=28). These 
observations have revealed a large number of radiative transitions, not previously 
observed in the laboratory, thereby stimulating much activity in theoretical and 
experimental atomic spectroscopy. 
The spectra of HCIs contain important information about plasmas 
macroparameters (electron and ion temperature and density, charge-state 
distribution, etc.) and therefore, provide an important diagnostic tool for the 
investigation of hot laboratory and astrophysical plasmas. As a diagnostic tool, 
high resolution spectroscopy of multicharged ions has proved to be an extremely 
useful and sometimes, even the only possible method for measuring these 
parameters. 
The novel techniques, involving recoil fi"om ion-atom collision 
experiments or very highly ionized atoms from modem ion sources like electron 
beam ion source (EBIS), electron beam ion tiap (EBIT), election cyclotion 
resonance (ECR), and storage rings, etc.. have been successfully tested. Recent 
advances in heavy ion beam technology make it possible to produce very highly 
ionized atoms up to fully stripped uranium U'-^ in the very wide kinetic energy 
range from a few eV up to more than 20 GeV. 
The spectra of raulticharged ions possess a number of specific properties 
essentially distinguishing them from the spectra of neutrals. Among these 
properties one should mention the following: 
(i) The shift of radiation spectra from infrared and visible to the vuv and 
x-ray region, 
(ii) The growth of the ionization potentials up to several hundred or even 
thousand eV, 
(iii) An increase of the multiple splitting proportionally to z", where z is a 
spectroscopic symbol of an ion. 
(iv) A deviation from the L-S scheme of the angular momentum coupling 
towards an intermediate and JJ-coupling scheme. 
(v) An increase of the specfral line intensities corresponding to forbidden 
fransitions due to relativistic effects. 
(vi) The presence of satellite lines of multicharged ions coimected 
with the radiation decay of autoionizing states. 
The long range Coulomb force of an ion influences also the collisional 
properties of multicharged ions. The cross sections are proportional to the factor 
Z" . For electron-ion and ion-ion collisions a<0, while for ion-atom, ion-
molecular and radiative processes a>0. In some cases the factor "a" can be even 
much larger than unity. Therefore, the cross sections involving multicharged ions 
sfrongly depend on the collision partner. 
High temperatures or intense photon fluxes create highly charged ions in 
asfrophysical objects such as solar corona, x-ray emitting binary stars, supernova 
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- remnants, etc. The atomic characteristics of these ions determine x-ray and uv 
spectra as well as heating and cooling rates and opacities of the objects [27]. The 
presence of highly ionized species in plasmas, presents a significant energy-loss 
mechanism in fusion devices, is used for diagnostic purposes [28]. 
The structure and spectra of highly charged ions in laboratory plasmas have 
been the subject of several reviews and monographs from an experimental [29-
32] and theoretical [33-35] point of view. The intensified spectroscopic research 
of some selected isoelectronic sequences are caused by the interest to develop 
x-ray an vuv laser [36-38]. 
Atomic collision physics, including electron-ion, ion-atom and ion-ion 
collisions, has also dramatically developed. The experimental and theoretical 
problems of elementary processes, involving multicharged ions, have been 
considered in several monographs [39-43] and conference proceedings devoted 
to the physics of highly charged ions [44,45]. 
The need of recommended data for different physical applications has led 
to the creation of several large atomic data banks organized for storage and 
exchange of radiative and coUisional characteristics of multicharged ions. Among 
them are the NIST data bank [46], the Belfast atomic data bank [47], the Opacity 
Project data bank [48], ALADDIN (IAEA) [49], AMSTORE [50] and others. The 
development and availability of super computer facilities has made it possible to 
create computer codes for calculation, with high accuracy, of the atomic wave 
functions, energy levels, transition probabilities, cross sections and rate 
coefficients with high accuracy some of these are SUPERSTRUCTURE [51], 
MCHF [52], AUTOSTRUCTURE [53], CATS [54], GRASP [55], AUTOLSJ 
[56], ATOM, MZ [43] and others. 
1.1.4. Isoelectronic and Isonuclear Sequence 
To explore the full range of phase space spanned by HCIs, one might first 
select a particular elemental species (atomic number Z) and then remove 
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sequentially the number of electrons (Q= 1, 2, 3..) to produce a series of ions with 
the same nucleus but a variety of N-electron structures (N= Z-Q). This type of 
phase space cut through the (Z,Q) space of all possible HCIs is called an 
isonuclear sequence. 
From the point of view of theory, however, scaling laws are often easier to 
understand by fixing the electronic number N and varying the species Z. Data 
presented in this way are called isoelectronic sequence. Conceptually, one may 
think of an isoelectronic sequence as starting with a particular neutral atom and 
asking how the electronic properties of that atom changes as the nuclear charge is 
increased in a series of unit steps. 
1.2. Beam-Foil Spectroscopy 
In the early 1960s Kay [57] and Bashkin (58) realized the atomic physics 
potential of fast ions from particle accelerators. In a typical experiment, the 
accelerated ions are magnetically analyzed and then directed through a thin 
carbon foil or a gaseous target. The collision with the target atoms usually leads 
to further ionization as well as excitation of the fast ions. This method, often 
called beam-foil spectroscopy (BFS), is characterized by good time resolution 
typically 10""'s. 
A variety of ion accelerators have been utilized in BFS research. At low 
ion energies, typically less than 0.5 MeV, isotope separators are common whereas 
the range 0.5-6 MeV can be covered with electrostatic accelerators like Van de 
Graaff generators. The tandem versions of which may provide ion energies as 
high as 200-300 MeV. In tandem accelerator, the ion source^ usually based on die 
sputtering process, produce>'negative ions which after the first acceleration phase 
undergo multiple stripping and then accelerated to the final kinetic energy. Even 
higher ion energies, up to several GeV, can be reached using the new generation 
of heavy ion accelerators such as the tandem cyclotron (GANIL) at Caen, the 
heavy ion linear accelerator UNILAC in Darmastadt and the BEVALAC 
12 
accelerator facility in Berkeley. 
The analyzed beam currents from the ion accelerators are usually in the range 
0.01-10 jjA. The beam particle density is thus quite low as compared with the 
density in most other laboratory light sources. However, there is some 
compensation by the fact that BFS is a continuous light source whereas most 
other sources for highly ionized atoms operate in a pulsed mode with low duty 
cycles. Furthermore, at the low densities inter-ionic fields are negligible and 
recombination and stimulated emission are absent. 
More extensive discussions of the beam-foil method can be found in a 
monograph [59| and several review articles [60-65]. Recent variations and 
modifications of BFS include the excitation of fast ions with radiation from a 
laser or with a gaseous target (instead of the foil), as well as the use of recoil ions 
and the development of advanced ion sources which directly produce highly 
stripped positive ions. Violent collisions between highly charged, fast and heavy 
projectiles from an accelerator and target atoms can be exploited not only in 
terms of projectile excitation but also be studying the target atoms after the 
interaction [66,67]. In a single coUision, the fast ion can remove many electrons 
ftom the target atom while transferring very little kinetic energy to it. Thus the 
energy deposited to the electrons may be several keV whereas the recoil energy 
given to the target nucleus is of the order of a few eV. 
During the last twenty years, beam-foil spectroscopy (BFS) has been 
instrumental to significant technical advancements in the production, control and 
selection of beams as well as their spectroscopy [59]. It has to its credit a number 
of remarkable achievement in form of conventional (static) as well as non 
-conventional (dynamic) photon and electron spectrometers. 
The beam-foil method is one aspect of a more general research area of 
atomic physics often called accelerator based atomic physics. In these fast beam 
experiments many important structure and collision parameters associated with 
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both the excited projectiles and target atoms are measurable. 
Beam-foil technique has been used to provide information on the structure 
and decay rates of atoms and ions of many elements in varying stages of 
ionization. This method is very simple and direct one for measurement of the 
lifetime of excited states in atoms and ions. This is one of the main advantages of 
the BFS technique which in contrast to most other lifetime techniques which are 
only applicable to neutral, singly or sometime doubly ionized atoms. The 
lifetime of excited states in atoms and ions are in the range of 10"^-10~"s and 
such a short lifetime can be determined by BFS in a straight forward way. 
However, this technique often suffers from cascade and blending problems that 
reflect on the values of experimentally derived lifetimes. It has been noted that, in 
order to obtain reliable lifetimes in highly charged ions through beam foil 
excitation, the condition must be set so that the charge state under investigation is 
well below the average of the foil emergent beam [68]. To solve the blending 
problem, Nandi et al [69] have developed a new technique which has been used 
in the present work. Beam-foil quantum beat phenomena were observed in mid 
sixties and attributed to interference effects arising from the radiation decay of 
two or more coherently excited and close-lying levels of a foil-excited atom to a 
common lower level [70]. The coherent excitation is brought about by the 
impulsive nature of foil excitation process. During the early 1970s, spectral and 
lifetime measurements were made by the university of Tennessee-Oak Ridge 
National Laboratory group on foil excited ions that decayed via an Auger 
emission process (autoionization) rather than radiation excitation [71-74]. A 
number of problems have been investigated with BFS. These are as follows. 
(a) Radiative transitions and energy levels in atoms and ions, 
(b) Lifetimes of excited levels and atomic transition probabilities, 
(c) Auto-ionization mechanisms, 
(d) Stark and Zeeman effects. 
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(e) Atomic fine structure (fs) and hyperfine structure (hfs), 
(0 Lamb shifts in one and two-electron system, 
(g) Atomic collision mechanisms, etc. 
Such problems can generally be tackled in various other ways but many 
experimental approaches are limited to neutral or a few times ionized atoms. One 
of the main merits of BFS is that quantitative studies of (a)-(g) can be extended 
to very highly stripped atoms. 
In fact, the accuracy of such measurements are dependent on the 
complexity of the scheme of cascade transitions that repopulate the levels of 
which the lifetime is being determined. The most successful method to deal with 
this problem is the so called arbitrarily normalized decay curve(ANDC) method 
[75]. It relies on the simultaneous analysis of intensity decay curves for both the 
transition from the level under study and all its important direct cascades. 
1.2.1. Atomic Transition Probabilities and Lifetimes 
The determination of atomic transition probabilities and lifetimes is an 
active research area as may be seen from three indicators: (a) the number of 
research papers since the publication of first general bibliography [76] in 1962 
has grown from 650 to nearly 3000; (b) the data known in 1962 covered roughly 
10'^  spectral lines, a number which has increased by an order of magnitude to 
roughly 10''; (c) the accuracy of the numerical data has significantly improved. 
The experimental techniques, from which the majority of atomic 
fransition probability and lifetime data are derived, are the following: 
Experimental transition probabiUties are directly determined through emission, 
absorption and anomalous dispersion by Hook technique. Atomic lifetimes are 
directly determined by beam foil spectroscopy, the delayed coincidence 
technique and the Hanle-effect (or zero-field level crossing) technique. 
Theoretical calculations, which are commonly used are self-consistent 
field (Hartree-Fock) calculations in various levels of refinement, nuclear charge 
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expansion techniques and semi-empirical calculation. In addition, regularity 
studies have yielded many new data. 
1.2.2. Lifetime Measurements Using Time of Flight Technique 
One of the most useful applications of beam-foil technique involves the 
study of time-dependent decay processes by a time of flight technique that 
utilizes the excellent time resolution produced by fast unidirectional beams and 
which also scale short decay times into small measurable decay lengths. The 
lifetime of a particular state of an ion in the beam is measured by studying the 
decay in intensity of a line associated with a transition as a function of the 
distance between the foil and the detector viewing region (window). Spatial 
coordinates are converted to temporal coordinates by dividing the constant 
postfoil beam velocity. The relative distance between the foil and viewing region 
is usually varied by translating the foil in a direction parallel to the beam axis. 
The precision of individual beam-foil lifetime measurements varies 
somewhat depending upon the conditions pertaining to the experiment. Thus the 
precision of the measurement may be -10-15% when cascading complicates the 
data analysis. However, accuracy is possible closer to 5% under more ideal 
condition where cascading is unimportant, the line is relatively strong and 
unblended, the energy loss suffered by beam ions is negligibly small as is often 
the case in high energy experiments. A particularly well-designed beam-foil 
lifetime experiment was performed by Astner et al [77] at relatively low beam 
energies in order to estimate how precise a measurement could be made with this 
technique under optimum conditions. 
The beam-foil method has a number of unique features which permit 
many new types of experiments. Some of these features are rather subtle, but the 
time resolved nature of the decay process is so conspicuous that it is apparent 
why the first and most widely applied usage of this technique should be in the 
measurement of atomic lifetime. Because of the nearly mono-energetic 
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properties of the beam, the time "t" since excitation directly corresponds to the 
distance (x) from the foil is given by 
t=x/v (1.2) 
Where the beam velocity v (mm/ns) is calculated from the equation 
v[mm/ns] = 13.9 (E/M)i''[Mev/amu]"- (1.3) 
E is the energy of post foil beam taking the energy loss into consideration, M is 
the mass of the ion. In our case energy loss was calculated by using SRIM code 
[78]. 
The decrease in Ught intensity with distance from the foil for a spectrally 
resolved emission line is a measure of the rate of relaxation of the upper level 
and directly leads to its mean life. In the absence of repopulating by cascading 
transitions from higher levels, the mean life is proportional to the negative inverse 
of the logarithmic derivative of decay curve of emitted light. 
1.2.3. Post Foil Charge State Distribution 
Due to the statistical nature of charge exchange processes in the foil 
material, the ion emerges from the foil in a distribution of charge states (profile 
for each ionization stage is approximately Gaussian in shape). The mean of this 
distribution increases with incident beam energy and the width of the disfribution 
tends to become greater for heavy ions. The beam-foil investigator requires 
knowledge of the energy dependence of these post-foil charge distiibutions in 
order to choose the optimum incident beam energy to maximize a particular 
ionization stage. A survey of the available experimentally measured charge state 
fractions for various ion has been made by Betz [79] and Wittkower and Betz 
[80]. However, in most of the elements no experimental data is available for the 
analysis. For the selection of charge state of ion, charge state fraction prediction 
from ETACHA code based on semiemperical scaling law have been used [81]. 
The predications has found out to be reliable in the required energy range [82]. 
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1.2.4. Importance of Charge State Identification 
Frequently spectral lines appear in the post foil spectrum that have not 
been previously classified and the first step in identifying these lines is to 
determine the charge of the emitting ion. Several different techniques have been 
developed for this purpose. The simplest method, although not necessarily always 
reliable, is that used originally by Kay [83]. The excitation function (line intensity 
vs incident beam energy) of a line is investigated and compared to energy 
dependence of the production of various ionization states under the assumption 
that charges in the line intensity with the beam energy are primarily due to 
changes in the production of the ion. This technique, which has the advantage 
that no auxiliary equipment is necessary, seems to work quite well for singly 
excited states but, is less reliable for multiply excited states. 
Other methods of charge state identification involve the application of 
external electric or magnetic field to the beam-foil source. If the lifetime of the 
excited state is sufficiently long, ion of different charge state in the source can be 
spatially separated by an external electric or magnetic field. If the lifetime of the 
excited state is sufficiently large, ions of different charge state in the source can 
be spatially separated by an external electric or magnefic field before de-
excitation occurs. In this case^  ions of different charge states can be isolated and 
radiative transitions studied separately. Such technique was employed by Lennard 
et al [84]. If the de-excitation of the ions occur in the electric field being used for 
separation, a Doppler shift technique described by Carriveau and Bashkin [85] 
can be used. The deflecting field gives an ion a transverse velocity component. 
The magnitude of which is dependent upon the ionic charge of the emitter. As a 
consequence^ techniques have also been used to identify the charge state of 
emitting beam ion. Cocke [86] has described experiments involving coincidence 
counting between x-ray photons and scattered ions. Groeneveld et al [87] and 
Schumann [88] described similar coincidence measurements between Auger 
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electron emitted in the decay of doubly excited states and the charge states of the 
various ion in the beam. 
1.2.5. Problems Associated With BFS Technique 
During the last two decades, beam-foil spectroscopy has been the major 
source of experimental data for the lifetime of energy levels belonging to 
moderately or highly ionized atoms. The only two serious problems associated 
with the technique are the possibihty of the line blending (resulting from the low 
intensity of this Ught source and a relatively low spectroscopic resolution) and 
the effects of cascade repopulation on the intensity decay curves used to 
determine the atomic lifetimes. Once a specific line blending problem has been 
recognized, it can be dealt with by the usual procedures such as working in a 
higher order of diffraction, devoting more time to recording that spectral region 
using narrower slits or seeking an unblended branch from the same upper level. 
On the other hand, the cascade problem is inherent in the non-selective nature of 
the beam-foil excitation mechanism and although the use of a very low ion 
energy can reduce the effects of cascading [89] in practice that approach has met 
with mixed success [90]. 
Cascading is actually repopulation of decaying level of interest, we call 
primary level,due to dexcitation of population from the higher lying levels called 
cascading levels. These cascading levels are populated as a result of statistical 
non-selective nature of the beam-foil colUsional excitation processes. Due to the 
repopulation of the primary level by cascading levels^ the observed decay curve of 
the primary level is masked by the lifetimes of the cascading level. The decay 
curve in such cases is actually multiexponential sum that includes terms 
representing all the cascading levels including one describing the level of interest. 
In actual practice, however it is frequently possible to approximate the cascading 
confributions of one or perhaps two dominant components. 
A much more promising approach was proposed almost 30 years ago by 
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Curtis et al [91], but it was little used until computer routines such as ANDC 
|75], CANADY [92] and were developed. These routines have been used with 
success on a variety of atomic systems. The fundamental concept in this 
technique is the simultaneous analysis of the decay curves for the primary 
transition (from the levels for which the lifetime is required) and all its important 
direct cascades, according to the first order differential equation relating to the 
population of the various levels involved. Obviously the technique becomes 
more difficult to apply as the number of important cascades increases. 
1.2.6. Beam Single and Two-foil Technique 
Beam foil interactions are statistical in nature so at any beam energy 
charge states neighboring to the charge state of interest are also populated to a 
considerable extent. The population of the neighboring charge states causes 
satellite blending problems to the parent line of interest which makes the 
extracted lifetime values beam energy dependent. Beam two-foil technique [93] 
is handy remedy to cure the satellite blending problem [69]. In this technique, the 
beam is first made to pass through a thicker foil which is movable. The post foil 
beam containing the excited states in various charge states is then made to 
pass through second foil which is thin and stationary. The technique can be used 
if die excited state corresponding to the parent line and to the satellite line had 
considerably different lifetime. In fact, the single-foil data and two-foil data 
show completely different exponential trends. By playing with the different 
modes of interaction and varying decay length of the parent and satellite line 
transitions from the single-foil and two-foil data and by using indigenously 
developed multicomponent exponential growth and decay analysis technique, it 
is possible to exfract blending free lifetimes for the levels of interest [69]. The 
two-foil method also allows the standard beam-foil time of flight technique to 
be extended to shorter lifetimes down to ps [93]. 
In a previous study, Nandi et al [69] have used the beam single-foil as 
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well as the beam two-foil technique with different beam energies, to resolve 
satellite blending in the measurement of the ls2p P^^  level lifetime in He- like 
vanadium. In the current study, the same approach is used in order to resolve 
satellite, as well as H-like Ml line blending and obtain a reliable lifetime for the 
ls2p ''P2 level in He-like '*Ni [94]. This level has been investigated with standard 
beam-single-foil experiments at a higher (340 MeV) beam energy [95]. As 
blending from the H- and Li-like lines had not been considered in the analysis of 
the ls2p 'P2 lifetime in He-like Ni, it has been reinvestigated in our lab. In 
general, this technique has the potential to substantiate further results on yet 
unstudied systems or systems for which the published results are in question. 
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Chapter 2 
Lifetime Determination and 
Theoretical Descriptions 
2.1. Lifetime Determination 
The time of flight method, variation of intensities of a certain transition with 
distance of the foil from entrance slit of the spectrometer, is used to take an 
intensity decay curve for lifetime measurements. Total flight length ranges from 
2 to 10 decay lengths (vx) starting at zero position of the foil. The experimentally 
observed decay curve is analyzed in the following way. 
The decay rate from a state |i> having population Ni(t) at certain time, t, is 
dN.{t) N.{t) " 
—•ll=^XM.{t)= —^~yA..N.{t) (2.1) dt ' r, U " 
where A, is the decay constant,Xi is the mean lifetime of the state |i> and A,j is the 
fransition probability for the spontaneous decay from state |i> to state [j>. 
Integrating equation (2.1) from time t=0 to a given time t, one gets 
/V,(r) = A ' , ( 0 ) / ~ <2.2) 
Where N,(0) is the population of die state |i> at t=0 i.e., at the zero foil position. 
Let us now consider die simplest case of cascade or feeding which generally 
arises in the beam-foil interaction. Assume that a single upper level |k> cascades 
into the state (i> with the fransition probability Aki and Ak, =1/Tk with unity 
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branching ratio. Under these conditions the rate equation of the population of 
state |i> is 
dt T, T, 
The soluation of this differentional equation is 
(2.3) 
n.{t) riM-nM X; 
T, - T . 
e-"''+nM-
T, - T . 
k I 
(2.4) 
In the case of Tk>Ti 
T. 
where f{.{0)^n.{0)-n^{0) '—, nl{0) = n,{0) 
(2.5) 
(2.6) 
T,—T. 
k I 
T, - T . 
k I 
and in the case of Tk<Ti 
n,(t) = n",(0)e-''^.-nVO)e-'^^^ 
n",(0)= n,{0)-n^{0)-^ and n"k(0)= n,(0)-
^r^k •,• - k 
Therefore in either case ni(0 can be expressed as sum of two exponentials. 
Similarly in presence of N-1 cascades, ni(t) can be written as 
T.—T, 
(2.7) 
(2.8) 
n,{t) = Y.<{0)e'^ (2.9) 
/ = i 
and writing it in conventional notations 
/ . . E c . e - ^ " (2.10) 
Where / is the fitting intensity for certain transition, C = n'(0) and 0CV=1/T, 
An atomic decay curve is usually a sum of many exponentials, however, in most 
of the cases one to three exponential fit gives a very good approximation of the 
primary lifetime. Many numerical methods are employed to multiexponential fit 
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of an experimental decay curve. The most frequently used technique is the 
method of least squares, which minimizes a quantity, S", defmed as 
s' = l / (r , . )- / (C, ,C2, ;aj,a2,....,r,) 
n2 
(2.11) 
a 
where I (fi) is the intensity at channel i, t, is the centroid of the chaimel i, f is 
the fitted intensity as given in the equation (2.10) and a, is the standard deviation 
in the measurement of I(ti). Estimated parameters of C's a,'s, are provided as 
input data with proper sign to the least squared fit and minimization of S" 
determines the fitted set of C and a parameters. 
A more rigorous method for correcting the effects of cascade repopulation 
on beam -foil lifetime measurements is to incorporate the intensity decay data for 
the important cascades directly in the analysis of the data for the primary 
transition by means of ANDC (Arbitrary Normalized Decay Curves ) technique 
[ 1 ]. The basic ANDC relation is 
Jrf/ , = -±'jl^^(t)dt + X l[^.~^ \ ^ A / J / , ( 0 ^ ^ (2.12) 
Where TJ is the lifetime of the level, j , observed via the transition j-^k, transition 
i-^j are the direct cascades repopulating level, j and S (a-^b) is die relative 
sensitivity of the detection system at the wavelength of the transition a-^b. 
The transition probability for the spontaneous decay processes, Aij, for 
transition from state j to i, can be calculated from the measured mean lifetime 
Tj, via the expression 
A^=f (2.13) 
j 
Where B,j is the branching ratio for the corresponding transition. Then the 
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absorption oscillator strength, /ij, can be obtained from the expression 
A,, ^ "^^  '^-'^ = 0.6672 ^ ^ ( s e c - ' ) (2.14) 
m c 2 A- e -A.. 
>'• ° J 'J "^ J ij 
Where e is the electron charge, nic is the mass of an electron, c is the velocity of 
light and gi and gj are the statistical weights. 
2.2. Forbidden Radiative Transitions 
A radiative transition is said to be forbidden if the allowed El process is 
prohibited by any one of the well known selection rule on El transition. If the 
state may still radiate, of course, via one of the weaker, forbidden decay channel 
such as Ml (magnetic dipole), E2 (electric quadrupole), M2 (magnetic 
quadrupole) or 2E1 (two-photon electric dipole) for which the selection rules are 
less rigorous. The transition.; rates for all such processes are smaller than that for 
the allowed processes and aie very difficult to measure for atoms or near neutral 
ions. As a heavy ion becomes more highly stripped, however, the forbidden 
decay rates, which scale strongly with Z, become appreciable and eventually even 
dominate over competing El decays. A state that can only radiate via forbidden 
processes is said to be metastable against radiation. Thus metastable states are 
long-lived for near neutral species but become short enough for beam-foil time 
of flight measurements in highly stripped, high-Z ions. Most atoms and their 
isoelectronic ions have at least one metastable state but until now beam-foil 
studies have concentrated on metastability in one-, two-and three-electron ions 
[2,3]. 
All of the ls2p -^ Pj levels can decay by El transitions to the ls2s S^j level, 
an intrashell process that scales as Z in the limit of large Z. A competing decay 
mode for the depopulation of the ls2p P^i level is the spin-forbidden 
(intercombination or intermultiplet) transition to the Is- 'So ground state. For ions 
with Z>6^this spin forbidden process dominates the El decay channel to the 
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Is2s S^i level. The beam foil results, for example, of Sellin et al [4,5J (Z=7,8), 
Mowat et al [6] (1=9), Richard et al [7](Z=9) and Varghese et al [8] (Z=14,16) 
are all in essential agreement with ±eoretical predictions for this transition. The 
ls2p ''P2 level has a spin-forbidden (intermultiplet) M2 decay channel to the 
ground state which also competes with the allowed El decay to the ls2s S^) 
level. The rate for this M2 process scales as Z^  and so eventually (Z>17) it 
dominates die intrashell El process. There are no possible El transitions out of 
the ls2s 'So or the ls2s S^i levels. The ls2s 'So cannot decay by ciny single-
photon process due to the rigorous selection rules on J(O-O). A two-photon decay 
process is possible (2E1) and this gives rise to continuum emission. Rate: for the 
2E1 process, which scale as Z , becomes sufficiently rapid for high Z-ions that 
shows continuum, is observable in beam-foil experiments. For example, Marrus 
and Schmieder [9] studied this continuum using coincidence techniques in several 
ions including He- like argon. The ls2s S^i level can also radiate by a 2E1 
process similar to that just described for the ls2s 'So level. However, it has also 
been quite recendy established that a competing Ml transition, producing a 
discrete line, is also permitted. Relativistically induced Ml process scales as ~Z'" 
and it dominates the 2E1 process at high Z. An experimental confirmation for 
this type of transition was first made by Marrus and Schmeider [10] in He-like 
silicon, sulfur and argon. Lifetime measurements on other highly stripped He-
like ions were later made by Gould et a1[ll], Cocke et al [12] and Bednar et al 
113]. At firsts there appeared to be a discrepancy between die experimental 
measurements and the theory of Drake (14] and Johnson and Lin [15]. Later, 
however, it was found tliat experimental results approached the theoretical values 
if measurements were made downstream from the foil at distances corresponding 
to more than on decay length of the ls2s S^i level. Transition probabilities for the 
spin-forbidden ls-2s' 'So-ls-2s2p P^i transition in Be-like Fe and Kr have been 
measured by Dietrich et al [16], In case of He-like ions, the state ls2p P^2 can 
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Fig. 2.1. Level digram and radiative decay modes of the n=2 states 
of He-like ions 
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decay to the ground state Is" 'So by a magnetic quadrupole transition M2. The 
probability of this transition is given by [40]. 
5 
_7^« 4 I A T7 \ 
,2 U N_ a Z r^ r^^nt ^\2T me I ^E M2:A(ls^'So-ls2p^P2)= f i ^ [ i + 0 . 2 8 ( 0 2 ) 1 , , , 
1215 h' \Z^Ry 
AE ^ 
= 0.037Z*[l+0.28(^zf](-^-) [see-'] (2.15) 
ZRy 
The comparison of Eq. (2.15) with numerical calculations tabulated in [17] 
show'^ that forZ>30 it is accurate to within \0-\5%. 
The decay mode to die excited state ls2s S^i for Z<18 is more effective 
than the M2 decay mode to the ground state. But for large Z t^he M2 decay 
Is- 'So -ls2p ^?2 dominates. The level diagram and radiative decay modes of 
the n=2 states of He-like ions is shown in the Fig. 2.1. 
2.3. Forbidden Auger Transitions 
The Is2s2p ^V^a level of the lithium sequence is particularly interesting 
since being the lowest lying quartet level it is metastable against both radiation 
and Auger emission. The UTORNL group has measured [18] the lifetime of this 
metastable level in lithium ions of oxygen, fluorine, silicon, sulphur, chlorine and 
argon. This incidentally is a good example of how the beam-foil method can be 
used to study many different members of the isoelectronic sequence. Groeneveld 
et al [19] have made similar measurements in Li-like nitrogen, oxygen and neon 
and Bruch et al [20] have reported measurements on near neutral Li-like ions. 
TTie Is2s2p ^Fm level has two primary de-excitation channels both of which are 
forbidden but which scale quite differendy with Z. Thus the level can relax via 
an Auger process (autoionization) induced by the tensor part of the spin-spin 
interaction between the electrons, a process that appears to scale as -Z^"^. 
Radiative de-excitation of this level via a spin-forbidden IVI2 transition to the 
ground state has also been observed [21,22] and this process scales- VJ for large 
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Z. Following the suggestion by Cocke et al [21] that the rate for this M2 process 
in Li-like ions would be approximately equal to the known rates for the 
analogous transition He-like ions. Pegg et al [23] estimated from the lifetime 
results that the fluorescence yield (branching ratio for the M2 radiative process) 
was less than 1% for Li-like ions with Z<10. This yield increases, however, 
to~20% for Z=17. The estimates were later confirmed and extended by the 
Dirac-Hartree-Fock calculations of Cheng et al [24] who were the first to 
calculate the transition rates for both the Auger and radiative channels. 
2.4. Satellites of Spectral Lines 
The spectra of multicharged ions are much richer as compared to those of 
neutrals because of the presence of so called satellite lines arising from the ^ 
radiation decay of autoionizing states where two or more electrons are excited, 
such states lie above the ionization limit and are created by either direct excitation 
of the inner shell electron or by capture of a free electron. It is essential for all 
satellite lines that the upper level is always an autoionizing one, i.e. it lies above 
the first ionization limit, while the lower level may be associated either the 
ground state or with one of the excited states as shown in the Fig. 2.2. The 
intensity of the satellite increases as the ion charge increases. Li-like 
autoionizing state can be produced by a capture of a free electron 
X_Sa,) + e-^X'^*{y) (2.16) 
The radiative decay of an ion Eq. (2.16) lea^s to the dielectronic 
recombination process 
xl%)-^xl,{y)+hco (2.17) 
Let ao denote the set of quantum number of an ion Xz in the initial state. The 
satellite fransition ai-ao is called the line corresponding to transition annl-ainl of 
an ion Xz-i,where n 1 are the quantum 
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numbers. For example, ls^nl-ls2pnl transitions in Li-like ions are the satellites 
to the resonance line in He-like ions ls--ls2p. The lines arising in dielectronic 
recombination Eq. (2.17) are called the dielectronic satellites. In highly charged 
ionSj the wavelength of satellites are very close to the "parent" line and their 
intensities increase with increasing Z. 
2.5. Theoretical Descriptions 
2.5.1 Introduction 
As far as the theoretical situation in atomic physics is concerned, almost 
all the theories are based on independent particle approximation (IPA). Since 
ions or atoms with more than one electron are many body systems, the IPA 
model can not describe the atomic behaviors of atoms of high atomic number. It 
does not explain many body effects like giant dipole resonance (GDR) in atoms 
[25]. As electrons do not remain dynamically independent in presence of spin-
orbit interaction^ the electron correlation effects become important [25]. However, 
the calculations taking electron-electron correlation through proper choice of 
interaction inside self consistent field (SCF) scheme become formidable. 
Relativistic correction (order of a^ and higher order terms) to atomic data is 
undoubtedly very important for heavy atoms and for inner shell electrons of any 
atoms. Even it has considerable effect on outer shell electrons since relativistic 
effect on energetic inner shell orbits changes the potentional in which less 
energetic outer shell electrons move [26]. As a consequence, even though outer 
shell electrons are generally non-relativistic, their energies are affected by the 
relativistic effects. For the interpretation of the experimental results^ many 
theoretical results are often called upon. Hence we will briefly discuss a few 
important theories such as relativistic random phase approximation (RRPA) 
[27,28], multi configuration Hartree-Fock with relativistic effects included using 
either Breit-Pauli interaction or simple parameterized spin-orbit interactions 
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[29], multiconfiguration Dirac-Fock (MCDF) calculation [30], Dirac-Hartree-
Slater calculation [31], used extensively to interpret some of our results. We 
h 
make use of Hartree atomic units unless otherwise indicated (e= ~ =mc=l, 
In 
whence c=l/a; e is charge of the proton, h is the Planck's constant, me is the 
mass of the electron, c is the speed of the light in vacuum and a =1/137.0359895 
is the fine structure constant) 
2.5.2. IMulticonfiguration Hartree-Fock Calculation 
The abinitio theories which are based on independent particle 
approximations (self-consistent field method) and variation methods, Hartree-
Fock formalism is the historical one. Configuration interaction with a fixed core 
has been included into it which is known as multiconfiguration Hartree-Fock 
method. Obviously, solutions of many electron systems using this method can 
only be possible numerically. Main features of such calculations are sketched 
below, as described in the reference [32]. The nonrelativistic Hartree-Fock 
Hamiltonian, in atomic units, is given by 
Where Z is the atomic number and R.j=\r.-r.\ is the distance between ith 
and jth electron. This expression assumes the nucleus can be treated as a point 
charge with infinite mass. The multiconfiguration Hartree-Fock approach is 
similar to the MCDF calculation which will be discussed in the next section. The 
Hartree-Fock wave function for an atomic state is 
{rLS)=YcMy,LS), XcJ =land <(t)(Y.LS) I (1)(Y'IILS)>=5,„ (2.19) 
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where (})(YULS) is the configuration state function, an analogue of | FrHJIVI > in 
MCDF formalism which is an antisymmertical function known as the " Slater 
determinant" for a set of spin-orbitals Op(i), an orbital for the pth set of quantum 
numbers in terms of space and spin coordinates of the ith electron 
[-lA': + ^ +V{rM^{i)=E,cP^^{i) (2.20) 
2 r, 
is the single particle potential (a combination of direct and exchange 
contributions of electron-electron coulomb interaction) and 
^„w,J'-'^'^'^)=;^('^'--0^w(^'^)^„. (2.22) 
where Yimi(Q,^) is the spherical harmonic and %ms is a spin function. The radial 
function P(nl;r) is now a solution of the radial Schrodinger equation 
| ^ 3 _ 2 1 / ( . ) - ^ + 2£- / ]W; ; - ) = 0 (2.23) 
The above equation satisfies die boundaiy condition P(0)= P(oo)=0 
To determine \|/(rLS) both the radial functions P(nl;r) and the mixing co-
efficient Ci are determined variationally. \|/(rLS) is used further to calculate 
relativistic effects in ion and atom through Breit-Pauli approximation where the 
Hamiltonian is expressed as a sum of the nomelativistic Hamiltonian (2.18) and 
the relativistic correction (HR). The relativistic correction is made by perturbative 
approach. 
HBP = H + HR (2.24) 
where HR is a sum of the following contriburions: the one-electron spin-orbit 
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interaction, the relativistic mass correction, the one body Darwin term the spin-
other-orbit interaction, the dipolar spin-spin interaction, the orbit-orbit 
interaction, the two body Darwin term and the spin-spin contact term. This 
approach called is MCHF+BP. Since MCHF+BP methods is very much 
computer time consuming, sometimes spin-dependent part of the Hamihonian 
i.e., is accounted in the simpler form a> given below 
n ^ 
H.o = ll-lh'i (2.25) 
,=0 r'. 
where TI is a parameter, dependent on the /-value of the electron involved in the 
interaction which can be chosen to give the best fit to experimental values of the 
fine structure splitting of appropriate states. 
2.5.3. Multiconfiguration Dirac-Fock Calculation 
As for example, even in case of hydrogen, the Lamb shift is due to 
relativistic effects [33]. Relativistic effect of a light ion can be important if more 
than one electron behave as valance electrons [34]. In particular for heavy ions 
and atoms, relativistic effects and effects produced by the interaction between 
electrons are strongly inter wined. Therefore, relativity and electron correction 
should be accounted on an equal footing: neither will be considered simply a 
perturbation to the other. 
All these considerations are incorporated in multiconfigurtion Dirac-Fock 
calculations. These calculation for many electron system are not, obviously, an 
analytically solvable. A number of computer programs are presently available. 
Relativistic atomic orbitals are one-electron spin or eigenfunctions of 
parity, n, and angular momentum / , j ^ . Configuration state function>(CSFs) 
are built from antisymmetiized products of such orbitals and have prescribed 
coupling scheme, parity FI, angular momentum J and M quantum numbers. 
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Multiconfiguration atomic state functions (ASFs) are linear combination of CSFs 
having common value of n, J and M quantum numbers. Multiconfiguration 
atomic state functions (ASFs) are linear combination of CSFs having common 
value of n, J, and M. Matrix elements of Hamiltonian etc., between CSFs are 
calculated using Racah algebra. Finite-difference methods are used in all 
operations on radial functions. Radial wave functions of great variety can be 
generated by the program. MCDF predictions have been used throughout the 
work in the thesis. 
2.5.4. Dirac- Hartree-Fock (DHF) Calculation 
The basic one-electron states are constructed from solutions to the Dirac 
equation including the ground-state Dirac-Hartree-Fock potential. DHF 
potential takes into account the principle effect of the electron-electron 
interaction together with the nuclear Coulomb field and the ground-state self-
consistent potential in the field operator \ by expanding \\i in the complete set 
of solutions to the Dirac equation. DHF calculations can be utilized for both 
radiative as well as autoionizing decay thus lifetime of ]s2s2p '^Fsn can be 
estimated with this method. 
The radiative M2 decay rate of the Is2s2p '^Fm state is written as 
w{M2)=—aE\M{E)f 
5 (2.26) 
where a is the fine structure constant, E is the photon energy and 
M(E) is the matrix element as given in the [24]. 
The autoionization rate is determined to be 
wiauto)=—Oi'pE\-R--Rj (2-27) 
5 3 ' 5 ' 
where p and E are the momentum and energy of the continuum fsa electron and 
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R/ and R2 are ±e magnetic Slater integrals as given in the [24]. So the lifetime 
can be calculated as 
T- (2.28) 
w{M2) + w{auto) 
The results of Dirac-Hartree-Fock (DHF) calculations of the M2 radiative 
decay rates for elements of Li-isoelectronic sequence in the range Z=3 to 26 
|24] was good in agreement with experimental results. We have compared the 
resultsoftheexperimentwiththeory.lt was a good agreement. 
2.5.5. Relativistic Random Phase Approximation 
A relativistic version of the random phase approximation (RPA) is used to 
study allowed and forbidden radiative transition in atoms. The theory is applied to 
the He isolectronic sequence to test its utility. Theoretically determined data, 
moreover, can now be subjected to scrutiny in the laboratory using beam-foil 
spectroscopy [35]. 
For atomic transitions in highly stripped ions relativistic effects become 
more and more important as the nuclear charge Z of the species increases. It 
seems desirable to develop a theory of atomic transitions for high Z- atoms 
which includes relativistic effects nonperturbatively. Relativistic theories which 
do not account for correlations, however, are likely to be unreliable. The 
traditional configuration-interaction method used to treat correlation's in the 
nonrelativistic theory appears to present computational difficulties in the 
relativistic case. Therefore, in view of the successes and simplicity in 
nom-elativistic theory, Johnson and Lin [28] have introduced a relativistic 
version of the random phase approximation (RPA) to treat those correlation 
effects which are important in the calculation of radiative transitions in closed 
shell atoms [36]. 
The random phase approximation (RPA) was originally developed to 
study extended systems such as electron gases or nuclear matter [37]. It has been 
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applied to a wide class of atomic and molecular processes, especially for the 
computation of transition probabilities and photoionization cross sections [38]. 
The RPA leads to a treatment of correlations in which the computational 
advantages of an independent-particle theory are retained. From a physical point 
of view correlation effects in the initial cind fmal states are treated simultaneously, 
leading to oscillator strengths which satisfy the Thomas-Reiche-Kuhn sum rule 
and which have identical values in the length and velocity forms. 
In the nonrelativistic theory the RPA provides a generalization of the 
Hartree-Fock (HF) equations. The difference between the RPA and HF theory is 
due to the certain correlation effects. A valuable consequence of the relativistic 
approach is that forbidden transitions are obtained with the same case as allowed 
transition. 
The nonrelativistic RPA takes three equivalent forms [39] as applied by 
different workers, namely time-dependent Hartree-Fock (TDHF) theory [40], 
the linearized equations-of motion method [41] and the Green's function method 
142]. 
The formulation of the theory and a discussion of the numerical methods 
used to solve the relativistic RPA equation is given . in the reference 
Johanson and Lin [28]. Precise numerical solutions to the relativistic RPA 
equations are obtained describing the transitions Is^ 'So-ls2s ''Si (Ml), 
Is- 'S„-ls2p 'Pi (El) and Is^ 'S«-ls2p 'P. (M2). The resulting excitation energies 
and transition probabilities are in good agreement with accurate nonrelativistic 
calculations for low Z elements. For intermediate and high Z elements where 
relativistic effects are more important, the results are expected to be very 
accurate. The results obtained in case of metastable states have been compared 
with our experimental results as shown in the chapter 4 and 5. 
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Chapter 3 
Experimental Details 
This chapter describes the experimental details and data acquisition 
system used during the experiments. The present work has been carried out with 
15 UD Pelletron accelerator at NSC, New Delhi for measuring the lifetimes of 
highly ionized atoms. 
3.1. Accelerator 
An accelerator is a device which can be used for increasing the kinetic 
energy of charged particles. The particles most often used for acceleration are 
elections and nuclei of light elements but now a days ions of heavier elements 
have also been accelerated. At present accelerator is the basic instrument applied 
to spectroscopy of highly charged atoms especially in beam-foil technique. 
The basic principle used for acceleration is almost same in all accelerators. 
Particles are accelerated by application of very high electric field in the direction 
of acceleration. Where as the magnetic field is used to deflect tliem in the 
perpendicular direction to the extent of their charge content thus achieving 
charge separation of the accelerated beam. Any ion accelerator can be used for 
beam-foil spectroscopy. However most of the beam-foil spectroscopic work has 
been done by using Van de Graff type accelerators due to their capability of 
producing stable and high energy (MeV) ionic beams of heavy elements widi 
very high degree of ionization. The following section gives a brief description of 
the 15UD Pelletron accelerator used to carry research work presented in this 
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thesis. 
3.1.1 15 UD Pelletron 
The 15 UD Pelletron accelerator at NSC, New Delhi is a versatile heavy 
ion tandem Van de Graaff type electrostatic accelerator supplied by National 
Electrosatic Corporation (NEC), USA. The model, 15 UD Pelletron is a tandem 
electrostatic accelerator capable of accelerating any ion from proton to uranimn 
up to energy of 200 MeV depending on the ion. In this machine, negative ions 
aie produced, pre-accelerated to upto a few hundreds keV, mass analyzed and 
are injected into the strong electric field inside the accelerated tank filled with SFe 
as an insulator. At the center of the tank there is a terminal shell which is 
maintained at a high voltage up to 15 million volts. The the positive terminal get 
accelerated. On reaching the terminal, they pass through a stripper which strips 
the ions of their electrons thus transforming the negative ions into positive ions. 
Since the terminal is at a positive potential, these positive ions are repelled away 
from it and thus are again accelerated to the ground potential the bottom of the 
tank. In this manner the same terminal potential is used twice to accelerate the 
ions hence the name tandem accelerator. On exiting from the tank, the ions are 
bent by an analyzing magnet in the horizontal plane. The switching magnet 
diverts the high energy ion beams into various beam lines in different 
experimental areas of the beam hall. The entire machine is computer controlled 
and is operated from the control room. The schematic diagram of the pelletron at 
NSC is shown in Fig. 3.1. 
3.1.2. The Injector System 
Essentially the negative ions from cesium sputtering (SNICS), produce 
negative ions of almost all elements except noble gases, are produced in an ion 
source housed in a high voltage deck biased to a negative potential (-400kV). An 
accelerating tube system having proper insulation and voltage gradient follows 
48 
Interchangeable 
Ion Sources 
Ion Accelerating Tube 
High Voltage Terminal-
Pellet Chains 
SF, Gas 
6 
a 
0 
Injector Deck 
Injector Magnet 
Negative Ion 
•^ — Accelerator Tank 
Charge Stripper 
Equipotential Rings 
Positive Ion 
Analyzer Magnet 
-lo switching 
magnet 
Fig. 3.1. Schematic diagram of 15 UD Pelletron 
accelerator at NSC, New Delhi 
49 
the high vokage deck and pre-accelerate the ions produced in the ion source 
traveling to the ground potential. The required ion beam is then selected using the 
injector magnet. The ions are focused and steered using beam optical elements 
and then injected into the accelerator. 
3.1.3. The Charging System 
An important aspect of the pelletron accelerator is the generation of the 
high voltage at the terminal. This is done using the two charging chains present in 
the accelerator. The chain consists of two small stainless steel cylinders 
connected to each other using nylon links forming a chain of the cylinders. These 
cylinders are called pellets from where the accelerator gets the name pelletron. 
The charge is induced on the pellets of the chain of the motor and by a 
cylindrical plate called inductor which is connected to a 50 kV power supply and 
this charge is carried to the terminal and transferred to it [1]. 
The process of charging is done by induction. The chain moves on two pulleys 
driven by motors at high speed carrying charge to the terminal. At the terminal 
total charge transferred Q generates a voltage V and Q/V is the capacitance C 
between the terminal and the accelerator tank. 
3.1.4. Beam Energy of the Tandem Pelletron Accelerator 
The Pelletron accelerator at NSC is installed with a vertical configuration 
in an insulating tank which is 26.5m long and 5.5m in diameter and filled up with 
SFf, as an insulating gas. Inside this tank there is a high voltage terminal about 
1.52m in diameter and 3.61m in height. This terminal can be charged to a high 
potential that can be varied from 4 MV to 15 MV. This terminal is connected to 
the tank vertically through ceramic titanium tubes called accelerated tubes. A 
potential gradient is maintained through these tubes from high voltage to ground 
from top of the tank to the terminal as well as from terminal to the bottom of the 
tank. Negative ions of die ion source are injected in the accelerator and 
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accelerated towards the terminal. In the terminal, negative ions are stripped off a 
few electrons and thereby converted into positive ions which are further 
accelerated as they proceed to the bottom of the tank at ground potential. As a 
result the ions emerging out of the accelerator gain energy given by 
E = |E„, + V(q+l)]MeV (3.1) 
Where V is the terminal potential in MV (million volts) and q charge state of in 
the ion after stripping and Ei„j is the energy of the injected ions in MeV. The ions 
aie bent by an analyzing magnet through 90". Depending on the mass, energy and 
charge of the ion, the magnetic field of this magnet can be set to select the 
particular ion along the beam line. 
The insulating column which support the high potential terminal consists of 
thirty ~ 1 MV units, 15 on the either side of the terminal. The upper portion 
(above the terminal) of the column is referred to as the low energy section while 
the portion below it is called as the high energy section. Two shorted units with 
no potential gradient commonly known as the dead section are also provided, one 
each in the low and high energy column section for housing the vacuum pumps 
and other beam handling equipments. Both are provided with an electron tiap and 
a sputter ion pump. The low energy dead section (LEDS) also provided with an 
electrostatic quadrupole triplet lens while the high energy dead section (HEDS) is 
equipped with a second foil stripper assembly. A shorting rod system is also 
provided for temporarily shorting selected column modules. Two insulating shafts 
run from each ground end to the terminal and are used to derive four 400 cps 
generators located one each in two dead sections and into the terminal which 
provide power for the equipment such as pumps, strippers, beam diagnostic and 
control equipments etc. housed in the dead section and the terminal. Beam energy 
of the accelerator was calibrated using nuclear resonances. 
3.1.5. Strippers 
The high voltage terminal and the HEDS are equipped with strippers for 
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stripping the ions to high positive chaiges. The terminal has a foil stripper 
assembly as well as a gas stripper assembly. Normally the stripper is a thin 
carbon foil or nitrogen gas at low pressure. As the ions pass through the stripper, 
depending on die foil thickness or the gas pressure, die incident energy and the 
type of the ions, the charge state distribudon of the emerging posidve ions will 
viiry. The gas stripper is normally used for heavy ions as the lifetime of the foil 
stripper for the heavy ion is very short. This is because of the higher energy loss 
in the stripper for heavy ion which will cause breaking of the fod. The HEDS has 
another foil stripper assembly which may be used somedmes if higher energies 
are required for die experiment. As the q is higher after die second stripper die 
energy of the ions will be increased further. 
The final energy of the ions is given by 
E=|E„,+lxV+ q, DV -K]. (V-DV)]MeV (3.2) 
Where V is the terminal potential, qi is die charge state after stripping at die 
terminal, DV is the potential difference between the terminal and HEDS and q^  is 
die charge state after stripping HEDS 
3.1.6. Vacuum 
Ultra high vacuum is one of the basic requirements for the accelerators and 
experiments based on the accelerators. The purpose of the creating vacuum in 
such systems is to reduce the collision of accelerated ions with the residual gas 
molecules as the ions have to travel larger distance in the accelerators. The same 
applied for reaction products during the experiment that have to reach the 
detectors being used for their detection. The mean free path of the residual gas 
molecules can be given by die expression; 
;^(cm)= ^ ^ (3.3) 
P 
Where p is the pressure in microns (lmicron= 10"^  cm of mercury). For 
experiments, we require ultrahigh vacuum of the order of 10"^  to 10"^  torr (1 torr 
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= 1mm of mercury). In order to obtain this much vacuum, different types of 
vacuum pumps were used in accelerator and related experimental facilities. 
Vacuum pumps can reduce the system pressure from atmospheric pressure (760 
torr) to 10"'" torr range. Since there is no single vacuum pump operates over such 
a wide range of pressure, generally a combination of different pumps such as 
turbomolecular pumps and ion pumps are used in all the systems [2]. 
3.2. Electronic Modules and Data Acquisition System 
3.2.1. Pre-amplifier 
Absorption of a photon by the detector produces a current pulse at the pre-
amplifier input. Each current pulse is integrated by the charge sensitive loop 
which is an FET input operational amplifier with capacitance feedback. A 
feedback resistor Rf in parallel with the feedback capacitor Q removes charge 
stored by the input capacitance. This results in the experimental decay with time 
constant (RfCf) of each charge loop output pulse. The pole zero cancellation 
network differentiates the charge loop output to give a shorter decay time 
constant and is adjusted to eliminate pulse undershoot following differentiation. 
For most of the spectioscopic applications, the above mentioned charge sensitive 
pre-amplifiers are used because of its gain being insensitive to stray capacitances 
(capacitance of the detector, cable, etc.) and consequently can provide large 
output pulse height. 
3.2.2. Amplifier 
The output from the pre-amplifier is fed to the spectroscopic amplifier 
(e.g. ORTEC model 572). This amplifier has an input impedance of 
approximately 500 ohm and accepts either positive or negative pulses with 
risetime < 650ns and fall time >40|LIS. The shaping time constant of the amplifier 
is switch selectable in steps of 0.5, 1, 2, 3, 6 and 10 |LIS. The choice of the proper 
shaping time constant for accommodation of high count rates and operating with 
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a large time constant for a better signal to noise ratio. At low counting rates, the 
optimum value for shaping time is 12ps for LE (Ge) detector. 
The spectroscopy amplifier is possessing variable pole zero cancellation 
network which can be adjusted to match the pre-amplifier with decay time 
> 40|us. This drastically reduces the undershoot after the first differentiator and 
improves the overload and count rate characteristics. To compensate for the effect 
of base line shift on a unipolar signal caused by uncancelled RC inter-stages in 
the amplifier base line restoration is used. The dc level of the output is adjustable 
up to ± 100 mV. It provides unipolar and bipolar amplifier output pulses with an 
output impedance is less than lohm. When the count rate is high, there is 
possibility of pile-up effects due to overlapping of the x-ray pulses in amplifier. 
To avoid this problem, the pulse pile-up rejecter (PPR) is to be introduced. The 
electronic PPR includes a fast amplifier parallel to the slow high-resolution 
spectroscopy amplifier. The PPR senses if two consecutive events overlap in 
time, normally with a pulse pair resolution of 0.5-lps. If two events overlap, both 
are rejected by inhibiting the main amplifier output, thus almost completely 
eliminating the pile-up continuum. With an electronic PPR, an increased input 
counts rate does not always imply an increased output rate. 
3.2.3. Data Acquisition Setup 
Computer Automated Measurement and Control (CAMAC) based data 
acquisition system was used. Data are acquired from multiple Analogue to Digital 
Converter (ADC) from CANBERA which are interfaced to the computer through 
CAMAC crate and the spectrum was recorded by the software program 
FREEDOM, which developed by Nuclear Science Center, New Delhi. 
3.3. Detectors 
Two types of detectors have been used in the experiment, one x-ray 
detector and two surface barrier detectors. Brief description of these detectors 
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aie follows. 
Germanium detectors are semi-conductor diodes having a P-I-N structure 
in which the intrinsic (I) region is sensitive to ionizing radiation particularly x-
rays and gamma rays. Under reverse bias, an electric field extends across the 
intrinsic or depletion region. When photons interact with the material within the 
depleted volume of a detector, charge carriers (holes and electrons) are produced 
and aie swept by the electric field to the P and N electrodes. This charge, which 
is in proportion to the energy deposited in the detector by incoming photon, is 
converted into a voltage pulse by an integral charge-sensitive pre-amplifier. 
Because germanium has a relatively low band gap, these detectors must be 
cooled in order to reduce the thermal generation of charge carriers (thus reverse 
leakage current) to an acceptable level. Otherwise, leakage current induced noise 
destroys the energy resolution of the detector. Liquid nitrogen, which has a 
temperature of 77" K, is the common cooling medium for such detectors. The 
detector is mounted in vacuum chamber which is attached to or inserted into a 
LN2 Dewar. The sensitive detector surfaces are thus protected from moisture and 
other contaminants. 
The following are the major types of Germanium detectors. 
* The Ultra -LEGe Detector. 
* The low Energy (LEGe) Detector. 
* The Coaxial (Coax) Germanium Detector. 
* The Reverse Electrode (REGe) Detector. 
* The Extended Range (XtRa) Germanium Detector. 
* The Ge Well Detector. 
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3.3.1. Ultra-(LEGe) Detector 
In the measurement of lifetime of highly ionized atoms using high energy 
nickel and titanium beam (90-163 MeV) die Ultra-LEGe detector from Canberra 
(Model GUL0035) widi Cryostat Model 7905-WR and preamplifier (Model 
2008. serial number 8974399), +3ie Canberra Ultra-LEGe detector extends the 
performance range of Ge detector down to a few hundred electron volts, 
providing resolution, peak shape and peak to background ratios once thought to 
be unattainable with semiconductor detectors. The Ultra-LEGe retains the high 
energy efficiency intrinsic to germanium detectors because of the high atomic 
number (Z) and thus covers a wider range of energies than any single photon 
detector on the market. The Ultra-LEGe detector affords lower noise and 
consequently better resolution at low and moderate energies than any other 
detector geometry (-150 eV at 5.9 keV). The active area of detector was 30 mm-
with 5mm thickness of crystal and 0.025mm thickness of beryllium windows. 
The recommended operating bias voltage is 500 volt with negative bias polarity 
which was applied to the detector through an ORTEC power supply (model 459). 
The detector are housed in a vacuum assembly within an entrance window 
typically made of beryllium. Such detectors with proper electronics can sustain 
count rates of 10" without appreciable resolution degradation or gain shift. Other 
advantages of such detectors over classical detectors include high sensitivity, 
better resolution, longer life and small size which has made such detectors highly 
popular. However disadvantage in application of such detectors require large 
auxiliaiy electronic data acquisition modules. 
3.3.2. X-ray Detection System 
Detectors are device which are used to detect, measure and record with the 
help of additional accessories, the emitted photons corresponding to the 
transitions diat signatures the decay of some particular excited states in the 
56 
DETECTOR BIAS 
COMPUTER 
X-RAY 
I I I I 
I I I I 
^ I 
DETECTOR 
LEGe 
ADC 8075 
i 
CAMAC 
Fig. 3.2. Schematic diagram of the x-ray detection system 
57 
beam-foil source. There are numerous classes of detectors like gas detector, 
bubble chamber detectors, etc. The region of emission in the case of highly 
charged ions lies in the x-ray region so mostly solid state semiconductor x-ray 
detectors are preferred due to the number of advantages like high 
sensitivity, excellent resolution, linear response, etc. The semiconductor detector, 
a non dispersive device that registers all energy of photons simultaneously, 
allows a continued check on all regions of the spectrum of interest in contrast to a 
dispersion counter which selects out one energy or wavelength at a time. 
Experimental setup of x-ray detection system is shown in the Fig. 3.2. 
3.3.3. Calibration of X-ray Detector 
The x-ray detector has been calibrated using standard "Fe and -''-Ara 
radiation sources in the measurement of lifetime of highly ionized atoms. To 
determine the detectors resolution several thousand counts in the 6.48 keV peak 
of ''''Fe were collected. To determine the conversion factor, the energy per 
channel, the peak centroids of the 5.89 keV and 6.48 keV peaks were found by 
of ^^ Fe were collected. To determine the conversion factor, the energy per 
chaimel, the peak centroids of the 5.89 keV and 6.48 keV peaks were found by 
expanding each region individually and placing the cursor by at the center 
channel of the each peak by visual estimation. Dividing the difference (in keV) 
between the two peaks by the number of channels between the peaks, conversion 
factor is obtained. The spectrum is shown in the Fig. 3.3 and Fig 3.4. 
3.3.4. Surface Barrier Detectors 
Surface barrier detector is a diode with a very thin evaporated gold 
(40 |.ig/cm-) contact on an etched n-type silicon wafer. The gold evaporation 
forms the front rectifying contact of the diode and the rear ohmic contact is 
composed of (40pg/cm") of evaporated aluminum. When a reverse-bias voltage is 
applied to the diode, an electric field E is created. As free charge carriers are 
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constantly swept out of a region of the detector where a field is present, this 
region is called die depletion region. The sensitive area is important because it 
affects bodi sensitivity and energy resolution. When a low-intensity radiation 
source is used or when an accurate particle count is required (within the count-
rate limits of die system), a large-area detector is desirable. However since 
detector capacitance and junction noise are directly proportional to the area, 
smaller detectors give much better resolution. Selecting the right detector size 
requires a compromise between sensitivity and resolution. 
For energy spectrometry, each output pulse must be generated with an 
amplitude proportional to the energy of the charged particle. For common 
applications, the detector's sensitive depth must be sufficient to completely 
absorb all the particle energy. As the sensitive depth increases the detector 
capacitance decreases and diis results in a decrease in pre-amplifier noise. 
However, the increase in sensitive depth also increases the sensitive volume of 
the detector, and this may increase the detector leakage current noise 
contribution. Minimum total system noise is obtained by matching the 
capacitance of the detector to the appropriate preamplifier. 
A large reverse-leakage current results in detector noise and excessive 
voltage drop across the bias supply resistor. Since a quantitative relation between 
the detector leakage current and noise can be established only through a detailed 
knowledge of the origins of all current components. Noise sources in the detector 
and the preamplifier introduce a dispersion that broadens a pulse-height spectrum 
of mono-energetic particles. Noise is customarily specified in terms of FWHM 
(full width half maximum) broadening of a mono-energetic peak. The detector 
and the preamplifier are separate and independent sources of noise. The total 
system noise is equal to die square root of the sum of the squares of the 
individual noise contributions. 
Surface barrier detectors are actually particle detectors. In case of beam-
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foil spectroscopic experiments these are mostly used for normalization of the 
beam flux against any inherent fluctuation in the incident beam intensity. The 
most widely used silicon detectors for charged particle measurements are the 
surface barrier type. These detectors rely on the junction formed between a 
semiconductor and certain metals usually n-type silicon with gold or p-type 
silicon with aluminum. Because of the different Fermi levels in these materials, a 
contact emf arises when the two are put together. 
Surface barrier detectors can be made with varying thickness and depletion 
zone regions. If the detector is not too thick, a fully depleted detection is possible. 
The depletion zone extends dirough the entire thickness of the silicon wafer. Such 
detectors are useful as tiansmission detectors for measuring the energy deposition 
dE 
of passing charged particles, i.e., — . Moreover by increasing the bias on fully 
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depleted detectors, a gain in the collection time of the charges can be obtained 
resulting in a faster signal rise time. This is not the case with partially depleted 
detector, where an increase in bias also extends the depletion zone and thus the 
distance over which charges must be collected. 
In general, in order to obtain the information about the collected charge 
during the excitation of targets. The peak area of elastically scattered particles 
detected by the silicon surface barrier detector can be used. The heights of the 
pulses aie proportional to the incident energy of the particles [3J. Since the 
maximum available energy of the ion was 163 MeV, a 300 micron thick detector 
was used to stop the high energy particles. The active area of the detector was ~ 
50mm- and the resolution of the detector was~30 keV at 5.486 MeV a -particle 
from -"'Am source. The typical system for charged particle spectroscopy is shown 
in Fig. 3.5. 
Due to sensitivity of SBD to light, the view ports of scattering chamber 
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were covered by aluminum foil. In SBD, actually the thin entrance windows are 
optically transparent and particles striking the detector surface can reach the 
active volume. The energy of the visible light of 2-4 eV is greater than the band 
gap energy of most semiconductors and electron-hole pairs can therefore 
produced by interaction. A very high noise level is produced by normal room 
lighting but the vacuum enclosure required for most charged particles 
applications usually reduced light-induced noise to insignificant levels |4|. ',SBD 
is also more sensitive to contamination and care must be taken to keep its 
surface clean. Touching the surface with a finger, of course, is to be avoided. If 
the detectors are used in a vacuum chamber, attention must be paid to the 
possibility of oil from the vacuum pump being deposited on the surface. 
3.3.4.1. Energy Resolution 
The noise-broadening effect previously mentioned establishes a lower 
limit on the energy resolution (FWHM) of any given detector-preamplifier 
combination. However, factors such as statistical effects, imperfect charged 
collection and variations in energy loss in the dead layer of the source and the 
detector can cause additional broadening of the peak and their relative 
contribution is a strong function of the mass of the incident particle. For beta 
particle, the resolution is nearly always determined solely by the electronic noise 
broadening. For alpha particles^ the ultimate resolution is less than 10 keV. For 
very heavy ions like '**Ni (154 MeV) the typical resolution for non chaimeled 
particle was found to be 7.3 MeV but in case of'^ '^Ti (I43MeV) resolution was 
found to be 5 MeV. 
3.3.4.2. Efficiency of Detector 
The rate at which useful information is gathered by a detector is 
determined by its efficiency. Absolute efficiency Ca is defined as the number of 
recorded counts divided by the number of particles emitted by the source. It is the 
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product of the geometrical efficiency e, (the fraction of emitted particles that 
actually strike the detector) and the intrinsic efficiency Ci (the number of useful 
recorded counts divided by the number of particles of interest actually striking the 
detector) 
If the energy of the particle must be measured, the sensitive depth must exceed 
the range of the particle. In this case, e, is essentially 100%. In simple counting 
applications, where the energy of the particle is not of interest, Ci is the fraction of 
incident particles depositing sufficient energy to exceed a lower loss in tlie 
sensitive region is much larger than die noise level, the efficiency of silicon 
detector for charged particles is essentially 100%. 
3.4. Target Preparation 
Different types of targets used during the experiments are thin carbon foils, 
thick carbon foils and gold foil. 
3.4.1. Target Foils 
Target foils are unsupported thin foils of material that aie used as ionization 
and excitation media. Almost all the taj'get foils are made of amorphous carbon. 
Foils can be made by other materials too like Be, B. Al, Cu and combinations of 
materials and carbon. However pure carbon is preferred due to the fact that 
carbon foils are simple to prepare, easy to handle and have long life. An added 
advantage is the low nuclear charge of the carbon due to which scattering of the 
beam from the foil is minimum. Foils made from beryllium has an advantage 
that scattering is lesser than carbon foils. However, beryllium are rarely utilized 
for beam foil spectroscopy due to the fact that foils are difficult to be prepared 
from beryllium and there is always some risk of beryllium poisoning. 
Carbon foils which are used for beam foil experiments are typically 
several hundred atomic layers thick. Foil thickness are most of the times quoted 
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in terms of aerial densities in units of |ag/cm-. At low-to- intermediate energies, 
foils of thickness from 5 to 90 |.ig/cm' are usually sufficient to attain ionization 
and excitation in equilibrium conditions. Carbon foils can be prepared in 
laboratory with a vacuum evaporator or now a days can be obtained 
commercially [5]. 
The exact cause of foil break down is not known but it is thought to be 
due to foil heating caused by beam foil interactions. The lifetime of a typical foil 
tiuget depends upon the incident beam species, the beam intensity and beam 
energy. Foil breakage is rarely a problem at higher energies but can be a serious 
problem at low energy when working with heavy elements. 
All the foils used in the excitation were prepared by vacuum evaporation 
technique at NSC. In this technique^ the source material is heated in vacuum and 
the vapour is allowed to deposit on a proper substrate generally kept at room 
temperature. 
3.4.2. Target Thickness Measurement 
It is necessary to measure the thickness of the deposited film dynamically 
i.e. simultaneously with the deposition in order to stop the evaporation as soon as 
the desired thickness is reached. A quartz crystal monitor is used for this purpose. 
The thickness measurement is based on the change in resonant frequency of die 
quartz ciystal oscillator with mass loading. The target thickness as well as the rate 
of deposition (A/sec) could be read on the microprocessor (commercially 
available with the quartz monitor) based control unit. The crystal, housed in a 
water cooled box, is mounted at a height of 10-14cm above the source close to 
the target. Generally it is desired to have the crystal in the same plane as the 
substrate to increase the accuracy in die measured thickness [6]. 
3.4.3. Quartz Monitor 
The quartz deposition monitor provides a sensitive, real-time means for 
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monitoring film thickness during deposition. It is useful for many different 
deposition materials and can be adapted to a wide variety of deposition chamber 
geometries. It is called a quartz monitor since a quartz crystal microbalance 
(QCM) is located in the sensor head. The QCM consist of a thin wafer of quartz 
whose portion of two major faces have been pre-deposited with metal film 
electrodes. Since quartz is a piezoelectric material, it responds to applied voltage 
with a mechanical motion. The working of a QCM is based on the fact that when 
a ft-ee running rf voltage is applied to the crystal, it responds by oscillating at its 
natural frequency which is determined by the crystal's thickness and crystalline 
orientation. The resonant frequency decreases whenever material is deposited on 
the microbalance and the shift in frequency is directly proportional to the 
additional mass. Through die knowledge of density of the deposited material the 
mass can be converted into an equivalent film thickness. A quartz crystal can be 
used with most materials with routine sensitivities of tenth of a monolayer or 
better. Commercially^ crystals are cut so as to oscillate in a shear mode with 
resonant fiequencies usually near 5 to 6 MHz 
3.4.4. Thickness Measurement by Radiation Attenuation 
Process 
The change in energy of charged particle as they pass through thin foil can be 
used to determine the thickness and uniformity of thin foil. This is relatively 
simple technique and is readily adaptable to the materials whose stopping power 
is known and whose thickness does not exceed the range of the incident charged 
particle (R). Alpha particle ft-om the source '^''Am have been used to measure 
the thickness (t) of foil having thickness (6<t<R) fxg/cml Experimental 
arrangement is shown in Fig.3.6. Alpha particle from source '"'Am are allowed to 
fall on the foil. A calibrated MCA is used to determine the energy lost by the 
a - particle in the foil by first examining the energy spectrum with no foil present 
67 
'/:, 
and then determining die spectrum shift with target foil attenuation^the radiation. 
MCA gives the number of channel shifted. The multiplication of channel shifted 
and calibration of MCA gives energy loss of alpha pardcle in the foil material. 
Then thickness of the foil can be calculated as 
2\ Energy loss of a-particle i/iifoil{MeV) 
Thickness of foil [iJ glcm}= '• ; •—7-
s topping power of fa il material far a- particle [MeV I ^ J g I cm') 
Knowing diis energy difference, we can calculate the diickness of the foil using 
SRIM program [7]. 
L)etector bias 
Foil 
I 
•''I 
.^ # s. 
« 
Sout^.c •  -J. _ 
Silicori seinicoriductor 
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Preaiiipljfier 
M-iii;lig||ii|il 
Fig. 3.6. Setup for thickness measurement. 
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3.5. Target Chamber 
Target chamber is an essential part of beam line assembly of all 
accelerator based experiments. The present works have been done using two 
different chambers. In the nickel case^  the experiment was done in the GDA line 
and more details of the experimental setup is in the chapter 4 [8] and in the 
titanium case the experiment was done in the LIBR and more details of the 
experiment in die chapter 5 and Nandi et al [9]. 
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Chapter 4 
26+ Lifetime of ls2p 'P2 Level in Ni 
4.1. Introduction 
Nickel is a cosmically abundant element and highly charged Ni ions are 
present in variety of non terrestrial sources such as corona of sun, stellar 
atmosphere, clusters of galaxies and superaove remnants [1]. In this chapter^ the 
measurement of lifetime of ls2p P^z level in He-like nickel and the effect of 
satellite blending will be discussed in detail. Satellite line, originating from one 
unit lower charge state, may be blended with the line of interest leading to a 
systematic shortening of the measured Hfetime. However, diis condition can not 
be practically possible to resolve satelhtes always particularly for heavy He-like 
ions. As a result^the neighbouring chaige states may introduce blending e.g; He-
like M2 transition (Is^ 'Si)-ls2p ''P2) can not be resolved from Li-like sateUite 
(ls-2s-S1/2-1 s2s2p ^5/2) for Z up to 50 by the solid state detectors that aie 
commonly used in die beam-foil experiments. Thus satellite blending may 
severely affect die lifetime measurement during the conventional beam-foil 
experiments and the fact remains unnoticed in many measurements. As for 
example, die lifetime of ls2p ^P, level in He-like nickel ha? been measured with 
standard beam-single experiment at a higher (340 MeV) beam energy [2] 
because blending from the H- and Li-like lines had not been considered in die 
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anaJysis [2]. Recently, Nandi et al [3] used the beam single-foil [4J as well as 
beara-two-foil technique [5], appropriate for a wider range of beam energies, to 
resolve satellite blending problems for die measurement of ls2p P^a level 
lifetime in He-like vanadium. In the cunent study, we use the same approach in 
order to resolve satellite as well as H-like Ml line blending and obtain a reliable 
lifetime for the ls2p P^2 level of He-like ^^ Ni [6]. We have reinvestigated the 
1 s2p ^?2 lifetime in He-like Ni taking all possible blending in to account. 
4.2. Theoretical Background 
Fig. 4.1. shows the energy level diagram of He-like and Li-like nickel 
including their lifetimes and decay modes. The ls2p ^?2 level of highly charged 
He-like ions (Z>18) mainly decays through a magnetic quadrupole transition 
(M2) that has attracted considerable interest. At low Z, the ls2p ^?2 level in He-
like ions decays mostly by electric dipole transition to ls2s ^Si level. The 
magnetic quadrupole transition probability increases as Z^ whereas, the El 
transition probability increases with Z"* [2] and M2 intensity supersedes El for 
(Z>18). Non-relativistic calculation of M2 decay rate has been made by 
Mizushima [7], Garstang [8,9], Drake [10,11] and Jacobs [12]. Relativistic 
coiTection has been calculated by Gould, Marrus and Mohr [13] and Johnson and 
co-workers [14-16]. The later used the relativistic-random phase approximation 
(RRPA) to calculate both the M2 and the El transition probabilities. The RRPA 
results of tiansition probability (oo) for He-like ls2p ^?2 level in nickel are 
CD,, (2 ^P2M2)= 1.20E10S-' and (0,0,(2 ^PsEl)^ 2.17E09s-', 
corresponding to a lifetime, T,ei2 ^ P2= 70.6 ps. 
E 2^P M2 
The branching ratios are h ^{2^P M2)= '- =0 847 
E^J^P^M2+EJ%E1 
b,ei(2-'P2M2)= 84.7% 
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Fig.4.1. Energy level diagram of He-like and Li-like nickelincluding 
their lifetimes and decay modes. 
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3 E 2^P^E1 
b n'P.El)^ - ^ . =0.153 
E ,2^PM2 + E ,2-TEl 
b,,i(2^P2El) =15.3%. 
Transition probabilities for Li-like Ni have been calculated relativisticaly in the 
intermediate-coupling scheme using Dirac-Hartree-Slater wave functions and 
the Moeller operator 117J which are given by 
a),,i2 "P.V2 (Autoionizing) = 8.97E09s-' 
and CD„,2 '*P,5,/2M2= 1.22E10s-', 
corresponding to a lifetime, T,ei2 ^5/2= 43 ps. 
The branching ratios are 
b,d2 "P5/2(Autoiomzing) = 42.35% and brd2 T5/2M2=57.65%. 
The He-like levels ls2p %, ls2p 'Pi, ls2p 'Pi, ls2p 'P„, ls2s 'S, and 
ls2s 'So lie within an energy range of about 80 eV [18,19]. TTie ls2s 'S,i level 
decays through a two-photon process [20.21 ] whereas the ls2p 'Po level decays 
to the ls2s 'Si level through an El transition in the vuvregion. The ls2p 'Pi and 
ls2p 'Pi level lifetimes are of the order of femtoseconds. As a result, the only 
He-like levels, those may contribute to the 7.8 keV line (Fig. 4.4 ), are the rather 
long-lived ls2p 'P. (70.6 ps)[ 16] and ls2s 'Si (2.3ns) [16] levels. 
The Is2s2p *P5/2 Li-like level is hnked to the Li-like ground state with a 
transition energy 7.73 keV [18] in the vicinity of the 7.8 keV line. Whereas, a 
substantial decay through an autoinoization channel (42.35%) [17] is possible, 
this level is also linked to the ls^2s S^i/2 Li-like ground state through an M2 
radiative channel (57.65% [17]). The Li-like Is2s2p ''P5/2 level must also 
therefore be considered, in principle, in the analysis of our 7.8 keV data. The 
same holds for the H-like 2s -Si/2 level (lifetime 215ps) [22] and excitation 
energy 8.07 keV [23]). The 2s -S1/2 H-like level decays through a 2E1 (decay rate 
3.87(09)'^' [21]) and an magnetic dipole transition (Ml) channel (decay rate 
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0.78(09)'^'118])- The latter slower decay that manifests itself in Fig. 4.4(c) for 
larger target detector distances. Although, Be-and B-like Ni lines have also been 
observed around 7.8 keV in Tokamak plasmas [24,25], we note that these charge 
states do not contain levels that meet both the ti'ansition energy as well as the 
lifetime requirements imposed by the 7.8 keV peak. 
4.3. Experimental Setup 
The "^ N^i ions used in the measurements were obtained from 15 MV 
Pelletron Accelerator at Nuclear Science Center, New Delhi. A collimated 3mm 
diameter nickel beam was excited by passage through 45 |Lig/cm^ carbon foil. 
Emerging x-ray were passed through a collimating system consisting of three 
slits as well as shielding cup and were detected by low energy germanium 
detector having resolution 150 eV at 5.9 keV which was placed at right angle to 
the beam (for details of the detector see the chapter 3). The target consists of two 
carbon foils one thick (45 |ug/cm') and other thin (4 jUg/cm )^. The separation was 
changed by moving the first foil. The movement of the foil was controlled by the 
plunger system consisting of three high accuracy dc linear servo activators 
(plunger system will discuss in the next section). Normalization of the incident 
flux was achieved through elastic scattering of the beam by gold foil of thickness 
(150 jag/cm') placed 20 mm downstream to the detector slit, recorded by two 
silicon surface barrier detectors that were symmetrically placed about the beam. 
Provision for loading a two-foil target in the setup, made it possible to measure 
lifetimes that disentangles the satellite blending [7]. The experiment was carried 
out using carbon foils with 163 MeV, 160 MeV and 156 MeV ^^ Ni beam. The 
experimental setup is shown in the Fig. 4.2. 
4.3.1. Motor Assembly 
The NSC time of flight distance measurement device (TOFDMD) consists 
of three DC micro actuators (Model 850 series, Newport Corporation, U.S. A). 
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Each of these motors can be run separately or together. The precision of their 
motion is better than O.lmicro meter. The maximmn range of the motors is only 
12 mm which is quite sufficient for studying pico second range lifetimes. All 
the thiee motors are kept inside an aluminum housing with their axes aligned in a 
circle of diameter 30mm. During the experiment, the whole housing along with 
the motors is kept in vacuum. The individual and simultaneous motion of the 
motors is used to make the target assembly parallel to each other f26,27 ]. 
4.3.2. Target Assembly 
The taiget holder assembly of the TOFDMD device is aligned to the center 
of the three axes of the individual motors which is also the beam axis. The gear-
head of each motor is coupled to the 6mm thick invar rods with springs. The 
taiget holder is mounted on the free end of these three rods. The mountings are 
done on the insulating screws. This is done to insulate the target from the rest of 
the body for the purpose of the capacitance measurement between two carbon 
foils. The capacitance measurement technique will be discussed in the later 
section. Thus the target mounted at one end of the three rods, which are coupled 
to the axis of the motors at the other end, can be moved along the beam axis in 
both backward and forward directions. A beam collimator and a Faraday cup are 
mounted before the target and after target respectively on the fixed invar rods. 
The four feed-through points are mounted in the motor housing. Three feed-
thjough aie used to activate the three motors and the forth feed-through pin is 
used to take the signals from the collimator, target and the ground body of the 
device. 
4.3.3. Computer Interface 
The computer interface to the motors consists of a PC/XT/AT compatible 
controller with dedicated HCTL-1000 micro processor for each axis. The 
maximum I/O bus speed supported is 8MHz. Each axis is independently 
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controlled by dedicated motion controller IC. Since all computation is performed 
internally. CPU is free to perform the other tasks. The other part consists of the 
90-130/180-264 V AC 47-63 Hz external switch selectable 45 watts power 
supply for the three axes of the linear actuators. The module has got a 25 pin TTL 
compatible general purpose I/O connector with different outputs for each axis. 
The actuators are controlled through the PC (80286 CPU or higher) using a 
graphic user interface program named "Warp" which runs on any DOS (2.0 or 
higher) environment. 
4.3.4. Target Holder Polishing Procedure 
The polishing procedure comprises of three steps mainly. First step is to 
clean the surface by a calcium carbide coated paper. A rigorous treatment by this 
procedure would release all tiny dents from the surface. The next step is to polish 
this surface using the alumina powder. The three grades of alumina powder 
(coarse, medium and fine) were applied in succession. The polishing was done 
using a special velvet polishing cloth which is free of dust and lints. In the last 
step^ the surface was polished by finest grade diamond powder (commercially 
available as diamond paste). 
4.3.5. Distance Calibration 
Fig. 4. 3(a) shows the capacitance measuring arrangement made inside the 
chamber for determination of minimum distance and to make the two targets 
parallel [28]. The shortest lifetime which could be measured using TOFDMD 
technique is of the order of the time of flight between the carbon foils for 
minimum gap. The precision with which the distance^are measured with the NSC 
time of flight distance measurement device is better than O.lmicro meter. The 
minimum distance depends upon the alignment of the carbon foils. This also 
demands that both foils are straight. The minimum distance is thus using the 
capacitive extrapolation method. The capacitance can directly be measured 
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Fig. 4.3(a) Arrangement for the measurement of the minimum distance between 
the two foils FF (fixed foil) and MF (moveable foil). C is capacitance due to the 
two foils and d is the capacitance of the DC filtering capacitor. 
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Fig. 4.3(b) A graph of V vs the distance 
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capacitance meter. Alternatively^ one can use the technique initially used by 
Alaxender and Bell [28]. In this technique, a given voltage pulse with fast rise 
time and a long decay time is applied on one of the plates of the capacitance so as 
to induce a charge on the other plate. This induced charge is further integrated by 
a charge sensitive pre-amplifier (ORTEC model 142A [29] used in the present 
setup) which will produce a voltage pulse proportional to the charge induced and 
is inversely proportional to the target distance. This voltage pulse after integration 
and shaping through a spectroscopic amplifier (Model 572 of EG&G ORTEC 
[29]), is finally digitized through a multi channel analyzer (MCA). Thus the 
MCA output is proportional to the capacitance and is used for calibration. The 
induced voltage varies with the distance of separation between the two foils (Fig. 
4.3(b)). At larger distance^the variation is linear whereas it may be non-linear or 
discontinuous when the two foils touch each other. 
4.4. Experimental Observations 
We have used x-ray spectroscopy to study composition of excited states as a 
function of dist^ mce between foil and detector in the single-foil case and as 
sepaiation between foils in the two-foil case to deduce the lifetime of ls2p P^z 
level in He-like nickel. The spectrum, calibrated using a standard "''-Am radiation 
source, exhibits a prominent spectral line at 7.8 keV (Fig. 4.4). This peak consists 
of a blend of transition from He-like ls2p 'P2 and ls2s ^S; levels and the Li-like 
Is2s2p '*P5/2 level (Table 4.3). This blending is not expected to be resolved by the 
detector that was used in this work. We also note the 8.07 keV associated with 
the Ml line Is 'S1/2- 2s S^i/2 transition in H-like ion (Table 4.3). There are 
some unresolved peaks in the low energy region between 1.3 and 2.4 keV. This 
structure can be fitted to four peaks at 1.5, 1.8, 2.0 and 2.2 keV (Fig. 4. 4). A 
preliminary investigation showed that lifetimes for the first three peaks fall in a 
100-125 ps range. Two of these lines have been tentatively associated with 
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Fig. 4.4. Single-foil energy spectra at (a) 0.15 mm, (b) 4.8 mm and © 7.5 mm target-
detector distance. Line energies in keV, beam energy 163 MeV, tliickness of foil 
45 |ag/cn^^ energy per unit channel 4.457 eV, Energy resolution; 165 eV at 5.9 keV 
(static source). The figure clearly shows that as the target-detector distance increases, 
the peak around 8 keV is split in to two peaks. 
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Li-like Ni transitions. Clearly better spectral resolution is required to identify 
conclusively these unknown transitions. A high-resolution x-ray spectroscopy 
setup is also being developed in our group in an effort to investigate the relative 
strengths of the blending lines at 7.8 keV and also to identify the unknown 
triuisition between 1.3 and 2.4 keV. 
The normalized intensity variations of the 7.8 keV peak with single-foil 
and two-foil measurements at 163 MeV are shown in the Fig. 4.5. The 
exponential decay (Fig. 4.5(a)) trend in case of single-foil measurement may be 
represented in terms of an apparent decay time. In the two-foil (Fig. 4.5(b)) 
measurement, we note that the intensity of the line under investigation grows as 
the separation between the two-foils increases. 
4.5. Data Analysis and Results 
Several charge states are produced due to ion-atom collision involving 
electron capture and loss processes when isotopically pure ion beam of certain 
charge state and energy passed through a foil. The charge state fractions for the 
"^ ^^ Ni^ '- beam used in this work, obtaw;|with the code ETACHA [30], are shown 
in the (Table 4.1) where energy losses in the foil were considered in the 
calculation. Those charge state fractions are useful as they provide an indication 
as to the type of ions that are present when the beam leaves the carbon foil. 
Results of experiments performed at GANIL with 10 MeV A"' ions [30] agree 
with equilibrium as well as non equilibrium predications of theoretical charge 
state fractions obtained with the code ETACHA. However, no such studies exist 
for Ni beam in the range of 2-5 MeV A"'. Interestingly, Berry et al [31] have 
used low energy 1.6 to 2.5 MeVA"' CI beams to observe He-like ls2s 'Si -ls2p 
'P2 and ls2s 'Si -ls2p 'Pn transitions. This observation is consistent with the 
ETACHA predictions shown in (Table 4.2) and strengthens our confidence in the 
validity of the charge state fractions reported in (Table 4.1) for the *^*Ni^ '^  beam 
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used in this work. It may also be seen from Table 4.1 that the H-like, He-like 
and Li-like charge states account for less than 30% of the ions emitting K x-
rays. All the four lines shown in Table 4.3 contribute to 7.8 keV peak, 
depending on the experimental conditions (foil thickness, beam energy and target 
detector distance) show only single component in the limited travel of 10 mm. 
Thereby, these curves were fitted with single exponent and the apparent decay 
times Ts determined in this marmer are shown in Table 4.4. Since the charge 
state fractions at the beam energies 156-163 MeV do not differ significantly 
(Table 4.1), the average apparent decay time from the single-foil experiments 
is also reported in Table 4.4. 
In the two-foil case, we focus on the excitation-de-excitation processes 
of the ions in two regions, viz., (i) the variable foil separation, x, between two-
foils and (ii) the fixed distance, d, between the second foil and the detector slit. 
The deexicitation phenomenon in x is identical to the single-foil situation. 
However, due to interaction with the second foil the relative intensity of each 
decay component may be altered and as a result the effective apparent decay time 
Ti may differ considerably. All the levels decaying radiatively can be written as 
I'le"", e""""! Here x'l is the apparent decay time but different from ti as the 
relative strengths of various time components change due to the interaction in the 
second foil. Although Hfetime x'l ought to change for every value of x, we 
approximate it to have a fixed value at this stage. The He-like nickel ground 
state, so produced due to the photon decay of all the states, might have certain 
probability to reproduce any of these states (Fig. 4.1 and Table 4.3). Therefore, it 
leads to a growth term of r'i(l-e"'''''''] ) e"'''''''"i, where T"I is a fixed effective 
lifetime containing different strengths of all three states produced due to the 
interaction of He-like nickel ground state and second foil x'l may not differ 
much fromT"i. The autoionizing Is2s2p ''P5/2 Li-like Ni level decays through 
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both autoionization as well as radiative processes and the branching ratio for the 
autoionizing channel is rather large (57.65%) [17j. The ground state of He-like 
nickel produced at x due to the autoionizing transition Is" 'So -Is2s2p '*P5/2 can 
generate all the four states (Table 4.3) due to the collisions with second foil. 
Therefore it contributes to a growth term as {"2 (l-e"'''",) e"'""^ "], where T2 is the 
pure lifetime of Is2s2p ''P5/2. Interestingly, the ls2p ^Pz state has a El branch 
(Fig.4. 1) to ls2s -'SI which could regenerate the Is2s2p '^Psn level while passing 
the second foil by capturing an electron in 2p shell. Such an electron capture 
process results in another growing term r3(l-e"'''''^3) e~^ '''^ 2, where T3 is the 
lifetime of ls2p P^2 level. It may be noted that the ls2p P^2 and ls2s S^] states 
decaying to Is^ 'So will have to undergo both excitation and capture within the 
second foil, in regenerating Is2s2p ''P5/2 state which is very unlikely in a single 
collision condition [32]. Further there is a certain probability of ls2s ^Si 
exchanging to tiiplet-p and versa. It would also lead to a growing component as 
r4(l-e~''"4) e~'"''^ '4 where T4 is 2.3 ns and T'4 an effective and fixed lifetime which 
may be different from T4 because the resultant state is a mixture of triplet-s and 
triplet-p levels |5]. We note however that an additional growing component due 
to the H-like Ml transition should be considered. The H-like, which was 
resolved in Nandi et al [3] on vanadium, is also resolved at larger target-
detector distances in the current study (Fig. 4.4 (a)). This line is not resolved for 
small and intermediate target-detector distance (Fig. 4. 4(b)). The 2s S^i/2 level 
(T5) can generate He-like and Li-like ionic levels by capturing one or two 
elections as it passes through the second foil. Now adding all the terms together, 
I(x)= I'le- '^^ ^ e""''\ + r, (1-e-^'^^) e""'^ "^, + r'2 (l-e'^'^^z) Q'""'"! + 
j'^ (l_g-x/vT )^g-d/vx^  + I'^ (]_g-x/vT^ )e-d/vT'^  + l5(l-e-'^'^-) (4.1) 
ReaiTanging the first and second terms of the above equation, we get 
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I(x) = e-'^ '", ( Tie-'*'-', - r',e-^'"",) + l"ie-''^''\ + r2(l-t-'''\) &-"'''"i 
+ r,{\-&-'""%) e-'""^ ^ + r4(1 -e-''^\) e-"^\ + h(\-e-^'^\,) (4.2) 
Since the second foil is held fixed, all the terms not involving x are 
constant for a given velocity. Thus redefining the intensity parameter 
( rie^"'" '^, - r'le""'"",) as I,, IV^"'""! as h I'se-''" 2 as I3,r4e'''""4 . •• ' as I4. 
Eq.4.2 takes the form 
l(x)=I,e-^^^^+l2(l-e-^%)+l3(l-e--^^)+l4(l-e"^^^)+l5(l-e-"^^^^ (4.3) 
The terms in Eq. 4.3 give only the contributions occurring during the flight in 
between the two-foils. 
Here I(x) is the intensity as function of the distance x between the two-foils. 
The total intensity contribution in the two-foil experiment is due to four growing 
components related to the presence of Is2s2p '^Psn (^2), ls2p P^z (T3), ls2s ^Si 
(T4) and 2s -S1/2 (T5) levels having theoretical lifetime of 43 ps [17], 70.6 ps, 2.3 
ns [16] and 215 ps [22] respectively (Table 4.3). The aver i^ge apparent decay 
time determined from the single-foil experiment is 85±3ps (Table 4. 4). This 
result is larger than the theoretical ls2p ^P: lifetime (70.6 ps) and suggests 
possible blending due to Li-like Is2s2p "*P5/2 and H-like 2s -S1/2 lines. The 
growth of the counts in the 163 MeV two-foil experiment at small separation 
(Fig. 4. 5) implies that the growing component supersedes the decaying. If an 
appaient decay time Xc for Is2s2p "Ps/z, ls2s ^Si, 2s ^Si/2is determined from the 
two-foil data, the (collective) contribution of these components can then be used 
in the analysis of the single-foil data in order to extract the ls2p ^Po lifetime. On 
the basis, Eq. 4.3 is written as 
I(x) = Ii e-^ '^ '^  + le(1- t-'''\) +I6 (4.4) 
Where Te is an apparent decay time associated with Li-like Is2s2p ''Pv ,^ 
He-like ls2s ""SI and H-like 2S "S1/2 levels. 
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A least square fit of the two-foil data at 163 MeV using the above Eq. 4.4 
was performed. In the fitting procedure, apparent decay time TI was fixed to 
the value x, (84+5 ps) obtained from the single-foil measurement. The apparent 
decay time x, is then determined to be 130±12 ps (Table 4. 4, beam energy 163 
MeV). 
Finally, in order to disentangle the contribution of the Is2s2p '*P,v2, ls2s S^i 
and 2s -S1/2 levels from the apparent decay time Xs determined from a one-
exponent fit of the single-foil data and thus obtain a value for the ls2p P^2 
lifetime. The best fit gave the values of Ii = 43.35% and L =57.65%. We have 
repeated the analysis on the single-foil decay curve at 163 MeV. The decay curve 
was fitted this time with two rather than one, exponents as follows 
I(x) = Ii e-'''^ ^ +12 e''^'\ (4.5) 
In this fitting procedure, the apparent decay time Xe due to Is2s2p "Pvz. Is2s S^i 
and 2s -S1/2 levels was kept fixed at 130±12 ps (Table 4.4) and a value 70±5 ps 
was obtained for x, associated with the ls2p P^^  lifetime as shown in the (Table 
4.5) 
The data at 160 MeV and 156 MeV were analyzed in similar way to yield 
apparent decay times Xs and Xe as shown in the (Table 4.4) and eventually 
ls2p 'P2 lifetime in the (Table 4. 5) 
The velocity of the post-foil beam was calculated from the beam energy at 
the exit of the foil using the code SRIM [33]. The uncertainty in the beam 
velocity is less than 1%. The x-ray detector and the beam velocity are at 90"± 1° 
to eliminate the Doppler effect from the measurement. It results Doppler shift 
tending to zero. The parallel translation of the first foil relative to the second has 
been achieved by moving individual actuators until the highest capacitance was 
obtained. Uncertainties in the Xs values are therefore only due to the statistical 
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uncertainties in the line intensities. Uncertainties in Xe arise as a result of 
approximations introduced in the fitting procedures (Eq.'^^) as well as from 
statistical uncertainties in the line intensities. The total error in TC was accounted 
for by introducing three statistical uncertainties in the line intensity. In the 
subsequent two-exponent fitting of tlie single-foil data using Eq. 4.5, the 
uncertainty in T^  was accounted by introducing two statistical uncertainties in the 
line intensities. Therefore, within the iterative fitting procedure employed in this 
work, the uncertainties in the quoted lifetimes in (Table 4.4 and 4. 5) represent 
on standaid deviation only. This choice restricts the reduced y^ close to unity in 
both the cases. The average lifetime for the ls2p P^2 level determined in this 
experiment is therefore 70.3±3 ps (Table 4.5). This result is consistent with 
previous theoretical (70.6 ps [16]) and the experimental (70.3±3 ps [2]) values. 
4.6. Discussion 
In a previous study [2] the Ni data are fitted with two exponential and a 
constant background. The first component, corresponding to ls2p ''P2 [2], is 
associated with a lifetime of 70±3 ps in agreement to the average lifetime 
reported in work (Table 4.5). The second component in [2], associated with a 
lifetime of the order of 2 ns, has been related to the presence of Is2p ''Po and 
ls2s S^i levels. We note that, for die beam energy used in [2], the theoretical 
H-and Li-like charge state fractions are smaller than the He-like one (Table 
4.1). In contrast, for the beam energies used in current study, the Li-like charge 
state fraction is higher than the He-Uke fraction. Further, although the H-like 
charge state fraction is very small, it nevertheless shows up in the spectrum (Fig. 
4.4). H-like blending is more significant however at higher beam energies. Thus 
the presence of H-like Ml line and Li-like satellite line needs to be addressed in 
analysis of data. It is interesting to note that the ls2p P^z level lifetimes. 
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determined in [2] and in our study using different beam energies, experimental 
set-up and data analysis are nevertheless in good agreement. 
The average value of apparent decay time Xe (131 + 8ps, Table 4.4) lies 
between the theoretical lifetimes of the 2s S^i/2 level in H-like Ni (215ps) [22] 
dnd the Is2s2p "'P5/2 level in Li-like Ni (43ps) [17]. Further, the apparent decay 
time Ts in the single-foil experiment (85 ps. Table 4. 4) is higher than the ls2p ^ P^  
level lifetime. Those observations are consistent with blending in the 7.8 keV line 
arising ftom the H-like 2s S^i/2 level. We have recently developed a set-up that 
enables us to perform the experiment for longer distances (up to a 100 mm travel 
). It is expected to disentangle the H-like 2s •^ Si/a contribution, thus allowing for 
the determination of the 2s '^ Si/a lifetime. A high resolution x-ray spectroscopy is 
being developed in our laboratory to confirm the existence of blending lines at 
7.8 keV and their relative strengths and also to identify the unknown transition 
between 1.3 and 2.4 keV. 
Table 4.1: Theoretical charge state fractions for the nickel beam as it leaves the 
foil (code ETACHA [30]. Foil thickness in )Llg/cm~^  Qinc the charge state of the 
incident beam. 
Energy 
(MeV) 
340" 
163'' 
160' 
156'' 
Qinc 
26 
12 
12 
12 
Thickness 
\ig/cm~^ 
42 
45 
45 
45 
Charge state fraction (%) 
H-like 
3.3 
0.05 
0.04 
0.04 
He-like 
57.4 
4.4 
4.1 
3.8 
Li-like 
31.6 
16.9 
16.3 
15.6 
Be-like 
6.9 
28 
27.6 
27.1 
"Dunfordetal [6J. 
'' This work. 
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Table 4.2: Theoretical (code ETACHA [30]) charge state fractions for a ^'C\^ 
beam (beam energy 56MeV) and '^^ Cr^  beam (beam energy 88 MeV) emerging 
from a 20 |ug/cm"- carbon foil (as used in the experiment of Berry et al |31 ]). Fn 
denotes the charge state fraction(%) for the nth ionic state. 
Energy 
56 MeV 
88 MeV 
Fll 
1.85 
0.76 
F12 
8.49 
4.38 
F13 
24.41 
16.16 
F14 
38.83 
35.33 
F15 
11.1 
35.94 
F16 
3.28 
9.93 
F17 
0.14 
0.37 
Table 4. 3: Theoretical energies and lifetimes for the unresolved lines that may 
contribute to the 7.8 keV peak 
Ion 
Ni^ f-
Ni26+ 
Ni--^ ^ 
Ni^^-
Line 
Is- •Sa-ls2p'P2 
ls-'So-ls2s-'Si 
ls-2s 'Si/2-ls2s2p '*Pv2 
I s -Ol/2~2S "'Sl/2 
Energy (keV) 
7.78[19] 
7.73[19] 
7.72[18] 
8.07[23] 
Lifetime 
70.6ps[16] 
2.3ns[16] 
43ps[17] 
215ps[22] 
Table 4.4: Apparent decay times Xs and Xein '^Ni Xs is associated with the H-Iike 
2s -Si/2, and the He-like ls2p ^P2, ls2s ^Si and Is2s2p ''P,v2 levels. Xe represents 
an effective contribution of all those levels except ls2p 'P2, x., is obtained from 
one -exponent fit of the single-foil data and Xe from two-exponent fit of the 
two-foil data (Eq. 4.4 fixing Xi to Xs) 
Energy (MeV) 
163 
160 
156 
Peak energy (keV) 
7.78 
7.78 
7.78 
Average lifetime 
Lifetime (ps) 
1c 
130+12 
118±8 
146±13 
131+8 
Is 
84±5 
81+6 
90±5 
85±3 
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Table 4.5: Lifetime Xi for the ls2p P^2 level in He-like '^ Ni and comparison 
withi theoretical and experimental data. Single- foil data fitted with two 
exponents, see Eq.4.5 and text. 
Ion 
Kr'^ 
Ni-"+ 
Ni-f-
Energy (mV) 
163 
160 
156 
Average lifetime 
Line Energy 
(keV) 
7.8 
7.8 
7.8 
Experiment 
This work 
70±5 
67±6 
74+6 
70.3±3 
Lifetime (ps) 
Experiment 
Other work 
70±3[2] 
Theory 
70.6[16J 
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Chapter 5 
Lifetime of Is2s2p "^ Ps/i Level in Ti 19+ 
5.1 Introduction 
In previous studies [1,2], the beam single-foil [3] and beam two-foil 
technique [4] are coupled to an iterative multi-component exponential growth 
and decay analysis [1] to address blending in lifetime measurements in He- and 
Li-like vanadium [IJ and nickel [2]. These measurements in our laboratory havt 
confirmed the satellite blending problem of He-like M2 line. The transition 
Is- 'S(i-ls2p •'P: led to the mean lifetime measurements of partially autoionizing 
satellite level of Is2s2p "*P.v2 in the Li-like ions. It was subsequently shown in 
our laboratory that blending from the H-like Ml (Is "S1/2- 2s -S1/2) line may also 
be accounted for the beam-two-foil approach in the study of the level ls2p P^2 
lifetime in He-like nickel |2]. In the present study, a similar approach have been 
employed to determine the lifetime of Is2s2p ''P5/2 level in Ti'^ "^  through its x-ray 
decay channel to the Li-like ground state ls'2s -S1/2. The lifetime for this level 
has been determined by Dohmarm et al [5] through a different method, based on 
the Auger electron emission process Is2s2p ''P5/2 -(Is^ 'So + e~), in which an 
electrostatic cylindrical mirror analyser was used. It is noted [5] that the reason 
for the two standard deviations difference between their experimental result 
(236 ± 12 ps) and the theoretical estimates (205 ps [6] and 212 ps [7] is not 
known. We have therefore decided to re-investigate the Is2s2p ''P5/2 lifetime 
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using a different experimental set-up and analysis, this time focusing on x-ray, 
rather than Auger electron emission, in order to determine whether this difference 
between theoretical and experimental results still persists. 
5.2. Theoretical Background 
Fig. 5.1 shows the partial level scheme of He-like and Li-like "^ T^i with 
lifetime and the decay modes of the various levels. Our investigation focuses on 
the determination of the lifetime for Is2s2p '*P,v2 Li-like level using its M2 decay 
channel to the Li-like ground state (transition energy 4.69 kev [8]). We note that 
for this level, a substantial decay through an autoionization channel (66%, [6]) is 
also possible. A theoretical investigation with the code GRASP [8] has revealed 
the presence of 16 Li-like titanium levels whose excitation energies lie in the 
energy range 4.673-4.782 keV with respect to Li-like ground state. These levels 
originate from the electronic configurations ls2s" -S1/2, ls2p- -Pi/2.3/2, '^ Pi/2,3/2,5/2, 
"D3/2„v2. 'Si/2, Is2s2p '^ P1/2 3/2,5/2 and-Pi/2,3/2. However, the even parity levels in 
the list mentioned above are linked however to the Li-like ground state with low 
radiative transition probabilities [8] and do not contribute to the 4.7 kev line. For 
the odd parity levels, with the exception of Is2s2p '*P5/2, we note that the El 
transitions linking them to the Li-like ground state are significant [6,8]. These 
levels have short half lifetimes and do not therefore to be considered. As a result, 
the only Li-Hke level that will be considered in the analysis of the 4.7 keV line is 
the Is2s2p '*P,v2 level (ls"2s "Si/2-ls2s2p ''P5/2 M2 emission rate 1.6 x 10^s'''[6]). 
We note further that a number of He-like levels (Fig.5.1) may also in 
principle contribute to the 4.78 keV line (Fig.5.2). The He-like ls2p P^2 level 
decays through (M2) to ground state Is' 'So by emission of 4.734 keV x-ray 
photon. The ls2s 'So level on the other hand decays through a two-photon 
process |9], whereas^the ls2p 'P,, level decays to tiie ls2s S^i level through an El 
transition in the vuv region. These two levels do not, therefore, directly contribute 
to the 4.78 keV line. The ls2p 'P, andls2p -Pi levels, that have lifetimes are of 
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the order of femtoseconds [10] do not contribute to the decay curves shown in 
(Fig. 5.4, 5.5). The only other He-like level that needs to be considered is 
ls2s -Si (26.6 ns. |11|). The Li-like Is2s2p ^Psn and the He-like ls2p 'Tj and ls2s 
'Si levels all lie within 50 eV. Since contributions from these levels to the 4.78 
keV line could not resolved by the x-ray detector used in our experiment, all 
three levels were taken into consideration in the analysis of the 4.78 keV data. 
The H-like 2s -81/2 level (lifetime 1.014 ns [12J, which decay tlirough Ml 
chaimel by emission of 4.99 keV photon [11] is possible, should in principle be 
resolved by the x-ray detector used. This line however, has not been observed 
in the spectrum, implying that the H-like 2s S^i/2 level is not populated in our 
experiment (Fig. 5.2). 
5.3. Experimental Setup 
Fig. 5.3 shows a schematic diagram of the experimental arrangement [13] 
used for the lifetime measurements of different states produced in highly 
charged ions. The "^ Ti ions used in the measurements were obtained from the 15 
MV Pelletron accelerator at Nuclear Science Center, New Delhi. A collimated 
3 mm diameter titanium beam was excited by passage through 90 )J,g/cm' carbon 
target. In the two-foil experiment, the thinner foil 4 jxg/cm- carbon foil was 
placed at 2.5 mm upstream from the detector. The experiment was performed 
with 95 MeV '*^ Ti and 143 MeV '^ T^i beams. A beam collimator, first carbon foil 
and a gold foil were installed on the horizontal rail. The horizontal rail 
arrangement was fixed to the bottom of the chamber such that it was horizontal 
and parallel to the beam axis and it would remain in the plane of the incident 
beam. A rod along the target manipulating shaft fixed to the bottom of the foil 
holder was made to pass through the cential hole bored in the horizontal rail. 
This always ensures die foil holder at the center of the chamber. Optical 
alignment of die beam collimator, first foil holder, second foil holder and the gold 
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97 
98 
foil holder was done using a theodolite ensuring all components in the beam 
direction. Vacuum better than lxlO~'^ ' mbar was maintained through out the 
experiment using a 250L/S Turbo molecular pump. X-ray emerging from the foil 
excited beam was passed through a colUmating system consisting of three slits in 
a direction perpendicular to the beam axis to detect them in a low energy 
germanium detector. Normalization was achieved with the elastically recoiled 
ions from the gold foil and detected them in two surface barrier detectors placed 
at 30" to the incident beam. Two surface barrier detectors were used in order to 
take care of the minor deflections that may take place in either directions, 
Normalization procedure will be discussed in the next section. The main 
components of the chamberar« shown in Fig. 5.3 
For making fme horizontal movement, a motorized linear motion feed 
through (Model MFL-275-4) and a programmable motor logic controller (Model 
MLC-1. programmable indexer /driver) were procured from Huntington 
Laboratories Inc., Mountain View, CA 94043. The linear motion feed through 
has the following features: Linear travel 4 inch, Ext 6.58 inch, Et 2.58 inch, 
LI4.06 inch, backlash 0.002 inch, shaft pitch 0.125 inch motorized accuracy 
25,000 microsteps/ revolution. The linear motion feed through was rigidly 
connected to the base of the first carbon foil holder. The distance traveled in a 
microstep was 0.127 pm. A computer program written at Nuclear Science Center, 
New Delhi, was used to control and read out its movement using a PC placed at a 
distance. 
It is very much essential to make the foils flat for the experiment. 
Stretching the carbon foil mechanically is impossible and therefore a method was 
found to ensure that the carbon foils remain stretched while lifted on the target 
holder. The aluminum target holder having (2min thick and 20mm in diameter) 
having 8mm hole, tapered in one side was used in the experiment. After 
fabricating the target holder, it was polished using polish powder of different 
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grades as explained in the chapter 4. 
5.4. Normalization Procedure 
It is essential particularly for lifetime measurements that any fluctuations 
in the beam intensity should be not interpreted as being associated with "real" 
intensity changes of a foil-excited transition. Thus the signal corresponding to 
the intensity of a foil-excited spectral line must be normalized to some quantity 
that is proportional to the number of ions per second traversing the foil. This is 
most conveniently done by normalizing the line intensity signal to the amount of 
the beam charge collected in a shielded Faraday cup placed downstream from the 
foil. This cup must not receive or lose any electrons in the measurement and so it 
is desirable to use a shielded metal ring biased negatively by few hundred volts to 
supp«'aJ>' secondary electrons. Care must be taken to demonstrate that the collected 
charge does not depend on foil-cup distance which is necessary in lifetime 
measurements. This geometrical effect is more likely to pose a problem when 
studying low energy heavy ions, since increased multiple-scattering effects in the 
foil under these conditions can cause considerable divergence in the postfoil 
beam. 
Another potential problem associated with this beam charge integration 
method of normalization might be due to changes in the charge state and 
excitation distributions brought about by the time-dependent foil thickening 
effects. This method of normalization does, however, appear to be reliable in 
high-energy beam-foil measurements. A more consistent method of 
normalization (somewhat more difficult to apply in some experimental 
arrangements) is to use a second photon detector set at fixed distance downstream 
from the foil. Either a specific foil-excited line or the total integrated radiation 
can be monitored by this normalization detector. 
100 
5.5. Observations 
The spectmm calibrated using '"'^ Am radiation source, exhibits a 
prominent peak at 4.78 keV as shown in the (Fig 5.2). This peak consists of a 
blend of transitions from the He-like ls2p ^Pi and ls2s ^Si levels and the Li-
like Is2s2p ''P,v2 level (Table 5.1). This blending is not expected to be resolved by 
the detector that has been used in this work. The normalized intensity variations 
of the 4.78 keV peak in the single-foil and two-foil measurements at 95 and 143 
MeV are shown in (Figure 5.4 and 5.5) respectively. In the two-foil 
measurements at we note that, both at 95 MeV as well as at 143 MeV, the 
intensity of the line under investigation initially decay with distance before 
saturation is reaching. 
5.6. Data Analysis, Results And Discussion 
The charge states fractions for the '^ T^i beam used in this work, obtained 
with the code ETACHA [141 are shown in (Table 5.2). Energy losses in the 
foil were taken into account in the charge state fraction calculation using code 
SRIM [15]. The charge state fractions are useful as they provide an indication as 
of the type of ions that are present in post foil beam. Results of experiments 
performed at GANIL with 10 MeV / u ions [14] agree with equilibrium as well as 
non equilibrium predictions of theoretical charge state fractions obtained with the 
code ETACHA. It has been ftirther noted (Table lb in [2]; that ETACHA 
predictions are consistent with the use of low energy (1.6 to 2.5 MeV/A) CI 
beam in the investigation of He-like ls2s S^i -ls2p ^?z and ls2s^Si -ls2p P^n 
Uansitions 116J. Whereas no charge state fraction data are available for Ti beams 
in the range 2 -5 MeV/A, we note that Dohmann et al [5] used rather low-energy 
beams (3.6 and 5.0 MeV/A) in their investigation of He- and Li-like Ti lifetime. 
This is consistent with our ETACHA findings (Table 5.2) that, at tliese beam 
energies and for the carbon foil (90 Mg/cirr) of similar thickness to those used 
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curves (a) dashed line obtained from a two-exponents fit, solid line from a three-
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Fig.5.5 Same as Fig. 5.4 but with beam energy was 143 MeV. 
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in |5J (100-160 |Lig/cm-), He-like and Li-like levels are indeed significantly 
populated in the post-foil beam. We further note that use of 216 MeV Ti^ '*^  
beams [17] in the measurement of the ls2s ^Si-ls2p P^z transition wavelength in 
He-like Ti^ -" is also consistent with the charge state fractions reported in Table 
5.2. 
The decay curves from the single-foil experiments at 95 MeV (Fig.5.4(a)) 
and 143 MeV (Fig.5.5(a)) demonstrates the presence of two components. The 
first component is linked to an "effective" decay i, associated with the ls2p P^2 
and 1 s2s3p "*Pv2 levels whose theoretical lifetime are within a factor of two. The 
second component is associated with the (longer-living ) ls2s S^i level, for 
which reliable theoretical lifetime value (Table 5.1) is available. The lifetime TS 
determined in thisway for the first component (Table 5.3) is 310+6 ps at 143 
MeV and 265 ± 9ps at 95 MeV. These values are larger than the theoretical 
lifetime of the Is2s3p '^Psn level (205 ps) and lower than that of the ls2p ^Pi 
level (422 ps), an indication that both levels are contributing to this line. This is 
consistent with ETACHA predictions for the charge state fraction [Table 5.2]. 
Thus the value Xs representes an "effective" decay time for both levels. The 
values for this "effective" lifetime are also in good agreement with the ones 
estimated from a semi-empirical formula [18] (Table 5.3). 
The curves from the two-foil measurements at 95 MeV (Fig.5.4 (b)) and 
143 MeV (Fig.5.5(b)) exhibit initially a decay, reaching saturation as the distance 
between the two-foils increases. In order to fit the two-foil data, we proceed 
along similar lines to those followed in the earlier studies [1,2]. The data are 
fitted using the following equation 
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Here I(x) is the intensity as function of distance x between the two-foils. The 
growing components are associated with Is2s2p '^ Ps/o level populated as a result 
of the presence of ls2p P^z (T2) and ls2s ''Si (T3) levels. 
To relate the terms in Eq. 5.1 with processes occurring at the second foil, 
we put forward a plausible model, summarized in Table 5.4. Intensity Ii is 
associated with levels that give rise to unresolved transitions contributing to the 
4.78 keV line. Those levels are generated from Is" He-like levels. The value 
(310 ps). used in the above fitting for the decaying component TI, has been 
associated to our single-foil discussion with ls2p P^^  and Is2s2p '^P-^n levels. A 
second decaying component, associated with ls2s S^i levels, has also been 
included in our fitting procedure based on Eq. 5.1. We have found however, that 
this component enters the fitting procedure with a negligible coefficient. As a 
result, this term has been dropped and its presence is not manifested explicitly in 
Eq. 5.1. I2 is associated with Is2s2p "H/z levels, populated as ls2p P^z and 
ls2s S^i levels, generated from ls2p P^z, interact with the second foil, capturing 
an electron. T arises as ls2s S^i levels, that are present in post-foil, thereby 
populating the level Is2s2p r5/2. Intrashell transitions may also precede electron 
capture. 
A least square fit of the two-foil data at 143 MeV using Eq. 5.1 was then 
performed. In the fitting procedure, the "effective" lifetime (TJ) was fixed to the 
value (TS) (310 ±6 ps) obtained from the single-foil measurement. This value has 
been associated with ls2p P^T and ls2s2p^P5/:. The value of (T3) was fixed to 
26.6 ns, the theoretical lifetime of the ls2s S^i level. The decay time (T2) 
associated with the ls2p P^z lifetime, is then determined to be 389 ±18 ps (Table 
5.3) at beam energy 143 MeV. The 95 MeV data were analyzed in a similar 
manner. The value of X2 is 419 ± 20 ps (Table 5.3) at beam energy 95 MeV. 
The Average lifetime (tz) (404 ± 16 ps) of the Is2p P^z level at the two beam 
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energies is consistent with an earlier experimental result (404 ± 40ps) in which a 
flat spectiometer was used. This result is also consistent with the theoretical value 
(422 ps, 110|) calculated within the relativistic random-phase approximation. 
Finally, in order to disentangle the contribution of die ls2p •''P2, level fiom 
the effective decay time (Xs) determined from a one-exponent fit of the single-
foil data and thus obtained a value for the Is2s2p "Ps/a lifetime, "we have repeated 
the analysis on the single-foil decay curve at 143 MeV. The decay curve was 
fitted this time with three, rather than two, exponents as follows 
where T3 = 26.6 ns and I3 was fixed to the value obtained Irom the two 
exponential fit of the single-foil data and Xi was kept fixed at the average 
ls2p -P. lifetime value 404 ± 16 ps (Table 5.3). A value of 238 ± 14 ps was thus 
obtained for X; associated with the Is2s2p "Ps/a level. 5 ingle-foil data at 95 MeV 
were also fitted in the same manner to yield a value Is2s2p '^ P.va level lifetime as 
193±13 ps (Table 5.3). The Average of Is2s2p ''P5/2 lifetime from the 
measurements at the two beam energies is 210 ±10 ps (Table 5.3). This value is 
lower than that determined earlier experimental study (236±12 ps) [5] and very 
close to theoretical value 212 ps [7] calculated within a relativistic Hartree-Fock 
model. A relativistic calculation in the intermediate-coupling scheme [6] using 
Dirac-Hartiee-Slater wave function and the Moeller two electron operator gives 
a value (205 ps) that is within the uncertainty range of our present result. The 
uncertainty in our measurement, however is not sufficiently low to provide 
conclusive evidence in favor of either one. 
The analysis followed in the current study closely resembles those in our 
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earlier work [1,2]. We note however that, this time, the ls2s ^Si level must be 
considered explicitly in the equations that were used in the fitting procedure. This 
is due to the fact that our current experimental set-up allows for a considerably 
longer beam travel than that allowed in our previous studies. 
5.7. Conclusion 
In this work, we have determined the Is2s2p '*P5/2 lifetime for the first time 
through its M2 x-ray decay channel to the Li-like ground state. Theoretical 
estimates for the Is2s2p ''P5/2 lifetime lie within the uncertainty bounds of our 
experimental result. A two standard deviations difference between a previous 
experimental result (236± 12ps [5]) and theoretical predictions (205 ps [6] and 
212 ps [7] ) does not therefore arise from our measurements and subsequent 
analysis. This suggests that previous theoretical values [6,7] provide adequate 
estimates to the Is2s2p ''P5/2 lifetime. The uncertainty in present measurement 
however does not provide conclusive evidence in favour of either one. 
The method followed in the current and earlier studies [1,2] can be used as 
a tool for the determination of blend-free lifetimes even at low-resolution 
conditions. It provides a general technique that couples single and two-foil data 
thiough the application of an iterative multi-component growth and decay 
analysis, contributions from blending d'ansitions that are due to other charge 
states, which cannot be spectrally resolved, are eliminated. The method however 
may only be applied if the difference in lifetime values of the blending levels in 
question is not small. 
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Table 5.1: Theoretical predicated lifetimes and transition energies for the 
transitions that may contribute to the 4.78 keV line 
Ion 
Ti-"^ 
Ti-"^ 
Ti''^ ^ 
Transition 
Is- 'So- ls2p'P2 
ls-'So-ls2p^Si 
ls-2s -Si/2- Is2s2p "Ps/i 
Energy 
(keV) 
4.7834 111] 
4.702 [11] 
4.690 [8] 
Lifetime (ps) 
422(10] 
26.6 [10] 
205(6], 212 [7] 
Table 5.2 : Theoretical (code ETACHA, [14] charge state fractions predication 
for Ti beams emerging from a 90 jug/cm^ carbon foil. Qi„ denotes the charge 
state fraction of the incident beam. As values for Qi„were not provided in [5]. 
Ion beam 
Energy 
1 (MeV) 
95 
143 
172.8 (5] 
240 [5] 
Qin 
9 
11 
13 
17 
H-like 
0.43 
4.32 
8.62 
19 
Charge state fraction (%) 
He-like 
8.15 
27.41 
37.64 
50.41 
Li-like 
23.15 
36.01 
34.38 
23.14 
Be-Hke 
30.00 
22.01 
14.55 
4.81 
B-like 
22.72 
7.91 
3.61 
0.579 
C-like 
11.03 
1.81 
0.6 
0.44 
N-like 
3.57 
0.27 
0.05 
0.00 
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Table 5.3: Lifetimes for the ls2s2p"P5/2 Li-like and the ls2p'P. He-like "'Ti 
levels 
Upper level 
All 
(unresolved) 
Is2p-P2 
All 
(unresolved) 
ls2p^'P2 
1 s2s2p ^V^n. 
ls2s2pTs/2 
ls2s2pTv2 
ls2p'P2 
Beam energy 
(MeV) 
95 
95 
143 
143 
95 
143 
Average 
Average 
Experiment 
This work 
ps 
265±9(T,)" 
419±20(Ts)' 
310±6(T2)'' 
389±18(T2)' 
193±13(Xi)' 
228±14(T,)' 
210±10 
404±16 
Experiment 
Other work 
ps 
— 
— 
-
-
— 
236±12 [5] 
404±40 [5] 
Theoretical 
Lifetime 
ps 
290±29[18] 
— 
328±33 [18] 
— 
— 
212 [7] 
205 [6] 
422 [10] 
" Single -foil, data fitted with two exponents. 
^ Two-foil data fitted with Eq.^ ., I 
' Single-foil, data fitted with three exponents 
(lifetimes of Is2s2p '*P5/2 was varied, Ufetimes of ls2p P^2 and Is2s ^Si fixed 
to 404.4ps and 26.6 ns respectively ) 
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Table 5.4. Correspondence between processes at the second foil that various 
terms in Eq. 5.1 (see the text). 
Level before the 
second foil 
Is-
(a) ls2s ^S[ (arising from ls2p P^2) 
and(b) ls2p'P2 
ls2s'S, 
Levels after the second 
foil 
All excited levels giving rise 
to unresolved transition 
1 s2s2p •* P5/2 
(Populated by electron capture 
or intrashell transition 
followed by electron capture) 
ls2s2p"P5/2 
(Populated by electron capture 
or intrashell transition 
followed by electron capture) 
Intensity 
component 
Ii 
I2 
h 
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Chapter 6 
Summary and Future Scope of the Work 
6.1. Summary of the work 
Lifetime measurements are needed both to improve fundamental knowledge 
of atomic structure and to meet specific needs in areas such as astrophysical 
abundance determinations, plasma diagnostics and optical excitation processes. 
Solar abundance determinations have been perhaps the most dramatic use of 
lifetime data and estimates of solar abundance of iron-group and raie-earth 
group elements have been changed by factors up to ten by beam-foil 
measurements. These measurements are particularly valuable because of the 
difficulties which the iron and rare-earth groups present to theoretical 
calculations. Lifetime measurements have also been useful in the determination 
of abundance in the interstellar medium from satellite data. 
The goal set before starting this work was to measure lifetime in highly 
charged ions. To investigate this, new experimental technique was used. In this 
technique the beam is first to pass dirough a thicker exciter foil which is 
moveable. The post foil beam containing the excited states in various charge 
states is then made to pass dirough second foil which is thin and stationary. The 
technique can be used if the excited states corresponding to the parent line and 
satellite line have considerably different lifetime. In fact; the single-foil and 
two-foil data show completely different decay trend. From the single-foil and 
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the two-foil analysis with indigenously developed multicomponent 
exponential growth and decay analysis technique, it is possible to extract 
blending free lifetimes for the levels of interest. The two-foil method also allows 
the standard beam-foil time of flight technique to be extended to shorter lifetime 
down to ps. 
By using the beam-single and two-foil technique with beam energy 
163MeV, 160MeV, 156 MeV, the Li-like M2 as well as H-like Ml line blending 
were resolved to obtain a reliable lifetime lifetime for the ls2p ''P2 level in He-
like ''^Ni. This level had been investigated with standard beam-single-foil 
experiment at high energy (340 MeV) without considering blending from H- and 
Li-like line in the analysis. Thus we estabhshed the reliable lifetime for ls2p P^z 
state in He-Uke ^^Ni. 
By using the same approach but in a new experimental setup, we have used 
the ''^ Ti beam with 95, 143 MeV beam energy and determined die Is2s2p '^Fsn 
lifetime for the first time through its M2 x-ray decay channel to the Li-hke 
ground state. Theoretical estimates for die Is2s2p '^F^n lifetime lie within the 
uncertainty bounds of our experimental result. A two standard deviations 
difference between a previous experimental result and theoretical predictions 
does not therefore arise from our measurements and subsequent analysis. This 
suggests that previous theoretical values provide adequate estimates to the 
Is2s2p "Pvz lifetime error. The resulting lifetime is within its 5% error in 
agreement with the result from other measurement and with theories. The 
uncertainty in present measurement, however, does not provide conclusive 
evidence in favour of either one. 
6.2. Relevance of the Present Work 
Our data will be useful in the area of fundamental physics research. Reliable 
measurements which in turn can be used for Astrophysics and Plasma diagnostic 
particular reference to Tokmak machine. In India this data can be useful to 
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ISRO. IPR and other modern astrophysics laboratories. 
6.3. Future Scope 
In future lifetime of iron and rare-earth group elements will be measured. We 
have recently developed a set up that enables us to perform the experiment for 
large distance up to 100 mm. It is expected to disentangle the H-like 2s "S1/2 
contribution fiom Is2s2p "^  P5/2 lifetime in case Ni data. Option of varying the 
thickness of the fixed foil has been implemented. The processes which occurs 
when excited states collide with carbon foils of different thickness can be 
investigated. Preliminary results suggest the scope of studying intrashell 
transitions during ion-solid collisions. 
Presently development of Doppler Tuned Spectrometer is going on at NSC 
laboratory for high resolution x-ray spectroscopy. It will have major advantage 
that can make it suitable for high resolution measurements to resolve satellite 
fiom main line spectrally so that data from our present method cab be scrutinized. 
It will be interesting to check whether distance between the 
second/stationary foil to detector window has any role on the two-foil data. 
14 
List of Publications 
1. Lifetime for the ls2p P^T level in '^ **Ni-'^ ^ using beam-two-foil 
Experiments, T. Nandi, A. A. Wani, N. Ahmad, P. Marketos, R. P. Singh, 
R. Ram and S. Ahmad. J. Phys. B: At. Mol. Opt. Phys. 37, 703 (2004). 
2. Lifetime for Li-like Is2s2p "Ps/i in ^^ Ti'"^ ^ level using a new mode of 
(u»L 
beam-two-foil experiments, T. Nandi, A. A. Wani, Nissar Ahmad^ P. 
Marketos, submitted in Phys. Rev. A. (2004) 
3. Beam-single and beam-two-foil facility to study physics of highly 
charged ion in x-ray region, T. Nandi, A. A. Wani, Nissar Ahmad, R. 
Ram. S. R. Abhilash, R. Kumar, S. Dee. C. P.Safvan and S. Ahamd, 
submitted in Nucl. Instru. Methods (2004). 
4. Reliable measurement of Li-like titanium Is2s2p ''P5/2 level lifetime by 
beam-foil and beam-two-foil experiments, T. Nandi, A. A.Wani^ Nissar 
Ahmad submitted to Euro. Phys. Letts. (2004) 
5. L x-ray production cross-section of " La, ^^  Ce, "^Nd and''"Sm for 
35-60 MeV carbon and oxygen ions^ N. K. Puri, A. Kumar, Ashok 
Kumar, M. L. Garg, T. Nandi, A. A. Wani, B. P. Moanty, P. Balouria, 
G. Lapicki and L M. Govil^submited in Nucl. Instru. Methods (2004). 
6. Lifetime measurement of ls2p ^Pi level in He-Like nickle using two-
foil target. A. A. Wani. T. Nandi, Nissar Ahmad and S. Ahmad, 
Procedeing of International conference on current developments of 
atomic, molecular and chemical Physics at Delhi University, New Delhi, 
March 20-23 (2002). 
7. Equilibrium charge state distribution of ions exiting caibon foils over 
the range of Z=4-21 and E=0.4 to 1.2 MeV/U, T. Nandi^ ^A. A. Wani, 
CDAMACP. Delhi University, New Delhi. March 20-23 (2002). 
115 
