Abstract-The measurement of the current in industrial electrical devices is often carried out by current transformers. The reliability of these devices is compromised when the measured current is higher than the nominal value, due to the saturation and hysteresis effects of the magnetic core. In this paper, a nonlinear model of the current transformer is identified by means of a separable least squares technique. This model is successfully employed for the estimation of the primary current starting from experimental measurements of the distorted secondary current. In this way, a fair estimate of the primary current is obtained even when its maximum intensity reaches up to 60 times (or more) its nominal value. Some sensible experimental trials are reported in order to demonstrate the effectiveness of the technique developed.
I. INTRODUCTION
T HE measurement of high intensity currents in industrial plants is commonly performed by means of current transformers (CTs). Their success in the industrial realm is due to the fact that they can provide current measurements with a simple and cheap operation. In particular, these devices are used in the protection systems of industrial relays, introduced to guarantee the security of the plant, preventing the occurrence of short circuits. The structure of an industrial CT is extremely simple ( Fig. 1 ): the primary current , characterized by high intensity, enters the primary circuit, constituted of a bar of conductor material (the primary winding number is therefore ). Thanks to the properties of the magnetic core, is transformed into the secondary current , with lower intensity. The reduction rate depends on the number of windings of the wire constituting the secondary circuit and on the geometry. Any CT is characterized by its nominal current , around which the device is expected to operate. In normal operating conditions, the relationship between the primary and secondary current is provided by the well-known rule for ideal transformers
The experimental evidence shows that for primary currents of higher intensity the effects of the saturation and hysteresis of the magnetic material result in a nonlinearity which cannot be neglected. This is illustrated in Fig. 2 , where real data for a CT with nominal current A are reported. These data refer to a current which takes values of about 60 times the nominal current. In Fig. 2 , the normalized primary and secondary currents, and , can be observed. While is almost a 50 Hz sinusoidal signal, is notably distorted. It is apparent that, in such conditions, resorting to (1) in order to extrapolate from makes no sense.
Of course, one can force the validity of (1) by exploiting a larger CT that is clearly more expensive, with a nominal current close to the expected peak value of the short circuit. A suitable alternative is to keep the transformer at a fair dimension, and set up an estimation procedure capable of compensating the nonlinearity of the system. The addition of the estimation tool has the effect of overcoming as much as possible the nonlinear effects associated with saturation and hysteresis. In this paper, the design of a procedure leading to the correct estimation of the primary current will be presented. The algorithm is founded on the physical interpretation of the nonlinear dynamics of the CT, in order to compensate the current distortion of the device, when short circuit conditions 1 occur. This estimation algorithm has three main characteristics:
Speed: for safety reasons, any short circuit must be recognized as fast as possible. Accuracy: the peak amplitude of the alternating current needs to be evaluated with precision. Low cost: the compensation algorithm has to be implemented on a digital signal processor (DSP) in order to keep small the price of the CT. The goal of estimating the primary current from the measurement of the current at secondary winding, has been faced by developing first a nonlinear model, capturing both the saturation effect and the hysteresis behavior of the device. Precisely, a model based on an electrical analog and a polynomial representation of the saturation curve have been successfully adopted.
A significant aspect of the algorithm concerns the problem of estimating the initial state of the CT, necessarily performed by means of some on-line techniques: here a self-scheduling technique for the nonlinear state estimation of a so-called linear parametrically varying (LPV) system is presented.
The research activity has been performed within the cooperation between Dipartimento di Elettronica e Informazione of Politecnico di Milano and ABB Ricerca S.p.A., and it has been based on the study of a number of real CT devices.
The paper is structured as follows. After a brief discussion on the state of the art in CT modeling (Section II), the main features of the CT model are analyzed in Section III, while in Section IV the parameter identification method is presented. Finally, in Section V, we address some issues about the initial magnetic flux estimation and we present a procedure for the on-line estimation of the primary current, based on a self-scheduling nonlinear technique.
II. STATE OF THE ART
The modeling of the magnetic core under saturation and hysteresis condition is a subject of major interest among physicists and engineers, and several approaches have been followed. From the huge number of the available references, only a small selection is considered here. According to the specific application, the adopted models are founded on a physics-based approach [1] , [2] or on suitable electrical analogs, representing 1 For the considered CT families, peaks can reach up to 30-60 I : saturation and hysteresis [3] - [5] . In particular, physics based models aim at the description of the magnetic phenomena at atomic level (see, e.g., [6] - [9] ). On the other hand, among the different approaches that consider the electrical analogue as a simple way to model the transformer device, the ones based on a representation of the saturation curve of the magnetic core by means of a symmetrical polynomial function are the most frequently used (see [10] - [12] ).
With respect to the problem of the current compensation in CTs, some solutions, oriented to the specific industrial applications, have been proposed in the last years (see, e.g., [13] , [14] or [15] ). System identification techniques for the direct CT modeling (i.e., the estimation of the secondary current) have been introduced in [16] . Although the approach presented in the present paper is based on novel estimation techniques, it has some common characteristics with the last group of works, such as the development of a real-time estimation algorithm based on an electrical analog.
III. A MODEL OF THE CURRENT TRANSFORMER
The reconstruction of the secondary current can be performed by the development of an accurate model of the saturation and hysteresis effects. The presented model, based on an electrical analog of the CT, has the twofold advantage of providing a correct physical meaning, and to represent the dynamics of the device in a simple manner. In this way, one can derive a current compensator avoiding excessive computational requirements, as mandatory in a real industrial context. Preliminary results on such a model can be found in [17] .
The magnetic core of the CT is characterized by the relation between the magnetic field , and the magnetic induction . If the core section is considered as uniform, a relation between and the magnetic flux is set (2) This relation is nonlinear and multiple valued, due to the saturation and hysteresis effect respectively. A simple representation of both phenomena, based on an electrical analogue, is well known in the literature: an hysteresis phenomenon can be modeled by a nonlinear and single valued quadripole (two mutually coupled inductors) in parallel with a resistor. As for the saturation phenomenon, it can be modeled by a suitable nonlinear characteristic function of the quadripole. The scheme of the considered electrical equivalent, designed on the basis of these observations, is reported in Fig. 3 .
Here, the primary current feeds the input port of the quadripole, and the current is the output of the second port, then split into the currents and the secondary current . The first one feeds the resistor , accounting for the hysteresis effect, while the second one passes through the inductor , representing the magnetic losses at the secondary winding. is the load resistor, and the voltage at the output port is denoted by . Finally, as anticipated above, the nonlinear quadripole's characteristic function (3) describes the saturation effect of the transformer. This function is single valued, and differs therefore from (2) . To complete the model, one can observe that the magnetic field is related to the electric variables of the circuit according to (4) Defining by means of the Faraday's law, and by imposing the relations between and , according to the circuit structure, one obtains (5) where is the composed function, computed from (3), according to
The function represents the saturation of the core, and its shape is related to the magnetic characteristics of the magnetic material, used for the CT. The experimental evidence shows that, in general, the saturation function of the magnetic core can be considered as a sigma-shaped odd function, symmetrical with respect to the origin of the plane (Fig. 4) . Being single-valued, can be inverted, so that the model for the reconstruction of from measurements of can be found (6) where, is the inverse function of , and is the initial condition of magnetization (the initial magnetic flux). Actually, according to Faraday's law, the relation (7) holds. In (6) and (7), the load resistance is known, whereas no a priori information is available about the hysteresis resistor , the core inductance , the function and . Equation (6) can be further simplified if the magnetic losses of the core are neglected, by setting . In such case, the model for the estimation of from the measurement of becomes (8) where
. The validity of this simplification will be a posteriori verified, from data. It turns out that (8) is indeed an appropriate modelization.
As it is apparent in Fig. 4 , the inverse of function representing the saturation of the magnetic core can be approximated by an odd polynomial, say . The shape of should be chosen in such a way that the model can appropriately reconstruct the primary current. In this regard, observe that, for low current intensity the transformer behaves as an ideal one. In this case, according to (4), the relation (1) must approximately hold when the magnetic field is nearly zero. Therefore, in order to capture this basic behavior, the polynomial should hopefully generate small values of for low-intensity currents, i.e., when is small. Ideally, should exhibit an horizontal tangent in the origin.
Taking into account this requirement, and in order to achieve a fair compromise between accuracy and significance, has been modeled as polynomial of order 7, where the linear, as well as the even terms, are dropped (9) The chosen complexity describes the essentials of the saturation curve, and provides a satisfactory reconstruction of the primary current.
IV. PARAMETER IDENTIFICATION
The considered inverse model of the CT, based on (7), (8) , and on the approximation (9) is (10) with (11) Parameters , and account for the saturation of the CT, whereas has to do with the hysteresis. All these parameters are a priori unknown. Moreover, no information on the initial magnetization flux is normally available. The estimation of these unknowns can be made simpler by the following observation, which exploits the structure of the model. Being a polynomial expression, (10) is nonlinear in . However, if were measurable, it would be linear in the parameters , , and . Then, a simple least squares (LS) identification method could be successfully employed. However, the magnetic flux is not measured. Rather, it must be evaluated from the secondary current via (11) . Unfortunately, in (11) the unknown appears, so that there is no possibility of computing straight from the available data. Despite the fact that the identification problem is nonlinear, a linear technique can be still applied, combined with a nonlinear optimization method. Actually, the parameters , , and can be identified as functions of with LS so obtaining , , , and . In consequence, the estimate of would also depend on , according to
The estimation of can then be obtained by minimizing the mean square error, , between measure and estimate of the primary current (12) In conclusion, the whole identification process, is reduced to the evaluation of the global minimum of (12), where is evaluated within a suitable interval of time,
, by means of a nonlinear optimization technique, with scalar unknown, plus an LS evaluation of , , , and . This procedure, based on the decomposition of the identification into a linear and a nonlinear sub-problems, is known in literature [18] as the separable least squares (SLS) method [19] .
A critical aspect of the identification process is the choice of an initial value for , when the iterative method for the minimization of the cost function is applied. Actually, the identification algorithm can fail, leading to local minima or to instability, when an inaccurate initialization is carried out.
An effective way of initializing can be obtained by assuming the CT in steady state: being the saturation curve of the transformer symmetrical, in steady-state condition it is possible to say that all the CT variables and in particular have zero mean value over a period of length . Consequently, we impose the following: Therefore, in first approximation, the initial estimate of , say , is (13) and it can be used as initial value in the minimization algorithm of .
Of course, the reliability of this estimator is related to the fact that its evaluation is carried out at steady state. Consequently, when some overshoots of the primary current occur, the reliability of this estimate is weak.
The parameter identification based on this algorithm has been applied to a series of real data derived from an experimental campaign carried out at ABB, based on the evaluation of primary and secondary currents on different three-phase CT devices ( ranging between 160 A and 1600 A). Figs. 5 and 6 report the shape of the cost function and the matching between the estimated and the experimental primary current for the CT with A. The data chosen for the identification refer to a high current run, lasting 100 ms, measured at the transformer's first phase.
As it can be observed, the reconstructed primary current is almost identical to the measured . In this particular case, the peak error is around 5%, and the mean error is 4%. The comparison between the experimental and modeled hysteresis cycle is reported in Fig. 7 : there is not an exact superposition, but the model fitting at high values of , when saturation occurs, is excellent.
The presented identification method can be applied to all the available CT classes. The identification of , , , is necessary every time that a different class is considered, since the core dimensions and characteristics change.
V. SELF-SCHEDULING ESTIMATION OF THE PRIMARY CURRENT
For the applicability of the estimation procedure introduced in Section IV, a major issue is to assess the real-time computation effort needed in practice, considering that this method is supposed to work on-line in a protection system. As already said, a wide collection of different classes of CTs are available. Each one of them, characterized by its own value of the nominal current , can be modeled with a specific set of parameters, i.e., , , , and . Therefore, these parameters are a characteristics of the given CT class, and they can be identified once for all, with the off-line method presented in Section IV.
On the other hand, the same observation does not apply to the initial magnetization of the CT, , which changes at any startup of the power system. This is basically due to the fact that a residual magnetization of the core is inherited from previous operations. Also, it has been observed from experiments that can considerably change according to the past magnetization of the CT core.
A method for the on-line estimation of , at each start up is proposed in [17] . This method is based on the estimate of that can be obtained from (13) ; as already discussed, (13) is valid only if is symmetrical. Consequently, it is better to avoid using (13) for the first period, when the device operates in transient conditions, and the residual magnetization is active. Along this line, in [17] an adaptation algorithm for a better estimate of is proposed. This simple and computationally light adaptive algorithm for the on-line estimation of (and consequently of ) allows to obtain a precise estimation after few periods (see [17] ). However, one should note that there is a blind time window associated with the preliminary estimation of the parameter , in which the estimation is unreliable. On the other hand, a faster reconstruction of would be needed for the immediate detection of short circuit conditions at the plant startup.
The attempt of shortening the width of the blind window motivates the search of a novel and more efficient algorithm. The method presented here is based on the reformulation of the problem in terms of state estimation of a nonlinear system. In this way, it is possible to resort to various robust filtering techniques. In the sequel we will report the results obtained by means of an LPV filtering technique (see, e.g., [20] - [22] ). Some of the features of this algorithm can be anticipated: it can perform a continuous adaptation of the estimate, avoiding the period-by-period adjustment of as the one described in [17] . Correspondingly, better performances are obtained. However, the computational effort is more demanding with respect to the adaptation law of [17] .
A. Linear Fractional Representation of the CT Model
A number of filtering and control techniques are nowadays available for dynamic systems admitting a particular represen- tation called linear fractional representation (LFR). This kind of representation, frequent in the realm of robust control (see, e.g., [23] ), has the advantage of confining the nonlinearity of the original dynamic system in the (static) return block of a feedback representation, the forward part of which is purely linear and time invariant (LTI). A general conceptual scheme for an LFR is reported in Fig. 8 for a generic system with input , output and state . The block linking the auxiliary variables and is characterized by an algebraic relation depending on the state . We denote such a relation by . Roughly speaking, all the nonlinearities of the system are forced into the same block, i.e., block . The analytical equivalent of the block diagram of Fig. 8 is (14) and (15) The CT model given by (7) and (8) has the distinctive feature of falling into the class of systems admitting an LFR. This can be shown in two steps. First, write model (7) and (8) in a state-space form by letting , and
Obviously, given the state-space representation (16), we can state that the unknown of the problem is the exogenous variable , which has to be inferred from the measurements of . Adopting again the approximation (9), the LFR can be easily achieved looking for a constant quadruple and an integer such that the polynomial can be written as (17) with , where is an identity matrix of dimension .
Indeed, once such a quadruple is obtained, the LFR form of the CT model is given by (14) with (18) A straightforward calculation allows to verify that the relation (17) is satisfied by choosing and the quadruple as follows:
As a result, it is possible to rewrite the system (16) resorting to the so-called LFT [23] where, by recalling (8) Now, define as the estimate of the state signal . We tackle the filtering problem as the problem of minimizing where represents the estimation error, and the norm of the generic vector signal is defined as Furthermore, if a fair estimate of the state of system (16) is available, then we can also obtain a fair estimate of the primary current from (8) as follows:
B. The Basic LPV Filter
The LFR form above, in which it is possible to cast the CT model, has the advantage that the associated (nonlinear) filtering problem can be handled within the LPV realm. This enables one to deal with linear plants depending (possibly nonlinearly) upon a time varying parameter, provided that such a parameter can be measured. In other words, the LPV rationale perfectly fits the scheme of Fig. 8 if were a measurable parameters. Now, in our problem the state is not measurable. Therefore, in order to adopt the LPV methodology we take as measurement its current estimate. This is similar to the rationale used in extended Kalman filtering techniques, where the lack of knowledge on the state along which the linearization is performed, is surrogated by the last available estimate. Another feature of the problem is that we can resort to linear matrix inequality (LMI) methods (see [22] and [24] ).
According to the LPV approach, the state estimator structure will be a replica of the same structure of the LFR form of the CT model, i.e., it will be constituted of an LTI part and a nondynamical feedback block as depicted in Fig. 9 . More precisely, the state estimator will have the LPV structure expressed by the following equations:
where , , and define the LTI part of the state estimator.
The LPV technique used in order to synthesize the filter is described in [22] . This technique exploits a constant Lyapunov function in order to achieve LMI synthesis conditions so as to find both the quadruple of constant matrices and the nonlinear scheduling function . The filter synthesized has been tested on the basis of experimental data provided by ABB as a result of an intensive experimental campaign. In Fig. 11(a) , one can see the estimate of the primary current obtained by means of this filter when applied to one of these data sets. As can be seen, the reconstruction of the primary current appears satisfactory. However, there is an initial bias. This is due to the non negligible effects of the initial magnetization i.e., (the estimate of Fig. 11 (a) was obtained starting from as initial condition of the filter). As previously pointed out, an adaptive method for the estimate of can be proposed in order to overcome this problem (see [17] for details). Just the same, this approach turns out to be effective in the long run only whereas during the transient it has substantial drawbacks. First of all, the estimate of the current over the first period is not reliable due to the fact that no estimate of is still available and the computations are based on the zero initial magnetization assumption. Moreover, at the updating time points the estimate of the primary current is subject to bursts as a consequence of the sudden variation in the estimated value for . Here, we pursue another idea, that of complementing the LPV estimator with a suitable outer feedback loop. This technique enables to wipe out the mentioned drawbacks with a sensible improvement in the estimation quality.
C. The Enhanced LPV Filter
This enhanced LPV method develops in two logical steps. The first one is based on the following observation. The expression of reported in (16) can be conveniently manipulated by introducing the two new variables In this way, one can write (19) Now, suppose for a moment that the variables and were measured. Then, it would be possible to synthesize an LPV filter according to the rationale explained in the previous section using both and as measured variables. This filter would in particular provide an estimate of signal . This estimate can be used as a surrogate for , namely Then a surrogate of can be obtained as This choice is consistent in that, as one can note from (16) , if then and . The final structure of the enhanced filter is reported in Fig. 10 .
D. Validation Experiments
In this section the results obtained by means of the LPV estimator described in the previous sections are presented. First of all the results obtained by means of the enhanced version of the LPV estimator on the same experiment for which the basic LPV estimator was already used [ Fig. 11(a) ] are reported in Fig. 11(b) . It is possible to observe a notable improvement. Figs. 12-14 show the results obtained with the enhanced LPV estimator starting from experimental data obtained from a CT with A on the three phases.
VI. CONCLUSION
The problem of reconstructing the primary current in amperometric transformers is difficult when the primary current exceeds the nominal one. In this paper a nonlinear model for the current transformer is developed: a distinctive characteristic of this model is given by the fact that it admits an LFR. In other words, we can represent it as a feedback whose forward part is linear and time invariant and the backward part contains all the nonlinearity of the model. Starting from this representation it is possible to apply several robust filtering methods and in particular LPV filtering techniques based on LMI theory. The experimental results carried out on the data provided by ABB show the efficacy of our LPV technique. Dr. Cuzzola received the "Ettore Lewis" award for the best M.Sc. thesis from Fondazione Accademia Lombarda delle Scienze e delle Lettere and the "Dimitris Chorafas" foundation award for the best Ph.D. dissertation.
