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Abstract
In this paper we discuss some results about the gaussian conditional independence relation. In
particular, we consider two theorems recently reported; one in Sullivant (2009) and other one
in Marrelec and Benali (2008).
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Resumen
En este art´ıculo se discuten algunos resultados sobre la relacio´n de independencia condicionada
en una distribucio´n gaussiana. En particular, se consideran dos teoremas reportados reciente-
mente; uno en Sullivant (2009) y otro en Marrelec y Benali (2008).
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1 Introduccio´n
Como se sabe, la distribucio´n gaussiana es una familia de distribuciones continuas
de probabilidad, cuyos miembros esta´n determinados por su vector de medias µ y
su matriz de covarianzas Σ, y que entre sus carater´ısticas esta´ el que sus distribu-
ciones marginales y sus distribuciones condicionadas tambie´n son gaussianas (ver
la Seccio´n 13 del Cap´ıtulo II de Shiryaev [3]). Por sus aplicaciones, esta familia
de distribuciones es, sin lugar a dudas, la ma´s importante de las distribuciones
de probabilidad.
En este art´ıculo se discuten algunos resultados sobre la relacio´n de indepen-
dencia condicionada en esta familia de distribuciones. En particular, se consideran
dos teoremas que se describen a continuacio´n. Sea X un vector aleatorio con dis-
tribucio´n gaussiana de matriz de covarianzas Σ, donde XT =
[
X1 X2 ... Xn
]
.
El teorema principal de Sullivant [4] establece que, si se satisfacen las relaciones
de independencia condicionada
X1 X2 | X3, X2 X3 | X4, ..., Xn−1 Xn | X1, Xn X1 | X2,
entonces se satisfacen las relaciones de independencia
X1 X2, X2 X3, X3 X4, ..., Xn−1 Xn, Xn X1.
Adema´s, si so´lo se satisface un conjunto de las primeras condiciones, puede que
no se cumpla ninguna de las segundas. Su demostracio´n se apoya en la llamada
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descomposicio´n primaria binomial. Aqu´ı, se da una demostracio´n elemental de
que los dos conjuntos de relaciones son equivalentes.
De otra parte, el teorema principal de Marrelec y Benali[2] dice lo que sigue.
Para dos elementos i, j ∈ Nn := {1, 2, ..., n}, si la covarianza condicional entre Xi
y Xj , dado cualquier conjunto condicionante K ⊆ N−{i, j}, es cero, entonces Σ
debe ser diagonal por bloques y los elementos i y j deben pertenecer a bloques
diferentes. En la demostracio´n usan induccio´n y el ca´lculo de la inversa de una
matriz usando la matriz adjunta. Aqu´ı, se presenta una demostracio´n compacta
usando matrices particionadas.
El art´ıculo esta´ organizado como sigue. En la Seccio´n 2 se introduce la ter-
minolog´ıa y se establecen los resultados ba´sicos, necesarios para el desarrollo del
resto del trabajo; el Teorema 3 es la herramienta fundamental. La Seccio´n 3 se
dedica a los vectores c´ıclicos y markovianos; aqu´ı, en el Teorema 4, se da una
demostracio´n elemental de una versio´n del teorema principal de Sullivant [4] En
la Seccio´n 4 se presentan dos resultados que involucran vectores gaussianos par-
ticionados; el Teorema 7 generaliza el teorema principal de Marrelec y Benali
[2].
2 Resultados ba´sicos
Sean n ∈ N, Nn := {1, 2, ..., n}, µ := [µi]n×1 ∈ Rn×1 y Σ := [σij ]n×n ∈ Rn×n
una matriz sime´trica positiva definida. En lo que sigue, X es un vector aleatorio
n-dimensional gaussiano de vector de medias µ y matriz de covarianzas Σ, lo
que se simboliza con X ∼ N (µ,Σ). As´ı, la matriz de correlaciones de X es R :=




22 , ..., σ
−1/2
nn ).
Si A = {a1, a2, ..., ar} es un subconjunto no vac´ıo de Nn, XA indica el vector




Xa1 Xa2 ... Xar
]
y, de manera corres-
pondiente, µA y ΣA,A indican el vector de medias y la matriz de covarianzas de
XA . Si B = {b1, b2, ..., bs} es otro subconjunto no vac´ıo de Nn tal que A∩B = ∅, se
escribe µ
(A|B) y Σ(A|B) para denotar el vector de medias y la matriz de covarianzas
del vector aleatorio r-dimensional (XA | XB = xB ). Por u´ltimo, ΣA,B denota la
matriz de covarianzas entre XA y XB ; en particular, si A = {a} es un conjunto
unitario, se escribe Σa,B en lugar de ΣA,B .
Como es bien conocido ( ver el contenido del siguiente Teorema ), la inde-
pendencia entre XA y XB equivale a la condicio´n ΣA,B = 0, la cual se simboliza
con XA XB . Si C = {c1, c2, ..., ct} es otro subconjunto no vac´ıo de Nn tal que
C ∩ A = ∅ y C ∩ B = ∅, la independencia condicionada entre XA y XB dada la
condicio´n XC = xC se simboliza con XA XB | XC .
El contenido del siguiente Teorema es bien conocido (ver por ejemplo el
Cap´ıtulo 3 de Graybill [1]).
Teorema 1. Suponga que X ∼ N (µ,Σ). Si M = [mij ]q×n ∈ Rq×n, m =
[mi]q×1 ∈ Rq×1 y A y B son subconjuntos disjuntos de Nn, entonces
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1. Y := MX+m ∼ N (Mµ+m,MΣMT ).
2. Si P es una matriz tal que Σ = PP T , entonces Z := P−1(X−µ) ∼ N (0, I).
En particular, si Σ
1









(X− µ) ∼ N (0, I).
3. XA ∼ N (µA ,ΣA,A), donde µTA =
[
µa1 µa2 ... µar
]
y ΣA,A = [σaiaj ]r×r.
4. (XA | XB = xB ) ∼ N (µ(A|B) ,Σ(A|B)), donde
µ
(A|B) = µA + ΣA,BΣ
−1
B ,B
(xB − µB ); Σ(A|B) = ΣA,A −ΣA,BΣ−1B ,BΣB ,A .
5. XA XB si y so´lo si ΣA,B = 0.
6. Si YA = (XA − µA) − ΣA,BΣ−1B ,B (XB − µB ) y YB = (XB − µB ), enton-














De acuerdo con (4) del teorema anterior, el vector de medias y la matriz de
covarianzas en una distribucio´n condicionada involucra el ca´lculo de la inversa de
una matriz; por e´sto, el siguiente Lema es importante para lo que sigue.
Lema 1. Suponga que B y C son subconjuntos disjuntos de Nn. Si M = ΣB∪C,B∪C







































Demostracio´n. En cada caso, basta verificar la igualdad MM−1 = I.
Teorema 2. Suponga que A, B y C son subconjuntos disjuntos de Nn. Entonces
1. La matriz de covarianzas entre XA y XB en la distribucio´n del vector alea-
torio condicionado (XA∪B | XC = xC ) es
Σ
(A,B|C) = ΣA,B −ΣA,CΣ−1C ,CΣC ,B .
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) es gaussiano de matriz
de covarianzas
Σ
(A|B∪C) = Σ(A|C) −Σ(A,B|C)Σ−1(B|C)Σ(B,A|C)
y vector de medias
µ
(A|B∪C) = µ(A|C) +R(xB , xC ),
donde
R(xB , xC ) = Σ(A,B|C)Σ
−1
(B|C) [µ(B|C) − xB ].






Demostracio´n. (1) Por el numeral (4) del Teorema 1,
Σ














ΣC ,A ΣC ,B
]
.
De esta igualdad se sigue que Σ
(A,B|C) = ΣA,B −ΣA,CΣ−1C ,CΣC ,B .
(2) Otra vez, por el numeral (4) del Teorema 1 se tiene
Σ











Usando (2) del Lema 1 se llega a que
Σ
(A|B∪C) = [ΣA,A −ΣA,CΣ−1C ,CΣC ,B ]
































usando la expresio´n (2) del Lema 1, se encuentra que
µ
(A|B∪C) = [µA + ΣA,CΣ
−1
C ,C
(xC − µC )]




(B|C) [µ(B|C) − xB]
= µ
(A|C) +R(xB , xC ).
La independecia entre R(XB ,XC ) y (XC −µC ) se sigue de (6) del Teorema 1. Por
u´ltimo, usando (1) del mismo Teorema se determina que la matriz de covarianzas
de R(XB ,XC ) corresponde a la expresio´n indicada.
Teorema 3. Suponga que A, B y C son subconjuntos disjuntos de Nn. Las si-
guientes afirmaciones son equivalentes
1. XA XB | XC .




3. Para todo a ∈ A y todo b ∈ B, σab = Σa,CΣ−1C ,CΣC ,b.
4. Para todo a ∈ A y todo b ∈ B, Xa Xb | XC .
5. Σ
(A|B∪C) = Σ(A|C) .
6. µ
(A|B∪C) ≡ µ(A|C) .
Demostracio´n. De acuerdo con (1) del Teorema anterior, la matriz de covarianzas
entre XA y XB en la distribucio´n del vector aleatorio (XA∪B | XC = xC ) es
Σ
(A,B|C) = ΣA,B −ΣA,CΣ−1C ,CΣC ,B ,
y la covarianza entre Xa y Xb en la distribucio´n del vector aleatorio condicionado
(X{a,b} | XC = xC ) es
σ
(ab|C) = σab −Σa,CΣ−1C ,CΣC ,b .
As´ı, en virtud de (5) del Teorema 1 se tienen las equivalencias entre (1) y
(2) y entre (3) y (4). La equivalencia entre (2) y (3) es obvia. Por u´ltimo, las
equivalencias entre (2) , (5) y (6) se siguen del Teorema anterior, teniendo en
cuenta que la matriz Σ−1
(B|C) es positiva definida.
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Corolario 1. Sean j, k,m elementos distintos de Nn. Las siguientes afirmaciones
son equivalentes
1. Xj Xk | Xm.
2. σjk = (σjmσmk)/σmm.
3. ρjk = ρjmρmk.
4. Σ
(j|{k,m}) = Σ(j|m) .
5. µ
(j|{k,m}) ≡ µ(j|m) . 2
3 Vectores c´ıclicos, vectores markovianos
En esta Seccio´n se dan condiciones necesarias y suficientes para que un vector
aleatorio gaussiano sea c´ıclico o sea markoviano. El Teorema 4 es una versio´n del
teorema principal de Sullivant [4], del cual se presenta aqu´ı una demostracio´n
elemental
Definicio´n 1. (Vector c´ıclico). Suponga que X ∼ N (µ,Σ), donde, como se es-
tablecio´ al comienzo, XT =
[
X1 X2 ... Xn
]
y Σ = [σij ]n×n es una matriz
sime´trica positiva definida. Se dice que X es c´ıclico, si se cumplen las relaciones
X1 X2, X2 X3, X3 X4, ..., Xn−1 Xn, Xn X1.
Teorema 4. Suponga que X ∼ N (µ,Σ). Las siguientes afirmaciones son equi-
valentes.
1. X es c´ıclico.
2. Se cumplen las relaciones
X1 X2 | X3, X2 X3 | X4, ..., Xn−1 Xn | X1, Xn X1 | X2.















Estas igualdades conducen a las que siguen:
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Puesto que −1 < α < 1 ( Σ es positiva definida ), entonces
σ12 = 0, σ23 = 0, ..., σ(n−1)n = 0, σn1 = 0,
lo que, en virtud de (5) del Teorema 1, equivale a la afirmacio´n (1).
La demostracio´n de la otra implicacio´n es inmediata.
Observacio´n 1. Suponga que X ∼ N (µ,Σ) es c´ıclico. Si D es una matriz dia-
gonal invertible y b = [bi]q×1 ∈ Rq×1 , entonces Y := DX+ b tambie´n es c´ıclico.
Observacio´n 2. Suponga que X ∼ N (µ,Σ) es c´ıclico y que n = 4. Si B =
[bij ]4×4 ∈ R4×4 es una matriz invertible tal que b12 = b23 = b34 = b41 = b14 =
b43 = b32 = b21 = 0 y b = [bi]q×1 ∈ R4×1, entonces Y := BX + b tambie´n es
c´ıclico. En particular, Z := ΣX+ b y W := Σ−1X+ b son c´ıclicos.
Definicio´n 2. ( Vector markoviano) Suponga que X ∼ N (µ,Σ). Se dice que X
es markoviano, si para todo k ∈ {2, 3, ..., n− 1}, todo i ∈ K− := {1, 2, .., k− 1} y
todo j ∈ K+ := {k + 1, k + 2, ..., n} se verifica Xi Xj | Xk.
Teorema 5. Suponga que X ∼ N (µ,Σ). Las siguientes afirmaciones son equi-
valentes.
1. X es markoviano.
2. Para todo k ∈ {2, 3, ..., n− 1} se cumple la relacio´n XK− XK+ | Xk.
3. Para todo k ∈ {2, 3, ..., n − 1}, todo i ∈ K− y todo j ∈ K+ se verifica
σij = (σikσkj)/σkk.
4. Para todo k ∈ {2, 3, ..., n − 1}, todo i ∈ K− y todo j ∈ K+ se verifica
ρij = ρikρkj.
Demostracio´n. Es consecuencia inmediata del Teorema 3 y del Corolario 1.
Observacio´n 3. Por (3) del Teorema anterior, un vector markoviano centrado
queda determinado por los (2n− 1) nu´meros σ11, σ22, ..., σnn, σ12, σ23, ..., σ(n−1)n.
Observacio´n 4. Suponga que X ∼ N (µ,Σ) es markoviano. Si D es una matriz
diagonal invertible y b = [bi]q×1 ∈ Rq×1 , entonces Y := DX + b tambie´n es
markoviano.
Ejemplo 1. Sean t1, t2, ..., tn nu´meros reales tales que 0 < t1 < t2 < ... < tn. Si
X ∼ N (µ,Σ), siendo µ = 0 y Σ = [ti ∧ tj ]n×n, entonces X es markoviano.
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4 Vectores particionados
En esta Seccio´n se presentan dos resultados que involucran independencia condi-
cionada entre vectores aleatorios gaussianos. El teorema 7 es una generalizacio´n
del teorema principal de Marrelec y Benali[2] a vectores particionados.
Teorema 6. Suponga que X ∼ N (µ,Σ), donde
XT =
[









siendo A, B y C son conjuntos disjuntos no vac´ıos tales que A∪B∪C = Nn. Los
vectores XA, XB y XC son independientes si y so´lo si se cumplen las relaciones
XA XB | XC ; XB XC | XA y XC XA | XB .




ΣC ,B ; ΣB ,C = ΣB ,AΣ
−1
A,A










ΣA,B , o lo que
es lo mismo,
(ΣA,A −ΣA,CΣ−1C ,CΣC ,A)Σ−1A,AΣA,B = 0.
Como la matriz Σ(A|C) = ΣA,A −ΣA,CΣ−1C ,CΣC ,A es invertible, entonces ΣA,B =
0. Esto significa que XA XB . Un argumento similar conduce a XB XC y
XC XA .
La otra implicacio´n es inmediata.
Teorema 7. Suponga que X ∼ N (µ,Σ), donde
XT =
[









siendo A, B y C son conjuntos disjuntos no vac´ıos tales que A ∪ B ∪ C = Nn.
Suponga adema´s que
1. XA XB .
2. XA XB | XM , para todo conjunto no vac´ıo M ⊆ C.
Entonces existen conjuntos disjuntos A∗ y B∗ tales que A $ A∗ o B $ B∗ ;
A∗ ∪B∗ = Nn y
X
A∗ XB∗ .
Demostracio´n. Por el Teorema 3 y la hipo´tesis, para cada conjunto no vac´ıo
M ⊆ C se verifica 0 = ΣA,B = ΣA,MΣ−1M ,MΣM ,B . En particular, para M = {c};
c ∈ C, se cumple
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Por tanto, para cada c ∈ C se tiene ΣA,cΣc,B = 0. Ahora bien; si ΣA,C = 0 o
ΣC ,B = 0, entonces se obtine el resultado. Basta tomar A
∗ = A y B∗ = B ∪C en
el primer caso o A∗ = A∪C y B∗ = B en el segundo caso. Suponga que ΣA,C 6= 0
y que ΣC ,B 6= 0. Considere la siguiente particio´n del conjunto C:
A1 = {c ∈ C : ΣA,c 6= 0,Σc,B = 0}; B1 = {c ∈ C : ΣA,c = 0,Σc,B 6= 0};
C1 = {c ∈ C : ΣA,c = 0 = Σc,B}.
As´ı; ΣA1 ,B = 0, ΣA,B1 = 0 , ΣC1 ,B = 0 = ΣC1 ,B y, como se muestra enseguida,
se verifica la relacio´n
XA1 XB1 .
Sean c1 ∈ A1 y c2 ∈ A2. Entonces existen a ∈ A y b ∈ B tales que σac1 6= 0 (
Σc1 ,B = 0) y σc2b 6= 0 (Σc2 ,B = 0 ). Por la hipo´tesis,
Xa Xb; Xa Xb | {Xc1 , Xc2}.
Por el Teorema 3,










De esto se sigue que σc1c2 = 0; es decir, Xc1 Xc2 . Ahora, si C1 = ∅, entonces
se obtiene el resultado tomando A∗ = A ∪A1 y B∗ = B ∪B1.
Suponga que C1 6= ∅. Se cumple entonces que para todo conjunto no vac´ıo
M ⊆ C1:
XA1 XB1 | XM .
En efecto, sean como antes, c1 ∈ A1 , c2 ∈ A2, a ∈ A y b ∈ B tales que σac1 6= 0
( Σc1 ,B = 0) y σc2b 6= 0 (Σc2 ,B = 0 ). Sea, adema´s, M un subconjunto no vac´ıo
de C1. Por la hipo´tesis,
Xa Xb; Xa Xb | {Xc1 , Xc2 ,XM }.
Por el Teorema 3,
0 = σab =
[
σac1 0 0
]  σc1c1 0 Σc1,M0 σc2c2 Σc2,M




Una aplicacio´n del Lema 1 permite concluir que




es decir, XA1 XB1 | XM . En este caso, para A
′
= A ∪ A1, B′ = B ∪ B1 y
C
′
= C1, se concluye que:










′ | XM , para todo conjunto no vac´ıo M ⊆ C
′
,
esto es, se llega a obtener la hipo´tesis del teorema, salvo que ahora el cardinal de
C
′
es estrictamente menor que el de C. Por tanto, despue´s de un nu´mero finito de
pasos se debe llegar a que existen conjuntos disjuntos A∗ y B∗ tales que A $ A∗
o B $ B∗ ; A∗ ∪B∗ = Nn y XA∗ XB∗ .
Si en el Teorema anterior se empieza con A = {1}, B = {2} y C = Nn−{1, 2},
entonces se obtiene el siguiente Corolario, que es una versio´n del teorema principal
de Marrelec y Benali[2].
Corolario 2. Suponga que X ∼ N (µ,Σ); XT = [X1 X2 ... Xn] y que
1. X1 X2.
2. X1 X2 | XM , para todo conjunto no vac´ıo M ⊆ Nn − {1, 2}.
Entonces existen conjuntos disjuntos A∗ y B∗ tales que 1 ∈ A∗ , 2 ∈ B∗ ; A∗ ∪
B∗ = Nn y XA∗ XB∗ .
5 Conclusiones
En este trabajo se han presentado algunas resultados sobre la relacio´n de inde-
pendencia condicionada en una distribucio´n gaussiana. De manera especial, se ha
dado una demostracio´n elemental de una versio´n del teorema principal de Sulli-
vant [4] y se ha generalizado el teorema principal de Marrelec y Benali[2] al caso
de vectores particionados.
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