In the renaming problem, each process in a distributed system is issued a unique name from a large namespace, and the processes must coordinate with one another to choose unique names from a much smaller name space.
name taken from a (much smaller) namespace of size M. Processes are asynchronous (there is no bound on their relative speeds), and potentially faulty (any proper subset may halt without warning). Assuming processes communicate through a shared read/write memory, for which values of M can we devise a protocol that ensures that all non-faulty processes choose unique names?
To rule out trivial solutions, we require that any such protocol be anonymous: informally stated, in any execution, the name a process chooses can depend only on the name it was originally issued and how its protocol steps are interleaved with the others.
This problem was first proposed by Attiya et al. [1] , who provided a protocol for M = 2n + 1, and showed that there is no protocol for M = n + 2. Later, Herlihy and Shavit [12] used chain complexes, a construct borrowed from Algebraic Topology, to show impossibility for M = 2n. Unfortunately, this proof, and its later refinements [2, 13] , had a flaw. Moreover, the lower bound itself is incorrect: it only holds to certain values of n satisfying a number-theoretic property described below. Castañeda and Rajsbaum [4] provided a new proof based on combinatorial properties of black-and-white simplicial colorings, and were able to show that in these cases, and only for them, protocols do exist for M = 2n. Nevertheless, this later proof was highly specialized for the weak symmetry breaking task in the asynchronous shared read/write memory model, so it was difficult to compare it directly to earlier proofs, either for renaming or for other distributed problems. In the weak symmetry breaking task [9, 12] , each of n + 1 processes chooses a binary output value, 0 or 1, such that there is no execution in which the n + 1 processes choose the same value. It is known that weak symmetry breaking and 2n-renaming are equivalent tasks [9] .
The first contribution of this paper is to formulate the renaming impossibility proof entirely in the language of Algebraic Topology, using chain complexes and chain maps. While this proof requires more mathematical machinery than the specialized combinatorial arguments used by Castañeda and Rajsbaum, the chain complex formalism is significantly more general. While earlier work has focused on protocols for an asynchronous model where all processes but one may fail ("wait-free" protocols), the chain complex formalism applies to any model where one can compute the "connectivity" of the "protocol complexes" associated with that model. This approach has also proved broadly applicable to a range of other problems in Distributed Computing [11, 13] . In this way, we incorporate the renaming task in a broader framework of distributed problems. The second contribution is to point out where the flaw is in previous renaming lower bound proofs [12, 13] .
As in earlier work [11, 13] , the existence (or not) of a protocol is equivalent to the existence of a certain kind of chain map between certain chain complexes. Here, we replace the ad-hoc conditions used by prior work [12, 13] to capture the informal notion of anonymity with the well-established mathematical notion of equivariance. We prove a purely topological theorem characterizing when there exists an equivariant map between the chain complexes of an n-dimensional simplex and the chain complexes of an n-dimensional annulus. The desired map exists in dimension n if and only if n + 1 is not a prime power. These are exactly the cases for which renaming is possible for M = 2n [5] .
The number-theoretic property used in [4, 5] for stating the renaming solvability result for M = 2n, is that the binomial coefficients n+1 1 , . . . , n+1 n must be relatively prime. Attiya and Paz [3] showed that both properties are equivalent, i.e., n+1 is not a prime power if and only if n+1 1 , . . . , n+1 n are relatively prime (see also [6, p. 274 
]).
Roadmap Section 2 presents the basic distributed computing definitions and how these concepts are modelled using notions from combinatorial topology. An outline of our renaming lower bound proof is contained in Sect. 2. Section 3 reviews some basic notions of algebraic topology. The equivariance theorem and its applications to renaming appear in Sect. 4 . The proof of the theorem appears in Sects. 4.1 and 4.2. Section 6 points out where the flaw is in previous renaming lower bound proofs.
Distributed Computing
We consider a distributed system of n + 1 processes, P 0 , . . . , P n , with distinct IDs taken from [n] = {0, . . . , n}; each P i has ID i. Processes cooperate to solve a shared task. They communicate with one another either by message passing or by accessing a shared memory. Processes can be either asynchronous, there is no restriction on their relative speeds, or synchronous, namely, processes run in lock-step manner.
A task is a distributed problem where each process is issued a private input value, communicates with the other processes, and after taking a finite number of steps, chooses a private output value and halts. A protocol is a distributed program that solves a task. A protocol is t-resilient if it tolerates crash failures by t of fewer processes, and it is wait-free if it tolerates crash failures by n out of n + 1 processes.
Each process begins a protocol in a distinguished initial state, and halts in one of a set of distinguished final states. The state of the system encompasses the states of the processes and the communication medium (shared memory or message passing). The system also begins a protocol in a distinguished initial state, and halts in one of a set of distinguished final states. A set of initial or final process states s 0 , . . . , s n is mutually compatible if there is an initial or final system state in which the i-th process has state s i .
We model tasks and protocols using notions from combinatorial topology [2, 12] . An initial or final state of a process is modeled as a vertex, a pair consisting of a process ID and a value (either input or output). We speak of the vertex as colored with the process ID. A set of d + 1 mutually compatible initial or final states is modeled as a d-dimensional simplex, or d-simplex. It is properly colored if the process IDs are distinct. A nonempty subset of a simplex is called a face. Thus an n-simplex has n+1 i+1 faces of dimension i.
The complete set of possible initial (or final) states of a distributed task is represented by a set of simplexes, closed under containment, called a simplicial complex, or complex. The dimension of a complex K is the dimension of a simplex of largest dimension in K. We sometimes use superscripts to indicate dimensions of simplexes and complexes. The set of process IDs associated with a simplex σ n is denoted by ids(σ n ), and the set of values by vals(σ n ). Sometimes we abuse notation by using σ to stand for the complex consisting of σ and its faces. The boundary complex bdry σ is the complex consisting of proper faces of σ .
A task for n + 1 processes consists of an input complex I n , an output complex O n and a map Δ carrying each input n-simplex of I n to a set of n-simplexes of O n . This Fig. 1 The WSB task on three processes map associates with each initial state of the system (an input n-simplex) the set of legal final states (output n-simplexes). It is convenient to extend Δ to simplexes of lower dimension:
where σ n ranges over all n-simplexes containing σ m . This definition has the following operational interpretation: Δ(σ m ) is the set of legal final states in executions where only m + 1 out of n + 1 processes participate (the rest fail without taking any steps). Figure 1 depicts the WSB task on three processes. In the weak symmetry-breaking (WSB) task [9, 12] , each process starts with its ID, and must choose 0 or 1 such that not all processes in the system decide 0 and not all decide 1. To rule out trivial solutions any protocol for WSB must be based on comparison operations. The input complex of WSB is the complex consisting of a fully colored n-simplex an all its faces (since there is only one input configuration), while the output complex contains simplexes corresponding to all possible assignments of binary values to the processes, excluding the two cases in which all processes have the same value. In Fig. 1 , every vertex of the input complex is mapped to the two vertices in the output complex with the same ID (the binary coloring of the output complex is represented with white and black circles). Similarly, every edge (1-simplex) τ of the input complex is mapped to the 1-dimensional subcomplex of the output complex containing all edges with ID's in ids(τ ). Finally, the triangle itself is mapped to the whole output complex.
A protocol solves a task if when the processes run their programs, they start with mutually compatible input values, represented by a simplex σ n , communicate with one another, and eventually halt with some set of mutually compatible output values, representing a simplex in Δ(σ n ). This is modelled as follows.
Any protocol has an associated protocol complex P, in which each vertex is labeled with a process ID and that process's final state (called its view). Each simplex thus corresponds to an equivalence class of executions that "look the same" to the processes at its vertexes. For a given input simplex σ m , we understand P(σ m ) to be the complex generated by all executions starting in σ m , in which only the processes in ids(σ m ) take part (the rest fail without taking any steps). The range of m for which P(σ m ) is defined depends on the number of failures allowed by the model. If a simplex τ is in P(σ m ), we say that τ is reachable from σ m . For example, consider a model in which synchronous processes communicate by broadcasting messages, but a process can fail in the middle of a broadcast. Figure 2 shows the protocol complex for a three-process single-round protocol in which each process broadcasts its ID to the others, and then halts. Each vertex in this figure is a possible final state of a non-faulty process (faulty processes are not shown), and simplexes indicate mutually compatible final states. The labels in the complex at the right indicate the messages received: for example, (0, 1, ⊥) indicates that messages were received from 0 and 1, but not 2. The solid central triangle corresponds to the execution in which no process fails: each vertex is labelled with (0, 1, 2). Attached to the central triangle are 1-simplexes corresponding to executions in which one process fails, and disconnected from that triangle are the three 0-simplexes (vertexes) corresponding to executions in which two processes fail.
A vertex map carries vertexes of one complex to vertexes of another. A simplicial map is a vertex map that preserves simplexes. A simplicial map on properly colored complexes is color-preserving if it associates vertexes of the same color. Let P be the protocol complex for a protocol. A protocol solves a task I n , O n , Δ if and only if there exists a color-preserving simplicial map δ : P → O n , called a decision map, such that for every simplex σ ∈ I n , δ(P(σ )) ⊂ Δ(σ ), namely, for every τ ∈ P(σ ), δ(τ ) ∈ Δ(σ ). In other words, for every reachable execution τ ∈ P(σ ) from σ , δ maps the final states in τ to a valid output configuration in Δ(σ ) (see Fig. 3 ).
Outline of the Renaming Lower Bound Proof
It is known that the "connectivity" properties of a protocol complex P only depend on the model of computation. We exploit these properties to show that P cannot solve M-renaming, whenever M is smaller than a threshold which is model dependent. We show that if M is small enough then from the protocol complex P of an M-renaming protocol one can derive a chain map a (formally defined in Sect. 3) between the input and output complexes of WSB on + 1 processes ( is model dependent). The fact that any renaming protocol is anonymous imply that process decisions in P hold some symmetry properties. These properties imply that a must hold some symmetry properties as well, which are 
Algebraic Topology
Here is a review of some basic notions of algebraic topology. We closely follow [16] .
Let σ = {v 0 , v 1 , . . . , v q } be a simplex. An orientation of σ is a set consisting of a sequence of its vertexes and all even permutations of this sequence. If n > 0 then these sets correspond to two equivalence classes, the sequence v 0 , v 1 , . . . , v n and its even permutations, and v 1 , v 0 , . . . , v n and its even permutations. For example, an orientation of a 1-simplex {v 0 , v 1 } is just a direction, either from v 0 to v 1 , or vice-versa. An orientation of a 2-simplex {v 0 , v 1 , v 2 } can be either "clockwise", as Fig. 4 , or "counterclockwise", as in v 1 , v 0 , v 2 . By convention, simplexes are standard oriented, namely, increasing subscript order, or in increasing coloring order in case they are properly colored.
A q-chain for a complex K is a formal sum of oriented q-simplexes: j λ j σ q j , where λ j is an integer. Simplexes with zero coefficients are usually omitted, unless they are all zero, when the chain is denoted 0. We write 1 · σ q as σ q and −1 · σ q as −σ q . For q > 1, −σ q is identified with σ q having the opposite orientation. The q-chains of K form a free Abelian group under component-wise addition, called the q-th chain group of K, denoted C q (K). For dimension −1, we adjoin the infinite cyclic group Z, C −1 (K) = Z. We sometimes omit subscripts from chain groups. 
The usual boundary operator is defined as follows. For an oriented simplex σ
is defined on simplexes:
The boundary operator ∂ q extends additively to chains:
, and extends linearly. We sometimes omit subscripts from boundary operators. The boundary operator is illustrated in Fig. 4 . A q-chain α is a boundary if α = ∂β for some (q + 1)-chain β, and it is a cycle if ∂α = 0. Since ∂∂α = 0, it follows that every boundary must be a cycle.
A boundary is an element of img(∂ q+1 ), and a cycle is an element of ker(∂ q ). Thus, from the fact that ∂∂α = 0, it follows that the group img(∂ q+1 ) is contained in the group ker(∂ q ). Their quotient group is called the q-th homology group of K:
Informally, any q-cycle that is not also a boundary corresponds to a "hole" of dimension q. Conversely, if every q-cycle of K is a boundary, then K has no "holes" of dimension q, and H q (K) is the trivial group with just one element, denoted 0. If H q (K) = 0 for q ≤ , we say that K is -acyclic, and if H q (K) = 0 for every q, we just say that K is acyclic.
Two q-cycles α, α of C q (K) are homologous, denoted α ∼ α , if they belong to the same equivalence class in H q (K). Equivalently, α ∼ α if and only if α − α is a q-boundary.
For example, the reader can check that the 1-chain Fig. 5 is a cycle, namely ∂α = 0; moreover, α is the boundary of the 2-chain β 4 , which is a cycle, is not a boundary, hence γ is a "hole" of dimension 1. Thus, the 1-st homology group of the complex in Fig. 5 is non-trivial. Roughly speaking, each equivalence class of the group contains the cycles that are "wrapped" the same "number of times" around the hole γ . For example, γ and 2γ belong to distinct equivalence classes since γ is wrapped one time around itself while 2γ is wrapped two times around γ . Differently, the cycles α and 2 belong to the same class because both are wrapped zero times around γ , hence α and α are homologous. The reader can check this by verifying that α − α is a boundary.
The chain complex of K, denoted C(K), is the sequence of groups and homomorphisms Fig. 6 left). Therefore, φ q preserves cycles and boundaries. That is, if α is a q-cycle (q-boundary) of
We usually omit subscripts.
To prove the non-existence of a chain map φ : C(K) → C(L) that holds some symmetry properties (described below), we exploit the property of chain maps that they preserve cycles and boundaries. We take a cycle α of C(K) that is a boundary and show that the symmetry properties of φ imply that φ(α) ∼ λ · β, for some λ = 0 and β is a cycle of C(K) that is not a boundary. This contradicts the fact that φ preserves boundaries.
Let K and L be properly-colored complexes. A chain map φ :
The anonymity requirement for the renaming task induces symmetry properties on input/output complexes and protocol complexes, and decision maps as well. These symmetry properties are modeled using the well-known notion of equivariance (see [7] for example).
Let G be a finite group and C(K) be a chain complex. An action of G on C(K) is a set Φ = {φ g |g ∈ G} of chain maps φ g : C(K) → C(K) such that for the unit element e ∈ G, φ e is the identity, and for all g, h ∈ G, φ g • φ h = φ gh (see Fig. 6 
center). For clarity, we write g(σ ) instead of ψ g (σ ). The pair (C(K), Φ) is a G-chain complex.
When Φ is understood, we just say that C(K) is a G-chain complex.
Consider two G-chain complexes (C(K), Φ) and (C(L), Ψ ). Suppose we have a family of homomorphisms
where possibly q = p. We say that μ = {μ q } is G-equivariant, or just equivariant when G is understood, if μ • φ g = ψ g • μ, for every g ∈ G (see Fig. 6 right) . This definition can be extended to a family of homomorphisms as follows. For each dimension q suppose we have a family of homomorphisms
We say that μ = {μ
Let Sim n be the symmetric group consisting of all permutations of [n]. Henceforth, unless stated otherwise, "equivariant" means "Sim n -equivariant", where the value of n should be clear from context.
An Equivariance Theorem
As we shall see in Sect. 5, the existence of a protocol for M-renaming in a given model of computation, for a sufficient small value of M, is tied to the existence of an equivariant chain map from a combinatorial disk (a single simplex), to a complex that is a combinatorial annulus (a disk with a hole). Theorem 4.1 captures this impossibility in the language of Algebraic Topology, independently of the model of computation.
A combinatorial disk is just a single n-simplex σ n properly colored with process IDs taken from [n], together with its faces. For brevity, we use σ n to refer to this complex. Let π ∈ Sim n . From now on, for ease of notation, we write
The combinatorial annulus A n is defined as follows. Each vertex has the form (P i , b i ), where P i is a process ID and b i is 0 or 1. A set of vertexes {(P 0 , b 0 ), . . . , (P j , b j )} defines a simplex of A n if the P i are distinct, and if j = n then the b i are not all 0 or all 1. This complex A n is the output complex of WSB (Fig. 1) . Every π ∈ Sim n induces a chain map
A chain map is non-trivial if it does not send every chain to 0. Generally speaking, the proof of Theorem 4.1 shows that if n + 1 is a prime power, then the equivariant properties of a imply that a must map the boundary ∂σ n to the cycle around the hole in A n , which is not possible since chain maps preserve cycles and boundaries.
When n + 1 is not a prime power the proof shows that there are subdivisions of an n-dimensional simplex with a binary coloring that defines no monochromatic n-simplexes. From these subdivisions and their binary coloring one can get a chain map a : C(σ n ) → C(A n ). The binary coloring of the subdivisions has some symmetry properties, which do not correspond to be Sim n -equivariant, however the properties are strong enough to imply that a is Sim n -equivariant.
Necessity
This section demonstrates that if n + 1 is a prime power, there is no non-trivial colorpreserving equivariant chain map a : C(σ n ) → C(A n ), Lemma 4.4. The idea is to show that a must map the boundary ∂σ n to a cycle of C(A n ) that is not a boundary, a contradiction since chain maps preserve cycles and boundaries.
Let 0 n denote the oriented simplex
This chain is an (n − 1)-cycle, but not a boundary. In fact, ∂0 n is a generator of the (n − 1)-th homology group of A n , H n−1 (A n ), implying that every (n − 1)-cycle in C(A n ) is homologous to a multiple of ∂0 n [16] .
The chain map z :
The proof of the following lemma is similar to the classical notion of a chain homotopy [16] , extended here to encompass equivariance. 
Lemma 4.2 Consider a non-trivial, color-preserving and equivariant chain map
is a q-cycle.
Proof
The proof is by induction on the dimension q of the simplexes in C(σ n ). During the demonstration we define homomorphisms d s q : C q (σ n ) → C q+1 (A n ). Unless stated otherwise, d s = 0 and f s = 0. We also use the following well-known fact about spheres. (Face 0 σ ) , from which follows that
We have that
Therefore,
This completes the basis of the induction. We assume the lemma holds for simplexes in C(σ n ) of dimension at most q − 1, 0 ≤ q ≤ n − 2. For each (q − 1)-dimensional simplex of C(σ n ), we also assume the following (these assumptions hold in the basis of the induction). Consider any
3. For every s ⊂ ids(σ ) with |s| = q − 1,
where i is the integer in {0, . . . , q − 1} such that s = ids(Face i σ ). For every permutation π ∈ Sim n , we define
For every
where the last but one step follows from the fact that a, z and f s (for dimension at most q − 1) are equivariant, and the last step follows from induction hypothesis. For every π ∈ Sim n , we define
. . , q}, we define f ids(Face i σ ) (σ ) = (−1) i d ids(σ ) (Face i σ ), and hence
3)
It can be verified that
and 
is a cycle. Equations (4.1), (4.3), (4.4) and (4.5) complete the induction step, from which the lemma follows.
Using Lemma 4.2 we will characterize, in Lemma 4.4, the number of "times" any non-trivial, color-preserving and equivariant chain map a : C(σ n ) → C(A n ) maps the boundary cycle ∂σ n around the "hole" ∂0 n in C(A n ).
Lemma 4.4 Let a : C(σ n ) → C(A n ) be a non-trivial, color-preserving and equivariant chain map. For some integers
Proof Consider the chain map z : C(bdry(σ n )) → C(A n ) that sends each simplex P 0 · · · P i to P 0 , 0 , . . . , P i , 0 , and let f = {f s p } be the equivariant family whose existence is guaranteed by Lemma 4.2. For each i ∈ {0, . . . , n}, let α i be the chain
By Lemma 4.2, α i is an (n − 1)-cycle. For each i ∈ {0, . . . , n}, let
Since ∂0 n is a generator of H n−1 (A n ), there exists an integer k n−1 such that α n ∼ (−1) n k n−1 ∂0 n . From the fact that a, z and f are equivariant, it follows that π i (α n ) = α i . Also, since π i induces a chain map from C(A n ) to itself, π i (∂0 n ) is either ∂0 n or −1 · ∂0 n . Observe that Face i σ n = Face n π i (σ n ). And Face i σ n appears in ∂0 n with coefficient (−1) i and Face n π i (σ n ) appears in π i (∂0 n ) with coefficient (−1) n , hence it must be that π i (∂0 n ) = (−1) i+n ∂0 n . Applying π i on both sides of α n ∼ (−1) n k n−1 ∂0 n , we get α i ∼ (−1) i k n−1 ∂0 n .
Therefore we have that (Face i σ n ) . Note that the last step is due to the fact that z(∂σ n ) = ∂0 n .
Consider some m ∈ {0, . . . , n − 2}. Let s, s be subsets of ids(σ n ) such that |s| = |s | = m + 1 and |s ∩ s | = m − 1. Let j, be the integers such that s = (s ∩ s ) ∪ {P j } and s = (s ∩ s ) ∪ {P }. Consider the permutation π ∈ Sim n that exchanges j and and sends any other value to itself. Then π(s) = s . Moreover, note that π(σ n ) = −σ n , and hence π(∂0 n ) = −∂0 n . Using the fact that f is equivariant, it can be proved that π(α s ) = −α s . Since ∂0 n is a generator of H n−1 (A n ), there exists an integer k m+1 such that α s ∼ k m+1 ∂0 n . Applying π on both sides of α s ∼ k m+1 ∂0 n , we get −α s ∼ −k m+1 ∂0 n , and thus α s ∼ k m+1 ∂0 n .
The previous argument can be used repeatedly to show that for any s, s ⊂ ids(σ n ) with |s| = |s | = m + 1, α s ∼ k m+1 ∂0 n and α s ∼ k m+1 ∂0 n . Therefore, 
), and since p is prime, we get
is an integer. Thus p is factor of are not relatively prime, a contradiction.
Lemma 4.5 If n + 1 is a prime power then there is no non-trivial, color-preserving and equivariant chain map a : C(σ n ) → C(A n ).

Sufficiency
This section shows that if n + 1 is not a prime power, then there is a non-trivial color-preserving equivariant chain map a :
Earlier work [5] presents a construction that takes a simplex σ n = {P 0 , . . . , P n } and a set of integers {k 0 , . . . , k n−1 } with k 0 ∈ {0, −1}, and produces a subdivision χ(σ n ) with the following two colorings. First, id is a proper coloring with respect to [n] . Second, b is a binary coloring which induces 1 + are relatively prime (see for example [6, p. 274] ). Let a be the composition μ 2 • μ 1 . Since χ(σ n ) is a chromatic subdivision of σ n , a is clearly non-trivial and color-preserving. Moreover, due to the symmetry properties of χ(σ n ) (which induces both μ 1 and μ 1 ), a satisfies the following symmetry property. Let σ be an oriented face P x 0 · · · P x q of σ n , with x 0 < · · · < x q (i.e., σ is standard oriented). Then, for every π ∈ Sim n such that π(x 0 ) < · · · < π(x q ), a and π commute on σ , i.e., a • π(σ ) = π • a(σ ). We call such a chain map rank-symmetric. Thus we just have to prove that every rank-preserving chain map is equivariant.
Lemma 4.6 Let a : C(σ n ) → C(A n ) be a non-trivial, color-preserving and ranksymmetric chain map. Then, a is equivariant.
Proof To prove that a is equivariant it is enough to show that for every π ∈ Sim n and for
The following claim is used for proving (4.6) . In what follows, for each τ ∈ C(A n ), let #1(τ ) denote the number of vertices of τ with binary color 1.
Claim 4.7
Let σ be any q-dimensional simplex in C(σ n ), 0 ≤ q ≤ n, and consider any q-dimensional simplexes τ 1 , τ 2 ∈ C(A n ) with standard orientations, such that id(τ 1 ) = id(τ 2 ) and #1(τ 1 ) = #1(τ 2 ). Then, if τ 1 appears in a(σ ) with coefficient λ, then τ 2 appears in a(σ ) with coefficient λ.
Both (4.6) and Claim 4.7 are proved simultaneously by induction on q. For q = 0, both clearly hold due to the fact a is color-preserving and rank-symmetric.
Suppose (4.6) and Claim 4.7 hold for dimension q − 1; we prove they hold for q. The induction step for Claim 4.7 is proved using the induction hypothesis that (4.6) holds for q − 1, while the induction step of (4.6) is demonstrated using that Claim 4.7 holds for dimension q. During the proof we always assume simplexes of C(σ n ) and C(A n ) have standard orientation.
We first show Claim 4.7 holds for q. Let σ be any
k . By induction on k we show that, for every 0 ≤ k ≤ q + 1, there is an integer λ k such that each τ ∈ L k appears in a(σ ) with coefficient λ k , which proves Claim 4.7 holds for dimension q.
For k = 0, |L 0 | = 1, and so it trivially holds. Assume the claim holds for k − 1 and we prove it holds for k. By contradiction, suppose there are τ 1 , τ 2 ∈ L k such that τ i appears in a(σ ) with coefficient λ i and λ 1 = λ 2 . By considering ∂a(σ ), we will reach a contradiction that a is not equivariant in dimension q − 1.
Consider some 0 ≤ j, l ≤ q such that #1(Face j τ 1 ) = #1(Face l τ 2 ) = k − 1. By the definition of A n , it follows that there exists a q-dimensional simplex ρ ∈ L k−1 such that Face j τ 1 appears in ∂ρ with a non-zero coefficient; moreover, there is no other q-dimensional simplex ρ ∈ C(A n ) (distinct from τ 1 ) for which Face j τ 1 appears in ∂ρ with a non-zero coefficient. Similarly happens with Face l τ 2 . This implies that Face j τ 1 and Face l τ 2 appear in ∂a(σ ) with coefficients (−1) j (λ k−1 + λ 1 ) and (−1) l (λ k−1 + λ 2 ), respectively, where λ k−1 is the integer such that every simplex in L k−1 appears in a(σ ) with λ k−1 (here recall that we assume simplexes are standard oriented, i.e., in id increasing order). Since a is color-preserving, it must be that Face j τ 1 appears in a(Face j σ ) with coefficient λ k−1 + λ 1 ; similarly, Face l τ 2 appears in a(Face l σ ) with coefficient
Now let us consider a permutation π that maps the values in id( We now show (4.6) holds for q-dimensional simplexes. Let σ be a q-dimensional simplex in C(σ n ) and π be any permutation in Sim n . We want to prove that
Note that π(σ ) = ξ · σ for some standard oriented σ and ξ = ±1. Thus, a • π(σ ) = a(ξ · σ ) = ξ · a(σ ). Let σ = P x 0 · · · P x q and σ = P y 0 · · · P y q (hence x 0 < · · · < x q and y 0 < · · · < y q ). Consider a permutation π ∈ Sim n such that π (
It is not hard to see that π • π (σ ) = ξ · σ , which means that π • π permutes the values in id(σ ) in a way that the resulting ordering belongs to the orientation ξ · σ . Now, since a is color-preserving and, as already mentioned, π • π permutes the values in id(σ ), it follows that all simplexes appearing in π • π • a(σ ) with non-zero coefficients, are colored with id(σ ). For 0 ≤ k ≤ q + 1, let L k be the set containing all q-dimensional simplexes τ ∈ C(A n ) such that id(τ ) = id(σ ) and #1(τ ) = k. Since Claim 4.7 holds in dimension q, there is an integer λ k such that each τ ∈ L k appears in a(σ ) with coefficient
, each π ∈ Sim n permutes id colors and preserves binary colors; it can be τ = τ only if π • π is the identity or k = 0, q + 1.) In fact, π • π induces a bijection from L k to itself. Therefore, we conclude that each τ ∈ L k appears in π • π • a(σ ) with coefficient ξ · λ k . The key is that the fact L k is maximal (i.e., it contains all simplexes that are colored with id(σ ) and have exactly k vertices binary colored 1) implies that
because we already showed that a • π(σ ) = ξ · a(σ ). This concludes the proof of the lemma.
As explained at the beginning of the section, if n + 1 is not a prime power, then
n are relatively prime, and thus it can be used a construction in [5] for obtaining a chromatic subdivision χ(σ n ) of a simplex σ n . The subdivision also has a binary coloring with some symmetric properties on the boundary and no monochromatic n-dimensional simplexes. From χ(σ n ) it can be obtained a non-trivial, colorpreserving and rank-symmetric chain map a : C(σ n ) → C(A n ). By Lemma 4.6, it follows that a is equivariant. Therefore, we get the following result.
Lemma 4.8 If n + 1 is not a prime power then there is a non-trivial, color-preserving and equivariant chain map a : C(σ n ) → C(A n ).
Applications to Renaming
Theorem 4.1 is a statement about the existence of equivariant chain maps between two simple topological spaces. In this section, we explain what this theorem says about distributed computing. We closely follow [13] .
Several papers have computed the connectivity of protocol complexes in many models of computation. For those models, this means that, for every protocol complex P and any m-dimensional input simplex σ , P(σ ) is f (m)-acyclic, where f is model dependent. If M is small enough, using f and the fact that every M-renaming protocol is anonymous, one can derive an equivariant a : C(σ ) → C(A ), for some dimension . However, such chain map cannot exist if + 1 is prime power. The conclusion is that M-renaming cannot be solved in that model of computation, whenever + 1 is prime power.
Let K and L be complexes. An acyclic carrier from K to L is a function Σ that assigns to each σ ∈ K a subcomplex Σ(σ ) of L such that [13] is an extension of the well-known Acyclic Carrier Theorem [16, p. 74 ] that encompasses symmetry. Here we restate the theorem as follows.
Theorem 5.1 Let Σ be an acyclic carrier from K to L.
There exists a chain map
Let Σ be an acyclic carrier from the complex consisting of an m-dimensional simplex σ = {P 0 , . . . , P m }, and all its faces, to K. Suppose we have a simplicial map π : σ m → σ m for every π ∈ Sim m . Similarly, assume we have a simplicial map π : K → K for every π ∈ Sim m . We say Σ is rank-symmetric if for every face σ = {P x 0 , . . . , P x j } with x 0 < · · · < x j and every π ∈ Sim m such that π(
Theorem 5.2 shows that the existence of a specific rank-symmetric carrier map precludes the solvability of M-renaming for values of M < 2m + 1. This condition is independent of the model of computation. The proof shows that from such a carrier map and Theorem 5.1, it is possible to get an equivariant chain map a : C(σ m ) → C(A m ), which cannot exist if m + 1 is a prime power, by Theorem 4.1.
Later we show that the connectivity properties of protocol complexes and the fact that renaming protocols are anonymous, imply the existence of such carrier maps, hence proving a lower bound for renaming. Proof Assume by way of contradiction that M < 2m + 1. Let P m denote the subcomplex of P containing every simplex τ with ids(τ ) ⊆ ids(σ m ). Note that, Σ(σ m ) ⊆ P m . Let φ : C(σ m ) → C(P m ) be the chain map whose existence is guaranteed by Theorem 5.1 (1) . Clearly, φ is non-trivial and color-preserving. Consider any face σ = {P x 0 , . . . , P x j } with x 0 < · · · < x j , and let π ∈ Sim m such that π(P x 0 ) < · · · < π(P x j ). Since Σ is rank-symmetric, it follows that Σ(π(σ )) = π(Σ(σ )), and thus
by Theorem 5.1 (2) . Therefore, φ is a rank-symmetric chain map (see Sect. 4.2) .
Each π ∈ Sim m induces a simplicial map π : P m → P m as follows: each vertex P i , e i ∈ P(σ m ) is mapped to π(P i ), π(e i ) , where π(e i ) is the local view obtained by replacing each P j ∈ {P 0 , . . . , P m } with π(P j ). Since the M-renaming protocols is anonymous, it must be that π(P i ), π(e i ) ∈ P(σ m ); moreover, π must be simplicial. In the more general case, where t ∈ {1, . . . , n} out of n + 1 processes can fail, the construction of the acyclic carrier is a bit more complicated and the dimensions shrink [8] . It has been shown [14] that in this model, for every protocol complex P and every m-dimensional input simplex σ , P(σ ) is (t − n + m − 1)-acyclic.
Assume we have a t-resilient (n + t)-renaming protocol. As already explained, we can assume this protocol is comparison-based. Partition the set of processes into two sets, t + 1 active processes, P 0 , . . . , P t , and n − t passive processes, P t+1 , . . . , P n . We consider executions in which no passive process fails, hence failures are distributed among active processes. Consider the input simplex { P 0 , 0 , . . . , P n , n }. Let σ t = { P 0 , 0 , . . . , P t , t } and τ n−t = { P t+1 , t + 1 , . . . , P n , n }. Consider some j -dimensional face σ of σ t . Note that σ ∪ τ n−t is an (n − t + j + 1)-dimensional input simplex, thus, P(σ ∪ τ n−t ) is j -acyclic. Let P * (σ ∪ τ n−t ) be the subcomplex of P(σ ∪ τ n−t ) containing every τ with ids(τ ) ⊆ ids(σ ). It is known that P * (σ ∪ τ n−t ) is j -acyclic [14] . For σ , we define Σ t (σ ) = P * (σ ∪ τ n−t ). It is easy to check that Σ t is an acyclic carrier from σ t to P with ids(Σ(σ )) = ids(σ ). We now show it is rank-symmetric. Consider any face σ = { P x 0 , x 0 , . . . , P x j , x j } of σ t with x 0 < · · · < x j , and some π ∈ Sim t such that π(x 0 ) < · · · < π(x j ). Note that inputs in σ ∪ τ n−t and π(σ ) ∪ τ n−t follow the same relative order. Since the (n + t)-renaming protocol is assumed to be comparison-based, we have that
)). From this follows that Σ t (π(σ )) = π(Σ(σ )), namely, Σ t is ranksymmetric.
By Theorem 5.2, if t + 1 is a prime power, then the size of output namespace must be strictly larger than n + t. The following corollary follows.
Corollary 5.4 If t + 1 is a prime power, there is no t-resilient (n + t)-renaming protocol in the asynchronous read-write memory model.
The extended version of the BG simulation [8] can be used to transform a wait-free protocol to a t-resilient protocol. Gafni [8] proves that if WSB is wait-free solvable on t + 1 processes, then (n + t)-renaming is 2t-resilient solvable on n + 1 processes. 1 Therefore, if t + 1 is not a prime power, then (n + t)-renaming is 2t-resilient solvable on n + 1 processes, since WSB is wait-free solvable, provided that t + 1 is not a prime power.
We now turn our attention to asynchronous round-by-round message-passing models where at most t ∈ {1, . . . , n} out of n + 1 processes can fail. In this model processes proceed in sequential asynchronous rounds; in a round each process sends a message to all processes and waits until receives messages from at least (n + 1) − t distinct processes. It is know that in this model, for every protocol complex P and every m-dimensional input simplex σ , P(σ ) is (t − n + m − 1)-acyclic [11] . A similar analysis than the one for read/write memory gives the following result.
Corollary 5.5 If t + 1 is a prime power, there is no t-resilient (n + t)-renaming protocol in the asynchronous round-by-round message-passing model.
We do not consider synchronous and semy-synchronous models since consensus can be implemented in those models, and hence (n + 1)-renaming is solvable.
Previous Renaming Lower Bound Proofs
Two algebraic renaming lower bound proofs stating that M-renaming is not wait-free solvable if M < 2n + 1, are presented in [12, 13] . This section explains where the flaw is in those proofs.
In [12] it is proved that a wait-free WSB protocol (called reduced renaming in that paper) implies the existence of a non-trivial, color-preserving, Sim n -equivariant chain map a : C(σ n ) → C(A n ). Then it is proved that a cannot exist for any value of n. Therefore, WSB is not wait-free solvable, hence neither 2n-renaming, because WSB and 2n-renaming are equivalent.
The proof that a does not exist is based on Lemma 6.12 of that paper, which says that there are homomorphisms d q : C q (σ n ) → C q+1 (A n ), −1 ≤ q ≤ n − 2, such that d = {d q } is Sim n -equivariant and for any proper face σ of σ n , the chain a(σ ) − z(σ ) − d(∂σ ) is a dim(σ )-cycle (see Sect. 4.1 for the definition of z). Essentially, d is an equivariant chain homotopy from the restriction a|C(bd(σ n )) to z. Then, using d, the paper shows that a(∂σ n ) ∼ (1 + (n + 1)k)∂0 n , for some integer k. Since there is no integer k such that (1 + (n + 1)k) is zero, it is concluded that a cannot exist.
The problem with Lemma 6.12 in [12] is that this equivariant d may not exist. Consider a permutation π ∈ Sim n . A chain map π partitions the simplexes of C(σ n ) and C(A n ) into orbits: the orbit of a simplex σ of C(σ n ) or C(A n ) is the set containing the simplexes π j (σ ) for j ≥ 0, where π j denotes the j -fold composition of π . Consider a proper face σ of σ n . We have that d(σ ) has the form λ i τ i . The problem comes when the orbits of σ and some τ i are of distinct size. Consider the value of j such that π j (σ ) = σ . In this case we must have π j (τ i ) = τ i , since d is equivariant. However, it is not true that for every π ∈ Sim n the orbits of σ and τ i are of same size, as σ and τ i are simplexes of distinct dimension. This precludes to obtain such an equivariant d.
The renaming lower bound proof of [12] is based on the one in [13] , hence the proof in [13] essentially has the same flaw. Generally speaking, first it is proved that a wait-free 2n-renaming algorithm implies the existence of a Z n -equivariant chain map b : C(σ n ) → C(σ n ) such that b(∂σ n ) = 0, where Z n is the finite cyclic group consisting of [n] under the addition modulo n + 1 operation.
Then it is claimed that there is a Z n -equivariant chain homotopy D from b to the identity chain map i : C(σ n ) → C(σ n ). Using D, it is proved that b(∂σ n ) = (1 + (n + 1)k)∂σ n , Lemma 6.1 in [13] which relies in Theorem 3.3(2) in [13] , hence b(∂σ n ) cannot be zero. As in [12] , the problem is that it is not true that always there is such equivariant chain homotopy D.
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