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SOM M AIRE
Ce travail traite du problème de la conception topologique des réseaux de 
télécommunication cellulaires. Deux types de modèles sont abordés. Un modèle classique 
intégrant dans un même problème la détermination des emplacements des équipements 
du réseau, leur connexion et la couverture des zones. Il consiste, à partir d ’un ensemble de 
sites prédéfinis pour l’installation d’équipements, à déterminer lesquels activer et quelles 
paires connecter à coût minimal pour satisfaire la demande. Nous proposons une méthode 
de décomposition de Benders pour fournir une solution optimale. De ce modèle, on 
construit une autre formulation du problème. Cette dernière considère la quantité de 
trafic comme un flot devant être écoulé à travers le réseau depuis une source fictive. 
Ainsi, on obtient un modèle de flot qui consiste à déterminer les arcs à activer et la quan­
tité de flot à y faire passer. Deux approches de relaxation sont utilisées pour résoudre 
ce modèle de flot. Une approche qui utilise une relaxation lagrangienne combinée avec 
un algorithme de sous-gradient et une autre qui utilise une technique de décomposition 
mixte.
M ots clés: décomposition de Benders, décomposition mixte, réseaux cellulaires, relaxa­
tion lagrangienne, conception.
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Introduction
La mise en oeuvre du concept cellulaire remonte aux années 40 dans les la­
boratoires BELL. Une solution devait être apportée au problème de congestionnement 
du spectre radioélectrique. À cette époque, les systèmes radiomobiles étaient considérés 
comme des cas particuliers de systèmes de radiodiffusion ou télévision. La couverture des 
zones (de rayons de plus de 30 km) était faite à l’aide d’émetteurs de forte puissance 
installés sur des sites élevés. C’est vers les années 70 que vont apparaître les premiers 
systèmes de téléphonie radiomobile, non cellulaires, qui ne pouvaient écouler que quelques 
appels simultanément. Les réseaux semi-cellulaires qui sont apparus ensuite couvraient 
une zone géographique étendue et utilisaient plusieurs émetteurs de moyenne ou faible 
puissance, chaque émetteur n ’utilisant qu’une partie du spectre. L’idée de partager les 
zones en cellules avait pour avantage de permettre la réutilisation des fréquences et de 
ce fait couvrir de manière continue un territoire encore plus grand. Avec l’augmentation 
de la demande, les opérateurs vont densifier les réseaux existants, ce qui va entraîner 
une accélération de la mise en oeuvre du concept cellulaire. Ces systèmes reposent sur 
une technologie de transmission analogique sur la voie radio et les rayons des cellules 
sont rarement inférieurs au kilomètre. Ils sont appelés Systèmes Cellulaires de première 
génération.
Les avancées technologiques dans le domaine du traitement du signal et de l’intégration 
des composants électroniques vont justifier la décision de développer des systèmes repo-
1
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sant sur des techniques de transmission numérique. Ces nouveaux systèmes sont appelés 
systèmes de seconde génération dont le représentant le plus répandu dans le monde est 
le G SM  (Global System for Mobile communication). Les services offerts par ce système 
sont multiples. Les études actuelles portent sur des systèmes capables de fournir un ser­
vice universel à toute personne, n’importe où dans le monde et n ’importe quand. Ce sont 
les systèmes de troisième génération.
L’installation d ’un nouveau réseau de télécommunication ou l’extension d ’un 
réseau déjà existant nécessite une phase de conception. Elle consiste d ’abord à faire 
une prospection sur toute la région à couvrir et ensuite à déterminer les sites potentiels 
les plus adéquats pour l’installation des équipements. C’est une opération qui n’est pas 
facile à cause des bâtiments inaccessibles et des sites trop éloignés des sources d ’énergie. 
Une prévision de trafic sera alors évaluée et permettra de déterminer la capacité des 
équipements à installer, en terme de nombre de liaisons ou de trafic. Ce qui permet de 
gérer la demande. La particularité des réseaux de télécommunication cellulaires réside 
dans le fait que les usagers qui sont souvent en mouvement doivent avoir accès au service 
en tout temps et à n ’importe quel endroit de la zone de couverture de l’opérateur. Une 
analyse minutieuse est donc nécessaire pour limiter les frais occasionnés par la mise en 
place d’un nouveau réseau ou l’extension d’un réseau existant.
Un réseau de télécommunication cellulaire se présente sous la forme d’une 
structure hiérarchisée multi-niveaux. Un niveau inférieur où la couverture des différentes 
zones par des ondes électromagnétiques représente les liaisons entre les émetteurs-récep­
teurs et les points à couvrir. Deux autres niveaux supérieurs admettent des liaisons en 
forme de faisceaux ou en fibre optique.
L’évolution sans cesse croissante du trafic dans les réseaux de télécommunica­
tion implique une évolution des technologies et une forte rupture. Cependant l’avènement 
de nouvelles technologies ne doit pas perturber les structures déjà existantes. Une solution
2
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doit être trouvée pour intégrer ces nouvelles technologies dans le réseau existant.
La planification de la topologie d’un réseau est aujourd’hui faite sans outil 
adéquat. Les équipes chargées de l’évolution du réseau appliquent des règles d ’ingénierie 
basées sur les contraintes techniques des équipements du réseau. Les solutions ainsi four­
nies répondent aux exigences des opérateurs en termes de capacités mais elles ne ga­
rantissent pas une optimisation de l’utilisation des ressources du réseau. D’autre part, 
il n ’existe pas dans le marché un outil d’optimisation assez souple pour prendre en 
compte l’évolution du modèle de l’architecture, elle-même liée à l’évolution des tech­
nologies. Notre objectif est donc de résoudre des problèmes de conception et de planifi­
cation de réseaux qui se placent dans cette conjoncture de migration et d ’intégration des 
équipements.
Dans le cadre des réseaux mobiles, deux applications peuvent en découler: l’optimisation 
de l’allocation des fréquences pour le routage dans les réseaux de transport basée sur 
la hiérarchie numérique synchrone, et l’optimisation de l’architecture BSS (Base Station 
Subsystem) en vue de l’évolution du trafic et des nouvelles technologies du type G PRS  
(General Packet Radio Service), UM TS (Universal Mobile Télécommunication System).
On se propose, dans le cadre de cette thèse, de développer un outil adapté 
capable de fournir une solution optimale ou approchée au problème de conception topo­
logique des réseaux de télécommunication cellulaires et qui tient compte de tous les types 
de contraintes. Les aspects dynamiques, comme la notion de Handover, la notion d ’al­
location de fréquences, ne seront pas abordés dans le cadre de cette thèse. Le problème 
s’applique dans deux situations : l’extension d’un réseau déjà existant ou la mise sur pied 
d’un nouveau réseau. Ces deux types de problèmes se formulent de la même manière, le 
premier étant un cas particulier du deuxième qui peut en être déduit en retirant les coûts 
fixes d’installation des équipements et liaisons.
La conception topologique consiste donc, étant donné un ensemble de sites E  prédéfinis
3
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pour l’installation des équipements du réseau et un ensemble U de liaisons possibles 
entre ces sites, à déterminer un sous-ensemble Ea de sites à activer et un autre Ua d ’arcs 
permettant de les relier, capable de gérer toute la demande à un coût minimal. Les prin­
cipales contraintes que l’on retrouve sont les suivantes : le respect des liaisons possibles 
pour la structure d’arborescence, le respect des capacités des équipements et la satisfac­
tion totale de la demande.
Le regroupement dans un même modèle d’un problème de localisation des différents 
équipements et d’un problème de recherche d ’un plan de connexion de ces équipements 
pour la résolution du problème de conception topologique a l’avantage de fournir une so­
lution qui tient compte de manière globale des aspects sélection et liaison, deux éléments 
interdépendants. Les codes de programmation linéaire comme Cplex restent très limités 
devant la taille de ce type de problème. D’où l’intérêt de passer par les méthodes de 
décomposition qui ont démontré leur efficacité pour des problèmes de grande taille. Le 
problème étudié est une extension du problème de Steiner, en ce qu’il cherche un arbre 
de coût minimal dans les niveaux supérieurs sauf le niveau le plus bas où on peut avoir 
plusieurs arcs entrant vers une zone. De ce fait, c’est un problème NP-difhcile.
Deux types de modèles sont traités dans le cadre de cette thèse. Un premier 
modèle appelé modèle de synthèse utilisant les caractéristiques du réseau est étudié et 
est résolu par la méthode de décomposition de Benders. Un deuxième modèle adaptant 
ce modèle de synthèse en un modèle de flot est résolu par une relaxation lagrangienne 
combinée avec une technique de sous-gradient. La structure hiérarchique des réseaux de 
télécommunication induit une conservation de flots entre sous-réseaux, notamment au 
niveau des sommets de transition. Une décomposition mixte paraît adapté à ce type de 
modèle de flot. Cette deuxième méthode de décomposition est aussi appliquée au modèle 
de flot.
L’analyse détaillée des sous-problèmes dans la mise en oeuvre des différents
4
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schémas de décomposition étudiés a permis des améliorations significatives des perfor­
mances des algorithmes avec lesquels on a pu traiter des instances où Cplex n’a pas 
réussi.
La suite du document sera organisée comme suit :
Le premier chapitre est consacré à la présentation d’un réseau de télécommuni­
cation cellulaire. Son mode de fonctionnement ainsi qu’une description des différents 
équipements qui le composent sont donnés et ensuite un bref survol de l’état de l’art est 
donné.
Dans le deuxième chapitre, la construction d’un modèle classique est proposée. 
Après avoir défini les paramètres et les variables du problème, nous construisons la fonc­
tion économique et déterminons les contraintes liées au problème. Le modèle ainsi obtenu 
est résolu par deux algorithmes basés sur la méthode de décomposition de Benders.
Dans le troisième chapitre une formulation du modèle de conception topolo­
gique par les flots est proposée et résolue par une approche de relaxation lagrangienne.
Le chapitre quatre est consacré à une description de la méthode de décomposi­
tion mixte ainsi que son adaptation au modèle de flots.
À la fin de chacun de ces chapitres, nous présentons les résultats numériques 
permettant de justifier la validité de la méthode utilisée.
Enfin nous terminons par la conclusion qui est consacrée à une comparaison 
des différentes méthodes et à la proposition de perspectives de recherches.
5
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Chapitre 1
Présentation d ’un Réseau de 
Télécom m unication Cellulaire
1.1 P résen tation  du réseau m obile
Un réseau de radiotéléphonie a pour premier rôle de permettre des commu­
nications entre abonnés mobiles et abonnés du Réseau Téléphonique Commuté Public 
(RTCP). Sa caractéristique principale est la liaison radio. Comme tout réseau, il doit of­
frir des facilités d ’exploitation et de maintenance. Notre intérêt sera porté, dans le cadre 
de cette étude, sur les réseaux de type GSM. La norme GSM est la première norme 
de téléphonie cellulaire de seconde génération (pleinement numérique). Elle constitue 
désormais la référence mondiale pour les systèmes radiomobiles.
L’UM TS (Universal Mobile Télécommunication System) est une technolo­
gie de téléphonie mobile de 3-ième génération qui offre une vitesse de transmission bien 
supérieure au réseau GSM/GPRS actuel. Avec une capacité qui atteint dans un premier
6
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temps 384 kbps1 (contre 9 kbps pour le GSM et 171 kbps pour le GPRS), l’UMTS 
améliore considérablement la capacité et la rapidité de transmission des données de 
masses (images, musique, vidéo...). La norme UMTS exploite le nouveau protocole de 
multiplexage W-CDMA2 et de nouvelles bandes de fréquences situées entre 1900 et 2200 
MHz. À la différence du GSM qui fait passer les données par une cellule (antenne) sur 
des canaux de fréquences différents, eux-mêmes répartis selon des créneaux de temps, 






Fig. 1.1 -  Réseau cellulaire
1. (kilobits par seconde)
2. (Wireless Code Division Multiple Access)
7
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1.1.1 Architecture d ’un réseau GSM
Un réseau GSM se présente sous la forme d ’une structure hiérarchisée com­
posée de 3 niveaux (figure 1.2):
- le sous-système radio BSS (Base Station Sub-System) qui assure les transmissions ra- 
dioélectriques et gère la ressource radio;
- le sous-système d ’acheminement appelé réseau fixe NSS (Network Sub-System) qui com­
prend l’ensemble des fonctions nécessaires à l’établissement des appels et à la mobilité;
- le sous-système d ’exploitation et de maintenance OSS (Opération Sub-System) qui per­







F ig . 1.2 -  Architecture d ’un réseau GSM
Le sous-système radio se compose de:
*BTS (Base Transceiver Station) qui sont des émetteurs-récepteurs, assurant l’interface
8
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entre la partie mobile et la partie fixe. C’est à ce niveau que les demandes d ’appels sont 
détectées, que les communications sont établies et interrompues.
*BSC (Base Station Controller) qui contrôlent un ensemble de BTS et permettent une 
première concentration des circuits.
Les équipements qui composent le sous-système d’acheminement sont:
* les M SC (Mobiles-services Switching Center), commutateurs qui représentent les centres 
de commutation assurant l’interconnexion avec le réseau fixe et le routage.
* les HLR (Home Location Register), bases de données qui gèrent les abonnés. Elles 
mémorisent les principales caractéristiques de chaque abonné (l’identité internationale, 
le numéro d ’annuaire et le profil de l’abonnement);
* les VLR ( Visitor Location Register), bases de données qui mémorisent les données 
d’abonnement des abonnés en visite dans une zone géographique.
Dans ce qui suit, nous allons donner une description des fonctionnalités des 
différents équipements d ’un réseau GSM et parler des différentes étapes d ’une communi­
cation. Pour de plus amples détails nous vous recommandons le livre de Xavier Lagrange, 
P.Goldlewski et S.Tabbane [50].
1.1.2 Systèm es radiomobiles et concepts cellulaires 
Station M obile et Station de Base: BTS
L’objectif principal d ’un système radiomobile est de permettre l’accès au 
réseau téléphonique à partir d’un terminal portatif, communément appelé portable, sur 
toute l’étendue du territoire à couvrir. Une liaison radioélectrique est utilisée entre le 
terminal et le réseau. Plusieurs systèmes existent et différentes bandes de fréquences sont 
utilisées dans chaque système. On retrouve des bandes de fréquences de 450 Mhz, de 
900 Mhz ou de 1800 Mhz. Plusieurs BTS sont installées sur toute l’étendue de la zone
9
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
à couvrir pour assurer une qualité de service suffisante afin de limiter la puissance des 
émetteurs. De ce fait, le terminal portatif est toujours à une distance proche d ’au moins 
une BTS. La zone couverte par antenne est appelée Cellule. Ainsi le secteur à couvrir est 
découpé en plusieurs cellules contiguës. À chaque cellule est affecté un certain nombre de 
canaux de fréquences qui sont réutilisés dans des cellules plus éloignées afin d’économiser 
le spectre. On appellera station mobile ou plus couramment Mobile (Mobile Station, MS) 
tout équipement terminal capable de communiquer avec le réseau.
Com m utateurs et Contrôleurs de Stations de Base
Le sous-système réseau (NSS) comprend des commutateurs et des bases de 
données. Le commutateur du service mobile (MSC) est composé généralement d’un com­
mutateur classique auquel ont été ajoutées de nombreuses de fonctions telles que celles 
relatives à la gestion des ressources radio. Dans la plupart des réseaux, on trouve un 
troisième élément : le Contrôleur de Stations de Base (BSC). Le BSC a pour fonction de 
gérer les ressources radio. Il supervise les accès et gère les communications (contrôle de 
puissance, aspects radio du handover). Les commutateurs des réseaux mobiles constituent 
l’interface entre les abonnés mobiles et le réseau téléphonique commuté public (RTCP). 
Les MSC assurent les fonctions telles que la signalisation, la commutation, la conversion 
anologique/numérique, la détection de décroché/raccroché du mobile et la localisation.
Itinérance et handover
La notion d ’itinérance ou de “roaming” consiste en la liberté de déplacement de 
l’abonné d’un réseau de radiotéléphonie. Cette notion d ’itinérance implique la possibilité 
qu’un abonné, en déplacement pendant une communication, donc en liaison avec une 
station de base, puisse changer de cellule, donc de station de base. Il est nécessaire alors, 
dans ce cas, de maintenir la continuité dans le service alors que l’abonné se déplace. C’est
10
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le transfert intercellulaire ou Handover (hand-off dans certains pays).
1.1.3 Les services 
La Station M obile
Dans le système GSM, l’abonnement est séparé du terminal utilisé. Dans les 
anciens réseaux de radiotéléphonie, le numéro par lequel l ’abonné pouvait être appelé 
était mémorisé dans l’équipement terminal et physiquement lié à cet équipement. Dans 
GSM les terminaux sont banalisés, ne possèdent aucune configuration et sont inutilisables 
tels quels. Des cartes à puces appelées carte SIM (Subscriber Identity Module) leur sont 
adjointes. Cette carte porte en mémoire toutes les caractéristiques de l’abonnement, de 
l’environnement d ’utilisateur (liste de numéros abrégés, mot de passe personnel, dernier 
numéro appelé etc...), l’environnement radio (caractéristiques du dernier réseau sur lequel 
l’usager s’est connecté etc...).
Le réseau GSM est le premier du genre à faire la différence entre un numéro d’abonné 
et une identité. L’identité IM SI (International Mobile Subscriber Identity) permet de 
repérer un abonné de manière unique. Elle n ’est pas connue de l’abonné. Le numéro 
d’abonné M SISD N  (Mobile Station ISD Number) représente le numéro par lequel le mo­
bile est appelé. La correspondance entre ces numéros sera faite par une base de données. 
Cette différenciation entre les deux numéros permet à l’opérateur de fabriquer des cartes 
SIM standards avec les paramètres classiques d’abonnement. Ainsi pour un client qui 
voudrait s’abonner, il suffit de lui fournir une carte SIM et de déclarer l’abonné dans la 
base de données (HLR) qui va lui affecter un numéro d’abonné. Plusieurs téléservices sont 
offerts par GSM: la téléphonie, la transmission de messages courts et la transmission de 
télécopies. D’autres services supplémentaires comme le renvoi d’appel, le double appel, 
appel en conférence etc... sont aussi offerts.
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Fonction de sécurité
L’utilisation des fréquences radio pour acheminer les communications entraîne 
des risques d ’utilisation frauduleuse du réseau. Pour se prémunir de cela, la confidentialité 
et la sécurité ont été particulièrement étudiées dans le système GSM. Un algorithme de 
chiffrement est activé pour assurer la confidentialité des communications et des données 
transmises. Il permet d’empêcher un intrus écoutant le canal radio, de décoder le numéro 
de téléphone appelé, puis d ’entendre la conversation. Comme, il est nécessaire d ’envoyer 
l’identité de l’appelé par voie radio, l’opérateur alloue une identité temporaire, TM SI 
(Temporary Mobile Subscriber Identity) pour rendre impossible le suivi à la trace d ’un 
abonné.
L’introduction de la mobilité dans les réseaux a nécessité la définition de 
nouvelles fonctions par rapport aux réseaux fixes classiques. Le système doit connaître à 
tout moment la localisation de chaque terminal mobile pour pouvoir le joindre (fonction 
d’itinérance). Contrairement aux réseaux fixes où un numéro correspond à une adresse 
physique fixe (prise de téléphone) le numéro d’un terminal mobile devient du point de 
vue du réseau, une adresse logique constante à laquelle il faut faire correspondre une 
adresse physique qui, elle, varie au gré des déplacements, [50].
1.1.4 Fonction des équipem ents
Le concept cellulaire repose sur une propriété essentielle des ondes radio de 
s’atténuer en fonction de la distance. Une fréquence utilisée par un émetteur-récepteur 
peut, grâce à cette propriété, être réutilisée par un autre, à condition d’être à une certaine 
distance du premier. L’utilisation d ’un même canal de fréquences dans deux cellules 
voisines entraîne des interférences qui auront pour conséquence la dégradation du service.
12
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Fonction de la BTS
La BTS, figure 1.3, est un ensemble d’émetteurs-récepteurs appelés TRX. 
Elle a la charge de la transmission radio: modulation, démodulation, égalisation, codage 
correcteur d’erreur. Elle gère toute la couche physique: multiplexage, saut de fréquence 
lent et chiffrement. C’est elle aussi qui gère l’échange de signalisation entre les mobiles 
et l’infrastructure. Pour vérifier qu’une communication en cours se déroule bien, elle 
réalise les mesures radio nécessaires pour cela. Ces mesures ne sont pas exploitées par 
la BTS mais directement transmises aux BSC. Les opérateurs possèdent plusieurs sortes 




Fig. 1.3 -  Configuration d’une BTS.
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Fonction du BSC
Il est l’organe “intelligent”du BSS qui assure les fonctions d ’allocation de 
canaux de communication, du traitement des niveaux d’émission (BTS et mobiles). C ’est 
un commutateur qui gère la concentration de circuits routés vers les MSC et la gestion 
des handover, figure 1.4.
BSC□
BTS
F i g . 1.4 -  Configuration d ’un BSC
Fonction du MSC
Il gère l’établissement des communications entre un mobile et un autre MSC, 
la transmission des messages courts et exécute certains handover. Il est toujours associé à 
un VLR qui mémorise les données d ’abonnement des abonnés présents dans une zone. Il 
peut posséder une fonction passerelle, GMSC (Gateway MSC), qui est activée au début 
de chaque appel d’un abonné fixe vers un abonné mobile. Le VLR est aussi appelé “en­
registreur de localisation d ’accueil ” . L’ensemble MSC-VLR peut gérer une centaine de
14
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milliers d’abonnés. Les données mémorisées par le VLR sont similaires aux données du 
HLR, mais concernent seulement les abonnés mobiles présents dans une zone de locali­
sation donnée et aussi l’identité temporaire TMSI.
La séparation matérielle entre VLR et MSC proposée par la norme n’est que rare­
ment respectée. Certains constructeurs, pour simplifier les dialogues nécessaires pour 
l’établissement d’un appel, intègrent le VLR dans la MSC.
1.1.5 Achem inem ent des appels
Deux types d’appels sont présentés pour illustrer les interactions des équipe­
ments du réseau: l’appel d’un abonné du réseau GSM vers un abonné du réseau RTCP 
(Réseau Téléphonique Commuté Public), l’appel d ’un abonné du réseau RTCP vers un 
abonné du réseau GSM. L’appel d ’un abonné GSM vers un autre abonné GSM sera la 
combinaison des appels sortant de GSM vers le réseau RTCP et entrant de RTCP vers 
GSM.
Pour émettre un appel, un abonné du réseau GSM compose le numéro de son correspon­
dant et le valide, sa demande arrive à la BTS de sa cellulle, puis elle traverse le BSC pour 
aboutir sur un commutateur MSC, où l’abonné est d ’abord authentifié puis son droit 
d’usage vérifié. Le commutateur transmet alors l’appel au réseau public et demande au 
contrôleur BSC de réserver un canal pour la future communication. Lorsque l’abonné 
demandé décroche son téléphone, la communication est établie.
Quand un abonné du réseau public appelle un abonné du réseau GSM, les traitements 
sont plus nombreux et différents. Lorsqu’un abonné du réseau public compose un numéro, 
à priori aucun contrôle n’est exercé par le réseau, excepté le cas d’une éventuelle restric­
tion sur les appels sortants. Le numéro demandé est analysé par le commutateur dont 
dépend l’abonné, puis la demande est aiguillée vers le réseau GSM pour interroger le HLR 
du numéro d’annuaire demandé, afin de localiser le destinataire. Quand le demandé est
15
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accessible, le réseau interroge le VLR dans lequel il est inscrit pour connaître la cellule et 
le BSC de la zone, qui pourrait le joindre. Le réseau est alors en mesure de commander 
la sonnerie du terminal demandé et de réserver un chemin entre l’appelant et l ’appelé. 
Afin de commander la sonnerie du terminal de l’appelé, le BSC de la zone fait diffuser un 
avis d ’appel par l’ensemble des BTS de la zone vers le terminal demandé, lequel écoute le 
réseau et reconnaît son numéro, ce qui active sa sonnerie. C’est seulement après la prise 
de ligne par l’abonné appelé que le réseau affecte définitivement les ressources réservées 
à la communication. Dans le même temps les bases de données VLR et HLR mettent à 
jour l’état de l’abonné.
1.1.6 Gestion de l’itinérance
Dans les systèmes de radiotéléphonie cellulaire, il est nécessaire de connaître 
à tout instant la position d ’un abonné pour pouvoir le joindre. D’où l ’idée de m ettre en 
place un mécanisme capable de gérer la localisation: c’est la gestion de l ’itinérance.
La gestion de l’itinérance fait intervenir deux mécanismes: la localisation qui consiste à 
trouver la position, si possible, d ’un mobile à tout moment. La recherche (ou Paging) qui 
consiste à envoyer des messages d’avis de recherche dans les cellules où le système avait 
précédemment localisé l’abonné.
Une connaissance exacte de la position du mobile va induire une charge de recherche 
faible tandis que la charge de localisation sera grande. Inversement une connaissance 
imprécise de la position du mobile va entraîner un coût de recherche élevé avec un coût 
de localisation faible.
Les principales méthodes de gestion de l’itinérance sont:
-  une méthode sans procédure de localisation: dans certains systèmes où la zone à 
couvrir est peu étendue ou dans les systèmes de radiomessagerie unidirectionnelle,
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aucune gestion de l’itinérance n ’est assurée. Donc aucune poursuite n ’est effectuée 
et lorsqu’un utilisateur est appelé, le système lance des avis de recherche sur tout 
le réseau.
-  une méthode avec localisation: la méthode précédente reste inadaptée dans le cas 
de système de communication bidirectionnelle desservant de nombreux usagers. 
Pour palier à cela, des zones de localisation qui regroupent un certains nombre 
de cellules sont créées. De ce fait, pour joindre un abonné, le système envoie un 
avis de recherche dans les cellules de la dernière zone dans laquelle le mobile s’était 
signalé. Ainsi le réseau garde toujours en mémoire l’adresse de la zone de localisation 
courante du mobile.
Plusieurs variantes de méthodes de mise à jour de localisation peuvent être mises en 
oeuvre: la mise à jour manuelle (c’est l’abonné lui même qui doit informer le système de 
sa position manuellement), la mise à jour périodique (la mise à jour est faite de manière 
périodique par le terminal) et la mise à jour sur changement de zone de localisation (la 
localisation se fait sous forme d ’une voie balise)3.
1.1.7 Réutilisation des fréquences
Ce mécanisme repose sur la propriété d’atténuation des ondes radioélectriques 
qui fait qu’une fréquence utilisée dans une zone donnée peut-être réutilisée dans une 
autre zone située à une certaine distance. Les cellules utilisant les mêmes fréquences sont 
appelées co-cellules. Pour mettre en oeuvre le mécanisme de réutilisation de fréquences,
3. Une voie balise est un canal utilisé par le système pour diffuser des informations permettant aux 
mobiles d’acquérir les paramètres système (synchronisation, fréquence, emplacement des canaux). La 
voie est dite descendante si le sens de transmission est de la BTS vers le mobile et montante dans le 
sens inverse. Une voie balise portant le numéro de la zone de localisation est diffusée par chaque station  
de base. Le mobile écoute périodiquement cette voie et stocke en permanence le numéro de zone de 
localisation. Ainsi si le mobile s ’aperçoit que le numéro reçu est différent du numéro précédemment 
stocké, il signale sa nouvelle position au réseau.
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la bande allouée au système est partagée en sous-bandes. Chaque sous-bande est allouée 
à une station de base particulière et réutilisée dans ses co-cellules.
Dans la prochaine section nous faisons un survol des travaux de modélisation 
et d ’optimisation effectués dans le domaine des télécommunications.
1.2 É tat de Part
En général, les principaux sujets d’optimisation traités dans les réseaux de 
télécommunications cellulaires concernent la conception topologique et l’allocation des 
fréquences. La conception topologique est souvent traitée dans la littérature suivant deux 
formulations: une première qui est une synthèse de la structure du réseau et une deuxième 
qui utilise les flots.
1.2.1 M odèle classique de synthèse
Avec le déploiement de plusieurs équipements pour gérer la couverture et 
rendre possible la réutilisation des fréquences due à une limitation du spectre, de nou­
velles questions se posent. D’abord combien d’équipements doit-on installer et où les 
placer? Du point de vue de la programmation mathématique ce problème consiste, étant 
donné un ensemble de sites prédéfinis pour l’installation des équipements, à sélectionner 
un sous-ensemble de sites à activer et à déterminer leur plan de connexion, de coût 
minimal capable de gérer la demande de trafic sur toute la région à couvrir. Cette for­
mulation est connue sous l’appellation Network Design Problem. L’autre question est 
de déterminer comment maximiser la réutilisation de fréquences en maintenant un cer­
tain seuil d’interférences entre les canaux de fréquences, c’est le Frequency Assigment 
Problem.
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Dans la littérature les travaux sur la conception topologique des réseaux de 
télécommunication cellulaires (CTRTC) de type GSM, dans lesquels la couverture des 
zones peut être faite par plusieurs antennes ne sont pas nombreux. Mazzini et Mateus 
dans [59] et [60] ont eu à traiter un problème similaire en y intégrant l ’allocation de 
fréquences. Leur problème associe, dans un même modèle, un problème de localisation 
de BTS (Location Problem), un problème d’allocation de fréquences (Frequency Channel 
Assignment) et un problème de conception de la topologie du réseau (Topological Net­
work Design). Les auteurs proposent un algorithme basé sur la relaxation lagrangienne. 
Leur stratégie consiste à calculer une borne inférieure, évaluée à partir de la relaxa­
tion lagrangienne combinée avec un algorithme de sous-gradient améliorée à travers une 
technique de Branch-and-Bound qui prend en considération les aspects spécifiques du 
problème, et une borne supérieure tirée d ’une heuristique. Dans leur modèle, les BTS 
sont directement connectées aux commutateurs ou par l’intermédiaire de “Hub” 4.
Dans [67], Shahbaz développe une heuristique pour la conception topologique de réseaux 
cellulaires. L’auteur considère un modèle qui traite des différents aspects intervenant dans 
la topologie d ’un réseau cellulaire de type GSM et minimise la somme des coûts relevant 
du déploiement des équipements. Le modèle est défini en tenant compte du découpage 
en zones de localisation. L’auteur propose deux approches de résolution basées sur des 
heuristiques: une première qui décompose le modèle en sous-problèmes qu’il résout de 
manière séquentielle. Le processus génère une sous-solution à chaque étape et réduit en 
même temps le nombre de variables à traiter. Les sous-solutions de chaque sous-problème 
sont utilisées en données d ’entrée au problème suivant et de ce fait la configuration du 
réseau est effectuée étape par étape. Les sites candidats à l’installation des BSC sont 
d ’abord déterminés par un algorithme de centre de gravité (COG), ensuite une heuris­
tique est utilisée pour affecter les BTS aux BSC choisis dans l’étape précédente. La même 
procédure est ensuite utilisée pour déterminer les candidats MSC à choisir et à affecter
4. Point de jonction
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aux BSC. L’autre approche applique une méthode basée sur le recuit simulé au modèle 
global.
L’aspect fiabilité du réseau, même si peu souvent pris en considération dans beaucoup de 
travaux, est très important pour la conception de réseaux de télécommunication. Peter 
Kubat et Amitava D utta traitent dans [25] d’un modèle CTRTC dans lequel une cellule, 
désignant l’antenne et la cellule proprement dite, peut être connectée à la fois à un ou 
plusieurs “Hubs” distincts. Ceci permet d’assurer un minimum de fiabilité au réseau. En 
cas de panne d ’une liaison, la cellule pourra basculer son trafic sur les autres liaisons 
possibles. Ils considèrent un ensemble de sommets constitués de “Hubs”et d ’un MTSO5 
sous la forme d ’un anneau où les arcs ont les mêmes caractéristiques en terme de capacité. 
Avec la forte croissance de la demande dont le taux varie de manière non uniforme dans 
les différentes zones dans le temps, il est important donc de trouver un outil capable 
d’anticiper l’évolution du trafic. Dans [25], les auteurs proposent différentes formulations 
du modèle de conception de réseaux multi-périodes. Une relaxation lagrangienne suivie 
d’une heuristique est présentée et comparée avec des techniques de Branch-and-Bound et 
de Branch-and-Cut. Leur heuristique s’est avérée plus efficace dans les modèles de grande 
taille avec contrainte de capacité.
Dans les réseaux cellulaires, le système, avant l’arrivée d ’un appel, essaie de localiser 
l’appelé en recherchant la BTS qui couvre sa cellule parmi un ensemble de BTS. Cette 
recherche est dénommée “paging ”et l’ensemble des BTS, au niveau desquelles cette re­
cherche est faite, est appelé zone de localisation. Le changement de zone de localisation 
nécessite un enregistrement du mobile pour une mise à jour dans le système de gestion 
des localisations. La taille de ces zones de localisation est importante dans la mesure où 
il permet de réduire les coûts de recherche et d ’enregistrement. Très rarement pris en 
considération, le découpage en zones de localisation n’est pas inclus en général dans la 
conception des réseaux. Dans [8], les auteurs développent un modèle de conception topo­
5. Mobile Téléphoné Switching Office
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logique de réseaux cellulaires qui intègre la détermination des zones de localisation. Le 
coût de la charge radio développée est considéré pour définir le coût de la recherche et de 
l’enregistrement. L’idée de décomposion a été aussi retenue par certains auteurs dans le 
cadre de la conception des réseaux d ’accès locaux pour lesquels on retrouve la structure 
arborescente du concentrateur jusqu’aux usagers, mais sans la notion de couverture de 
cellules, [65] et [5].
1.2.2 Formulation par les flots
Le problème de conception topologique des réseaux de télécommunication 
peut aussi être traité avec une formulation par les flots ou un multiflot. Dans ce cas, 
certains paramètres comme la quantité de flot à acheminer à travers un arc ou la quantité 
de trafic que peut gérer un équipement sont à définir.
Holmberg a étudié le problème de conception de réseaux suivant deux aspects différents. 
Dans [40], il traite avec J. Hellstrand d’un modèle multiflot avec une origine et une 
destination pour chaque commodité sans limite de capacité au niveau des arcs. Dans 
[42], Holmberg et Yuan traitent le même problème mais cette fois avec une limitation 
de capacité sur les arcs. Les deux modèles sont résolus par une même approche basée 
sur une heuristique lagrangienne avec un algorithme de Branch-and-Bound. L’heuristique 
lagrangienne combine une technique de relaxation lagrangienne avec un algorithme de 
sous-gradient. Dans les deux cas ce sont les contraintes de conservation de flot qui sont 
relaxées.
On retrouve aussi dans la littérature beaucoup de travaux sur l ’affectation des canaux 
de fréquences, on peut citer [44], [70] et [28].
La plupart des travaux sur les réseaux cellulaires portent actuellement sur les réseaux 
de type UMTS. Ce système nécessite l’installation de nouveaux équipements capables de 
gérer le trafic. Des outils d’optimisation doivent être développés pour les intégrer dans les
21
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
structures existantes sans apporter de modifications majeures. Pour faire face à l’insertion 
de nouvelles applications (image, musique, vidéo) dans les réseaux, le système GSM a 
depuis quelques années commencé à se tourner vers le système GPRS.
Le problème de conception topologique de réseaux de troisième génération, UMTS, a 
été abordé dans [27]. Les auteurs traitent d’un modèle qui ressemble un peu à celui que 
nous traitons dans le cadre de cette thèse en ce sens que les équipements du réseau 
considéré ont les mêmes fonctionnalités que ceux utilisés dans les réseaux GSM. Il s’agit 
à part la BTS, du Cell Site Switch (CSS) qui gère un ensemble de BTS, et du LE 
(Local exchange) qui connecte les BTS au réseau soit directement ou à travers un CSS. 
Les auteurs optimisent l’interconnexion d’un réseau qui a une structure multi-niveaux 
de type étoile. Un algorithme de Branch-and-Cut est utilisé pour résoudre le modèle 
qui consiste à déterminer les équipements à activer (CSS et LE) et un plan pour les 
relier aux BTS (fixées à l’avance). Steven Chamberland a aussi développé dans [17] une 
heuristique efficace basée sur la recherche tabou pour l ’expansion d’un réseau cellulaire 
de type UMTS.
Tout au long de ce travail, nous appelons réseau l’ensemble constitué par les 
MSC, les BSC, les BTS et les différentes zones à couvrir. L’aspect hiérarchique de ces 
réseaux nous permet d’utiliser le terme sous-réseau en considérant uniquement un niveau. 
Le sous-réseau 1 désigne le niveau BTS-Zones, le sous-réseau 2 le niveau BSC-BTS et le 
sous-réseau 3 le niveau MSC-BSC.
Dans le prochain chapitre, nous allons définir les différents éléments qui consti­
tuent notre modèle de synthèse à savoir les variables et les contraintes et formuler le 
modèle que nous résolvons par une méthode de décomposition de Benders. En fin de 
chapitre, nous présentons quelques résultats numériques obtenus qui justifient l’efficacité 
de la méthode proposée.
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Chapitre 2
M odèle classique de la synthèse du 
réseau et résolution exacte
À notre connaissance la conception topologique s’effectue, la plupart du temps, 
sans l’utilisation d’outils d ’optimisation, elle est souvent faite à la main par des ingénieurs 
au sein des compagnies de télécommunication. Cette méthode, même si elle permet de 
concevoir un réseau acceptable, ne permet pas une gestion optimale des ressources dis­
ponibles d’où notre motivation pour proposer un outil d’aide à la décision permettant 
de concevoir un réseau. L’approche de conception ne tient pas compte de l’allocation 
de fréquences contrairement à ce que l’on retrouve dans la littérature, [59] et [60], et 
considère la structure globale d ’un réseau cellulaire.
Notre objectif est de sélectionner, à partir d ’un ensemble de sites prédéfinis 
pour l’installation des équipements du réseau, un sous-ensemble à coût minimal qui per­
met de satisfaire la demande. Deux types de variables vont composer le modèle : des 
variables binaires servant à l’activation des arcs ou des équipements, et des variables 
continues représentant la couverture des zones. C’est un modèle qui peut donc être
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séparé en deux types de problèmes: un problème de sélection des équipements et de 
leur connexion et un problème de couverture des zones par les BTS. Ceci justifie l’utili­
sation de la méthode de décomposition de Benders, [12], pour résoudre le modèle. C’est 
une méthode très efficace pour ce type de problème.
Dans ce qui suit, nous allons aborder la formulation du modèle, la description 
de la méthode de Benders dans le cas linéaire et son application au problème de conception 
topologique d ’un réseau de télécommunication cellulaire.
2.1 Form ulation du m odèle
2.1.1 H ypothèses et N otations 
H ypothèses
Les hypothèses suivantes vont être considérées tout au long de ce travail.
* La demande à l’intérieur de chaque cellule est déjà évaluée par des études adéquates et 
est supposée connue.
* La configuration de tous les équipements est prédéfinie, c’est-à-dire que les composants 
(matériels ou logiciels) spécifiques à chaque équipement sont donnés.
* La capacité de chacun des équipements est supposée connue à l’avance.
* Les ensembles des sites prédéfinis pour l’installation des différents types d’équipements 
sont donnés.
Une BTS est composée d’un certain nombre d’antennes (ayant des configura­
tions précises) et d’un équipement fixe. La configuration d ’une BTS est donnée; le terme 
antenne ou BTS désigne l’ensemble constitué par l’équipement fixe et les antennes qui le 
composent.
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N otations
Les notations ci-dessous seront utilisées tout au long de ce travail. À noter que 
dans ces définitions l’indice t signifie le site prédéfni pour l’installation de l’équipement : 
par exemple le terme antenne ou BTS a, indique le site a prédéfini pour l’installation 
d’une antenne ou d ’une BTS .
Ensembles
A, B  et M  constituent respectivement les ensembles des sites prédéfinis pour 
l’installation des BTS, BSC et MSC.
Des sous-ensembles de A, B  et M  sont définis pour indiquer les relations qui existent 
entre les équipements de types différents. Le terme voisinage est utilisé pour indiquer 
si un équipement donné peut être connecté ou peut couvrir un autre équipement. Par 
exemple : l’ensemble des BTS qui sont dans le voisinage d ’une zone z est constitué des 
BTS qui peuvent couvrir une partie ou toute la zone z. De même l’ensemble des BTS qui 
sont dans le voisinage du BSC b est constitué de toutes les BTS qui peuvent être reliées 
au BSC b.
Il s’agit de:
Az = ensemble des BTS qui peuvent couvrir tout ou une partie de la zone z.
Bz = ensemble des BSC qui peuvent connecter une BTS appartenant à Az.
Mz =  ensemble des MSC qui peuvent connecter un BSC appartenant à B z.
Za =  ensemble des zones qui peuvent être couvertes par l’antenne a.
Ba =  ensemble des BSC qui peuvent gérer l’antenne a.
Ai =  ensemble des antennes qui peuvent être reliées au BSC b.
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Bm =  ensemble des BSC qui peuvent être connectés au MSC m. 
Mb =  ensemble des MSC qui peuvent être connectés au BSC b.
Param ètres
Ea, E b et Em sont respectivement les coûts fixes d ’installation d’une BTS a, 
d’un BSC b et d’un MSC m.
dz = quantité de trafic demandée dans la zone z.
rz =  revenu engendré par une unité de demande pour une zone z. 
lab = coût d’une liaison entre un BTS a et une BSC b. 
lbm = coût d ’une liaison entre un BSC b et un MSC m.
Qm = nombre maximal de BSC que peut connecter un MSC m.
Qb =  nombre maximal de BTS que peut connecter un BSC b. 
qa = quantité maximale de trafic que la BTS a peut couvrir.
Variables
• x za est la variable dénotant la portion du trafic dans la zone z captée par 
une BTS a (x za =  1 si la BTS a couvre entièrement la zone 2  et x za < 1 s’il existe une 
partie de la zone z qui est couverte par d’autres BTS).
• y m-, Vb et y a sont des variables binaires indiquant respectivement si un site est choisi 
pour l’installation d’un équipement MSC, BSC et BTS:
1 si le site a est choisi pour installer la BTS a 
0 sinon
1 si le site b est choisi pour installer le BSC b 
0 sinon
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_  J 1 si le site m  est choisi pour installer le MSC m  
Vm = \  0 sinon
• uab et Ubm sont des variables binaires indiquant si un lien existe entre deux équipements.
est de tirer le maximum de profit généré par la couverture des zones pour rentabiliser 
les investissements. La mise en place des équipements entraîne des coûts d’installation 
et de connexion tandis que l’exploitation du réseau va générer des revenus. Force est de 
reconnaitre qu’une étude préalable est nécessaire pour optimiser ce profit, d ’où l’objet 
de notre étude qui consiste donc à concevoir la topologie du réseau qui génère un profit 
maximal.
La fonction économique va donc être composée de deux termes:
* le revenu total engendré par la couverture des zones:
clÇzA zÇzZa
x  étant le vecteur des variables de couverture des différentes zones, x  =  (xza)zeZt aeA. 
R  représente le vecteur des revenus engendrés par la couverture des zones.
* la somme des coûts encourus par le déploiement des équipements:
- coût d’installation des équipements:
1 si la BTS a est connectée au BSC b 
0 sinon
'U'bm —
1 si le BSC b est connecté au MSC m  
0 sinon
2.1.2 Définition de la fonction économique
L’objectif de tout opérateur de télécommunication, en fournissant du service,
Ci y ^   ^Eaya -P ^   ^EbVb T ^   ^ Emym
aSA b£B m£M 
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y étant le vecteur des variables d ’installation d’équipements,
y  =  {.Vai Vbi y m ) a £ A , b E B , m Ç : M
C\ vecteur des coûts d ’installation des équipements.
- coût de connexion des équipements du réseau:
=  £ £  lab^ -ah "b £  £  ^brn^ bm 
b e B  a e A b m £ M  b e B m
u étant le vecteur des variables d ’installation d ’arcs du réseau,
B* — i^abi Ubm)a£A,b£B,m£M
C2 vecteur des coûts de liaison des équipements.
Il s’agit dans cette étude de minimiser P(x,u,y) avec:
P{x,u,y) = C(u,y) -  R(x), où C(u,y) = C f y  + Cju.
Notons que le coût de couverture des zones n’est pas pris en compte car les liaisons
entre les BTS et les zones à couvrir sont faites à l’aide d’ondes radio-électriques. Cette
couverture dépend des échanges entre l’usager dont l’appareil est en mode veille et la 
BTS qui capte son signal. Les coûts de maintenance et d ’entretien du réseau ne sont pas 
aussi pris en compte dans cette étude.
2.1.3 Définition des contraintes
Nous allons définir trois ensembles de contraintes qui caractérisent la couver­
ture des zones, l’installation des équipements et la topologie du réseau.
Contraintes de couverture des zones
1. Chaque zone z doit être totalement couverte:
xza =  1, Vz G £.
aÇAz
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Dans ce cas, la demande est totalement satisfaite et RTx =  C te.
2. La part de la demande de trafic couverte par une antenne ne doit pas dépasser sa 
capacité:
^   ^dz%za 5: QaVat V Cl £ A.
zÇlZq
Cette contrainte sert aussi de couplage entre les variables ya et x za. Une BTS non 
activée ne peut pas couvrir de zone.
3. La part x za de la demande de la zone z couverte par l’antenne a représente un 
pourcentage donc est au plus égale à 1:
x za < 1 , Vz € Z,\/a € A z.
Contraintes d ’installation d ’équipem ents
4. Chaque zone z est gérée par au moins une BTS:
Y ]  Va > 1, Vz e Z.
aÇï.A.z
5- ya = 0 signifie la non installation de l’équipement a et entraîne la non existence 
de lien avec un BSC. Si ya = 1, l’installation d ’une antenne implique sa connexion 
avec un unique BSC. Donc l’activation de tout site a prédéfini pour l’installation 
d ’une BTS, équivaut à l’existence d’une liaison entre a et au plus un BSC:
ya = Y  Uab’ Va e  A -
b e B a
6. Si une BTS a est choisie, il existe au moins un BSC b choisi qui puisse la connecter:
ya < Y  Va G A -
b € B a
7. yb = 0 signifie la non installation d’un BSC b et implique la non existence de 
lien avec un MSC. Si yb — 1, l’installation du BSC b implique sa connexion avec
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un unique MSC. Donc l’activation de tout BSC b G B  équivaut à l’existence d’une 
liaison entre b et au plus un MSC m:
Vb — ^   ^ ^bmi ^b G B.
mÇMj
8. Il existe au moins un BSC b G B z qui connecte au moins une antenne a G A z:
^ 2 y b > l ,  V z  G Z .
beBz
9. Il existe au moins un MSC m  qui connecte au moins un BSC b G B z:
ym >  i ,  Vz g  z .
m £ M z
10. Si un BSC b est choisi alors il existe au moins un MSC m  choisi qui puisse le 
connecter:
Vb <  V m ’ G B '
Contraintes de topologie du réseau
11. Pour chaque zone il existe au moins un arc reliant un élément de A z et un élément 
de B z pour que celle-ci soit couverte:
Y 1 ^ 2 Uab -  1> v 2 6 z -
bÇzBz clÇ.Az
12. Une BTS a ne peut être connectée qu’à un unique BSC b:
uab < 1 , Va G A.
b€Ba
13. Le nombre de liaisons entre un BSC b et les BTS qui sont dans son voisinage ne 
peut être supérieur à sa capacité:
^   ^Bab ^  QbVbi  Vb G B.
aÇzAfr
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14. Si un BSC b est activé alors il existe au moins un arc le reliant à une BTS a:
Vb V6 G B .
a£Ab
15. Si un MSC m est activé alors il existe au moins un arc le reliant à un BSC b:
Vm — ^  'U'brm Vm G M.
b£Bm
16. Le nombre de liaisons entre un MSC m  et les BSC qui sont dans son voisinage ne 
peut être supérieur à sa capacité:
y  ' Ubm T  QmUmi V m  G M. 
b£Bm
17. Un lien existe entre une BTS a et un BSC b s’il existe au moins un lien entre un 
MSC m et le BSC b:
Uab < ubm, Va G A, yb G B.
m £ M b
18. Un lien existe entre un MSC m et un BSC b s’il existe au moins un lien entre une 
BTS a et le BSC b:
Ubm < Uab, yb G B,  Vm G M.
aeAb
19. Un BSC b ne peut être connecté qu’à un seul MSC m:
T .  ubm < 1 , yb G B.
m £ M b
20. L’existence d’un arc implique l’installation des équipements qui forment ses extrémités:
Uab < VaUb, Va G A, Vb G B,
Ubm < HbUm, y b  G B, Vm G M .
31
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
C ontraintes sur les variables
21. La variable de couverture d ’une zone doit être positive:
x za > 0 , Mz G Z,Ma G A z.
22. Les variables d’installation d’équipements sont binaires:
ya, Vb, ym G {0,1}, Va G A , V b e  B,  Vm G M.
23. Les variables d’activation d ’arcs sont binaires:
uab, Ubm G {0,1}, Va G A, Vm G M, Vè G 5 .
Rem arque 1
Généralement la contrainte x za =  1, Vz G Z  devrait être remplacée par les contraintes
a€;Az
suivantes:
^ 2  Xza -  1> e  Z  (R A ),
a&Az
xza > 0.98, Vz G Z  (R.2).
aG Az
Les contraintes (iL l) et (i2.2) signifient qu’une part minimale de trafic de chaque zone 
doit être couverte afin d ’offrir une meilleure qualité de service. Le taux de couverture 
minimale est fixé par l’opérateur suivant la qualité de service visée. La valeur 0.98 de la 
contrainte (R.2) est donnée à titre indicatif.
Pour notre part nous avons opté pour un modèle avec la contrainte égalitaire car, comme 
nous le verrons plus loin, cela ne complique pas le modèle mais au contraire permet 
de simplifier la fonction objectif et facilite la résolution du modèle avec l’approche de 
décomposition de Benders.
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2.2 M od èle de conception
Le modèle mathématique peut s’écrire alors: 
min Cf[ y +  C%u -  RTx
sujet à:
^   ^ dz%za QaVa £  0, V U G A,
z E Z a
x za =  1, Vz G Z,
a(~Az
u a(, — QbVb £  0, V b G 5 ,
aÇAb
Vb -  Uab <  0, V h G B,
clÇîAi)
Vm £  Ubm <  0, V m G M,
bEBm
^   ^ Ubm QmVm — 0 ) ^  ^  ^  M -,
'Uab £  Ubm <  0, Va G .A, V6 G B ,
m E M b
Ubm £  «a& <  0, VI) G B , Vm G M ,
ciÇzAb
Vb ^   ^ 'Ubm O5 ^  1
m£Mb
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5 3  ya > 1) Vz g  Z,
a€ Az
( 2 . 11 )
Uafc -  1, Vz €  2T, 12.121
b€.Bz a€Az
5 3  Vb > 1, V z  e  Z, ^g 2 3 )
53 Vm >  1, V.Z G Z, |"2 1 1\
m6M, ' ^
uab ~  VaVb < 0,Vo G A, V6  G Ba, 15)
'Ubm — î/62/m <  0, V6  G 5 ,  Vm G Mj, ^  16)
5   ^Vb fi 0, Va G A, 2^ 2 7 )
b€Ba ' '
5  1 Vm fi 0, V& G B , /"2 2g~)
raEMj ' ^
£ « * <  Va G A, 19^
i>6£a ' ’ '
MfTO — 1? V6 G B, /2 2q')
m e M b V ■ >
X
X
<  1, Va G A, Vz G Z, (2.21)
> 0, Va G A, Vz G Z, (2.22)
^a6 iUbm G {0,1},Va G A, V6  G -B,Vm G Af, (2.23)
Va,, Vb, y m G {0,1},Va G A, V6  G B,Vm G M .  (2.24)
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2.2.1 Simplification du modèle
M ise en évidence de contraintes redondantes
Le modèle général défini dans le paragraphe précédent contient des contraintes 
dont la vérification entraîne la satisfaction d’autres contraintes. Dans ce qui suit, nous 
allons mettre en évidence ces contraintes.
•  Les contraintes (2.2) et (2.22) impliquent la contrainte (2.21). En effet:
^   ^ %za 1 et %za ^  0 %za — L
ûÇ Az
• Les contraintes (2.1), (2.2) et (2.24) impliquent la contrainte (2.11):
E  dzx ga -  qaya < 0 = >  X] E  dz% za  ^   ^ÇaVa  ^ 0
ZÇiZa o,Ç_Az z£Za aÇ.Az
°r E ^ 1
üÇîAz
qaya < o = >  E  <i°-ya > o = >  E  Va ^  0
zÇiZa d£Az OiÇ_Az clÇlAz
E ^  ^  1
a(~Az
•  Les contraintes (2.10) et (2.11) impliquent la contrainte (2.12):
^   ^V'ab y a  ^ y  ' y   ^u ab  ^  ^Va  ^ L
bdzBa qÇîAz bÇîBa dÇ.Az
or si a G A z et b G B a = >  b G B z
E  Uab ~  E] Uab —
aeAz 6eSz aeu2 6ena
• Les contraintes (2.15), (2.12) et (2.24) impliquent la contrainte (2.13).
En effet la contrainte (2.15) donne que:
(2.15) ==> uab < yayb, Va € A z; \/b G B z 
35
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
=* Y Y u<* - Y Y  »  = (Yy*)(Y
bÇ_Bz clÇzA z b£Bz <xÇlA z b(zBz cl(zA z
Y Y Uab  ^ 1 =* Y  yb ^  L
b£Bz a e A z beB z
• De la même manière, on démontre que la vérification des contraintes (2.9), (2.13), (2.16) 
et (2.24) impliquent que la contrainte (2.14) est vérifiée:
on a : E E 'U'bm — E E B>bm
b£Bz m £ M z b£Bz mEM b
(2.9) et (2.13) = *  Y z  Ubrn =  ^  Vb > 1
b&Bz m e M b beBz
(2.16) =*■ £  E B^bm Y ( Yy^ Y  Vm)
b(zBz m ç M z b£Bz m £ M z
 ^ ^   ^ Vm E 1- 
mdMz
•  Les contraintes (2.10) et (2.24) impliquent la contrainte (2.19):
Y Uab =  Va> et  Va e  -  L
b e B a  b e B a
Les contraintes (2.9) et (2.24) impliquent la contrainte (2.20):
^  ] B'bm Vb Vb €  ' { 0 ,1 }  t* ^  '  Ubm E  1-
mdMb mÇMf,
Linéarisation de contraintes
Les contraintes (2.15) et (2.16) ne sont pas linéaires. Afin d ’obtenir un problème 
linéaire nous allons procéder à une linéarisation de ces contraintes.
•  La contrainte (2.15) implique que:
* si l’une au moins des deux variables ya ou yb est nulle alors uab = 0.
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* si uab = 1, alors les variables ya et yb sont à la fois égales à 1.
Or uab ne peut prendre que les valeurs 0 ou 1; la contrainte (2.15) est donc équivalente à
Uab <  y  a,  V a g  A, V b e  B  (Ll),
Uab <  yb, v a g  A, V b g  B  (L2).
De même, la contrainte (2.16) s’écrit:
Ubm <  yb, y b  e  B,  Vm G M  (L3),
Ubm < y m , V6  G B, Vm G M  {LA).
Cette linéarisation va entraîner la redondance d ’autres contraintes du modèle général.
• Les contraintes (2.4) et (L3) impliquent la contrainte (2.8) :
^   ^ Uab L  Vb 6 t  ]Jb L. Ubm  ' Ubm  L  ^  ^ Uab-
aeAf, 06 Aj,
• Les contraintes (2.9) et (L2) impliquent la contrainte (2.7) :
^   ^ Ubm Vb *-t yb  L Uab ---^ Uab ^  ^   ^ Ubm-
m€Mj, mCMfc
• Les contraintes (L2) et (2.10) impliquent la contrainte (2.17):
Uab <  Vb ==>>
fceBa 66 Ba
combiné avec (2.10) alors
V a <  ^ 2  Vb■
bÇiBa
Les contraintes (L4) et (2.9) impliquent la contrainte (2.18):
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combiné avec (2.9) alors
yb < E Vm-
m€M(,
• Les contraintes (2.3), (2.23) et (2.24) impliquent la contrainte (L2):
y :  uab < Qbyb et 2/6 =  0 uab =  0 Va G A,
aeA
y  uab < Qbyb et uab = 1 pour un a £ A b =3- yb = 1
aeA
Vb e  {0,1} et uab G {0,1} = >  uab < yb.
•  De même les contraintes (2.6), (2.23) et (2.24) impliquent la contrainte (L4):
y   ^'U'bm — QmVm '' ^6m ^  Vm-
b e B
• Les contraintes (2.10), (2.23) et (2.24) entraînent la contrainte (Ll):
y   ^ Uab — Va Uab — Va-
beBa
• Les contraintes (2.9), (2.23) et (2.24) impliquent la contrainte (L3):
y   ^ Ubm — Vb  ^ Ubm ^  yb.
meMi,
Sim plification de la fonction économique
En utilisant la contrainte d ’égalité (2.2) du modèle général, le terme R(x ) de la fonction 
objectif devient:
y   ^y   ^Tzdz%za  y   ^d ^ (  y   ^^za) y   ^^z d z  — c  .
&(zA zÇiZ zÇ.Z clÇ.Alz z&Z
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2.2.2 M odèle simplifié
Le modèle simplifié s’écrit:
min C f y  + CTu
sujet à:
^   ^ dz%za Qat/a 0, V 0, G A ,
zÇ.Za
Y  x za =  1, V z  G Z ,
aÇzAz
^   ^ ^ab QbVb <  0, V b G B ,
2/6 ^  } uah < 0, V 6 6 5 ,
aeA6
2/m ^  } B,bm < 0 , V 771 G AL,
beBm
^  ] ^6m QuiUm < 0, V 777 G AL, 
b€Bm
Vb ^  B/bm — 0, V6 G -S,
meMt,










■^ za ^  0, Vu G A, Vz G 2?, ^ 2  33)
Va, libi 2/m £ {0,1}, Va G z4, Vè G B, Vm G AL, (2.34)
'U-abiB’bm G {0,1}, V5 G B , V777 G AL. 2^ 35)
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Définissons les ensembles suivants:
X  =  {x : (2.26) et (2.33) sont vérifiées},
Y  = {y : (2.34) est vérifiée},
U — {u : (2.35) est vérifiée}.
Soit ATx  — g(y,u) < 0 la représentation des contraintes (2.25), couplant les variables x  
et (y,u), et H(y,u ) < 0 la représentation des contraintes de (2.27) à (2.32), reliant les 
variables y ou u.
La forme matricielle du modèle s’écrit:
min Ci y + C ju  
sujet à:
< ATx -  g(y,u) < 0,
H{y,u) < 0, 
x  G X, (y,i l )  G Y  x U.
Le modèle peut être séparé en deux types de problèmes par la nature des deux 
types de variables qui le constituent. Un premier problème consistant en une sélection 
des équipements qu’il faut activer et leur plan de connexion et un deuxième problème de 
couverture des cellules pour la satisfaction de la demande. La méthode de décomposition 
de Benders est très efficace pour ce type de problème. Aussi la non existence d’un 
des types de variables dans la fonction objectif facilite l’application de cette méthode 
quant à la génération des coupes. Dans ce qui suit, nous allons présenter la méthode de 
décomposition de Benders dans le cas linéaire avant de proposer son application à notre 
modèle de conception topologique des réseaux de télécommunication cellulaires.
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2.3 A pproche de R éso lu tion  : décom position  de B en ­
ders
Le modèle est composé de variables entières et de variables continues. Avec 
le nombre élevé de variables qui composent le problème une résolution directe sera dif­
ficile, d ’où l’idée d ’une décomposition pour réduire la taille du problème. La structure 
hiérarchisée des réseaux mobiles, avec un premier groupe de variables , (s), sur les niveaux 
du haut et l ’autre groupe de variables, (x), sur le niveau du bas, le favorise l’utilisation de 
la méthode de décomposition de Benders. Le principe de cette méthode a été proposé par 
Benders en 1962, [12], dans le but de résoudre des problèmes linéaires mixtes. Geoffrion 
a proposé une généralisation de la méthode au cas non linéaire, sous certaines condi­
tions, [33]. Cette idée de décomposition a été aussi retenue par certains auteurs dans le 
cadre de la conception des réseaux d ’accès locaux pour lesquels on retrouve la structure 
arborescente du concentrateur jusqu’aux usagers, mais sans la notion de couverture de 
cellules (voir [65] et [5]). Shahbaz a travaillé sur la conception des réseaux mobiles, [67], 
en utilisant une approche de décomposition à étapes multiples où le nombre de variables 
est réduit à chaque étape. Le problème étant rattaché à celui de la couverture minimale 
d’arborescence, on pourrait aussi envisager une modélisation de type Steiner, [53].
La méthode de décomposition de Benders est une application de l’approche 
de relaxation et est bien adaptée pour traiter des problèmes, dans lesquels interviennent 
deux groupes de variables différents, de telle sorte que la fixation des variables de l’un 
des groupes, dites variables compliquantes, réduit le problème initial en un problème de 
programmation linéaire facile à traiter. Le problème se partitionne en deux composantes : 
la première, appelée Problème Maître Relaxé (P M R ), contient la définition de l’ensemble 
des variables s, la seconde, le Sous-Problème (S P ), contient la définition de l’ensemble 
des variables x , où les variables s sont fixées.
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Le processus de résolution se transforme en une démarche itérative au cours de 
laquelle le problème maître relaxé (P M R ) va progressivement être enrichi d’informations 
provenant du (SP).  Au bout d ’un certain nombre fini d’itérations, le processus soit fournit 
la solution optimale, soit indique la non-réalisabilité du système de contraintes.
2.3.1 M éthode de Benders dans le cas linéaire
La méthode de Benders est une méthode de décomposition utilisée pour 
résoudre les problèmes de la forme:
min cTx  +  f Ts 
( - p \  )  s u J e t  à :
1 ' Ax -  F  (s) > b,
x > 0, s G S.
Dans la suite on suppose que la matrice A  est de plein rang et que le problème (P) admet 
une solution.
L’idée de la méthode est de faire une projection du problème précédent dans 
l’espace des variables s, ensuite d’appliquer une dualisation puis une linéarisation externe 
afin d’obtenir un sous-problème qui est facile à résoudre et un problème maître qu’on 
résout en utilisant une approche de relaxation.
Considérons la projection du problème (P) sur l’espace des variables s. Cette 
projection s’écrit :
<pp) { “«  > b + r m -
Désignons par V  =  {s G S  : Ax  — F  (s) > b, pour au moins un x  > 0} et 
supposons que notre problème initial admet une solution optimale, alors l’ensemble Afl V  
est non vide.
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Aussi, si (x,s) est une solution optimale de (P), alors s G P. On peut donc envisager de 
restreindre s à appartenir à l’ensemble 5  0  7 . Ainsi la projection de (P) sur l’espace 
des variables s est équivalent au problème suivant:
f min { f Ts +  inf{cT:r : Ax  > b + F(s)}}.
(PP) < seSnv L £ > 0
La détermination du Inf correspond, pour un s fixé, au problème de programmation
linéaire suivant appelé sous-problème:
( min cT x sujet à:
' Ax  >  b + F(s),
x  > 0 .V —
Les deux théorèmes suivants permettent, d ’une part d ’établir une relation 
entre les problèmes (P) et (PP), et d ’autre part de donner une caractérisation de l’en­
semble V. Leur démonstration se trouve dans [33].
Théorèm e 1
-  Le problème (P) est non réalisable ou non borné inférieurement si et seulement si 
il en est de même pour le problème (PP).
-  Si (x*,s*) est une solution optimale de (P) alors s* est une solution optimale de 
(pp).
-  Si s* est une solution optimale de (PP) et si x* est une solution optimale de (SPs.) 
alors (x*,s*) est une solution de (PP).
Afin de caractériser l’ensemble V, on va considérer le dual de (SP3) qui s’ex­
prime comme suit:
max II T(b + F(s))
(d s p ,) . ; ^ e t i :  ^ r n  s  c>
n  > o.
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D’après le théorème de résolution de Goldman [36], on sait que tout point II
de l’ensemble {ATII < c ,11 > 0} s’écrit comme la somme d ’un élément de l’ensemble de
ses points extrêmes K  et d ’un vecteur appartenant à l’ensemble des vecteurs générateurs 
C du cône défini par {II : ATII < 0, II > 0} .
Supposons que K  =  {n1 : 1 < i < p} et C  =  {n% : p +  1 <  i < p +  q}.
Benders dans [12], donne une caractérisation de l’ensemble V  avec le théorème et le 
corollaire qui suivent. Pour la démonstration voir [33].
Théorèm e 2
Le problème dual est borné supérieurement si et seulement si:
(irl)T(b +  F  (s)) < 0 ,  Vp +  1 < i < p + q. 
les (nl) étant les rayons extrêmes du polyèdre du sous-problème dual.
Ainsi le corollaire suivant découle de la théorie de la dualité en programmation
linéaire.
Corollaire 1
s G V, si et seulement si, (■Kt)T(b +  F(s)) < 0 ,  Vp +  1 < i < p +  q.
Le problème suivant est donc équivalent au problème (PP): 
min f Ts +  u(s)
sujet à:
(7r*)r (  ^+  F{s)) < 0, Vp +  1 < i < p +  q,
s £ S.
\
où v(s) =  infa;>o{cr æ : Ax > 6 +  P’(s)} =  max1<j<p{(7rî)r (6 +  F(s))}.
Ceci nous permet de formuler le problème suivant appelé problème maître qui est équivalent 
au problème (PP)-
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f Ts + (irl)T(b + F(s)) < s0, VI < i < p,
(iï‘1)t  (b +  F  (s)) < 0, Vp +  1 < i < p +  ç,
s e 5 .
Pour éviter d’énumérer tous les vecteurs générateurs 7P, 1 <  i  <  p  +  q,  
une approche de relaxation est utilisée pour résoudre le problème (PM).  Les vecteurs 
générateurs nz sont alors générés au fur et à mesure qu’ils deviennent pertinents. Le 
problème maître relaxé s’écrit:
mm
sujet à:
(PM R) < f Ts + (7Tl ) T (b +F(s))  < s0, V I < i < p,
(7rz)T (b + F(s)) < 0, V p + l < i < p ,
s G S . 
où p < p +  q et p <p.
La question qui se pose naturellement est de savoir si une solution optimale réalisable 
du problème maître relaxé (PM R)  est également réalisable pour le problème maître 
(PM)  et dans le cas de non-réalisabilité du problème (PM),  quelle contrainte faut-il 
générer? À l’itération k le problème maître relaxé P M R  est résolu et soit (so,sfc) une 
solution optimale de ce problème. Elle est optimale pour le poblème maître (PM)  si et 
seulement si elle satisfait à toutes les contraintes de celui-ci, d’où la nécessité de vérifier 
si les contraintes relaxées sont satisfaites par la solution trouvée en résolvant le problème
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(.DSPsk).
Deux cas peuvent se produire:
1. Le problème (D S P sk) est non borné supérieurement, ce qui veut dire que le sous- 
problème (SPsk) est non réalisable; on génère alors une coupe de réalisabilité qui 
est rajoutée au (PMR).
2. Le problème (D SPsk) possède une solution de base optimale finie 7f.
Dans le deuxième cas, soit on a f Tsk +  (jf1)1 (b + F(sk)) > sk, ce qui veut dire que 
la solution sk n ’est pas réalisable; on rajoute alors une coupe d’optimalité de la forme 
f Tsk + (ÿf%)T (b + F(sk)) < s*- Ceci engendre un nouveau problème maître relaxé. Soit 
le problème dual possède une solution optimale telle que f Tsh + (jfl)T (b +  F(sk)) < 
on résout alors le sous-problème SPsk pour trouver ensuite (x k,sk) qui est une solution 
optimale du problème original. Notons aussi que le problème maître relaxé peut être non 
borné inférieurement et pour retrouver une solution (sfc,«o) à l’étape 1, il faudra borner 
artificiellement ce problème avec des contraintes supplémentaires.
D’autre part, la suite des valeurs optimales obtenues en résolvant la suite des problèmes 
de la forme (PMR) est une suite non-décroissante de bornes inférieures sur la valeur 
optimale de (P). Par ailleurs, chaque solution optimale W du problème (D SPsk) pour 
s = sk correspond à une solution x  du sous-problème (SPsk) et ainsi (x,sk) est un point 
réalisable de (P ). Par conséquent, f Tsk +  (jîl)T (b + F(sk)) est une borne supérieure sur 
la valeur optimale de (P), [10].
Dans la prochaine section, on appliquera la méthode de Benders à notre modèle de 
conception topologique.
2.3.2 Application au modèle
Considérons la forme matricielle du modèle de la section 2.2.2:
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(P K
min C f  y +  C j  u
sujet à:
ATx -  g(y,u) < 0, 
H ( y , u )  <  0 ,  
x £ X, (y,u) £ Y  x U.
Le problème (P) est composé de 2 types de variables : les variables entières y et 
u qui représentent respectivement les variables d ’installation et de liaison des équipements, 
et les variables continues x  qui représentent la couverture des zones.
Posons: y  =  {(y,u) £ Y  x U  : H(y,u ) < 0 }.
Le problème (P) peut alors s’écrire:
1
min C f  y +  C j  u
sujet à:
^  ATx < g(y,u),
x £ X ,  (y,u) G  y.
La projection de (P) sur l’espace des variables (y,u) s’écrit:
,  r m i n v  i C ï y  +  c 2 u +  i n f  { 0  : A T X <  g { y , u ) ;  } } .  (PP) < {y,u)^y X<=x
Posons :
v(y,u) =  inf {0 : ATx < g(y,u)} = max{(f)Tg(y,u) : A<f> < 0}
xÇlX *^^ 0
4> étant le vecteur des variables duales.
V  =  {{y,u) : A Tx — g(y,u) < 0, pour au moins un x G  X } .  
Alors le problème suivant est équivalent au problème {PP)'-
min C î y  + CnU.
( y ,u )eynv
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(y,u) G y  n  V  si et seulement si {4>l)T g (y ,u) < 0
où q9 représentent l’ensemble des vecteurs générateurs qui engendrent {A(j> <  0}.




Le sous-problème correspond au problème de programmation linéaire suivant 




(S P (ÿ,u)) <
a€Az 
X >  0 .
L’objectif du sous-problème étant constant, résoudre (SP{ÿ,û)) revient donc à 
déterminer une solution réalisable, toute solution réalisable étant optimale. Pour voir si 
SP(ÿ,ü) admet une solution réalisable ou non, on va appliquer la méthode des deux phases 
du simplexe1. La première phase, par l’intermédiaire du problème auxiliaire permettra 
de tester la réalisabilité du sous-problème. Maintenant, comme toute solution réalisable 
du sous-problème est optimale, on n’aura pas besoin d ’exécuter la deuxième phase qui 
devrait servir à optimiser le sous-problème. Ainsi les multiplicateurs optimaux en seront 
alors directement déduits. Le sous-problème auxiliaire de la phase I du sous-problème,
1. Utilisée souvent pour trouver une solution réalisable de base initiale avant de démarrer la méthode 
du simplexe.
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pour (y,u) — (y,u) fixé s ’écrit:
eTt
d^za  +  X a  + t 1a = qaÿa, v a G A, Xa
zÇzZq
^ 2  x za + t2z = i, y  z e z , n z
aÇ Az
X,Xa>t > 0.
Où e =  (1,1,...,1), t l = (t\), t2 = (t \ ), t = (t \ t 2) et x = (x za)
Soit (x,xe,t) la solution optimale. Si eTt > 0, alors le sous-problème (SP(ÿ^)  est non 
réalisable. Sinon, il est réalisable et x  en est une solution optimale.
Dans le cas de non réalisabilité du sous-problème, c’est-à-dire si eTt > 0, les variables 
du dual de S P A ^ ^ )  seront utilisées pour formuler la coupe de réalisabilité. Le problème 







^  1 QaUa^ a +  ^   ^Pz
z £ Z
— dzXa S- fJ'z — 0} y  CL G A] V z G Z ,
Xa ^  1, Vu G A,
Hz < 1 , Vz G Z,
Xa ^  0, Va G A.
Le sous-problème (SP^ÿ^)  est réalisable, si et seulement si,
XaqaVa — d’après la théorie de la dualité.
zÇlZ
Donc si {(A*,/d), i =  est l’ensemble des rayons extrêmes de (D S P A ($&)), alors
(y,u) G V, si et seulement si, ^  ~qaÿaK  +
üG Æ zÇiZ
Le problème maître qui est équivalent au problème (PP)  va s’écrire alors :
49
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(PM) <
min Ci y +  Cf*u 
sujet à:
-Çaÿa^a +  ^  -  0> Vi =  1>-,P (CR),
clÇiA zÇiZ
{y,u) e
Une approche de relaxation va être utilisée pour résoudre le {PM).  À chaque 
itération une partie des contraintes {CR) est considérée, dans un problème appelé problème 
maître relaxé, {PMR),  qui sera résolu. Les autres contraintes seront rajoutées à ce 
problème au fur et à mesure que cela est nécessaire. L’algorithme de résolution est défini 
de la manière suivante:
A lgorithm e de résolution 1 
ÉTAPE 0:
Résoudre une version relaxée du problème maître ne contenant pas de coupe de réalisabilité. 
Soit {ÿ0,ûo) une solution optimale. Aller à l’étape 2.
ÉTAPE 1:
A la k-ième itération résoudre le problème maître relaxé 
Minimiser C f  y -t- C j  u
(PM R) <
sujet à:
Y l * 1* < 0, Vi =  1
zÇ_Z (iÇ-A
H{y,u) < 0,
y G Y, u EU.
Soit {ÿk,ük) une solution optimale.
ÉTA PE 2:
Résoudre le sous-problème auxiliare SPA(ÿktük). Soit {xk,tk) sa solution optimale. Vérifier 
si les contraintes relaxées du sous-problème sont satisfaites.
-  Si eTtk > 0 alors déterminer les vecteurs de multiplicateurs optimaux et générer la
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coupe de réalisabilité. Retourner à l’étape 1 pour former un nouveau (PMR).
-  Sinon, si eTtk =  0 alors Xk est réalisable et optimale pour le sous-problème (SP(ÿ ük))-
L’algorithme s’arrête: (xk,ÿk,ûk) est une solution optimale de notre problème original.
Dans la sous-section suivante, nous donnons une procédure qui permet de 
générer les coupes de réalisabilité sans avoir à résoudre le sous-problème auxiliaire.
2.3.3 Procédure de génération de Coupes de réalisabilité
Pour trouver une solution réalisable du problème dual, on va diviser l’ensemble 
A  en sous-ensembles qui facilitent le traitement de la première contrainte. Considérons 
une topologie (ÿ,u) fournie par le problème maître. Le terme qui contribue à diminuer 
la valeur de la fonction objectif est le coefficient négatif de la variable A. Ce coefficient, 
—qaya, est nul si ÿa =  0, c’est-à-dire si la BTS a n ’est pas choisie. On serait tenté 
de prendre Aa =  0 pour toute BTS a telle que ya =  1. Mais cela ne contribuera pas 
nécessairement à augmenter la valeur de la fonction objectif.
Pour toute zone z E  Z  :
* Soit, toutes les BTS pouvant connecter z  sont choisies. Dans ce cas en posant \ i z >  0, 
Aa sera non nul pour chaque BTS a appartenant à Az. La première contrainte permet 
de voir que ces BTS contribueraient à diminuer la valeur de la fonction objectif à cause 
de leur coefficient négatif. Donc en posant j i z  =  0 cela implique que Aa =  0,Va E  A z, et 
évite une diminution de la fonction objectif
*Soit, la zone peut être couverte à la fois par au moins une BTS choisie et une non 
choisie.
La valeur de Aa pour une BTS a non choisie n’influe pas sur l’augmentation de la fonction 
objectif car son coefficient est nul.
Comme contribue à la maximisation, on lui alloue la plus grande valeur possible qui
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est 1. La première contrainte donne (r  <  Aa, Va G A z ce qui implique que Aa va prendre(lz
la plus grande valeur ^  < Aa, \/z G Za
A chaque itération, à partir de la topologie, (ÿ,u) fournie par le (PMR), on définit les 
ensembles suivants:
- Â  l’ensemble des BTS non choisies et Z  l’ensemble des zones qui peuvent être couvertes 
par ces BTS.
Â = {a G A : ÿa = 0}, Z  = UaÇÀZa.
- A\ l’ensemble des BTS choisies
A l =  { a  G A : ÿa =  1}.
-  -  -  liaison non activée (voisinage) liaison activée
O  Sommet active £ )  Sommet non active
Fig. 2.1 -  Sous-ensembles.
Dans la figure 2.1 on a : 
g i ,Ü3 et û4 G A i ; Ü2 et 0 5  G A) Gi et G4 G A; 0 3  G Aj
a i , 0 3  et G4 G Aij Zi-,Z3 et Z4 G Zj, P2 ^ 5  et z$ G Z
- A  l’ensemble des BTS activées couvrant des zones qui pouvent être couvertes par au
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moins une BTS non activée.
A =  {aG Ax : Z a n Z ^ 0 } .
- A  ensemble des BTS choisies couvrant des zones qui ne peuvent pas être couvertes par 
des BTS non choisies.
A  =  {a G A 1 -  A : Za D Z =  0}.
- Z  la réunion de zones qui peuvent être couvertes par une BTS appartenant à A
Z  —
- Z la réunion des zones qui peuvent être couvertes par une BTS appartenant à A.
Z  =  ^aeA^a-
Ainsi la solution (Aa,Mz) va s’écrire :
. , max — si a G A U A _  f l  si z G Z  U Z
Aa = \  az /j z = < n
0 sinon l  0 smon
La coupe qu’on doit ajouter au problème maître s’écrit de la manière suivante:
- E E '< 0
aEAUA Za zGZOZ
où j -  =  max —, Va G A
z e z a dz
Soit (A,/r), avec A =  (\ a )a e A  et /i =  (fiz)zeZ le vecteur des multiplicateurs engendré 
par la procédure ci-dessus.
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Le problème maître relaxé va alors s’écrire:
min C f  y +  C j  u
sujet à:
(PM R) <
H(y,u ) < 0,
y e  Y, u e U.
Dans ce qui suit nous proposons l’algorithme de résolution utilisant la procédure précédente.
A lgorithm e de résolution 2 
ÉTAPE 0:
Résoudre une version relaxée du problème maître ne contenant pas de coupe de réalisabilité. 
Soit (ÿ0,«o) une solution optimale. Aller à l’étape 2.
ÉTA PE 1
A la k-ième itération résoudre le problème maître relaxé





y e Y, u e U .
< 0,
Soit (yk,Uk) une solution optimale. 
ÉTA PE 2
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Vérifier si les contraintes relaxées du sous-problème sont satisfaites :
-  Si ^aQaVa > 0 alors le sous-problème est non réalisable on ajoute une coupe
z&Z a£A
de la forme £ " ‘ - £
zÇlZ O.Ç.A.
Retour à l’étape 1.
— Sinon, si 5 > i - £  ^aQaVa < 0 alors le sous-problème (SP(ÿktük)) est réalisable et sa
z e z  aeA
solution sera trouvée en résolvant le problème auxiliaire. Soit (x) la solution optimale. 
L’algorithme s’arrête: (x,ÿk,ük) est une solution optimale de notre problème original.
Dans la section suivante, nous présentons les résultats numériques de quelques 
instances du modèle de synthèse de la conception topologique de réseaux de télécommuni­
cation cellulaires. Les solutions sont fournies par Cplex, [21], par la méthode de décomposi­
tion de Benders qui utilise le sous-problème auxiliaire pour la génération des coupes 
(qu’on va noter Bendersl) et par l’algorithme de Benders utilisant la coupe de réalisabilité 
définie dans le paragraphe 2.3.3 de ce chapitre (qu’on note Benders2). Le programme uti­
lisé pour générer les paramètres de manière aléatoire, faute d ’avoir des données réelles, 
fournit des instances avec un nombre élevé de variables. Une instance, par exemple, ayant 
200 zones à couvrir par environ 75 BTS, peut compter plus de 10 000 variables.
2.4 R ésu lta ts num ériques
L’objectif des tests numériques est d ’évaluer la qualité de la solution fournie 
par les deux algorithmes basés sur la méthode de décomposition de Benders. Un ordina­
teur Pentium 4, 1.5Ghz et 261 Mo de RAM a été utilisé pour exécuter les algorithmes. 
Le modèle global simplifié est codé en C ++ et résolu par Cplex 8.0 Callable Library. 
L’algorithme de Benders est aussi implémenté en C + +  de deux manières : une première 
qui fait appel, à chaque itération, à Cplex pour résoudre le problème maître et le sous-
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problème auxiliaire. Les multiplicateurs optimaux du sous-problème auxiliaire permettent 
de générer les coupes de réalisabilité. On le note Bendersl. L’autre manière consiste à 
résoudre le problème maître par Cplex et d ’utiliser la procédure de génération de coupe 
définie à la sous-section 2.3.3 et est notée Benders2. Le temps limite de résolution, noté 
TL,  a été fixé de manière arbitraire à 10 heures. Les instances utilisées pour les tests 
numériques ne sont pas extraites de données réelles d’un réseau de télécommunication 
mais sont créées par un programme qui génère aléatoirement les différents paramètres 
du modèle. En sortie on va avoir des matrices en 0 — 1 représentant les contraintes de 
voisinage, une matrice des coûts des arcs des différents niveaux, une matrice des coûts 
des équipements et une matrice des capacités de ces équipements. Par exemple si on 
considère A Z  =  (AZaz),a Ç A,z  € Z  la matrice de voisinage entre les BTS et les zones. 
A Z az =  1 si la BTS a peut couvrir la zone z. Les données communes de toutes les ins­
tances sont définies comme suit. La demande de trafic pour une zone (cellule) donnée est 
comprise entre 2 et 4 sans tenir compte des périodes de faible ou de forte demande. La 
capacité de chaque BTS, en quantité de trafic qu’elle peut écouler est fixée entre 10 et 
12. Le nombre de BTS qu’un BSC peut connecter est compris entre 20 et 25. Le nombre 
maximal de BSC qu’un MSC peut connecter est compris entre 10 et 12 ou entre 20 et 22. 
Ces données sont arbitrairement fixées. Le nombre de zones qu’une BTS peut couvrir est 
implicitement limité par la définition de la capacité de la BTS. Les instances sont divisées 
en trois groupes. Les instances de type I sont constituées de réseaux de petite taille qui 
ont moins de 10 000 variables, le type II de taille moyenne, moins de 30 000 variables, et 
le type III représente les réseaux de grande taille, qui ont plus de 30 000 variables. Les 
tableaux 2.1, 2.2 et 2.3 résument les résultats obtenus en résolvant les instances de type 
I, II et III par Cplex et par l’algorithme de Bendersl. Les tableaux 2.4 et 2.5 comparent 
les algorithmes de Bendersl et Benders2. La colonne Z représente le nombre de zones 
(cellules) à couvrir. Au niveau de chaque tableau, les ensembles A, B et M représentent 
respectivement le nombre de sites disponibles prédéfinis pour l’installation des BTS, BSC
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et MSC. Le nombre d ’itérations de Bendersl est en général égal à 3, raison pour laquelle 
on n ’a pas eu besoin de mettre une colonne pour cela. La colonne N  représente le numéro 
du problème pour des instances ayant les mêmes paramètres. Sur les instances de grande 
taille Cplex ne parvient pas souvent à fournir la valeur optimale. De ce fait la dernière 
colonne du tableau 2.3 mesure le gap existant entre les deux valeurs trouvées par Cplex et 
par l’algorithme de Bendersl. Le “gap”est défini par gap =  (ZBendersi -  Z c p i e x ) / Z B e n d e r s i  
où Z Bendersi est la valeur fournie par la procédure Bendersl et Zcviex celle donnée par 
Cplex. L’unité de temps sur tous les tableaux est la seconde.
Dans ce qui suit, nous allons d ’abord faire une comparaison entre les résultats 
de Cplex et ceux de Bendersl, ensuite une comparaison des deux algorithmes de Benders.
Instances de type I
Le tableau 2.1 montre que pour les problèmes de petite taille les temps de 
résolution de Cplex et de Bendersl sont sensiblement les mêmes. Les deux méthodes 
fournissent la solution optimale. Ce faible temps de résolution de Cplex est naturellement 




Z A B M N Temps (s) Temps (s)
9 6 3 2 vl 0.03 0.02
12 6 3 2 4 0.03 0.02
25 6 3 2 v l 0.03 0.02
49 17 2 1 1 0.07 0.04
50 23 3 2 v l 0.03 0.02
69 25 2 1 2 5 0.09
84 27 2 1 3 0.25 0.44
90 32 3 2 v l 0.03 0.02
96 35 2 1 1 91 0.09
T a b .  2.1 -  Instances de type I: comparaison Bendersl-Cplex
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Instances de typ e II
Sur les instances de taille moyenne ayant moins de 30 000 variables, compilées 
dans le tableau 2.2, Cplex de la même manière que Bendersl fournit la solution optimale. 
Mais on constate qu’avec le temps de résolution qui atteint la limite, Cplex commence à 




Z A B M N Temps (s) Temps (s)
105 40 3 2 1 TL 1.5
150 55 3 2 1 TL 3
180 60 5 2 2 5011 3
186 68 3 2 2 1120 2
204 75 3 2 1 34 2
234 95 3 2 1 TL 539
234 95 3 2 4 TL 4
234 95 3 2 5 TL 3
256 115 7 2 1 TL 550
T a b .  2.2 -  Instances de type II: comparaison Bendersl-Cplex
Instances de type III
Les résultats des instances de types III sont compilés dans le tableau 2.3. Cplex 
rencontre d ’énormes difficultés avec ces instances. Souvent le temps limite de résolution 
ne lui suffit pas pour atteindre la solution optimale. Il fournit simplement une borne 
supérieure. Ceci est compréhensible pour Cplex car il est plus performant pour les modèles 
de taille réduite. Quant à l’agorithme Bendersl, il parvient à fournir la solution optimale 
avec un temps acceptable comparé à Cplex. Le “gap” non nul, défini par (Z Bendersi — 
Zcpiex) /  Z  bendersl, montre que Cplex atteint la limite de temps sans fournir la solution 
optimale. Le sous-problème auxiliaire est résolu en général en peu de temps, mais c’est
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le problème maître qui prend beaucoup de temps avec l’augmentation de la taille des 
instances. On a remarqué aussi que le temps de résolution de Bendersl ne dépend pas 
uniquement de la taille du problème mais aussi de la forme de la matrice de voisinage 
BTS-Zones et des paramètres de l ’instance pour les problèmes de grande taille. C’est 
pourquoi on note souvent des instances ayant le même nombre d ’équipements qui sont 




Z A B M N Temps (s) Temps (s) gap
300 150 5 2 1 TL 9977 0.0008
350 180 5 2 2 TL TL 0
350 180 5 2 4 TL 15013 0.0015
400 375 3 2 1 TL 333 0.0014
500 450 3 2 2 TL 329 0.0013
T a b .  2.3 -  Instances de type III: comparaison Bendersl-Cplex
comparaison entre les résultats obtenus par les deux algorithmes de Benders. Le “gap” , 
représenté par la dernière, colonne est défini par gap =  (Z B e n d e r s 2  ~  Z B e n d e r s i ) / Z B e n d e r s 2 -  
Sur les instances de petite taille les deux méthodes fournissent la solution optimale en très
Méthodes
Paramètres Bendersl Benders2
Z A B M N Temps (s) Temps (s) gap
204 75 3 2 1 3 1 0
234 95 3 2 1 539 769 0
234 95 3 2 3 22 4 0
256 115 7 2 1 TL 37 -0.0030
256 115 7 2 4 TL 22 -0.0028
300 150 5 2 1 9977 602 0
300 150 5 2 3 8705 66 0
T a b .  2.4 -  Instances de type II: comparaison Benders 1-Benders2 
peu de temps. Sur les instances de taille moyenne les deux algorithmes arrivent à fournir
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la valeur optimale. Mais le temps de résolution de Bendersl plus élevé que celui Benders2. 
Avec les instances de grande taille, on remarque que la méthode Benders2 arrive à obtenir 
la solution optimale avec un temps de résolution inférieur à celui Bendersl. Plus la taille 
de l’instance augmente plus Bendersl rencontre des difficultés à résoudre l’instance. Le 
tableau 2.5 montre que la méthode de Bendersl s’arrête souvent avec la limite de temps 
sans fournir la solution optimale alors que Benders2 trouve la solution optimale en un 
temps acceptable. Donc l’algorithme de Benders2 a permis non seulement d ’améliorer la 
qualité de la solution mais de réduire le temps de résolution sur les instances de grande 
taille. Le “gap”négatif sur les tableaux 2.4 et 2.5 s’explique par le fait que Bendersl ne 
fournit pas la valeur optimale de l’instance. Quand il est nul alors les deux algorithmes 




Z A B M N Temps (s) Temps (s) gap
300 150 5 2 6 TL 143 -0.0008
350 180 5 2 2 TL TL -0,0018
350 180 5 2 4 15013 47 -0.0015
450 280 5 2 1 TL 19 -0.0006
450 280 5 2 2 TL 18 -0.001
450 280 5 2 2 TL 255 -0.001
T a b .  2.5 -  Instances de type III: comparaison Benders 1-Benders2
2.5 C onclusion
Notre modèle est composé de variables entières et de variables continues. Avec 
le nombre élevé de variables qui composent le problème, une résolution directe s’avère non 
réaliste, d’ou l’idée d’une décomposition pour réduire la taille de notre problème. Nous
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avons appliqué dans ce chapitre la méthode de décomposition de Benders à la concep­
tion topologique des réseaux de télécommunication cellulaires. Deux algorithmes sont 
développés. Un premier algorithme appelé Bendersl s’est avéré efficace sur des problèmes 
de taille moyenne. En revanche pour les instances de grande taille il existe quelques dif­
ficultés liées à la résolution du problème maître. Le deuxième algorithme noté Benders2 
qui génère la coupe de réalisabilité par une procédure n ’utilisant pas le sous-problème 
permet d’améliorer la qualité de la solution et de réduire le temps de résolution sur les 
instances de grande taille là où Cplex ou Bendersl ne parviennent pas à fournir une 
solution optimale du fait que le temps limite de résolution fixé arbitrairement est atteint. 
Dans des tests préliminaires qui ne figurent pas sur les tableaux précédents, sur certaines 
instances Cplex s’arrête bien avant la limite de temps pour une mémoire insuffisante, 
“out of memory” .
Dans le prochain chapitre une autre formulation par les flots de la conception 
topologique des réseaux cellulaires va être traitée. Le flot doit être acheminé à travers le 
réseau depuis une source fictive qu’on va créer vers les différentes zones, en traversant 
les différents niveaux. La forme du modèle de flot obtenue et l’explosion du nombre de 
variables expliquent l’utilisation d’une méthode de relaxation lagrangienne pour trouver 
une approximation de la solution optimale. Les tests numériques effectués confirment 
l’efficacité de cette méthode appliquée aux problèmes de flot.
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Chapitre 3
M odélisation par les flots
Dans ce chapitre, nous proposons une autre formulation du problème de 
conception topologique des réseaux de télécommunication cellulaires. Cette nouvelle for­
mulation exploite le fait que la couverture des zones par les BTS, en terme de quantité 
de trafic, puisse être considérée comme un flot. L’idée développée consiste à acheminer 
ce flot à travers le réseau, à partir d ’une source fictive qui sera créée, vers les différentes 
zones à couvrir. Ainsi, le problème consiste à sélectionner un ensemble d’arcs permettant 
de connecter les sommets du réseau et la quantité de flots à véhiculer dans ces arcs pour 
assurer une couverture totale des zones à coût minimal. C’est un problème qui ressemble à 
l’arbre de Steiner, [4], avec comme seule différence la possibilité qu’une zone soit couverte 
par plusieurs BTS, ce qui implique plusieurs arcs entrants. L’augmentation du nombre de 
variables qui est fonction du nombre d’équipements, fait qu’une tentative de résolution 
directe pour une solution optimale serait non réaliste. Une relaxation lagrangienne, com­
binée avec une méthode de sous-gradient est utilisée pour trouver une approximation 
de la valeur optimale du modèle. C’est une méthode qui a démontré son efficacité pour 
fournir une solution approchée pour des problèmes de conception de réseaux de grande
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taille. Dans le cadre des problèmes de flot ou de multiflot, deux approches de relaxation 
possibles s’offrent à nous : l’une applique une relaxation aux contraintes de capacités 
(1), qui servent aussi de couplage entre les variables de flot et d ’arcs, et l’autre s’ap­
plique aux contraintes de conservation de flot (2), qui servent de relais entre les différents 
sous-réseaux du point de vue hiérarchique. La première alternative a été utilisée par 
Mateus et Mazzini dans [60] pour résoudre le problème de conception des réseaux de 
télécommunication cellulaires. Leur modèle intègre dans un même problème la concep­
tion topologique et l’allocation des fréquences. Elle a été aussi utilisée pour résoudre un 
problème de conception de réseaux de téléphonie fixe, [55]. Dans ce modèle, les auteurs 
utilisent une formulation multiflot pour décrire le problème qui consiste à déterminer la 
topologie du réseau, le routage du trafic et l’affectation des capacités sur chaque arc. Le 
deuxième cas est rarement utilisée dans la littérature, dans [42], elle est couplée avec une 
technique de “Branch-and-Bound”pour résoudre un problème de conception de réseaux 
avec capacités. Dans [4], les auteurs présentent un algorithme pour obtenir une solution 
approchée du problème de Steiner dans les graphes. L’algorithme est basé sur une re­
laxation des contraintes de conservation de flot combinée avec un algorithme de volume 
pour obtenir une borne inférieure et estimer la solution primale. Dans [40], Holmberg 
et Hellstrand traitent d ’un modèle multiflot avec une origine et une destination pour 
chaque commodité sans limite de capacités au niveau des arcs. Dans [42], Holmberg et 
Yuan traitent le même problème mais cette fois avec une limitation de capacités sur les 
arcs. Les deux modèles sont résolus par une même approche basée sur une heuristique la­
grangienne et un algorithme de Branch-and-Bound. L’heuristique lagrangienne combine 
une technique de relaxation lagrangienne avec un algorithme de sous-gradient.
Dans ce chapitre, nous proposons une formulation du problème de concep­
tion topologique des réseaux de télécommunication cellulaires par un modèle de flots. 
Cette formulation, contrairement à ce qui a été fait dans la littérature, tout en utilisant
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les paramètres du modèle de synthèse, exploite l’aspect couverture des zones et les ca­
ractéristiques d ’un réseau cellulaire. Finalement nous obtenons un problème équivalent 
au modèle de synthèse développé dans le chapitre 2, dans le sens qu’il fournit, à l’op­
timum la même valeur optimale. Nous proposons, après avoir fait un bref aperçu de 
la méthode, une approche de résolution basée sur une heuristique lagrangienne. Dans 
la dernière section, les résultats numériques, justifiant la validité de la méthode, sont 
proposés.
3.1 P résen ta tion  du problèm e
Le modèle de synthèse développé dans le chapitre précédent consistait à re­
chercher une topologie du réseau capable de satisfaire la demande en terme de trafic à 
moindre coût. Cette demande de trafic au niveau des zones peut être considérée comme 
un flot qui doit quitter une source fictive et être acheminé à travers les arcs du réseau 
vers les zones à couvrir.
La particularité de notre type de réseau, avec la limitation du nombre de 
liaisons entrantes et sortantes, et l’aspect hiérarchique, fait que certaines hypothèses 
seront considérées pour avoir une formulation équivalente à celle du modèle classique.
- Une source fictive s disposant initialement d’une quantité de flot égale à la 
demande totale au niveau de toutes les zones va être créée. Le flot envoyé à partir de cette 
source et cheminant à travers les arcs du réseau représente la part de ressource servant à 
couvrir la quantité de trafic demandée à travers les zones qui doivent être gérées par les 
BTS.
- Le coût des arcs va être défini comme la somme entre le coût réel de l’arc 
et le coût du sommet destination de cet arc. Etant donné que tout sommet de transition
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admet au plus un arc entrant, son coût d ’installation sera comptabilisé une seule fois 
s’il est choisi. Cette aggrégation est possible car tous les coûts (arcs et sommets) sont 
fixes sauf pour le niveau inférieur de satisfaction de la demande. Cela évite aussi d’avoir 
des variables d’installation d’équipements dans notre modèle et, du même coup, réduit 
le nombre de variables en 0 — 1. Les sommets ne participent qu’à la formation des arcs, 
l’activation d ’un arc entraînant la sélection de ses extrémités. Les arcs créés, issus de 
la source fictive s, n ’existent pas dans le réseau initial et ont un coût nul. On prend 
aussi comme hypothèse que le coût des arcs reliant les zones et les BTS, représentant des 
liaisons radios, est nul.
- Exceptées les zones et la source qui constituent respectivement des sommets 
de demande et de disponibilité, tous les autres sommets sont des sommets de transition, 
c’est-à-dire qu’ils n ’ont pas de demande à satisfaire ni d’offre initiale et restituent tout le 
flot qu’ils reçoivent.
- Une zone ne pouvant pas recevoir plus de trafic qu’elle n’en demande, la 
capacité des arcs reliant les BTS aux zones est égale à la demande de la zone.
- Une BTS gère une quantité de trafic limitée par sa capacité. Elle ne doit 
donc pas recevoir un flot supérieur à sa capacité. Tout arc reliant un BSC à une BTS a 
alors une capacité égale à la capacité de la BTS.
- Les capacités des MSC et des BSC, en terme de nombre d’arcs qu’ils peuvent 
connecter, vont être conservées.
- La capacité d ’un arc reliant la source à un MSC ou reliant un BSC à un 
MSC est égale à la demande totale pouvant être véhiculée à travers le réseau.
Dans ce nouveau modèle, l’aspect voisinage qui indiquait que deux équipements 
peuvent être reliés et qui dépendait de la sélection des sommets n ’est plus pris en 
considération. Il est remplacé par la prédéfinition d’arcs susceptibles d’être installés.
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Fig. 3.1 -  Modélisation par les flots
Considérons un graphe G = (V,E) où V  est un ensemble de sommets représen­
tant l’ensemble des sites prédéfinis pour l’installation des équipements et E  est un en­
semble d’arcs reliant ces différents sommets. L’ensemble E  est une réunion de sous- 
ensembles Ek d ’arcs appartenant à un même niveau hiérarchique k. Chaque sous- 
ensemble est dénommé sous-réseau, (Em sous-réseau Source-MSC, E & sous-réseau MSC- 
BSC, E a sous-réseau BSC-BTS, E z sous-réseau BTS-Zones). Notre objectif est de sélection­
ner parmi un ensemble d ’arcs prédéfinis pour connecter les différents sites destinés à l’ins­
tallation des équipements, un sous-ensemble capable d’acheminer le flot, qui représente 
la quantité de trafic, et satisfaire toute la demande à coût minimal. Dans ce qui suit, 
nous allons définir les différents paramètres et variables du problème et donner la forme 
du modèle.
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3.2 Form ulation du problèm e par les flots
Tout au long de ce chapitre, sauf indication contraire, certaines notations 
utilisées dans la section 2.1.1 pour définir certains paramètres sont maintenues. Dans ce 
qui suit, nous introduisons de nouvelles notations qui vont être utilisées dans ce chapitre.
3.2.1 Définition des paramètres et des variables 
Les param ètres
- Certaines notations définies dans la section 2.1.1 vont être adaptées à la nouvelle for­
mulation mais gardent la même définition.
raz est le revenu engendré par une unité de flot à travers l’arc (a,z).
rz si (a,z) G A  x Z  , 
0 sinon .
daz est la capacité de l’arc (a,z).
dz si (a,z) e  A  x Z, 
0 sinon .
' Z
qt,a est la capacité de l’arc (b,a).
Qba — qa si (b,a) G B  x A, 0 sinon .
- Cij est le coût fixe de l’arc (i,j). Ce coût est égal à la somme des coûts fixes Zÿ et 
Ej respectivement coût fixe d ’installation de l’arc (i,j) et du coût fixe d’installation du 
sommet destination j  de l’arc (i,j). Ces coûts fixes sont les mêmes que précédemment 
définis dans le paragraphe 2.3.2.
0 si j  G Z  ou % =  s
kj +  Ej sinon .
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- tij est la capacité de tou t arc (i , j) appartenant aux niveaux E m ou E b:
zez
- N + ensemble des successeurs du sommet j.3 J
- N~  ensemble des prédécesseurs du sommet j .
Variables
- fij est la quantité de flot passant à travers l’arc
- yij est la variable de liaison indiquant si un arc va être activé
1 si l’arc (i,j) est choisi,
Fonction ob jectif
Notre objectif est de minimiser le coût des arcs utilisés pour acheminer le 
flot depuis la source fictive vers les zones, sous des contraintes de capacité. La fonction 
objectif est donc composée de deux termes:
- Le revenu engendré par la couverture totale des zones:
tij — ^   ^dz D
0 sinon.
L ( f ) =  ^ 2 ( razfaz)-
z £ Z  a£A z
- Le coût total d’installation des arcs:
x B ( b,a)£BxA m £ M
Il s’agit de minimiser:
Z =  L (/) +  C(y).
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3.2.2 Définition des contraintes 
Contraintes
1. La somme des flots sortant de la source est exactement égale à la demande totale:
E  fsm  =  E  dz =  D -
m £ M  z £ Z
2. Toute zone doit recevoir suffisamment de flot pour que sa demande soit satisfaite:
E faz =  d z , Vz g  Z .
3. La quantité de flot entrant vers un sommet de transition est égale à la quantité de 
flot qui en sort (conservation du flot):
E  fa z  -  E  f ba =  °> V a G A >
zeN+ beN-
E  f b a -  E  f mb =  °> G B ’
a£iVj m£Nb
E f™b ~  = °> e M -
b e N +
4. Le flot passant à travers un arc est au plus égal à la capacité de cet arc. Cette
contrainte assure aussi le couplage entre les variables de flot et d’installation d ’arc:
fa z  5; dazyaz, X/z G Z , V u G A ,
fba < qbaVba, Va G A ,  X/b G B ,
fmb  L ^ B, X/fï1 G AL,
/sm — tsmUsm,] V?7l G M
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5. Le nombre d ’arcs sortant d’un sommet MSC ou BSC est limité:
^  ^ Vba — Qbi b E  B ,
a e N +
^   ^ Vmb C Qmi TU Ç: M.
b£N+
6. Chaque sommet de transition admet au plüs un arc entrant:
X] Vba < Va € A ,
b€Na
y™b -  1> Vm G M -
7. Les variables de flots sont positives: > 0, V (ij) G -B.
8. Les variables d’installation d ’ars sont binaires: y^ G {0,1}, V(i,j) G B.
Contraintes redondantes
Les contraintes redondantes suivantes nous sont utiles pour imposer au problè-
ces contraintes redondantes n ’apparaissent pas dans notre modèle mais servent unique­
ment dans la partie des tests numériques. Elles permettent d’avoir une solution la moins 
non-réalisable possible avec la relaxation langrangienne.
9. Tout sommet de transition j  ayant un ou plusieurs arcs sortants doit avoir un arc
i e N +
10. On doit avoir suffisamment de capacité au niveau des antennes choisies pour satis­
faire la demande:
me relaxé une structure de réseau et influer sur la réalisabilité de la solution. À noter que
entrant:
Vkj < ^ 2  Uji Vj G M  U B  U A  , k G N j  .
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11. Tout sommet de transition j  ne peut avoir d’arcs sortants à moins d’avoir un arc 
entrant:
Ukj > Vji Vj e  M  U B U  A i G N f ,  k G N~.
3.2.3 M odèle
Le modèle MIP s’écrit:
min C{y) + L ( f )
sujet à:
Y 2  frnb ~  fsm  = 0  V m  G M ,  (3 .1 )
feeiVm
^ 2  fba~ Y ,  = 0 V6 G (3-2)
a€N^~ mÇLN^
Y 2  ^ z a ~  Y 2  f ba - 0 Va 6  A> ( 3 -3 )
zeN+ beN-
Y 2  fsm  =  D  (3 .4 )
m e ) V s+
Y 2  f*z = d z VT G Z , (3 .5 )
at=Nz
fa z  dazyaz <  0  V (a,,z) G A  x  Z , (3 -3 )
fba -  QbaVba <  0  V(Ô,û) £  B  X A, (3 .7 )
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f m b  tm b V m b  — 0 V! f f i . b  j G M  X B t (3 .8 )
fsm tsmUsm — 0 Vïïï G M, (3.9)
X ]  2/«w < 1  V a  G A ,
6 e  JV"
Vmb < 1  V6 G B,
mEN.
Y .  Vba <  Q b  V6 G 5 ,
O G J V +
^   ^ Umb El Q m  V m  G M ,
b€N+
f i j  > o V(i,j) G E,







Définissons les matrices de contraintes suivantes:
Yhba
y  Vba < 1 Va G A,
bENâ
y  Vba < Q b Vb G B.
a eN +
^  ^ Vmb < l Vb G B,
mENj^
X3 ymb <  Q m  Vm G M.
b€N+
Y m b —  <
Les contraintes de couplage (3.6), (3.7), (3.8) et (3.9) rendent la résolution du modèle 
difficile. Leur relaxation permet de séparer notre modèle en deux types de problèmes: 
un problème de flot, d ’une part, et, d’autre part, un problème qui s’apparente à l’arbre
72
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
de Steiner, [53], à la seule différence qu’on peut avoir au dernier niveau plusieurs arcs 
entrant vers les zones (ce qui nous fait perdre la structure d’arbre).
3.3 La R elaxation  lagrangienne
L’utilisation des multiplicateurs de Lagrange dans les problèmes d’optimisa­
tion a déjà été suggérée par Everett, [26]. Le succès des travaux de Held et Karp, [39], 
sur l’application de la relaxation lagrangienne au problème de voyageur de commerce 
a stimulé une utilisation étendue de cette approche. Fisher ([29], [30], [31]), fournit un 
traitement d ’ensemble de la théorie et de l’application de la dualité lagrangienne dans le 
domaine de la programmation en nombres entiers. Cette méthode est utilisée dans [40] et 
[42], pour déterminer une solution approchée d ’un problème de multiflot respectivement 
dans un modèle avec contraintes de capacités et sans capacités sur les arcs. La relaxa­
tion lagrangienne consiste à mettre un ensemble de contraintes du MIP dans la fonction 
objectif, avec des multiplicateurs fixés. Dans sa forme de base la méthode est composée 
d’une relaxation des contraintes dites compliquantes, d’une procédure de sous-gradient 
pour résoudre le dual lagrangien et d’une heuristique qui permet d ’atteindre une solution 
réalisable.
Dans ce qui suit nous allons décrire la méthode de relaxation lagrangienne combinée avec 
une technique de sous-gradient.
Soit un modèle de la forme:
min CTx 
sujet à:
(LP) Ax  — a < 0,
Bx — b <  0,
x e X .
où C  est un vecteur, A et B  sont des matrices et X  est un sous-ensemble quelconque 
éventuellement discret. On suppose qu’on dispose d’un outil logiciel capable de minimiser
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une fonction linéaire sous les contraintes A x — a < 0, Mx G X,  mais l’introduction des 
contraintes B x  — b < 0 rend le problème difficile. Les contraintes B x  — b < 0 sont appelées 
de manière générique les “contraintes de couplage” . La dualisation de cette contrainte 
induit une nouvelle fonction objectif appelée lagrangien qui est une fonction des variables 
primale x et duale a > 0.
L(x,a) — CTx  +  a T (Bx — b).
Le lagrangien remplace chaque contrainte à relaxer par un coût linéaire à payer ou à 
recevoir. La fonction duale qui lui est associée est une fonction qui, à tout a > 0 fait 
correspondre W(a)  qui est une borne inférieure de {LP) et est déterminée en résolvant 
le problème:
LL(o:)=m in L(x,a)  
sujet à:
(RLP“h  A x - a  <
x E X .
\
Par la dualité faible on a la relation:
Ma > 0, W{a)  < CTx, Mx tel que Ax — a < 0, B x  — b < 0, x  € X
= *  W(a) < z *.
où z* est la valeur optimale du problème {LP). Cette dernière inéquation est vérifiée 
pour tout x  réalisable pour notre problème et tout a 6 ce qui nous donne deux 
motivations pour résoudre le problème dual.
- Comme chaque W (a) est une borne inférieure de la valeur optimale du problème (L P ) 
alors chercher à maximiser W  revient à trouver une meilleure borne inférieure.
- Si la solution x a de (RLPa) est réalisable pour le problème (L P ) alors Légalité 
W( a)  = CTx a est vérifiée et par conséquent x a est une solution optimale de (LP). Notre 
a  doit donc maximiser W.
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En utilisant la dualité lagrangienne le problème dual s’écrit:
(DLP) |  maX“eR+ W
Le principe de la relaxation lagrangienne consiste alors à résoudre de manière itérative 
la suite de problèmes RLP(a)  pour différentes valeurs de a.
Le problème (DLPa) est en général non-différentiable et sa fonction objectif est concave 
et linéaire par morceaux. Une des techniques utilisées pour résoudre ce problème est 
l’algorithme du sous-gradient, [62], [30], [31]. Il consiste, à chaque itération, à faire une 
mise à jour des multiplicateurs de Lagrange.
La relaxation lagrangienne remplace la résolution du problème primai par celle 
de son dual. Mais des questions se posent après avoir résolu le problème dual: le saut de 
dualité est-il faible? Comment retrouver une bonne solution réalisable? Généralement la 
fonction duale n’est pas différentiable, alors pour résoudre le problème dual, on utilise 
souvent la concavité de la fonction duale et une méthode de type sous-gradient. Pour 
cela, il est essentiel de savoir déterminer facilement un sous-gradient de W  en un point 
a.
On a le théorème suivant:
Théorèm e 3
La fonction W(a) ,  sur son ensemble de définition, est toujours concave et semi-continue 
supérieurement. De plus si a est tel que (RLPa) admette une solution optimale x a (non 
nécessairement unique), alors ga = B x a — b est un sous-gradient de W  en a, donc la 
relation suivante est vérifiée:
W{ v ) <  W( a)  + g^(v — a) \/v G Dom(W).
Soit a k le vecteur des multiplicateurs de l’itération courante. Pour un t > 0 assez petit,
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soit le point a(t) = a k + tgak, d ’après le théorème 3 on a la relation:
» V  + tga„) < W(ck) + (gn )T(tgai),
W ( c f + t g ai) < +
Cette relation permet de justifier la mise à jour des vecteurs de multiplicateurs en posant 
a k+ 1 _  ^  +  tkg^  _
D’autres techniques existent pour résoudre le problème dual. On peut utiliser 
la méthode des faisceaux , la méthode des plans de coupes, [62], l’algorithme du volume 
[7], la méthode proximale, etc... Dans ce qui suit nous allons appliquer la méthode de 
relaxation lagrangienne au modèle de flots.
3.4 A pplication  au m odèle de flot
L’approche utilisée pour résoudre notre problème MIP consiste à fournir des 
bornes sur la valeur optimale du problème. Une borne inférieure est évaluée à travers 
une technique de relaxation lagrangienne. Elle sera améliorée à chaque itération par 
une méthode de sous-gradient. Une borne supérieure sera aussi calculée à travers une 
heuristique qui exploite les caractéristiques du réseau.
Les contraintes qui rendent notre modèle “difficile” à résoudre sont les contraintes dans 
lesquelles on retrouve les deux types de variables, ce sont les contraintes de capacités. 
Ces contraintes permettent un couplage entre les deux types de variables. Leur relaxation 
va permettre de les découpler et de décomposer le problème en différents sous-problèmes 
plus simples à résoudre. Dans les prochaines sections la fonction duale sera définie suivie 
de la résolution des sous-problèmes induits par la relaxation.
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3.4.1 Fonction duale
La relaxation lagrangienne consiste à affecter à chacune des contraintes à 
relaxer une variable duale qui représente le coût à payer ou à recevoir. Considérons : 
a  le vecteur des multiplicateurs associés à l’ensemble de contraintes (3.6),
& — (qw) ;
(3 le vecteur des multiplicateurs associés à l’ensemble de contraintes (3.7),
/? =  ( M ,
7  le vecteur des multiplicateurs associés à l’ensemble de contraintes (3.8),
T =  (7 mb)i
A le vecteur des multiplicateurs associés à l’ensemble de contraintes (3.9),
A — (Asm) •
Notons $  =  (a,(3,7 ,A). Le lagrangien s’écrit alors:
L(y,/,d>) =  L x(f,<ï>) +  L2 (y,d>) +  L 3 (î/,$) +  L4(y,$) +  Lb{y$)
où:
Li(m =  B  &az Taz ) f a z  " h  ^  ^  f3bafba 3 “  ^  ^  T mbfmb  d "  E  A s m f s m
(a,z) (6,a.) (ro,6) mcATeM
L 2{ y , $ )
(a,z)
L3{y,^)  ^ (^Cfea Qba(3ba)ybai
(b,a)
-^4(y>^) ^   ^(Cmb Ln&0m&)?/7n6î
(m,b)
L 5(y,$) = ^ ( C U -
m£M
Le problème relaxé PP(<1>) s’écrit:
f lL ( $ ) = m in Z iR L(y,/,d>)
sujet à:
(3.1) à (3.5),(3.10) à (3.15).
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En utilisant la dualité lagrangienne le problème dual s’écrit:
(DLP) |  max«^+ W W
Le problème PR($>) peut être décomposé en cinq sous-problèmes. Un premier sous- 
problème dépendant des variables de flot et quatre autres dépendant des variables d ’arcs 
de même niveau hiérarchique dans le réseau.
3.4.2 Résolution des sous-problèmes 
Sous-problèm e (S P R i )
Le premier sous-problème (SPRi)  regroupe des variables de flot.
( min Z  =  Li( f ,$ )
(.S P R i ) < sujet a:
(3.1) à (3.5),(3.15).
La forme de la fonction objectif permet de définir les coefficients (otaz — raz), (fiba), ( 7 mb) 
et (Am) comme étant les coûts de transport d’une unité de flot à travers les arcs du réseau. 
Le sous-problème reviendrait à trouver un plan d ’acheminement du flot disponible de la 
source fictive s vers les différentes zones au coût minimal. C’est un problème de flot dans 
lequel la capacité des arcs est infinie. Il consiste à déterminer la quantité de flot à envoyer 
à travers chaque arc du réseau et qui permettrait de satisfaire la demande au niveau des 
zones à coût minimal. Pour résoudre le sous-problème, on détermine le plus court chemin 
de s à n ’importe quelle zone z et on route sur ce chemin une quantité de flot égale à la 
demande dz. Le coût unitaire de transport du flot sur chaque chemin est la somme des 
coûts de chaque unité de flot sur les arcs qui le composent. La valeur de chaque flot, sur 
chaque arc, est la somme des demandes des zones dont le plus court chemin passe par 
cet arc.
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Les quatre autres sous-problèmes dépendent des variables d’arcs d’un même
niveau du réseau.
Sous-problèm e (S P R 2 )
L’absence de coûts de liaison au niveau des arcs du niveau BTS-Zone va 
simplifier la résolution de ce sous-problème. Le sous-problème (S P R 2), est fonction des 
variables d ’arcs du niveau BTS-Zones. Il s’écrit:
{ min L2(y,$) sujet à:
Vaz  e  (0,l},V(a,z).
Le sous-problème (S P R 2) peut être séparé en Z  sous-problèmes définis pour chaque 
z E Z  comme suit:
Sous-problèm e (S P R s)
Le sous-problème (S P R 3), est fonction des variables d’arcs du niveau BSC- 
BTS. Il s’écrit:
min L\(y,a)
Pour tout z G Z,  la solution optimale est
1  si daza az ^  0  . 
0  sinon.
mm -^3(2/ )^ )  ^  QbaPba)yba
(.S P R 3) sujet à:
Vba £  Ybat 
Vba ^  { 0 , 1 } .
79
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Ce sous-problème peut être interprété comme un problème d ’affectation. La première 
contrainte ressemble à la contrainte de demande et la deuxième à une contrainte de 
disponibilité.
Posons: =  Cba -  qbaPba, N  = {(a,b) : $ 6a < 0} et
A = {a 6 A  tel qu’il existe un ba G B a\ <3>&aa < 0}. Les arcs qui ont un coût positif 
sont forcés à prendre la valeur zéro pour ne pas contribuer à l’augmentation de la fonction 
objectif. Nous allons donc considérer une restriction (S P R 3)n sur l ’ensemble N  du sous- 
problème (S P R 3). Ce sous-problème s’interprète comme un problème d ’affectation de la 
manière suivante:
- la variable d’arc yba indique si le sommet origine b est affecté au sommet destination a,
- le coût d ’affectation du sommet b au sommet a est considéré comme étant égal à $ 6a,
- Qb est interprété comme étant le nombre de sommets BTS qui pourront être atteints à 
partir du BSC b,
- la demande au niveau d ’un sommet destination a £ A est égale à 1.
Le problème d’affectation sera résolu par un algorithme de transport pour obtenir une 
solution optimale. Soit (2/&a)(&,a)eiv la solution optimale trouvée.
Sous-problèm e (S P R 4)
Le sous-problème (S P R 4) est fonction des variables d’arc du niveau MSC- 
BSC. Il se formule de la même manière que le sous-problème (S P R 3) traité précédemment 
et est résolu de la même manière.
^ 4 (7 ) =  min L4(y,$)
( q p \ J sujet a.
( 4j  ^ y mb e Y ^ ,
Vmb €  { 0 ,1 } .
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Sous-problème (S P R 5)
min Z/5(î/,$) — ^   ^(Csrn tsm.Xsm)ysm
<-S P ^  \  sujet à:
Vsm e {0,1}, Vm G M.
Le sous-problème (S P R 5) se résout simplement. La solution optimale est
1 si Csm t smXsm U 0 ,
Vsm 0 sinon.
3.4.3 Algorithme du sous-gradient
Les méthodes de sous-gradient sont proposées pour minimiser des fonctions 
convexes (ou maximiser des fonctions concaves) non nécessairement différentiables pour 
lesquelles il est relativement aisé de déterminer un sous-gradient en un point. La méthode 
générique consiste à effectuer de petits pas dans la direction du sous-gradient [62], [39]. 
Utilisons les notations suivantes pour désigner les contraintes de capacités qui ont été 
relaxées:
9 l { f i V )  ( faz  ~~ d azy az)a(iAz,z£Z>
9 2 ( 1 ,U) = {fba -  9bayba)aeA,beBai
9 3 ( 1 ,y )  {fmb )
9 i ( f , y )  = (f s m  -
9  =  (<7i><72)<73)<74)-
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Les multiplicateurs sont mis à jour de la manière suivante:
a k+i _  max{o,ak + pkg \ ( f k,yk)} ,
p k+1 = max{0,/3fc + p hg2( f k,yk)},
7fc+1 =  max{0,jk + p kg3{ f k,yk)},
\ k+1 = max{0,Ak + pkg i ( f k,yk)},
=  (ak+l,Pk+1,7fc+1,Afc+1). 
k+1 1.05UB -  ZLR(<S>k+l)
P ^  =  7T-
nbiter\\g(fk+1 ,yk+1)\\
7r est un scalaire défini par 0 < 7r < 2, [62]; nbiter =  nombre d ’itérations et 
ZLR la valeur optimale du problème PR(&).
7r est utilisé pour contrôler la vitesse de convergence de la méthode. Le paramètre UB  
représente une borne supérieure, une estimation par excès de la valeur optimale du 
problème initial associée à une solution réalisable.
Notre problème relaxé s’écrit sous forme matricielle de la manière suivante:
( VL($) =  min H(f,y)  +  <3>Tg(f,y)
PÆ($)  ^ s.c
1 y e Y , f  e F
Y  est l ’ensemble des contraintes dépendant uniquement des variables de liaison, F  l’en­
semble des contraintes de flot et H (f ,y )  =  C(y) +  L(f) .
La procédure de résolution est définie de la manière suivante:
a) Initialisation
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soit (f k,yk) la solution optimale trouvée. 
g ( f k,hk) est un sous-gradient de W  au point
c) test d ’arrêt
-  Si le test d ’arrêt est vérifié, l’algorithme s’arrête .
Soit (f,y)  la solution obtenue.
-  Sinon faire une mise à jour des multiplicateurs.
On fait k = k + l et on retourne à l’étape b
Les contraintes relaxées, permettent non seulement de limiter le flot traversant 
les arcs, mais aussi servent de couplage entre les variables d ’arcs et de flots. Ces deux 
conditions ne sont plus forcément satisfaites après la relaxation, ce qui fait que la solution 
fournie par la relaxation lagrangienne est en général non-réalisable. La solution non- 
réalisable obtenue peut donc comporter: des arcs ayant une quantité de flot supérieure à 
leur capacité, ou des arcs ayant un flot positif tandis que l’arc n’est pas choisi, ou un arc 
choisi sans flot. Donc il faut une autre procédure pour générer une solution réalisable à 
partir de cette dernière. Dans la prochaine section nous développons une heuristique qui 
permet de rendre réalisable la solution obtenue après l’algorithme du sous-gradient.
3.4.4 Heuristique
L’heuristique qu’on va développer consiste d’abord à réduire le surplus de 
capacité au niveau des BTS jusqu’à satisfaction de la demande de toutes les zones, ensuite 
à connecter toutes les BTS activées, ayant un flot sortant, aux BSC. Enfin, on connecte 
ces BSC aux MSC qui sont connectés à leur tour à la source fictive. Aussi tout arc non 
traversé par du flot est annullé.
Considérons (ÿ, /)  la solution fournie par l’algorithme de sous-gradient.
83
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Définissons les paramètres suivants:
capaciterestante(a) =  la quantité de flot restant pour que la BTS a soit saturée; 
nbarcsortant[i] =  le nombre d’arcs activés sortant du sommet i;
nbarcentrant\i\ =  le nombre d’arcs activés entrant vers le sommet i;
flotsortant[i] =  la quantité de flot sortant du sommet i]
flotentrant[i] =  la quantité de flot entrant vers le sommet i ;
nbarcrestant[j] =  surplus de capacité en terme de nombre d’arcs;
Soit Qr(a) =  qba -  £ /« • *  =  surplus de capacité d ’une BTS a. Qr{a) > 0 signifie que la
capacité de la BTS a est dépassée. Qr(a) < 0 indique que la capacité de la BTS a n ’est
pas encore atteinte.
L’heuristique est définie de la manière suivante:
1. A ctivation d ’arcs ayant un flot non nul
Pour chaque arc (p,q) tel que ypq = 0 et f pq >  0 alors faire ypq = 1
2. R éduction de capacité pour une BTS
a) Transfert de flot vers une autre BTS de capacité non saturée
+  Tant qu’il existe une BTS a telle que Qr(a) < 0 alors 
choisir une zone z' telle que yazf =  1 et f azr > 0 
s’il existe une BTS a' ^  a telle que yaiz< =  1 alors




si faz1 > Qz(a') > 0, faire:
fa'z' = Qr(a’)
faz' = faz' -  Qr{a')
+  fin tant que
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b) Transfert de flot vers n ’importe quelle autre BTS
+  Tant qu’il existe a E  A  telle que Qr(a) < 0 alors 
choisir une zone z telle que f az > 0 
choisir une BTS a' a telle que ya>z = 1 alors
-  si —Qr(a) <  capaciterestante(a') faire
fa’z — la'z Qt (jx) 
faz = faz + Qr{a)
-  Sinon f a>z = f a>z +  capaciterestante(a') 
faz =  faz — capaciterestante(a')
Sinon si a' appartient au voisinage de 2  et que ya>z =  0
faire ya; z 1 et f a'z faz fit f az — 0
+  Fin tant que
3. R éduction de capacité d ’un BSC
+  Tant qu’il existe un BSC b tel que nbarcrestant[b) < 0
Choisir une BTS a reliée au BSC b tel que fba > 0  et yba — 1
choisir un BSC b' E V(a) tel que nbarcrestant[b'] > 0,
et nbarcsortant[b'} > 0, poser
fb'a — fbai Vb'a 1 fba 0? Vba — 0
+  Fin tant que
4. R éduction de capacité d ’un MSC
+  Tant qu’il existe un MSC m tel que nbarcrestant[m] < 0 
Choisir un BSC b reliée au MSC m  tel que f mb > 0 et ymb = 1 
choisir un BSC m! EV(b)  tel que nbarcrestant[m'} > 0, 
et nbarcsortant[m'] > 0, poser:
fm'b fmbi Vm'b 1 fmb 0, Vmb — 0
+  Fin tant que
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5. Annulation d ’arcs
Si la variable de flot est nulle alors prendre la variable d’arc nulle.
Dans la prochaine section, nous présentons les résultats numériques obtenus, 
en résolvant le modèle de flot : d ’une part, directement par Cplex, et d ’autre part, par 
l’heuristique lagrangienne.
3.5 R ésu lta ts num ériques
Les tests numériques ont été effectués dans les mêmes conditions que dans le 
chapitre 2 avec le même ordinateur. Les données sont encore générées de manière aléatoire 
par le même programme codé en C ++ . Le temps limite de résolution T L  est toujours 
fixé à 10 heures. Les instances utilisent les mêmes paramètres qu’à la section 2.4. Au 
niveau de chaque tableau, la colonne Z représente le nombre de zones (cellules) à couvrir 
et les colonnes des ensembles A, B et M représentent respectivement le nombre de sites 
disponibles prédéfinis pour l’installation des BTS, BSC et MSC. La colonne N  représente, 
pour des instances dont les paramètres sont les mêmes, le numéro de l’instance. La colonne 
6 indique le meilleur temps de résolution fourni par Cplex, entre le modèle de synthèse 
du chapitre 2 et le modèle global de flot. La borne supérieure UB  est déterminée par 
l’heuristique tandis que la borne inférieure L B  est déterminée après quelques itérations 
du sous-gradient. L’avant dernière colonne mesure le saut de dualité (dgap) qui existe 
entre les deux bornes fournies par l’heuristique lagrangienne: dgap = (UB — L B) /U B.  
La dernière colonne mesure le “gap” existant entre la valeur optimale (V.O) fournie par 
Cplex ou Benders et la valeur donnée par l’heuristique. Il est défini par: 
gap = (V.O — UB)/V.O,  L’unité de temps est la seconde sur tous les tableaux. Pour 
les instances de petite taille présentées dans le tableau 3.1, la relaxation donne souvent 
la solution optimale, même si le temps de résolution est légèrement supérieur à celui de
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Z A B M N Meilleur Temps (s) Temps (s) dgap gap
36 12 2 1 2 0.03 3 0.06 0
49 17 2 1 1 0.07 3 0.12 0
49 17 2 1 1 0.19 3 0.28 0.12
69 25 2 1 2 5 5 0.09 0.072
84 27 2 1 3 0.25 8 0.15 0
96 35 2 1 1 11 13 0.18 0.007
96 35 2 1 2 0.30 13 0.003 0
96 35 2 1 3 44 6 0.006 0
T a b . 3.1 -  Instances type I: comparaison Cplex-Relaxation
Cplex. Les tableaux 3.2 et 3.3 font entrevoir que l’augmentation de la taille des instances 
influe sur la borne inférieure et la qualité de la borne supérieure. L’efficacité de la méthode 
de relaxation lagrangienne, est notable pour les instances de taille moyenne. Elle fournit 
souvent, pour ces instances, une bonne borne supérieure en un temps acceptable, là où 
Cplex ne fournit même pas la solution optimale dans la limite de temps fixée. C’est ce 
que montre le tableau 3.2 qui fait ressortir le gain en temps au prix de perdre l’optimalité. 
Le “gap” entre la borne supérieure et la solution optimale est d ’autant plus petite que 
la borne inférieure est meilleure. Dans le tableau 3.3, on voit que pour les instances de 
grande taille l’heuristique lagrangienne fournit une très bonne borne supérieure en peu 
de temps. Même si le saut de dualité donné par l’avant dernière colonne du tableau est 
relativement grand, le gap faible de moins de 13% entre la valeur optimale et la valeur de 
l’algorithme confirme l’efficacité de la relaxation lagrangienne appliquée aux problèmes 
de grande taille. Cplex par contre atteint toujours la limite de temps et souvent ne fournit 
pas la valeur optimale.
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Méthodes
Paramètres Cplex Relaxation Lagrangienne
Z A B M N Meilleur temps(s) Temps (s) dgap gap
105 40 3 2 2 TL 16 0.33 0.12
150 55 3 2 1 TL 30 0.53 0.10
150 55 3 2 2 TL 30 0.53 0.017
180 60 3 2 2 5011 63 0.92 0.03
186 68 3 2 1 1120 63 0.46 0.14
200 175 3 2 3 TL 31 0.23 0.01
204 75 3 2 3 TL 34 0.13 0.11
234 95 3 2 1 TL 72 0.22 0.03
234 95 3 2 1 TL 72 0.14 0.03
T a b . 3.2 -  Instances de type II: comparaison Cplex-Relaxation
Méthodes
Paramètres Cplex Relaxation Lagrangienne
Z A B M N Meilleur temps (s) Temps (s) dgap gap
256 115 3 2 1 TL 72 0.34 0.13
300 150 5 2 1 TL 197 0.40 0.10
400 375 3 2 32 TL 201 0.35 0.014
400 375 3 2 3 TL 174 0.30 0.022
500 450 3 2 2 TL 298 0.43 0.013
T a b . 3.3 -  Instances de type III: comparaison Cplex-Relaxation
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3.6 C onclusion
Dans ce chapitre, nous avons traité une formulation de la conception topolo­
gique des réseaux de télécommunication cellulaires par les flots. Une méthode de relaxa­
tion lagrangienne a été utilisée pour trouver une approximation de la solution optimale. 
Avec la forme particulière du modèle, la relaxation des contraintes de capacités a permis 
de séparer le modèle en plusieurs sous-problèmes simples à traiter. Un premier sous- 
problème consiste à envoyer une quantité de flot d ’une source vers des destinations qui 
ont une demande à satisfaire. Ce sous-problème est résolu comme un problème de plus 
court chemin. Quatre autres sous-problèmes dépendent des variables d ’arcs de même 
niveau et ont été traités simplement en tenant compte de leur forme particulière.
La performance et l’efficacité de la méthode de relaxation lagrangienne ap­
pliquée aux problèmes de grande taille sont encore vérifiées dans cette étude. Même si 
l’heuristique lagrangienne perd par rapport à l’optimalité pour ce type de problème, on 
note un gain considérable au niveau du temps de résolution comparé même à la méthode 
de Benders qui a montré quelques difficultés à atteindre la solution optimale dans la 
limite de temps fixée. La qualité de la borne qu’elle fournit et le saut de dualité faible 
montrent tout l’intérêt de ce modèle de flot comparé avec le modèle classique.
Dans le prochain chapitre, nous appliquons une méthode de décomposition 
mixte à notre modèle de flot. De cette décomposition on déduit, avec une relaxation 
des contraintes de flots, des sous-problèmes qui dépendent des niveaux hiérarchiques du 
réseau.
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Chapitre 4
D écom position M ixte
L’objectif principal des méthodes de décomposition en programmation mathé­
matique est naturellement de réduire la taille des problèmes, perm ettant de substi­
tuer un gros moyen de calcul par des calculateurs locaux de taille réduite travaillant 
en parallèle ou séquentiellement, ou même de manière interactive suivant le type de 
coordination adopté. Avec la particularité de la structure hiérarchique des réseaux de 
télécommunication, une décomposition en niveaux peut influer sur la qualité de la so­
lution. Elle permet de traiter le problème de manière locale pour chaque niveau, reste 
après à trouver un moyen de coordonner les interactions entre deux niveaux successifs. 
La méthode de décomposition mixte, [54] , est très efficace pour résoudre des modèles 
à structure hiérarchisée comme dans le cadre des réseaux de télécommunication cellu­
laires. Elle combine à la fois une décomposition par les prix (variables duales) et une 
décomposition par les ressources (variables d’allocation). La décomposition par les res­
sources permet de gérer le transfert de flot d’un niveau du réseau à un autre.
Chaque niveau représente un sous-réseau. Appelons Ez , Ea, E b et E m les sous-réseaux 
définis respectivement par les niveaux BTS-Zones, BSC-BTS, MSC-BSC et Source-MSC.
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L’idée consiste à traiter le problème de manière locale en déterminant les arcs à sélectionner 
pour chaque sous-réseau et le flot qui doit y passer. Le problème qui se pose cependant est 
la satisfaction de la contrainte de conservation de flots entre ces différents sous-réseaux. 
Ces contraintes sont définies comme différence entre deux termes appartenant à des sous- 
réseaux successifs. Par exemple, si on considère un sommet b appartenant à l’ensemble 
des BSC, la contrainte de conservation s’exprime comme la différence d ’une somme de 
termes dont les composantes sont des variables du sous-réseau E b et d ’une autre dont 
les composantes sont des variables de E a. Cette contrainte de conservation de flots peut 
alors être décomposée par l’intermédiaire d ’une variable tampon, qu’on appellera variable 
d’allocation, qui sera égale à chacun des termes de cette contrainte.
Dans les sections qui vont suivre, nous donnons une description de la méthode 
de décomposition mixte. Ensuite nous proposons son application au modèle de flot (M I P ) 
décrit dans la section 3.2.3 et l’algorithme de résolution utilisé pour les tests numériques. 
En fin nous présentons les résultats numériques justifiant la validité de cet algorithme.
4.1 D escrip tion  de la m éth od e
La méthode de Décomposition Mixte a été proposée dans le cadre des pro­
grammes linéaires Bloc-angulaires par Mahey [54], Elle est fortement liée au Principe de 
Prédiction des Interactions introduit par Takahara (voir [61]) dans le cadre de la com­
mande des systèmes complexes et analysé formellement par Cohen [19] dans le cadre de 
l’Optimisation Convexe. D’une façon plus générale, on appellera décomposition mixte 
tout schéma de décomposition-coordination itératif qui s’appuie à la fois sur des alloca­
tions de ressources et de prix. On pourra donc qualifier ce type de schéma de primal-dual 
même si ce terme signifie autre chose en programmation linéaire. L’un des premiers al­
gorithmes qui combine les coordinations par les prix et par les ressources est celui de
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Kornai et Liptak [46].
Les motivations pour combiner les deux schémas classiques de décomposition 
par les ressources ou par les prix sont diverses :
-  la décentralisation des décisions locales;
-  la réduction des dégénérescences des bases optimales dans le cadre de la P.L.;
-  la possibilité d ’une coordination à un niveau dans laquelle les sous-systèmes échangent 
directement leurs informations primales et duales.
Le premier point correspond à la volonté de rendre les sous-systèmes le plus autonome 
possible en leur perm ettant d ’identifier l’optimalité de leur solution. Les implications 
économiques et organisationnelles sont nombreuses et on peut consulter à ce sujet l’article 
de Burton et Obel [15] dans lequel plusieurs schémas mixtes sont analysés, comme par 
exemple la ” cross décomposition” de Van Roy [72] utilisée pour des modèles contenant 
des variables entières. Les deux autres points sont analysés dans [54] dans le cadre des 
programmes linéaires bloc-angulaires.
4.1.1 D égénérescence des sous-problèmes et allocations m ixtes
On donne ici une description simplifiée du schéma de décomposition appliqué 
à un programme linéaire bloc-angulaire. Il s’agit donc d’un programme linéaire contenant 
p blocs indépendants représentés par des polyèdres Sj ,j  = supposés bornés et
non vides, et couplés par m  contraintes couplantes :
v
J 2 Ajxj = b
i = 1
Le modèle de P.L. est donc dans M.N =  Rni x • • • x Knp :
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et on suppose que ce P.L. possède une solution optimale x* et des multiplicateurs opti­
maux associés aux contraintes de couplage notés u*.
Observations :
1. Du point de vue de la relaxation lagrangienne, ce défaut de décentralisation est 
une conséquence immédiate de la non différentiabilité de la fonction duale h(u) =  
Y7j=i hj{u) +  bTu ; en effet, cette fonction est par construction concave linéaire par 
morceaux et, par conséquent, non différentiable en u*.
2. L’algorithme de coordination qui cherche à résoudre le problème dual (par exemple 
par une méthode de sous-gradient) ne pourra qu’approcher la solution optimale 
duale u*; donc seuls certains sous-gradients (extrémaux) seront calculés par l’oracle 
qui s’appuie sur les sous-problèmes. La mise en place d ’une procédure de coordi­
nation qui permet de récupérer des solutions primales réalisables (Dantzig-Wolfe, 
cf. Lasdon [51], ou méthode du volume [7]) pourra contourner ce problème au prix 
d ’efforts calculatoires additionnels, mais les sous-systèmes resteront partiellement 
décentralisés, car seul le niveau coordinateur pourra reconnaître Poptimalité d’une 
solution.
Dans le cas de la Décomposition par les Ressources, chaque sous-problème 
reçoit une allocation de ressources yj, choisie globalement réalisable, c.a.d. telles que 
Xq=î Vj = b- Les sous-problèmes sont donc sous la forme :
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dont les solutions duales optimales seront notées Uj(yj).
Ici encore, la décentralisation n’est pas acquise, même si les sous-problèmes 
reçoivent les allocations optimales yj = AjX*-. En effet, x* est bien solution optimale du 
sous-problème j  mais la solution duale n ’est pas unique (dégénérescence duale) ce qui 
empêche les sous-problèmes de tester la condition d ’optimalité u\{y\) = ■■■ = up(yp). 
Cette difficulté est, comme précédemment, une conséquence de la non différentiabilité 
de la fonction de coordination v(y) — ^2 jVj(yj), ce qui implique un coût de calcul élevé 
pour le niveau coordonnateur.
source à un seul sous-problème. Cela revient à partitionner chaque bloc Aj  des contraintes 
de couplage en p sous-blocs :
Les contraintes de couplage sont alors reformulées en introduisant des alloca­
tions {yn , ■ ■ ■ ,yPP) ■
un vecteur de multiplicateur noté Uj (donc associé aux contraintes allouées au sous- 
problème j).
Le sous-problème j  dépend donc de deux paramètres yjj et Uj de même di­
mension, et s’écrit :
Pour obtenir une décomposition décentralisée, il faut donc allouer chaque res-
On maintient alors (cl) dans le sous-problème j  alors que (c2) est relaxé avec
mmXj£Sj
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Soit Xj et Uj les solutions primales et duales du sous-problème. On notera yjj = bj -  
jiXi. Le rôle du coordonnateur est maintenant de résoudre le problème minmax 
suivant :
max min ~ uÀVn ~ bi\u y
3
Dans [54], Mahey propose un schéma de coordination à un niveau qui ex­
ploite les propriétés du sous-difFérentiel des fonctions de coordination Wj et qui consiste 
à transm ettre les propositions d ’un sous-problème aux autres de la façon suivante :
ui =  % > 
y33 =  ÿjj ■
On obtient ainsi le principe dit de Prédiction des Interactions introduit par Takahara et 
analysé par Cohen [19]. La convergence dépend du choix de la partition des contraintes 
de couplage. D’autres schémas de coordination ont été analysés par Cohen et al [20]. 
Kydland a proposé également un schéma de coordination mixte très intéressant quand 
la matrice des contraintes de couplage est bloc-triangulaire [49].
4.1.2 Application à la décom position de problèmes de flots en 
sous-réseaux
Comme il a été remarqué dans [54], le choix d’une bonne partition du cou­
plage entre les sous-systèmes s’avère très délicat. Une situation semble cependant ex­
ploitable, c’est celle des problèmes d ’optimisation sur un réseau. On considère un graphe 
décomposé en sous-réseaux interconnectés par des nœuds appelés points frontières. L’idée 
consiste à découpler les sous-réseaux en appliquant un schéma de décomposition mixte 
aux contraintes de conservation de flot aux nœuds frontières.
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Considérons donc un graphe orienté G — (V,E) dont les arcs sont parti­
tionnés en sous-réseaux E  =  E\  (J • • • IJ Ep. Les arcs, munis éventuellement de capacités 
et de coûts, portent des quantités de flot /ÿ  > 0, (i,j) e  E. À  chaque contrainte
E
B T S - Z o n e s
T
FlG. 4.1 -  Décomposition
de conservation de flots d’un nœud limitrophe donné, on fait correspondre une variable 
d’allocation de ressources qui permet de la séparer en deux contraintes. Soient respecti­
vement wm Vm G M, Vf,, V6 G B  et ua, Va e A  les variables d’allocations associées aux 
contraintes de conservation de flots des sommets limitrophes du modèle de flot développé 
dans la section 3.2.3.
La décomposition se fait de la manière suivante, voir figure 4.1 :
b e N ~
Z E N +  b e N â
V zE N +
96
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^  ^  fm b
V b e B ,  Y  f ba ~  S  fmb =  0
a £ N ^  m e N ~
Vm G M, / sm -  ^  fmb = 0











Ces contraintes sont appelées contraintes d ’allocation de ressources. Avec ces 
décompositions, le modèle de flot de la section 3.2.3 devient équivalent au problème 
suivant qu’on appellera (P D (u a,vb,wm)):
min E  CbaUba
(b ,a )
sujet à:
m £ N J
T :  C m b U m b  +  y ,  C 'sm V sr  
(■m,b) m £ M
Y ,  fsm = D (4.1)
f s m  = w m Vm G M, (4.2)
y   ^ fmb  — ^ m  V m  G i l / ,
beN+
Y  f mb =Vb G •B)
m £ N ^
Y  f b* = Vb y h e  B ’
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E  A-
b € N ~
— Ua Va G A,
E  A ,
z £ N +
= ua Va G A,
E  a»
a<=N+
= daz Mz G Z,
f a z  dazyaz < o V(a,z) E A x Z,
fb a  QbaVba < o V ( b , a ) G B x A ,
f m b  tmbUmb < o V(m,è) G M  x B,
f s m  t s m U sm < o Vm G M,
Vba e Yba,
Dmb £ LAfc,
f i j > o V(i,j) G E,












Le terme L ( f  ) qui représentait le revenu engendré par la couverture des zones ne figure 
pas sur la fonction objectif car c’est un terme constant.
Dans le modèle que nous obtenons, il n ’y a plus de couplage entre les variables de flot 
appartenant à des sous-réseaux différents, ce qui favorise la décomposition du problème 
en sous-problèmes, un sous-problème pour chaque sous-réseau. Les variables d ’allocation 
vont assurer le transfert du flot entre deux sous-réseaux successifs et ainsi vont per­
mettre de sauvegarder la relation entre les différents niveaux qui composent un réseau de 
télécommunication. Après la décomposition on obtient les sous-problèmes suivants :
- le sous-problème du sous-réseau E z qui regroupe les variables f az et yaz ainsi que la
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variable d ’allocation ua. Soit Vaz(ua) sa valeur optimale.
{ min 0 sujet à:
(4.7),(4.8),(4.9),(4.15),(4.16).
- le sous-problème qui regroupe les variables du sous-réseau Ea et consiste, pour ua et vb 
fixés, à trouver un plan de transfert du flot à travers les arcs yba- Soit Vba(ua,vb) sa valeur 
optimale.
^  ^C'baVba(ua,vb) <
mm
S p b. „V .j s u j e t , ; <“'6>
(4.5),(4.6),(4.10),(4.13),(4.15),(4.16).
- le sous-problème du sous-réseau Eb consiste à sélectionner les arcs qui doivent acheminer 
le flot pour w m et v b fixés. Soit Vm b(vb, w m ) sa valeur optimale.
f min E CmbUmb
S P mb(vb,w m) sujetà; <*»
( (4.3),(4.4),(4.11),(4.14),(4.15),(4.16).
- le sous-problème du sous-réseau Em qui est indépendant des variables d’allocation. Soit 
VSm ( w m) sa valeur optimale.
f min E CsmUsm
SP sm(wm) . . .  meM 7 j sujet a:
(4.1),(4.2),(4.12),(4.15),(4.16).
L’idée de la méthode consiste à appliquer une relaxation lagrangienne au 
problème, ce qui équivaut à l ’appliquer à chaque sous-problème. Deux choix de relaxation 
des contraintes d’allocation s’offrent à nous. On peut relaxer l’ensemble des contraintes 
d ’allocation qui indiquent que la somme des flots sortant vers un sommet de transition 
est égale à la variable d’allocation correspondante, ce sont les contraintes (4.3), (4.5) et
(4.7) qui forment le groupe de type 1. On peut aussi relaxer l’ensemble des contraintes
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qui indiquent que la somme des flots entrant vers un sommet de transition est égale à 
la variable d ’allocation correspondante, ce sont les contraintes (4.4), (4.6) et (4.8), qui 
vont former le groupe de type 2. Chaque sommet transition admet deux contraintes 
d’allocation de ressources, l’une appartenant à l’ensemble des contraintes de type 1 et 
l’autre à l’ensemble de type 2, qui sont dans deux sous-problèmes distincts. La mise à 
jour des multiplicateurs de Lagrange se fait en considérant la variable duale associée à 
la deuxième contrainte d’allocation non relaxée. Supposons que la contrainte de type 1 
d’un sommet de transition i, du sous-problème k, soit relaxée. Le multiplicateur associé 
à cette contrainte correspond à la variable duale de la deuxième contrainte d’allocation 
de i , qui est évidemment non relaxée et est dans le sous-problème voisin. Ces variables 
duales sont calculées normalement à partir des sous-problèmes duaux, d ’où la nécessité 
de relaxer les contraintes d ’intégrité.
Dans les paragraphes qui suivent, nous allons d ’abord décrire les deux types de 
relaxation et proposer des méthodes de résolution des différents sous-problèmes relaxés. 
Ensuite nous terminons par la procédure de résolution qui a été testée numériquement 
qui consiste en une adaptation de la méthode de décomposition mixte aux problèmes de 
réseaux cellulaires admettant des variables binaires.
4.2 A p p lication  au m odèle
Dans cette partie, nous allons appliquer une relaxation lagrangienne des con­
traintes d ’allocation du groupe de type 1 (4.3), (4.5) et (4.7) des sous-problèmes SPaz(ua), 
SPba{ua,Vb), SPmbivbiWm), qui indiquent que la somme des flots sortant d ’un équipement 
est égale à la variable d’allocation. Soient n m,n 6 et ITa les multiplicateurs associés res­
pectivement à ces contraintes et II =  (IIa,IIb,nm) et U — ( u a , V b , w m ).
Nous allons obtenir un sous-problème relaxé pour chaque sous-réseau. Dans ce qui suit
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nous présentons les différents sous-problèmes relaxés et leur résolution.
4.3 D éfin ition  et résolution  des sous-prob lèm es re­
laxés
4.3.1 Sous-problèm e relaxé RSPlz(Jla)
La relaxation de la contrainte (4.7) du sous-problème SPaz(ua) donne le sous- 
problème relaxé suivant :
min E  E  n */«
zÇN+
R S P L (n a) sujet à: (4-8),(4.9),
Uaz < 1, V(a,z) G E,  
faz,Vaz > 0, V(a,z) G E.
Soit RVaz (ffa) sa valeur optimale.
Le coût d ’installation de chaque arc de ce sous-problème est nul, donc tous les arcs 
potentiels peuvent être installés. Pour éviter qu’une BTS ne reçoive plus de flot que sa 
capacité, on ajoute la contrainte redondante suivante: f az <  qba, qui indique que
z(~Za
toute BTS a peut gérer une quantité de flot au plus égale à sa capacité.
Le sous-problème devient équivalent au sous-problème suivant qu’on appelle (RSPfz):
min E E  fla/az
z e N +
sujet à:
(4,8),(4.9),
^  ] fa z  E  Qbai £  -4 , (^2)5
zÇ.Za
Uaz < 1, V(a,z) G E, 
faziVaz > 0, V(a,z) G E.
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Les contraintes f az -  dazyaz < 0  et yaz < 1 impliquent que: 1 > yaz > —
d a z
Or la valeur de yaz n ’a aucune influence sur la valeur optimale du problème car n ’appa­
raissant pas sur la fonction objectif. Donc nous pouvons poser:
Vaz =  j i , V a e  >1. 
U'az




5 3  5 3  ^a/az
zeN+
5 3  /a* =  VZ e Z >
aeN+
^   ^ fa z  A Qbat V a G A ,
fa z  > 0 , Va G A,Vz G Z a.
Le problème (FRSP^Z) se résout comme un problème de transport dans lequel les som­
mets a constituent les sources et les sommets z, les destinations. Les paramètres qba et 
daz représentent respectivement la disponibilité au niveau des sources et la demande des 
destinations. Soit (ÿaz, f az) la solution du sous-problème (RSP^Z) déduite de la solution 
de ( F R S P 'J .
La mise à jour des variables d’allocation associées aux sommets intermédiaires, 
BTS, est alors effectuée pour que la conservation de flot soit sauvegardée entre ce niveau
et le niveau suivant. On va poser: ua =  E  f a z > V°  G A -
z£Za
Les variables ua sont utilisées pour résoudre le sous-problème RSPla(Ub,ua) .
102
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4.3.2 Sous-problèm e relaxé RSP^l (Tlb,ua)
La relaxation de la contrainte (4.5) du sous-problème SPba(B.b,ua) donne le 
sous-problème suivant :
m in  E E  (CbaVba 4“ ü bfba) ^  ] B.bVb
sujet à:
beB aeN+ b e B
RSP^a(n b,ua) (4.6),(4.10),(4.17),
Vba <  1, V (a ,6 ) G A x  B ,
Vba G Yba, v ( a ,6 )  x P ,
/h», 2/6a > o, V(a,6) x P .
Soit RVba(ua,Ilb) la valeur optimale.
Nous allons utiliser la méthode de décomposition de Benders, décrite au chapitre 2, pour 
résoudre le sous-problème RSPfa(ua,ïlb). La projection sur l’espace des variables y donne 
le problème suivant :
min E  CbaVba 4” -^(î/)
(à,a)
sujet à:
Vba G Yba ,
Vba >  0, V (b ,a ) G E .
où pour un y fixé on a :
SPba( n b,ua) {
K(y)  =  m in  ^  ^  Ubf ba
a&A b e N ~
sujet à:
^  '  fba Ba , Va G A ,
be N r
fba < qbaVba> ^ b G P,Va G A b, 
fba > 0, V(6,a) G E .
Ce problème s’interprète comme un problème de flot qui consiste à déterminer 
un plan d ’acheminement du flot à coût minimal à topologie fixée. Le coût de transfert du 
flot, pour chaque arc d ’origine b, est égal à Lift. La réalisabilité dépend de la valeur de ua,
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qu’elle soit ou non plus grande que q^.  Ce problème se sépare en plusieurs sous-problèmes 
qui s’écrivent, pour chaque BTS a E A, sous la forme :
K a min J ]  n bfba
sujet à:
sP a(ÿ ) ^   ^ fba — Ha, (Sa) ;
beN~
fba ^ QbaVba> ^   ^Pai (U)>
fba > 0 , V6 G B a.
Le dual du sous-problème SPa(y) s’écrit :
m a x  <$>a U a -  ^2 $ bQ baV ba
D S P a(ÿ)
beBa
sujet à:
n6, V b e B a„ 
$ha> o, V6ePa.
Dans ce qui suit nous allons d ’abord déterminer la coupe de réalisabilité ensuite donner 
une formulation des coupes d ’optimalité.
Coupe de réalisabilité
Une condition nécessaire et suffisante pour qu’une topologie (yba) soit réalisable 
est que Va G A :
 ^ Qbayba ^  
b e B a
yba £ Ua, V6 € B a.
La première contrainte exprime qu’au moins un arc dirigé vers a doit avoir une capacité 
supérieure à sa demande qui, en tenant compte du fait qu’il doit admettre au plus un arc 
entrant, est égale ua. Le rajout de cette contrainte au problème maître rend réalisable 
tous les sous-problèmes RSPba{n.b,ua) pour toute topologie (yba) fixée. Il ne reste donc 
qu’à vérifier la condition d ’optimalité.
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Coupe d ’optim alité
La coupe d ’optimalité est générée quand le sous-problème est déjà réalisable.
La variable d ’allocation de ressource étant déterminée à partir du sous-problème précédent 
alors la combinaison des contraintes YfbeBa fba =  ua et f ba < qbaÿba l’unicité de l’arc 
entrant entraînent la contrainte ua < qba pour que le sous-problème soit réalisable. On 
note deux cas de réalisabilité du sous-problème, voir figure 4.2 :
1. Cas 1: ua < qba.
Dans ce cas la solution optimale du sous-problème SPa(y) est:
ba
ua si b = b, 
0 sinon.
où b tel que y-^ a = 1.
À partir du théorème des écarts complémentaires, on peut déduire les variables 
duales.
F ig . 4.2 -  Coupe
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-  pour 6 =  6, on a f ba >  0, donc la contrainte correspondante au niveau du 
problème dual est égalitaire:
-  la contrainte ( s / ,  donne que f ba < qbaÿba ce Qui implique que $2 =  0;
-  pour 6 / 6 ,  on a fba =  0, et la contrainte correspondante dans le problème 
dual est stricte:
-  pour b tel que yba — 0 et f ba =  0, la contrainte (s&) est une égalité, donc la 
variable duale qui lui correspond $£ > 0.
La solution optimale du sous-problème D R SP ba(ua,Iï6) est alors:
On applique le théorème des écarts complémentaires pour déterminer les variables 
duales de la manière suivante :
-  pour b =  b, on a f ba > 0 ce qui implique que la contrainte correspondante au 
niveau du problème dual est égalitaire
-  la contrainte (sb) donne que f ba = qbaÿba> ce implique $2 > 0;





V ü t - D a  _
{0,«î>a -  n 6} =  si 6 / 6 ,
0.
2. Cas 2. ua qba
n 6;
106
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-  pour b tel que y ba =  0 et f ba = 0, la contrainte (s&) est une égalité, donc 
variable duale qui lui correspond <3>£ > 0.
La solution optimale du sous-problème D R SP ba(ua,Rb) est alors:
( <£>“ =  min II6
J  _  VbeBa  _
i <S>\ =  max{0,$a -  n6} = ($%) + , si Mb G B a.
La coupe d ’optimalité s’écrit finalement:
-  ^ a » ) t Q b a y ba )  < 2/o-
CbÇiA bÇîBa
Problèm e m aître relaxé
Le problème maître relaxé s’écrit :
min E C b a y b a  +  2/0
(.b,a)
sujet à:
2 / 0  +  ^ 2 ( ( ^ ab ) i y Q b a y ba >  ^ ( 3 > ° ) J n a ,  0  < j < p ,
aÇ.A 6gB a a £ A
^  ^  ÇbaVba ^  ^a i  ^
beBa
y b a  ^  Y b a :
Vba  <  1 ,  V(6,a) G E a, 
y b a  > o, V(6,a) G Ea.
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4.3.3 Sous-problèm e relaxé RSP^b(Tlm,vi,)
La relaxation de la contrainte (4.3) du sous-problème SPmb(Um,Vf)) conduit 
au sous-problème suivant :
mm ^  ^  ' {C'mbVmb 4“ ü mfmb) ^   ^ Lin
R SP^b(n m,vb) <
sujet à:
m & M  b e N +
(4.4),(4.11),
Vmb < 1, V(m,6),
Vmb ^  Y m b , V(77l,Ô), 
fm b i  Vmb — 0 ,  V (?7 T .,è ).
mÇ.M
Le sous-problème i?S'P7)l6('u&,nm) se résout de la même manière que le sous-problème 
iLS'P61a('Ua,n b). Soit RVmb(vb,n m) sa valeur optimale. Le sous-problème RSP^m(wm) reste 
inchangé car il ne dispose pas de contraintes de type 1.
4.3.4 Sous-problèm e relaxé RSPsm(wm)
mm




Vsm < 1 ,  V m ë  M ,  
f sm i  Vsm > 0 ,  V m  <E M .
Soit RVsm(wm) sa valeur optimale. Pour le sous-problème R SP lm(wm) la solution 
est donnée par f sm = wsm. Mais on a besoin de résoudre le sous-problème pour 
déterminer les multiplicateurs optimaux Ilm qui permettent de formuler le sous-problème 
(RSPmb{vb,IIm)) à l’itération suivante.
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M ise à  jo u r  des m u ltip lic a te u rs  de lagrange
Pour démarrer l ’algorithme nous devons disposer de valeurs initiales pour les 
variables duales et les allocations de ressources. Pour cela, une relaxation lagrangienne 
combinée avec une méthode de sous-gradient est appliquée au modèle initial de flot MIP 
défini à la section 3.2.6. Toutes les contraintes de conservation de flots vont être relaxées. 
La mise à jour des variables dans les itérations suivantes se fait comme indiqué dans le 
paragraphe qui suit. Les sous-problèmes sont résolus de manière séquentielle.
1. Soit Pq-1 , p\~l et p^ 1 les multiplicateurs associés aux contraintes d ’allocation non 
relaxées à l’itération t — 1.
2. À l’itération t :
poser n* =  p*-1 ,n{, =  p\~l et 11^ =  p ^ 1.
-  Résoudre d ’abord le sous-problème iLST^II*) pour obtenir une solution op­
timale (Jaz,ÿaz). Poser
^ a ^  "j f  az'
ZtzZa
-  Résoudre le sous-problème R S P ^ C R l,^ )■ Soit ( / ba,ÿba) sa solution optimale. 
Déterminer p* la variable duale associée à la contrainte d ’allocation et poser
Vb = ^ 2  fba-
-  Résoudre le sous-problème R S P ^C U ^v l)  et soit ( / mb,ÿmj). Déterminer pl la 
variable duale associée à la contrainte d ’allocation et poser
^ m ^  ; / mb •
beBm
-  Résoudre le sous-problème R S P ^ w ^ )  soit (f sm,ÿsm) la solution optimale. 
Déterminer p^  la variable duale associée à la contrainte d’allocation de res­
source non relaxée.
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3. Passer à l ’itération t  +  1 et poser : 
n*+1 =  pI, n*+1 =  pi et n ^ 1 =  v %m.
R em arq u e  2 Une relaxation des contraintes de type 2, qui représentent la somme des 
flots entrant vers un sommet de transition, peut aussi être effectuée. Les sous-problèmes 
relaxés seront résolus de la même manière que dans les sections précédentes. Le sous- 
problème du sous-réseau 2, cette fois-ci se sépare en sous-problèmes pour chaque b G 
B . La variable d ’allocation Vb qui est fixée à l ’avance permet de déterminer la coupe 
de réalisabilité qui cette fois-ci exprime qu’on doit avoir suffisamment de capacité dans 
les arcs sortant de tout BSC b pour que tout le flot Vb soit transféré. La coupe 
d’optimalité sera déduite en utilisant les caractéristiques du sous-réseau. La mise à jour 
des multiplicateurs se fait aussi de la même manière.
4.3.5 Procédure de résolution
Les tests numériques effectués en appliquant la méthode de décomposition 
mixte telle que décrite dans la section précédente n ’a pas fourni de résultats satisfaisants. 
Après un certains nombre d ’itérations l’algorithme oscille entre deux valeurs approchées 
sans atteindre l’optimalité. Ceci est du à la relaxation des contraintes d ’intégrité. Mais on 
s’est inspiré de cette méthode pour développer un algorithme qui fournit la solution opti­
male ou une solution approchée intéressante. Cette procédure consiste en un algorithme 
adaptant la méthode de décomposition mixte à la conception topologique de réseaux 
cellulaires.
Dans ce qui suit, nous proposons les deux phases de la procédure. La première 
phase consiste à appliquer une relaxation lagrangienne des contraintes de flots au modèle 
combinée avec un algorithme de sous-gradient. Dans la deuxième phase on applique une 
itération de la décomposition mixte pour rendre la solution réalisable. Les multiplicateurs
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obtenus à la fin de la première phase vont être utilisés dans la deuxième phase.
P h ase  I
La procédure qui va être utilisée consiste d ’abord, à appliquer une relaxation 
des contraintes de conservation de flot combinée avec un algorithme du sous-gradient au 
modèle MIP de flot, puis à utiliser les variables duales pour démarrer une itération de la 
décomposition mixte.
Soit n fl, lift, n m les vecteurs des multiplicateurs associés aux trois contraintes de conser­
vation de flots. Posons
hl& a H b I d a , H m f» =  H m  ü b -
La relaxation des contraintes de conservation de flots des sommets intermédiaires du 
problème de flots M I P  donne le problème relaxé suivant qu’on appelle (M I P R U):
min
sujet à:
fa z  dazyaz fÇ 0, V(ct,,z) G A x  Z , 
fba  -  QbaVba <  0, V(6,a) G B  X A ,  
fm b imbUmb f  0, V(?7l,6) G M  X B ,
f s m  tsmUsm  C 0, V?7Ï G M ,
Vba ^  Iftaj 
Vmb ^  Im6)
fa  > 0, V(*,j) G E,
Uij e  { 0 ,1 } , v(î,j) G E .
Le problème (M I P R u ) se sépare en quatre sous-problèmes. Chaque sous-problème est
fonction des variables d’arcs et de flots appartenant au même niveau hiérarchique dans
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le réseau.
Le sous-problème correspondant au sous-réseau E z est de la forme suivante :
{ min II af az
( a , z ) € A x Z
sujet a:
(4.8),(4.9),(4.15) et (4.16).
Le sous-problème correspondant au sous-réseau E a de la forme :
{ min E  {CbaUba 4“ ü bafba). , ( b , a ) e B x A
sujet a:
(4.10),(4.13),(4.15) et (4.16).
Le sous-problème correspondant au sous-réseau Et, :
{ min E  (CmbUmb 4“ Ifmbfmb)
. y ( m , b ) e M x B
sujet a:
(4.11),(4.14),(4.15) et (4.16).
Le sous-problème correspondant au sous-réseau Em:
{ min ^  '  {Csml/sm 4“ IIrnfsm)m e M
sujet a:
(4.1),(4.12),(4.15) et (4.16).
La mise à jour des multiplicateurs de Lagrange se fait grâce à un algorithme de sous- 
gradient comme défini au paragraphe 3.5.
La solution fournie par la phase I n’est pas réalisable. Contrairement au cha­
pitre 3 dans lequel une heuristique consistant en une réduction de capacités et d ’affec­
tation de flot a été utilisée, nous exploitons l’interdépendance des sous-réseaux définie 
par les contraintes de conservation de flots qui ont été relaxées. Nous présentons dans 
la sous-section suivante, la phase II de la procédure de résolution qui consiste à rendre 
réalisable la solution obtenue après la phase I.
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Phase II
Dans la phase II on applique une itération de la décomposition mixte en utili­
sant les variables duales trouvées dans la dernière itération de la phase I. Pour renforcer 
la réalisabilité des sous-problèmes et d ’approcher le plus possible la solution optimale, 
on va rajouter des contraintes redondantes à chaque sous-problème. Ces contraintes re­
dondantes assurent qu’à partir des équipements sélectionnés de chaque niveau il existe 
au moins un chemin pour atteindre n ’importe quelle zone.
Avant de construire ces contraintes redondantes, rappelions la définition des sous-ensem­
bles suivants des ensembles A, B  et M  introduits à la section 2.1.1 :
A z =  ensemble des BTS qui peuvent couvrir la zone z,
B z =  ensemble des BSC qui peuvent connecter une BTS appartenant à A z,
M z =  ensemble des MSC qui peuvent connecter un BSC qui est dans B z.
Donc on a B z = UaeAzB a et M z — UbeBzMb.
Les contraintes redondantes s’écrivent pour chaque niveau de la manière suivante:
' y  ] f s m  >  d a z , Vz G Z ,
m e M z
^  "j ^  ] f m b  ^  daz, Vz E Z , 
m d M z b € B z
S  f ba ~  daz’ G
b ç B z  aÇ:A-z
La première contrainte nous garantit l’existence d ’au moins un MSC sélectionné dans le 
voisinage de chaque zone. La deuxième indique qu’il existe au moins un BSC sélectionné 
dans un voisinage de chaque zone et la troisième nous dit qu’au moins une antenne doit 
être sélectionnée dans le voisinage de chaque zone. Le terme voisinage signifiant ici qu’il
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existe un chemin permettant, à partir de l’équipement concerné, d ’atteindre la zone z. 
La résolution se fait de manière séquentielle en gardant l’intégrité des variables d ’instal­
lation d’arcs.
- On résout d ’abord le sous-problème.




Soit (ysm, f sm) la solution optimale. Poser: wm = f sm.
On résout le sous-problème .
mm
sujet à:
E E (Cmbymb S- nhfm b ) -  ^ 2  Ubvb
m E M  b ç N ^ b£B
(4.11),
^   ^ fmb  — VîTT, G M ,
b e N +
Vmb e  Ymb, V(rn,b) G M  x B,
fm b > 0, Vmb 6 {0,1}, V(m,b) e  M  x B,
Soit (y mb, f m b ) la solution optimale. 
Poser: vb =  7m&, G B ■
On remplace Vb par sa valeur dans le sous-problème qui suit.
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-On résout le sous-problème .
min Y '.  ( C baUb a  +  ü a f b a )  Y 1  ^ - a u a
b e B  aejv+ aEA
sujet à:
(4.10),(4.17),
Y  ha =  Vb, V6 £ B,
a E N +
Vba G Yba, V(6,a) E B  X A, 
fba > o, y6a g {0,1}, V(6,a) e B  x  A,
Soit (ÿ  bai fba) la solution optimale du sous-problème.





E  E  n«/°
o-eA z(zN+
(4.8)(4.9),
^  ' f a z  — Vu G j4,
2GJV+
/cw > 0, Vaz  G {0,1}, V(a,z) G £ ,
Cas sous-problèm e 1 non-réalisable
Les 3 premiers sous-problèmes regroupent toutes les variables d ’arcs qui permettent 
d’évaluer le coût du réseau. Il peut arriver que ces sous-problèmes soient réalisables et 
que le dernier sous-problème qui représente la couverture des zones soit non réalisable, dû 
à la mauvaise affectation de la quantité de flot à travers les arcs des niveaux supérieurs. 
Dans cette situation, pour lever la non réalisabilité, le sous-problème se remplace par un 
problème consistant à trouver un plan de couverture des zones par les BTS qui sont les 
extrémités des arcs portant du flot dans le sous-réseau BTS-BSC. Ensuite on réajuste le 
flot des arcs des niveaux supérieurs.
Dans la prochaine section, nous présentons les résultats numériques obtenus 
par la procédure de résolution qui associe une relaxation lagrangienne avec une itération
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de la décomposition mixte.
Les figures 4.3, 4.4 et 4.5 permettent de comparer les solutions obtenues sur une instance 
de 9 zones, 6 BTS , 3 BSC et 2 MSC. La figure 4.3 représente la solution non réalisable 
fournie par la relaxation des contraintes de flots. La figure 4.4 représente la solution 
trouvée à la fin de l’algorithme. La figure 4.5 est une représentation de la solution optimale 
donnée par Cplex. Les nombres sur les arcs représentent la quantité de flot qui traverse 
l’arc. Les flèches qui sortent des sommets BTS indiquent l’existence d’un flot sortant.
m 2.
Fig. 4.3 -  Solution de la phase I
La solution fournie par l’algorithme n ’est pas réalisable au niveau BTS-Zones 
car le flot est mal réparti sur les arcs du niveau BSC-BTS.
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©m2
F i g . 4 .4  -  Solution de la phase II
©
m2.
F i g . 4 . 5  -  Solution optimale de Cplex
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4.4  R ésu lta ts  num ériques
Les tests numériques montrent que l’algorithme fournit, dans beaucoup d ’ins­
tances, la solution optimale. Il arrive quelques fois que le dernier sous-problème, du 
sous-réseau BTS-Zones, soit non-réalisable malgré l’optimalité de la valeur de la fonc­
tion objectif. Dans cette situation on va résoudre une restriction du sous-problème qui 
consiste à déterminer un plan de couverture des BTS ayant un flot entrant non nul vers 
les zones. C’est un problème de transport qui se résout facilement avec Cplex. Ensuite on 
fait une mise à jour des variables de flot des niveaux supérieurs de manière séquentielle. 
Dans les différents tableaux, la première colonne représente le nombre de zones à cou­
vrir et les trois colonnes suivantes donnent respectivement le nombre de sites disponibles 
prédéfinis pour l’installation des BTS, BSC et MSC. La colonne N  représente, pour des 
instances dont les paramètres sont les mêmes, le numéro de l’instance. La dernière colonne 
mesure le “gap” existant entre la valeur optimale et celle trouvée par notre algorithme. 
La colonne état nous renseigne sur la réalisabilité du sous-problème associé au sous- 
réseau BTS-Zones. L’état R  signifie que le sous-problème est réalisable. L’état de non 
réalisabilité de ce sous-problème signifie que tous les sous-problèmes sont réalisables ex­
cepté le sous-problème S'.Pa;z(na) du sous-réseau BTS-Zones qui n ’influe pas sur la valeur 
optimale. Cette non-réalisabilité est due à une mauvaise affectation du flot sur les arcs du 
sous-réseau BSC-BTS. La colonne T.O  indique le meilleurs temps de résolution à l’opti­
mum fournie par Cplex ou par l’algorithme de Bendersl. gap =  (Zdecmix — val.op)/val.opt. 
où Zdecmix désigne la valeur fournie par la procédure de résolution et val.op la valeur de la 
solution optimale trouvée par Cplex où Benders. Le saut de dualité dgap est évalué par la 
relation: dgap = (Z  — Z^ec-mix)/ Zdecmix où Z  est la valeur de la solution non réalisable four­
nie par la relaxation lagrangienne. Sur tous les tableaux l’unité de temps est la seconde. 
Pour les instances de petite taille, l’algorithme fournit en général la solution optimale. Sur 
quelques instances la valeur trouvée est la valeur optimale mais le sous-problème (SPaz)
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Méthodes
Paramètres Cplex Décomposition Mixte
Z A B M N T.O (s) E tat Temps (s) dgap gap
69 25 2 1 2 0.39 R 5 0.040 0.014
69 25 2 1 3 0.41 R 5 0.043 0.014
84 27 2 1 2 117 R 8 0.045 0.0026
84 27 2 1 3 0.25 R 8 0.047 0
96 35 2 1 1 11 R 11 0.046 0.0039
96 35 2 1 2 0.30 R 10 0.048 0
96 35 2 1 3 44 R 10 0.049 0
T a b . 4.1 -  Intances de type I: comparaison Cplex-Decomposition mixte
est non réalisable. La procédure de réaffectation de flot le rend facilement réalisable. Le 
temps de résolution est presque le même que celui de Cplex. Le tableau 4.1 montre déjà
Méthodes
Paramètres Cplex Décomposition Mixte
Z A B M N T.O (s) E tat Temps (s) dgap gap
105 40 3 2 1 TL R 13 0.048 0.05
105 40 3 2 2 TL R 14 0.047 0.005
150 55 3 2 1 TL R 33 0.036 0.012
186 68 3 2 2 5000 R 56 0.042 0.0042
186 68 3 2 4 TL R 23 0.046 0.0021
186 68 3 2 5 TL R 32 0.043 0.0035
204 75 3 2 1 34 R 47 0.033 0.003
204 75 3 2 2 222 R 105 0.045 0.0025
T a b . 4.2 -  Instances de type II: comparaison Cplex-Decomposition mixte
qu’avec des instances de petite taille, l’algorithme parvient quelques fois à trouver la 
solution optimale. Le “gap” très faible entre la valeur que l’algorithme fournit et la valeur 
optimale met en évidence son efficacité. Le temps de résolution de l’algorithme est sou­
vent bien meilleur que celui de Cplex. Le tableau 4.2 donne les résultats numériques des 
instances de taille moyenne. Notre algorithme fournit toujours des solutions réalisables. 
Le saut de dualité est très faible et le gap entre la valeur optimale et la valeur trouvée
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par l’algorithme est inférieure à 5%. Ce qui montre l’efficacité de notre algorithme quant 
à l’approximation de la solution optimale. Cette perte par rapport à l ’optimalité, dans 
certaines instances, est compensée par un temps de résolution faible comparé au temps 
de Cplex qui, quelque fois n ’arrive même pas à fournir la valeur optimale atteignant la 
limite de temps fixé.
4.5 C onclusion
Dans ce chapitre nous avons présenté la méthode de décomposition mixte dont 
l’application au modèle de flot en théorie s’est avérée facile à traiter. Les sous-problèmes 
obtenus sont résolus simplement. Dans la pratique pour son application aux problèmes 
de conception topologique de réseaux quelques difficultés sont survenues. La méthode de 
décomposition mixte étant destinée aux problèmes à variables continues, la relaxation des 
contraintes d ’intégrité n ’a pas suffit pour approcher la solution optimale. Après un certain 
nombre d’itérations l’algorithme oscille entre deux solutions. Un algorithme adaptant 
cette méthode à des problèmes à variables mixtes a été développé. Il consiste d’une 
part, à appliquer une relaxation lagrangienne aux contraintes de conservation de flots 
suivie d’un algorithme de sous-gradient et d’autre part, à résoudre séquentiellement les 
sous-problèmes. Ces derniers sont renforcés par ajout de contraintes redondantes qui 
améliorent la réalisabilité et par l’utilisation de variables d ’allocation de ressources pour 
coordonner le transfert de flots entre les différents sous-réseaux. Les tests numériques 
effectués sur quelques instances ont montré la qualité de la borne fournie par l’algorithme. 
Le saut de dualité est faible et le gap entre la valeur optimale et celle trouvée par notre 
algorithme est inférieure à 5%.
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4.6 R écap itu la tif
Les tableaux 4.3 et 4.4 donnent respectivement un récapitulatif des instances 
de petite et moyenne taille traitées par les différentes méthodes. On voit que l’algorithme 
de Bendersl est plus performant que les différentes autres méthode utilisées. Non seule­
ment il fournit la solution optimale mais son temps de résolution est faible. L’algorithme
Paramètres Cplex Bendersl Benders2 Rela.L Decom.Mixte
Z A B M N Temps (s) Temps(s) Temps (s) Temps (s) Temps (s)
69 25 2 1 2 5 0.09 0.34 5 5
84 27 2 1 3 0.25 0.44 0.30 5 8
96 35 2 1 1 91 0.09 0.08 13 10
96 35 2 1 2 91 0.09 0.08 13 10
105 40 3 2 1 TL 11.5 1 15 13
105 40 3 2 2 TL 11.5 0.8 16 14
T a b . 4.3 -  Instances de type I: comparaison générale
Paramètres Cplex Bendersl Benders2 Rela.L Decom. Mixte
Z A B M N Temps (s) Temps(s) Temps (s) Temps (s) Temps (s)
150 55 3 2 1 TL 30 1 30 33
186 68 3 2 2 1120 2 2 63 56
204 75 3 2 1 TL 2 1 34 47
204 75 3 2 2 TL 3 1 40 105
204 75 3 2 3 TL 3 1 34 25
T a b . 4.4 -  Instances de type II: comparaison générale
de Benders2 quant à lui fournit de bonnes solutions sur les instances de petite et de 
moyenne taille mais rencontre des difficultés pour les problèmes de garnde taille sur les­
quelles il n ’arrive pas souvent à sortir l’optimum. Mais il est plus performant que la 
relaxation et la décomposition mixte en termes de temps de résolution. Les deux algo­
rithmes qui traitent le modèle de flots ont des temps de résolution similaires, mais la
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décomposition mixte gagne par rapport à une bonne approximation de la valeur opti­
male. Le prochain chapitre porte sur une conclusion générale du travail accompli dans le 
cadre de cette thèse.
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CO NCLUSIO N
Dans cette thèse, nous avons présenté une contribution importante à la concep­
tion topologique des réseaux de télécommunication cellulaires. Nous avons formulé, de 
manière rigoureuse, un modèle de synthèse qui ne tient pas compte des aspects dyna­
miques de ce type de réseaux. Les deux algorithmes basées sur la méthode de décomposi­
tion de Benders appliquée à ce modèle se sont avérées très efficaces. L’absence de coûts 
sur les liaisons entre les BTS et les zones a entraîné la non existence de coupes d’opti- 
malité. Le premier algorithme noté Bendersl génère les coupes de réalisabilité en utisant 
le sous-problème auxiliaire (SPA ). Les coupes de réalisabilité qui doivent être générées, 
dans le deuxième algorithme noté Benders2, ont été déterminées par une procédure qui 
permet de calculer les rayons extrêmes du sous-problème.
Considérant la couverture des zones, en termes de trafic, comme du flot, nous 
avons déduit du modèle de synthèse une autre formulation du problème de conception 
des réseaux cellulaires. Le caractère hiérarchique du réseau, ne permettant qu’un seul 
arc entrant vers les sommets de transition, a permis de transférer le coût d ’installation 
des équipements aux coûts des arcs. Le traitement de ce modèle est rendu difficile par la 
limitation des arcs sortant des sommets BSC et MSC. Deux approches de décomposition 
ont été utilisées pour résoudre le modèle de flot. D’une part, les contraintes de capacité 
qui gênent la décomposition du problème par les deux types de variables ont été relaxées.
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L’heuristique lagrangienne utilisée, s’appuie sur les caractéristiques du réseau pour fournir 
une bonne borne supérieure.
D ’autre part, la méthode de décomposition mixte a été adaptée au modèle 
de flot dans le but de mieux gérer les contraintes de conservation de flots aux noeuds 
frontières. Si la mise à jour des allocations primales et duales d ’un niveau intermédiaire 
vers le niveau voisin n ’a pas permis de stabiliser la convergence, les solutions réalisables 
obtenues par les heuristiques sont en général d ’excellente qualité, voire optimales. Ce qui 
encourage vers une poursuite des recherches sur les schémas de décomposition non conven­
tionnels. La méthode de Benders est utilisée pour résoudre les sous-problèmes associés 
aux sous-réseaux MSC-BSC et BSC-BTS. Les coupes sont déterminées en exploitant la 
forme de la topologie du réseau.
Les tests numériques permettent de justifier la validité des méthodes utilisées. 
L'efficacité du premier algorithme de Benders noté Bendersl pour fournir une solution 
optimale est plus notable sur les instances de grande taille. Cependant quelques difficultés 
sont notées dans la résolution du problème maître dépendant uniquement de variables en 
0 —1 sur ces instances de grande taille. Le deuxième algorithme de Benders noté Ben- 
ders2 a permis non seulement d ’améliorer le temps de résolution mais aussi d’atteindre 
l’optimalité sur les instances de grande taille où l’algorithme de Bendersl va jusqu’à 
la limite de temps fixée. L’heuristique lagrangienne développée pour trouver une valeur 
approchée de l’optimum fournit une borne de qualité satisfaisante. La perte qu’elle ac­
cuse par rapport à l’optimalité est compensée par un gain de temps. L’adaptation de la 
méthode de décomposition à la conception topologique de réseaux a permis d ’avoir une 
meilleure borne supérieure que l’heuristique lagrangienne.
L’idée de développer un modèle qui permet deux liaisons entrant vers une 
BTS pourrait être envisagée pour les réseaux de troisième génération (3G). La deuxième 
liaison serait destinée au transfert de données ou d’images. L’application des différentes
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méthodes utilisées dans le cadre de la thèse à la conception des réseaux 3G au vu de la 
ressemblance des topologies pourrait aussi être envisagée.
Dans l’adaptation de la méthode de décomposition mixte à la conception 
topologique de réseaux cellulaires, une étude supplémentaire pourrait être faite dans le 
sens d ’une combinaison des deux possibilités de relaxation des contraintes d ’allocation 
de ressources.
Même si un travail supplémentaire reste à faire, nous avons pu montrer cepen­
dant que, d ’une part, il est possible de formuler le modèle de synthèse en un modèle de 
flot qui intègre les principaux aspects d’un réseau cellulaire, d’autre part que la méthode 
de Benders est une approche intéressante pour la résolution du modèle de synthèse. Aussi, 
nous avons montré que la méthode de décomposition mixte peut être très efficace pour 
résoudre des problèmes de conception de réseaux à structure hiérarchique.
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