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Abstract
In this paper, we present the empirical results for relationships between time (depth) and space (number of nodes) complexity
of decision trees computing monotone Boolean functions, with at most ﬁve variables. We use Dagger (a tool for optimization
of decision trees and decision rules) to conduct experiments. We show that, for each monotone Boolean function with at most
ﬁve variables, there exists a totally optimal decision tree which is optimal with respect to both depth and number of nodes.
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Selection and peer-review under responsibility of KES International.
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1. Introduction
Decision trees can be used as classiﬁers, a way for representing knowledge, and also as algorithms for solving
diﬀerent problems (see for example [1]). These diﬀerent uses require optimizing decision trees for diﬀerent
criteria. For this purpose, we have created a software system for decision trees (as well as decision rules) called
dagger—a tool based on dynamic programming which allows us to optimize decision trees (and decision rules)
relative to various cost functions such as depth (length), average depth (average length), total number of nodes,
and number of misclassiﬁcations sequentially [2, 3, 4, 5].
Often, during experiments with Dagger, on data from UCI ML Repository [6], we get totally optimal decision
trees – simultaneously optimal relative to the depth and number of number of nodes. For example, in [7] we
show that breast-cancer and house-vote datasets have totally optimal trees while there does not exist such totally
optimal decision trees for the dataset lymphography. These totally optimal decision trees can be useful from the
points of view of knowledge representation and eﬃciency of algorithms.
Studying relationship between time and space complexity of algorithms is an important topic of computational
complexity theory. These relationships are considered often for non-universal computational models such as
branching programs and decision trees [8, 9], where time and space complexity is independent of the length
of input. The considered relationships become trivial if there exist totally optimal algorithms i.e., optimal with
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Fig. 1. Decision table T with m attributes and N rows
respect both time and space complexity. To understand the phenomenon of existence of totally optimal decision
trees (whether it is usual or rare), we studied monotone Boolean functions.
In this paper, we study decision trees for computation of monotone Boolean functions with n variables, 0 ≤ n ≤
5. We consider the depth and the number of nodes of decision tree as time and space complexity, respectively. For
each monotone Boolean function with at most ﬁve variables, we study relationship between depth and number of
nodes in decision trees computing this function. As a result, we obtain that, for each monotone Boolean function
with at most ﬁve variables, there exists a totally optimal decision tree i.e., a decision tree with both minimum
depth and minimum number of nodes.
This paper is organized into ﬁve sections including the Introduction. Section 2 presents some important basic
notions related to decision tables/trees, cost functions, and representation of sets of decision trees for a given
decision table. Section 3 describes in detail the procedure of optimization for decision trees. Main result of this
paper goes into Section 4, including the plots for totally optimal decision trees for monotone Boolean functions.
Section 5, concludes the paper followed by references.
2. Basic Notions
In the following, we consider notions of decision tables and decision trees in general case. Later, we will
discuss the corresponding notions for monotone Boolean functions.
2.1. Decision Tables and Trees
A decision table is a rectangular array of values, arranged in rows and columns. The columns of a decision
table are labeled with conditional attributes and rows of the table contain values of corresponding attributes. In
this chapter, we consider only decision tables with discrete attributes. These tables contain neither missing values
nor equal rows. Consider a decision table T depicted in Fig 1. Here f1, . . . , fm, are names of columns (conditional
attributes); c1, . . . , cN , nonnegative integers, which are interpreted as decisions (values of the decision attribute d);
bi j are nonnegative integers which are interpreted as values of conditional attributes. We assume that all rows are
pairwise diﬀerent. We denote by E(T ) the set of attributes (columns of T ). For fi ∈ E(T ), we say E(T, fi) is the
set of values for the column fi.
Let fi1 , . . . , fit ∈ E(T ) form a subset of t attributes from T and let a1, . . . , at be their corresponding values, then
we denote by T ( fi, a1) . . . ( fi, at), the subtable of the table T , which consists of only the rows (of T ) that are at the
intersection of columns fi1 , . . . , fit , have values a1, . . . , at, respectively. Such nonempty tables (including the table
T ) are called separable subtables of the table T . For a subtable Θ of the table T , we denote R(Θ), the number of
unordered pairs of rows that are labeled with diﬀerent decisions.
A decision tree Γ over the table T is a ﬁnite directed rooted tree in which each terminal node is labeled with a
decision. Each nonterminal node is labeled with a conditional attribute, and for each nonterminal node the outgo-
ing edges are labeled with pairwise diﬀerent nonnegative integers. For each node v of Γ, we associate a subtable
T (v) of the table T . If v is the root node then T (v) = T . For every other node v of Γ, T (v) = T ( fi1 , a1) . . . ( fit , at),
where fi1 , . . . , fit are the attributes attached to the nodes in path from the root to v and a1, . . . , at are values of these
attributes that are attached to the edges in this path.
We say that a tree Γ is a decision tree for T if for any node v of Γ following conditions are satisﬁed:
• If R(T (v)) = 0 then, v is a terminal nodes, labeled with the common decision for T (v),
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• Otherwise, v is labeled with an attribute fi ∈ E(T (v)), and if E(T (v), fi) = {a1, . . . , at} then, t outgoing edges
labeled with a1, . . . , at, respectively, from the node v.
Let Γ be a decision tree from T . For any row r of T , there exists exactly one terminal node v of Γ such that r
belongs to the table T (v). Let b be labeled with the decision b. We say that b is the result of the work of decision
tree Γ on r.
2.2. Cost Functions
We will consider cost functions which are given in the following way: values of the considered cost function
ψ, which are nonnegative numbers, are deﬁned by induction on pairs (T,Γ), where T is a decision table and
Γ is a decision tree for T or an α-decision tree for T . Let Γ be a decision tree represented in Fig 2. Then
ψ(T,Γ) = ψ0(T, b) where ψ0 is an operator which transforms a decision table T and a nonnegative integer b into a
nonnegative number. Let Γ be a decision tree depicted in Fig 3. Then
ψ(T,Γ) = F(N(T ), ψ(T ( fi, a1), Γ1), . . . , ψ(T ( fi, at),Γt)).
Here N(T ) is the number of rows in the table T , and F(n, ψ1, ψ2, . . .) is an operator which transforms the considered
tuple of nonnegative numbers into a nonnegative number. Note that the number of variables ψ1, ψ2, . . . is not
bounded from above.
The considered cost function will be called monotone if for any natural t and any nonnegative numbers
a, c1, . . . , ct, d1, . . . , dt, from inequalities c1 ≤ d1, . . . , ct ≤ dt the inequality F(a, c1, . . . , ct) ≤ F(a, d1, . . . , dt)
follows.
The considered cost function will be called strongly monotone if it is monotone and for any natural t and any
nonnegative numbers a, c1, . . . , ct, d1, . . . , dt from inequalities a > 0, c1 ≤ d1, . . . , ct ≤ dt and inequality ci < di,
which is true for some i ∈ {1, . . . , t}, the inequality F(a, c1, . . . , ct) < F(a, d1, . . . , dt) follows.
For an arbitrary row r of the decision table T , we denote by l(r), the length of path from the root to the terminal
node v of T such that r is in T (v). We say that the depth, represented as h, is the maximum of all path lengths for
all rows in T . That is,
h(T,Γ) = max
r
{l(r)},
where max is taken on all rows r of the table T . We will drop T from h(T,Γ) when it is obvious from the context.
That is, we will write h(Γ) instead if, T is known.
For a decision tree Γ of a decision table T , we represent the total number of nodes Γ by L(Γ). It is interesting
to note that depth and number of nodes of a decision tree are bounded above by values depending upon the size of
the table. That is m and 2N − 1 are the upper bounds for h and L for a decision table with m conditional attributes
and N rows. Furthermore, depth of a decision tree is a monotone cost function and number of nodes for a decision
tree is strongly monotone cost function.
2.3. Representation of Sets of Decision Trees
Consider an algorithm for construction of a graph Δ(T ), which represents the set of all decision trees for the
table T . Nodes of this graph are some separable subtables of the table T . During each step we process one node
and mark it with the symbol *. We start with the graph that consists of one node T and ﬁnish when all nodes of
the graph are processed.
Let the algorithm has already performed p steps. We now describe the step number (p + 1). If all nodes are
processed then the work of the algorithm is ﬁnished, and the resulting graph is Δ(T ). Otherwise, choose a node
(table) Θ that has not been processed yet. If R(Θ) = 0, label the considered node with the common decision b for
Θ, mark it with symbol * and proceed to the step number (p + 2). If R(Θ) > 0, then for each fi ∈ E(Θ) draw
a bundle of edges from the node Θ (this bundle of edges will be called fi-bundle). Let E(Θ, fi) = {a1, . . . , at}.
Then draw t edges from Θ and label these edges with pairs ( fi, a1), . . . , ( fi, at) respectively. These edges enter into
nodes Θ( fi, a1), . . . ,Θ( fi, at). If some of the nodes Θ( fi, a1), . . . ,Θ( fi, at) are not present in the graph then add
these nodes to the graph. Mark the node Θ with the symbol * and proceed to the step number (p + 2). Now for
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each node Θ of the graph Δ(T ), we describe the set of decision trees corresponding to the node Θ. We will move
from terminal nodes, which are labeled with numbers, to the node T . Let Θ be a node, which is labeled with a
number b. Then the only trivial decision tree depicted in Fig 2 corresponds to the node Θ.
Let Θ be a nonterminal node (table) then there is a number of bundles of edges starting in Θ. We consider an
arbitrary bundle and describe the set of decision trees corresponding to this bundle. Let the considered bundle be
an fi-bundle where fi ∈ (Θ) and E(Θ, fi) = {a1, . . . , at}. Let Γ1, . . . ,Γt be decision trees from sets corresponding
to the nodes Θ( fi, a1), . . . ,Θ( fi, at). Then the decision tree depicted in Fig 3 belongs to the set of decision trees,
which correspond to this bundle. All such decision trees belong to the considered set, and this set does not contain
any other decision trees. Then the set of decision trees corresponding to the node Θ coincides with the union of
sets of decision trees corresponding to the bundles starting in Θ. We denote by D(Θ) the set of decision trees
corresponding to the node Θ.
The following proposition shows that the graph Δ(T ) can represent all decision trees for the table T .
Proposition 1. Let T be a decision table and Θ a node in the graph Δ(T ). Then the set D(Θ) coincides with the
set of all decision trees for the table Θ.
Proof. We prove this proposition by induction on nodes in the graph Δ(T ). For each terminal node Θ, only one
decision tree exists as depicted in Fig 2, and the set D(T ) contains only this tree. Let Θ be a nonterminal node and
the statement of proposition hold for all its descendants.
Consider an arbitrary decision tree Γ ∈ D(Θ). Obviously, Γ contains more than one node. Let the root of Γ
be labeled with an attribute fi and the edges leaving root be labeled with the numbers a1, . . . , at. For j = 1, . . . , t,
denote by Γ j the decision tree connected to the root with the edge labeled with the number a j. From the deﬁnition
of the set D(Θ) it follows that fi is contained in the set E(Θ), E(Θ, fi) = {a1, . . . , at} and for j = 1, . . . , t, the
decision tree Γ j belongs to the set D(Θ( fi, a j)). According to the inductive hypothesis, the tree Γ j is a decision
tree for the table Θ( fi, a j). Then the tree Γ is a decision tree for the table Θ.
Now we consider an arbitrary decision tree Γ for the table Θ. According to the deﬁnition, the root of Γ
is labeled with an attribute fi from the set E(Θ), edges leaving the root are labeled with numbers from the set
E(Θ, fi) and the subtrees whose roots are nodes, to which these edges enter, are decision trees for corresponding
descendants of the node Θ. Then, according to the deﬁnition of the set D(Θ) and to inductive hypothesis, the tree
Γ belongs to the set D(Θ).
2.4. Monotone Boolean Functions
A monotone Boolean function is a Boolean function f (x1, . . . , xn) satisfying the following condition: for any
(a1, . . . , an), (b1, . . . , bn) ∈ {0, 1}n, if a1 ≤ b1, . . . , an ≤ bn then f (a1, . . . , an) ≤ f (b1, . . . , bn). The number of
monotone Boolean functions, M(n), for n variables, 0 ≤ n ≤ 5, is shown in Table 1 (see [10]).
A decision table T f for a Boolean function f (x1, . . . , xn) consists of n + 1 columns, where ﬁrst n columns are
labeled with variables x1, . . . , xn and (n + 1)-st column is the decision attribute. There are 2n rows in such tables,
which are all n-tuples with values from {0, 1}. Each row (a1, . . . , an) is labeled with the value f (a1, . . . , an) as the
decision.
We use a binary decision tree Γ to compute a Boolean function of n variable f : {x1, . . . , xn} → {0, 1}, such
that the terminal nodes of Γ are labeled with either 0 or 1 and every nonterminal node is labeled with a variable
xi from the domain of f . Each nonterminal node has two outgoing edges labeled with 0 and 1, respectively. We
consider the depth of a tree – the maximum length of a path from the root to a terminal node – as time complexity
and the number of nodes as space complexity.
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Table 1. Number M(n) of monotone Boolean functions with n, 0 ≤ n ≤ 5, variables
n 0 1 2 3 4 5
M(n) 2 3 6 20 168 7581
3. Optimization of Decision Trees
In the following we describe procedure of optimization of decision trees. We also discuss possibility of
sequential optimization.
3.1. Bundle-Preserved Subgraph of the Graph Δ(T )
We say that a proper subgraph of the graph Δ(T ) is a bundle-preserved subgraph of Δ(T ) if we can remove all
but one bundles of outgoing edges for each node in Δ(T ) at the same time preserving the number of nodes in the
graph. Let such a subgraph be called G, then it is clear that all terminal nodes of G are terminal nodes of Δ(T ).
Furthermore, we can associate a set of decision trees to each node Θ of G and these decision trees belong to the
set D(Θ). We denote this set of decision trees by DG(Θ).
3.2. Procedure of Optimization
Let G be a bundle-preserved subgraph of the graph Δ(T ), and ψ be a cost function given by operators ψ0 and
F. Below we describe a procedure, which transforms the graph G into a bundle-preserved subgraph Gψ of G.
We begin from terminal nodes and move to the node T . We attach a number to each node, and possible remove
some bundles of edges, which start in the considered node. Let Θ be a terminal node labeled with a number
b. We attach the number ψ0(T, b) to the node Θ. Consider a node Θ, which is not terminal, and a bundle of
edges, which starts in this node. Let edges be labeled with pairs ( fi, a1), . . . , ( fi, at), and edges enter to nodes
Θ( fi, a1), . . . ,Θ( fi, at), to which numbers ψ1, . . . , ψt are attached already. Then we attach to the considered bundle
the number F(N(Θ), ψ1, . . . , ψt).
Among numbers attached to bundles starting in Θ we choose the minimum number p and attach it to the node
Θ. We remove all bundles starting in Θ to which numbers are attached that are greater than p. When all nodes
will be treated we obtain a graph. Denote this graph by Gψ. As it was done previously, for any node Θ of Gψ we
denote by DGψ (Θ) the set of decision trees associated with Θ.
Note that using the graph Gψ it is easy to ﬁnd the number of decision trees in the set DGψ (Θ): |DGψ(Θ)| =
1 if Θ is a terminal node. Consider a node Θ, which is not terminal, and a bundle of edges, which start in
this node and enter the nodes Θ1 = Θ( fi, a1), . . . ,Θt = Θ( fi, at). We correspond to this bundle the number
|DGψ (Θ1)| × · · · × |DGψ (Θt)|. Then |DGψ (Θ)| is equal to the sum of numbers corresponding to bundles starting in Θ.
Let T be a decision table and ψ a monotone cost function. Let G be a bundle-preserved subgraph of Δ(T ) and
Θ an arbitrary node in G. We will denote by Doptψ,G(Θ) the subset of DG(Θ) containing all decision trees having
minimum complexity relative to ψ, i.e., Doptψ,G = {Γˆ ∈ DG(Θ) : ψ(Θ, Γˆ) = minΓ∈DG(Θ) ψ(Θ, Γ)}.
Following are two theorems (prefaced by a lemma) describe important properties of the set DGψ (Θ) for the
cases of monotone and strongly monotone cost function. (Detailed discussion and proofs for these results appear
in [4].)
Lemma 1 ([4]). Let T be a decision table and ψ be a monotone cost function deﬁned by the pair of operators
(ψ0, F). Let G be a bundle-preserved subgraph of Δ(T ), Θ be an arbitrary node in the graph G and p be a number
assigned to the node Θ by optimization procedure. Then for each decision tree Γ from the set DGψ (Θ), the equality
ψ(Θ,Γ) = p holds.
Theorem 1 ([4]). Let T be a decision table and ψ a monotone cost function. Let G be a bundle-preserved subgraph
of Δα(T ) and Θ an arbitrary node in the graph G. Then Dα,Gψ (Θ) ⊆ Doptα,ψ,G(Θ).
Theorem 2 ([4]). Let T be a decision table and ψ a strongly monotone cost function. Let G be a bundle-preserved
subgraph of Δ(T ) and Θ be an arbitrary node in the graph G. Then DGψ (Θ) = D
opt
ψ,G(Θ).
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3.3. Procedure of Sequential Optimization
Let the graph Δ(T ) be constructed for a decision table T . Let ψ1, ψ2 be strongly monotone cost functions.
Apply the procedure of optimization to the graph Δ(T ) and to the cost function ψ1. As a result we obtain a
bundle-preserved subgraph (Δ(T ))ψ1 of the graph Δ(T ). Denote this subgraph by G1. According to Proposition 1
and Theorem 2, the set of decision trees corresponding to the node T of this graph coincides with the set of all
decision trees for the table T , which have minimum cost relative to ψ1. Denote this set by D1.
Apply the procedure of optimization to the graphG1 and the cost function ψ2. As a result we obtain the bundle-
preserved subgraph (G1)ψ2 of the graph Δ(T ). Denote this subgraph byG2. The set of decision trees corresponding
to the node T of this graph coincides with the set of all decision trees from D1 which have minimum cost relative
to ψ2. It is possible to continue this process of consecutive optimization relative to various criteria.
If ψ2 is a monotone cost function then according to Theorem 1 the set of decision trees, corresponding to the
node T of the graph G2, is a subset of the set of all decision trees from D1 which have minimum complexity
relative to ψ2.
4. Results
We say that a decision tree Γ for computing a Boolean function f is totally optimal if and only if it has
simultaneously the minimum depth and the minimum number of nodes among all decision trees computing the
function f . For example a totally optimal decision tree computing the function x ∨ y is depicted in Fig 4.
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Fig. 4. Totally optimal decision tree for the function x ∨ y with depth 2 and 5 nodes
The main result of the paper is the following theorem.
Theorem 3. For each monotone Boolean function with at most ﬁve variables, there exists a totally optimal deci-
sion tree computing this function.
The proof for this theorem follows as: for any monotone Boolean function f with at most ﬁve variables we
construct the decision table T f and optimize this table in two diﬀerent ways: a) optimize relative to depth, b)
optimize relative to the number of nodes and depth (in sequence). From Theorems 1 and 2 and from the fact that
depth is a monotone cost function and number of nodes is strongly monotone cost function, it follows that a totally
optimal tree for f exists if and only if the depth of decision trees obtained by procedure of optimizations in a) and
in b) is the same.
For each monotone Boolean function with n variables, 0 ≤ n ≤ 5, we also measured the depth and the number
of nodes of totally optimal decision tree computing this function. The sets of corresponding pairs (depth, number
of nodes) are represented in Fig 5 for n = 0, 1, 2, 3, 4, and n = 6.
All computations were done using our software system Dagger [5] for optimization and analysis of decision
trees and rules. This system is based on extensions of dynamic programming and allows to make sequential
optimization of decision trees relative to diﬀerent cost functions [4] and to study relationships between pairs of
cost functions [7]. The work of Dagger consists of construction and transformations of a directed acyclic graph
such that nodes of this graph are subproblems of the initial problem. In the case of monotone Boolean function f ,
the set of nodes is a set of subfunctions of the function f obtained by substituting some of the variables with
constants 0 and 1.
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Fig. 5. Depth and number of nodes for totally optimal decision trees computing monotone Boolean functions with 0, 1, 2, 3, 4, and 5 variables
5. Conclusions
We deﬁned and studied the notion of totally optimal decision tree for monotone Boolean functions with at
most ﬁve variables. Later we are planning to study totally optimal decision trees for monotone Boolean functions
with more than ﬁve variables to prove or disprove the hypothesis that, for each monotone Boolean function, there
exists a totally optimal decision tree computing this function.
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