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RANKING RESOURCES REFERRING TO LOCATIONS

ABSTRACT
A system and method ranks resources referring to locations. In one aspect, the method
includes generating a location graph, the graph including resource nodes representing
resources, location nodes representing geographic locations, and edges between resource nodes
and location nodes. Each edge between the resource nodes and the location nodes represents a
reference in the resource represented by the resource node to the geographic location
represented by the location node. The method includes initializing scores in the location graph
for resource nodes or location nodes or both; calculating a score for each resource node based
on scores for location nodes sharing an edge with the resource node; and calculating a score for
each location node based on scores for resource nodes sharing an edge with the location node.

BACKGROUND
Resources that refer to geographic locations often include user generated maps, for
example, maps of locations of preferred restaurants, locations of good fishing spots, locations
of oil spills, locations of wildfires, and so on. Users generate these maps using online mapping
services to keep track of locations. Users often share these maps online, e.g., so that friends
can see them. A search engine can index the maps and help others find maps of interest. For
example, a search engine can identify maps having a topic that matches a search query.
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DETAILED DESCRIPTION
FIG. 1 is a block diagram of an example system 100 for scoring resources that refer to
geographic locations. A resource is any data that can be provided by a website or other source,
e.g., over a network, and that is associated with a resource address. Resources include HTML
pages, word processing documents, portable document format (PDF) documents, images, video,
and feed sources, to name just a few. The resources can include content, such as words, phrases,
pictures, and so on, and may include embedded information (such as meta information and
hyperlinks) and/or embedded instructions (such as JavaScript scripts).
Each resource is addressed by a resource locator, such as a universal resource locator
(URL). A resource locator is a string of characters that identifies a resource and provides a
means for locating the resource. The resource locator includes a resource name, such as a host
name and a path of the resource.
The system 100 includes a resource scoring system 102 and a search engine 104. The
resource scoring system 102 receives resource data 106 and location data 108 and generates
scores for resources and locations. The resource data 106 includes identifications of resources
indexed by a search system. The resources refer to geographic locations. An example of a
resource referring to geographic locations is a user generated map. A user generated map can
be specified using Keyhole Markup Language (KML). Although a user generated map may
define a geographical area containing many geographic locations (e.g., the state of California),
the map does not refer to all those locations and instead refers to locations that are specifically
designated (e.g., as the best fishing holes in California).
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Another example resource is a web page that includes content associated with
locations, e.g., a list of recommended restaurants in a particular city. Although a web page
including a list of recommended restaurants may not have the restaurants' addresses, the
addresses (and hence locations) can be determined using the restaurants' names. Thus, the web
page is a resource referring to locations. Various resources referring to locations are possible.
The data for a resource can further include other information, for example, data
describing the contents of the resource. In some implementations, the resource data 106 is
generated by the search system, for example, during a web crawl. An example search system
is described in more detail below with reference to FIG. 5.
The location data 108 includes information related to the geographic locations referred
to by the resources. For example, the location data 108 can include latitude and longitude
coordinates for locations, e.g., latitude and longitude locations of cities and landmarks. In
some implementations, the resource scoring system 102 uses the location data 108 to perform
clustering techniques to cluster the referenced locations. Clustering locations is described in
more detail below with reference to FIG. 4.
The resource scoring system 102 processes the resource data 106 and location data 108
using a resource scoring engine 110. The resource scoring engine 110 builds a location
graph representing the resources in the resource data 106 and the referenced geographic
locations in the resources. An example location graph is described below with reference to
FIG. 2. The resource scoring engine then executes a scoring algorithm over the location graph
to generate scores for resources and locations. The resource scoring system 102 stores the
resulting scores for the resources in the resource score repository 112 and the resulting scores
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for the locations in the location score repository 114. Methods for generating a location graph
and generating scores for the resources and locations are described in more detail below with
reference to FIG. 4.
The search engine 104 receives search queries from users. These search queries can be
submitted, for example, from user devices connected to the search engine 104 through a
network. The search engine 104 identifies and ranks search results responsive to the queries.
As part of this ranking process, the search engine 104 uses the resource scores in the resource
score repository 112. The search engine 104 can also identify and rank locations responsive to
the queries, using the location scores in the location score repository 114. An example search
engine is described in more detail below with reference to FIG. 5.
The scores generated by the resource scoring system 102 can be used in various other
applications. For example, an online mapping service can use the scores to determine what
features to display on a map under a particular zoom level. For instance, locations with higher
scores can be shown in greater detail at a certain zoom level, and then other locations with
lower scores can be shown in greater detail at a zoom level closer to the ground than the
certain zoom level. The online mapping service may determine that locations having higher
scores should be annotated with additional information.
FIG. 2 illustrates an example location graph 200 having resource nodes 202
representing resources and location nodes 204 representing geographic locations referenced by
the resources. The location nodes 204 are illustrated on top of a map 206 to illustrate that the
location nodes 204 represent geographic locations.
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Resource nodes are connected to location nodes by edges. An edge exists between a
resource node and a location node if the resource represented by the resource node refers to the
location represented by the location node. For example, resource RI shares an edge with
location L2, indicating that R1 refers to L2.
A resource can refer to a location in various ways. For example, a user generated map
that includes a location refers to that location. A web page that includes the name of a location
in its text refers to that location. An image having metadata describing a location (e.g., a
picture with a "Yosemite" tag) refers to that location.
FIG. 3 shows a table 300 of example scores for the resource nodes 202 and location
nodes 204 of FIG. 2. The table 300 shows example scores at different stages of an iterative
process for determining scores for resource nodes and location nodes, e.g., the process 400
illustrated in FIG. 4. A system, e.g., the resource scoring system 102 of FIG. 1, performs the
process. The rows of the table 300 represent the different stages of the process.
At a first stage 302, the system initializes scores for the location nodes. The scores are
initially set to 1. Other initial values are possible.
At a second stage 304, the system calculates scores for the resource nodes based on the
scores of the location nodes sharing an edge with the resource nodes. The system calculates
the score for a resource node by calculating a sum of normalized scores for location nodes
sharing an edge with the resource node. A normalized score of a location node is the location
node's score divided by the number of resources nodes sharing an edge with the location node.
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Consider resource node RI at the second stage 304. R1 refers to location node L2. The
score for L2 is 1, and L2 shares an edge with three resource nodes (R1, R2, and R3).
Accordingly, the score for R1 is 1/3.
Consider resource node R2 at the second stage 304. R2 refers to location nodes L1, L2,
and L3. The score for LI is I , and LI shares an edge with one resource node (R2). The score
for L2 is 1, and L2 shares an edge with three resource nodes (RI, R2, and R3). The score for
L3 is 1, and L3 shares an edge with two resource nodes (R2 and R3). Accordingly, the score
for R2 is 1/1
+

1/3 +

I/2 = 1.83.
Consider resource node R3 at the second stage 304. R3 refers to location nodes L2 and
L3. The score for L2 is 1, and L2 shares an edge with three resource nodes (RI , R2, and R3).
The score for L3 is 1, and L3 shares an edge with two resource nodes (R2 and R3).
Accordingly, the score for R3 is 1/3 
+ 1
/2 = 0.83.
At a third stage 306, the system calculates scores for the location nodes based on the
scores of the resource nodes sharing an edge with the location nodes. The system calculates
the score for a location node by calculating a sum of normalized scores for resource nodes
sharing an edge with the location node. A normalized score of a resource node is the resource
node's score divided by the number of location nodes sharing an edge with the resource node.
Consider location node L1 at the third stage 306. L1 is referred to by R2. The score
for R2 is 1.83, and R2 shares an edge with three location nodes (L1, L2, and L3). Accordingly,
the score for L1 is 1.83/3 = .61.
Consider location node L2 at the third stage 306. L2 is referred to by R1, R2, and R3.
The score for R1 is .33, and R1 shares an edge with one location node (L2). The score for R2

http://www.tdcommons.org/dpubs_series/37

7

Lin: RANKING RESOURCES REFERRING TO LOCATIONS

is 1.83, and R2 shares an edge with three location nodes (LI , L2, and L3). The score for R3 is
.83, and R3 shares an edge with two location nodes (L2 and L3). Accordingly, the score for
L2 is .33/1 +

1.83/3 +

.83/2 = 1.36.
Consider location node L3 at the third stage 306. L3 is referred to by R2 and R3. The
score for R2 is 1.83, and R2 shares an edge with three location nodes (L1, L2, and L3). The
score for R3 is .83, and R3 shares an edge with two location nodes (L2 and L3). Accordingly,
the score for L3 is 1.83/3 
+ .
83/2 = 1.03.
At the fourth stage 308, the system performs another stage of the iterative process, thus
updating the scores for the resource nodes based on the new scores of the location nodes. The
process can be repeated for various numbers of iterations, for example, until an end condition
is reached. Example end conditions include an iteration limit and/or a convergence condition.
After the fourth stage 308, the resources and locations can be ranked based on the
scores for the resource nodes and the location nodes. For example, for the resources
represented by R1, R2, and R3, the resources can be ranked R2 > R3 > R1 based on their
scores.
FIG. 4 is a flow diagram of an example process 400 for generating a location graph and
storing scores for resources and geographic locations. For convenience, the process 400
will

be described with respect to a system that performs the process 400. The system is, for
example, the resource scoring system 102 of FIG. 1.
The system identifies resources referring to geographic locations (step 402). In some
implementations, the system receives the resources from a search engine, e.g., the search
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engine 104 of FIG. 1, that has indexed the resources. The system generates a location graph
including a corresponding resource node for each resource.
For each resource, the system clusters each of the locations referred to by the resource
to a location node in the location graph (step 404). Various clustering techniques are possible,
including conventional clustering techniques. For example, for a resource that refers to the
locations "Los Angeles" and "San Francisco," the locations can both be clustered to a location
node representing the state of California. Alternatively, "Los Angeles" can be clustered to a
location node representing southern California and "San Francisco" can be clustered to a
location node representing northern California. The location nodes can represent smaller or
larger numbers of locations depending on, for example, the level of granularity desired in the
location graph, or a restriction on storage size based the number of locations.
After clustering the locations referred to by the resources, the location graph includes
edges between the resource nodes and the location nodes. Each edge between a resource node
and a location node represents a reference in the resource represented by the resource node to
the location represented by the location node.
The system initializes scores for the location nodes (step 406). In some
implementations, the system assigns a score of 1 to each location node. Other initial values for
the score for the location nodes are possible.
The system calculates a score for each resource node based on the scores of the location
nodes sharing an edge with the resource node (step 408). In some implementations, the system
calculates the score for a resource node by calculating a sum of normalized scores for location
nodes sharing an edge with the resource node. A normalized score of a location node is the
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location node's score divided by the number of resources nodes sharing an edge with the
location node. The score can be given by:

where:
S(R)
is the score of resource node R

;
S(Li) 
is the score of the 
i
th location node sharing an edge with resource node R

;
O(Li) 
is the number of resource nodes sharing an edge with the i
th location node;

and
yR 
is a damping parameter that can be used to control a convergence speed(the
rate at which an end condition is reached).

The system calculates a score for each location node based on the scores of the resource
nodes sharing an edge with the location node (step 410). In some implementations, the system
calculates the score for a location node by calculating a sum of normalized scores for resource
nodes sharing an edge with the location node. A normalized score of a resource node is the
resource node's score divided by the number of location nodes sharing an edge with the
resource node. The score can be given by:

where:
S(L)
is the score of location node L

;
S(Ri) 
is the score of the 
i
th resource node sharing an edge with location node L

;
O(Ri) 
is the number of location nodes sharing an edge with the i
th resource node;

and
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yL 
is a damping parameter that can be used to control a convergence speed(the
rate at which an end condition is reached).

The system determines whether an end condition has been reached (step 412). If the end
condition is not reached, the system repeats steps 408410 in an iterative fashion until the end
condition is reached.
An example end condition is whether the system has iteratively calculated scores for the
resource nodes or location nodes a certain number of times. Another example end condition is
whether a difference between a score in one iteration and the score in the next iteration is below
a threshold difference. For example, in some implementations, the system determines
differences for each score after each iteration, and then the system determines whether the
largest difference is below the threshold difference. If the largest difference is below the
threshold difference, then the system determines that the end condition is reached.
When the end condition is reached, the system stores the final scores for the resources
and the locations (step 414). For example, the system can store the scores for the resource
nodes in resource score repository, e.g., the resource score repository 112 of FIG 1, and the
system can store the scores for the locations in a location score repository, e.g., the location
score repository 114 of FIG. 1.
In some implementations, the system performs steps 408412 of the process 400 by
distributing computing tasks across clusters of computers. For example, the steps 408412
can

be performed using MapReduce, a parallel data processing framework. To calculate a new
score for a given node, a MapReduce "map" operation can be performed to calculate the
normalized score of another node sharing an edge with the node, and a MapReduce "reduce"
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operation can be performed to calculate the sum of the normalized scores of the other nodes
sharing an edge with the node.
For example, to calculate new scores for resources nodes, a MapReduction is performed
using the location nodes. To calculate new scores for location nodes, a MapReduction is
performed using the resource nodes. Calculating scores for resource nodes and location nodes
is iterated until a convergence condition is reached. Performing a "map" operation during a
MapReduction for a new score for a resource node involves, for example, a mapper identifying
the score of a location node and providing a key value pair. The key value pair includes an
identifier of the resource node and a normalized score for the location node. Performing the
corresponding "reduce" operation then involves, for example, a reducer identifying the
normalized scores provided by the mapper, summing the normalized scores, and determining
the new score for the resource node.
Although the process 400 depicted in FIG. 4 shows that scores for location nodes are
initialized (in step 406), the scores can alternatively be initialized for the resource nodes. Then
the system begins the iterative process of steps 408412 by calculating scores for location nodes
first, instead of calculating scores for resources nodes first (as shown).
FIG. 5 illustrates an example search system 514 for providing search results for
resources relevant to submitted queries as can be implemented in an Internet, an intranet, or
other client and server environment. The search system 514 ranks resources using scores
calculated as described above with reference to FIG. 4. The search system 514 is an example
information retrieval system.
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A user 502 interacts with the search system 514 through a client device 504. For
example, the client device 504 can be or include a computer (e.g., a personal computer, a
mobile phone, etc.) coupled to the search system 514 through a wired or wireless local area
network (LAN) or wide area network (WAN), e.g., the Internet. In some implementations, the
search system 514 and the client device 504 are both implemented in the same machine. For
example, a user can install a desktop search application on the client device 504. The client
device 504 will generally include a random access memory (RAM) 506 and a processor 508. A
user 502 submits a query 510 to a search engine 530 within the search system 514. When the
user 502 submits a query 510, the query 510 is transmitted through a network to the search
system 514. The search system 514 can be implemented as, for example, computer programs
running on one or more computers in one or more locations that are coupled to each other
through a network. In some implementations, the search system 514 includes an index database
522 and a search engine 530. The search system 514 responds to the query 510 by generating
search results 528, which are transmitted through the network to the client device 504 in a form
that can be presented to the user 502 (e.g., in a search results web page to be displayed in a web
browser running on the client device 504). For example, t

he search results can identify
resources responsive to the user query.
When the query 510 is received by the search engine 530, the search engine 530
identifies resources that match the query 510. The search engine 530 will generally include an
indexing engine 520 that indexes resources found by the search system 514, for example,
resources found while crawling the Internet, an index database 522 that stores the index
information, and a ranking engine 552 (or other software) to rank the resources that match the
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query 510, for example, according to a result score associated with each resource by the search
engine 530. The result score can be a queryindependent measure of the quality of the resource,
a queryspecific measure of how well the resource matches the query, or a score derived from
both a queryindependent measure and a query specific measure. For resources that refer to
locations and have a corresponding resource node in a location graph, the query independent
measure of the quality of the resource can be the score for the resource calculated as described
above with reference to FIG. 4. The search engine 530 transmits the search results 528 through
the network to the client device 504 for presentation to the user 502.
The search engine 530 can also receives queries for locations. Example queries for
locations include, "restaurants in San Francisco," "best fishing spots in Mexico," and so on. The
search engine 530 ranks locations having corresponding location nodes in a location graph
using the scores calculated as described above with reference to FIG. 4. The search engine 530
the sends one or more of the highest ranking locations through the network to the client device
504 for presentation to the user 502.
Embodiments of the subject matter and the operations described in this disclosure can
be implemented in digital electronic circuitry, or in computer software, firmware, or hardware,
including the structures disclosed in this disclosure and their structural equivalents, or in
combinations of one or more of them. Embodiments of the subject matter described in this
disclosure can be implemented as one or more computer programs, i.e., one or more modules of
computer program instructions, encoded on computer storage medium for execution by, or to
control the operation of, data processing apparatus. Alternatively or in addition, the program
instructions can be encoded on an artificiallygenerated propagated signal, e.g., a
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machinegenerated electrical, optical, or electromagnetic signal, that is generated to encode
information for transmission to suitable receiver apparatus for execution by a data processing
apparatus. A computer storage medium can be, or be included in, a computerreadable storage
device, a computerreadable storage substrate, a random or serial access memory array or
device, or a combination of one or more of them. Moreover, while a computer storage medium
is not a propagated signal, a computer storage medium can be a source or destination of
computer program instructions encoded in an artificiallygenerated propagated signal. The
computer storage medium can also be, or be included in, one or more separate physical
components or media (e.g., multiple CDs, disks, or other storage devices).
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DRAWINGS
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