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Abstract
We discuss the non autonomous nonlinear partial difference equations
belonging to Boll classification of quad graph equations consistent around
the cube. We show how starting from the compatible equations on a cell
we can construct the lattice equations, its Ba¨cklund transformations and
Lax pairs. By carrying out the algebraic entropy calculations we show
that the H4 trapezoidal and the H6 families are linearizable and in a few
examples we show how we can effectively linearize them.
1 Introduction
In recent years the integrability criteria denoted Consistency Around the Cube
(CAC) has been a source of many results in the classification of nonlinear differ-
ence equations on a quad graph. Its importance relays in the fact that provides
Ba¨cklund transforms [7, 11, 24, 25] and as a consequence its zero curvature rep-
resentation or Lax pairs. As it is well known [32] Lax pairs and Ba¨cklund
transforms are associated to both linearizable and integrable equations. While
in the integrable case the solution of the Lax pair provides genuine nontrivial
solutions [14] in the linearizable case the Lax pair is fake [12, 13, 19]
The first attempt to carry out a classification of partial difference equations
using the CAC condition has been presented in [1] assuming that the equations
on all faces of the cube had the same form. The result is a class of discrete
equations whose basic building blocks are equations on quadrilaterals of the
type
A (x, x1, x2, x12;α1, α2) = 0, (1.1)
where the four fields x, x1, x2 and x12 ∈ C are assigned to the four vertexes
of a quadrilateral and the parameters αi ∈ C, i = 1, 2 to its edges, see Fig. 1
(later on, in (1.3), the points x, x1, x2 and x12 will be denoted by x1, x2, x3 and
x4). In the notation of (1.1), if the quadrilateral is constructed from an origin on
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Figure 1: Quad-graph
which the field x is assigned introducing two independent directions 1 and 2; the
subscript 1 and 2 denote the field in the vertex shifted by α1 and α2 along the
direction 1 and 2 from the origin, while 12 refers to the field in the remaining
vertex of the quadrilateral. Moreover the function A (x, x1, x2, x12;α1, α2) is
assumed to be affine linear in each argument (multilinearity) with coefficients
depending on the two edge parameters and invariant under the discrete group
D4 of the symmetries of the square
A (x, x1, x2, x12;α1, α2) = εA (x, x2, x1, x12;α2, α1)
= σA (x1, x, x12, x2;α1, α2) , (ε, σ) = ±1.
A last simplifying hypothesis is the so called tetrahedron property which amounts
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Figure 2: Equations on a Cube
to require that, having introduced a third independent direction 3 and a point
x3 constructed in the direction 3 at a distance α3 from the origin x, the function
x123
.
= x123 (x, x1, x2, x3;α1, α2, α3) does not depend on x. The result of the
classification (up to a common Mo¨bius transformation of the field variables and
point transformations of edge parameters) is given by two lists of equations, H
and Q, for a total of seven consistent systems:
H1 : (x− x12)(x2 − x1)− α1 + α2 = 0, (1.2a)
H2 : (x− x12)(x2 − x1) + (α2 − α1)(x + x2 + x1 + x1,2)−
− α21 + α22 = 0, (1.2b)
2
H3 : α1(xx2 + x1x12)− α2(xx1 + x2x12) + δ(α21 − α22) = 0, (1.2c)
Q1 : α1(x− x1)(x2 − x12)− α2(x− x2)(x1 − x12)+
+ δ2α1α2(α1 − α2) = 0, (1.2d)
Q2 : α1(x− x1)(x2 − x12)− α2(x− x2)(x1 − x12)+
+ α1α2(α1 − α2)(x + x2 + x1 + x12)−
− α1α2(α1 − α2)(α21 − α1α2 + α22) = 0, (1.2e)
Q3 : (α
2
2 − α21)(xx12 + x2x1) + α2(α21 − 1)(xx2+
+ x1x12)− α1(α22 − 1)(xx1 + x12x12)−
− δ
2(α21 − α22)(α21 − 1)(α22 − 1)
4α1α2
= 0, (1.2f)
Q4 : a0x2x1x12 + a1(xx2x1 + x2x1x12 + x1x12x+
+ x12xx2) + a2(xx12 + x2x1) + a¯2(xx2+
+ x1x12) + a˜2(xx1 + x2x12) + a3(x+ x2 + x1+
+ x12) + a4 = 0, (1.2g)
where the constants a0, a1, a2, a¯2, a˜2, a3 and a4 are well defined elliptic expres-
sions in terms of α1 and α2 [1]. In (1.2) the Q−type equations are those where
all of the six accompanying biquadratics, defined by
Ai,j ≡ Ai,j(xi, xj) = A,xmA,xn −AA,xmxn , (1.3)
where {m,n} is the complement of {i, j} in {1, 2, 3, 4}, are non degenerate,
i.e. all different, while in the H−type equations some of the biquadratics are
degenerate. In Fig. 2 A¯ represents a copy of the equation A (one of the seven
equations (1.2a)) with x substituted by x3, x1 by x13, x2 by x23 and x12 by
x123. On the faces B and B¯ we have a relation between a solution of A and one
of A¯, i.e. an auto–Ba¨cklund transformation for A. By going over to projective
space the auto–Ba¨cklund transformation will provide the Lax pair.
In [2] the authors considered a more general perspective in the classification
problem. They assumed that the faces of the consistency cube A, B, C and A¯,
B¯ and C¯ could carry a priori different quad equations without assuming either
the D4 symmetry or the tetrahedron property. They considered six-tuples of (a
priori different) quad equations assigned to the faces of a 3D cube:
A (x, x1, x2, x12;α1, α2) = 0, A¯ (x3, x13, x23, x123;α1, α2) = 0,
B (x, x2, x3, x23;α3, α2) = 0, B¯ (x1, x12, x13, x123;α3, α2) = 0, (1.4)
C (x, x1, x3, x13;α1, α3) = 0, C¯ (x2, x12, x23, x123;α1, α3) = 0,
see Fig. 2. Such a six-tuple is defined to be 3D consistent if, for arbitrary
initial data x, x1, x2 and x3, the three values for x123 (calculated by using
A¯ = 0, B¯ = 0 and C¯ = 0) coincide. As a result in [2] they reobtained the
Q−type equations of [1] and some new quad equations of type H which turn
out to be deformations of those present up above (1.2a–1.2c).
In [8–10], Boll, starting from [2], classified all the consistent equations on the
quad graph possessing the tetrahedron property without any other additional
assumption. The results were summarized by Boll in [10] in a set of theorems,
from Theorem 3.9 to Theorem 3.14, listing all the consistent six-tuples config-
urations (1.4) up to (Mo¨b)8, the group of independent Mo¨bius transformations
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of the eight fields on the vertexes of the consistency three dimensional cube, see
Fig 2. All these equations fall into three disjoint families: Q−type (no degen-
erate biquadratic), H4−type (four biquadratics are degenerate) and H6−type
(all of the six biquadratics are degenerate).
It’s worth emphasizing that the classification results hold locally, i.e. the
equations are valid on a single quadrilateral cell or on a single cube. The
non secondary problem which has been solved is the embedding of the sin-
gle cell/single cube equations in a 2D/3D lattice , so as to preserve the 3D
consistency. This was discussed in [2] introducing the concept of Black–White
(BW) lattice. To get the lattice equations one needs to embed (1.4) into a Z2
lattice with an elementary cell of dimension greater than one. In such a case
the generic equation on a quad graph equation Q(x, x1, x2, x12;α1, α2) = 0 is
extended to a lattice and the lattice equation will have Lax pair and Ba¨cklund
transformation. To do so, following [8], one reflects the square with respect to
the normal to its right and top sides and then complete a 2 × 2 lattice by re-
flecting again one of the obtained equation with respect to the other direction1.
Such a procedure is graphically described in Fig. 3, and at the level of the quad
equation this corresponds to constructing the three equations obtained from
Q = Q(x, x1, x2, x12;α1, α2) = 0 by flipping its fields:
Q = Q(x, x1, x2, x12, α1, α2) = 0, (1.5a)
|Q = Q(x1, x, x12, x2, α1, α2) = 0, (1.5b)
Q = Q(x2, x12, x, x1, α1, α2) = 0, (1.5c)
|Q = Q(x12, x2, x1, x, α1, α2) = 0. (1.5d)
By paving the whole Z2 with such equations we get a partial difference equation,
which we can in principle study with the known methods. Since a priori Q 6=
|Q 6= Q 6= |Q the obtained lattice will be a four stripe lattice, i.e. an extension
of the BW lattice considered for example in [23, 31].
x x1 x
x2 x12
x2
x x1 x
Q |Q
Q |Q
Figure 3: The “four colors” lattice
Let us notice that if the quad-equation Q possess the symmetries of the
1Let us note that, whatsoever side we reflect, the result of the last reflection is the same.
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square, i.e. it is invariant under the action of D4 one has:
Q = |Q = Q = |Q (1.6)
implying that the elementary cell is actually of dimension one, and one falls into
the case of the ABS classification. Beside the symmetry group of the square,
D4 [1] there are two others relevant discrete symmetries for quad equations
(1.1). One is the rhombic symmetry, which holds when:
Q(x, x1, x2, x12, α1, α2) = σQ(x, x2, x1, x12, α2, α1)
= εQ(x12, x1, x2, x, α2, α1),
(σ, ε) ∈ ±1 (1.7)
Equations with rhombic symmetries have been introduced and classified in [2].
From their explicit form it is possible to show that they have the property:
Q = |Q, Q = |Q. (1.8)
The other kind of relevant discrete symmetry for quad equations is the trape-
zoidal symmetry [2] given by:
Q(x, x1, x2, x12, α1, α2) = Q(x1, x, x12, x2, α1, α2). (1.9)
Eq. (1.9) implies:
Q = |Q, Q = |Q. (1.10)
Geometrically the trapezoidal symmetry is an invariance with respect to the
axis parallel to (x1, x12). There might be a trapezoidal symmetry also with
respect to the reflection around an axe parallel to (x2, x12), but this can be
reduced to the previous one by a rotation. So there is no need to treat such
symmetry but it is sufficient to consider (1.10).
A detailed study of all the lattices derived from the rhombic H4 family,
including the construction of their three-leg forms, Lax pairs, Ba¨cklund trans-
formations and infinite hierarchies of generalized symmetries, was presented
in [31].
A procedure for the embedding of the equations defined on a cell into a
3D consistent lattice is given in [8, 10]. Different embeddings in 3D consistent
lattices resulting either in integrable or non integrable equations are discussed
in [23] using the algebraic entropy analysis.
After the first results of Adler Bobenko and Suris [1] there have been various
attempts to reduce the requirements imposed on consistent quad equations.
Four non tetrahedral models, three of them with D4 symmetry, were presented
in [20, 21]. All of these models turn out to be more or less trivially linearizable
[26]. Other consistent systems of quadrilateral lattice equations non possessing
the tetrahedral property were studied in [2, 5].
In the following we study the independent lattice equations (consistent on
the cube) not already considered in the literature [1,2,31], i.e. those possessing
the trapezoidal symmetry or with no symmetry at all. In Section 2 we list all
independent equations defined on a cell and in Section 3 show in detail how one
can extend the Mo¨bius symmetry which classify Boll lattice equations defined
on a four color lattice discussed in Appendix A. In Section 4 we present all the
independent lattice equations obtained in this way and in Section 5 we analyze
them from the point of view of the algebraic entropy showing that most of
the new equations are linearizable. In Section 6 we explicitly linearize a few
examples. Section 7 is devoted to some concluding remarks.
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2 Independent equations on a single cell
In Theorems 3.9 – 3.14 [10], Boll classified up to a (Mo¨b)8 symmetry every
consistent six-tuples of equations with the tetrahedron property. Here we con-
sider all the independent quad equations defined on a single cell not of type Q
(Qε1, Q
ε
2, Q
ε
3 and Q4) or rhombic H
4 (rH
ε
1 , rH
ε
2 and rH
ε
3) as these two families
have been already studied extensively [1, 2, 31]. By independent we mean that
the equations are defined up to a (Mo¨b)
4
symmetry on the fields, rotations,
translations and inversions of the reference system. By reference system we
mean those two vectors applied on the point x which define the two oriented
directions i and j upon which the elementary square is constructed. The vertex
of the square lying on direction i (j) is then indicated by xi (xj). The remaining
vertex is then called xij . In Fig. 1 one can see an elementary square where i = 1
and j = 2 or viceversa.
The list we present in the following expands the analogous one given by
Theorems 2.8-2.9 in [10], where the author does not distinguish between
different arrangements of the fields xi, i = 1, . . . , 4 over the four corners of the
elementary square. Different choices reflects in different biquadratic’s patterns
and, for any system presented in Theorems 2.8-2.9 in [10], it is easy to see
that a maximum of three different choices may arise up to rotations, translations
and inversions.
Theorem 1 All the independent consistent quad equations not of type Q or
rhombic H4 are given, up to (Mo¨b)4 transformations of the fields x, xi, xj and
xij and rotations, translations and inversions of the reference system, by nine
different representatives, three of H4-type and six of H6-type. We list them
with their quadruples of discriminants and we identify the six-tuple where the
equation appears by the theorem number indicated in [10] in the form 3.a.b,
where b is the order of the six-tuple into the theorem 3.a.
The trapezoidal equations of type H4 are:
tH
ε
1 ,
(
ε2, ε2, 0, 0
)
: Eq. B of 3.10.1.
(x− x2) (x3 − x23)− α2(1 + ε2x3x23) = 0. (2.1a)
tH
ε
2 , (1 + 4εx, 1 + 4εx2, 1, 1): Eq. B of 3.10.2.
(x− x2) (x3 − x23) + α2(x+ x2 + x3 + x23)+
+
εα2
2
(2x3 + 2α3 + α2) (2x23 + 2α3 + α2)+
+ (α2 + α3)
2 − α23 +
εα32
2
= 0.
(2.1b)
tH
ε
3 ,
(
x2 − 4δ2ε2, x22 − 4δ2ε2, x23, x223
)
: Eq. B of 3.10.3.
e2α2 (xx23 + x2x3)− (xx3 + x2x23)−
− e2α3 (e4α2 − 1)(δ2 + ε2x3x23
e4α3+2α2
)
= 0.
(2.1c)
The equations of type H6 are:
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D1, (0, 0, 0, 0): Eq. A of 3.12.1 and 3.13.1.
x+ x1 + x2 + x12 = 0. (2.2a)
This equation is invariant under any exchange of the fields.
1D2,
(
δ21 , (δ1δ2 + δ1 − 1)2 , 1, 0
)
: Eq. A of 3.12.2.
δ2x+ x1 + (1− δ1) x2 + x12 (x+ δ1x2) = 0. (2.2b)
D3, (4x, 1, 1, 1): Eq. A of 3.12.3.
x+ x1x2 + x1x12 + x2x12 = 0. (2.2c)
This equation is invariant under the exchange x1 ↔ x2.
1D4,
(
x2 + 4δ1δ2δ3, x
2
1, x
2
12, x
2
2
)
: Eq. A of 3.12.4.
xx12 + x1x2 + δ1x1x12 + δ2x2x12 + δ3 = 0. (2.2d)
This equation is invariant under the simultaneous exchanges x1 ↔ x2 and
δ1 ↔ δ2.
2D2,
(
δ21 , 0, 1 (δ1δ2 + δ1 − 1)2
)
: Eq. C of 3.13.2.
δ2x+ (1− δ1) x3 + x13 + x1 (x+ δ1x3 − δ1λ)− δ1δ2λ = 0. (2.2e)
3D2,
(
δ21 , 0, (δ1δ2 + δ1 − 1)2 , 1
)
: Eq. C of 3.13.3.
δ2x+ x3 + (1− δ1)x13 + x1 (x+ δ1x13 − δ1λ)− δ1δ2λ = 0. (2.2f)
2D4,
(
x2 + 4δ1δ2δ3, x
2
1, x
2
2, x
2
12
)
: Eq. A of 3.13.5.
xx1 + δ2x1x2 + δ1x1x12 + x2x12 + δ3 = 0. (2.2g)
This equation is invariant under the simultaneous exchanges x2 ↔ x12
and δ1 ↔ δ2
Let us note that differently from the rhombic H4 equations, which are ε-
deformations of the H equations in the ABS classification [1] and hence, in
the limit ε → 0, have square symmetries, the trapezoidal H4 equations in the
limit ε → 0 keep their discrete symmetry. Such class is then completely new
with respect the ABS classification and the “deformed” and the “undeformed”
equations share the same properties.
Everything is just written on a single cell and no dynamical system over
the entire lattice exists. The problem of the embedding in a 2D/3D-lattice is
discussed later in Appendix A.
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3 Transformation groups for quad lattice equa-
tions.
We summarize in detail in Appendix A the results contained in [10] on the
construction of the lattice equations and their Lax pairs.
Here in the following we present the extension of the Mo¨bius transforma-
tions necessary to treat the equations we obtain when constructing quad graph
equations consistent on an extended four color cube.
The classification of quad equations presented in Section 2, has been carried
out up to a Mo¨bius transformations in each vertex:
M : (x, x1, x2, x12) 7→
(
a0x+ b0
c0x+ d0
,
a1x1 + b1
c1x1 + d1
,
a2x2 + b2
c2x2 + d2
,
a12x12 + b12
c12x12 + d12
)
. (3.1)
As in the usual Mo¨bius transformation we have here (ai, bi, ci, di) ∈ CP4 \
V (aidi − bici) ≃ PGL(2,C) with i = 0, 1, 2, 12, i.e. each set of parameters is
defined up to to a multiplication by a number. Obviously as the usual Mo¨bius
transformations these transformations will form a group under composition and
we shall call such group (Mo¨b)4.
On the other hand when dealing with equations defined on the lattice we
have to follow the prescription of Appendix A and use the representation given
by (A.14), i.e. we will have non-autonomous lattice equations. In this Section
one proves the following Theorem which extends the group (Mo¨b)4 to the level
of the transformations of the non autonomous lattice equations. We will call
such group the “non-autonomous lifting” of (Mo¨b)4, and denote it by (̂Mo¨b)
4
.
Theorem 2 (̂Mo¨b)
4
is the symmetry group of the non–autonomous difference
equations obtained with the procedure presented in Appendix A by the “non-
autonomous lifting” of (Mo¨b)4, the symmetry group of the quad equations pre-
sented in Section 2.
This Theorem states that the result that we get by acting with a group
of transformations (̂Mo¨b)
4
is the same of what we obtain if we first transform
Q̂
Q M(Q)
M̂(Q) ≡ M̂(Q̂)
M˜ ∈ (˜Mo¨b)
4
M ∈ (Mo¨b)4
1
:
1
Figure 4: The commutative diagram defining (̂Mo¨b)
4
.
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the equations of Section 2 using M ∈ (Mo¨b)4 and then we construct the non-
autonomous quad equation with the prescription of Appendix A or viceversa if
we first construct the non-autonomous equation and then we transform it using
the “non-autonomous lifing” of M , M̂ , see Figure 4.
The Theorem is made up of two parts, the proof that (̂Mo¨b)
4
is a group and
that it is equivalent to the “non-autonomous lifting” of (Mo¨b)4.
Let us first construct, a transformation which will be the candidate to be
the “non-autonomous lifting” of M ∈ (Mo¨b)4. Given M ∈ (Mo¨b)4 using the
same ideas of Appendix A we can construct the following transformation:
Mn,m ∈ (̂Mo¨b)
4
: un,m 7→ fn,ma0un,m + b0
c0un,m + d0
+ |fn,m a1un,m + b1
c1un,m + d1
+
f
n,m
a2un,m + b2
c2un,m + d2
+ |f
n,m
a12un,m + b12
c12un,m + d12
.
(3.2)
Eq. (3.2) give us a mapping Φ between the group (Mo¨b)4 and a set of non-
autonomous transformations of the field un,m. Moreover there is a one to one
correspondence between an element M ∈ (Mo¨b)4 (3.1) and one Mn,m ∈ (̂Mo¨b)
4
(3.2). Φ is given by:
Φ:

ax+ b
cx+ d
a1x1 + b1
c1x1 + d1
a2x2 + b2
c2x2 + d2
a12x12 + b12
c12x12 + d12

T
7−→
fn,m
aun,m + b
cun,m + d
+
|fn,ma1un,m + b1
c1un,m + d1
+
f
n,m
a2un,m + b2
c2un,m + d2
+
|f
n,m
a12un,m + b12
c12un,m + d12
, (3.3a)
and its inverse
Φ−1 :
fn,m
α(0)un,m + β
(0)
γ(0)un,m + δ(0)
+
|fn,mα
(1)un,m + β
(1)
γ(1)un,m + δ(1)
+
f
n,m
α(2)un,m + β
(2)
γ(2)un,m + δ(2)
+
|f
n,m
α(3)un,m + β
(3)
γ(3)un,m + δ(3)
7−→

α(0)x+ β(0)
γ(0)x+ δ(0)
α(1)x1 + β
(1)
γ(1)x1 + δ(1)
α(2)x2 + β
(2)
γ(2)x2 + δ(2)
α(3)x12 + β
(3)
γ(3)x12 + δ(3)

T
. (3.3b)
We have now to prove that (̂Mo¨b)
4
is a group and that the mapping (3.3) is
actually a group homomorphism.
(̂Mo¨b)
4
is a subset of the general non-autonomous Mo¨bius transformation:
Wn,m : un,m 7→ an,mun,m + bn,m
cn,mun,m + dn,m
. (3.4)
From the general rule of composition of two Mo¨bius transformations (3.4) we
9
get:
W 1n,m
(
W 0n,m (un,m)
)
=
(a0n,ma
1
n,m + b
1
n,mc
0
n,m)un,m + a
1
n,mb
0
n,m + b
1
n,md
0
n,m
(a0n,mc
1
n,m + c
0
n,md
1
n,m)un,m + b
0
n,mc
1
n,m + d
0
n,md
1
n,m
.
(3.5)
Its inverse is given by
W−1n,m(un,m) =
dn,mun,m − bn,m
−cn,mun,m + an,m , (3.6)
Using the computational rules given in Table 1 and in (3.5) we find that the
composition of two elementsM
(1)
n,m,M
(2)
n,m ∈ (̂Mo¨b)
4
with parameters (a
(i)
j , b
(i)
j , c
(i)
j , d
(i)
j ),
j = 0, 1, 2, 3 and i = 1, 2, gives:
M2n,m
(
M1n,m (un,m)
)
=

[
fn,m(a
(0)
1 a
(0)
2 + b
(0)
2 c
(0)
1 )+
|fn,m(a(1)1 a(1)2 + b(1)2 c(1)1 )+
f
n,m
(a
(2)
1 a
(2)
2 + b
(2)
2 c
(2)
1 )+
|f
n,m
(a
(3)
1 a
(3)
2 + b
(3)
2 c
(3)
1 )
]
un,m+
+
[
fn,m(b
(0)
1 a
(0)
2 + d
(0)
1 b
(0)
2 )+
+|fn,m(b(1)1 a(1)2 + d(1)1 b(1)2 )+
+f
n,m
(b
(2)
1 a
(2)
2 + d
(2)
1 b
(2)
2 )+
+|f
n,m
(b
(3)
1 a
(3)
2 + d
(3)
1 b
(3)
2 )
]

[
fn,m(a
(0)
1 c
(0)
2 + c
(0)
1 d
(0)
1 )+
|fn,m(a(1)1 c(1)2 + c(1)1 d(1)1 )+
f
n,m
(a
(2)
1 c
(2)
2 + c
(2)
1 d
(2)
1 )+
|f
n,m
(a
(3)
1 c
(3)
2 + c
(3)
1 d
(3)
1 )
]
un,m+[
fn,m(b
(0)
1 c
(0)
2 + d
(0)
1 d
(0)
2 )+
|fn,m(b(1)1 c(1)2 + d(1)1 d(1)2 )+
f
n,m
(b
(2)
1 c
(2)
2 + d
(2)
1 d
(2)
2 )+
|f
n,m
(b
(3)
1 c
(3)
2 + d
(3)
1 d
(3)
2 )
]

. (3.7)
Its inverse is given by
M−1n,m(un,m) =
 (fn,md
(0) + |fn,md1 + fn,md2 + |fn,md3)un,m−
(fn,mb0 + |fn,mb1 + fn,mb2 + |fn,mb3)
{−(fn,mc0 + |fn,mc1 + fn,mc2 + |fn,mc3)un,m+
(fn,ma0 + |fn,ma1 + fn,ma2 + |fn,ma3)
} . (3.8)
Thus one has proven that (̂Mo¨b)
4
is a group.
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· fn,m |fn,m fn,m |fn,m
fn,m fn,m 0 0 0
|fn,m 0 |fn,m 0 0
f
n,m
0 0 f
n,m
0
|f
n,m
0 0 0 |f
n,m
Table 1: Multiplication rules for the functions f˜n,m as given by (A.18).
Let us show that the maps Φ and Φ−1 in (3.3) are group homomorphism.
They preserve the identity, and from the formula of composition of Mo¨bius
transformations in (Mo¨b)4 (3.7) we derive the required result.
Let us now check if the diagram of Fig. 4 is satisfied. Let us consider (3.1)
and (3.2) and a general multilinear quad–equation:
Qgen (x, x1, x2, x12) = A0,1,2,12xx1x2x12 +B0,1,2xx1x2+
+B0,1,12xx1x12 +B0,2,12xx2x12 +B1,2,12x1x2x12
+ C0,1xx1 + C0,2xx2 + C0,12xx12 + C1,2x1x2
+ C1,12x1x12 + C2,12x2x12
+D0x+D1x1 +D2x2 +D12x12 +K
(3.9)
where A0,1,2,12, Bi,j,k, Ci,j , Di and K with i, j, k ∈ { 0, 1, 2, 12 } are arbitrary
complex constants. The proof that ̂Q(M(x, x1, x2, x12)) = Q̂(Mn,m(un,m))
where M ∈ (Mo¨b)4 and Mn,m = Φ(M) ∈ (̂Mo¨b)
4
is a very computationally
heavy calculation due to the high number of parameters involved (twelve in
the transformation2 and fifteen in the equation (3.9), twenty-seven paramrters
in total) and to the fact that rational functions are involved. To simplify the
problem it is sufficient to recall that every Mo¨bius
m(z) =
az + b
cz + d
, z ∈ C (3.10)
transformation can be obtained as a superposition of a translation:
Ta(z) = z + a, (3.11a)
dilatation:
Da(z) = az (3.11b)
and inversion:
I(z) =
1
z
, (3.11c)
i.e.
m(z) =
(
Ta/c ◦D(bc−ad)/c2 ◦ I ◦ Td/c
)
(z). (3.12)
2Using that Mo¨bius transformations are projectively defined one can lower the number
of parameters from sixteen to twelve, but this implies to impose that some parameters are
non-zero and thus all various different possibilities must be taken into account.
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As the group (Mo¨b)4 is obtained by four copies of the Mo¨bius group each
acting on a different variable we can decompose each entry M ∈ (Mo¨b)4 as
in (3.12). Therefore we need to check 34 = 81 transformations, depending at
most on four parameters. We can automatize such proof by making a specific
computer program to generate all the possible fundamental transformations in
(Mo¨b)4 and then check them one by one reducing the computational effort. To
this end we used the Computer Algebra System (CAS) SymPy [27]. This ends
the proof of the Theorem. The details of the calculations will be contained
in [16].
4 Independent equations on the 2D-lattice
We will now extend to the 2D-lattice all the systems listed in Theorem 1 of
Section 2 according to the prescription given in Appendix A. Independence is
now understood to be up to (̂Mo¨b)
4
symmetry and rotations, translations and
inversions of the reference system. The transformations of the reference system
are take to be acting on the discrete indexes rather than on the reference frame.
For sake of compactness and as the equations are on the lattice we shall omit
the hats on the Mo¨bius transformations when clear.
Theorem 3 All the independent nonlinear, 2D-dynamical systems not of type
Q or rhombic H4 which are consistent on the 3D-lattice are given, up to (̂Mo¨b)
4
transformations of the fields un,m, un,m+1, un+1,m and un+1,m+1, rotations,
translations and inversions of the discrete indexes n and m, by nine non au-
tonomous representatives, three of trapezoidal H4-type and six of H6-type.
The H4 type equations are:
tH1 : (un,m − un+1,m) · (un,m+1 − un+1,m+1)−
− α2ε2
(
F (+)m un,m+1un+1,m+1 + F
(−)
m un,mun+1,m
)
− α2 = 0,
(4.1a)
tH2 : (un,m − un+1,m) (un,m+1 − un+1,m+1)
+ α2 (un,m + un+1,m + un,m+1 + un+1,m+1)
+
εα2
2
(
2F (+)m un,m+1 + 2α3 + α2
)(
2F (+)m un+1,m+1 + 2α3 + α2
)
+
εα2
2
(
2F (−)m un,m + 2α3 + α2
)(
2F (−)m un+1,m + 2α3 + α2
)
+ (α3 + α2)
2 − α23 − 2εα2α3 (α3 + α2) = 0
(4.1b)
tH3 : α2 (un,mun+1,m+1 + un+1,mun,m+1)
− (un,mun,m+1 + un+1,mun+1,m+1)− α3
(
α22 − 1
)
δ2+
− ε
2(α22 − 1)
α3α2
(
F (+)m un,m+1un+1,m+1 + F
(−)
m un,mun+1,m
)
= 0,
(4.1c)
These equations arise from the B equation of the cases 3.10.1, 3.10.2 and
3.10.3 in [10] respectively.
The H6 type equations are:
D1 : un,m + un+1,m + un,m+1 + un+1,m+1 = 0. (4.2a)
12
1D2 :
(
F
(−)
n+m − δ1F (+)n F (−)m + δ2F (+)n F (+)m
)
un,m
+
(
F
(+)
n+m − δ1F (−)n F (−)m + δ2F (−)n F (+)m
)
un+1,m+
+
(
F
(+)
n+m − δ1F (+)n F (+)m + δ2F (+)n F (−)m
)
un,m+1
+
(
F
(−)
n+m − δ1F (−)n F (+)m + δ2F (−)n F (−)m
)
un+1,m+1+
+ δ1
(
F (−)m un,mun+1,m + F
(+)
m un,m+1un+1,m+1
)
+ F
(+)
n+mun,mun+1,m+1 + F
(−)
n+mun+1,mun,m+1 = 0,
(4.2b)
2D2 :
(
F (−)m − δ1F (+)n F (−)m + δ2F (+)n F (+)m − δ1λF (−)n F (+)m
)
un,m
+
(
F (−)m − δ1F (−)n F (−)m + δ2F (−)n F (+)m − δ1λF (+)n F (+)m
)
un+1,m
+
(
F (+)m − δ1F (+)n F (+)m + δ2F (+)n F (−)m − δ1λF (−)n F (−)m
)
un,m+1
+
(
F (+)m − δ1F (−)n F (+)m + δ2F (−)n F (−)m − δ1λF (+)n F (−)m
)
un+1,m+1
+ δ1
(
F
(−)
n+mun,mun+1,m+1 + F
(+)
n+mun+1,mun,m+1
)
+ F (+)m un,mun+1,m + F
(−)
m un,m+1un+1,m+1 − δ1δ2λ = 0,
(4.2c)
3D2 :
(
F (−)m − δ1F (−)n F (−)m + δ2F (+)n F (+)m − δ1λF (−)n F (+)m
)
un,m
+
(
F (−)m − δ1F (+)n F (−)m + δ2F (−)n F (+)m − δ1λF (+)n F (+)m
)
un+1,m
+
(
F (+)m − δ1F (−)n F (+)m + δ2F (+)n F (−)m − δ1λF (−)n F (−)m
)
un,m+1
+
(
F (+)m − δ1F (+)n F (+)m + δ2F (−)n F (−)m − δ1λF (+)n F (−)m
)
un+1,m+1
+ δ1
(
F (−)n un,mun,m+1 + F
(+)
n un+1,mun+1,m+1
)
+ F (−)m un,m+1un+1,m+1 + F
(+)
m un,mun+1,m − δ1δ2λ = 0,
(4.2d)
D3 : F
(+)
n F
(+)
m un,m + F
(−)
n F
(+)
m un+1,m + F
(+)
n F
(−)
m un,m+1
+ F (−)n F
(−)
m un+1,m+1 + F
(−)
m un,mun+1,m
+ F (−)n un,mun,m+1 + F
(−)
n+mun,mun+1,m+1+
+ F
(+)
n+mun+1,mun,m+1 + F
(+)
n un+1,mun+1,m+1
+ F (+)m un,m+1un+1,m+1 = 0,
(4.2e)
1D4 : δ1
(
F (−)n un,mun,m+1 + F
(+)
n un+1,mun+1,m+1
)
+
+ δ2
(
F (−)m un,mun+1,m + F
(+)
m un,m+1un+1,m+1
)
+
+ un,mun+1,m+1 + un+1,mun,m+1 + δ3 = 0,
(4.2f)
2D4 : δ1
(
F (−)n un,mun,m+1 + F
(+)
n un+1,mun+1,m+1
)
+
+ δ2
(
F
(−)
n+mun,mun+1,m+1 + F
(+)
n+mun+1,mun,m+1
)
+
+ un,mun+1,m + un,m+1un+1,m+1 + δ3 = 0.
(4.2g)
The equations 1D2, 1D4, 2D2 and D3 arise from the A equation in the cases
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3.12.2, 3.12.3, 3.12.4 and 3.13.5 respectively. Instead equations 2D2 and
3D2 arise from the C equation in the cases 3.13.2 and 3.13.3 respectively.
To write down the explicit form of the equations in (4.2) we used (A.20,
A.23) and the fact that the following identities holds:
fn,m = F
(+)
n F
(+)
m , |fn,m = F (−)n F (+)m ,
f
n,m
= F (+)n F
(−)
m , |fn,m = F
(−)
n F
(−)
m .
(4.3)
As mentioned in Appendix A if we apply this procedure to an equation of
rhombic type we get a result consistent with [31].
5 Algebraic Entropy test for (4.1, 4.2)
Algebraic Entropy is used as a test of integrability for discrete systems. It
measures the degree of growth of the iterates of a rational map [28, 29]. The
classification of lattice equations based on the algebraic entropy test [22] is:
Linear growth: The equation is linearizable.
Polynomial growth: The equation is integrable.
Exponential growth: The equation is chaotic.
We have performed the Algebraic Entropy analysis in the principal growth
directions [29] as shown in Figure 5 on all non-autonomous equations presented
in Section 4 to identify their behaviour. To this end we used the SymPy [27]
module ae2d.py [17]. We found that a non-autonomous equation, at difference
from what it is assumed in [29], may have non-constant degrees upon the diag-
onals. This fact implies that the equations of Section 4 do not have in general
a single sequence of degrees.
(−,−)
(−,+) (+,+)
(+,−)
Figure 5: Principal growth directions.
Let us explain this result in details. Let us suppose that we wish to calculate
the Algebraic Entropy in the North-East direction (−,+). We should then solve
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our equation with respect to un+1,m+1 and then iteratively find the degree of
the map in the (−,+) direction. According to [29] one obtains a matrix, the
evolution matrix, where in each element we put the degree dk of the correspond-
ing k lattice point. In the evolution matrix the degrees along the diagonals are
assumed to be all equal. Then the evolution matrix will have the form:
1 d2 d3 d4 d5 d6
1 1 d2 d3 d4 d5
1 1 d2 d3 d4
1 1 d2 d3
1 1 d2
1 1
(5.1)
The Algebraic Entropy η is defined as:
η = lim
k→∞
1
k
log dk. (5.2)
In our case we obtain experimentally that the degrees along the diagonals are
not the same. This means that the actual evolution matrix will have the form:
1 d
(5)
2 d
(4)
3 d
(3)
4 d
(2)
5 d
(1)
6
1 1 d
(4)
2 d
(3)
3 d
(2)
4 d
(1)
5
1 1 d
(3)
2 d
(2)
3 d
(1)
4
1 1 d
(2)
2 d
(1)
3
1 1 d
(1)
2
1 1
(5.3)
where by d
(i)
k we mean the degree of the iterate map proper to the i-th column
of the evolution matrix. This is obviously a more general case than (5.1). In
the framework of [29] the sequence of degrees will have the form (5.1) but in
our case we get (5.3). We shall call the sequence
1, d
(1)
2 , d
(1)
3 , d
(1)
4 , d
(1)
5 , . . . (5.4)
the principal sequence of growth. A sequence as
1, d
(i)
2 , d
(i)
3 , d
(i)
4 , d
(i)
5 , . . . (5.5)
with i = 2 will be a secondary sequence of growth, for i = 3 a third, and so on.
In principle any sequence of the form (5.5) will define an entropy η(i):
η(i) = lim
k→∞
1
k
log d
(i)
k . (5.6)
To any sequence of the form (5.5) we can associate a generating function, i.e.
the function g(i)(s) such that the coefficients of its Taylor expansion care as
near as possible to the d
(i)
k :
g(i)(s) =
∞∑
k=0
d
(i)
k s
i. (5.7)
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Usually we assume these generating functions to be rational and then the Al-
gebraic Entropy can be calculated as the modulus of the smallest pole of the
generating function:
η(i) = min
{
|s|
∣∣∣ lim
σ→s
∣∣∣g(i)(σ)∣∣∣ =∞} . (5.8)
We built the program ae2d.py to analyze the evolution matrices and to
search for recurring sequences of growth. It can extract from a (sufficiently big)
evolution matrix the number of sequences of growth and analyze them. For
further details see [16, 17].
Before considering the Algebraic Entropy of the equations presented in Sec-
tion 4 we discuss briefly the Algebraic Entropy for the rhombic H4 equations,
which are well known to be integrable [31]. Running ae2d.py on these equa-
tions one finds that they possess only a principal sequence with the following
isotropic sequence of degrees:
1, 2, 4, 7, 11, 16, 22, 29, 37, . . . . (5.9)
To this sequence corresponds the generating function:
g =
s2 − s+ 1
(1− s)3 , (5.10)
which gives, through the definition g =
∑
k dks
k, the asymptotic fit of the
degrees:
dk =
k(k + 1)
2
+ 1. (5.11)
Since the growth is quadratic η = 0. This result is a confirmation by the Alge-
braic Entropy approach of the integrability of the rhombic H4 equations. Let
us note that the growth sequences (5.9) are the same in the Rhombic H4 equa-
tions also when ε = 0, i.e. if we are in the case of the H equations of the ABS
classification.
For the trapezoidal H4 and H6 equations the situation is a bit more compli-
cate. Indeed those equations have in every direction two different sequence of
growth, the principal and the secondary one, as the coefficients of the evolution
matrix (5.3) are 2-periodic. The most surprising feature is however that all the
sequences of growth are linear. This means that all such equations are not only
integrable due to the CAC property, but also linearizable.
Instead of presenting the full evolution matrices (5.3), which would be very
lengthily and obscure, we present two tables with the relevant properties. The
interested reader will find the full matrices in [16]. In Table 2 we present a sum-
mary of the sequences of growth of both trapezoidal H4and H6 equations. The
explicit sequence of the degrees of growth with generating functions, asymptotic
fit of the degrees of growth and entropy is given in Table 3.
Observing Table 2 and Table 3 we may notice the following facts:
• The trapezoidal H4 equations are not isotropic: the sequences in the
(−,+) and (+,+) directions are different from those in the (+,−) and
(−,−) directions. These results reflect the symmetry of the equations.
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Equation Growth direction
−,+ +,+ +,− −,−
tH
ε
1 L1, L2 L1, L2 L3, L4 L3, L4
tH
ε
2 L5, L6 L5, L6 L7, L8 L7, L8
tH
ε
3 L5, L6 L5, L6 L7, L8 L7, L8
D1 L0, L0 L0, L0 L0, L0 L0, L0
1D2 L9, L10 L9, L10 L9, L10 L9, L10
D3 L11, L12 L11, L12 L11, L12 L11, L12
1D4 L13, L8 L13, L8 L13, L8 L13, L8
2D2 L14, L15 L14, L15 L15, L14 L15, L14
3D2 L16, L17 L16, L17 L17, L16 L17, L16
2D4 L18, L8 L18, L8 L19, L20 L19, L20
Table 2: Sequences of growth for the trapezoidal H4 and H6 equations. The
first one is the principal sequence, while the second the secondary. All sequences
Lj, j = 0, · · · , 20 are presented in Table 3.
• The H6 equations, except from 2D4 which has the same behaviour as
the trapezoidal H4, are isotropic. Equations 2D2 and 3D2 exchange the
principal and the secondary sequences from the (−,+), (+,+) directions
and the (+,−), (−,−) directions.
• All growths, except L0, L3, L4, L7, L8, L12 and L17, exhibit a highly
oscillatory behaviour. They have generating functions of the form:
g(s) =
P (s)
(s− 1)2(s+ 1)2 , (5.12)
with the polynomial P (s) ∈ Z[s]. We may write
g(s) = P0(s) +
P1(s)
(s− 1)2(s+ 1)2 , (5.13)
with P0(s) ∈ Z[s] of degree less than P and P1(s) = αs3 + βs2 + γs+ δ.
Expanding the second term in (5.13) in partial fractions we obtain:
g(s) = P0(s) +
1
4
[
−α− γ + β + δ
(s+ 1)
2 +
α+ γ + β + δ
(s− 1)2
+
2α+ β − δ
s− 1 +
2α− β + δ
s+ 1
]
.
(5.14)
Expanding the term in square parentheses in Taylor series we find that:
g(s) = P0(s) +
∞∑
k=0
[
A0 +A1(−1)k +A2k +A3(−1)kk
]
sk, (5.15)
with Ai = Ai(α, β, γ, δ) constants. This means the dk = A0 +A1(−1)k +
A2k+A3(−1)kk for k > degP0(s), and therefore it asymptotically solves a
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fourth order difference equation. As far as we know, even if some example
of behaviour containing terms like (−1)k are known [22], this is the first
time that we observe patterns with oscillations given by k (−1)k. We
conclude noting that the usage of the algebraic entropy as integrability
indicator is actually justified by the existence of of finite order recurrence
relations between the degrees dk. Indeed the existence of such recurrence
relations means that from a local property (the sequence of degrees) we
may infer a global one (chaoticity/integrability/linearizaribilty) [30].
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Table 3: Sequences of growth, generating functions, analytic ex-
pression of the degrees and entropy for the trapezoidal H4and
H6equations
Name Degrees Generating function Degree fit Entropy
{ dk } g(s) dk η
L0 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 . . .
1
1− s 1 0
L1 1, 2, 2, 5, 3, 8, 4, 11, 5, 14, 6, 17, 7 . . .
s3 + 2s+ 1
(s− 1)2(s+ 1)2
(−1)k
4
(−2k + 1) + k + 3
4
0
L2 1, 2, 4, 3, 7, 4, 10, 5, 13, 6, 16, 7, 19 . . .
−s3 + 2s2 + 2s+ 1
(s− 1)2(s+ 1)2
(−1)k
4
(2k − 1) + k + 5
4
0
L3 1, 2, 2, 3, 3, 4, 4, 5, 5, 6, 6, 7, 7 . . .
−s2 + s+ 1
s3 − s2 − s+ 1 −
(−1)k
4
+
k
2
+
5
4
0
L4 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19 . . .
s2 + s+ 1
s3 − s2 − s+ 1
(−1)k
4
+
3k
2
+
3
4
0
L5 1, 2, 4, 6, 11, 10, 19, 14, 27, 18, 35, 22, 43 . . .
s6 + 4s4 + 2s3 + 2s2 + 2s+ 1
(s− 1)2(s+ 1)2 (−1)
k
(
k − 5
2
)
+ 3k − 5
2
0
L6 1, 2, 4, 7, 8, 15, 12, 23, 16, 31, 20, 39, 24 . . .
3s5 + s4 + 3s3 + 2s2 + 2s+ 1
(s− 1)2(s+ 1)2 (−1)
k
(
−k + 5
2
)
+ 3k − 5
2
0
L7 1, 2, 4, 7, 11, 15, 19, 23, 27, 31, 35, 39, 43 . . .
s4 + s3 + s2 + 1
(s− 1)2 4k − 5 0
L8 1, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24 . . .
s2 + 1
(s− 1)2 2k 0
Continued on next page
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Table 3 – Continued from previous page
Name Degrees Generating function Degree fit Entropy
{ dk } g(s) dk η
L9 1, 2, 2, 5, 3, 8, 4, 11, 5, 14, 6, 17, 7, . . .
s3 + 2s+ 1
(s− 1)2 (s+ 1)2
(−1)k
4
(−2k + 1) + k + 3
4
0
L10 1, 2, 3, 5, 5, 8, 7, 11, 9, 14, 11, 17, 13, . . .
s3 + s2 + 2s+ 1
(s− 1)2 (s+ 1)2
(−1)k
4
(−k + 1) + 5k
4
+
3
4
0
L11 1, 2, 4, 5, 10, 8, 16, 11, 22, 14, 28, 17, 34, . . .
3s4 + s3 + 2s2 + 2s+ 1
(s− 1)2 (s+ 1)2
(−1)k
4
(3k − 5) + 9k
4
− 3
4
0
L12 1, 2, 4, 5, 7, 8, 10, 11, 13, 14, 16, 17, 19, . . .
s2 + s+ 1
(s− 1)2 (s+ 1)
(−1)k
4
+
3k
2
+
3
4
0
L13 1, 2, 4, 6, 11, 10, 18, 14, 25, 18, 32, 22, 39, . . .
4s4 + 2s3 + 2s2 + 2s+ 1
(s− 1)2 (s+ 1)2
3 (−1)k
4
(k − 2) + 11k
4
− 3
2
0
L14 1, 2, 3, 3, 6, 4, 9, 5, 12, 6, 15, 7, 18, . . .
s4 − s3 + s2 + 2s+ 1
(s− 1)2 (s+ 1)2
(−1)k
4
(2k − 3) + k + 3
4
0
L15 1, 1, 3, 3, 6, 5, 9, 7, 12, 9, 15, 11, 18, . . .
s4 + s3 + s2 + s+ 1
(s− 1)2 (s+ 1)2
k
4
(
(−1)k + 5
)
0
L16 1, 2, 3, 2, 5, 2, 7, 2, 9, 2, 11, 2, 13, . . .
−2s3 + s2 + 2s+ 1
(s− 1)2 (s+ 1)2
(−1)k
2
(k − 1) + k
2
+
3
2
0
L17 1, 1, 3, 3, 5, 5, 7, 7, 9, 9, 11, 11, 13, . . .
s2 + 1
(s− 1)2 (s+ 1)
(−1)k
2
+ k +
1
2
0
L18 1, 2, 4, 5, 11, 9, 19, 13, 27, 17, 35, 21, 43, . . .
s6 + s5 + 4s4 + s3 + 2s2 + 2s+ 1
(s− 1)2 (s+ 1)2 (−1)
k
(k − 2) + 3k − 3 0
Continued on next page
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Table 3 – Continued from previous page
Name Degrees Generating function Degree fit Entropy
{ dk } g(s) dk η
L19 1, 2, 4, 6, 11, 10, 19, 14, 27, 18, 35, 22, 43, . . .
s6 + 4s4 + 2s3 + 2s2 + 2s+ 1
(s− 1)2 (s+ 1)2 (−1)
k
(
k − 5
2
)
+ 3k − 5
2
0
L20 1, 1, 3, 2, 6, 3, 9, 4, 12, 5, 15, 6, 18, . . .
s4 + s2 + s+ 1
(s− 1)2 (s+ 1)2
(−1)k
4
(2k − 1) + k + 1
4
0
2
1
6 Examples
In this Section one considers in detail the tH
ε
1 (4.1a) and 1D2 (4.2b) equations
and shows the explicit form of the quadruple of matrices coming from the CAC,
the non-autonomous equations which give the consistency on Z3 and the effective
Lax pair. Finally we confirm the predictions of the algebraic entropy analysis
showing how they can be explicitly linearized.
6.1 Example 1: tH
ε
1
To construct the Lax Pair for (4.1a) we have to deal with Case 3.10.1 in [10].
The sextuple of equations we consider is:
A = α2 (x− x1) (x2 − x12)− α1 (x− x2) (x1 − x12)
+ ε2α1α2 (α1 − α2) ,
(6.1a)
B = (x− x2) (x3 − x23)− α2
(
1 + ε2x3x23
)
= 0, (6.1b)
C = (x− x1) (x3 − x13)− α1
(
1 + ε2x3x13
)
= 0, (6.1c)
A¯ = α2 (x13 − x3) (x123 − x23)− α1 (x13 − x123) (x3 − x123) , (6.1d)
B¯ = (x1 − x12) (x13 − x123)− α2
(
1 + ε2x13x123
)
= 0, (6.1e)
C¯ = (x2 − x12) (x23 − x123)− α1
(
1 + ε2x23x123
)
= 0, (6.1f)
In this sextuple (4.1a) originates from the B equation.
We now make the following identifications
A : x→ up,n x1 → up+1,n x2 → up,n+1 x12 → up+1,n+1
B : x→ un,m x2 → un+1,m x3 → un,m+1 x23 → un+1,m+1
C : x→ up,m x1 → up+1,m x3 → up,m+1 x13 → up+1,m+1
(6.2)
so that in any equation we can suppress the dependence on the appropriate
parametric variables. On Z3 we get the following triplet of equations:
A˜ = α2 (up,n − up+1,n) (up,n+1 − up+1,n+1)
− α1 (up,n − up,n+1) (up+1,n − up+1,n+1)
+ ε2α1α2 (α1 − α2)F (+)m ,
(6.3a)
B˜ = (un,m − un+1,m) (un,m+1 − un+1,m+1)− α2
− α2ε2
(
F (+)m un,m+1un+1,m+1 + F
(−)
m un,mun+1,m
)
,
(6.3b)
C˜ = (up,m − up+1,m) (up,m+1 − up+1,m+1)− α1
− α1ε2
(
F (+)m up,m+1up+1,m+1 + F
(−)
m up,mup+1,m
)
.
(6.3c)
Then with the usual method we find the following Lax Pair:
L˜n,m =
(
un,m+1 −un,mun,m+1 + α1
1 −un,m
)
− ε2α1
(
−F (−)m un,m 0
0 F
(+)
m un,m+1
)
,
(6.4a)
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M˜n,m =
(
α1 (un,m − un+1,m) + α2un+1,m −α2un,mun+1,m
α2 α1 (un,m − un+1,m)− α2un,m
)
− ε2α1α2 (α1 − α2)F (+)m
(
0 1
0 0
)
.
(6.4b)
Let us now turn to the linearization procedure. In (4.1a) we must set α2 6= 0,
otherwise the equation degenerates into (un,m − un+1,m) (un,m+1 − un+1,m+1) =
0, whose solution is trivial on the lattice. Let us define un,2k
.
= wn,k, un,2k+1
.
=
zn,k; then we have the following system of two coupled autonomous difference
equations
(wn,k − wn+1,k) (zn,k − zn+1,k)− ε2α2zn,kzn+1,k − α2 = 0, (6.5a)
(wn,k+1 − wn+1,k+1) (zn,k − zn+1,k)− ε2α2zn,kzn+1,k − α2 = 0. (6.5b)
Subtracting (6.5b) to (6.5a), we obtain
(wn,k − wn+1,k − wn,k+1 + wn+1,k+1) (zn,k − zn+1,k) = 0. (6.6)
At this point the solution of the system bifurcates:
• Case 1: if zn,k = fk, where fk is a generic function of its argument,
equation (6.6) is satisfied and from (6.5a) or (6.5b) we have that ε 6= 0
and, solving for fk, one gets
fk = ± i
ε
. (6.7)
• Case 2: if zn,k 6= fk, with fk given in (6.7), one has wn,k = gn + hk,
where gn and hk are arbitrary functions of their argument. Hence (6.5b)
and (6.5a) reduce to
ε2zn,kzn+1,k + κn (zn,k − zn+1,k) + 1 = 0, κn .= gn+1 − gn
α2
, (6.8)
so that two sub-cases emerge:
– Sub-case 2.1: if ε = 0, (6.8) then κn 6= 0, so that, solving,
zn+1,k − zn,k = 1
κn
, (6.9)
we get
zn,k =
{
jk +
∑n−1
l=n0
1
κl
, n ≥ n0 + 1,
jk −
∑n0−1
l=n
1
κl
, n ≤ n0 − 1, (6.10)
where jk = zn0,k is a generic integration function of its argument.
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– Sub-case 2.2: if ε 6= 0, (6.8) is a discrete Riccati equation which
can be linearized by the Mo¨bius transformation zn,k
.
= iε
yn,k−1
yn,k+1
to
(iκn − ε) yn+1,k = (iκn + ε) yn,k, (6.11)
which, as κn 6= ±iε because otherwise yn,k = 0 and zn,k = −i/ε. Eq.
(6.11) implies
yn,k =
{
jk
∏n−1
l=n0
iκl+ε
iκl−ε
, n ≥ n0 + 1,
jk
∏n0−1
l=n
iκl−ε
iκl+ε
, n ≤ n0 − 1, (6.12)
where jk = yn0,k is another arbitrary integration function of its ar-
gument.
In conclusion we have always completely integrated the original system.
Let us note that in the case ε = 0 eq. (4.1a) becomes
(un,m − un+1,m) (un,m+1 − un+1,m+1)− α2 = 0, (6.13)
so that the contact Mo¨bius-type transformation
un+1,m − un,m = √α2 1− wn,m
1 + wn,m
, (6.14)
brings (4.1a) into the following first order linear equation:
wn,m+1 + wn,m = 0, (6.15)
so that:
un,m =
{
km +
√
α2
∑l=n−1
l=n0
1−(−1)mwl
1+(−1)mwl
, n ≥ n0 + 1,
km −√α2
∑l=n0−1
l=n
1−(−1)mwl
1+(−1)mwl
, n ≤ n0 − 1.
(6.16)
Here km = un0,m and wn, are two arbitrary integration functions.
6.2 Example 2: 1D2
Now we consider the equation 1D2 (4.2b). We consider the sextuple of equations
given by Case 3.12.2 in [10]:
A = δ2x+ x1 + (1− δ1)x2 + x12 (x+ δ1x2) , (6.17a)
B = (x− x3) (x2 − x23)
+ λ [x+ x3 − δ1 (x2 + x23)] + δ1λ,
(6.17b)
C = (x− x3) (x1 − x13)− λ [(δ1δ2 + δ1 − 1) (x+ x3) + δ1 (x1 + x13)]
+ δ1 (δ1δ2 + δ1 − 1)λ2,
(6.17c)
A¯ = δ2x3 + x13 + (1− δ1)x23 + x123 (x+ δ1x23) , (6.17d)
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B¯
= (x1 − x13) (x12 − x123)
+ λ [2δ2 (δ1 − 1) + (δ1 − 1− δ1δ2)− 2δ1x12x123] ,
(6.17e)
C¯ = (x1 − x23) (x12 − x123)− λ (2δ2 + x12 + x123) . (6.17f)
The triplet of consistent dynamical systems on the 3D-lattice is:
A˜
.
= (6.18)
.
=
(
F
(−)
p+n − δ1F (+)p F (−)n + δ2F (+)p F (+)n
)
up,n +
(
F
(+)
p+n − δ1F (−)p F (−)n + δ2F (−)p F (+)n
)
up+1,n +
+
(
F
(+)
p+n − δ1F (+)p F (+)n + δ2F (+)p F (−)n
)
up,n+1 +
(
F
(−)
p+n − δ1F (−)p F (+)n + δ2F (−)p F (−)n
)
up+1,n+1 +
+δ1
(
F (−)n up,nup+1,n + F
(+)
n up,n+1up+1,n+1
)
+ F
(+)
p+nup,nup+1,n+1 + F
(−)
p+nup+1,nup,n+1,
B˜
.
=
.
= λ
{[
(δ1 − 1)F (+)n − δ1
]
F (+)p + (δ1 − 1− δ1δ2)F (−)p F (−)n
}
(un,m + un,m+1) +
+λ
{[
(δ1 − 1)F (−)n − δ1
]
F (+)p + (δ1 − 1− δ1δ2)F (−)p F (+)n
}
(un+1,m + un+1,m+1)−
−2δ1λF (−)p
(
F (−)n un,mun,m+1 + F
(+)
n un+1,mun+1,m+1
)
+
+(un,m − un,m+1) (un+1,m − un+1,m+1) + δ1λ2F (+)p + 2 (δ1 − 1) δ2λF (−)p ,
C˜
.
=
.
= λ
{[
(1− δ1δ2)F (+)p − δ1
]
F (+)n + F
(−)
p F
(−)
n
}
(up,m + up,m+1) + 2δ2λF
(−)
n
+λ
{[
(1− δ1δ2)F (−)p − δ1
]
F (+)n + F
(+)
p F
(−)
n
}
(up+1,m + up+1,m+1) +
+ (up,m − up,m+1) (up+1,m − up+1,m+1) + δ1 (δ1 − 1 + δ1δ2) λ2F (+)n .
We leave out the Lax pair for 1D2 as they are too complicate to write down
and not worth while the effort for the reader. If necessary one can always write
them down using the standard procedure outlined above.
Let us now turn to the linearization procedure. Notice that there is no com-
bination of the parameters δ1 and δ2 such that (4.2b) becomes non-autonomous.
So we are naturally induced to introduce the following four fields:
ws,t = u2s,2t, ys,t = u2s+1,2t,
vs,t = u2s,2t+1 zs,t = u2s+1,2t+1.
(6.19)
which transform (4.2b) into the following system of four coupled autonomous
difference equations:
(1− δ1) vs,t + δ2ws,t + ys,t + (δ1vs,t + ws,t) zs,t = 0, (6.20a)
(1− δ1) vs+1,t + δ2ws+1,t + ys,t + (δ1vs+1,t + ws+1,t) zs,t = 0, (6.20b)
(1− δ1) vs,t + δ2ws,t+1 + ys,t+1 + (δ1vs,t + ws,t+1) zs,t = 0, (6.20c)
(1− δ1) vs+1,t + δ2ws+1,t+1 + ys,t+1 + (δ1vs+1,t + ws+1,t+1) zs,t = 0. (6.20d)
Let us solve (6.20a) with respect to ys,t:
ys,t = − (1− δ1) vs,t − δ2ws,t − (δ1vs,t + ws,t) zs,t (6.21)
and let us insert ys,t into (6.20b) in order to get an equation solvable for zs,t.
This is possible iff δ1vs,t + ws,t 6= ft, with ft a generic function of t, since in
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this case the coefficient of zs,t is zero. Then the solution of the system (6.20)
bifurcates.
Case 1 Assume that δ1vs,t + ws,t 6= ft, then we can solve with respect to zs,t
the expression obtained inserting (6.21) into (6.20b). We get:
zs,t = − (1− δ1) (vs+1,t − vs,t) + δ2 (ws+1,t − ws,t)
δ1 (vs+1,t − vs,t) + ws+1,t − ws,t . (6.22)
Now we can substitute (6.21) and (6.22) together with their difference
consequences into (6.20c) and (6.20d) and we get two equations for ws,t
and vs,t:
(δ1δ2 + δ1 − 1)
[
ws+1,t+1vs,t+1ws,t + vs+1,t+1ws,t+1ws+1,t
− vs+1,t+1ws,t+1ws,t + ws,t+1vs,tws+1,t+1
+ vs,tws+1,t+1ws+1,t − ws,t+1vs+1,tws+1,t+1
− w2s,t+1vs,t + w2s,t+1vs+1,t
− ws+1,t+1vs,t+1ws+1,t − vs,tws+1,t+1ws,t
− vs,tws,t+1ws+1,t + vs,tws,t+1ws,t
− δ1(vs,tvs,t+1ws+1,t + ws,t+1vs,tvs,t+1
− ws+1,t+1vs,t+1vs,t + ws+1,t+1vs,t+1vs+1,t
+ vs,tvs+1,t+1ws,t − vs,tvs+1,t+1ws+1,t
− vs,tvs,t+1ws,t − ws,t+1vs+1,tvs,t+1)
]
(6.23a)
(δ1δ2 + δ1 − 1)
[
w2s+1,t+1vs+1,t + ws+1,t+1vs,t+1ws+1,t
− ws+1,t+1vs,t+1ws,t − w2s+1,t+1vs,t
− ws,t+1vs+1,tws+1,t+1 + ws,t+1vs,tws+1,t+1
− vs+1,t+1ws,t+1ws+1,t + vs+1,tws,t+1ws+1,t
+ vs+1,t+1ws,t+1ws,t − vs+1,tws+1,t+1ws+1,t
+ vs+1,tws+1,t+1ws,t − vs+1,tws,t+1ws,t+
δ1(−vs+1,tvs+1,t+1ws+1,t + vs+1,tvs+1,t+1ws,t
− ws+1,t+1vs,tvs+1,t+1 − vs+1,tvs,t+1ws,t
− vs+1,t+1ws,t+1vs+1,t + ws+1,t+1vs+1,tvs+1,t+1
+ vs+1,tvs,t+1ws+1,t + vs+1,t+1ws,t+1vs,t)
]
(6.23b)
If
δ1(1 + δ2) = 1, (6.24)
then (6.23) are identically satisfied. If δ1 (1 + δ2) 6= 1, adding (6.23a) and
(6.23b), we obtain:
(ws,t − ws+1,t − ws,t+1 + ws+1,t+1)·
(vs+1,t − vs,t) (δ1 + δ1δ2 − 1) = 0.
(6.25)
Supposing δ1 + δ1δ2 6= 1 we can annihilate the first or the second factor.
If set equal to zero the second factor, we get vs,t = gt with gt arbitrary
function of t alone. Substituting this result into(6.23a) or (6.23b) , they
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are identically satisfied provided gt = g0, with g0 constant. Then the only
non-trivial case is when δ1 + δ1δ2 6= 1, and vs,t 6= gt. In this case we have
that ws,t solves the discrete wave equation, i.e. ws,t = hs+lt. Substituting
ws,t into (6.23) we get a single equation for vs,t:
(hs − hs+1)
[
(vs+1,t+1 − vs+1,t) (hs + lt+1)
− (vs,t+1 − vs,t) (hs+1 + lt+1)
+ δ1 (vs,tvs+1,t+1 − vs+1,tvs,t+1)
]
= 0.
(6.26)
which is identically satisfied if hs = h0, with h0 a constant. Therefore we
have a non-trivial cases only if hs 6= h0.
Case 1.1 We have a great simplification if in addition to hs 6= h0 we have
δ1 = 0. In this case (6.26) is linear:
(vs+1,t+1 − vs+1,t) (hs + lt+1)
− (vs,t+1 − vs,t) (hs+1 + lt+1) = 0.
(6.27)
Eq. (6.27) can be easily integrated twice to give:
vs,t =
{
js +
∑t−1
k=t0
(hs + lk+1) ik, t ≥ t0 + 1,
js −
∑t0−1
k=t (hs + lk+1) ik, t ≤ t0 − 1,
(6.28)
with it and js = vs,t0 arbitrary integration functions.
Case 1.2 Now let us suppose again hs 6= h0, δ1 6= 0 but let us choose
lt = l0, with l0 a constant. Performing the translation θs,t = vs,t +
(hs + l) /δ1, from (6.26) we get:
θs,tθs+1,t+1 − θs+1,tθs,t+1 = 0. (6.29)
Eq. (6.29) is linearizable via a Cole-Hopf transformation Θs,t =
θs+1,t/θs,t as vs,t cannot be identically zero. This linearization yields
the general solution θs,t = SsTt with Ss and Tt arbitrary functions
of their argument.
Case 1.3 Finally if hs 6= h, δ1 6= 0 and lt 6= l0, we perform the transfor-
mation
θs,t =
1
δ1
[(lt − lt+1) vs,t − hs − lt+1] . (6.30)
Then from (6.26) we get:
θs,t (1 + θs+1,t+1)− θs+1,t (1 + θs,t+1) = 0, (6.31)
which, as vs,t cannot be identically zero, is easily linearized via the
Cole-Hopf transformation Θs,t = (1+θs,t+1)/θs,t to Θs+1,s−Θs,t = 0
which yields for θs,t the linear equation:
θs,t+1 − ptθs,t + 1 = 0, (6.32)
where pt is an arbitrary integration function. Then the general solu-
tion is given by:
θs,t =
{ (
us −
∑t−1
l=t0
∏l
j=t0
p−1j
)∏t−1
k=t0
pk, t ≥ t0 + 1,
us
∏t0−1
k=t p
−1
k +
∑t0−1
l=t
∏l
j=t p
−1
j , t ≤ t0 − 1,
(6.33)
where us = θs,t0 is an arbitrary integration function.
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Case 2 We now suppose:
ws,t = ft − δ1vs,t, (6.34)
where ft is a generic function of its argument. Inserting (6.21) and (6.34)
and their difference consequences into (6.20), we get:
(vs+1,t − vs,t) (δ1 + δ1δ2 − 1) = 0, (6.35)
and the two relations:
ft+1zs,t+1 + [δ1 (vs,t − vs,t+1)− ft+1] zs,t
+ (δ1 − 1) (vs,t − vs,t+1) ,
(6.36a)
ft+1zs,t+1 + [δ1 (vs+1,t − vs+1,t+1)− ft+1] zs,t
+ (δ1 − 1) (vs+1,t − vs,t+1) + δ1δ2 (vs+1,t+1 − vs,t+1) .
(6.36b)
Hence in (6.35) we have a biforcation.
Case 2.1 If we annihilate the second factor in (6.35) we get δ1 (1 + δ2) =
1, i.e. δ1 6= 0. Then adding (6.36a) and (6.36b) we obtain:
(vs,t − vs+1,t − vs,t+1 + vs+1,t+1) (1− δ1 + δ1zs,t) = 0. (6.37)
It seems that we are facing a new bifurcation. However annihilating
the second factor, i.e. assuming that zs,t = 1 − 1/δ1 give a trivial
case, since (6.36) are identically satisfied. Therefore we may assume
that zs,t 6= 1 − 1/δ1. This implies that vs,t = hs + kt, where hs and
kt are generic integration functions of their argument. Inserting it in
(6.36) we can obtain the following linear equation for zs,t:
ft+1zs,t+1 + (δ1jt − ft+1) zs,t + (δ1 − 1) jt = 0, (6.38)
with jt = kt+1 − kt. This equation can be solved it gives:
zs,t = (−1)t (δ1 − 1)
t−1∏
t′=0
δ1jt′ − ft′+1
ft′+1
·
t−1∑
t′′=0
jt′′ (−1)t
′′
ft′′+1
t′′∏
t′=0
δ1jt′ − ft′+1
ft′+1
+ (−1)t zs,0
t−1∏
t′=0
δ1jt′ − ft′+1
ft′+1
(6.39)
Case 2.2 Now we annihilate the first factor in (6.35) i.e. δ1 (1 + δ2) 6= 1
and vs,t = lt, where lt is an arbitrary function of its argument. From
(6.36) we obtain (6.38) with jt = lt+1 − lt.
In conclusion we have always integrated the original system using an explicit
linearization through a series of transformations and biforcations.
As a final remark we observe that every transformation used in the linearization
procedure both for the tH
ε
1 (4.1a) equation and for the 1D2 (4.2b) equation is
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bi-rational in the fields and their shifts (like the Cole-Hopf-type transforma-
tions). This, in fact, has to be expected, since the Algebraic Entropy test
is valid only if we allow transformations which preserve the algebrogeometric
structure underlying the evolution procedure [30]. Indeed there are examples on
one-dimensional lattice of equations chaotic according to the Algebraic Entropy,
but linearizable using some transcendental transformations [15]. So exhibiting
the explicit linearization and showing that it can be attained by bi-rational
transformations is indeed a very strong evidence of the Algebraic Entropy con-
jecture [22]. Indeed this does not prevent the fact that in some cases such
equations can be linearized through some transcendental transformations. In
fact if ε = 0 the 1H
ε
1 equation (4.1a) can be linearized through the transcen-
dental contact transformation:
un,m − un+1,m = √α2ezn,m , (6.40)
i.e.
zn,m = log
un,m − un+1,m√
α2
,
with log standing for the principal value of the complex logarithm (the principal
value is intended for the square root too). The transformation (6.40) brings
(4.1a) into the following family of first order linear equations:
zn,m+1 + zn,m = 2ipiκ, κ = 0, 1. (6.41)
However this kind of transformation does not prove the result of the Algebraic
Entropy and the method explained in Section 6.1 should be considered the
correct one.
7 Conclusions
In this paper we have firstly identified all independent nonlinear, consistent
quad-equations on a single cell not of type Q or rhombic H4 up to (Mo¨b)4
transformations on the fields and rotations, translations and inversions of the
reference frame.
Then we have established an automorphism between the group of (Mo¨b)4
and what we have called the nonautonomous lifting of (Mo¨b)4. This result
enabled us to construct for each of the quad-equation on a single cell the cor-
responding dynamical system on a 2D–lattice according to the Boll extension
procedure. Then we present all independent, nonlinear 2D–dynamical systems
which are consistent on the 3D–lattice up to the stated lifting, rotations, trans-
lations and inversions of the discrete indexes.
For any dynamical system we performed an algebraic entropy analysis which
suggested the possibility to linearize all the listed non autonomous equations.
Two examples were worked in detail to confirm the algebraic entropy findings.
We are working now to show the effective linearizability and Darboux in-
tegrability of all the systems we have listed [18]. Among the open questions
is the use that can be made of the Lax pairs: can it be of some help to show
linearization? Moreover, is it possible to demonstrate they are indeed fake Lax
pairs [12,13]? Some results in this direction for the tH
ε
1 equation are presented
in [19].
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Appendix
A Construction of the lattice equation and of
its Lax pair
Let a consider a quad equation Q = Q(x, x1, x2, x12;α1, α2) of the ones intro-
duced in Theorem 1. An equation of this kind, even if consistent around the
cube, if not treated with care can turn into a non integrable equation. For
example, let us consider the deformed H1 equation, rH
ε
1 [3]:
(x− x12)(x1 − x2)− (α1 − α2)(1 + ε2x1x2) = 0, (A.1)
and let us consider the trivial embedding of such equation into a lattice given
by the identification3:
x→ un,m, x1 → un+1,m, x2 → un,m+1, x12 → un+1,m+1. (A.2)
Eq. (A.1) with the identification (A.2) becomes the following lattice equation:
(un,m−un+1,m+1)(un+1,m−un,m+1)−(α1−α2)(1+ε2un+1,mun,m+1) = 0. (A.3)
We apply the algebraic entropy test 4 to (A.3) and we find the following growth
in the Nord-East (−,+) direction of the degrees:
{ d−,+ } = { 1, 2, 4, 9, 21, 50, 120, 289 . . .} . (A.4)
This sequence has generating function
g−,+ =
1− s− s2
s3 + s2 − 3s+ 1 (A.5)
and therefore has a non-zero algebraic entropy given by:
η−,+ = log
(
1 +
√
2
)
, (A.6)
corresponding to the entropy of a non-integrable lattice equation.
The identification (A.2) is not the only possible embedding. An embedding
of (A.1) into a Z2 lattice is obtained by choosing an elementary cell of dimension
3Generally from now we will call the field variables u to distinguish them from the “static”
vertex indices x
4For more details on degree of growth, algebraic entropy and related subjects see Section
5 and references therein.
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greater than one as the one depicted in Fig. 3. In such a case (A.1) can be
extended to a lattice and we will get a different partial difference equation. Since
a priori Q 6= |Q 6= Q 6= |Q the obtained lattice will be a four color lattice, see
Fig. 3. Choosing the origin on the Z2 lattice in the point x we obtain a lattice
equation of the following form:
Q˜ [u] =

Q(un,m, un+1,m, un,m+1, un+1,m+1) n = 2k,m = 2k, k ∈ Z,
|Q(un,m, un+1,m, un,m+1, un+1,m+1) n = 2k + 1,m = 2k, k ∈ Z,
Q(un,m, un+1,m, un,m+1, un+1,m+1) n = 2k,m = 2k + 1, k ∈ Z,
|Q(un,m, un+1,m, un,m+1, un+1,m+1) n = 2k + 1,m = 2k + 1, k ∈ Z,
(A.7)
We could have constructed Q˜ [u] starting from any other point in Fig. 3 as the
origin, but such equations would differ from each other only by a translation, a
rotation or a reflection. So in the sense of Theorem 1 they will be equivalent to
(A.7).
In the case of rH
ε
1 we have:
rH˜
ε
1 =

(un,m − un+1,m+1)(un+1,m − un,m+1)
−(α1 − α2)(1 + ε2un+1,mun,m+1),
|n|+ |m| = 2k, k ∈ Z,
(un,m − un+1,m+1)(un+1,m − un,m+1)
−(α1 − α2)(1 + ε2un,mun+1,m+1),
|n|+ |m| = 2k + 1, k ∈ Z,
(A.8)
where we have used the symmetry properties of the equation rH
ε
1 . This result
coincide with that presented in [31].
We shall now consider quad equations which satisfy CAC, since we are con-
cerned about integrability. So let us consider six-tuples of quad equations (1.4)
assigned to the faces of a 3D cube as displayed in Fig. 2.
First let us notice that, without loss of generality, we can assume that, if
Q is the consistent quad equation we are interested in, then we may assume
that Q is the bottom equation i.e. Q = A. Indeed if we are interested in an
equation on the side of the cube of Fig. 2 and these equations are different from
A (once made the appropriate substitutions) we may just rotate it and re-label
the vertices in an appropriate manner, so that our side equation will become the
bottom equation. In this way following again [8] and taking into account the
result stated above we may build an embedding in Z3, whose points we shall
label as triples (n,m, p), of the consistency cube. To this end we reflect the
consistency cube with respect to the normal of the back and the right side and
then complete again with another reflection, just in the same way we did for
the square. Using the same notations as in the planar case we see which are
the proper equations which must be put on the sides of the “multicube”. Their
form can therefore be described as in (A.7). As a result we end up with Fig. 6,
where the functions appearing on the top and on the bottom can be defined as
in (A.7)5 while on the sides we shall have:
B(x, x2, x3, x23) = B(x2, x, x23, x3), (A.9a)
B¯(x1, x12, x13, x123) = B¯(x12, x1, x123, x13), (A.9b)
|C(x, x1, x3, x13) = C(x1, x, x13, x3), (A.9c)
5Obviously in the case of A¯ one should traslate every point by one in the p direction.
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Figure 6: The extension of the consistency cube.
|C¯(x2, x12, x23, x123) = C¯(x12, x2, x123, x23). (A.9d)
From (A.9) we obtain the analogous in Z3 of (A.7). We have a new consistency
cube, see Fig. 6, with equations given by6:
˜¯A [u] =

A¯(un,m,p+1, un+1,m,p+1, un,m+1,p+1, un+1,m+1,p+1),
|A¯(un,m,p+1, un+1,m,p+1, un,m+1,p+1, un+1,m+1,p+1),
A¯(un,m,p+1, un+1,m,p+1, un,m+1,p+1, un+1,m+1,p+1),
|A¯(un,m,p+1, un+1,m,p+1, un,m+1,p+1, un+1,m+1,p+1),
(A.10a)
B˜ [u] =

B(un,m,p, un,m+1,p, un,m,p+1, un,m+1,p+1),
B¯(un,m,p, un,m+1,p, un,m,p+1, un,m+1,p+1),
B(un,m,p, un,m+1,p, un,m,p+1, un,m+1,p+1),
B¯(un,m,p, un,m+1,p, un,m,p+1, un,m+1,p+1),
(A.10b)
˜¯B [u] =

B¯(un+1,m,p, un+1,m+1,p, un+1,m,p+1, un+1,m+1,p+1),
B(un+1,m,p, un+1,m+1,p, un+1,m,p+1, un+1,m+1,p+1),
B¯(un+1,m,p, un+1,m+1,p, un+1,m,p+1, un+1,m+1,p+1),
B(un+1,m,p, un+1,m+1,p, un+1,m,p+1, un+1,m+1,p+1),
(A.10c)
C˜ [u] =

C(un,m,p, un+1,m,p, un,m,p+1, un+1,m,p+1),
|C(un,m,p, un+1,m,p, un,m,p+1, un+1,m,p+1),
C¯(un,m,p, un+1,m,p, un,m,p+1, un+1,m,p+1),
|C¯(un,m,p, un+1,m,p, un,m,p+1, un+1,m,p+1),
(A.10d)
6For the sake of the semplicity of the presentation we have left out if n and m are even or
odd integers. They are recovered by comparing with (A.7).
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˜¯C [u] =

C¯(un,m+1,p, un+1,m+1,p, un,m+1,p+1, un+1,m+1,p+1),
|C¯(un,m+1,p, un+1,m+1,p, un,m+1,p+1, un+1,m+1,p+1),
C(un,m,p, un+1,m+1,p, un,m+1,p+1, un+1,m+1,p+1),
|C¯(un,m+1,p, un+1,m+1,p, un,m+1,p+1, un+1,m,+1p+1),
(A.10e)
This means that the “multicube” of Fig. 6 appears as the usual consistency
cube of Fig. 2 with the following identifications:
A A˜, A¯ ˜¯A, B  B˜, B¯  ˜¯B, C  C˜, C¯  ˜¯C. (A.11)
As an example of this procedure, let us consider again the equation rH
ε
1 . rH
ε
1
has the CAC equations:
A = (x− x12)(x1 − x2) + (α1 − α2)(1 + εx1x2), (A.12a)
A¯ = (x3 − x123)(x13 − x23) + (α1 − α2)(1 + εx3x123), (A.12b)
B = (x− x23)(x2 − x3) + (α2 − α3)(1 + εx2x3), (A.12c)
B¯ = (x1 − x123)(x12 − x13) + (α2 − α3)(1 + εx1x123), (A.12d)
C = (x− x13)(x1 − x3) + (α1 − α3)(1 + εx1x3), (A.12e)
C¯ = (x2 − x123)(x12 − x23) + (α1 − α2)(1 + εx2x123), (A.12f)
therefore from (A.10, A.11) we get the following consistency on the “multicube”:
A =

(un,m,p − un+1,m+1,p)(un+1,m,p − un,m+1,p)
−(α1 − α2)(1 + ε2un+1,m,pun,m+1,p), |n|+ |m| = 2k, k ∈ Z,
(un,m,p − un+1,m+1,p)(un+1,m,p − un,m+1,p)
−(α1 − α2)(1 + ε2un,m,pun+1,m+1,p), |n|+ |m| = 2k + 1, k ∈ Z,
(A.13a)
A¯ =

(un,m,p+1 − un+1,m+1,p+1)(un+1,m,p+1 − un,m+1,p+1)
−(α1 − α2)(1 + ε2un,m,p+1un+1,m+1,p+1), |n|+ |m| = 2k, k ∈ Z,
(un,m,p+1 − un+1,m+1,p+1)(un+1,m,p+1 − un,m+1,p+1)
−(α1 − α2)(1 + ε2un+1,m,p+1un,m+1,p+1), |n|+ |m| = 2k + 1, k ∈ Z,
(A.13b)
B =

(un,m,p − un,m+1,p+1)(un,m+1,p − un,m,p+1)
−(α2 − α3)(1 + ε2un,m+1,pun,m,p+1), |n|+ |m| = 2k, k ∈ Z,
(un,m,p − un,m+1,p+1)(un,m+1,p − un,m,p+1)
−(α2 − α3)(1 + ε2un,m,pun,m+1,p+1), |n|+ |m| = 2k + 1, k ∈ Z,
(A.13c)
B¯ =

(un+1,m,p − un,m+1,p+1)(un+1,m+1,p − un+1,m,p+1)
−(α2 − α3)(1 + ε2un+1,m,pun+1,m+1,p+1, |n|+ |m| = 2k, k ∈ Z,
(un+1,m,p − un+1,m+1,p+1)(un+1,m+1,p − un+1,m,p+1)
−(α2 − α3)(1 + ε2un+1,m+1,pun+1,m,p+1), |n|+ |m| = 2k + 1, k ∈ Z,
(A.13d)
C =

(un,m,p − un+1,m,p+1)(un+1,m,p − un,m,p+1)
−(α1 − α3)(1 + ε2un+1,m,pun,m,p+1), |n|+ |m| = 2k, k ∈ Z,
(un,m,p − un+1,m,p+1)(un+1,m,p − un,m,p+1)
−(α1 − α3)(1 + ε2un,m,pun+1,m,p+1), |n|+ |m| = 2k + 1, k ∈ Z,
(A.13e)
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C¯ =

(un,m+1,p − un+1,m+1,p+1)(un+1,m+1,p − un,m+1,p+1)
−(α1 − α3)(1 + ε2un,m+1,pun+1,m+1,p+1), |n|+ |m| = 2k, k ∈ Z,
(un,m+1,p − un+1,m+1,p+1)(un+1,m+1,p − un,m+1,p+1)
−(α1 − α2)(1 + ε2un+1,m+1,pun,m+1,p+1), |n|+ |m| = 2k + 1, k ∈ Z,
(A.13f)
Up to now we showed how, given a CAC quad equation Q, it is possible to
embed it into a partial difference equation in Z2 given by (A.7). Furthermore
we showed that this procedure can be extended along the third dimension in
such a way that the consistency is preserved. This have been done following [8]
and filling the details (which are going to be important).
The partial difference equation (A.7) is not very manageable since we have
to change equation according to the point of the lattice we are in. It will be
more efficient to have an expression which “knows” by itself in which point we
are. This can obtained by going over to non-autonomous equations as was done
in the BW lattice case [31].
We shall present here briefly how from (A.7) it is possible to construct an
equivalent non-autonomous system, and moreover how to construct the non-
autonomous version of CAC (A.10).
We take an equation Qˆ constructed by a linear combination of the equations
(1.5) with n and m depending coefficients:
Q̂ = fn,mQ(un,m, un+1,m, un,m+1, un+1,m+1)+
+ |fn,m |Q(un,m, un+1,m, un,m+1, un+1,m+1)+
+ f
n,m
Q(un,m, un+1,m, un,m+1, un+1,m+1)+
+ |f
n,m
|Q(un,m, un+1,m, un,m+1, un+1,m+1).
(A.14)
We require that it satisfies the following conditions:
1. The coefficients are periodic of period 2 in both directions, since, in the
Z2 embedding, the elementary cell is a 2× 2 one.
2. The coefficients are such that they produce the right equation in a given
lattice point as specified in (A.7).
Condition 1 implies that any function f˜n,m in (A.14), i.e. either fn,m or
|fn,m or fn,m or |fn,m, solves the two ordinary difference equations:
f˜n+2,m − f˜n,m = 0, f˜n,m+2 − f˜n,m = 0, (A.15)
whose solution is:
f˜n,m = c0 + c1 (−1)n + c2 (−1)m + c3 (−1)n+m (A.16)
with ci constants to be determined.
The condition 2 depends on the choice of the equation in (A.7) and will give
some “boundary conditions” for the function f˜ , allowing us to fix the coefficients
ci. For fn,m, for example, we have, substituting the appropriate lattice points,
the following conditions:
f2k,2k = 1, f2k+1,2k = f2k,2k+1 = f2k+1,2k+1 = 0, (A.17)
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which yield:
fn,m =
1 + (−1)n + (−1)m + (−1)n+m
4
. (A.18a)
In an analogous manner we obtain the form of the other functions in (A.14):
|fn,m = 1− (−1)
n
+ (−1)m − (−1)n+m
4
, (A.18b)
f
n,m
=
1 + (−1)n − (−1)m − (−1)n+m
4
, (A.18c)
|f
n,m
=
1− (−1)n − (−1)m + (−1)n+m
4
. (A.18d)
Then inserting (A.18) in (A.14) we obtain a non-autonomous equation which
corresponds to (A.7).
If the quad-equation Q possess some discrete symmetries, the expression
(A.14) greatly simplify. If an equation Q is invariant under the discrete group
D4 we trivially have, using (1.6), Q̂ = Q. This result states that an equation
with the symmetry (1.6) is defined on a monochromatic lattice, as expected
since we are in the case of the ABS classification [1]. If the equation Q has the
symmetries of the rhombus, namely (1.8), we get:
Q̂ = (fn,m + |fn,m)Q+ (|fn,m + fn,m)|Q (A.19)
and using (A.18):
fn,m + |fn,m = F
(+)
n+m, |fn,m + fn,m = F
(−)
n+m. (A.20)
where:
F
(±)
k =
1± (−1)k
2
, k ∈ Z. (A.21)
This obviosly match with the results in [31].
In the case of trapezoidal symmetry (1.10) one obtains:
Q̂ = (fn,m + |fn,m)Q + (fn,m + |fn,m)Q, (A.22)
with
fn,m + |fn,m = F (+)m , fn,m + |fn,m = F
(−)
m , (A.23)
As an example of such construction let us consider again rH
ε
1 (A.1). Since
we are in the rhombic case [31] we use formula (A.20) and get:
rĤ
ε
1 = (un,m − un+1,m+1)(un+1,m − un,m+1)− (α1 − α2)
+ (α1 − α2)ε2
(
F
(+)
n+m un+1,mun,m+1 + |F (−)n+m un,mun+1,m+1
)
= 0,
(A.24)
which corresponds to the case σ = 1 of [31] (the discussion of the meaning of
parameter σ in [31] is postponed to the end this Appendix).
The consistency of a generic system of quad equations is obtained by con-
sidering the consistency of the tilded equations as displayed in (A.11). We now
construct, starting from (A.13), the non autonomous partial difference equations
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in the (n,m) variables using the weights f˜n,m, as given in (A.14), applied to the
relevant equations. Carrying out such construction, we end with the following
sextuple of equations:
Â(un,m,p, un+1,m,p, un,m+1,p, un+1,m+1,p) = fn,mA+ |fn,m|A+
(A.25a)
+f
n,m
A+ |f
n,m
|A = 0,̂¯A(un,m,p+1, un+1,m,p+1, un,m+1,p+1, un+1,m+1,p+1) = fn,mA¯+ |fn,m|A¯+
(A.25b)
+f
n,m
A¯+ |f
n,m
|A¯ = 0,
B̂(un,m,p, un,m+1,p, un,m,p+1, un,m+1,p+1) = fn,mB + |fn,m|B¯+
(A.25c)
+f
n,m
B + |f
n,m
|B¯ = 0,̂¯B(un+1,m,p, un+1,m+1,p, un+1,m,p+1, un+1,m+1,p+1) = fn,mB¯ + |fn,m|B+
(A.25d)
+f
n,m
B¯ + |f
n,m
|B = 0,
Ĉ(un,m,p, un+1,m,p, un,m,p+1, un+1,m,p+1) = fn,mC + |fn,m|C+
(A.25e)
+f
n,m
C¯ + |f
n,m
|C¯ = 0,̂¯C(un,m+1,p, un+1,m,p, un,m+1,p+1, un+1,m+1,p+1) = fn,mC¯ + |fn,m|C¯+
(A.25f)
+f
n,m
C + |f
n,m
|C = 0,
where all the functions on the right hand side of the equality sign are evaluated
on the point indicated on the left hand side.
We note that a Lax pair obtained by making use of equations (A.25) will be
effectively a pair, since the couples (B̂, ̂¯B) and (Ĉ, ̂¯C) are related by translation
so they are just two different solutions of the same equation. Indeed by using
the properties of the functions f˜n,m we have:
̂¯B = TnB̂, ̂¯C = TmĈ, (A.26)
where Tn is the operator of translation in the n direction, and Tm the oper-
ator of translation in the m direction. This allow us to construct Ba¨cklund
transformations and Lax pair in the usual way [6, 25].
As a final example we shall derive the non-autonomous side equations for
Hε1 and its Lax pair. We will then confront the result with that obtained in [31].
Considering (A.12, A.25, A.26) and using the fact that the equation is rhombic
(A.20) we get the following result:
Â = (un,m,p − un+1,m+1,p)(un+1,m,p − un,m+1,p)− (α1 − α2)·
·
[
1 + ε2
(
F
(+)
n+m un+1,m,pun,m+1,p + F
(−)
n+m un,m,pun+1,m+1,p
)]
= 0,
(A.27a)
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̂¯A = (un,m,p+1 − un+1,m+1,p+1)(un+1,m,p+1 − un,m+1,p+1)− (α1 − α2)·
·
[
1 + ε2
(
F
(−)
n+m un+1,m,p+1un,m+1,p+1 + F
(+)
n+m un,m,p+1un+1,m+1,p+1
)]
= 0,
(A.27b)
B̂ = (un,m,p − un,m+1,p+1)(un,m+1,p − un,m,p+1)− (α2 − α3)·
·
[
1 + ε2
(
F
(+)
n+m un,m+1,pun,m,p+1 + F
(−)
n+m un,m,pun,m+1,p+1
)]
= 0,
(A.27c)
Ĉ = (un,m,p − un+1,m,p+1)(un+1,m,p − un,m,p+1)− (α1 − α3)·
·
[
1 + ε2
(
F
(+)
n+m un+1,m,pun,m,p+1 + F
(−)
n+m un,m,pun+1,m,p+1
)]
= 0,
(A.27d)
From the equations B̂ and Ĉ we find, up to a sign and commond factor, which
we are can eliminate since the Lax pair is defined from CAC only up to projective
equivalence [11, 23], the following Lax pair:
L =
(
un,m α1 − α3 − un,mun+1,m
1 −un+1,m
)
+ (α1 − α3)ε2
(
F
(+)
n+mun+1,m 0
0 −F (−)n+mun,m
) (A.28a)
M =
(
un,m α2 − α3 − un,mun,m+1
1 −un,m+1
)
+ (α2 − α3) ε2
(
F
(+)
n+mun,m+1 0
0 −F (−)n+mun,m
)
,
(A.28b)
L¯ =
(
un,m+1 α1 − α3 − un,m+1un+1,m+1
1 −un+1,m+1
)
+ (α1 − α3)ε2
(
F
(−)
n+mun+1,m+1 0
0 −F (+)n+mun,m+1
) (A.28c)
M¯ =
(
un+1,m α2 − α3 − un+1,mun+1,m+1
1 −un+1,m+1
)
+ (α2 − α3) ε2
(
F
(−)
n+mun+1,m+1 0
0 −F (+)n+mun+1,m
)
.
(A.28d)
This is a Lax pair since L¯ = TmL and M¯ = TnM . We find that such ma-
trices give as compatibility the equation (A.1) and correspond to the following
proportionality factor τ [11]:
τ =
1 + ε2
(
F
(−)
n+mun,m + F
(+)
n+mun+1,m
)
1 + ε2
(
F
(−)
n+mun,m + F
(+)
n+mun,m+1
) . (A.29)
The Lax pair (A.28) is Gauge equivalent to that obtained in [31] with gauge:
G =
(
0 1
−1 0
)
. (A.30)
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A similar calculation could be done for the other two rhombic equations,
and, up to gauge transformations, will give the same result. Indeed the gauge
transformations (A.30) is needed for Hε1 and H
ε
2 whereas for H
ε
3 we need the
gauge:
G˜ =
(
0 (−1)n+m
−(−1)n+m 0
)
. (A.31)
We end this Appendix with the following remark: at the level of the non-
autonomous equations the choice of origin of Z2 in a point different from x in
(A.7) would have led to different initial conditions in (A.17), which ultimately
lead to the following form for the functions f :
fσ1,σ2n,m =
1 + σ1 (−1)n + σ2 (−1)m + σ1σ2 (−1)n+m
4
, (A.32a)
|fσ1,σ2n,m =
1− σ1 (−1)n + σ2 (−1)m − σ1σ2 (−1)n+m
4
, (A.32b)
fσ1,σ2
n,m
=
1 + σ1 (−1)n − σ2 (−1)m − σ1σ2 (−1)n+m
4
, (A.32c)
|fσ1,σ2
n,m
=
1− σ1 (−1)n − σ2 (−1)m + σ1σ2 (−1)n+m
4
, (A.32d)
where the two constants σi ∈ { ±1 } depends on the point chosen. Indeed if
the point is x we have σ1 = σ2 = 1, whereas if we choose x1 we have σ1 = 1,
σ2 = −1, if we choose x2 then σ1 = −1 and σ2 = 1 and finally if we choose x12
we shall put σ1 = σ2 = −1. It is easy to see that in the rhombic and in the
trapezoidal case the functions (A.32) collapse to the σ version of the functions
F
(±)
k as given by (A.21):
F
(±,σ)
k =
1± σ(−1)k
2
. (A.33)
The final equation will then depend on σ1 or σ2, only if rhombic or trapezoidal.
It was proved in [31] that the transformations:
vn,m = un+1,m, wn,m = un,m+1, (A.34)
map a rhombic equation with a certain σ into the same rhombic equation with
−σ. In [31] this fact was used to construct a Lax Pair and Ba¨cklund transfor-
mations. An analogous result can be easily proven for trapezoidal equations:
using the transformation wn,m = un,m+1 we can send a trapezoidal equation
with a certain σ into the same equation with −σ. A similar trasformation in
the n direction would just trivally leave invariant the trapezoidal equation, since
there is no explicit dependence on n. However in general, if an equation does
not posses discrete symmetries, as it is the case for a H6 equation, no trasfor-
mation like (A.34) would take the equation into itself with different coefficents.
We can anyway construct a Lax pair with the procedure explained above, which
is then slightly more general than the approach based on the transformations
(A.34).
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