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Abstract
Recent research has shown that it is possible to control the elastomechanical response of
topological mechanical metamaterials via topologically localized and protected edge states [1–4].
Topological principles can in this sense be seen as a novel set of design guidelines that may aid us
in the construction of mechanical metamaterials with controllable responses. In this thesis, we
strive to investigate and expand the applicability of topological principles for the reliable, simple
and response-oriented design of mechanical metamaterials consisting of central force springs, soft
polymer beams, and rigid links with shearing constraints.
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Chapter 1
Introduction
Mechanical systems are everywhere. We rely on the stability of naturally occurring mechanical structures, from
the connective tissue in our bodies to the earth under our feet. Over the course of millennia, we have ourselves
become skilled at constructing systems that behave the way we want and need them to. Many of the design
principles that underlie traditional artificial constructions are based on physical intuitions combined with the
experience of craftsmanship. However, over the past centuries, industrialization and scientific maturation have
driven us to develop formalized notions that help capture the structural properties of materials in terms that
are relevant to us [5].
In turn, this formalized understanding of mechanical systems has allowed us to exercise increased control
over the properties of the structures that we build. One of the consequences of this progression, combined
with advances in cost-effective computational and fabrication abilities [6], is the development of so-called
metamaterials. The term metamaterials generally refers to those materials that, through purposeful design of
a tiled microarchitecture, exhibit behaviors beyond those offered to us by traditional materials [7]. Advances
in mathematical physics have led us to discover that there exist deep correspondences between thermal, elec-
tromagnetic, optical, quantum and classical mechanical metamaterial systems [8], implying that similar design
methods may be used to achieve desired metamaterial responses in a large variety of structures. The ability
to control the exotic behavior of metamaterial systems carries a great deal of potential value for applications.
In particular, mechanical metamaterials are of demonstrable use in a variety of systems, from solar sails [9]
and soft robots [10] to lenses [11] and sensing applications [12].
However, it is not a simple issue to design a metamaterial that exhibits precisely the response that we
might want, since the relation between a system’s microscopic structure and its emergent behavior may not
be straightforward. When attempting to construct a metamaterial with a specifically desired response, there
is a large parameter space of variable materials and microarchitectures that may be explored, while computing
power and time are limited. Designing metamaterials is therefore often done via a combination of parameter
space optimization, genetic algorithms, physical intuition, and tradition [7]. As a consequence, developing
and identifying design guidelines that link microarchitecture properties to macroscopic system responses is a
valuable area of metamaterial research [13].
In 2013, a new mapping between quantum mechanical topological insulators and mechanical systems was
reported that may offer one such design guideline [1]. Topological insulators describe a particular electronic
phase of matter [14] in which the bulk material acts as an insulator, but conducting electrons may travel
along the system’s edge with no resistance. This effect occurs only in systems whose bulk band structure
is gapped. Such gapped band structures are characterized by topological invariants that encode the corre-
spondence between the system’s bulk and protected boundary states [15]. A well-known intuitive example
of a topological invariant is the number of holes in a doughnut: this number stays the same under smooth
deformations that change the doughnut into a coffee cup [16, pp.105]. But a doughnut can’t be deformed
smoothly into an oliebol, and edge states in a topological insulator cannot be removed without fundamen-
tally altering the system’s bulk topological character. Similarly, mechanical networks constructed from central
force springs may have gapped acoustic band structures that can be classified by topological invariants. Here,
too, a topological bulk-boundary correspondence leads to the existence of protected edge states [1] which are
expressed as localized states of low-energy stress or motion at the system boundary.
It has been shown that it is possible to control, to some extent, the elastomechanical response of suitable
topological mechanical metamaterials, using their localized and protected edge states [1–4, 17]. Topological
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principles can in this sense be seen as a novel set of design guidelines that may aid us in the construction of
mechanical metamaterials with controllable responses.
In this thesis, through theory, simulations and experiments, we strive to investigate and expand the ap-
plicability of topological principles for the reliable, simple and response-controlled design of real mechanical
metamaterials. Chapter 2 treats the theoretical underpinnings of the topological characterization of certain
classes of mechanical systems, working from the theory of linear-elastic classical mechanics. In Chapter 3 ,
we discuss how topological principles in central force networks enable us to engineer a precise stress response
in real, soft polymer materials, showing that topological design methods may be robust into the nonlinear
regime. We demonstrate in Chapter 4 that topological design principles can be applied to systems other than
spring networks, extending the usefulness of topology-informed design to a variety of other systems. Chapter 5
briefly summarizes our findings and indicates potential future research directions.
2
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Chapter 2
Theory of topological mechanics
In this research project, we study how the topological classification of a periodic mechanical system’s phonon
band structure can be used to control its linear-elastic response. In the following Chapter, we treat the theo-
retical background necessary to calculate and predict the linear-elastic response of such topological mechanical
systems. We start with an overview of the microscopic linear-elastic description of generic mechanical net-
works in Section 1. Section 2 describes how such networks are conventionally classified, and we continue with
a discussion of macroscopic elasticity in Section 3. In Section 4, we describe how a topologically invariant
quantity in a specific subclass of mechanical systems can be used to classify their phononic spectrum, which
in turn controls their mechanical response.
2.1 Describing linear-elastic networks: the rigidity matrix formalism
Figure 2.1: Illustration of displacement and
stress vectors in the kernel and cokernel of the
rigidity matrix R of a small 2D spring network of
pin-jointed central force springs. (a) The kernel
of R consists of zero modes: nodal displacements
u that lead to no straining e of the links. (b) Con-
versely, the cokernel of R consists of states of self
stress: combinations of llink stresses σ that are
in static equilibrium with zero nodal forces f.
The theory of linear elasticity, which describes the
mechanical response of media under infinitesimal dis-
placements or strains and assumes a Hookean re-
lationship between strains and stresses, is the ba-
sis for nearly all of the theoretical descriptions of
mechanical systems in this thesis. The systems
we model can be described as (compliant) link-
ages: networks of nodes and links that provide de-
grees of freedom and (compliant) constraints for the
system’s motion. Such media, consisting of dis-
crete structural elements, can be described straightfor-
wardly in the language of linear elasticity. The de-
tails of this theory are extensively treated in many
other sources [18], and we will summarize them
here.
2.1.1 Governing equations
The rigidity matrix R, also known as the compatibility or
kinematic matrix in engineering contexts [19, 20], plays a
central role in the linear elasticity analysis of networks. It
describes the relation between the network’s Nzm indepen-
dent nodal degrees of freedom and the Ncon independent
link constraints, by linking infinitesimal node displacements
u to infinitesimal link deformations or strains e:
e = Ru (2.1)
We can interpret each row of the Ncon-by-Ndof rigidity
matrix as a link-imposed constraint on the nodal degrees of
freedom. The transpose of the rigidity matrix, also known
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as the equilibrium matrix, connects generalized node forces f to generalized link stresses σ:
f = RTσ (2.2)
The rigidity matrix alone does not give a complete description of the linear-elastic response of the network.
While it fully captures the response due to the geometrical features of the system, we need a constitutive
relation describing the resistances of the system to violations of link constraints. The constitutive relation
connects loads and displacements to strains and stresses, via
e = e0 + k−1σ. (2.3)
Here, e0 describes pre-straining of the medium, which we assume to be zero in what follows, and the stiffness
matrix k contains the elastic moduli that describe the stiffness of the link constraints. Together, equa-
tions 2.1-2.3 provide a full linear-elastic description of the system that can be used to relate the network’s
loads, displacements, strains, and stresses.
The rigidity matrix also allows us to calculate the energy associated with network mechanics [1] via the
dynamical matrix D = R†kR and its partner, the tension matrix D˜ = RkR†, which determine the energy
associated with nodal displacements and link stresses respectively.
The subspaces of the rigidity matrix itself are useful tools that can be used to characterize the behavior
of mechanical networks. According to the fundamental theorem of linear algebra, the rigidity matrix can be
seen in terms of its four fundamental subspaces: column space, kernel, row space and cokernel, each of which
vector subspaces has a physical interpretation [19].
2.1.2 Subspaces of the rigidity matrix
Vectors in the row space and kernel of the rigidity matrix R are associated with the system’s nodes and may
describe nodal forces or displacements, while vectors in the column space and cokernel are connected to links
and describe link strains or stresses. The row space rowsp (R) of dimension rank (R) ≡ Nr contains those
nodal displacements that lead to some straining of the links, or those nodal loads that can be supported in
static equilibrium. R’s column space consists of the Nr strains in the network’s links that are compatible with
the network geometry, or those link stresses that are in equilibrium with loads in the row space of R. The
kernel of R consists of so-called zero modes, which describe those nodal displacements that do not lead to
any link strains, or those nodal loads that violate the conditions of static equilibrium. There are Nzm of these.
The cokernel contains Nss states of self stress that comprise those link strains that are incompatible with the
network geometry, or those link stresses in static equilibrium with no net nodal forces.
The zero modes and states of self stress spanning the kernel and cokernel of R are especially important in
our treatment: they govern the stability of mechanical networks, and thereby provide a simple and powerful
way to classify the system’s response.
2.1.3 Singular value decomposition
We deploy the subspaces of R to determine the mechanical response of a system via the singular value
decomposition (SVD) of the rigidity matrix [18]. The SVD of the Ncon-by-Ndof matrix R reads
R = ABCT (2.4)
where A is an orthogonal matrix composed of Ncon independent column vectors ai, C is an orthonormal matrix
of Ndof independent column vectors ci, and B is an Ncon-by-Ndof matrix with Nr non-negative values bii on
the leading diagonal as its only nonzero entries. The first Nr columns ai of A span the row space of R, while
the remaining Ncon − Nr column vectors span its kernel. Similarly, the first Nr and remaining Ndof − Nr
column vectors of C span the column space and cokernel of R respectively. The features of the singular value
decomposition are illustrated in Fig. 2.2.
4
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Figure 2.2: The singular value decomposition ABCT of a mechanical network’s
rigidity matrix R exposes its four fundamental subspaces. The rigidity matrix consists
of Ncon rows, representing the independent link constraints, and Ndof columns
representing the independent nodal degrees of freedom. Its column and row spaces,
which are spanned by the supported nodal loads and link stresses in the network,
are both of dimension rank (R) = Nr. The nullity counts all zero-energy nodal
displacement modes Nzm of the system, while the conullity equals the number of
states of self stress Nss.
Given the SVD and
the stiffness matrix k,
we may calculate nodal
displacements and link
stresses due to imposed
nodal forces using the
methods described by
Pellegrino [18]. Nodal
loads f are supportable
by a linkage if they do
not overlap with the
system’s zero modes:
[aNr+1, ..., aNcon ]
Tf = 0.
(2.5)
The link stresses are
then given by
σ =
Nr
∑
i=1
ai · f
bii
ci+CNdof−Nrx,
(2.6)
where the second term
is a combination of the states of self-stress spanned by the last Ndof − Nr columns of C. The weights x are
determined by the requirement that the link strains do not overlap with the system’s states of self stress:
CTNdof−Nrk
−1CNdof−Nrx = −CTNdof−Nrk−1
Nr
∑
i=1
ai · f
bii
ci. (2.7)
Solving this system of equations for x yields the link stresses due to the imposed nodal loads. Nodal displace-
ments can then be computed from the link stresses, using Eq. 2.3 to calculate link strains e:
u =
Nr
∑
i=1
cTi · e
bii
ai +ANcon−Nry, (2.8)
where the Nzm weights y may take on any value.
2.1.4 An index theorem
The dimensionality of the vector subspaces of the rigidity matrix is linked to its size by the rank-nullity theorem:
Nr + Nzm = Ndof (2.9)
Nr + Nss = Ncon (2.10)
so that we can relate
ν = Nzm − Nss = Ndof − Ncon (2.11)
Here, Ndof are the number of independent nodal degrees of freedom and Ncon are the independent constraints,
while Nzm and Nss indicate the number of the network’s zero energy modes and states of self stress, respec-
tively. We will call ν the index of the system. Eq. 2.11 is an index theorem and can be seen as an extension
of the Calladine-Maxwell count of spring networks [1, 21]. The index theorem holds for mechanical networks
of any size, dimensionality, and boundary conditions. ν is invariant under all transformations of the nodal
degrees of freedom that do not remove or add any independent degrees of freedom or constraints. In other
words, the index is a topological invariant under homeomorphisms: smooth transformations between networks
that all describe the same graph of constraining links and free nodes.
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2.2 Classifying mechanical networks
From an engineering perspective, there is a strong need to distinguish mechanical networks that are stable or
rigid from those that are unstable or floppy. This issue of classification has a long scientific history. Whenever
the response of a network can be adequately described via the linear-elastic approach, the rigidity matrix and
especially the dimensionality of its vector subspaces can be used to make such a distinction without having
to construct any prototype. We will make use of this stability classification and corresponding terminology to
select mechanical systems amenable to topological manipulation, and will review the most important termi-
nology here.
2.2.1 Determinacy
The rigidity matrix provides a useful and straightforward relation to calculate the linear mechanical response
of networks from microscopic principles. However, secondary properties of the rigidity matrix of a network may
also be used to characterize and classify physical properties. One such secondary property is the structure of
R’s four vector subspaces. The dimensionality of the rigidity matrix’ subspaces, related by Eq. 2.11, determines
the static and kinematic determinacy of the network.
Determinacy, in the context of linear algebra, refers to the dimension of the solution space of a system of
equations. Statically determinate mechanical systems are described by rigidity matrices that have at most one
solution for the link stresses satisfying the equations of static equilibrium (Eq. 2.2) for a given set of nodal
loads. In this thesis, we use a slightly modified definition of mechanical determinacy that is also applicable
to periodic systems [19, 21]: we ignore the Nss,aff affine link stresses that arise in systems with rigid periodic
boundaries [20, 22]. In d dimensions, there may be up to d(d+1)2 such affine stresses. As a result, we con-
sider statically determinate linkages to be those linkages for which the conullity of the rigidity matrix equals
Nss = Nss,aff + Nss,int = Nss,aff , or Nss,int = 0: these mechanical networks do not possess any non-affine
states of self stress. Analogously, the rigidity matrices of kinematically determinate networks have at most one
solution for the nodal displacement satisfying the kinematic equations in Eq. 2.1, given a set of link strains.
Again, we choose to define such solutions up to uniform zero-energy modes of the system, which consist of
uniform translations (and rotations under free boundary conditions) of the network. In d dimensions, there
may be up to
d(d+1)
2 such rigid modes. Consequently, we will consider kinematically determinate linkages to
be those for which the nullity of the rigidity matrix equals Nzm = Nzm,rig +Nzm,int = Nzm,rig, or Nzm,int = 0:
these mechanical networks do not possess any non-rigid zero modes. A graphical illustration of the relation
between our definitions of determinacy and the number of internal zero modes and states of self stress is
shown in Fig. 2.3.
2.2.2 Isostaticity
Isostaticity is closely related to determinacy. Like determinacy, isostaticity is a function of the nullity and
conullity of the rigidity matrix of a mechanical system. Departing slightly from older terminology [23], we will
consider any mechanical network isostatic if the number of internal zero modes and states of self stress is zero:
Nzm,int = 0, Nss,int = 0. Isostatic systems can be seen as a subset of Maxwell-isostatic systems, in which the
number of internal zero modes and states of self stress is balanced: Nzm,int = Nss,int. The relation between
(Maxwell) isostaticity and determinacy is illustrated in Fig. 2.3.
Isostaticity in mechanical systems is an important concept. In general, isostatic systems exhibit a marginal
balance between degrees of freedom and constraints. Such marginal systems are the mechanical analog of
thermodynamic systems near a critical point: their increased sensitivity to external perturbations leads such
systems to exhibit rich behavior not seen in their non-marginal counterparts.
2.2.3 Periodic systems
Periodic networks are somewhat complex to classify as (Maxwell-)isostatic. Due to the implied rigidity of their
periodic boundary, such networks may support 0 ≤ Nss,aff ≤ d(d+1)2 affine states of self stress associated with
loads at the system boundary at infinity. It is useful to distinguish periodic Maxwell-isostatic systems that may
6
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carry Nss,aff states of self stress as Nss,aff -isostatic [22]. This distinction between isostatic periodic systems
is useful for the following reasons. When constructing a rigidity matrix that represents a mechanical network,
nodal degrees of freedom and link constraints are used to determine its entries. However, a network under
periodic boundary conditions in this construction has undeformable boundaries. In other words, changes in the
shape of the containing periodic box are not taken into account. We can include such boundary deformations
by augmenting the rigidity matrix to include not only nodal degrees of freedom, but also the
d(d+1)
2 degrees of
freedom that describe affine deformations of the primitive cell [20]. As a result, any untethered infinite periodic
system that is able to support Nss,aff boundary loads has, in d dimensions, Nzm,aug =
d(d+1)
2 − Nss,aff ex-
tra zero modes related to changes of the boundary, that cannot be found from the unaugmented rigidity matrix.
Figure 2.3: Illustration of static and kinematic determinacy
and (Maxwell-) isostaticity in mechanical networks, defined
via the dimensions of the rigidity matrix’ kernel (Nzm)and
cokernel (Nss). We disregard the Nzm,rig rigid modes that
may describe uniform translations and rotations of a me-
chanical linkage, and the Nss,aff affine states of self stress
that arise in periodic mechanical linkages. The number of
remaining Nzm,int internal zero-energy nodal displacements
and Nss,int internal states of self stress then govern the
static and kinematic determinacy of the system. The ab-
sence of internal zero modes indicates a kinematically de-
terminate network, while the absence of internal states of
self stress indicates a statically determinate network. Iso-
staticity is defined as the absence of internal zero modes
and states of self stress, while Maxwell isostaticity merely
indicates that the numbers of these internal zero modes and
states of self stress are equal.
When one of these additional zero modes
couples to translational nodal degrees of
freedom, it is termed a Guest-Hutchinson
mode. Such modes are associated with
the system’s collapse, arising from the in-
ability of the network to carry all pos-
sible affine stresses. They are guaran-
teed to be finite, not infinitesimal, since
their existence follows from the topologi-
cal index count:Guest-Hutchinson modes pre-
cisely describe smooth transformations un-
der which the topological index is invari-
ant.
Periodic networks with square rigidity ma-
trices form the basis of the research pre-
sented in this thesis. Such networks have
equal numbers of degrees of freedom and
constraints, and it follows from Eq. 2.11
that their index ν = Ndof − Ncon is zero.
Such networks will generally have d rigid-
body translational zero modes in d dimen-
sions, and d corresponding affine states of
self stress. In other words, the networks
are Maxwell-isostatic. When boundary de-
formations are considered by augmenting the
rigidity matrix,
d(d−1)
2 additional zero modes
appear [20]; they may be Guest-Hutchinson
modes.
We generally ensure that our lattices are
Maxwell-isostatic and have square rigidity ma-
trices by using structural elements that each provide independent constraints ncon and degrees of freedom
ndof . We also impose a uniform coordination number. Given these conditions, a network with periodic bound-
aries that consists of E structural elements is Maxwell-isostatic if ν = Ndof −Ncon = E · ncon− E · ndof 2z = 0,
or z = 2ndofncon [23].
2.3 Elasticity and stability - micro and macro
The rigidity matrix formalism provides a microscopic description of mechanical networks. However, for engi-
neering and design purposes, an understanding of the network’s macroscopic mechanical properties is often
important. Macroscopic properties can be summarized using elastic moduli, which can be obtained from the
rigidity and stiffness matrices R and k.
Elastic moduli are contained in an elastic tensor, Kijkl, that linearly relates uniform strains of the network,
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contained in the strain tensor eij, to uniform stresses captured in the Cauchy stress tensor ςkl:
ςkl = Kijkleij (2.12)
The moduli classify bulk behaviors of the material, such as auxeticity or stability. Mechanical networks are
typically considered stable or rigid if they can carry loads at their boundaries that correspond to all possible
uniform stresses [20]. This is the case if the network’s elastic tensor is positive definite and there exist no zero
modes in the system beyond uniform translations and rotations [24]. This macroscopic stability requirement
is related to the physical microscopic description: first of all, since the diagonal entries of the elastic tensor
must be positive, the links’ spring constants should be positive as well; secondly, the link strains due to affine
macroscopic strains must overlap with at least one state of self stress, that is, the affine link strains may not
all lie within the column space of the rigidity matrix.
More precisely, the rigidity and stiffness matrices R and k can be linked to the elastic tensor K via the
elastic energy density Uel, which can be calculated either macroscopically [22, 25]:
Uel =
1
2
Kijkleijekl , (2.13)
or microscopically:
Uel =
k
2V ∑α
[eaff · σˆss,α]2 (2.14)
where we assume for simplicity that the stiffness matrix can be written as k = k1. eaff is the vector of link
strains due to some uniform strain e, which can be calculated from the system geometry. σˆss,α denotes the
orthonormalized vectors that describe states of self stress in the cokernel of the rigidity matrix, and V is the
total system volume. The elastic constants can then be found as follows:
Kijkl =
k
V ∑α
[eaff ,ij · σˆss,α][eaff ,kl · σˆss,α], (2.15)
where eaff ,ij denotes the vector of link strains due to uniform strain eij.
2.3.1 Guest-Hutchinson modes
As we saw in the previous section, which treated the classification of mechanical systems, any Maxwell-isostatic
periodic system may have additional Guest-Hutchinson collapse modes associated with boundary deformations
of the periodic box. These collapse modes affect the networks’ macroscopic stability.
A Guest-Hutchinson mode is an affine deformation that can be expressed macroscopically as some affine
strain eaff ,Guest. It can be written microscopically as a set of link strains, eGuest without any overlap with the
lattice’s states of self stress {σss,α}:
eGuest ·σss,α = 0 ∀ σss,α (2.16)
Comparing to Eq. 2.15 it is immediately evident that this mode, if coupled to any translational nodal degrees
of freedom, will destroy the displacement stability of the system.
Guest-Hutchinson mechanisms in periodic Maxwell-isostatic networks may be identified by allowing the
periodic primitive cell to change its shape. In particular, we can augment the available degrees of freedom
with the
d(d+1)
2 variables that describe affine deformations of the primitive cell. Together, these variables may
be expressed as a macroscopic displacement tensor υaff . Such affine displacements affect the relative distance
dj − di between nodes i, j in neighboring unit cells as follows:
di −→ (1+ υaff )di (2.17)
so that
dj − di −→ dj + υaff
(
∑
`
∆ij,a`a`
)
− di (2.18)
8
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where ∆ij,a` describes the relative position between the unit cells containing nodes i, j in units of the `
th
primitive basis vector. If we appropriately augment the network’s rigidity matrix to relate the extra degrees of
freedom to link strains, its kernel contains the additional Guest-Hutchinson zero modes.
2.4 Topology in Maxwell-isostatic networks
In the following Section, we discuss how topological principles can be used to control the mechanics of linkages.
2.4.1 Polarization as a topological bulk characteristic
The phononic band structures of periodic Maxwell-isostatic networks with square rigidity matrices R are
amenable to topological characterization, due to the existence of a mapping between elastomechanical sys-
tems and topological insulators [1, 2]. Winding numbers of the phase of detR(k) along cycles in the first
Brillouin zone constitute a set of topological invariants, which may be used to construct a topological polar-
ization. The topological polarization classifies the bulk mechanical response of the underlying network and
gives us the ability to design desired responses in mechanical networks. [1, 3, 4].
2.4.2 Physical interpretation
Figure 2.4: An example of cycles Ci through
the first Brillouin zone of a periodic lattice.
This momentum space picture shows the first
Brillouin zone of a periodic 2D kagome network
on a hexagonal Bravais lattice (inset) defined by
primitive vectors a1, a2. The two cycles C1,C2
along the reciprocal primitive vectors b1,b2 are
highlighted in blue.
To intuit the physical meaning of the topological polarization,
we compare its effect on a mechanical network to electric
polarizations in electrostatic systems. In dielectric materials,
an external electric field causes a separation between posi-
tive and negative charges in the system. The dipole moment
p induced by this charge separation in a volume V is given
by p = q+d+ − q−d−, and the resulting electric polariza-
tion is given by P = pV . Due to this bulk polarization, bound
charges appear at the edges of the system. The bound charge
in a subsystem bounded by C is given by
∮
C d
d−1S(P · nˆ).
This bound charge represents an imbalance in the local pos-
itive and negative charges, proportional to the flux of the
polarization through the system’s boundaries. In mechanical
systems, manipulation of the node and link positions pro-
duces a similar imbalance. Here, the degrees of freedom per
node ndof can be seen as the positive charges, while the
ncon link constraints represent negative charges. A system
may have a resulting topological polarization RT. Gauge
dependencies can be eliminated by taking into account a
gauge dipole moment r0 = ∑
nodes i
ndof ,idi − ∑
links b
ncon,bdb,
while system edges contribute a local dipole moment RL =
∑
nodes i
ndof ,id˜i − ∑
links b
ncon,bd˜b − r0. Together, the total
mechanical polarization is given by P = RT+RLV , and this
total mechanical polarization causes bound zero modes and
states of self stress to accumulate at the edges of the system.
In this manner, the topological polarization of a mechanical network results in a non-trivial flux of the
polarization through the edges of subsystems containing system edges [1], defects [3] and domain walls [1, 4].
This flux results in bound charges, or local differences in the number of zero modes minus the number of states
of self stress. Thus, the polarization of a system governs the potential localization of zero modes and states of
self stress. This is an important result: the shape and location of zero modes and states of self stress informs
a large part of the mechanical response of linkages. To summarize, topology can be used to characterize and
control the mechanical response of a system.
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2.4.3 Topological design of the mechanical response
Figure 2.5: Topological polarizations localize
zero modes and states of self stress near domain
transitions or edges in mechanical networks, just
as electric polarizations localize positive and neg-
ative bound charges in dielectric systems. We
show domains with a gauge-invariant topological
dipole RT − r0; the edge segments are charac-
terized by local mechanical dipoles RL. The dif-
ference between the number of zero modes and
states of self stress, ν, in a section of the system
near the edge and and domain wall is proportional
to the flux of the sum of these dipoles across the
contours of these subsystems, which leads to a
positive mode count or excess of zero modes at
the system edge (light blue region), and a nega-
tive mode count or excess of states of self stress
at the domain wall (dark blue region).
Evidently, controlling the topological polarization PT
of a linkage allows us to localize zero modes
and states of self stress at domain walls, de-
fects, or edges, without modifying the linkage’s con-
straint count. This preservation of the connec-
tivity of the mechanical network unveils topology
as an unusual novel design guideline for real me-
chanical systems. To use topological principles in
such a controlled fashion, we must be able to de-
termine the topological polarization and the num-
ber of topology-induced modes in a mechanical net-
work.
The set of d winding numbers {ni} associated with the
rigidity matrix define a topological polarization RT that
summarizes the topological character of the bulk periodic
system:
RT =∑
i
niai, (2.19)
where {ai} are the primitive vectors of the linkage. The
winding numbers are calculated using the phase of detR(k)
along loops {Ci} in the first Brillouin zone (see Fig. 2.4)
parallel to the reciprocal primitive vectors:
ni = − 12pi
∮
Ci
dk · ∇kArg[detR(k))] (2.20)
. It should be noted that these winding numbers are not
well-defined if the linkage’s phonon spectrum does not have
an acoustic gap. That is, the winding numbers are ill-
defined if detR(k) = 0 anywhere but at the origin or cor-
ners of the first Brillouin zone, or at a finite number of so-called Weyl points kWeyl around which the winding
numbers nWeyl are zero [17]. Such Weyl points give rise to Weyl zero modes and state of self stress at
frequencies corresponding to kWeyl. Weyl points with nonzero winding numbers are guaranteed to occur in
pairs as a consequence of the Poincare´-Hopf theorem on the 2D Brillouin zone’s torus [26]. It is worthwhile
to note that the winding numbers of the mechanical network may change, via gap closings or the annihilation
of Weyl pairs, when the network’s nodal positions are significantly modified.
There is a subtlety to the calculation of the topological polarization: the winding numbers depend on
the specific choice of unit cell chosen to construct the rigidity matrix. This gauge dependence of RT can be
amended, yielding a topological characteristic, PT, that is used to calculate gauge-invariant observables:
PT = RT − r0 (2.21)
where
r0 = ∑
nodes i
ndof ,idi − ∑
links b
ncon,bdb (2.22)
Here, [di] are the locations of the chosen unit cell’s basis points, where each node provides ndofi degrees of
freedom. The [db] indicate the midpoints of the unit cell’s basis links, and each link imposes nconb constraints.
Often, isotropy and a suitably chosen basis ensures that r0 = 0, setting RT = PT in systems with such gauge
choice. This equality holds for all networks shown in the remainder of this thesis.
The total difference between the number of zero-energy modes and states of self stress, ν, in a subsystem
S of a mechanical network of uniform topological character is a sum of the number of local modes νL (due
to local imbalances in nodal degrees of freedom and link constraints) and topological modes νT (due to the
topological character of the network) [1]. The number of topology-induced low-energy modes minus the
number of states of self stress, νT, in a subsystem of a d-dimensional mechanical network bounded by a
10
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contour C characterized by the inward normal vector nˆ is given by [1, 3]:
νT =
∮
C
dd−1S
Vcell
PT · nˆ (2.23)
In principle, a uniform periodic system of a particular topological polarization will not exhibit unusual
mechanical properties. However, the composition of polarized domains or defects will affect the system’s
mechanical response. In this thesis, we focus on the properties of composite polarized systems, consisting
of various polarized domains divided by linear domain walls. Counting the number of topology-induced zero
modes localized at such domain walls can be done as follows. At an inner wall of length ` with normal vector
nˆwall between topological domains D1,D2 of polarizations PTD1 and PTD2 , the total count ν of local zero
modes reads:
ν = νT =
`
Vcell
nˆwall · (PTD1 −PTD2) = `Vcell nˆwall · (RT
D1 −RTD2) (2.24)
where Vcell is the unit cell volume. If the system contains a terminated edge of length ` and normal vector
nˆedge, the topological dipole RT as well as the geometry of the edge affect the zero mode count. Both a
topological mode count νT as well as a local one νL then contribute to the total count ν = νT + νL:
ν = νL + νT =
A
Vcell
nˆedge · (RL +RT) (2.25)
where
RL = ∑
nodes i
ndof ,id˜i − ∑
links b
ncon,bd˜b − r0 (2.26)
Figure 2.6: Position terminology in a periodic
lattice. We show a finite piece of a 2D kagome
network on a hexagonal Bravais lattice, defined
by primitive vectors a1, a2 (light gray arrows). In
the bulk of the system, the basis nodes (gray cir-
cles) and links (gray ovals) are described by node
and link positions di,db. A terminated system
edge (leftmost) is described using a suitable ba-
sis that reproduces the correct terminated edge
and lattice bulk upon tiling. The corresponding
basis nodes and links are described using node
and link positions d˜i, d˜b.
{d˜i, d˜b} are the locations of basis points and links in
that unit cell which, when tiled, exhibits the same termi-
nation as the edge under consideration (see Fig. 2.6). The
precise values for the lattices we treat will be given when
appropriate.
2.4.4 Topological protection
In the mechanical systems that we have described so
far, there are two distinct topologically protected quan-
tities. The index ν is invariant under all transfor-
mations of the nodal degrees of freedom that leave
the constraints invariant. In that sense, the index is
topologically protected, and in practice this is a con-
sequence of the fact that all lattices whose connect-
edness is described by the same graph are homeo-
morphic. The topological winding numbers {ni} of
a system are topologically protected, in the sense
that infinitesimal perturbations of the nodal degrees
of freedom will not change the vector space struc-
ture of the rigidity matrix that classifies the sys-
tem.
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Chapter 3
Topological self stresses in spring-like networksi
A wide variety of mechanical networks may be modeled with good accuracy as spring networks, or linkages
of central force springs connecting freely hinging nodes. Previous research has shown that periodic Maxwell-
isostatic spring networks in d = 1 and d = 2 dimensions are amenable to topological classification, and that
topological principles may be used to localize their zero modes at edges, defects and domain walls.
Figure 3.1: The structural elements of mechanical link-
ages can be represented as combinations of nodes, which
provide mechanical degrees of freedom, and connecting
links imposing constraints. (a) In spring linkages, which
consist of central force springs of some length L and
freely hinging nodes i, j, each node i may be displaced
by translations ux,i, uy,i while rotations uφ,i are free. (b)
A single tension constraint is imposed on the allowed
motions by the connecting spring. (c) A classical soft
beam element. In classical beam theory, the possible
elastic deformations of the beam are often parametrized
by stretching, shearing and bending (d, top to bottom):
these motions, costing energy, are constrained.
In the current Chapter, we explore a dif-
ferent side of these topological spring net-
works. Sections 3.1 to 3.3 investigate the
localization of topological self stresses rather
than zero modes in 2D spring networks, prob-
ing the static rather than kinematic proper-
ties of these topological systems. We study
the linear-elastic effects of such states of self
stress at domain walls in the ideal spring
model, and test the robustness of these ef-
fects in real systems of the same design,
constructed from laser cut polyethylene foam.
This approach is then extended to 3D sys-
tems: we construct and probe a real, 3D, quasi-
topological material containing localized quasi-
self stresses via 3D printing of thermoplastic
polyurethane. The results contained in this
Chapter will give us insight into the proper-
ties and feasible applications of mechanical net-
works with topologically localized states of self
stress.
3.1 The spring network
3.1.1 The model
2D spring networks can be seen as agglomerations
of the structural element shown in Fig. 3.1a. It con-
sists of two freely hinging nodes i, j connected by
a central force spring of length L. Each node pos-
sesses translational degrees of freedom ux, uy, while
each spring link imposes a constraint: nodal dis-
placements that do not respect the original geometry of the element result in a tensile strain et,ij of the link,
which costs energy.
The rigidity matrix of a spring linkage qualifies its linear-elastic behavior and topological character. Each
of the spring network’s E elements, which consists of nodes i, j connected by a link of length L, contributes
iThe majority of results in this section have been previously copublished by the author in Ref. [4].
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the following submatrix to the full rigidity matrix:
(
et,ij
)
=
(
Lx
L
Ly
L − LxL −
Ly
L
)
ux,i
uy,i
ux,j
uy,j
 (3.1)
Each row of the rigidity matrix represents a tensile link constraint on the nodal degrees of freedom. The spring
linkage’s linear-elastic description is completed by the constitutive relation between the links’ tensile strains
and stresses, as in Eq. 2.3. The corresponding description for a single link is given by(
et,ij
) (
k−1
) (
σt,ij
)
(3.2)
where k is the link’s Hookean spring constant and σt,ij its tensile stress. Without detracting from the generality
of our results, we set k = 1 unless noted otherwise.
3.1.2 A topological spring network
Figure 3.2: The 2D kagome spring
network, which is 4-coordinated and
Maxwell isostatic, can be deformed
into a topologically polarized linkage.
(a) We show the undeformed kagome
mesh. Each line represents a central
force spring. The hexagonal primitive
cell, delimited by its primitive vectors
a1, a2 (light gray), as well as the ba-
sis points di and bonds (dark gray)
are indicated. The nodal positions
di are characterized by Kane-Lubensky
parameters dKL = (0, 0, 0, 0) (main
text). (b) The deformed kagome net-
work, with nodal positions dKL =
0.085(1,−1,−1, 0), has a topological
polarization RT = −a1.
As we saw in Chapter 2, periodic linkages must be Maxwell
isostatic to qualify for topological characterization: the num-
ber of independent degrees of freedom Ndof must equal the
number of independent Ncon. In the 2D spring networks
we study, each node provides ndof = 2 displacement de-
grees of freedom and each link supplies ncon = 1 ten-
sile constraint. Assuming a uniform coordination number z
for simplicity, a generic E-element periodic spring linkage is
thus Maxwell isostatic if if Encon − Endof 2z = 0, or z =
4.
It is important to note here that such Maxwell isostatic spring
linkages are not stable. In the previous Chapter, we learned
that d-dimensional periodic linkages must exhibit d(d−1)2 extra zero
modes when deformations of the periodic bounding box are al-
lowed. In the 2D spring network, there is one such mode,
and it must couple to nodal displacements. As a consequence,
the spring networks we consider each support a uniform Guest-
Hutchinson collapse mode associated with deformations of the unit
cell.
In the current Chapter, we use the four-coordinated periodic
kagome network, shown in Fig. 3.2a, to demonstrate our results. Its
topological mechanical properties have been well-studied [1, 3], giv-
ing us a solid basis to work from. We define the nodal positions of
its three-point basis {di}30 using four independent parameters (’Kane-
Lubensky parameters’) dKL = (x1, x2, x3, z) following Kane et al. [1].
The undistorted kagome lattice is characterized by dKL = (0, 0, 0, 0).
Distorting the kagome lattice may create a topologically polarized
system [1, 3]. In fact, any kagome linkage with KL-parametrization
dKL = C(−1, 1, 1, 0) has a polarization RT = −a1 if C > 0 and
RT = −a1 if C < 0, which can be calculated from the linkage’s mo-
mentum space rigidity matrix via Eqs. 2.19 and 2.20. If C is small,
the linkage looks like the undistorted kagome lattice; if C is large, the
linkage is distorted as in Fig. 3.2b , which shows a kagome lattice of
KL-parametrization dKL = 0.085(−1, 1, 1, 0), with topological polar-
ization RT = −a1.
14
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3.1.3 Topological modes at domain walls
Figure 3.3: In a periodic kagome spring network, walls between topologi-
cal domains localize protected modes. (a) Lattices of distinct polarizations
RT = −a1 and RT = a1 (black arrows), whose basis points are specified by
KL-parametrizations dKL = 0.085(−1, 1, 1, 0) and dKL = −0.085(−1, 1, 1, 0)
respectively, are used to create a composite lattice: they are each other’s mirror
images. The unit cell with its primitive vectors (light gray) as well as basis points
and bonds (dark gray) are shown. (b) Compositing these linkages into two outer
domains of polarization RT = a1 and an inner domain of polarization RT = −a1
results in a network with two domain walls of normal vectors nˆleft = −aˆ1 and
nˆright = aˆ1. The left domain wall harbors two excess states of self stress per cell
row (red overlay), while the right wall has two excess zero modes per cell row
(light gray overlay).
We wish to study the effect
of topologically localized
states of self stress on the
elastic response of spring-
like networks. As we saw
in Section 2.4, a multitude
of modes may be localized
at edges, defects and do-
main walls within a topo-
logical linkage. We choose
to construct model net-
works containing domain
walls: in general, a suit-
ably constructed domain
wall will harbor many states
of self stress which will
be easy to probe compu-
tationally and experimen-
tally.
We realize topologi-
cal domain walls within
kagome spring linkages by
compositing domains of
suitable polarizations, as
shown in Fig. 3.3a and b.
The two walls, with nor-
mal vectors nˆleft = −aˆ1
and nˆright = aˆ1, sepa-
rate domains of polariza-
tions RT = −a1 and RT =
a1. In Chapter 2, Eq. 2.24
explained that at these do-
main walls, there is a topology-induced imbalance in local zero modes and states of self stress ν. In the
particular linkage shown in Fig. 3.3b, this count is easily calculated: at the left domain wall, the count per cell
row is ν/ncell = −2, indicating an excess of states of self stress; at the right wall, ν/ncell = 2, denoting an
excess of zero modes.
3.1.4 Real systems: the classical beam network
While the spring model provides a valuable mechanical model which allows for topological classification, it
is not the most accurate model for the real systems we investigate. We will use simple mechanical systems,
namely laser cut foam networks and 3D-printed structures, that are better described as linkages of classical
beams. A 2D classical beam is shown in Fig. 3.1c.
The structural element of 2D classical beam networks consists of two nodes i, j that provide translational
and rotational degrees of freedom ux, uy, uφ. The nodes are connected by a link of length L that constrains
stretching, shearing and bending -which fully parametrize the possible deformations of a classical beam- with
some finite resistances (Fig. 3.1d). The rigidity matrix contribution of a single element is given by:
 et,ijes,ij
em,ij
 =
 LxL
Ly
L 0 − LxL −
Ly
L 0
− LyL LxL L2
Ly
L − LxL L2
0 0 −1 0 0 1


ux,i
uy,i
uφ,i
ux,j
uy,j
uφ,j
 (3.3)
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Here, et,es and em represent the tensile, shear and torsional strains on the link. Their constitutive relation to
the corresponding stresses is given by  et,ijes,ij
em,ij
 = k−1ij
σt,ijσs,ij
σm,ij
 (3.4)
where kij is the stiffness submatrix [27]
kij =
 EAL 0 00 12EIL3 0
0 0 EIL
 . (3.5)
Here, E is Young’s modulus, A is the cross-sectional beam area, I is the area moment of inertia. For square
beams of width w, so that A ∝ w2 and I ∝ w4, the aspect ratio wL sets the relative contributions of tension,
shear and bending resistances. In the limit that wL → 0,w → 0, the classical beam model is reduced to the
spring model.
Since the number of constraints per link ncon = 3 and the number of nodal degrees of freedom ndof = 3,
4-coordinated periodic linkages of 2D classical beams are hyperstatic rather than Maxwell isostatic. This
has two important implications. Firstly, a 4-coordinated classical beam linkages do not suffer from the same
instability as spring networks: there is no zero-energy Guest-Hutchinson mode that can cause the system to
collapse. Secondly, topological characterization via the winding numbers of the rigidity matrix is not possible
in these classical beam networks. As a consequence, we term those classical beam networks whose design is
based on topological spring networks quasitopological.
3.2 Computational results
In Section 3.1, we have laid the theoretical foundations for the design of topological spring networks and
derivative quasitopological classical beam linkages. We explained that composites of topological kagome
spring networks can localize states of self stress at their domain walls. These states of self stress affect the
system’s elastostatic response, a property that we wish to use to design real systems. In the current Section,
we elaborate on the theoretical foundations laid previously, building computational models of topologically
designed linkages containing domain walls that localize self stresses. By calculating the linear-elastic response
of such spring networks and classical beam networks, we explore the mechanical effects and robustness of
localized states of self stress of topological origin. These computational models will function as a basis for
building and probing real systems designed using topological principles, which we report in Section 3.3.
3.2.1 Computational details
The numerical calculations presented in this Section are performed on an Intel-based desktop computer (Intel
Xeon 64-bit, 2670 MHz, 16 GB RAM). We use custom software written in the Python programming language
(Python 2.7). A more basic version of this software is available via an online repository [28].
3.2.2 Actuating topological self stresses in a spring network
To deepen our understanding of the localization of states of self stress at domain walls in topological spring
networks, we first construct a computational model of such a system and calculate its states of self stress. The
system we use is a slightly smaller version of the kagome composite design shown in Fig. 3.3b. The resulting
network is shown in Fig. 3.4; red and gray regions delineate the two domain walls.
The states of self stress σss in this system are contained in the kernel of the network’s tension matrix,
D˜ = RkR†. We construct this tension matrix numerically using Eq. 3.1. For simplicity, we assume that each
link in the network has the same tensile spring constant, so that k = 1. The orthonormalized states of self
stress {σˆss,α} are then computed numerically. Fig. 3.4a-d show four such states: for each, links in the spring
16
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Figure 3.4: States of self stress σss in a periodic kagome composite spring network of the design
shown in Fig. 3.3b. The mesh contains a domain wall that localizes topological states of self stress (red
region) and a wall that localizes zero modes (gray region). The overlap of these states of self stress
with link stresses eaff due to imposed affine strains exx, eyy and exyare indicated at the side. (a),(b)
Two of the states of self stress, contained in the nullspace of the network’s real-space tension matrix
D˜, are shown. The corresponding tensile link stresses σt are visualized using color (colorbar). The two
states are non-topological in nature, and are distributed throughout the linkage. (c),(b) Two states of
self stress, localized at the left domain wall, are shown. These states exist due to the topology of the
underlying lattice.
network are colored according to their tensile strain σt.
Fig. 3.4 showcases several important features of the topological kagome composite network. To wit, the
states of self stress in Fig. 3.4a and b are evenly spread throughout the system, not localized as would be ex-
pected from topological modes. In fact, as Section 2.2.3 indicated, these two system-wide states of self stress
are a necessary, non-topological feature of any 4-coordinated spring network corresponding to the system’s
ability to carry some loads at its periodic boundary. However, the self stresses in Fig. 3.4b and c are purely
topological, arising from the presence of domain walls in the underlying network. The local states of self stress
are twinned with local zero modes at the right domain wall, which are not shown here. There is an equal num-
ber of such local self stresses and zero modes, so that the network’s index (Eq. 2.11) is appropriately conserved.
Under imposed external nodal loads or displacement, the network’s elastostatic response may be affected
by the localized states of self stress. Since the 4-coordinated spring network is a marginal, Maxwell-isostatic
system, we may reasonably expect these states to have a sizable impact. Our eventual desire is to build
real materials whose behavior shows topological stress features. To this end, we should explore the effect of
topological self stresses on the network’s response under particular external conditions that are often found in
real mechanical systems. A large variety of mechanical systems, such as sandwiches and sandwiched struc-
tures, contain materials that experience uniform loading across their boundary. In the periodic networks we
are studying here, such uniform boundary loads correspond to an externally imposed affine strain inside the
medium. In short, we wish to explore influence of topological self stresses on the network’s stress response
under affine strains.
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Interestingly, the link stress vector σaff that describe the elastostatic response of a spring network under
an imposed affine strain eij is determined by the system’s states of self stress {σˆss,α} [18, 20, 29]. This can
be explained as follows.
Imposing an affine strain on the spring network results first in a set of affine tensile link strains. Following
the reasoning in Section 2.3, which related microscopic to macroscopic system properties, we find that
ebaff = dˆ
b
i eijd
b
j . (3.6)
Here, ebaff describes the tensile strain on link b with node-to-node vector dˆ
b
; collectively, the link strains
form the strain vector eaff . To attain static equilibrium, the network then relaxes by letting the links take
on additional non-affine extensions enaff . The corresponding equilibrium stress follows from the constitutive
relation, σaff = k(eaff + enaff ), assuming equal spring constants for each link. Since the equilibrated system
is periodic, σaffcannot lead to any nodal loading. In other words, the affine equilibrium stress must be a
weighted sum of the system’s states of self stress, {σˆss,α}, where the weights are determined by projecting
the affine link strain onto these states[20, 29]:
σaff = k∑
α
(σˆss,α · eaff )σˆss,α. (3.7)
In Fig. 3.4a-d, we note the projection of the three principal affine strains on each of the shown self stresses.
This projection determines to what extent the particular self stress dominates the network’s response under
the imposed strain. The affine strains exx = δixδjx and eyy = δiyδjy are uniaxial along the x- and y-directions,
respectively, while exy = δixδjy equates to shearing. Several salient features stand out. The system-wide
self stress shown in Fig. 3.4a overlaps significantly with affine shear strain only. Conversely, the delocalized
state of Fig. 3.5b has a large overlap with both uniaxial strains; however, there exists a composite strain
eij = exx+ βe+ yy, with β ≈-1.7 whose overlap with this state of self stress is small. As a consequence,
neither system-spanning self stress is expected to dominate the network’s elastostatic response under uniaxial
affine strains. The situation is rather different for the local states of self stress shown in Fig. 3.4c and d. Both
states have a significant overlap with uniaxial strains along y as well as shearing strains. In this case, there
exists no composite affine strain that has a small overlap with both states simultaneously. Consequently, the
states of self stress should dominate the system’s stress response under uniaxial strain eyy only.
It is important to note here that there are a total of eight states of self stresses in the network shown in
Fig. 3.4, consistent with the mode count reported in Subsection 3.1.3. We have only shown states with a
significant overlap with the affine strains (σss · eaff ,ij > 10−5).
In summary, we have seen that localized topological states of self stress may dominate the response of
the composite kagome spring network under uniaxial strains along the y-direction. This implies that in a real
material of similar design, actuating the system via compression of its boundary along y may result in a unique,
topology-induced response.
3.2.3 Quasitopological response of a classical beam network
In real networks, that are better modeled as finite beam networks, the states of self stress may not affect the
response as reliably or dramatically as in periodic spring networks. The finite boundary as well as the hyper-
staticity due to the extra shearing and bending constraints affect the extent to which the topology-dominated
response carries over.
In order to test whether a real material of the design shown in Fig. 3.3 may exhibit a linear-elastic stress
response of topological heritage under boundary loading along the y-direction, we construct a computational
model of a classical beam network that more accurately describes this real material. The classical beam net-
work model, which has free boundary conditions in all directions, is shown in Fig. 3.5. Its domain walls are
highlighted in red and gray. We simulate uniform loading along y across the system’s boundary by imposing
a load F at each edge node (orange circles), compressing the edges inward (orange arrows).
18
Version of date – Created February 27, 2016 - 17:22
3.2 Computational results 19
Figure 3.5: The numerically calculated stress response of a finite classical
beam network, of the design shown in Fig. 3.3b, to an imposed uniaxial force
F (orange arrows) at its boundary nodes (orange circles) is shown. The two
domain walls are indicated in red and gray. (a),(b),(c) The axial, shear and
torsional stresses σt/F, σs/F and σm/(FLb) of each beam are indicated in
color (colorbars). A strong, highly localized axial stress response is visible at
the left domain wall. Shear stresses are larger in magnitude at the system
boundaries, but overall smaller than the axial stresses. At the system boundary
and the right domain wall, torsional stresses are highest; their magnitude is
much smaller than the axial and shear stresses.
To calculate the system’s
stress response to this load-
ing, we construct the beam
network’s rigidity matrix R
via Eq.3.3. The mag-
nitude of the spring con-
stants associated with ten-
sile, shearing and torsional
strains are set by choos-
ing EAF = 4 and
EI
Fa2 =
10−3 in terms of the ex-
ternal force F and lattice
constant a, as a realis-
tic estimate based on the
classical beam spring con-
stants shown in Eq. 3.5.
We may then calculate the
link stresses via the singu-
lar value decomposition of
R, as discussed in Subsec-
tion 2.1.3.
Fig. 3.5a-c shows the fi-
nite beam network’s linear-
elastic stress response to
uniaxial boundary loading,
decomposed into tension,
shear and torsional con-
tributions σt/F,σs/F and
σm/(FLb) at each beam
(colorbars). It is immediately
evident that the system’s ax-
ial stress response, shown in
Fig. 3.5a, dominates in mag-
nitude. Fig. 3.5b and c
show that beams with high
shear and torsional stresses
are mainly found near the
system’s edges, as a result
of the system’s free boundary
conditions. However, beams
with high compressive stresses are still centered around the left domain wall: this response is clearly inherited
robustly from the system’s spring network parent.
3.2.4 Implications for experiments in the nonlinear regime
The numerical results lead us to expect that the topological axial stress response at the classical beam net-
work’s domain wall dominate its linear-elastic response under uniaxial compression at the boundary. This
implies that a real sample of the design shown in Fig. 3.3b under edge loading will most likely show the same
stress response in its linear regime. Testing a real sample will allow us to explore its stress response in the
nonlinear regime as well. It is instructive to consider whether we can predict what features can be found in a
real sample’s nonlinear response.
The large axial stresses in beams near the domain wall might, in a real system, lead to compressive failure
of these beams. This buckling response will occur if the Euler stress threshold, σ < − EIL2 [4], is exceeded.
This leads us to the following issue: once beams near the domain wall buckle, so that the constraints that they
previously imposed on the system are lost, the topology-induced localized stresses may not persist, and the
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Figure 3.6: Simulation of sequential
buckling in a classical beam network,
of the same design as Fig. 3.5 and un-
der the same boundary loading condi-
tions. At each step (a-d), compres-
sive failure of a single beam is simu-
lated by removing a beam from the net-
work (black dashed circles) that expe-
riences the highest compressive stress
when compared to the Euler buckling
threshold, σtL2b/F. This measure is in-
dicated in color for each beam (color-
bar). Beams near the domain wall (red
region) experience the highest compres-
sive stresses, and are sequentially re-
moved. The removal of these beams
relieves axial stresses at small segments
of the domain wall (red region). The
localized stress at the domain wall is
dissipated once a sufficient number of
domain wall beams have been removed.
local response may vanish. To test the robustness of the local stress response in such a situation, we simulate
failure of beams in the beam network model of Fig. 3.5.
The buckling simulation is illustrated in Fig. 3.6a-d. We show the same beam network model as in Fig. 3.5,
its domain walls indicated in red and gray, and calculate the network’s linear stress response under uniaxial
loads F (orange arrows) imposed at its edge nodes (orange circles). For each beam, the resulting tensile
stress can be compared to the Euler buckling threshold to measure its propensity to buckle. This propensity
is encapsulated in the quantity σtL2b/F. We have colored each beam in Fig. 3.6 according to this propensity
(colorbar). We subsequently select the beam with the highest buckling propensity, and remove it from the
system as shown by the black dashed circle in Fig. 3.5b. We perform the same loading simulation on the
new network, which has one fewer beam, and again remove the beam with the highest buckling propensity.
In this way, we may estimate the effect of sequential beam failure in the system. Inspecting the sequential
linear simulation in Fig. 3.6a-d, several important features stand out. First of all, Fig. 3.5a shows that beams
that experience the highest buckling propensity are localized along the left domain wall. Secondly, Fig. 3.5b-d
inform us that this localized stress response persists, despite sequential removal of beams near the domain
wall. Only once one beam per cell row has been locally removed as in Fig. 3.5d, the localized stress response
is lost, and the propensity to buckle becomes fairly uniform across the system.
In conclusion, uniaxial compression of real samples with a stress-localizing domain wall is expected to
result in a distinct, nonlinear, local buckling response all along the wall. This is an important expectation: if
this response can be confirmed via experiments, we will know that topologically localized self stresses carry
over robustly into real systems and dominate their response far into the nonlinear regime. This would make
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topological design methods powerful tools for controlling the local response of real materials, without having
to affect the connectivity and associated secondary properties of the underlying mechanical network.
3.3 Experimental procedures and results
Figure 3.7: Foam samples are produced by laser cutting 15 mm polyethylene
foam sheets. (a) The desired spring network is designed using computational
methods and rendered in a Scalable Vector Graphics (SVG) format. A typical
kagome network design with KL-parametrization dKL = C(−1, 1, 1, 0) is shown,
where C = 0.085 and the polarization RT = −a1. (b) Image operations result
in an SVG image that describes a network with beams of suitable thickness. (c)
The SVG design determines the laser cutting path through the foam sheets. (d)
The final foam sample, designed after the spring network model in Fig. 3.3b, has
two domain walls that should harbor quasi-states of self stress and quasi-zero
modes (red and gray semi-transparent sections respectively).
In this Section, we test
whether topology-induced
states of self stress in
spring networks robustly in-
form the nonlinear stress
response of real systems.
We investigate planar and
3D beam networks made
from soft polymers, whose
design is based on spring
networks with topological
domain walls. Based on
the computational results
in Section 3.2, regions of
localized stress should be
characterized by a higher
incidence of failure events
under external strain. By
testing whether these high-
stress failure events are lo-
calized appropriately at do-
main walls, we can qual-
ify the robustness of topo-
logical design methods in
real materials. We perform
such tests by incrementally
confining the planar and 3D
samples to actuate poten-
tial localized states of self
stress, and visually assess-
ing their subsequent failure
response. The correspond-
ing experimental procedures and results are reported here.
3.3.1 Observing stresses
States of self stress in spring network models are readily calculated via their rigidity matrix. Identifying stresses
in real systems is more difficult: the only readily available visual information is a system’s displacement re-
sponse to imposed strains. However, as noted in Subsection 3.2.4, linkage elements under high stresses may
experience failure in the nonlinear regime. In real beam networks, beams that experience compressive or tor-
sional stresses above the Euler threshold σ < − EIL2 [4] will buckle. Such failure events are readily observable:
buckled beams undergo a shape transition.
To distinguish buckled from unbuckled beams, we use their tortuosity. The tortuosity τb of a beam, a
dimensionless and scale-independent quantity, can be defined as the arc length A along its medial axis divided
by the distance D between its endpoints: τb = AD . The tortuosity associated with compressive buckling is
expected to be much larger, τb > 1, than the tortuosity of beams experiencing linear-elastic strains, for which
τb & 1. In addition, Eq. 3.5 informs us that the shear and bending stresses in classical beam networks will tend
to be smaller than the compressive stresses, so that failure due to shear and bending do not dominate. As a
consequence, tortuosity suffices as a qualitative visual measure of a soft beam network’s axial stress response,
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against which we can compare the computational results in Section 3.2.
3.3.2 Planar samples
We create planar beam linkages by laser cutting polyethylene (PE) foam slabs of 15mm thickness. The in-plane
design of these foam linkages is identical to that of the 2D kagome spring network with topological domain
walls, shown in Fig. 3.3b. The design combines two distinct kagome domains of polarizations RT = ±a1,
whose nodal positions are specified by two KL-parametrizations dKL = ±C(−1, 1, 1) (C 6= 0). We cut
samples with C ∈ [0.01, 0.025, 0.04, 0.06, 0.085] respectively- note that this does not affect the topological
character of the original spring networks, though the smaller C, the smaller the distortion with respect to the
perfect kagome lattice. We will refer to these samples by their value of C. The samples’ edge terminations
are chosen so that the number of edge modes [30] is minimized, allowing us to study the behaviour of the
interior of the sample.
Figure 3.8: Planar foam samples are
subjected to external confinement in a
simple setup. The sample is placed on a
base plate against a fixed bar at the top.
A sliding plate at the bottom may be
moved to confine the sample incremen-
tally, with confinements measured by a
ruler at the side. Photos are taken of
the sample at each incremental confine-
ment step. This uniaxial confinement is
intended to actuate quasi-states of self
stress expected at one of the sample’s
domain walls (red overlay).
Fig 3.7a-c shows the sample creation process: the spring network design is converted to a scalable vector
graphics (SVG) outline that can be processed by a VersaLaser VLS3.50 CO2 laser cutter (universal Laser
Systems). The foam (EKI-1306, EKI B.V.) consists of cross-linked, closed-cell polyethylene with a density of
0.03 g/cm3 and tensile strength of 176 kPa [31], corresponding to a Young’s modulus of 1.7 MPa [32]. The
cutting process induces some irregularities in the samples: some systematic, as a result of the cutting order,
and some random as a result of material variations. These irregularities will support our efforts to demonstrate
the robustness of the topological design. The finished foam samples are 14 by 46 by 1.5 cm; their beam widths
vary from 1 to 2 mm, while their length varies between 10-12 mm. A typical final sample is shown in Fig 3.7d.
Since beam widths in the system are much smaller than the thickness of the foam slab, this material can be
expected to behave as a quasi-2D system whose behavior is suitably dominated by in-plane properties.
3.3.3 Compression experiments
To probe the elastic response of our planar samples, we use a simple manually operated setup, shown schemat-
ically in Fig. 3.8 that can be used to confine samples uniaxially. The setup consists of an acrylic base plate
with a raised bar against which the sample is placed. A sliding plate at the bottom may be pushed into the
sample via two Thorlabs LT1/M single axis translation stages (ca. 1 mm per revolution); a ruler at the side
of the setup is used to read off the imposed confinement length. During compression, the samples’ sides
are left free. The setup is covered in dark paper to aid lighting conditions and reduce friction. A NIKON
CoolPix P340 camera is mounted horizontally at a fixed distance (ca. 60 cm) above the sample, which is
illuminated to differentiate the light gray sample from the dark background. The foam samples are placed in
the setup and manually compressed, parallel to the domain walls, up to up to a strain γ ≈ 15% in increments
of 1%. Since the compression is performed manually, there is a random non-incremental error of 0.5 mm in
the imposed compression, impairing our ability to compare sample responses at similar strains between data
sets. A simple propagation of error translates this to a standard error in the strain measurements of about 0.5%.
The experimental data set for each of the five samples consists of a series of images of the sample under
step-wise increasing external confinement. Each of the 3000x4000 px 24-bit JPEG-encoded images must be
22
Version of date – Created February 27, 2016 - 17:22
3.3 Experimental procedures and results 23
analyzed by extracting the tortuosity of the imaged beams to qualify the samples’ axial stress response.
3.3.4 Image analysis
To extract the planar samples’ beam tortuosities from each experimental image, we analyze the photos using
custom scripts in the MATLAB 7.11.0 (R2010b) environment. The analysis procedure is shown schematically
in Fig. 3.9a-f for a small section of sample C = 0.085 near a domain wall.
Figure 3.9: Steps taken during the analysis of experimental images to extract
the approximate shape of each beam. A section of an experimental image of
sample C = 0.085 is shown (scalebar, 5 cm). (a) The image is binarized through
intensity thresholding. (b) The image is skeletonized via morphological opera-
tions. (c) Node segments are removed. (d) Image edges and noise features are
cleared, leaving only full beam segments. (e) Each beam segment is fitted with a
parametric curve to third order in path length along the beam. The fitted curves
are shown, superimposed on the beam outlines of the original image.
First of all, each im-
age is rotated, re-sized,
cropped, and masked to en-
sure only the sample is vis-
ible (Fig. 3.9a). Subse-
quently, the image is bi-
narized through intensity
thresholding (Fig. 3.9b),
separating the lattice from
the background. We find
the medial axes of the sam-
ple’s beams by extracting
the image’s morphological
skeleton, via a repeated
sequence of standard bi-
nary morphological oper-
ations: skeletonizing and
spur removal. The for-
mer consists of removing
edge pixels of the lattice
without changing the con-
nectivity of connected re-
gions. The latter is a prun-
ing method that removes
features under a certain
threshold length, reducing
spurious elements due to
uneven lighting and resolu-
tion limitations. An exam-
ple of the resulting lattice
skeleton, which is single pixel wide, is shown in Fig. 3.9c. The skeleton is then separated into distinct beam
axes: using MATLAB’s morphological functions to identify the branch points of the skeleton, we clear a disk
around the branch point. The size of this disk is of the same order as the real lattice beam width, which
is a reasonable estimate for the size of connecting points of the sample’s beams. The image containing the
medial beam axes is shown in Fig. 3.9d. To reduce noise, we ignore beams near the edges of the sample- their
medial axes are often not extracted correctly. In addition, artifacts smaller than the expected beam length are
ignored. Fig. 3.9e illustrates the final processed image containing the beams’ medial axes.
After the beam axes have been isolated, their tortuosities are evaluated. Numerical data can be extracted
from a beam axis by analyzing its pixel coordinates, rp = (xp,yp). These coordinates are fitted with polyno-
mials~r(l) = (x, y) parametrized by the normalized path length along the beam, l ∈ [0, 1]:(
x
y
)
=
3
∑
i=0
(
ai
bi
)
li (3.8)
We choose to use cubic polynomials in l, since these successfully capture the shape of beam axes up to a strain
of about 10% as shown in Fig. 3.9f. In addition, these functions smooth out high-frequency noise in the beam
axes due to finite image resolution and subsequent processing. The axis’ arc length A and end-to-end distance
D can then be extracted from the fit parameters of ~r(l) and are used to calculate the beam’s tortuosity
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τb =
A
D :
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∫ 1
0
√(
d~r
dl
)2
(3.9)
D =
∣∣∣~r2(1)−~r2(0)∣∣∣ (3.10)
It should be noted that beam tortuosities cannot be successfully extracted if the beam axes cannot be identi-
fied, as may be the case when beams are compacted together at high strains Thus, the above procedure works
only at strains below this regime.
Figure 3.10: Under increasing strain γ,
a composite foam sample as in Fig. 3.7b
exhibits two distinct failure regimes. (a)
A sample of the same design as Fig. 3.3b
is shown (gray outline), with kagome
domains of KL-parametrizations dKL =
±0.025(−1, 1, 1, 0) (inset). The wall be-
tween these domains that should harbor
quasi-states of self stress is highlighted in
red. The sample is compressed in the direc-
tion of the orange arrow. (b) At increasing
strain, beam tortuosities τb (colorbar) at
the domain wall increase above τb = 1.05,
indicating localized buckling failure. (c)
At even higher strain, beam tortuosities all
across the sample increase above τb = 1.05,
indicating uniform failure.
The procedure is repeated with identical parameters for each image within a single sample’s data set.
However, parameters can vary between different samples’ data sets to accommodate changes in the setup,
ambient lighting, or sample properties. We are finally left with the desired end product: a data set for each
sample describing its beam tortuosities under incremental strain.
3.3.5 Results: controlled buckling in 2D
The experimental beam tortuosities under incremental strain, which qualify the nonlinear stress response of
the planar samples, are visualized in Fig. 3.10 for sample C = 0.025; the sample’s design is indicated by a gray
outline. Fig. 3.10a’s inset shows a close-up of the sample’s unit cell, which is only slightly different from the
regular kagome lattice. The sample’s domain wall that harbors local states of self stress in the spring network
mode is highlighted in red. Fig. 3.10a shows the unstrained sample, which will be confined in the direction
indicated by the orange arrow. Fig. 3.10b and c show the same sample under strains of γ = 4% and γ = 7%,
respectively. The tortuosity τb of each beam is indicated in color (see colorbar). We see that at these nonzero
strains, a number of beams in the sample exhibit tortuosities of τb > 1.05, indicating buckling failure.
Figs. 3.10b and c show qualitatively different distributions of post-buckling tortuosities. At a strain of
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Figure 3.11: The topology-
informed preferential buckling
response of composite foam
samples as in Fig. 3.7
depends on the unit cell
geometry. Samples C ∈
[0.001, 0.025, 0.04, 0.06, 0.085]
are shown (gray outlines) with
a photo of their unit cell (in-
set). Domain walls harboring
states of self stress and zero
modes are shown (red and
light gray regions). For each
sample, beam tortuosities
τb − 1at each incremen-
tal strain γ (colorbar) are
summed along unit-cell
wide strips along y and
plotted along the length of
the sample. (a) In sample
C = 0.001, the summed
tortuosity is uniform across
the sample at each strain.
(b) At C = 0.025, the left
domain wall shows a selective
tortuosity response that gives
way to a uniform response
at higher strains. (c-e) at
C ∈ [0.04, 0.06, 0.085], the
selective tortuosity response
dominates over the uniform
response up to higher strains.
γ = 4%, we see a distinct localization of initial buckling responses along the leftmost domain wall, implying
that topological quasi-states of self stress along the domain wall dominate the material’s elastic response into
the nonlinear failure regime. At γ = 7%, the localized response is superseded by failure throughout the system
due to a combination of compressive and torsional beam stresses exceeding the Euler buckling threshold, as
expected in regular open-cell solids [33].
In Fig. 3.11, we summarize the experimental results from all five planar foam samples (C ∈ [0.01, 0.025, 0.04, 0.06, 0.085]
) under increasing external compression. Each subfigure’s background shows a gray outline of the original sam-
ple while the inset shows a photo of its unit cell. For each of the samples, the extracted beam tortuosities
τb − 1 at incremental strains γ are summed along unit cell-wide strips along the y-direction, highlighting the
difference in buckling responses between the expected quasi-self stress and quasi-zero mode-harboring domain
walls (red and light gray regions). For C ∈ [0.01, 0.025], we have averaged the results of three measurements
on three different samples to increase the signal-to-noise ratio. The y-averaged sums are plotted against the
length of each sample; the averaged tortuosity sums are plotted in different colors depending on the corre-
sponding strain (colorbar).
The averaged tortuosity sums at incremental strains allow us to study the influence of the samples’ geom-
etry on their elastic response: a high averaged tortuosity sum indicates a high incidence of beam failure in the
corresponding strip along the y-direction. Comparing the different samples’ responses, we see the following
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important features. First of all, at high distortions C ∈ [0.04, 0.06, 0.085] (Figs. 3.11c-e), the selective fail-
ure response at the leftmost domain wall dominates over the eventual uniform failure response up to higher
strains than at lower distortions C ∈ [0.001, 0.025] (Figs. 3.11a-b). Secondly, at increasing distortions, the
averaged tortuosity sum at the left domain wall appears to becom smaller at equal strains. This may be due
to measurement errors, or due to a length increase of beams near the leftmost wall: at similar strains, a longer
beam will exhibit a lower tortuosity than a shorter beam. Thirdly, we see that the initial preferential failure
at the left domain wall is very localized in Figs. 3.11b-e: once beams have buckled at the domain wall, the
localized stress is sufficiently relieved that surrounding beams are left intact. Lastly, at very low distortion
C = 0.01 (Fig. 3.11a), there is no significant selective buckling response before the onset of uniform buckling.
We hypothesize that at low distortions, the localized quasi-states of self stress that the foam sample inherits
from its spring network parent do not dominate the uniform quasi-states of self stress in the system. This
puts a limit on the applicability of topological design on real systems: if the topological distortion is not large
enough, the sample’s native rather than topological properties will dominate its elastic response.
Figure 3.12: A typical quasistatic load-compression curve
of a sample as shown in Fig. 3.7b, obtained by compress-
ing the sample vertically while positioned vertically on a
scale. The standard error in the strain is estimated at 1%
and the error in the force at 0.5N, due to measurement
uncertainties and the rudimentary nature of the apparatus.
The data (black dots) and error estimate (gray outline) are
shown. The red region indicates the strain regime in which
preferential buckling near the sample’s domain wall takes
place, while the dark red region illustrates where out-of-
plane buckling and some in-plane densification dominates
the sample’s response. The curve shows an initial linear
response regime which transitions into a softened response
after buckling events at the domain wall.
We perform a rudimentary test to examine
the load-compression curve of a representative
planar sample (C = 0.085) to examine the ef-
fect of the local failure events at the topolog-
ical domain wall on the bulk elastic response.
For the measurement, the sample is positioned
with its narrow edge against a supporting acrylic
plate and scale (Kern PCB 10000-1), and con-
fined from from above by a second acrylic plate
without any lateral confinement. The sample is
incrementally confined from 14 to 9 cm with an
error of 1 mm using a laboratory jack, resulting
in strains 0 ≤ γ ≤ 35% with an error of 1%. At
each confinement step the system was allowed
to relax and the equilibrium force on the sample
edge was recorded from the scale, resulting in
a quasistatic measurement of the sample’s load-
compression curve. The standard error on the
force measurement is about 0.5N. An additional
small upward drift of ca. 0.5N was recorded
in the scale’s force response due to long relax-
ation times. This drift (assumed to be linear in
the confinement) has been subtracted from the
recorded data. The complete measurement in-
cluding the measured data (black dots) and error
(gray region) is shown in Fig. 3.12. We see an
initial linear load-compression curve, followed by
a plateau that is typical of elastomeric cellular
materials [33, 34]. Buckling of the beams along
the domain wall effectively removes the sample’s
compressional stiffness and leaves a clear signa-
ture in the form of a sudden softening of the
response (red region). Further confinement is
only resisted by additional bending of all beams, which leads to a significantly softer response. Generally,
elastomeric materials tend to have a secondary stiffening regime due to densification when adjacent beams
contact each other along their lengths. During our measurement however, the entire sample buckled in the
lateral direction before this regime could be fully reached (dark red region).
3.3.6 A 3D sample
While the planar samples provide a good analog for our numerical calculations, 3D topological materials are at
least as desirable from the perspective of applications. A quasitopological 3D sample can be built via the pro-
cess shown in Fig. 3.13. We start from the 2D spring network design shown in Fig. 3.3b, reducing the number
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Figure 3.13: A 3D quasitopological
sample is constructed by stacking topo-
logical 2D sheets. (a) A small version of
the 2D topological composite spring net-
work in Fig. 3.3b is shown. The two do-
main walls that localize self stresses (red
region) and zero modes (gray region)
are indicated.(b) The design, including
random transverse nodal offsets, is con-
verted to a stereolithography (STL) file
describing a set of connected cylinders
via 3D software. (c) Four layers of the
design are stacked together with small
in-plane offsets; each node is connected
to its counterpart node in adjacent lay-
ers. (d) The STL file is printed via laser
sintering, resulting in a 3D-printed qu-
asitopological stack. It has a domain
wall that should harbor quasi-states of
self stress (red region).
of unit cells used. This design contains two topological domain walls harboring states of self stress and zero
modes (Fig. 3.13a, red and gray regions). The design is converted from a set of connected lines to a network
of connected cylinders using 3D software (Blender Foundation). Each node is given a random transverse offset
(Fig. 3.13b). Several such layers are then stacked together with small in-plane offsets; corresponding nodes in
each layer are connected to each other via cylinders (Fig. 3.13). Note that this system is hyperstatic rather
than Maxwell isostatic: there is no well-defined topological invariant. We do however expect the material to
inherit some properties from its topological design: the stacking should result in a local pile-up of states of
self stress in the final 3D-printed material (Fig. 3.13d, red region).
The 3D sample has been printed by Materialise N.V. via laser sintering of their proprietary thermoplastic
polyurethane TPU 92A-1 [35]. This material is characterized by a density of 1.2 g/cm3 and a tensile strength
of 27 MPa, or Young’s modulus of 27 MPa [32]. The sample measures 7.5 by 21 by 4.5 cm3, while its
cylindrical beams have a diameter of 2 mm.
To inspect visually whether a localized buckling response occurs in the 3D sample where states of self
stress should be piled up, we compress the sample in the setup shown in Fig. 3.14. The sample is placed on an
acrylic plate, which can be moved via a laboratory jack (orange arrow); confinements can be read off a ruler
on the side of the setup (striped bar). We compress the sample parallel to the direction of the in-plane domain
wall in each sample layer (red region). The supporting plate is covered in dark paper to provide a contrasting
background. The sample is confined from above by a transparent acrylic plate, through which pictures of the
sample may be taken using a NIKON CoolPix P340 camera mounted approximately 60 cm above the sample
(eye A). The side of the sample may be imaged separately by positioning the camera approximately 80 cm to
the side of the setup (eye B).
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Figure 3.14: The quasitopological 3D
sample is subjected to external confine-
ment in a simple setup. The sam-
ple is placed on a base plate that can
be moved incrementally by a laboratory
jack (orange arrow), while the mate-
rial is confined above by a fixed clear
acrylic plate. The uniaxial confinement
should actuate local states of self stress
expected at one of the sample’s do-
main walls (red overlay). The confine-
ment is measured by a ruler at the side
(striped bar). Photos may be taken of
the sample at each incremental confine-
ment step via a camera positioned either
at A or B.
The 3D sample’s elastic response under incremental confinement, viewed from two sides, is shown in
Fig. 3.16a and b. The sample was confined from to 75 mm to 55 mm with an error of 1 mm, translating to
strains of 0≤ γ ≤ 27 % with an error of 2 %. Fig. 3.16a shows a top view of the sample (eye A in Fig. 3.14)
under strains of 0, 13 and 27 %., while Fig. 3.16b shows a side view (eye B in Fig. 3.14) of the sample under
the same strains. The domain wall where states of self stress are expected to pile up is indicated in red.
3.3.7 Results: controlled buckling in 3D
Fig. 3.16a shows a remarkable elastic response: out-of-plane buckling of the sample’s beams occurs in a small
region at the domain wall. This preferential buckling corresponds to the local in-plane failure response we
saw in the planar samples described previously. The 3D material’s localized response persists up to very high
strains, without being superseded by uniform buckling throughout the system. Fig. 3.16b, which projects the
in-plane elastic response, does not allow us to see the out-of plane buckling. We do see that at high strains,
the entire sample appears to be dominated strongly by bending of the beam elements near their connecting
nodes, marking a transition into a uniform response regime.
Figure 3.15: A quasistatic load-
compression curve of the sample shown
in Fig. 3.13d, obtained by compress-
ing the sample in the setup shown in
Fig. 3.14 while positioned vertically on
a scale. The standard error in the strain
γ is estimated at 2% and the error in the
force F at 0.5 N, due to measurement
uncertainties and the rudimentary na-
ture of the apparatus. The data (black
dots) and error estimate (gray outline)
are shown. The red region indicates the
strain regime in which preferential buck-
ling near the sample’s domain wall takes
place. There is no apparent transition in
the elastic behavior of the sample after
buckling along the domain wall.
A characteristic load-compression curve of the 3D sample is shown in Fig. 3.15. Measurements were made
by placing a scale with a supporting base plate under the sample in the setup shown in Fig. 3.13. The sample
was compressed from 7.5 to 6.2 cm with an error of 1 mm, which translates to strains of 0 ≤ γ ≤ 17 % with an
error of 2 %. The system was allowed to relax at each strain increment before recording the equilibrium force,
resulting in a quasistatic measurement. The standard error on the force measurement is estimated at 0.5N.
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Figure 3.16: Under increasing strain γ, the 3D sample shown in Fig. 3.13d exhibits localized buckling.
(a) The sample as seen from point A in Fig. 3.14 should harbor states of self stress at one of its domain
walls (red region). The sample is compressed in the direction of the orange marker. At increasing
strain, there is a clear local outward buckling of beams at the domain wall. (b) The sample as seen
from point B in Fig. 3.14. The local buckling response, which occurs mainly out-of-plane, is difficult to
see in this in-plane projection. At increasing strain, uniform bending and shearing of beams dominates
the elastic response.
An additional upward drift of 1N, assumed to be linear in the confinement, was recorded in the scale’s force
response due to long relaxation times. This drift has been subtracted from the recorded data. The resulting
load-strain measurement is shown in Fig. 3.12: the measured data (black dots) and error (gray region) are
indicated. We do not see a clear initial linear curve followed by a plateau, as for the planar sample. The local
buckling along the domain wall (red region) does not coincide with a significant softening of the system’s
response. In other words, the selective buckling response does not appear to dominate the elastic response of
the sample. This may be due to the size and material choice of the sample: the beam bending and shearing
that is evident at the edges in Fig. 3.16b provide the dominant contribution to the lattice stiffness, governing
the response even at low strains.
3.4 Conclusions
In this Chapter, we have confirmed via numerical simulations that topological states of self stress may be
localized at domain walls in composites of topologically nontrivial periodic spring networks. These topological
networks can be designed by taking a regular Maxwell-isostatic lattice and deforming its nodal positions and
link lengths by relatively small amounts, preserving its connectivity and underlying material parameters. In
addition, our numerical calculations have shown that topologically localized states of self stress dominate the
spring network’s linear-elastic stress response to appropriate loading or displacement conditions. Numerical
modeling affirms that a finite classical beam network of the same design inherits this localized stress response
robustly from its topological spring network parent. Via experiments in real planar and stacked samples, whose
properties may be modeled with fair accuracy by such classical beam networks, we have established that real
samples exhibit a similarly localized stress response under appropriate loading. This local response persists
under deviations of the samples from the initial spring model, such as free boundary conditions, stacking of
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planar samples, and perturbations in the network’s material properties due to intentional design choices or
fabrication imperfections. In fact, real samples exhibit local preferential buckling near their domain walls,
attesting that the topology-informed stress response persists far into the nonlinear regime.
The ability to exercise response control over real mechanical networks, while preserving connectivity and
secondary material parameters such as thermal, electromagnetic or optical properties makes topology a viable
design principle for real materials.
As Section 2.4 indicates, Maxwell-isostatic systems other than four-coordinated central force networks may
be amenable to topological characterization. In the following Chapter, we will explore such generalizations of
topological design to different types of mechanical networks.
30
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Chapter 4
Exploring topology in novel systemsii
In this Chapter, we extend the use of topology as a design principle to mechanical models beside central force
networks. In Section 1, we discuss the potential value of such an extension and indicate the steps we undertake
to fulfill it. In Section 2 we choose a particular system to demonstrate feasibility of this approach and discuss
its theoretical underpinnings and challenges. Finally, numerical calculations as well as experiments demon-
strating the well-defined topological nature of the novel system are presented in Section 3. Section 4 contains
a brief outlook, treating improvements on our methods and potential future uses for novel topological systems.
4.1 Beyond spring networks
The previous Chapters have shown that the topological characterization of a particular mechanical model
class, spring networks, can be used effectively and robustly as a basis for designing real metamaterials. Such
topological metamaterials can be designed to exhibit a variety of topologically protected states of self stress
and zero modes. The theoretical simplicity and real-life robustness of topological design methods are promising
features. Extending these design methods to other mechanical model classes may lead to the realization of
novel topological metamaterials with a rich variety of responses, valuable for practical applications.
The spring network model is an instance of a broader class of models that describes the linear-elastic
response of mechanical linkages. As explained in Chapter 2, such linkages are essentially networks of nodes
connected by links. The nodes provide degrees of freedom of motion, while links impose constraints on this
motion. The relationship between node degrees of freedom and link constraints in the linear regime is con-
tained in a rigidity matrix R, which relates generalized node displacements u to generalized link strains e. The
momentum space winding numbers of a linkage’s rigidity matrix determine its topological character.
Given these facts, the following path toward constructing novel topological metamaterials presents itself.
Starting from a suitable mechanical linkage model, we assemble nodes and links to construct a periodic struc-
ture. We then explore the space of homeomorphic structures by varying the nodal positions, to discover
whether any homeomorphic linkages with distinct topological character exist. Creating structures of com-
plex topological character, through the addition of domain walls, defects or edges, then allows us to design
novel materials with controllable topologically protected modes. In the following sections, we demonstrate the
feasibility and challenges of this design approach. We choose a particular mechanical linkage model, which
we will denote the cBlock model, and describe its properties. Using numerical calculations, we confirm the
existence of cBlock linkages with a well-defined topological character, and show that controlled and protected
states of self stress and mechanisms can be introduced in these structures. Finally, we experimentally show
the robustness of these topological effects in a realization of a cBlock structure.
4.2 The cBlock
4.2.1 The model
iiThe results in this section are in preparation for copublishing by the author at the time of writing.
Version of date – Created February 27, 2016 - 17:22
31
32 Exploring topology in novel systemsii
i
j
L
φi
xi
yia
b
c
d
e
f
Figure 4.1: Structural elements can be represented as combina-
tions of nodes and connecting links. The nodes provide degrees
of freedom, while the links impose motion constraints. (a) A typi-
cal soft structural element used in mechanical models, consisting of
nodes i, j connected by a soft link of length L, is shown. Each node
i may be displaced by translations ux,i, uy,ior a rotation uφ,i. (b) In
classical beam theory, the possible elastic deformations of the link
are often parametrized by stretching, shearing and bending. (c)
In stiff spring linkages, which consist of rigid links and freely hing-
ing nodes, tension constraints are imposed on the allowed motions
(d). (e) In our model of choice, the structural element consists of
a rigid link with two freely hinging gears at each node. (f) As a
result, the nodes cannot move away from each other (stretch) or
counterrotate (shear), but can corotate (bend). This behavior is
reminiscent of frictional disk packings.
We are free to choose any mechani-
cal linkage model as a basis for our
topological exploration. We let clas-
sical beam theory [36] guide us to-
ward an interesting and experimen-
tally feasible choice. Within classi-
cal beam theory, the possible motions
of a flexible beam are spanned by
three first-order deformations: stretch-
ing, shearing, and bending, as illus-
trated in Figure 4.1a and b. These
motions are parametrizable by transla-
tional and rotational node displacements
ux,i,uy,i, and uphi,i). In the spring
model that we have worked with so
far, the basic mechanical element con-
sists of two freely hinging nodes and
a rigid link (Figure 4.1c): the ele-
ment cannot stretch, but can shear
and bend freely (Figure 4.1d). Sim-
ilarly, a variety of other linkage mod-
els can be constructed by choosing
links that constrain one or more of the
stretching, shearing and bending mo-
tions.
For the following discussion, we pro-
pose a cogBlock or cBlock mechani-
cal linkage model, constructed using the
particular mechanical element shown in
Fig. 4.1e. The basic element consist of
two nodes with attached gears connected
by a rigid link, such that stretching and shearing are constrained while bending is allowed (Fig. 4.1f). The
behavior of a linkage of such elements is closely related to the behavior of 2D marginal frictional disk pack-
ings [37]: in such a system, disks cannot move apart due to marginality, nor do they corotate due to friction.
However, they may counterrotate.
4.2.2 Linear-elastic mechanics
To quantify the linear-elastic behavior and topological character of cBlock structures, we use the rigidity matrix
and topology formalism laid out in Chapter 2. In the cBlock model, the rigidity matrix contribution of an
element consisting of nodes i, j connected by a link of length L is given by [27]:
(
et,ij
es,ij
)
=
(
Lx
L
Ly
L 0 − LxL −
Ly
L 0
− LyL LxL L2
Ly
L − LxL L2
)

ux,i
uy,i
uφ,i
ux,j
uy,j
uφ,j
 (4.1)
Here, Lx and Ly are the projections of the link’s length along xˆ and yˆ; et,ij and es,ij represent the tension and
shear strains on the link; and ux,i, uy,i and uφ,i denote the translational and rotational displacements of the
ith node. Each row of R represents a constraint on the element’s degrees of freedom. An E-element system’s
rigidity matrix is analogously constructed by repeating Eq. 4.1 once for each of the E elements. We assume
that the stiffness matrix is equal to the identity matrix, so that the rigidity matrix gives a full microscopic
description of the cBlock lattice mechanics.
The corresponding macroscopic description is given by the elastic moduli contained in the elastic tensor
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Kijkl, which can be obtained using the methods described in Chapter 2. We want to calculate the moduli,
since the macroscopic stability of the linkage is determined by the signs of the elastic tensor’s eigenvalues;
here, we indicate how we perform this calculation.
In d = 2 dimensions, the elastic tensor contains at most 6 independent moduli. In Voigt notation, we may
write:
K =
 Kxxxx Kxxyy 2KxxxyKxxyy Kyyyy 2Kyyxy
2Kxxxy 2Kyyxy 4Kxyxy
 (4.2)
We can calculate the entries numerically, using Eq. 2.15:
Kijkl =
k
V ∑α
[eaff ,ij · σˆss,α][eaff ,kl · σˆss,α], (4.3)
where we assume for simplicity that the spring constants in the system are all identically k. σˆaff ,α denote the
orthonormalized microscopic states of self stress in the cokernel of the rigidity matrix and V is the total system
volume, while eaff ,ij describes the strain on the system’s links due to an imposed affine strain eaff. In Voigt
notation, the affine strain consists of three independent components: eaff = (exx, eyy, exy). In the periodic
linkages we investigate, such affine strains are realized by imposing suitable displacements on nodes with links
across the periodic box [22]. In the cBlock model, link tension and shear strains can be calculated from any
affine strain. First of all, Eq. 3.6,
ebtension = dˆ
b
i eijd
b
j , (4.4)
describes the tensile strains on each link b in the network with node-to-node vector dˆ
b
. Similarly, the shear
strains on each link can be found via
ebshear = −Rdˆ
b
i eijd
b
j (4.5)
where R =
(
0 −1
1 0
)
indicates an in-plane counterclockwise rotation over pi2 . Note that we assume here that
the uniform displacements caused by an imposed affine strain are purely positional and do not lead to imposed
rotations. Rather, the rotations are seen as internal, relaxable degrees of freedom. This is a consequence of
Chatelier’s principle [38]: under perturbation of extensive variables (such as nodal positions) in an initially sta-
ble system, secondary forces will restore the system to a new equilibrium in which the unconstrained variables
(such as nodal angles) are suitably relaxed.
Determining whether a periodic cBlock is elastically stable can also be done using the augmented rigidity
matrix. In this rigidity matrix, extra degrees of freedom are included that encode the three affine deformations
of the lattice’s periodic boundaries: uxx, uyy and uxy. The augmented rigidity matrix entry for a single cBlock
element then reads:
(
et,ij
es,ij
)
=
(
Lx
L
Ly
L 0 − LxL −
Ly
L 0 − LxL ∆ij,x −
Ly
L ∆ij,y − LxL ∆ij,y −
Ly
L ∆ij,x
− LyL LxL L2
Ly
L − LxL L2
Ly
L ∆ij,x − LxL ∆ij,y − LxL ∆ij,y +
Ly
L ∆ij,x
)

ux,i
uy,i
uφ,i
ux,j
uy,j
uφ,j
uxx
uyy
uxy

(4.6)
Here, ∆ij,x = ∑
`
∆ij,a`a` · xˆ and ∆ij,y = ∑
`
∆ij,a`a` · yˆ. In these expressions, we understand that the link that
connects nodes i, j traverses ∆ij,a` unit cells along primitive vector a`. As we saw in Chapter 2, this augmented
matrix allows us to inspect all zero modes of the system that allow for deformations of the periodic boundary.
We learned that Maxwell isostatic periodic systems in d = 2 dimensions must contain two translational and
one non-translational zero mode in the kernel of their full augmented rigidity matrix. The non-translational
zero mode of the periodic structure may by inspection be determined to be a collapse mode of the system,
indicating instability.
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4.2.3 Two Maxwell-isostatic cBlocks
Figure 4.2: The martini (a) and hexachiral (b) lat-
tices are 3-coordinated, and can be used to con-
struct Maxwell-isostatic cBlocks. Within each mesh
we show the hexagonal primitive cell, delimited by
its primitive vectors a1, a2 (light gray). The basis
points di and bonds (dark gray) of the unit cell are
indicated. Each bond symbolizes a cBlock element
as in Fig. 4.1e.
In Chapter 2, we established that the topologi-
cal character of a periodic linkage is described by
the topological polarization RT. This polariza-
tion is calculated via the determinant of the mo-
mentum space rigidity matrix R(k). As a con-
sequence, a necessary condition for the mathemat-
ical existence of the polarization is that R, con-
structed from a set of independent degrees of
freedom and independent constraints, is square;
equivalently, the linkage must be Maxwell iso-
static.
Square or Maxwell isostatic rigidity matrices de-
scribe periodic systems in which the independent de-
grees of freedom Ndof and constraints Ncon are bal-
anced, following the Maxwell-Calladine index theo-
rem in Eq. 2.11: Ndof − Ncon = 0. In the
cBlock model, each node provides ndof = 3 in-
dependent degrees of freedom (translational and ro-
tational) while each link imposes ncon = 2 in-
dependent constraints (tension and shear). As-
suming a uniform coordination number z, an
E-element periodic cBlock is then Maxwell iso-
static if z2E · ncon − E · ndof = 0, or z =
3.
Figure 4.2 shows the two 3-coordinated lattices that
we will use to investigate the topological properties of
cBlock linkages. The lattices’ primitive vectors 1ˆ, 2ˆ, ba-
sis points, and basis bonds are indicated; each line in
the lattice symbolizes a cBlock element. Both linkages
are constructed on a hexagonal Bravais lattice of lat-
tice constant a. Figure 4.2a shows the martini lattice
(after the well-known beverage container). Its structure and behavior are reminiscent of the kagome lattice:
it provides a valuable comparison to our findings in the previous Chapters. Figure 4.2b shows a hexachiral
lattice, which as we shall see is elastically stable: a useful property for potential applications.
4.2.4 Guaranteeing Maxwell isostaticity
Guaranteeing the independence of constraints and degrees of freedom in the rigidity matrix is not always
straightforward. For example, consider a linkage model in which the separate elements can stretch, but
shearing and torsion are constrained. Such a linkage would behave as a network constructed from rigidly
connected telescoping tubes. Each node then provides 3 degrees of freedom while each link imposes 2, and a
uniform coordination of z = 3 would seemingly result in a Maxwell-isostatic system. However, the constraints
and degrees of freedom are not independent in this system: the torsion constraints imposed by each link
are highly redundant. In fact, a more careful count shows that a periodic telescoping linkage of E elements
has Ndof = 2z2E independent nodal degrees of freedom, and Ncon = E independent link constraints. As a
consequence, a network of rigidly connected telescoping elements is Maxwell isostatic if z = 4 rather than
z = 3.The independence of constraints is a key issue when exploring the rigidity of structures [39, 40].
4.2.5 Topology
In Chapter 2, we saw that the topological character of any periodic linkage, including the 3-coordinated
periodic cBlocks, is encoded in the topological polarization RT. This polarization is constructed using the
momentum space winding numbers {ni} of the rigidity matrix R that describes the microscopic details of the
34
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system:
RT =∑
i
niai, (4.7)
where {ai} are the primitive vectors of the linkage’s repeated unit cell. The topological polarization gener-
ally depends on the choice of node and link basis. This gauge dependency can be lifted by subtracting a
gauge polarization, which yields a gauge-independent polarization PT. In both the martini and hexachiral
linkages, the isotropy of the underlying hexagonal Bravais lattice guarantees that the gauge polarization for
our choice of bases (shown in Fig. 4.2) is trivial, so that RT = PT quantifies the topological character correctly.
a
b
n1 n2
Figure 4.3: Lattice edge terminations can be produced
by choosing a suitable point and bond basis, resulting in
a local edge dipole RL. (a) In the martini cBlock lattice,
vertical edges with normal unit vectors nˆ1, nˆ1 are produced
by tiling two variations (green and blue points and bonds) of
our conventional basis (dark gray points and bonds). This
results in two distinct edge dipoles RL
1, RL
2 (gray arrows)
calculated using Eq. 4.10. The primitive cell is bounded by
the primitive vectors a1, a2. (b) A similar procedure in the
hexachiral cBlock lattice results in vertical edges with larger
local dipoles .
We wish to demonstrate that the topo-
logical character of cBlock linkages can be
used as a design guideline, to localize modes
within the system. In Chapter 2, we
saw that it is possible to localize zero
modes and states of self stress at domain
walls, edges and defects in topological link-
ages. In this Chapter, we will complete
this demonstration by constructing topolog-
ical cBlock models that localize modes at
domain walls and edges. To predict how
modes localize at domain walls or edges
in topological cBlocks, we use the theo-
retical mode count ν = Nzm − Nss in-
troduced in Chapter 2 that tells us how
zero modes Nzm and states of self stress
Nss are balanced in a subsystem of the
lattice under scrutiny. We use the fol-
lowing formulas to explicitly calculate the
mode count ν in the martini and hexachi-
ral cBlocks at domain walls or terminated
edges.
First of all, Eq. 2.24 informed us that at
a domain wall of length ` with normal vector
nˆwall between topological domains of polariza-
tions PT
D1 and PT
D2, the count balance ν of
topology-induced modes reads:
ν =
`
Vcell
nˆwall · (PTD1−PTD2) = `Vcell nˆwall · (RT
D1−RTD2)
(4.8)
where Vcell is the volume of the periodic lattice’s unit cell.
Secondly, Eq. 2.25 showed that a terminated edge of length ` and outward normal vector nˆedge, the
topological polarization PT as well as the geometry of the edge affect the mode count. A local polarization
arises at the edge due to missing nodes and links. As a consequence, both a topological mode count νT as
well as a local one νL then contribute to the total count ν:
ν = νT + νL =
`
Vcell
nˆedge · (PT +RL) = `Vcell nˆedge · (RT +RL) (4.9)
Here, the local dipole RL is defined as
RL = ∑
nodes i
ndof ,id˜i − ∑
links b
ncon,bd˜b − r0 = 3 ∑
nodes i
d˜i − 2 ∑
links b
d˜b (4.10)
where {d˜i, d˜b} are the locations of basis points and links in that unit cell which, when tiled, exhibits the same
termination as the edge under consideration. As an example, Fig. 4.3 shows martini and hexachiral cBlocks
with terminated edges, and the corresponding local dipoles.
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4.2.6 A real cBlock
Figure 4.4: (a) A realization of a mechanical element that
constrains stretching and shearing between its end nodes,
but allows bending. The element, consisting of an even
number of steel gears mounted on a copper rod, is 6 cm
long. (b) Multiple mechanical elements can be connected
by a steel rod through their nodal gears. The nodal gears are
fastened to the rod and rotate in unison. (c) The mechan-
ical elements can be linked to form 3-coordinated linkages.
A section of such a linkage is visible.
To qualify the difference between the pre-
dicted linear-elastic mechanics and real me-
chanical behavior of a cBlock, taking into
account the effects of nonlinearity, imper-
fections and finite engineering tolerances,
we construct and experimentally probe a
real cBlock structure. Figure 4.4a shows
a realization of the cBlock element intro-
duced in Figure 4.1e that we use to con-
struct the real linkage. Each element con-
sists of a copper bar, mounted with an
even number of precision gears. The cen-
tral gears are mounted freely on pins that
are rigidly affixed to the beam, while the
nodal gears are rigidly fixed to freely rotat-
ing pins that run through the bars. The
nodal axes function as connecting points
for the elements (Figure 4.4b). Many of
these elements in Figure 4.4a connected to-
gether form a real cBlock linkage (Fig-
ure 4.4c).
4.3 Computational results
In the following two Sections, we show through
numerical calculations and experiments that
topological cBlock linkages are realizable, and
that the topological characterization of such
linkages determines the localization of zero
modes and states of self stress. We use
the martini and hexachiral lattices shown in
Fig. 4.2 as explicit examples, and touch
briefly on the stability properties of both lat-
tices.
4.3.1 Nontrivial cBlock topology
We wish to demonstrate that cBlock lattices of a well-defined, non-trivial topological character exist. To
do this, we take the martini and hexachiral lattices shown in Fig. 4.2, explore the space of their basis point
configurations, and investigate the properties of their momentum space rigidity matrices R(k).
In Chapter 2, we indicated that there exists a well-defined polarization RT in any periodic linkages for which
|detR(k)| 6= 0 apart from the origin or corners of the first Brillouin zone. Additionally, if |detR(k)| = 0 at a
finite number of Weyl points kWeyl in the Brillouin zone, the topological polarization is generally not uniquely
defined unless the winding number nWeyl of each Weyl point is identically zero. These properties of the rigidity
matrix are reflected in the frequency band structure ω(k) of the cBlock’s dynamical matrix D = R†kR (we
assume for convenience that k = 1): if the bands exhibit gap closings either at lines or Weyl points in the first
Brillouin zone, the polarization is generally not well defined. As a consequence, we may use the properties of
ω(k) and |detR(k)| to investigate the topological character of our cBlock linkages.
Figures 4.5a and 4.6a show three variations of the martini and hexachiral cBlocks respectively. The prim-
itive cell (light gray) and the basis points and bonds (dark gray) are indicated. Each triplet of linkages
36
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Figure 4.5: The basis points of the martini cBlock of Fig. 4.2 can be configured to create systems
with well-defined topological polarizations. (a) We show three cBlocks in the martini family, indicating
their topological polarization RT. Basis points and bonds are indicated (dark gray), as are the primitive
vectors and unit cell (light gray). (b) We plot numerical calculations of |detR(k)| in the first Bril-
louin zone (colorbar) for each cBlock. The topological polarization is only well-defined and unique if
|detR(k)| = 0 only at k ∈ {(0, 0), (±pi ± pi√
3
)}. Loci where Im detR(k) = 0 or Re |detR(k)| = 0
are indicated in dashed and solid semi-transparent gray, respectively. Loci where |detR(k)| = 0 are
marked in white. Only the middle cBlock exhibits such loci outside the origin (white lines): it does not
have a well-defined topological polarization . (c) Numerical band plots ω(k) within the first Brillouin
zone are shown. cBlocks with an ill-defined polarization are expected to exhibit a gap closing away
from k = 0. Only the middle cBlock exhibits such a gap closing, up to machine precision.
is a set of snapshots from a single-parameter variation of the basis point positions. The basis point posi-
tions of the martini and hexachiral linkages are given in units of the lattice constant a in Table 4.1. In the
images, linkage elements (gray lines) represent nodes linked by tension and shearing constraints as in Fig. 4.1e.
Below the linkages, Figures 4.5b and 4.6b show numerical calculations of |detR(k)| in the first Brillouin
zone for each of the periodic cBlocks. Contours or planes where Im detR(k) = 0 or Re detR(k) = 0 are
respectively indicated in dashed or solid semi-transparent gray. Contours and points where |detR(k)| = 0 are
marked with white lines and dots. In both the martini and hexachiral cBlocks, only the middle linkages exhibit
loci outside of the origin or the Brillouin zone’s corners where |detR(k)| = 0.
Frequency band plots ω(k) of the cBlocks’ dynamical matrices along paths in the first Brillouin zone
(insets) are shown in Figures 4.5c and 4.6c. All except the middle linkages exhibit gapped band structures.
In Fig. 4.5c, the martini cBlock’s bands show a gap closing along a line in momentum space, indicating that
phononic modes exist at finite wavelengths in the structure. Equivalently, a multitude of non-topological
Version of date – Created February 27, 2016 - 17:22
37
38 Exploring topology in novel systemsii
RT = 0 RT = ? RT
Γ K ′ M˜ Γ M ′ K ′ Γ
10-15
10-10
10-5
100
ω
(k
)
Γ
K ′ M˜ M ′
K ′
Γ K ′ M˜ Γ M ′ K ′ Γ
10-15
10-10
10-5
100
ω
(k
)
Γ
K ′ M˜ M ′
K ′
Γ K ′ M˜ Γ M ′ K ′ Γ
10-15
10-10
10-5
100
ω
(k
)
Γ
K ′ M˜ M ′
K ′
a
b
c
+1
-1
Figure 4.6: Like the martini lattice in Fig. 4.5, the hexachiral cBlock of Fig. 4.2 can be configured to
create systems with well-defined topological polarizations. (a) three cBlocks in the hexachiral family
are shown and their topological polarization RT is indicated. (b) We show numerical calculations of
detR(k) in the first Brillouin zone. Only the middle cBlock exhibits points outside the origin at which
|detR(k)| = 0 (white dots). These Weyl points have nonzero winding numbers of nWeyl = ±1, and as
a consequence this lattice has no well-defined polarization. (c) Numerically calculated band plots ω(k)
along paths within the first Brillouin zone (insets) are shown. Gap closings only occur in the middle
cBlock at a Weyl point pair.
bulk zero modes and balancing states of self stress exist in the periodic linkage. In Fig. 4.6c, the hexachiral
cBlock exhibits a gap closing at an isolated Weyl point pair with a nonzero winding number, indicating the
existence of a topological bulk zero mode and balancing state of self stress [17] at the corresponding spatial
frequencies. All cBlocks in Figures 4.5a and 4.6a exhibit gapped band structures, except the middle linkages:
their polarization is ill-defined (martini lattice) or not uniquely defined (hexachiral lattice).
In summary, only the middle lattices in Figs. Fig. 4.5 and 4.6 do not have well-defined polarizations. For
the remaining systems, the polarizations do indeed exist: their values have been calculated using Eq. 2.20-2.19
in Chapter 2, and the resulting vectors RT are indicated above the respective linkages.
Note that in the martini lattice, the transition between lattices of distinct topological polarization occurs
via the appearance of lines across the first Brillouin zone where |detR(k)| = 0. On the other hand, transitions
between hexachiral lattices with distinct topological characters occur via Weyl lattices. These Weyl lattices
exhibit (multiple) pairs of Weyl points, originating from the origin or the edges of the Brillouin zone (Fig. 4.6b,
middle); it has been shown that in spring lattices, Weyl pairs may only originate from the origin or corners of
the Brillouin zone [17].
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4.3.2 A note on stability
We calculate the elastic tensors of the periodic martini and hexachiral cBlocks, using the methods outlined in
section 4.2.1. The eigenvalues of an elastic tensor determine whether the underlying linkage is rigid: positive
definite elastic tensors imply elastic stability, otherwise the system must have at least one uniform collapse
mode.
Table 4.1: Basis point positions, in units of the
lattice constant a, of the three martini and hexachiral
networks shown in Figs. 4.5a and 4.6a.
The elastic tensor of the periodic martini lat-
tice is not positive definite: it has a sin-
gle zero eigenvalue. Upon inspection of the
kernel of the lattice’s augmented rigidity ma-
trix, we find a single Guest-Hutchinson mode de-
scribing a collapse mode due to deformations of
the periodic bounding box, or in this case, the
unit cell. The mode is shown in Fig. 4.7a.
In conclusion, the martini lattice is not sta-
ble.
However, a similar analysis of the periodic hexachi-
ral lattice yields a different result. This lattice’s elas-
tic tensor is positive definite, implying that the sys-
tem is elastically stable. Paradoxically, we know from
Chapter 2 that there must be exactly one uniform non-
translational zero mode present in the system, and we
know that such a zero mode often takes the shape
of a Guest-Hutchinson collapse mode. The paradox is
solved upon inspection of the hexachiral lattice’s non-
translational zero mode: it is purely rotational, describ-
ing a counterrotation of each node with respect to its
neighbors, and does not couple to deformations of the periodic bounding box. This mode is shown in Fig. 4.7b.
As a consequence, unlike the martini cBlock or any isostatic periodic spring network, the hexachiral cBlock is
elastically stable.
Figure 4.7: The martini and hexachiral cBlocks have a uniform zero mode that influences their stability.
(a) The uniform zero mode of the martini lattice shown in Fig. 4.5a, right, is shown superimposed over
the original martini lattice. Nodal displacements are visualized directly; rotations uφ are shown through
color (colorbar). The mode couples to deformations of the periodic unit cell. As a consequence, the
cBlock is not stable. (b) The uniform zero mode of the hexachiral lattice shown in Fig. 4.5b, right, is
shown. The mode, which describes a counterrotation of each node with respect to its neighbors, does
not couple to deformations of the periodic box and does not lead to instability.
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4.3.3 Domain wall modes
Now that we know that topological cBlocks can be constructed, we wish to demonstrate that their topological
characterization can be used as a design guideline to control and localize modes. As in the kagome spring
networks shown in previous Chapters, we will use composites of cBlocks with distinct topological polarizations
to localize zero modes and states of self stress at domain walls.
Figure 4.8: A demonstration of topological mode localization at domain walls in numerical cBlock
models. (a,c) Martini and hexachiral cBlock are shown. Both linkages are composites of two meshes of
opposing polarizations RT = ±a1 (thick black arrows). The edges between these domains, characterized
by normal vectors nˆright = ±xˆ (black arrows) are highlighted in gray. Periodicity is implied but not
shown for clarity. In each lattice, a numerical zero mode of the cBlock’s real space dynamical matrix
D = R†R is visualized: the mode’s nodal translations ux, uy are shown directly as deviations from the
original linkage (light gray), while nodal rotations uφ are indicated using color (colorbar). All nodal
displacements, which cost close to zero energy, are all localized along the leftmost domain wall. (b,d)
A numerical state of self stress, or zero eigenmodes of the cBlock’s real space matrix RR†, is shown.
The mode’s link tensions σt are visualized through line thicknesses: thick lines indicate compressive
tensions while thin lines symbolize extensive tension. The shear stress σs in each link is shown using
color (colorbar). All link stresses are localized along the rightmost domain wall.
We construct numerical models of periodic martini and hexachiral cBlocks that are composites of domains
with opposing polarizations. The composite linkages are shown in Figures 4.8a and 4.8c. Each linkage con-
tains two domain walls, highlighted in gray, specified by normal vectors nˆleft = −xˆ and nˆright = xˆ. The
walls separate domains of topological polarizations RT = −a1 and RT = a1. We use Eq. 4.8 to calculate the
expected mode count per cell row ν/ncell at each domain wall, resulting in νleft/ncell = 2 at the left wall while
νleft/ncell = −2 at the right. This count is confirmed via numerical calculations of the nullity and conullity
of the cBlocks’ rigidity matrices. In short, in both the martini and hexachiral cBlocks, the left domain wall
should exhibit a localization of topologically protected zero modes to the tune of two per cell row while there
are two excess states of self stress per cell row at the right domain wall.
To demonstrate the localization of the topological modes, we show two numerical zero modes of the real-
space dynamical matrices D = R†R for the martini and hexachiral lattice composites in Figs. 4.8a and 4.8c.
The corresponding nodal translations with respect to the original linkage (light gray) are shown directly, while
nodal rotations are indicated using color (colorbar). In both linkages, we see that the zero mode is distinctly
localized at the leftmost domain wall. Figs. 4.8c and 4.8c show two numerical states of self stress, which are
eigenvectors of the real-space matrix RR†. The link tensions of the state of self stress are visualized using line
thickness: thin lines indicate extensional tensile stress, while thick lines symbolize compressive stress. Shear
stresses are indicated using color (colorbar). The state of self stress is distinctly localized at the right domain
wall in both linkages.
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In summary, we are able to control the localization of modes in cBlocks using topological designs. This
robust yet subtle method relies on small topological deformations of the linkage that preserve connectivity,
which should be contrasted to the more usual method of adding or removing links to control a linkage’s
mechanical modes.
4.4 Experimental results
The last step in this Chapter’s demonstration focuses on the realizability of cBlock linkages, and the robustness
of topological effects in such realistic systems. We explore these topics by constructing a real polarized cBlock
and testing for topologically localized zero modes at one of its terminated edges.
4.4.1 Nonlinear edge modes
We base our design on the numerical martini cBlock model in Fig. 4.5a (right), which has a topological po-
larization RT = −a1, and is periodic. We terminate this linkage along the vertical as in Fig. 4.3a, resulting
in a left and right edge specified by normal vectors nˆ1 = −xˆ, nˆedge,2 = xˆ with corresponding local dipoles
RL
1 = −2a2, RL2 = 2a1. This terminated model linkage is illustrated in Fig. 4.9a. Together, the local
dipoles and topological polarization determine the total mode count per cell row according to Eq. 4.9: the
mode count at the leftmost edge is ν1 = 2, whereas ν2 = 0 at the right edge. This count is confirmed via
numerical calculations of the nullity and conullity of the terminated model’s rigidity matrix. Fig. 4.9a shows a
numerical zero mode of the terminated model in Fig. 4.9a, superimposed over the original lattice (light gray):
it is suitably localized on the left of the linkage. In summary, we expect the leftmost edge of the cBlock to
exhibit a local excess of topological zero modes, while the rightmost edge is perfectly balanced and should
harbor no excess modes.
a
b
Figure 4.9: Experimental confirma-
tion of the localization of zero modes
in a topological cBlock. (a) A martini
lattice with polarization RT = −axˆ is
shown. It is periodic along its top and
bottom (not shown for clarity), but free
along its left and right edges. The local
edge polarizations RL = −axˆ,RR =
axˆ are indicated. The cumulative polar-
izations localize mechanisms at the left
edge of the system, leaving the right
edge rigid. One of these mechanisms
is superimposed: node displacements
are visualized directly, while node rota-
tions are indicated through color (col-
orbar, Figure 6). (b) The same martini
cBlock, realized using the mechanical
elements shown in Fig.2. Periodicity
along the top and bottom is mimicked
by constraining some edge nodes (black
arrows): these nodes can rotate but are
not translatable. The cBlock, rigid in
the bulk and at the right edge, moves
well into the nonlinear regime along the
leftmost edge only (transparent over-
lay), indicating a local excess of low
energy mechanisms.
Fig. 4.9b shows the real cBlock, constructed from the elements shown in Fig. 4.4. There is a construction
issue: since the real linkage is not periodic, it is less constrained than the model linkage along its top and
Version of date – Created February 27, 2016 - 17:22
41
42 Exploring topology in novel systemsii
bottom edges, and will exhibit excess mechanisms [30]. To eliminate these edge modes, we fix the positions
of the four top and bottom edge points (indicated with black dashed circles in Fig. 4.9b) while leaving them
free to rotate. This pinning mimics the periodic boundary conditions, with some additional constraints. In
effect, we expect the linkage to be rigid everywhere except for topological zero modes at the leftmost edge.
Experimental probing of the linkage will show whether such topological edge modes occur. Due to imper-
fections in construction, it is possible to manipulate the linkage to exhibit small displacements of the order
of a centimeter in the bulk and at the rightmost edge. However, the leftmost edge behaves very differently.
Elements near this edge can be displaced over distances of the order of 10 centimeters, a response that cannot
be attributed to construction imperfections. These displacements are shown in Fig. 4.9, superimposed over
the undeformed cBlock. The non-linear character of the edge modes is initially surprising. However, this can
be explained by noting that the model linkage contains no states of self stress, which are needed to facilitate
first-order stiffening of zero modes [19, 41]. In short, the dramatic difference in response between the left- and
rightmost edges is attributable to the topological character of the system, and demonstrates the applicability
of topological design methods in real-life systems.
4.5 Conclusions
In this Chapter, we have explored topological mechanical networks consisting of elements other than central
force springs. We have demonstrated that periodic Maxwell-isostatic cBlock networks, consisting of elements
that prohibit shearing as well as stretching motions, exhibit gaps in their acoustic band structure and as a
consequence have a nontrivial topological character. The band structure of cBlock networks may also exhibit
multiples of topologically protected Weyl modes at nonzero frequencies. Numerical calculations have confirmed
that zero-frequency modes may be localized at domain walls between topological cBlock domains, as in the
composite spring networks discussed in Chapter 3. Experiments in a real, finite cBlock of uniform topological
character show that topological modes may also be localized at edges of the system. Importantly, unlike
topological spring networks, topological cBlock networks may be elastically stable: an important property for
practical applications.
Together, these results suggest that topological principles may be used to control the localization of modes
in any appropriate mechanical network, extending the applicability of robust topological design principles to a
multitude of mechanical materials.
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Chapter 5
Conclusions and outlook
In this report, we have endeavored to show via a combination of theoretical considerations, numerical models
and real-life experiments that topological design principles, based on the topological characterization of the
acoustic band structure of mechanical networks, may be used to design a variety of mechanical systems in
which the existence and localization of protected modes can be predictably and robustly controlled while the
connectivity and material parameters of the network are preserved. These properties make topological design
principles potentially valuable in a variety of optomechanical, thermomechanical, or elasto-acoustic applica-
tions such as acoustic sensors or wave guides, tunable optical or acoustic lenses, mechanical crush zones, or
thermal switches.
We have demonstrated several design methods through which we can achieve reliable topology-informed
responses in different types of mechanical systems. In Chapter 3, we showed that the linear-elastic response of
composites of topological spring networks may be dominated by localized topologically protected stress states
at the system’s domain walls. Real samples of similar designs, constructed from soft polymer beams rather
than central-force springs, inherit this topology-dominated response. Even though these real samples deviate
significantly from the original spring model in a variety of ways - think of free boundary conditions, additional
resistances in structural links, irregularities in the material - the localized response carries over robustly. This
robustness is not incidental, but can be seen as a consequence of the protected status of the topology-induced
modes discussed in Chapter 2. Moving beyond spring networks in Chapter 4, we showed through proof of
principle that other mechanical network models may also be classified by the topological properties of their
acoustic band structure. As a consequence, these mechanical networks may be reliably designed to harbor
local topologically protected modes at their domain walls or edges. We demonstrated the feasibility of such a
design approach in a particular class of mechanical models, describing networks of central force springs with
additional shear constraints, which we have termed cogblocks. Numerical calculations and experiments on a
real sample confirmed that topological design principles work reliably to localize modes in these systems. Cog-
block systems have additional desirable properties not found in spring networks, such as elastic stability, and
the potential to harbor multiple pairs of topologically protected Weyl points. In summary, the work presented
in this report supports the notion that topological design principles are applicable to mechanical systems with
a varied spectrum of desirable properties.
Building on the previous Chapters, we now note some follow-up research ideas that may deepen our under-
standing of topological mechanics and extend the applicability of topological design to real systems. First of
all, we have so far explored the topological response of planar systems and stacks of planar systems. Construct-
ing a true three-dimensional topological network would allow us to move beyond this stacking construction.
Secondly, we know from Section 2.4 that the topological characterization of periodic spring networks is scale-
free. This implies that topological design principles may be applied to materials on length scales across many
orders of magnitude. Investigating whether materials across length scales can exhibit similar topology-informed
responses would be a valuable step, exploring the boundaries of topological design applications. Thirdly, we
have come to understand that topologically protected modes in mechanical systems may be localized at any
domain wall, edge or defect. As a consequence, materials with a variety of such domain walls, edges or defects
may exhibit unique responses under a range of imposed loading or displacement conditions. Understanding
and generalizing the relation between materials’ topology-controlled responses and external actuation would
deepen the prescriptive power of topological design guidelines. Fourth of all, we have seen that the topological
characterization of a spring network may be changed by varying the material’s nodal positions, so that the gap
in its acoustic band spectrum is closed at momentum-space lines or Weyl points, and perhaps re-opened. Such
topology-changing deformations could be achieved through external actuation, which may activate protected
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Guest-Hutchinson or Weyl modes, resulting in modification, relocalization or disappearance of the material’s
topological modes. Constructing topological materials whose selective response is controllable via external
actuation could be valuable in a range of applications where tunable responses are desired. Lastly, we have
so far focused on the topological classification of Maxwell-isostatic systems. However, non-isostatic systems
may be amenable to classifications using topological invariants other than the winding numbers we have used
in this report.
In conclusion, we have found that topological design methods provide us with a valuable toolbox that
enhances our ability to predict and control elastic responses in mechanical networks. We hope that the
work presented here contributes to ongoing research efforts to explore, characterize and design mechanical
metamaterials for practical applications.
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