Annual runoff forecasting is one of the most important applications for effective reservoir management. Given the time-varying and non-linear characteristics of river runoff data, a novel hybrid model is proposed to improve the forecasting accuracy. First, the original data of runoff is decomposed into a number of intrinsic mode functions (IMFs) and one residual term using the ensemble empirical mode decomposition (EEMD) method. Then, these sub-series are modeled respectively by radial basis function network (RBFN) model. Finally, the prediction results of the modeled IMFs and residual series are summed to formulate an ensemble forecast for the original annual runoff time series. The proposed hybrid model is examined by predicting the annual runoff of Maduwang station in Bahe River, China. The comparison results indicate that the proposed hybrid model can effectively enhance RBFN approach for annual runoff series forecasting accuracy and it is superior to the commonly used model like auto-regressive integrated moving average (ARIMA) and back-propagation network (BPNN).
INTRODUCTION
Medium and long-term hydrological time series forecasting is crucial for the design of water quality management, environment protection, water supply planning, irrigation system and sustainable utilization of water resources, etc. [1] . With the continuous increase of water demand due to population growth, economic development and industrial uses, it is necessary to develop a model of highly accurate river runoff forecasting. Accordingly, runoff forecasting has always received a lot of attention in recent decades.
There are many models for runoff time series forecasting. Auto-regressive integrated moving average (ARIMA), which is the one of the commonly used type, can be easily used to model the hydrologic time series and only requires data of the time series in question [2] . It is a linear prediction method, which assumes that the present data is a function of past data and errors. However, the performance and accuracy of the ARIMA model is not always satisfactory in that the runoff variation is highly non-stationary and non-linear in nature [3] . Artificial intelligence techniques have proved to be effective methods in modeling virtually any nonlinear function. In recent years, artificial neural networks (ANNs), support vector machine (SVM), adaptive neuro-fuzzy inference systems (ANFIS), and other artificial intelligence techniques have been widely used for predicting runoff and they have been proved to be effective methods [4] [5] [6] .
Artificial neural networks (ANNs) are efficient nonlinear models for time series prediction. Several features of ANNs make them attractive for time series forecasting. First, ANNs are nonlinear methods, which can better depict the real-world systems than linear approaches. Second, ANNs have flexible function mapping capability and can approximate any complex function. Third, ANNs are nonparametric models. That is, they are less susceptible to model misspecification problem than most traditional models. Given the advantages of the ANNs, it is not surprising that they have attracted overwhelming attention in river runoff forecasting.
However, ANN models frequently have limitations with non-stationary time series. They may be not be able to deal with non-stationary data, if preprocessing of the input data is not performed. The techniques such as Wavelet Decomposition and Empirical Mode Decomposition can be used to eliminate noisy data. However, the Wavelet Decomposition method is sensitive to the selection of threshold and the Empirical Mode Decomposition method suffers from an intrinsic drawback that the frequent appearance of mode mixing. Fortunately, an improved technique named Ensemble Empirical Mode Decomposition (EEMD) has been proposed and it can make up for the deficiency of EMD [7] .
This study aims to propose a hybrid model for annual runoff time series forecasting in Bahe River, China. Firstly, we used EEMD technique to decompose the original runoff data in several independent intrinsic Mode Functions (IMFs) and one residual term. Secondly, the radial basis function network (RBFN) which is one of the typical artificial neural networks (ANNs) was chosen to model and forecast the IMFs and trend term, respectively. Thirdly, these prediction results were integrated to get the final forecasting value. Finally, the proposed hybrid model was compared to ARIMA model, BPNN model and RBFN model using accuracy measures.
METHODOLOGY

Ensemble empirical mode decomposition (EEMD)
Ensemble empirical mode decomposition (EEMD) proposed by Wu and Huang [8] is an enhancement of the empirical mode decomposition (EMD). The EMD method has been proved quite effective in extracting characteristic information from non-linear and non-stationary time series [9] . It is a self-adaptive decomposition method, which assumes that the original data may have many different modes of oscillations coexisting at the same time. The main purpose of EMD method is to decompose the original data into a series of oscillatory functions, namely, intrinsic mode functions (IMFs), which contain the local information embedded in the time series [10] .
However, the EMD is not a perfect technique and one of its major drawbacks is the mode mixing problem, defined as either a signal of a similar scale residing in different IMF components, or a signal IMF consisting of signals of widely disparate scales [11] . In order to overcome this problem, a new noise-assisted analysis technique, called EEMD was proposed. The basic principle of EEMD method is that the observed data are amalgamations of true time series and noise, while the ensemble means of data with different noise levels, are closer to the true time series. Therefore, an additional step of adding white noise is taken to help extract true signal in the data. The procedures of EEMD technique can be described as follows:
Step 1. Add a white noise series to the original data;
Step 2. Decompose the data with added white noise into IMFs;
Step 3. Repeat Steps 1 and 2 iteratively, but with different white noise series each time;
Step 4. Obtain the ensemble means of corresponding IMFs of the decompositions as the final result.
Radial basis function network (RBFN)
Up to now, there are many types of artificial neural networks (ANNs) have been used for river runoff forecasting, among which the back-propagation network (BPNN) is a popular one. However, BPNN is weak in generalization ability, has a low rate of convergence, and is vulnerable to be caught in local minimum. In order to overcome these drawbacks, radical basis function network (RBFN) is used instead of BPNN to obtain good performance. Comparing with other traditional neural networks, RBFN is characterized by the simpler structure, faster convergence, less parameters, smaller extrapolation and more computationally efficient [12] . As a result, the RBF network has been widely used in the field of hydrological forecasting [13] . The RBF network is a typical three layer feed-forward network, including input layer, hidden layer and output layer [14] . The input layer consists of source nodes that connect the network to its environment. The hidden layer transforms the data from the input space to the hidden space using a nonlinear function. The output layer is linear and serves as a summation unit. The basic architecture of a three-layered RBF neural network is depicted in Figure 1 .
The computation process of the RBFN is described as follows. When the network receives a p dimensional input vector Z = [z1, z2, ···, zp] T , the input layer serves only as a distributor to the hidden layer. The response from the jth hidden unit for the ith input data has the following form:
Where Φ is the activation function; || ||denotes the Euclidean norm; cj is the center of the jth unit in the hidden layer and Q is the number of hidden units. There are many activation functions, in which the most commonly used is Gaussian function [15] .
where β is the width parameter. A linear activation is used to transform the weighted sum of the inputs at the output layer to RBFN output. The activity of the rth unit in the output layer, r y  , can be calculated according to
Where w0 is the bias term; wqr is the connecting weight between the qth hidden unit and the rth output unit; Φq(Z) is the response of the qth hidden unit resulting from all input data and NR is the number of output units.
Before the RBFN training, it is essential to normal of the original time series with a uniform range to prevent premature saturation of hidden nodes [16] . The normalization is as follows [17]:
Where X is the original runoff data; Xmin and Xmax are the minimum and maximum for the observed time series, respectively; Y is the normalized value of X data. The range of each input data is 0.1-0.9 using the above equation. After modeling, the final prediction results can be calculated as
Where  Y is the simulated value of Y after modeling.
The hybrid EEMD-RBFN forecasting model
The RBFN method is a useful methodology and has been successfully and widely used for time series prediction in various fields. However, RBFN method frequently has limitations with non-stationary time series. Ensemble empirical mode decomposition (EEMD), used for extracting information contained in original time series, gives considerable insight into the physical form of the data. In this paper, the aim is to predict annual runoff time series by coupling the EEMD and RBFN models. As can be seen form Figure 2 , the main steps of the proposed EEMD-RBFN forecasting model can be summarized as follows:
1.The original annual runoff time series q(t) (t=1,2,...,n) are decomposed into m IMF components, ci(t) (i=1,2,...,m), and one residual component rm(t) using EEMD method.
2. For all extracted IMFs and the residual component, the RBFN method is used as a forecasting technique.
3. The final forecasting result can be obtained through the superposition of all IMFs and the residual component predicted values. 
Criteria for evaluating model performance
In order to assess the performance of each considered models and their abilities to make accurate predictions, the root mean squared error (RMSE), the mean absolute error (MAE) and the correlation coefficient (R 2 ) are used. The RMSE is given by
Where n is the number of time steps; qest(t) is the estimated value at time t and qobs(t) is the observed value at time t. RMSE describes the average magnitude of the errors between the estimated values and the observed results.
The expression for MAE is:
MAE is the average of the absolute errors and can be used to measure how close estimated values are to the observed values. The lower values of the RMSE and MAE, the more precise the prediction is.
The R 2 is given by: 
Simulation
According to the proposed hybrid model, using the EEMD technique, the original annual runoff time series can be decomposed into several independent IMFs and one residual. In this paper, the amplitude of add noise we used is 0.2 and the number of ensemble is 100. The results are illustrated in Figure 4 . As can be seen from Figure 4 , the original annual runoff time series are decomposed into five independent IMFs in the order from the highest frequency to the lowest frequency, and one residue component, respectively. Then, we choose the appropriate RBFN model to predict all extracted IMFs and residue. The input data should be firstly normalized using Eq. (4). In univariate RBFN model, the variables h(t-k) (k=1,2,…) are used as the input parameters to predict the runoff at time t. Different combinations of historical data have a significant influence on the simulated runoff. The antecedent p values (t-1, t-2,.., t-p) are tested to forecast a value of current time t. Therefore, the following combinations of input data of original runoff or IMFs and residue component values are evaluated:
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In order to obtain satisfactory forecasting accuracy, the number of hidden neurons should to be determined. However, there is no rule for determining the number of hidden neurons. In this paper, the optimal numbers are selected by trial and error method which is recommended by Shamseldin et al. [18] . Therefore, the numbers of neurons ranging from 2 to 9 were tried and their errors were compared. The obtained RBFN models are summarized in Table 1 . The final forecasted value is obtained by adding the predictive values of IMFs and residue.
Comparative analysis
In this paper, three commonly used models that ARIMA, BPNN and RBFN were compared with the proposed EEMD-RBFN model. Figure 5 shows the comparison of the observed and forecasted runoff using ARIMA model, BPNN model, RBFN model and EEMD-RBFN model during training and validation period. It can be seen from the figure that although all the models considered in this paper expect ARIMA model follow the same tendency of the observed runoff data, the hybrid EEMD-RBFN model provides closer estimates to the corresponding data.
The performances of the ARIMA model, BPNN model, RBFN model and EEMD-RBFN model for Maduwang station during the training period and validation period are given in Table 2 . It can be seen from the table that the single artificial neural network (ANN) like back-propagation network (BPNN) and radical basis function network (RBFN) have a high prediction precision than the ARIMA model because of the high degree of nonlinearity of annual runoff time series. Moreover, the RBFN model has larger R 2 and smaller RMSE and MAE comparing with BPNN model both in the training period and validation period in this study. And the annual runoff time series decomposed by using EEMD method as input variables of RBFN model can improve the forecasting performance. In the training period, the EEMD-RBFN model improved the RBFN model with 33.70% and 36.11% reduction in RMSE and MAE, respectively, and improvements of the prediction result regarding R 2 was 2.17%. In the validation period, the EEMD-RBFN model improved the RBFN model with 14.23% and 19.06% reduction in RMSE and MAE, respectively, and improvements of the prediction result regarding R 2 was 4.60% 
CONCLUSION
Improving accuracy of runoff forecasting is an important yet often difficult task facing modern water resources management. This paper developed a hybrid EEMD-RBFN model for annual runoff prediction. The data from Maduwang hydrologic station in Bahe River was used to develop and verify the proposed methodology. In terms of different criteria, RMSE, MAE, and R 2 , we can find that across different models, our proposed EEMD-RBFN model performs the best. In conclusion, the proposed model can effectively improve runoff forecasting and help the engineers make an effective water resources management. 
