Introduction
In this paper, we prove two results about the unitary dual of graded affine Iwahori-Hecke algebras. The first one, theorem 2.4, is in the case of the Hecke algebra with equal parameters which arises from split p-adic groups. It says that multiplicities of W-types in irreducible spherical modules are constant over the faces of root hyperplane arrangements. This result is the basis for an algorithm to compute the spherical dual of the graded affine Iwahori-Hecke algebra.
The second result is in the case of graded Iwahori-Hecke algebras with unequal parameters of type B/C. We determine all the irreducible principal series which are unitary.
These results have consequences for the determination of the spherical unitary dual of p-adic groups, as well as real groups. An example is in section 4.
The starting point is Borel and Casselman's theorem establishing an equivalence of categories between the category of Iwahori-spherical representations and finite dimensional representations of the Iwahori-Hecke algebra.
1.1. Let F be a p-adic field. Let G be the F-rational points of a connected linear algebraic reductive group defined over F. We assume that G is split. Denote by A a maximal split torus, and fix a Borel subgroup with Levi decomposition B = AN. Let R = {x ∈ F : |x| ≤ 1}, P = {x ∈ F : |x| < 1}, Ω = {x ∈ F : |x| = 1}. C(H) = the category of finite dimensional representations of H.
The study of I(ν) and its composition factors is important for harmonic analysis and automorphic forms. The following theorem, due to A. Borel, is fundamental for the study of the unramified principal series, and its composition factors.
Theorem. ([B]) (1) The functor V → V I is an equivalence of categories from C(I) to C(H).

The inverse is given by W → H(G/I) ⊗ W, where H(G/I) is the algebra (under convolution) of smooth compactly supported right I-invariant functions. (2) An irreducible representation π is in C(I) if and only if it is a subquotient of an I(ν) with ν unramified.
The idea of the proof is to combine the results of [KL] , [L2] , [L4] and [L5] , which give a precise classification of the irreducible modules in C(H), with techniques from the real groups, in [V1] , on signatures of the Hermitian forms of irreducible modules. This paper is organized as follows. In sections 2.1 and 2.2 we review the graded affine Hecke algebra, and the classification of irreducible modules due to Kazhdan and Lusztig. Sections 2.3 and 2.4 apply these results to the spherical case. Theorem 2.4 has been known to the authors for some time. It is basic for establishing an algorithm for determining the spherical unitary dual of any Hecke algebra with equal parameters. More details are in the Remark in section 2.12. We have implemented this algorithm using mathematica, and it played a role in our determination of the spherical unitary dual of all Iwahori-Hecke algebras of exceptional types. The results for type F 4 are in [C] , while for type E, they are in [BC] . The algorithm was also implemented by J. Adams, J.-K. Yu, and J. Stembridge. More information can be found at atlas.math.umd.edu. Sections 2.6-2.12 recall results about the * operation for graded affine algebras, the Langlands classification and its relation to the Kazhdan-Lusztig classification. Sections 2.11 and 2.12 are particularly relevant for the spherical unitary dual.
Sections 3.1-3.3 introduce the graded affine Hecke algebras with unequal parameters. The main result is theorem 3.2, which says that any generic spherical module (beginning of section 3.2) is unitary if and only if it is part of a complementary series. The explicit set of parameters is given in theorem 3.6. The proof is given in sections 3.3-3.8. Theorems 3.2 and 3.6 generalize results in [Ba2] , where a full description of the spherical unitary dual of the classical groups is given.
Theorem 3.6 gives necessary conditions for spherical representations to be unitary in the case of p-adic groups of type B/C. But also, as described in [Ba1], these results have consequences for the unitary dual of the real groups U (p, q). Such an application is given in section 4.
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Split Groups
2.1. The Graded Hecke Algebra. The Hecke algebra H can be described by generators and relations. Denote by L G the (complex) dual group of G, with maximal torus L A and Borel subgroup L B containing L A. We emphasize that the root datum of the Hecke algebra is the one for the dual complex group L G, and that the roots α will be the roots of L G. Let z be an indeterminate (which can then be specialized to q 1/2 ). Let Π ⊂ R + ⊂ R be the set of simple coroots, positive coroots, respectively coroots corresponding to the split Cartan subgroup A inside the Borel subgroup B from section 1.1. Denote by S the simple root reflections. G m = GL(1, F) and X =Y = Hom(G m , A) be the (algebraic) lattice of 1-parameter subgroups and Y =X = Hom(A, G m ) the lattice of algebraic characters. Then H can be characterized as the Hecke algebra over C[z, z −1 ] attached to the root datum R = (Y, X ,Ř, R,Π) . The set of generators we will use is the one first introduced by Bernstein. Let
Then H is generated (over C[z, z −1 ]) by {T w } w∈W and {θ x } x∈X , subject to the relations
This realization is very convenient for determining the center of H and thus computing infinitesimal characters of representations.
Proposition (Bernstein-Lusztig). The center of H is given by the Weyl group invariants in A.
In particular, infinitesimal characters are parametrized by W -orbits χ = (q, t) ∈ C * × L A. We always assume that q is real or at least not a root of unity. In particular, such an infinitesimal character is called real if t is hyperbolic. The subject of [BM2] is to show that the classification of unitary irreducible modules of H with infinitesimal character χ corresponding to (q, t) is equivalent to the classification of the unitary dual for real infinitesimal character. Thus we will assume from here on that the infinitesimal character is always real. The study of representations of H can be simplified by using the graded Hecke algebra introduced by Lusztig. Let J = {f ∈ A : f (1, 1) = 0} (2.1.3) This is an ideal in A and it satisfies HJ = J H. Set H i = H · J i (the ideal J i consists of the functions which vanish to order at least i at (1, 1)). We can introduce the filtration 1.4) and form the graded object H. It can be written as
where r ≡ z − 1 (mod J ), and A is the symmetric algebra over a = X ⊗ Z C. The previous relations become
The infinitesimal characters are parametrized by W -orbits of elements χ = (r, t) ∈ C × L a (the indeterminate r for H acts by r). Then χ = (e r , e t ) ∈ C * × L A is an infinitesimal character for H. Let I χ be the kernel of χ on the center of H. Then H · I χ is an ideal in H and let H χ be the corresponding quotient algebra. Define H χ similarly.
Theorem. ([L2]) χ ←→ χ is a matching between real infinitesimal characters χ of H and infinitesimal characters χ of H and
We refer to section 4 in [BM2] , in particular formula (4.2), and theorem 4.3 which shows that this algebra isomorphism is analytic in (r, t). As a consequence, we can fix r = 1 and transfer the study of the representation theory of H to H. In order to consider unitary representations for H, we also need a * operation. This will be explained in section 2.6.
and A G (S) be the component group of C G (S). A G (S) will denote the set of equivalent classes of irreducible representations of A G (S). When there is no confusion, we will drop the subscript G.
We parametrize irreducible representations of H as in [KL] by L G conjugacy classes (t, e, ψ) , where t ∈ L G is semisimple, e ∈ L g is nilpotent such that Ad(t)e = qe, and certain (ψ, V ψ ) ∈ A(e, t). The ψ must satisfy the additional conditions that ψ| Z( L G) is trivial, and ψ must appear in the Springer correspondence (see the details below).
Embed e in a Lie triple {e, H, f }. Write t = t 0 t H where t H = e 1 2 log qH and t 0 is a semisimple element centralizing the Lie triple. As mentioned earlier, we assume that t 0 is hyperbolic. In this case we may consider representations of H only. The classification of irreducible representations is then given ([L5] ) by L G conjugacy classes {s, e, ψ} such that s ∈ L g is semisimple, e ∈ L g is nilpotent such that [s, e] = e and ψ ∈ A(e, s). In view of theorem 2.1 and the remark following it, we have assumed r acts by 1.
The results in [KL] attach to each ( L G conjugacy class) (e, s) a standard module X(e, s) which decomposes under the action of A(e, s) as
(2.2.1) The analogous formula to (2.2.4) holds whenever the data (e, s) factor through a Levi component L M :
. This is because the centralizer of e is of the form LU with U connected unipotent, and L the centralizer of e and H. It follows that every component of A G (e, s) meets L, and therefore BM2] ). This intersection is also a single orbit under Fix such a data, and let ν range over the center of L M . The only way that the W-structure of X(s) can change is if A G (e, s) differs from A M (e, s). Consider the centralizer C G (e). The one parameter group exp(tH) acts on C G (e), and by [BV] , proposition 2.4, its component group coincides with the component group of C G (e, H). But s commutes with H and stabilizes C G (e). The fixed points of s in C G (e) also have an action of exp(tH), and the argument in [BV] proposition 2.4, shows that all the components meet the centralizer of H in C G (e, s), which is also the centralizer of ν in C G (e, s). Thus every component of C G (e, s) meets C M (e, s), so the only way the multiplicities of X(s) can change is if the centralizer of ν becomes larger.
Let ν 0 be such a point, and assume there are ν i → ν 0 such that H/2 + ν i are conjugate by a single w ∈ W to points in F for all i ≥ 0. Assume that the centralizer in L g of all the ν i for i > 0 is m , while the centralizer of ν 0 is m(ν 0 ). Then m m(ν 0 ), is a Levi component. Since the zero subspace of s cannot change in F, H cannot have any kernel on m(ν 0 ). There is a decomposition m(ν 0 ) = n + m + n . The Lie triple is in m , so the corresponding sl(2) acts on both n , n . Since it has no eigenvalues of zero, all the eigenvalues of H/2 are half-integers. But the component group A(e) in any semisimple Lie algebra l is the same as the component group in A(e, H), so it is the same as A(e, exp(iπH)). The Lie algebra of the centralizer of exp(iπH) is formed of even eigenspaces of H only. Applied to l = m(ν 0 ), this implies that the component group with respect to M and M (ν 0 ) are the same.
The argument implies that a face F is a finite union of closed (in F) sets on which the W -structure of X(s) does not change. Since F is connected, these sets cannot have empty intersection, and this implies that the W multiplicities in X(s) are constant for s over F.
2.5. Unequal Parameters. We consider the following modification of the graded Iwahori-Hecke algebra 2.1. Let
be a function which is constant on W-orbits, and write
Then replace relations (2.1.6) by
Many, but not all, of the results for the case c α = 1 extend to this situation (cf.
[L4]-L7). In particular, except when mentioned explicitly, we will not use any results established only for c α = 1.
2.6. Hermitian Modules. The * operation also transfers to the graded version. We refer to §5 of [BM2] for the details. Here is a summary of what we need. Let w 0 ∈ W be the longest element and t 0 be the corresponding element in C[W ]. Since a = X ⊗ Z C, it has a conjugation coming from the complex conjugation on
In particular, if ω ∈ a, then
where s β ∈ W is the reflection about β.
In the case when c α = 1, recall that (e, H, f ) is a Lie triple corresponding to e. Write s = s 0 + s H , and recall that s 0 is assumed to be hyperbolic. An irreducible representation admits a Hermitian form if and only if (s, e, ψ) is conjugate to 
Recall the Bruhat order on the elements of W . Write w → w if there exists a reflection s α , for some root α, such that w = w s α and (w) > (w ). Define
Proposition. Denote by * M the map corresponding to the star operation * M : a → a * in H M , and denote by * G the corresponding map in H. Then
Proof. First observe that
. w l has the property that it is a minimal element (in the Bruhat order) in w 0 W (M ). Let t 0 , t l and t M 0 be the corresponding elements in H. Since t
(2.6.6)
On the other hand,
where the sum ranges over x ∈ W which are smaller than w l in the Bruhat order. Combining this with (2.6.6), and the formula for * M in theorem 2.6, we get
Therefore, using 2.6.4,
To prove the formula in the proposition for a = ω, we must show that (t w
contradicting the minimality property of w l . Now consider an element t w ω such that w / ∈ W (M ). Then M (t w ω) = 0. We need to show that M ( * G (ω)t w −1 ) = 0 as well. For this, write * G (ω) = t 0 ·ω · t 0 and decompose
(2.6.10)
To prove the claim we need to show w 0 x / ∈ W (M ). Suppose w 0 x = m. Then x = w 0 m, and so w 0 m < w 0 w −1 . It follows that w 0 w −1 ∈ w 0 W (M ), because w 0 is the long element. But this implies w −1 ∈ W (M ), a contradiction. Thus
If W is a module for H M , then we can form the induced module
This has a basis {t x ⊗ v} where v ∈ W and x ∈ W/W (M ). We will denote by W h the Hermitian dual of the module W. 
Corollary. The Hermitian dual of Ind
Proof. First observe that these spaces are finite dimensional, so it is sufficient to construct an injection
The pairing , gives such an injection with the required properties by proposition 2.6.
2.7. Langlands Classification. In order to simplify the notation, we will drop the superscript L in the notation of Levi components M . Note however that all Levi components are still in the dual group. The reference for the Langlands classification, in the context of graded Hecke algebras, is [E] . See also [KR] for additional results.
Suppose a is an isomorphism between two root data R 1 and R 2 . This induces an isomorphism of the corresponding Hecke algebras,
(2.7.1)
In particular, let M 1 , M 2 be two Levi components of standard parabolic subgroups. Suppose w ∈ W satisfies wM 1 w −1 = M 2 and is minimal in its double coset W (M 2 )wW (M 1 ). Then the above discussion gives an isomorphism
which we use to transfer representations
If V is a (finite dimensional) irreducible H-module, then V has a generalized weight space decomposition with respect to the abelian subalgebra A:
(2.7.
3)
The set of λ in the decomposition are the weights of V . Let ω i ∈ a denote the fundamental weight corresponding to the simple corootα i ∈ L a.
Definition. Let V be an irreducible H-module. V is called tempered if all its weights λ have the property that
It follows from the definition that, if W is a tempered module, then W h is also tempered.
For c α = 1, definition 2.7 agrees with definition 2.2 ([KL]). In [L6] , Lusztig gives a geometric classification of the tempered H-modules for some particular families of (unequal) parameters c α , which correspond to unipotent representations of split p-adic groups ([L4] , [L5] , [L7] ). In these cases, the situation is the same as for equal parameters. For arbitrary parameters c α , the results needed about the unitarity of tempered representations are still lacking. See [O] for results in this direction.
According to the (classical version of the) Langlands classification, every irreducible module can be realized as the unique irreducible quotient
7.4) where
W is tempered irreducible (definition 2.7) and
The module X(M, W, ν) of course coincides with Ind G M (W⊗1 1 ν ), but we use the notation (2.7.4) to emphasize that it satisfies (2.7.5). Two Langlands quotients
In the case c α = 1, the module X(M, W, ν) corresponds to data (e, s, ψ), where (e, ψ) determine the tempered representation W (see section 2.2), and s can be written as s = s M + ν, where s M is the tempered part of the parameter. A factor of X(M, W, ν) has Langlands parameter (M , W , ν ) with ||ν || ≤ ||ν||, with equality if and only if (M , W , ν ) = (M, W, ν). This follows from lemma 2.8. in chapter XI of [BW] . Therefore, all factors of an X(e, s, ψ) other than
In particular, in the notation of section 2.1, X(e, s, ψ) is characterized by the fact that it contains the Weyl group representation σ( L O, φ) with multiplicity [φ | A(e,s) : ψ].
is Hermitian if and only if there is an element w such that
. This is not a standard module because −ν fails to satisfy (2.7.5). However −Re ν,α < 0, so
For c α = 1, all tempered irreducible modules are known to be unitary, and therefore Hermitian, so the Hermitian condition in the proposition becomes w · (M, W, ν) = (M, W, −ν). For arbitrary c α , we will only consider, in this paper, the case of spherical modules with real infinitesimal character. In the Langlands classification, they correspond to M = A (the maximal split torus), W = T riv, and ν dominant. Thus, the condition in proposition 2.7 is equivalent to the requirement that wν = −ν, for some Weyl element w. In types B/C (and ν real dominant), w 0 ν = −ν, and therefore all spherical modules are Hermitian.
Intertwining operators.
We use the notation of sections 2.6 and 2.7. Suppose that wM 1 w −1 = M 2 is minimal in its double coset W (M 2 )wW (M 1 ) (or rather the L M 's). Given a simple reflection s α , we can form the element r α ∈ H,
Lemma. The elements r α satisfy ωr α = r α s(ω). Let w = s α 1 ·· · ··s α k be a reduced decomposition. Then r w = r α i does not depend on the reduced decomposition of w.
Proof. The first relation is a simple application of the defining relations for H :
More generally if f is a rational function in one variable, then
Recall from [L2] (proposition 5.2) that 8.3) and that τ w = τ i is well defined (independent of the reduced decomposition). Write
Then substituting (2.8.3) for each r i and applying (2.8.2) repeatedly we get
(2.8.5) The claim follows.
is an intertwining operator.
Proof. We need to check that A w is well defined, i.e. it satisfies
The first relation follows from a repeated application of lemma 2.8. For the second relation, r α r w = r w r w −1 α holds. We verify that αr w = r w w −1 α. It is sufficient to check for w = s β , a simple reflection.
Substituting r α = t sα α − c α and using αr w = r w w −1 α, we get the second relation. The fact that the map is an intertwining operator follows from the nature of the action of H which is by multiplication on the left.
2.9.
We apply the results in 2.8 to the Langlands classification. Recall w m the minimal element in the double coset W (M )w 0 W (w 0 M ). Then multiplication on the right by r m := r wm is an intertwining operator
(2.9.1) This is identically zero precisely when r m ⊗ [v1 1 ν ] = 0 for all v ∈ W. When it is not identically zero, the image is precisely L(M, W, ν) because this submodule is generated by any vector whose generalized eigenvalue under A projects onto ν.
On the other hand, observe that the leading term of r m is t m (α,ν)>0 α. But 
which is analytic as a function of ν and whose image is L(M, W, ν) for all ν satisfying (2.7.5). We claim that there is a meromorphic function f (ν) such that f (ν)A m = B m (ν). This goes as follows. Recall (section 2.2) that X has a lowest K-type µ occuring with multiplicity 1. Then there are analytic functions g and h such that for any vector v ∈ X transforming according to µ, we have
We will not need this refinement. 
Proof. This follows from sections 2.3-2.9.
2.11. Let M be a proper Levi component, and σ be a tempered module of H M . Assume that ν is such that ν, γ = 0 for γ ∈ R M , but ν, α > 0 for some simple root α. This is always the case, unless ν is antidominant. Let M α be the Levi component generated by M and the root vectors corresponding to ±α. Then there is a shortest Weyl group element w α ∈ W (M α ) so that w α ν is nonpositive on the roots in R Mα . By using a reduced decomposition for w α , we can construct an intertwining operator 
Apply this idea repeatedly to a Langlands parameter (M, σ, ν) (with ν positive on roots not in R M ). We find that the element w m (notation as in section 2.9) decomposes into
As before, write w i = w α k−i+1 . . . w α k . The intertwining operator A m decomposes accordingly into a product
Each A i is induced from a similar operator on a Levi component, and there are no poles when (M, σ, ν) is the parameter of a standard module.
We will use this decomposition in the spherical case, when σ is the IM of a tempered module.
2.12.
We specialize to the spherical case. With notation as in 2.10, M = A, W = T riv, and w 0 the long Weyl group element. Let ν ∈ L a and assume that w 0 ν = −ν. Formula (2.9.1) becomes
The operator A(ν) is rewritten as 
Then a w 0 (σ, ν) = a(σ, ν) from before. Choose a positive definite W -invariant inner product on each V * σ . Because w 0 = w
Proposition. X(ν) is unitary if and only if a(σ, ν) is positive semidefinite for all σ ∈ W .
Proof. This follows from the previous discussion.
Remark. Proposition 2.12 implies that for determining unitarity of any given parameter, it is enough to compute the signatures of the A(σ, ν). Theorem 2.4 is crucial for implementing this calculation by computer; divide the (−1)-eigenspace of w 0 in the dominant chamber into faces according to whether the positive roots are 0 or 1. Then X(ν) is unitary if and only if it is unitary for any other ν on that face. Thus, it is sufficient to choose a sample point on each face of the root hyperplane arrangement, and calculate the signature of a(σ, ν) for all σ ∈ W .
Type B/C with Unequal Parameters
3.1. We will consider the particular case when the root system is of type B n , and
We call this algebra H c (B n We emphasize again, that since we only deal with the spherical unitary dual, the explicit determination of the tempered representations as defined in 2.7 is not necessary. For example, the reduction to real infinitesimal character has an elementary proof. Let ν = Re ν + √ −1 Im ν be a parameter such that
Define the standard parabolic subgroup P = M N with Lie algebra p = m + n so that Proposition.
In particular, L(ν) is unitary if and only if L M (ν) is unitary.
Proof. The Weyl group element satisfying wν = −ν fixes Im ν, so belongs to W (M ). Thus the intertwining operator A w (ν) is induced from the corresponding
The result follows; we omit further details.
We use the realization of the roots in a ∼ = R n (Π ⊂ R + ⊂ a) given by
3.2. We will focus on the case This definition is motivated by the results in [BM3] . For a split p-adic group, the Iwahori-spherical generic representations (in the sense that they admit Whittaker models) are precisely the subquotients of unramified principal series which contain the Steinberg representation of the maximal compact K. At the level of Hecke algebras (with c α = 1, for all α), the condition is that the corresponding module should contain the sign representation of W . In particular, it is proven in [BM3] that the generic spherical representations are the irreducible spherical principal series.
Before we give a version of the main result, we recall the notion of irreducible deformation of a parameter. Let I(ν) be a finite dimensional module so that the action depends analytically on the parameter ν. Assume that I(ν) is irreducible Hermitian in a path connected region C ⊂ R n . Then the signature is constant in this region, so determined by its value at a particular ν 0 . We say that I(ν) can be deformed irreducibly to ν 0 , if there is a path connected region C containing ν, ν 0 , and satisfying the above conditions. When C ⊂ R, we say that ν can be deformed upwards to ν 0 if ν ≤ ν 0 , and downwards if ν ≥ ν 0 . Finally, if ν 0 ∈ C, 
Theorem. A generic spherical representation is unitary if and only if it is a complementary series. In other words, X(s) is unitary if and only if s can be deformed irreducibly to a point such that X(s) is unitarily and irreducibly induced from a unitary generic spherical parameter on a proper Levi component.
A combinatorial description of the unitary parameters can be found in section 3.6. The proof will be given over several sections.
Recall that representations of
The representation σ parametrized by 3.3.1 is obtained as follows.
Let ξ be the character of Z n 2 which is trivial on the first k Z 2 's and sign on the remaining l. Its centralizer in S n is S k × S l . Let σ 1 and σ 2 be the representations of S k , S l corresponding to the partitions (a) and (b). Then σ is Ind
In particular, (n) × (0) denotes the trivial representation, (0) × (1 n ) the sign representation, and (n − 1) × (1) the reflection representation of W on the Cartan subalgebra.
Recall the setting of section 2.12. The Hermitian matrix associated to a rep-
The individual terms in the product in (3.3.2) can be rewritten as
An open connected component in the complement of the arrangement of hyperplanes (3.2.1) will be called region. We prove first that the unbounded (open) regions are not unitary. F is unbounded, and ν ∈ F, then the operator a(σ, ν) ,
Lemma. If the open region
Proof. This result holds in general with σ the reflection representation. We do not assume that the root system is type B/C, but we do assume that w 0 acts by −Id on the Cartan subalgebra for simplicity. For special values of the parameter c > 0 (in particular c = 1 2 , 1) this fact follows from the results in [KZ] on the signature of Hemitian forms for real Lie groups.
Since the operator a(σ, ν) does not change sign inside the open region F, it is sufficient to prove the statement for one particular ν. The region F is unbounded, therefore there must exist a simple root α and a point x ∈ F, such that α, x > c α and {x + νω α : ν > 0} ⊂ F (ω α denotes the fundamental coweight corresponding to α). Since we assumed w 0 = −Id,
We use the canonical realization of the reflection representation σ := ref l on the Cartan subalgebra, and compute
We will show that this is negative for large enough ν. Let p = m + n be the subalgebra determined by ω α :
The long Weyl group element decomposes
Let v α ∈ V σ be the vector corresponding to ω α . Then since ω α , γ = 0, and therefore
In turn this equals 1
The factor in front is positive, and so is the coefficient of
for large enough ν.
Proposition. If ν n > max{c, 1}, then the Hermitian form is indefinite on one of the W-types
Proof. The dimension of the (+1)-eigenspace of any s α on (n−1)×1 is n−1, while the dimension of the (−1)-eigenspace is 1. The dimension of the representation
In particular, we can compute the determinant of a(σ, ν). We get
Thus for X(s) to be unitary, there must be an even number of ν i > c. Assume this is the case.
Assume ν n ≥ max{c, 1}. Deform ν n upwards. If there is no ν i such that ±ν i + ν n = 1, the region must be unbounded, so by the previous lemma, the module cannot be unitary, and the form is indefinite on (n − 1) × (1). Thus deform ν n upwards until the first time it is equal to ν i + 1 for some i. Consider the Levi component M of type A 1 given by the root − i + n . We can conjugate s so that ν i , ν n are on the coordinates n − 1 and n respectively. This s determines a character χ on M so that X(s) is the spherical subquotient of the induced module Ind
, so the invariant Hermitian form is given by an intertwining operator of the type defined in section 2.11, despite the fact that the trivial representation is not tempered. The shortest element w ∈ W that takes ν to −ν, and fixes the trivial representation of M, can be decomposed into a product of factors similar to the decomposition (2.11.3).
There are several types of A α as in (2.11.1). One type is just an a i (σ, ν) as in (2.12.6). The second type is induced from an operator on an M α of type A 2 , with M of type A 1 , and a third one is induced from an M α of type B 2 , with M of type A 1 (long). We denote the last two as
Example. Consider the Hecke algebra of rank 3. The simple roots are { 1 , − 1 + 2 , − 2 + 3 }. Let M = A 1 be the Levi component corresponding to the root α 2 = − 1 + 2 and let σ be the trivial representation. The parameter is s = (−1/2, 1/2, 0) + ν, where ν = (ν 1 , ν 1 , ν 2 ), with 0 ≤ ν 1 ≤ ν 2 . The shortest element that takes ν to −ν, and fixes the trivial representation of H M is w = s 2 w 0 . The intertwining operator
is given by multiplication with r w . The Weyl group element w decomposes into a product w α 2 · s 1 · w α 3 · w α 1 . In terms of simple reflections w α 1 = s 1 s 2 s 1 , w α 3 = s 3 s 2 and w α 2 = s 2 s 3 . The intertwining operator decomposes accordingly into a product
The factors A α 2 and A α 3 are induced from A 1 ⊂ A 2 , the factor A α 1 is induced from A 1 (long) ⊂ B 2 , while the factor a α 1 corresponds to a single r α 1 .
Returning to the general case, we can compute the determinant of the form. For (n − 1) × (1) we get a product of factors
These formulas come from direct calculations for the Hecke algebras of rank 2. See [Ba2] for some more general calculations of this kind. The factor for A 1 ⊂ B 2 comes from the fact that the restriction of (n − 1) × (1) consists of (1) × (1) and (2) × (0).
For (n − 1, 1) × (0) we get the same factors, except the one for A 1 ⊂ B 2 is missing because the restriction of this representation to B 2 consists of (2)×(0) and (11) × (0), and only the first one occurs in an induced from the trivial character on an A 1 (long) ⊂ B 2 .
Comparing these four determinants, we find that the form has to be indefinite if we assume c − ν n < 0.
3.4. We prove theorem 3.2 in the case when 0 < c ≤ 1. By proposition 3.3, a necessary condition for unitarity is that ν n < 1. Assume that c ≤ ν n < 1. Proceeding as in the proof of proposition 3.3, deform ν n upwards until the first reducibility hyperplane. If this is of the form ν n − ν i = 1, the argument in 3.3 applies to show that the form is indefinite.
Assume the first reducibility hyperplane is ν n + ν i = 1. The only difference between this case and the proof of proposition is that in order for the parameter s to be in dominant form for the Levi component M of type A 1 (given by the root i + n ), we need to conjugate ν i to −ν i . This has the effect that the formula for the factor A 1 (long) ⊂ B 2 in (3.3.9) becomes c+ν i c+νn . Comparing as before the four determinants on (n − 1) × (1) and
Since we assumed that ν n > c, it implies that also ν i > c. The reducibility hyperplane being ν n + ν i = 1, necessarily then c < 1/2.
We summarize this discussion in the following proposition.
Proposition. If 1/2 < c ≤ 1, and ν n > c, then the Hermitian form is indefinite on one of the W-types
If 0 < c ≤ 1/2, and ν n > c, a necessary condition for unitarity is that there exists i < n, such that 1 − ν i+1 < ν n < 1 − ν i and ν i > c.
When ν n ≤ 1/2, any ν i can be deformed to ν i+1 without any reducibility occuring. Then the module is induced irreducible from a Hermitian module on a Levi component M of type gl(2) × g(n − 2), where g(n − 2) is the Lie algebra of type B of rank n − 2. The module on gl(2) is a unitary complementary series for gl(2) with parameter (ν i+1 , ν i+1 ), while the parameter on g(n − 2) is obtained from s by removing the two coordinates ν i , ν i+1 . Similarly it is possible to deform ν 1 to 0 without any reducibility; the resulting module is unitarily induced from a parameter on a Levi component of the form gl(1) × g(n − 1). The parameter on gl(1) is 0, and on g(n − 1) it is obtained from s by removing ν 1 . Proceeding by induction on rank, the result follows. Now consider the case 1/2 < c ≤ 1. By proposition 3.4, we may as well assume that
By the earlier argument, there must be a k such that
Otherwise, the earlier argument reduces considerations to a smaller rank algebra. Suppose s cannot be deformed to a unitarily induced parameter from a smaller group. Then there must be k 1 > k such that (3.4.4) and for each 1 ≤ i ≤ k, there must be a k < k i such that
Thus k ≤ n − k. On the other hand, if for any i ≥ j, we can deform ν i to ν i+1 without going through any reducibility point, the resulting module is unitarily induced irreducible from a Hermitian module on a gl(2) × g(n − 2), such that the parameter on gl (2) is not unitary. Thus for any j ≥ k there must be k j < k such that
It remains to analyze the case 0 < c < 1/2. If ν n < c < 1/2, the previous argument for ν n ≤ 1/2 applies. Assume ν n > c. By proposition 3.4 above, the region must be of the form (3.4.7) where the essential remark is that, in the first type of regions, i > j (because ν i > c).
We claim that a parameter in any such region can be deformed irreducibly to a unitarily induced parameter from a smaller algebra. In the first case, since ν 1 + ν k < ν i + ν n < 1, one can deform ν 1 irreducibly to 0.
In the second case, the same argument as in (3.4.3)-(3.4.6) works to show that there exists l such that one can deform ν l irreducibly to ν l+1 .
Note also that if there is an odd number of ν l > c, the region cannot be unitary. By the deformation argument, if this were the case, one would reduce it to a region in B 1 with ν > c, which is not unitary.
In summary, we have proved a generalization of theorem 3.2 in [Ba2] . Write the general parameter as before 0
Theorem. The complementary series for type B n with parameter 0 < c ≤ 1 is 1/2 < c ≤ 1 : (3.4.8) so that ν i + ν j = 1 for i = j and there are an even number of ν i such that 1 − ν k+1 < ν i < c and an odd number of (3.4.9) where j could be 0 (i.e., all entries could be > c) and
(1) n − j is even (there is an even number of entries > c);
and an odd number of
Example. In the Hecke algebra of type B 2 , with 0 < c ≤ 1, the unitary generic spherical parameters are:
3.5. We now consider the case c > 1. Recall s = (ν 1 , . . . , ν n ), and because of section 3.3 we assume that
Because of the arguments in section 3.4, we may as well assume 1 ≤ ν n .
Let x be the half-integer satisfying ν n − 1/2 < x ≤ ν n . Let
Let χ(x, t) be the character on gl(2x) corresponding to the coordinates
Denote the induced module
Proposition.
(
Proof. We prove (1), since (2) is essentially the same statement. We also assume that x is an integer for simplicity. We will freely use the irreducibility results about induced modules in type A, as in [Ba2] lemma 3.1. First we show that
We consider the case
The intertwining operator
is onto the induced module
is an isomorphism onto
gl (1)
3.5.9) when restricted to the left hand side of (3.5.8), the latter module has a unique irreducible quotient. Because x − 1/2 + t < c, the intertwining operator
(3.5.10) maps (3.5.9) onto
gl (x) [χ(x/2, −x/2 − t)]. So this module has a unique irreducible quotient. But by virtue of being embedded in X(−1/2−t, . . . , −x+3/2− t, −x+1/2−t), it also has a unique irreducible submodule, so must be irreducible itself. This immediately implies that (3.5.5) is irreducible as well. The proof for χ(x/2, x/2 − t) is identical.
Next we show that
is irreducible. (3.5.13)
has image
Then the intertwining operator
maps (3.5.17) onto (3.5.13). Thus (3.5.13) has a unique irreducible quotient. The fact that it also has a unique irreducible submodule follows in the same way as the earlier argument. Embed it in
is injective, because of (3.5.5).
Reordering the coordinates in decreasing order is also injective because of the irreducibility results for gl. The claim follows.
To prove the general case, we use the same technique. Let ν be the parameter of X(s, x, t) made dominant. Then the intertwining operator
The assumptions on x and t imply that this module is isomorphic to
This has X(s, x, t) as a quotient. Thus (3.5.4) has a unique irreducible quotient. To show that it also has a unique irreducible submodule, embed it in (3.5.21), use the irreducibility of Ind
gl(2x) [χ(x, t) ] to show that it embeds in X(−ν). 3.6. The explicit, combinatorial, description of the unitary generic spherical parameters is given in the following theorem.
Theorem. The complementary series for type B n with parameter c > 1 is
satifying the conditions:
In view of Corollary 3.5, the proof is by induction on n, and will be given in sections 3.7 and 3.8.
3.7.
There are some regions which need to be discussed first. In each B 2k there is a region (ν 1 , ν 2 , . . . , ν 2k ) given by the inequalities:
Note that a parameter in a region (3.7.1) with k > 1 cannot be deformed irreducibly to a unitarily induced irreducible parameter.
is indefinite in the region (3.7.1).
Proof. The proof is by induction on k. We do the induction step first. Deform the pairs (ν k−2 , ν k−1 ) and (ν k+1 , ν k+2 ) irreducibly to
If the generic parameter is unitary, then this spherical parameter is unitary as well, because this is the first place where the standard module has become reducible. The spherical representation is induced irreducible from a parameter on B 2k−4 × gl(4). The parameter on B 2k−4 is obtained from the original one by removing the above four entries. The parameter on gl(4) is unitary. Thus this parameter is unitary if and only if the parameter on the B 2k−4 is unitary. By induction, the parameter is not unitary, so the generic one isn't either. The assertion about the form being indefinite on the specified K-types comes from the fact that the restriction of a W-
The initial step is formed of the cases k = 1 and k = 2. For k = 1, the parameter is 0
Deform ν 1 upwards to ν 2 . No reducibility occurs until the endpoint. The resulting parameter is unitarily induced irreducible from a parameter on gl(2), of the form (−ν, ν) with ν > 1/2, because ν > |ν − 1|. This not unitary, and the form is indefinite on the sum of W-types (2) and (11). The claim follows.
For k = 2, the parameter is (3.7.2). Deform ν 1 to ν 2 , and ν 3 to ν 4 so that no reducibility occurs in between. If the generic parameter is unitary, then so is the spherical one at the endpoint. The parameter can be written as (ν, ν, ν + 1, ν + 1) with 0 < ν < 1/2. (3.7.5)
This parameter is unitarily induced irreducible from gl(4). On gl(4), the parameter is induced from a character on gl(2) × gl(2), but outside the complementary series. The form is indefinite on the W-types (31) and (22) . The claim about the W-types of the generic representation follows from this fact.
3.8. Proof of theorem 3.6. If ν n < 1 + ν 1 , one can deform ν n irreducibly until ν n < 1. Then the same arguments from section 3.4 apply.
Assume therefore that ν n > 1 + ν 1 . The parameter is
Assume it is unitary. By corollary 3.5, the string (ν 1 , ν 2 , . . . , ν m , . . . , ν n−1 ) satisfies the conditions for unitarity from theorem 3.6. So the parameter for B n satisfies conditions (1). We need to check that conditions (2) and (3) are also satisfied.
There are two cases, m + 1 < n, and m + 1 = n.
Case 1: m + 1 < n, which also means that ν n−1 > 1 + ν 1 . In this case conditon (3) is satisfied by the induction hypothesis, we only need to check (2) for j = n − 1, same as ν n > 1 + ν n−1 . If ν 1 can be deformed irreducibly to 0, the resulting parameter is unitarily induced irreducible from the parameter on B n−1 obtained by removing ν 1 . The induction hypothesis applied to (ν 2 , . . . , ν n ) implies the claim for B n .
If ν 1 cannot be deformed to 0 irreducibly, then ν n−1 > 1 + ν n−2 . Necessarily ν n > 1 + ν n−1 , so the parameter on B n satisfies condition (2). This is because otherwise one could deform ν n−1 to ν n irreducibly, and the resulting parameter would be unitarily induced from B n−2 × gl(2), with the parameter on gl(2) nonunitary.
Case 2: m + 1 = n, which also means ν n−1 < 1 + ν 1 . In this case we only need to check that (3) is satisfied. The parameter is 0 ≤ ν 1 ≤ · · · ≤ ν n−1 < 1 + ν 1 < ν n < c.
If we can deform ν 1 to 0, the proof follows by unitary induction from B n−1 . Otherwise, necessarily 0 < |1 − ν n−1 | < ν 1 . From the conditions of unitarity of theorems 3.6 and 3.4 for 0 < ν 1 < · · · < ν n−1 , there exists k, 1 ≤ k ≤ n − 2, such that ν k < 1 − ν k−1 < ν k+1 . We can write the inequalities as 8.2) for some l. If we can deform any ν j+1 down to ν j with j ≤ k − 1 irreducibly, the resulting parameter would be unitarily induced irreducible from B n−2 × gl(2) with a unitary gl(2) parameter. The induction hypothesis for the parameter on B n−2 with ν j , ν j+1 removed, implies that condition (3) holds for B n . So assume this is not possible. Then l = k − 1, otherwise we could deform ν k down to ν k−1 . We are reduced to the case when the inequalities are 0 < |1 − ν n−1 | < ν 1 ≤ ν 2 ≤ · · · ≤ ν k−1 < ν n − 1 < ν k < 1 − ν k−1 < ν k+1 < < ν n−2 < 1 − ν 1 < ν n−1 < 1 + ν 1 < · · · < 1 + ν k−1 < ν n < 1 + ν k . (3.8.3) For each pair ν j , ν j+1 , with 1 ≤ j ≤ k − 2 and k + 1 ≤ j ≤ n − 3, there is j such that ν j < 1−ν j < ν j+1 . For ν 1 < ν 2 < · · · < ν k−1 , there are k −2 inequalities and the possible j are k + 1, . . . , n − 2. This means n − 2 − k ≥ k − 2 or, equivalently n ≥ 2k. For ν k+1 < · · · < ν n−2 , there are n − k − 3 inequalities and the possible j are j = 2, . . . , k − 2. Then k − 3 ≥ n − k − 3, and so n ≤ 2k. We conclude that n = 2k, and the parameter is as in (3.7.1). The nonunitarity of such parameters was discussed in section 3.7. Thus to be unitary, the parameter has to satisfy the condition that it can be deformed irreducibly to one which is unitarily induced from a proper Levi component, which is the content of the conditions in theorem 3.6.
The unitary groups
4.1. One of the results in [Ba1] , is that the spherical unitary dual of the unitary quasisplit groups U (n, n) and U (n + 1, n) matches the spherical unitary dual of the Hecke algebras of type B n with parameters c = 1/2 and c = 1 respectively. The results in this paper imply similar results for U (p, q) with |p − q| > 1. Let c = p−q+1 2 . The spherical parameters for U (p, q) are matched with the spherical parameters of H c (B n ) with n = q, the real rank of U (p, q). A spherical representation of U (p, q) is called generic, if the standard module is irreducible (in the quasisplit cases, these are the spherical representations with Whittaker models, cf. [V2] ). In coordinates, (B n ).
For |p − q| > 2, the spherical generic unitary duals of U (p, q) and H c (B n ) do not coincide, as seen in the next example. It is likely that for |p − q| = 2, the unitary duals coincide, but we have not checked the details.
Example. In the case of U (p, 2), the spherical unitary dual is well-known. The following explicit description can be found for example in [KS] .
Theorem ( [KS] ). The spherical unitary parameters (ν 1 , ν 2 ), 0 ≤ ν 1 ≤ ν 2 for U (p, 2) are:
(1) the triangles ν 2 − ν 1 ≥ k, ν 2 + ν 1 ≤ k + 1 for k ≥ 0 with ν 2 ≤ p−1
