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The computation of Brouwer fixed points is a central tool in economic model- 
ing. Although there have been several algorithms for computing a fixed point of a 
Brouwer map, starting with Scarf’s algorithm of 1965, the question of worst-case 
complexity was not addressed. It has been conjectured that Scarf’s algorithm has 
typical behavior that is polynomial in the dimension. Here we show that any 
algorithm for computing the Brouwer fixed point of a function based on function 
evaluations (a class that includes all known general purpose algorithms) must in 
the worst case perform a number of function evaluations that is exponential in 
both the number of digits of accuracy and the dimension. Our lower bounds are 
very close to the known upper bounds. 0 1989 Academic FY~SS hc. 
1. INTRODUCTION 
Price equilibrium is a fundamental concept in economic theory. Given a 
model of an economic system with consumers and goods, price equilib- 
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rium is the ideal vector of prices at which there is no excess demand or 
unconsumed supply, a rationalization of Adam Smith’s “invisible hand.” 
Walras (1874) was the first to conjecture the existence of equilibrium 
prices in the last century, but the dimensionality arguments he used failed 
to yield a rigorous existence proof. Wald (1936) demonstrated the exis- 
tence of an equilibrium for a certain subclass of demand functions. 
In the 1950s general existence theorems for economic equilibria were 
provided in the work of Arrow and Debreu (1954); these proofs relied 
heavily on Brouwer’s fixed point theorem (Brouwer, 1912) and its gener- 
alizations like Kakutani’s (1941) relaxation of the continuity requirement. 
A few years earlier, Nash (1950) had established the existence of equilib- 
ria in a specialized setting of two-person games, also using fixed point 
theorems. 
Let f: En --f En be a continuous map, where En denotes the n-dimen- 
sional unit cube (the n-fold product of the interval [0, 11). Brouwer’s 
theorem states simply that there must exist a point x E En such that&) = 
X. A point x that satisfies f(x) = x is called a fixed point of the map 5 A 
continuous map from En to itself is called a Brouwer map. 
Brouwer’s original proof of the fixed point theorem was not construc- 
tive, and the existence proofs of economic equilibria relying on it were 
consequently not computationally useful. The first fixed point algorithm 
was discovered by Lemke and Howson (1964) and Lemke (1965)-their 
algorithm was meant for the specific problem of fixed points in two-person 
games and later found other applications. Scarf (1967) used the combina- 
torial technique of Lemke and Howson in order to formulate an algorithm 
for general Brouwer fixed points. Afterward, Kuhn (1968), Eaves (1972), 
Merrill (1972), and others also developed algorithms for Brouwer fixed 
points. In fact, Uzawa (1962) showed that any Brouwer map can be con- 
strued as an economic system, which proved that finding Brouwer fixed 
points is formally equivalent to computing economic equilibria. The com- 
putation of Brouwer fixed points has developed into a major tool in eco- 
nomic modeling (see the conference proceedings edited by Scarf and 
Shoven (1984) for illustrative applications and an exposition). All known 
general purpose algorithms for computing a fixed point of a function 
j-z E” + E”, including Scarf’s, are based on function evaluations: they 
treat f as an external black box which, when given a point X, returns the 
value f(x). 
When strong assumptions are made aboutf(such as smoothness), algo- 
rithms exist that take advantage of further information aboutf(such as its 
derivatives). Uzawa’s work and later results imply that assumptions like 
this are not valid in general for problems arising in an economic context. 
Accordingly, this paper treats only the model of algorithms based on 
function evaluations. 
Scarf (1973) observes in his book that the theoretical upper bound on 
the running time of his algorithm is exponential, but conjectures that the 
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typical running time is O(cpn4), where c is a constant, n is the dimension, 
and p is the number of digits of accuracy required. He leaves open the 
question of the worst-case behavior of his algorithm. 
In this paper we show that any algorithm based on function evaluations 
that finds an approximate fixed point with accuracy p of a general Lip- 
schitz-continuous function f: En 3 En must take time fl(2P) in the worst 
case when n = 2. (An approximate fixed point with accuracy p is a vector 
x satisfying If(x) - x( I=_ 2-p.) This should be contrasted with the IZ = 1 
case, in which the obvious bisection algorithm takes time O(p). The two- 
dimensional lower bound is explained in Section 4. In Section 5 we show 
that the running time of any algorithm for computing Brouwer fixed points 
in it dimensions must perform fi(c”P) function evaluations. Our lower 
bounds do not apply to contractiue Brouwer maps (see Section 2 for a 
definition)-for results on contraction maps see Sikorski and Woi- 
niakowski (1987). 
The main idea in our proof is the construction of a family of functions 
that could “fool” any fixed point algorithm unless it makes an exponential 
number of function evaluations. This idea has been used before to obtain 
similar results-for example, Barany and Fiiredi (1986) used an argument 
along these lines to show that to compute the volume of a convex set, an 
algorithm must in the worst case make a large number of calls to the set 
oracle. 
In Section 6 we compare our lower bounds to previous upper bounds, 
including Scarf’s hypothesized average case. We also compare the prob- 
lem of fixed points to Sikorski’s (1984) work on zeros of functions. 
Our lower bounds involve several large and unlikely looking constants. 
Most of these constants could be improved by tightening the geometric 
constructions or the analysis of the constructions. It is not our aim in 
these results to optimize the constants in the lower bounds; rather, we 
have tried to demonstrate the exponential character of the bounds in 
terms of n and p. 
Other authors have demonstrated lower bounds for problems related to 
fixed point computations. For example, Murty (1978) showed an expo- 
nential lower bound for Lemke’s algorithm applied to complementarity 
problems, and Todd (1982) showed an exponential lower bound for piece- 
wise-linear path-following algorithms applied to triangulations of affine 
linear problems. These authors have shown lower bounds for specific 
algorithms applied to specific classes of fixed point problems; accord- 
ingly, their lower bounds are related to ours but are not special cases. 
This work builds upon an extended abstract of two of the authors 
(Hirsch and Vavasis, 1987) presented at the IEEE Symposium on Foun- 
dations of Computer Science. The results below are more general than 
those of the extended abstract-in particular, we allow the Lipschitz 
constant to be a variable factor in the running time. In addition, the lower 
bound for the case IZ z 3, which appears in Section 5, is much stronger 
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than the bound presented at the symposium. Finally, all the proofs are 
filled in, and a matching upper bound for the n = 2 case is explained in 
Section 6. 
2. LIPSCHITZ CONDITIONS AND FUNCTION EVALUATIONS 
A continuous function En 9 En is called a Brouwer map. We only 
consider Brouwer maps that satisfy a Lipschitz condition with constant L, 
i.e., functions that satisfy 
If(x) - f(y)1 5 L/x - y( for all X, y E En. 
(Here and for the rest of the paper, the norm 1.1 denotes the max-norm.) 
We call such a function a Lipschitz-Brouwer map. If L < 1, then f(x) is 
said to be a contraction-this is a special class of Brouwer maps dis- 
cussed by Sikorski and Woiniakowski (1987) for which our lower bounds 
will not apply. 
Suppose thatf(x) has a Lipschitz constant L; then it is easy to show that 
the functionf(x) - x has a Lipschitz constant between L - 1 and L + 1. 
We will let A4 denote the Lipschitz constant off(x) - X. Our running-time 
bounds depend on the value of M and, therefore, indirectly on L. Our 
lower bounds and the upper bounds of Section 6 all suggest that M is a 
better measure than L of the condition of a Brouwer map. 
We will discuss algorithms to compute fixed points. The algorithms we 
permit are based on function evaluations. Such an algorithm takes f as 
input. It makes up a test point x0 E En and evaluatesf(xo). Based on x0 and 
f(xo) it computes a new test point x1 E En, evaluatesf(xi), and continues 
until a point xi is reached such that Jf(Xi) - xi( I 2-p. The parameters of 
the algorithm are (n, p, M)-we allow a different algorithm for every 
triple of parameter values. 
We permit the algorithm unlimited computational power in terms of 
operating on the real numbers xi and f(q); the limit on the computational 
power of the algorithm comes from the amount of information it has about 
f-it can perform function evaluations only. All of this can be cast into a 
more formal framework of information theory following Traub et al. 
(1983). 
The running time of this algorithm for a functionfis defined to be the 
value of i when the algorithm halts. The worst-case running time is the 
maximum such i over all Lipschitz-Brouwer maps. Clearly it depends on 
n, p, and M. 
The bisection algorithm in the case that n = 1 can be put into this 
framework; the worst-case running time for bisection is O(p + log M) 
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steps, because each function evaluation can cut the size of the interval 
that contains the fixed point in half. In addition, all common general fixed 
point algorithms can be put into this framework; each has a different 
method for choosing test points. 
3. GEOMETRIC CONSTRUCTIONS 
A convention that we adopt for this paper is that coordinates enclosed 
in parentheses (=) are the ordinary Cartesian coordinates for a vector, 
whereas coordinates enclosed in angle brackets (a) are some sort of locally 
defined polar coordinate system. 
As mentioned in the previous section, 1.1 denotes the max-norm on R”, 
i.e., 
We intend to make some geometric constructions based on this norm. 
In ordinary Euclidean distance, the function 19 I+ (cos 6, sin 0) parameter- 
izes the unit circle. We define 
unit: R--j, R2 
to parameterize the max-norm “unit circle” (a square centered at the 
origin), so that unit 0 = (1, 0), unit 0.5 = (1, I), unit 1 = (0, I), and 
continue counterclockwise until we get unit 4 = (1, 0), from which we 
repeat periodically (unit r3 = unit(8 - 4)). 
We can define max-norm polar coordinates (r, 0) for a point z E R2 
using this function. We write z = (Y, 6) if z = r * unit(e). Usually we want a 
generalization of this scheme. In the generalization, z = (r, 0) iff z = r * 
unit(o8 + &) + zo, where zo E R2, 80 is an integer, and (T = 2 1. The 
numbers to, 00, o set up a coordinate system centered at zo with “base 
angle” e. (always an integer, so the base direction is always aligned with a 
Cartesian coordinate axis), and u is the orientation of the parameteriza- 
tion. 
The constructions of the last few paragraphs have a number of proper- 
ties that are now stated as “geometric facts.” The proofs of these facts 
are exercises and hence are omitted. 
GEOMETRIC FACT 1. For all 8, 4, (unit 8 - unit $1 5 2le - f$). 
GEOMETRICFACT 2. zfe, (b E [0, 11, then (unit 8 - unit $1 1 le - 41. 
GEOMETRIC FACT 3. Let (r, 0) and (s, 4) be two points in R2 in a 
generalizedpolar coordinate system. Assume r 5 s. Then I(s, 4) - (r, c#J)~ 
5 I+-, 0) - 6, 4% 
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GEOMETRIC FACT 4. Let (r, 0) and (s, 4) be two points in R2 in a 
generalized polar coordinate system. Then /(r, 0) - (r, +)I % 2j(r, 0) 
- ($7 &I. 
These next two facts concern the effect of making an interpolation. 
Assume that vector w is an interpolation of two vectors u and v, that is, it 
satisfies w = (1 - h)u + Au for some A E [0, I]. 
GEOMETRIC FACT 5. Suppose that u and v achieve their maximum 
absolute coordinate values ju( and Jv( at the same coordinate position i 
and with the same sign. Then Iw( 2 min(juj, Iv]). 
Let u = (ul, . . . , u,) and v = (ur, . . . , v,) be two vectors in R”. We 
say that u and v are in the same orthant if uivi z 0 for all i. Note that the 
all-zero vector is in the same orthant with every other vector by this 
definition. We say that u and v are complementary if uiui = 0 for all i. 
Complementary vectors are always in the same orthant. 
GEOMETRIC FACT 6. Suppose that u and v are in the same orthant, 
and w is an interpolation ofu and v. Then jwj 2 min(juj, jvj)/2. 
Many of our constructions rely on interpolation in order to define func- 
tions. Suppose ((t, x)) is some sort of general coordinate system, where 
t E R and x E R”-’ make up the vector of coordinates. Let A be a region 
of R”-I. Suppose that we have already defined a function G on two sets 
of points 
AI = {((t,, 4): x E Al 
and 
A2 = {((h, 4): x E Al 
for fixed tl, t2 E R with tl < t2. Then we can define G on the whole region 
B = {((t, -4): t E Iti, hl, x E 4 
using the formula 
GO, x) = f+ G(t2, x) + E G(t,, x). 
2 I 2 1 
This extension of G from A1 U A2 to all of B will be called interpolating 
with respect to coordinate t. Note that if the intersection of A, and A2 is 
nonempty, then we implicitly assume that the initial definitions match up 
on the intersection. 
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Suppose that GjAI (the restriction of G to A,) has Lipschitz constant L1, 
and suppose G(A2 satisfies the same Lipschitz condition. It would be 
convenient if we knew that the extension of G also satisfied a Lipschitz 
condition. A general theorem in this case is not possible unless we know 
more about the coordinate system. Accordingly, we will now consider 
two specific sorts of interpolation that will be useful in Sections 4 and 5. 
Cartesian Interpolation. Here, the coordinate system on R” is the ordi- 
nary Cartesian coordinate system (t, x2, . . . , x,). We assume that A is a 
rectangle in R”-’ (that is, a Cartesian product of IZ - 1 closed intervals). 
Then if G is already defined on A, = {tl} x A and A2 = {tz} X A, we can 
extend it to all of [t,, t21 x A via interpolation on coordinate t. 
LIPSCHITZ CONDITION FOR CARTESIAN INTERPOLATIONS. Suppose 
GjAl and GIA2 both satisfy Lipschitz conditions with constant L,. Sup- 
pose also that IG(t, x)1 ’ b 1s ounded by C on Al U AZ. Then the extension of 
G has a Lipschitz constant of L1 + 2Cl(tI - tl). 
Proof. 
IG(t, x) - G(t’, x’)l 5 (G(t, x) - G(t, x’)l + (G(t, x’) - G(t’, x’)l. 
We bound the two terms on the right separately: 
IW, 4 - G(t, x’)l = 12 (G(t2, x) - G(t2, x’)) 
+ cz (G(tl, x) - G(t,, x’))l 
12 - fl 
< s Ll(t, xl - (1’7 x’)l - 
+ fi Lllk x) - (t’, x’)l 
52 L&t, x) - (t’, x’)I, 
jG(t, x’) - G(t’, x’)j = c G(t2, x7 + s G(tl, x’) 
2 1 
s LGh ~‘11 + lG(f2, ~‘11 . ,t _ t,, 
t2 - t1 
5 (2C/(t2 - t,)) * ((t, x) - (t’, x’)[. n 
Angular Znterpolation. Starting with a point whose Cartesian coordi- 
nates are (x1, x2, . . . , x,J we can reparameterize the (x1, x2) plane via 
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max-norm polar coordinates around the point (0, 0). In these coordinates, 
the point (r, 8, x3, . . . , x,) is the same as the point (x1, x2, x3, . . . , x,) 
in Cartesian coordinates if and only if r * unit(o) = (x1, x2). We will 
abbreviate (r, 0, x3, . . . , x,) by writing (r, 8, 2). In these new coordi- 
nates, the unit cube is given by 
B = {(r, 8, 2): r E [0, I], 8 E [O, 11, 4 E [O, 1]“-2}. 
Two adjacent faces of this cube (the faces specified in Cartesian coordi- 
nates by {XZ = 0) and {x1 = 0)) are given by 
AI = {(r, 0, a): r E [0, 11, f E [O, 11ne2} 
AZ = {(r, 1, 2): r E [0, I], f E [O, 1]n-2}. 
Suppose that a function G is defined on A, U A2. We can extend G to all of 
B via interpolation on coordinate 8. 
LIPSCHITZ CONDITION FOR ANGULAR INTERPOLATION. ZfG(A, and 
G/A2 each satisfy a Lipschitz condition with Lipschitz constant L,, then G 
extended to B has a Lipschitz constant of 5L1. 
Proof. Like the previous proof, this will be a series of computations. 
We are given two points X = (r, 8, R) and Y = (s, r#~, 9) lying in B (so that 
8, 4 E [0, 11). Without loss of generality, r i s. Define T = (r, 4, a); 
then 
[G(X) - G(Y)/ 5 (G(X) - G(T)/ + (G(T) - G(Y)/. 
We bound the two terms on the right above separately using some of the 
geometric facts: 
b3-0 - G(T)/ = I(0 - 9) * (G((r, 0, 2)) - G((r, 1, a)))( 
= ((0 - 4) * (W, 0, 8 - G(O, r, @)I 
5 [O - I#JI . [(G(r, 0, 2) - G(0, 0, a)( 
+ (W4 0, 3 - G(O, r, 2)Il 
5 (8 - ~$1 . [rL1 + rLl] 
5 2Llr * 10 - $1 
5 2Lf * Iunit 19 - unit +J 
5 2~51 * I+-, 0) - (r, #+I 
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Now we can proceed with the second term: 
IW’) - GWI = I(1 - 4)(G(r, 0, 4 - G(s, 0, 9)) 
+ 44G(O, r, 4 - '30, s, j))l 
5 (1 - $J)L, . Ix - YI + $I,, . Ix - Y[ 
5 L, * (x - Y(. 
Combining the two bounds gives the result. H 
4. THE CASE THAT II = 2 
We mentioned in Section 2 that in the case off: E’ -+ El, the approxi- 
mate fixed point can be determined in O(p + log M) steps by bisection. Is 
there an algorithm as efficient as bisection for the case off: E2 --, E2? The 
following theorem answers this negatively: 
THEOREM 1. Any algorithm to find approximate fixed points accurate 
to 2-P in the case n = 2 has a worst-case running time of at least 
(2P - 2.2)M _ 7 
88 
steps. 
Proof. The plan for the proof is as follows. We define combinatorial 
objects called “staircases.” A staircase will determine a Lipschitz- 
Brouwer map f: E2 + E2. Finding the last subsquare of the staircase is 
equivalent to finding the fixed point of the functionf. Then we prove that 
finding the last subsquare of a staircase with “staircase evaluations” can 
take exponentially many steps. 
Let 6 = 1.1 * 2-p. We choose a positive integer K on the order of 2pM; 
we postpone the exact formula for K until after Lemma 3 when the for- 
mula can be motivated. 
Let h = l/K. Subdivide E2 into K2 subsquares, each one h x h in size. 
Number the subsquares with ordered pairs (s, t), s, t = 0, . . . , K - 1, 
so that (s, t) is the index of the subsquare whose lower left corner is at 
(sh, th). 
The first coordinate is the column index and the second is the row 
index. Two subsquares are said to be adjacent if they have a common 
edge. 
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Now we divide the subsquares into two classes. Let 
A subsquare (s, r) is said to be in the picture if B I s < K - B and 
B I t < K - B, otherwise (s, t) is said to be in theframe. Thus, the frame 
is the set of subsquares within B of the boundary, and the picture is the set 
of (K - 2B) X (K - 28) central subsquares. 
A rightward track is a sequence of adjacent subsquares in the picture 
with increasing first coordinates, and an upward truck is a sequence of 
adjacent subsquares in the picture with increasing second coordinates. 
The home square is the lower left corner of the picture, that is, square 
(B, B). Define a staircase to be a sequence of adjacent subsquares starting 
at the home square composed of alternate rightward and upward tracks. 
The staircase can end in any subsquare in the picture. Note that a stair- 
case never enters the frame. 
An example of a staircase is given in Fig. 1. In this example, K = 10 and 
B = 2. The staircase is shaded, and the frame is hashed in. An explanation 
of the numbered subsquares is given below. 
FIG. 1. A staircase with K = 10 and B = 2. Uses of Templates 1-6 and 8-11 are 
indicated. 
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Given a staircase F, we define a function f: E2 --) E2 based on the 
staircase. All the properties that we want f to have are stated below in 
Lemmas 4 and 5. 
The functionfoutside the staircase will look something like a contrac- 
tion toward the home square. In the home square, the vector field will 
sweep everything along the staircase. The fixed point of the staircase will 
be in its last subsquare. 
The functionfis constructed according to fixed templates. Seven tem- 
plates are needed for the subsquares inside the picture, six of which are 
identified in Fig. 1. For example, Template 1 is for a subsquare through 
which the staircase does not pass, and Template 2 is for a subsquare in 
which the staircase passes straight through going upward. 
Figures 2 to 4 give diagrams of all 11 templates. The interpretation of 
these templates is as follows. At every point z outside the last subsquare 
of the staircase we define 
f(z) = z + 6 unit(O), 
+ : : + I : : i
-1 
Template 2 
-1 1 3 3 
Template 4 
FIG. 2. Templates l-4. 
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-  
::: 
::: 
444 
(44 
444 
444 
444 
4+4 
844 
!!f 
Template 5 
Template 7 
444 ::: 
444 
444 ::: I 444 444 444 444 ::: 444 444 
-1 
44 :: :: 
44 :: 
44 
I :: :: :: 44 44 44 44 
3 
1 1 
Template 8 
FIG. 3. Templates 5-8. 
where 8 is some angle determined by the template, and 6 is as above. Note 
that (assuming that this construction can be done) this formula immedi- 
ately shows that If(z) - zj > 2-P everywhere outside the last square of the 
staircase by definition of 6 and the unit(*) function. 
Therefore, each template specifies the “angle” of the unit function over 
one subsquare. The templates in Figs. 2-4 are to be interpreted as fol- 
lows. The boldface numbers on the boundaries give the actual arguments 
0 to the unit function at specified points, and the rest of the points are 
filled in via interpolation as explained below. Thus, these numbers actu- 
ally specify f(z). The arrows inside the boxes have been included for 
illustration purposes to show the vector unit(B) for the value of 0 at the 
relevant point of the template. 
Properly scaled, the arrows in the templates may be interpreted asf(z) 
in a subsquare based on that template: the tail of an arrow in this diagram 
is at z and the head atf(z). 
Template 1 is for a subsquare through which the staircase does not 
pass. Observe that 8 = -1 throughout this square. 
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i 1 1 1 1 1 1 
Template 9 Template 10 
1 
ii 
:: 
:: 
tt 
L 
:: 
:: 
:: 
:: 
i i 
%-x-t 
ii::: 
ii::: 
ii::: 
ii::: 
ttttt 
::::: 
ii::: 
ii::: tttti 
it::: ..a., 
E-i-i-i ttttt 
it::: 
::::: ttttt ttttt 
ii::: ttttt 
::::: 
-3-t-E 
::::: 
::::: ttttt ttttt 
ii::: ttttt 
::::: 
ii::: ttttt 
::::: 
::::: - 
1 
ii 
:: 
i i 
1 
:: 
:: 
:: 
tt 
:: 
:: 
1 1 
Template 11 
FIG. 4. Templates 9-l 1. 
Templates 2 and 3 are for subsquares through which the staircase 
passes straight through, upward and rightward, respectively. Given the 
values of the unit functions at the points specified in the diagrams, we fill 
in the rest of the angles via Cartesian interpolation. First we interpolate 
on coordinate xi to fill in the top and bottom edges of Template 2, then we 
interpolate the interior according to coordinate x2. An analogous pattern 
is used for Template 3. 
Templates 4 and 5 are for subsquares in which the staircase makes a 
bend. In each of these templates we initially fill in the values of 8 on two 
perpendicular sides of the subsquare via Cartesian interpolation. Then we 
fill in the function 8 for the interior of the subsquare via angular interpola- 
tion. The polar origin for the angular interpolation would be the lower 
right-hand corner of Template 4 and the upper left-hand corner of Tem- 
plate 5. 
Templates 6 and 7 are for the final subsquares of the staircase. Since 
f(z) does not have the form z + 6 unit 8 in these subsquares, we do not 
specify f(z) in the same way as the previous templates. Instead, we spec- 
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ify the angle 8 on two of the boundaries, and then compute unit(0) on 
these boundaries. Then we interpolate the vector unit(e) across the tem- 
plate, rather than interpolating the scalar angle 8. This interpolation yields 
a vector-valued function g(z). Finally, we definef(z) = z + 6g(z). In these 
templates f(z) has a fixed point. 
This completes the construction off(z) inside the picture. Templates 8 
to 11 are for the frame. For all the subsquares (s, t) in the frame that 
satisfy t z B we reuse Template 1, that is,f(z) - z is a multiple of unit(- 1) 
in this region. 
Row B - 1 of the frame is specified by Templates 8,9, and 10. Template 
8 is for subsquares (s, B - 1) with s < B, Template 9 is for subsquare 
(B, B - l), and Template 10 is for subsquares (s, B - 1) with s > B. 
Finally, rows 0 to B - 2 of the frame are specified by Template 11. Note 
that the templates chosen for the frame depend on 6 and h but not on the 
staircase. 
In Fig. 5 we have illustrated a Brouwer function based on the templates 
with K = 6, B = 1. The tails of the arrows are at z and the heads are atf(z). 
Note the unique fixed point of the function in subsquare (4, 3). 
Now we must prove a few lemmas about this construction. 
LEMMA 1. For all z outside the last square of the staircase, ) f(z) - z/ 
= 1.1 . 2-p. 
FIG. 5. An example of the two-dimensional construction. 
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Proof. This follows immediately from the construction. n 
LEMMA 2. The function f(z) defined above is continuous. 
Proof. This is a matter of verifying that all the templates that could 
abut on each other agree on their boundaries. An important fact to use is 
that unit 13 = unit(8 + 4). We shall verify here that Template 4 agrees with 
the other templates on its boundaries; the (numerous) other cases are 
similar. 
Below Template 4 by definition of the staircase we could have one of: 
Template 2, Template 5, or Template 9. But we check that the map on the 
tops of these three templates is given by the same interpolation rule as 
that at the bottom of Template 4. Similarly, to the right of Template 4 
could be one of Template 3, Template 5, or Template 7; again, these are 
all specified by the same interpolation pattern on their left side as Tem- 
plate 4 has on its right side. 
Finally, the interpolation formula for Template 4 specifies that it has a 
constant unit( - 1) along its left and top edge; this agrees with Template 1, 
which is the only thing that could occur in the subsquares to the left or top 
of Template 4. n 
LEMMA 3. The function f(z) - z is Lipschitz-continuous with constant 
806/h. 
Proof. Lemma 2 implies that we only need to show Lipschitz-continu- 
ity within each of the 11 templates. 
For a subsquare specified by a template other than Templates 6 and 7, 
let z1 and z2 be two points in the subsquare. Then there are two angles 8, 
and 02 specified by the templates at these two points, and 
I(f(zJ - zr) - (f(z2) - ~2)) 5 16 unit 81 - 6 unit 021 
5 6 . Iunit 8, - unit e21 
5 26 a (el - e21. 
This last inequality follows from Geometric Fact 1. Thus, the problem 
reduces to showing a Lipschitz bound for each of the interpolations speci- 
fied by the nine templates. 
We shall demonstrate the Lipschitz bounds for Template 4 as an exam- 
ple; the other cases are similar. For Template 4, we first calculate that the 
Lipschitz bound on 8 for the bottom edge is g/h-this can be calculated 
directly by taking a derivative. The same holds for the side edge. Now we 
apply the Lipschitz bound for angular interpolation of Section 3 to come 
up with a bound of 40/h for all of Template 4. For some of the templates 
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we would instead apply the Lipschitz bound for Cartesian interpolation, 
but none would have a Lipschitz bound exceeding 40/h. Thus, plugging 
into the previous inequality proves the lemma for these cases. 
The cases not covered so far are Templates 6 and 7. We will take 
Template 6 as an example. We now know thatf(z) - z satisfies a Lipschitz 
bound of 166/h on the bottom edge and a Lipschitz bound of 0 on the top 
edge. Hence when we interpolate and apply the Lipschitz bound for Car- 
tesian interpolation, we conclude thatf(z) - z satisfies a Lipschitz bound 
of 166/h + 26/h, so again the lemma is satisfied. n 
Sincef(z) - z is supposed to have a Lipschitz bound of M, we should 
choose K so that 806/h 5 M. Recall that h = l/K and 6 = 1.1 9 2-p, so we 
want 8OK( 1.1)2-p 5 M. Solving this for the largest integer value of K gives 
LEMMA 4. With the previous choice of K, for any staircase F, the 
function f(z) has the following properties: 
(a) f(z) is continuous, and f(z) - z has a Lipschitz constant M. 
(b) The image off(z) is contained in E2. 
(cl If(z) - ZI > 2- p everywhere except on the last subsquare of the 
staircase. 
Proof. We have already finished proving (a) and (c), so all that re- 
mains is (b). Observe that (b) is certainly true if z, is in the picture, because 
the magnitude of f(z) - z is bounded by 6 inside the picture, and every 
point in the picture is at least 6 from a boundary of E2 by choice of B. 
Thus, all that is left is (b) for the frame subsquares. 
If (s, t) is a frame subsquare with t 2 B then f (z) is defined by Template 
1 (which amounts to f(z) = z - (0, a)), so it is clear that for this template 
f(z) falls inside E2. The same argument holds for frame subsquares with 
t < B - 1, which are determined by Template 11. 
For t = B - 1, again there can be no problem with leaving E2 through 
the bottom boundary with Template 8, 9, or 10 because of the relation 
between B and 6. 
Finally, Templates 8 and 11 cannot cause us to leave E2 on the left 
boundary because f(z) - z has no component in the leftward direction in 
these templates. The same holds for Template 10 and the right bound- 
ary. n 
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Note that we have not established the existence of a fixed point in the 
final subsquare of the staircase. We know that this fixed point exists, 
however, because Brouwer’s theorem holds true forf(z), and Lemma 4 
rules out any other location for the fixed point. 
LEMMA 5. Fix values of p and M (and hence K). Let F, F’ be two 
staircases andf, f ‘: E2 -+ E2 the two functions that we construct based on 
these staircases. If F and F’ both fail to go through subsquare (s, t), then 
f= f' on subsquare (s, t). lf F and F’ both contain (SO, to), (s, t), (SI, tl) as 
a consecutive subsequence, then f = f' on subsquare (s, t). 
Proof. This follows from our construction, since the definition of the 
displacement f(z) - z depends on fixed templates; the scale of the tem- 
plates depends only on p and M, and the choice of templates depends only 
on the local behavior of the staircase in each subsquare. n 
At this point we can abandon all the geometric details of the construc- 
tion off and proceed based on Lemmas 4 and 5. 
We want to show that with the appropriate choice of staircases, we can 
always “fool” the algorithm until it has made an exponential number of 
function evaluations. It is clear from Lemmas 4 and 5 that the plan will be 
to try to hide the last square of the suitcase. 
With p and M fixed, we consider a particular algorithm to find a 
Brouwer fixed point. The algorithm adaptively generates a series of test 
points. Each test point lies in a subsquare. Since we are trying to make a 
Brouwer function for which the approximate fixed points are hidden, we 
want to put off for as long as possible a test point that hits the last 
subsquare of the staircase. 
All that the algorithm can know about f is its value at a test point, so 
Lemma 5 tells us that the algorithm cannot distinguish between two func- 
tions if the staircase has the same local behavior at the subsquares con- 
taining those test points. In other words, the algorithm’s next test point 
can only depend on the p, M, and the particular templates that it has seen 
in the subsquares probed so far. 
When the algorithm makes a test point in a subsquare, we assume that it 
knows the entire template for this subsquare-the main point is that it 
does not get information about any other subsquare other than what can 
be deduced from the ground rules of our construction. 
Accordingly, it is useful to view the algorithm as sampling subsquares 
and templates rather than sampling individual test points. There is no loss 
of generality in this viewpoint. If we are able to demonstrate a lower 
bound for an algorithm that samples entire subsquares, then the same 
lower bound certainly applies to an algorithm that is limited to testing 
individual points. 
Note that there is no advantage for the algorithm to make a test point on 
the boundary between two templates. For example, suppose that its test 
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point was on the vertical boundary line between subsquare (2,2) and (3,2) 
of Fig. 5. From the information on this boundary, the algorithm could 
deduce that the template in (2, 2) was Template 3 or 4, and that the 
template in (3, 2) was Template 3, 5, or 7. On the other hand, if it had 
made a test point interior to (3, 2), then it would know for sure that the 
template used in (3,2) was Template 5, and it would still know by continu- 
ity that the template used in (2, 2) was either Template 3 or 4. The 
algorithm gets more information from looking at the interior of (3, 2) than 
on its boundary- this is true in all cases. Thus, we can assume that each 
test point lies in a unique subsquare. 
We claim that any algorithm for finding the last subsquare of the stair- 
case-equivalent to finding an approximate fixed point of f(z)-under 
these conditions must take K - 2B - 2 steps in the worst case (recall that 
the picture portion of E2 contained (K - 2B) x (K - 2B) subsquares). 
The proof is by an adversary argument. We try to construct the stair- 
case piece by piece; the adversary is the algorithm to find the last sub- 
square. We proceed in buildingf(z) by committing ourselves to more and 
more templates as the algorithm generates test points in various sub- 
squares. 
We construct a sequence Fo, FI, . . . , F,,, of partial staircases to fool 
the algorithm such that Fi C Fi+, for all i. Each Fi is a sequence of tracks 
alternating right and up. Fi is constructed from F;-l either by setting Fi = 
Fi-1 or by the addition of one more track. The sequence of Fi'S is chosen 
to force the algorithm to make many evaluations. Each Fi stops in a row 
or column and tentatively begins a new track Ti. Ti is the track from the 
last square of Fi running either up or right to the boundary of the picture. 
Figure 6 shows an example of Fi and Ti; Ti is shaded more lightly, and is 
rightward in this example. 
We maintain the invariant that no test points have been made in Ti, so 
that any of the subsquares in Ti is a possible choice for the last subsquare 
for the staircase as far as the algorithm can tell. Initially, F. is the home 
square, and TO is the bottom row of the picture. 
There are three cases for a test point, which are illustrated in Fig. 6. 
The algorithm may make a probe into a point like (s, t) that is not in Ti but 
in the region where the staircase might eventually pass. In this case, we 
report to the algorithm that the staircase does not pass through that sub- 
square. In other words,f(z) is now defined according to Template 1 in that 
subsquare, and we report the value off at the test point according to 
Template 1. We mark column s and row t as forbidden from now on. We 
set Fi+, = Fiy Ti+l = Tie 
For points like (s’, t’) in the region where the staircase has already 
finished (i.e., test points in columns up to u or rows up to u but not 
including the points in TJ, we provide function values based on informa- 
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i 
FIG. 6. Example of F,, T,, and three possible test points. 
tion already known about the staircase, and again we set Fi+, = F;. Ti+ 1 = 
Ti. We do the same for a test point in the frame. 
Finally, if the algorithm makes a probe in Ti itself, say at (s”, r”) in Fig. 
6, then we need to extend Fi in order to maintain the invariant. Let (u, u) 
denote the last subsquare of Fi. Either Ti points to the right (as in Fig. 6) or 
it points up. In the case that Ti is a rightward track we let u’ > u be the first 
column after u that has not been probed by the algorithm yet, i.e., the first 
column that was not “forbidden” above. Then we let Fi+r be Fi united 
with the track from (u, u) to (u’, u), and we let Ti+, be the vertical track out 
of (u’, u). This fixes the templates for all the subsquares in row u (includ- 
ing the template for (u’, u&-it will be Template 5). If Ti had been an 
upward track, then Ti+l would have been horizontal. 
This construction has the following property: if we tell the algorithm for 
some test point that the staircase does not pass through a subsquare, then 
there is no way for a future decision in our construction to cause the 
staircase to go through that subsquare. This is because of our rules con- 
cerning “forbidden” rows and columns. 
We want to show that the construction of Fi can run for a large number 
of values of i before hitting the boundary of the picture. But this is clear: 
our construction cannot reach rowj + B until the algorithm has made at 
leastj probes, because we never pass over a row or leave the current row 
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until the algorithm has made a probe in that row. A similar argument holds 
for the columns. This leads to: 
LEMMA 6. Any algorithm to find the last subsquare of a staircase 
must take at least K - 2B - 2 steps in the worst case. 
Proof. The above construction of Fi shows that we can keep going 
with fooling the algorithm for K - 2B - 1 steps, because we start in row B 
and can continue until we hit row K - B - 1. During the step before row 
K - B - 1 is reached, the algorithm still does not know in which sub- 
square the staircase ends. n 
Now we can conclude the proof of Theorem 1. We have shown that it 
can take K - 2B - 2 steps to find the approximate fixed point. Thus, the 
proof of the theorem boils down to a calculation involving the definitions 
of K and B. First we compute 
M 
lgOf2. 
Hence, 
2 (2P - 2.2)M _ 7 
88 ’ 
m 
5. THE MULTI-DIMENSIONAL CASE 
We now turn to the exponential dependence on n. This is the content of 
the following theorem: 
THEOREM 2. For n z 3, any algorithm to find an approximate fired 
point of a Lipschitz-Brouwer map f: E” 4 En accurate to 2-p must 
have worst-case running time of at least (c * (2p - 10)MY2 steps, 
where c h 10P5. 
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Proof. The proof here will be similar to the proof of Theorem 1. We 
subdivide the n-cube into blocks and run a “tube” through the blocks. 
The main additional difficulty is that it is not possible to specify the maps 
via diagrams, so we rely on formulas. 
Let 6 = 5 . 2-p. Next, fix a number K of order 2PM. Again we postpone 
the exact formula for K until after Lemma 9 when it may be motivated. 
Set h = l/K. Subdivide the cube into P-l blocks by cutting every 
dimension of the cube except the first into K equal segments. Thus, a 
block is an n-dimensional rectangle, all of whose dimensions have length 
h except the first dimension, which is 1. Index a block by an (n - 1)-tuple 
(b, 13, . . . ,I,),whereO~&<Kforalli=2,. . . ,n.Letthestandard 
basis for R” be the vectors (4 i , . . . , t,J. We let the direction “up” refer 
to increasing the xl coordinate. 
Let 
B = 16/hl. 
We define the picture to be the blocks (11, /3, . . . , 1,) that satisfy B 5 
li<K-BfOralli=2,. . . , 12. The frame is the set of blocks not in the 
picture. 
Next, define the slice to be the region of the cube given by (6 5 xi 5 
6 + h}. Note that the intersection of any block with the slice is exactly an 
hxhx... x h subcube. Despite its relatively small size, all the interest- 
ing action takes place in the slice. Finally, define the home subcube to be 
the portion of the (B, B, . . . , B) block that is in the slice. 
Roughly speaking, we definef(x) to sweep into the home subcube. The 
home subcube is the beginning of a tube that goes from block to block, 
always within the slice. 
A tube is a sequence of adjacent blocks of the picture starting with the 
home block and never visiting a block twice. Outside the slice, f(x) is 
independent of the tube. In all cases./(x) is defined by f(x) = x + 6&x), 
where g(x) will be described in the upcoming paragraphs. 
We remark that the upcoming construction involves many geometric 
details. The important facts about the construction are summarized by 
Lemma 10 and 11. Accordingly, the reader interested in the combinatorial 
analysis of the tubes rather than the geometric construction can skim the 
paragraphs leading up to those two lemmas. 
Our method to specify g(x) consists of setting up coordinate systems, 
then defining g(x) at certain points. At points in between, we interpolate 
according to one of the newly defined coordinates. 
First, we construct g(x) on the top face A of En (the face A = 
{x: xl = 1)) in the following manner. Define the coordinate system x = 
(Y, P) in En around the point zo = (1, (B + i)h, . . . , (B + Qh), where 
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r is the max-norm distance from x to ZO, and P is a unit-norm vector 
pointing in the direction of x - .zo. (Note that zo lies straight above the 
center of the home subcube.) Now define g(x) on A as follows: 
g((r, P)) = -(l for r = 0, 
-P for r 2 h/8. 
(1) 
Finally, for 0 < r < h/8 we interpolate these two formulas according to the 
coordinate r. We call this “radial” interpolation. 
Here is a geometric interpretation of this formula: if x E A and Jx - ZO/ 
2 h/8 then x + Sg(x) is the point on A that is S closer to ZO. If x E A and 
(x - zo( I h/8 then x + Sg(x) is a point that moves closer to zo but 
downward, out of plane A. Finally, at zo itself zo + Sg(z0) is directly below 
zo. 
Next define a similar coordinate system around zI = (6 + h, 
(B + $)h, . . . , (B + t)h), so that r is the distance from x to z1 and P is the 
unit-norm vector in the direction x - zl. Note that zl is the center of the 
top face of the home subcube. Define g(x) on the plane {x1 = S + h} as 
follows: 
-51 for r = 0, 
g((r, P)) = -P for r = h/8, (2) 
tl for r z h/4. 
We interpolate according to r (separately) for the regions 0 < r < h/8 and 
h/8 < r < h/4. 
Note that the above formula implies that g(x) = [I for all x on the top 
face of the slice except for the portion above the home subcube. 
Now we have defined g(x) on the two parallel planes {x1 = S + h} and 
{x1 = l}. We extend g(z) to all points above the slice by Cartesian interpo- 
lation according to coordinate x1. 
Except for the home block, a tube will always enter and leave a subcube 
in the slice through a face of the subcube that is parallel to the xi axis. In a 
block that the tube does not enter, we define 
g(x) = is. (3) 
We explain now how to define g(x) on the face of a block where the tube 
enters. Suppose the block is numbered (&, . . . , 1,) and the tube enters 
the face specified by xi = (li - 1)h for some 2 5 i 5 n. Let z. be the center 
of this face, i.e., 
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~0 = (6 + h/2, (l2 + $)h, (13 + B)h, . . . , (l;-1 + B)h, (Ii - l)h, 
(fi+, + Wz, . . . , 6, + WG. 
Define coordinates on R” by x = (r, P), where r is the distance from x to 
zo, and P is the unit-norm vector pointing in the direction of x - ZO. Set 5i for r = 0, 
-’ iA+, P>) = 
for r = h/8, 
-5i for r = h/4, 
51 for r = h/2. 
(4) 
This equation applies only to the portion of the face within the slice, 
i.e., 0 5 r s h/2. Again, we interpolate radially on the three unspecified 
open intervals for r: (0, h/8), (h/8, h/4), and (h/4, h/2). A subcube face 
defined by (4) in the three-dimensional case is illustrated in Fig. 7. In this 
figure 51 points to the top of the page, 52 points to the right side of the 
page, and & points perpendicularly into the page. The bases of the nails in 
this picture are at x and the heads are at f(x). 
TTTTTTTTTTTTTTTTTTTTT 
FIG. 7. A face defined by (4) for n = 3. 
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If the tube enters the block from the opposite face xi = lib, then we 
define g(x) as follows. Let z. be the center of that face, define (r, P) 
accordingly, and set 
-6i for r = 0, 
-p g((r, P)) = 
for r = h/8, 
5i for r = h/4, 
(5) 
Is1 for r = h/2. 
On the final block of the tube, we define 
A-4 = 51 
on the face opposite the face where it enters. 
Now we have defined g(x) on two faces of every block through which 
the tube passes-the face where it enters and the face where it leaves. 
(Note that the face where the tube enters the home block is the top face as 
defined by (2).) Accordingly, we only have to define it on the interior of 
subcubes through which it passes. If it has been defined on two opposite 
faces of the subcube, then we do Cartesian interpolation to fill in the 
interior. 
If we have defined it on two adjacent faces of a block, say for example, 
on the faces xi = X and xj = Y, where i < j, then we fill in the interior with 
angular interpolation. Specifically, we define for a point x = (x1, . . . , x,) 
new coordinates 
z = ((P, 8, -3) 
on R”. Here p is the max-norm distance between (xi, xj) and (X, Y), 8 is 
the “angle” of (xi, xj) in this plane, and i is the vector of the remaining 
n - 2 rectangular coordinates. The base angle and orientation of the 
coordinate system are chosen so that the half-plane p 2 0, 19 = 0 includes 
one face and the half-plane p 2 0, 0 = 1 includes the other. Then we 
interpolate according to coordinate 19. For completeness we rewrite the 
formula: 
g((bt 0, a)) = (1 - @A((& 09 -f))> + fM((P, 1, 2))). (6) 
This finishes the construction for the slice; we also need the construction 
for the portion of the cube below the slice. In the region xl 5 6 we define 
&T(x) = 51. (7) 
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Once again we prove a series of lemmas about this construction. 
LEMMA 7. For all x E En, [g(x)\ 5 1. For all x E En outside the last 
block of the tube, jg(x)I L t. 
Proof. The first part of the lemma is clear, because g(x) is defined to 
be either a vector of norm 1, an interpolation of two such vectors, or an 
interpolation of two interpolations. For the second part, we need to look 
at all the parts of the cube separately. On the top face {x1 = 1) we have 
defined g(x) to be an interpolation of P and 41. Since P lies in the plane 
{xl = 0) in the coordinates defined by (l), then P and 51 are complemen- 
tary in the sense of Section 3. Interpolating between P and 4, yields a 
vector of length at least 4 by Geometric Fact 6. Thus, Jg(x)l L t on this 
face. A similar calculation holds for the plane {xi = 6 + h} (Eq. (2)). 
For the other points above the slice g(x) is defined as another inter- 
polation, so we need to examine what happens when we interpolate 
between (1) and (2). Note that if (v, P) denotes the coordinates of the 
point (1, x2, . . . , x,) in (l), then (r, P) in (2) denotes the point (6 + h, 
x2, . * . , x,). This is because zo of (1) is directly above zI of (2). Thus, 
when we determine a value g(xr, . . . , x,) with x1 E (6 + h, 1) via 
interpolation on (1) and (2), the particular values of r, P in the two equa- 
tions will be the same. 
For such points where r 5 h/S in the two planes, the two values of g(x) 
agree so Geometric Fact 5 applies. For points where r 2 h/4, P and 5, 
are complementary, so Geometry Fact 6 applies. Finally, in the region 
h/8 % r 5 h/4, (1) and (2) are in the same orthant, so again, Geometric 
Fact 6 applies. 
Since we have already shown that /g(x)] Z$ in (1) and (2), the preceding 
paragraphs allow us to conclude that jg(x)j 2 4 for all points above the 
slice. 
In the slice itself, in a subcube through which the tube does not pass, 
g(x) is defined by (3), so the lemma is true. On a face where it does pass, 
g(x) is defined by (4) or (9, and once again Geometric Fact 6 tells us that 
(g(x)\ 2 1 on these.faces because ti and P are complementary, as are ti and 
5 I. On a block where g(x) is defined on two opposite faces, one can check 
that g(x) is the same on the two faces. This is because faces will have the 
same value for subscript i in (4) or (5) as it enters and leaves, so the lemma 
holds in this case. 
We are left only with the most complicated case, namely, the angular 
interpolation to fill in the interior of a subcube specified by (6). Again, we 
will use Geometric Facts 5 and 6, because we have already shown that 
g(((p, 0, 2))) and g(((p, 1, a>>) have norm 24 on face (2), (4), or (5). There 
are five cases concerning which formula describes the tube’s entrance and 
departure. 
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We treat only case (5) on both faces. The other cases can be reduced to 
this case, because (2) is the special case of (5) when i = 1, and (4) is 
equivalent to (5) with the whole space (domain and image) reflected 
around the plane xi = Ii - +. 
In the case of both faces defined by (5) we know that the tube enters 
the block (12, . . . , In) via the face xi = lib and departs via Xj = (4 + 1)h. 
Then in the coordinate system of (6) (X, Y) = (l;h, (4 + l)h), and 13 = 0 is 
the ray directed toward increasing xi values, and 19 = 1 is the ray directed 
toward decreasing xj values. Let (r, P)i denote the coordinates in (5) with 
respect to the face xi = lib, and let (r, P)j denote the coordinates with 
respect to face xj = (4 + 1)h. Then a calculation shows that if 
and 
P = (Sly . . e 3 Sf-1, Si, Si+l, . s . 9 Sj-1, 0, Sj+l, . . s 3 S,) 
then 
where 
" = ts13 * * .  7 si-l, O9 Si+l3 .  .  .  9 Lyj-lt -Sit Sj+l, .  .  .  ,  S , , ) .  
Thus, we are interpolating between g((r, P)j) and g((r, P’),), both de- 
fined by formula (5), and we must show one of Geometric Facts 5 and 6 
holds. 
For h/4 I Y I h/2, the vectors g((r, P)j) and g((r, P’);) are in the same 
orthant because they have the same first coordinates, they are comple- 
mentary in the i and j coordinates, and they are zero elsewhere. Thus, 
Geometric Fact 6 applies. 
In the region 0 I r I h/4 we compute that g((r, P)j) = a[j + bP and 
g((r, P’);) = ati + bP’ for scalars a and 6. If b e a and the maximum of 
P is in a coordinate different from i, then P’ achieves its max in that same 
coordinate, so g((r, P)j) and g((r, P’);) have their maxima in the same 
coordinate, hence Geometric Fact 5 applies. 
The final case is that, as above, 0 zs r 5 h/4, and that either a > b or P 
achieves its maximum in the ith coordinate. The ith andjth coordinates of 
g((r, P)j) are the pair (b, a). Under the assumptions, the maximum abso- 
lute coordinate of g((r, P)j) occurs in this pair of coordinates. The corre- 
sponding coordinate positions of g((r, P’),) are equal to (a, -b). Then a 
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calculation shows that any interpolation between (b, a) and (a, -b) al- 
ways has one coordinate of absolute value at least max([al, lb[)/2. 
Accordingly, we conclude that for any point defined by (6), at least one 
coordinate in the interpolation is at least as large as half of the maximum 
coordinate in g((r, P}j) or g((r, P’)i). Since these vectors were defined by 
(2), (4), or (5) and have length at least f, then the lemma follows for (6). n 
LEMMA 8. The function g(x) dejined above is continuous. 
Proof. This is a matter of checking that the formulas agree with each 
other on the boundaries of all the regions. The important fact that makes 
all of this work is that for each subcube in the slice, g(x) = 5, on every 
face through which the tube does not pass. n 
LEMMA 9. The function g(x) dejined above is Lipschitz continuous 
with constant 240/h. 
Proof. Because of Lemma 8 we need only check the condition within 
each region of definition. First, observe that in a coordinate system 
(r, P) as in (I) or (4), we have the following facts concerning radial inter- 
polation: if z = (r, P) and z’ = (r’, P’) then )r - r’) 5 1.z - ~‘1, /P - P’j 
5 2/z - z’(lmin(r, r’), and (rP - r’P’( = (z - z.‘(. Thus, a term involving P 
in an interpolation has a Lipschitz bound of 2/min(r), and a term of the 
form (r/h)P has a bound of 2/h. If we actually write out the formulas for 
the interpolation, we see that they involve terms like this; for example, 
the interpolation implied by (5) in the region 0 s r I h/8 turns out to be 
g((r, P)) = @r/h)(-P) + (1 - 8r/h)(-ei). 
Then, doing all the calculations on each formula, we conclude that (l)- 
(S) all have Lipschitz bounds of 48/h. For (6) we apply the Lipschitz 
bound for angular interpolation to conclude that (6) satisfies a bound of 
5 * 48/h, i.e., 240/h. The other cases are taken care of by the Lipschitz 
bound for Cartesian interpolation. n 
Now, we compute the Lipschitz constant forf(x) - x: 
Km - xl - (f(x’) - x’) = lag(x) - 6g(x’)l 
5 Wx) - g(x’)l 
5 2406/h . Ix - x’l. 
Since we want f(x) - x to have a Lipschitz bound of M, we can now see 
how to choose K: we need to have 2406K % M. Solving for the largest 
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value of K, we get 
LEMMA 10. Let f(x) = x + Sg(x) on En. Then 
(a) f(x) is continuous, andf(x) - x has Lipschitz constant M. 
(b) The image off(x) is contained in En. 
(4 If(x) - xl > 2- P everywhere except the last block of the tube. 
Proof. We have already proved that (a) holds based on our choice of 
K. 
For part (b), observe that /g(z)/ < 1 everywhere, so that (b) definitely 
holds in the picture portion of the slice. In the subcubes outside the 
picture but inside the slice, g(x) is defined by (3), so again (b) will hold. 
The same argument works for the points x below the slice. Thus, all that 
remains are the values of x above the slice, that is, points defined by 
interpolating (1) and (2). 
For a point x above the slice and in the frame, we observe from (1) and 
(2) that the ith coordinate off(x) for i > 2 will lie between (B + b)h and the 
ith coordinate of x, and hence will also be in [0, 11. Inside the picture, the 
bound on lg(x)( shows that the ith coordinate will lie inside [0, 11. 
Finally, for such an x we known thatf(x) cannot fall below the bottom 
face of the cube by the choice of the slice. Moreover, f(x) cannot pene- 
trate the top face because (1) has no upward component (no component in 
the positive (1 direction), and then the Lipschitz constant for the first 
component off(x) - x is bounded by a/(1 - 6 - h), which is less than 1. 
Observe that part (c) is implied by Lemma 7 and the choice of 6; in 
particular, 
If(x) - xl = ISg(x>l 2 5 * 2-p 
everywhere outside the final block of the tube. n 
LEMMA 11. The value offunction f(z) in a block is determined entirely 
by the local behavior of the tube at the block, i.e., whether the tube enters 
the block, and tfit does, through which faces it enters and exits. 
Proof. This follows immediately from the construction. n 
Now we are done with the geometric construction for Theorem 2, so we 
turn to the combinatorial portion. Let G denote the undirected graph that 
has one node for each block in the picture of En and an edge between 
nodes that correspond to adjacent blocks. Thus, the (K - 2B)“-’ nodes of 
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G are numbered with n - 1-tuples of integers between B and K - B - 1, 
and two nodes are adjacent exactly when they differ only in one coordi- 
nate position and only by 1 in that coordinate position. From now on, let 
J = K - 2B so that G has J”-l nodes. 
This graph models the combinatorial space in which a tube may be 
placed. The paths (sequences of adjacent nodes) of graph G that start at 
node (O,O, . . . , 0) are in one-to-one correspondence with tubes. 
The following lemma gives a lower bound on the size of the separators 
of G; it is a generalization of an exercise on hypercube separators that 
appears in Ullman (1984). The motivation for this lemma is that we plan to 
show that any big subgraph T of the graph G cannot be isolated from the 
rest of G unless many of the nodes on the boundary of Tare blocked by an 
algorithm that makes test points. 
LEMMA 12. Let T be a subset of the nodes of G. Suppose J”-‘l(4n) 5 
card(T) 5 J”-‘12. Let S be the subset of nodes in G - T that are adjacent 
to nodes in T. Then card(S) L J”-2/(8n(n - 1)). 
Proof. Given two nodes u and v in G, we define the canonical path 
P(u, v) from u = (k2, k3, . . . , k,) to v = (/z, 13, . . . , 1,) as follows. 
Starting with u, we move from node to node changing only the first coor- 
dinate until it has gone from k2 to 12. For example, if k2 > 12, then the first 
few nodes on the path would be u = (kz, kj, . . . , k,), (kz - 1, k3, . . . , 
k,), (k2 - 2, k3, . . . , k,), . . . , (12, k3, . . . , k,). Next, we adjust the 
second coordinate in a similar manner, and so on, until we reach v. 
The canonical path approach used for this lemma is common when 
dealing with very regular graphs. For example, more complicated canoni- 
cal path arguments have been used recently by Jet-rum and Sinclair (1988) 
and by Dagum et al. (1988) to analyze randomized algorithms. 
Let us count the number of canonical paths between T and G - T. The 
size of T is at least J”-‘/(4n), and the size of G - T is at least J”-l/2. 
Accordingly, the number of canonical paths between these two sets is at 
least J2”-2/(8n). 
Note that each of these LJ 2”-2/(8n) canonical paths must contain at 
least one element of S at the interface between T and G - T. We claim 
that a given node s E S can lie on at most (n - 1)J” canonical paths. To 
see this, suppose s = (nz2, m3, . . . , m,). Suppose s lies on a canonical 
path from u to v. Then by definition of the canonical path, there exists 
some index 2 I i 5 n such that s agrees with u in coordinate positions 
i + 1 to n and with v in positions 2 to i - 1. There are n - 1 choices for i. 
Once i is selected, there are J’-’ choices for u (because the last n - i 
coordinates of u must agree with mi+t, . . . , m,) and Jnmi+* choices for v. 
Thus, for a fixed s there are no more than (n - l)Jn possible ways to 
choose u and v so that s lies on P(u, v). 
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Accordingly, the nodes of S must lie on a total of J*“-*/(8n) canonical 
paths, but each one can lie on at most (n - 1)P. Taking the quotient 
shows that the size of S must be at least P2/(8n(n - 1)). n 
Suppose there is an algorithm A trying to find an approximate fixed 
point. It makes test points inside various blocks in the picture. By Lem- 
mas 10 and 11, the only information it can derive is whether the tube goes 
through the block that it tests, and if so, which are the neighboring blocks 
in the tube. This can be modeled as an algorithm A operating on graph G 
and making queries about nodes in G. 
The tube corresponds to a directed path in graph G. The algorithm asks 
a query about a node u. From the query the algorithm determines whether 
u is on the path, and, if so, which are the preceding and following nodes 
on the path. Thus, the answer that the algorithm receives to its query is 
either “yes” or “no,” and a “yes” answer is accompanied by an ordered 
pair of vertices. From query answers like this the algorithm must deter- 
mine the last node of the path-the node that corresponds to the block 
with the fixed point of the Brouwer map. 
We claim that in the worst case, the algorithm must make Jnmzl 
(8n(n - 1)) queries to find the last node. Given an algorithm, we construct 
a path P to fool it as follows. Based on the algorithm’s ith test point, we 
produce a path Pi such that Pi-1 C Pi. We also produce a sequence of 
connected sets of nodes Hi such that Hi+, C Hi, and a node Vi E Hi as our 
“origin.” 
Our strategy can be summarized as follows: Hi will be a large set of 
nodes uninspected by the algorithm, and at each stage we keep our path Pi 
connected from (0, . . . , 0) to Hi. If the algorithm manages to split H; 
into pieces, we always stay with the largest piece. As long as Hi contains 
more than one node, the algorithm has not determined the location of the 
fixed point. 
More specifically, we start with Ho = G and u0 = (0, 0, . . . , 0). The 
path PO initially consists only of uo. The invariants we maintain are 
that no test points have been made in Hi up through the ith query, 
that Hi is connected, that Pi is a path from (0, 0, . . . , 0) to u;, and 
that Pi fl Hi = {Vi}. Note that these invariants imply that any point 
x E Hi is a valid endpoint for the path, since we can always augment 
Pi with a path from Ui to x that has not had test points on it. NOW we must 
show how to maintain these invariants. 
Suppose (inductively) that we are at the query numbered i + 1 and that 
the algorithm makes a test point x. We have to decide whether Pi+1 will go 
through x to answer the query of the algorithm and what the neighbors of 
x are. If x is outside of Hi, then we respond with information already 
known about the path, and set Hi+1 = Hi, ui+l = Ui, and Pi+1 = Pi. 
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If x lies in Hi - {vi}, then we check whether H; - {x} is still connected. If 
so, then we set uiil = u;, P;+r = P;, and H;+, = H; - (x}, and respond “no” 
to the query point x. 
If H; - {x} is disconnected, then let H’ be the largest connected compo- 
nentofH;-{x}.Ifu;EH’,thensetv;+l=v;andH;+l=H’,andP;+l=P;. 
Respond with “no” to the query. Note that all of the invariants are 
maintained. 
If u; $! H’, then proceed as follows. Let y be a node in H’ adjacent to x. 
Note that H’ must be adjacent to x because H; was connected, and H’ is a 
component Of H; - {x}. Set u;+r = y, and set H;+l = H’. Finally let Pi+, be 
P; augmented with a segment through H; that joins u; to x then y. Note that 
such a segment exists because u;, x E H; and H; is connected. Respond 
with “yes” to the query, and report the appropriate neighbors of x 
(the outgoing neighbor is y). Note that we maintain the invariant that 
P;+l n H;+ r = {y} because the new portion of P;+ r (the segment from u; 
to x in H;) must lie in the same component of H; - {x} as u;, and we are 
assuming that this component is disjoint from H’. 
The last possibility is that the test node x is u; itself. In this situation, let 
Hi+* be the largest component of H; - {x}. Let u;+] be a neighbor of x in 
Hi+,. Let P be augmented so that it includes the edge from ui to ui+ I. 
Finally, respond “yes” to the query, and report the appropriate neighbor- 
ing nodes for x in P. 
We can continue this construction until H; consists of the node u; alone, 
in which case the algorithm has found the last node of the path. We claim, 
however, that it will have made an exponential number of queries well 
before that stage. 
It is clear from the definitions that the sequence of sets Ho, H,, Hz, . . . 
is nonincreasing. The following lemma says that the sequence of Hi’s 
cannot decrease too fast. 
LEMMA 13. Zfcard(H;) 2 II then card(H;)/card(H;+J 5 2n. 
Proof. Hi+) is smaller than H; either when we delete a node in the 
above construction (in which case it drops by only one node and the 
inequality is true) or when we let Hi+, be the largest component of 
H; - {x}. However, there can be at most 2n - 2 such components, since 
each component is adjacent to x, and the degree of x in H; is bounded by 
2n - 2. Thus, 
card(H;+l) 2 (card(H;) - 1)/(2n - 2) 
and this implies the lemma as long as card(H;) 2 n. n 
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LEMMA 14. There exists a stage i such that 
Jn-’ Jn-1 
4n 5 card(HJ 5 2. 
Proof. This follows from Lemma 13, since initially card(&) > Jn-l/2. 
LEMMA 15. Suppose u E G, u @ Hi, but v is adjacent to Hi. Then u has 
been a test node during the jirst i stages. 
Proof This follows by induction on the construction of the Hi. Sup- 
pose, for example, that IJ is adjacent to Hi but not in it. If u was not in Hi-13 
then it must have been adjacent to Hi-1 (because it was adjacent to Hi and 
the Hi’s are nonincreasing) and hence the induction hypothesis implies 
that u was a test point during the first i - 1 steps, so the lemma is true. 
If u E Hi-1 and u $E Hi, either it had a test point at step i, in which case 
the lemma is true, or else it was in a component H” of Hi-1 - {x} that was 
cast off when a different component H’ of this set was selected to be H;. 
But then H’ and H” would be adjacent (since u E H” and u is adjacent to 
H’), which is impossible for two different components. n 
LEMMA 16. In the worst case, algorithm A must take Jn-2/(8n(n - 1)) 
steps to find the last node of the path. 
Proof. We use the above construction to make a path that fools A. 
Consider iteration i singled out by Lemma 14. At this iteration, we know 
by Lemma 15 that every point adjacent to Hi but outside of it must have 
been a test point. By Lemma 12 there are at least J”-2/(8n(n - 1)) points 
adjacent to Hi but not in it. n 
Now we can review the proof of the main lower bound for finding 
Brouwer fixed points. Given an algorithm to find fixed points in En, we 
construct a Brouwer mapf(x) to answer the queries of the algorithm. We 
already know how to definef(x) outside the slice or outside the picture. 
Inside the picture portion of the slice, we determine which subcube the 
test point lies in. We locate the node in graph G that corresponds to this 
subcube. We use the preceding strategy to determine what the path 
should do at that node. Then we make a subcube of the tube correspond- 
ing to what the path does. Note that by specifying what the tube does, we 
give the algorithm no information about the path other than what the 
neighbors are. Thus, the lower bound of Lemma 16 applies; i.e., the 
algorithm must take at least J”-2/(8n(n - 1)) steps for the worst-casef(x) 
that we define. 
Let us express this in terms of the parameters M, p, and n. Recall that 
J = K - 28 and 
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5 5 * 2-p - K + 1 
2PM .- 
Ts 5 * 2-p 1200 + * 
s&+1. 
This implies that 
2PM M 
K-~Bz~-~-~ 
L Qp - WM _ 3 
1200 . 
Then for n 2 3, 
Jn-2 = (K - 2B)“-2 
8n(n - 1) 8n(n - 1) 
B [(K - 2B)/48J”-2 
(2P - 10)M 3 1 n-2 -- 
1200 - 48 48 ’ 
This proves the theorem. Note that in the previous calculation we 
bounded 8n(n - 1) with 4V2 for n 2 3, a generous bound that could be 
tightened. 
6. COMPARISON TO UPPERBOUNDS 
We can compare the lower bounds of Sections 4 and 5 to algorithms for 
finding fixed points in the cube. For two dimensions, there is a well- 
known algorithm that runs in 3 * 2pM steps. This algorithm is as follows. 
During each phase we have a rectangle lying in E2 such that the winding 
number off(x) - x around its boundary is nonzero. These rectangles will 
either be squares or have aspect ratios of 1 : 2. Informally, the winding 
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number is defined to be the signed integer number of times that f(x) - x 
circles the origin in a counterclockwise fashion as x traces the boundary 
of the region in a counterclockwise direction. We can measure the wind- 
ing number by taking samples spaced 1/(2~M) apart on the boundary. This 
sample spacing gives an accurate reading of the winding number unless 
f(x) - x comes within 2-p of the origin at a sample point, in which case we 
have found the approximate fixed point. 
The rectangle for the first phase of this algorithm is E2 itself, whose 
winding number is exactly 1. This fact about the winding number of E2 is 
due to the requirement that f(x) lie in E*, which in turn imposes con- 
straints on the direction off(x) - x at the boundary of E*. To go from one 
phase to the next, we cut the current rectangle in half and evaluate the 
winding number on the boundaries of each of the halves. Since these 
winding numbers must sum to the winding number of the whole rectangle, 
we can always find a subrectangle with a nonzero winding number. It is 
easy to see that an approximate fixed point must occur on the boundary of 
one of the rectangles by the time that the rectangle has reached size 
1/(2PM) X 1/(2PM). 
Evaluating the winding number of E2 (first phase) takes 4 * 2PM function 
evaluations, and then the number of evaluations for the winding number 
in subsequent phases decreases geometrically, so we can get a bound of 
0(2~M). A more careful implementation shows the bound to be no more 
than 3 * 2PM evaluations. 
This shows that our lower bound for n = 2 is tight as a function of p and 
M up to a constant multiple. 
A naive algorithm to find fixed points in n dimensions is to try every 
point on a closely spaced grid. The spacing must be 2?+‘/M. Thus, the 
number of such grid points in the n-cube is (2~~‘M)“. This is a few expo- 
nential factors in n + p off from our lower bound. 
Note, however, that the lower and upper bounds may be expressed as 
fln((~PM)~) 5 running time I 0((2~M)“) 
for any c < 2 and for any n 2 no(c) and p 2 PO(C). This shows that the 
bounds are closely related as functions of n, p, and M. 
Most general purpose algorithms for finding approximate fixed points 
work on simplices. The n-simplex A” is the following subset of R”+‘: 
A” = ((x0, XI, . . . , x,J: x0 + XI + * * * + xn = 1; xi 10, i = 0, 1, . . . , n}. 
Since An is homeomorphic to E”, Brouwer’s theorem is topologically the 
same in either case. Unfortunately, the two spaces are different from a 
computational point of view; for example, as n + = the volume of a 
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simplex tends to 0 roughly like ll(n!) whereas the volume of the cube is 
fixed at 1. 
We can embed a cube into a larger simplex; the (2n - l)-simplex de- 
fined by 
p-1 = {x: xg + x, + . * * + XZn-l = n; xj 2 O} 
is large enough to isometrically embed the cube with respect to the max- 
norm. The embedding is given by 
(Xl, . . . ) x,) I+ (x,, . . . ) xn, 1 - x1, . . . ) 1 - x,). 
Suppose we embed En into A2n-1, and given a Lipschitz mapf: En -+ En, 
we extend it to a map on the simplex by contracting everything outside 
the embedded cube to the embedded cube. Scarf’s algorithm would need 
a mesh with O(n22pM) points per dimension. 
Scarf hypothesizes that the average running time of his algorithm for an 
n-simplex with each dimension cut into iV pieces is O(iVn4). He bases this 
hypothesis on empirical evidence; in theory, as he notes, the upper bound 
is exponential in n. In the situation of the embedded cube, his prediction 
on the run time would be O(n62pM) steps. Our lower bound of n((cPM)“) 
is clearly larger asymptotically; it is exponential in n rather than polyno- 
mial. 
Finding fixed points is a special case of finding roots, that is, given a 
subset S E R” and map g: S + R, find a z E S such that g(z) = 0. We can 
reduce fixed points to roots: given a Lipschitz-Brouwer mapf: En --, En, 
define g: En * R by g(z) = If(z) - zl. Sikorski (1984) showed, among 
other things, that the complexity of finding an approximate root in our 
model must be exponential in IZ and p in the worst case. (In fact, it is 
exponential in p even when n = 1, unlike fixed points.) The proof is as 
follows: define g: En + R to be 2-P + E everywhere except inside a small 
ball around a point a E E"; g will have a zero at a. Then it is clear that any 
algorithm to find roots must fill En with a mesh of points spaced roughly 
2WL apart in order to find a, and there are roughly (2pL)" such points, 
where L is the Lipschitz constant for g(x). 
One reason it is easier to show lower bounds for the general problem of 
finding roots as compared to fixed points is topology: Brouwer maps 
always have fixed points, but, in general, a continuous map g: En + R 
need not have any roots. Further topological restrictions on g can guaran- 
tee it does, but Sikorski’s “worst case” g(z) and the one of the previous 
paragraph do not satisfy these restrictions. 
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7. OPEN QUESTIONS 
The lower bounds proved in Sections 4 and 5 raise many interesting 
open questions. Here are a few. 
l Is it possible to get matching upper and lower bounds for fixed 
point computations? The lower bound derived in Section 5 still differs 
from the upper bound by exponential factors. 
l Find lower bounds under stronger models of computation. For 
example, what if the algorithm is allowed to compute certain global prop- 
erties off? 
l Let f(x) be a Brouwer map whose Lipschitz number is L. As 
mentioned in Section 2,fis called a “contraction mapping” when L < 1. 
In this case the iteration xi+] = f(xi) takes O(pljlog L() steps to find an 
approximate fixed point. Why does L seem to be the important parameter 
for finding fixed points of contraction maps, and yet our results suggest 
that M is the important number for noncontraction maps? 
l Klee and Minty (1972) showed that the simplex algorithm was 
exponential in the worst case; later Smale (1983) showed that it was 
polynomial in the average case in a certain precisely defined sense. Is 
there a natural way to define an “average case” Brouwer map for fixed 
point computations? If so, what is the average case complexity for some 
of the well-known algorithms? 
l What are other interesting models of complexity in which fixed 
points could be considered? For example, Ko and Friedman (1982) and 
Blum et al. (1988) define computational models for real numbers and 
functions of real numbers. Based on the Ko-Friedman results for roots it 
would seem that the complexity of a real number that could occur as a 
fixed point of a polynomial-time computable function can be arbitrarily 
high (even when n = 1). 
Renegar (1986) has made some progress concerning the average case. 
He has shown that a particular path-following algorithm for an “average” 
triangulation of a well-behaved function will not have to make too many 
pivots. 
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