We present a biometric access control device which is based on the identi cation of human faces. The system combines a console for semi-automated image acquisition with the necessary algorithms for face recognition. Facial features are stored in a relatively compact data format (1.6 kB). The system uses an extension of the Elastic Graph Matching Algorithm of 1] which has been ported here to a standard PC (Pentium 90 without any special accelerator hardware) where it performs image acquisition, face localization and identi cation in 3.5 seconds. The system not only allows robust identi cation of stored persons (despite changes in facial expression or size), but also reliable rejection of unknown persons. With an acceptance criterion which safely rejects all unknown persons we achieve an identi cation rate above 96% (FRR=4%) on a database of 87 persons.
Introduction
Face recognition is a remarkable example for the ability of humans to perform with great reliability a complex visual recognition task. We are able to recognize thousands of faces which we have learned during our lifetime. Our visual performance is very robust against a variety of factors like changes in facial expression, head posture or size, illumination, background, facial aging or partial occlusion of a face. It is one of the challenges of arti cial information processing to achieve at least partially a similar performance on systems for automated visual recognition. The ease with which the problem is solved by the human brain, i. e. a biological neural system, may serve as a guideline in the sense that neural information processing paradigms can be important also for the construction of automated face recognition systems.
In this contribution we will report on the development of the face recognition system ZN-Face which o ers a turn-key solution for an access control system. ZN-Face is based on the neural algorithms of 1] which are brie y reviewed in Section 2 (Elastic Graph Matching). In Section 3 we describe the extensions necessary to migrate the algorithm into an automated access control system.
Numerous approaches for solving the face recognition problem can be found in the literature from which we can mention here only a few. A good and more comprehensive survey of the state of the art can be found in 2, 3]. Early algorithms 4] use feature-based techniques (e. g. features like localization or thickness of eyebrows) or template matching for recognition 5]. Recently, a systematic comparision of feature-based vs. template-based algorithms has been undertaken by Brunelli and Poggio 6] . Gilbert and Yang 7] presented a real-time face recognition system using custom VLSI hardware. The hardware allows fast template correlation and the system is able to perform an identi cation from a 34-person database in 2 to 3 seconds. Another approach uses the decomposition of facial images into an 'eigenface' expansion (similar to Karhune-Loeve expansion) 8, 9] . These expansions achieve a very compact representation of faces, they are, however, rather sensitive against variations in imaging conditions.
Another group of algorithms (including this work) uses neural processing techniques for face recognition 10, 11] or gender recognition 12]. One of the few systems which does not only present a face recognition algorithm but also a complete access control booth has been proposed by Bichsel and Seitz 13] . This direction is also the aim of the current work, where a complete hardware-setup has been developed as a biometric access control device for real-world security applications.
Face recognition by graph matching
The basic recognition algorithm of ZN-Face is an extension of the Elastic Graph Matching Algorithm 1]. In contrast to most other face recognition algorithms which require distinct processing steps like localization, separation, standardization and nally recognition of faces, the current algorithm is more coherent in the sense that one basic principle is used to perform the above steps simultaneously. Here, faces are stored as exible graphs or grids (see Fig. 1 ) with characteristic visual features attached to the nodes of the graph (labeled graphs). Features are obtained by a convolution with Gabor wavelets Gk ; (x) = Ck ; exp(
where the length ofk characterizes the size of the wavelet and the direction ofk its orientation sensitivity. The convolution is computed at the location of the graph node, thus a feature contains information about the image from the graph node and its vicinity. Such an information distribution over units with localized and partially overlapping sensitive elds is typical for neural systems. In biological systems, the sensitive region of a neuronal unit is known as receptive eld. The use of Gabor wavelets is further motivated by results from neurobiology 14] which indicate that the visual cortex of mammalians contains neurons with receptive elds very similar in shape to Gabor wavelets.
In addition, a data representation with labeled graphs has computational advantages: robustness: Gabor features are invariant against intensity changes and contrast changes in the image. Furthermore, Gabor features are less affected by changes in head posture, size and facial expression than raw grey level features. data compression: compared to the raw image which has in our case a size of 128 128 pixels, the size of the graph (about 1.6 kB) is smaller by a factor of 10. scaling: a sparse graph can be readily adjusted to changes in the geometry (size, perspective, see Fig. 1B,C) . Change in size in a pixel-based data representation, for example, would require a more complicated transformation.
distribution: Compared to a high-level feature description (e.g. 'eye', 'nose') the graph contains su cient information distribution on simple, but numerous features. Even if the information at a single graph node is missing due to occlusion, recognition is usually still possible due to the information at the remaining nodes. When comparing a stored graph of a person with an actual image, the graph is shifted and elastically deformed on the image with the aim to optimize the similarity between graph node features and corresponding features in the actual image. This optimization process follows the elastic graph matching scheme of 1]. As a result of the match, a similarity value M 2 0; 1] is obtained which characterizes the goodness of the match (1 = perfect match). In extension to 1] we found that it is also possible to optimize the stored graph to a di erent size in the actual image (Fig. 1B) where the size di erences may be as large as 20-30%. This is remarkable for two reasons:
Optimizing the graph simultaneously with respect to two spatial (shift) directions and one scale space direction increases the search space by one dimension, thus increasing the possibility of a mismatch (i. e. wrong local minimum of the similarity value). However, in experiments with facial images the optimization algorithm has proven to be very robust: In almost all cases the procedure locates the face with the correct size and this behaviour is stable within a wide range of parameters. Changing the size of the graph would in principle require also a transformation of the Gabor features, which would increase the computational cost of the optimization process. However, it was found that for size changes up to 30% the untransformed Gabor features can be used instead as a good approximation. The latter can be understood from the following argument: If the image contains a step edge (x), the Gabor wavelets are normalized in such a way that the convolution coe cients are the same for all scales. Although faces are of course not build from step edges, dominant features are at least similar to a step edge so that the wavelet coe cients change only weakly as the scale changes.
In summary, the face recognition algorithm consists of three basic steps: (1) GUI has been developed which allows simple control by an authorized system administrator (e.g. adding or deleting access rights, monitoring the access protocol). Possibility to handle large databases (1000 persons and more). In order to achieve the last point without unacceptable increase in computation time, we perform with ZN-Face veri cation instead of recognition. Veri cation has the additional advantage of higher security because in addition to a standard personal identication via secret number (PIN) or card, the face is used as independent control of the person's identity. 2 
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The basic veri cation procedure can be described as follows: The hardware setup of the system consists of a standard PC with framegrabber and a ZN-Face console (a prototype is shown in Fig. 2) containing camera, ID acquisition device (card reader or PIN pad) and LC-display. The camera is positioned behind a semi-permeable mirror which is tilted about 30?50 o against the vertical line. Camera and mirror are tilted in order to allow users of di erent height to view and position themselves centrally in front of the camera. (at the expense of some size variation in the acquired facial images). The user triggers the image acquisition and identi es himself (PIN pad or card). Now ZN-Face starts the veri cation whether the graph stored under the given PIN in the database ts to the acquired image. The nal decision 'yes' or 'no' is based on the signi cance conditions mentioned above under step (3). This does not require to search the whole database, but only the stored graphs to the given PIN and a xed number of reference graphs have to be searched.
It has to be mentioned that even with the user's cooperation during image acquisition, there is considerable variation in the images with respect to head posture, size and position. This is due to the user-dependence of the automated image acquisition. Most of the variation can be handled successfully by the robustness of the elastic graph matching. Also, variations like di erent facial expressions or wearing glasses are handled very well by the algorithm. To scope with the remaining cases, the system o ers the possibility to store more than one image for a given person (\teach-in", see below).
Adding new persons to the database is made very simple for an authorized system administrator by using the graphical user interface (GUI) under Windows. An image of the new user is acquired in the same way as described above, and the system automatically locates the face and extracts the new graph (Fig. 3) . In addition, the GUI o ers a facility to browse through the veri cation protocol (Fig. 4) . This control panel also o ers the possibility of \teach-in": If an image acquired during veri cation is rejected although it shows the correct person (perhaps because stored and acquired image di er too strongly in head posture, thus leading to a low signi cance), the authorized system administrator has the option to add the picture into the person's record in the database. The system can handle an arbitrary number of images in a persons's record, although normally 1-3 images are su cient for reliable veri cation.
Results
Nearly all papers on face recognition algorithms { with the exception of 1] { usually report only on the recognition rate achieved by the algorithm, i. e. how successfully a person is accepted whose image is in the database. But this is only one side of the coin: Often even more important for biometric devices is the question, how successfully persons are rejected whose image is not in the database. Biometric research names errors of the former kind as False Rejection Rate (FRR) while errors of the latter kind contribute to the False Acceptance Rate (FAR). Of course, there is a trade-o between both types of errors and consequently it is much more di cult to build a system with a high recognition rate and a low FAR than a system with a high recognition rate alone.
The system ZN-Face o ers the possibility to balance optimally the trade-o between FAR and FRR. With a simple neural network (perceptron) the signicance conditions of Eq. (2) are combined into one scalar acceptance value in such a way that an optimal discrimination between acceptance and rejection cases is achieved. 'Optimal' is de ned here as the simultaneous minimization of FAR and FRR. In the veri cation, the actual acceptance value is compared against an acceptance threshold. If needed, the user has the possibility to shift the acceptance threshold, e. g. in in the direction of lower FAR, usually at the expense of a somewhat larger FRR.
We conducted two experiments with a database of 87 persons: In the rst one (Fig. 5A) , the database contained one image per person. For each person, the veri cation was tested with a di erent image I of the same person. Unsuccessful veri cations (acceptance value too low) contribute to the FRR in Fig. 5A . Then, the person was removed from the database and it was tested, whether the image I was now rejected, as it should. False acceptances contribute to the FAR. As can be seen from Fig. 5A , the combined minimum of FAR and FRR is achieved at a level of about 3.5%. In Fig. 5B the same experiment is repeated, but now with 2 images per person in the database. In this case, comparing with a person's third image I usually yields higher acceptance values. Here, it is possible to shift the acceptance threshold in such a way, that FAR and FRR simultaneously drop to zero. (This is of course only true for the speci c database, more comprehensive tests with larger data material have to be undertaken to estimate with higher accuracy, how low FAR and FRR actually are). Setting the threshold to the 'safe' value 0.5 still produces a recognition rate of 96% (FRR=4%).
Conclusion and outlook
Elastic Graph Matching has proven to be a powerful algorithm for the recognition of human faces, especially because it achieves at the same time a reliable rejection of unknown faces. This makes it an appropriate tool for a biometric access control device which has been presented in this work. In addition to the results presented in the preceding section, the system has also been tested recently 'live' on several exhibitions (VISION'94 and SECURITY'94) where it operated successfully under real-world conditions with 'untrained' visitors. The fast identi cation of faces on standard hardware opens new application possibilities on the biometry market.
There do remain, of course, further development areas where human face recognition is still superior to automated systems: The present algorithm { as most others algorithms, too { is still sensitive to large changes in lumination (e. g. high contrast shadows). Additionally, further developments will be made in the direction of fully automated acquisition of facial images and/or face localization in more complex scenes. 
