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Introduction
In India, since independence at the end of the secondary stage of schooling, i.e., at the end of tenth standard a public examination, commonly known as High School Leaving Certificate (HSLC) Examination or Matriculation Examination is conducted by different Universities/ Education Boards/Councils at state and national levels. Usually, this is the first public examination that a student encounters in his/her life and he/she is expected to be in the age group 15-16 years at the time of appearing in this examination. A reliable and valid examination can provide an equal opportunity for each examinee to show his/her level of competency and certify the completion of secondary education. Completed secondary education plays an important role in generating the opportunities and benefits of social and economic development (Secondary Education in India, 2009).
Assam is a state, located in the northeastern region of India. Here since preindependence period, the appearance rates in Matriculation /HSLC Examination of male and female examinees varied widely. In 1951, 88% examinees were male and 12% were female. Their pass percentages were 41% and 51%, respectively. Again in 1956, among the examinees in this examination, 83% were males and 17% were females and so far as their pass percentages were concerned, it was 41% for male and 39% for female (Gauhati University Examination Results, 1948 Results, -1969 . However with the passage of time this disparity in the appearance rate for males and females seems to be declining and along with it, a progressive trend is also seen in the pass percentages among both male and female examinees. This is to some extent reflected in the fact that in the year 1995, among the examinees in the HSLC examination 55% were males and 45% were females and their pass percentages were 38% and 28% respectively.
In the year 2010, 50% male and 50% female examinees did High School leaving Certificate Examination, their pass percentages being 67% and 60% respectively (Board of Secondary Education, Assam, 2010) . While in the year 2015, there was 48% male and 52% female examinees and their pass percentages were 66.54% and 58.10% respectively.
The success achieved in education of females in India in the post-independence period is the result of a number of schemes forwarded by the government for bringing females to schools and retaining them there till they become eligible for appearing in the concluding examination of the secondary level of Education. Completed secondary education for females ensures that, they receive both the (Bisgaard and Kulachi, 2011) . In the field of economics, finance, business, physical science, social science etc., Box-Jenkins techniques are extensively used to better understand the dynamics of a system and to make sensible forecasts about its future behavior (Bisgaard and Kulachi, 2011) . However, the use of these techniques in the field of education for analyzing number of examinees in any examination is very limited. Education is a concurrent subject and it is state responsibility to contribute majority of expenditure at all levels of education, including secondary education (Aggarwal, 1993) . Therefore accurate models may be important for the State as well as for the Nation for pursuing appropriate strategies for providing quality and relevant secondary and higher education to young generation for becoming active citizens and productive workers.
Objective of the study
The first objective of the present study is to propose a model of number of female examinees in Matriculation/ HSLC examination in Assam based on the data from 1951 to 2015 using ARIMA techniques to know the stochastic behavior of the study variable on their own under the philosophy "let the data speak for themselves" (Gujarati and Sangeetha, 2011) . The second objective is to carry out the same exercise for male examines and contrast the findings. Final aim is to detect presence of outliers if any in the data and study the consequence of linear interpolation of these outliers in the model selection. Figure 6 ), which is a reflection of positive trend in women education in the state. An irregular reduction in the number of female (male) examinees was observed during 1990-92.
Sources of data
It may be noted here that the examinees from recognized government or provincialized schools are termed as regular, who appeared from recognized private schools are termed as institutional private and appeared from non recognized private schools are called non institutional private examinees. It is observed that from 1985 to 2010 number of female (male) examinees in HSLC Examination from regular institutions was increasing over time while, the number of examinees from recognized and non recognized institutions was irregular in nature. This affected the nature of the time series under study.
It is pertinent to note here that the female (male) examinees in Assam High Madrassa, Central Board of Secondary Education (CBSE) and Indian Certificate of Secondary Education (ICSE) Examinations are excluded from the purview of the presented study.
Methodology
Assumption of time series forecasting is that the future depends upon the present while the present depends on the past (Chen, 2008) . The main objective in time series modeling is to gain the ability to make forecast about the future on the basis of the selected model. The Box-Jenkins ARIMA (p, d, q) model is given as (Bisgaard and Kulachi, 2011)
The three basic parameters, namely p, d and q involved in (1) represent respectively, the amount of autoregression, level of systematic change over time (trend) and moving average part. In the modeling process these three parameters are estimated in an iterative way using three stages, viz. model identification, parameter estimation and diagnostic checking until the most suitable model is found (Chen, 2008, Bisgaard and Kulahci, 2011 ).
The basis for any time series analysis is stationary time series (Chen, 2008, Bisgaard and Kulahci, 2011) . A stationary time series has constant mean, constant variance and constant autocorrelation structure. Therefore, first step in ISSN-2424-6271 IASSL developing an ARIMA model is to test if the series is stationary. Three ways were adopted to ascertain stationarity. These were as follows:
i. Examining the plot of the raw data. To be stationary, the plot of the series should show constant location and scale. ii. Observing the autocorrelation function (ACF), partial autocorrelation function (PACF) and the resulting correlograms.
The ACF at lag k, denoted by k  , is defined as:
, T = Number of observations. In the present study, we have 64 observations. If ACF does not damped out within 64/4=16 lags, the process is likely to be non-stationary (Bisgaard and Kulahci, 2011).
iii.
To provide further evidence for the nonstationary time series, we conducted Augmented Dickey-Fuller (ADF) Unit Root Test (Gujarati and Sangeetha, 2011) .
If the time series is stationary, then the assumption of constant mean and homogeneity variance are met. However, if the pattern presents a trend, the method of differencing advocated by Box-Jenkins can be used to remove the linear or curvilinear trend. The first order of differencing (d = 1) is designed to remove the linear trend while the second order of differencing (d=2) is used to remove the curvilinear trend (Chen, 2008 ).
The variability (if any) present in a process may be stabilized by employing logarithmic transformation before first differencing (Negron [14] ). A rough graphical check for the right transformation is the range-mean plot, which is produced by dividing the time series into smaller segments and plotting the range versus the average of each segment on a scatter plot. If the plot indicates linear relationship between average and range, then log transformation is appropriate (Bisgaard and Kulahci [6] , pp. 114-116).
Once the stationarity of the nonstationary time series for female examinees is achieved, next step is to identify the order of ARIMA (p, d, q) model. The primary tools in identification are the Autocorrelation Function (ACF), Partial Autocorrelation Function (PACF) and the resulting correlograms. After identifying the appropriate p and q values, the parameters included in the model are estimated. To choose the best model we used the Akaike's Information Criteria (AIC) (Deb Roy and Das, 2012 We also applied forecast accuracy criteria, mean absolute percentage error (MAPE), root mean square error (RMSE) and mean absolute error (MAE) to decide the better model. The RMSE, MAPE and MAE are defined as:
Root mean square error, For further check to ascertain how well the estimated model fits the data, we conducted the usual residual diagnostic test. If the residuals estimated from the selected model are white noise, we can accept the particular fit (Gujarati and Sangeetha, 2011) . To confirm, we further used Ljung-Box statistic to test for non-zero autocorrelations in the residuals at lags 1-16. A white noise or purely random process has zero mean and constant variance 
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. The Ljung-Box (LB) statistic is defined as, Before differencing we have checked for right log transformation to obtain homogeneous variability, by dividing the time series into small segments of five years, computed the five years' range and average and plotted as scatter plot in Figure 2 (a) for female examinees appeared in the examination. Presence of relationship is observed from the Figure 2 (a) between averages and ranges of segments in the time series. Therefore, log transformation is done and presented the respective graph in Figure 2 
Model Identification
For identifying the ARIMA (p, d, q) model, we examine the ACF and PACF plots of stationary time series of female examinees in Matriculation/ HSLC Examination in Figure 3 (b) and Figure 3 (c). Here we differenced the series only once, so d = 1. For identifying the order of autoregressive component p we observed the PACF plot in Figure 3 (c). It is observed that, there is one large autocorrelation at lag 1. All other autocorrelations cut off after lag 1. Therefore PACF plot suggests that AR (1) model could be accurate in the present case.
To get idea about the order of moving average component, we observed the ACF plot in Figure 3 (b). Here we noticed, there is a significant autocorrelation at lag 1 after which all other autocorrelation drop near to zero. Therefore, ACF plot suggests that MA (1) model may be accurate. Now we have identified p, d, q, so our potential models may be: 1. ARIMA (1, 1, 0) as PACF is zero after lag 1. 2. ARIMA (0, 1, 1) as ACF is zero after lag 1, 3. ARIMA (1, 1, 1) a combination model of 1 and 2. We tried all the models and from the point of view of parsimony and forecast accuracy we selected the model containing lowest value of AIC, MAPE, RMSE and MAE. The results are presented in Table 1 . In the present study, all models are seemed to be adequate. However, after residual analysis we preferred ARIMA (1, 1, 0) model over ARIMA (0, 1, 1) and ARIMA (1, 1, 1) models.
Model Estimation
After identification of the model, the parameters are estimated. In Table 2 the summary results of the fitted models are incorporated. Figure: 4 indicates that the ARIMA (1,1,0) model fits the data well. 
Forecasting

Diagnostic Checking
For further check how well the ARIMA (1, 1, 0) model fits the data, we conducted usual residual diagnostic checks. The estimated ARIMA (1, 1, 0) model was applied to forecast the future female examinees in the examination. The observed data can be treated as realization from an infinite population of such time series that could have been generated by the stochastic process (Bisgaard and Kulahci, 2011) . So, exact prediction of future values is not possible. Therefore, a prediction interval and the probability with which the future observation will lie within the interval can be provided 
We attempted to forecast the female examinees in the examination for five periods ahead, i.e., for 2016, 2017, 2018, 2019 and 2020. The results are presented in Table 3 . The comparison graph of forecasts, the 95% prediction intervals and actual observations are plotted in Figure 5 . From visual observation, it is clear that the chosen model is reasonably good as the predicted series is very close to the actual series and within the 95% prediction limits.
Mean while, the process of the HSLC Examination 2016 which stated on 18 th February has ended with declaration of the results on 31 st June 2016.
The number of female examinees in the examination is 199763. It is important to mention here that the number of female examinees this time was 199763, which is very close to the forecasted value of 198154 by our model. That is the relative error is less than 1%.
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Figure. 6 Graph depicting trend of both Male and Female Examinees for 1951-2015
Here like in the case of female examinees we carried out the same sequence of test of stationarity, log transformation, model identification, model estimation, diagnostic checking and finally forecasting. The summary results are presented in Figure 7 to Figure 12 and Table 4 to Table 6 leads to ARIMA (2, 1, 0) as the most suitable model for forecasting male examinees in the examination as opposed to ARIMA (1, 1, 0) for females.
Test for Stationarity
Figure. 
Forecasting
As in the case of female examinees of HSLC examination 2016 it is important to mention here that the number of male examinees this time was 187162, which is very close to the forecasted value of 184076 by our model. That is the relative error is about 1%. 
Detection and Removal of Outliers
The time series data of both female and male examinees of Matriculation/HSLC Examination considered in this study show sudden changes. Such changes which may be attributed to presence exogenous or outlier effects may alter the dynamics of the series either permanently or transitory. As such detecting outliers is important as they may have impact on the selection of model, the estimation of parameters and consequently on forecasts (Lopez-de-Lacalle, 2016). In this section we look for potential outliers using R-Package "tsoutliers" (Lopez-de-Lacalle, 2016). For both female and male data set ten outliers are detected as summarized in Table 7 . In order to overcome the possible effect of these outliers usually in the case of non-seasonal time series like ours, outliers are replaced by linear interpolation. (Hyndman, 2014) . Therefore, we have first subjected the time series to linear interpolation to get rid of the outliers and carried out same sequence of test of stationary, log transformation, model identification, model estimation, diagnostic checking and finally forecasting for two new series and found that the same ARIMA(1,1,0) and ARIMA(2,1,0) models for both female and male examinees respectively. The forecasted values after the interpolation of outliers for female and male presented in Table 8 and Table 9 are almost the same as they were before outlier interpolation (see Table 3 and Table 6 ). 
Concluding Remarks
The numbers of female and male examinees in Matriculation/ HSLC Examination in Assam for the period 1951 to 2015 have been studied using BoxJenkins ARIMA modelling technique. The ARIMA (1, 1, 0) and ARIMA (2, 1, 0) models were identified as the best model for female and male examinees respectively. From the estimation and diagnostic results it is evident that the models are adequately fitted to the data under study, which is further confirmed by carrying out the residual analysis. The selected models ARIMA (1, 1, 0) and ARIMA (2, 1, 0) are then used to predict five years female (male) examinees for 2015 to 2020 in the Examination.
We have detected outliers in the both the time series. It is verified that even after the interpolation of the detected outliers our analysis led to the selection same models as the ones selected based on the original data for both female and male examinees. It may therefore be concluded that for both the time series data considered in this analysis are robust and not much affected by the presence of the outliers.
It is pertinent here to mention that, various factors may determine the number of examinees. Some of which may be central and state financial aids, increase of number of secondary schools, infrastructure facilities, quality of instruction etc. Though the historical data on such factors are not considered in the present study, yet it can help the policy builders to adopt appropriate strategies for the progress and empowerment of female in the state. The adequacy of our proposed models can also be seen from the very low relative forecasting error for the current year examinees.
