We introduce a surprisingly simple technique to design and analyze algorithms based on search trees, that significantly improves many existing results in the area of exact algorithms. The technique is based on measuring the progress of Branch & Bound algorithms by making use of a combinatorial relation between the average and maximum dual degrees of a graph. By dual degree of a vertex, we mean the sum of the degrees of its neighbors and the maximum dual degree of a graph is the dual degree of a vertex that has maximum dual degree.
Introduction
Most of the natural problems in graph theory and combinatorics are known to be NP-hard. As these problems need to be solved for various purposes in theory and practice routinely, many strategies of coping with NP-hardness were tried during the last few decades. Recently, there has been a growing interest in the design and analysis of moderately exponential time exact algorithms for NP-hard problems. This has led to the development of faster exact algorithms for various problems including k-SAT, Coloring, Independent Set, Max-2-Sat, Feedback Vertex Set, Treewidth, and Dominating Set. The surveys by Woeginger and Schöning [35, 39, 40] provide a good introduction to the topic (see also [16, 18, 27] ).
One of the major techniques in the design of exact algorithms is Branch & Bound (also known as pruning the search tree, DPLL-style backtracking, etc.) which traces back to the paper of Davis et al. [14] . This technique has been used for more than 40 years to solve different problems, but the methods to analyze such recursive algorithms are still far from producing tight worst case running time bounds. This is why very often Branch & Bound algorithms use a complicated and technical case analysis, and even a small improvement in the running time of the algorithm requires tedious work. Another approach to analyze Branch & Bound algorithms is Measure & Conquer [18] which investigates simple algorithms by a delicate and more accurate measure of the size of a problem instance.
The area of moderately exponential time algorithms is still in a nascent stage and there is a lot to discover. Maybe because of that, we have been witnessing the emergence of simple (and elegant) exact algorithms with improved worst case running times. Beautiful examples of such algorithms include an algorithm for Max-2-Sat by Williams [38] and the Coloring algorithms of Björklund & Husfeldt [4] and Koivisto [29] .
In this paper we take a step backwards in the evolution of Branch & Bound algorithms by introducing a simple technique to design and analyze exact algorithms based on search trees. Our technique is based on a relation between the average degree and the maximum dual degree of a graph. Using this technique we give the fastest known algorithms for fundamental problems like Maximum Independent Set, #2-SAT and Minimum Dominating Set.
The Maximum Independent Set problem (MIS) is one of the most important and wellstudied problems in the areas of graph theory, combinatorial optimization and algorithms. The problem is known to be NP-complete and is even hard to approximate within n 1−ε [25] . It is also known to be difficult (W[1]-hard) from the parameterized point of view [15] . The history of exact algorithms for MIS dates back to Tarjan & Trojanowski's O(1.2599 n ) time algorithm of 1977 [37] . Even this first exact algorithm for MIS is quite complicated and spans almost five pages. The basic idea of all the algorithms which are based on Branch & Bound has remained almost the same over the years but the analyses have gone through lots of changes and have become very technical. Almost all the recent advances on this problem have been achieved through detailed case distinctions either in the algorithm or its analysis. It took almost 30 years to reduce the running time from O(1.2599 n ) to O(1.2209 n ) and O(1.2108 n ) for polynomial and exponential space algorithms respectively (see Table 1 publication anywhere. It was a common belief (see for example Open Problem 42 in [39] ) that further improvements can result only after very tedious work. A significant amount of research was also devoted to solve MIS on sparse graphs [2, 8, 9, 21, 32] and the problem of counting independent sets has been studied in [10, 23] . Here we take a significant step forward in the development of exact algorithms for MIS, by designing a simple O(1.1795 n ) time algorithm. This algorithm can easily be adapted to run in the same time for both the weighted and counting versions of MIS.
In the #2-SAT problem, we are given a 2-CNF formula F with n variables and the objective is to count all the satisfying assignments of F . This problem has generated considerable interest in recent times (see Table 1 ). The fastest algorithms for #2-SAT [12, 22] are very complicated and are analyzed by involved techniques. We bring #2-SAT into the same fold as MIS by solving it in O(1.1795 n ) time.
As immediate consequences of the algorithms for #2-SAT and the counting version of MIS we obtain improved polynomial space algorithms for Chromatic Number, (d, 2)-CSP, #1-IN-k-SAT, #Exact Cover, #Exact Hitting Set, #Weighted Set Packing and parameterized Weighted Vertex Cover.
The Minimum Dominating Set problem (MDS) is one of the classical NP-complete graph optimization problems. It fits into the broader class of domination and covering problems. Hundreds of papers have been written on them (see for example the survey by Haynes et al. [26] ). The parameterized version of the problem is known to be W [2] -hard and a lot of research in parameterized complexity is devoted to this problem [15] . Recently, exact algorithms for MDS have become the center of attention (see Table 1 for the references) resulting in an O(1.5136 n ) time algorithm. We provide a significantly faster algorithm for MDS running in time O(1.3540 n ).
At the heart of our new technique lies a combinatorial lemma relating the average degree and the maximum dual degree of the graph. Given a graph G = (V, E), we show that the average degree of G, a(G), is at most the square root of the maximum dual degree of G, S(V ), that is a(G) ≤ S(V ). This not only gives us a new branching rule but also gives us an intuition to choose an appropriate measure of the problem instance. The main branching rule of our algorithms chooses a vertex of maximum dual degree and distinguishes two cases -either the vertex is added to the solution, or not -and recursively solves these two smaller subproblems. Even when the average degree of the graph is decreasing progressively during the recursion there might not be any change in the maximum degree of the graph. To measure the effect of the decreasing average degree and to accurately bound the sizes of the subproblems arising during the recursion we use m − n as a measure in the running time analysis. Here m is the number of edges and n is the number of vertices of the graph. We express m − n as (a(G) · n/2) − n and upper bound it by ( S(V ) · n/2) − n. We use this new upper bound on the size of subproblems in our analyses and that results in improved time bounds. The other salient features of our technique are its extreme simplicity and scope for much wider applications.
Throughout the paper we use the following notations. Given a graph G = (V, E), n represents the number of vertices, and m represents the number of edges in G. Let v ∈ V be a vertex and A ⊆ V be a set of vertices of
By S(A) we mean max u∈A S(u) and the average degree of G is a(G) = 2m/n. For a connected graph G, an edge e ∈ E is called a bridge if G \ e is not connected and if G 1 and G 2 are connected components of G \ e then we say that e connects G 1 and G 2 . The treewidth of G is denoted by tw(G). In this paper we do not use any non standard properties of treewidth and hence we refer to [5] for the definitions of treewidth and tree decomposition.
Maximum Independent Set
In this section we study the Maximum Independent Set problem which is defined below.
Maximum Independent Set (MIS):
What is the size of the largest subset I of the vertices of G such that no two vertices of I are adjacent?
We give a recursive algorithm based on the Branch & Bound paradigm for MIS and bound the number of nodes in the search tree generated by the algorithm using an analysis based on the average degree of the graph.
The following combinatorial lemma relating the average and the maximum dual degrees of the graph is crucial for our arguments.
Lemma 1. For any graph
Proof. By the Cauchy-Schwartz inequality,
By double counting,
The combination of (1) and (2) yields
Since S(V ) is an upper bound for each term in
and thus, a(G) ≤ S(V ).
We use an algorithm for finding a maximum independent set in graphs with bounded treewidth as a subroutine.
Lemma 2 ([5]). Given a graph G with n vertices and a tree decomposition of G of width at most
Our algorithm for MIS is based on branching and a few reduction rules. The essence of these reduction rules is that if we encounter a subgraph which cannot increase the treewidth of the graph beyond a constant then this subgraph is contracted into a single fat vertex. We have two kinds of branchings: (a) on a vertex of high (> 10) degree and (b) on a vertex of maximum dual degree. If we encounter an induced subgraph H of size at most 11 with a bridge (u, v) connecting H with the rest of the graph with u ∈ H and v ∈ V \ H, then we contract H ∪ {v} into one fat vertex f v . We call v the leader of f v . Note that H can also contain fat vertices and that v could be a fat vertex. We say that the algorithm uncompresses f v if it replaces f v again with the subgraph induced by H ∪ {v}. The algorithm uncompresses G if it uncompresses fat vertices until the graph does not contain any fat vertex. The uncompressed graph is denoted by U (G).
The algorithm always branches without using any reduction rules if it finds a vertex of degree at least 11. Thus, branching on a vertex of maximum dual degree and the applications of the reduction rules only happen when the maximum degree of the graph is at most 10. In the description of Algorithm Mis in Figure 1 , the function branch(v, G) takes as arguments a vertex v and a graph G. It recursively calls Algorithm Mis on two smaller instances and returns the set of maximum cardinality returned by these recursive calls. The two smaller instances are obtained by
• deleting v from G, and
• adding v to the partially constructed independent set and deleting
Figure 1: Algorithm Mis
If the algorithm deletes a fat vertex f v , it actually uncompresses f v and then deletes its leader v. If v = f x then the deletion recursively uncompresses fat vertices until obtaining a normal vertex that can be deleted. Similarly, if the algorithm adds a fat vertex f v to the partially constructed independent set, it first uncompresses f v and adds v to the partially constructed independent set. Now we prove a simple lemma which bounds the treewidth of the graphs for which S(V ) ≤ 4, arising during the recursion of the algorithm. Proof. Since S(V ) ≤ 4, we have (by Lemma 1) that a(G) ≤ S(V ) = √ 4 = 2. At this point not only the average degree of the graph is at most 2 but the average degree of every connected component is at most 2. This implies that every connected component of G is either a tree or a unicyclic graph (a connected graph with an unique cycle). Hence the treewidth of G is bounded by 2. Thus every 2-connected component of U (G) is either a cycle or contains at most 11 vertices. Since the treewidth of a graph is the maximum treewidth of its 2-connected components (see e.g. [5] ), the Lemma follows.
The next theorem gives an upper bound on the running time of Algorithm Mis. Proof. The correctness of Algorithm Mis is clear from the presentation and hence we move to the time analysis of the algorithm. For the running time analysis, we use two measures of the size of an instance: n and µ = m − n. To evaluate the running time T (n) (respectively T (µ)) of an instance of size n (respectively µ), we consider several generic cases occurring in the algorithm and give recurrences for all these cases.
High degree vertex. If there exists a vertex v ∈ V of degree at least 11, branching on this vertex yields the recurrence T (n) ≤ T (n − 1) + T (n − 12) which gives T (n) ≤ O(1.1730 n ) in this case. Small average degree. If S(G) ≤ 4, then due to Lemmata 2 and 3 this is an instance solvable in polynomial time.
Branch on a vertex v with maximum dual degree. In this case, a(G) ≤ 10 and 4 < S(v) ≤ 100 according to Lemma 1. Let v be a vertex such that S(v) = S(V ). We put S = S(v) and d = d(v). Since G has no vertices of degree 1 and all vertices of G are of degree at most 10, d satisfies the following inequality:
In the first branch the algorithm deletes v and its d incident edges from the graph. Thus the measure µ decreases by d − 1. In the other branch, the algorithm adds v to the partially independent set and removes N 
If S ≤ d 2 + 2, then there are d edges between v and N (v), at most
edges between vertices in N (v) and at least 2 (or 3 if
is not an integer) edges between N (v) and N (N (v)) and hence at least ⌈(S − d − 2)/2⌉ + d + 2 edges are deleted in this case resulting in following recurrence,
Let γ S,d be the unique positive root of (4) Thus the running time of the algorithm is O(1.1795 n ). The space required by the algorithm is polynomial because the length of the recursion is O(n) and dynamic programming on a graph of O(1) treewidth requires polynomial space.
The above algorithm relies entirely on branching and a dynamic programming algorithm on graphs of bounded treewidth. Both techniques can easily be generalized to handle weights on the vertices and counting all possible solutions with the same running time. Thus by slightly changing the MIS algorithm we obtain the following. The problem of counting satisfying assignments of a 2-SAT formula is another basic problem in algorithms. It generalizes counting independent sets and any improvement in the algorithm for #2-SAT w improves the fastest algorithm for various other problems,. The problem #2-SAT w is defined as follows.
Counting Weighted 2-Satisfiability (#2-SAT w ):
Instance: A 2-SAT formula F on a set of n variables V with a weight function w : V → R and a real number k. Question: What is the number of satisfying assignments of F of weight k?
We obtain an algorithm for #2-SAT w by considering the constraint graph associated with the formula F . The constraint graph of a formula is the graph where the vertex set is the set of variables and there is an edge between two vertices if the corresponding variables occur together in at least one clause. Branching on a variable x means assigning 0 or 1 to x. It is also straightforward to adapt Lemma 2 to #2-SAT w . By an analysis similar to the one for MIS, we obtain the following result.
Theorem 6. #2-SAT w is solvable in time O(1.1795 n ) and polynomial space.
Some immediate consequences of the algorithms presented in this section are polynomial space algorithms for (i) Chromatic Number in time O(2.1795 n ), using the inclusion-exclusion algorithm of Björklund and Husfeldt [4] , (ii) faster algorithms for (d, 2)-CSP, including a O(1.6410 n ) time algorithm for counting the number of 3-colorings of a graph, (iii) a O(1.3913 k ·n O(1) ) time algorithm for parameterized Weighted Vertex Cover, and (iv) algorithms in time O(1.1795 n ) for #1-INk-SAT, #Exact Cover, #Exact Hitting Set, and #Weighted Set Packing by making use of reductions from [10, 12] 3 Minimum Dominating Set
In this section we apply our technique to the Minimum Dominating Set problem.
Minimum Dominating Set (MDS):
Instance: A graph G = (V, E). Question: What is the size of the smallest subset D of the vertices of G such that every vertex in V \ D has a neighbor in D?
To solve MDS, we first express it as a Minimum Red-Blue Dominating Set problem (MRBDS) on an auxiliary bipartite graph. For a bipartite graph H = (V H , E H ) with a bipartition V H = V red ∪ V blue , a subset D ⊆ V red is a red-blue dominating set if every vertex in V blue is adjacent to a vertex of D. Given a bipartite graph H, MRBDS asks for a minimum red-blue dominating set in H. To an instance G = (V, E) for MDS we associate an auxiliary bipartite graph H = (V red ∪ V blue , E H ), an instance of MRBDS. We associate two vertices v red ∈ V red and v blue ∈ V blue to every vertex v ∈ V . There is an edge between v red and u blue if and only if u ∈ N [v]. It is easy to see that there is a bijective correspondence between dominating sets in G and red-blue dominating sets in H. Now we give an algorithm to solve MRBDS. The design and analysis of this algorithm is similar to the one for MIS. First, we prove a bipartite version of Lemma 1 which will be crucial for our analysis.
Lemma 7. For any bipartite graph G = (A ∪ B, E) with a bipartition A and B, a(G) ≤ S(A).
Proof. As in the proof of Lemma 1 we use the Cauchy-Schwartz inequality to obtain
and double counting to obtain
These two equalities imply that (since (|A| − |B|) 2 ≥ 0) and we arrive at S(A) ≥ 4m 2 /n 2 = a(G) 2 .
We use the following lemma for our analysis which is proved in [1] by using dynamic programming on graphs of bounded treewidth.
Lemma 8 ([1]). Given a bipartite graph G with n vertices and a tree decomposition of G of width at most ℓ, MRBDS can be solved in time
The description of our algorithm for MRBDS is very similar to the one for MIS. Here we present a high level description of our algorithm. Given a graph G = (V red ∪ V blue , E) on n vertices, the algorithm branches on a vertex in V red of maximum degree if the maximum degree of a vertex v ∈ V red is at least 13. If there is a vertex u of degree 1 in V red ∪ V blue then the algorithm contracts u and its unique neighbor v into a new fat vertex f v with v as its leader. When the degree-1 reduction rule cannot be applied and S(A) ≥ 5, the algorithm branches on a vertex v in V red of maximum dual degree. Additionally, the algorithm selects v of maximum degree if there are several choices for v. It uses the same function branch(v, G) for branching which is used for MIS. The treatment of fat vertices during deletion also remains the same. If S(A) ≤ 4 then the algorithm of Lemma 8 solves MRBDS in polynomial time. This concludes the description of the algorithm. We obtain the following time bound for our algorithm for MRBDS.
Theorem 9. MRBDS is solvable in time O(1.1636 n ) and polynomial space.
Proof. We do not go into the details of the correctness of the algorithm. The running time analysis of our algorithm follows the similar line as in the proof of Theorem 4. We use n and m − n as measure depending on whether we are branching on a vertex of maximum degree in V red or on a vertex of maximum dual degree in V red . If we branch on a vertex of degree at least 13 then we obtain the following recurrence
which solves to T (n) ≤ O(1.1545 n ). If S(V red ) ≤ 4, then the average degree of each connected component of G is at most 2. As in the proof of Lemma 3, one can show that tw(U (G)) is constant and hence by the application of the algorithm mentioned in Lemma 8, this is a polynomial time solvable case. Now we give the recurrences for the case when the algorithm selects a vertex v ∈ V red with maximum dual degree. Here, it also selects v of maximum degree if there are several choices for v. In this case, a(G) ≤ 12 and 5 ≤ S(v) ≤ 144 according to Lemma 7. Let v be a vertex with dual degree S(v) = S(V red ) and with maximum degree d among all vertices with highest dual degree. We put S = S(v). Since G contains no vertex of degree at most 1 and the maximum degree of G is at most 12 at this point, d satisfies the following inequality:
Using the fact that G is a bipartite we obtain the following recurrence for branching on v,
Let γ S,d be the unique positive root of this recurrence. Hence the running time of this algorithm is upper bounded by O(γ µ S,d ). Now we get an upper bound on the running time of the algorithm using the bound of Lemma 7 on the average degree of the graph and taking the maximum value of γ
. Here the maximum is taken over all pairs (d, S), where S ∈ {5, 6, . . . , 144} and d is an integer satisfying the conditions in (6) . The worst case running time is O(1.1701 n ) and the worst case branchings appear when d = 2 and 17 ≤ S ≤ 24. In these cases we use √ S as an upper bound on the average degree of the graph for the calculation of the time complexity. We improve the overall time complexity with the help of the following claim.
Claim. Let G = (V, E) be a bipartite graph with bipartition (A, B), minimum degree 2, 17 ≤ S(A) = S and let the dual degree of every vertex v of degree at least 3 in A be at most S − 1. Then
Proof. Let A 2 be the set of degree-2 vertices in A. Let us consider the induced subgraph
Let n ′ and m ′ be the number of vertices and edges in G ′ respectively and let Given an instance G of MDS the corresponding instance H for MRBDS has 2n vertices and hence the following theorem follows. As the algorithm relies entirely on branching and dynamic programming on graphs of bounded treewidth, we also have the following. 
Conclusion and Discussion
In this paper we introduced a new technique for analysing the running time of simple Branch & Bound algorithms, and demonstrated its power by providing the fastest algorithms for Maximum Independent Set, Minimum Dominating Set, their weighted counting versions and #2-SAT w .
The algorithms and their analyses are simple and clearly leave space for improvements. One of the obvious ways to improve the running time of our algorithms is to use more refined measures and to analyse the worst case recurrences more carefully. In particular, for both algorithms the use of piecewise linear functions to measure the size of a problem, as in [23, 12] , gives some improvements. For MDS, one can also slightly modify the algorithm in order to obtain smaller bounds on the average degree of the graph for the worst case recurrences. With these modifications, the running times of the algorithms can be improved to O(1.1744 n ) for MIS and #2-SAT w and to O(1.3365 n ) for MDS. We do not go into the details of these improvements as we think that "the game is not worth the candle". However, it seems that a significant improvement of our algorithms will require different ideas.
We conclude with some open questions. The first interesting question is whether the other fundamental and well-studied problems in the area like 3-SAT [6, 13, 27 ] and 3-Coloring [3, 7] can be improved by basic and simple arguments. Are there any other combinatorial arguments that could substitute the existing extensive case analyses? Finally, since the measure is so important for the analyses of search tree based algorithms, the vital question here is: what is the most appropriate measure and is there a systematic way to find it?
