In this paper we study the optimality condition for the Venttsel boundary control of a parabolic equation, that is, the state of the dynamic system is governed by a parabolic equation together with an initial condition while the control is applied to the system via the Venttsel boundary condition. A first order necessary condition is derived for the optimal solution in the case of both unconstrained and constrained problems. The condition is also sufficient for the unconstrained problem.
Introduction
In this paper we discuss the necessary optimality conditions for a class of optimal control problems formulated as follows:
( 1) where u is the control chosen from an allowable set U , y u is the output state variable governed by a state equation corresponding to the input u, J(u) is the objective function and F i (y u ) are the constraint functions on the state variable.
The state equation under our consideration is an initial-boundary value problem of parabolic equations where the control u is applied to the dynamic system via the Venttsel boundary condition. We will give the detailed introduction of the state equation, objective and constrain functions in Section 2.
The optimal control problems of systems governed by partial differential equations are well studied. The second order necessary and sufficient optimality conditions for elliptic problems are obtained by Casas E. and Tröltzsch F. in [7] and [8] . Similar conditions for parabolic problems are studied by Raymond J. and Tröltzsch F. in [17] , Krumbiegel K. and Rehberg J. in [11] . The general theory on PDE control problems can be found in standard textbooks such as [12] or Raymond on-line lecture notes. In those literatures, either the interior distributed control or boundary controls through Dirichlet, Neumann and general oblique boundary conditions are well studied. This paper will contribute the Venttel boundary control to the existing theory in this field.
An initial-boundary value problem of a parabolic equation with a parabolic Venttsel boundary condition arises in the engineering problem of heat conduction. A simple example is the problem of heat conduction in a medium enclosed by a thin skin and the conductivities of the medium and the surrounding skin are significantly different, see [6] and [16] . Generally speaking, all physical phenomena involving a diffusion process along the boundary manifold will give rise to a Vettsel type boundary condition as it gives rise to a second order tangential derivatives (diffusion) as well as the first and zero order derivatives the unknown function. The theoretical frame work in dealing with such a boundary problems has been developed since 1990's. It was started with elliptic equations by Luo Y. and Trudinger N. in [14] and [15] and continued with parabolic equations by Apushkinskaya D. and Nazarov A. in [1] , [2] and [3] . The existence, uniqueness as well as the a priori estimates of both classical and distributional solutions are established. It has been shown in [18] that the Venttsel boundary condition is the most general feasible boundary condition for a parabolic or elliptic equation and, in the degenerate case where the second order term vanishes, it includes Dirichlet, Neumann and general oblique boundary conditions as special cases.
For the optimal control problems involving Venttsel boundary condition, a first order necessary condition is derived by the author in [13] where the state equation is an elliptic equation, based on the results in [4] , [5] and [7] . This paper is the continuation of [13] and it is also an analogue to [7] , [8] and [17] because similar results have already been obtained for elliptic problems or parabolic problems with traditional boundary conditions.
In the following, we will first state the problems clearly and collect all relevant back ground results for the solutions of our state equation in Section 2. In Section 3 we will establish the differentiability of the objective functional and derive a formula to express the derivatives of it. In Section 4, we will give the optimal condition for both unconstrained and constrained problems. Finally in Section 5 we will make some comments on further development.
Preliminary

Notation, function spaces
Let Ω be a bounded open subset of R n with a C 3 boundary Γ = ∂Ω. For T > 0, we define Q = Ω × (0, T ) and Σ = Γ × (0, T ). For functions y : Q → R the notation D i y denotes the partial derivative with respect to the space variable x i and D t y denotes the partial derivative with respect to the time variable t. Dy = (D 1 y, . . . , D n y) is the gradient of y. We also denote by
the partial derivatives of order |σ| where σ = (σ 1 , σ 2 , · · · , σ n ) ∈ N n 0 is a multi-index of modulus |σ| = n i=1 σ i . The parabolic distance between the points P 1 (x 1 , t 1 ) and
where |x| is the Euclidean norm in R n . When a point P is on the boundary Σ we usually write its coordinate as (s, t) where s is a variable on Γ and if an integral is involved we will use ds to denote the surface area element of Γ.
The space C(Q) is the Banach space of all continuous functions y in Q with the norm
For 0 < α < 1, the space C α (Q) is the Banach space of functions with the norm
where [·] α,Q stands for the Hölder semi-norm
[y] α,Q := sup
The space C 2,α (Q) is the Banach space of functions with the norm
The restriction of C 2,α (Q) functions on the boundary of Σ is denoted by C 2,α (Σ). When the functions are independent of t we can define the spaces C 2,α (Ω) and C 2,α (Γ) in exactly the same way. Notice also that every C 2,α (Σ) function can always be extended to a C m,α (Q) function and such an extension can be carried out in a manner that preserves the norm, i.e. the corresponding C 2,α (Σ) norm and C 2,α (Q) are equivalent. Based on such an observation we will not distinguish the spaces C 2,α (Σ) and C 2,α (Q).
Let ν = (ν 1 , . . . , ν n ) be the outward unit normal vector field of Γ. Then the outward normal derivative of y, denoted by ∂ ν y, is defined by
where Dy is the gradient vector of y. Now we define the tangential differential operators. Let {c ik } n×n be the matrix whose entries are given by
where δ ik is the Kronecker symbol. Then the first and the second order tangential differential operators are then defined by
hence the tangential gradient operator is defined by
In particular the Laplace-Beltrami operator on the boundary manifold is then defined by
All repeated indecis above indicate a summation from 1 to n. Note that the second order tangential derivatives so defined are not symmetric in general.
State equations, objective functionals and constraints
The state equation in this paper is the following semi-linear initial-boundary value problem of heat equation
where f ∈ C α (Q) is a given function (a given source of temperature), y 0 ∈ C 2,α (Ω) is the initial temperature, u ∈ C α (Σ) is the control function and ϕ is a given smooth function. We will not precisely specify the class that ϕ belongs to and assume that all derivatives needed exist and are bounded as long as all the variables in ϕ are bounded. However we make the following general assumption on ϕ throughout this paper:
The boundary condition of this kind is known as the Venttsel boundary condition. As mentioned in the introduction, physically the Venttsel boundary condition occurs when the boundary manifold Γ and the domain Ω have significantly different conductivity. In such a case the boundary condition should take the form of
where κ is a positive constant not equal to 1 if we normalize the heat equation in Q to the form in (2) . However this does not cause any difference in the following theoretical development. Due to such a reason we only consider the state equation in the form of (2).
The objective functional J : C α (Σ) → R is given by
where p : Q × R → R and q : Σ × R × R → R are of class C 1 and y u = G(u) is the solution of the state equation (2) corresponding to the control u.
Let u a and b be a given pair of functions in C α (Σ) such that u a ≤ u b . Then the allowable control set U is given by
The constraint functionals on the state y u is given by
where
In the following, when the dependence of a function on the space-time variable (x, t) ∈ Q or (s, t) ∈ Σ is clear we will simply use a dot " ·" to denote the variable. For example, we will write ϕ(s, t, y, u) as ϕ(·, y, u)
Solutions to the state equation
The existence, uniqueness and a priori C 2,α (Q) norm of the solution to the state equation are all needed in the study of optimal conditions. The Venttsel problems of parabolic equations have been well studied [1] and [2] where the existence of classical and distributional solutions are obtained under very general structure conditions for a class of quasilinear equations and boundary conditions. Since our main focus here is the optimal control problem we will not quote the general existence results from [1] and [2] but will reformat the Theorem to cover only our equations.
Theorem 2.1 Let the following conditions hold: (a) The domain Ω has a C 3 boundary Γ;
The uniqueness of the classical solution is not given in [1] and [2] for the general problem. We will prove it for our problem by using the weak maximum principle and the arguments in [9] .
Theorem 2.2 Under the assumptions of Theorem 2.1 and (3) the solution y ∈ C 2,α (Q) to the problem (2) is unique.
Proof: Suppose y 1 and y 2 are two solutions of (2). Then
By the weak maximum principle, (Theorem 6, Sec. 2 of [9] ), the positive maximum of y 3 must be obtained at a point P ∈ Σ. Also, by Theorem 14, Sec. 2.2 of [9] ∂ ν y 3 (P ) > 0 if P has the inside strong sphere property which is satisfied by our assumption Γ ∈ C 3 . However at P we also have D t y 3 (P ) ≥ 0, ∆ Γ y 3 (P ) ≤ 0 and σy 3 (P ) ≤ 0 which gives a contradiction to the boundary condition. The same argument applies to the negative minimum of y 3 . Therefore y 3 ≡ 0.
To obtain the a priori bound for the C 2,α (Q) norm of the solution, the following weak maximum principle for linear problems is the starting point.
Theorem 2.3
Assume that the boundary condition is linear, that is, ϕ(s, t, y, u) = σ(s, t)y + θ(s, t) and there is a constant M > 0 such that |σ| ≤ M for all (s, t) ∈ Σ. Then the solution y to the problem (2) satisfies
where C depends only on T and M .
Proof: Let v = e −(M +1)t y. We then have max |y| ≤ e (M +1)T max |v|. Assume v attains a positive maximum at (x 0 , t 0 ) in Q then we have the following three cases:
Since ∆v ≤ 0 and D t v ≥ 0 at (x 0 , t 0 ), we have v ≤ e −(M +1)t 0 f and hence max v ≤ max |f |.
Case II: (x 0 , t 0 ) ∈ Σ. Then a similar calculation yields
Since
Case III: (x 0 , t 0 ) ∈ Ω. Then t 0 = 0, v = y so max v ≤ max |y 0 |. In summary we have
If min y < 0 then the same argument as above gives
Thus the Theorem is proved.
Corollary 2.4
In addition to the assumptions in Theorem 2.1 assume also that there is a constant M 1 > 0 such that |ϕ|, |Dϕ| ≤ M for all (s, t, y, u). Then the solution y to the problem (2) satisfies
Proof: As in the proof of Theorem 2.2 we can write the boundary condition as We also need the a priori estimate for the C 2,α (Q) norm of the solution. We formulate the result to cover our simple problem only instead of giving the general result under complicated assumptions. Then we will briefly outline the idea of the proof instead of giving the detailed proof.
Theorem 2.5 Let the assumptions of Theorem 2.1 and 2.2 hold. Assume also that |D 2 ϕ| ≤ M for a constant M 1 > 0. Then there exists a constant C such that the solution y ∈ C 2,α (Q) to the problem (2) satisfies
where C depends on n, diam(Ω), T and M .
Proof: Corollary 10 provides a bound for y Q . Using this in Theorem 1.3 of [1] we obtain a bound for Dy C α (Q) , in particular, for ∂ ν y C α (Q) . Then we rewrite the boundary condition in the form 
Finally (11) follows from Theorem 6 of Sec. 3.2 of [9] .
Differentiability
In order to derive the optimal condition we investigate the differentiability of the functionals involved in the problem and establish the expressions for the derivatives in this section. For this purpose we start with the principal system which is an initial-boundary value problem:
where f ∈ C α (Q), y 0 ∈ C 2,α (Ω) and h ∈ C α (Σ) are given functions. We call the following system the adjoint problem of (12) .
where g ∈ C α (Q), z T ∈ C 2,α (Ω) and r ∈ C α (Σ) are given functions. For the pair of system (12) and (13) we have the following relation.
Theorem 3.1 Suppose that y is a solution of (12) and z is a solution of (13) . Then the following formula holds
Proof: We multiply the differential equation in (12) by z and integrate both side over Q to get
From the integration by parts formula we have
For the second term in (15) we have, by using Green's formula and the boundary condition in (2),
Applying integration by parts formula with respect to t and applying the boundary version of Green's identity (see Lemma 16.1 of [10] ) with respect to s ∈ Γ we have
The last equation follows from the boundary condition of problem (13) . Then (17) becomes
Substituting (18) and (16) into (15) gives
On the other hand, by multiply the differential equation in (13) by y and integrating over Q we have −
which is −
Finally we obtain
In the following, for convenience, we express the output y u corresponding to the control u as the image of a mapping G : C α (Σ) → C 2,α (Q) so that y u = G(u).
Theorem 3.2 The mapping y
are the first and second order Fréchet derivative of G at u, then for each v, v 1 , v 2 ∈ C α (Σ) the function z = G ′ (u), v is the unique solution of the boundary value problem
and the function z 12 = G ′′ (u), (v 1 , v 2 ) is the unique solution of the boundary value problem
Proof: We first prove that G is Gateaux-differentiable and calculate the G-derivative dG(u).
Let v ∈ C α (Σ) and consider y λ = G(u + λv) and y = G(u). It follows that
where w λ = y λ − y satisfies
Dividing (24) by λ we can see that z λ = w λ /λ satisfies
We can assume that λ is bounded, say |λ| ≤ 1. Obviously β λ ∈ C 2,α (Σ). It follows from Theorem 2.5 that
for a constant C 2 . Notice also that γ λ v C α (Σ) is also bounded and hence Theorem 2.5 implies
for some constants C 3 . Applying the maximum principle Theorem 7 we know that z λ Q is bounded. In summary we
for a constant C 4 independent of λ. This implies that, up to a subsequence, z λ converges to a function z in C 2,α (Q) as λ → 0 and lim λ→0 β λ = ∂ϕ ∂y (·, y, u) and lim λ→0 γ λ = ∂ϕ ∂u (·, y, u).
By taking limit in (25) we can see that z = dG(u), v is the solution of (22).
The uniqueness of z is guaranteed by Theorem 2.2.
Next we examine the continuity of dG. Notice that dG(u) ∈ L(C α (Σ), C 2,α (Q)) and
Therefore to prove the continuity of dG(u) is to prove that asũ → u in C α (Σ)
whereỹ = G(ũ). All we need to show is that w → 0 in C 2,α (Q) uniformly with respect to v = 1, asũ → u in C α (Σ). To this end we rewrite right hand side of the boundary condition in (27) in the form ζw + η where
Further more if we put
then η can be written as
From the assumption on ϕ we know that µ 1 z + µ 3 v and µ 2 z + µ 4 v are both in C α (Q) and hence
Putting everything together we can write the boundary condition for w as
By Theorem 2.5 we then have
which proves the continuity of dG(u). Finally, since G(u) is continuously Gateaux differentiable, we conclude that G(u) is also Fréchet differentiable and that the Fréchet derivative G ′ (u) is equal to dG(u).
For the second order derivative we let y λ = G(u + λv 2 ) and z λ = G ′ (u + λv 2 ), v 1 . We then have
By using exactly the same argument above we can prove the existence of G ′′ (u) and derive the equation that z 12 must satisfy. Since this is a lengthy but straight forward exercise we omit the details here.
Now we are in the position to establish the differentiability and express the derivative of the objective functional J(u).
Theorem 3.3
The functional J is twice Fréchet differentiable and for every u, v, v 1 , v 2 ∈ C α (Σ) and y = G(u) we have
and
where z i = G ′ (u), v i for i = 1, 2 and w is the solution of
For the second order derivative we differentiate J ′ (u), v 1 using the formula (31) to get
Theorem 4.1 The necessary condition forū ∈ U to be an optimal solution of inf J(u) is
for all v ∈ U , where the couple (ȳ,w) is the solution of the following system
(35) In the case where the integral in (34) is equal to 0 for some v then the second order necessary optimality condition is
As a special case we have: where the couple (ȳ,w) is the solution of (35).
Proof: In such a case (34) becomes a necessary and sufficient condition with the equality holds true for all v. This implies (37).
For an application of Corollary 4.2 we consider the example when ϕ(·, y, u) = u and the objective function is given by
where β > 0 is a constant and y g is a given reference temperature. The objective in this example is to minimize the difference between the actual temperature and a given reference temperature plus the cost of the control. To verify that J(u) is also convex with respect to u we let y 1 , y 2 and y λ be the solution of the state equation (2) corresponding to the controls u 1 , u 2 and λu 1 + (1 − λ)u 2 respectively. It is easy to see that y λ = λy 1 + (1 − λ)y 2 from the equation (2) and hence the convexity of J 1 (u) follows. Therefore, in such a case, we can find the optimal solution precisely by solving a system of heat equations. 
Proof: In Theorem 4.2 we put p = (y − y g ) 2 /2, q = (βu 2 )/2, ϕ = u. It follows that ∂p ∂y = y − y g , ∂q ∂y = 0, ∂q ∂u = βu, ∂ϕ ∂u = 1 and ∂ϕ ∂y = 0.
Then the sufficient and necessary condition in Theorem 4.2 becomes βū =w, as long as (w,ȳ) is the solution of (38). Thereforeū = 1 βw is the optimal solution.
Constrained optimization
A functionū ∈ U is said to be a local solution, or a locally optimal control, of (1) if there is a number δ > 0 such that J(u) ≥ J(ū) holds for all u ∈ U satisfying |u −ū| < δ, with their associated state y and the state constraint on y. Our main result is the first order necessary condition for aū ∈ U to be a local solution.
The differentiability and the expression of the Fréchet derivative of the constraints F i (u) can be obtained as follows.
The functional F i is Fréchet differentiable and for every u, v ∈ C α (Σ) and y = G(u) we have
where w i is the solution of
Proof: The proof is similar to that of Theorem 3.3. Starting with the mapping
we have for everyỹ and y
, by the chain rule we have
where G ′ (u)v stands for the solution z = G ′ (u), v of (22) in Theorem 3.2. Therefore
set such that F i (ȳ) = 0 if i ∈ I 0 and F i (ȳ) < 0 if i is not in I 0 . The regularity assumption is as follows.
where Γ ǫ is the subset of Γ on which the function values ofū are away from the boundary of the allowable control set U by a amount ǫ > 0:
Theorem 4.5 Assume that the regularity condition (43) holds. Then the first necessary condition forū to be a local optimal solution of inf J(u) is that for i ∈ I 0 there exist real numbers λ i ≥ 0 and solutionsȳ andw of the following system Proof: Let y = G(u) be the solution of (2) corresponding to u and F i (u) = F ( G(u)) are the constraint functionals in our optimal control problem (1) . By the KKT conditions, for i ∈ I 0 , there are λ i ≥ 0 such that
for all v as described in the Theorem.
Now all we need to show is that the right hand side of (45) is the expression for J ′ (ū) + i∈I 0 λ i F ′ i (ū), v . Putting u =ūȳ = G(ū) in equations (29) and (41) we obtain solutions w 0 and w i respectively. It is obvious thatw = w 0 + i∈I 0 λ i w i is the solution of the second equation in system (44). Also (28) gives Finally we point out that a second order necessary optimality condition for the problem (1) can be directly translated from the elliptic case [7] to our parabolic case. To keep this article short we will not state it here and the interested readers can find it in [7] .
Remarks
There is no problem to extend the results in this paper to the case when the state equation is a general second order parabolic equation with a general Venttsel boundary condition:
where {a ij } and {α ij } are both positive definite matrices and β i > 0. In this general case, similar results to Theorem 3.3 and 4.4 can be established but the formulations will be messy. The reason for this is that we have to perform local coordinate transform to change {a ij } and {α ij } into identity matrices before we can apply the Green's formula both in Ω and on Γ.
In engineering problems the control function u is usually discontinuous. In particular, when changing control strategy u usually has a jump at certain time. We are currently working on the Vettsel problem in Hilbert spaces H s (Q) so that optimality conditions for discontinuous controls will be covered.
