Using a large sample of accounting data for non …nancial companies in France on the period 1990-2004, the paper studies the interactions between macroeconomic shocks and companies'…nancial fragility. We consider links in both directions, namely whether …rms' bankruptcies are a¤ected by macroeconomic variables, and whether bankruptcies determine the business cycle. We estimate forecasting equations for …rms' bankruptcy using Schumway's (2001) approach and study the joint dynamics of defaults and macroeconomic variables. We provide evidence of signi…cant "second round" e¤ects, with a persistent impact of the output gap on defaults and a feedback e¤ects of defaults on the output gap in a Panel-VAR framework. We illustrate how the model can be used for stress testing.
Introduction
The objective of the paper is to investigate the interaction between macroeconomic cycles and microeconomic shocks, focusing on the …rm level. In particular we consider how the …nancial fragility of …rms a¤ects the business cycle, which may itself determine the …nancial situation of …rms. Such a question is in particular relevant in two areas: …rst in terms of macroeconomic forecasting with a view to incorporating information at the microeconomic level; second, for the implementation of "stress tests" where one considers the response of the …nancial sector to large macroeconomic shocks. As usually acknowledged, the drawback of the latter approach is that these tests are usually carried out in a static way, omitting the so-called "second round e¤ects" of the shocks to the real economy : a given initial macro-economic shock impacts on the …nancial situation of …rms, which then a¤ects macroeconomic variables. The contribution of the paper is therefore to study the transmission of shocks, and in particular those measuring …nancial fragility, as de…ned by the likelihood of corporate defaults.
Here we consider two strands of the literature. First, several papers investigate how …nancial variables and in particular the …nancial situation of corporate …rms a¤ect the business cycle, in the line of Bernanke and Gertler (1989) . Among others, Lown and Morgan (2006) provide evidence that indicators of …nancial fragility, as measured by business failure rates, together with credit standards have explanatory power for future growth of bank loans and GDP, on top of standard measures of interest rates on loans. Second, there is a growing literature on the impact of macroeconomic variables on corporate defaults (Bordes and Melitz, 1991 , Allen and Saunders, 2004 , Misiona and Tessier, 2007 . Some of them also consider dynamic feedback relationships, as Koopman and Lucas (2003) . Carling et al. (2004 Carling et al. ( , 2007 ) also investigate these issues in the case of the corporate sector in Sweden; they estimate current year or one year ahead default equations for individual …rms and measure the e¤ect of the aggregate default probability in a VAR model which also includes output, in ‡ation, the nominal interest rate and the exchange rate. Our study is close in spirit to their approach, but we provide several extensions. We develop a similar analysis in the case of France, using the Banque de France FIBEN database.
In addition we rely on the Shumway's (2001) duration model, which allows to estimate the relationship between macroeconomic variables and defaults over several periods and not only period-by-period. Such models provide more reliable estimates of default probabilities than the usual LOGIT models, since they take into account the progressive deterioration of …nancial conditions in the corporate sector.
The paper is organized as follows. In section 2 we explain our modelling choices. In section 3 we present the data and the main results we obtain about the bilateral e¤ects of macroeconomic conditions on bankruptcies. Variant scenarios and stress tests are considered in section 4. Section 5 concludes.
Modelling choices
In order to study the dynamic impact of …nancial fragility on the business cycle, Carling et al. (2004) use a VAR model where the output gap and other macroeconomic variables are included together with indicators of …nancial fragility. We follow their approach, but we introduce several di¤erences in the modelling choices as explained hereafter.
The indicators of …nancial fragility are drawn from the FIBEN database from Banque of France (see section 3) and are available at the yearly frequency over 15 years, while the macroeconomic variables are observed at the quarterly frequency. We estimate a LOGIT type model at the …rm level to measure the in ‡uence of the business cycle on the default probability (more precisely, on the logarithm of the individual odd ratio).
Due to the relatively short time-span of available data from FIBEN, we decided to focus on the sector level. Thus, we suppose that all sectors are homogenous regarding the determinants of the default rate and accordingly associated with the same LOGIT type model. Sector results are extracted from the …rm speci…c LOGIT model by simple aggregation. Further analysis -not carried out in the paper-could use di¤erent speci…cations of the LOGIT models for the di¤erent sectors.
Concerning the reverse impact of …nancial fragility on the business cycle and more precisely on the output gap, we estimate the parameters of the related linear regression by using PANEL-GMM method. We allow therefore for sector speci…c dynamics of the business cycle, although its elasticity to the …nancial fragility indicator is homogeneous across sectors.
In the following section, we describe in detail the system of equations that we use in our analysis.
The dynamic system
Rather than using a standard VAR model, we refer to the following system of two equations:
def;t is an observable indicator of …nancial fragility contrary to the estimated indicator chosen by Carling et al. (2003) . More precisely def;t is the empirical counterpart of the logarithm of the odd ratio log(
and A 22 (L) are lag-polynomials. 1 It is usual to de…ne the odd ratio as :
and to consider the logarithm of this ratio, which is an increasing mononotic transformation of the default probability p def;t . 2 We should de…ne def;t as log(
with ft denoting the default frequency at year t but we keep the usual notation log(
X t are macroeconomic variables and Z t is an aggregate counterpart of individual …n-ancial information Z it measured for each …rm i at date t.
The two equations are estimated separately. We take into account the contemporary correlation between 1t and 2t by introducing def;t into the second equation (A 21 (0) 6 = 0) but there is no contemporaneous variable in the …rst equation.
In order to compensate for the short time-span of available data (15 annual observations were made available to us and 11 could e¤ectively be used), we use sector-based series to estimate the second equation. Accordingly, it should be written as:
where j is a sector index. It is estimated by Panel-GMM as indicated in section 3.2. As outlined before, we allow for heterogeneity across sectors in the estimation.
The …rst equation:
is estimated from a LOGIT-type model speci…ed at the individual (…rm) level:
where p it denote the default probability for …rm i at date t and 1 j is equal to 1 if …rm i belongs to sector j and 0 otherwise. The c j coe¢ cients are associated with the sector …xed e¤ects. Then the estimates of the parameters are used at the sector level, under the assumption that each sector is homogenous :
In the previous regression, we do not introduce any sector-based variables, apart from the …xed e¤ects; cyclical business ‡uctuations are captured through aggregate macroeconomic series X t . The individual dimension is taken into account through the Z it which include various …nancial indicators.
Notice that we use interchangeably bankruptcy and defaults, de…ned as the termination of business, which is di¤erent from payment incidents on commercial debt (as opposed to incidents on …nancial debt leading to the termination of business after a legal procedure). We use incidents on commercial debt as leading indicator of default, as mentioned below. Note also that individual …nancial information Z it is taken as exogenous. A further step, not carried out in the paper, would imply either to assess the impact of macroeconomic variables X t on Z t and also including a richer set of sector speci…c variables in the individual LOGIT, or run sector speci…c LOGIT models.
As indicated above, to estimate A 12 (L) and d(L), we refer to a LOGIT-type approach. However, as made clearer below, it is worth emphasizing that this approach is di¤erent from the usual LOGIT one.
Indeed, in order to capture the macroeconomic information content for predicting future defaults, it is decisive to investigate the bankruptcy events in a dynamic framework, which is not allowed in the standard LOGIT framework, where a defaulting company only appears once in the likelihood.
The LOGIT-type model we refer to is a particular duration model introduced by Shumway (2001) , whose main principles are exposed in the following section.
Duration models and the multiperiod LOGIT model of Shumway (2001)
To explain the default risk, one often refers to a latent variable which is the ability of the company to satisfy its …nancial debt obligations. If the latent variable is smaller than a critical value (which can be supposed to be equal to 0), the …rm defaults (y i = 1; and y i = 0 otherwise). A duration model can provide a dynamic characterization of these default events, as it measures the life duration of each …rm -i. e. the number of years before bankruptcy-as a function of relevant micro or macro variables, which can be observed during the whole life of the …rm. In particular, such a model is able to capture the progressive worsening of the …nancial conditions. Moreover the duration model, once estimated, can provide forecasts of default at different horizons. This can be useful if one wants to de…ne di¤erent indicators of …nancial fragility for example if one looks at default events over a period instead of default at a given point in time.
In what follows, we will estimate the probability of defaulting at year t, when the company is still in operation at year t 1, on the basis of information available two or three years before. This choice is essentially justi…ed by data quality concerns, since the reliability of accounting data for companies close to bankruptcy or the year of default may be questionable. Indeed, either the company does not provide any accounting information, or this information is not reliable, or the company has already been restructured and is a di¤erent entity in comparison to the original company.
More precisely, the duration model we use to forecast defaults, is speci…ed and estimated as follows.
One observes n …rms over the period [0; T ] and for each …rm i, one de…nes the life duration, D i ; that is the duration before default. If t i denotes the default date and t i the date of the start of its activity, one has:
where d i is a realization of the random variable D i . The date at which …rm i leaves the sample without defaulting is noted c i . To exclude "left side"censored data, one can suppose that t i 0. Note than one can have right side censored data when …rms leave the sample at a date c i for a cause which is not default (for example, a merger).
Let us assume that the population is homogeneous and that the default events are independent across di¤erent …rms. Such an assumption is a priori questionable but becomes acceptable provided that the default events are investigated "conditionally on macroeconomic information", which corresponds to our speci…cation choice.
Let f denote the density distribution function of D i ; it is identical for all …rms, according to the homogeneity hypothesis. A …rm i contributes to the likelihood by f (d i ) y i (i. e. y i = 1) if it defaults at t i = t i + d i T . Otherwise, it contributes by S(c i t i ) 1 y i , where S denotes the survival function 3 .
Accordingly, the likelihood can be written as:
where
If the …rms leave the sample only because of default events, one has fu i = t i < T ; y i = 1g. 
It is possible to specify the hazard as a function of observable variables which can be macroeconomic variables or variables measured at the …rm level. In what follows, we choose the speci…cation:
.
where X denotes a set of K macroeconomic variables with K strictly smaller than T . H and H 0 are the lags introduced for, respectively, the microeconomic and the macroeconomic explanatory variables. These variables are included with lags in order to account for delays in the availability of the related information. In the literature, H is often de…ned as the horizon of the projection : default at t is explained by …nancial information at t H. Eventually, we get an estimate of the default probability that we have de…ned as p it = 1 h it . Now, if one de…nes the observations or "individuals" as year-…rms and no longer …rms, one can prove that the likelihood of the duration model has the same form as the likelihood 3 The survival function is de…ned as:
where F is the cumulated distribution function of the D variable.
function written for the so-called multiperiod LOGIT model examined by Shumway (2001) with the F LOGIT function speci…ed as:
), where the dependent variable y (i;t) is equal to 1 if …rm i defaults at time t and 0 otherwise; the z (i;t) 's account for all the explanatory variables. See Annex A for details.
With the chosen speci…cation for h, the parameters of the duration model can be estimated by using a standard LOGIT procedure.
However, it is worth noting that the individuals are supposed to be independent in such a procedure. It is of course not the case, when one considers year-…rms as individuals. Indeed, observations related to the same …rm but to di¤erent dates are not independent. This is the reason why Shumway (2001) suggests to correct the number of degrees of freedom for chi-square distributions used in the standard tests. 5 In the following section, we present the data and the main estimation results. Details on the method used to estimate the second equation (GMM panel estimation in the lines of Blundell and Bond, 1998) are reported in Annex B.
Data and estimation results
We now present the data that we use, and summarize successively the estimation results obtained for the two equations of our system.
Data sources
Two types of data are used, …nancial information on …rms as well as data on bankruptcies. Regarding individual …nancial data on non …nancial companies in France, several sources are available, either from Insee or from the Banque de France FIBEN database. There are also di¤erent sources on corporate bankruptcies, either from Insee or Banque de France. We use an unbalanced sample of individual companies from the FIBEN database, for which we have information on the date and cause of exit from the sample. This allows to measure precisely the occurrence of defaults. We check that our sample is representative of national developments using the comprehensive data published by Banque de France on corporate defaults at the sector level, concentrating on the 1990-2006 period. 6 We also compare our data to those published by Insee, referring to the study by Dommens (2006). The sector data from Banque de France are quite consistent with those from Insee at the sector level, although Banque de France also uses speci…c information. In order to compute sector default rates, the aggregate number of failures by sector is divided by the number of companies by sector, using Insee data from the Alisse database. 7 We adjust the level of the computed default probabilities to ensure that they are identical with the ones published by Nahmias (2005) for the years 2002 to 2004. It should be kept in mind that the FIBEN database excludes very small companies and is therefore less complete than the set of income tax returns used, e.g., by Crépon (1993) . Nevertheless the full set of FIBEN data is referred to as "Fiben exhaustive" in Table 1 below.
Our sample of individual data from the FIBEN database initially included yearly accounting information on a sample of 259,890 non …nancial companies in France on the 1990-2004 period (hence a total of 1 551,003 accounting statements) with a total of 35,875 defaults. These data are referred to as "Fiben sample" in the Table 1 below.
As it is typical with individual data, the database was …ltered for outliers since there are a number of extreme values among the observations of the …nancial ratios constructed from raw data. To ensure that statistical results are not heavily in ‡uenced by outliers, we replace all observations with value above the 99th percentile of each variable by that value. All values lower than the …rst percentile of each variable are "winsorised" in the same manner.
Financial accounts are published continuously over the year. Most of them cover the preceding year until 31 December, but may be published with delay. In addition some companies close their account during the year. We assume therefore that …nancial accounts published until 30th June of year N , actually cover operations for year N 1: 8 When comparing the bankruptcy data in our sample with the ones available at the sector level, it appears that only data on bankruptcies since 1994 are reliable, hence a total of 11 years. We decide therefore to concentrate on the post-1994 period.
We also use data on payment incidents or defaults on commercial debt, collected by Banque de France. Such events do not automatically lead to a bankruptcy (as measured by default on …nancial debt), but can be viewed as an harbinger for future bankruptcy.
Impact of bankruptcies on the business cycle
Given the small time dimension, we use the sector dimension to increase degrees of freedom. To measure the business cycle, we use data on value added at the sector level from the Insee National Accounts to construct an output gap indicator. 9 We estimate one dynamic panel equation where the output gap (GAP), is explained by its lagged value as well as the observed def . The equation is estimated by GMM, using Blundell and Bond's (1998) System GMM method (see Annex B), since OLS is biased given the correlation between the error term and the lagged endogenous variable.
We estimate the second equation of system (1), by regressing the fragility indicator def as computed from the three databases, respectively from Insee, the exhaustive Fiben http://www.alisse.insee.fr/SelectionFD.jsp?item=SERIES 8 More precisely, data available between 1st January of year N and 30th June of year N will appear in Year N 1. 9 The output gap at the sector level is computed as deviation from a linear trend on the logarithm of sector value added, using data from Insee National Accounts (working day adjusted) at the sector level.
database and the "FIBEN sample 10 " that we have used to estimate our LOGIT type model. The results are quite similar.
The use of three sources of default rates in the estimation of the second equation allows us to compare our results to those from more complete databases. As indicated in Table 1 , when considering an AR(2) model for the output gap, the sector default ratio appears to contain additional information. 11 We …nd that the signs of the coe¢ cients are stable and their values are relatively close for the di¤erent cases. We do not …nd any serial correlations of order 2 (Arellano and Bond test). Moreover the instruments are validated by the of Sargan /Hansen test.
Evidence of the Impact of the business cycle on bankruptcies from a multiperiod Logit model
We now concentrate on default in year t given that the company has not defaulted at t 1, conditional on …nancial information available at t 3 and macroeconomic information available at t 2 or t 3. We therefore estimate a multiperiod LOGIT model with y (i;t) = 1 1 0 This is the database used by Banque de France for the calculation of scores for the …nancial assessment of companies. 1 1 When considering additional macroeconomic variables (long term interest rate and in ‡ation) defaults remain signi…cant and the coe¢ cient is quite similar (results are available upon request). However the use of a more comprehensive model of GAP for stress testing is left for future work. In section 4, we only consider shocks to in ‡ation and interest rate channeled to defaults through the …rst equation (see system (3) below).
if …rm i defaults at t (with i still operating at date t 1) and with lagged independent variables X t 2(3) , for macroeconomic variables and Z i;t 3 for …nancial information.
Accordingly, the default probability underlying the indicator of …nancial fragility def is exactly the hazard function of the duration model.
Explanatory variables
In the speci…cation of the hazard function, as indicated in section 2.2, we have introduced variables with a lag of H periods. In what follows, we concentrate on the case with H equal to 3 for the …nancial variables because of the poor quality of the accounting data when the company is about to go bankrupt. We consider also shorter horizons. 12 
Concerning the explanatory variables, we investigate several sets of such variables. In particular, the forecasting models incorporate Altman's (1968) explanatory variables, as well as some variables drawn from reports of the Observatoire des entreprises of Banque de France (2004). 13 But contrary to Shumway (2001), we do not introduce any marketdriven explanatory variables because we include in the sample a large number of small and medium size companies which do not have access to …nancial markets.
For each speci…cation of the endogenous variable, we estimate three models: a …rst one with only …nancial ratios as independent variables; a second one, including information about pre-default events and debt with two dummy variables: IP = 1 if one non-payment incident on commercial debt occurs during the year (= 0, otherwise); Tax Arrears =1 if the company is indebted vis-à-vis the government (Tax and Social Security) (= 0 otherwise),
In the third speci…cation, we add macroeconomic variables as explanatory variables, introducing an output gap variable (GAP), the long term interest rate, the in ‡ation rate and the dollar/euro nominal exchange rate (amount of euros per 1 USD). These variables are included at year t 2 and t 3, but impact defaults at year t.
Such an approach allows to measure the information content of the additional variables. We now provide more details about the de…nition of the di¤erent …nancial variables that we introduce in the …rst step model. The ratios that we have retained are the following ones (Annex G contains summary statistics of these variables): As mentioned before, we have 1 551; 003 year-…rms and a 35; 875 defaults among them. As we focus on a defaults at 3 years horizon, our sample is reduced to 863; 005, year-…rms with 13; 377 defaults. The di¤erence corresponds to the removal of companies that default within the …rst two years of their existence. Table 2 summarizes the main results for the three year-horizon, obtained for the 1994-2004 period, with …nancial variables at t 3 and macroeconomic variables at t 2 and t 3 (results for two year-horizon, i. e. to explain defaults at t with …nancial information at t 2 and macroeconomic variables at t 2 and t 1, are exhibited in Annex E; they are very similar to Table 2 ).
Empirical results
First, the microeconomic or …nancial ratios have a signi…cant information content, with the expected sign for the associated parameter. The dummy variables also have, as expected, a signi…cant (positive) impact on the default probability. The macroeconomic variables have a signi…cant coe¢ cient with the expected sign. GAP enters with a negative sign indicating that lower GAP is associated with higher failures as displayed in Figure 1 . An increase in the interest rate implies higher borrowing costs, hence leads to an increase in the likelihood of defaults. A depreciation of the exchange rate vis-a-vis the US dollar, conditional on in ‡ation and the business cycle, signals weaker productive performance and anticipates on more defaults. Moreover, the discriminant power of the model, 14 as measured by the AUC criterion, increases when additional variables are included. It is usually observed that adding macroeconomic variables in the form of time series may introduce multicollinearity in the model (Beck et al., 1998) , and consequently biases on standard errors. We assess therefore the usefulness of the additional variables using a likelihood ratio (LR) test for nested models (under H 0 , all coe¢ cients on macroeconomic variables are equal to zero). The null hypothesis of absence of additional information is clearly rejected, as indicated in Table 2 . Furthermore, the coe¢ cients on microeconomic variables are stable across models (I, II or III).
Second, based on these models it is therefore possible to compute the aggregate default rate for each year. As Figure 1 shows, the models perform quite well, and the estimated default with model III (black, dashed line) is actually quite close to the observed default (red line). The Figure also 
Robustness checks
In Annex F, we test the stability, as well as in and out-of-sample performance, of the optimal model. The estimation of model III on di¤erent subperiods provides evidence that the coe¢ cients are stable and that the results are robust. 16 Out-of sample results are quite satisfactory for horizon H= 2 (i.e. default at t with data up to t 2 or t 3) and better than for H=3.
The use of multiperiod Logit models with observed time series may provide forecasts that are very sensitive to abrupt changes in macroeconomic variables and therefore exhibiting a jagged behavior. To avoid this problem, several studies (Beck et al., 1997 (Beck et al., , 1998 advocate the use of spline functions to smooth the macroeconomics series and get more realistic out-of-sample forecasts. Eubank (1988) suggests in particular the use of « natural cubic splines» . We implement this method.
The estimation of the model with spline transformations of the variables for horizon H=2 and H=3 improves upon our previous results (available upon request from the authors) and o¤ers better in and out-of-sample forecasts for model III. The improvement is mainly visible for H=3 (see Figure 10 of Annex F). 
Variant scenarios and stress testing
Up to now, we have investigated separately the impact of macroeconomic conditions on bankruptcies and the e¤ects of bankruptcies on business cycle. In what follows we aim at examining more in depth both types of links. We exhibit impulse response functions of GAP and defaults to an innovation to the output gap, that can be conveniently used for running stress tests in a dynamic setting (including second round e¤ects). We also use our duration-Multiperiod Logit model to investigate how shocks to the output gap a¤ect the distribution of defaults.
Impulse response analysis
For that purpose, we use the system (1) of two equations with defaults (measured as the logarithm of the odd ratio def derived from our LOGIT equation on defaults) and output gap (as an indicator of business cycle) at the sector level. As before, we use the sector level in order to increase the number of degrees of freedom, as defaults are only available at the annual frequency. At this stage, we treat our system as an "exogenous VAR", or VAR-X, where the other macroeconomic variables are exogenous to the output gap and the default ratio (this assumption will be partly dropped for stress testing exercises, taking into account the e¤ect of output gap shocks on in ‡ation and interest rates).
One equation, derived from our default Multiperiod LOGIT equation in the previous section, allows to measure the e¤ect of activity on defaults. The second equation measures the impact of defaults on future output gap. Linking the two equations, one can examine how shocks to macroeconomic variables a¤ect defaults, which then impact on macroeconomic variables according to a standard impulse response analysis. This is similar to the approach of Carling et al. To summarize the system we use is as follows:
where j def;t denotes the indicator of …nancial fragility for sector j at date t de…ned from the default frequency observed at the sector level, as explained before.
Our system is estimated at the sector level, but we assume that the shock at the sector level is identical for all sectors.
The shocks j def;t and GAP j t are orthogonalized by introducing the contemporaneous variable j def;t in the second equation. The system is therefore directly estimated as a structural VAR. This is consistent with the assumption that shocks originate at the microeconomic level and a¤ect the macroeconomy, with feedback e¤ects from the macroeconomic level to defaults.
Our two-equation system at the sector level (j) is therefore 17 :
where a 1 ; b 1 ; d 1 and c 1 are estimated from the duration model at the …rm level. The exogenous variables Z j t 3 (…nancial ratios) are the sector-based aggregate counterpart of the individual …nancial ratios used in the duration model and M t 2 the macroeconomic variables included beyond the output gap, namely in ‡ation, interest rate and exchange rate. 
Or in a more compact form :
We consider shocks to GAP j t that are similar across all sectors, e.g. a recession a¤ecting all sectors simultaneously, i. e. j 1t = t , for all j so that we can omit the superscript j. Running equation (5) recursively yields at date t + l:
Or, in matrix form, after selection of the appropriate components:
IRFs to a positive one standard deviation shock can be computed using standard method on our system. They indicate that the default ratio responds negatively to a shock to the output gap and the output gap responds negatively to a shock to defaults. We provide the standard error around the IRFs using Monte Carlo simulation (with random draws on the a 0 s , b 0 s , as well as the c and d coe¢ cients).
In Figure 3 , notice that the impacts of the shocks are transitory and return to zero after a few years. Based on the IRFs, we can estimate the magnitude of the "second round" e¤ects by the vertical distance between the IRF and the baseline (the horizontal axis at zero). This can easily be understood in the example of a positive shock on the GAP variable. With the default equation, a positive shock to the output gap at year t would only have a negative e¤ect on the default ratio (hence on default frequency) at t + 2 and t + 3 (year 3 and 4 in Figure 3 ). Within our system, the shock on GAP is not a one-time event, because the shock is itself persistent due to its autoregressive structure, but also because lower defaults imply a higher output gap, which decreases further the default ratio. As a consequence, defaults return to baseline only after year 6. Conversely, a negative shock on the output gap would have a more persistent e¤ect, imply a higher default frequency for a longer period than what would predict the LOGIT model. 
Impulse response analysis integrating the full macroeconomic environment
When running a macroeconomic stress test scenario, one needs also to take into account the e¤ect of a shock on the other exogenous variables than the output gap. This is the component l k=0 (A l k B t+k 2 + C t+k 3 ) in (6), or simply of the impact of the Z 0 t s and the M 0 t s. In that respect one should distinguish between the Z 0 t s and the M 0 t s. The Z 0 t s may be assumed to be exogenous, consistently with the …ndings of Carling et al. (2003) : macroeconomic variables do not a¤ect individual (and sector-level) …nancial ratios directly.
Concerning the M 0 t s, however, a shock to 2t has an e¤ect on in ‡ation (IN F ), the long term interest rate (IRL) and the exchange rate. In order to take this e¤ect into account, we estimate a quarterly VAR. 18 The number of lags is determined by the Akaike criterion. It turns out that the output gap has no signi…cant e¤ect on the exchange rate (see IRF in Figure 2 of Annex C) and we only consider the response of a shock of GAP on in ‡ation and interest rate. We aggregate the response at the annual frequency in order to derive a new path for M t or b B t 2 . We assume that the following quarterly inverted VAR yields: 0
Here, again, Q is an upper triangular matrix (with zeroes on the lower left part) indicating that shocks to interest rate and in ‡ation have no contemporaneous e¤ect on the GAP at the quarterly frequency.
An important issue is also to calibrate the relative size of the shocks a¤ecting the output gap (GAP), interest rates and in ‡ation. We proceed according to the following steps:
start from the quarterly VAR, and compute the annualized value of the IRFs of in ‡ation and interest rate to a unit shock to the output gap; compute the response of a shock of one standard deviation to the innovation of the output gap in the annual/sectorial model, by simply multiplying the previous IRF by one standard deviation of the innovation in the annual/sectorial VAR derive the annual path for IN F t and IRL t which is the new path for B t that we note b B t run recursively the equation:
The IRFs for GAP j t and j def;t are shown in Figure 4 . They are similar to the ones derived in Figure 3 , but they are shifted upwards or downwards due to the e¤ect of the exogenous variables (IN F t and IRL t through b B t+k 2 ). In particular, the impact of a positive shock to the output gap on defaults is slightly less negative than before, due to the positive e¤ect of a shock on the output gap on the long term interest rate, which itself has a positive e¤ect on defaults, as indicated in Table 2 . This is consistent with the observation that when the cycle reaches its peak, …nancially fragile …rms are hurt by higher interest rates. 
Impact on the distribution of default probabilities
We describe now how we can assess the e¤ect of stress test scenarios on the distribution of individual default probabilities. We consider here simple scenarios, where we only shock the output gap, taking the other macroeconomic variables as …xed. They correspond to a transitory shock to the default equation in system (3). The …rst scenario is an increase in the output gap in 2002 (which, instead of decreasing, remains at the level of 2001, where it was equal to zero). The second scenario is a severe recession, measured by a drop in the output gap by 2 standard deviations. The shock shifts the distribution of default probability to the left as a higher fraction of …rms experience a lower default probability (see also Figure 5 in Annex D) The shift of the distribution of default probabilities year-by-year is more signi…cant than for the overall distribution (i. e. for all years, see Table 4 ). Given that the shock a¤ects default with a certain lag, defaults are mainly a¤ected in 2004 and 2005. We can see from Table 5 (2004) and Table 6 (2005) , that the downward shift in mean relative to 2004 (from 1.154% to 1.139%) is more important than the one relative to 2005 (from 0.789% to 0.648%). It corresponds to the larger coe¢ cient of GAP at t 2 than t 3 in the default equation, as indicated in Table 2 . Here we consider another "stress test" scenario characterized by a severe recession, calibrated by a decrease in the output gap in 2002 by two standard deviations (this corresponds to a negative output gap, which reaches in absolute value the maximum amplitude observed over the 1990-2006 period) instead of the small decline observed in the data. This shock is the reverse of scenario 1, with a larger amplitude. The distribution of default probability shifts therefore to the right. We provide the overall distribution of individual default probabilities in Table 7 (see also Figure 6 in Annex D), which is the equivalent of Table 4 . The mean default probability shifts from 1.5% to 1.7%. The median shifts from 0.9% to 1%. In order to save space, we do not provide the equivalent of Table 5 and 6, which would also indicate that the change in default, and the associated shift in the default distribution, is more signi…cant in 2004 than in 2005.
Conclusion
This paper reports empirical evidence on the links between macroeconomic cycles and changes in …nancial fragility measured at the microeconomic level by focusing on corporate …rms in France.
First, we show that macroeconomic conditions do have in ‡uence on the default rate of corporate …rms, as proved by the signi…cant impact of lagged macroeconomic variables beside …nancial ratios in a duration model explaining the life expectancy of non …nancial …rms. Indeed, we …nd that the output gap included in the duration model with lags of two and three years has a signi…cant negative e¤ect on the default probability.
Second, in the output gap equation, we …nd a signi…cantly negative coe¢ cient for the observed default rate, which is also a function of lagged …nancial ratios (and lagged macroeconomic variables for model III).
Third, thanks to a Panel-VAR framework, which allows to take into account the joint dynamic of the output gap and …nancial fragility, we account for "second round" e¤ects of a shock to the output gap on future defaults, as well as from defaults back to the output gap. This is particularly useful for stress testing.
Further research should investigate di¤erent speci…cations for the default equation as well as various information sets, notably implementing the analysis independently at the sector level. Other speci…cations for the Panel VAR should also be investigated, in particular a longer lag structure. 
and t i (supposed to be positive to avoid left-side censoring) is the date of the start of the activity of …rm i; t i is the date of default; c i is the …rst date at which …rm i is not observed when it leaves the sample for a cause which is not default (for example, a merger).
Suppose that the hazard function is speci…ed as:
z (i;t) denoting a vector of macroeconomic and microeconomic variables observed at date t or date t H depending on the lag H introduced to account for delays in the availability of the related information. The previous likelihood can be rewritten as:
Now, let us consider a multiperiod LOGIT model where the individuals are …rm-years and the dependent variable is such that: y (i;t) = 1 if …rm i defaults at date t = 0 otherwise, with the standard conventions: P (y (i;t) = 1) = F LOGIT (z 0 (i;t) ); with y (i;t) = 1 , y (i;t) < 0 where y (i;t) = c + z 0 (i;t) + " (i;t) ; and the error " (i;t) are distributed as a logistic variable, whose cumulated distribution function is given by:
Thus, the likelihood can be written as:
L( z it ; y (i;t) ; i = 1; :::; n; t = 1; :::
To account for the fact that certain individuals (i; t) may contribute for 0 to the likelihood, when …rm i is not observed at date t; we rewrite the latter likelihood as:
The two likelihood functions are therefore identical.
B Estimation Method for the second equation using Panel-GMM
Di¤erent GMM estimation methods are available in the literature on panel data which allow for dynamics in the model (i. e. presence of lagged dependent variable among regressors), Arellano and Bond (1991), Arellano and Bover (1995) and Blundell and Bond (1998) .
To understand the di¤erences across these methods, let us write the dynamic panel regression under the general form:
where e Z j;t are other regressors. The residual is decomposed into a …xed individual e¤ect component u j and a random term e jt :
Arellano and Bond (1991) propose a "…rst-di¤erenced GMM" estimate which is obtained after …rst di¤erencing of (B1), to eliminate the …xed e¤ects:
for s 2 and t = 3; :::; T .
However this estimator has been proved to have a low asymptotic precision. Arellano and Bover (1995) improve the previous estimation procedure by adding moment conditions related to the equation in levels.
Finally, Blundell and Bond (1998) extend the GMM method under relevant hypotheses by combining moment conditions drawn from the equation in levels and from the equation in …rst di¤erences. Their additional moment conditions can be written as:
E [(X j;t s X j;t s 1 ) : (u j + e jt )] = 0 (B4) E h e Z j;t s e Z j;t s 1 : (u j + e jt ) i = 0
By Monte Carlo simulation exercises, Blundell and Bond (1998) show that the …rst-di¤erenced GMM estimate might be biased in small samples and that it is less e¢ cient than the System-GMM estimate in small samples. Let us note that the estimates can be obtained with either a one-or a two-step procedure. The latter should be better for small samples and this is the one we have implemented. Let us add that two tests are required to validate the estimation method: the overidenti…cation test of Sargan/Hansen which checks that the instruments are not correlated with the error terms and the test for no correlations of order two for the residuals, proposed by Arellano and Bond (1991) 19 . : Individual default probability distribution, before and after stress 1 Figure 6 : Individual default probability distribution, before and after stress 2 E Estimation results : default at t with information at t-2 
