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Then the denotation AO x where {x = Exp(x)} will be the exponential function g(n) = 2'. This recursion on D is essentially ordinary recursion on the natural numbers, although FLRO (unlike the full FLR) cannot refer to specific natural numbers themselves or the way in which a partial function depends on its argument.
Another important example is the poset str(A) of streams over an alphabet A. This consists of two parts: the "divergent" streams, finite and infinite strings from A; and the "convergent" streams, finite strings consisting of symbols from A followed by one t, a "termination" symbol not in A. In other words, the fixed point of f is fixed by f. The class of standard identities is well-understood, as we'll describe below.
1.3. FLRO structures. Although the examples from the previous section employ the familiar recursion operation of taking least-fixed-points, any "abstract clone" can interpret FLRO, if equipped with a notion of recursion.
DEFINITION.
An FLRo(z) structure is a pair R = (I, A) where 1D is a ranked set called the universe of the structure, and A is a denotation map on FLRo(r U F), i.e., for any term E E FLRO (r U F) and sequence x x1,. . , x,, of variables containing all of the free variables of E, AV(xl, . ,Xn) E E (D,? Every element of the universe acts as a symbol for itself; that is, A is required to satisfy ( Finally, the denotation map must be compositional, i.e., A must satisfy the following conditions for any term E and free substitutions s and t defined on x = xl , x,: ( 
4)
A
5) A(y) (A(x-)E) (s(xl ), .. I S(Xn)) =A(') E [s]. (6) If Al(y) s(xi) = A(z) t(xi) for all i, then A(y) E[s] = A(5) E[t].
If F is the universe of an FLRO structure R, call the elements of (0 the individuals of R, and call the other elements (unary, binary, etc.) transformations. In fact, we will use the symbol R to denote the set of individuals (0 as well, in much the same way that the name of a group is used for its set of elements. Now, we can think of the transformations as acting on R (in a possibly intensional way). Since everything in the universe names itself, each transformation f E FD,, induces a bona fide function In the special case with no hypotheses, we write just 1= q! and say that q! is valid in S. This simply means every structure in -satisfies Q. Note that validity makes no distinction between equations and identities: A = B is valid if and only if Vx (A = B) is valid, for any list of variables x. For this reason, we will loosen the terminology slightly, e.g., "standard identity" will refer to any formula (closed or open) which is valid in Mon. Table 1 above inductively define a provability relation F H-0, where F is an arbitrary set of formulas and X is a single formula. Note that the clauses labeled "Axioms" are really axiom schema, since A, B, C, and E range over arbitrary FLRo terms. For convenience, we write just -H-for{y} -. The logical axioms and rules (L1-7) are standard and correspond to ordinary equational logic. The remaining items reflect the special properties which characterize fixed-point recursion. The Head Axiom (R1) captures the idea that a "where" term is evaluated by solving a system of equations and substituting the results into the head term (to the left of where) The Beki6-Scott Axiom (R2) corresponds to the theorem of the same name, relating simultaneous and iterated recursion. References for this theorem (due independently to Beki6 and Scott) may be found in de Bakker [5] , who was apparently the first to use this theorem to support a proof rule for "program equivalence." Finally, the Recursion Inference Rule (RI) plays a central role in this axiomatization, and is certainly the most complex and interesting rule. The only other proof rule we know of equivalent to Recursion Inference is the "Functorial Dagger Implication" (for base morphisms) of Bloom and E'sik [1] . However, one may regard (RI) as a descendent of the principle called "Scott induction" or "fix-point induction" (see Stoy [22] ). The rule (RI) formulates a set of instances of this principle which are valid for general (not necessarily continuous, as in [22] ) least fixed points, and which suffice to establish all valid identities. The references [9, 8] ?2. Correspondence with Iteration Theories. The goal of this section is to show that FLRo structures capture exactly the same mathematical structure as the iteration theories of Bloom and Esik. For this purpose, it is convenient to make a thumbnail sketch of the definitions; details are in [1] . An iteration theory is a category T with objects N, distinguished morphisms In, 2n,... , nn: 1 --n for each n E N which make the object n the n-fold coproduct of 1, and an iteration operation *t which takes a morphism f: n --n + p and yields f t: n --p. In addition, the iteration operation is required to satisfy certain properties; Bloom and Esik give many alternative axiomatizations of these. One such axiomatization is summarized in Table 2 ; note that it is shorter than our axiomatization for F-because requiring T to be a category already summarizes the logical properties (L1-7).
The standard identities. The clauses in
One intuition for these definitions is that a morphism g: n --m is a system of n operations depending on m indeterminates, and composition with h: m -+ p corresponds to substituting a system of m other operations for these indeterminates. The iteration operation should set the ith indeterminate equal to the ith operation and "solve." Table 3 gives a rough overview of the correspondence between FLRO and iteration theories.
The appendix to this paper gives a detailed sketch of the proof of the following theorem: It is well known that many classes of structures have the same collection of valid identities: [1] surveys a wide range of such classes, and we would also like to call attention to the player structures of [19, 20] , which are a class of highly intensional models of concurrency which satisfy exactly the standard identities. The results of this section illustrate two other, important aspects of this robustness. First, the standard identities might seem to say something about an iterative process of finding fixed points, particularly because the simplest, natural proofs of Recursion Inference (and the weaker Alphabetic Identification) involve induction on stages. However, it turns out that the weak structures satisfy the standard identities, even though it may not be possible to iterate to reach fixed points on these structuresthe required suprema of increasing sequences may not exist. Second, exactly the standard identities hold on very restrictive subclasses of Cont: it takes very little structure to ensure no additional identities will be valid.
3.1. Weak structures are normal. Before proceeding to the theorem, it may not be immediately clear that there are any weak structures not in Mon. However, suppose (D, <, f 1, ... , f,) is an ordinary model for first order logic in which < is a partial order, the operations are monotone, and every finite system of monotone functions which are elementarily definable from parameters has a least fixed point. These properties are clearly first order axiomatizable, the last one by a r.e. list of axioms. Every such model defines a weak structure (by dropping < and taking all the monotone, definable operations as the universe of the structure). Now by compactness, it is easy to find such structures in which the underlying poset (D, <) is not directed-complete. In fact, every weak structure arises in this way as a reduct of a first-order model, and this point of view will help later to show that the consequence relation for Wk is recursively enumerable. Since the index a may be anything between 1 and n, the soundness of Alphabetic Identification amounts to showing that all of the xi are equal to jy. Clearly the n-tuple y, y,... , y satisfies the system defining the xi, so by the latter's leastness, each xi (w-) < 9 (w ) for all wz. If all of the xk were equal to each other, the same argument in reverse would show that they are greater than y. A priori, the xi might be different, but they do satisfy a "symmetrized" version of the system (7), which will allow the same conclusion.
For any sequence u = (u1, . . ., un) of n indices from 1 to n, let 7t* (u, j) denote the sequence (r(u, Ij),... I, E(un, j) ). Pick a collection of fresh variables xu where u ranges over all such sequences. Now consider the longer term Hence, the entire original system (7) is reproduced as the portion of (8) with constant sequences for indices, and as a result k(1) =i for each i.
Exploiting the symmetry of (8) will lead to the desired conclusion. Under this action, 7t* (pu, j) = p* (u, j). This fact means that setting each xu to XpU leads to another solution of the equations in (8).
Thus, the leastness of the xu shows that for each u and p, Xu < Ecu. In particular, let t = (1, 2,. .. , n) be the sequence containing every index in order. Then at < x*(tj) for each j (using the maps t(., j) for p), and ^t < x(i) = xi for each i (using constant maps). So ht is a common lower bound for all of the solutions to the original system (7).
Finally E N* such that t (a) 54 u (a). If t (a) is undefined,  then t -< u (and vice versa) . Otherwise, both t (a) and u (a) are defined, so use the order on z to choose which of t and u is -<-smaller.
The order -< refines the ordinary subtree ordering < on z ITR and in fact preserves the sups of <-chains. Furthermore, the interpretation of each function symbol as defined in the description of -ITR is monotone in -< as well as <. Thus, the least fixed points of a system of equations in -1TR are also the least -<-fixed points. This property holds even in the strong sense: if f is a unary function with <, -<-least fixed point x, for example, then In slightly more detail, first add a binary predicate < and the set of sentences which insure that < is a partial order with a minimum element, that all the function symbols have monotone interpretations, and that all systems of equations of FLRO expressions have least fixed points. This is an infinite but r.e. set of sentences. Then, translate all the formulas in F and q6 by the sentences which say that the least-fixedpoints of the systems on both sides in each identity actually yield the same value. The equivalence of F k=Wk q6 and F* W q0* is then immediate and the fact that F* is infinite poses no problem, since it is r.e. e (W,,,, a, A,) = W,, as desired. -A
The complexity of the general consequence relation F l=Cont / for arbitrary finite sets of identities F is much greater; it appears to be at least A',, but we have not pinned this down precisely. In any case, the next natural question to ask is QUESTION 13 . What is the degree of unsolvability of F k=Mon 5, for arbitrary or for explicit F? Is either re.?
Because of Theorem 11, the provability relation F F-axiomatized in Table 1 , but it is not difficult to see directly; the smallest countermodel is an intensional FLRO structure with just two individuals, I and T, and just two unary transformations, which both fix both individuals but which are assigned distinct fixed points.
Although we have no real evidence that this fact captures the only obstacle to completeness, it is nevertheless tempting to ask QUESTION 15. Augment F-with an axiom scheme similar to (14) for all 'finitely terminating" recursions.3 Is the resulting proof system complete for k=Mn?
Looked at another way, the incompleteness could result from the current axiomatization being insufficient to handle recursion in the hypotheses. QUESTION 16. Restrict F to be afinite set of explicit identities. In this case, does Essentially, the logical rules (L1-7) of Table 1 guarantee that To is a category under this composition. One must show that the iteration theory axioms of Table 2 hold in the resulting theory To. The two sides of the Parameter Identity translate to syntactically identical tuples of FLRo expressions, and so are equal. The remaining axioms correspond as in the table above.
So far, we have not considered maps between FLRo structures. However, there is a natural notion of (FLRO) homomorphism: Given two FLRo structures P = (a?, Ap) and Q = (T, AQ), a homomorphism from P to Q is an arity-preserving map a from C1 to T As before, the iteration theory axioms ensure that the resulting structure actually satisfies the standard identities. The details in this direction are somewhat trickier. The first critical lemma is that substitution in FLRo((DT) corresponds to composition in the original iteration theory T. Of course, the correspondence in this direction also extends to a functor in the natural way.
These constructions supply most of the proof of the main theorem of the appendix.
PROOF OF THEOREM 5. So far we have shown how to take an iteration theory T and produce an FLRo structure ((DT, AT) (@D(T), A(T)) and also how to take an FLRO structure (a?, A) and produce an iteration theory T(oA) = T ((D, A) .
We want to consider the composites of these functors, and show they are both naturally isomorphic to the identity functor.
First, ((D(T(FD, A) ), A(T ((D, A) )) = (F, A). This exact equality hinges on our identification of X1 with X in the definition of T( (D, A) ; without that we would just have an isomorphism. Similarly, composition in this direction leaves FLROhomomorphisms unchanged, so there is nothing to prove for naturality. 
Second, consider U = T(F(T), A(T)
)
