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CRITICAL EXPONENTS OF THE TWO DIMENSIONAL
COULOMB GAS AT THE
BEREZINSKII-KOSTERLITZ-THOULESS TRANSITION
PIERLUIGI FALCO
Abstract. The two dimensional Coulomb gas is the prototypical model of
statistical mechanics displaying a special kind of phase transition, named after
Berezinskii, Kosterlitz and Thouless. Physicists and mathematicians proposed
several predictions about this system. Two of them, valid along the phase
transition curve and for small activity, are: a) the long-distance decay of the
“fractional charge” correlation is power law, with a multiplicative logarithmic
correction; b) in such a decay, the exponent of the power law, as well as the
exponent of the logarithmic correction, have a certain precise dependence upon
the charge value. In this paper we provide a proof of these two long standing
conjectures.
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1. Introduction
The Coulomb gas is the infinite system of point particles which carry positive or
negative unit electric charges, interact via the electrostatic potential and are sub-
ject to thermal disorder. In this paper we consider the neutral case, in which the
total charge of the particle system is zero. (This is the case of major importance
in physics; a non-neutral Coulomb gas could also be defined, see Section II.B.2 of
[Minnhagen, 1987], and has a different phenomenology.) The mathematical diffi-
culty of the model, as well as the reason of physical interest, stem from the fact
that the electrostatic potential in dimension two is very long range: for large |x| it
is
V (x) = − 1
2π
ln |x|+ cE + o(1), (1.1)
where the constant cE depends on the microscopic regularization.
The study of the two-dimensional Coulomb gas began in theoretical physics
with the suggestion of Berezinskii [1971] and of Kosterlitz and Thouless [1973]
that this model, as well as the related classical XY model, undergo a new kind
of phase transition, named after them. Shortly after, the Berezinskii-Kosterlitz-
Thouless (BKT) transition became one of the fundamental paradigms of the the-
ory of critical phenomena: on the one hand, BKT transitions were predicted for
several other two-dimensional toy models, including solid-on-solid models, ver-
tex models, interacting dimers and other lattice systems that can be described
in terms of a “height function” (see [Jose´ et al., 1977; Kadanoff, 1978; den Nijs,
1983; Nienhuis, 1984; Alet et al., 2005]); on the other hand, the BKT transi-
tion turned out to explain the outcomes of several experiments on real-world sys-
tems, such as trapped atomic gases, liquid helium films and arrays of Josephson
junctions (see [Nelson and Kosterlitz, 1977; Resnick et al., 1981; Minnhagen, 1987;
Hadzibabic et al., 2006; Hung et al., 2011] and references therein).
A precise description of the phase diagram of the Coulomb gas was elaborated by
Kosterlitz [1974]; Jose´ et al. [1977]; Giamarchi and Schulz [1989]. The properties
of the gas are determined by two parameters: the activity z (large z corresponds
to high density of particles) and the inverse temperature β (large β corresponds
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to small thermal disorder). With a non-rigorous renormalization group (RG) ar-
gument, Kosterlitz found the picture given in Fig.1, which has the following inter-
pretation. The thicker line, β = βBKT(z), called BKT transition line, divides the
8pi β0
z
Figure 1. Diagram of phases: the thicker curve is the BKT tran-
sition line.
β–z plane into two regions, the dipole phase on the right and the plasma phase on
the left, which are characterized by a different behavior of the correlations. Let
us call charge–η correlation, ρη(x − y), the system response to a probe of charge
η ∈ (0, 1] in position x and a probe of charge −η in position y; and let us call
charge–η density, ρ1,η, the system response to a probe of charge η at a point x.
(A more precise definitions of the former quantity will be given below. The latter
quantity is by definition non-zero only if η = 1). The truncated charge correlation
is ρTη (x− y) = ρη(x− y)− ρ1,ηρ1,−η. It is expected that:
1. For β > βBKT(z), the truncated charge correlation display a power law decay
ρTη (x− y) ∼
C
|x− y|2κ , (1.2)
where C ≡ C(z, β) is a prefactor and κ is the correlation critical exponent. Each
thinner line is Fig.1 is the locus of (β, z) corresponding to a constant value of
the critical exponent
κ =
βeff
4π
η2 (1.3)
with a βeff ≡ βeff(z, β) > 8π.
2. Along the BKT line β = βBKT (z) the truncated charge correlations decay as a
power law, but with a multiplicative logarithmic correction
ρTη (x− y) ∼
{
C
|x−y|2κ (ln |x− y|)
1
2 for η = 12 ,
C
|x−y|2κ (ln |x− y|)−κ otherwise.
(1.4)
The critical exponent κ is constant and given by (1.3) for βeff = 8π.
3. For β < βBKT (z), truncated charge correlations decay exponentially (but only
if specific boundary conditions are imposed).
The curves in Fig.1 were obtained by Kosterlitz as orbits of the ODE
s˙(ℓ) = −8π2e8πcEz(ℓ)2
z˙(ℓ) = −2s(ℓ)z(ℓ) (1.5)
where ℓ is a length parameter and s(ℓ) = 1 − 8πβ(ℓ) . β(ℓ) and z(ℓ) are effective
parameters, obtained by averaging fluctuations over ℓ-size subparts of the systems:
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hence β(0) = β and z(0) = z are the true parameters of the model; while β(∞) and
z(∞) are the parameters that determine the long-distance asymptotic behavior of
the correlations. The orbits of (1.5) are hyperbolas in the s, z variables; a sketch
of them is in Fig.2. Only the initial data (s(0), z(0)) on the right of a separatrix
✽ 
❜
0
z
Figure 2. Diagram of phases. The BKT line is the separatrix of
the dynamical system; the asterisks denote the semi-line of fixed
points.
asymptotically evolve to one of the fixed points of the horizontal axis. The sepa-
ratrix is then identified as the BKT line. The speed of convergence towards the
fixed point turns out to be exponential, except when the initial data are along the
separatrix: in this case the convergence is much slower
s(ℓ) = 2πe4πcEz(ℓ) =
s(0)
1 + 2s(0)ℓ
(1.6)
and this explains the appearance of a logarithmic correction in the truncated charge
correlations along the BKT line.
This description of the phases diagram was a breakthrough discovery in physics
for the theoretical and the experimental implications mentioned at the beginning
of this Introduction; however, it has eluded a mathematical validation for a long
time. Indeed physicists’ results relied on an RG computation at second order in
z only; higher orders are difficult to be taken into account for it is not known
whether the perturbation theory is ultimately convergent even for small z (see
[Gallavotti and Nicolo`, 1985]). Besides, in the plasma region, the second order
approximation of the RG flow is divergent and so scarcely reliable.
Remarkably, the exponential decay of the charge correlations in the plasma phase
was proven to hold by Yang [1987], although only in a region of the β–z plane that
is far from the BKT line and only for η = 1. His approach was not based on an
RG argument, but rather on an expansion about mean field theory which was used
by Brydges and Federbush [1980] to prove the Debye screening in dimension three.
That said, from now on we will focus on the dipole phase and the BKT line.
The fundamental step towards the mathematical understanding of the dipole
phase was made by Fro¨hlich and Spencer [1981]: first, by Jensen’s inequality, they
obtained a power law lower bound for ρη(x− y); second, they developed a sophisti-
cated multi-scale decomposition of ρη(x− y) that provides an upper bound that is
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also power law. Their result, among the most celebrated ones in rigorous statistical
mechanics, had however three substantial limitations: 1) the multi-scale method
applied only to fractional charge correlation, i.e. for η ∈ (0, 1), and 2) only in a
region of the dipole phase that is far from the BKT line; 3) the upper and lower
bounds, being power-laws with different exponents, cannot rule out the presence
of multiplicative logarithmic corrections. Their multi-scale method was later im-
proved in a series of papers [Marchetti et al., 1990; Marchetti, 1990; Braga, 1991;
Marchetti and Klein, 1991] so to make it applicable in a region of dipole phase that
touches the BKT line at z = 0; but the other limitations remained. Noteworthily,
Fro¨hlich-Spencer’s calculations suggested an important refinement of the conjec-
tures: for β ≥ βBKT(z), the correct formula for the critical exponent κ cannot be
(1.3), but one should rather expect that
κ =

βeff
4π η
2 if η ∈ (0, 12 ]
βeff
4π (1− η)2 if η ∈ [ 12 , 1)
4 if η = 1.
(1.7)
To our understanding, the second and third of (1.7) were overlooked by physicists,
who mostly had in mind applications with η ∈ (0, 12 ].
Several authors advocated the use of a rigorous RG approach to have a more
direct access to the conjectures. This direction was followed by Dimock and Hurd
[2000], who used the general RG approach of Brydges and Yau [1990] and some
new bounds for the charged clusters of particles to obtain a convergent series rep-
resentation of the free energy of the Coulomb gas. This was an important work
because it provides a method to obtain, in the RG scheme, some of the “power
counting estimates” which are implicit in Kosterlitz’s analysis. However, it is based
on some technical ideas that appear to be applicable neither to the study of charge
correlations anywhere in the dipole phase, nor to the evaluation of the free energy
at the BKT transition line. These technical problems have prevented further math-
ematical progress in the study the two dimensional Coulomb gas for the last ten
years.
The aim of this and of a previous paper, [Falco, 2012], is to show that the
Brydges-Yau’s technique is truly an effective method to deal with the BKT line
of the Coulomb gas. In [Falco, 2012], building on a technical suggestion due to
D. Brydges and on the general scheme of [Brydges, 2009] (see also [Dimock, 2009;
Brydges and Slade, 2010]), we already showed that some difficulties of [Dimock and Hurd,
2000] can be avoided; and that a convergent series representation for the free energy
along the BKT line, for z small enough, can be provided. In this paper we take up
the mathematically more sophisticated and physically more interesting objective of
studying the long-distance decay of fractional charge correlations (1.4), again along
the BKT curve and for z small enough.
Sharp upper bounds for correlations had already been obtained in the general
Brydges-Yau’s scheme in the case of a different model, the Dipole gas, [Dimock and Hurd,
1992; Brydges and Keller, 1994]; however, those approaches do not appear to be di-
rectly applicable to correlations displaying an anomalous decay, such as the power
law with logarithmic factors that is expected along the BKT line. Besides, our
interest here is the critical exponents, therefore we rather need exact long-distance
asymptotic formulas. For these reasons we introduce in this paper a new method to
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deal with correlations, which is inspired, partially, on the study of Benfatto et al.
[1994] of fermion systems with anomalous critical exponents.
For clarity’s sake in this paper we only consider the most interesting aspect of
the dipole phase: the correlation of two fractional charges for (β, z) along the BKT
line. However, our approach is also applicable to the case of integer charges and
everywhere in the dipole phase, at least if z is small enough. Furthermore, we believe
that results on the n-points correlations and their scaling limits can also be obtained
building on a method which was introduced in [Falco, 2006; Benfatto et al., 2007]
to deal with fermion systems n-points correlations.
2. Definition and Results
The electrostatic interaction is usually defined as the inverse Laplacian; in di-
mension two, however, the subtraction of a divergent term is needed to make sense
of it. For L an odd integer and R another integer, consider the finite square lattice
Λ =
{
(x0, x1) ∈ Z2 : max{|x0|, |x1|} < L
R
2
}
endowed with periodic boundary condition. Define the Yukawa interaction on Λ
with inverse Debye screening length m > 0 as
WΛ(x;m) :=
1
|Λ|
∑
k∈Λ∗
eikx
m2 − ∆̂(k) , (2.1)
where: Λ∗ = { 2πLR (n0, n1) : (n0, n1) ∈ Λ} is the reciprocal lattice of Λ; |Λ| = L2R
is the volume of Λ; ∆̂(k) = −2∑j=0,1(1 − cos kj) is the Fourier transform of the
discrete Laplacian on Λ. The two dimensional electrostatic potential is
WΛ(x|0) := lim
m→0
[WΛ(x;m)−WΛ(0;m)] = 1|Λ|
∑
k∈Λ∗\{0}
eikx − 1
−∆̂(k) . (2.2)
It is a classical result, [Stohr, 1950], that the large |x| asymptotic formula for the
infinite volume limit of WΛ(x|0) is (1.1), for the o(1) term that is actually O( 1|x|2 )
and for cE = − 2γE+ln 84π , where γE is the Euler’s constant.
We can now define the probabilistic model. Consider a system of point particles
labeled with numbers j = 1, 2, 3, . . . , n; a configuration ω is the assignment to each
particle j of a charge σj = ±1 and of a position xj ∈ Λ. Let Ω0n be the set of the
neutral configurations of n particles, i.e. the configurations of n particles such that
σ1 + · · ·+ σn = 0. The total energy of ω ∈ Ω0n is
HΛ(ω) :=
n∑
i<j=1
σiσjWΛ(xi − xj |0). (2.3)
We consider Ω00 as made of one configuration, the “no particle” one, with zero total
energy. For activity z ≥ 0 and inverse temperature β > 0, the Grand Canonical
partition function of the two dimensional Coulomb gas is
ZΛ(β, z) :=
∑
n≥0
zn
n!
∑
ω∈Ω0n
e−βHΛ(ω). (2.4)
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In the previous paper, [Falco, 2012], we studied the free energy,
p(β, z) := − lim
Λ→∞
1
β|Λ| lnZΛ(β, z). (2.5)
In this paper we focus on the fractional charge correlation, which is defined as a
ratio of partition functions. Consider two probes: p1, which is a particle of charge
η ∈ (0, 1) at the lattice site x; and p2, which is a particle of charge −η at the lattice
site y. Let ω ∧ {p1, p2} be the configuration ω augmented of the two probes. Set
Zp1,p2Λ (β, z) :=
∑
n≥0
zn
n!
∑
ω∈Ω0n
e−βHΛ(ω∧{p1,p2}) (2.6)
(namely the probes contribute to the energy but not to the entropy of the system).
The precise definition of ρη(x− y) in the Introduction is then
ρη(x − y) := lim
Λ→∞
Zp1,p2Λ (β, z)
ZΛ(β, z)
. (2.7)
The invariance of (2.7) under translations of the probes is a consequence of the
definition. The existence of the infinite volume limits will be proved in the theorem
below. When z = 0, the BKT point is at β = 8π; at these values of the parameters
and for every η, a simple computation gives
ρη(x) =
e8πη
2cE
|x|4η2 (1 + o(1)), (2.8)
where o(1) is vanishing in the limit of |x| → ∞. When z 6= 0 the situation is more
complicated.
Theorem 2.1. Fixed η ∈ (0, 1), there exist an L0 ≡ L0(η) > 1, a z0 ≡ z0(η) > 0
and an inverse temperature βBKT (z) ≥ 8π such that if L ≥ L0, 0 < z ≤ z0 and
β = βBKT (z), the limit (2.7) exists and:
1. If η 6= 12 , then
ρη(x) = ρ
(a)
η (x) + ρ
(b)
η (x), (2.9)
where, for x-independent fa, fb, f ,
ρ(a)η (x) =
e8πη
2cE + fa
|x|4η2 (1 + f ln |x|)2η2
(1 + o(1)) ,
ρ(b)η (x) =
fb
|x|4(1−η)2 (1 + f ln |x|)2(1−η)2
(1 + o(1)) . (2.10)
2. If η = 12 , then, for x-independent fa, f ,
ρ 1
2
(x) =
1
2
e2πcE + fa
|x| (1 + f ln |x|)
1
2 (1 + o(1)) . (2.11)
In the above formulas, o(1) are vanishing terms for |x| → ∞; f = cz for c > 0,
fb = c(η)
2z2(1 + f˜b) for c(η) > 0; fa, f˜b are vanishing in the limit z → 0. Besides
z0(η) is such that, for every [a, b] ⊂ (0, 1), one has inf{z0(η) : η ∈ [a, b]} > 0.
This is the main result of the paper.
Remarks.
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1. In the limit |x| → ∞, (2.9) and (2.11) coincide with (1.4) for exponent (1.7)
and βeff = 8π. For this reason, we identify the curve β = βBKT (z) with the
Berezinskii-Kosterlitz-Thouless transition line. Whether β < βBKT (z) implies
an exponential decay of truncated correlations is an open problem; the only
available rigorous result, [Yang, 1987], is for β ≪ βBKT (z).
2. A heuristic interpretation of the result, neglecting for a moment the logarithmic
corrections, is the following. A probe charge η at an inverse temperature β =
βBKT (z) placed inside the interacting system is equivalent to a “virtual” point
charge η + m at inverse temperature 8π placed inside a free system. Here m
represents a local fluctuation of unit charges and can be any positive or negative
integer value. By choosing the two smallest values of the virtual charge critical
exponent, 2(η +m)2, one obtains the leading parts of ρ(a) and ρ(b) in (2.9).
3. A justification of the logarithmic factor in (2.9) is more subtle and will emerge
from the multi-scale approach used in the proof. The different formula for the
case η = 12 is related to the fact that, continuing with the argument in the
previous point, only at this value of η there are two different values of m that
minimize the virtual charge correlation exponent.
4. If η ∈ (12 , 1), the critical exponent of the free case, 2η2, differs from the one
of the interacting case, 2(1 − η)2; despite that, there is no discontinuity in the
behavior of the correlation at z = 0. Indeed, note that ρ
(a)
η has a prefactor
O(1), whereas ρ
(b)
η has a prefactor O(z). Therefore, the smaller z, the larger
the threshold distance passed which ρ
(b)
η dominates over ρ
(a)
η ; for z → 0 such
threshold distance is infinite, and the free case critical exponent is recovered.
5. Since the logarithmic corrections have O(z) prefactors, by the same argument
of the previous point, in the limit z → 0 the purely power law decay of the free
case is recovered.
6. The prefactor 12 in (2.9) is absent in formula for the correlation in the case z = 0.
Again, this is not a sign of discontinuity: as it can be traced in the proof of the
Theorem, among the o(1) terms in (2.9) there is one that in the limit z → 0
does not vanish, ceases to be subleading and, with its contribution, restores the
prefactor 1 in the leading term. erm
In the next section we provide the detailed renormalization group construction that
directly implies Theorem 2.1. The reader with some familiarity with physicists’
renormalization group jargon will recognize in the right hand side of (3.30) the beta
function of the model; and in the right hand side of (3.32) the gamma function. The
major technical novelty of [Falco, 2012], with respect to [Dimock and Hurd, 2000],
was the derivation, in the setting of the Brydges-Yau’s expansion, of the dynamical
system (3.30) and of new bounds to control it. That allowed us to obtain a con-
vergent series representation of the free energy at the BKT transition. The most
important contribution of this paper is the introduction, again in the framework
of the Brydges-Yau’s technique, of renormalization constants for the observables
–namely for the fractional charges– which are described by the dynamical system
(3.30). That allows us to obtain (2.9) and (2.11), partly by bounds and partly by
an explicit computation of the leading term of the solution of (3.30).
In the forthcoming analysis, we will work with five parameters: given a charge
η ∈ (0, 1) and 0 < τ ≤ τ0, we will need L ≥ L0(η, τ), A ≥ A0(η, τ, L) and
0 < z ≤ z0(η, τ, L,A) in order for the results to be valid. We will also have
other two parameters, α and h ≡ h(α), which however are eventually fixed by
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the condition α2 = 8π. Finally, in our notation, C, C0, C1 or c0 might represent
different prefactors when they appear in different bounds.
3. Strategy of the Proof
3.1. Multiscale approach. SinceWΛ(x−y;m) has strictly positive Fourier trans-
form, a Gaussian field {ϕx : x ∈ Λ} is defined by assigning zero mean and covariance
Em,β [ϕxϕy] = βWΛ(x− y;m). (3.1)
By means of the sine-Gordon transformation, such a finite-dimensional measure
provides a functional integral representation for the partition function
ZΛ(β, z) = lim
m→0
Em,β
[
e2z
∑
x∈Λ cosϕx
]
, (3.2)
as well as for the correlation
ρη(x− y) = lim
Λ→∞
〈eiη(ϕx−ϕy)〉Λ, (3.3)
where
〈 · 〉Λ :=
limm→0 Em,β
[
e2z
∑
x∈Λ cosϕx · ]
limm→0 Em,β
[
e2z
∑
x∈Λ cosϕx
] .
The proof of (3.2) and (3.3) is in Appendix A. In the RG approach it is natural to
study (3.2) and (3.3) through the generating functional of the correlations of eiηϕx :
define
Ω(J,Λ) := lim
m→0
Em,β
[
e2z
∑
x∈Λ cosϕx+
∑
x∈Λ(Jx,+e
iηϕx+Jx,−e
−iηϕx )
]
(3.4)
where {Jx,σ : x ∈ Λ, σ = ±1} are real variables; then
p(β, z) = − lim
R→∞
1
β|Λ| lnΩ(J,Λ)
∣∣∣
J≡0
, (3.5)
ρη(x− y) = lim
R→∞
1
Q(J,Λ)
∂2Ω(J,Λ)
∂Jx,+∂Jy,−
∣∣∣
J≡0
. (3.6)
The point of departure of the RG analysis is a multi-scale representation of Ω(J,Λ).
We need some further notations. The two independent unit vector of the lattice are
e0 = (1, 0) and e1 = (0, 1). Consider the set of unit vectors û = {±e0,±e1}: for any
µ ∈ û define the discrete partial derivative as ∂µϕx := ϕx+µ−ϕx if µ = e0, e1, or as
∂µϕx := ϕx −ϕx+µ if µ = −e0,−e1. Correspondingly define the vector component
xµ := x · µ if µ = e0, e1, and xµ := −x · µ if µ = −e0,−e1. In our notation, every
sum
∑
µ∈û will also imply a factor
1
2 that we do not write explicitly. This means, for
example, that the Fourier transform of
∑
µ∈û ∂
−µ∂µ coincides with ∆̂(k) defined
after (2.1); and that the discrete form of the first order Taylor expansion of a lattice
function fy − fx is
∑
µ∈û(∂
µfx)(y
µ− xµ)1. In Appendix A we prove the multiscale
functional integral representation
Ω(J,Λ) = eE|Λ| lim
m→0
ER · · ·E0
[
eV(J,ζ
(0)+ζ(1)+···+ζ(R))
]
, (3.7)
1in the sense that, for any lattice path px,x that joins x = (x0, x1) with y = (y0, y1) and has
length |y0 − x0|+ |y1 − x1|,∣∣∣fy − fx −
∑
µ∈û
(∂µfx)(y
µ − xµ)
∣∣∣ ≤ 4 max
j=0,1
|yj − xj |
2 max
z∈px,y
max
µ1,µ2∈û
|∂µ1∂µ2fz|
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where, fixed any s ∈ (0, 12 ) and for α2 := β(1 − s):
1. E = 12 ln(1− s) and the interaction V(J, ϕ) is
V(J, ϕ) := s
2
∑
x∈Λ
µ∈û
(∂µϕx)
2 + z
∑
x∈Λ
σ=±1
eiσαϕx +
∑
x∈Λ
σ=±1
Jx,σe
iηασϕx . (3.8)
2. ζ(0), . . . , ζ(R) are two-by-two independent Gaussian fields, each of which has
zero mean and covariance
Ej [ζ
(j)
x ζ
(j)
y ] =
{
Γj(x− y) for j = 0, 1, . . . , R− 1
Γ′R(x− y) for j = R.
(3.9)
Each Γj is independent of m and Λ and, for positive Cq and c,
Γj(x) = 0 for |x| ≥ Lj+1/2, (3.10)
|∂µ1 · · · ∂µqΓj(x)| ≤ CqL−jq for any µj ∈ û and any q ≥ 1, (3.11)
Γj(0) =
1
2π
lnL+ cj(L) for |cj(L)| ≤ cL−
j
4 , (3.12)
The covariance Γ′R, instead, depends upon m and Λ. One has
lim
m→0
Γ′R(0) = +∞, (3.13)
while, if Γ′R(x|0) := Γ′R(x)− Γ′(0),
lim
R→∞
lim
m→0
Γ′R(x|0) = 0. (3.14)
The limit (3.14) implies
Γ∞,0(x|0) :=
∞∑
j=0
[Γj(x)− Γj(0)] = − 1
2π
log |x|+ cE + o(1). (3.15)
The meaning of (3.11) and (3.10) is that Γj carries a typical momentum O(L
−j)
and has a compact support of side length O(Lj+1). The precise construction of Γ′R
and of Γ0, . . . ,ΓR−1 was given in [Falco, 2012] building on [Brydges et al., 2004]; a
review is in Appendix A.
Note that the expectations in (3.9) are independent of β, while the interaction
in (3.8) is dependent on the new parameters α and s. The relationship among α,
s and β and their role in the forthcoming analysis is the following. The parameter
s ≡ s(z) is introduced so that the curve in Fig.1 that corresponds to a system with
effective inverse temperature α2 has graph β = βα(z), where
βα(z) =
α2
1− s(z) . (3.16)
Although in many sub-results we will leave an explicit dependence on α, for Theo-
rem 2.1 we will eventually set α2 = 8π, which means that in the statement of that
Theorem βBKT (z) ≡ β√8π(z).
The RG approach consists in computing the integrals in (3.7) progressively from
the random variable with highest momentum to the one with lowest. First, set
Ω1(J, ϕ,Λ) := e
E|Λ|
E0
[
eV(J,ϕ+ζ
(0))
]
; (3.17)
then, inductively for j = 2, . . . , R, set
Ωj(J, ϕ,Λ) := Ej−1
[
Ωj−1(Λ; J, ϕ+ ζ(j−1))
]
; (3.18)
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at last, one finds
Ω(J,Λ) = lim
m→0
ER
[
ΩR(Λ; J, ζ
(R))
]
. (3.19)
In this way the evaluation of the partition function is transformed into the evalua-
tion of a sequence of effective generating functionals Ω1, . . . ,ΩR,Ω.
3.2. Polymer gas representation. Following [Brydges and Yau, 1990; Brydges,
2009; Brydges and Slade, 2010], each Ωj can be efficiently represented as a polymer
gas. Before describing this formulation, we have to introduce a multiscale decom-
position of the lattice and, correspondingly, special types of lattice domains.
a) Blocks. Set |x| := max{|x0|, |x1|}. Recall that each side of the square lattice Λ
is made of LR sites, where L is odd; for j = 0, 1, . . . , R, pave the periodic lattice
Λ with L2(R−j) disjoint squares of L2j sites, in such a way that there is a central
square, {
x ∈ Λ : |x| ≤ Lj/2}
and all the other squares are translations of this one by vectors in LjZ. An example
is in Fig. 3. We call such squares j–blocks, and we denote the set of all j–blocks
0-polymer
1-polymer
2-polymer
0-block
1-block
2-block
Figure 3. Lattice paving with blocks of different sizes in the case
L = 3 and R = 3.
by Bj ≡ Bj(Λ). 0–blocks are made of single points: B0 = Λ.
b) Polymers. A union of two-by-two different j–blocks is called j–polymer, and the
set of all j–polymers in Λ is denoted Pj ≡ Pj(Λ). Suppose X is a j–polymer: ∂X
is the set of sites in X with a nearest neighbor outside X ; ∂extX is the set of sites
outside X with a nearest neighbor inside X ; Bj(X) is the set of the j−blocks in X ;
|X |j is the cardinality of Bj(X); the closure X is the smallest polymer in Pj+1(Λ)
that contains X .
c) Connectivity. A polymer made of two different blocks, B,B′ ∈ Bj , is connected
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if there exist x ∈ B and x′ ∈ B′ s.t. |x − x′| = 1; the definition extends to
connected polymers of more blocks in the usual way. For example, in Fig. 3 there
is one connected 2-polymer, which is the closure of three connected 1–polymers,
which in turn are the closure of ten connected 0–polymers. Pcj ≡ Pcj (Λ) is the set
of the connected j–polymers; the collection of the maximal connected parts of a
j–polymer X (each of which is a j−polymer by construction) is called Cj(X).
d) Small polymers. The polymer X is small if it is connected and |X |j ≤ 4. The
set of the small j–polymers will be called Sj ≡ Sj(Λ); the set of the connected
j–polymers that are not small will be called S/j ≡ S/j(Λ); the number of small j–
polymers that contain a given j–block is independent of j and will be called S. The
small set neighborhood of a j–polymer X is the set X∗ := ∪{Y ∈ Sj : Y ∩X 6= ∅}.
d) Empty set. The empty set is considered as an element of Pj, but not of Pcj .
We will assume that L ≥ 16 so that, if X ∈ Pcj , then the set X∗\X is a “small
margin” around X , in the following sense: if X,Y ∈ Pcj and X , Y are separated by
at least one j + 1 block, then
min{|x− y| : x ∈ X∗, y ∈ Y ∗} ≥ Lj+1 − 8Lj ≥ 1
2
Lj+1 (3.20)
which, by (3.10), is larger than the range of Γj .
Now we pass to the polymer gas representation of the generating functional. Set
Φ = (J, ϕ). For each scale j = 1, . . . , R, assume that five real parameters, Ej and
tj := (sj , zj, Zj , Zj) are given; and assume that Ωj(Φ,Λ) has the form
Ωj(Φ,Λ) = e
|Λ|Ej
∑
X∈Pj
eUj(Φ,Λ\X)
∏
Y ∈Cj(X)
Kj(Φ, Y ), (3.21)
where the definitions of the interaction Uj and of the polymer activity Kj follow.
Given a j–block B, the interaction is
Uj(Φ, B) = Vj(Φ, B) +Wj(Φ, B). (3.22)
The first term, Vj , is similar to the initial interaction (3.8) and is the sum of V0,j
and V1,j , for
V0,j(ϕ,B) =
sj
2
∑
x∈B
µ∈û
(∂µϕx)
2 + zjL
−2j ∑
x∈B
σ=±1
eiασϕx ,
V1,j(Φ, B) = ZjL
−2j ∑
x∈B
σ=±1
Jx,σe
iηασϕx + ZjL
−2j ∑
x∈B
σ=±1
Jx,σe
iηασϕx . (3.23)
Here, η := η − 1; therefore, as η ∈ (0, 1), also −η ∈ (0, 1). The factors L−2j
make Vj explicitly dependent on the scale j; besides, Vj depends upon the fields
{ϕx : x ∈ B ∪ ∂extB} and {Jx,σ : x ∈ B, σ = ±1} and upon the parameters
tj . Note that zj and sj play the role of the the effective parameters discussed in
the Introduction; whereas Zj and Zj are the “fractional charge renormalization
constants”.
The second term in (3.22), Wj(Φ, B), is generated by the multi-scale integration:
W0(Φ, B) = 0; while, for j ≥ 1, inductively assume that Wj(Φ, B) depends upon
the scale j, upon the fields {ϕx, Jx,σ : x ∈ B∗, σ = ±1}, and upon the parameters
tj . We give now a partially explicit formula for Wj ; the w’s functions that appear
in (3.24), (3.25) and (3.26) will be defined in Section 6.1. Wj is the sum of three
terms: W0,j(ϕ,B), W1,j(Φ, B) andW2,j(Φ, B), where the enumeration corresponds
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to the powers of J as we now explain. W0,j contains terms that are independent of
J and quadratic in sj , zj:
W0,j(ϕ,B) = −s2j
∑
y∈Z2
µ,ν∈û
wµν0,a,j(y)
∑
x∈B
(∂µϕx)
[
(∂νϕx+y)− (∂νϕx)
]
+ z2j
∑
y∈Z2
w0,b,j(y)
∑
x∈B
σ=±
[
eiσα(ϕx−ϕx+y) − 1 + |y|2α
2
4
∑
µû
(∂µϕx)
2
]
+ z2j
∑
y∈Z2
w0,c,j(y)
∑
x∈B
σ=±
eiσα(ϕx+ϕx+y)
+ zjsj
∑
y∈Z2
µ∈û
wµ0,d,j(y)
∑
x∈B
σ=±
iσ
[
eiσαϕx(∂µϕx+y)− eiσαϕx+y (∂−µϕx)
]
− zjsj
∑
y∈Z2
w0,e,j(y)
∑
x∈B
σ=±
(
eiσαϕx+y − eiσαϕx) . (3.24)
W1,j contains terms linear in J , and linear in sj or zj :
W1,j(Φ, B) = zjZjL
−2j ∑
y∈Z2
w1,b,j(y)
∑
x∈B
σ=±
Jx,σe
iασ(ηϕx+ϕx+y)
+ zjZjL
−2j ∑
y∈Z2
w1,b,j(y)
∑
x∈B
σ=±
Jx,σe
iασ(ηϕx−ϕx+y)
+ zjZjL
−2j ∑
y∈Z2
w1,c,j(y)
∑
x∈B
σ=±
Jx,σe
iασηϕx
e−iασ(ϕx+y−ϕx) − 1 + iασyµ∑
µ∈û
(∂µϕx)

+ zjZjL
−2j ∑
y∈Z2
w1,c,j(y)
∑
x∈B
σ=±
Jx,σe
iασηϕx
eiασ(ϕx+y−ϕx) − 1− iασyµ∑
µ∈û
(∂µϕx)

+ sjZjL
−2j ∑
y∈Z2
ν∈û
wν1,d,j(y)
∑
x∈B
σ=±
Jx,σe
iηασϕxσ [(∂νϕx+y)− (∂νϕx)]
+ sjZjL
−2j ∑
y∈Z2
ν∈û
wν1,d,j(y)
∑
x∈B
σ=±
Jx,σe
iηασϕxσ [(∂νϕx+y)− (∂νϕx)] . (3.25)
Finally, W2,j contains the terms quadratic in J , and independent of s or z:
W2,j(Φ, B) =
∑
y∈Z2
ε=±
wε2,a,j(y)
∑
x∈B
σ=±
Jx,σJx+y,σεe
iηασ(ϕx+εϕx+y)
+
∑
y∈Z2
ε=±
wε2,a,j(y)
∑
x∈B
σ=±
Jx,σJx+y,σεe
iηασ(ϕx+εϕx+y)
+
∑
y∈Z2
ε=±
wε2,b,j(y)
∑
x∈B
σ=±
Jx,σJx+y,σε
[
eiασ(ηϕx+εηϕx+y) + eiασ(ηϕx+εηϕx+y)
]
+
∑
y∈Z2
ε=±
wε2,c,j(y)
∑
x∈B
σ=±
Jx,σJx+y,εσe
iασ(1+ε)(η− 12 )ϕx . (3.26)
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We extend these definitions from j–blocks to j–polymers additively: for X ∈ Pj :
Uj(Φ, X) :=
∑
B∈Bj(X)
Uj(Φ, B); (3.27)
Vj(Φ, X) and Wj(Φ, X) are defined in the same way.
Returning to the explanation of (3.21), the polymer activity, Kj(Φ, X), is also
generate by the multi-scale integration: K0(Φ, X) = 0; while, for j ≥ 1, Kj(Φ, X)
depends upon {ϕx, Jx,σ : x ∈ X∗, σ = ±1} and is the sum of four terms,
Kj(Φ, X) = K0,j(ϕ,X) +K1,j(Φ, X) +K2,j(Φ, X) +K≥3,j(Φ, X) (3.28)
where, again, the enumeration refers to the powers of J . The last term is pro-
portional to the third power or an higher power of J : it will not play any role
in the analysis of this paper, since eventually we are only interested in up to two
derivatives in J at J = 0. The second and third terms can be further decomposed:
K1,j(Φ, X) =L
−2j ∑
x∈X
σ=±1
Jx,σ
[
ZjK1,j(ϕ,X, x, σ) + ZjK
†
1,j(ϕ,X, x, σ)
]
,
K2,j(Φ, X) =
∑
x1∈X,x2∈X
∗
σ1,σ2=±1
Jσ1,x1Jσ2,x2K2,j(ϕ,X, x1, σ1, x2, σ2). (3.29)
Note that K1,j(ϕ,X, x, σ) and K
†
1,j(ϕ,X, x, σ) are “pinned” at x in the sense that
they are defined by (3.29) only for x ∈ X ; we extend their definitions by set-
ting K1,j(ϕ,X, x, σ) = K
†
1,j(ϕ,X, x, σ) = 0 whenever x 6∈ X . In the same way,
K2,j(ϕ,X, x1, σ1, x2, σ2) is pinned at x1 and x2 and we setK2,j(ϕ,X, x1, σ1, x2, σ2) =
0 if x1 6∈ X or x2 6∈ X∗. Besides note that at least one power of J is assumed to
be restricted to the set X (indeed, the same sort of dependence in J is assumed in
(3.25) and (3.26)).
This completes the explanation of the inductive assumption (3.21). As we read
from (3.7) and (3.8), (3.21) holds at j = 0, for
E0 ≡ E = 1
2
ln(1− s), (s0, z0, Z0, Z0) = (s, z, 1, 0), W0 ≡ K0 ≡ 0.
We shall see that it also holds by induction for any j = 1, 2, . . . , R, with:
1. Effective couplings (sj , zj) and effective polymer activity K0,j given by
sj+1 = sj − ajz2j + Fj
zj+1 = L
2e−
α2
2 Γj(0) [zj − bjsjzj +Mj ]
K0,j+1 = L0,j +R0,j , (3.30)
for coefficients aj ,bj , and functionals Fj ≡ Fj(K0,j), Mj ≡ Mj(K0,j), R0,j ≡
R0,j(zj , sj ,K0,j) and Lj ≡ Lj(K0,j). The functionals Fj,Mj andR0,j will play
the role of “remainder parts” with respect to the other terms in the equation.
The functional L0,j will be a contraction with respect to suitable norms.
2. Effective free energy Ej given by
Ej+1 = Ej + L
−2j [E1,j + sjE2,j + s2jE3,j + z2j E4,j] , (3.31)
for coefficients E2,j , E3,j , E3,j and for a functional E1,j ≡ E1,j(K0,j).
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3. Fractional charge renormalization constants Zj and Zj ,
Zj+1 = L
2e−η
2 α2
2 Γj(0)
[
(1− sjm1,1,j +M1,1,j)Zj + (zjm1,2,j +M1,2,j)Zj
]
,
Zj+1 = L
2e−η
α2
2 Γj(0)
[
(1− sjm2,2,j +M2,2,j)Zj + (zjm2,1,j +M2,1,j)Zj
]
,
K1,j+1 = L1,j +R1,j , (3.32)
for coefficients {mp,q,j : p, q = 1, 2} and functionals {Mp,q,j ≡ Mp,q,j(K1,j) :
p, q = 1, 2}, L1,j ≡ L1,j(K1,j) and R1,j ≡ R1,j(sj , zj ,K0,j,K1,j). The func-
tional L1,j will be a contraction with respect to suitable norms.
For every j = 0, 1, . . . , R, all the coefficients and functionals appearing in (3.30),
(3.31) and (3.32) are independent of Λ: this will simplify the discussion of the calcu-
lation of the limit Λ→∞. Note that at α2 = 8π, because of (3.12), L2e− 8pi2 Γj(0) ∼ 1
and the map (3.30) is our rigorous counterpart of Kadanoff’s ODE for the effec-
tive coupling constants, (1.5). Note also that (3.31) and (3.32) depend on the
flow (3.30), but do not affect it; therefore the study of (3.30) done in [Falco, 2012]
remains valid for the developments of this paper.
The last step of the RG is
Ω(J,Λ) = eER|Λ| lim
m→0
ER
[
eUR(J,ζ
(R),Λ) +KR(J, ζ
(R),Λ)
]
. (3.33)
Suppressing the dependence in the set Λ of interactions and polymer activities, and
setting δER := ER+1 − ER, ξx = ξ(R)x , Φx = (Jx, ξ(R)x ), we have:
1. For the free energy,
1
|Λ| lnΩ(0,Λ) := ER+1
= ER + L
−2R lim
m→0
lnER
[
1 +
(
eV0,R(ζ)+W0,R(ζ) − 1
)
+K0,R(ζ)
]
. (3.34)
2. For the fractional charge correlation
∂2Ω
∂Jx,+∂J0,−
(0,Λ) = e−δER|Λ|
× lim
m→0
ER
[
eV0,R(ζ)+W0,R(ζ)
(
∂V1,R(Φ)
∂Jx,+
+
∂W1,R(Φ)
∂Jx,+
)(
∂V1,R(Φ)
∂J0,−
+
∂W1,R(Φ)
∂J0,−
)]
J=0
+ e−δER|Λ| lim
m→0
ER
[
eV0,R(ζ)+W0,R(ζ)
∂2W2,R(Φ)
∂Jx,+∂J0,−
+
∂2K2,R(Φ)
∂Jx,+∂J0,−
]
J=0
. (3.35)
3.3. Bounds on the RG map. To control the limit R→∞ of (3.34) and (3.35),
we need bounds for all the intermediate steps of the RG map. In the previous paper,
[Falco, 2012], we dealt with (3.30), (3.31) and the formula for the free energy (3.5).
We showed that there exists a unique choice of the initial value s as function of z
such that the limit for j → ∞ of sj zj and Kj is vanishing. More precisely, we
found the following results.
Lemma 3.1 ([Falco, 2012]). Consider the coefficients aj and bj in (3.30). For
α2 = 8π, there exists a j-independent C ≡ C(L) and a number c˜E such that
|aj − a| ≤ CL− 14 j , |bj − b| ≤ CL− 14 j , (3.36)
where a = 8π2e−8πc˜E lnL and b = 2 lnL.
16 PIERLUIGI FALCO
The constant c˜E in this Lemma is not the same as cE in (1.1) –although it has a
similar origin; note, however, that c˜E will not explicitly appear in the final results
(2.9) and (2.11). For stating the next results, set, for any j ≥ 1,
qj :=
q1
1 + |q1|(j − 1) , q1 :=
√
abz1. (3.37)
Hence q1 = z14πe
4πc˜E lnL and qj is almost a discrete version of 2s(ℓ) in (1.6).
Given two parameters, h > 0 and A > 1, in Section 4 we will introduce the norm
‖ · ‖h,Tj ≡ ‖ · ‖h,Tj(A), that will measure the size of polymer activities.
Theorem 3.2 ([Falco, 2012]). Given a τ > 0 small enough, for L and A large
enough, there exists an ε ≡ ε(A,L, τ) such that the following statement holds. If
0 < z ≤ ε, there exists a unique s ≡ s(z) such that the solution of (3.30) with initial
data (z0, s0) = (z, s(z)) satisfies∣∣∣∣sj − |qj |b
∣∣∣∣ ≤ τb |q1|[1 + |q1|(j − 1)] 32 ,∣∣∣∣zj − qj√ab
∣∣∣∣ ≤ τ√ab |q1|[1 + |q1|(j − 1)] 32 ,
‖K0,j‖h,Tj ≤
τ2|q1|2
[1 + |q1|(j − 1)]3 , (3.38)
for all j = 1, . . . , R. Besides, the choice of the parameters L, A, ε and the function
s(z) are independent of |Λ|.
As anticipated, the s(z) found in this Theorem determines the graph of the BKT
transition line, β = βBKT(z), via (3.16). This result was instrumental to control
(3.31) and to prove the convergence of (3.5).
Theorem 3.3 ([Falco, 2012]). There exists C ≡ C(α,L) such that, given any
j = 0, 1, . . . , R, if |sj |, |zj |, ‖K0,j‖h,Tj ≤ c0|qj |, then
|Ej+1 − Ej | ≤ CL−2j |qj |. (3.39)
Besides, E0, . . . , ER (but not ER+1) are independent of |Λ|.
The consequence of this result is a convergent series representation of the free
energy
p(β, z) = − 1
2β
log(1− s(z))− 1
β
∑
j≥0
(Ej+1 − Ej),
which was the main result of [Falco, 2012]. In this paper we study (3.32) and (3.35).
For this task, we need to introduce a norm for activities with one pinning point,
‖ ·‖1,h,T , and a norm for activities with two pinning points, ‖ ·‖2,h,T , see discussion
after (3.29); such norms will be defined in Section 4. In the following result, we
control the activities K1,j and K
†
1,j.
Theorem 3.4. There exists a C ≡ C(α) > 0 such that, under the same hypothesis
of Theorem 3.2,
‖K1,j‖1,h,Tj ≤ C|qj |2, ‖K†1,j‖1,h,Tj ≤ C|qj |2. (3.40)
The proof is in Section 7.1. Next, we study the coefficients in the flow (3.32).
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Lemma 3.5. There exists a j-independent C ≡ C(α,L) such that, for any p = 1, 2,
|Mp,1,j | ≤ CA−1‖K1,j‖1,h,Tj , |Mp,2,j| ≤ CA−1‖K†1,j‖1,h,Tj . (3.41)
Lemma 3.6. Consider a and b given in Lemma 3.1. There exists a j-independent
C ≡ C(α,L) such that: if α2 ≥ 8π and p, q = 1, 2,
|mq,p,j | ≤ C; (3.42)
besides, if α2 = 8π,
|m1,1,j − η2b| ≤ CL−
j
4 , |m2,2,j − η2b| ≤ CL−
j
4 ; (3.43)
finally, if α2 = 8π and η = −η = 12 , then M1,1,j =M2,2,j, M1,2,j =M1,2,j and
|m2,1,j −
√
ab
2
| ≤ CL− j4 , |m1,2,j −
√
ab
2
| ≤ CL− j4 . (3.44)
This Lemma does not provide the exact asymptotic values of m2,1,j and m1,2,j
if η 6= 12 ; however, they will not be necessary for studying (3.32). To formulate the
next result, set Z+j := Zj + Zj , Z
−
j := Zj − Zj and
gj := −π
j∑
k=1
[Γk(0)− 1
2π
logL],
which is a bounded sequence because of (3.12).
Theorem 3.7. In the same hypothesis of Theorem 3.2, for j = 1, . . . , R:
1. If η = −η = 12 , there exist two coefficients {cσ : σ = ±} that are vanishing for
z → 0 and are such that
Z+j+1 = Z
+
1 L
3
2 j(1 + |q1|j) 14 egj+c++r1,j ,
Z−j+1 = Z
−
1 L
3
2 j(1 + |q1|j)− 34 egj+c−+r2,j ; (3.45)
in the above formulas, for a constant C and for m = 1, 2,
|rm,j | ≤ C τ√
1 + |q1|j
.
2. If 0 ≤ η < 12 , there exist two coefficients, c1, c2, which are vanishing in the
limit z → 0 and are such that
Zj+1 = L
2j(1−η2)(1 + |q1|j)−η2e4η2gj+c1
[
er1,jZ1 + c2e
s1,jZ1
]
,
Zj+1 = L
2j(1−η2)(1 + |q1|j)−η2e4η2gj
[
r2,jZ1 + s2,jZ1
]
, (3.46)
where, for a C0 ≡ C0(η) and any m = 1, 2,
|rm,j | ≤ C0 τ√
1 + |q1|j
, |sm,j | ≤ C0 1√
1 + |q1|j
+ C0L
−2(η2−η2)j .
A formula for c2 is, for a c(η) > 0,
c2 = ze
4π(η2−η2)Γ0(0) [c(η)−m1,2,0] +O(z 32 ).
3. If 12 < η < 1, (3.46) holds after interchanging Zj with Zj and η with −η (hence
the formula for c2 becomes ze
4π(η2−η2)Γ0(0)[c(−η)−m2,1,0] +O(z 32 )).
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Finally, for every η ∈ (0, 1),
Z1 = L
2e−η
2 α2
2 Γ0(0)(1 +O(z)),
Z1 = L
2e−η
2 α2
2 Γ0(0)m2,1,0z. (3.47)
Theorem 3.8. Under the same hypothesis of Theorem 3.2 and if A ≥ e2, there
exists a C > 0 such that, for any j = 1, 2, . . . , R (suppressing the dependence in the
variables ϕ,X, x1, σ1, x2, σ2),
K2,j =
j∑
k=0
2−(j−k)e−L
−k|x1−x2|L−4k
×
[
Z2kK
(a,k)
2,j + Z
2
kK
(a,k)
2,j + ZkZkK
(b,k)
2,j
]
, (3.48)
where, for any δ = a, a, b,
‖K(δ,k)2,j ‖2,h,Tj ≤ C|qk|. (3.49)
As a consequence of the above Theorems we can finally turn to the calculation
of the fractional charge correlation. Consider the w’s function in (3.26).
Theorem 3.9. The limits
w−2,a(x) := lim
R→∞
w−2,a,R(x) w
−
2,a(x) := lim
R→∞
w−2,a,R(x)
w−2,b(x) := limR→∞
w−2,b,R(x) w
−
2,c(x) := lim
R→∞
w−2,c,R(x) (3.50)
exist and, under the same hypothesis of Theorem 3.2,
lim
R→∞
∂2Ω
∂Jx,+∂J0,−
(0,Λ) = 2w−2,a(x) + 2w
−
2,a(x) + 2w
−
2,c(x). (3.51)
(While w−2,b(x) does not contribute to the correlation.)
The last ingredient for the proof of the main Theorem is then an exact evaluation
of the long |x| asymptotic formulas for the functions in (3.50).
Theorem 3.10. For coefficients f, fa, fa, f˜b that are vanishing for z → 0, and for
a constant C:
1. If η = −η = 12 , then, for δ = a, a,
w−2,δ(x) =
e2πcE + fδ
8|x| (1 + f ln |x|)
1
2 (1 + o(1)), (3.52)
|w−2,c(x)| ≤
C
|x| (1 + f ln |x|)
− 12 . (3.53)
2. If η 6= 12 , then, for the same c(η) of Theorem 3.7,
w−2,a(x) + w
−
2,a(x) =
e8πη
2cE + fa
2|x|4η2 (1 + f ln |x|)
−2η2 (1 + o(1))
+
c(η)2z2(1 + f˜b)
2|x|4η2 (1 + f ln |x|)
−2η2
(1 + o(1)), (3.54)
|w−2,c(x)| ≤
C
|x|4η2 (1 + f ln |x|)
−2η2−1
+
C
|x|4η2 (1 + f ln |x|)
−2η2−1
. (3.55)
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(While, for every η ∈ (0, 1), w−2,b(x) = 0.) Besides, f = 4πe4πc˜EL2e−4πΓ0(0)z.
Our main result, Theorem 2.1, is then a direct consequence of Theorem 3.9 and
Theorem 3.10.
4. Dimensional bounds
Here we set up scale dependent norms that we will use to control the size of the
polymer activities. We will also show how norms encode the dimensional analysis
used in physics to adapt renormalization group ideas to this model.
4.1. Norms and regulators: definitions. We mainly follow [Brydges, 2009].
Let j ∈ N. For n = 0, 1, 2 and for ∂µ the discrete derivative introduced before (3.7),
define
‖∇nj ϕ‖L∞(X∗) := maxµ1,...,µn
µj∈û
max
x∈X∗
Lnj
∣∣∂µ1 · · · ∂µnϕx∣∣. (4.1)
For X a connected j–polymer, let C2j (X) be the linear space of the functions ϕ :
X∗ → C with norm
‖ϕ‖C2j (X) := maxn=0,1,2 ‖∇
n
j ϕ‖L∞(X∗).
Observe that ∇j is Lj∂, which makes the norm explicitly scale dependent; besides,
we are using the notation C2j (X) even though the domain involved in the definition
of the norm is the set X∗. Let Nj(X) be the space of the smooth complex activities
of the polymer X∗, i.e. the set of C∞ functions F (ϕ,X) : C2j (X)→ C. The n-order
derivative of F along the directions f1, . . . , fn ∈ C2j (X) is
DnF (ϕ,X) · (f1, . . . , fn) :=
∑
x1,...,xn∈X∗
(f1)x1 · · · (fn)xn
∂nF
∂ϕx1 · · · ∂ϕxn
(ϕ,X). (4.2)
Again, despite the notation Nj(X), the relevant set here is the bigger set X∗. The
size of the differential of order n is given by
‖DnF (ϕ,X)‖Tnj (ϕ,X) := sup‖fi‖C2
j
(X)
=1
∣∣DnF (ϕ,X) · (f1, . . . , fn)∣∣. (4.3)
Then, given any h > 1, define the norm
‖F (ϕ,X)‖h,Tj(ϕ,X) :=
∑
n≥0
hn
n!
‖DnF (ϕ,X)‖Tnj (ϕ,X). (4.4)
In order to control the norm of the activities as function of the field ϕ, for any scale
j and any X ∈ Pcj introduce the field regulators, Gj(ϕ,X) ≥ 1, that depends upon
derivatives of ϕ only. An explicit choice will be provided below. Then, define
‖F (X)‖h,Tj(X) := sup
ϕ∈C2j (X)
‖F (ϕ,X)‖h,Tj(ϕ,X)
Gj(ϕ,X)
. (4.5)
Finally, we have to weight the polymer activity w.r.t. the size of the set. Given a
parameter A > 1, define
‖F‖h,Tj ≡ ‖F‖h,Tj(A) := sup
X∈Pcj
A|X|j‖F (X)‖h,Tj(X). (4.6)
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Inspired by the discussion after (3.29), given a charge σ = ± and a lattice point
x, we will call an activity of the form F (ϕ,X, x, σ) pinned at the lattice point x if
F (ϕ,X, x, σ) = 0 whenever x 6∈ X . For such activities, we define
‖F‖1,h,Tj := sup
x∈Z2,σ=±
‖F (·, ·, x, σ)‖h,Tj (A).
Likewise, given two charges σ, σ′ = ±1 and two lattice points x and x′, an activity
F (ϕ,X, x, σ, x′, σ′) is pinned at x and x′ if F (ϕ,X, x, σ, x′, σ′) = 0 whenever x 6∈ X
or x′ 6∈ X∗. For such activities we set
‖F‖2,h,Tj := sup
x,x′∈Z2
σ,σ′=±
‖F (·, ·, x, σ, x′, σ′)‖h,Tj (A
1
2 ).
In the last definition, note that the weight in the size of the polymer has been
reduced to A
1
2 .
This concludes the set up of the norms, except for the choice of some parameters
and functions that were involved in the definition. The parameter h ≡ h(α) is
chosen to be h := max{1, 2hj(α) : j ≥ 0}, where
hj(α) := max{‖hj‖C2j (X) : 0 ∈ X ∈ Sj} (4.7)
and hj(x) is the function α[Γj(x)−Γj(0)]. The usefulness of this choice will become
clear in Appendix B.3. It is not difficult to see that, by (3.11), hj is bounded in
j and so the definition of the constant h makes sense. The parameter A will be
chosen large enough in various points below. Next, we have to choose Gj . Here we
follow [Falco, 2012]. Given two positive constants c1, c3, and a positive function of
L, κL, if X ∈ Pcj , the function Gj is such that
lnGj(ϕ,X) = c1κL‖∇jϕ‖2L2j(X) + c3κL‖∇jϕ‖
2
L2j(∂X)
+ c1κLWj(∇2jϕ,X)2, (4.8)
where we have used L2-type norms
‖∇nj ϕ‖2L2j(X) := L
−2j ∑
x∈X
∑
µ1,...,µn
L2nj
∣∣∂µ1 · · ·∂µnϕx∣∣2,
‖∇nj ϕ‖2L2j(∂X) := L
−j ∑
x∈∂X
∑
µ1,...,µn
L2nj
∣∣∂µ1 · · ·∂µnϕx∣∣2, (4.9)
Wj(ϕ,X)
2 :=
∑
B∈Bj(X)
‖ϕ‖2L∞(B∗). (4.10)
To control the field dependence of Uj we shall occasionally use an auxiliary field
regulator, called strong field regulator, Gstrj : for B ∈ Bj and X ∈ Pj,
lnGstrj (ϕ,B) := κL max
n=1,2
‖∇nj ϕ‖2L∞(B∗), Gstrj (ϕ,X) :=
∏
B∈Bj(X)
Gstrj (ϕ,B).
(4.11)
4.2. Norms and regulators: properties. First, it is important to observe that
Nj(X) with the norm ‖ · ‖h,Tj(X) is a Banach space. We now list some useful
features of the field regulators. As apparent from the definition, if X ∈ Pj+1,
Gstrj (ϕ
′, X) ≤ Gstrj+1(ϕ′, X). (4.12)
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Consider a polymerX ∈ Pj. From the definitions, we have L2j(X) =
∑
Y ∈Cj(X) L
2(Y ).
Besides, since two Y ’s in Cj(X) have disjoint boundaries, we also have L2j(∂X) =∑
Y ∈Cj(X) L
2(∂Y ). Therefore∏
Y ∈Cj(X)
Gj(ϕ, Y ) = Gj(ϕ,X). (4.13)
For the following results to hold, c3 and c1 must be large enough, but independently
of the scale j and the size L. Unless otherwise stated, j = 0, 1, . . . , R− 1.
Lemma 4.1. For any polymer X ∈ Pj,
Gstrj (ϕ,X) ≤ Gj(ϕ,X). (4.14)
For any polymer X ∈ Pj and any block B ∈ Bj, but B not inside X,
Gstrj (ϕ,B)Gj(ϕ,X) ≤ Gj(ϕ,B ∪X). (4.15)
This Lemma corresponds to formula (6.52) of [Brydges, 2009]: the proof can
be found in that paper after Lemma 6.21. The role of the field regulators in the
forthcoming analysis is to have a standard function to integrate with respect to the
Gaussian measures.
Lemma 4.2. Let κL = c(logL)
−1 with c > 0 and small enough.
1. For j = 0, 1, . . . , R− 1 and any connected polymer X ∈ Pcj ,
Ej [Gj(ϕ,X)] ≤ 2|X|jGj+1(ϕ′, X); (4.16)
if instead j = R,
ER [GR(ϕ,Λ)] ≤ 2. (4.17)
2. For j = 0, 1, . . . , R− 1, m = 1, 2, 3 and any small polymer X ∈ Sj, there exists
a Cm > 1 such that(
1 + max
n=1,2
‖∇nj+1ϕ′‖L∞(X∗)
)m
Ej [Gj(ϕ,X)] ≤ Cm
κ
m/2
L
2|X|jGj+1(ϕ′, X); (4.18)
besides the last formula holds even if Gj(ϕ,X) on the left hand side member is
replaced by supt∈[0,1]Gj(tϕ
′ + ζ,X).
The proof is in Section D of [Falco, 2012]. From the definitions set up so far,
we can derive some simple bounds that will be needed in the next section. For any
ϕ ∈ C2j+1(X), we have ‖ϕ‖C2j (X) ≤ ‖ϕ‖C2j+1(X), so that, for any F ∈ Nj(X)
‖F (ϕ,X)‖h,Tj+1(ϕ,X) ≤ ‖F (ϕ,X)‖h,Tj(ϕ,X). (4.19)
If Y ⊂ X , for any ϕ ∈ C2j (X) we have ‖ϕ‖C2j (Y ) ≤ ‖ϕ‖C2j (X), so that C2j (X) ⊂ C2j (Y )
and
‖F (ϕ,X)‖h,Tj(ϕ,X) ≤ ‖F (ϕ,X)‖h,Tj(ϕ,Y ). (4.20)
For any two polymers Y1, Y2 not necessarily disjoint and such that Y1∪Y2 ⊂ X , and
any two polymer activities, F1 ∈ Nj(Y1) and F2 ∈ Nj(Y2), we have: a generalized
triangular inequality
‖F1(ϕ, Y1) + F2(ϕ, Y2)‖h,Tj(ϕ,X) ≤ ‖F1(ϕ, Y1)‖h,Tj(ϕ,Y1) + ‖F2(ϕ, Y2)‖h,Tj(ϕ,Y2),
(4.21)
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(which is stronger than the usual triangular inequality because different norms
appear in the two members); and the factorization property
‖F1(ϕ, Y1)F2(ϕ, Y2)‖h,Tj(ϕ,X) ≤ ‖F1(ϕ, Y1)‖h,Tj(ϕ,Y1)‖F2(ϕ, Y2)‖h,Tj(ϕ,Y2). (4.22)
Details of the proofs of these inequalities are in [Brydges, 2009].
Finally, given ‖F (X)‖h,Tj(X), in order to have an estimate of the size of ‖F‖h,Tj+1
one needs to sum over the position of the polymer. Let us consider separately the
case of configurations on small sets and on large sets. For λ ∈ (0, 1) and ρ = s, l,
set
kρ(A, λ) := sup
V ∈P cj+1
A|V |j+1
Y=V∑
Y ∈Oρ
(λA)−|Y |j , (4.23)
where Os = Sj and Ol = 6 Sj . Besides, consider also the case of a pinning point in
the sum and set
k∗s (A, λ) := sup
V ∈P cj+1
A|V |j+1 sup
x∈V
Y=V∑
Y ∈Sj
Y∋x
(λA)−|Y |j . (4.24)
Note that ks(A, λ), kl(A, λ) and k
∗
s (A, λ) are j-independent, and so the notation is
consistent.
Lemma 4.3. There exist c > 0 and ϑ > 0 such that, for A large enough
ks(A, λ) ≤ cL2, k∗s (A, λ) ≤ c, kl(A, λ) ≤ A−ϑ. (4.25)
For the proof see Lemma 6.19 and Lemma 6.18 in [Brydges, 2009]. In brief, when
the sum is over small sets and there is no pinning point, the bound is proportional
to a volume factor L2; when the sum is over large sets, the bound is finite in L and
vanishing for large A.
4.3. Dimensional analysis. We now return to the actual polymer activities of
our RG treatment of the Coulomb Gas. To reproduce the physicists’ analysis we
first need to decompose the polymer activity into terms which represents clusters
of particles with given total charge. To do so, note that K0,j contains terms that,
as functions of the fields, either are periodic of period 2π/α or are derivative terms;
therefore K0,j is invariant under ϕx → ϕx + 2πα t for any constant, integer field
t. As explained Appendix B.2, such invariance provides via a Fourier analysis the
following decomposition into charged components for K0,j as well as for K1,j, K
†
1,j
and K
(δ,k)
2,j .
Lemma 4.4. For j = 0, 1, . . . , R and for any X ∈ Pcj ,
K0,j(ϕ,X) =
∑
q∈Z
K̂0,j(q, ϕ,X),
K1,j(ϕ,X, x, σ) =
∑
q∈Z
K̂1,j(q, ϕ,X, x, σ),
K†1,j(ϕ,X, x, σ) =
∑
q∈Z
K̂†1,j(q, ϕ,X, x, σ), (4.26)
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and, for δ = a, a, b
K
(δ,k)
2,j (ϕ,X, x, σ, x
′, σ′) =
∑
q∈Z
K̂
(δ,k)
2,j (q, ϕ,X, x, σ, x
′, σ′). (4.27)
The above series are absolutely convergent and, if ϑ is a constant field,
K̂0,j(q, ϕ,X) = e
iqαϑK̂0,j(q, ϕ− ϑ,X),
K̂1,j(q, ϕ,X, x, σ) = e
i(q+ησ)αϑK̂1,j(q, ϕ− ϑ,X, x, σ),
K̂†1,j(q, ϕ,X, x, σ) = e
i(q+ησ)αϑK̂†1,j(q, ϕ− ϑ,X, x, σ),
K̂
(a,k)
2,j (q, ϕ,X, x, σ, x
′, σ′) = ei(q+ησ+ησ
′)αϑK̂
(a,k)
2,j (q, ϕ− ϑ,X, x, σ, x′, σ′),
K̂
(a,k)
2,j (q, ϕ,X, x, σ, x
′, σ′) = ei(q+ησ+ησ
′)αϑK̂
(a,k)
2,j (q, ϕ− ϑ,X, x, σ, x′, σ′),
K̂
(b,k)
2,j (q, ϕ,X, x, σ, x
′, σ′) = ei(q+ησ+ησ
′)αϑK̂
(a,k)
2,j (q, ϕ− ϑ,X, x, σ, x′, σ′). (4.28)
Besides,
‖K̂0,j‖h,Tj ≤ ‖K0,j‖h,Tj , (4.29)
‖K̂1,j‖1,h,Tj ≤ ‖K1,j‖1,h,Tj , ‖K̂†1,j‖1,h,Tj ≤ ‖K†1,j‖1,h,Tj , (4.30)
and for δ = a, a, b
‖K̂(δ,k)2,j ‖2,h,Tj ≤ ‖K(δ,k)2,j ‖2,h,Tj . (4.31)
The meaning of (4.28) is: K̂0,j(q, ϕ,X) represents clusters of particles with a to-
tal charge q; K̂1,j(q, ϕ,X, x, σ) and K̂
†
1,j(q, ϕ,X, x, σ) represent clusters of particle
with total charge q+ησ and q+ησ respectively; similarly for K̂
(δ,k)
2,j (q, ϕ,X, x, σ, x
′, σ′).
Now we can discuss the typical bound we need in the rest of the paper. By (4.19)
and (4.16), for any connected polymer X ∈ Pcj
‖Ej [K0,j(ϕ,X)] ‖h,Tj+1(ϕ′,X) ≤ ‖K0,j‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X); (4.32)
and, by (4.29), for the charged component K̂0,j(q, ϕ,X),
‖Ej
[
K̂0,j(q, ϕ,X)
]
‖h,Tj+1(ϕ′,X) ≤ ‖K0,j‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X); (4.33)
similar bounds can be derived for K̂1,j(q, ϕ,X, x, σ) and K̂
†
1,j(q, ϕ,X, x, σ); and also
for K̂
(δ,k)
2,j (q, ϕ,X, x, σ, x
′, σ′). Then we could use (4.25) to sum over the polymer
X . However, following this procedure, the sum over the small polymers X will
generate a bound proportional to the volume factor L2, which would exponentially
increase the size of the bound for ‖K0,j‖h,Tj at each step. To avoid that, we need
to improve (4.32) and (4.33) whenever X is a small set to beat such an L2. Observe
that we passed from scale j + 1 to scale j by the bound (4.19) which is of general
validity. Under special circumstances, this step can be done in a more efficient way.
To formulate the next results in a simplified notation, in general we will say that
F (ϕ,X) is a charge p activity if, for any constant complex field ϑ, one has
F (ϕ,X) = eiαpϑF (ϕ− ϑ,X).
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Theorem 4.5. Consider a charge p activity F (ϕ,X), with X ∈ Sj. There exists a
C ≡ C(α) such that,
‖Ej [F (ϕ,X)] ‖h,Tj+1(ϕ′,X) ≤ ρ(p, α)‖F‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X) (4.34)
for a “dimensional factor”
ρ(p, α) = C1+|p|L−d(p)
α2
4pi ,
where d(p) = p2 if |p| ≤ 1 and d(p) = 2|p| − 1 otherwise.
(4.34) differs from (4.32) by the prefactor ρ(p, α). The proof, mostly borrowed
from [Dimock and Hurd, 2000], is in Appendix B.3. As an application consider
the charged components of K0,j and of K̂1,j with total charge p : |p| > 1. Setting
F (ϕ) := K̂0,j(q, ϕ,X), the hypothesis of the theorem is satisfied for p = q; therefore
‖Ej
[
K̂0,j(q, ϕ,X)
]
‖h,Tj+1(ϕ′,X)
≤ C1+|q|L−(2|q|−1)α
2
4pi ‖K0,j‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X). (4.35)
Considering that α2 ≥ 8π, if |q| 6= 0, 1 and L is large enough, the prefactor
C1+|q|L−(2|q|−1)
α2
4pi ≤ (C2L−3)|q| beats the volume factor L2 that will be gener-
ated by (4.25) once we sum the above bound over X ∈ Sj . The same conclusion
holds for K̂1,j(q, ϕ,X, x, σ). Indeed, the theorem applies with p = q + ησ and we
have
‖Ej
[
K̂1,j(q, ϕ,X, x, σ)
]
‖h,Tj+1(ϕ′,X)
≤ C2|q+ησ|L−d(q+ησ)α
2
4pi ‖K1,j‖1,h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X). (4.36)
Therefore, if |q+ησ| > 1, the prefactor is C2|q+ησ|L−(2|q+ησ|−1)α24pi ≤ (C2L−2)|q+ησ|
and beats the volume factor L2. For completeness, we also state that
‖Ej
[
K̂†1,j(q, ϕ,X, x, σ)
]
‖h,Tj+1(ϕ′,X)
≤ C2|q+ησ|L−d(q+ησ)α
2
4pi ‖K†1,j‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X). (4.37)
Finally, for δ = a, a, b and 0 ≤ k ≤ j,
‖Ej
[
K̂
(δ,k)
2,j (q, ϕ,X, x, σ, x
′, σ′)
]
‖h,Tj+1(ϕ′,X)
≤ C1+|p|L−d(p)α
2
4pi ‖K(δ,k)2,j ‖2,h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X), (4.38)
where
p =

q + η(σ + σ′) if δ = a
q + η(σ + σ′) if δ = a
q + (ησ + ησ′) if δ = b
.
For other terms for which the above power counting improvement is not sufficient
we need to extract some finite order of the Taylor expansion, which we now define.
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Let F (ξ,X) be a smooth function of the field {ξx : x ∈ X∗}; the n-order Taylor
expansion of F (ξ,X) at ξ = 0 is
(Tay
n,ξ
F )(ξ,X) :=
n∑
m=0
1
m!
∑
x1...,xm∈X∗
ξx1 · · · ξxm
∂mF
∂ξx1 · · · ∂ξxm
(0, X); (4.39)
the n-order remainder is
(Rem
n,ξ
F )(ξ,X) := F (ξ,X)− (Tay
n,ξ
F )(ξ,X). (4.40)
The next theorem provides the power counting improvement in such cases.
Theorem 4.6. Consider a charge p activity F (ϕ,X) with support X ∈ Sj and fix
any point x0 ∈ X. For any m ∈ N, there exist C ≡ C(α) and Cm such that, if
(δϕ)x := ϕx − ϕx0
‖ Rem
m,δϕ′
Ej [F (ϕ,X)] ‖h,Tj+1(ϕ′,X) ≤ ρm(p, α)‖F‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X)
(4.41)
for a “dimensional factor”
ρm(p, α) := C
1+|p|CmL−d(p)
α2
4pi (
√
κLL)
−(m+1)
where, again, d(p) = p2 if |p| ≤ 1 and d(p) = 2|p| − 1 otherwise.
The proof of this theorem, mostly borrowed from [Falco, 2012], is in Appendix
B.4. κL = c(logL)
−1 as stated in Lemma 4.2. There are various consequences of
this Theorem that interest us. First, it applies to the neutral components of K0,j.
Setting F (ϕ,X) := K̂0,j(0, ϕ,X),
‖Rem
2,δϕ′
Ej
[
K̂0,j(0, ϕ,X)
]
‖h,Tj+1(ϕ′,X)
≤ ρ2(0, α)‖K0,j‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X). (4.42)
For L large enough, the dimensional factor ρ2(0, α) = CC2(
√
κLL)
−3 beats the
volume factor L2. Second, this theorem applies to the components of K̂0,j with
charges q = ±1. Indeed, for F (ϕ,X) := K̂0,j(q, ϕ,X) the hypothesis holds for
p = q and then
‖Rem
0,δϕ′
Ej
[
K̂0,j(q, ϕ,X)
]
‖h,Tj+1(ϕ′,X)
≤ ρ0(q, α)‖K0,j‖h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X). (4.43)
For q = ±1 and L large enough, the dimensional factor ρ0(1, α) = C0C2(√κLL)−1L−α
2
4pi
is smaller than the volume factor L2. The third application is the charged compo-
nents of K̂1,j. We find
‖Rem
1,δϕ′
Ej
[
K̂1,j(q, ϕ,X, x, σ)
]
‖h,Tj+1(ϕ′,X)
≤ ρ1(q + ησ, α)‖K1,j‖1,h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X). (4.44)
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Finally, for δ = a, a, b and 0 ≤ k ≤ j,
‖Rem
0,δϕ′
Ej
[
K̂
(δ,k)
2,j (q, ϕ,X, x, σ, x
′, σ′)
]
‖h,Tj+1(ϕ′,X)
≤ C1+|p|C0L−2d(p)
(√
kLL
)−1
‖K(δ,k)2,j ‖2,h,Tj
(
A
2
)−|X|j
Gj+1(ϕ
′, X), (4.45)
where
p =

q + η(σ + σ′) if δ = a
q + η(σ + σ′) if δ = a
q + (ησ + ησ′) if δ = a.
We can now describe the “power counting” argument that will drive our analysis in
the rest of the paper: a) by Theorem 4.5, terms with charge q contract by a factor
L−
α2
4pi d(q); b) by Theorem 4.6, terms proportional to (∂ϕ′)n contract by a factor
L−n; c) as a consequence of Lemma 4.3, all terms are increased by a volume factor
L2. Therefore, at α2 = 8π, the action of the RG to contract the size of: i) the terms
of total integer charge p, with |p| ≥ 2; ii) the terms of total charge p, |p| = 1, after
that the 0-th order Taylor expansion in ∂ϕ′ has been extracted; iii) the terms of
total charge p, with |p| = η or η, after that the 1-th order Taylor expansion in ∂ϕ′
has been extracted; iv) neutral terms, after that the 2-th order Taylor expansion in
∂ϕ′ has been extracted. The terms that are extracted at points ii), iii) and iv) are
absorbed into Ej , tj (see definitions before (3.21)) to generate Ej+1, tj+1. These
ideas will be made precise in the next sections.
5. Renormalization Group Map
In the present and in the following section we adopt an abridged notation for
the fields. In general, we remove the labels j because they will be clear from
the context, and we label the sum of the fields on higher scales with a prime, so
that ζx := ζ
(j)
x and ϕ′x := ζ
(R)
x + ζ
(R−1)
x + · · · + ζ(j+1)x ; besides, ϕx := ϕ′x + ζx.
We also set Φ = (J, ϕ) and Φ′ = (J, ϕ′). We indicate with O(F1, . . . Fn) a term
that is proportional to the fist power, at least, of each of Fj ’s. Besides in the
context of the inductive hypothesis described in Section 3, we will also assume the
following symmetry properties. Define the π/2 rotation R(x0, x1) := (−x1, x0) and
the translation Tyx := x + y; and extend these transformations in a natural way
to lattices subsets; besides, let (Rϕ)x := ϕRx and (Tyϕ)x := ϕx+y. We inductively
assume that, for S = R, Ty,
K̂0,j(q,Sϕ,SY ) = K̂0,j(q, ϕ, Y ), (5.1)
K̂1,j(q,Sϕ,SY,Sx, σ) = K̂1,j(q, ϕ, Y, x, σ), (5.2)
K̂†1,j(q,Sϕ,SY,Sx, σ) = K̂†1,j(q, ϕ, Y, x, σ), (5.3)
K̂
(δ,k)
2,j (q,Sϕ,SY,Sx, σ,Sx′ , σ′) = K̂(δ,k)2,j (q, ϕ, Y, x, σ, x′, σ′). (5.4)
Besides,
K̂0,j(−q,−ϕ, Y ) = K̂0,j(q, ϕ, Y ), (5.5)
K̂1,j(−q,−ϕ, Y, x,−σ) = K̂1,j(q, ϕ, Y, x, σ), (5.6)
K̂†1,j(−q,−ϕ, Y, x,−σ) = K̂†1,j(q, ϕ, Y, x, σ), (5.7)
K̂
(δ,k)
2,j (−q,−ϕ, Y, x,−σ, x′,−σ′) = K̂(δ,k)2,j (q, ϕ, Y, x, σ, x′, σ′). (5.8)
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We now discuss the RG procedure at a generic scale j = 1, . . . , R− 1; subsequently
we will discuss the slightly different procedure at scales j = 0.
5.1. General RG step. Assume by induction that at a given scale j = 1, 2, . . . , R−
1 the formula (3.21) holds. We want to provide a useful way to recast Ωj+1 =
Ej [Ωj(J, ϕ
′ + ζ)] into the same form of (3.21):
Ωj+1(Φ
′) = eEj+1|Λ|
∑
X∈Pj+1
eUj+1(Φ
′,Λ\X) ∏
Y ∈Cj+1(X)
Kj+1(Φ
′, Y ). (5.9)
We have the freedom to decide what to include in Kj+1 and what in Uj+1. Our aim
will be to have a formula for Kj+1 of the form Lj+Rj where Lj contains the linear
order in Kj and the linear and quadratic orders in sj and zj ; besides, we want Lj
to be a contraction. To obtain that, as explained in the end of the previous section,
we need to implement the extraction based on the power counting argument. The
next Lemma can be read in this way: there is a natural tentative choice for Kj+1,
which at lowest orders contains the terms Ej [Kj ] and E
T
j [Vj ;Vj ]; from such a choice,
a term Qj = O(Kj) is extracted from Ej [Kj] and a term Q
∗
j = O(V
2
j ) is extracted
from ETj [Vj ;Vj ]; next, Qj and Q
∗
j are stored into Uj+1 and generate the new–scale
parameters, Ej+1, tj+1, from the old ones, Ej , tj .
Before stating the Lemma, we need some definitions. Introduce the two “extrac-
tion activities”:
1. The activity Qj(Φ
′, B,X), which is nonzero only for X ∈ Sj and B ∈ Bj(X).
It is assumed to depend upon the fields {ϕ′x, Jx,σ : x ∈ X∗, σ = ±1}; however,
it is also assumed that the dependence in at least one power of J is restricted
to the block B (as opposed to the larger X∗).
2. The activity Q∗j (Φ
′, D, Y ), which is nonzero only for |Y |j+1 ≤ 2 and D ∈
Bj+1(Y ). It is assumed to depend upon the fields {ϕ′x, Jx,σ : x ∈ D∗, σ = ±1};
but, again, one power of J is in fact restricted to the set D (as opposed to D∗).
Then define a new polymer activity Jj , which contains the extraction activities:
Jj(Φ
′, D, Y ) := Q∗j (Φ
′, D, Y ) +
∑
B∈Bj(D)
X=Y∑
X∈Sj
X⊃B
Qj(Φ
′, B,X)
− δD,Y
Y ′⊃D∑
Y ′∈Sj+1
Q∗j(Φ′, D, Y ′) + ∑
B∈Bj(D)
X=Y ′∑
X∈Sj
X⊃B
Qj(Φ
′, B,X)
 . (5.10)
Hence Jj(Φ
′, D, Y ) is zero unless Y ∈ Sj+1 and D ∈ Bj+1(Y ). As the conditions
X ∈ Sj and X ⊃ B together imply X∗ ⊂ D∗ for D = B, then Jj(Φ′, D, Y ) depends
upon {ϕ′x, Jx,σ : x ∈ D∗, σ = ±1}; however, one power of J is actually restricted
to D. The second line of (5.10) (with δD,Y = 1 if Y = D and δD,Y = 0 otherwise)
has been included so to obtain the crucial property of zero average:∑
Y ∈Pcj+1
Jj(Φ
′, D, Y ) = 0. (5.11)
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For Y ∈ Pcj+1, define
K˜j(Φ, Y ) :=
X′=Y∑
X′∈Pj(Y )
eUj(Φ,Y \X
′)
∏
Y ′∈Cj(X′)
Kj(Φ, Y
′), (5.12)
which depends on {ϕx, Jx,σ : x ∈ Y ∗, σ = ±1}, Now we are ready for the extrac-
tions. For every block D ∈ Bj+1, define
Pj(Φ
′, ζ,D) := eUj(Φ,D) − eUj+1(Φ′,D)+(Ej+1−Ej)|D|, (5.13)
which depends on {ζx : x ∈ ∪B∈Bj(D)B∗} and on {ϕ′x, Jx,σ : x ∈ D∗, σ = ±1}. For
every connected polymer Y ∈ Pcj+1, define
Rj(Φ
′, ζ, Y ) := K˜j(Φ, Y )−
∑
D∈Bj+1(Y )
Jj(Φ
′, D, Y ), (5.14)
which depends on {ζx : x ∈ Y ∗} and on {ϕ′x, Jx,σ : x ∈ Y ∗, σ = ±1}. Note that in
(5.12) and (5.14) one power of J is restricted to Y ; likewise, in (5.13) one power of
J is restricted to D.
Lemma 5.1. Given formula (3.21) with certain tj, Ej and Kj; given any two
extraction activities as defined above and such that
Qj(Φ
′, B,X) = O(Kj), Q∗j (Φ
′, D, Y ) = O(V 2j ); (5.15)
and given parameters Ej+1, tj+1 that satisfy
(Ej+1 − Ej)|D|+ Vj+1(Φ′, D)− Ej [Vj(Φ, D)] = O(Kj , V 2j ), (5.16)
the following holds. A possible choice for Kj+1 in (5.9) is
Kj+1(Φ
′, Y ′) =
→Y ′∑
X0,X1
Z,(D)
e−(Ej+1−Ej)|W |+Uj+1(Φ
′,Y ′\W )
× Ej
[
Pj(Φ
′, ζ)ZRj(Φ′, ζ)X1
]
Jj(Φ
′)X0,(D), (5.17)
where the notation is:
1. The sum with label→ Y ′ indicates the sum over three j+1–polymers X0, X1, Z,
contained in Y ′, and over one j+1–block, DY ∈ Bj+1(Y ), per each polymer Y ∈
Cj+1(X0), such that: a) X0 and X1 are separated by at least by one j+1–block,
namely Cj+1(X0 ∪ X1) = Cj+1(X0) + Cj+1(X1); b) Z ∈ Pj+1(Y ′\(X0 ∪ X1));
c) each connected component of X0 is j + 1-small; d) ∪YD∗Y ∪ Z ∪ X1 = Y ′.
Besides, W ≡ X0 ∪X1 ∪ Z.
2. For polymers Z,X ∈ Pj+1, we set
Pj(Φ
′, ζ)Z :=
∏
D∈Bj+1(Z)
Pj(Φ
′, ζ,D), Rj(Φ′, ζ)X :=
∏
Y ∈Cj+1(X)
Rj(Φ
′, ζ, Y ).
(5.18)
3. Given X0 ∈ Pj+1 and one DY ∈ Bj+1(Y ) for each Y ∈ Cj+1(X0), we set
Jj(Φ
′)X0,(D) :=
∏
Y ∈Cj+1(X0)
Jj(Φ
′, DY , Y ). (5.19)
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Such choice of Kj+1(Φ
′, Y ′) can be decomposed in the sum of two parts, the leading
one, Lj(Φ′, Y ′) and the remainder one Rj(Φ′, Y ′) in a way that: the latter is an
higher order correction in the sense that if Vj, Vj+1 are scaled by t and Wj, Wj+1,
Kj are scaled by t
2, for small parameter t, then Rj(Φ′, Y ′) = O(t3); while the
former has an explicit formula
Lj(Φ′, Y ′) = L(a)j (Φ′, Y ′) + L(b)j (Φ′, Y ′) + L(c)j (Φ′, Y ′),
where, for δEj := Ej+1 − Ej,
L(a)j (Φ′, Y ′) =
X=Y ′∑
X∈Pcj (Y ′)
Ej [Kj(Φ, X)]− ∑
B∈Bj(X)
Qj(Φ
′, B,X)
 ,
L(b)j (Φ′, Y ′) =
1
2
B0∪B1=Y ′∑
B0,B1∈Bj(Y ′)
E
T
j
[
Vj(t˜j ,Φ, B0);Vj(t˜j ,Φ, B1)
]− ∑
D∈Bj+1(Y ′)
Q∗j(Φ
′, D, Y ′),
L(c)j (Φ′, Y ′) = −
B=Y ′∑
B∈Bj
[
δEj |B|+ Vj+1(Φ′, B)− Ej [Vj(Φ, B)]−
X⊃B∑
X∈Sj
Qj(Φ
′, B,X)
]
−
D=Y ′∑
D∈Bj+1
[
Wj+1(Φ
′, D)− Ej
[
Wj(t˜j ,Φ, D)
]− Y⊃D∑
Y ∈Sj+1
Q∗j (Φ
′, D, Y )
]
(5.20)
for any t˜j such that t˜j − tj = (O(z2), O(z2), O(z), O(z)).
Besides the scale j + 1 activity, Kj+1, can be decomposed into charged terms as
stated in (3.28), (3.29), (4.26) and (4.28) for the scale j activity.
Proof. Starting from (3.21) and re-blocking the polymers on scale j + 1, we obtain
an equivalent formulation for Ωj :
Ωj(Φ) = e
Ej|Λ|
∑
X∈Pj+1
[ ∏
D∈Bj+1(Λ\X)
eUj(Φ,D)
] ∏
Y ∈Cj+1(X)
K˜j(Φ, Y ) (5.21)
for K˜j given by (5.12). Plugging (5.13) and (5.14) in (5.21) and expanding, we
find (5.9), for Kj+1 given by (5.17). Observe that, to derive it, we also used
the factorization of Ej over sets that are in two different connected components
of a j + 1–polymer as explained in (3.20). Besides, in some terms we have the
parameters t˜j instead of the more natural tj because the difference can be left
inside Rj . Finally, by construction, W ⊂ Y ′ so that that Kj+1(Φ′, Y ) depends
on the fields {ϕ′x, Jx,σ : x ∈ Y ∗, σ = ±1}; and, in particular, one power of J is
restricted to Y , as required.
We have to prove that the linear part in Kj , Qj , Q
∗
j and second order part in Vj
of this choice of Kj+1 is (5.20): expanding formula (5.17), using (5.15) and (5.16),
we obtain (5.20) via two simple identities,∑
D∈Bj+1(Y ′)
Jj(Φ
′, D, Y ′) =
∑
D∈Bj+1(Y ′)
Q∗j (Φ
′, D, Y ′) +
X=Y ′∑
X∈Sj
∑
B∈Bj(X)
Qj(Φ
′, B,X)
−
D=Y ′∑
D∈Bj+1
Y⊃D∑
Y ∈Sj+1
Q∗j (Φ
′, D, Y )−
B=Y ′∑
B∈Bj
X⊃B∑
X∈Sj
Qj(Φ
′, B,X);
(5.22)
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and, by (5.11),
∑
Y ∈Sj+1
D∗=Y ′∑
D∈Bj+1(Y )
Jj(Φ
′, D, Y ) =
D∗=Y ′∑
D∈Bj+1
Y⊃D∑
Y ∈Sj+1
Jj(Φ
′, D, Y ) = 0. (5.23)
This completes the proof of the Lemma.
The usefulness of (5.20) is that, as planned before, in L(a)j (Φ′, Y ′) and L(b)j (Φ′, Y ′)
we read the extraction of Qj and Q
∗
j from Ej [Kj] and E
T
j [Vj ;Vj ] respectively; in
L(c)j (Φ′, Y ′) the same terms are re-absorbed into Ej , tj so generating Ej+1, tj+1.
Note that by construction Lj depends on tj , Kj, Qj , Q∗j , t˜j , δEj and tj+1;
however, in Section 6, we will determine the last five of them as function of tj and
Kj, so that also Lj is ultimately only a function on tj and Kj. In fact, as stated
in the next Theorem, also the dependence on tj disappears from Lj . Decompose
Lj(Φ′, Y ) = L0,j(ϕ′, Y ) + L1,j(Φ′, Y ) + L2,j(Φ′, Y ) + L≥3,j(Φ′, Y )
where the enumeration refers to the powers of J . The term that in linear in J is
L1,j(Φ′, Y ) = L−2(j+1)Zj+1
∑
x∈Y
σ=±
Jx,σL1,j(ϕ′, Y, x, σ)
+ L−2(j+1)Zj+1
∑
x∈Y
σ=±
Jx,σL†1,j(ϕ′, Y, x, σ). (5.24)
The term that is quadratic in J is
L2,j(Φ′, Y ) =
∑
x1∈Y,x2∈Y
∗
σ1,σ2=±1
Jσ1,x1Jσ2,x2L2,j(ϕ′, Y, x1, σ1, x2, σ2) (5.25)
and can be further decomposed into (suppressing the dependence in ϕ′, Y, x1, σ1, x2, σ2)
L2,j =
j∑
k=0
2−(j−k)L−4ke−L
−k|x1−x2|
[
Z2kL(a,k)2,j + Z
2
kL(a,k)2,j + ZkZkL(b,k)2,j
]
.
Theorem 5.2. For a suitable choice of Qj, Q
∗
j , t˜j, δEj and tj+1 as functions of
tj, Kj, the leading part Lj is independent of tj and is linear in Kj. Besides, under
the inductive assumption that∣∣∣∣ ZjZj+1
∣∣∣∣ ≤ 1, ∣∣∣∣ ZjZj+1
∣∣∣∣ ≤ 1,
Lj satisfies the following bounds:
1. for the term of Lj that is independent of J ,
‖L0,j‖h,Tj+1 ≤ ρ(L,A)‖K0,j‖h,Tj ; (5.26)
where ρ(L,A) is arbitrarily small for L and A large enough;
2. for the terms of Lj that are linear or quadratic in J ,
‖L1,j‖1,h,Tj+1 ≤ ρ(L,A, η)‖K1,j‖1,h,Tj
‖L†1,j‖1,h,Tj+1 ≤ ρ(L,A, η)‖K†1,j‖1,h,Tj (5.27)
‖L(δ,k)2,j ‖2,h,Tj+1 ≤ ρ(L,A, η)‖K(δ,k)2,j ‖2,h,Tj (5.28)
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for a ρ(L,A, η) that is arbitrarily small for any η ∈ (0, 1) if L and A are large
enough.
The first point of the result was already proven in Falco [2012]. The proof of the
second point is a direct consequence of Lemma 6.1, Lemma 6.2, Lemma 6.3 and
Lemma 6.4 in Section 6. There we will also explain how to obtain (3.30), (3.31),
(3.32) and the following formula for t˜j ,
t˜j = (sj+1, zj+1L
−2e
α2
2 Γj(0), Zj+1L
−2eη
2 α2
2 Γj(0), Zj+1L
−2eη
2 α2
2 Γj(0)). (5.29)
Consider now the remainder part. Using (5.17) for Kj+1 and formula (5.20) for
its leading part, we obtain the following formula for Rj :
Rj(Φ′, Y ′) :=
9∑
n=1
R(n)j (Φ′, Y ′) (5.30)
where, suppressing the dependence in the field (again δEj := Ej+1 − Ej),
R(1)j (Y ′) =
D=Y ′∑
D∈Bj+1
[
Ej [Pj(D)] + Vj+1(D)− Ej [Vj(D)] − δEj+1|D|
− 1
2
E
T [Vj(D);Vj(D)] +Wj+1(D)− Ej [Wj(D)]
]
,
R(2)j (Y ′) =
1
2
D1∪D2=Y ′∑
D1,D2∈Bj+1
D1 6=D2
[
Ej [Pj(D1)Pj(D2)]− ETj [Vj(D1);Vj(D2)]
]
,
R(3)j (Y ′) =
D=Y ′∑
D∈Bj+1
[
Ej [Wj(D)]− Ej [Wj(t˜j , D)]
]
,
R(4)j (Y ′) =
1
2
D1∪D2=Y ′∑
D1,D2∈Bj+1
[
E
T
j [Vj(D1);Vj(D2)]− ETj
[
Vj(t˜j , D1);Vj(t˜j , D2)
] ]
,
R(5)j (Y ′) =
→Y ′∑
|Cj+1(X0∪X1)|≥1
|Z|j+1+|Cj+1(X0∪X1)|≥2
Ej
[
PZj R
X1
j
]
J
X0,(D)
j ,
R(6)j (Y ′) =
→Y ′∑
|Cj+1(X0∪X1)|≥1
(
e−δEj |Y
′|+Uj+1(Y ′\W ) − 1
)
Ej
[
PZj R
X1
j
]
J
X0,(D)
j ,
R(7)j (Y ′) =
Z=Y ′∑
Z∈Pj+1
|Z|j+1≥3
Ej
[
PZj
]
+
(
e−δEj |Y
′| − 1
)
Ej
[
P Y
′
j
]
,
R(8)j (Y ′) =
X=Y ′∑
X∈Pj
|Cj(X)|≥2
Ej
 ∏
Y ∈Cj(X)
Kj(Y )
 ,
R(9)j (Y ′) =
X=Y ′∑
X∈Pj
Ej
(eUj(Y ′\X) − 1) ∏
Y ∈Cj(X)
Kj(Y )
 . (5.31)
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Rj , as well as each R(n)j , can be decomposed in terms with increasing powers of J ,
Rj(Φ′, Y ) = R0,j(ϕ′, Y ) +R1,j(Φ′, Y ) +R2,j(Φ′, Y ) +R≥3,j(Φ′, Y ). (5.32)
The term that is linear in J is
R1,j(Φ′, Y ) = L−2(j+1)Zj+1
∑
x∈Y
σ=±1
Jx,σR1,j(ϕ′, Y, x, σ)
+ L−2(j+1)Zj+1
∑
x∈Y
σ=±1
Jx,σR†1,j(ϕ′, Y, x, σ). (5.33)
The term that is quadratic in J is
R2,j(Φ′, Y ) =
∑
x1∈Y,x2∈Y
∗
σ1,σ2=±1
Jσ1,x1Jσ2,x2R2,j(ϕ′, Y, x1, σ1, x2, σ2) (5.34)
and can be further decomposed into (suppressing the dependence in ϕ′, Y, x1, σ1, x2, σ2)
R2,j =
j∑
k=0
2−(j−k)L−4ke−L
−k|x1−x2|
[
Z2kR(a,k)2,j + Z
2
kR(a,k)2,j + ZkZkR(b,k)2,j
]
.
(5.35)
Theorem 5.3. If z > 0 is small enough and |sj |, |zj | ≤ c0|qj |, ‖K0,j‖h,Tj ≤ c0|qj |2,
there exists C ≡ C(A,L, α) such that,
1. for the term of Rj that is independent of J
‖R0,j − R˙0,j‖h,Tj+1
≤ C
[
|qj |2|sj − s˙j |+ |qj |2|zj − z˙j|+ |qj |‖K0,j − K˙0,j‖h,Tj
]
(5.36)
where R˙0,j is obtained from R0,j by replacing sj , zj,K0,j with any s˙j , z˙j, K˙0,j
that satisfy |s˙j |, |z˙j | ≤ c0|qj | and ‖K˙0,j‖h,Tj ≤ c0|qj |2;
2. for the terms of Rj that are linear in J ,
‖R1,j‖1,h,Tj+1 ≤ C
[
|qj |2 + |qj |‖K1,j‖1,h,Tj + |qj |‖K†1,j‖1,h,Tj
]
, (5.37)
and the same bound is valid for ‖R†1,j‖1,h,Tj+1 ;
3. for the terms of Rj that are quadratic in J , with the extra assumption that
‖K1,j‖ ≤ c0|qj |2 and ‖K†1,j‖ ≤ c0|qj |2,
‖R(δ,k)2,j ‖2,h,Tj+1 ≤
{
C|qk| for k = j
C|qj |‖K(δ,k)2,j ‖2,h,Tj for 0 ≤ k ≤ j − 1
(5.38)
The first point was already proven in [Falco, 2012]. The second and third points
are consequence of Lemma 7.1 and Lemma 7.4.
5.2. First RG step. The starting point is formula (3.17) that in our current no-
tations reads
Ω1(Φ) = e
E0|Λ|E0
[
eV0(Φ,Λ)
]
. (5.39)
As already noted, the term in the square brackets of (5.39) has the form (3.21)
for j = 0 for W0(Φ, B) = 0, K0(Φ, Y ) = 0, and for parameters E0 = E and
t0 = (s, z, 1, 0). We want to recast Ω1 into the form (3.21) for j = 1. For doing so,
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we apply Lemma 5.1 to the scale j = 0: since K0 = 0, in Section 6 we will see that
there exists a choice of Q∗0, t˜0, δE0 and t1 such that
L0(Φ, Y ) ≡ 0. (5.40)
However, since the choice for Q∗0 will differ from the general formula for Q
∗
j in the
part that does not depend on J (we do this for merging with the treatment of
[Falco, 2012]) the remainder part is slightly different from (5.30) at j = 0, W0 = 0
and K0 = 0; indeed we have
R0(Φ′, Y ′) :=
6∑
n=1
R(n)0 (Φ′, Y ′) (5.41)
where, suppressing the dependence in the field,
R(1)0 (Y ′) =
D=Y ′∑
D∈B1
[
E0 [P0(D)] + V1(D)− E0[V0(D)]− δE0|D|
− 1
2
E
T
0 [V0(D);V0(D)] +W1(D) +
1
2
E
T
0 [V0,0(D);V0,0(D)]
]
,
R(2)0 (Y ′) =
1
2
D1∪D2=Y ′∑
D1,D2∈B1
D1 6=D2
[
E0 [P0(D1)P0(D2)]− ET0 [V0(D1);V0(D2)]
+ ET0 [V0,0(D1);V0,0(D2)]
]
,
R(3)0 (Y ′) =
1
2
D1∪D2=Y ′∑
D1,D2∈B1
[
E
T
0 [V0(D1);V0(D2)]− ET0
[
V0(t˜0, D1);V0(t˜0, D2)
] ]
− 1
2
D1∪D2=Y ′∑
D1,D2∈B1
[
E
T
0 [V0(D1);V0(D2)]− ET0
[
V0,0(t˜0, D1);V0,0(t˜0, D2)
] ]
,
R(4)0 (Y ′) =
→Y ′∑
|C1(X0∪X1)|≥1
|Z|1+|C1(X0∪X1)|≥2
E0
[
PZ0 R
X1
0
]
J
X0,(D)
0 ,
R(5)0 (Y ′) =
→Y ′∑
|C1(X0∪X1)|≥1
(
e−δE0|Y
′|+U1(Y ′\W ) − 1
)
E0
[
PZ0 R
X1
0
]
J
X0,(D)
0 ,
R(6)0 (Y ′) =
Z=Y ′∑
Z∈P1
|Z|1≥3
E0
[
PZ0
]
+
(
e−δE0|Y
′| − 1
)
E0
[
P Y
′
0
]
. (5.42)
The decompositions (5.32), (5.33),(5.34) and (5.35) are valid also at j = 0.
Theorem 5.4. Under the same hypothesis of Theorem 5.3,
1. for the term of R0 that is independent of J
‖R0,0 − R˙0,0‖h,T1 ≤ C|q0| [|s0 − s˙0|+ |z0 − z˙0|] ; (5.43)
2. for the terms of R0 that are linear in J ,
‖R1,0‖1,h,T1 ≤ C|q0|2, (5.44)
and the same bound is valid for ‖R†1,0‖1,h,T1;
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3. for the terms of R0 that are quadratic in J ,
‖R(δ,0)2,0 ‖2,h,T1 ≤ C|q0|. (5.45)
As for Theorem 5.3, we only need to prove the second and third points, which are
consequence of Lemma 7.1 and Lemma 7.4. Note that (5.44) and (5.45) coincide
with (5.37) and (5.38) at j = 0; while (5.43) differs from (5.36) at j = 0 and is the
same as in [Falco, 2012].
6. Leading part of the RG map
6.1. Running coupling constants. The choice of Qj requires Taylor expansion
in ∇ϕ′. For any point x0 ∈ X , if (δϕ′)x := ϕ′x − ϕ′x0 (which is a sum of ∇ϕ′’s),
using (4.28), we have
K̂0,j(q, ϕ,X) = e
iαqϕ′x0 K̂0,j(q, δϕ
′ + ζ,X),
K̂1,j(q, ϕ,X, x, σ) = e
iα(q+ησ)ϕ′x0 K̂1,j(q, δϕ
′ + ζ,X, x, σ),
K̂†1,j(q, ϕ,X, x, σ) = e
iα(q+ησ)ϕ′x0 K̂†1,j(q, δϕ
′ + ζ,X, x, σ),
K̂
(a,k)
2,j (q, ϕ,X, x, σ, x
′, σ′) = ei(q+ησ+ησ
′)αϕ′x0 K̂
(a,k)
2,j (q, δϕ
′ + ζ,X, x, σ, x′, σ′),
K̂
(a,k)
2,j (q, ϕ,X, x, σ, x
′, σ′) = ei(q+ησ+ησ
′)αϕ′x0 K̂
(a,k)
2,j (q, δϕ
′ + ζ,X, x, σ, x′, σ′),
K̂
(b,k)
2,j (q, ϕ,X, x, σ, x
′, σ′) = ei(q+ησ+ησ
′)αϕ′x0 K̂
(a,k)
2,j (q, δϕ
′ + ζ,X, x, σ, x′, σ′).
(6.1)
We now choose Qj . Set Qj(Φ
′, B,X) = 0 if X 6∈ Sj or B 6∈ Bj(X); otherwise
Qj(Φ
′, B,X) is the sum of the following four terms.
1. A term proportional to K0,j:
Q0,j(ϕ
′, B,X) =
1
|X |
∑
x0∈B
Tay
2,δϕ′
Ej
[
K̂0,j(0, δϕ
′ + ζ,X)
]
+
1
|X |
∑
x0∈B
σ=±1
eiσαϕ
′
x0 Tay
0,δϕ′
Ej
[
K̂0,j(σ, δϕ
′ + ζ,X)
]
. (6.2)
2. Two terms proportional to K1,j:
Q1,j(Φ
′, B,X) =ZjL−2j
∑
x∈B
σ=±1
Jx,σe
iηασϕ′x Tay
1,δϕ′
Ej
[
K̂1,j(0, δϕ
′ + ζ,X, x, σ)
]
+ZjL
−2j ∑
x∈B
σ=±1
Jx,σe
iηασϕ′x Tay
1,δϕ′
Ej
[
K̂1,j(−σ, δϕ′ + ζ,X, x, σ)
]
,
Q†1,j(Φ
′, B,X) =ZjL−2j
∑
x∈B
σ=±1
Jx,σe
iηασϕ′x Tay
1,δϕ′
Ej
[
K̂†1,j(0, δϕ
′ + ζ,X, x, σ)
]
+ZjL
−2j ∑
x∈B
σ=±1
Jx,σe
iηασϕ′x Tay
1,δϕ′
Ej
[
K̂†1,j(σ, δϕ
′ + ζ,X, x, σ)
]
,
(6.3)
where the special point in δϕ′ is x. Even though the pinning at x prevents the
generation of the volume factor L2 when we sum these terms over X , note that
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here the extraction is guided by the standard power counting. As it will be clear
in Section 6.3, the reason for doing so is that we want to preserve the prefactor
L−2j at each scale, which costs an L2 factor at each step.
3. A term proportional to K2,j:
Q2,j(Φ
′, B,X) =
j∑
k=0
2−(j−k)L−4k
∑
x1∈B
x2∈X
∗
e−L
−k|x1−x2|
×
∑
σ,σ′=±1
Jx1,σJx2,σ′e
iα(σ+σ′)(η− 12 )ϕ′x1
×
{
Z2k Tay
0,δϕ′
Ej
[
K̂
(a,k)
2,j (−
σ + σ′
2
, δϕ′ + ζ,X, x1, σ, x2, σ′)
]
+ Z
2
k Tay
0,δϕ′
Ej
[
K̂
(a,k)
2,j (
σ + σ′
2
, δϕ′ + ζ,X, x1, σ, x2, σ′)
]
+ ZkZk Tay
0,δϕ′
Ej
[
K̂
(b,k)
2,j (−
σ − σ′
2
, δϕ′ + ζ,X, x1, σ, x2, σ′)
]}
. (6.4)
As opposed to what we did for (6.3), in (6.4) the extraction follows a power
counting that does not take account of the volume factor L2. Note that the
above term is then irrelevant unless η = 12 or σ = −σ′; however we extract the
same Q2,j for every σ, s
′, η not to have an L that be divergent for η → 12 .
Finally, we have the following result: L(a)j (Φ′, Y ′) is of the form
L(a)j (Φ′, Y ′) = L(a)0,j (ϕ′, Y ′) + L(a)1,j (ϕ′, Y ′) + L(a)2,j (ϕ′, Y ′)
where
L(a)1,j (ϕ′, Y ′) = L−2(j+1)Zj+1
∑
x∈Y ′
σ=±1
Jx,σL(a)1,j (ϕ′, Y ′, x, σ)
+ L−2(j+1)Zj+1
∑
x∈Y ′
σ=±1
Jx,σL(a)†1,j (ϕ′, Y ′, x, σ)
and
L(a)2,j (ϕ′, Y ′) =
∑
x1∈Y
′,x2∈Y
′∗
σ1,σ2=±1
Jx1,σ1Jx2,σ2L(a)2,j (ϕ′, Y ′, x1, σ1, x2, σ2) (6.5)
for (neglecting the variables that are ϕ′, Y ′, x1, σ1, x2, σ2 in each term)
L(a)2,j =
j∑
k=0
2−(j−k)L−4ke−L
−k|x1−x2|
[
Z2kL(a,k)2,j + Z
2
kL(a,k)2,j + ZkZkL(b,k)2,j
]
. (6.6)
Lemma 6.1. Assume by induction that∣∣∣∣ ZjZj+1
∣∣∣∣ ≤ 1 ∣∣∣∣ ZjZj+1
∣∣∣∣ ≤ 1;
then, for large enough L, there exist ρ(L,A) and ρ(L,A, η) such that
‖L(a)0,j‖h,Tj+1 ≤ ρ(L,A)‖K0,j‖h,Tj ; (6.7)
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‖L(a)1,j‖1,h,Tj+1 ≤ ρ(L,A, η)‖K1,j‖1,h,Tj ,
‖L(a)†1,j ‖1,h,Tj+1 ≤ ρ(L,A, η)‖K†1,j‖1,h,Tj , (6.8)
‖L(δ,k)2,j ‖2,h,Tj+1 ≤ ρ(L,A, η)‖K(δ,k)2,j ‖2,h,Tj . (6.9)
Besides, fixed any η ∈ (0, 1), the prefactors ρ(L,A) and ρ(L,A, η) are arbitrarily
small for L and A large enough.
The proof is in Section 6.3. The next step is to choose Q∗j : set Q
∗
j (Φ
′, D, Y ′) := 0
if |Y ′|j+1 ≥ 3 or D 6∈ Bj+1(Y ′); otherwise, if j ≥ 1,
Q∗j (Φ
′, D, Y ′) :=
1
2
B0∪B1=Y ′∑
B0∈Bj (D)
B1∈Bj(Y
′)
E
T
j
[
V0,j(t˜j , ϕ,B0);V0,j(ϕ,B1)
]
+
B0∪B1=Y ′∑
B0∈Bj(D)
B1∈Bj (Y
′)
E
T
j
[
V1,j(t˜j ,Φ, B0);V0,j(t˜j , ϕ,B1)
]
+
1
2
B0∪B1=Y ′∑
B0∈Bj(D)
B1∈Bj(Y
′)
E
T
j
[
V1,j(t˜j ,Φ, B0);V1,j(t˜j ,Φ, B1)
]
. (6.10)
If instead j = 0, we do not include in (6.10) the fist line, i.e. the one proportional
to V 20,0. This was also the choice in [Falco, 2012]; and this explains why right hand
side of (5.43) is quadratic (as opposed to cubic) in s and z. With this definition of
Q∗j , the proof of the following Lemma is a computational verification.
Lemma 6.2.
L(b)j (Φ′, Y ′) = 0
Finally, we have to deal with L(c)j (Φ′, Y ′); namely we have to show how Ej , tj and
Qj, Q
∗
j generate Ej+1, tj+1 so that (5.16) holds and L(c)j (Φ′, Y ′) is a contraction.
We split this term in two pieces. First define intermediate effective parameters:
1. Intermediate effective couplings s∗j and z
∗
j
s∗j := sj + Fj ,
z∗j := L
2e−
α2
2 Γj(0) [zj +Mj ] (6.11)
where Fj and Mj are functionals of the fields
Fj ≡ Fj(Kj) =
X∋0∑
X∈Sj
L−2j
|X |j|X |
∑
x0∈X
x1,x2∈X
∗
Ej
[
∂2K̂0,j
∂ϕx1∂ϕx2
(0, ζ,X)
]∑
µ∈û
(x1 − x0)µ(x2 − x0)µ,
Mj ≡Mj(Kj) = e
α2
2 Γj(0)
2
∑
σ=±1
X∋0∑
X∈Sj
1
|X |jEj
[
K̂0,j(σ, ζ,X)
]
. (6.12)
2. Intermediate effective free energy
E∗j = Ej + L
−2j [E1,j + sjE2,j ] (6.13)
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for
E1,j ≡ E1,j(Kj) =
X∋0∑
X∈Sj
1
|X |jEj
[
K̂0,j(0, ζ,X)
]
,
E2,j = −L
2j
2
∑
µ∈û
(∂−µ∂µΓj)(0). (6.14)
3. Intermediate renormalization constants
Z∗j = L
2e−η
2 α2
2 Γj(0)
[
(1 +M1,1,j)Zj +M1,2,j(Kj)Zj
]
,
Z
∗
j = L
2e−η
2 α2
2 Γj(0)
[M2,1,jZj + (1 +M2,2,j)Zj] , (6.15)
where the functionals Mp,q,j are
M1,1,j ≡M1,1,j(Kj) = e
η2 α
2
2 Γj(0)
2
∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂1,j(0, ζ,X, 0, σ)
]
,
M1,2,j ≡M1,2,j(Kj) = e
η2 α
2
2 Γj(0)
2
∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂†1,j(σ, ζ,X, 0, σ)
]
,
M2,1,j ≡M2,1,j(Kj) = e
η2 α
2
2 Γj(0)
2
∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂1,j(−σ, ζ,X, 0, σ)
]
,
M2,2,j ≡M2,2,j(Kj) = e
η2 α
2
2 Γj(0)
2
∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂†1,j(0, ζ,X, 0, σ)
]
. (6.16)
Note that, in the definition of Mm,n,j we only retained the Tay0 part of (6.3);
this is because of cancellations due to (5.2) and (5.3). For example, (5.2) for
S = R2 gives for any m = 0, 1
X∋0∑
X∈Sj
∑
y∈X∗
Ej
[
∂K̂1,j
∂ζy
(0, ζ,X, 0, σ)
]
yµ = 0. (6.17)
Besides, we used also the symmetry under charge conjugation (5.6) and (5.7),
which implies, for example,
Ej
[
K̂1,j(0, ζ,X, 0, 1)
]
=
1
2
∑
σ=±1
Ej
[
K̂1,j(0, ζ,X, 0, σ)
]
(6.18)
These points will be detailed in Section 6.4.
Next, split L(c)j (Φ′, Y ′) into two terms
L(c)j (Φ′, Y ′) = L(c1)j (Φ′, Y ′) + L(c2)j (Φ′, Y ′)
for
L(c1)j (Φ′, Y ′) :=
B=Y ′∑
B∈Bj
{
(E∗j − Ej)|B|+ Vj+1(t∗j , ϕ′, B)− Ej [Vj(ϕ,B)]
−
X⊃B∑
X∈Sj
[Qj(ϕ
′, B,X)−Q2,j(ϕ′, B,X)]
}
(6.19)
38 PIERLUIGI FALCO
By construction, L(c1)j (Φ′, Y ′) is made of a part that is J-independent, which we
call L(c1)0,j (Φ′, Y ′), and a part that is linear in J , which we call L(c1)1,j (Φ′, Y ′) and
which can be further decomposed
L(c1)1,j (Φ′, Y ′) = L−2(j+1)Zj+1
∑
x,σ
Jx,σL(c1)1,j (ϕ′, Y ′, x, σ)
+ L−2(j+1)Zj+1
∑
x,σ
Jx,σL(c1)†1,j (ϕ′, Y ′, x, σ) . (6.20)
Lemma 6.3. For large enough L, there exist ρ(L,A) and ρ(L,A, η) such that
‖L(c1)0,j ‖h,Tj+1 ≤ ρ(L,A)‖K0,j‖h,Tj , (6.21)
‖L(c1)1,j ‖1,h,Tj+1 ≤ ρ(L,A, η)‖K1,j‖1,h,Tj ,
‖L(c1)†1,j ‖1,h,Tj+1 ≤ ρ(L,A, η)‖K†1,j‖1,h,Tj . (6.22)
Besides, ρ(L,A) and ρ(L,A, η) are arbitrarily small for L and A large enough.
The proof is in Section 6.4. By subtraction, the other part of L(c)j (Φ′, Y ′) is
L(c2)j (Φ′, Y ′) =
D=Y ′∑
D∈Bj+1
{(
Ej+1 − E∗j
) |D|+ Vj+1(tj+1 − t∗j ,Φ′, D)
+Wj+1(tj+1,Φ
′, D)− Ej
[
Wj(t˜j ,Φ, D)
]
−
Y⊃D∑
Y ∈Sj+1
Q∗j (Φ
′, D, Y )−
∑
B∈Bj(D)
X⊃B∑
X∈Sj
Q2,j(Φ
′, B,X)
}
. (6.23)
We want to choose Ej+1, sj+1 and zj+1 so that L(c2)j (Φ′, Y ′) vanishes. Because of
the identity
Y⊃D∑
Y ∈Sj+1
Q∗j (Φ
′, D, Y ) =
1
2
E
T
j
[
V0,j(t˜j , ϕ,D);V0,j(t˜j , ϕ,D
∗)
]
+ ETj
[
V1,j(t˜j ,Φ, D);V0,j(t˜j , ϕ,D
∗)
]
+
1
2
E
T
j
[
V1,j(t˜j ,Φ, D);V1,j(t˜j ,Φ, D
∗)
]
, (6.24)
and because of computations in Section 6.5, we finally set:
1. Effective couplings sj+1 and zj+1,
sj+1 = s
∗
j − ajz2j
zj+1 = z
∗
j − L2e−
α2
2 Γj(0)bjsjzj (6.25)
where, setting Γj,n(x) :=
∑j
m=n Γm(x) and Γj(0|x) := Γj(0)− Γj(x), the coef-
ficients in (6.25) are a0 = 0, b0 = 0, and, for any j ≥ 1,
aj :=
α2
2
∑
y∈Z
|y|2
[
wb,j(y)
(
e−α
2Γj(0|y) − 1
)
+ e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
L−4j
]
,
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bj :=
α2
2
∑
y∈Z
µ∈û
[
(∂µΓj)
2
(y) + 2
j−1∑
n=0
(∂µΓn) (y) (∂
µΓj) (y)e
−α22 Γj−1,n(0)L2(j−n)
]
.
(6.26)
2. Effective free energy Ej+1
Ej+1 = E
∗
j + L
−2j [s2jE3,j + z2jE4,j] (6.27)
where the coefficients in (6.29) are E3,0 = E4,0 = 0 and, for any j ≥ 1,
E3,j := L
2j
4
∑
y∈Z2
∑
µ,ν∈û
[
(∂−µ∂νΓj)(y) + 2(∂−µ∂νΓj−1,1)(y)
]
(∂−µ∂νΓj)(y),
E4,j := 2L2j
∑
y
w0,b,j(y)
e−α2Γj(0|y) − 1− α2
2
|y|2
∑
µ∈û
(∂−µ∂µΓj)(0)

+ L−2j
∑
y
e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
. (6.28)
3. Fractional charge renormalization constants Zj+1 and Zj+1
Zj+1 = Z
∗
j + L
2e−η
2 α2
2 Γj(0)
(−m1,1,jsjZj +m1,2,jzjZj) ,
Zj+1 = Z
∗
j + L
2e−η
2 α2
2 Γj(0)
(−m2,2,jsjZj +m2,1,jzjZj) , (6.29)
where the coefficients are, for any j ≥ 0,
m1,1,j =
α2η2
4
∑
y∈Z2
ν∈û
[
(∂νΓj)
2(y) + 2
j−1∑
n=0
(∂νΓn)(y) [(∂
νΓj)(y)− (∂νΓj)(0)]L2(j−n)e−η2 α
2
2 Γj−1,n(0)
]
,
m2,2,j =
α2η2
4
∑
y∈Z2
ν∈û
[
(∂νΓj)
2(y) + 2
j−1∑
n=0
(∂νΓn)(y) [(∂
νΓj)(y)− (∂νΓj)(0)]L2(j−n)e−η2 α
2
2 Γj−1,n(0)
]
,
m1,2,j =
∑
y∈Z2
[
w2,c,j(y)
(
e−α
2ηΓj(y|0) − 1
)
+ L−2jeηα
2Γj(0)
(
e−ηα
2Γj(y) − 1
)]
,
m2,1,j =
∑
y∈Z2
[
w2,c,j(y)
(
eα
2ηΓj(y|0) − 1
)
+ L−2je−ηα
2Γj(0)
(
eηα
2Γj(y) − 1
)]
.
(6.30)
4. The functions w’s in (3.24) are all vanishing for j = 0, 1; while, for j ≥ 2,
wµν0,a,j(y) =
1
2
j−1∑
n=1
(∂−µ∂νΓn)(y),
w0,b,j(y) =
1
2
j−1∑
n=1
e−α
2Γj−1,n+1(0|y)e−α
2Γn(0)
(
eα
2Γn(y) − 1
)
L−4n,
w0,c,j(y) =
1
2
j−1∑
n=1
e−α
2[Γj−1,n+1(0)+Γj−1,n+1(y)]e−α
2Γn(0)
(
e−α
2Γn(y) − 1
)
L−4n,
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wµ0,d,j(y) =
α
2
j−1∑
n=1
e−
α2
2 Γj−1,n(0)(∂µΓn)(y)L
−2n,
w0,e,j(y) =
α2
4
j−1∑
n=1
e−
α2
2 Γj−1,n(0)
∑
µ∈û
[
(∂µΓj−1,n)
2 (y)− (∂µΓj−1,n+1)2 (y)
]
L−2n.
(6.31)
5. The functions w’s in (3.25) are
w1,b,j(y) =
j−1∑
n=0
L−2ne−
α2
2 Γj−1,n(0)e−ηα
2Γj−1,n+1(y)
(
e−ηα
2Γn(y) − 1
)
,
w1,b,j(y) =
j−1∑
n=0
L−2ne−
α2
2 Γj−1,n(0)eηα
2Γj−1,n+1(y)
(
eηα
2Γn(y) − 1
)
,
w1,c,j(y) =
j−1∑
n=0
L−2ne−
α2
2 Γj−1,n(0)eηα
2Γj−1,n+1(y)
(
eηα
2Γn(y) − 1
)
,
w1,c,n(y) =
j−1∑
n=0
L−2ne−
α2
2 Γj−1,n(0)e−ηα
2Γj−1,n+1(y)
(
e−ηα
2Γn(y) − 1
)
,
wν1,d,j(y) = iαη
j−1∑
n=0
(∂νΓn)(y),
wν1,d,j(y) = iαη
j−1∑
n=0
(∂νΓn)(y). (6.32)
6. the functions w’s in (3.26) are
wε2,a,j(y) =
1
2
j−1∑
n=0
Z2nL
−4ne−η
2(1+ε)α2Γj−1,n+1(0)e−η
2α2εΓj−1,n+1(y|0)
× e−η2α2Γn(0)
(
e−η
2α2εΓn(y) − 1
)
,
wε2,a,j(y) =
1
2
j−1∑
n=0
Z
2
nL
−4ne−η
2(1+ε)α2Γj−1,n+1(0)e−η
2α2εΓj−1,n+1(y|0)
× e−η2α2Γn(0)
(
e−η
2α2εΓn(y) − 1
)
,
wε2,b,j(y) =
1
2
j−1∑
n=0
ZnZnL
−4ne−(η+εη)
2 α2
2 Γj−1,n+1(0)e−ηηα
2εΓj−1,n+1(y|0)
× e−(η2+η2)α
2
2 Γn(0)
(
e−ηηα
2εΓn(y) − 1
)
,
wε2,c,j(y) =
j−1∑
k=0
L−4ke−L
−k|y|
j−1∑
n=k
e−
α2
2 (1+ε)
2(η− 12 )2Γj−1,n+1(0)2−(n−k)
×
{
Z2k
1
2
∑
σ=±1
∑
X∈Sn
Ej
[
K̂
(a,k)
2,n
(
−σ 1 + ε
2
, ζ,X, 0, σ, y, σε
)]
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+ Z
2
k
1
2
∑
σ=±1
∑
X∈Sn
Ej
[
K̂
(a,k)
2,n
(
σ
1 + ε
2
, ζ,X, 0, σ, y, σε
)]
+ ZkZk
1
2
∑
σ=±1
∑
X∈Sn
Ej
[
K̂
(b,k)
2,n
(
−σ 1− ε
2
, ζ,X, 0, σ, y, σε
)]}
. (6.33)
Note that, because of the smallness condition on X , wε2,c,j(y) = 0 for |y| ≥
8Lj−1.
Lemma 6.4.
L(c2)j (Φ′, Y ′) = 0.
By (3.10), Wj(ϕ,B) depends on the fields ϕx and Jx,σ for x in a neighborhood of
B of diameter Lj/2, which is a subset of B∗. Finally, joining (6.25) with (6.11) we
obtain (3.30) and (5.29); and condition (5.16) is fulfilled.
6.2. Proof of Lemma 3.5. The formulas for {Mm,n,j : m,n = 1, 2} are in (6.16).
The bounds (3.41) directly descend from (4.36) and (4.37) at ϕ′ = 0. For example,
for λ = 12 and a C ≡ C(α,L),
|M1,1,j | ≤ e
η2 α
2
2 Γj(0)
2
∑
σ=±1
X∋0∑
X∈Sj
‖Ej
[
K̂1,j(0, ζ,X, 0, σ)
]
‖h,Tj+1(0,X)
≤ C ‖K1,j‖1,h,Tj
X∋0∑
X∈Sj
(
A
2
)−|X|j
≤ CS2 k∗s (A, λ)A−1‖K1,j‖1,h,Tj . (6.34)
The other Mp,q,j ’s can be studied in a similar way.
6.3. Proof of Lemma 6.1. In [Falco, 2012] we already proved formula (6.7), for
ρ(L,A) = C(L−ϑ+A−ϑ
′
), where C > 1 and ϑ, ϑ′ > 0. We only need to derive (6.8)
and (6.9). Consider L(a)1,j (ϕ′, V, x, σ) and decompose
L(a)1,j (ϕ′, V, x, σ) =
3∑
n=1
L(n)j (ϕ′, V, x, σ),
where, with Taylor expansions in δϕ′,
L(1)j (ϕ′, V, x, σ) :=
Zj
Zj+1
L2
Y=V∑
Y ∈6Sj(V )
Y ∋x
Ej [K1,j(ϕ, Y, x, σ)], (6.35)
L(2)j (ϕ′, V, x, σ) :=
Zj
Zj+1
L2
Y=V∑
Y ∈Sj(V )
Y ∋x
∑
q∈Z
|q+ησ|>1
Ej
[
K̂1,j(q, ϕ, Y, x, σ)
]
, (6.36)
L(3)j (ϕ′, V, x, σ) :=
Zj
Zj+1
L2
Y=V∑
Y ∈Sj(V )
Y ∋x
∑
q=0,−σ
Rem
1,δϕ′
Ej [K̂1,j(q, ϕ, Y, x, σ)]. (6.37)
Let us consider each of the terms, assuming |Zj/Zj+1| ≤ 1.
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1. Norm of L(1). Use (4.21), as well as a simple extension of (4.32) to activities
with a pinning point, to find
‖L(1)j (ϕ′, V, x, σ)‖h,Tj+1(ϕ′,V ) ≤ L2
Y=V∑
Y ∈6Sj
Y ∋x
‖Ej [K1,j(ϕ, Y, x, σ)] ‖h,Tj+1(ϕ′,Y )
≤ Gj+1(ϕ′, V )‖K1,j‖1,h,TjL2
Y=V∑
Y ∈6Sj
Y ∋x
A−|Y |j2|Y |j
≤ Gj+1(ϕ′, V )A−|V |j+1 ‖K1,j‖1,h,Tj L2kl(A, 1/2). (6.38)
By (4.25), we find
‖L(1)j ‖1,h,Tj+1 ≤ δ1(L,A)‖K1,j‖1,h,Tj
with δ1(A,L) = L
2A−ϑ: this quantity can be made as small as needed since A
is chosen after L.
2. Norm of L(2). Use (4.21) and (4.36) to find, for C ≡ C(α) and if α2 ≥ 8π,
‖L(2)j (ϕ′, V, x, σ)‖h,Tj+1(ϕ′,V ) ≤ L2
Y=V∑
Y ∈Sj(V )
Y∋x
∑
q∈Z
|q+ησ|>1
‖Ej
[
K̂1,j(q, ϕ, Y, x, σ)
]
‖h,Tj+1(ϕ′,Y )
≤ Gj+1(ϕ′, V )A−|V |j+1 ‖K1,j‖h,Tj k∗s (A, 1/2)L2
∑
q∈Z
|q+ησ|>1
L−4|q+ση|+2C2|q+ση|;
(6.39)
by (4.25) we obtain
‖L(2)j ‖1,h,Tj+1 ≤ δ2(L,A)‖K1,j‖1,h,Tj
with δ2(A,L) = CL
−4min{|η|,|η|}: this quantity can be made small by taking L
large enough, given the choice of η.
3. Norm of L(3). By (4.21) and (4.44)
‖L(3)j (ϕ′, V, x, σ)‖h,Tj+1(ϕ′,V ) ≤ L2
Y=V∑
Y ∈Sj(V )
Y∋x
∑
q=0,−σ
‖Rem
1,δϕ′
Ej [K̂1,j(q, ϕ, Y, x, σ)]‖h,Tj+1(ϕ′,Y )
≤ Gj+1(ϕ′, V )A−|V |j+1 ‖K1,j‖h,Tj k∗s (A, 1/2)L2
∑
q=0,−σ
ρ1(q + ησ, α);
(6.40)
by (4.25) we obtain
‖L(3)j ‖1,h,Tj+1 ≤ δ3(L,A)‖K1,j‖1,h,Tj
with δ3(L,A) =
C
κL
L−min{η
2,η2}.
This proves the former of (6.8) for ρ(L,A) = δ1(L,A) + δ2(L,A) + δ3(L,A). The
latter of (6.8) has a similar proof. Let us now consider (6.9). For L(a,k)2,j we have
L(a,k)2,j (ϕ′, V, x1, σ1, x2, σ2) =
3∑
p=1
L(a,p,k)2,j (ϕ′, V, x1, σ1, x2, σ2)
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where
L(a,1,k)2,j (ϕ′, V, x1, σ1, x2, σ2) :=
Y=V∑
Y ∈6Sj(V )
Y∋x1
Ej
[
K
(a,k)
2,j (ϕ, Y, x1, σ1, x2, σ2)
]
, (6.41)
L(a,2,k)2,j (ϕ′, V, x1, σ1, x2, σ2) :=
Y=V∑
Y ∈Sj(V )
Y∋x1
∑
q∈Z
q 6=− 1
2
(σ1+σ2)
Ej
[
K̂
(a,k)
2,j (q, ϕ, Y, x1, σ1, x2, σ2)
]
,
(6.42)
L(a,3,k)2,j (ϕ′, V, x1, σ1, x2, σ2) :=
Y=V∑
Y ∈Sj(V )
Y∋x1
Rem
0,δϕ′
Ej
[
K̂
(a,k)
2,j (−
σ1 + σ2
2
, ϕ, Y, x1, σ1, x2, σ2)
]
.
(6.43)
With estimates similar to the ones used in the previous discussions, we have a
bound
‖L(a,p,k)2,j ‖2,h,Tj+1 ≤ δa,p,k(L,A, η)‖K(a,k)2,j ‖2,h,Tj (6.44)
where possible choices of the prefactors δa,p,k(L,A, η)’s are: using the third of
(4.25), δa,1,k(L,A, η) = A
−ϑ for a ϑ > 0; using the second of (4.25) and (4.38),
δa,2,k(L,A, η) = CL
−d(2η) for an η independent C and for d(2η) defined in Theorem
4.5; using the second of (4.25) and (4.45), δa,3,k(L,A, η) = C
(√
κLL
)−1
. This
proves (6.9) for δ = a and ρ(L,A, η) =
∑3
p=1 δa,p,k(L,A, η). The proof of (6.9) for
δ = a, b is similar.
6.4. Proof of Lemma 6.3.
Lemma 6.5. For Vj given in (3.23),
Ej [Vj(tj ,Φ, B)] = (E˜j − Ej) + Vj+1(t˜j ,Φ′, B), (6.45)
where
E˜j := Ej − sj
2
|B|
∑
µ∈û
(∂−µ∂µΓj)(0) (6.46)
and t˜j is defined in (5.20).
Proof. From standard results on the correlations of Gaussian measures,
Ej [V0,j(tj ,Φ, B)] =
sj
2
∑
x∈B
µ∈û
(∂µϕ′)2x − |B|
sj
2
∑
µ∈û
(∂−µ∂µΓj)(0)
+ zjL
−2je−
α2
2 Γj(0)
∑
x∈B
σ=±1
eiασϕ
′
x (6.47)
Ej [V1,j(tj ,Φ, B)] = ZjL
−2je−
α2
2 η
2Γj(0)
∑
x∈B
σ=±
Jσ,xe
iαησϕ′x
+ ZjL
−2je−
α2
2 η
2Γj(0)
∑
x∈B
σ=±
Jσ,xe
iαησϕ′x (6.48)
These identities give (6.45).
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Via this Lemma, be obtain the following formulas for L(c1)1,j and L(c1)†1,j :
L(c1)1,j (ϕ′, V, x, σ)
=
Zj
Zj+1
L2
B=V∑
B∈Bj (V )
B∋x
e−η2 α22 Γj(0)M1,1,j − X⊃B∑
X∈Sj
Tay
1,δϕ′
Ej
[
K̂1,j(0, δϕ
′ + ζ,X, x, σ)
] eiηασϕ′x
+
Zj
Zj+1
L2
B=V∑
B∈Bj (V )
B∋x
e−η2 α22 Γj(0)M2,1,j − X⊃B∑
X∈Sj
Tay
1,δϕ′
Ej
[
K̂1,j(−σ, δϕ′ + ζ,X, x, σ)
] eiηασϕ′x
(6.49)
and
L(c1)†1,j (ϕ′, V, x, σ)
=
Zj
Zj+1
L2
B=V∑
B∈Bj (V )
B∋x
e−η2 α22 Γj(0)M2,2,j − X⊃B∑
X∈Sj
Tay
1,δϕ′
Ej
[
K̂†1,j(0, δϕ
′ + ζ,X, x, σ)
] eiηασϕ′x
+
Zj
Zj+1
L2
B=V∑
B∈Bj (V )
B∋x
e−η2 α22 Γj(0)M1,2,j − X⊃B∑
X∈Sj
Tay
1,δϕ′
Ej
[
K̂†1,j(σ, δϕ
′ + ζ,X, x, σ)
] eiηασϕ′x .
(6.50)
Let us consider the two terms in the square brackets in the first line of (6.49): by
(6.17) and (6.18) they are equal to
X∋x∑
X∈Sj
∑
y∈X∗
Ej
[
∂K̂1,j
∂ζy
(0, ζ,X, x, σ)
]∑
µ∈û
(y − x)µ∂µϕ′x − (ϕ′y − ϕ′x)
 . (6.51)
Note that (6.51) depends on ϕ′ only via the factor ux(y, ϕ′) :=
∑
µ∈û(y−x)µ∂µϕ′x−
(ϕ′y − ϕ′x) and that, with the notation of (4.2),
Dnux(y, ϕ
′) · (f1, . . . , fn) =
{
ux(y, f1) if n = 1
0 if n ≥ 2 . (6.52)
As X ∈ Sj , we have X∗ ⊂ V ∗ and |y − x| ≤ CLj , so that
‖ux(·, ϕ)‖C2j (X) ≤ CL−2‖∇2j+1ϕ‖L∞(V ∗). (6.53)
Finally the ‖ · ‖h,Tj+1(ϕ′,X) norm of (6.51) is bounded by
X∋x∑
X∈Sj
‖Ej
[
K̂1,j(0, ζ,X, x, σ)
]
‖h,Tj+1(0,X)
×
‖ux(·, ϕ)‖C2j (X) + sup‖f‖C2
j+1
=1
‖ux(·, f)‖C2j (X)

≤ CL−2(1+η2)‖K1,j‖1,h,Tj
(
1 + ‖∇2j+1ϕ′‖L∞(X∗)
) X∋x∑
X∈Sj
(A/2)−|X|j
≤ C′κ−1L L−2(1+η
2)‖K1,j‖1,h,TjGstrj+1(ϕ′, V )(A/2)−1 (6.54)
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where, to obtain the second line we used (4.34) at ϕ′ = 0 and (6.53). The other
lines in (6.49) and (6.50) can be dealt with exactly the same procedure. Finally, as
|V |j+1 = 1, Zj/Zj+1 ≤ 1 and because of (4.14), we obtain
‖L(c1)1,j (ϕ′, V, x, σ)‖h,Tj+1(ϕ′,V ) ≤ Cκ−1L L−2η
2‖K1,j‖1,h,TjGj+1(ϕ′, V )A−|V |j+1
which proves the first of (6.22) for ρ(L,A, η) = Cκ−1L L
−2min{η2,η2}.
6.5. Proof of Lemma 6.4. This proof is a detailed calculation of the second order
part of the RG map.
Lemma 6.6. If the choice of the w’s functions is the one in (6.31), (6.32) and
(6.33), and the choice for Ej+1 and tj+1, t˜j, t
∗
j is the one in Section 6.1, then, for
any D ∈ Bj+1 and B ∈ Bj(D),
1
2
E
T
j
[
V1,j(t˜j ,Φ, B);V1,j(t˜j ,Φ, D
∗)
]
+ ETj
[
V1,j(t˜j ,Φ, B);V0,j(t˜j , ϕ,D
∗)
]
+
1
2
E
T
j
[
V0,j(t˜j , ϕ,B);V0,j(t˜j , ϕ,D
∗)
]
+
X⊃B∑
X∈Sj
Q2,j(Φ
′, B,X)
=Wj+1(Φ
′, B)− Ej
[
Wj(t˜j ,Φ, B)
]
+ (Ej+1 − E∗j )|B|+ Vj+1(tj+1 − t∗j ,Φ′, B).
(6.55)
Proof. An explicit computation of Gaussian correlations (for α and α′ any real
parameter) yields:
E
T
j
[
(∂µζx)
2; (∂νζx+y)
2
]
= 2(∂−µ∂νΓj)(y)2,
E
T
j
[
(∂µζx); (∂
νζx+y)
]
= −(∂−µ∂νΓj)(y),
E
T
j
[
eiαζx ; (∂µζx+y)
2
]
= −α2e−α
2
2 Γj(0)(∂µΓj)(y)
2,
E
T
j
[
eiαζx+y ; (∂µζx)
2
]
= −α2e−α
2
2 Γj(0)(∂−µΓj)(y)2,
E
T
j
[
eiαζx ; (∂µζx+y)
]
= iαe−
α2
2 Γj(0)(∂µΓj)(y),
E
T
j
[
eiαζx+y ; (∂µζx)
]
= −iαe−α
2
2 Γj(0)(∂−µΓj)(y),
E
T
j
[
eiαεζx ; eiαεε
′ζx+y
]
= e−
α2
2 Γj(0)e−
α′2
2 Γj(0)
(
e−αα
′Γj(y) − 1
)
. (6.56)
Let Y := D∗ ∈ Pj+1. Let us separate the discussion of (6.55) into three parts.
1. First part. Our goal is to determine the functions w0,α,j(y)’s and the coefficients
tj+1 so to satisfy Lemma (6.4) for the part that doesn’t depend on J :
1
2
E
T
j
[
V0,j(t˜j ,Φ, B);V0,j(t˜j ,Φ, Y )
]
=W0,j+1(Φ
′, B)− Ej
[
W0,j(t˜j ,Φ, B)
]
+ (Ej+1 − E∗j )|B|+ V0,j+1(tj+1 − t∗j ,Φ′, B). (6.57)
This identity was already verified in [Falco, 2012]. However, here we want to show
how to re-derive it by means of an ansatz that can be generalized to the more
sophisticated second an third parts. We look for w0,α,j(y), where α collects the
various labels that appear in (3.24), into the form of sum of contribution gathered
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at each scale n ≤ j − 1:
w0,α,j(y) =
j−1∑
n=1
R
(j−1)
0,α,n (y).
By use of (6.56),
1
2
E
T
j [V0,j(Φ, B);V0,j(ϕ, Y )] = s
2
j |B|
1
4
∑
µ,ν∈û
∑
y∈Z2
(∂−µ∂νΓj)(y)2
− s2j
1
2
∑
µ,ν∈û
∑
y∈Z2
(∂−µ∂νΓj)(y)
∑
x∈B
(∂µϕ′x)(∂
νϕ′x+y)
+ z2j
L−4j
2
∑
y∈Z2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
) ∑
x∈B
σ=±1
eiασ(ϕ
′
x−ϕ′x+y)
+ z2j
L−4j
2
∑
y∈Z2
e−α
2Γj(0)
(
e−α
2Γj(y) − 1
) ∑
x∈B
σ=±1
eiασ(ϕ
′
x+ϕ
′
x+y)
+ zjsj
iαL−2j
2
∑
y∈Z2
ν∈û
e−
α2
2 Γj(0)(∂νΓj)(y)
∑
x∈B
σ=±1
σ
[
eiασϕ
′
x(∂νϕ′x+y)− eiασϕ
′
x+y (∂−νϕ′x)
]
− zjsj α
2L−2j
4
∑
y∈Z2
ν∈û
e−
α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
[
eiασϕ
′
x + eiασϕ
′
x+y
]
. (6.58)
the above terms have to be re-arranged according to the following rule: each term is
to be either power-counting irrelevant (see discussion after (4.45)) or local (namely
with all the fields ϕ′ dependent by a same point x), or constant (namely independent
of ϕ′). Let us discuss each line of the right hand side member. The first line is a
constant, which will be absorbed into Ej+1. The second line appears to be marginal;
in fact it is irrelevant, because one can plug in the identity
(∂µϕ′x)(∂
νϕ′x+y) = (∂
µϕ′x)
[
(∂νϕ′x+y)− (∂νϕ′x)
]
+ (∂µϕ′x)(∂
νϕ′x)
and neglect the last term because of the cancellation∑
µ,ν∈û
∑
y∈Z2
(∂−µ∂νΓj(y)) = −
∑
i,j=0,1
sinki sin kjΓ̂j(k)
∣∣∣
k=0
= 0. (6.59)
The third line is relevant. To write it as the sum of an irrelevant term plus a local
one use the identity
eiασ(ϕ
′
x−ϕ′x+y) =
eiασ(ϕ′x−ϕ′x+y) − 1 + α2
4
|y|2
∑
µ∈û
(∂µϕx)
2

+ 1− α
2
4
|y|2
∑
µ∈û
(∂µϕx)
2. (6.60)
Again, by symmetries, we have neglected a term, the linear order of the Taylor
expansion in y: when plugged into (6.58) this term cancels because it is odd in σ.
Besides, the term proportional to |y|2 is chosen with a special form thanks to the
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partial cancellation, for m,n = 0, 1,∑
y∈Z2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
ymyn =
δm,n
2
∑
y∈Z2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
|y|2,
which makes irrelevant the sum of the terms in the square brackets. The fourth
and the fifth lines of (6.58) are irrelevant. The only remaining relevant term is the
sixth line. To write it as the sum of an irrelevant term plus a local one use the
identity
eiασϕ
′
x + eiασϕ
′
x+y =
[
eiασϕ
′
x+y − eiασϕ′x
]
+ 2eiασϕ
′
x .
In conclusion, after all such operations, we obtain a new equivalent formula for
(6.58):
1
2
E
T
j [V0,j(Φ, B);V0,j(ϕ, Y )]
= s2j |B|
1
4
∑
y∈Z2
µ,ν∈û
(∂−µ∂νΓj)2(y) + z2j |B|L−4j
∑
y∈Z2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
− s2j
1
2
∑
y∈Z2
µ,ν∈û
(∂−µ∂νΓj)(y)
∑
x∈B
(∂µϕ′x)
[
(∂νϕ′x+y)− (∂νϕ′x)
]
+ z2j
L−4j
2
∑
y∈Z2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
) ∑
x∈B
σ=±1
eiασ(ϕ′x−ϕ′x+y) − 1 + |y|2α2
4
∑
µ∈û
(∂µϕx)
2

− z2j
α2L−4j
2
∑
y∈Z2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
|y|2 1
2
∑
x∈B
µ∈û
(∂µϕx)
2
+ z2j
L−4j
2
∑
y∈Z2
e−α
2Γj(0)
(
e−α
2Γj(y) − 1
) ∑
x∈B
σ=±1
eiασ(ϕ
′
x+ϕ
′
x+y)
+ zjsj
αL−2j
2
∑
y∈Z2
ν∈û
e−
α2
2 Γj(0)(∂νΓj)(y)
∑
x∈B
σ=±1
iσ
[
eiασϕ
′
x(∂νϕ′x+y)− eiασϕ
′
x+y (∂−νϕ′x)
]
− zjsj α
2L−2j
4
∑
y∈Z2
ν∈û
e−
α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
[
eiασϕ
′
x+y − eiασϕ′x
]
− zjsj α
2L−2j
2
∑
y∈Z2
ν∈û
e−
α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
eiασϕ
′
x . (6.61)
The first part of our ansatz is that the irrelevant terms which were generated in
the above integration provide the R
(j)
0,α,j(y)’s; more precisely, plugging in (3.24) t˜j
instead of tj (namely replacing sj and zj with sj+1 and zj+1) and then comparing
the irrelevant lines with (3.24), we set
R
(j)µν
0,a,j (y) =
1
2
(∂−µ∂νΓj)(y),
R
(j)
0,b,j(y) =
1
2
e−α
2Γj(0)
(
eα
2Γj(y) − 1
)
L−4j,
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R
(j)
0,c,j(y) =
1
2
e−α
2Γj(0)
(
e−α
2Γj(y) − 1
)
L−4j ,
R
(j)µ
0,d,j(y) =
α
2
e−
α2
2 Γj(0)(∂µΓj)(y)L
−2n,
R
(j)
0,e,j(y) =
α2
4
e−
α2
2 Γj(0)
∑
µ∈û
(∂µΓj)
2(y)L−2j . (6.62)
Next consider Ej [Wj,0]. As we have done in passing from (6.58) to (6.61), we write
the result as a sum of terms each of which is either irrelevant or local, or constant.
To do that, we need again some partial cancellations such as, for m,n = 0, 1,∑
y∈Z2
w0,b,j(y)
(
eα
2Γj(y|0) − 1
)
ymyn = δm,n
∑
y∈Z2
w0,b,j(y)
(
eα
2Γj(y|0) − 1
) |y|2
2
,
that is a consequence of the invariance of w0,b,j(y) under the interchange of y0 and
y1: this property will be apparent in the final choice of w0,b,j(y) given in (6.31).
The outcome the initial integration and subsequent re-arrangement is
Ej [W0,j(tj , ϕ
′, B)]
= s2j |B|
∑
y∈Z2
µ,ν∈û
wµν0,a,j(y)(∂
−µ∂νΓj)(y) + z2j 2|B|
∑
y∈Z2
w0,b,j(y)
(
eα
2Γj(y|0) − 1
)
− z2j |B|
α2
2
∑
y∈Z2
µ∈û
w0,b,j(y)|y|2(∂−µ∂µΓj)(0)
− s2j
∑
y∈Z2
µ,ν∈û
wµν0,a,j(y)
∑
x∈B
(∂µϕ′x)
[
(∂νϕ′x+y)− (∂νϕ′x)
]
+ z2j
∑
y∈Z2
w0,b,j(y)e
α2Γj(y|0)
∑
x∈B
σ=±
[
eiσα(ϕ
′
x−ϕ′x+y) − 1 + |y|2α
2
4
∑
µ∈û
(∂µϕ′x)
2
]
− z2jα2
∑
y∈Z2
w0,b,j(y)
(
eα
2Γj(y|0) − 1
)
|y|2 1
2
∑
x∈B
µ∈û
(∂µϕ′x)
2
+ z2j
∑
y∈Z2
w0,c,j(y)e
−α2(Γj(0)+Γj(y))
∑
x∈B
σ=±
eiσα(ϕ
′
x+ϕ
′
x+y)
+ zjsj
∑
y∈Z2
µ∈û
wµ0,d,j(y)e
−α22 Γj(0)
∑
x∈B
σ=±
iσ
[
eiσαϕ
′
x(∂µϕ′x+y)− eiσαϕ
′
x+y (∂−µϕ′x)
]
− zjsj
∑
y∈Z2
µ∈û
[
w0,e,j(y) + αw
µ
0,d,j(y)∂
µΓj(y)
]
e−
α2
2 Γj(0)
∑
x∈B
σ=±
[
eiσαϕ
′
x+y − eiσαϕ′x
]
− zjsj2α
∑
y∈Z2
µ∈û
wµ0,d,j(y)e
−α22 Γj(0)∂µΓj(y)
∑
x∈B
σ=±
eiσαϕ
′
x . (6.63)
The second part of our ansatz is that the factors produced in the above integration
transform R
(j−1)
0,α,n (y) into R
(j)
0,α,n(y); more precisely, plugging in (6.63) t˜j instead of
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tj and then comparing the irrelevant terms with (3.24),
R
(j)µν
0,a,n (y) = R
(j−1)µν
0,a,n (y),
R
(j)
0,b,n(y) = R
(j−1)
0,b,n (y)e
α2Γj(y|0),
R
(j)
0,c,n(y) = R
(j−1)
0,c,n (y)e
−α2[Γj(0)+Γj(y)],
R
(j)µ
0,d,n(y) = R
(j−1)µ
0,d,n (y)e
−α22 Γj(0),
R
(j)
0,e,n(y) = R
(j−1)
0,e,n (y)e
−α22 Γj(0) +R(j−1)µ0,d,n (y)e
−α22 Γj(0)α∂µΓj(y). (6.64)
Finally, it is straightforward to solve (6.64) with boundary data (6.62); the result
is
R
(j−1)µν
0,a,n (y) =
1
2
(∂−µ∂νΓn)(y),
R
(j−1)
0,b,n (y) =
1
2
e−α
2Γj−1,n+1(0|y)e−α
2Γn(0)
(
eα
2Γn(y) − 1
)
L−4n,
R
(j−1)
0,c,n (y) =
1
2
e−α
2[Γj−1,n+1(0)+Γj−1,n+1(y)]e−α
2Γn(0)
(
e−α
2Γn(y) − 1
)
L−4n,
R
(j−1)µ
0,d,n (y) =
α
2
e−
α2
2 Γj−1,n(0)(∂µΓn)(y)L
−2n,
R
(j−1)
0,e,n (y) =
α2
4
e−
α2
2 Γj−1,n(0)
∑
µ
[
(∂µΓj−1,n)
2
(y)− (∂µΓj−1,n+1)2 (y)
]
L−2n.
(6.65)
Besides, collecting the marginal and relevant terms from (6.61) and (6.63) we obtain
aj := α
2
∑
y∈Z
|y|2
[
j∑
n=0
R
(j)
0,b,n(y)−
j−1∑
n=0
R
(j−1)
0,b,n (y)
]
,
bj :=
∑
y∈Z
µ∈ê
[
2αL2jwµ0,d,j(y)∂
µΓj(y) +
α2
2
(∂µΓj)
2
(y)
]
. (6.66)
This proves that (6.31) and (6.26) yield (6.57).
2. Second term. This term contains one factor of external field Jx,σ. We look for
w1,α,j(y) into the form
w1,α,j(y) =
j−1∑
n=0
R
(j−1)
1,α,n (y)
where R
(j−1)
1,α,n (y) will be determined by means of an ansatz to obtain
E
T
j
[
V1,j(t˜j ,Φ, B);V0,j(t˜j ,Φ, Y )
]
=W1,j+1(Φ
′, B)− Ej
[
W1,j(t˜j ,Φ, B)
]
+ V1,j+1(tj+1 − t∗j ,Φ′, B). (6.67)
We find
E
T
j [V1,j(Φ, B);V0,j(ϕ, Y )]
= ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασ(ηϕ′x+ϕ
′
x+y)
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+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
eα
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασ(ηϕ′x−ϕ′x+y)
+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
eα
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασ(ηϕ′x−ϕ′x+y)
+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασ(ηϕ′x+ϕ
′
x+y)
+ ZjsjiαηL
−2j ∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)(y)
∑
x∈B
σ=±1
Jx,σσe
iηασϕ′x (∂νϕ′x+y)
+ ZjsjiαηL
−2j ∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)(y)
∑
x∈B
σ=±1
Jx,σσe
iηασϕ′x(∂νϕ′x+y)
− Zjsj α
2η2L−2j
2
∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
Jx,σe
iηασϕ′x
− Zjsj α
2η2L−2j
2
∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
Jx,σe
iηασϕ′x . (6.68)
We want to reorganize the summation (6.68) so that every term is either irrelevant
or local. The first two lines are irrelevant, because the absolute value of their total
charge is |η+1| > 1 or |η− 1| > 1. The third and fourth lines are relevant; to write
it as sum of an irrelevant term and a local one we extract the Taylor expansion in
yµ up to the first order: for example, for the third line this means that we plug in
the identity
eiασ(ηϕ
′
x−ϕ′x+y) = eiασηϕ
′
xeiασ(ϕ
′
x−ϕ′x+y)
= eiασηϕ
′
x
eiασ(ϕ′x−ϕ′x+y) − 1− iασ∑
µ∈û
yµ(∂µϕ′x)

+ eiασηϕ
′
x + iασeiασηϕ
′
x
∑
µ∈û
yµ(∂µϕ′x). (6.69)
However, since
∑
y∈Z2
(
eα
2ηΓj(y) − 1
)
yµ = 0, the last term (once replaced into the
third line) cancels. The fifth and sixth lines are apparently relevant; in fact, they
are irrelevant as one can see by plugging in the identity
(∂νϕ′x+y) =
[
(∂νϕ′x+y)− (∂νϕ′x)
]
+ (∂νϕ′x)
and observing that
∑
y∈R2(∂
νΓj)(y) = 0 so that, the last term, which is y-independent,
give vanishing contribution. Finally, the seventh and eighth lines are relevant; how-
ever, they are already local. In conclusion, an equivalent formulation of (6.68)
is
E
T
j [V1,j(Φ, B);V0,j(ϕ, Y )]
= ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασ(ηϕ′x+ϕ
′
x+y)
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+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
eα
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασ(ηϕ′x−ϕ′x+y)
+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
eα
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασηϕ′x
×
[
eiασ(ϕ
′
x−ϕ′x+y) − 1− iασ
∑
µ
yµ∂µϕ′x
]
+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
eα
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασηϕ′x
+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασηϕ′x
×
[
e−iασ(ϕ
′
x−ϕ′x+y) − 1 + iασ
∑
µ
yµ∂µϕ′x
]
+ ZjzjL
−4j ∑
y∈Z2
e−(1+η
2)α
2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σe
iασηϕ′x
+ ZjsjiηαL
−2j ∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)(y)
∑
x∈B
σ=±1
Jx,σe
iηασϕ′xσ
[
(∂νϕ′x+y)− (∂νϕ′x)
]
+ ZjsjiηαL
−2j ∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)(y)
∑
x∈B
σ=±1
Jx,σe
iηασϕ′xσ
[
(∂νϕ′x+y)− (∂νϕ′x)
]
− Zjsj α
2η2L−2j
2
∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
Jx,σe
iηασϕ′x
− Zjsj α
2η2L−2j
2
∑
y∈Z2
ν∈û
e−η
2 α2
2 Γj(0)(∂νΓj)
2(y)
∑
x∈B
σ=±1
Jx,σe
iηασϕ′x . (6.70)
Replacing tj with t˜j and then comparing (6.70) with (3.25), we formulate the ansatz
R
(j)
1,b,j(y) = L
−2je−
α2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
)
,
R
(j)
1,b,j(y) = L
−2je−
α2
2 Γj(0)
(
eα
2ηΓj(y) − 1
)
,
R
(j)
1,c,j(y) = L
−2je−
α2
2 Γj(0)
(
eα
2ηΓj(y) − 1
)
,
R
(j)
1,c,j(y) = L
−2je−
α2
2 Γj(0)
(
e−α
2ηΓj(y) − 1
)
,
R
(j)ν
1,d,j(y) = iαη(∂
νΓj)(y)
R
(j)ν
1,d,j(y) = iαη(∂
νΓj)(y). (6.71)
Next consider Ej [W1,j ]: the outcome of the integration and the of the rearrangement
into terms that are either irrelevant or local is
Ej [W1,j(Φ, B)]
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= zjZjL
−2j ∑
y∈Z2
w1,b,j(y)e
−α22 (1+η2)Γj(0)e−α
2ηΓj(y)
∑
x∈B
σ=±
Jx,σe
iασ(ηϕ′x+ϕ
′
x+y)
+ zjZjL
−2j ∑
y∈Z2
w1,b,j(y)e
−α22 (1+η2)Γj(0)eα
2ηΓj(y)
∑
x∈B
σ=±
Jx,σe
iασ(ηϕx−ϕx+y)
+ zjZjL
−2j ∑
y∈Z2
w1,c,j(y)e
−α22 η2Γj(0)eα
2ηΓj(y|0)
∑
x∈B
σ=±
Jx,σe
iασηϕx
×
e−iασ(ϕx+y−ϕx) − 1 + iασyµ∑
µ∈û
(∂µϕx)

+ zjZjL
−2j ∑
y∈Z2
w1,c,j(y)e
−α22 η2Γj(0)
(
eα
2ηΓj(y|0) − 1
)∑
x∈B
σ=±
Jx,σe
iασηϕx
+ zjZjL
−2j ∑
y∈Z2
w1,c,j(y)e
−α22 η2Γj(0)e−α
2ηΓj(y|0)
∑
x∈B
σ=±
Jx,σe
iασηϕx
×
eiασ(ϕx+y−ϕx) − 1− iασyµ∑
µ∈û
(∂µϕx)

+ zjZjL
−2j ∑
y∈Z2
w1,c,j(y)e
−α22 η2Γj(0)
(
e−α
2ηΓj(y|0) − 1
)∑
x∈B
σ=±
Jx,σe
iασηϕx
+ sjZjL
−2j ∑
y∈Z2
ν∈û
wν1,d,j(y)e
−α22 η2Γj(0)
∑
x∈B
σ=±
Jx,σe
iηασϕxσ [(∂νϕx+y)− (∂νϕx)]
+ sjZjL
−2jiηα
∑
y∈Z2
ν∈û
wν1,d,j(y)∂
νΓj(y)e
−α22 η2Γj(0)
∑
x∈B
σ=±
Jx,σe
iηασϕx
+ sjZjL
−2j ∑
y∈Z2
ν∈û
wν1,d,j(y)e
−α22 η2Γj(0)
∑
x∈B
σ=±
Jx,σe
iηασϕxσ [(∂νϕx+y)− (∂νϕx)]
+ sjZjL
−2jiηα
∑
y∈Z2
ν∈û
wν1,d,j(y)∂
νΓj(y)e
−α22 η2Γj(0)
∑
x∈B
σ=±
Jx,σe
iηασϕx . (6.72)
Note that, as we did to derive (6.70), we used some cancellations, which in this case
are consequence of the parity of w1,c,j(y) and w1,c,j(y) in y as seen from (6.32):∑
y∈Z2
w1,c,j(y)e
−α22 η2Γj(0)eα
2ηΓj(y|0)yµ =
∑
y∈Z2
w1,c,j(y)e
−α22 η2Γj(0)eα
2ηΓj(y|0)yµ = 0.
Therefore, replacing tj with t˜j , we formulate the second part of the ansatz
R
(j)
1,b,n(y) = R
(j−1)
1,b,n (y)e
−α22 Γj(0)e−ηα
2Γj(y),
R
(j)
1,b,n(y) = R
(j−1)
1,b,n (y)e
−α22 Γj(0)eηα
2Γj(y),
R
(j)
1,c,n(y) = R
(j−1)
1,c,n (y)e
−α22 Γj(0)eηα
2Γj(y),
R
(j)
1,c,n(y) = R
(j−1)
1,c,n (y)e
−α22 Γj(0)e−ηα
2Γj(y),
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R
(j)ν
1,d,n(y) = R
(j−1)ν
1,d,n (y),
R
(j)ν
1,d,n(y) = R
(j−1)ν
1,d,n (y). (6.73)
Finally it is easy to solve (6.73) with initial data (6.71): we obtain
R
(j−1)
1,b,n (y) = L
−2ne−
α2
2 Γj−1,n(0)e−ηα
2Γj−1,n+1(y)
(
e−ηα
2Γn(y) − 1
)
,
R
(j−1)
1,b,n (y) = L
−2ne−
α2
2 Γj−1,n(0)eηα
2Γj−1,n+1(y)
(
eηα
2Γn(y) − 1
)
,
R
(j−1)
1,c,n (y) = L
−2ne−
α2
2 Γj−1,n(0)eηα
2Γj−1,n+1(y)
(
eηα
2Γn(y) − 1
)
,
R
(j−1)
1,c,n (y) = L
−2ne−
α2
2 Γj−1,n(0)e−ηα
2Γj−1,n+1(y)
(
e−ηα
2Γn(y) − 1
)
,
R
(j−1)ν
1,d,n (y) = iαη(∂
νΓn)(y),
R
(j−1)ν
1,d,n (y) = iαη(∂
νΓn)(y). (6.74)
Besides, comparing with (6.29), the marginal and relevant terms of (6.70) and (6.72)
give
m2,1,j =
∑
y∈Z2
[
j∑
n=0
R
(j)
1,c,n(y)e
−α22 (2η−1)Γj(0) −
j−1∑
n=0
R
(j−1)
1,c,n (y)
]
,
m1,2,j =
∑
y∈Z2
[
j∑
n=0
R
(j)
1,c,n(y)e
α2
2 (2η+1)Γj(0) −
j−1∑
n=0
R
(j−1)
1,c,n (y)
]
,
m1,1,j =
α2η2
2
∑
y∈Z2
ν∈û
[
(∂νΓj)
2(y) + 2(∂νΓj−1,0)(y)(∂µΓj)(y)
]
,
m2,2,j =
α2η2
2
∑
y∈Z2
ν∈û
[
(∂νΓj)
2(y) + 2(∂νΓj−1,0)(y)(∂µΓj)(y)
]
. (6.75)
This proves that (6.32) and (6.30) yield (6.67).
3. Third term. This term is quadratic in J . We look for w2,α,j(y) (where again α
is the collections of various labels, compare with (3.26)) into the form
w2,α,j(y) =
j−1∑
n=1
R
(j−1)
2,α,n (y);
then R
(j−1)
2,α,n (y) will be determined by an ansatz to obtain
1
2
E
T
j
[
V1,j(t˜j ,Φ, B);V1,j(t˜j ,Φ, Y )
]
+
X⊃B∑
X∈Sj
Q2,j(Φ
′, B,X)
=W2,j+1(Φ
′, B)− Ej
[
W2,j(t˜jΦ, B)
]
. (6.76)
The first term in (6.76) is
1
2
E
T
j [V1,j(Φ, B);V1,j(Φ, Y )]
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= Z2j
L−4j
2
∑
y∈Z2
ε=±1
e−η
2α2Γj(0)
(
e−η
2α2εΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σJσε,x+ye
iηασ(ϕ′x+εϕ
′
x+y)
+ ZjZj
L−4j
2
∑
y∈Z2
ε=±1
e−(η
2+η2)α
2
2 Γj(0)
(
e−ηηα
2εΓj(y) − 1
) ∑
x∈B
σ=±1
[
Jx,σJσε,x+ye
iασ(ηϕ′x+εηϕ
′
x+y)
]
+ ZjZj
L−4j
2
∑
y∈Z2
ε=±1
e−(η
2+η2)α
2
2 Γj(0)
(
e−ηηα
2εΓj(y) − 1
) ∑
x∈B
σ=±1
[
Jx,σJσε,x+ye
iασ(ηϕ′x+εηϕ
′
x+y)
]
+ Z
2
j
L−4j
2
∑
y∈Z2
ε=±1
e−η
2α2Γj(0)
(
e−η
2α2εΓj(y) − 1
) ∑
x∈B
σ=±1
Jx,σJσε,x+ye
iηασ(ϕ′x+εϕ
′
x+y),
(6.77)
where the parameters tj have to be replaced with t˜j ; taking into account also the
second term in (6.76), we set
R
(j)ε
2,a,j(y) :=
1
2
Z2jL
−4je−η
2α2Γj(0)
(
e−η
2α2εΓj(y) − 1
)
,
R
(j)ε
2,a,j(y) :=
1
2
Z
2
jL
−4je−η
2α2Γj(0)
(
e−η
2α2εΓj(y) − 1
)
,
R
(j)ε
2,b,j(y) :=
1
2
ZjZjL
−4je−(η
2+η2)α
2
2 Γj(0)
(
e−ηηα
2εΓj(y) − 1
)
,
R
(j)ε
2,c,j(y) :=
j∑
k=0
2−(j−k)L−4ke−L
−k|y|
×
Z2k 12 ∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂
(a,k)
2,j
(
−σ 1 + ε
2
, ζ,X, 0, σ, y, σε
)]
+ Z
2
k
1
2
∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂
(a,k)
2,j
(
σ
1 + ε
2
, ζ,X, 0, σ, y, σε
)]
+ ZkZk
1
2
∑
σ=±1
X∋0∑
X∈Sj
Ej
[
K̂
(b,k)
2,j
(
−σ 1− ε
2
, ζ,X, 0, σ, y, σε
)] . (6.78)
Next, we find
Ej [W2,j(Φ, B)]
=
∑
y∈Z2
ε=±
wε2,a,j(y)e
−η2α2(1+ε)Γj(0)e−η
2α2εΓj(y|0)
∑
x∈B
σ=±
Jx,σJσε,x+ye
iηασ(ϕ′x+εϕ
′
x+y)
+
∑
y∈Z2
ε=±
wε2,a,j(y)e
−η2α2(1+ε)Γj(0)e−η
2α2εΓj(y|0)
∑
x∈B
σ=±
Jx,σJσε,x+ye
iηασ(ϕ′x+εϕ
′
x+y)
+
∑
y∈Z2
ε=±
wε2,b,j(y)e
−(η+εη)2 α22 Γj(0)e−ηηα
2εΓj(y|0)
∑
x∈B
σ=±
Jx,σJσε,x+y
×
[
eiασ(ηϕ
′
x+εηϕ
′
x+y) + eiασ(ηϕ
′
x+εηϕ
′
x+y)
]
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+
∑
y∈Z2
ε=±1
wε2,c,j(y)e
−α22 (1+ε)2(η− 12 )2Γj(0)
∑
x∈B
σ=±
Jx,σJεσ,x+ye
iασ(1+ε)(η− 12 )ϕ′x . (6.79)
Hence the second part of the ansatz is
R
(j)ε
2,a,n(y) = R
(j−1)ε
2,a,n (y)e
−η2α2(1+ε)Γj(0)e−η
2α2εΓj(y|0),
R
(j)ε
2,a,n(y) = R
(j−1)ε
2,a,n (y)e
−η2α2(1+ε)Γj(0)e−η
2α2εΓj(y|0),
R
(j)ε
2,b,n(y) = R
(j−1)ε
2,b,n (y)e
−(η+εη)2 α22 Γj(0)e−ηηα
2εΓj(y|0),
R
(j)ε
2,c,n(y) = R
(j−1)ε
2,c,n (y)e
−α22 (1+ε)2(η− 12 )2Γj(0). (6.80)
Solving (6.80) with initial data (6.78) we obtain
R
(j−1)ε
2,a,n (y) =
1
2
Z2nL
−4ne−η
2(1+ε)α2Γj−1,n+1(0)
× e−η2α2εΓj−1,n+1(y|0)e−η2α2Γn(0)
(
e−η
2α2εΓn(y) − 1
)
R
(j−1)ε
2,a,n (y) =
1
2
Z
2
nL
−4ne−η
2(1+ε)α2Γj−1,n+1(0)
× e−η2α2εΓj−1,n+1(y|0)e−η2α2Γn(0)
(
e−η
2α2εΓn(y) − 1
)
R
(j−1)ε
2,b,n (y) =
1
2
ZnZnL
−4ne−(η+εη)
2 α2
2 Γj−1,n+1(0)
× e−ηηα2εΓj−1,n+1(y|0)e−(η2+η2)α
2
2 Γn(0)
(
e−ηηα
2εΓn(y) − 1
)
,
R
(j−1)ε
2,c,n (y) := e
−α22 (1+ε)2(η− 12 )2Γj−1,n+1(0)
n∑
k=0
2−(n−k)L−4ke−L
−k|y|
×
{
Z2k
1
2
∑
σ=±1
X∋0∑
X∈Sn
Ej
[
K̂
(a,k)
2,n
(
−σ 1 + ε
2
, ζ,X, 0, σ, y, σε
)]
+ Z
2
k
1
2
∑
σ=±1
X∋0∑
X∈Sn
Ej
[
K̂
(a,k)
2,n
(
σ
1 + ε
2
, ζ,X, 0, σ, y, σε
)]
+ ZkZk
1
2
∑
σ=±1
X∋0∑
X∈Sn
Ej
[
K̂
(b,k)
2,n
(
−σ 1− ε
2
, ζ,X, 0, σ, y, σε
)]}
. (6.81)
In conclusion, (6.33) yield (6.76). This concludes the proof of Lemma 6.6.
7. Remainder part of the RG map
Lemma 7.1. If z > 0 is small enough and |sj |, |zj| ≤ c0|qj |, ‖K0,j‖h,Tj ≤ c0|qj |2,
there exists C ≡ C(A,L, α) such that,
‖R1,j‖1,h,Tj+1 ≤ C
[
|qj |2 + |qj |‖K1,j‖1,h,Tj + |qj |‖K†1,j‖1,h,Tj
]
; (7.1)
besides the same bound is valid for ‖R†1,j‖1,h,Tj+1 .
Proof. We begin with an exact formula for R1,j . From (5.13) we have
Pj(D) = P0,j(D) + P1,j(D) + P2,j(D) + P≥3,j(D)
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where, if V˜0,j(D) := V0,j(D)− Ej [V0,j(D)] and V˜1,j(D) := V1,j(D)− Ej [V1,j(D)],
P0,j(D) = V˜0,j(D)−
(
V0,j+1 + δEj |D| − Ej [V0,j ]
)
+
(
eU0,j(D) − 1− V0,j(D)
)
−
(
eU0,j+1(D)+δEj |D| − 1− (V0,j+1(D) + δEj |D|)
)
,
P1,j(D) = V˜1,j(D) +
(
eU0,j(D) − 1
)
V˜1,j(D)
+
(
eU0,j(D) − eU0,j+1(D)+δEj |D|
)
Ej [V1,j(D)]
− eU0,j+1(D)+δEj |D|
(
V1,j+1(D)− Ej [V1,j(D)]
)
+ eU0,j(D)W1,j(D) − eU0,j+1(D)+δEj |D|W1,j+1(D),
P2,j(D) =
1
2
eU0,j(D)
(
V1,j(D)
2 +W1,j(D)
2 + 2W2,j(D)
)
− 1
2
eU0,j+1(D)+δEj|D|
(
V1,j+1(D)
2 +W1,j+1(D)
2 + 2W2,j+1(D)
)
; (7.2)
while P≥3,j(D) contains the rest of Pj(D). Therefore we find
R(1)1,j(Y ′) =
D=Y ′∑
D∈Bj+1
Ej
[(
eU0,j(D) − 1− V0,j(D)
)
V1,j(D)
]
−
D=Y ′∑
D∈Bj+1
(
eU0,j+1(D)+δEj |D| − 1− V0,j+1(D)− δEj |D|
)
Ej [V1,j(D)]
−
D=Y ′∑
D∈Bj+1
(
eU0,j+1(D)+δEj |D| − 1
)(
V1,j+1(D)− Ej [V1,j(D)]
)
−
D=Y ′∑
D∈Bj+1
(
V0,j+1(D) + δEj |D| − Ej [V0,j(D)]
)
V1,j+1(D)
−
D=Y ′∑
D∈Bj+1
(
eU0,j+1(D)+δEj |D| − 1
)
W1,j+1(D)
+
D=Y ′∑
D∈Bj+1
Ej
[(
eU0,j(D) − 1
)
W1,j(D)
]
,
R(2)1,j(Y ′) =
D1∪D2=Y ′∑
D1,D2∈Bj+1
D1 6=D2
Ej
[(
P0,j(D1)− V˜0,j(D1)
)
V˜1,j(D2)
]
+
D1∪D2=Y ′∑
D1,D2∈Bj+1
D1 6=D2
Ej
[
P0,j(D1)
(
P1,j(D2)− V˜1,j(D2)
)]
,
R(3)1,j(Y ′) =
D=Y ′∑
D∈Bj+1
[
Ej [W1,j(D)]− Ej [W1,j(t˜j , D)]
]
,
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R(4)1,j(Y ′) =
D1∪D2=Y ′∑
D1,D2∈Bj+1
[
E
T
j [V0,j(D1);V1,j(D2)]− ETj
[
V0,j(t˜j , D1);V1,j(t˜j , D2)
] ]
,
R(5)1,j(Y ′) =
→Y ′∑
Y0∈Cj+1(X0)≥1
|Z|j+1+Cj+1(X0∪X1)≥2
Ej
[
PZ0,jR
X1
0,j
]
J
X0\Y0,(D)
0,j J1,j(DY0 , Y0)
+
→Y ′∑
Y1∈Cj+1(X1)≥1
|Z|j+1+Cj+1(X0∪X1)≥2
Ej
[
PZj,0R
X1\Y1
0,j R1,j(Y1)
]
J
X0,(D)
0,j
+
→Y ′∑
Cj+1(X0∪X1)≥1
B∈Bj+1(Z)6=∅
Ej
[
P1,j(B)P
Z\B
0,j R
X1
0,j
]
J
X0,(D)
0,j ,
R(6)1,j(Y ′) =
→Y ′∑
Cj+1(X0∪X1)≥1
B∈Bj+1(Y
′\W )
e−δEj|Y
′|+U0,j+1(Y ′\W )
(
V1,j+1(B) +W1,j+1(B)
)
Ej
[
PZ0,jR
X1
0,j
]
J
X0,(D)
0,j
+
→Y ′∑
Y0∈Cj+1(X0)
(
e−δEj |Y
′|+U0,j+1(Y ′\W ) − 1
)
Ej
[
PZ0,jR
X1
0,j
]
J
X0\Y0,(D)
0,j J1,j(DY0 , Y0)
+
→Y ′∑
Y1∈Cj+1(X1)
(
e−δEj |Y
′|+U0,j+1(Y ′\W ) − 1
)
Ej
[
PZ0,jR
X1\Y1
0,j R1,j(Y1)
]
J
X0,(D)
0,j
+
→Y ′∑
Cj+1(X0∪X1)≥1
B∈Bj+1(Z)
(
e−δEj |Y
′|+U0,j+1(Y ′\W ) − 1
)
Ej
[
P
Z\B
0,j P1,j(B)R
X1
0,j
]
J
X0,(D)
0,j ,
R(7)1,j(Y ′) =
Z=Y ′∑
Z∈Pj+1
|Z|j+1≥3
∑
B∈Bj+1(Z)
Ej
[
P
Z\B
0,j P1,j(B)
]
+
(
e−δEj |Y
′| − 1
) Z=Y ′∑
Z∈Pj+1
|Z|j+1≥2
∑
B∈Bj+1(Z)
Ej
[
P Y
′
j
]
+
(
e−δEj |Y
′| − 1
) B=Y ′∑
B∈Bj+1
Ej
[
P1,j(B) − V˜1,j(B)
]
,
R(8)j (Y ′) =
X=Y ′∑
X∈Pj
|Cj(X)|≥2
∑
Y0∈Cj(X)
Ej
K1,j(Y0) ∏
Y ∈Cj(X\Y0)
K0,j(Y )
 ,
R(9)j (Y ′) =
X=Y ′∑
X∈Pj
B∈Bj+1(Y
′\X)
Ej
(V1,j(B) +W1,j(B))eU0,j(Y ′\X) ∏
Y ∈Cj(X)
K0,j(Y )

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+
X=Y ′∑
X∈Pj
Y0∈Cj+1(X)
Ej
(eU0,j(Y ′\X) − 1)K1,j(Y0) ∏
Y ∈Cj(X\Y0)
K0,j(Y )
 . (7.3)
The reason of (7.1) is that each of the above terms falls into one of two classes:
a) those terms which, besides containing a factor of V1,j or W1,j , also contain at
least two factors of sj , zj , or one factor of K0,j; b) those terms which contain one
factor of either K1,j or K
†
1,j and at least one factor of sj , zj or K0,j To proceed
more formally, we need formula (6.74) of [Brydges, 2009] and a simpler version of
the bounds in Lemma 14 of [Falco, 2012].
Lemma 7.2 ([Brydges, 2009]). There exists a ϑ > 0 such that, for any X ∈ Pj,
(1 + 2ϑ)|X|j+1 ≤ |X |j + 8(1 + 2ϑ)|Cj(X)|. (7.4)
Lemma 7.3 ([Falco, 2012]). Under the hypothesis of Lemma 7.1, for a ϑ > 0, there
exists a C ≡ C(A,L, α) such that
‖eU0,j(ϕ,D) − 1‖h,Tj(ϕ,D) ≤ C|qj |Gstrj (ϕ,D), (7.5)
‖eU0,j+1(ϕ′,D)+δEj|D| − 1‖h,Tj(ϕ′,D) ≤ C|qj |Gstrj+1(ϕ′, D), (7.6)
‖P0,j(ϕ′, ζ,D)‖h,Tj(ϕ′,D) ≤ CA−(1+ϑ)|qj |
[
Gstrj (ϕ,D) +G
str
j+1(ϕ
′, D)
]
, (7.7)
‖J0,j(ϕ′, D, Y )‖h,Tj(ϕ′,Y ) ≤ CA−(1+ϑ)|D
∗|j+1 |qj |2Gstrj+1(ϕ′, D), (7.8)
‖R0,j(ϕ′, ζ, Y )‖h,Tj(ϕ′,Y ) ≤ CA−(1+ϑ)|Y |j+1 |qj |2
[
Gstrj+1(ϕ
′, Y ) +Gj(ϕ, Y )
]
. (7.9)
Let us consider, for example,R(8)j (Y ). Extracting the dependence in J be obtain,
as usual, two terms:
R(8)j (ϕ′, Y, x, σ) =
X=Y∑
X∈Pj
|Cj(X)|≥2
∑
Y0∈Cj (X)
Y0∋x
Ej
K1,j(ϕ, Y0, x, σ) ∏
Y ∈Cj(X\Y0)
K0,j(Y )
 ,
(7.10)
and a similar one proportional to K†1,j(ϕ, Y0, x, σ). Using (4.13), (4.16) and the
inequality A−|X|j ≤ A−(1+2ϑ)|Y |j+1A8(1+2ϑ)|Cj(X)| which is a consequence of (7.4),
a bound for ‖R(8)j (ϕ′, Y, x, σ)‖h,Tj(ϕ′,Y ) is, for a C ≡ C(A,L, α),
Gj+1(ϕ
′, Y )‖K1,j‖1,h,Tj
X=Y∑
X∈Pj
|Cj(X)|≥2
A−|X|j2|X|j(C|qj |)|Cj(X)|−1
≤ Gj+1(ϕ′, Y )‖K1,j‖1,h,Tj4L
2|Y |j+1A−(1+2ϑ)|Y |j+1
∑
p≥2
A8(1+2ϑ)p(C|qj |)p−1
≤ Gj+1(ϕ′, Y )‖K1,j‖1,h,TjA−|Y |j+1C1|qj |, (7.11)
where the last inequality holds if one first choosesA large enough so that 4L
2
A−2ϑ ≤
1, and then chooses |q1| small enough so that the series in p is convergent. To obtain
the second line we also used that in the sum in the first line there are no more than
2|Y |j ≤ 2L2|Y |j+1 terms.
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As a second sample case, consider one of the terms in R(6)1,j(Y ), which, after the
extraction of ZjL
2jJx,σ, is
Zj+1
Zj
L−2eiαησϕ
′
x
→Y∑
Cj+1(X0∪X1)≥1
B∈Bj+1(Y \W ),B∋x
e−δEj |Y |+U0,j+1(Y \W )Ej
[
PZ0,jR
X1
0,j
]
J
X0,(D)
0,j .
(7.12)
A bound for the norm ‖ · ‖h,T (ϕ′,Y ) of this term is made of three kinds of factors:
a product of field regulators, a product of factors of A−1, and a product of factors
of |qj |. Collecting all the factors of field regulators we obtain
Gstrj+1(ϕ
′, Y \W )
∏
D∈Bj+1(Z)
[
Gstrj (ϕ,D) +G
str
j+1(ϕ
′, D)
]
×
∏
Y ∈Cj+1(X1)
[
Gj(ϕ, Y ) +G
str
j+1(ϕ
′, Y )
]
Gstrj+1(ϕ
′, X0)
≤
∑
W1∈Pj+1(Z)
W2∈((X1))j+1
Gj(ϕ,W1 ∪W2)Gstrj+1(ϕ′, Y \(W1 ∪W2)), (7.13)
where ((X1))j+1 is the collection of all the possible unions of connected parts of
X1. Since the number of terms in the sum over W1 and W2 is not larger than
2|Z|j+1+|Cj+1(X1)|, by (4.16) the expectation of such factors is bounded by
2|Z|j+1+|Cj+1(X1)|2L
2|Z|j+1+L2|X1|j+1Gstrj+1(ϕ
′, Y ).
Next, collecting the A−1 factors coming from (7.7), (7.8), (7.9), we obtain a factor
not larger than A−(1+ϑ)|Y |j+1 . In conclusion, a bound for (7.12) is, for a C ≡
C(A,L, α),
Gstrj+1(ϕ
′, Y )2(1+L
2)|Y |j+1A−(1+ϑ)|Y |j+1
×
→Y∑
Cj+1(X0∪X1)≥1
(C|qj |)|Z|j+1+2|Cj+1(X0∪X1)|
≤ Gstrj+1(ϕ′, Y )2(5+L
2)|Y |j+1A−(1+ϑ)|Y |j+1
∑
p≥1
(C|qj |)2p
≤ C1Gstrj+1(ϕ′, Y )A−|Y |j+1 |qj |2, (7.14)
where we used that the sum in the second line has no more than 4|Y |j+1+|Cj+1(X0)| ≤
24|Y |j+1 (indeed each connected component of X0 has to be a small polymer);
besides we assumed A large enough so that 2(5+L
2)A−ϑ ≤ 1, as well as |q1| small
enough so that the series in p is convergent. The other terms of (7.3) can be studied
in a similar manner.
Lemma 7.4. If z > 0 is small enough and |sj|, |zj | ≤ c0|qj |, ‖K0,j‖h,Tj ≤ c0|qj |2
and ‖K1,j‖1,h,Tj ≤ c0|qj |2, there exists C ≡ C(A,L, α) such that,
‖Rδ,k2,j‖2,h,Tj+1 ≤
{
C|qk| for k = j
C|qj |‖Kδ,k2,j ‖2,h,Tj for 0 ≤ k ≤ j − 1
(7.15)
60 PIERLUIGI FALCO
Proof. When k = j the term Rδ,k2,j is generated by a term in K2,j+1 which contain
at least two factors of V1,j , W1,j+1 or K1,j and at least one factor of sj, zj or K0,j.
When k ≤ j + 1, term Rδ,k2,j is generated by terms in K2,j+1 which contain at least
one factor of Kδ,k2,j and one factor of sj , zj or K0,j . Note that in the case k = j the
norms on the right hand side are ‖ · ‖h,Tj or ‖ · ‖1,h,Tj , in which the size of the sets
are weighed with a factor A, whereas on the norm on the left hand side is ‖ · ‖2,h,Tj
in which the size of the sets are weighed with a factor
√
A: this provides the factor
e−L
−k|x1−x2| in (3.48).
7.1. Proof of Theorem 3.4. Let us consider the first of (3.40). We have
K1,j+1(Φ
′, Y, x, σ) = L1,j(Φ′, Y, x, σ) +R1,j(Φ′, Y, x, σ). (7.16)
From (3.38) we see that the assumption of Lemma 7.1 is satisfied; therefore, using
also (5.27), we obtain
‖K1,j+1‖1,h,Tj+1 ≤ ρ(L,A, η)‖K1,j‖1,h,Tj
+ C
[
|qj |2 + |qj |‖K1,j‖1,h,Tj + |qj |‖K†1,j‖1,h,Tj
]
(7.17)
Assuming by induction that ‖K1,j‖1,h,Tj ≤ 2C|qj |2 and that ‖K†1,j‖1,h,Tj ≤ 2C|qj |2,
we obtain that ‖K1,j+1‖1,h,Tj+1 ≤ 2C|qj+1|. (We also used that ρ(L,A, η) ≤ 1/4
for L and A large enough; that |qj |/|qj+1| ≤ 1 +
√
ab|z| ≤ 2 for |z| small enough;
and that |qj | ≤ c0|z| ≤ 18 for |z| small enough.) This proves the first of (3.40). The
second can be obtained in a similar way.
7.2. Proof of Theorem 3.8. Let us consider the bound for K
(a,k)
2,j+1. From the
previous definitions, suppressing the dependence in (Φ′, Y, x1, σ1, x2, σ2), we have
K
(a,k)
2,j+1 = 2L(a,k)2,j + 2R(a,k)2,j (7.18)
where the factors 2 stem from the prefactor 2−(j−k) in (3.48). Because of (3.38) the
assumptions in Lemma 7.4 are satisfied; therefore, with the aid of (5.28), we have
‖K(a,k)2,j+1‖2,h,Tj+1 ≤ 2ρ(L,A, η)‖K(a,k)2,j ‖2,h,Tj
+
{
2C|qk| for k = j
2C|qj |‖K(a,k)2,j ‖2,h,Tj for 0 ≤ k ≤ j − 1
. (7.19)
Therefore, for L and A large enough and |z| small enough it is easy to show induc-
tively a bound such as ‖K(a,k)2,j ‖2,h,Tj ≤ 4C|qk|. K(a,k)2,j+1 and K(b,k)2,j+1 can be dealt
with in a similar way.
8. Flow of the fractional charge renormalization
Merging (6.29) and (6.15) we obtain (3.32), namely the equation that describe
the flow of the renormalization parameters Zj and Zj . To study such flows we need
an explicit computation of some of the coefficients. In this section we set α2 = 8π.
The calculation of (3.36), was already done in [Falco, 2012]. Note that (3.44) is only
valid for η = 12 ; for other values of η in (0, 1) we just need that |m2,1,j |, |m1,2,j| are
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bounded, see below. Using (3.38) and (3.36), (3.43), the equation for the fractional
charge renormalization constants (3.32) becomesZj+1
Zj+1
 =
L2e−4πη2Γj(0) 0
0 L2e−4πη
2Γj(0)

×
1− η2|qj |+ M˜1,1,j m1,2,jzj +M1,2,j
m2,1,jzj +M2,1,j 1− η2|qj |+ M˜2,2,j
Zj
Zj
 (8.1)
where
M˜1,1,j = −(m1,1,jsj − η2|qj |) +M1,1,j ,
M˜2,2,j = −(m2,2,jsj − η2|qj |) +M2,2,j . (8.2)
Because of (3.38), (3.40) and (3.43), for a C ≡ C(L) and m = 1, 2,
|M˜m,m,j| ≤ C
[
|qj |L− 14 j + τ |q1|
[1 + |q1|(j − 1)] 32
]
. (8.3)
Let us consider two different cases, |η| = |η|, or |η| < |η|; the case |η| < |η| gives
the same formulas after interchanging Zj and η with Zj and −η.
8.1. Case |η| = |η|. In this case η = −η = 12 and (3.44) holds. Therefore, if we
introduce Z+j := Zj + Zj and Z
−
j = Zj − Zj : then
Z+j+1 = L
2e−πΓj(0)
(
1− 1
4
|qj |+ 1
2
qj +M+,j
)
Z+j ,
Z−j+1 = L
2e−πΓj(0)
(
1− 1
4
|qj | − 1
2
qj +M−,j
)
Z−j , (8.4)
where
M+,j :=
(
m1,2,jzj − 1
2
qj
)
+ M˜1,1,j +M2,1,j,
M−,j := −
(
m1,2,jzj − 1
2
qj
)
+ M˜1,1,j −M2,1,j . (8.5)
It is easy to see that also M+,j and M−,j satisfy the bound (8.3). In the physical
case z > 0, one has |qj | = qj and then
Z+j+1 = Z
+
1 e
2j lnL−πΓj,1(0)+ 14
∑j
k=1 qk+
∑j
k=1m+,k ,
Z−j+1 = Z
−
1 e
2j lnL−πΓj,1(0)− 34
∑j
k=1 qk+
∑j
k=1m−,k , (8.6)
where
m+,j := log
(
1 +
1
4
qj +M+,j
)
− 1
4
qj ,
m−,j := log
(
1− 3
4
qj +M−,j
)
+
3
4
qj . (8.7)
Hence |m+,j | and |m−,j | satisfy a bound like (8.3). Therefore, for a C ≡ C(L) and
for three constants {c˜σ : σ = 0,±} that are vanishing for τ, |q1| → 0, one has: for
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σ = ±, mσ,k is summable and∣∣∣∣∣
j∑
k=1
mσ,k − c˜σ
∣∣∣∣∣ ≤ C |q1|+ τ√1 + |q1|(j − 1) ;
while qk is not summable but∣∣∣∣∣
j∑
k=1
qk − ln(1 + |q1|j)− c˜0
∣∣∣∣∣ ≤ C|qj |.
Setting c+ := c˜+ + c˜0 and c− := c˜− + c˜0, from (8.6) one finds the explicit formula
for Z+j and Z
−
j in (3.45).
8.2. Case |η| < |η|. When 0 < η < 12 , we expect that the sequence (Zj) dominates
(Zj); therefore we recast (8.1) asZj+1
Zj+1
 = L2e−4πη2Γj(0)−η2|qj |+mj
1 0
0 ℓj
+
 0 m−,j
m+,j 0
Zj
Zj
 (8.8)
where
mj := ln
(
1− η2|qj |+ M˜1,1,j
)
+ η2|qj |,
ℓj := e
−4π(η2−η2)Γj(0)+η2|qj |−mj
(
1− η2|qj |+ M˜2,2,j
)
,
m−,j := eη
2|qj |−mj (m1,2,jzj +M1,2,j) ,
m+,j := e
−4π(η2−η2)Γj(0)+η2|qj |−mj (m2,1,jzj +M2,1,j) . (8.9)
For a C ≡ C(L) and σ = ± one has
|mj | ≤ C
[
|q1|L− 14 j + τ |q1|
[1 + |q1|(j − 1)] 32
]
,
|ℓj | ≤ L−2(η2−η2)
[
1 + C|qj |+ CL−
j
4
]
,
|mσ,j | ≤ C|qj |. (8.10)
The difference with the case η = −η is that in (8.10) the coefficientmj is absolutely
summable in j, while m+,j and m−,j are not. This will be compensated by the
presence of several factors of ℓj < 1. For z > 0, the solution of (8.8) isZj+1
Zj+1
 = L2je−4πη2Γj,1(0)−η2 ∑jk=1 qk+∑jk=1mkQ(j, 1)
Z1
Z1
 (8.11)
where Q(f, i) is a two-by-two matrix parametrized by two integers f ≥ i:
Q(f, i) =
f∏
n=i
1 0
0 ℓn
+
 0 m−,n
m+,n 0
 . (8.12)
From the definition (8.12), for any 1 ≤ j0 ≤ j, we have the factorization Q(j, 1) =
Q(j, j0)Q(j0−1, 1). We will take advantage of it by choosing a j0 that is large when
the difference η2 − η2 is small; and estimating Q(j, j0) and Q(j0 − 1, 1) in different
ways. This will avoid that L−1 (and hence z) be vanishing in the limit η → 12 .
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Lemma 8.1. If 0 ≤ z ≤ 14 , for every 0 ≤ η < 12 there exist a scale j0 ≡ j0(η) and
a constant C0 ≡ C0(η) such that:
1. Estimates for the entries of Q(j0 − 1, 1) are
|Q(j0 − 1, 1)1,1 − 1| ≤ C0|q1|2,
|Q(j0 − 1, 1)1,2 −
j0−1∑
d=1
ℓ1 · · · ℓd−1m−,d| ≤ C0|q1|3,
|Q(j0 − 1, 1)2,1| ≤ C0|q1|,
|Q(j0 − 1, 1)2,2 − ℓ1 · · · ℓj0−1| ≤ C0|q1|2. (8.13)
2. For m = 1, 2 the limits Q1,m(j0) := limj→∞Q(j, j0)1,m exist and
|Q1,1(j0)− 1| ≤ C0
√
|q1|,
|Q(j0)1,2 −
∑
d≥j0
ℓj0 · · · ℓd−1m−,d| ≤ C0|q1|
3
2 ; (8.14)
besides, estimates for the speed of convergence of the above limits are
|Q(j, j0)1,1 −Q(j0)1,1| ≤ C0|qj |, |Q(j, j0)1,2 −Q(j0)1,2| ≤ C0|qj |,
|Q(j, j0)2,1| ≤ C0|qj |, |Q(j, j0)2,2 − ℓj0 · · · ℓj| ≤ C0|qj ||q1|. (8.15)
In the limit η → 12 the constant C0(η) is divergent.
Proof. Consider (8.12) and expand the product of the sum. The interpretation of
the result can be given in terms of the process of two “states”, A1 and A2, and one
“particle”: at each time n = i, i+ 1, i+ 2, . . . , f the particle can either hold in one
of the two states or jump to the other. The “cost” of staying in state A1 or A2 at
time n is 1 and ℓn, respectively. The cost of jumping form A1 to A2 or from A2 to
A1 at time n is m+,n and m−,n respectively. Let us denote
∗[i,f ]∑
u1,d1,...,un,dn
the sum with constraint i ≤ u1 < d1 < · · · < un < dn ≤ f .
1. The entry Q(f, i)1,1 is the sum of the cost of all the patterns that start and end
at A1,
Q(f, i)1,1 = 1 +
∑
n≥1
∗[i,f ]∑
u1,d1,...,un,dn
n∏
s=1
m+,usℓus+1 · · · ℓds−1m−,ds ,
where: n is the number of intervals of time that the particle has spent in A2;
us’s are the times in which the particle jumps from A1 to A2, and ds’s are the
times in which the particle jumps from A2 to A1. As it is easy to see from
(8.10), there exists a constant C such that, if 0 ≤ z ≤ 14 , then ℓn ≤ C and
|m+,usm−,ds | ≤ C|q1|2. Hence, for a C0 ≡ C0(j0) (and divergent in the limit
j0 →∞)
|Q(j0 − 1, 1)1,1 − 1| ≤ C0|q1|2. (8.16)
However, if j0 is larger that a j
′
0 ≡ j′0(η), then one has the better bound ℓn ≤
L−(η
2−η2) for every n ≥ j0. Therefore, if ds−1 ≥ us ≥ j0, then |m+,usm−,ds | ≤
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C|qus |2; if also ds − us ≥ 2, then ℓus+1 · · · ℓds−1 ≤ L−(η
2−η2)(ds−us−2). In this
way we obtain that limj→∞Q(j, j0)1,1 exists and
|Q(j, j0)1,1 − 1| ≤
∑
n≥1
Cn
∑
u≥j0
q2u
∑
w≥0
L−(η
2−η2)w
n
≤
∑
n≥1
(
|q1|
1 + |q1|j0
C˜
1− L−(η2−η2)
)n
. (8.17)
Since |q1|1+|q1|j0 ≤
√|q1|j− 120 , if j0 is larger than a j′′0 (η) the term of the last series
is bounded by |q1|n2 . Therefore, for |q1| < 14 , such series is summable and
|Q(j, j0)1,1 − 1| ≤ 2
√
|q1|. (8.18)
To study the speed of convergence of limj→∞ Q(j, j0)1,1, consider an f > j and
the difference
Q(f, j0)1,1 −Q(j, j0)1,1 =
∑
n≥1
∗[j0,f ]∑
u1,d1,...,un,dn
dn≥j+1
n∏
s=1
m+,usℓus+1 · · · ℓds−1m−,ds . (8.19)
As |m+,unℓun+1 · · · ℓdn−1m−,dn | ≤ C0|qdn |2L−
1
2 (η
2−η2)(dn−un−2) for a C0 ≡
C0(η), using a similar argument and the constraint dn ≥ j + 1,
|Q(f, j0)1,1 −Q(j, j0)1,1| ≤ C0|qj |.
2. The entry Q(f, i)1,2 is the sum of the cost of all the patterns that start at A2
and end at A1,
Q(f, i)1,2 =
f∑
d=i
ℓi · · · ℓd−1m−,d
1 +∑
n≥1
∗[d+1,f ]∑
u1,d1,...,un,dn
n−1∏
s=1
m+,usℓus+1 · · · ℓds−1m−,ds

=
f∑
d=i
ℓi · · · ℓd−1m−,dQ(f, d+ 1)1,1. (8.20)
Therefore, for constants C and C0 ≡ C0(j0), we have∣∣∣∣∣Q(j0 − 1, 1)1,2 −
j0−1∑
d=1
ℓ1 · · · ℓd−1m−,d
∣∣∣∣∣
≤ j0Cj0 |q1| sup
d≤j0−1
|Q(j0 − 1, d)1,1 − 1| ≤ C0|q1|3. (8.21)
Besides, limj→∞Q(j, j0)1,2 exists and for a constant C1 ≡ C1(η, j0)∣∣∣∣∣∣Q(j, j0)1,2 −
j∑
d=j0
ℓj0 · · · ℓd−1m−,d
∣∣∣∣∣∣
≤ C|q1|
1− L−(η2−η2) supd≥j0
|Q(j, d)1,1 − 1| ≤ C1|q1| 32 . (8.22)
CRITICAL EXPONENTS OF THE COULOMB GAS 65
To study the speed of convergence of the limit consider an f ≥ j + 1 and the
difference
Q(f, j0)1,2 −Q(j, j0)1,2 =
j∑
d=j0
ℓi · · · ℓd−1m−,d [Q(f, d+ 1)1,1 −Q(j, d+ 1)1,1]
+
f∑
d=j+1
ℓi · · · ℓd−1m−,dQ(f, d+ 1)1,1. (8.23)
Then
|Q(f, j0)1,2 −Q(j, j0)1,2| ≤ C|q1|
1− L−(η2−η2) supj0≤d≤j
|Q(f, d+ 1)1,1 −Q(j, d+ 1)1,1|
+
C|qj |
1− L−(η2−η2) supj+1≤d≤f |Q(f, d+ 1)1,1| ≤ C0|qj |.
(8.24)
3. The entry Q(f, i)2,1 is the sum of the cost of all the patterns that start at A1
and end at A2,
Q(f, i)2,1 =
f∑
u=i
1 +∑
n≥1
∗[i,u−1]∑
u1,d1,...,un,dn
n−1∏
s=1
m+,usℓus+1 · · · ℓds−1m−,ds
m+,uℓu+1 · · · ℓf
=
f∑
u=i
Q(u− 1, i)1,1 m+,uℓu+1 · · · ℓf . (8.25)
For constants C and C0 ≡ C0(j0), we have
|Q(j0 − 1, i)2,1| ≤ j0Cj0 |q1| sup
u≤j0−1
|Q(u, i)1,1| ≤ C0|q1|. (8.26)
If j − 1 ≥ u ≥ j0, for a constant C1 ≡ C1(η) we have |m+,uℓu+1 · · · ℓj | ≤
C1|qj |L− 12 (η2−η2)(j−u); hence
|Q(j, j0)2,1| ≤ 2C1|qj |. (8.27)
4. The entry Q(f, i)2,2 is the total cost of all the patterns that start and end at
A2:
Q(f, i)2,2 = ℓi · · · ℓf
+
f∑
d<u=i
ℓi · · · ℓd−1m−,d Q(u− 1, d+ 1)1,1 m+,uℓu+1 · · · ℓf . (8.28)
For C0 ≡ C0(j0),
|Q(j0 − 1, i)2,2 − ℓ1 · · · ℓj0−1| ≤ C0|q1|2 ; (8.29)
besides
|Q(j, j0)2,2 − ℓj0 · · · ℓj| ≤ C0|q1||qj |. (8.30)
From these formulas, one obtains (8.13), (8.14) and (8.15).
Combining the bounds of this Lemma, we obtain:
Q(j, 1)1,1 = e
c˜1+r˜1,j ,
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Q(j, 1)1,2 =
∑
d≥1
ℓ1 · · · ℓd−1m−,dec˜2+s˜1,j ,
Q(j, 1)2,1 = r˜2,j,,
Q(j, 1)2,2 = e
−(η2−η2)[4πΓj,1(0)+
∑j
k=1 qk]+c˜3+r˜3,j + r˜4,j , (8.31)
where: |c˜1| ≤ C0
√|q1|; |c˜2|, |c˜3| ≤ C0|q1|; |r˜1|, |r˜2|, |r˜3| ≤ C0|qj |; |s˜1,j| ≤ C0(1 +
|q1|j)−1. Plugging (8.31) into (8.11), one obtains point 2. of Theorem 3.7.
Finally, note that the lowest order in z of limj→∞Q(j, 1)1,2 is
z
∑
j≥1
e−4π(η
2−η2)Γj−1,1(0)m1,2,j
= ze4π(η
2−η2)Γ0(0)
∑
j≥0
e−4π(η
2−η2)Γj−1,0(0)m1,2,j −m1,2,0

:= ze4π(η
2−η2)Γ0(0) (c(η) −m1,2,0) (8.32)
From the definition of m1,2,j in (6.75) we find
c(η) =
∑
n≥0
e−4π(η
2−η2)Γ∞,0(0)
∑
y∈Z2
R
(∞)
1,c,n(y)
=
∑
n≥0
L−2ne−4π(η
2−η2)Γn−1,0(0)
∑
y∈Z2
e−ηα
2Γ∞,n+1(y|0)eηα
2Γn(0)
(
e−ηα
2Γn(y) − 1
)
(8.33)
where the series in n is summable and strictly positive, as one can verify by the
inequality ex − 1 ≥ x + 12x2e−x0 , valid for any x : |x| ≤ x0, and by the fact that−η > 0, |Γn(y)| ≤ Γn(0),∑
y∈Z2
Γn(y) ≥ 0,
∑
y∈Z2
Γn(y)
2 > 0.
9. Exact asymptotic formulas
9.1. Proof of Lemma 3.1 and Lemma 3.6. A key result is the following Lemma,
in which we introduce a continuous approximation of the covariances Γj which has
a simpler scaling transformation.
Lemma 9.1. Consider the set of “continuous covariances” Γ˜j(x), j = 0, 1, . . .R−1,
defined for x ∈ R2 as
Γ˜j(x) :=
∫
d2p
(2π)2
eixp
u(Ljp)− u(Lj+1p)
p2
(9.1)
where u(p) is a differentiable even function such that u(Ljp) − u(Lj+1p) ≥ 0 for
every j and
u(0) = 1, |u(p)| ≤ C
1 + |p|4 . (9.2)
There exists a special choice of u and a constant C > 0 such that, for every x ∈ Z2,
|Γj(x)− Γ˜j(x)| ≤ CL− 14 j , |∂µΓj(x)− Γ˜,µj (x)| ≤ CL−
5
4 j , (9.3)
where the upper label ,µ indicates the continuous derivative (as opposed to ∂µ that
is the lattice one).
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The proof is in Appendix A.3. of [Falco, 2012]. (9.1) and (9.1) have important
consequences: first, for every x ∈ R2
Γ˜j(x) = Γ˜0(L
−jx); (9.4)
second,
Γ˜j(0) =
∫
d2p
(2π)2
u(Ljp)− u(Lj+1p)
p2
=
1
2π
lnL; (9.5)
finally, Γ˜∞,0(x|0) is a differentiable function and, asymptotically for large |x|,
Γ˜∞,0(x|0) :=
∞∑
j=0
[
Γ˜j(x) − Γ˜j(0)
]
= − 1
2π
ln |x|+ c˜E + o(1) (9.6)
where o(1) is a vanishing term in the limit |x| → ∞ and c˜E is a constant.
Consider the coefficient aj in (6.66). Let R˜
(j−1)
0,b,n and Γ˜j(0|y) be the same function
as R
(j−1)
0,b,n and Γj(0|y), respectively, but with Γ˜j(x) in place of Γj(x) for any j. Using
(9.3) we have ∑
y∈Z2
|y|2
∣∣∣R(j)0,b,j − R˜(j)0,b,j(y)∣∣∣ ≤ C(L)L− 14 j∑
y∈Z2
|y|2
∣∣∣R(j)0,b,n(y)−R(j−1)0,b,n (y)− R˜(j)0,b,n(y) + R˜(j−1)0,b,n (y)∣∣∣ ≤ C(L)L− j4L− 34 (j−n)
(9.7)
therefore in the definition of aj we can replace R
(j−1)
0,b,n with R˜
(j−1)
0,b,n up to an error
CL−
j
4 . Besides,∣∣∣∣∣∣
∑
y∈Z2
|y|2R˜(j)0,b,n(y)−
∫
d2y |y|2R˜(j)0,b,n(y)
∣∣∣∣∣∣ ≤ C(L)L−j ;
therefore in the formula for aj replacing the sum with an integral generates and
error not larger than CL−ϑj for a ϑ < 1. In conclusion, an equivalent formula for
aj is, up to an O(L
− j4 ) error,
α2
2
∫
d2y y2
[
j∑
n=0
R˜
(j)
0,b,n(y)−
j−1∑
n=0
R˜
(j−1)
0,b,n (y)
]
. (9.8)
We now take advantage of the exact scale transformation (9.4). We have R˜
(j−1)
n (y) =
L4R˜
(j)
n+1(yL); hence the two sums in (9.8) cancel each others almost completely, and
(9.8) becomes
α2
2
∫
d2y y2R˜
(j)
0,b,0(y) =
α2
2
∫
d2y y2e−α
2Γ˜∞,1(0|y)e−α
2Γ˜0(0)
(
eα
2Γ˜0(y) − 1
)
+O(L−j)
=
α2
2
∫
d2y
y2
[
w(y)− w(yL−1)L4−α
2
2pi
]
+O(L−j) (9.9)
for w(y) = y4e−α
2Γ˜∞,0(0|y); a new O(L−j) error in the first line is due to the
replacement of e−α
2Γ˜j,1(0|y) with e−α
2Γ˜∞,1(0|y). At α2 = 8π, the last integral can be
exactly computed only using the differentiability of w(y) and the boundary values
w(0) = 0 and limy→∞ w(y) = e−8πc˜E , see (9.6). This proves the first of (3.36).
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Now consider the coefficient m2,1,j in (6.75). Arguing as done for aj , up to
O(L−ϑj) corrections, it is given by∫
d2y
[
j∑
n=0
R˜
(j)
1,c,n(y)e
−α22 (2η−1)Γ˜j(0) −
j−1∑
n=0
R˜
(j−1)
1,c,n (y)
]
(9.10)
where the formula for R˜
(j−1)
1,c,n (y) is obtained from the formula for R
(j−1)
1,c,n (y) by
replacing Γj(x) with Γ˜j(x). In the case η = −η = 12 , by means of the exact scaling
R˜
(j−1)
1,c,n (y) = L
2R˜
(j)
1,c,n+1(yL), (9.10) becomes∫
d2y R˜
(j)
1,c,0(y) =
∫
d2y e−
α2
2 Γ˜∞,1(0|y)e−
α2
2 Γ˜0(0)
(
e
α2
2 Γ˜0(y) − 1
)
+O(L−j)
=
∫
d2y
y2
[√
w(y) −
√
w(yL−1)L2−
α2
4pi
]
+O(L−j) (9.11)
where w(y) is the same function introduced for aj . At α
2 = 8π the last integral can
be exactly computed only using the differentiability of
√
w(y) for y 6= 0 and the
boundary values
√
w(0) = 0 and limy→∞
√
w(y) = e−4πc˜E . This proves the first of
(3.44); the second is also proven because at η = −η = 12 one has m1,2,j = m2,1,j.
Finally, consider the coefficient bj in (6.66) and m1,1,j , m2,2,j in (6.75). With
the same argument used for aj, an equivalent formula the last two coefficients, up
to an η2 or η2 prefactor, is
α2
2
∑
µ=ê
∫
d2y
[(
Γ˜,µj (y)
)2
+ 2Γ˜,µj−1,0(y)Γ˜
,µ
j (y)
]
+O(L−
j
4 )
=
α2
2
∑
µ=ê
∫
d2y
[(
Γ˜,µj,0(y)
)2
−
(
Γ˜,µj−1,0(y)
)2
)
]
+O(L−
j
4 ) (9.12)
At α2 = 8π, (9.12) is also an equivalent formula for bj . As Γ˜
,µ
j−1,0(y) = LΓ˜
,µ
j,1(yL),
the last integral in (9.12) becomes
α2
2
∑
µ=ê
∫
d2y
[(
Γ˜,µj,0(y)
)2
−
(
Γ˜,µj,1(y)
)2]
=
α2
2
∫
d2p
(2π)2
[u(p)]2 − [u(Lp)]2
p2
+ α2
∫
d2p
(2π)2
[u(p)]− [u(Lp)]
p2
u(Lj+1p) (9.13)
In the last line, the former integral can be exactly computed while the latter, using
the boundedness of the derivatives of u is O(L−j). This proves (3.43) and the
second of (3.36).
9.2. Proof of Theorem 3.9. From (6.33) we have
w−2,a,R(y) =
1
2
R−1∑
n=0
Z2nL
−4neη
2α2ΓR,n+1(y|0)e−η
2α2Γn(0)
(
eη
2α2Γn(y) − 1
)
. (9.14)
Use the inequality Z2nL
−4n ≤ CϑL−ϑn for a ϑ < min{4η2, 4η2, 1}, to replace the
function ΓR,n+1(y|0) with Γ∞,n+1(y|0) up to an O(L−Rϑ) error term. Note that
each y can be uniquely written as y = Ln0τ for |τ | ∈ [1, L) and an integer n0; then
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eη
2α2Γn(y) − 1 = 0 every time n ≤ n0 − 1 so that, in (9.14), one can actually start
the sum from n = n0. Accordingly, a formula for limR→∞ w−2,a,R(y) is
w−2,a(y) =
1
2
∑
n≥n0
Z2nL
−4neη
2α2Γ∞,n+1(y|0)e−η
2α2Γn(0)
(
eη
2α2Γn(y) − 1
)
. (9.15)
Using the same argument, a formula for w−2,a(y) = limR→∞ w
−
2,a,R(y) is given by
(9.15) after replacing Zj and η with Zj and −η. Let us consider three different
cases.
9.2.1. Case 0 < η < 12 . It is convenient to write (9.15) as the difference of two
convergent series
1
2
∑
n≥n0
Z2nL
−4neη
2α2Γ∞,n(y|0) − 1
2
∑
n≥n0
Z2nL
−4ne−η
2α2Γn(0)eη
2α2Γ∞,n+1(y|0). (9.16)
By replacing in the second series the factor Z2nL
−4ne−η
2α2Γn(0) with the almost
identical factor Z2n+1L
−4(n+1), each term of the latter series cancels a term in the
former, so that only the term for n = n0 in the first series survives; besides, by
definition of n0 we have Γ∞,n0(y|0) = Γ∞,0(y|0) + Γn0−1,0(0). Hence
w−2,a(y) =
1
2
Z2n0L
−4n0eη
2α2Γn0−1,0(0)eη
2α2Γ∞,0(y|0)
− 1
2
∞∑
n=n0
(
Z2nL
−4ne−η
2α2Γn(0) − Z2n+1L−4(n+1)
)
eη
2α2Γ∞,n+1(y|0).
(9.17)
The first term in (9.17) is the leading one. Indeed, from (3.46) we have
Z2jL
−4j = e−η
2α2Γj−1,0(0)[1 + |q1|(j − 1)]−2η2ec˜1+r˜1,j ,
Z
2
jL
−4j = e−η
2α2Γj−1,0(0)[1 + |q1|(j − 1)]−2η2r2,j , (9.18)
where |rm,j | ≤ C(1+ |q1|j|)− 12 for any m = 1, 2 and c˜1, c˜2 are vanishing in the limit
z → 0. Therefore the first term of (9.17) is
e8πη
2cE
2|y|4η2 (1 + |q1| logL |y|)
−2η2ec˜(1 + o(1)), (9.19)
for o(1) a term bounded by C(log |y|)− 12 . The second term in (9.17) is subleading
by a factor (logL |y|)−
1
2 at least. Indeed from (9.27) we also find
|Z2nL−4ne−η
2α2Γn(0) − Z2n+1L−4(n+1)|
≤ Z2n+1L−4(n+1)
[(
1 + |q1|n
1 + |q1|(n− 1)
)2η2 (
1 + s˜1,n
1 + s˜1,n+1
)
− 1
]
≤ C L
−4η2n0
(1 + |q1|n0)2η2+ 12
L−4η
2(n−n0). (9.20)
Summing over n ≥ n0, one obtains the bound C|y|−4η2(1 + |q1|n0)−2η2− 12 , which
is subleading with respect to (9.19). Instead, for w2,a(y) the method used above
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does not work; however, we can provide an upper bound that shows that w2,a(y) is
subleading with respect to w2,a(y): as
eη
2α2Γ∞,n+1(y|0)e−η
2α2Γn(0)
∣∣∣eη2α2Γn(y) − 1∣∣∣ ≤ Cη2α2|Γn(y)|,
w2,a(y) is bounded by
Cη2α2
∑
n≥n0
Z
2
nL
−4n|Γn(y)| ≤ C L
−4η2n0
(1 + |q1|n0)2η2+ 12
.
Next consider w−2,b,R in (6.33). For any 0 ≤ ϑ < 1 and a corresponding constant
Cϑ ≡ Cϑ(η), we have the bound
|w−2,b,R(y)| ≤ ηηα2C
R−1∑
n=1
ZnL
−2nZnL−2ne−
α2
2 ΓR−1,n+1(0)
≤ ηηα2CϑL−4η2ϑR. (9.21)
Hence limR→∞ w−2,b,R(y) = 0. Finally, consider w
−
2,c(y). From (6.33) we find
|w−2,c(y)| ≤
∑
k≥0
L−4ke−L
−k|y|∑
n≥k
2−(n−k)
×
{
Z2k
1
2
∑
σ=±1
X∋0∑
X∈Sn
Ej
[
|K̂(a,k)2,n (0, ζ,X, 0, σ, y,−σ) |
]
+ Z
2
k
1
2
∑
σ=±1
X∋0∑
X∈Sn
Ej
[
|K̂(a,k)2,n (0, ζ,X, 0, σ, y,−σ) |
]
+ ZkZk
1
2
∑
σ=±1
X∋0∑
X∈Sn
Ej
[
|K̂(b,k)2,n (σ, ζ,X, 0, σ, y,−σ) |
]}
≤ SA− 12 k∗s (
√
A, 1/2)
∑
k≥0
L−4ke−L
−k|y|∑
n≥k
2−(n−k)
×
{
Z2k‖K(a,k)2,n ‖2,h,Tj + Z
2
k‖K(a,k)2,n ‖2,h,Tj + ZkZk‖K(b,k)2,n ‖2,h,Tj
}
. (9.22)
Hence, from (3.49), we obtain
|w−2,c(y)| ≤
|q1|C
|y|4η2(1 + |q1| logL |y|)2η2+1
. (9.23)
9.2.2. Case 12 < η < 1. The fundamental difference with the previous case is in the
formula for the renormalization constants. From (3.46) we have
Z
2
jL
−4jeη
2α2Γj−1,0(0) = [1 + |q1|(j − 1)]−2η2c(η)2z2ec˜1+r˜1,j ,
Z2jL
−4jeη
2α2Γj−1,0(0) = [1 + |q1|(j − 1)]−2η2ec˜2 r˜2,j , (9.24)
where c(η) is the positive constant in Theorem 3.7. Now, proceeding with w2,a(y)
with the same method that in the previous section was used for w2,a(y) we obtain
the formula
z2c(η)2
e8πη
2cE
2|y|4η2 (1 + |q1| logL |y|)
−2η2ec˜(1 + o(1)), (9.25)
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for o(1) a term bounded by C(log |y|)− 12 . Conversely, proceeding with w2,a(y) with
the same method that in the previous section was used for w2,a(y) we obtain the
bound
Cη2α2
∑
n≥n0
Z2nL
−4n|Γn(y)| ≤ C L
−4η2n0
(1 + |q1|n0)2η2+ 12
,
which is subleading with respect to (9.29). Finally, with the same arguments of the
previous section, w2,a(y) = 0 and
|w−2,c(y)| ≤
|q1|C
|y|4η2(1 + |q1| logL |y|)2η2+1
. (9.26)
9.2.3. Case η = 12 . From (3.45), we have
Zj =
Z+j + Z
−
j
2
=
1
2
L2je−πΓj−1,0(0)(1 + |q1|(j − 1)) 14 ec˜+s˜j (9.27)
where c˜ vanishes for z → 0 and |s˜j | ≤ C√
1+|q1|j
. Hence
Z2n0L
−4n0eη
2α2Γn0−1,0(0) =
1
4
(1 + |q1|(n0 − 1)) 12 e2c˜+2s˜n0 (9.28)
and the formula for w−2,a(y) is
e2πcE
8|y| (1 + |q1| logL |y|)
1
2 ec˜(1 + o(1)). (9.29)
Now consider w−2,a(y). Since a formula for Zj = (Z
+
j − Z−j )/2 is again given by
(9.27), –but for numerically different c˜ and s˜j– also the formula for w
−
2,a(y) is (9.29).
Finally, consider w−2,c(y).
|w−2,c(y)| ≤
|q1|C
|y|(1 + |q1| logL |y|) 12
. (9.30)
This completes the proof of point 1 of Theorem 3.10.
9.3. Proof of Theorem 3.9. For the sake of brevity in this section we denote E˜R
the limiting expectation limm→0 ER. Let us consider the last term of (3.35)
e−δER|Λ|E˜R
[
∂2K2,R(Φ)
∂Jx,+∂J0,−
]
J=0
= e−δER|Λ|
R∑
k=0
2−(R−k)e−L
−k|x|L−4k
×
{
Z2kE˜R
[
K
(a,k)
2,R
]
+ Z
2
kE˜R
[
K
(a,k)
2,R
]
+ ZkZkE˜R
[
K
(b,k)
2,R
]}
(9.31)
where we suppressed inK
(δ,k)
2,R the dependence in (ζ,Λ, x,+, 0,−). Using (3.39),(4.17)
and (3.49), an upper bound for the absolute value of (9.31) is
C′A−1eC|qR||qR|
R∑
k=0
2−(R−k)e−L
−k|x|
(
L−4kZ2k + L
−4kZ
2
k
) |qk|
|qR| .
In the limit R → ∞, this bound is vanishing: indeed |qR| → 0 while the sum
remains bounded by the fact that ZkL
−2k, ZkL−2k ≤ C. Next, consider the first
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term in (3.35): expanding the product inside the square brackets, one obtains four
terms. Since they can all be studied in similar way, let us consider one of them:
e−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)
∂V1,R(Φ)
∂Jx,+
∂V1,R(Φ)
∂J0,−
]
J=0
= e−δER|Λ|L−4RE˜R
[
eV0,R(ζ)+W0,R(ζ)
(
Z2Re
iηα(ζx−ζ0) + Z
2
Re
iηα(ζx−ζ0)
)]
+ e−δER|Λ|L−4RE˜R
[
eV0,R(ζ)+W0,R(ζ)ZRZR
(
eiα(ηζx−ηζ0) + eiα(ηζx−ηζ0)
)]
(9.32)
It is easy to see that, for a C ≡ C(α) and for z smaller than a z(L, α),
‖V0,R(ζ,Λ)‖h,TR(Λ) ≤ C|qR|
(
1 + max
n=1,2
‖∇nRζ‖2L∞(Λ)
)
≤ C|qR|+ 1
2
lnGstr(ζ,Λ),
‖W0,R(ζ,Λ)‖h,TR(Λ) ≤ C|qR|2
(
1 + max
n=1,2
‖∇nRζ‖2L∞(Λ)
)
≤ C|qR|2 + 1
2
lnGstr(ζ,Λ),
‖eiα1ζx‖h,TR(Λ) ≤ eh|α|;
therefore, for any α1, α2 ∈ R,∣∣∣eV0,R(ζ)+W0,R(ζ)ei(α1ζx+α2ζ0)∣∣∣
≤ ‖eV0,R(ζ)+W0,R(ζ)‖h,TR(Λ) ‖eiα1ζx‖h,TR(Λ) ‖eiα2ζ0‖h,TR(Λ)
≤ eh|α1|+h|α2|e2C|qR|Gstr(ζ,Λ). (9.33)
In conclusion, the absolute value of (9.32) can be bounded by
C(α)eC|qR|
(
L−4RZ2R + L
−4RZ
2
R
)
.
In the limit R→∞ this bound is vanishing since |qR|, L−2RZR, L−2RZR → 0. The
remaining term of (9.32) is the one that gives the right hand side of (3.51). To
prove this fact, we need to study the difference
e−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)
∂2W2,R(Φ)
∂Jx,+∂J0,−
]
J=0
− 2
[
w−2,a,R(x) + w
−
2,a,R(x) + w
−
2,c,R(x)
]
= 2w−2,a,R(x)
{
e−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)eiηα(ζx−ζ0)
]
− 1
}
+ 2w−2,a,R(x)
{
e−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)eiηα(ζx−ζ0)
]
− 1
}
+ 2w−2,b,R(x)e
−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)eiα(ηζx−ηζ0)
]
+ 2w−2,b,R(x)e
−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)eiα(ηζx−ηζ0)
]
.
+ 2w−2,c,R(x)
{
e−δER|Λ|E˜R
[
eV0,R(ζ)+W0,R(ζ)
]
− 1
}
. (9.34)
Observe that, by (3.13) and (3.14)
lim
R→∞
E˜R
[
eiηα(ζx−ζ0)
]
= 1, E˜R
[
eiα(ηζx−ηζ0)
]
= 0.
From them it is easy to show that (9.34) is vanishing in the limit R→∞.
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Appendix A. Functional Integral Formulation
A.1. Sine-Gordon transformation. It has been long known that free-energy and
correlations of the Coulomb gas can be formulated as expectations with respect to a
Gaussian measure [Kac, 1959; Siegert, 1960]. Since the Yukawa potential WΛ(x,m)
in (2.1) is strictly positive definite, a finite dimensional Gaussian field {ϕx : x ∈ Λ}
is defined by assigning zero mean and covariance (3.1). Therefore, for real σ1, . . . , σn
and x1 . . . , xn ∈ Λ, we have
Em,β
exp( n∑
j=1
σjϕxj
)
= e−
β
2Q
2WΛ(0;m) exp
{
− β
2
n∑
i,j=1
σiσj [WΛ(xi − xj ;m)−WΛ(0;m)]
}
(A.1)
where Q :=
∑n
j=1 σj . Now note that in the limit m→ 0 the coefficient WΛ(0;m) is
positively divergent; whereas under the same limit WΛ(x;m)−WΛ(0;m) converges
to WΛ(x|0) in (2.2); hence
lim
m→0
Em,β
exp( n∑
j=1
σjϕxj
)
=
{
exp
{
−β2
∑n
i,j=1 σiσjWΛ(xi − xj |0)
}
if
∑
j σj = 0
0 otherwise.
(A.2)
Using Taylor expansion in z and (A.2) we have
lim
m→0
Em,β
[
e2z
∑
x∈Λ cosϕx
]
= ZΛ(β, z),
lim
m→0
Em,β
[
eiη(ϕx−ϕy)e2z
∑
x∈Λ cosϕx
]
= Zp1,p2Λ (β, z); (A.3)
from these the functional integral formulation (3.3) follows.
A.2. Multiscale decomposition of the Gaussian measure. We review the
construction of the multiscale representation; for details the reader can consult
Appendix A of [Falco, 2012]. In that paper we gave an explicit procedure to obtain
the decomposition
WΛ(x;m) =
R−1∑
j=0
Γj(x;m) + Γ
′
R(x;m) := ΓR−1,0(x;m) + Γ
′
R(x;m), (A.4)
where the terms involved are such that Γj(x) ≡ Γj(x; 0) and Γ′R(x) ≡ Γ′R(x;m)
satisfy the properties discussed after (3.16). For any s ∈ (0, 12 ), consider the non-
negative definite, s–dependent potential
W˜Λ(x;m) :=
1− s
|Λ|
∑
p∈Λ∗
Γ̂R−1,0(p; 0) + Γ̂′R(p;m)
1 + s∆̂(p)
[
Γ̂R−1,0(p; 0) + Γ̂′R(p;m)
]eixp
where Γ̂R−1,0(p;m) and Γ̂′R(p;m) are the Fourier transforms of ΓR−1,0(x;m) and
Γ′R(x;m). Call E˜m,β the associated Gaussian expectation. In the limit m → 0,
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regardless of s, W˜Λ(0;m) is positively divergent, while W˜Λ(x;m) − W˜Λ(0;m) con-
verges to WΛ(x|0) –indeed, since WΛ(x;m) is the inverse of −∆ + m2, one has
∆̂(p)
[
Γ̂R−1,0(p; 0) + Γ̂′R(p; 0)
]
≡ −1. Therefore, using (A.1) and (A.2), it is easy
to see that (A.3) are still valid if we replace Em,β with E˜m,β .
Now let us consider (A.3) with the latter Gaussian expectation. For reason
related to the RG procedure, W˜Λ has been chosen so to be able to extract from
the measure and to add to the interaction a counterterm proportional to s2 (∂
µϕx)
2.
However note that it is not known whether W˜Λ(x;m) is strictly positive definite;
therefore, to have a Gaussian measure with a density, define g(x;m) such that
βW˜Λ(x;m) =
∑
y∈Λ g(x − y;m)g(y;m); then, for any integrable function F (ϕ),
such as the ones in (A.3), we have
E˜m,β [F (ϕ)] = EI [F (g
ϕ)]
where EI is the Gaussian expectation such that EI [ϕxϕy] = δx,y, and g
ϕ
x :=∑
y∈Λ g(x− y;m)ϕy. If α2 := β(1 − s) and ms := m√1−s , we have
E˜ms,β
{
F (ϕ)
}
= EA
{
F (gϕ) exp
[
s
2α2
∑
x∈Λ
µ∈û
(∂µgϕx )
2
]}
NΛ(s;m)
= EB
{
F (αϕ) exp
[
s
2
∑
x∈Λ
µ∈û
(∂µϕx)
2
]}
NΛ(s;m) (A.5)
where EA and EB are the expectations with respect to the Gaussian measure with
covariances
EA[ϕxϕy] =
1
|Λ|
∑
p∈Λ∗
{
1 + s∆̂(p)
[
Γ̂R−1,0(p; 0) + Γ̂′R(p;m)
]}
,
EB[ϕxϕy] =
1
|Λ|
∑
p∈Λ∗
[
Γ̂R−1,0(p; 0) + Γ̂′R(p;m)
]
;
and NΛ(s;m) takes into account the different normalization of two measures,
NΛ(s;m) =
∏
k∈Λ∗
[
m2 − (1− s)∆̂(k)
m2 − ∆̂(k)
] 1
2
. (A.6)
Finally (3.7) follows from the identity
EB
[
F (ϕ)
]
= ERER−1 · · ·E1E0
[
F (ζ(R) + ζ(R−1) + · · ·+ ζ(0))] (A.7)
where ζ(R), ζ(R−1), . . . , ζ(0) are two-by-two independent Gaussian fields with covari-
ances
Ej [ζ
(j)
x ζ
(j)
y ] =
{
Γj(x− y; 0) ≡ Γj(x− y) for j = 0, 1, . . . , R− 1,
Γ′R(x− y;m) ≡ Γ′R(x− y) for j = R.
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Appendix B. Proof of the Power Counting Theorems
B.1. Some Preliminary Inequalities.
Lemma B.1. Let F ∈ Nj(X) with X ∈ Sj. For any x0 ∈ X, if (δϕ)x := ϕx −ϕx0
and ρ := 5L−1,
‖F (δϕ)‖h,Tj+1(ϕ,X) ≤ ‖F (ξ)‖ρh,Tj(ξ,X)
∣∣∣
ξx=δϕx
; (B.1)
Proof. (B.1) follows from the identity∑
x∈X∗
fx
∂F (δϕ)
∂ϕx
=
∑
x∈X∗
(δf)x
∂F
∂ϕx
(ξ)
∣∣∣∣∣
ξ=δϕ
and the fact that, for X small, ‖δf‖C2j (X) ≤ 5L−1‖f‖C2j+1(X).
Lemma B.2. Let F ∈ Nj(X) and X ∈ Pj. Given ψ ∈ C2j (X), if ∆ := ‖ψ‖C2j (X),
‖F (ϕ+ ψ)‖h,Tj(ϕ,X) ≤ ‖F (ϕ)‖h+∆,Tj(ϕ,X); (B.2)
Proof. From the definition of the norm T nj (ϕ,X),
‖DnF (ϕ+ ψ)||Tnj (ϕ,X) ≤
∑
m≥0
∆m
m!
‖Dm+nF (ϕ)‖Tm+nj (ϕ,X).
From this (B.2) follows.
Lemma B.3. Let F ∈ Nj(X) with X ∈ Pj. For h > 0 and m ∈ N
‖Rem
m,ξ
F (ξ)‖h,Tj(ξ,X) ≤ 2(1 + h−1‖ξ‖C2j (X))m+1 sup
t∈[0,1]
‖F (tξ)‖
h,T
≥m+1
j (tξ,X)
. (B.3)
where ‖F (ϕ)‖
h,T≥mj (ϕ,X)
:=
∑
n≥m
hn
n! ‖DnF (ϕ)‖Tnj (ϕ,X)
Proof. For n ≥ m+ 1, obviously
‖DnRem
m,ζ
F (ξ)‖Tnj (ξ,X) = ‖DnF (ξ)‖Tnj (ξ,X). (B.4)
For 0 ≤ n ≤ m,
Dn Rem
m,ξ
(ξ) · (f1, . . . , fn)
= DnF (ξ) · (f1, . . . , fn)− Tay
m−n,ξ
[DnF (ξ) · (f1, . . . , fn)]
= Rem
m−n,ξ
[DnF (ξ) · (f1, . . . , fn)]
=
∫ 1
0
dt
(1 − t)m−n
(m− n)! D
m+1
ξ F (tξ) · (f1, . . . , fn, ξ, . . . , ξ); (B.5)
then,
‖DnRem
m,ζ
F (ξ)‖Tnj (ϕ,X) ≤
‖ξ‖m+1−nC2j (X)
(m+ 1− n)! supt∈[0,1]
‖Dm+1F (tξ)‖Tm+1j (tξ,X). (B.6)
From (B.4) and (B.6) we obtain
m+1∑
n=0
hn
n!
‖DnRem
m,ζ
F (ξ)‖Tnj (ϕ,X)
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≤ (1 + h−1‖ξ‖C2j (X))m+1
hm+1
(m+ 1)!
sup
t∈[0,1]
‖Dm+1F (tξ)‖Tm+1j (tξ,X)
≤ (1 + h−1‖ξ‖C2j (X))m+1 sup
t∈[0,1]
‖F (tξ)‖
h,T
≥m+1
j (tξ,X)
(B.7)
From that, (B.3) follows.
B.2. Charged Components Decomposition. By induction on the scale j, the
polymer activities K0,j(ϕ,X) are invariant under the global translations ϕy →
ϕy +
2mπ
α for any m ∈ Z. Define the function of real variable F (t) := K0,j(ϕ +
t,X), which is smooth and periodic of period 2π/a. Expanding F (t) in (absolutely
convergent) Fourier series and setting t = 0, one obtains the first of (4.26) with
charged components
K̂0,j(q, ϕ,X) :=
α
2π
∫ 2pi
α
0
ds K0,j(ϕ+ s,X)e
−iqαs.
Besides, since Gj(ϕ,X) only depends upon the derivatives of ϕ,
‖K̂0,j(q, ϕ,X)‖h,Tj(ϕ,X) ≤ ‖K0,j(X)‖h,Tj(X)Gj(ϕ,X), (B.8)
which proves (4.29). To obtain the other two of (4.26), one can verify by in-
spection of (5.20) and (5.30) and inductively that e−iηασϕxK1,j(ϕ,X, x, σ) and
e−iηασϕxK†1,j(ϕ,X, x, σ) are invariant under the transformation ϕy → ϕy+ 2mπα for
any m ∈ Z. Therefore the charged components in these cases are
K̂1,j(q, ϕ,X, x, σ) :=
α
2π
∫ 2pi
α
0
ds K1,j(ϕ+ s,X, x, σ)e
−i(q+ησ)αs,
K̂†1,j(q, ϕ,X, x, σ) :=
α
2π
∫ 2pi
α
0
ds K1,j(ϕ+ s,X, x, σ)e
−i(q+ησ)αs.
Again it is not difficult to see that
‖K̂1,j(q, ϕ,X, x, σ)‖h,Tj(ϕ,X) ≤ ‖K1,j(X, x, σ)‖h,Tj(X)Gj(ϕ,X), (B.9)
‖K̂†1,j(q, ϕ,X, x, σ)‖h,Tj(ϕ,X) ≤ ‖K†1,j(X, x, σ)‖h,Tj(X)Gj(ϕ,X), (B.10)
which proves (4.30). The proof of (4.27) and (4.31) follows from similar arguments.
B.3. Proof of the first dimensional bound. Here we prove Theorem 4.5, which
provides the first type of dimensional bound. We begin with setting up some
notations. Consider the Gaussian expectation Ej with covariance Γj and also the
Gaussian expectation EI with covariance I = (δi,j). Decompose Γj as Γj = gj ◦ gj
and call (gjf)x :=
∑
y∈Λ gj(x−y)fy and likewise for (Γjf)x. Consider an integrable
charge p activity F (ϕ) ≡ F (ϕ,X). Under the imaginary translation ζx → ζx +
i(gjf)x where f is any test function with finite support,
Ej [F (ϕ)] = EI [F (ϕ
′ + (gjζ))] = e
1
2 (f,Γjf) Ej
[
e−i(ζ,f)F (ϕ+ i(Γjf))
]
.
(The measure EI is involved in the identity to avoid to make the imaginary trans-
lation in a degenerate Gaussian measure, as in principle Ej could be.) Now use
the identity F (ϕ) = eiαpϑF (ϕ − ϑ) for any constant complex field ϑ: calling
ψx := (Γjf)x and, for x0 ∈ X , setting δψx := (Γjf)x − (Γjf)x0 , we have
Ej [F (ϕ)] = e
1
2 (f,Γjf)−αp(δx0 ,Γjf) Ej
[
e−i(ζ,f)F (ϕ+ iδψ, )
]
(B.11)
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where (δx0)x := δx,x0. In order to minimize the prefactor in the r.h.s. of (B.11), one
can set fx = αpδx,x0 . However, the size of such an fx grows in p, and this conflicts
with the assumption of finite radius of analyticity for all the activities F (ϕ). To
avoid this problem, we consider two cases:
1. if |p| ≤ 1, we make the optimal choice fx = αpδx,x0
2. if |p| > 1, we follow [Dimock and Hurd, 2000] and set fx = α sgn(p)δx,x0 (for
sgn(x) := x/|x|).
Therefore, from (B.11) we obtain
‖Ej [F (ϕ)] ‖h,Tj+1(ϕ′,X) ≤ e−d(p)
α2
2 Γj(0) Ej
[‖F (ϕ+ iδψ)‖h,Tj+1(ϕ′,X)] (B.12)
where d(p) := p2 for |p| ≤ 1 and d(p) := 2|p| − 1 otherwise. Note that according to
definition (4.7) for any value of p we have
∆ := ‖δψ‖C2j (X) ≤
h
2
.
Now consider the expectation on the r.h.s. of (B.12); and set ρ := 5L−1, Hx :=
ζx+i(δψ)x, . Since ‖eipϕx0‖h,Tj+1(ϕ′,X) is less than eh|p|α (which is L-independent),
by (B.1), (B.2), (??), and for L so large that ρ ≤ 12 , (hence ρh+∆ ≤ h)
‖F (ϕ+ iδψ)‖h,Tj+1(ϕ′,X) ≤ eh|p|α‖F (δϕ′ +H)‖h,Tj+1(ϕ′,X)
≤ eh|p|α‖F (ξ +H)‖ρh,Tj(ξ,X)
∣∣∣
ξ:=δϕ′
≤ eh|p|α‖F (ξ + ζ)‖ρh+∆,Tj(ξ,X)
∣∣∣
ξ:=δϕ′
≤ eh|p|α‖F‖h,TjA−|X|jGj(ϕ,X). (B.13)
The last inequality is due to the fact that Gj(ϕ,X) depends on the derivatives of ϕ,
and then Gj(δϕ+ ζ,X) = Gj(ϕ,X). Finally, (4.34) is obtained by plugging (B.13)
into (B.12) and using (4.16) for the integration Ej . This completes the proof of
Theorem 4.5.
B.4. Proof of the second dimensional bound. We want to prove Theorem
4.6, which gives the second dimensional bound. From (B.12) and the inequality
‖eipϕx0‖h,Tj+1(ϕ′,X) ≤ eh|p|α, we find
‖ Rem
m,δϕ′
Ej [F (ϕ)] ‖h,Tj+1(ϕ′,X) ≤ e−d(p)
α2
2 Γj(0) ‖ Rem
m,δϕ′
Ej [F (ϕ+ iδψ)] ‖h,Tj+1(ϕ′,X)
≤ eh|p|αe−d(p)α
2
2 Γj(0) Ej
[
‖ Rem
m,δϕ′
F (δϕ′ +H)‖h,Tj+1(ϕ′,X)
]
(B.14)
where Hx := ζx + iδψx. As in the previous proof, ∆ := ‖δψ‖C2j (X) ≤ h2 and
ρ := 5L−1 is small for large enough L. Now use (B.1), (B.3) and (B.2) to obtain
(the definition of the seminorm ‖ · ‖
ρh,T≥m+1j (ϕ,X)
is in Lemma B.3)
‖ Rem
m,δϕ′
F (δϕ′ +H)‖h,Tj+1(ϕ′,X) ≤ ‖Rem
m,ξ
F (ξ +H)‖ρh,Tj(ξ,X)
∣∣∣
ξ=δϕ′
≤ 2
(
1 + (ρh)−1‖ξ‖C2j (X)
)m+1
sup
t∈[0,1]
‖F (tξ +H)‖
ρh,T≥m+1j (tξ,X)
∣∣∣
ξ=δϕ′
≤ 2
(
1 + (ρh)−1‖ξ‖C2j (X)
)m+1
(2ρ)m+1 sup
t∈[0,1]
‖F (tξ +H)‖ h
2 ,Tj(tξ,X)
∣∣∣
ξ=δϕ′
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≤ 2
(
1 + (ρh)−1‖ξ‖C2j (X)
)m+1
(2ρ)m+1 sup
t∈[0,1]
‖F (tξ + ζ)‖ h
2+∆,Tj(tξ,X)
∣∣∣
ξ=δϕ′
(B.15)
To obtain the third line we used that ‖ · ‖
sh,T≥m+1j (ϕ,X)
≤ sm+1‖ · ‖h,Tj(ϕ,X). As
X ∈ Sj ,
L‖δϕ′‖C2j (X) ≤ C maxp=1,2 ‖∇
p
j+1ϕ
′‖L∞(X∗). (B.16)
Besides, since Gj depends upon the derivatives of the fields, Gj(tδϕ
′ + ζ,X) =
Gj(tϕ
′ + ζ,X). Therefore
‖ Rem
m,δϕ′
F (δϕ′ +H)‖h,Tj+1(ϕ′,X)
≤ Cm+1L−(m+1)‖F‖h,Tj(X)
(
1 + max
p=1,2
‖∇pj+1ϕ′‖L∞(X∗)
)m+1
× sup
t∈[0,1]
Gj(tϕ
′ + ζ,X). (B.17)
Finally, Theorem 4.6 is proven once (B.17) is plugged into (B.14) and last part of
Lemma 4.2 is used for the integration Ej .
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