Abstract. This paper resolves the unicity conjecture of Bonahon and Wong for the Kauffman bracket skein algebras of all oriented finite type surfaces at all roots of unity. The proof is a consequence of a general unicity theorem that says that the irreducible representations of a prime affine k-algebra over an algebraically closed field k, that is finitely generated as a module over its center, are generically classified by their central characters. The center of the Kauffman bracket skein algebra of any orientable surface at any root of unity is characterized, and it is proved that the skein algebra is finitely generated as a module over its center. It is shown that for any orientable surface the center of the skein algebra at any root of unity is the coordinate ring of an affine algebraic variety.
Introduction
Quantum hyperbolic geometry [7, 3] has the goal of building a quantum field theory that assigns numerical invariants to a three manifold M equipped with a trace equivalence class of representations ρ : π 1 (M ) → P SL 2 C, and perhaps with some homological data associated to cusps. One approach to this is via quantum Teichmüller theory [3, 8, 17] . Deep work of Bonahon and Wong [9] shows that the mechanism of quantum Teichmüller theory is essentially describing the Kauffman bracket skein algebra of a finite type surface at roots of unity. The next step is to understand the irreducible representations of those algebras [10, 11] . Bonahon and Wong associate to each irreducible representation of the skein algebra at roots of unity (with a mild restriction on the order) a classical shadow, which is determined by its central character. They conjecture that there is a generic family of classical shadows for which there is a unique irreducible representation of the skein algebra realizing that classical shadow [11] . We call this the unicity conjecture.
In this paper we resolve the unicity conjecture for irreducible representations of the Kauffman bracket skein algebras of all finite type surfaces at all roots of unity. The proof proceeds by studying the irreducible representations of a localization of the skein algebra that is Azumaya. Azumaya algebras are central to the study of noncommutative algebraic geometry [30] . The irreducible representations of an Azumaya algebra correspond exactly to the maximal ideals of its center. We actually prove a more general result, Theorem 1 below. Recall that if R is a k-algebra, where k is an algebraically closed field, then every finite-dimensional representation ρ of R gives rise to a central character χ ρ , which is a k-algebra homomorphism from the center of R to k. Denote the center of R by Z(R). Let Irrep(R) be the set of all equivalence classes of finite-dimensional representations of R, and Hom k−Alg (Z(R), k) be the set of all k-algebra homomorphisms from Z(R) to k, then we have the central character map (1.1) χ : Irrep(R) → Hom k−Alg (Z(R), k), ρ → χ ρ .
Theorem 1 (Unicity Theorem). Let R be a prime affine k-algebra, where k is an algebraically closed field and R is generated as a module over its center Z(R) by a finite set of r elements. , k) such that if τ ∈ V then χ −1 (τ ) has one element, i.e. τ is the central character of a unique (up to equivalence) irreducible representation ρ τ . Moreover all representations ρ τ with τ ∈ V have the same dimension N , equal to the square root of the rank of R over Z(R). On the other hand if τ is not in V then it is the central character of at most r non-equivalent irreducible representations, and each has dimension ≤ N .
Some explanations are in order here, for details see Section 3. Since R is prime, its center Z(R) is a commutative integral domain. The rank of R over Z(R) is defined to be the dimension of the Q-vector space R ⊗ Z(R) Q, where Q is the field of fractions of Z(R). By the Artin-Tate lemma (Lemma 3.1), Z(R) is an affine commutative k-algebra. Hence by the weak Nullstellensatz [5] , the set Hom k−Alg (Z(R), k) can be identified with MaxSpec(Z(R)), the set of all maximal ideals of Z(R), which is an affine algebraic set (over k) whose ring of regular functions is Z(R). The Zariski topology of Hom k−Alg (Z(R), k) in Theorem 1 is the Zariski topology of MaxSpec(Z(R)). Since Z(R) is a domain, MaxSpec(Z(R)) is an irreducible affine algebraic set.
Theorem 1, which is proved in Section 3, is an easy extension of results from the study of polynomial identity rings. For instance, it follows from the theorems in [13] used to analyze the representation theory of quantum groups at roots of unity. We have not found it stated explicitly in the literature, and it is useful for studying the representations of algebras underlying quantum invariants so we take a section to describe the concepts behind this theorem and sketch its proof.
For an oriented finite type surface F and a nonzero complex number ζ, let K ζ (F ) be the Kauffman bracket skein algebra of F at ζ, and Z ζ (F ) be its center, see Section 2. When ζ is a root of 1 whose order is not a multiple of 4, Bonahon and Wong [9] associate to each irreducible representation of K ζ (F ) an object called the classical shadow, which is roughly the following. Suppose first F is a closed surface and the order of ζ is 2 mod 4. Bonahon and Wong constructed an embedding of C[X ], the coordinate ring of the SL 2 (C)-character variety X of F , into the center Z ζ (F ) of the skein algebra K ζ (F ). For every irreducible representation of K ζ (F ), the restriction of its central character on C[X ] determines a point of X , i.e. an SL 2 (C)-character, called the classical shadow of the representation. When F has punctures, the classical shadow can be defined similarly, and consists of an SL 2 (C)-character and other data coming from the punctures. We also extend the definition of the classical shadow to the case when ζ is an arbitrary root of 1. The set of possible classical shadows form an affine algebraic variety Y , called the variety of classical shadows, which is closely related to the character variety X , see Section 5. For example, if F is closed and ζ is a root of 1 of order equal to 2 mod 4, then Y = X , which does not depend on ζ.
We will use Theorem 1 to prove the unicity conjecture of Bonahon and Wong:
Theorem 2 (Unicity Theorem for skein algebras). Let F be an oriented finite type surface and ζ be a root of unity. There is a Zariski open dense subset U of the variety of classical shadows Y such that each point of U is the classical shadow of a unique (up to equivalence) irreducible representation of K ζ (F ). All irreducible representations with classical shadows in U have the same dimension N which is equal to the square root of the rank of K ζ (F ) over Z ζ (F ). If a classical shadow is not in U , then it has at most r non-equivalent irreducible representations, and each has dimension ≤ N .
Here r is a constant depending on the surface F and the root ζ.
Let us look again at the case when F is closed and the order of ζ is 2 mod 4. If the ring C[X ] of SL 2 (C)-characters is strictly less than the center Z ζ (F ), then it is easy to show that one cannot have the uniqueness in Theorem 2. Hence, in order to prove the unicity theorem, we need to show that C[X ] = Z ζ (F ) in this case. A large part of our paper is to do exactly this, i.e. to prove that the center Z ζ (F ) is the expected one. For example, if F is of finite type and the order of ζ is 2 mod 4, then we show that the center Z ζ (F ) is generated by C[X ] and the skeins surrounding the punctures. A similar statement, though more complicated, is true for other roots of unity, see Theorem 4.1. After that, Theorem 2 follows fairly easily from Theorem 1, see Section 6. We also give a formula for the dimension of the generic irreducible representations of K ζ (F ) (i.e. the number N of Theorem 2) when F has at least one puncture, and the order of ζ is = 0 mod 4. In a future publication we will give a formula for N for all cases and study the generic representations of K ζ (F ).
Since the Kauffman bracket skein algebra K ζ (F ) is a vector space with basis the simple diagrams on F , our proofs depend on parametrizations of the simple diagrams. In the case where F has punctures, this is done via geometric intersection numbers with the edges of an ideal triangulation of F . If F is closed we use Dehn-Thurston coordinates. These depend on a choice of a pants decomposition P of the surface, and a dual graph D embedded into the surface. In order to characterize the center of the Kauffman bracket skein algebra of a closed surface we prove Theorem 2.19, which says that given a finite collection of simple diagrams S on F it is always possible to find (P, D) so that the Dehn coordinates of all the diagrams in S are triangular in the sense that if P i , P j , P k are simple closed curves in P that bound a pair of pants, then the geometric intersection numbers of any S ∈ S with P i , P j and P k satisfy all triangle inequalities, and there are no curves in S that are isotopic to a curve in P.
The paper is organized as follows. We start in Section 2 by reviewing known facts and proving additional results about the Kauffman bracket skein algebra of a finite type surface and methods for parametrizing simple diagrams on a surface. Section 3 summarizes results about Azumaya algebras that lead to the proof of the unicity theorem. In Section 4 we characterize the center of the Kauffman bracket skein algebra of any finite type surface at any root of unity. In Section 5 we prove that for any finite type surface, at any root of unity, the Kauffman bracket skein algebra is finitely generated as a module over its center, and describe the variety of classical shadows. In Section 6 we prove Theorem 2 and give a formula for the number N of Theorem 2 when F has at least one puncture, and the order of ζ is = 0 mod 4.
The authors would like to thank Vic Camillo, Mio Iovanov, Ryan Kinser, Paul Muhly, Nikolaus Vonessen and Zinovy Reichstein for their help understanding Azumaya algebras and for reading earlier versions of the algebraic arguments in this paper, and J. Marché, A. Sikora and Daniel Douglas for discussions on skein algebras.
The structure of the Kauffman Bracket skein algebra
Throughout the paper N, Z and C are respectively the set of non-negative integers, the set of integers, and the set of complex numbers. Let i denote the complex unit. A complex number ζ is called a root of 1 if ζ n = 1 for some positivie integer n, and the smallest such n is called the order of ζ and denoted by ord(ζ).
In this section we recall some known facts and prove additional results about the Kauffman bracket skein algebra of a finite type surface. We also develop techniques for parametrizing simple diagrams. New results include Theorem 2.6 about canonical isomorphisms of the even skein algebra at a root of 1 of order 4, Proposition 2.14 about the commutation of two simple diagrams, and Theorem 2.19 about the triangular covering of Dehn-Thurston coordinates.
2.1. The Kauffman bracket skein algebra. Throughout we fix a finite type surface F , i.e. a surface of the form F =F \ V, whereF is a connected, closed, oriented surface and V is a (possibly empty) finite set. The surfaceF can be uniquely recovered from F . A loop in F bounding a disk inF containing exactly one point in V is called a peripheral loop.
A framed link in F × [0, 1] is an embedding of a disjoint union of oriented annuli in F × [0, 1]. Framed links are usually considered up to isotopy. By convention the empty set is considered as a framed link with 0 components and is isotopic only to itself. The orientation of a component of a framed link corresponds to choosing a preferred side to the annulus. If D is a non-oriented link diagram on F then a regular neighborhood of D is a framed link with the preferred side up. We identify D with the isotopy class of the framed link it defines. Any framed link in F × [0, 1] is isotopic to a framed link determined by a link diagram. A simple diagram on F is a link diagram with no crossings and no trivial loops, i.e. a curve bounding a disk. We consider the empty set as a simple diagram which is isotopic only to itself.
For a non-zero complex number ζ, the Kauffman bracket skein module of F at ζ, denoted by K ζ (F ), is the C-vector space freely spanned by all isotopy classes of framed links in F × [0, 1] subject to the following skein relations
Here the framed links in each expression are identical outside the balls pictured in the diagrams. The first (resp. second) diagram on the right hand side of (2.1) will be referred to as the +1 (resp. −1) smooth resolution of the left hand side diagram at the crossing.
The algebra structure of K ζ (F ) comes from stacking. More precisely, the product of two links is defined by placing the first link above the second in the direction given by the interval [0, 1]. The product descends distributively to a product on the skein module. Note that there are non-homeomorphic surfaces F and F with
The isomorphism gives rise to an isomorphism between K ζ (F ) and K ζ (F ) as vector spaces, but as algebras they are generally not isomorphic.
Suppose D is a link diagram on F . Let C be the set of all crossings. For every map σ : C → {±1} let D σ be the non-crossing diagram obtained from D by doing the σ(c) smooth resolution at every crossing c. Let |σ| = c∈C σ(c) and l(σ) be the number of trivial components of D σ . Let D σ be the simple diagram obtained from D σ by removing all the trivial components. Using the two skein relations, we have
This shows the set S of all isotopy classes of simple diagrams spans K ζ (F ). A little more work will show the following. Proposition 2.1 (see [33] ). The set S of all isotopy classes of simple diagrams forms a basis for K ζ (F ) as a vector space over C.
Note that the same set S serves as a vector space basis for K ζ (F ) for all non-zero ζ. It is the algebra structure which depends on ζ.
Every 0 = α ∈ K ζ (F ) has a unique standard presentation, which is a finite sum
where c j = 0 and α j ∈ S are distinct.
Remark 2.2. Kauffman bracket skein modules for oriented 3-manifolds were introduced independently by Turaev and Przytycki [32, 40] in an attempt to generalize the Jones polynomial to general 3-manifolds. The algebra structure of K ζ (F ) was first introduced by Turaev.
2.2.
Even skeins and the case ζ ∈ {±1, ±i}. When ζ = ±1 the algebra K ζ (F ) is commutative. The algebra K −1 (F ) can be canonically identified with the coordinate ring C[X (F )] of the SL 2 C-character variety X (F ) of the fundamental group of F , [14, 33] . Barrett [6] constructed an algebra isomorphism from K ζ (F ) to K −ζ (F ) for every spin structure of F . Hence K 1 (F ) is also isomorphic to C[X (F )], although the isomorphism is not canonical. However, K 1 (F ) can be canonically identified with the coordinate ring of a twisted SL 2 (C)-character variety of the fundamental group of F , [9, 39] .
Recall that if α and β are properly embedded 1-manifolds in F , and at least one of α or β is compact, their geometric intersection number i(α, β) is the minimum number of points in α ∩ β over all properly embedded 1-manifolds α and β that are isotopic to α and β via a compactly supported isotopy, and are transverse to one another. Let
A simple diagram α, or its isotopy class, is called even if i 2 (α, β) = 0 for all simple loops β. Let S ev ⊂ S be the subset consisting of even elements, and K ev ζ (F ) be the C-subspace of K ζ (F ) spanned by S ev . Although the algebras K ζ (F ) and K −ζ (F ) are not canonically isomorphic, we have the following.
Proof. Suppose α, α are even simple diagrams. By isotopy we assume α is transversal to α . The product αα is presented by the link diagram D = α ∪ α with α above α , and can be calculated by (2.3).
(a) Since a smooth resolution does not change the homology class in H 1 (F ; Z 2 ), for every σ of (2.3) we have D σ = α + α in H 1 (F ; Z 2 ). Hence for every simple diagram β,
This shows each D σ ∈ S ev , and αβ ∈ K ev ζ (F ). b) Since α, α are even, there is an even number of crossings. It follows that |σ| is always even. Hence the right hand side of (2.3) remains the same if we replace ζ by −ζ. This shows h is an algebra homomorphism. Since h 2 is the identity, it is invertible. This proves (b).
By [27, 37] , when ζ = ±i, the skein algebra K ζ (F ) is a twisted version of K −1 . We will modify this result in the following form.
Recall that if α and β are oriented simple diagrams on F , then the algebraic intersection index ω(α, β) ∈ Z is the number of intersections of α and β, counted with sign (after an isotopy to make α and β transversal). Here the sign of an intersection point is positive if the tangents of α and β at that point form the positive orientation of the surface, and it is negative otherwise. Unlike the geometric intersection index, both the algebraic intersection index and i 2 have homological flavor: the algebraic intersection index is an anti-symmetric bilinear form (2.5) ω :
and i 2 is its reduction modulo 2. Besides, ω(α, β) in F is equal to ω(α, β) inF . The kernel of the form ω is the subgroup H ∂ 1 (F ; Z) generated by peripheral loops. The quotientH 1 (F ; Z) := H 1 (F ; Z)/H ∂ 1 (F ; Z) is canonically isomorphic to H 1 (F ; Z). The form ω descends to a bilinear form onH 1 (H, Z).
LetĀ be the C-algebra generated by symbols [γ] for each γ ∈H 1 (F ; Z) = H 1 (F ; Z), subject to the following relations (2.6) [γ]
This algebra was introduced in [27] . As a C-vector space,Ā has dimension 2 b 1 (F ) . In particular, it is not a zero vector space. For a simple diagram α, define [α] = [α], whereα is α equipped with an arbitrary orientation. Since the components of α are disjoint, the defining relations (2.6) show that [α] does not depend on the choice of the orientation.
The following is a modification of an important result of [27] .
for all α ∈ S , where l(α) is the number of components of α, is an injective algebra homomorphism.
Proof. Let A and ϕ be defined exactly likeĀ andφ, only withH(F ; Z) replaced by H(F ; Z). The theorem, withĀ andφ replaced by A and ϕ, was [27, Theorem 3.2] .
Since the algebraic intersection index onH 1 (F ; Z) comes from that on H 1 (F ; Z), the map ψ : A →Ā given on generators by ψ(α) =ᾱ for α ∈ H 1 (F ; Z), whereᾱ is the image of α under H 1 (F ; Z) →H 1 (F ; Z), is a well-defined algebra homomorphism. It follows thatφ = (id ⊗ ψ) • ϕ, a composition of two algebra homomorphisms, is an algebra homomorphism. Suppose α ∈ K −i (F ) such thatφ(α) = 0. Let α = j∈J c j α j be the standard presentation (2.4). Then
As S is a C-basis of K −1 (F ), we have a direct sum decomposition K −1 (F ) ⊗Ā = β∈S β ⊗Ā. Hence (2.7) implies that for each j one has [α j ] = 0, which is impossible since [α j ] 2 = 1. Thusφ(α) = 0, and the mapφ is injective.
Remark 2.5. Actually in [27] , J. Marché proved Theorem 3.2 only for closed surfaces, but the proof does not use the fact that the surface is closed and works for all finite type surfaces. We would like to thank Marché for confirming this.
It turns out that K ev ζ (F ) for all ζ ∈ {±1, ±i} are the same.
Theorem 2.6. Suppose ζ ∈ {±1, ±i} and F is a finite type surface. Then there is a canonical algebra isomorphism f :
where l(α) is the number of components of α.
Proof. Proposition 2.3 proves the theorem for the case ζ = 1 and also shows that the case ζ = i follows from the case ζ = −i, which we assume from now on.
Proof. Letα be α with an arbitrary orientation. Note that α being even means α = 0 in the homology groupH 1 (F ; Z 2 ) = H 1 (F ; Z 2 ). We have the following exact sequence
Since j(α) = α = 0 inH 1 (F ; Z 2 ), from the exactness we haveα = 2α inH 1 (F ; Z) for some α ∈H 1 (F ; Z).
The lemma and the definition ofφ (of Theorem 2.4) gives
Since S ev is a C-basis of both K ev ζ (F ) and K ev −1 (F ), this shows the algebra homomorphismφ maps K ev ζ (F ) isomorphically onto K ev −1 ⊗ 1, which is isomorphic (as algebras) to K ev −1 . Combining the two algebra isomorphisms, we see that f is an algebra ismorphism.
We give a geometric description of K ev ζ (F ) for ζ ∈ {±1, ±i} in Section 5. 2.3. The threading map, finite generation, and zero divisors. The Chebyshev polynomials of the first kind are defined recursively by letting T 0 (x) = 2, T 1 (x) = x and T k (x) = xT k−1 (x) − T k−2 (x). They satisfy the product to sum formula:
Parts (a) and (b) of the following theorem are important results of Bonahon and Wong [9] . Part (c) is a slight extension proved in [23] .
Theorem 2.8 ( [9, 23] ). Let F be a finite type surface and ζ be root of unity of order n. Let m = ord(ζ 4 ) = n gcd(n,4) and = ζ m 2 . (a) There exists a unique algebra homomorphism
(c) If n ≡ 0 (mod 4), then for any simple diagrams α and β, one has
Hence we can think of K (F ) as a subalgebra of the center of K ζ (F ) when n = 0 (mod 4), and K ev (F ) as a subalgebra of the center of K ζ (F ) when n = 0 (mod 4). It was proved in [15] that the skein algebra K ζ (F ) is affine over C, i.e. it is finitely generated as an algebra over C. This result is strengthened in [2] as follows.
Theorem 2.9 ([2]).
If F is a surface of finite type, then there exist simple closed curves J 1 , . . . , J s on F so that the collection of skeins
where the k i range over all natural numbers, spans K ζ (F ).
Another important property of K ζ (F ) is the following.
Theorem 2.10 ( [9, 34] ). For any finite type surface F and any non-zero complex number ζ, the skein algebra
For the case when F has at least one punctures and is triangulable (see below), this fact follows from the existence of the quantum trace map [9] which embeds K ζ (F ) into a quantum torus which does not have non-trivial zero-divisors. For all finite type surfaces the theorem was proved in [34] .
2.4.
Ideal triangulations and parametrization of simple diagrams. An ideal triangle is the result of removing three points from the boundary of an oriented disk. The three open intervals that are the components of the boundary are the sides of the ideal triangle. An ideal triangulation of a finite type surface is given by a collection {∆ i } of ideal triangles whose sides have been identified in pairs to obtain a quotient space X, along with a homeomorphism h : X → F . For each triangle there is an inclusion map ∆ i → X. If the inclusion map is not an embedding then there are two sides of ∆ i that are identified to each other and the triangle is folded. The images of the sides of the ideal triangles in F are called the edges of the triangulation. A triangulable surface is a surface which has an ideal triangulation. It is known that a finite type surface is triangulable if and only if it has at least one puncture and it is not the sphere with one or two punctures. A triangulated finite type surface is a finite type surface equipped with an ideal triangulation. If F is triangulable, then it also has triangulations with no folded triangles, and we will only work with such triangulations.
Suppose F is a triangulated surface. Denote the set of edges by E. Then |E| = −3e, where e is the Euler characteristic of F . A map from E to Z is called an edgecoloring, and the set of all such maps is denoted by Z
E . An edge-coloring f is admissible if f (a) ≥ 0 for a ∈ E and whenever a, b, c are three distinct edges of an ideal triangle,
The map α → f α is a bijection between the set S of all isotopy classes of simple diagrams and the set of all admissible edge-colorings. For details, see e.g. [28] .
While Z E is a Z-module, the subset of all admissible edge-colorings is not a Zsubmodule of Z E , because the values of an admissible edge-coloring are non-negative.
Proposition 2.11. Suppose F is a triangulated finite type surface, with E the set of all edges. Then the Z-span of admissible edge-colorings contains 2 Z E .
Proof. For an edge a ∈ E let δ a ∈ Z E be the edge-coloring defined by δ a (a) = 1 and δ a (b) = 0 for all b = a. We need to show that 2δ a is a Z-linear combination of admissible edge-colorings.
Recall that F =F \ V, and the ideal triangulation of F has the set of vertices V. Suppose first a has two distinct endpoints v 1 , v 2 ∈ V. Let α be the boundary of a small tubular neighborhood of a inF , and let α i be the boundary of a small disk in F containing v i , for i = 1, 2. Then it is easy to check that 2δ
Now suppose the two ends of a meet at one point v. Let α be the boundary of a small tubular neighborhood of a inF , and α be the boundary of a small disk inF containing v.
Instead of the edge coordinates f α sometimes it is convenient to use the corner coordinates g α described as follows. A corner of a triangulation of F consists of a triangle T of the triangulation and an unordered pair {a, b} of distinct edges of T . For a simple diagram α the corner number g α (T, {a, b}) is defined by
where c is the remaining edge of T . The geometric meaning of the corner number is as follows. After an isotopy we can assume α is in normal position, that is, |α ∩ a| = i(a, α) for all a ∈ E. Then α intersects T in a collection of arcs, each has its endpoints lying in two distinct sides of the triangle. The number of such arcs with endpoints in a and b is the corner number g α (T, {a, b}), see Figure 1 . The admissibility of f α translates to the condition: for every edge e,
where c 1 , c 2 , c 3 , c 4 are the corners adjacent to e depicted in Figure 2 . Denote the value of both sides of (2.12) by q α (e), (2.13)
where a, b, c, d are the edges of the two triangles having e as an edge, as depicted in Figure 2 . Note that there might be some coincidences among a, b, c, d. Let C be the set of corners of the ideal triangulation of F . An admissible cornercoloring is a function g : C → N satisfying the condition (2.12) (with g in place of g α ).
The map f α → g α is an N-linear bijection between admissible corner-colorings and admissible edge-colorings of the edges. For details, see e.g. [28] .
The set S of isotopy classes of simple diagrams can be ordered as follows.
Definition 2.12. Choose a total order on the set of edges E, then order Z E lexicographically. This induces a total order on the set S via the bijection α → f α . If α = j∈J c j α j is the standard presentation (2.4) of a non-zero α ∈ K ζ (F ), then the lead term ld(α) of α is c i α i , where α i is the largest among all α j .
It was proved in [2] that the lead terms behave well with respect to multiplication.
Theorem 2.13 ([2]
). Suppose F is a triangulated finite type surface and ζ is a nonzero complex number.
(a) If x, x are non-zero elements in K ζ (F ), then
, where and [f ] is the simple diagram whose edge-coloring is f .
The number k in part (b) can be calculated explicitly, as in the following statement.
Proposition 2.14. Suppose α, β ∈ S . Let q α · f β be the dot product. One has Figure 3 . Turn edge e into bigon B e . Do this to all edges.
Proof. Indentity (2.15) can be proved easily by taking the lead part of the BonahonWong quantum trace map [9, 24] . Here we present an alternative, elementary proof. Enlarge each edge e to make a bigon B e , see Figure 3 . Now F is the union of ideal triangles and bigons. Isotope α and β so that in each triangle the arcs of α are closer to the vertices than the arcs of β and hence they do not intersect. This means α and β intersect only in the bigons. Let us look at a bigon B e , see Figure 4 , where we assume that e is drawn vertical. In Figure 4 , arcs of α are red and arcs of β are blue. The arcs of β in B e are all horizontal, and there are f β (e) of them. The arcs of α in B e have 3 groups: the top and the bottom ones are horizontal, and the middle ones are slanted. It is easy to show that there are |q α (e)| number of slanted arcs. Only slanted arcs intersects the arcs of β. The slanted arcs have positive or negative slope according as q α (e) < 0 or q α (e) > 0. If q α (e) = 0 then there are no slanted arcs. In B e , arcs of α intersects arcs of β in f β (e)|q α (e)| number of points, as every slanted arc intersects every arc of β. It follows that modulo 2, the number of intersection points is q α · f β , proving (2.17) . Now resolve the crossing of the product αβ, presented as α ∪ β with α above β. To get the maximal diagram all the resolutions must be positive or all must be negative according as q α (e) > 0 or q α (e) < 0. It follows that
Now calculate the product βα using β ∪ α with β above α, to get
From the above two identities we get (2.16).
Remark 2.15. If (σ ab ) a,b∈E is the matrix defined as in [9] (or the face matrix Q in [24] ),
is an anti-symmetric bilinear form on Z E . Identity (2.15) shows that the algebra of lead terms maps into the quantum torus defined by the anti-symmetric form σ, which is a version of the Chekhov-Fock algebra. The quantum trace map is an algebra map extending this one to all lower terms, see details in [9, 24] .
2.5. Dehn-Thurston coordinates. Suppose F is a closed oriented surface of genus g > 1. Since F does not have an ideal triangulation, edge-coordinates cannot be defined. Instead the Dehn-Thurston coordinates are usually used. There are several version of the Dehn-Thurston coordinates. Here we follow the presentation of [26] .
Recall that a pants decomposition of a surface F is a collection P of disjoint simple closed curves on F such that every component of the complement of their union is a thrice punctured sphere (i.e. a pair of pants). Note that if F is a closed surface of genus g > 1, then any pants decomposition of F consists of 3g − 3 curves.
We encode the data for Dehn-Thurston coordinates with a pair (P, D), where
is a pants decomposition of F , and D is an embedded dual graph. The graph D has a trivalent vertex in every pair of pants, and for each simple closed curve P i ∈ P has an edge intersecting it transversely in a single point that is disjoint from the remaining curves in P. Both ends of that edge might be at the same vertex if the closure of the pair of pants is a surface of genus one. This description is equivalent to the hexagonal decomposition described in [26] .
For each curve P i ∈ P choose an annulus A i ⊂ F having P i as its core, in such a way that the annuli A i are disjoint from one another, and that D ∩ A i is a single arc. The closure of each connected component c of F − ∪A i is a pair of pants S c . We think of the S c as shrunken pairs of pants, hence the notation. Notice that the boundary components of S c coincide with the boundary components of some of the annuli. We number the boundary components c 1 , c 2 , c 3 so that the edges of the dual graph that intersect c i are ordered counterclockwise around the vertex. In diagrams we always number the boundary components of a shrunken pair of pants so that c 1 is the outer boundary component. Definition 2.16. Given a pants decomposition and an embedding of its dual graph (P, D) let Ω be the simple diagram that is isotopic to the boundary of a regular neighborhood of D. Figure 5 shows the curves in the pants decomposition, the dual graph, and the diagram Ω for a surface of genus 2.
We note that the simple diagram Ω has geometric intersection number 2 with each curve in P. It intersects each annulus A i in two arcs that are parallel to the arc of intersection of D with A i . The intersection of Ω with any shrunken pair of pants S c consists of three properly embedded connected 1-manifolds, each of which has its endpoints in distinct boundary components of S c . If ∂S c = c 1 ∪ c 2 ∪ c 3 we name these arcs We call the curves d i the triangular model curves, and we picture them in Figure  6 .
We also need nontriangular model curves that have both endpoints in the same boundary component of S c , missing D ∩ ∂S c . For each c i there are two isotopy classes of connected properly embedded essential 1-manifolds that have both ends in c i − D and intersect D ∩ S c transversely in a single point in one of the edges. We choose u i to be the curve that intersects D in the edge ending in c (i+1) mod 3 , see Figure 7 .
Any simple diagram S on F can be isotoped so that it does not form a bigon with the boundary of any A i , and inside each shrunken pair of pants S c the components of S ∩ S c are parallel to the model curves d i and/or u i , by an isotopy that does not pass through the intersection of the dual graph D with the boundaries of the S c 's. We call this standard position. Definition 2.17. The Dehn-Thurston coordinates of a simple diagram S on a surface F with respect to a pants decomposition and an embedding of its dual graph (P, D) are given by (2.20) (n 1 (S), . . . , n 3g−3 (S), t 1 (S), . . . , t 3g−3 (S)), as follows. Assume that S is in standard position with respect to (P, D). The first 3g − 3 coordinates are given by the geometric intersection numbers of the diagram with the curves in P, i.e.
(2.21) n j (S) = i(S, P j ).
We call these the pants coordinates of S. The following 3g − 3 coordinates are the twisting numbers of S about the annuli A j , that is
The sign of t j (S) is given by the following convention: If S is in standard position, the twist number t j (S) is positive if as you travel along a component of S ∩ A j that intersects D ∩ A j , passing from one boundary component of A j towards the other, you are turning to the right. In Figure 8 the blue arc twists once in the positive direction. The (t 1 (S), . . . , t 3g−3 (S)) are called the twist coordinates of S.
We can detect the presence of nontriangular model curves from the pants coordinates. We say P i , P j , P k bound a shrunken pair of pants if they are isotopic to the boundary components of some S c . Notice that two of the curves could coincide if the shrunken pair of pants corresponds to a subsurface of genus 1.
Definition 2.18. The tuple n = (n 1 , . . . , n 3g−3 ) ∈ N 3g−3 is triangular if for every (P i , P j , P k ) that bounds a shrunken pair of pants, n i + n j + n k is even and each of n i , n j , n k is less than or equal to the sum of the other two. A simple diagram S is triangular if its pants coordinates are triangular, and no curves in S are parallel to a curve in P.
It is worth noting that when a triangular simple diagram is in standard position then it contains no nontriangular model curves.
Theorem 2.19. Given a finite collection of simple diagrams S on a closed surface F there exists a pants decomposition P of F , and an embedding of the dual graph D such that the Dehn-Thurston coordinates of all the S ∈ S with respect to (P, D) are triangular, and the diagrams S do not contain any curves parallel to a curve in P. This means that all the diagrams in S are triangular with respect to (P, D).
Proof. We use an inequality due to Ivanov [22, 16] . Suppose that {a l } is a system of finitely many disjoint essential simple closed curves, and {e l } is a collection of integers that all have the same sign. Let b and c be arbitrary simple closed curves. Let D a l : F → F denote the positive Dehn twist about a l . If
Note that the Dehn-Thurston coordinates of the diagram Ω defined in 2.16 are ( 2, 0) that is all n j (Ω) = 2 and all t j (Ω) = 0. We will apply Ivanov's inequality when the a l are the components of Ω and the e l are equal and positive. Let 
is not parallel to any P j ∈ P.
Proof. Given P j ∈ P, let {a 1 , a 2 } be the components of Ω with nonzero intersection number with P j . It could be the case that they are equal. If i(b, a 1 ) + i(b, a 2 ) = 0 then b is not parallel to P j , and clearly neither is h k Ω (b) for any k. In this case let n j (b) = 0.
Next assume that i(b, a 1 ) + i(b, a 2 ) = 0 and let {a l } w l=1 denote the components of Ω. By Ivanov's inequality, Suppose that S c is a shrunken pair of pants, and its boundary components c 1 , c 2 and c 3 are isotopic to P r , P s and P t respectively. Suppose further that i(b, P r ), i(b, P s ) and i(b, P t ) fail to satisfy a triangle inequality. Without loss of generality we may assume
This means that if b is isotoped into standard position with respect to (P, D) then a curve isotopic to the model curve u 1 appears in the intersection of b with S c . If a w is the component of Ω that contains a curve isotopic to the model curve d 1 in S c then i(b, a w ) = 0. The intersection a w ∩ S c could have one, two or three components. In any case
Since Ω is triangular, all its components are triangular and for all other components a x of Ω,
Hence if we sum over all components a l of Ω we get,
However Ivanov's inequality applied to the pairs consisting of h k Ω (b) and P r , P s , P t respectively tell us that,
Since there exists m c,r,s,t (b) so that (2.35)
. There are only finitely many triples P r , P s , P t that bound a shrunken pair of pants. To finish the proof of Theorem 2.19 we need the following observation: If S is a simple diagram and n(S) ∈ N is such that for n ≥ n(S) the diagram h n Ω (S) is triangular with respect to (P, D) then dually, S is triangular with respect to (h −n
Ω (P), D).
A way to think of this theorem is that the set of triangular diagrams is a stable attractor for the action of h Ω on the space of simple diagrams.
The Unicity Theorem
The goal of this section is to prove the unicity theorem (Theorem 1). This is done by showing that a prime algebra which is finitely generated as a module over its center is Azumaya after appropriate localization. We start with a review of some ring theory found in [4, 20, 29] , and by summarizing relevant definitions and results.
3.1. Basic definitions. Throughout this paper rings are assumed to be associative and have a unit, and ring homomorphisms preserve the unit, unless otherwise stated. For a subset X of a ring R, define XR to be the right ideal generated by X. For a commutative ring C let M n (C) denote the ring of n × n matrices with entries in C.
The ring R is prime if all a, b ∈ R satisfy the following condition: if arb = 0 for all r ∈ R then a = 0 or b = 0. We say R has no zero divisors if for every a, b ∈ R, ab = 0 implies a = 0 or b = 0. Clearly, if R has no zero divisors then it is prime. If R is commutative and has no zero divisors it is an integral domain. If D is an integral domain, then for any positive integer n, the ring M n (D) of n×n-matrices with coefficients in D is prime. Prime rings are the noncommutative analogs of integral domains. An ideal I of R is prime if R/I is a prime ring.
Denote the center of the ring R by Z(R),
If R is a prime ring, then its center Z(R) is an integral domain. Recall that a ring R is an affine C-algebra if C ≤ Z(R) and R is finitely generated as an algebra over C. We use the following form of the Artin-Tate lemma that can be found in [29, 13.9 .10].
Lemma 3.1. Suppose a subring C of the center Z(R) is Noetherian. Assume that R is both a finitely generated module over Z(R) and an affine C-algebra. Then Z(R) is also an affine C-algebra.
If S is a multiplicatively closed subset of Z(R) that does not contain 0 then we define the localization of R at S, denoted S −1 R, by
where S −1 Z(R) is the standard localization of the commutative ring Z(R) at S. If S consists of powers of a single element c ∈ Z(R) then the localization is denoted by R c . The universal property of localization says that if f : R → R is a ring homomorphism such that f (c) is invertible, then f has a unique ring homomorphism extension from R c to R .
Irreducible representations and central characters.
Suppose R is a kalgebra where k is an algebraically closed field. A k-representation of R is a kalgebra homomorphism ρ : R → M n (k) for some n > 0. The number n is called the dimension of ρ. A representation is irreducible if the induced action on n-dimensional column vectors has no nontrivial invariant subspaces, or equivalently if the homomorphism ρ is onto. Two representations
The set of all equivalence classes of finitedimensional irreducible k-representations of R is denoted by Irrep k (R), or Irrep(R) is there is no confusion. By Wedderburn's theorem (see [12, Theorem 2 .61]), if R is prime and finitedimensional as a k-vector space, then R ∼ = M n (k) for some positive integer n, and this isomorphism is the only (up to equivalence) irreducible k-representation of R.
If ρ : R → M n (k) is an irreducible k-representation, then I = ker ρ is a prime ideal of R, since R/I = M n (k) is prime. Besides, I is k-cofinite, i.e. the k-vector space R/I has finite positive dimension. Conversely, if I is a prime k-cofinite ideal of R, then Wedderburn's theorem shows that there is an irreducible k-representation ρ with ker ρ = I.
The Skolem-Noether theorem implies that two irreducible k-representationss ρ 1 , ρ 2 are equivalent if and only if ker ρ 1 = ker ρ 2 . Thus we have the following bijection
Here Spec(R) is the set of all prime ideals of R. Suppose ρ : R → M n (k) is an irreducible k-representation. By Schur's lemma, if z ∈ Z(R) is a central element then ρ(z) is a scalar multiple of the identity. This implies there exists a unique k-algebra homomorphism χ ρ : Z(R) → k such that
The algebra homomorphism χ ρ is called the central character of ρ. Let Hom k−Alg (R, k) denote the set of all k-algebra homomorphisms from R to k. Since χ ρ only depends on the equivalence class of ρ we have the central character map
In general, χ is neither injective nor surjective. We will see that there is a nice class of algebras for which χ is a bijection. For τ ∈ Hom k−Alg (Z(R), k), the preimage of τ under χ is denoted by Irrep k (R, τ ).
Proposition 3.2. Suppose τ ∈ Hom k−Alg (Z(R), k) with m = ker τ . Let pr : R → R/mR be the natural projection. There is a bijection
Proof. If ρ : R/mR → M n (k) is an irreducible k-representation of R/mR, then ρ • pr is an irreducible k-representation of R since clearly ρ • pr is surjective. If ρ 1 and ρ 2 are two equivalent irreducible k-representation of R/mR, then ρ 1 • pr and ρ 2 • pr are equivalent. Hence the map f τ given by (3.4) is well-defined. Note that if P is a prime ideal of R/mR thenP := pr −1 (P ) is a prime ideal of R, since R/P ∼ = (R/mR)/P (R/mR). Besides pr(P ) = P . If ρ is an irreducible k-representation of R/mR, with P = ker ρ, then ker(ρ • pr) =P .
Suppose ρ 1 , ρ 2 are two irreducible k-representations of R/mR with f τ (ρ 1 ) = f τ (ρ 2 ). Let P i = ker ρ i , thenP 1 = ker(ρ 1 • pr) = ker(ρ 2 • pr) =P 2 . It follows that P 1 = P 2 , as P = pr(P ). This shows ρ 1 and ρ 2 are equivalent, or f τ is injective.
Now suppose ρ is an irreducilbe k-reprensentation of R with χ ρ = τ . Then ρ = 0 on ker τ = m. Hence ρ = 0 on mR. This means ρ factors thorough R/mR, and hence f τ is surjective. The proposition is proved.
Suppose further that Z(R) is an affine k-algebra without nilpotents, i.e. if x ∈ Z(R) and x n = 0 for some positive integer n then x = 0. Let Max Spec(Z(R)) be the set of all maximal ideals of Z(R). The weak Nullstellensatz [5] says that Max Spec(Z(R)) is an affine algebraic set whose ring of regular function is Z(R), and the map
is a bijection. We can pull back the Zariski topology of Max Spec(Z(R)) to Hom k−Alg (Z(R), k).
3.3. PI rings, central simple algebras, and Razmyslov polynomials. The ring of noncommuting polynomials in variables x 1 , . . . , x n with integer coefficients is denoted Z x 1 , . . . , x n . A polynomial p is linear in the variable x i if every monomial that appears in p with nonzero coefficient has total exponent 1 in x i . A polynomial is multilinear if it is linear in all the variables. A polynomial p is monic if one of its terms with highest total exponential sum has coefficient ±1. For f ∈ Z x 1 , . . . , x n let f (R) ⊂ R be the set f (R) = {f (r 1 , . . . , r n ) | r 1 , . . . , r n ∈ R}.
We say that f ∈ Z x 1 , . . . , x n is a polynomial identity for the ring R if f (R) = {0}. If R has a monic polynomial identity then R is a PI ring. For example, if R is finitely generated as a module over its center, then R is a PI ring, see [29] . A homogeneous polynomial f ∈ Z x 1 , . . . , x n of positive degree is a central polynomial for the ring R if f (R) ⊂ Z(R) and f is not a polynomial identity, i.e. f (R) = {0}. An ring R is called a central simple algebra if it has no nontrivial two-sided ideals, its center Z(R) is a field, and it is finite-dimensional over Z(R). Usually R is considered as an algebra over Z(R), and whence the terminology. If R is a central simple algebra and Z(R) denotes the algebraic closure of Z(R), then there exists a positive integer n, called the PI degree of R, such that R⊗ Z(R) Z(R) ∼ = M n (Z(R)). In particular, if Z(R) = k is an algebraically closed field, then R is isomorphic to M n (k) with n being the PI degree, and this isomorphism is the only (up to equivalence) irreducible k-representation of R. It also follows that for any central simple algebra, its dimension over the center is a perfect square, namely, the square of its PI degree. For details, see [29, Chapter 13] .
If R is a central simple algebra of PI degree n, by [29, Cor 13.6 .3] the nth Razmyslov polynomial g n , defined in [4, 29] , is a central polynomial for R of degree 2n 2 + 2 that is multilinear.
We will use the following well-known results concerning prime PI ring.
Theorem 3.3. Suppose R is a prime PI ring. Let S = Z(R) − {0}.
(a) The ring S −1 R is a central simple algebra with center S −1 Z(R). The PI degree of R is defined to be the PI degree of S −1 R. (b) For every prime ideal I of R, the ring R/I is a prime PI ring whose PI degree is less than or equal to that of R.
Part (a) is Posner's theorem, see [4] 3.4. Azumaya algebras. The concept of an Azumaya algebra generalizes the concept of a central simple algebra to the case when the center is not necessarily a field.
If R is a ring let R o be the opposite ring, i.e. R o has the same underlying additive group, but multiplication is defined to be the opposite of the multiplication on R. There is a homomorphism
given by
A ring R is an Azumaya algebra if R is a finitely generated projective module over Z(R) and Ψ is an isomorphism. Usually one considers R is an algebra over Z(R), but it may happen that Z(R) contains a field k, and we can consider both R and Z(R) as algebras over k. An important property of Azumaya algebras, see [29, Proposition 13.7.9] , is that there is a bijection between 2-sided ideals I of R and ideals H of Z(R) given by (3.8)
We are interested in Azumaya algebras with the property that all irreducible krepresentations have the same dimension. Suppose R is an Azumaya algebra. By [29, Proposition 13.7.9] , if m ⊂ Z(R) is a maximal ideal, then R/mR is a central simple algebra with center Z(R)/m. Following [29] , we say R is an Azumaya algebra of rank n 2 if for each maximal ideal m ⊂ Z(R), the central simple algebra R/mR has PI degree n.
Proposition 3.4. Suppose that R is an Azumaya algebra of rank n 2 . Assume that the center Z(R) is an affine k-algebra, where k is an algebraically closed field. It follows that:
(ii) Every irreducible k-representation of R has dimension n.
Proof. Suppose τ ∈ Hom k−Alg (Z(R), k). Then m = ker τ is a maximal ideal of Z(R). By Proposition 3.2, Irrep k (R, τ ) = Irrep k (R/mR). Since R/mR is a central simple algebra having PI degree n and center Z(R)/m = k, an algebraically closed field, we have R/mM ∼ = M n (k), and this is the only irreducible representation of R/mM . This shows Irrep k (R, τ ) has exactly one element, proving (i). Besides, the dimension of the representation in Irrep k (R, τ ) is n, proving (ii).
By [29, Theorem 13.7 .14], we have the following criterion for a prime ring to be Azumaya of rank n 2 . Recall that g n is the nth Razmyslov polynomial.
Theorem 3.5 (Artin-Procesi theorem).
If R is a prime ring then it is an Azumaya algebra of rank n 2 if and only if g n (R)R = R.
We say that an algebra R is almost Azumaya if there is c ∈ Z(R) \ {0} such that R c is an Azumaya algebra of rank n 2 for some integer n > 0. We are unsure who to attribute the next theorem to, it appears as Corollary V.9.3 on page 73 of [4] with a different proof. It also appears in [35] as Corollary 6.1.36. Theorem 3.6. If R is a prime algebra that is finitely generated as a module over its center then R is almost Azumaya.
Proof. By Posner's theorem (Theorem 3.3(a)), S −1 R is a central simple algebra, where S = Z(R) \ {0}. Suppose n is the PI degree of S −1 R. As the Razmyslov polynomial g n is central, there is a tuple x of elements in S −1 R such that g n (x) = 0. Since g n is multilinear [4, 29] over the center, g n (x) can be written as a central linear combination of evaluations of g n on elements of R. Since the sum is nonzero, one of the terms gives a nonzero evaluation of g n on elements of R. Let c = g n (y) be one of the nonzero evaluations, where y is a tuple of elements from R. The ring R c is still prime. Since c ∈ g n (R c ) is invertible, we have g n (R c )R c = R c . By Theorem 3.5, R c is an Azumaya algebra of rank n 2 .
3.5. Proof of Theorem 1 (Unicity Theorem). Suppose R is a prime affine kalgebra, where k is an algebraically closed field and R is finitely generated as a module over Z(R). By the Artin-Tate lemma (Lemma 3.1, with C = k), Z(R) is an affine k-algebra. Since R is prime, Z(R) is a domain. It follows that Max Spec(Z(R)) is an irreducible affine algebraic set over k whose ring of regular functions is Z(R). The Zariski topology of Max Spec(Z(R)) is generated by open sets of the form
where c ∈ Z(R). By pulling back using η of (3.5), the Zariski topology of
is generated by open sets of the form
We now reformulate Theorem 1 in a more precise form.
Theorem 3.7. Let k be an algebraically closed field and R be a prime affine k-algebra. Suppose R is generated as a module over its center Z(R) by a finite set of r elements.
(i) Every element of Hom k−Alg (Z(R), k) is the central character of at least one irreducible k-representation and at most r non-equivalent irreducible k-representations.
(ii) Every irreducible k-representation of R has dimension ≤ N , which is the PI degree of R, and also the square root of the rank of R over Z(R).
(iii) There exists a Zariski open and dense subset of the form V c of Hom k−Alg (Z(R), k), where 0 = c ∈ Z(R), such that every τ ∈ V c is the central character of a unique (up to equivalence) irreducible k-representation ρ τ . Moreover all representations ρ τ with τ ∈ V c have dimension N .
Proof. Since R is finitely generated as a module over its center Z(R), it is a PI ring. Moreover, R is prime; hence its PI degree N is defined, and is equal the square root of the rank of R over Z(R).
(i) Suppose τ ∈ Hom k−Alg (Z(R), k) and m = ker τ . Note that m = Z(R) since τ preserves the unit and cannot be the zero map.
Since a generating set of R over Z(R) projects down to a generating set of R/mR over k = Z(R)/m, the k-dimension of R/mR is ≤ r. As a k-algebra whose k-dimension is ≤ r, the algebra R/mR has at most r non-equivalent irreducible k-representations. By Proposition 3.2 one has |Irrep k (R, τ )| = |Irrep k (R/mR)| ≤ r. Now we prove that |Irrep k (R, τ )| ≥ 1. Finite generation of R as a module over Z(R) implies that R is integral over Z(R), which means every element in R is a root of a monic polynomial in one variable with coefficients in Z(R), see [29, Corollary 13.8.9] . By the "lying over" property (see [29, Theorem 13.8.14] ), there exists a prime ideal I of R such that I ∩ Z(R) = m. This identity shows that the embedding Z(R) → R descends to an embedding of Z(R)/m (which is k) into R/I. Thus R/I is a non-zero k-algebra. Besides R/I is prime, and finite dimenisonal over k. By Wedderburn's theorem (see [12, Theorem 2 .61]), R is isomorphic to M s (k) for some positive integer s. The isomorphism between R/I and M s (k) gives an irreducible k-representation whose central character is τ .
(
Hence s is the PI degree of R/I. By [29, Lemma 13.7.2], the PI degree of R/I, for any prime ideal I, is less than or equal to the PI degree of R. It follows that s ≤ N .
(iii) By Theorem 3.6 there exists a nonzero c ∈ Z(R) such that R c is Azumaya of rank N 2 . We have the inclusion R → R c , and R c is generated as an algebra by R and c −1 . Note that Z(R c ) = Z(R) c , the localization of Z(R) at c.
For a k-algebra homomorphism τ : Z(R c ) → k letτ be its restriction to Z(R). If τ 1 =τ 2 , then τ 1 (c −1 ) = τ 2 (c −1 ) since both are the inverse ofτ 1 (c) =τ 2 (c). Hence the map ι :
) is a scalar multiple of the identity, hence any subspace of the representation space is invariant under ρ(c −1 ). It follows that any invariant subspace ofρ is also an invariant subspace of ρ, which does not have non-trivial invariant subspaces. Thus,ρ is also irreducible. Clearly χρ =τ = µ, and the dimension ofρ is N . Thus, any element µ ∈ V c is the central character of at least one irreducible k-representation. Besides, the dimension of this k-representation is N .
Suppose ν : R → M s (k) is another irreducible k-representation of R with χ ν = µ. Then ν(c) = µ(c)Id s is a non-zero scalar multiple of the identity, and hence is invertible. The universal property of localization implies that ν can be extended to a k-algebra homomorphismν : R c → M s (k), which is surjective since ν is. Thus,ν is an irreducible k-representation of R c whose central character is τ . By Proposition 3.4 there is a unique (up to equivalence) irreducible k-representation whose central character is τ . Henceν is equivalent to ρ. It follows that ν is equivalent toρ. Thus, every µ ∈ V c is the central character of exactly one (up to equivalence) irreducible k-representation of R, and the dimension of the representation is N .
Characterization of the center
Fix a finite type surface F =F \ V and a root of unity ζ of order n. In this section we characterize the center Z ζ (F ) of the skein algebra K ζ (F ) .
Let m be the order of ζ 4 , m be the order of ζ 2 , and = ζ m 2 , i.e.
, m = n gcd(n, 2)
, and = ζ m 2 .
Note that ∈ {±1, ±i}. More precisely
Recall that a peripheral loop in F is the boundary of any closed disk inF containing exactly one point of V. If F is closed then it has no peripheral loops. Clearly any skein corresponding to a peripheral loop is central in K ζ (F ), for any non-zero complex number ζ. When ζ is a root of 1 of order n, there is another type of central element, described in Theorem 2.8. We will prove that Z ζ (F ) is the sub-algebra of K ζ (F ) generated by these two types of central elements. The proof is different for a surface with at least one puncture than for a closed surface. In the first case we use a triangulation of the surface to parametrize simple diagrams, and in the second case we use Dehn-Thurston coordinates. In both cases we make use of a graded algebra associated to a filtration of the skein algebra.
Formulation of results. For a subalgebra
be the subalgebra of K ζ (F ) generated by A and the peripheral loops.
Theorem 4.1. Suppose F is a finite type surface and ζ is a root of 1 of order n. The center Z ζ (F ) of the skein algebra
A particular case is when ζ 4 = 1, or ζ ∈ {±1, ±i}. In this case m = 1, = ζ, and 
Remark 4.3. If ζ is not a root of 1 then Z ζ (F ) is the subalgebra generated by the peripheral elements, see [34] .
To combine the two cases of theorem 4.1 into one, let us define
Let C X be the C-span of X in K (F ), then the right hand side of (4.3) is Ch(C X ) [∂] . From Theorem 2.8 and the fact that peripheral loops are central, we already have
To prove Theorem 4.1 we need to prove the reverse inclusion of (4.5).
4.2.
Surfaces with at least one puncture. In this section we prove Theorem 4.1 for the case when F has at least one puncture. If F is a sphere with less than 3 punctures, then K ζ (F ) is commutative, and Theorem 4.1 is true since peripheral elements generate K ζ (F ) in this case. Hence, we will assume that F is not a sphere with less than 3 punctures. In this case F is triangulable, and we fix an ideal triangulation of F . Let ∂ 1 , . . . , ∂ p be the peripheral skeins. For r = (r 1 , . . . ,
rp . Fix a total order of the set of edges. Define the lead term of a non-zero element of K ζ (F ), and the functions f α , g α , and q α for α ∈ S as in Section 2.
Lemma 4.4. Suppose 0 = z ∈ Z ζ (F ). There exists α ∈ X and r ∈ N p such that ld(z) = ld(Ch(α)∂ r ).
Proof. After rescaling we can assume that α = ld(z) is a simple diagram. Suppose β is another simple diagram. From zβ = βz and (2.14) we get (4.6) ld(α β) = ld(βα ).
By (2.16) one has ld(α β) = ζ 2(q α ·f β ) ld(βα ). It follows that ζ 2(q α ·f β ) = 1; or q α · f β ∈ m Z since m = ord(ζ 2 ). Thus,
holds for f = f β for all simple diagrams β. Hence (4.7) is true for all Z-linear combination of f β . By Proposition 2.11, (4.7) holds for 2δ e for any edge e. This means 2q α (e) ∈ m Z, or equivalently q α (e) ∈ mZ for all edges e. By taking out all the peripheral loops in α we get a simple diagram α . Hence α = α ∂ r for some r = (r 1 , . . . , r p ) ∈ N p . Note that q α = q α . Since α does not have peripheral loops, at every vertex v ∈ V there is a corner c such that the corner number g α (c) = 0. If c, c are two adjacent corners at v sharing a common edge e, then (2.13) shows that |g α (c) − g α (c )| = |q α (e)| ∈ mZ. By starting at a corner with 0 value of g α , we see that g α (c) ∈ mZ for all corners c. It follows that α = α m , where α is the simple diagram with g α = g α /m. We have ld(z) = α m ∂ r . Since Ch(α) is the product of T m (α j ) for all components α j of α, and ∂ r can be isotoped away from any diagram, we have α m ∂ r = ld(Ch(α)∂ r ). Thus ld(z) = ld(Ch(α)∂ r ). It remains to show that α ∈ X. If n = 0 (mod 4) then X = S and there is nothing to prove. Suppose n = 0 (mod 4), then m = 2m, and X = S ev . Since q α = q α = mq α , from (4.7) we get q α · f β ∈ 2Z, for all simple diagrams β. By (2.17), we have i 2 (α, β) = q α · f β (mod 2) = 0. This shows α ∈ S ev .
Proof of Theorem 4.1. Let 0 = z ∈ Z ζ (F ). By Lemma 4.4, there are α ∈ X and r ∈ N p such that ld(z) = ld(Ch(α)∂ r ). By Theorem 2.8, Ch(α) is central. Thus Ch(α)∂ r is also central. Hence z = z − Ch(α)∂ r is a central element with smaller lead term. By induction z ∈ Ch(C X )[∂], proving the theorem.
4.3. Closed surfaces. Now we consider the case F is a closed surface, which is much more compliated than the open surface case. The proof of Theorem 4.1 for this case will occupy the rest of Section 4.
Since F is closed, there are no peripheral elements, and Theorem 4.1 says that
If F is a sphere then the skein algebra is commutative and Theorem 4.1 holds. When F has genus 1, Theorem 4.1 holds, it is an easy consequence of the product to sum formula [19] . In [1] the case n = 2 (mod 4) is handled explicitly for genus one surfaces. Hence , we assume that F has genus greater than 1.
The outline of the proof is as follows. We choose a pants decomposition of the closed surface F and use Dehn-Thurston coordinates to parametrize simple diagrams on F as described in section 2.5. We filter the algebra K ζ (F ) using the pants coordinates. This gives an associated graded algebra. We consider a subspace of the graded object generated by triangular diagrams. We show that if a central skein is a linear combination of triangular diagrams then they are copies of m parallel simple diagrams, in other words each of those diagrams is "divisible" by m. Finally, given a skein in the center of the algebra, by Theorem 2.19 we can choose the coordinates so that the skein is a linear combination of the triangular diagrams, and proceed by induction where we subtract elements of Ch(C X ) to get a simpler skein.
Filtrations and gradings.
We start by recalling some general facts about filtrations and associated gradings of algebras.
Suppose B is a C-vector space graded by an abelian monoid I. This means that B = i∈I B i , where each B i is a subspace of B. A subspace M ≤ B is said to respect the grading if
Lemma 4.5. Suppose B is a C-algebra, and the grading is compatible with the algebra structure, i.e. B i B j ⊂ B i+j , then the center Z(B) of B respects the grading.
Proof. Let z be a central element, with z = z i , where z i ∈ B i . Let x be an arbitrary homogeneous element, x ∈ B k . Then Note that both z i x and xz i are in B i+k . Comparing elements having the same gradings, we get z i x = xz i , which shows each z i is central.
Let A be a C-algebra. Suppose {F n } is a filtration of A, where the index set is N. This means that each F n is a C-submodule of A,
If x ∈ A then x ∈ F n for some n, and the smallest such n is called the degree of x, denoted by gr(x). Thus gr(x) = n if and only if x ∈ F n − F n−1 . Let Gr n A = F n /F n−1 . We have (4.12) GrA = ⊕Gr n A.
Let τ n : F n → Gr n A be the natural projection. Define the product on GrA as follows:
Then GrA is a graded algebra. Define ld : A → GrA by (4.14) ld(x) = τ n (x) if gr(x) = n.
Note that ld does not respect the multiplication. However, we have the following. In particular, if x = 0 then ld(x) = 0. From (4.15) it is easy to show Lemma 4.6. If A is a C-algebra with filtration indexed by N, GrA is an associated graded object and the map ld is defined by (4.14) then
4.5. Filtration of the Kauffman bracket skein algebra by pants coordinates. We restrict our attention to the case where A = K ζ (F ). Fix a pair of pants decomposition P = {P i } 3g−3 i=1 and a dual graph D in F so that one can define the Dehn-Thurston coordinates n(α), t(α), for α ∈ S , as in section 2.5, where n(α) ∈ N 3g−3 and t(α) ∈ Z 3g−3 .
Definition 4.7. Let Ind ⊂ N 3g−3 × Z 3g−3 be the subset consisting of (n, t) satisfying:
• If (i, j, k) bound a pair of pants, then n i + n j + n k is even;
There is a bijection between elements of Ind and S via Dehn-Thurston coordinates. Denote a simple diagram corresponding to (n, t) by S(n, t).
We say that an element n ∈ N 3g−3 is triangular if for every (i, j, k) that bounds a pair of pants, n i + n j + n k is even and each of n i , n j , n k is less than or equal to the sum of the other two. Let δ i ∈ Z 3g−3 be the vector whose coordinates are 0, except for the i-th one, which is 1. Although δ i is not triangular, we will show that 2δ i is a Z-linear combination of triangular tuples. For any simple diagram S(n, t) define the N-grading of S(n, t) to be
For n ∈ N let F n ⊂ K ζ (F ) be the C-subspace spanned by α ∈ S with gr(α) ≤ n. The filtration {F n } n∈N is compatible with the algebra structure of K ζ (F ). Denote the associated graded algebra by B.
Triangular subspaces.
Recall that a simple diagram α is triangular if its pants coordinates n(α) is triangular and t i = 0 whenever n i = 0. For example, if n ∈ Z 3g−3 is triangular, then S(n, 0) is triangular. Let Ind ∆ ⊂ Ind be the subset of all (n, t) ∈ Ind such that S(n, t) is triangular and define B ∆ to be the subspace of B spanned by triangular simple diagrams. Like Ind, the set Ind ∆ is invariant under addition and positive rescaling, i.e. if (n, t) ∈ Ind ∆ and r is a positive rational number such that components of rn, rt are integers, then (rn, rt) ∈ Ind ∆ . The space B ∆ was first considered in [34] , and there the following was proved. 
Consequently,
Let X ∆ be the set of all triangular simple diagram in X. Let Z(B ∆ ) be the center of the algebra B ∆ .
Lemma 4.10. Suppose α ∈ S and α m ∈ Z(B ∆ ). Then α ∈ X ∆ .
Proof. If n = 0 (mod 4) then X = S and there is nothing to prove. Assume n = 0 (mod 4), or X = S ev . Assume the contrary that α ∈ S ev . Then there is β ∈ S such that i 2 (α, β) = 1. As triangular simple diagrams span the homology group H 1 (F ; Z), we can assume β triangular. Since both α, β are non-zero basis elements of B, the products α m β, βα m are non-zero (by Proposition 4.9). By (2.10),
Since α m = ld(Ch(α), ld(β) = β, and α m β = 0, from (4.15) we have α m β = ld(Ch(α)β). Similarly βα m = ld(βld(Ch(α)). Thus, taking ld of (4.21) we get
Both sides of (4.22) are non-zero, and (4.22) contradicts the fact that α m is central in B
∆ . We conclude that α ∈ S ev = X. As α m is triangular, α is also triangular. Thus, α ∈ X ∆ .
Proposition 4.11. Suppose (n, t) ∈ Ind ∆ and S(n, t) ∈ Z(B ∆ ). Then α = β m for some β ∈ X ∆ .
Proof. Since S(n, t) is central in B ∆ , from (4.20) and ord(ζ 2 ) = m , we have
Let k = (k 1 , . . . , k 3g−3 ) ∈ N 3g−3 be any triangular tuple. Then (k, 0) ∈ Ind ∆ . Applying (4.23) to n = k and t = 0, we get
Since (4.24) holds for all triangular k ∈ N 3g−3 , Lemma 4.8 shows that is holds for k = 2δ i , which means 2t i ∈ m Z. This is equivalent to t i ∈ mZ. Thus, t ∈ mZ 3g−3 . Now choose a triangular k = (k 1 , . . . , k 3g−3 ) ∈ N 3g−3 such that k i > 0 for all i. Then (m k, δ i ) ∈ Ind ∆ for all i. Applying (4.23) to n = m k and t = δ i , we get
It follows that n i ∈ m Z ⊂ mZ, and n ∈ mN 3g−3 . Since (n/m, t/m) still has integer components, it is in Ind ∆ . Let β = S(n/m, t/m). Then β is triangular, and S(n, t) = β m . By Lemma 4.10, we have β ∈ X. Hence β ∈ X ∆ .
We are ready to complete the proof of Theorem 4.1 for the case of closed surface.
Proof. Suppose z is a non-zero central element of K ζ (F ), with standard presentation z = i∈I c i α i in the basis S . By Theorem 2.19 we can choose a pants decomposition P of F , and an embedding of the dual graph D such that each α i is triangular. Let
We will prove by induction that if z ∈ C X ∆ ζ and is central, then z ∈ Ch(C X ).
We have ld(z) ∈ B ∆ , and hence its standard presentation is of the form
Since ld(z) ∈ Z(B) by Lemma 4.6 and ld(z) ∈ B ∆ , we have ld
(n,t) be the C-subspace spanned by S(n, t). Then
and (4.19) shows that this a grading compatible with the algebra structure of B ∆ . It then follows from Lemma 4.5 that S(n j , t j ) ∈ Z(B ∆ ) for each j ∈ J. By Proposition 4.11, there is β j ∈ X ∆ such that S(n j , t j ) = (β j ) m . Note that if β ∈ X ∆ , then any simple diagram obtained from β by replacing a component of β by several of its parallels is also in X ∆ . As Ch is defined by applying the polynomial T m to each component, we see that
m , because T m is a monic polynomial of degree m. Let z = j∈J c j Ch(β j ). Then z is central because it is an element in Ch(C X ). Besides, z ∈ C X ∆ ζ . Then z − z is also central, lying in C X ∆ ζ , and having the grading less than that of z. By induction, we conclude that z ∈ Ch(C X ∆ ) ⊂ Ch(C X ). This completes the proof of the theorem.
Finiteness
In this section we ascertain the finiteness of the skein algebra over its center and describe the algebraic set Max Spec(Z ζ (F )). Throughout F is a finite type surface and ζ is a root of 1 of order n, with m = ord(ζ 4 ) and = ζ m 2 .
5.1. Finite generation over center.
Theorem 5.1. If F is a finite type surface and ζ a root of unity then K ζ (F ) is finitely generated as a module over its center. The number of generators is less than or equal to (2m) s , where m = ord(ζ 4 ) and s is the number appearing in Theorem 2.9.
Proof. . Let J 1 , . . . , J s be the simple loops of Theorem 2.9.
By Theorem 2.9, the set {J(k) | k ∈ N s } spans K ζ (F ) over C. Let V ⊂ K ζ (F ) be the Z ζ (F )-submodule spanned by the set {J(k) | k i < 2m}, which has (2m) s elements. We prove that V = K ζ (F ) by showing that J(k) ∈ V for all k ∈ N s using induction on |k| = k 1 + · · · + k s .
For any q ∈ N, ζ 2mq = 1, hence T 2mq (J) ∈ Z ζ (F ) for any simple closed curve J (see [23, Cor 2.3] ). Suppose k j ≥ 2m for some j. Dividing by 2m, we get k j = 2mq + r. By Equation (2.8),
Substituting the right hand side of Equation (5.1) for
, we see that J(k) is the sum of two terms, each of which is in V by the induction hypothesis. Hence J(k) ∈ V , completing the proof.
5.2.
Variety of classical shadows. Since K ζ (F ) is finitely generated as a module over Z ζ (F ) and is affine over C, the Artin- Tate Suppose G is a finite group acting algebraically on an affine variety Y , i.e. for every g ∈ G, the map Y → Y given by y → g · y is a regular map. Then the quotient set Y /G is naturally an affine variety, and the quotient map Y → Y /G is a finite regular map of degree ≤ |G|, see [36] .
For any element α ∈ π 1 (F ) there is a complex valued function on the set of representations ρ : π 1 (F ) → SL 2 (C) which sends ρ to the trace of the matrix ρ(α). The set X (F ) of all such trace functions on the SL 2 (C)-representations of π 1 (F ) is an affine variety. It is called the SL 2 (C)-character variety of F and its dimension is given by The cohomology group H 1 (F ; Z 2 ) is identified with the set of all group homomorphisms u : π 1 (F ) → {±1}. If ρ : π 1 (F ) → SL 2 (C) is a representation and u ∈ H 1 (F ; Z 2 ), then let u * ρ be the new representation defined by (u * ρ)(α) = u(α)ρ(α) for all α ∈ π 1 (F ). The map ρ → u * ρ descends to an algebraic action of H 1 (F ; Z 2 ) on the SL 2 (C)-character variety X (F ). Let X (F ) be the quotient variety X (F )/H 1 (F ; Z 2 ). When F has at least one puncture, X (F ) is the P SL 2 (C)-character variety of F , and when F is a closed surface, X (F ) is the connected component of the P SL 2 (C)-characters containing the character of the trivial representation, see [21] .
Recall that F =F \ V, whereF is a closed surface and V is a finite set. Via restriction, the cohomology group H 1 (F ; Z 2 ) can be considered as a subgroup of H 1 (F ; Z 2 ) and hence acts on X (F ). Let X 0 (F ) be the quotient variety X (F )/Hand α j ∈ S are distinct. We have u * α = j∈J c j u(α j )α j , and identity u * α = α means that u(α j ) = 1 for all j. Thus, u * α = α for all u ∈ H 1 (F ; Z 2 ) if and only if u(α j ) = 1 for all u ∈ H 1 (F ; Z 2 ), which is equivalent to α j being even. Hence, K ev −1 (F ) H 1 (F ;Z 2 ) = K ev −1 (F ), and X 0 (F ) = Max Spec(K ev −1 (F )). This completes the proof of the lemma, and the theorem.
Remark 5.4. With little more work, using the basis S , one can show that degrees in both (i) and (ii) of Theorem 5.2 are eactly m p .
Remark 5.5. When = −1, there is a canonical isomorphism between the SL 2 (C)-character variety X (F ) and Max Spec(K −1 (F )), see [14, 33] . Although K −1 (F ) and K 1 (F ) are isomorphic as algebras, see [6] , the isomorphism is not canonical. However, there is twisted version X twist (F ) of X (F ), which is canonically isomorphic to Max Spec(K 1 (F )), see [9, 39] . Therefore when = 1 we can replace X (F ) in Theorem 5.2 by X twist (F ), and the finite morphism f is canonical.
Irreducible representations of the skein algebra and shadows
In this section we connect to the work of Bonahon and Wong [10] by showing how central characters correspond to classical shadows.
An irreducible representation ρ : T m (χ ρ (∂ i )) =χ ρ (∂ i ).
Since K −1 (F ) is canonically isomorphic to the coordinate ring of the SL 2 (C)-characters X (F ), the mapχ ρ determines an SL 2 (C)-character. An SL 2 (C)-character and the collection of values χ ρ (∂ i ) satisfying (6.2) are what Bonahon and Wong call a classical shadow.
From our computation of the center of K ζ (F ), Bonahon and Wong's classical shadows of irreducible representations of K ζ (F ) are in canonical one to one correspondence with our central characters. For a closed surface there are no peripheral skeins, and the classical shadow consists of an SL 2 (C)-character only.
Similarly, for the other cases they considered, namely when n is odd, Bonahon and Wong's classical shadows coincide with the central characters or with the points of the variety Y ζ (F ).
When the order of ζ is arbitrary, we define the classical shadow of an irreducible representation ρ to be the point of the variety of classical shadows Y ζ (F ) corresponding to the central character of ρ.
We now prove Theorem 2 stated in the introduction, which was conjectured by Bonahon and Wong in the case when the order of ζ is 2 (mod 4). Theorem 6.1 (Unicity Theorem for skein algebras). Let F be a finite type surface and ζ a root of unity. There is a Zariski open dense subset U of the variety of classical shadows Y ζ (F ) such that each point of U is the classical shadow of a unique (up to equivalence) irreducible representation of K ζ (F ). All irreducible representations with classical shadows in U have the same dimension N which is equal to the square root of the rank of K ζ (F ) over Z ζ (F ). If a classical shadow is not in U , then it has at most r non-equivalent irreducible representations, and each has dimension ≤ N . Here r is a constant depending on the surface F and the root ζ.
Proof. By Theorem 2.10, K ζ (F ) does not have zero divisors and hence it is prime. By [15] (see also Theorem 2.9), K ζ (F ) is affine over C. By Theorem 5.1, K ζ (F ) is generated as module over Z ζ (F ) by a set of no more than r = (2m) s elements, where m = ord(ζ 4 ) and s is the number depending on F and appearing in Theorem 2.9. Hence Theorem 3.7 applies.
Remark 6.2. In [18] it is shown that if F is a surface of negative Euler characteristic e(F ) having p > 0 punctures, and the order of ζ is 2 mod 4 then the rank of K ζ (F ) over Z ζ (F ) is m −3e(f )−p = m 6g−6+2p , where g the genus. The proof carries over to the cases where the order of ζ is odd to give the same result. This means the dimension of a generic irreducible representation, i.e. the number N in Theorem 6.1, is N = m 3g−3+p , which is also the dimension predicted by Bonahon and Wong [10] . In a future work we calculate the number N for all other cases.
