An analogue of a reductive algebraic monoid, whose unit group is a
  Kac-Moody group by Mokler, Claus
ar
X
iv
:m
at
h/
02
04
24
6v
1 
 [m
ath
.A
G]
  1
9 A
pr
 20
02
An analogue of a reductive algebraic monoid,
whose unit group is a Kac-Moody group
Claus Mokler
Universita¨t Wuppertal, Fachbereich Mathematik
Gaußstraße 20
D-42097 Wuppertal, Germany
mokler@math.uni-wuppertal.de
Abstract
By a generalized Tannaka-Krein reconstruction we associate to the ad-
missible representions of the category O of a Kac-Moody algebra, and its
category of admissible duals a monoid with a coordinate ring.
The Kac-Moody group is the Zariski open dense unit group of this monoid.
The restriction of the coordinate ring to the Kac-Moody group is the al-
gebra of strongly regular functions introduced by Kac and Peterson.
This monoid has similar structural properties as a reductive algebraic
monoid. In particular it is unit regular, its idempotents related to the
faces of the Tits cone. It has Bruhat and Birkhoff decompositions.
The Kac-Moody algebra is isomorphic to the Lie algebra of this monoid.
Mathematics Subject Classification 2000: 17B67, 22E65.
Keywords: Kac-Moody groups, algebra of strongly regular functions, reductive
algebraic monoids.
Introduction
The (minimal) Kac-Moody group G constructed in [K,P 1] by V. Kac and D.
Peterson is a group analogue of a semisimple, simply connected algebraic group
(without a coordinate ring, without a topology).
Kac and Peterson defined and investigated in [K,P 2] the algebra of strongly
regular functions C [G] of a symmetrizable Kac-Moody group. This algebra has
many properties in common with the coordinate ring of a semisimple, simply
connected algebraic group. It is an integrally closed domain, even a unique
factorization domain. It admits a Peter and Weyl theorem, i.e.,
C [G] ∼=
⊕
Λ∈P+
L∗(Λ)⊗ L(Λ)
1
as G × G-modules. But the following things, which hold in the non-classical
case, are different:
• The group structure of G does not induce a Hopf algebra structure on
C [G]. There is no comultiplication due to the infinite-dimensionality of
the highest and lowest weight representations. There is no antipode due
to the inequivalence between highest and lowest weight representations.
• Assigning to every element of G its vanishing ideal, G embeds in the set
of 1-codimensional ideals of C [G], which we denote by SpecmC [G]. But
this map is not surjective.
Kac and Peterson posed the problem to determine the part⋃
m∈N
⋃
β1, ..., βm∈∆re
Uβ1 · · ·UβmT
Specm
⊆ SpecmC [G] . (1)
(Here the elements of G have been identified with the corresponding vanishing
ideals. T denotes a maximal torus given by the construction of the Kac-Moody
group, and Uβ1 , . . . , Uβm are root groups belonging to T .)
At the same time P. Slodowy wanted to connect the deformation theory of
certain singularities with the Kac-Moody groups. Together with E. Looijenga
he defined an adjoint quotient
χ : G → Tˆ /W (2)
as a map, [Sl 1], [Sl 2]. In the non-classical case the target space Tˆ /W is a
proper extension of T/W, related to a certain partial compactification described
in [Loo]. (Such an extension is really necessary. This is indicated by the fact,
that not every element of G can be conjugated in a fixed Borel subgroup.)
Compared to its classical counterpart this adjoint quotient has bad proper-
ties. In the non-classical case there are ’missing’ conjucagy classes in its fi-
bres. Slodowy guessed that this quotient can be extended to a certain part
Gˆ ⊆ SpecmC [G].
There is an action of G×G on SpecmC [G], extending the action on G. Slodowy
conjectured
Gˆ = G · Tˆ · G , (3)
where Tˆ should be realized as a torus embedding T ⊆ Tˆ of nonfinite type, [Sl 2].
He also guessed the form of some elements e(R(Θ)) ∈ Tˆ , Θ special.
He discussed this with Peterson. Some time later Peterson announced a proof
of this conjecture, Gˆ the part (1) of SpecmC [G], together with some other
structural properties of Gˆ, [P]. The most important are:
• There should be a monoid structure on Gˆ.
• Every idempotent of Gˆ is conjugate to one of the elements e(R(Θ)) by an
element of G.
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• Gˆ = U±NˆU± where Nˆ := N { e(R(Θ)) | Θ special }N is a submonoid.
But Peterson didn’t give any proof.
About ten years later, as a student of P. Slodowy, the task of my PhD was to
investigate all these conjectures and claims, [M 1].
Important for these investigations was the paper [Kas] of M. Kashiwara, in
which he had studied the whole spectrum SpecC [G] in connection with his infi-
nite dimensional algebraic geometric approach to the flag varieties of Kac-Moody
groups. For his construction of the flag variety he used an open subscheme of
the full spectrum SpecC [G], which has a countable covering by big cells. He
factored this subscheme by an action of the formal Borel subgroup of the formal
Kac-Moody group Gf .
There had also been another development relevant for these investigations:
A reductive linear algebraic monoid (M,C [M ]) is a connected linear algebraic
monoid, whose principal open unit group G is reductive. The linear algebraic
monoid M(n,C) of n× n-matrices is a typical example. Note that there are no
nontrivial reductive linear algebraic monoids with semisimple unit group.
Reductive linear algebraic monoids have been studied carefully by M. Putcha
and L. Renner. Many of their results are presented in the book [Pu].
Such a monoid M is unit regular. Every idempotent of M is G-conjugate to
an idempotent in the closure T of a maximal torus T of G. It has Bruhat and
Birkhoff decompositions, the Weyl group N/T replaced by the Renner monoid
N/T .
The closure T of the torus T is an affine toric variety. The Weyl group W acts
on T , extending its action on T . In [Re] Renner showed that a normal reductive
linear algebraic monoid M with zero and one-dimensional center is classified by
its unit group G, and the toric variety T , equipped with the Weyl group action.
In [Vi] E. Vinberg remarked that the condition of a one-dimensional center is
not really essential. He gave a representation theoretic approach to the classifi-
cation problem.
To investigate part (1) of SpecmC [G], which we call Kac-Peterson-Slodowy
part, to prove the conjectures of P. Slodowy, and the claims of D. Peterson we
shall proceed as follows:
Since the Kac-Moody group G acts faithfully on the sum
⊕
Λ∈P+ L(Λ), it can
be identified with with a subgroup of the monoid of linear endomorphisms
End(
⊕
Λ∈P+ L(Λ)). In Section 1 we define a monoid Gˆ, which is generated
by G and certain idempotents e(R(Θ)) ∈ End(
⊕
Λ∈P+ L(Λ)), Θ special.
For this monoid we prove the conjecture (3) of P. Slodowy, and all the claims
of D. Peterson on the structure. But we obtain even more results. We show
Gˆ =
⋃˙
σˆ∈Wˆ
B±σˆB± ,
3
and investigate the monoid Wˆ = Nˆ/T , which we call Weyl monoid. We prove a
theorem, which allows to reduce any computation in Gˆ to computations in the
Kac-Moody group G, and in the face lattice R(X) of the Tits cone X , equipped
with its action of the Weyl group. We show how to construct the monoid Gˆ from
the system of root groups data (Uα)α∈∆re , T , and from the monoid (R(X) , ∩ ).
It is not too difficult to see, that Gˆ embeds in SpecmC [G] in a natural way,
its image contained in the Kac-Peterson-Slodowy part. But I could not find a
direct proof, showing equality.
Also it is surprising, that there exists such a monoid. It would be desirable to
gain a better understanding where this monoid comes from, and to make the
analogy with a reductive algebraic monoid even more tight.
A semisimple, simply connected algebraic group can be obtained from its cate-
gory of rational representations by Tannaka-Krein reconstruction.
It is also possible to use for this reconstruction the corresponding category
of representations of its semisimple Lie algebra. Because we assumed ’simply
connected’, this category coincides with the category of finite dimensional rep-
resentations of the semisimple Lie algebra.
It is important to observe, that there are several natural generalizations of this
category for a Kac-Moody algebra g:
• The tensor category of admissible modules of g. (These modules are used
for the construction of the Kac-Moody group G.)
• The tensor category Oadm of admissible modules of the category O. This
category is close to the classical case, because it keeps the complete re-
ducibility theorem, i.e., every module of Oadm is isomorphic to a direct
sum of irreducible highest weight modules L(Λ), Λ ∈ P+.
• A category, which is build in a similar way as Oadm, but where we have
a complete reducibility theorem using the lowest weight modules L∗(Λ),
Λ ∈ P+.
In a way similar to the Tannaka-Krein reconstruction, a suitable category of
representations of a Lie algebra, together with a suitable category of duals de-
termine a monoid with coordinate ring. This monoid is the biggest monoid,
acting reasonably on the representations, compatible with the duals. The coor-
dinate ring is a coordinate ring of matrix coefficients. But the multiplication of
the monoid does not have to induce a comultiplication of the coordinate ring.
In Section 4 we formulate this generalized Tannaka-Krein reconstruction for the
category Oadm and its category of admissible duals.
In Section 5 we show that Gˆ is the monoid determined by these categories,
which is one of the main results of this paper. The Kac-Moody group G is the
Zarsiki open dense unit group of Gˆ. The algebra of strongly regular functions is
isomorphic to the coordinate ring C [Gˆ] by the restriction map. In this way, the
algebra of strongly regular functions is really the coordinate ring of a monoid.
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Note that this monoid is a purely infinite dimensional phenomenon. In the clas-
sical case, it reduces to a semisimple, simply connected algebraic group.
It is quite a long way to prove this result. We use an easy infinite dimensional
algebraic geometry, which is developed in Section 3. The monoids obtained by
a generalized Tannaka-Krein reconstruction are weak algebraic monoids in this
algebraic geometric setting.
As remarked above, it is not too difficult to see, that the part of SpecmC [G]
corresponding to Gˆ is contained in the Kac-Peterson-Slodowy part. Using the
characterization of Gˆ by the generalized Tannka-Krein reconstruction, we show
in Section 5, that the Kac-Peterson-Slodowy part is contained in the part of
SpecmC [G] corresponding to Gˆ. Therefore we have equality.
Furthermore we show in Section 5, that the Zariski closure T = Tˆ is an affine
toric variety of nonfinite type. We show N = Nˆ , which makes the analogy of
the Weyl monoid Wˆ = Nˆ/T = N/T with a Renner monoid even more tight.
Although the monoid Gˆ does not act on the flag varieties, we show that it acts
on the affine cones of the flag varieties.
In Section 6 we show that the Kac-Moody algebra is isomorphic to the Lie al-
gebra of Gˆ.
In Section 1 we quickly review Kac-Moody algebras, Kac-Moody groups and
the algebra of strongly regular functions, merely to introduce our notations.
We also give an easy generalization of affine toric varieties.
This preprint is a revised version of the preprint ’A monoid completion of a
Kac-Moody group’, which had been submitted to a journal three years ago, but
did not get valued.
The monoid Gˆ can be characterized as a closure in a very big space. To inves-
tigate this closure has been motivated in the preprint ’A monoid completion of
a Kac-Moody group’ by the approach of Vinberg to the classification problem
of reductive algebraic monoids.
I found the interpretation by the generalized Tannaka-Krein reconstruction af-
ter my PhD. I included it here, because it is more beautiful.
After this long time, also many other things in relation to this monoid have
been investigated:
The C-valued points of the algebra of strongly regular functions have been
determined and investigated in [M 2]. The results on the Gf × Gf -orbits of
SpecmC [G] (closures, big cells, stratified transversal slices) can be transfered
to the G × G-orbits of Gˆ, for which they are easier to prove. The closures of
the Bruhat and Birkoff cells have been determined, and will be given in [M 3],
as well as an extension of the length function from the Weyl group to the Weyl
monoid.
The generalized Tannaka-Krein reconstruction has been investigated in general.
It was natural to determine the monoid, which corresponds to the category
Oadm and its category of full duals. This is a monoid Ĝf , which is build in a
similar way as the monoid Gˆ, but the minimal Kac-Moody group G is replaced
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by the formal Kac-Moody group Gf , [M 4].
Presumably the Kac-Moody group G is the monoid associated to the category
of admissible modules and its category of admissible duals. This is difficult to
show, because there is no complete reducibility theorem.
The following investigations have already been started:
Extending the adjoint quotient (2) of Looijenga and Slodowy to an adjoint quo-
tient χ : Gˆ→ Tˆ /W .
Extending the monoid G≥ ⊆ G of totally non-negative elements of Lusztig to a
monoid Gˆ≥ ⊆ Gˆ. Generalizing the characterizations of Fomin and Zelevinsky.
Defining and investigating the analogues of normal reductive algebraic monoids
in the Kac-Moody case.
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1 Preliminaries
We denote by N = Z+, Q+, resp. R+ the sets of strictly positive numbers of Z,
Q, resp. R , and the sets N0 = Z+0 , Q
+
0 , R
+
0 contain in addition the zero.
In the whole paper F is a field of characteristic 0, and K an arbitrary field with
|K | =∞ . Their unit groups are denoted by F× and K×.
1.1 Kac-Moody algebras, Kac-Moody groups and the al-
gebra of strongly regular functions
In this subsection we collect some basic facts about Kac-Moody algebras, Kac-
Moody groups and the algebra of strongly regular functions which are used later,
and introduce our notation.
The Kac-Moody group given in [K,P 1], [K,P 3] corresponds to the derived Kac-
Moody algebra. We work with a slightly enlarged group corresponding to the
full Kac-Moody algebra as in [Ti 1], [Mo,Pi].
All the material stated in this subsection about Kac-Moody algebras can be
found in the books [K] (most results also valid for a field of characteristic zero,
with the same proofs), [Mo,Pi], about Kac-Moody groups in [K,P 1], [K,P 3],
[Mo,Pi], and about the algebra of strongly regular functions in [K,P 2].
Optimal realizations: Starting point for the construction of a Kac-Moody
algebra and its associated simply connected Kac-Moody group is a generalized
Cartan matrix A = (aij) ∈Mn(Z), which we also assume to be symmetrizable.
Denote by l the rank of A, and set I := {1, 2, . . . n}.
A simply connected minimal free root base for A, which we call an optimal
realization for short, consists of:
• Dual free Z-modules H,P of rank 2n− l.
• Linear independent sets Π∨ = {h1, . . . , hn} ⊆ H , Π = {α1, . . . , αn} ⊆ P ,
such that αi(hj) = aji , i, j = 1, . . . , n.
• FurthermoreHI := Q∨ := Z-span{h1, . . . , hn} is saturated inH , which means
that for all n ∈ N , x ∈ H we have: nx ∈ HI ⇒ x ∈ HI
P is called the weight lattice, Q := Z-span { αi | i ∈ I } the root lattice, and
Q∨ the coroot lattice. Set Q±0 := Z
±
0 -span { αi | i ∈ I }, and Q
± := Q±0 \ {0}.
We fix a complement Hrest of HI in H . This complement determines a system
of fundamental dominant weights Λ1, . . . , Λn by
Λi(hj) := δij (j = 1, . . . n) , Λi(h) := 0 (h ∈ Hrest) .
We extend h1, . . . , hn ∈ HI with elements hn+1, . . . , h2n−l ∈ Hrest to a base
of H , and extend Λ1, . . . , Λn to the corresponding dual base Λ1, . . . , Λ2n−l .
The Weyl group and the Tits cone: Identify H and P with the correspond-
ing sublattices of the following vector spaces over F :
h := hF := H ⊗Z F , h∗ := h∗F := P ⊗Z F .
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h∗ is interpreted as the dual of h. Order the elements of h∗ by λ ≤ λ′ if and
only if λ′ − λ ∈ Q+0 .
Choose a symmetric matrixB ∈Mn(Q), and a diagonal matrixD = diag(ǫ1, . . . , ǫn),
ǫ1, . . . , ǫn ∈ Q+, such that A = DB. Define a nondegenerate symmetric bilinear
form on h by:
(hi | h) = (h | hi) := αi(h) ǫi i ∈ I , h ∈ h ,
(h′ | h′′) := 0 h′, h′′ ∈ hrest := Hrest ⊗ F .
Denote by ν : h → h∗ the corresponding isomorphism. Denote by ( | ) the
induced nondegenerate symmetric form on h∗.
The Weyl groupW =W(A) is the Coxeter group with generators σi, i ∈ I, and
relations
σ2i = 1 (i ∈ I) , (σiσj)
mij = 1 (i, j ∈ I, i 6= j) .
Themij are given by:
aijaji 0 1 2 3 ≥ 4
mij 2 3 4 6 no relation between σi and σj
The Weyl group W acts faithfully and contragrediently on h and h∗ by
σih := h− αi (h)hi i ∈ I, h ∈ h ,
σiλ := λ− λ(hi)αi i ∈ I, λ ∈ h
∗ ,
leaving the lattices Q∨, H , Q, P , and the forms invariant.
The set ∆re := W { αi | i ∈ I } ⊆ Q is called the set of real roots, and ∆∨re :=
W { hi | i ∈ I } ⊆ Q∨ the set of real coroots. The map αi 7→ hi , i ∈ I, can be
extended to a W-equivariant bijection α 7→ hα =
2ν−1(α)
(α|α) .
To illustrate the action of W on h∗R geometrically, for J ⊆ I set
FJ := { λ ∈ h
∗
R | λ(hi) = 0 for i ∈ J , λ(hi) > 0 for i ∈ I \ J } ,
F J := { λ ∈ h
∗
R | λ(hi) = 0 for i ∈ J , λ(hi) ≥ 0 for i ∈ I \ J } .
F J is a closed, finitely generated, convex cone with relative interior FJ , and
F J =
⋃˙
I ⊇K⊇ J
FK .
Call C := F ∅ = { λ ∈ h
∗
R | λ(hi) ≥ 0 for i ∈ I } the fundamental chamber,
and C := F∅ = { λ ∈ h
∗
R | λ(hi) > 0 for i ∈ I } the open fundamental cham-
ber. Set c := FI = F I = { λ ∈ h
∗
R | λ(hi) = 0 for i ∈ I }.
The Tits cone X :=W C is a convexW-invariant cone with edge c, and funda-
mental region C =
⋃
J⊆I FJ . The parabolic subgroupWJ ofW is the stabilizer
of any element λ ∈ FJ , as well as the stabilizer of FJ as a whole.
The set { σFJ | σ ∈ W , J ⊆ I } gives a W-invariant partition of X . We call
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σFJ a facet of type J .
Set P+ := P ∩ C, and P++ := P ∩ C.
The Kac-Moody algebra: The Kac-Moody algebra g = g(A) is the Lie al-
gebra over F generated by the abelian Lie algebra h, and 2n elements ei, fi,
(i ∈ I), with the following relations, which hold for any i, j ∈ I, h ∈ h:
[ei, fj ] = δijhi , [h, ei] = αi(h)ei , [h, fi] = −αi(h)fi ,
(ad ei)
1−aij ej = (ad fi)
1−aij fj = 0 (i 6= j) .
The Chevalley involution ∗ of g is the involutive anti-automorphism determined
by e∗i = fi, f
∗
i = ei, h
∗ = h, where i ∈ I and h ∈ h.
The space h and the elements ei, fi, (i ∈ I), can be identified with their images
in g. The nondegenerate symmetric bilinear form ( | ) on h can be uniquely
extended to a nondegenerate symmetric invariant bilinear form ( | ) on g.
We have the root space decomposition
g =
⊕
α∈h∗
gα where gα := { x ∈ g | [h, x] = α(h)x for all h ∈ h } .
In particular g0 = h, gαi = Fei, and g−αi = Ffi, i ∈ I.
The set of roots ∆ := { α ∈ h∗ \ {0} | gα 6= 0 } is invariant under the Weyl
group and spans the root lattice Q. We have ∆re ⊆ ∆, and ∆im := ∆ \∆re is
called the set of imaginary roots.
∆, ∆re, and ∆im decompose into the disjoint union of the sets of positive and
negative roots ∆± := ∆ ∩Q±, ∆re
± := ∆re ∩Q±, ∆im
± := ∆im ∩Q±, and we
have ∆± = −∆∓, ∆re
± = −∆re
∓, ∆im
± = −∆im
∓.
The decomposition g = n− ⊕ h ⊕ n+, where n± :=
⊕
α∈∆± gα, is called the
triangular decomposition.
For a real root α the subalgebra gα⊕ [gα,g−α]⊕ g−α of g, which is isomorphic
to sl(2,F), is denoted by sα.
The derived Lie algebra g is given by g′ =
⊕
α∈∆ gα ⊕ h
′, where h′ is spanned
by the elements hi, i ∈ I.
The category O, and the irreducible highest weight representations:
The categoryO is a tensor subcategory of the category of g-modules. Its objects
consist of the g-modules V , with the following properties:
(1) V is h-diagonalizable with finite dimensional weight spaces.
(2) There exist finitely many elements λ1, . . . , λm ∈ h
∗, such that the set of
weights of V , which we denote by P (V ), is contained in the union
⋃m
1=1D(λi),
where D(λi) := { λ ∈ h
∗ | λ ≤ λi }.
The morphisms of O are morphisms of g-modules.
For every Λ ∈ h∗ there exists, unique up to isomorphism, an irreducible repre-
sentation (L(Λ), πΛ) of g, with a nonzero element vΛ satisfying
πΛ(n
+)vΛ = 0 , πΛ(h)vΛ = Λ(h)vΛ (h ∈ h) .
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It is is an object of O, and is called an irreducible highest weight representation.
We denote its set of weights by P (Λ).
Any such representation carries a nondegenerate symmetric bilinear form 〈〈 | 〉〉 :
L(Λ) × L(Λ) → F, which is contravariant, i.e. 〈〈v | xw〉〉 = 〈〈x∗v | w〉〉 for all
v, w ∈ L(Λ), x ∈ g. This form is unique up to a nonzero multiplicative scalar.
The Kac-Moody group: To construct the Kac-Moody group call a represen-
tation (V, π) of g admissible if:
(1) V is h-diagonalizable with set of weights P (V ) ⊆ P .
(2) π(x) is locally nilpotent for all x ∈ gα, α ∈ ∆re.
(Note: If the generalized Cartan matrix is degenerate, then this definition is
slightly different from ’integrable’, because we demand P (V ) ⊆ P . This guar-
antees, that we can integrate the full Cartan subalgebra h to an algebraic geo-
metric torus.)
Examples are the irreducible highest weight representations (L(Λ), πΛ), Λ ∈ P+,
and the adjoint representation (g , ad ).
We denote by Oadm the full subcategory of the category O, whose objects are
admissible modules. Every object of this category is isomorphic to a direct sum
of irreducible highest weight modules L(Λ), Λ ∈ P+.
Let G˜ be the free product of the additive groups gα , α ∈ ∆re, and the torus
Hom((P,+), (F×, · )). Due to (1), (2), and the coproduct property of G˜, we
get for any admissible representation (V, π) a homomorphism π˜ : G˜ → GL(V ),
mapping xα ∈ gα to exp(π(xα)), and ǫ ∈ Hom(P,F×) to an element tπ(ǫ),
defined by
tπ(ǫ)vλ := ǫ(λ)vλ , vλ ∈ Vλ , λ ∈ P (V ) .
Let N˜ be the intersection of all kernels of homomorphisms π˜′ correspond-
ing to admissible representations (V, π′). The Kac-Moody group is defined as
G := G(A) := G˜/N˜ , and due to its definition π˜ : G˜ → GL(V ) factors to a
representation Π : G → GL(V ). Corresponding to (g , ad ) we get the adjoint
representation Ad : G→ Aut(g).
By composing the injection of gα into G˜ with the projection onto G we get
an injective homomorphism exp : gα → G, its image Uα is called the root
group belonging to α ∈ ∆re. Similar we get an injective homomorphism t :
Hom(P,F×)→ G, its image denoted by T . IdentifyingH⊗ZF× with Hom(P,F×),
the torus T can be described by the isomorphism
H ⊗Z F× → T∑
τ hτ ⊗ sτ 7→
∏
τ thτ (sτ )
,
where th(s)vλ := s
λ(h)vλ, vλ ∈ Vλ, λ ∈ P (V ). Set ti(s) := thi(s), i =
1, . . . , 2n− l, s ∈ F×.
The derived group G′, which is identical with the Kac-Moody group as de-
fined in [K,P 1], is generated by the root groups Uα, α ∈ ∆re. We have
G = G′ ⋊ Trest, where Trest is the subtorus of T generated by the elements
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ti(s), i = n+ 1, . . . , 2n− l, s ∈ F×.
The Kac-Moody group acts faithfully on
⊕
Λ∈P+ L(Λ), and
⊕
i=1, ..., 2n−l L(Λi).
The Chevalley involution ∗ : G → G is the involutive anti-isomorphism deter-
mined by
exp(xα)
∗ := exp(x∗α) (xα ∈ gα , α ∈ ∆re) , t
∗ := t (t ∈ T ) .
It is compatible with any nondegenerate symmetric contravariant form 〈〈 | 〉〉
on any of the modules L(Λ), Λ ∈ P+, i.e., 〈〈v | gw〉〉 = 〈〈g∗v | w〉〉 for all
v, w ∈ L(Λ), g ∈ G.
The Kac-Moody group has the following important structural properties:
1) Let α ∈ ∆+re and xα ∈ gα, x−α ∈ g−α, such that [xα, x−α] = hα. There
exists an injective homomorphism of groups
φα : SL(2,F) → G
with φα
(
1 s
0 1
)
:= exp(sxα) , φα
(
1 0
s 1
)
:= exp(sx−α), s ∈ F×, its
image denoted by Gα.
2) For s ∈ F× set nα(s) = φα
(
0 s
− 1s 0
)
, and for short set ni(s) := nαi(s),
i = 1, . . . , n. Note that thα(s) = φα
(
s 0
0 1s
)
= nα(s)nα(1)
−1.
Denote by N the subgroup generated by T and nα(1), α ∈ ∆re. Let B± be
the subgroups generated by T and Uα, α ∈ ∆±re, and let U
± be the subgroups
generated by Uα, α ∈ ∆
±
re.
Then (G , (Uα)α∈∆re , T ) is a root groups data system, compare [K,P 3], Propo-
sition 4.7, and [Ti 2], leading to the twinned BN-pairs B±, N , which have the
property B+∩B− = B+∩N = B−∩N = T . The Weyl groupW can be identi-
fied with the common Coxeter group N/T by the isomorphism κ : W → N/T ,
which is given by κ(σα) := nα(1)T , α ∈ ∆re.
In particular the twinned BN-pairs lead to the Bruhat and Birkhoff decompo-
sitions:
G =
⋃˙
σ∈W
BǫσBδ (ǫ, δ) = (+,+) , (−,−)︸ ︷︷ ︸
Bruhat
, (+,−) , (−,+)︸ ︷︷ ︸
Birkhoff
We denote an arbitrary element n ∈ N with κ−1(nT ) = σ ∈ W by nσ. If
(V, π) is an admissible g-module, its set of weights P (V ) is W-invariant, and
nσVλ = Vσλ, λ ∈ P (V ). We have nσUαn−1σ = Uσα, α ∈ ∆re.
3) The standard parabolic subgroups
P±J = B
±WJB
± , J ⊆ I ,
admit the Levi decompositions
P±J = G˜J ⋉ (U
J )± .
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Here G˜J is the group generated by the groups U±αj , j ∈ J , and by T . This
group coincides with the intersection P+J ∩P
−
J . The groups (U
J)± are the nor-
mal subgroup of U±, or of (PJ )
±, generated by Uα, α ∈ ∆
±
re \
∑
j∈J Zαj . They
coincide with
⋂
σ∈WJ
σU±σ−1.
Usually the upper indices + of all these groups are omitted.
We set N˜J := G˜J ∩N . This group is the group generated by the elements nj(1),
j ∈ J , and by T .
The algebra of strongly regular functions: The irreducible lowest weight
module L∗(Λ) of lowest weight−Λ can be realized as the submodule
⊕
λ∈P (Λ)(L(Λ)λ)
∗
of the full dual module L(Λ)∗ of L(Λ), Λ ∈ h∗.
For Λ ∈ P+, v ∈ L(Λ), and φ ∈ L∗(Λ) call the function f˜φv : G → F given by
f˜φv(g) := φ(gw), g ∈ G, a matrix coefficient of G. The algebra F [G] generated
by all such matrix coefficients is called the algebra of strongly regular functions
on G.
F [G] is an integrally closed domain, and admits a Peter and Weyl theorem:
Define an action of G × G on F [G] by ((g, h)f) (x) := f(g−1xh), g, x, h ∈ G,
f ∈ F [G]. Then the map
⊕
Λ∈P+ L
∗(Λ)⊗L(Λ)→ F [G] induced by φ⊗v 7→ f˜φv,
is an isomorphism of G×G-modules.
Restricting the functions of F [G] to G′ resp. Trest we get the algebras F [G′]
resp. F [Trest], the first identical with the algebra of strongly regular functions
as defined in [K,P 2], the second the classical coordinate ring of the torus Trest.
F [G] is isomorphic to F [G′]⊗ F [Trest] by the comorphism of the multiplication
map G′ × Trest → G.
Substructures: For ∅ 6= J ⊆ I the submatrix AJ := (aij)i,j∈J ofA is a general-
ized Cartan matrix. There exist saturated sublattices H(AJ) ⊆ H , P (AJ ) ⊆ P ,
with (hj)j∈J ⊆ H(AJ), (αj)j∈J ⊆ P (AJ ), giving an optimal realization for AJ .
We have P = P (AJ )⊕H(AJ )⊥, and the projections of Λj, j ∈ J , onto P (AJ )
give a system of fundamental dominant weights of this optimal realization.
The corresponding Kac-Moody algebra g(AJ ) embeds in g. The root lat-
tice Q(AJ) identifies with the sublattice QJ :=
∑
j∈J Zαj of Q. The Weyl
group W(AJ) identifies with the parabolic subgroup WJ . The set of roots
∆(AJ ) identifies with ∆J := ∆ ∩ QJ , and the set of real roots ∆(AJ )re with
(∆J )re := ∆re∩QJ =WJ{αj | j ∈ J}. (To simplify the notation we sometimes
identify the set of roots {αj | j ∈ J} with J .) The Kac-Moody group G(AJ )
embeds in G in the obvious way.
The images of these embedding depend on the choice of the sublattice H(AJ ),
only HJ := Z-span { hj | j ∈ J } is uniquely determined by AJ .
The images of g(AJ )
′, G(AJ )
′ are independent of this choice, and denoted by
gJ , GJ . It would be more consequent to write g
′
J and G
′
J instead of gJ and
GJ , but to simplify the notation we omit the prime.
The coordinate ring F [G(AJ)′] identifies with the restrictions of F [G] on GJ .
(A similar statement for F [G(AJ )] is not valid.)
Note that we have gJ =
⊕
α∈∆J
gα ⊕hJ , where hJ is spanned by the elements
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hj , j ∈ J . (GJ , (Uα)α∈(∆J )re , TJ) is a root groups data system, where TJ is
the subtorus of T generated by the elements tj(s), j ∈ J , s ∈ F×.
We denote by n±J the subalgebras of gJ corresponding to n(AJ )
±, and by U±J
the subgroups of GJ corresponding to U(AJ )
±, and set B±J := TJ ⋉ U
±
J .
We set NJ := GJ ∩ N . This group coincides with the group generated by the
elements nj(1), j ∈ J , and by TJ .
To simplify the notation of many formulas, it is useful to set g∅ := n∅ := {0},
G∅ := T∅ := U∅ := N∅ := {1}, and F [G∅] := F 1.
The case of a decomposable generalized Cartan matrix: If the gener-
alized Cartan matrix is decomposable, A = AI1 ⊕ AI2 , we can decompose the
optimal realization and Hrest. Set
HRest 1 := { x ∈ HRest | αi(x) = 0 for all i ∈ I2 } ,
HRest 2 := { x ∈ HRest | αi(x) = 0 for all i ∈ I1 } .
We get optimal realizations of A1, A2 by:
H1 := HI1 ⊕Hrest 1 , Π
∨
1 := { hi | i ∈ I1 } ,
P1 := { λ ∈ P | λ(h) = 0 for h ∈ H2 } , Π1 := { αi | i ∈ I1 } .
H2 := HI2 ⊕Hrest 2 , Π
∨
2 := { hi | i ∈ I2 } ,
P2 := { λ ∈ P | λ(h) = 0 for h ∈ H1 } , Π2 := { αi | i ∈ I2 } .
These satisfy:
H = H1 ⊕H2 , Π∨ = Π∨1 ∪˙Π
∨
2 .
P = P1 ⊕ P2 , Π = Π1 ∪˙Π2 .
The Weyl group W(Ai) can be identified with the parabolic subgroup WIi of
W , i = 1, 2, and we have W =WI1 ×WI2 . If XAi denotes the Tits cone of the
optimal realization of Ai, i = 1, 2, then X = XA1 ⊕XA2 .
The Lie algebra gi :=
⊕
α∈∆Ii
gα ⊕ span (Hi), the subgroup Gi generated by
Uα, α ∈ (∆Ii )re and by the elements th, h ∈ Hi, and the coordinate ring F [Gi]
obtained by restricting the functions of F [G] onto Gi are in the obvious way
isomorphic to g(AIi), G(AIi), and F [G(AIi)], i = 1, 2. Furthermore we have
g = g1 ⊕ g2, G = G1 ×G2, and F [G] = F [G1]⊗ F [G2].
1.2 A generalization of affine toric varieties
An affine toric variety is a normal affine variety containing a torus T as a dense
open subset, together with an action of T on the variety, that extends the natural
action of T on itself. Alternatively an affine toric variety can be described as
a normal algebraic monoid, whose unit group is a torus T . It is determined by
a rational convex polyhedral cone, and can be constructed, starting with this
cone, [Fu], [Ne].
In this subsection we state a generalization of this construction, starting with a
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not necessarily finitely generated rational convex cone. The results are similar
as in the classical case, but some of the classical proofs can not be generalized.
The proofs of these results, as well as some other results, can be found in [M 1].
Here we omit the proofs, because certainly they can be also found elsewhere in
the literature.
Rational convex cones and saturated submonoids of a lattice
Let L be a lattice of finite rank. Define the real vector space V := L ⊗Z R .
Identify L with L⊗ 1.
For a subset Y ⊆ V denote by c˙c (Y ) / cc (Y ) / span (Y ) the pointed convex cone
/ convex cone / subspace generated by Y . The property “finitely generated” is
defined in the obvious way.
Definition 1.1 A pointed convex cone / convex cone / subspace X of V is
called rational, if there exists a subset of L, which generates X.
A subsemigroup / submonoid / subgroup S of L is called saturated, if for all
x ∈ L, and n ∈ N we have: nx ∈ S ⇒ x ∈ S
The next theorem generalizes the Lemma of Gordan and its converse:
Theorem 1.2 The following maps are inverse, and respect the property “finitely
generated”:
{ rational pointed convex cones of V } { saturated subsemigroups of L }
X 7→ X ∩ L
c˙c (S) ← S
Similar things hold if “rational pointed convex cones”, “saturated subsemigroups”
and “c˙c (S)” are replaced by
“rational convex cones”, “saturated submonoids” and “cc (S)” ,
or if they are replaced by
“rational subspaces”, “saturated subgroups” and “span (S)”.
We call X and S associated, if they correspond under these maps.
Let X ⊆ V be a convex cone. Recall the definitions of faces of X , the face
lattice Fa(X), exposed faces of X , the relative interior, and the hull of faces,
[Ro]. We denote a convex cone of the form X − F , where F is a face of X , a
dual face of X .
The algebraic forms of these definitions can be imitated for submonoids of a
lattice:
Let M be a submonoid of L. A subset F ⊆ M is called a face of M , if F is a
submonoid, and M ⊆ F a semigroup ideal, (i.e., M \ F = ∅, or else M \ F 6= ∅
and M \ F +M ⊆M \ F ).
The set of faces of M , denoted by Fa(M), together with the inclusion of faces,
is a lattice. The intersection of faces coincides with the lattice intersection.
If F is a face of M , then the set of faces of F is given by
Fa(F ) = { G ∈ Fa(M) | G ⊆ F } .
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Define the relative interior of F as
riF := F \
⋃
G∈Fa(F ),G 6=F
G .
The set { riF | F ∈ Fa(M) } is a partition of M . F is the smallest face con-
taining an element m ∈ riF .
The hull of a face F is the group generated by F , which is equal to F −F . Note
that F =M ∩ (F − F ).
We denote a monoid M − F , where F is a face of M , a dual face of M . Its set
of faces is given by
Fa(M − F ) = { G− F | G ∈ Fa(M) with G ⊇ F } .
Theorem 1.3
a) Let X ⊆ V be a rational convex cone. Every face, relative interior of a face,
hull of a face, and dual face of X is rational.
b) Let M ⊆ H be a saturated submonoid. Every face, relative interior of a face,
hull of a face, and dual face of M is saturated.
c) Let X and M be associated. By the maps corresponding to cones and sub-
monoids of the last proposition, the face lattices (Fa(X),⊆) and (Fa(M),⊆)
are isomorphic. The relative interiors, hulls, and dual faces of associated faces
are associated.
Our main example will be the Tits cone X , which is a P-rational convex cone
in h∗R. Its faces will be given explicitely. Because of their facetial structures, it
is also not difficult to verify the last theorem directly.
Generalized affine toric varieties
Let M be a saturated submonoid of a lattice of finite rank. Let K be a field,
|K| =∞. The set of homomorphisms of monoids
M˜ := Hom ( (M,+) , (K , · ) )
gets the structure of an abelian monoid, by multiplying the homomorphisms
pointwise. The monoid algebra K [M ] is identified with the coordinate ring
K [M˜ ], identifying
∑
m∈M cmm with the function
(
∑
m∈M
cmm)(α) :=
∑
m∈M
cm α(m) , α ∈ M˜ .
The monoid structure of M˜ induces a coalgebra structure on K [M˜ ]. M˜ maps
bijectively to the K-valued points of K [M˜ ] = K [M ], the inverse map given by
restricting the K-valued points onto M ⊆ K [M ].
We equip M˜ with the Zariski topology induced by its coordinate ring.
If M is a subgroup, then M˜ = Hom(M,K) = Hom(M,K×) is a torus.
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Proposition 1.4 Let M be a saturated submonoid of a lattice of finite rank.
For F ∈ Fa(M) set
T (F ) :=
{
α ∈ M˜
∣∣∣ α−1(K×) = F } .
Let e(F ) ∈ T (F ) be the element given by
e(F )m :=
{
1 if m ∈ F
0 if m ∈M \ F
.
1) T (M) is the unit group of M˜ , E := { e(F ) | F ∈ Fa(M) } is the set of
idempotents of M˜ , and we have M˜ = T (M)E = E T (M).
2) T (F ) is a subgroup of M˜ with unit e(F ), isomorphic to the torus F˜ − F , an
isomorphism ΦF : F˜ − F → T (F ) given by
ΦF (α)(m) :=
{
α(m) m ∈ F
0 m ∈M \ F
, α ∈ F˜ − F .
The partition of M˜ into T (M)-orbits is given by the tori T (F ), F ∈ Fa(M).
For m ∈ M denote by D(m) the principal open set {α ∈ M˜ |α(m) 6= 0}. We
have
T (F ) =
⋃
G∈Fa(F )
T (G) ,
D(m) =
⋃
G∈Fa(M) , G⊇F
T (G) where m ∈ ri F .
In particular, T (M) is principal open and dense in M˜ .
Remark: To use later, note that we get a surjective homomorphism of groups
ΨF : M˜ −M → T (F ) by
ΨF (α)(m) :=
{
α(m) m ∈ F
0 m ∈M \ F
, α ∈ M˜ −M .
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2 The monoid Gˆ and its structure
To define the monoid Gˆ we need the faces of the Tits cone. In the following
subsection we state the description of these faces, as well as some other results,
which are used later to investigate the structure of Gˆ.
2.1 The face lattice of the Tits cone
Induced by the action on the Tits cone X , the Weyl group W acts on the face
lattice of X , which we denote by (R(X),⊆ ). In this subsection we describe
(R(X),⊆ ) together with its W-action.
For ∅ 6= Θ ⊆ I we denote by Θ0, resp. Θ∞ the set of indices corresponding
to the sum of the components of AΘ of finite, resp. nonfinite type. We set
∅0 := ∅∞ := ∅.
Definition 2.1 A subset Θ ⊆ I is called special if Θ = Θ∞.
Part 1 a), c), and 2) of the following theorem are due to E. Looijenga, [Loo],
Lemma 2.2, and Corollary 2.3. Part 1 b) has been given by P. Slodowy in [Sl 1],
Kapitel 6.2, Korollar 2. An alternative proof can be found in [M 1].
For J ⊆ I set J⊥ := { i ∈ I | aij = 0 for all j ∈ J }. Recall from the classifi-
cation of the generalized Cartan matrices, that a set ∅ 6= Θ ⊆ I is special if and
only if
(∑
i∈Θ Nhi
)
∩ (−C
∨
) 6= ∅.
Theorem 2.2 Let Θ be special and set R(Θ) :=WΘ⊥FΘ.
1a) R(Θ) is an exposed face of X. If Θ 6= ∅, then for every element c ∈(∑
i∈Θ Nhi
)
∩ (−C
∨
) we have
R(Θ) = X ∩ { λ ∈ h∗R | λ(c) = 0 } ,
X ⊆ { λ ∈ h∗R | λ(c) ≥ 0 } .
b) The relative interior of R(Θ) is given by
ri R(Θ) = WΘ⊥
⋃
Θf⊆Θ⊥
Θf=(Θf )0
FΘ∪Θf .
c) We have span (R(Θ)) = { λ ∈ h∗R | λ(hi) = 0 for all i ∈ Θ }.
2) The centralizers and normalizers of the W-action:
ZW(R(Θ)) = { σ ∈ W | σλ = λ for all λ ∈ R(Θ) } = WΘ ,
NW(R(Θ)) = { σ ∈ W | σR(Θ) = R(Θ) } = WΘ∪Θ⊥ .
The next corollary is an easy conclusion of part b) of the last theorem. Its first
part has been given by P. Slodowy in [Sl 1], Kapitel 6.2, Korollar 3.
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Corollary 2.3 Every face of X is W-conjugate to exactly one of the faces
R(Θ), Θ special.
A face R is of the form R(Θ), Θ special, if and only if ri R ∩ C 6= ∅.
Due to this corollary, every face R can be parametrized in the form R = σR(Θ)
with an uniquely determined special set Θ, which we call the type of R, and
σ ∈ W . The element σ is uniquely determined, if we restrict to the minimal
coset representatives WΘ∪Θ
⊥
of W/WΘ∪Θ⊥ .
Inclusion of faces can be rewritten into conditions involving the parametrisa-
tions:
Proposition 2.4 Let σ, σ′ ∈ W, Θ,Θ′ be special. The following statements
are equivalent:
i) σ′R(Θ′) ⊆ σR(Θ)
ii) Θ′ ⊇ Θ and σ−1σ′ ∈ WΘ⊥WΘ′
Proof: ‘i) ⇒ ii)’: Because σR(Θ) contains facets of type Θ′, we conclude
Θ′ ⊇ Θ. Comparing the facets of type Θ′, we find σ′FΘ′ ⊆ σWΘ⊥FΘ′ , which is
equivalent to σ−1σ′ ∈ WΘ⊥WΘ′ .
‘ii)⇒ i)’: There exist τ1 ∈ WΘ⊥ , τ2 ∈ WΘ′ , such that σ
−1σ′ = τ1τ2. Because
of Θ′ ⊇ Θ, we have WΘ′⊥ ⊆ WΘ⊥ and FΘ′ ⊆ FΘ. Therefore
σ−1σ′R(Θ′) = τ1WΘ′⊥FΘ′ ⊆ WΘ⊥FΘ = R(Θ) .

It turns out to be difficult to rewrite the intersection of faces into conditions
involving the parametrisations. But there is the following easy case: If Θ, Θ′
are special, then also Θ∪Θ′ is special, and we have R(Θ)∩R(Θ′) = R(Θ∪Θ′).
Some examples:
1) If A is of finite type the Tits cone is a linear space, and we haveR(X) = {X}.
2) If A is of affine or strongly hyperbolic type, then R(X) = {c, X}, where c is
the edge of the Tits cone.
3) If A is of indefinite type, but not strongly hyperbolic, then it is not difficult to
see, that there exist infinitely many faces. As an example consider the hyperbolic
generalized Cartan matrix
A =
 2 −2 0−2 2 −1
0 −1 2
 .
The form ( | ) restricted to h∗R has signature (1,2). The Tits cone X consists
of one component of the open cone { λ ∈ h∗R | (λ | λ) < 0 } together with all
closed, P -rational, isotropic half-lines on the boundary, compare [F,F], [Sl 2] or
[M 1].
The special sets are {1, 2, 3}, {1, 2}, ∅. The corresponding faces of X of these
types are the edge c = {0}, every closed, P -rational, isotropic half-line on the
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boundary, and X itself.
The following two propositions are not difficult to prove, using the theorem,
the corollary, and the proposition of above:
Proposition 2.5 Let ∅ 6= J ⊆ I. Identify the Weyl group W(AJ ) with the
parabolic subgroup WJ of W . The map
ΥJ : R(XAJ ) → R(X)
τRAJ (Θ) 7→ τR(Θ)
is an embedding of lattices, and has the following image:
R(X)J := { R ∈ R(X) | R ⊇ R(J
∞) }
= { τR(Θ) | Θ ⊆ J special , τ ∈ WJ }
= { τR(Θ) | Θ ⊆ J∞ special , τ ∈ WJ∞ }
We set R(X)∅ := {X}.
Proposition 2.6 Let A be decomposable, A = A1 ⊕ A2. With the notions of
Subsection 1.1, the embeddings ΥI1 , ΥI2 are given by
ΥI1 : R(XA1) → R(X)
R 7→ R+XA2
,
ΥI2 : R(XA2) → R(X)
R 7→ XA1 +R
,
and R(X) is the direct product of the sublattices R(X)I1 and R(X)I2 .
2.2 The definition of the monoid Gˆ
The Tits cone X is P -rational. The corresponding saturated submonoid X ∩P
of P is related to the set of weights of the admissible highest weight modules
L(Λ), Λ ∈ P+, by ⋃
Λ∈P+
P (L(Λ)) = X ∩ P .
Definition 2.7 For a face R of the Tits cone X define a projection operator
e(R) ∈ End
( ⊕
Λ∈P+
L(Λ)
)
by e(R)vλ :=
{
vλ λ ∈ R ∩ P
0 λ /∈ R ∩ P
, vλ ∈ L(Λ)λ, λ ∈ P (Λ), Λ ∈ P+.
Denote its image by B(R), and its kernel by K(R). Set
E := { e(R) | R a face of X } , Esp := { e(R(Θ)) | Θ special } .
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Remark: Fix Λ ∈ FJ ∩P , J ⊆ I. It is not difficult to check that e(R) does not
act as zero on L(Λ) if and only if the type of R is contained in J .
The following proposition can be proved easily:
Proposition 2.8
1) E is in the obvious way a monoid isomorphic to (R(X) , ∩ ).
2) The monoid N acts by conjugation on E. Explicitely, let R be a face of the
Tits cone X and nσ ∈ N . Then
nσe(R)n
−1
σ = e(σR) .
Furthermore nσB(R) = B(σR), and nσK(R) = K(σR).
The Kac-Moody group G acts faithfully on
⊕
Λ∈P+ L(Λ). We identify G with
the corresponding subgroup of End
(⊕
Λ∈P+ L(Λ)
)
.
Definition 2.9 Gˆ is the submonoid of End
(⊕
Λ∈P+ L(Λ)
)
generated by G
and E.
Remark: The elements of E are defined with respect to the Cartan subalgebra
h of g. The monoid Gˆ does not depend on this choice: Because G acts tran-
sitively on the Cartan subalgebras by the adjoint action, the set of projection
operators defined with respect to gh is gEg−1, (g ∈ G).
Some examples: There are the following easy cases, which could be checked
directly from the definitions:
1) If A is of finite type, then Gˆ = G.
2) If A is of affine type, then Gˆ = (G′ ∪ {e(c)})⋊Trest. The element e(c) is the
zero of the monoid G′ ∪ {e(c)}.
3) If A is of strongly hyperbolic type, then Gˆ = G ∪ {e(c)}. The element e(c)
is the zero of the monoid Gˆ.
If A is of indefinite type and not strongly hyperbolic, then due to the infinitely
many faces of the Tits cone, the monoid Gˆ is much more complicated.
Fix nondegenerate contravariant symmetric bilinear forms 〈〈 | 〉〉 on all mod-
ules L(Λ), Λ ∈ P+, and extend to a form on
⊕
Λ∈P+ L(Λ), also denoted by
〈〈 | 〉〉, by requiring L(Λ) and L(Λ′) to be orthogonal for Λ 6= Λ′.
It is easy to check, that the projections e(R), R ∈ R(X), are selfadjoint. There-
fore taking the adjoint gives an involution ∗ of Gˆ, which extends the Chevalley
involution of G. We also call this involution Chevalley involution.
2.3 Formulas for computations in Gˆ
The elements of Gˆ are given by expressions of the form
g1e(R1) · · · gme(Rm)gm+1 where
g1, . . . gm+1 ∈ G
R1, . . . Rm ∈ R(X)
, m ∈ N . (4)
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It would be painful to investigate the structure of Gˆ working with expressions
of long length m. The first thing to do is to look for some formulas, which allow
to reduce the length of such an expression (m=1 can be reached), and which
allow to decide if two such expressions give the same element. These are given
in Theorem 2.15, which is in essential of the following form:
Let g, g′ ∈ G and R,R′ ∈ R(X). Then:
ge(R) = e(R′)g′ ⇐⇒ conditions on g, g′, R,R′ .
To prove this theorem we first determine some normalizers and centralizers,
which are also useful at other places. To see why they are important look first
at Proposition 2.13.
Definition 2.10 Let V be a subspace of
⊕
Λ∈P+ L(Λ), and let Y be a sub-
monoid of Gˆ. Set
NY (V ) := { x ∈ Y | xV = V } ,
M⊂Y (V ) := { x ∈ Y | xV ⊆ V } ,
M⊃Y (V ) := { x ∈ Y | xV ⊇ V } ,
ZY (V ) := { x ∈ Y | ∀v ∈ V : xv = v } .
Remarks: Let Y be a subgroup of G.
1) If M⊂Y (V ) or M
⊃
Y (V ) is a group, then M
⊂
Y (V ) = M
⊃
Y (V ) = NY (V ).
2) Denote by V ⊥ the orthogonal complement of V . If V ⊥⊥ = V , then we have
NY (V
⊥) = NY ∗(V )
∗ , M⊂Y (V
⊥) = M⊂Y ∗(V )
∗ , M⊃Y (V
⊥) = M⊃Y ∗(V )
∗ .
Because of B(R)⊥ = K(R) and K(R)⊥ = B(R), we can take V = B(R), K(R).
Theorem 2.11 Let R = τR(Θ) be a face of the Tits cone, α ∈ ∆re. We have
NUα (B(R)) = M
⊂
Uα
(B(R)) = M⊃Uα (B(R))
=
{
Uα if α ∈ τ
(
∆+re ∪WΘΘ ∪WΘ⊥Θ
⊥
)
{1} else
,
ZUα (B(R)) =
{
Uα if α ∈ τ
( (
∆+re \WΘ⊥Θ
⊥
)
∪WΘΘ
)
{1} else
.
Proof: If xα ∈ gα and vµ ∈ L(Λ)µ ∩B(R), then
(expxα) vµ =
∑
k∈N0, µ+kα∈P (Λ)
xkα
k!
vµ .
To prove the theorem we have to investigate the half-strings (µ+ N0α) ∩ P (Λ)
appearing in such sums.
• At first we examine the strings (µ+ Zα) ∩ P (Λ) with µ ∈ P (Λ) ∩R:
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If α ∈ span (R) ∩ P then clearly:
α-string through µ ⊆ R ∩ P . (5)
If α /∈ span (R) ∩ P then:
α-string through µ
=

{µ, µ− α, . . . µ− µ(hα)α} if µ(hα) > 0
{µ} if µ(hα) = 0
{µ, µ+ α, . . . µ− µ(hα)α} if µ(hα) < 0
. (6)
As an example we prove the case µ(hα) = 0, the other two cases are proved
by similar arguments. Suppose there exists an integer z ∈ Z \ {0}, such that
µ+ zα ∈ X . Then also σα(µ + zα) = µ − zα ∈ X . Because R is a face of X ,
and
(µ+ zα) + (µ− zα) = 2µ ∈ R
we get µ± zα ∈ R. Therefore
(µ+ zα)− (µ− zα) = 2zα ∈ span (R) ,
contradicting α /∈ span (R).
• Next we show:
1) The following statements are equivalent:
i) ∀
Λ ∈ P+
µ ∈ R ∩ P (Λ)
: (µ+ N0α) ∩ P (Λ) ⊆ R ∩ P
ii) Either
α ∈ span (R) ∩ P .
or
α /∈ span (R) ∩ P and ∀ µ ∈ R ∩ P : µ(hα) ≥ 0 .
iii) α ∈ τ
(
∆+re ∪WΘΘ ∪WΘ⊥Θ
⊥
)
.
2) The following statements are equivalent:
i) ∀
Λ ∈ P+
µ ∈ R ∩ P (Λ)
: (µ+ N0α) ∩ P (Λ) = {µ} .
ii) α /∈ span (R) ∩ P and ∀ µ ∈ R ∩ P : µ(hα) ≥ 0 .
iii) α ∈ τ
((
∆+re \WΘ⊥Θ
⊥
)
∪WΘΘ
)
.
Taking into account
⋃
Λ∈P+ P (Λ) = X ∩P , the equivalence of 1 i) and 1 ii) can
be read off from (5) and (6).
If 2 ii) holds, then also 1 ii) holds, and therefore also 1 i). To show 2 i) suppose
there exist Λ ∈ P+, µ ∈ R ∩ P (Λ), n ∈ N, such that µ+ nα ∈ R ∩ P . Then we
have α ∈ span (R) ∩ P , which contradicts 2 ii).
If 2 i) holds, then also 1 i) holds, and therefore also 1 ii). To show 2 ii) suppose
α ∈ span (R) ∩ P . Then we have for all µ ∈ R ∩ P :
µ− µ(hα)α = σαµ ∈ span (R) ∩X = R ,
σαµ+ µ(hα)α = µ ∈ R .
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By using 2 i) and
⋃
Λ∈P+ P (Λ) = X ∩ P , we conclude −µ(hα) ≤ 0, µ(hα) ≤ 0,
and therefore µ(hα) = 0. We have shown that σα fixes every element of R, and
also every element of span (R), which contradicts α ∈ span (R).
It is sufficient to show the equivalence of 1 ii), 1 iii) and the equivalence of 2
ii), 2 iii) only for R = R(Θ). For these equivalences it is sufficient to show the
following statements:
a) α ∈ WΘΘ ⇐⇒ ∀ µ ∈ R(Θ) ∩ P : µ(hα) = 0 .
b) α ∈ WΘ⊥Θ
⊥ ⇐⇒ α ∈ span (R(Θ)) ∩ P .
c) α ∈ ∆+re \
(
WΘΘ ∪ WΘ⊥Θ
⊥
)
⇐⇒
α /∈ span (R(Θ)) ∩ P and ∀ µ ∈ R(Θ) ∩ P : µ(hα) ≥ 0 and
∃ µ ∈ R(Θ) ∩ P : µ(hα) > 0 .
a) is valid due to WΘ = ZW(R(Θ)) . To show b) note that
WΘ , WΘ⊥ ⊆ WΘ∪Θ⊥ = NW(R(Θ)) = NW(span (R(Θ))) , (7)
where the last equality follows because for σ ∈ NW(span (R(Θ))) we have
σR(Θ) = (σR(Θ)− σR(Θ)) ∩X = σ (R(Θ)−R(Θ)) ∩X
= (R(Θ)−R(Θ)) ∩X = R(Θ) .
By using Θ⊥ ⊆ span (R(Θ)) and (7), we find WΘ⊥Θ
⊥ ⊆ span (R(Θ)) ∩ P .
If α ∈ span (R(Θ)) ∩ P , then σα leaves span (R(Θ)) invariant. Due to (7) we
find α ∈ WΘ∪Θ⊥(Θ ∪Θ
⊥) =WΘΘ∪˙WΘ⊥Θ
⊥.
Suppose there exist σ ∈ WΘ, i ∈ Θ, such that σαi ∈ span (R(Θ)). Because of
(7) we find αi ∈ span (R(Θ)), which contradicts αi(hi) = 2.
To c): We first show ‘⇒’: Due to b) we find α /∈ span (R(Θ)) ∩ P . Because of
a) there exists an element µ ∈ R(Θ) ∩ P such that µ(hα) 6= 0.
Note that due to [K,P 3], Lemma 2.1, we have
∆+re \WΘ∪Θ⊥(Θ ∪Θ
⊥) =
⋂
η ∈W
Θ∪Θ⊥
η∆+re .
Therefore this is aWΘ∪Θ⊥-invariant set of positive roots. For every µ ∈ R(Θ)∩
P there exist σ ∈ WΘ∪Θ⊥ , µ˜ ∈ FΘ ∩ P , such that µ = σµ˜ and we find:
µ(hα) = σµ˜(hα) = µ˜(hσ−1α) ≥ 0
Next we show ‘⇐’: Because of a) and b) we find α /∈ WΘΘ∪WΘ⊥Θ
⊥. Suppose
α ∈ ∆−re \
(
WΘΘ ∪WΘ⊥Θ
⊥
)
. Then (−α) ∈ ∆+re \
(
WΘΘ ∪WΘ⊥Θ
⊥
)
, and due
to c) ‘⇒’ there exists an element µ ∈ R(Θ)∩P , such that µ(h−α) > 0. Inserting
h−α = −hα leads to a contradiction.
• Now we can proof the first statement of the theorem. Because of Remark 1)
following Definition 2.10 it is sufficient to show
M⊂Uα (B(R)) =
{
Uα if α ∈ τ
(
∆+re ∪WΘΘ ∪WΘ⊥Θ
⊥
)
{1} else
.
24
Let α ∈ τ
(
∆+re ∪WΘΘ ∪WΘ⊥Θ
⊥
)
. We have to show the inclusion ‘⊇’. If
xα ∈ gα, vµ ∈ L(Λ)µ ⊆ B(R), then
(expxα) vµ =
∑
k∈N0, µ+kα∈P (Λ)
xkα
k!
vµ︸ ︷︷ ︸
∈L(Λ)µ+kα
,
and due to the equivalence of 1 iii) and 1 i) we have P (Λ)∩ (µ+N0α) ⊆ R∩P .
Therefore (expxα)vµ ∈ B(R).
Let α /∈ τ
(
∆+re ∪WΘΘ ∪WΘ⊥Θ
⊥
)
. We have to show the inclusion ‘⊆’. Because
of the equivalence of 1) i) and 1 iii) there exist Λ ∈ P+, µ ∈ P (Λ) ∩ R, such
that P (Λ) ∩ (µ+ N0α) 6⊆ P ∩R.
Now sα = gα ⊕ [gα,g−α] ⊕ g−α is isomorphic to sl(2,F), and there exists
a decomposition of L(Λ) in a direct sum of irreducible, finite dimensional sα-
modules, which are h-invariant. Because the α-string through µ is finite, there is
a sα-modul V among these modules, such that the α-string through µ restricted
to Fhα gives the set of weights of V .
Suppose there exists an element xα ∈ gα\{0} such that exp(xα) ∈ M
⊂
Uα (B(R)).
Then for vµ ∈ V ∩ L(Λ)µ \ {0} we have
B(R) ∋ (expxα) vµ =
∑
k∈N0, µ+kα∈P (Λ)
xkα
k!
vµ︸ ︷︷ ︸
∈L(Λ)µ+kα\{0}
,
which is a contradiction.
• The second statement of the theorem is proved similar to the first. Use the
equivalence of 2 i) and 2 iii) instead of the equivalence of 1 i) and 1 iii).

Theorem 2.12 Let R = τR(Θ) be a face of the Tits cone X. We have:
1) a) M⊂T (B(R)) = M
⊃
T (B(R)) = NT (B(R)) = T .
b) ZT (B(R)) = τ TΘ τ
−1 .
2) a) M⊂N (B(R)) = M
⊃
N (B(R)) = NN (B(R)) = τ N˜Θ∪Θ⊥ τ
−1 .
b) ZN (B(R)) = τ NΘ τ
−1 .
3) a) M⊂G (B(R)) = M
⊃
G (B(R)) = NG (B(R)) = τ PΘ∪Θ⊥ τ
−1 .
b) ZG (B(R)) = τ
(
GΘ ⋉ UΘ∪Θ
⊥
)
τ−1 .
Proof: Because of Remark 1) following Definition 2.10 we have to show 1a),
2a), and 3a) only for M⊂Y (B(R)). Because of
M⊂Y (B(τR(Θ))) = M
⊂
Y (nτB(R(Θ))) = nτM
⊂
Y (B(R(Θ)))n
−1
τ ,
ZY (B(τR(Θ))) = ZY (nτB(R(Θ))) = nτ ZY (B(R(Θ)))n
−1
τ ,
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we can restrict to the cases R = R(Θ), Y = T, N, G.
Obviously 1a) holds. To 1b): Write t ∈ T in the form t =
∏2n−l
i=1 ti(si) where
si ∈ F×. Then t ∈ ZT (B(R(Θ))) if and only if
∏
i s
λ(hi)
i = 1 for all λ ∈ R(Θ)∩P .
Because of R(Θ) = {λ ∈ X |λ(hk) = 0 , k ∈ Θ } ∋ Λi for all i /∈ Θ, this is equiv-
alent to si = 1 for all i /∈ Θ.
To 2a): Let nσ ∈ N . Comparing the decompositions into weight spaces, we
conclude that nσB(R(Θ)) ⊆ B(R(Θ)) is equivalent to σR(Θ) ⊆ R(Θ). Due to
Proposition 2.4 this is equivalent to σ ∈ WΘ∪Θ⊥ .
To 2b): NΘ is generated by TΘ and the elements ni(1) = exp(ei) exp(−fi) exp(ei),
i ∈ Θ. Due to 1b) and Theorem 2.11 we get ZN (B(R(Θ))) ⊇ NΘ.
To show the reverse inclusion write nσ ∈ ZN (B(R(Θ))) in the form
nσ = tni1(1) · · ·nik(1) where t ∈ T , σ = σi1 · · ·σik ∈ W reduced .
Because nσ fixes the weight spaces of B(R(Θ)), we have σ ∈ ZW(R(Θ)) =WΘ,
from which we conclude i1, . . . , ik ∈ Θ, compare [Hu], Chapter 5.5.
Because ni1(1), . . . nik(1), nσ are elements of the group ZN (B(R(Θ))), we get
t ∈ ZN (B(R(Θ))) ∩ T = ZT (B(R(Θ))) = TΘ.
To 3a): U+ is generated by Uα, α ∈ ∆+re. Using Theorem 2.11 we get
uB(R(Θ)) = B(R(Θ)) for all u ∈ U+ . (8)
Due to the Bruhat decomposition of G, an element g ∈ G can be written in the
form g = unu˜ with u, u˜ ∈ U+, n ∈ N . Using (8) and 2a) we find
g ∈ M⊂G (B(R(Θ))) ⇐⇒ n (u˜B(R(Θ)))︸ ︷︷ ︸
=B(R(Θ))
⊆ u−1B(R(Θ))︸ ︷︷ ︸
=B(R(Θ))
⇐⇒ n ∈ N˜Θ∪Θ⊥ .
Therefore M⊂G (B(R(Θ))) = U
+N˜Θ∪Θ⊥U
+ = PΘ∪Θ⊥ .
To 3b): GΘ is generated by Uα, α ∈ ±Θ. By using Theorem 2.11 we get
GΘ ⊆ ZG (B(R(Θ))) .
The group UΘ∪Θ
⊥
is the normal subgroup of PΘ∪Θ⊥ generated by the root
groups Uα, α ∈ ∆+re\(WΘΘ∪WΘ⊥Θ
⊥). Due to Theorem 2.11 these root groups
are subgroups of the group ZG (B(R(Θ))), which is normal in NG (B(R(Θ))) =
PΘ∪Θ⊥ . Therefore we conclude
UΘ∪Θ
⊥
⊆ ZG (B(R(Θ))) .
Now let g ∈ ZG (B(R(Θ))). Because of ZG (B(R(Θ))) ⊆ NG (B(R(Θ))) =
PΘ∪Θ⊥ , and because of the decompositions
PΘ∪Θ⊥ = G˜Θ∪Θ⊥ ⋉ UΘ∪Θ
⊥
,
G˜Θ∪Θ⊥ = (GΘ ×GΘ⊥)⋊ (TI\(Θ∪Θ⊥)Trest) ,
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there exist elements x ∈ GΘ⊥TI\(Θ∪Θ⊥)Trest, y ∈ GΘ⋉UΘ∪Θ
⊥
such that g = xy,
and furthermore x = gy−1 ∈ ZG (B(R(Θ))).
We have to show x = 1. Because of U+ ∩ U− = {1}, it is sufficient to show
x, x∗ ∈ UΘ⊥ .
α) At first we show x ∈ UΘ
⊥
: Because of the Bruhat decomposition ofGΘ⊥TI\(Θ∪Θ⊥)Trest,
we can write x as a product
x = unσu˜ where u, u˜ ∈ UΘ⊥ , nσ ∈ NΘ⊥TI\(Θ∪Θ⊥)Trest .
By applying x on vΛ ∈ L(Λ)Λ \ {0}, Λ ∈ FΘ ∩ P , we get
vΛ = unσu˜vΛ = nσvΛ︸ ︷︷ ︸
6=0
+
∑
q∈Q+
vσΛ+q .
Comparing the components of the weight spaces we find
nσvΛ = vΛ . (9)
Because we have σΛ = Λ for all Λ ∈ FΘ∩P , we conclude σ ∈ WΘ∩WΘ⊥ = {1}.
Write nσ = n1 ∈ TI\(Θ∪Θ⊥)TrestTΘ⊥ in the form
nσ =
∏
i/∈Θ, i=1,...2n−l
ti(si) , si ∈ F× ,
and insert in (9). Since Λk ∈ FΘ ∩ P for all k ∈ {1, . . . , 2n− l} \Θ, we find
1 = sk for all k ∈ {1, . . . , 2n− l} \Θ .
Therfore we get nσ = 1, and x = uu˜ ∈ UΘ⊥ .
β) To show x∗ ∈ UΘ⊥ it is sufficient to show x
∗ ∈ ZG (B(R(Θ))), because then
we can apply α) to x∗.
Let v ∈ B(R(Θ)). Because of x ∈ ZG (B(R(Θ))), we find
〈〈x∗v − v | v′〉〉 = 〈〈v | xv′ − v′〉〉 = 0 for all v′ ∈ B(R(Θ)) .
We get x∗v − v ∈ (B(R(Θ)))⊥ = K(R(Θ)).
Because of 3 a) we have x∗ ∈ (UΘ⊥)
∗ ⊆ NG (B(R(Θ))), and therefore we also
get x∗v − v ∈ B(R(Θ)).
Because B(R(Θ)) and K(R(Θ)) intersect trivially, we conclude x∗v = v.

Proposition 2.13 Let R, S be faces of the Tits cone. Let Y ba a subgroup of
G, and y ∈ Y . We have:
ye(R) = e(S) ⇐⇒ R = S and y ∈ ZY (B(R)) . (10)
e(R)y = e(S) ⇐⇒ R = S and y ∈ ZY (B(R))
∗
. (11)
ye(R)y−1 = e(R) ⇐⇒ y ∈ NY (B(R)) ∩ NY ∗ (B(R))
∗
. (12)
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Remarks:
1) For R = τR(Θ) we get due to Theorem 2.12 :
Y T N G
ZY (B(R)) τ TΘ τ
−1 τ NΘ τ
−1 τ
(
GΘ ⋉ UΘ∪Θ
⊥
)
τ−1
NY (B(R)) ∩ NY ∗ (B(R))
∗
T τ N˜Θ∪Θ⊥ τ
−1 τ G˜Θ∪Θ⊥ τ
−1
2) For R = S = R(Θ), and Y = G this has been claimed by D. Peterson.
Proof: We first show (10), then (11) follows by application of the involution
∗ . Let ye(R) = e(S). The kernels K(R),K(S) of the two linear maps are the
same. Comparing the decompositions of K(R) and K(S) into weight spaces, we
find P ∩ (X \R) = P ∩ (X \ S). Therefore R = S.
Now ye(R) = e(R) is equivalent to ye(R)v = e(R)v for all v ∈
⊕
Λ∈P+ L(Λ),
which is in turn equivalent to y ∈ ZY (B(R)).
Next we show show (12). The linear projections ye(R)y−1, e(R) are equal if and
only if their images yB(R), B(R), and their kernels yK(R), K(R) are equal.
This is equivalent to y ∈ NY (B(R)) ∩ NY (K(R)), and by Remark 2) following
Definition 2.10, we get NY (K(R)) = NY ∗ (B(R))
∗
.

Let Θ be special. Because of the Levi decomposition PΘ∪Θ⊥ = G˜Θ∪Θ⊥ ⋉
UΘ∪Θ
⊥
, and the decomposition G˜Θ∪Θ⊥ = (GΘ × GΘ⊥) ⋊ T coΘ , where T
co
Θ :=
TI\(Θ∪Θ⊥)Trest, we get the following decompositions:
PΘ∪Θ⊥ = (GΘ⊥ ⋊ T coΘ )⋉
(
GΘ ⋉ UΘ∪Θ
⊥
)
,
(PΘ∪Θ⊥)
∗
=
(
GΘ ⋉ UΘ∪Θ
⊥
)∗
⋊ (GΘ⊥ ⋊ T coΘ ) .
The projections belonging to these semidirect products are denoted by
pΘ : PΘ∪Θ⊥ → GΘ⊥ ⋊ T coΘ ,
p∗Θ : (PΘ∪Θ⊥)
∗ → GΘ⊥ ⋊ T coΘ .
It is easy to see, that we have p∗Θ = ∗ ◦ pΘ ◦ ∗, and p
∗
Θ(x) = pΘ(x) for all
x ∈ PΘ∪Θ⊥ ∩ (PΘ∪Θ⊥)
∗ = G˜Θ∪Θ⊥ .
Proposition 2.14
If x ∈ PΘ∪Θ⊥ then xe(R(Θ)) = pΘ(x)e(R(Θ)) = e(R(Θ))pΘ(x) .
If x ∈ (PΘ∪Θ⊥)
∗ then e(R(Θ))x = e(R(Θ))p∗Θ(x) = p
∗
Θ(x)e(R(Θ)) .
In particular we have
U+e(R(Θ)) = U+
Θ⊥
e(R(Θ)) = e(R(Θ))U+
Θ⊥
,
e(R(Θ))U− = e(R(Θ))U−
Θ⊥
= U−
Θ⊥
e(R(Θ)) .
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Remark: D. Peterson claimed U+e(R(Θ)) ⊆ e(R(Θ))U+, and e(R(Θ))U− ⊆
U−e(R(Θ)).
Proof: Write x ∈ PΘ∪Θ⊥ in the form
x = pΘ(x)a with a ∈ GΘ ⋉ UΘ∪Θ
⊥
, pΘ(x) ∈ GΘ⊥T
co
Θ .
By using (10) and (12) of Proposition 2.13 we get
xe(R(Θ)) = pΘ(x) ae(R(Θ))︸ ︷︷ ︸
= e(R(Θ))
= pΘ(x)e(R(Θ))pΘ(x)
−1︸ ︷︷ ︸
= e(R(Θ))
pΘ(x) .
Because of the decompositions U+ = UΘ∪Θ⊥⋉UΘ∪Θ
⊥
and UΘ∪Θ⊥ = UΘ⊥×UΘ,
we have pΘ(U
+) = UΘ⊥ .
The remaining equations follow by application of the involution ∗.

The last two propositions are special cases of the following theorem, which
is the main theorem for computations in Gˆ. In the next subsection we will see,
that this theorem allows to reduce any computation in Gˆ to computations in G
and R(X).
Theorem 2.15
a) Let x, y ∈ G and Θ,Ξ special. The following statements are equivalent:
i) xe(R(Θ)) = e(R(Ξ))y .
ii) Θ = Ξ and x ∈ PΘ∪Θ⊥ , y ∈ (PΘ∪Θ⊥)
∗ with pΘ(x) = p
∗
Θ(y) .
b) Let R be a face of the Tits cone, and nσ ∈ N . Then
nσe(R)n
−1
σ = e(σR) .
Proof: b) has already been shown, and a), ‘ii) ⇒ i)’ is an easy consequence
of the last proposition. For the reverse direction we show at first Θ = Ξ:
Comparing the images of xe(R(Θ)) and e(R(Ξ))y we get
xB(R(Θ)) = B(R(Ξ)) .
Write x in the form x = unσu˜ with u, u˜ ∈ U+, nσ ∈ N , and insert in this
equation. Since U+ ⊆ NG (B(R(Θ))) , NG (B(R(Ξ))) we find nσB(R(Θ)) =
B(R(Ξ)). Comparing the decompositions into weight spaces, we get σR(Θ) ∩
P = R(Ξ) ∩ P . From this follows Θ = Ξ.
Now we can show the remaining statements of ii). Comparing the images and
kernels of xe(R(Θ)) and e(R(Θ))y, we find
xB(R(Θ)) = B(R(Θ)) , K(R(Θ)) = y−1K(R(Θ)) .
Due to Theorem 2.12 and Remark 2) following Definition 2.10, we get x ∈
PΘ∪Θ⊥ , y ∈ (PΘ∪Θ⊥)
∗. Using the last proposition and Proposition 2.13 we find:
pΘ(x)e(R(Θ)) = xe(R(Θ)) = e(R(Θ))y = p
∗
Θ(y)e(R(Θ))
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⇒ (pΘ(x))
−1 p∗Θ(y)︸ ︷︷ ︸
∈T coΘ GΘ⊥
∈ GΘ ⋉ UΘ∪Θ
⊥
⇒ (pΘ(x))
−1 p∗Θ(y) = 1 .

The next corollary is an easy consequence of the last theorem:
Corollary 2.16 Let R, S be faces of the Tits cone X. Let x, y ∈ G. Then:
xe(R) = e(S)y ⇒ ∃ τ ∈ W : S = τR .
2.4 The unit regularity of Gˆ
For a monoid M denote by M× its unit group, and by Idem(M) its set of
idempotents. M is called unit regular, if M =M×Idem(M) = Idem(M)M×.
Theorem 2.17
a) The Kac-Moody group G is the unit group of Gˆ.
b) The set of idempotents of Gˆ is given by
Idem(Gˆ) =
{
ge(R)g−1
∣∣ g ∈ G , R ∈ R(X) }
=
{
ge(R(Θ))g−1
∣∣ g ∈ G , Θ special } .
c) We have Gˆ = GEG = GEspG . In particular Gˆ is unit regular.
Remark: P. Slodowy already guessed Gˆ = GESpG, D. Peterson claimed
Gˆ = GESpG, and Idem(Gˆ) =
{
ge(R(Θ))g−1
∣∣ g ∈ G , Θ special }.
Proof:
• To prove c) it is sufficient to show Gˆ ⊆ GEspG. Due to the definition of Gˆ,
and the formula e(σR(Θ)) = nσe(R(Θ))n
−1
σ , an element of Gˆ can be written in
the form
g1e(R(Θ1)) · · · gpe(R(Θp)) where g1, . . . , gp ∈ G , Θ1, . . . , Θp special .
We can transform this element in an element of GEspG by applying (p−1) times
the following step, which uses the Birkhoff decomposition of G, Proposition 2.14,
and Theorem 2.15 b):
e(R(Θ))u−nσu
+e(R(Θ˜)) = p∗Θ(u
−)e(R(Θ))nσe(R(Θ˜))pΘ˜(u
+)
= p∗Θ(u
−) e
(
R(Θ) ∩ σR(Θ˜)
)
nσpΘ˜(u
+) = p∗Θ(u
−)nτe(R(Ξ))n
−1
τ nσpΘ˜(u
+)
where u− ∈ U− , nσ ∈ N , u
+ ∈ U+ , and Θ, Θ˜ special .
• Obviously we have (Gˆ)× ⊇ G. To show the reverse inclusion let ge(R)h be a
unit. Because (Gˆ)× is a group containing G, we get
e(R) = g−1 (ge(R)h)h−1 ∈ (Gˆ)× .
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Because of e(R)2 = e(R) we conclude
e(R) = e(R)2e(R)−1 = e(R)e(R)−1 = 1 .
Therefore ge(R)h = gh ∈ G.
• Obviously Idem(Gˆ) ⊇
{
ge(R(Θ))g−1
∣∣ g ∈ G , Θ special }. To show the re-
verse inclusion let ge(R(Θ))h be idempotent. Then we have
e(R(Θ))h g e(R(Θ)) = e(R(Θ)) .
Using the Birkhoff decomposition of G, we can write hg in the form
hg = vnσu with v ∈ U
− , nσ ∈ N , u ∈ U
+ .
To cut short the notation set p := pΘ, p
∗ := p∗Θ. Due to Proposition 2.14 and
Theorem 2.15 b), we find
e(R(Θ)) = e(R(Θ)) v nσ u e(R(Θ)) = p
∗(v)e(R(Θ))nσ e(R(Θ))p(u)
= p∗(v) e (R(Θ) ∩ σR(Θ))nσp(u) . (13)
Due to Corollary 2.16 the faces R(Θ) and R(Θ) ∩ σR(Θ) are W-conjugate. In
particular they are of the same dimension. Because R(Θ)∩ σR(Θ) is contained
in R(Θ) these two faces coincide. We conclude R(Θ) ⊆ σR(Θ). Applying the
same argument once more, we find R(Θ) = σR(Θ). Therefore σ ∈ WΘ∪Θ⊥ .
Inserting in (13) and using Theorem 2.15 a), we get
1 = p(p∗(v))p∗(nσp(u)) = p
∗(v)p∗(nσ)p(u) .
Now we have
ge(R(Θ))h = (gu−1)ue(R(Θ))vnσ(gu
−1)−1
= (gu−1)p(u)e(R(Θ))p∗(v)p∗(nσ)p(u)p(u)
−1(gu−1)−1
= (gu−1)e(R(Θ))(gu−1)−1 .

Remark: With part c) of the last theorem we have reached the description
of the elements of Gˆ by expressions of the form (4) of short length. Using Theo-
rem 2.15 we can decide if two such expressions give the same element. We have
even reached more. Using the length reduction step given in the proof of c), we
are able to compute the product of two such expressions. But we have to work
with the projections pΘ , which can be difficult.
2.5 The Weyl monoid Wˆ and the monoids Tˆ , Nˆ
In this subsection we first introduce and investigate the Weyl monoid Wˆ , which
plays the same role for the monoid Gˆ as the Weyl group W for the Kac-Moody
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group G. It has similar structural properties as the Renner monoid of a reduc-
tive algebraic group. In our further investigations we will see, that it is really
the analogue of a Renner monoid.
The Weyl group acts on the monoid (R(X) , ∩ ). The semidirect product
R(X)⋊W consists of the set R(X)×W with the structure of a monoid given
by
(R, σ) · (S, τ) := (R ∩ σS, στ) .
It is easy to see that we get a congruence relation on R(X)⋊W by
(R, σ) ∼ (R′, σ′) :⇐⇒ R = R′ and σ′σ−1 ∈ ZW(R) .
We denote the congruence class of (R, σ) by ε (R)σ.
Definition 2.18 We call the monoid Wˆ := (R(X)⋊W)/ ∼ the Weyl monoid.
It is easy to check, that we get embeddings of monoids
R(X) → Wˆ
R 7→ ε (R)1
,
W → Wˆ
σ 7→ ε (X)σ
.
We denote the element ε (R)1 by ε (R), and the image of R(X) by E . We
identify W with its image in Wˆ .
Proposition 2.19 Wˆ is a unit regular monoid, with unit group W and set of
idempotents E.
Proof: Obviously ε (X)σ is a unit with inverse ε (X)σ−1. Now let ε (R)σ ∈
(Wˆ)×. Then there exists an element ε (S)τ ∈ Wˆ, such that
ε (X) = ε (R)σ · ε (S)τ = ε (R ∩ σS)στ .
Therefore we get X = R ∩ σS. Because X is the biggest element of (R(X),⊆),
we conclude R = X .
Obviously ε (R) is idempotent. Now let ε (R)σ be idempotent. Because of
ε (R)σ = (ε (R)σ)(ε (R)σ) = ε (R ∩ σR)σ2 ,
we find σ2σ−1 = σ ∈ ZW(R). From this follows ε (R)σ = ε (R).
Now the unit regularity is obvious by the definition of Wˆ .

A monoidM is called an inverse monoid, if for every elementm ∈M there exists
a unique elementminv ∈M , such thatmminvm = m andminvmminv = minv.
The map inv : M → M is an involution extending the inverse map of the unit
group.
Proposition 2.20 Wˆ is an inverse monoid.
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Proof: It is easy to check that ε
(
σ−1R
)
σ−1 is an inverse of ε (R)σ ∈ Wˆ .
Furthermore the idempotents of Wˆ commute. Due to [How], Theorem 5.1.1, Wˆ
is an inverse monoid.

The following two propositions are not difficult to prove:
Proposition 2.21 For J ⊆ I set EJ := { ε (R) | R ∈ R(X)J }. Then
WˆJ := WJEJ = EJWJ
is a submonoid of Wˆ. For J, K ⊆ I we have WˆJ ⊆ WˆK if and only if J ⊆ K.
We call WˆJ a standard parabolic submonoid of Wˆ , and every conjugate σWˆJσ−1,
σ ∈ W, a parabolic submonoid of Wˆ .
Proposition 2.22 Wˆ acts faithfully on the Tits cone by
(σε (R))λ :=
{
σλ if λ ∈ R
0 if λ ∈ X \R
, σε (R) ∈ Wˆ .
The parabolic submonoid WˆJ is the stabilizer of any element of the facet FJ , as
well as the stabilizer of FJ as a whole, J ⊆ I.
Next we introduce the monoids Tˆ and Nˆ . In our further investigations we will
see, that Tˆ can be described as an affine generalized toric variety.
Definition 2.23 Denote by Tˆ the monoid generated by T and E, and by Nˆ
the monoid generated by N and E.
It is not difficult to prove the following proposition, describing the structure of
Tˆ and Nˆ :
Proposition 2.24 Tˆ is an abelian inverse unit regular monoid with unit group
T and set of idempotents E .
Nˆ is an inverse unit regular monoid with unit group N and set of idempotents
E .
The Weyl group is isomorphic to N/T . There is a similar description for the
Weyl monoid. We get a congruence relation on Nˆ as follows:
nˆ ∼ nˆ′ :⇐⇒ nˆT = nˆ′T ⇐⇒ nˆ′ ∈ nˆT ⇐⇒ nˆ ∈ nˆ′T
Set Nˆ/T := Nˆ/ ∼. In a similar way define Tˆ /T .
Proposition 2.25 The monoid Nˆ/T is isomorphic to Wˆ by:
κ : Wˆ → Nˆ/T
σε (R) 7→ nσe(R)T
The set of idempotents E of Wˆ is mapped onto Tˆ /T .
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Proof: To show that κ is well defined and injective let R = τR(Θ), and R′ ∈
R(X). Because Tˆ is abelian, because of Theorem 2.13 (10), and ZW(R) =
τWΘτ
−1, we find:
nσe(R)T = n˜σ′e(R
′)T ⇐⇒ ∃ t ∈ T : n−1σ n˜σ′te(R
′) = e(R)
⇐⇒ R = R′ and ∃ t ∈ T : n−1σ n˜σ′t ∈ τNΘτ
−1
⇐⇒ R = R′ and σ−1σ′ ∈ τWΘτ
−1 ⇐⇒ σε (R) = σ′ε (R′)
Due to the last proposition, κ is surjective. It is a homomorphism of monoids
because of κ(e(X)) = T , and
κ(σε (R) · τε (S)) = κ(στ ε
(
τ−1R ∩ S
)
) = nστTe(τ
−1R ∩ S)
= (nσe(R)nτe(S))T = κ(σε (R)) · κ(τε (S)) .

2.6 Some double coset partitions of Gˆ
In this subsection we determine for some subgroups of G easy representative
systems of the corresponding double coset partitions of Gˆ.
Proposition 2.26 We have
Gˆ =
⋃˙
Θ special
Ge(R(Θ))G .
Proof: This follows by combining Theorem 2.17 c) and Theorem 2.15 a).

Proposition 2.27 Let ǫ ∈ {+,−}. We have
Gˆ =
⋃˙
R∈R(X)
Ge(R)Bǫ =
⋃˙
R∈R(X)
Bǫe(R)G .
Proof: Let Θ be special. By using the Bruhat and Birkhoff decompositions of
G, Proposition 2.14, and Theorem 2.15 b), we find
Ge(R(Θ))G =
⋃
σ ∈W
Ge(R(Θ))B−nσB
ǫ =
⋃
σ ∈W
Ge(R(Θ))nσB
ǫ
=
⋃
σ ∈W
Ge(σ−1R(Θ))Bǫ =
⋃
R of type Θ
Ge(R)Bǫ .
To show that the last union is disjoint, let Ge(σR(Θ))Bǫ = Ge(τR(Θ))Bǫ. Then
there exist elements g ∈ G, b ∈ Bǫ such that
gnσe(R(Θ))n
−1
σ b = nτe(R(Θ))n
−1
τ .
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Using Theorem 2.15 a), we conclude bnτ ∈ nσ(PΘ∪Θ⊥)
∗. Because of the gen-
eralized Birkhoff and Bruhat decompositions
G =
⋃˙
x∈W/W
Θ∪Θ⊥
Bǫx(PΘ∪Θ⊥)
∗ ,
we get τ ∈ σWΘ∪Θ⊥ = σNW(R(Θ)). Therefore τR(Θ) = σR(Θ).
Taking into account the previous proposition we have proved the first equation.
The second follows by application of ∗.

Theorem 2.28 There are the Bruhat and Birkhoff decompositions
Gˆ =
⋃˙
wˆ∈Wˆ
BǫwˆBδ =
⋃˙
nˆ∈ Nˆ
U ǫnˆU δ ,
where (ǫ, δ) = (+,+) , (−,−)︸ ︷︷ ︸
Bruhat
, (+,−) , (−,+)︸ ︷︷ ︸
Birkhoff
.
Remark: D. Peterson claimed Gˆ = U±NˆU±.
Proof: Let Θ be special. We denote by WΘ∪Θ
⊥
the minimal coset representa-
tives of W/WΘ∪Θ⊥ . Due to [Hu], Section 5.12, and [K], Lemma 3.11, they can
be characterized by WΘ∪Θ
⊥
=
{
σ ∈ W | σαi ∈ ∆+re for all i ∈ Θ ∪Θ
⊥
}
.
Because ofNW(R(Θ)) =WΘ∪Θ⊥ , the faces ofX , which are conjugated to R(Θ),
are of the form σR(Θ), σ ∈ WΘ∪Θ
⊥
. Due to the previous proposition we have
Gˆ =
⋃˙
Θ sp. , σ ∈WΘ∪Θ⊥
Ge(σR(Θ))Bδ .
Now we transform the term Ge(σR(Θ))Bδ, using Proposition 2.13, 2.14, The-
orem 2.15 b), the generalized Bruhat and Birkhoff decompositions for G, and
the Bruhat and Birkhoff decompositions for GΘ⊥ :
Ge(σR(Θ))Bδ = Ge(R(Θ))n−1σ B
δ =
⋃
τ∈WΘ∪Θ⊥
BǫnτPΘ∪Θ⊥e(R(Θ))n
−1
σ B
δ
=
⋃
τ∈WΘ∪Θ⊥
BǫnτGΘ⊥T
co
Θ e(R(Θ))n
−1
σ B
δ
=
⋃
τ∈WΘ∪Θ⊥
BǫnτU
ǫ
Θ⊥NΘ⊥U
δ
Θ⊥e(R(Θ))n
−1
σ B
δ
=
⋃
τ∈WΘ∪Θ⊥
Bǫ nτU
ǫ
Θ⊥n
−1
τ︸ ︷︷ ︸
⊆Uǫ
nτNΘ⊥e(R(Θ))n
−1
σ nσU
δ
Θ⊥n
−1
σ︸ ︷︷ ︸
⊆Uδ
Bδ
= U ǫNe(R(Θ))n−1σ U
δ =
⋃
nˆ∈Ne(σR(Θ))
U ǫnˆU δ .
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Before we show that the last union is disjoint, note that the depth of λ ∈ P (Λ)
is defined as
dΛ(λ) := ht(Λ − λ) ∈ N0 .
Let U ǫnτe(σR(Θ))U
δ = U ǫn˜ηe(σR(Θ))U
δ. Then there exist elements u ∈ U ǫ,
u˜ ∈ U δ, such that
e(σR(Θ))u˜−1 = n−1τ un˜ηe(σR(Θ)) . (14)
Due to Theorem 2.15 a) we have un˜η ∈ nτ (σPΘ∪Θ⊥σ
−1). Taking into account
the generalized Bruhat and Birkhoff decompositions
G =
⋃˙
x∈W/σW
Θ∪Θ⊥σ
−1
U ǫx
(
σPΘ∪Θ⊥σ
−1
)
,
we conclude
τ−1η ∈ σWΘ∪Θ⊥σ
−1 .
Because of
⋃
Λ∈P+ L(Λ) = X ∩P , we may choose an element Λ ∈ P
+, such that
P (Λ)∩ σWΘ⊥FΘ 6= ∅. Note that this set is invariant under τ
−1η. Furthermore
choose an element λ ∈ (P (Λ) ∩ σWΘ⊥FΘ ) such that
dΛ(λ) = min
(
dΛ (P (Λ) ∩ σWΘ⊥FΘ )
)
if δ = + ,
dΛ(τ
−1ηλ) = min
(
dΛ (P (Λ) ∩ σWΘ⊥FΘ )
)
if δ = − .
If we apply both sides of (14) on vλ ∈ L(Λ)λ \ {0}, we get
n−1τ un˜ηvλ = e(σR(Θ))u˜
−1vλ .
Comparing the components of the weight space L(Λ)τ−1ηλ, we conclude that
there exists a q ∈ Qǫ0 such that
τ−1ηλ = λ+ q . (15)
Because of the minimality of dΛ(λ) for δ = +, and the minimality of dΛ(τ
−1ηλ)
for δ = −, we find q = 0. Inserting in (15) we conclude
τ−1η ∈ σWΘσ
−1 = ZW(σR(Θ)) . (16)
Applying both sides of (14) on any wµ ∈ B(σR(Θ))µ, µ ∈ σR(Θ) ∩ P , we get
e(σR(Θ))u˜−1wµ = n
−1
τ un˜ηwµ .
Comparing the components of the weight µ, taking into account (16), we find
wµ = n
−1
τ n˜ηwµ .
Therefore n−1τ n˜η ∈ ZN(B(σR(Θ))). Due to Proposition 2.13 we have
nτe(σR(Θ)) = n˜ηe(σR(Θ)) .

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2.7 Constructing Gˆ from the root groups data system
The definition of the monoid Gˆ makes use of the admissible highest weight
representations. In the following theorem we describe Gˆ, using only the root
groups data system of G, and the monoid (R(X),∩), which we identify with
the isomorphic monoid E.
Denote by G ⊔E the free product (= coproduct) of the monoids G and E. We
identify G, E with their images under the canonical injections G →֒ G ⊔ E,
E →֒ G ⊔ E.
Theorem 2.29 Let ∼ be the congruence relation on G ⊔ E generated by the
following relations:
1) For every R ∈ R(X) , nσ ∈ N : nσe(R)n−1σ ∼ e(σR)
2) For every special set Θ ⊆ I, x ∈ Uα, α ∈ ∆re:
a) If α ∈ WΘ∪Θ⊥(Θ ∪Θ
⊥) : xe(R(Θ))x−1 ∼ e(R(Θ))
b) If α ∈ (∆+re \WΘ⊥Θ
⊥) ∪WΘΘ : xe(R(Θ)) ∼ e(R(Θ))
c) If α ∈ (∆−re \WΘ⊥Θ
⊥) ∪WΘΘ : e(R(Θ))x ∼ e(R(Θ))
Then Gˆ is isomorphic to (G ⊔ E)/ ∼ .
Proof: Let Θ be special. At first we show that the following relations hold:
α) For every x ∈ G˜Θ∪Θ⊥ : xe(R(Θ))x
−1 ∼ e(R(Θ))
β) For every x ∈ GΘ ⋉ UΘ∪Θ
⊥
: xe(R(Θ)) ∼ e(R(Θ))
γ) For every x ∈
(
GΘ ⋉ UΘ∪Θ
⊥
)∗
: e(R(Θ))x ∼ e(R(Θ))
δ) For every x ∈ PΘ∪Θ⊥ , y ∈ (PΘ∪Θ⊥)
∗ with pΘ(x) = p
∗
Θ(y):
xe(R(Θ)) ∼ e(R(Θ))y
The relations α) are valid, because of 1), 2a), and the definition of G˜Θ∪Θ⊥ .
An element x ∈ GΘ ⋉ UΘ∪Θ
⊥
is a product of factors of the form
(1) uα with α ∈ WΘΘ ,
(2) uα1uβ1 · · ·uαmuβm · uγ · u
−1
βm
u−1αm · · ·u
−1
β1
u−1α1 with α1, . . . αm ∈
∆+re \WΘ⊥Θ
⊥ , β1, . . . βm ∈ ∆+re ∩WΘ⊥Θ
⊥ , γ ∈ ∆+re \ (WΘΘ ∪WΘ⊥Θ
⊥) ,
where uδ ∈ Uδ. To simplify the notation of the expressions (2), factors uδ
belonging to the same root δ, at different distance from the central factor uγ ,
may be different.
For an expression of the form (1), we have according to 2b):
uαe(R(Θ)) ∼ e(R(Θ)) .
For an expression of the form (2), we have according to 2a), 2b):
uα1uβ1 · · ·uαmuβm · uγ · u
−1
βm
u−1αm · · ·u
−1
β1
u−1α1 e(R(Θ))
∼ e(R(Θ))uβ1 · · ·uβm · u
−1
βm
· · ·u−1β1 = e(R(Θ)) .
Therefore the relations β) are valid. Similarly γ) follows from 2a), 2c).
Using α), β), and γ), the relations δ) are proved in the same way as Proposition
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2.14.
Now we can show that (G ⊔ E)/ ∼ is isomorphic to Gˆ. Due to Theorem 2.11,
Proposition 2.13, Theorem 2.15 b), and the definition of Gˆ, there exists a sur-
jective homomorphism of monoids
φ : (G ⊔ E)/ ∼ → Gˆ
with φ([x]) = x for all x ∈ G, x ∈ E.
φ is also injective. As in the proof of Theorem 2.17 c), we can show
(G ⊔ E)/ ∼ = { [g][e(R(Θ))][h] | g, h ∈ G , Θ special }
by using δ) and 1). Because of Theorem 2.15 a), and δ), we have
ge(R(Θ))h = g˜e(R(Θ˜))h˜
⇒ Θ = Θ˜ and
g˜−1g ∈ PΘ∪Θ⊥
h˜h−1 ∈ (PΘ∪Θ⊥)
∗ with pΘ(g˜
−1g) = p∗Θ(h˜h
−1)
⇒ [g][e(R(Θ))][h] = [g˜][e(R(Θ˜))][h˜] .

Remarks: 1) The theorem allows to decide, if an (anti-)automorphism of G
can be extended to an (anti-)automorphism of Gˆ, compare [M 1] for examples.
2) The theorem indicates how to generalize the monoid Gˆ to groups with a
system of root groups data, which have been defined in [Ti 2].
2.8 The action of Gˆ on the admissible modules of O
Recall that we denote by Oadm the full subcategory of O, whose objects consist
of admissible g-modules. Due to the complete reducibility theorem, compare
[K], Corollary 10.7 or [Mo,Pi], Section 6.5, every module of Oadm is a sum of
highest weight modules L(Λ), Λ ∈ P+. Denote the corresponding category of
G-modules also by Oadm .
Proposition 2.30
1) Every G-module V of Oadm extends to a Gˆ-module, the action of the idem-
potent e(R), R ∈ R(X), given by
e(R)vλ =
{
vλ λ ∈ R
0 λ ∈ X \R
, vλ ∈ Vλ , λ ∈ P (V ) .
This extension is compatible with sums, tensor products, and submodules.
2) Every G-homomorphism between two G-modules of Oadm is also a Gˆ-homo-
morphism between the corresponding Gˆ-modules.
Proof: Due to its definition the monoid Gˆ acts on L(Λ), Λ ∈ P+. Choose a
decomposition of V into a direct sum of such modules to define an action of Gˆ
on V . This action is independent of the chosen decomposition and it is given in
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1).
Let V , W be two G-modules of Oadm. We have P (V ), P (W ) ⊆ X ∩ P . If R is
a face of X , we find for vλ ∈ Vλ, wµ ∈ Wµ:
(e(R)vλ)⊗ (e(R)wµ) =
{
vλ ⊗ wµ if λ ∈ R and µ ∈ R
0 else
}
=
{
vλ ⊗ wµ if λ+ µ ∈ R
0 else
}
= e(R)(vλ ⊗ wµ) .
Therefore the extension is compatible with tensor products.
Let φ : V → W a G-homomorphism. For 2) it is sufficient to show φ ◦ e(R) =
e(R) ◦ φ, which can easily be checked on the weight spaces of V .

Proposition 2.31 The monoid Gˆ acts faithfully on
⊕2n−l
i=1 L(Λi).
Proof: Let i ∈ {n+1, . . . , 2n−l}. The modules (L(Λi), πΛi) and (L(−Λi), π−Λi)
are one dimensional. By checking on the elements of G and E, which generate
Gˆ, it is easy to see, that for every x ∈ Gˆ we have
πΛi(x) = c(x) idL(Λi) where c(x) ∈ F
× ,
and furthermore
π−Λi(x) =
1
c(x)
idL(−Λi) .
For i ∈ {n + 1, . . . , 2n − l} and ni ∈ N we define L(Λi)⊗ (−ni) := L(−Λi)⊗ni .
For Λ ∈ P+ we define L(Λ)⊗ 0 := L(0).
Now let x, x′ ∈ Gˆ such that πΛi(x) = πΛi(x
′) for all i = 1, . . . , 2n − l. An
element Λ of P+ is of the form
Λ =
2n−l∑
i=1
mi Λi where m1, . . . , mn ∈ N0 and mn+1, . . . , m2n−l ∈ Z .
The module
⊗2n−l
i=1 L(Λi)
⊗mi is an module of Oadm. Its submodule generated
by
⊗2n−l
i=1 (L(Λi)Λi)
⊗mi is an irreducible highest weight module of highest weight
Λ. Because of the last proposition we find πΛ(x) = πΛ(x
′).

2.9 The submonoids GˆJ (J ⊆ I)
Let ∅ 6= J ⊆ I. Choose an optimal realization for the generalized Cartan
submatrix AJ , consisting of saturated sublattices H(AJ) ⊆ H and P (AJ ) ⊆ P ,
such that
(hj)j∈J ⊆ H(AJ) and (αj)j∈J ⊆ P (AJ) .
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We have P = P (AJ )⊕H(AJ )⊥. Denote by qJ : P → P (AJ) the corresponding
projection.
We have an embedding of groups
G(AJ ) → G . (17)
Due to Proposition 2.5 we also have an embedding of lattices R(XAJ )→R(X),
which induces an embedding of monoids
E(AJ ) → E , (18)
whose image we denote by EJ . Our aim is to show, that the embeddings (17),
(18) induce an embedding of the monoid Ĝ(AJ ) into Gˆ, and to describe the
part GˆJ of the image, which is independent of the chosen sublattices H(AJ )
and P (AJ ). The results of this subsection will be used later.
The next proposition is well known.
Proposition 2.32 Let Λ ∈ P+, and regard the g-module L(Λ) as a g(AJ )-
module.
1) Define an equivalence relation on P (Λ) by
λ ∼ µ :⇐⇒ λ− µ ∈ QJ .
For every equivalence class C, the space VC :=
⊕
λ∈C L(Λ)λ is an admissible
g(AJ )-module of the category O(g(AJ )).
In particular the g(AJ )-module L(Λ) decomposes in a direct sum of admissible
irreducible highest weight modules.
2) The g(AJ )-module
LJ(Λ) := U(n
−
J )L(Λ)Λ
is an admissible irreducible highest weight module of highest weight qJ(Λ). Set
P (LJ(Λ)) := { λ ∈ P (Λ) | LJ(Λ) ∩ L(Λ)λ 6= {0} }. Then
LJ(Λ) =
⊕
λ∈P (LJ (Λ))
L(Λ)λ
is the weight space decomposition of LJ(Λ), where L(Λ)λ is the weight space of
weight qJ (λ).
The module LJ(Λ) is an isotypical component of V[Λ].
Definition 2.33 Let ∅ 6= J ⊆ I.
GˆJ is the monoid generated by GJ and EJ .
NˆJ is the monoid generated by NJ and EJ .
Tˆ J is the monoid generated by TJ and EJ .
Set Gˆ∅ := Nˆ∅ := Tˆ ∅ := E∅ := { e(X) }.
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Remarks:
1) Similarly to Proposition 2.25 we have WˆJ ∼= NˆJ/TJ .
2) It is easy to show that we have
Gˆ = GˆI ⋊ Trest , Nˆ = Nˆ I ⋊ Trest , Tˆ = Tˆ I × Trest .
Proposition 2.34 Let ∅ 6= J ⊆ I. The embeddings (17) and (18) induce an
embedding of Ĝ(AJ ) into Gˆ. Restricted to Ĝ(AJ )J , this embedding is indepen-
dent of the chosen sublattices, its image given by GˆJ .
Proof: Due to Propositions 2.32 and 2.30, the monoid Ĝ(AJ ) acts on L(Λ),
Λ ∈ P+. It is easy to check, that this action is compatible with the embeddings
(17), (18). Therefore we get a morphism of monoids
Ĝ(AJ )→ Gˆ . (19)
Note that the elements of GˆI act as identity on the modules L(Λi), i = n +
1, . . . , 2n − l. Due to Proposition 2.31, the monoid GˆI acts faithfully on the
sum
⊕
i∈I L(Λi). Therefore Ĝ(AJ )J acts faithfully on
⊕
j∈J LJ(Λj), and the
restriction of the morphism (19) to Ĝ(AJ )J is injective. Obviously the image of
Ĝ(AJ )J is given by GˆJ .
Because T (AJ) acts faithfully on
⊕
Λ∈P+ L(Λ), we also get an embedding of
T (AJ) into T . Denote by Trest, J the image of T (AJ)rest.
The morphism (19) maps Ĝ(AJ ) = Ĝ(AJ )J ⋊ T (AJ)rest onto GˆJTrest, J . It is
easy to check, that we have GˆJ ⋊ Trest, J . Therefore the morphism is injective.

Corollary 2.35 Let ∅ 6= J ⊆ I.
a) The unit group and the set of idempotents of GˆJ are given by
(GˆJ)
× = GJ , Idem(GˆJ ) =
{
ge(R)g−1
∣∣ g ∈ GJ , R ∈ R(X)J } .
We have GˆJ = GJEJGJ . In particular GˆJ is unit regular.
b) There are the Bruhat- and Birkhoff decompositions
GˆJ =
⋃˙
wˆ∈WˆJ
BǫJ wˆ B
δ
J , ǫ, δ ∈ {+ , −} .
Proof: The statements of the corollary can be proved easily for GˆI , by using
the corresponding statements for Gˆ, and Remark 2) following Definition 2.33.
Now the statements for GˆJ follow from the last proposition.

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Proposition 2.36 Let ∅ 6= J ⊆ I. The monoid GˆJ has a zero if and only if J
is special. In this case e(R(J)) is the zero of GˆJ .
Remark: By using Gˆ = GˆI ⋊ Trest, we conclude that Gˆ has a zero if and only
if A is nonsingular and has no component of finite type. In this case the zero is
given by e(c), where c = {0} is the edge of the Tits cone.
Proof: Due to Proposition 2.34 it is sufficient to prove this proposition only
for GˆI .
Let I be special. Then the face R(I) coincides with the edge c of the Tits cone.
We show that e(c) is the zero of GˆI , by checking this for GI and E: Due to
Proposition 2.13 we have GIe(c) = e(c) = e(c)GI . Because of R ∩ c = c, we
have e(R)e(c) = e(c) = e(c)e(R) for all R ∈ R(X).
Now suppose that z is the zero of GˆI . Due to the last corollary, z is of the form
z = ge(R(Θ))h, with g, h ∈ GI and Θ special. Because z is the zero we get
z = g−1zh−1 = e(R(Θ)). We also have TIz = z. Due to Proposition 2.13 we
get TI ⊆ TΘ, from which follows Θ = I. In particular I is special.

Now we can give the normalizers and centralizers of the highest weight spaces
of the admissible highest weight modules, which we will need later at several
places.
Proposition 2.37 Let J ⊆ I. For Λ ∈ P+ ∩ FJ we have:
a) NGˆ(L(Λ)Λ) = BWˆJB .
b) ZGˆ(L(Λ)Λ) = U
JGˆJXΛU
J = UNˆJXΛU , where
XΛ :=
{ ∏
i=1, ..., 2n−l, i/∈J ti(si) ∈ TI\JTrest
∣∣∣ ∏i=1, ..., 2n−l, i/∈J sΛ(hi)i = 1 } .
Proof: The proofs of a) and b) are similar, using NG(L(Λ)Λ) = BWJB =
UN˜JU and ZG(L(Λ)Λ) = UNJXΛU . As an example we proof a):
Due to the Bruhat decomposition of Gˆ an element gˆ ∈ Gˆ can be written in
the form gˆ = unσe(R)u˜, where u, u˜ ∈ U , nσ ∈ N , and R ∈ R(X). By using
Λ ∈ FJ∞∪J0 ⊆ ri(R(J
∞)) we find
gˆ(L(Λ)Λ) = L(Λ)Λ ⇐⇒ nσe(R)L(Λ)Λ = L(Λ)Λ ⇐⇒
Λ ∈ R and nσL(Λ)Λ = L(Λ)Λ ⇐⇒ R ⊇ R(J
∞) and nσ ∈ N˜J .

Set L∅(Λ) := L(Λ)Λ, Λ ∈ P
+. Later we will also need the following proposition.
Proposition 2.38 Let Λ ∈ P+ and J ⊆ I . Then UJ fixes the points of LJ(Λ).
Proof: The case J = ∅ is obvious, let J 6= ∅. Choose vΛ ∈ L(Λ)Λ \ {0}. Due
to the definition of LJ(Λ), it is sufficient to show the following statements:
S0 : u vΛ = vΛ for all u ∈ UJ .
Sn, n ∈ N : u x1 · · ·xnvΛ = x1 · · ·xnvΛ for all u ∈ UJ , x1, . . . , xn ∈ n−J .
The statement S0 is valid. Now the induction step from Sn to Sn+1, n ∈ N0:
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Fix an element u ∈ UJ . Let x1, . . . , xn ∈ n
−
J . Let m ∈ N and yi ∈ gβi ,
βi ∈ (∆J )−re, i = 1, . . . , m. For t1, . . . , tm ∈ F set
u(t1, . . . , tm) := exp(t1y1) · · · exp(tmym) ∈ PJ .
Because UJ is normal in PJ , we have u(t1, . . . , tm)
−1 u u(t1, . . . , tm) ∈ UJ .
Using the induction assumption, we find
u u(t1, . . . , tm)x1 · · ·xnvΛ
= u(t1, . . . , tm)u(t1, . . . , tm)
−1 u u(t1, . . . , tm)x1 · · ·xnvΛ
= u(t1, . . . , tm)x1 · · ·xnvΛ .
Because the y1, . . . , ym act locally nilpotent, the left and right side of this equa-
tion is polynomial in t1, . . . , tm. Since |F | =∞, the coefficients of the monomial
t1 · t2 . . . · tn on the left and on the right are equal. We get
u y1 · · · ymx1 · · ·xnvΛ = y1 · · · ymx1 · · ·xnvΛ .
This equation is also valid, if we permute y1, . . . ym. We conclude
u [y1[y2 · · · [ym−1, ym] · · ·]]x1 · · ·xnvΛ
= [y1[y2 · · · [ym−1, ym] · · ·]]x1 · · ·xnvΛ .
The Lie algebra n−J is generated by gβ , β ∈ (∆J)
−
re. Therefore we get
u yx1 · · ·xnvΛ = yx1 · · ·xnvΛ for y, x1, . . . , xn ∈ n
−
J .

2.10 The monoid Gˆ for a decomposable matrix A
Let the generalized Cartan matrix A be decomposable, A = AI1 ⊕AI2 . Choose
optimal realizationsH1 ⊇ { hi | i ∈ I1 }, P1 ⊇ { αi | i ∈ I1 } andH2 ⊇ { hi | i ∈ I2 },
P2 ⊇ { αi | i ∈ I2 } of AI1 and AI2 as described in Subsection 1.1. Recall that
H = H1 ⊕H2 and P = P1 ⊕ P2.
Due to Proposition 2.34 we get embeddings of Ĝ(AI1 ) and Ĝ(AI2 ) into Gˆ. De-
note by Gˆ1 and Gˆ2 its images.
Proposition 2.39 We have Gˆ = Gˆ1 × Gˆ2.
Proof: The Kac-Moody algebras g(AI1 ) and g(AI2) embed into g. To simplify
the notation we identify these Kac-Moody algebras with its images. Similarly
we identify Ĝ(AI1 ) and Ĝ(AI2 ) with G1 and G2.
If Li(Λi) is an irreducible highest weight module of g(AIi) of highest weight
Λi ∈ Pi, i = 1, 2, then
L1(Λ1)⊗ L2(Λ2) (20)
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is an irreducible highest weight module of g = g(AI1)⊕g(AI2) of highest weight
Λ1 + Λ2.
Because of P+ = P+1 ⊕ P
+
2 , all admissible irreducible highest weight modules
of g are obtained in this way.
We haveG = G(AI1)G(AI2 ), and due to Proposition 2.6 we haveE = E(AI1 )E(AI2 ).
Now let g1 ∈ G(AI1 ), g2 ∈ G(AI2 ), and e1 ∈ E(AI1 ), e2 ∈ E(AI2). The elements
g1g2, and e1e2 act on a decomposable element v1 ⊗ v2 of the module (20) by
g1g2(v1 ⊗ v2) = g1v1 ⊗ g2v2 , e1e2(v1 ⊗ v2) = e1v1 ⊗ e2v2 .
From this follows easily, that the elements of Ĝ(AI1 ) commute with the elements
of Ĝ(AI2 ) in Gˆ, and Gˆ = Ĝ(AI1 )Ĝ(AI2 ).
Now let gˆ1, gˆ
′
1 ∈ Ĝ(AI1) and gˆ2, gˆ
′
2 ∈ Ĝ(AI2 ), such that gˆ1gˆ2 = gˆ
′
1gˆ
′
2. Regarding
this equation on the modules L1(Λ1)⊗ L2(0), Λ1 ∈ P
+
1 , we find gˆ1 = gˆ
′
1. Simi-
larly we get gˆ2 = gˆ
′
2.

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3 An easy algebraic geometric setting
In this section we develop an easy, infinite dimensional algebraic geometry anal-
ogous to elementary algebraic geometry, generalizing the topologized coordinate
rings of L(Λ), and of the Kostant cones G(L(Λ)Λ), Λ ∈ P+, given in [K,P 2],
Section 3A.
This algebraic geometric setting is useful, because the monoids, coordinate rings,
and Lie algebras, which are obtained by generalized Tannaka-Krein reconstruc-
tions, fit into this context in a natural way. For an example you may look at
the next section.
There is a technical point. In the next section, we characterize the monoid,
which is obtained by a generalized Tannaka-Krein reconstruction from the cat-
egory Oadm and its category of restricted duals, as a Zariski closure G in a very
big space. We have Gˆ ⊆ G, and one of our main aims in Section 5 is to show
equality. But this is a long way. We have to work with Gˆ before we really know,
that Gˆ is closed. For this reason we have to formulate our algebraic geometric
concepts also for nonclosed varieties.
Most proofs in this section are easy, or parallel to elementary algebraic geom-
etry. They are omitted except the proofs of some propositions, which will be
used later in central position. Some more details can be found in [M 1].
In this section K denotes a field with |K | =∞ , and all vector spaces are vector
spaces over K .
3.1 Varieties and pnc-varieties
The category of (pnc-)varieties:
The category of (pnc-)varieties is a full subcategory of the category, whose
objects are topological algebras K [A], consisting of K-valued functions defined
on a set A 6= ∅, K endowed with the discrete topology, a basis of neighborhoods
of the zero given by a filter of ideals FA , (which means a filter in the lattice of
ideals of K [A]).
A morphism of two such objects (A,K [A ],FA), (B,K [B ],FB) is a map φ :
A→ B, such that the comorphism φ∗ : K [B ]→ K [A ] exists and is continuous,
i.e., (φ∗)−1 (FA) ⊆ FB.
In our notation we emphasize the filter of ideals more than the topology, because
some of the following constructions involve rather operations with the ideals of
the filter than with the sets of the topology.
The varieties of our algebraic geometry are constructed as follows:
Let V be a vector space, V ∗ its dual, and X ⊆ V ∗ a subspace, which separates
the points of V .
The algebra generated by X gives a coordinate ring KX [V ] on V , which is
isomorphic to the symmetric algebra in X . The filter of ideals FV is given by
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the filterbase of ideals
{ I (U) | U a finite dimensional subspace of V. } ,
where I(U) denotes the ideal of functions of KX [V ] vanishing on U .
A set ∅ 6= A ⊆ V is equipped with a coordinate ring together with a filter of
ideals by restriction:
K [A] := KX [V ] |A , FA := { I |A | I ∈ FV } .
Denote by SpecmK [A ] the set of 1-codimensional ideals of K [A ], and define
F -SpecmK [A ] := FA ∩ SpecmK [A ] .
(If K is endowed with the discrete topology, these ideals are the kernels of the
continuous homomorphisms of algebras from K [A ] to K .) We have a bijective
map
A → F -SpecmK [A ]
a 7→ IA(a) |A
,
where A is the Zariski closure of A, and IA(a) the ideal of functions of K [A],
which vanish in a. In particular the map
A → F -SpecmK [A ]
a 7→ IA(a)
is bijective if and only if A is Zariski closed in V . Due to this fact, the following
definitions are meaningful:
Definition 3.1 An algebra of functions topologized by a filter of ideals iso-
morphic to such an object (A,K [A ],FA) is called a pnc-variety. It is called a
variety if A is Zariski closed. (“pnc” means “possibly not closed”.)
Remarks:
1) Due to the filter of ideals every pnc-variety can be completed to a variety.
2) If V is of infinite dimension there are many possibilities to choose a subspace
X of V ∗, which separates the points of V , and therefore there are many possible
coordinate rings of V . This flexibility will be of great importance.
The situation is different if we restrict to a finite dimensional subspace U of V .
Because X |U separates the points of U , there is only the possibility X |U = U∗,
and K [U ] is the classical coordinate ring of U . The topology on K [U ] is discrete
because of I(U) |U = {0} ∈ FU .
A map between two discrete topological spaces is always continuous. Therefore
the category of varieties includes the category of the classical affine algebraic
varieties.
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Tangent spaces and tangent maps:
Define the tangent space of a (pnc-)variety (A,K [A ],FA) at a point a ∈ A by
TaA := { δ ∈ DeraK [A] | ∃ I ∈ FA : I ⊆ kernel δ } .
(If K is endowed with the discrete topology, these are the derivations in a which
are continuous.)
If (A,K [A ],FA), (B,K [B ],FB) are pnc-varieties, a ∈ A, and φ : A → B is a
morphism, we get a linear map, the tangent map at a, by:
Taφ : TaA → Tφ(a)B
δ 7→ δ ◦ φ∗
Example: Let V be a vector space, and (V,KX [V ],FV ) the variety given by a
subspace X ⊆ V ∗, which separates the points of V .
The tangent space TaV at a ∈ V can be identified with V by means of the linear
bijective map V → TaV , which assigns to an element v ∈ V the derivation
δv ∈ TaV defined by
f(a+ tv) = f(a) + tδv(f) +O(t
2) , t ∈ K , f ∈ KX [V ] .
In this way, the tangent space TaV is independent of the chosen point separating
subspace X ⊆ V ∗.
Various constructions:
It is not difficult to see, that the following constructions do not leave the category
of (pnc-)varieties:
1) Substructures: Let (B,K [B ],FB) be a pnc-variety and a ∈ A ⊆ B .
The pnc-variety (A,K [A ],FA) is defined in the obvious way by restricting the
functions of K [B ] onto A . If B is a variety and A is Zariski closed in B, then
A is also a variety.
The inclusion map ι : A→ B is a morphism, and its tangent map Taι : TaA→
TaB is injective with the image
Taι(TaA) = { δ ∈ TaB | kernel δ ⊇ IB(A) } .
(Here IB(A) denotes the vanishing ideal of A in K [B ] .)
2) Products: Let (C,K [C ],FC), (D,K [D ],FD) be (pnc-)varieties, and c ∈
C, d ∈ D. The algebra K [C ]⊗K [D ] topologized by the filterbase of ideals
{ (IC ⊗ 1 , 1⊗ ID) | IC ∈ FC , ID ∈ FD }
(the bracket ( ) stands for “the ideal generated by”) gives in the obvious way
a (pnc-)variety (C ×D,K [C ×D ],FC×D) on C ×D , which is, together with
the projections prC , prD, the product of (C,K [C ],FC) , (D,K [D ],FD) in the
category of (pnc-)varieties.
47
The map Tc prC ×Td prD : T(c,d)(C×D)→ TcC×TdD is bijective. Explicitely,
the inverse of δc ∈ TcC, δd ∈ TdD is determined by(
(Tc prC × Td prD)
−1(δc, δd)
)
(f ⊗ 1) = δc(f) , f ∈ K [C ] ,(
(Tc prC × Td prD)
−1(δc, δd)
)
(1⊗ g) = δd(g) , g ∈ K [D ] .
3) Principal open sets: Let (A,K [A ],FA) be a (pnc-)variety and g ∈ K [A ]\
{0}. The localization K [A ]g topologized by the filter of ideals
{ Ie | I ∈ FA } , where I
e : =
{
f
gn
∣∣∣∣ f ∈ I , n ∈ N0 } ,
gives in the obvious way a (pnc-)variety (D(g),K [D(g)],FD(g)) on the principal
open set D(g) := { a ∈ A | g(a) 6= 0 }.
The inclusion map j : D(g) → A is a morphism, and for a ∈ D(g) the tangent
map Taj : Ta(D(g))→ TaA is bijective. Its inverse map is given explicitely by
(Taj)
−1(δ˜)(
f
gn
) =
δ˜(f)g(a)n − f(a)δ˜(gn)
g(a)2n
, δ˜ ∈ TaA ,
f
gn
∈ K [D(g)] .
Some propositions:
The following two propositions on products and principal open sets of subvari-
eties will be important later:
Proposition 3.2
1) Let A1, . . . , Ak be sub-pnc-varieties of a pnc-variety B. Let m : A1 ×
. . . × Ak → B be a surjective map, such that for every i ∈ {1, 2, . . . , k}
and for every element ai ∈ Ai, there exist elements aj ∈ Aj, j 6= i with
m(a1, . . . , ai, . . . , ak) = ai. Suppose further that the comorphism m
∗ : K [B]→
K [A1]⊗ . . .⊗K [Ak] exists and is surjective.
Then m and m∗ are bijective, and m−1 is a morphism of pnc-varieties.
2) Let A1, . . . , Ak be varieties, B a pnc-variety, and φ : B → A1 × . . .× Ak a
bijective morphism with bijective comorphism φ∗ . Then B is also a variety.
Proof:
To 1): Clearlym∗ is injective, becausem is surjective. To show the injectivity of
m let a1, a
′
1 ∈ A1, . . . , ak, a
′
k ∈ Ak, such that m(a1, . . . , ak) = m(a
′
1, . . . , a
′
k).
Let i ∈ {1, . . . k}. For all f ∈ K [Ai] we have
f(ai) =
(
(m∗)−1(1⊗ . . .⊗ 1⊗ fi︸︷︷︸
i-th place
⊗ 1⊗ . . .⊗ 1)
)(
m(a1, . . . , ak)︸ ︷︷ ︸
=m(a′1, ..., a
′
k
)
)
= f(a′i) .
Because K [Ai] separates the points of Ai, we get ai = a′i.
It remains to show that m−1 is a morphism. Due to the definition of the filter of
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ideals for the product of the pnc-subvarieties, it is sufficient to show for I ∈ FB
and i ∈ {1, . . . , k} the inclusion(
(m−1)∗
)−1
(I) ⊇ 1⊗ . . .⊗ 1⊗ I |Ai︸︷︷︸
i-th place
⊗ 1⊗ . . .⊗ 1 .
Let τi : Ai → B be the inclusion map, and define αi := pri ◦m−1 : B → Ai.
Because of αi ◦ τi = id we find
τ∗i (I) = ((αi ◦ τi)
∗)
−1
( τ∗i (I) ) = (α
∗
i )
−1
(
(τ∗i )
−1 (τ∗i (I))
)
= (α∗i )
−1(I) + (α∗i )
−1 (kernel τ∗i )︸ ︷︷ ︸
= {0}
.
Using this equation and the definition of αi, we get
(m−1)∗
(
1⊗ . . . 1⊗ I |Ai︸︷︷︸
i-th place
⊗ 1 . . .⊗ 1
)
= (m−1)∗
(
pr∗i (τ
∗
i (I))
)
= α∗i
(
(α∗i )
−1(I)
)
⊆ I .
To 2): We have to show that the map B → F -SpecmK [B] is surjective. Let
J ∈ F -SpecmK [B]. Because φ is a morphism we have
(φ∗ )−1(J) ∈ F -Specm
(
K [A1]⊗ . . .⊗K [Ak]
)
.
A1 × . . . × Ak is a variety because A1, . . . , Ak are varieties. Therefore there
exist a1 ∈ A1, . . . , ak ∈ Ak such that
(φ∗ )−1(J) = IA1×···×Ak ( (a1, . . . , ak) ) .
Applying φ∗ on both sides we get J = IB
(
φ−1(a1, . . . , ak)
)
.

Proposition 3.3 Let (B,K [B ],FB) be a variety and g ∈ K [B ] . Let A ⊆ B
be a sub-pnc-variety, such that A = B.
If
(
DA (g |A) ,K [DA (g |A) ],FDA(g|A)
)
is a variety, then we have DA (g |A) =
DB(g).
Proof: We only have to show DA (g |A) ⊇ DB(g). It is easy to see that the
map
φ : K [B ]g → K [A ]g|A
f
gn 7→
f |A
(g|A)
n
is a well defined, surjective homomorphism of algebras. It is injective because
of A = B . φ identifies the filter of ideals FDB(g) and FDA(g|A) , and therefore
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also F -SpecmK [DB(g) ] and F -SpecmK [DA(g |A) ] .
Now let x ∈ DB(g). Because DA(g |A) is a variety, there exists an element
y ∈ DA(g |A) such that
φ
(
IDB(g)(x)
)
= IDA(g|A)(y) .
Applying φ−1 on both sides we find IDB(g)(x) = IDB(g)(y). We conclude
x = y ∈ DA(g |A).

Let V be a vector space, and (V, KX [V ], FV ) the variety given by a subspace
X ⊆ V ∗, which separates the points of V . Let a ∈ A ⊆ V .
• The Zariski closure of A is given by A = V (I (A)) .
• Identify TaA , TaA with a subspace of TaV using the tangential maps of the
inclusions, and identify TaV with V using the example of above. Then
TaA = TaA =
{
v ∈ V | δv (I (A)) = 0 ,
δv the derivation of TaV
belonging to v .
}
.
If the vanishing ideal I (A) of A in KX [V ] is not known, but the coordinate ring
K [A ] is known very well, then nevertheless the Zariski closure and the tangent
space can be determined:
Proposition 3.4 We have:
a) A = { v ∈ V | ∃ βv ∈ Alg-Hom(K [A],K) ∀f ∈ X : βv (f |A) = f(v) } .
Furthermore for all v, v′ ∈ A : βv = βv′ ⇐⇒ v = v′ .
b) TaA = TaA = { v ∈ V | ∃ ǫv ∈ DeraK [A] ∀f ∈ X : ǫv (f |A) = f(v) } .
Furthermore for all v, v′ ∈ TaA : ǫv = ǫv′ ⇐⇒ v = v′ .
Proof: We only show a), the proof of b) is analogous. v ∈ A is equivalent
to I (A) ⊆ I (v). This is equivalent to the fact, that the evaluation map
β˜v : KX [V ] → K in v factors to a homomorphism of algebras βv : K [A ] → K ,
with βv(f |A) = β˜v(f) = f(v) for all f ∈ X .
If βv = βv′ , then v = v
′, because X separates the points of V . If v = v′, then
βv = βv′ , because X |A generates the algebra K [A ].

3.2 Weak (pnc-)algebraic monoids
LetM be a monoid, and let (M,K [M ],FM ) be a (pnc-)variety, such that for all
m ∈M the right and left translations rm, lm are morphisms of (pnc-)varieties.
We get an injective linear map
Ψl : T1M → Der(K [M ])
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by (Ψl(δ)f)(m) := δ(l
∗
mf), f ∈ K [M ], m ∈M . Its image is given by{
ǫ ∈ Der(K [M ]) | ∀ m ∈M : l
∗
m ◦ ǫ = ǫ ◦ l
∗
m
∃ J ∈ FM : ǫ(J) ⊆ I (1)
}
.
Similarly, we get an injective linear map
Ψr : T1M → Der(K [M ])
by (Ψr(δ)f)(m) := δ(r
∗
mf), f ∈ K [M ], m ∈M . Its image is given by{
ǫ ∈ Der(K [M ]) | ∀ m ∈M : r
∗
m ◦ ǫ = ǫ ◦ r
∗
m
∃ J ∈ FM : ǫ(J) ⊆ I (1)
}
.
We call (M,K [M ],FM ) a weak (pnc-)algebraic monoid, if the images of Ψl and
Ψr are Lie subalgebras of Der(K [M ]), and if the Lie algebra structures on T1M ,
obtained by pulling back, are opposite.
The tangent space T1M equipped with the structure of the Lie algebra, which
is obtained by pulling back by Ψl, is called the Lie algebra Lie(M) of M .
A morphism of weak (pnc-)algebraic monoids (M,K [M ],FM ), (N,K [N ],FN )
consists of a homomorphism of monoids φ :M → N , which is also a morphism
of the (pnc-)varieties. The map
Lie(φ) := T1φ : Lie(M) → Lie(N)
is a homomorphism of Lie algebras.
Let (M,K [M ],FM ) be a weak (pnc-)algebraic monoid with an involution of
monoids ∗ : M → M , which is also an isomorphism of (pnc-)varieties. This
involution induces an involution ∗ of the algebra K [M ] by f∗(m) := f(m∗),
f ∈ K [M ], m ∈ M . It is easy to check that we also get an involution ∗ of the
Lie algebra Lie(M) by δ∗ := δ ◦ ∗ , δ ∈ Lie(M).
Examples: In the following examples a dot · marks the place where the argu-
ments of a function have to be put in.
1) Let V be a vector space, and (V,KX [V ],FV ) the variety given by a subspace
X ⊆ V ∗, which separates the points of V .
For an endomorphism φ : V → V denote by φ∗ : V ∗ → V ∗ its adjoint map. We
get a subalgebra of End(V ) by
EndX(V ) := { φ ∈ End(V ) | φ
∗(X) ⊆ X } .
Equip EndX(V ) with the variety structure given by the point separating sub-
space
XEnd := span { fαv := α( · v) | α ∈ X , v ∈ V }
of (EndX(V ))
∗. It is not difficult to check, that EndX(V ) together with the
concatenation of linear maps is a weak algebraic monoid.
By the identification of T1EndX(V ) with EndX(V ), the Lie algebra Lie(EndX(V ))
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identifies with the Lie algebra associated to the associative algebra EndX(V ).
2) Let (V , 〈〈 | 〉〉 ) be a vector space together with a nondegenerate symmetric
bilinear form, charK 6= 2. Then
X := { fv := 〈〈v | · 〉〉 | v ∈ V } ⊆ V
∗
is a subspace of V ∗, which separates the points of V . The weak algebraic
monoid (EndX(V ),K [EndX(V )],FEndX(V )) of the last example coincides with
(Adj(V ),K [ Adj(V ) ],FAdj(V )) defined by
Adj(V ) := { φ ∈ End(V ) | The 〈〈 | 〉〉 -adjoint map φ∗ ∈ End(V ) exists. } ,
XAdj(V ) := span{ fvw := 〈〈v | · w〉〉 |Adj(V ) | v, w ∈ V } ⊆ (Adj(V ))
∗
.
The adjoint map ∗ : Adj → Adj is an involutive isomorphism of the varieties.
We omit the definition of an action of a weak (pnc-)algebraic monoid. But
note that for every v ∈ V the map ψv : EndX(V )→ V defined by ψv(φ) := φv
is a morphism.
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4 A generalized Tannaka-Krein reconstruction
The category Oadm of admissible g-modules generalizes the category of finite
dimensional representations of a semisimple Lie algebra, keeping the complete
reducibility theorem. In this section we associate to Oadm and its category of
restricted duals a monoid with coordinate ring, as well as the Lie algebra of
this monoid, by a generalization of the Tannaka-Krein reconstruction. We show
that this monoid can be identified with a weak algebraic monoid. Because of
this result, we can use the algebraic geometric methods developed in the last
section to determine this monoid and its Lie algebra. In the next two sections
we show, that the monoid can be identified with Gˆ, and its Lie algebra can be
identified with the Kac-Moody algebra g.
The generalized Tannaka-Krein reconstruction is not restricted to this particular
example, and we will investigate this reconstruction in detail in [M 4]. But this
example is special for the following reasons: There is a complete reducibility
theorem for Oadm. The restricted duals have nice properties. The Kac-Moody
algebra is generated by elements, which act locally finite on all modules ofOadm.
Furthermore a dense part of this monoid, the Kac-Moody group, has already
been investigated. Also the restriction of the coordinate ring of the monoid onto
the Kac-Moody group has already been investigated.
Oadm is a tensor category. To two g-modules V , W of Oadm we can assign a
direct sum V ⊕W and a tensor product V ⊗W , which are both modules of
Oadm. We also choose an one-dimensional module V0 of Oadm, on which g acts
trivially.
The category of restricted duals of Oadm is obtained in the following way:
Let (V, πV ) be a g-module of Oadm. Its restricted dual V (∗) is defined as a linear
space by
V (∗) :=
⊕
λ∈P (V )
V ∗λ ⊆ V
∗ .
It separates the points of V . For every x ∈ g the dual map πV (x)∗ : V ∗ → V ∗
of πV (x) : V → V restricts to a map πV (x)(∗) : V (∗) → V (∗), which we call the
restricted dual map. In this way V (∗) gets the structure of a gop-module.
For every g-homomorphism φ : V → W of Oadm, the restricted dual map
φ(∗) :W (∗) → V (∗) exists, and is a homomorphism of gop-modules.
Now let V , W be g-modules of Oadm. Then in the obvious way we get linear
embeddings
V (∗) ⊕W (∗) → (V ⊕W )∗ , V (∗) ⊗W (∗) → (V ⊗W )∗ .
Because the weight spaces are finite dimensional, and because of the conditions
on the set of weights of the modules of Oadm, the images of these embeddings
coincide with (V ⊕W )(∗) and (V ⊗W )(∗).
Forgetting the g-module structure of the objects of Oadm, a natural transfor-
mation of the resulting category Ofgadm of linear spaces and linear maps consists
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of a family of linear maps
m = (mV ∈ End(V ) )V ∈Ofg
adm
,
such that the diagram
V
mV→ V
φ ↓ ↓ φ
W
mW→ W
commutes for all objects V , W , and all morphisms φ : V → W . The natural
transformations form a set, because the isoclasses of Ofgadm form a set.
Induced by the algebras of endomorphisms End(V ), V ∈ Ofgadm, the set of
natural transformations gets the structure of an associative F-algebra with unit,
therefore also the structure of a Lie algebra.
It is trivial to check the next proposition:
Proposition 4.1 The set M of natural transformations
m = (mV ∈ EndV (∗)(V ) )V ∈Ofg
adm
,
which satisfy the properties
(1) mV⊕W = mV ⊕mW for all objects V , W ,
(2) mV⊗W = mV ⊗mW for all objects V , W ,
(3) mV0 = idV0 ,
is a submonoid of the monoid of natural transformations of Ofgadm.
Remarks: 1) M is the biggest monoid acting reasonably on the modules of
Oadm, compatible with the duals. We know already, that the monoid Gˆ embeds
onto a submonoid of M .
2) Recall that mV ∈ EndV (∗)(V ) means the restricted dual map m
(∗)
V : V
(∗) →
V (∗) exists. In this way V (∗) is a module of the opposite monoid Mop.
3) It is easy to check, that the following generalization of (1) holds: Let Vj ,
j ∈ J , be objects of Ofgadm, such that
⊕
j∈J Vj is also an object of O
fg
adm. Then
we have
m⊕
j∈J Vj
=
⊕
j∈J
mVj .
The next proposition describes the coordinate ring F [M ] of the monoid M . For
φ ∈ V (∗), and v ∈ V define a function fφv : M → F, the matrix coefficient of φ
and v, by
fφv(m) := φ(mV v) , m ∈M .
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Proposition 4.2 1) The set
F [M ] :=
{
fφv | φ ∈ V
(∗) , v ∈ V , V ∈ Ofgadm
}
is a subalgebra with unit of the algebra of functions on M . It separates the points
of M . Left and right multiplications with elements of M induce comorphisms
of F [M ].
2) The monoid Mop ×M acts on the algebra F [M ] by
((m1,m2)f)(m) := f(m1mm2) , f ∈ F [M ] , m1,m2,m ∈M.
We get an Mop ×M -equivariant linear isomorphism⊕
Λ∈P+
L(Λ)(∗) ⊗ L(Λ)→ F [M ]
by assigning φ⊗ v the matrix coefficient fφv, φ ∈ L(Λ)(∗), v ∈ L(Λ), Λ ∈ P+.
Proof:
a) Let V , W be objects of Ofgadm, and α : V → W an isomorphism. Since the
monoid M consists of natural transformations, we have
fφα(v) = fα(∗)(φ) v for all φ ∈W
(∗) , v ∈ V .
In particular the image of the map V (∗) ⊗ V → F [M ], which assigns φ⊗ v the
matrix coefficient fφv, depends only on the isomorphism class of V .
b) Next we show the properties of the set F [M ], which are stated in 1):
Let V , W be objects of Ofgadm, and v ∈ V , w ∈ W , φ ∈ V
(∗) and ψ ∈ W (∗).
Because of the properties (1) and (2) in the definition of M we have
fφv + fψw = fφ⊕ψ v⊕w , fφvfψw = fφ⊗ψ v⊗w .
Because of property (3) we have
fφv = φ(v) 1 , φ ∈ V
(∗)
0 = V
∗
0 , v ∈ V0 .
Let m, m˜ ∈ M , and suppose f(m) = f(m˜) for all f ∈ F [M ]. Then for every
object V of Ofgadm we have φ(mV v) = φ(m˜V v) for all φ ∈ V
(∗), v ∈ V . Because
V (∗) is point separating on V, we find mV = m˜V .
The left and right translations induce comorphisms, because for v ∈ V , φ ∈ V (∗),
V an object of Ofgadm, we have
l∗m fφv = fm(∗)V (φ) v
, r∗m fφv = fφmV (v) .
c) We get a linear map
ΦM :
⊕
Λ∈P+
L(Λ)(∗) ⊗ L(Λ)→ F [M ]
55
by assigning φ⊗ v the matrix coefficient fφv, φ ∈ L(Λ)(∗), v ∈ L(Λ), Λ ∈ P+.
This map is surjective: Let V be an object of Ofgadm. Due to the complete re-
ducibility theorem, [K], Theorem 10.7, there exists an isomorphism α : V →⊕
j∈J L(Λj), where Λj ∈ P
+. Let v ∈ V and φ ∈ V (∗). Since α(∗) :
⊕
j∈J L(Λj)
(∗) →
V (∗) is bijective, there exist an element ψ ∈
⊕
j∈J L(Λj)
(∗) such that φ =
α(∗)(ψ). Due to a) we find
fφv = fα(∗)(ψ) v = fψ α(v) .
This matrix coefficient is an element of the image of ΦM .
Denote by ΦG :
⊕
Λ∈P+ L(Λ)
(∗) ⊗ L(Λ) → F [G] the isomorphism of the Peter
and Weyl theorem for the algebra of strongly regular functions F [G]. Obviously
we get a linear map res : F [M ] → F [G] by restricting the functions of F [M ]
onto G. Because of ΦG = res ◦ ΦM , the map ΦM is injective.
The monoidMop×M acts by homomorphism of algebras, because of (m1,m2)f =
(l∗m1 ◦ r
∗
m2)(f), f ∈ F [M ]. The M
op ×M -equivariance is obvious.

Corollary 4.3 1) If we identify the Kac-Moody group G with the corresponding
subgroup of M , we have:
• The Kac-Moody group G is Zariski closed in M .
• The algebra of strongly regular functions F [G] is isomorphic to the coordinate
ring F [M ] by the restriction map.
2) The coordinate ring F [M ] is an integrally closed domain. In particular M is
irreducible.
Remark: In this way, the algebra of strongly regular functions is really the
coordinate ring of the monoid M .
Proof: With the notations of the proof of the last proposition, the restriction
map res = ΦG ◦ Φ
−1
M is bijective. From this follows part 1) of the corollary.
Since F [M ] is isomorphic the algebra of strongly regular functions, part 2)
follows from the properties of the algebra of strongly regular functions.

The next Proposition gives the Lie algebra Lie(M) of (M , F [M ]), and the
adjoint action of the unit group M× on Lie(M).
Proposition 4.4 Let Lie(M) be the set of natural transformations
x = (xV ∈ EndV (∗)(V ) )V ∈Ofg
adm
which satisfy the following properties:
(1) xV⊕W = xV ⊕ xW for all objects V , W .
(2) xV⊗W = xV ⊗ idW + idV ⊗ xW for all objects V , W .
(3) xV0 = 0V0 .
(4) There exists a derivation δx : F [M ]→ F in 1, such that δx(fφv) = φ(xV v)
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for all φ ∈ V (∗), v ∈ V , V ∈ Ofgadm.
Then Lie(M) is a Lie subalgebra of the Lie algebra of natural transformations
of Ofgadm. The unit group M
× of M acts on Lie(M) by conjugation.
Remarks:
1) The Lie algebra Lie(M) is the biggest Lie algebra acting reasonably on the
modules of Oadm, compatible with the restricted duals, and with the coordinate
ring F [M ].
2) Clearly we want to have the compatibility condition, that the Lie algebra of
natural transformations, corresponding to the Kac-Moody algebra g, is a sub-
algebra of Lie(M). We will show in the last section that we have equality.
Proof: Let x, y ∈ Lie(M) and m ∈ M×. It is trivial to check, that (1), (2),
and (3) are also valid for [x, y] and mxm−1.
Note that statement (4) is equivalent to the statement:
(4’) There exists a derivation δ˜x ∈ Der(F [M ]), such that δ˜x(fφv) = fφxV v
for all φ ∈ V (∗), v ∈ V , V ∈ Oadm.
The derivation δ˜x is the left invariant derivation of F [M ] corresponding to δx.
If x, y ∈ Lie(M), then [δ˜x, δ˜y] ∈ Der(F [M ]) has the properties of (4’) for [x, y].
For m ∈ M× the comorphisms l∗m, r
∗
m−1 of the left and right translations are
isomorphism of algebras. If x ∈ Lie(M), then δx ◦ l∗m ◦ r
∗
m−1 has the properties
of (4) for mxm−1.

Recall the definition of the weak algebraic monoidEndX
(⊕
Λ∈P+ L(Λ)
)
, where
X =
⊕
Λ∈P+ L(Λ)
(∗) ⊆
(⊕
Λ∈P+ L(Λ)
)∗
, given in the last section. It is easy to
check, that
gr-EndX
( ⊕
Λ∈P+
L(Λ)
)
:=
{
φ ∈ EndX
( ⊕
Λ∈P+
L(Λ)
) ∣∣∣∣∣ φ (L(Λ)) ⊆ L(Λ), Λ ∈ P+
}
is a closed submonoid. We will work with this weak algebraic monoid for the
following reason: Equip L(Λ) with the variety structure given by L(Λ)(∗) ⊆
L(Λ)∗, Λ ∈ P+. Then gr-EndX
(⊕
Λ∈P+ L(Λ)
)
acts on L(Λ), Λ ∈ P+, but
EndX
(⊕
Λ∈P+ L(Λ)
)
does not act.
Recall that we have identified the Kac-Moody group G with a subgroup of
End
(⊕
Λ∈P+ L(Λ)
)
. Actually we have G ⊆ gr-EndX
(⊕
Λ∈P+ L(Λ)
)
, and
the closure G gets the structure of a weak algebraic monoid.
Theorem 4.5 We get an embedding of monoids
Υ : M → gr-EndX
( ⊕
Λ∈P+
L(Λ)
)
,
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with image G, by
Υ(m)v := mL(Λ)v , m ∈M , v ∈ L(Λ) , Λ ∈ P
+ .
If we identify M with G by Υ, then the coordinate ring F [M ] identifies with the
coordinate ring F [G], and the Lie algebra Lie(M) identifies with Lie(G) by the
map x 7→ δx.
Proof: First we show Υ(M) ⊆ G. Every element m ∈M determines an evalu-
ation homomorphism of F [M ]. Due to Corollary 4.3 the coordinate ring F [M ]
is isomorphic to the algebra of strongly regular functions F [G] by the restriction
map. Therefore we also get an algebra homomorphism βm : F [G] → F, which
has the property
βm(fφv |G) = φ(mL(Λ)v) for all φ ∈ L(Λ)
(∗) , v ∈ L(Λ) , Λ ∈ P+ .
Due to Proposition 3.4 we find Υ(m) ∈ G.
Denote by Υ˜ : M → G the map Υ, whose image has been restricted to G. We
show that this map is surjective by constructing a map Ω : G → M with the
property Υ˜ ◦ Ω = idG:
Let gˆ ∈ G. For every object V of Oadm choose an isomorphism
γ : V →
⊕
j∈J
L(Λj) ,
and define a linear map ΩV (gˆ) := γ
−1 ◦ gˆ ◦ γ. Because the adjoint maps of γ
and gˆ exist, we have ΩV ∈ EndV (∗)V . The next formula shows that the map
ΩV (gˆ) is also independent of the chosen isomorphism.
The algebra F [G] is isomorphic to F [G] by the restriction map. Denote by
αgˆ : F [G]→ F the homomorphism, which corresponds to the evaluation homo-
morphism of F [G] in gˆ. It is easy to check that we have
φ(ΩV (gˆ)v) = αgˆ(fφv |G) for all φ ∈ V
(∗) , v ∈ V .
Using this formula, it is also not difficult to see, that the maps ΩV (gˆ), V an
object of Ofgadm, define an element Ω(gˆ) of M .
It is easy to check, that the comorphism Υ˜∗ : F [G]→ F [M ] exists, and is given
by the concatenation of the linear isomorphisms
F [G] res→ F [G]
Φ−1G→
⊕
Λ∈P+
L(Λ)(∗) ⊗ L(Λ)
ΦM→ F [M ] ,
in particular Υ˜∗ is an isomorphism.
The map Υ˜ is also injective. Let m,m′ ∈ M , such that Υ˜(m) = Υ˜(m′). Then
for all φ ∈ L(Λ)(∗), v ∈ L(Λ), and Λ ∈ P+ we have
Υ˜∗(fφv)(m) = φ(Υ˜(m)v) = φ(Υ˜(m
′)v) = Υ˜∗(fφv)(m
′) .
58
Due to Proposition 4.2 the functions of F [M ] separate the points ofM . Because
Υ˜∗ is surjective, we find m = m′.
Identify Lie(G) with a Lie subalgebra of the Lie algebra gr-EndX
(⊕
Λ∈P+ L(Λ)
)
.
It remains to show that we get an embedding of Lie algebras
Υ′ : Lie(M) → gr-EndX
( ⊕
Λ∈P+
L(Λ)
)
,
with image Lie(G), by
Υ′(x)v := xL(Λ)v , x ∈ Lie(M) , v ∈ L(Λ) , Λ ∈ P
+ .
This can proved in a similar way as the corresponding result for Υ.

Now we rewrite some of the last results by using the nondegenerate contravariant
symmetric bilinear forms on the modules L(Λ), Λ ∈ P+. Clearly these depend
on the Cartan subalgebra h, which we choose by the construction of the Kac-
Moody algebra. Nevertheless this is advantageous, because it will save work in
later sections.
Recall that we have fixed a nondegenerate contravariant symmetric bilinear form
〈〈 | 〉〉 on every module L(Λ), Λ ∈ P+. We have extended these forms to a
form on
⊕
Λ∈P+ L(Λ), also denoted by 〈〈 | 〉〉, by requiring L(Λ) and L(Λ
′) to
be orthogonal for Λ 6= Λ′.
The variety structure on L(Λ) of above is given by
L(Λ)(∗) = { fv := 〈〈v | · 〉〉 | v ∈ L(Λ) } ⊆ (L(Λ))
∗ .
The weak algebraic monoid gr-EndX
(⊕
Λ∈P+ L(Λ)
)
can be identified with
gr-Adj
( ⊕
Λ∈P+
L(Λ)
)
:=
{
φ ∈ End
( ⊕
Λ∈P+
L(Λ)
) ∣∣∣∣∣ The adjoint φ∗ exists andφ (L(Λ)) ⊆ L(Λ), Λ ∈ P+ .
}
,
whose structure of a variety is given by
span
{
fvw := 〈〈v | · w〉〉 |gr-Adj | v, w ∈ L(Λ) , Λ ∈ P
+
}
.
(As above a dot · marks the place where the arguments of a function have to
be put in.)
The involution ∗ of gr-Adj
(⊕
Λ∈P+ L(Λ)
)
restricts to the Chevalley involu-
tion on the the Kac-Moody group G ⊆ gr-Adj
(⊕
Λ∈P+ L(Λ)
)
. Because G is
invariant under the involution ∗, also the closure G is invariant under ∗.
We use this involution of G, which we also call Chevalley involution, to get rid
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of the G
op
-action. We define an action π of G×G on F [G], and an involution
∗ of F [G] by
π(x, y) f := f(x∗ · y)
f∗(x) := f(x∗)
, where x, y ∈ G , f ∈ F [G] .
Then the Peter and Weyl theorem of above takes the following form: We get a
G×G-equivariant linear bijective map
Ψ :
⊕
Λ∈P+
L(Λ)⊗ L(Λ) → F [ G ]
by assigning v⊗w the function fvw |G= 〈〈v | · w〉〉 |G, v, w ∈ L(Λ), Λ ∈ P
+. It
identifies the sum of the switch-maps with the involution.
Remark: Due to the last theorem, our main aims in the next two sections are
to determine the closure G ⊆ gr-Adj
(⊕
Λ∈P+ L(Λ)
)
, as well as the Lie algebra
Lie(G) of the weak algebraic monoid G.
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5 The proof of G = Gˆ and some other theorems
In this section we prove that the closure G ⊆ gr-Adj
(⊕
Λ∈P+ L(Λ)
)
coincides
with Gˆ. This shows that Gˆ is the monoid associated to the category of admis-
sible g-modules of O, and its category of restricted duals.
We also determine some other closures. In particular we show T = Tˆ . Further-
more T is a generalized affine toric variety, and the action of the Weyl group
on T extends to an action on T . We show that U± is closed. We show N = Nˆ ,
which makes the analogy of the Weyl monoid Wˆ ∼= Nˆ/T = N/T with a Renner
monoid even more tight. We also show that the dense unit group G is open in
G.
All these results indicate that G = Gˆ, together with its coordinate ring, is an
analogue of a reductive algebraic monoid.
Although G does not act on the flag varieties realized in the projective spaces
P(L(Λ)), Λ ∈ P+, we show that it acts on the corresponding affine cones.
Furthermore we show that the Kac-Peterson-Slodowy part of the F-valued points
of the algebra of strongly regular functions coincides with the part, which is given
by Gˆ.
The hearts of the proofs of G = Gˆ andN = Nˆ are inductions over the cardinality
of J ⊆ I, showing GJ = GˆJ and NJ = NˆJ . The results in the next subsections,
describing something indexed by J , or indexed by “rest”, are needed to prepare
these proofs.
5.1 The coordinate rings and closures of T , TJ (J ⊆ I),
and Trest
First some notations and remarks. Let J ⊆ I. Define the following sublattices
of H and P :
HJ := Z-span { hj | j ∈ J } ,
PJ := Z-span { Λj | j ∈ J } ,
Hrest := { h ∈ H | Λi(h) = 0 for i ∈ I } ,
Prest := { λ ∈ P | λ(hi) = 0 for i ∈ I } .
Define the following projections:
pJ : P → PJ
λ 7→
∑
j∈J λ(hj)Λj
,
prest : P → Prest
λ 7→ λ− pI(λ)
.
Recall that the torus T of the Kac-Moody group can be described by the fol-
lowing two isomorphisms of groups:
H ⊗Z F× → T∑
τ hτ ⊗ sτ 7→
∏
τ thτ (sτ )
,
Hom(P,F×) → T
α 7→ t(α)
,
where th(s)vλ := s
λ(h)vλ and t(α)vλ := α(λ)vλ, vλ ∈ L(Λ)λ, Λ ∈ P+.
The group algebra F [P ] of the lattice P can be identified with the classical
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coordinate ring of the torus T , identifying
∑
cλeλ ∈ F [P ] with the function(∑
λ
cλ eλ
)
( t(α) ) :=
∑
λ
cλ α(λ) , α ∈ Hom(P,F×) .
We have similar descriptions for the torus TJ , replacing T , H , P by TJ , HJ ,
PJ , where now t(α) acts as t(α)vλ := α(pJ (λ))vλ, vλ ∈ L(Λ)λ, Λ ∈ P+. We
have similar descriptions for the torus Trest.
To determine the closures of TJ , T , and Trest we need the coordinate rings
F [TJ ], F [T ], and F [Trest]. Except the coordinate ring of Trest, these are in
general only subalgebras of the classical coordinate rings:
Proposition 5.1 Let J ⊆ I . We have:
1) F [TJ ] = F [ pJ (X ∩ P )] = F [ pJ∞(X ∩ P ) + PJ0 ] .
2) F [T ] = F [X ∩ P ] .
3) F [Trest] = F [Prest] .
Proof: We only show 1) in the nontrivial case J 6= ∅. The proofs of 2) and 3)
are similar.
a) Let vλ ∈ L(Λ)λ, wµ ∈ L(Λ)µ, λ, µ ∈ P (Λ), and Λ ∈ P
+. By checking on the
elements of TJ , we find
fvλwµ |TJ = 〈〈vλ | wµ〉〉 epJ (µ) = fvλwµ(1) epJ (µ) . (21)
Due to the Peter and Weyl theorem for F [G], and
⋃
Λ∈P+ P (Λ) = X ∩ P , we
get F [TJ ] ⊆ F [pJ(X ∩ P )]. Due to the nondegeneracy of the forms 〈〈 | 〉〉 on
the weight spaces, we have even equality.
b) Let J0 6= ∅ . We have pJ (X∩P ) = (pJ∞+pJ0)(X∩P ) ⊆ pJ∞(X∩P )+PJ0 . To
show the reverse inclusion, note that the comorphism of the multiplication map
GJ∞×GJ0 → GJ gives an isomorphism of algebras F [GJ ]→ F [GJ∞ ]⊗F [GJ0 ].
It is easy to conclude, that the comorphism of the multiplication map m :
TJ∞ × TJ0 → TJ exists, and gives an isomorphism of algebras
m∗ : F [TJ ] → F [TJ∞ ]⊗ F [TJ0 ] .
Due to a) we have F [TJ ] = F [pJ(X ∩ P )], and F [TJ∞ ] = F [pJ∞(X ∩ P )].
Because GJ0 is a Kac-Moody group of finite type with maximal torus TJ0 ,
we have F [TJ0 ] = F [PJ0 ]. By checking on the elements of TJ , we find
(m−1)∗ (eλ∞ ⊗ eλ0) = eλ∞+λ0 , λ∞ ∈ pJ∞(X ∩ P ) , λ0 ∈ PJ0 .
Therefore pJ∞(X ∩ P ) + PJ0 ⊆ pJ(X ∩ P ).

Theorem 5.2 Let J ⊆ I . We have:
1) TJ = Tˆ J .
2) T = Tˆ .
3) Trest is closed.
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Proof: We only show 1) in the nontrivial case J 6= ∅. The proofs of 2) and 3)
are similar to part c) of the following proof.
a) To prepare the proof, we show that the submonoid pJ(X ∩ P ) of PJ is
saturated, and its faces are given by
Fa( pJ (X ∩ P ) ) = { pJ(R ∩ P ) | R ∈ R(X)J } .
• We first treat the case J = J∞. Due to Theorem 2.2 b), the kernel of pJ∞ is
the hull subgroup of R(J∞) ∩ P :
kernel pJ∞ =
(
R(J∞)−R(J∞)
)
∩ P . (22)
Recall that (X − R(J∞)) ∩ P is a saturated submonoid of P , whose faces are
given by
Fa( (X −R(J∞)) ∩ P ) = { (R−R(J∞)) ∩ P | R ∈ R(X) , R ⊇ R(J∞) }
= { (R−R(J∞)) ∩ P | R ∈ R(X)J } .
The surjective linear map pJ∞ : P → PJ∞ maps the saturated submonoid
(X −R(J∞)) ∩ P surjectively onto pJ∞(X ∩ P ). Its kernel (22) is smallest the
face of (X −R(J∞)) ∩ P .
Using these facts, it is easy to check, that pJ∞(X ∩ P ) is saturated. It is also
not difficult to check, that the map
Fa( (X −R(J∞)) ∩ P ) → Fa( pJ∞(X ∩ P ) )
F 7→ pJ∞(F )
is bijective. Using the description of the faces of (X − R(J∞)) ∩ P , and once
more (22), we get the required result.
• For an arbitrary J ⊆ I, we have due to the last proposition:
pJ(X ∩ P ) = pJ∞(X ∩ P ) + PJ0 ⊆ PJ∞ ⊕ PJ0 . (23)
Using the preceeding results, it is easy to see, that pJ(X ∩ P ) is saturated in
PJ , and its faces are given by
Fa( pJ(X ∩ P ) ) = { pJ∞(R ∩ P ) + PJ0 | R ∈ R(X)J∞ = R(X)J } .
Because of pJ = pJ∞ + pJ0 and pJ∞ = pJ − pJ0 , we find
pJ(R ∩ P ) ⊆ pJ∞(R ∩ P ) + PJ0 ⊆ pJ(R ∩ P ) + PJ0 .
To show that the first inclusion is an equality, it is sufficient to show PJ0 ⊆
pJ(R ∩ P ). Let µ ∈ PJ0 . Due to (23) there exists an element λ ∈ X ∩ P ,
such that µ = pJ(λ). From this follows 0 = µ(hi) = pJ(λ)(hi) = λ(hi) for
all i ∈ J∞. Therefore λ ∈ X ∩ (R(J∞) + R(J∞)) ∩ P = R(J∞) ∩ P , and
µ ∈ pJ(R(J∞) ∩ P ) ⊆ pJ(R ∩ P ).
b) Fix µ ∈ X ∩ P and R ∈ R(X)J . Next we show
µ ∈ R ∩ P ⇐⇒ pJ(µ) ∈ pJ(R ∩ P ) .
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The direction ’⇒’ is trivial. Now let pJ(µ) ∈ pJ (R ∩ P ). By using (22) we find
µ ∈ ((R ∩ P ) + kernel pJ) ∩X ⊆ ((R ∩ P ) + kernel pJ∞) ∩X
= (R−R(J∞)) ∩X ∩ P .
Suppose there exist elements r1 ∈ R, r2 ∈ R(J∞) with r1−r2 ∈ X \R. Because
R is a face of X , we get r1 ∈ X \ R + r2 ⊆ X \ R, which is a contradiction.
Therefore we conclude (R−R(J∞)) ∩X = R.
c) Due to Proposition 3.4 the Zariski closure of TJ is given by
TJ =
{
φ ∈ gr-Adj
( ⊕
Λ∈P+
L(Λ)
) ∣∣∣∣ ∃ hom. of alg. βφ : F [TJ ]→ F
∀ v, w ∈ L(Λ), Λ ∈ P+ : βφ(fvw |TJ ) = 〈〈v | φw〉〉
}
,
and φ ∈ TJ is uniquely determined by βφ. Due to the last proposition we have
F [TJ ] = F [pJ(X ∩ P )].
For t ∈ TJ let αt ∈ Hom(PJ ,F×) be the corresponding homomorphism of
monoids. Note that pJ(X ∩ P ) spans PJ , because X ∩ P spans P . Due to
a), and the remark following Proposition 1.4, we get for every t ∈ TJ and
R ∈ R(X)J a homomorphisms of algebras βt, R : F [pJ(X ∩ P )]→ F by
βt, R (eλ) :=
{
αt(λ) if λ ∈ pJ (R ∩ P )
0 if λ ∈ pJ(X ∩ P ) \ pJ(R ∩ P )
.
Using equation (21), and b), we find for all vλ ∈ L(Λ)λ, wµ ∈ L(Λ)µ, λ, µ ∈ P (Λ)
and Λ ∈ P+:
βt, R( fvλwµ |TJ ) =
{
αt(pJ (µ)) 〈〈vλ | wµ〉〉 if pJ(µ) ∈ pJ(R ∩ P )
0 else
}
= 〈〈vλ | te(R)wµ〉〉 .
Therefore we have βt, R = βte(R). Also by the remark following Proposition 1.4,
every homomorphism is of this form. Therefore TJ = Tˆ J .

Remark: The proof of the last theorem shows, that (T , F [T ] = F [X ∩ P ] ) can
be identified with the generalized affine toric variety, associated to the saturated
submonoid X∩P of P . In particular all statements of Proposition 1.4 are valid.
Conjugation by elements of N induces an action of the Weyl group W ∼= N/T
on T , extending the action on T . It is given explicitely by
σ(te(R)) = σ(t)e(σR) , t ∈ T , R ∈ R(X) .
5.2 The orbits GJ (L(Λ)Λ) (J ⊆ I) and G (L(Λ)Λ)
Let Λ ∈ P+. The flag variety G/P{ i |Λ(hi)=0 } can be realized as a subvariety
of P(L(Λ)). The corresponding affine cone, which we call the Kostant cone, is
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given by the orbit G(L(Λ)Λ) ⊆ L(Λ). Although G does not act on the flag
variety, we show that it acts on this cone, i.e., G(L(Λ)Λ) = G(L(Λ)Λ). This is
advantageous, because of the rich combinatorial structure of the flag variety.
Furthermore we show GJ (L(Λ)Λ) = GJ (L(Λ)Λ). For this reason we first show
the following Proposition:
Proposition 5.3 Let Λ ∈ P+ and ∅ 6= J ⊆ I. With the notations of Propo-
sition 2.32 there exists a g(AJ )-submodule of L(Λ), which is a orthogonal com-
plement of LJ(Λ).
Proof:
1) Let V be a g-module isomorphic to a sum of irreducible highest weight
modules L(N), N ∈ h∗. It decomposes in a direct sum
V =
⊕
N ∈h∗
V (N) ,
where V (N) is the L(N)-isotypical component. Let 〈〈 | 〉〉 be a nondegenerate
contravariant symmetric bilinear form on V . We show that different isotypical
components are orthogonal:
Let v1 ∈ V (N1) , v2 ∈ V (N2) and N1 6= N2. Because V (N1) is isomorphic to
a sum of L(N1)-modules, there exist elements x ∈ U(n−), v˜1 ∈ V (N1)N1 such
that v1 = xv˜1. We get
〈〈v1 | v2〉〉 = 〈〈xv˜1 | v2〉〉 = 〈〈 v˜1︸︷︷︸
∈ VN1
| x∗ v2︸ ︷︷ ︸
∈
⊕
q∈Q+
0
VN2−q
〉〉 .
Different weight spaces are orthogonal. If N1 > N2, or if N1, N2 are incom-
parable, then 〈〈v1 | v2〉〉 = 0. Using the symmetry of 〈〈 | 〉〉, we conclude
〈〈v1 | v2〉〉 = 0 for N1 < N2.
2) Recall the notations of Proposition 2.32. Due to the orthogonality of different
weight spaces, we have
L(Λ) = ©⊥C ∈P (Λ)/∼ VC . (24)
V[Λ] is a direct sum of admissible irreducible highest weight modules of g(AJ ),
and LJ(Λ) is an isotypical component. Now the proposition follows from 1).

Now we show:
Proposition 5.4 Let Λ ∈ P+. Let J ⊆ I. We have:
a) GJ (L(Λ)Λ) = GJ (L(Λ)Λ) .
b) G (L(Λ)Λ) = G (L(Λ)Λ) .
Proof: The proof of b) is similar to the proof of a). We only show a) in the
nontrivial case J 6= ∅.
We equip LJ(Λ) with the coordinate ring generated by
⊕
λ∈P (LJ (Λ))
(L(Λ)λ)
∗.
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Then due to [K,P 2] 3A, 3B, and Proposition 2.32, the orbitGJ(L(Λ)Λ) ⊆ LJ(Λ)
is Zariski closed in LJ(Λ).
Due to Proposition 5.3 there exists an orthogonal decomposition L(Λ) = LJ(Λ)©⊥R.
Using this decomposition, it is easy to see, that the coordinate ring of LJ(Λ)
is the restriction of the coordinate ring of L(Λ). From this decomposition also
follows, that LJ(Λ) is Zariski closed in L(Λ).
For every vΛ ∈ L(Λ)Λ the map
Φ : gr-Adj
( ⊕
N∈P+
L(N)
)
→ L(Λ)
φ 7→ φvΛ
is Zariski continuous. Therefore we get
GJ vΛ = Φ(GJ) ⊆ Φ(GJ) ⊆ GJ (L(Λ)Λ) = GJ (L(Λ)Λ) .

5.3 The coordinate rings and closures of U±
J
, (UJ)± (J ⊆ I)
Kac and Peterson showed in [K,P 2], Lemma 4.3, that the coordinate ring F [U+]
is a symmetric algebra in { fvΛxvΛ |U+ | x ∈ n
− }, where vΛ ∈ L(Λ)Λ \ {0},
Λ ∈ P++. From this result follows:
Corollary 5.5 Let J ⊆ I. Let Λ ∈ FI\J ∩ P
+, and vΛ ∈ L(Λ)Λ \ {0}. Then:
F [U+J ] is a symmetric algebra in { fvΛxvΛ |U+
J
|x ∈ n−J } .
F [U−J ] is a symmetric algebra in { fxvΛvΛ |U−
J
|x ∈ n−J } .
Proof: The case J = ∅ is trivial. If J 6= ∅, then GJ , F [GJ ] can be identified
with G(AJ )
′, F [G(AJ )′]. We get the first statement by using Proposition 2.32,
and the result of Kac and Peterson of above.
The second statement follows from the first by applying the comorphism of
∗ : U−J → U
+
J , which is an isomorphism of algebras ∗ : F [U
+
J ]→ F [U
−
J ].

For J ⊆ I set (∆J)± := ∆± \
∑
j∈J Zαj , and (n
J)± :=
⊕
α∈(∆J )± gα . Write
nJ := (nJ )+ for short.
Theorem 5.6 Let J ⊆ I . Let Λ ∈ FJ ∩ P+, and vΛ ∈ L(Λ)Λ \ {0}.
The algebra F [(UJ)+] is generated by { fvΛxvΛ |(UJ )+ |x ∈ (nJ)− } .
The algebra F [(UJ)−] is generated by { fxvΛvΛ |(UJ )− |x ∈ (nJ)− } .
Proof: We only show the first statement. The second follows by applying
the comorphism of ∗ : (UJ )− → (UJ)+, which is an isomorphism of algebras
∗ : F [(UJ)+]→ F [(UJ)−].
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The case J = I is trivial, let J 6= I. Main parts of the following proof are similar
to the proof of the description of F [U+], given by Kac and Peterson. But we
also use this result for the proof.
• Let h ∈ h. First we show
uh − h ∈ nJ for all u ∈ UJ .
It is sufficient to show
u1 exp(x1)u
−1
1 u2 exp(x2)u
−1
2 · · · up exp(xp)u
−1
p h − h ∈ n
J
for all β1, . . . , βp ∈ ∆
J ∩∆+re, x1 ∈ gβ1 , . . . , xp ∈ gβp , u1, . . . , up ∈ U , p ∈ N,
by induction over p.
Let α ∈ ∆+, β ∈ (∆J )+ such that α+β ∈ ∆+. The definition of (∆J )+ implies
α + β ∈ (∆J)+. From this follows Uα nJ ⊆ nJ for all α ∈ ∆+re. Because U is
generated by the root groups Uα, α ∈ ∆+re, we also get
U nJ ⊆ nJ . (25)
The begin of the induction p = 1 follows by using this inclusion:
u1 exp(x1)u
−1
1 h − h =
∞∑
k=1
1
k!
[u1x1[. . . [u1x1, h] . . .]] ∈ n
J .
Now the step of the induction from p to p+ 1:
u1 exp(x1)u
−1
1 u2 exp(x2)u
−1
2 · · · up+1 exp(xp+1)u
−1
p+1 h − h
= u1 exp(x1)u
−1
1
(
u2 exp(x2)u
−1
2 · · · up+1 exp(xp+1)u
−1
p+1 h − h
)
︸ ︷︷ ︸
∈nJ due to the induction assumption︸ ︷︷ ︸
∈nJ due to (25)
+ u1 exp(x1)u
−1
1 h − h︸ ︷︷ ︸
∈nJ due to p=1
∈ nJ .
• Let F [nJ ] be the algebra of functions generated by
fx := (x | · ) |nJ , x ∈ n
−
J .
Denote by ι : UJ → UJ the inverse map. For N ∈ P+ denote by ψN : UJ → nJ
the map ψN (u) := u ν
−1(N)−ν−1(N), u ∈ UJ . Choose vN ∈ L(N)N \{0}. We
show
ψ∗N (fx) = ι
∗
( 1
〈〈vN | vN 〉〉
fvN xvN |UJ
)
, (26)
by checking this equality on the elements u ∈ UJ :
fx(ψN (u)) =
(
x | u ν−1(N)− ν−1(N)
)
=
(
u−1x | ν−1(N)
)
= N
(
(u−1x)0
)
=
〈〈
vN | (u−1x)0vN
〉〉
〈〈vN | vN 〉〉
=
〈〈
vN | (u−1x)vN
〉〉
〈〈vN | vN 〉〉
=
〈〈
vN | u−1(x(uvN ))
〉〉
〈〈vN | vN 〉〉
=
〈〈
vN | u−1(xvN )
〉〉
〈〈vN | vN 〉〉
.
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Here (u−1x)0 denotes the g0-homogeneous part of u
−1x. We used several times
the orthogonality of root spaces gα and gβ , α + β 6= 0, and the orthogonality
of different weight spaces.
Due to [K,P 2], Lemma 4.2, the algebra F [U ] is a Hopf algebra. Therefore also
F [UJ ] is a Hopf algebra. Because of (26) we get ψ∗N
(
F [nJ ]
)
⊆ F [UJ ]. Because
of the description of F [U ] from Kac and Peterson of above, we have equality at
least for N ∈ P++.
Now fix an element Λ˜ ∈ P++. We have shown
ψ∗Λ
(
F [nJ ]
)
⊆ F [UJ ] = ψ∗
Λ˜
(
F [nJ ]
)
.
The theorem is proved, if we show equality. For every α ∈ (∆J )+ choose ( | )-
dual bases (e
(i)
α )i=1, ..., mα ⊆ gα, (e
(i)
−α)i=1, ...,mα ⊆ g−α. It is sufficient to show
ψ∗
Λ˜
(f
e
(j)
−α
) ∈ ψ∗Λ
(
F [nJ ]
)
for all α ∈ (∆J )+ , j = 1, . . . , mα .
For every u ∈ UJ write the images ψΛ˜(u) ∈ n
J , ψΛ(u) ∈ nJ as linear combina-
tions in the basis (e
(i)
α )α∈(∆J )+ , i=1, ...,mα of n
J :
ψΛ˜(u) =
∑
α∈(∆J )+
∑
j
φ˜(j)α (u) e
(j)
α ,
ψΛ(u) =
∑
α∈(∆J )+
∑
j
φ(j)α (u) e
(j)
α ,
where
φ˜(j)α :=
(
e
(j)
−α | ψΛ˜( · )
)
= ψ∗
Λ˜
(f
e
(j)
−α
) ,
φ(j)α :=
(
e
(j)
−α | ψΛ( · )
)
= ψ∗Λ(fe(j)−α
) ∈ ψ∗Λ
(
F [nJ ]
)
.
Because of [ν−1(Λ), ν−1(Λ˜)] = 0, we get
0 = u [ ν−1(Λ), ν−1(Λ˜)] = [u ν−1(Λ), u ν−1(Λ˜)]
= [ψΛ(u), ψΛ˜(u)] + [ ν
−1(Λ), ψΛ˜(u)] + [ψΛ(u), ν
−1(Λ˜)]
=
∑
α∈ (∆J )+
∑
j
(
−
(
α | Λ˜
)
φ(j)α (u) + (α | Λ) φ˜
(j)
α (u)
)
e(j)α
+
∑
α,β ∈ (∆J )+
∑
j,k
φ(j)α (u)φ˜
(k)
β (u) [e
(j)
α , e
(k)
β ] .
Taking the γ-homogeneous part, γ ∈ (∆J )+, we find
0 =
∑
j
(
−
(
γ | Λ˜
)
φ(j)γ + (γ | Λ) φ˜
(j)
γ
)
e(j)γ
+
∑
α,β ∈ (∆J )+
α+β=γ
∑
j,k
φ(j)α φ˜
(k)
β [e
(j)
α , e
(k)
β ] . (27)
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An element γ ∈ (∆J)+ is of the form γ =
∑
i∈ I piαi with pi ∈ N0, and pi 6= 0
for at least one i ∈ I \ J . Because Λ is of the form Λ =
∑
i∈ I\J miΛi + Λrest
with mi ∈ N, Λrest ∈ Prest, we find
(γ | Λ) =
∑
i∈I, j∈I\J
pimj (αi | Λj) + 0 =
∑
i∈ I\J
pimi
(αi | αi)
2
> 0 .
Now we show
φ˜(j)γ = ψ
∗
Λ˜
(f
e
(j)
−α
) ∈ ψ∗Λ
(
F [nJ ]
)
(28)
by induction over the height of γ. To begin the induction, let γ ∈ (∆J )+ such
that ht(γ) = min
{
ht(δ) | δ ∈ (∆J )+
}
. Using (27) we get
0 =
∑
j
(
−
(
γ | Λ˜
)
φ(j)γ + (γ | Λ) φ˜
(j)
γ
)
e(j)γ + 0 .
Therefore
φ˜(j)γ =
(
γ | Λ˜
)
(γ | Λ)
φ(j)γ ∈ ψ
∗
Λ
(
F [nJ ]
)
j = 1, . . . , mγ .
Let (28) be valid for all γ ∈ (∆J)+ with ht(γ) < p. If there’s no γ ∈ (∆J )+
with ht(γ) ≥ p, there is nothing to show. Otherwise let γ ∈ (∆J)+, such that
ht(γ) = min
{
ht(δ) | δ ∈ (∆J)+ , ht(δ) ≥ p
}
. Due to (27) we have∑
j
(γ | Λ) φ˜(j)γ e
(j)
γ
=
∑
j
(
γ | Λ˜
)
φ(j)γ︸ ︷︷ ︸
∈ψ∗Λ(F[nJ ])
e(j)γ −
∑
α,β∈(∆J )+
α+β=γ
∑
j,k
φ(j)α φ˜
(k)
β︸ ︷︷ ︸
∈ψ∗Λ(F[nJ ]) (ind. ass.)
[e(j)α , e
(k)
β ] .
Because of (γ | Λ) 6= 0, we conclude φ˜
(j)
γ ∈ ψ∗Λ
(
F [nJ ]
)
, j = 1, . . . , mγ .

Theorem 5.7 Let J ⊆ I. We have:
1) U±J is closed.
2) (UJ)± is closed.
Proof: If 1) is valid, then due to
(UJ )± =
⋂
σ ∈WJ
σU±σ−1︸ ︷︷ ︸
closed
also 2). It is sufficient to show 1) only in the case of ’−’, because the homeo-
morphism ∗ : gr-Adj(. . .)→ gr-Adj(. . .) maps U−J onto U
+
J . Due to Proposition
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3.4, the Zariski closure of U−J is given by
U−J =
{
φ ∈ gr-Adj
( ⊕
Λ∈P+
L(Λ)
) ∣∣∣∣ ∃ hom. of alg. βφ : F [U−J ]→ F
∀ v, w ∈ L(Λ), Λ ∈ P+ : βφ(fvw |U−J
) = 〈〈v | φw〉〉
}
,
and φ ∈ U−J is uniquely determined by βφ.
Let φ ∈ U−J . Choose an element vΛ ∈ L(Λ)Λ \ {0}, Λ ∈ FI\J ∩ P
+. Due to
Proposition 5.4, and the Birkhoff decomposition of GJ , we have
U−J FvΛ ⊆ GJ FvΛ = GJ FvΛ = U
−
J NJ FvΛ .
Therefore there exist u ∈ U−J , nσ ∈ NJ , c ∈ F, such that
φvΛ = c u nσ vΛ .
The coordinate ring F [U−J ] has been described in Corollary 5.5. Applying βφ
to the unit of F [U−J ], we get
1 = βφ
(
fvΛvΛ |U−J
〈〈vΛ | vΛ〉〉
)
=
c 〈〈u∗vΛ | nσvΛ〉〉
〈〈vΛ | vΛ〉〉
=
c 〈〈vΛ | nσvΛ〉〉
〈〈vΛ | vΛ〉〉
.
Therefore cnσvΛ = vΛ. Applying βφ to the generators of F [U−J ], we find
βφ
(
fxvΛ vΛ |U−
J
)
= βu
(
fxvΛ vΛ |U−
J
)
for all x ∈ n−J .
We conclude βφ = βu, and φ = u ∈ U
−
J .

5.4 The closures of GJ (J ⊆ I) and G
Let J ⊆ I . The monoid GJ contains GJ and T J = Tˆ J . Because GJ and Tˆ J
generate the monoid GˆJ , we get
GJ ⊇ GˆJ . (29)
Similarly we get
G ⊇ Gˆ . (30)
In this section we show that we have even GJ = GˆJ and G = Gˆ .
Kac and Peterson introduced in [K,P 2], Section 4D, a multiplicative subset
θΛ, Λ ∈ P
+
I , of F [GI ]. Adopting in our context we have:
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Proposition 5.8 For Λ ∈ P+ choose an element vΛ ∈ L(Λ)Λ \ {0} . Then
θΛ :=
1
〈〈vΛ | vΛ〉〉
〈〈vΛ | · vΛ〉〉 |G ∈ F [G] \ {0}
is independent of the chosen highest weight vector vΛ and the chosen nondegen-
erate contravariant symmetric bilinear form. The map
(P+ , + ) → (F [G] \ {0} , · )
Λ 7→ θΛ
is an injective homomorphisms of monoids.
The proof is essentially the same as in [K,P 2]. This multiplicative set will
be very important for the following considerations. For the convenience of the
reader we sketch the proof:
The map P+ → F [G] \ {0} is injective, because already the restrictions θΛ |T =
eΛ ∈ F [T ], Λ ∈ P+, are different.
Let Λ, N ∈ P+ . For u± ∈ U± , t ∈ T we have
(θΛθN )(u−tu+) = (eΛeN )(t) = eΛ+N (t) = θΛ+N (u−tu+) .
The set U−TU+ is the principal open set of G associated with θΛ |G, Λ ∈ P+∩C.
G is irreducible, because the coordinate ring F [G] is an integral domain. There-
fore U−TU+ is dense in G. It is also dense in G, and we conclude θΛθN = θΛ+N .

We will prove GJ = GˆJ by induction over |J |. To prepare the induction step,
two theorems will be important. The first theorem relates certain pnc-varieties
DGˆJ (θΛ |GˆJ ) of principal open sets to the pnc-varieties GˆL, L $ J . The second
theorem gives either a covering of GJ , or a covering of GJ without a point, by
certain principal open sets DGJ (θΛ |GJ ).
The following easy proposition states, which of the these pnc-varieties of princi-
pal open sets are the same. For J ⊆ I set P+J := PJ ∩ P
+ =
∑
j∈J N0Λj . Note
that the faces of P+J are given by P
+
L , L ⊆ J . The relative interior of a face PL
is given by ri P+L := P
++
L :=
∑
l∈L NΛl , L ⊆ J . These relative interiors give a
partition of P+J .
Proposition 5.9 For J ⊆ I let TJ ⊆ AJ ⊆ GJ . The following map is an
injective homomorphisms of monoids:
(P+J , + ) → (F [AJ ] \ {0} , · )
Λ 7→ θΛ |AJ
Let L ⊆ J and Λ ∈ ri P+L . The pnc-variety
(DAJ (θΛ |AJ ) , F [DAJ (θΛ |AJ )] , FDAJ (θΛ|AJ ) )
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can be described in the following way:
DAJ (θΛ |AJ ) =
{
x ∈ AJ | θΛ′(x) 6= 0 for all Λ
′ ∈ P+L
}
F [DAJ (θΛ |AJ )] =
{
θΛ′ |AJ | Λ
′ ∈ P+L
}−1 F [AJ ]
FDAJ (θΛ|AJ ) =
{ {
θΛ′ |AJ | Λ
′ ∈ P+L
}−1
R
∣∣∣ R ∈ FAJ }
Remark: We often write only θΛ instead of θΛ |AJ for short. We write
(DAJ (P
+
L ) , F [DAJ (P
+
L )] , FDAJ (P
+
L )
) for this pnc-variety.
Proof: The homomorphism of monoids is injective, because the restrictions
θΛ |TJ= eΛ ∈ F [TJ ], Λ ∈ P
+
J , are different.
The inclusion DAJ (θΛ) ⊇ DAJ (P
+
L ) is obvious. To show the reverse inclusion
let x ∈ DAJ (θΛ). It is easy to check, that{
Λ′ ∈ P+J
∣∣ θΛ′(x) 6= 0 }
is a face of P+J . Because P
+
L is the smallest face containing Λ, we have θΛ′(x) 6= 0
for all Λ′ ∈ P+L .
Because of DAJ (θΛ) = DAJ (P
+
L ) and
f
(θΛ)n
= fθnΛ , f ∈ F [AJ ], n ∈ N, we
have an inclusion of algebras F [DAJ (θΛ)] ⊆ F [DAJ (P
+
L )]. To show equality, it
is sufficient to show, that for every Λ′ ∈ P+L there exist elements f ∈ F [AJ ],
n ∈ N, such that
f
(θΛ)n
=
1
θΛ′
.
Because of Λ ∈ ri P+L and Λ
′ ∈ P+L , there exists a positive integer n ∈ N, such
that nΛ− Λ′ ∈ P+L . The function f = θnΛ−Λ′ satisfies the last equation.
The natural maps F [AJ ] → F [DAJ (θΛ)] and F [AJ ] → F [DAJ (P
+
L )] coincide.
Therefore the filters of ideals are the same.

Next we want to describe the pnc-varieties DGˆJ (P
+
J\L), where L $ J . For this
we first need the following proposition:
Proposition 5.10 Let K ⊆ I . Then
(
DTK (P
+
K ) , F [DTK (P
+
K )] , FDTK (P
+
K
)
)
is a variety, and we have
DTK (P
+
K ) = TK ,
F [DTK (P
+
K )] = F [PK ] .
Proof: Clearly DTK (P
+
K ) = TK . Due to the definition of F [DTK (P
+
K )] and
Theorem 5.1 we get
F [DTK (P
+
K )] = F [ pK(P ∩X)− P
+
K ] .
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Because of P+K ⊆ X we find
PK = P
+
K − P
+
K ⊆ pK(P ∩X)− P
+
K ⊆ PK .
F [PK ] is the classical coordinate ring of the torus TK . The map TK →
SpecmF [PK ] is bijective. Therefore also the map TK → F -SpecmF [PK ] is
bijective, and (DTK (P
+
K ) , F [DTK (P
+
K )] , FDTK (P
+
K
) ) is a variety.

For the next theorem equip the torus TJ\L with the variety structure of the last
proposition.
Theorem 5.11 Let L $ J ⊆ I . Set (U±J )
L :=
⋂
σ ∈WL
σU±J σ
−1 . We have:
a) DGˆJ (P
+
J\L) = (U
−
J )
L GˆL TJ\L (U
+
J )
L .
b) The multiplication map
m : (U−J )
L × GˆL × TJ\L × (U
+
J )
L → DGˆJ (P
+
J\L)
is bijective. Its comorphism
m∗ : F [DGˆJ (P
+
J\L)] → F [(U
−
J )
L]⊗ F [GˆL]⊗ F [PJ\L]⊗ F [(U+J )
L]
exists, and is an isomorphism of algebras.
c) m−1 is a morphism of pnc-varieties.
Remarks:
1) A decomposition analogous to b), J = I, L = ∅, the monoid GˆI replaced by
the group GI , has been given by Kac and Peterson in [K,P 2], Lemma 4.4.
A similar decomposition of the coordinate rings analogous to the second part
of b), J = I, has been given by Kashiwara in [Kas], Lemma 5.3.4 and Lemma
5.3.5. There coordinate rings are realized as subalgebras of the duals of universal
enveloping algebras belonging to certain Lie algebras, and Kashiwara works with
these algebras and its spectra. In particular the Kac-Moody group itself isn’t
available.
2) We do not know if m−1 is an isomorphism, or if it is no isomorphism of
pnc-varieties.
Proof:
To a): Let Λ ∈ ri P+J\L = P
+
J ∩FL . Due to Theorem 2.35 b) an element x ∈ GˆJ
can be written in the form x = u−nσe(R)u+ , where u± ∈ U
±
J , nσ ∈ NJ and
R ⊇ R(J∞) . We have
0 6= θΛ(x) =
〈〈vΛ | u−nσe(R)u+vΛ〉〉
〈〈vΛ | vΛ〉〉
=
〈〈vΛ | nσe(R)vΛ〉〉
〈〈vΛ | vΛ〉〉
⇐⇒ Λ ∈ R and σΛ = Λ .
Because of Λ ∈ FL = FL∞∪L0 ⊆ ri R(L
∞) this is equivalent to
R ⊇ R(L∞) and σ ∈ WL .
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Because of WL ⊆ WJ and R(L∞) ⊇ R(J∞) we get
DGˆJ (P
+
J\L) = DGˆJ (θΛ)
=
{
u−nσe(R)u+ | u± ∈ U
±
J , nσ ∈ WLTJ , R ⊇ R(L
∞)
}
.
Using U−J = (U
−
J )
LU−L , U
+
J = U
+
L (U
+
J )
L, and Theorem 2.35 b) once more, now
for GˆL, a) follows.
To b) and c): Both parts follow directly from Proposition 3.2 1), we only have
to check that the prerequisites are satisfied:
• Clearly TJ\L = DTJ\L(P
+
J\L) is a sub-pnc-variety of DGˆJ (P
+
J\L) .
For all Λ ∈ P+J\L we have θΛ |(U±J )L
= 1(U±J )L
. Due to Proposition 2.37 b) we also
have θΛ |GˆL = 1GˆL . From this follows, that (U
±
J )
L and GˆL are sub-pnc-varieties
of DGˆJ (P
+
J\L) .
• The multiplication map is surjective due to part a) of this proof. The remain-
ing demand on m is satisfied, because (U±J )
L , GˆL and TJ\L contain the unit.
• To show that the comorphism m∗ exists, and is surjective, first note: Due
to (29) we have GK ⊆ GˆK ⊆ GK , K ⊆ I. Therefore F [GˆK ] is isomorphic to
F [GK ] by the restriction map. Due to the Peter and Weyl theorem for F [GK ],
and Proposition 2.32 we conclude
F [GˆK ] = span
{
fvw |GˆK
∣∣∣ v, w ∈ LK(Λ), Λ ∈ P+K } . (31)
Now let Λ ∈ P+J\L. For N ∈ P
+ we choose 〈〈 | 〉〉-dual bases of L(N), by
choosing 〈〈 | 〉〉-dual bases
(aλ k)k=1,...mλ , (bλk)k=1,...mλ
of L(N)λ for every λ ∈ P (N). Let v ∈ L(N)λ , w ∈ L(N)µ , λ, µ ∈ P (N) . By
checking on the elements of DGˆJ (P
+
J\L) , using Proposition 2.37 b), we find
m∗
(
fvw
θΛ
|DGˆJ (P
+
J\L
)
)
=
∑
λ′≥λ , i
µ′≥µ , j
fv aλ′i |(U−J )L
⊗ fbλ′i aµ′j |GˆL ⊗ epJ\L(µ′)−Λ ⊗ fbµ′j w |(U+J )L
.
Since P (N) ⊂ N − Q+0 this sum is really finite. Using (31) for K = J we find
that m∗ : F [DGˆJ (P
+
J\L)]→ F [(U
−
J )
L]⊗F [GˆL]⊗F [PJ\L]⊗F [(U+J )
L] exists. To
show the surjectivity of m∗, it is sufficient to find elements of F [DGˆJ (P
+
J\L)],
which are mapped by m∗ onto a system of generators of the algebra F [(U−J )
L]⊗
F [GˆL]⊗ F [PJ\L]⊗ F [(U+J )
L] :
By using Proposition 2.37 b) it is easy to see, that for all Λ, N ∈ P+J\L we have
m∗
(
θN
θΛ
|DGˆJ (P
+
J\L
)
)
= 1 ⊗ 1 ⊗ eN−Λ ⊗ 1 .
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Using the same proposition we find for Λ ∈ ri P+J\L = P
++
J\L = P
+
J ∩ FL , vΛ ∈
L(Λ)Λ \ {0} , x ∈ (n
−
J )
L :
m∗
(
fvΛ xvΛ
θΛ
|DGˆJ (P
+
J\L
)
)
= 1 ⊗ 1 ⊗ 1 ⊗ fvΛ xvΛ |(U+
J
)L ,
m∗
(
fxvΛ vΛ
θΛ
|DGˆJ (P
+
J\L
)
)
= fxvΛ vΛ |(U−J )L
⊗ 1 ⊗ 1 ⊗ 1 .
The elements fvΛ xvΛ |(U+
J
)L , x ∈ (n
−
J )
L generate F [(U+J )
L], and the elements
fxvΛ vΛ |(U−J )L
, x ∈ (n−J )
L generate F [(U−J )
L]. By identifying GJ , F [GJ ] with
G(AJ )
′, F [G(AJ )′], this follows from Theorem 5.6 and Proposition 2.32.
LetN ∈ P+L and vλ ∈ LL(N)λ, wµ ∈ LL(N)µ where λ, µ ∈ P (LL(N)). Because
the weight µ is of the form µ = N −
∑
l∈L klαl with kl ∈ N0, we have
µ(hi) = N(hi)︸ ︷︷ ︸
≥ 0
−
∑
l∈L
kl αl(hi)︸ ︷︷ ︸
≤ 0
≥ 0 for all i ∈ J \ L .
Set Λ :=
∑
i∈J\L µ(hi)Λi ∈ P
+
J\L. By using Proposition 2.38 we find
m∗
(
fvλwµ
θΛ
|DGˆJ (P
+
J\L
)
)
= 1 ⊗ fvλwµ |GˆL ⊗ 1 ⊗ 1 .
Due to (31) the elements fvλwµ |GˆL generate F [GˆL] .

We use the principal open sets DGJ (P
+
J\L), L $ J to give a covering either
of GJ , or of GJ without one point. We first give a theorem, which is used to
distinguish these two cases, and to describe the vanishing ideal of this point.
Let ∅ 6= J ⊆ I. F [GJ ] is isomorphic to F [GJ ] by the restriction map. Using the
Peter and Weyl theorem for F [GJ ] and Proposition 2.32, we get an GJ × GJ -
equivariant linear bijective map:
ΦJ :
⊕
Λ∈P+J
LJ(Λ)⊗ LJ(Λ) → F [GJ ]
v ⊗ w 7→ fvw |GJ
Theorem 5.12 Set NJ := ΦJ
(⊕
Λ∈P+
J
\{0} LJ(Λ)⊗ LJ(Λ)
)
. Then we have:
NJ = I
(
e(R(J))
)
if J = J∞ .
NJ is no ideal if J 6= J
∞ .
Proof:
a) If J = J∞ we have to show
e(R(J))v =
{
v if v ∈ LJ(0)
0 if v ∈ LJ(Λ) , Λ ∈ P
+
J \ {0}
.
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We have P (LJ(0)) = {0} ⊆ R(J). It remains to show P (LJ(Λ)) ∩R(J) = ∅ for
all Λ ∈ P+J \ {0} .
Suppose there exist elements Λ ∈ P+J \ {0} , q =
∑
i∈J miαi ∈ (QJ)
+
0 , c ∈ R(J)
such that Λ− q = c . Then we get
0 ≤ Λ(hj) =
∑
i∈J
mi αi(hj) + 0 =
∑
i∈J
ajimi for all j ∈ J .
The generalized Cartan matrix AJ has no component of finite type. Due to [K],
Theorem 4.3, we get
Λ(hj) =
∑
i∈J
ajimi = 0 for all j ∈ J ,
which contradicts Λ 6= 0 .
b) Let J = J0 and suppose NJ is an ideal of F [GJ ]. The algebra F [GJ ] is
isomorphic to F [GJ ] by the restriction map. The map GJ → SpecmF [GJ ]
is bijective, because AJ has only components of finite type. Therefore there
exists a g ∈ GJ , such that NJ = I (g) . Choose an element v ∈ LJ(Λ) \ {0} ,
Λ ∈ P+J \ {0}. Then
v = g−1 (gv)︸︷︷︸
=0
= 0
is a contradiction.
c) Let J = J0 ∪ J∞ with J0 6= ∅ and J∞ 6= ∅. The generalized Cartan matrix
AJ decomposes into the sum AJ = AJ0 ⊕ AJ∞ . Recall that we have GJ ∼=
GJ0 ×GJ∞ , and F [GJ ] ∼= F [GJ0 ]⊗ F [GJ∞ ]. The subalgebra corresponding to
F [GJ0 ]⊗ 1 is given by the image of the embedding
i : F [GJ0 ] → F [GJ ] ,
defined by
i(fvw |G
J0
) := fvw |GJ , v, w ∈ LJ0(Λ) = LJ(Λ) , Λ ∈ P
+
J0 .
Suppose NJ is an ideal and let φ : F [GJ ] → F be the corresponding homo-
morphism of algebras with kernel NJ |GJ . Then φ ◦ i : F [GJ0 ] → F is a
homomorphism of algebras with kernel NJ0 |GJ0 , which contradicts b).

Let σ, τ ∈ WJ , and choose elements nσ, nτ ∈ NJ belonging to σ, τ . Let K ⊆ I.
Since TJ DGJ (P
+
K )TJ = DGJ (P
+
K ), the set
σDGJ (P
+
K )τ := nσDGJ (P
+
K )nτ
is independent of the chosen elements nσ, nτ .
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Theorem 5.13 Let ∅ 6= J ⊆ I. We have:⋃
σ,τ ∈WJ
⋃
∅ 6=K ⊆ J
σDGJ (P
+
K )τ =
{
GJ if J 6= J∞
GJ \ {e(R(J))} if J = J∞
Remarks:
1) For J = J∞ the element e(R(J)) is the zero of GJ . This follows from
Proposition 2.36, and GJ = GˆJ , which we will prove in the next theorem.
2) It is easy to see that it is sufficient to take the second union only over the
sets K = {j}, j ∈ J .
In general it is not possible to omit the union over the elements of the Weyl group
on the left or on the right. This can be checked by using the generalized Cartan
matrix of Example 3) of Subsection 2.1. Choose J = I. Not all idempotents of
E would be contained in these unions.
3) A similar decomposition for the full maximal spectrum of F [G] has been
given by Kashiwara in [Kas], Proposition 6.3.1.
Proof: For every Λ ∈ P+J \ {0} choose an element vΛ ∈ L(Λ)Λ \ {0}.
We have DGJ (P
+
K ) = DGJ (θΛ), Λ ∈ ri P
+
K . Because of
⋃
∅6=K⊆J ri P
+
K =
P+J \ {0} we find:
GJ \
 ⋃
∅ 6=K ⊆ J
⋃
σ,τ ∈WJ
σDGJ (P
+
K )τ

=
{
x ∈ GJ
∣∣ ∀σ, τ ∈ WJ ∀Λ ∈ P+J \ {0} : 〈〈nσvΛ | xnτvΛ〉〉 = 0 }
If J = J∞, then due to the last theorem e(R(J)) belongs to this set. Now let
∅ 6= J ⊆ I be arbitrary, and x ∈ GJ an element of this set, i.e.,
〈〈nσvΛ | xnτvΛ〉〉 = 0 for all σ, τ ∈ WJ , Λ ∈ P
+
J \ {0} . (32)
Fix Λ ∈ P+J \ {0}. For an element v ∈ L(Λ) denote by vλ its component in the
weight space L(Λ)λ, and set supp(v) := { λ | vλ 6= 0 }. Denote by co(supp(v))
the convex hull of supp(v) in h∗R.
Because GJ is a monoid containing GJ , we have xnτ ∈ GJ . Due to Proposition
5.4 we find
xnτvΛ ∈ GJvΛ ⊆ GJL(Λ)Λ ⊆ LJ(Λ) for all τ ∈ WJ .
Using [K,P 1], Lemma 4, the vertices of the convex hull co(supp(xnτvΛ)) are
elements of WJΛ. The weight spaces L(Λ)σΛ, σ ∈ WJ , are one-dimensional,
and different weight spaces are orthogonal. Because of (32) there are no vertices
of co(supp(xnτvΛ)). Therefore we have
0 = xnτvΛ for all τ ∈ WJ .
From this follows
0 = 〈〈gvΛ | xnτvΛ〉〉 = 〈〈x
∗gvΛ | nτvΛ〉〉 for all g ∈ GJ , τ ∈ WJ .
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The involution ∗ is Zariski continuous, leaving GJ invariant. Therefore also GJ
is invariant, and we get x∗ ∈ GJ . Now we can use the same argument as above
to show x∗gvΛ = 0, g ∈ GJ . Since LJ(Λ) is spanned by GJvΛ, we find
x∗LJ(Λ) = {0} .
Because this equation is valid for all Λ ∈ P+J \ {0}, we get NJ ⊆ I (x
∗). We
have even equality because both are 1-codimensional subspaces of F [GJ ].
Due to the last theorem we conclude J = J∞, and I ( x∗ ) = I ( e(R(J)) ).
Because F [GJ ] separates the points of GJ , we get x∗ = e(R(J)). Therefore
x = e(R(J))∗ = e(R(J)).

The following theorem is one of the main results of this paper:
Theorem 5.14 Let J ⊆ I. We have:
1) GJ = GˆJ .
2) G = Gˆ .
Proof: At the beginning of this subsection we have already proved the inclu-
sions ’⊇’. We only have to show the reverse inclusions.
To 1): We show GJ ⊆ GˆJ by induction over |J |:
The case J = ∅ is trivial. Let |J | = 1. Since J∞ = ∅ we have GˆJ = GJ . The
map GJ → SpecmF [GJ ] is bijective, because (GJ , F [GJ ]) can be identified
with (SL(2,F), F [SL(2,F)]). Therefore also the map GJ → F -SpecmF [GJ ] is
bijective, and GJ is Zariski closed.
Now the step of the induction from |J | ≤ m to |J | = m+ 1 , (1 < m < |I|) :
Let L $ J . Due to Proposition 5.10 TJ\L is a variety. Using the induction
assumption we find that GˆL is Zariski closed. Therefore GˆL is a variety. Left
and right translations with elements of G are Zariski homeomorphisms. Using
Theorem 5.7 we see that the groups
(U±J )
L =
⋂
σ∈WL
σU±J σ
−1︸ ︷︷ ︸
closed
.
are Zariski closed. Therefore also (U±J )
L are varieties.
Due to Theorem 5.11 there is a bijective morphism
m−1 : DGˆJ (P
+
J\L) → (U
−
J )
L × GˆL × TJ\L × (U
+
J )
L ,
whose comorphism is also bijective. Applying Proposition 3.2 2), we find that
DGˆJ (P
+
J\L) is a variety. We have GˆJ ⊆ GJ . Applying Proposition 3.3 we
get DGJ (P
+
J\L) = DGˆJ (P
+
J\L). Therefore the principal open set DGJ (P
+
J\L) is
contained in GˆJ . Using Theorem 5.13 we find
GJ =
⋃
σ,τ ∈WJ
⋃
L$ J
σDGJ (P
+
J\L)τ︸ ︷︷ ︸
⊆ GˆJ
∪
{
∅ if J 6= J∞
e(R(J)) if J = J∞
}
⊆ GˆJ .
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To 2): It is easy to check that Proposition 3.2, 1) can be applied to the mul-
tiplication map m : GˆI × Trest → Gˆ. Therefore m−1 is a bijective morphism,
whose comorphism is also bijective. Due to part 1) GˆI is Zariski closed. Due
to Theorem 5.2 Trest is Zariski closed. Therefore GˆI and Trest are varieties.
Applying Proposition 3.2, 2) we find that Gˆ is a variety. Therefore Gˆ is Zariski
closed. We conclude G ⊆ Gˆ.

5.5 The closures of NJ (J ⊆ I) and N
The Weyl monoid Wˆ ∼= Nˆ/T plays the same role for the Bruhat and Birkhoff
decompositions, as the Renner monoid does for the Bruhat and Birkhoff decom-
positions of a reductive algebraic monoid. To make this analogy even closer, we
show N = Nˆ .
The proof of N = Nˆ can be looked at as a simplified version of the proof of
G = Gˆ. We only state the main steps, some more details can be found in [M 1].
Using the same methods as in the proof of Theorem 5.11 we can show:
Theorem 5.15 Let L $ J ⊆ I . We have:
a) DNˆJ (P
+
J\L) = NˆL TJ\L
b) The multiplication map
m : NˆL × TJ\L → DNˆJ (P
+
J\L)
is bijective, and its comorphism
m∗ : F [DNˆJ (P
+
J\L)] → F [NˆL]⊗ F [PJ\L]
exists and is an isomorphism of algebras.
c) m−1 is a morphism of pnc-varieties.
We get by intersecting the equation of Theorem 5.13 with NJ :
Corollary 5.16 Let ∅ 6= J ⊆ I . Then⋃
σ, τ ∈WJ
⋃
∅ 6=K⊆ J
σDNJ (P
+
K )τ =
{
NJ if J 6= J
∞
NJ \ {e(R(J))} if J = J∞
Using this theorem and this corollary, we can show in the same way as Theorem
5.14:
Theorem 5.17 Let J ⊆ I. We have:
1) NJ = NˆJ
2) N = Nˆ
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5.6 The openness of the unit group
The unit group of a reductive algebraic monoid is principal open. Here we have:
Proposition 5.18 The unit group G is open in G.
Proof: We have G = Gˆ. In the same way as in the proof of Theorem 5.11 a) it
is possible to show
DG(θΛ) = U
−TU+ for every Λ ∈ P++ .
Due to [K,P 2], Corollary 3.1, we have GI =
⋃
σ ∈W σU
−TIU
+. Note also that
left translations with elements of G are Zariski-homeomorphisms. Therefore
G = GITrest =
⋃
σ ∈W
σU−TU+︸ ︷︷ ︸
open
is open in G .

5.7 The Kac-Peterson-Slodowy part of Specm F [G]
Using the characterization Gˆ = G, it is easy to prove the claim of Peterson
about the Kac-Peterson-Slodowy part of the F-valued points of the algebra of
strongly regular functions.
A function f ∈ F [Gˆ] induces a function on SpecmF [Gˆ], assigning x ∈ SpecmF [Gˆ]
the value x˜(f), where x˜ : F [Gˆ]→ F is the homomorphism of algebras with ker-
nel x.
In this way, SpecmF [Gˆ] is equipped with a coordinate ring isomorphic to F [Gˆ].
Its Zariski topology coincides with the relative topology of the spectrum of F [Gˆ].
For a set M ⊆ SpecmF [Gˆ] we denote by M
Specm
its Zariski closure.
We identify the elements of Gˆ with the corresponding points of SpecmF [Gˆ]
given by the vanishing ideals. Note that for a set M ⊆ Gˆ = G we have
M ⊆ M
Specm
. (33)
Theorem 5.19 We have
Gˆ =
⋃
m∈N
⋃
β1, ..., βm∈∆re
Uβ1 · · · UβmT
Specm
.
Proof: We first prove the inclusion ’⊆’: We have Gˆ = G′TˆG′, and Tˆ = T .
The derived Kac-Moody group G′ is generated by the root groups Uα, α ∈ ∆re.
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Therefore, for every element gˆ ∈ Gˆ, there exist roots β1, . . . , βp, γ1, . . . , γq ∈
∆re, such that
gˆ ∈ Uβ1 · · · UβpTUγ1 · · · Uγq .
Because left and right multiplications with elements of Gˆ are Zariski continuous
on Gˆ = G, we get
gˆ ∈ Uβ1 · · · UβpTUγ1 · · · Uγq .
Because of Uβ1 · · · UβpTUγ1 · · · Uγq = Uβ1 · · · UβpUγ1 · · · UγqT , and formula
(33), we find
gˆ ∈ Uβ1 · · · UβpUγ1 · · · UγqT
Specm
.
Next we prove the inclusion ’⊇’ of the theorem. Let Λ ∈ P+. Choose 〈〈 | 〉〉-
dual bases
(aλi)λ∈P (Λ) , i=1,...,mλ , (bλi)λ∈P (Λ) , i=1,...,mλ
of L(Λ), by choosing 〈〈 | 〉〉-dual bases
(aλi)i=1,...,mλ , (bλi)i=1,...,mλ
of every weight space L(Λ)λ, λ ∈ P (Λ).
The root groups Uα, α ∈ ∆re, and the torus T act locally finite on L(Λ).
Therefore, for every v ∈ L(Λ) the linear space spanned by Uβ1 · · ·UβmTv is
finite dimensional. For a fixed pair (µ, j) we have
〈〈aλi | Uβ1 · · ·UβmTbµj〉〉 = 0
for all pairs (λ, i) except finitely many. Similarly, for a fixed pair (λ, i) we have
〈〈aλi | Uβ1 · · ·UβmTbµj〉〉 = 〈〈TU−βm · · ·U−β1aλi | bµj〉〉 = 0
for all pairs (µ, j) except finitely many.
This also applies to x˜(faλibµj ) for every x ∈ Uβ1 · · ·UβmT
Specm
. Now fix such
an element and define
φΛ ∈ End(L(Λ)) by φΛbµj :=
∑
λi
bλix˜(faλibµj ) , µ ∈ P (Λ), j = 1, . . . , mµ ,
ψΛ ∈ End(L(Λ)) by φΛbλi :=
∑
µj
aµj x˜(faλibµj ) , λ ∈ P (Λ), i = 1, . . . , mλ .
It is easy to check, that φΛ and ψΛ are adjoint maps.
The maps φΛ, Λ ∈ P+, define an element φ ∈ gr-Adj
(⊕
Λ∈P+ L(Λ)
)
. Note
that
x˜(faλibµj ) = 〈〈aλi | φbµj〉〉 λ, µ ∈ P (Λ), i = 1, . . . , mλ, j = 1, . . . , mµ, Λ ∈ P
+ .
From Proposition 3.4 a) we get φ ∈ Gˆ = Gˆ. The evaluation homomorphism
corresponding to φ coincides with x˜. Therefore φ = x.

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6 The proof of Lie(G) ∼= g
In this section we show, that the Lie algebra of G is isomorphic to the Kac-
Moody algebra g. For the proof we use, that the tangent space of G at 1 is iso-
morphic to the tangent space of a principal open set DG(θΛ) = U
−DT (θΛ)U
+,
Λ ∈ P++, at 1. To describe this tangent space, we first determine the Lie alge-
bras of T and U±.
To state the propositions and theorems in an easy way, we identify the Lie alge-
bras of T , U± andG with subalgebras of the Lie algebra of gr-Adj
(⊕
Λ∈P+ L(Λ)
)
(via the tangential maps of the inclusion maps at 1). This last Lie algebra
is identified with gr-Adj
(⊕
Λ∈P+ L(Λ)
)
. We also identify the tangent space
T1(DT (θΛ)) with T1(T ) (via the tangential map of the inclusion map at 1).
Similarly for v ∈ L(Λ), we identify the tangent space Tv(VΛ) of the Kostant cone
VΛ = G(L(Λ)Λ) with the corresponding subspace of TvL(Λ), which is identified
with L(Λ).
In the proofs however we distinguish carefully between these different possibili-
ties of giving tangent spaces.
The Kac-Moody algebra g acts faithfully on
⊕
Λ∈P+ L(Λ). We also identify g
with the corresponding subalgebra of the Lie algebra gr-Adj
(⊕
Λ∈P+ L(Λ)
)
.
6.1 The Lie algebra of T
Proposition 6.1 We have Lie(T ) = h .
Proof: Due to Proposition 3.4 the Lie algebra of T is given by
Lie(T ) =
{
φ ∈ gr-Adj
( ⊕
Λ∈P+
L(Λ)
) ∣∣∣∣ ∃ ǫφ ∈ Der1(F [T ])
∀ v, w ∈ L(Λ), Λ ∈ P+ : ǫφ(fvw |T ) = 〈〈v | φw〉〉
}
,
and φ ∈ Lie(T ) is uniquely determined by ǫφ . Due to Proposition 5.1 we have
F [T ] = F [X ∩ P ] .
• First we show the inclusion h ⊆ Lie(T ). For h ∈ h we get an element
ǫh ∈ Der1(F [T ]) by
ǫh(eλ) := λ(h) , λ ∈ X ∩ P .
This derivation has the required properties, because for vλ ∈ L(Λ)λ, wµ ∈
L(Λ)µ, λ, µ ∈ P (Λ), Λ ∈ P+, we have
ǫh(fvλwµ |T ) = ǫh ( 〈〈vλ | wµ〉〉 eµ ) = 〈〈vλ | wµ〉〉µ(h) = 〈〈vλ | hwµ〉〉 .
• To show the reverse inclusion, we first prove for ǫ ∈ Der1(F [T ]) the following
statement by induction over k ∈ N:
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Let λ1, . . . , λk ∈ X ∩P and p1, . . . , pk ∈ Z, such that p1λ1+ . . .+pkλk ∈ X ∩P .
Then we have
ǫ(ep1λ1+...+pkλk) = p1ǫ(eλ1) + . . .+ pkǫ(eλk) . (34)
The begin of the induction k = 1: If p1 ≥ 0 this follows by using the derivation
properties of ǫ, and the monoid properties of X ∩ P . If p1 < 0 then (−p1)λ1 ∈
X ∩ P , and we have
0 = ǫ(e0) = ǫ(ep1λ1e−p1λ1) = ǫ(ep1λ1) + (−p1)ǫ(eλ1) .
The step of the induction from k → k + 1: If p1, . . . , pk, pk+1 are nonnegative,
then p1λ1 + . . .+ pkλk , pk+1λk+1 ∈ X ∩ P , and we have
ǫ(ep1λ1+...+pk+1λk+1) = ǫ(ep1λ1+...+pkλkepk+1λk+1) = ǫ(ep1λ1+...+pkλk) + ǫ(epk+1λk+1) .
Let one of the pi’s be negative, say pk+1 < 0. Then (−pk+1)λk+1 ∈ X ∩ P .
Therefore also p1λ1 + . . .+ pkλk = (p1λ1 + . . .+ pk+1λk+1) + (−pk+1λk+1) ∈
X ∩ P , and we have
ǫ(ep1λ1+...+pkλk) = ǫ(ep1λ1+...+pk+1λk+1e−pk+1λk+1)
= ǫ(ep1λ1+... pk+1λk+1) + ǫ(e−pk+1λk+1) .
In both cases, using the induction assumption and the begin of the induction,
we get equation (34).
Now let φ ∈ Lie(T ) and set h :=
∑2n−l
i=1 ǫφ(eΛi)hi. For all λ ∈ X ∩ P we find
ǫφ(eλ) = ǫφ
(
e∑
i λ(hi)Λi
)
=
2n−l∑
i=1
λ(hi)ǫφ(eΛi) = λ(h) = ǫh(eλ) .
Therefore ǫφ = ǫh, and φ = h ∈ h. 
6.2 The Lie algebras of U+ and U−
To determine the Lie algebras of U± we need the tangent space of the Kostant
cone VΛ := G(L(Λ)Λ) at a highest weight vector.
Theorem 6.2 Let Λ ∈ P+ and vΛ ∈ L(Λ)Λ. We have
TvΛVΛ =
{
gL(Λ)Λ if vΛ 6= 0
L(Λ) if vΛ = 0
.
Proof: Denote by Lhigh the L(2Λ)-isotypical component of L(Λ) ⊗ L(Λ). For
α ∈ ∆ ∪ {0} choose ( | )-dual bases (e
(i)
α )
mα
i=1 ⊆ gα, (f
(i)
α )
mα
i=1 ⊆ g−α, such that
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f
(i)
α = e
(i)
−α for all α ∈ ∆, i = 1, . . . , mα.
• Let v ∈ L(Λ). First we show
TvVΛ = { x ∈ L(Λ) | x⊗ v + v ⊗ x ∈ Lhigh } (35)
=
{
x ∈ L(Λ)
∣∣∣ (Λ | Λ)(x⊗ v + v ⊗ x) =∑
α∈∆∪{0}
∑
i
(
e(i)α x⊗ f
(i)
α v + e
(i)
α v ⊗ f
(i)
α x
) }
. (36)
The equality of the two sets on the right follows, because of
Lhigh =
{
v ∈ L(Λ)⊗ L(Λ) | Ω˜ v = (Λ | Λ) v
}
,
where Ω˜ is given by the formal expression
∑
α∈∆∪{0} e
(i)
α ⊗ f
(i)
α , compare [K],
Proposition 14.12.
Due to [K,P 2], Theorem 2 a), the vanishing ideal I (VΛ) is generated by the
functions
(Λ | Λ) fwfw′ −
∑
α∈∆∪{0}
mα∑
i=1
f
(e
(i)
α )∗w
f
(f
(i)
α )∗w′
, w, w′ ∈ L(Λ) .
Therefore x ∈ TvVΛ if and only if the corresponding derivation δx ∈ Derv (F [L(Λ)] )
annihilates these functions, which means that for all w, w′ ∈ L(Λ) we have
0 = (Λ | Λ)
(
〈〈w | x〉〉〈〈v | w′〉〉+ 〈〈w | v〉〉〈〈x | w′〉〉
)
−
∑
α∈∆∪{0}
∑
i
(
〈〈w | e(i)α x〉〉〈〈f
(i)
α v | w
′〉〉 + 〈〈w | e(i)α v〉〉〈〈f
(i)
α x | w
′〉〉
)
.
Because 〈〈 | 〉〉 is nondegenerate, this is equivalent for x to be an element of
the set given in (36).
• Using equation (35) we find T0VΛ = L(Λ). Now let vΛ 6= 0. Since vΛ ⊗ vΛ ∈
Lhigh, we get
(cyvΛ)⊗ vΛ + vΛ ⊗ (cyvΛ) = cy(vΛ ⊗ vΛ) ∈ Lhigh for all y ∈ g, c ∈ F .
Due to equation (35) we have TvΛVΛ ⊇ gL(Λ)Λ. To show the reverse inclusion,
let x ∈ TvΛVΛ. It is sufficient to show that all the homogenous parts xλ ∈ L(Λ)λ
of x are contained in gL(Λ)Λ. Due to equation (36) we have
(Λ | Λ)
∑
λ∈P (Λ)
(
xλ ⊗ vΛ + vΛ ⊗ xλ
)
︸ ︷︷ ︸
∈
(
L(Λ)⊗L(Λ)
)
Λ+λ
=
∑
λ∈P (Λ)
∑
α∈∆∪{0}
∑
i
(
e(i)α xλ ⊗ f
(i)
α vΛ + e
(i)
α vΛ ⊗ f
(i)
α xλ
)
︸ ︷︷ ︸
∈
(
L(Λ)⊗L(Λ)
)
Λ+λ
.
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We compare the (Λ + λ)-homogenous parts of this equation. Since f
(i)
α = e
(i)
−α
for α ∈ ∆, and e
(i)
α vΛ = 0 for α ∈ ∆+, we find(
(Λ | Λ)− (Λ | λ)
)(
xλ ⊗ vΛ + vΛ ⊗ xλ
)
=
∑
α∈∆+
∑
i
(
e(i)α xλ ⊗ f
(i)
α vΛ + f
(i)
α vΛ ⊗ e
(i)
α xλ
)
.
If (Λ | λ) = (Λ | Λ), then due to [Mo,Pi], section 6.2, Proposition 9, we have
λ = Λ. Therefore xλ ∈ L(Λ)Λ. If (Λ | λ) 6= (Λ | Λ) apply the map 〈〈vΛ | · 〉〉⊗ id
to the last equation:(
(Λ | Λ)− (Λ | λ)
)(
〈〈vΛ | xλ〉〉 vΛ + 〈〈vΛ | vΛ〉〉xλ
)
=
∑
α∈∆+
∑
i
(
〈〈vΛ | e
(i)
α xλ〉〉f
(i)
α vΛ + 〈〈vΛ | f
(i)
α vΛ〉〉︸ ︷︷ ︸
=0
e(i)α xλ
)
.
Solving for the free xλ gives xλ ∈ n−vΛ ⊕ F vΛ = gL(Λ)Λ.

Theorem 6.3 We have Lie(U±) = n± .
Proof: Using the tangential map at 1 of the isomorphism of varieties ∗ : U− →
U+, we find Lie(U+) = Lie(U−)∗. Therefore it is sufficient to show the theorem
for U−.
• First we show Lie(U−) ⊇ n−. The Lie algebra n− is generated by gα, α ∈ ∆
−
re.
Therefore it is sufficient to show, that for an element x ∈ gα, α ∈ ∆
−
re, the
corresponding derivation δx ∈ Der1
(
F [gr-Adj
(⊕
Λ∈P+ L(Λ)
)
]
)
annihilates
the vanishing ideal I (U−). If f ∈ I (U−), then we have
0 = f(exp(tx)) = f(1) + tδx(f) + O(t
2) for all t ∈ F .
Because of |F | =∞ we get δx(f) = 0.
• To show the reverse inclusion let Λ ∈ P++, vΛ ∈ L(Λ)Λ \ {0}. The map
Φ : gr-Adj
( ⊕
N ∈P+
L(N)
)
→ L(Λ)
ψ 7→ ψvΛ
is a morphism of varieties. Its tangential map at 1 is given by:
T1Φ : T1
(
gr-Adj
( ⊕
N ∈P+
L(N)
))
→ TvΛL(Λ)
φ 7→ φvΛ
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Because of Φ(U−) ⊆ VΛ we have (T1Φ)(T1U−) ⊆ TvΛVΛ. Let φ ∈ Lie(U
−) and
δφ the corresponding derivation. Due to the last theorem there exist y ∈ n−,
c ∈ F, such that
φvΛ = yvΛ + cvΛ .
For y˜ ∈ n− we find
δφ(fy˜vΛ vΛ |U−) = 〈〈y˜vΛ | yvΛ〉〉+ c 〈〈y˜vΛ | vΛ〉〉︸ ︷︷ ︸
=0
= δy(fy˜vΛ vΛ |U−) .
Because the functions fy˜vΛ vΛ |U− , y˜ ∈ n
− generate the algebra F [U−], we have
δφ = δy. Therefore φ = y ∈ n−.

6.3 The Lie algebra of G
To determine the Lie algebra of G, we use a description of the variety of the
principal open set DG(θΛ) = U
−TU+, Λ ∈ P++. We state this description first.
Proposition 6.4 Let
(
DT (θΛ) , F [DT (θΛ)] , FDT (θΛ)
)
be the variety of a prin-
cipal open set DT (θΛ), Λ ∈ P
++.
1) We have DT (θΛ) = T and F [DT (θΛ)] = F [P ].
2) We have T1(DT (θΛ)) = h. The derivation δh corresponding to h ∈ h is given
by δh(eλ) = λ(h), λ ∈ P .
Proof: Part 1) can be proved in a similar way as Proposition 5.10. Due to our
identifications, and Proposition 6.1, we have T1(DT (θΛ)) = T1(T ) = h. The
derivation ǫh ∈ Der1(F [T ]) given in the proof of this proposition extends to the
derivation δh ∈ Der1(F [DT (θΛ)]).

Theorem 6.5 Let Λ ∈ P++. Let vΛ ∈ L(Λ)Λ \ {0}. The multiplication map
m : U− ×DT (θΛ)× U
+ → DG(θΛ)
is bijective. Its comorphism
m∗ : F [DG(θΛ)] → F [U
−]⊗ F [P ]⊗ F [U+]
exists, and is an isomorphism of algebras. Furthermore we have
m∗
(
fyvΛ vΛ
θΛ
|DG(θΛ)
)
= fyvΛ vΛ |U− ⊗ 1 ⊗ 1 , y ∈ n
− , (37)
m∗
(
θN
(θΛ)n
|DG(θΛ)
)
= 1 ⊗ eN−nΛ ⊗ 1 , N ∈ P
+, n ∈ N0 , (38)
m∗
(
fvΛ yvΛ
θΛ
|DG(θΛ)
)
= 1 ⊗ 1 ⊗ fvΛ yvΛ |U+ , y ∈ n
− . (39)
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The map m−1 : DG(θΛ)→ U
− ×DT (θΛ)× U
+ is a morphism of varieties. Its
tangent map T1(m
−1) : T1(DG(θΛ)) → T(1,1,1) (U
− ×DT (θΛ))× U
+) is injec-
tive.
Proof: The proof is similar to the proof of Theorem 5.11. The injectivity of
T1(m
−1) follows from the surjectivity of (m−1)∗.

The following theorem is one of the main results of this paper:
Theorem 6.6 We have Lie(G) = g .
Proof:
• First we show Lie(G) ⊇ g. It is sufficient to show gβ ⊆ Lie(G) for all β ∈ ∆re,
and H ⊆ Lie(G). Due to Proposition 3.4 the Lie algebra of G is given by
Lie(G) =
{
φ ∈ gr-Adj
( ⊕
Λ∈P+
L(Λ)
) ∣∣∣∣ ∃ δφ ∈ Der1(F [G])
∀ v, w ∈ L(Λ), Λ ∈ P+ : δφ(fvw |G) = 〈〈v | φw〉〉
}
.
Let xβ ∈ gβ , β ∈ ∆re, and h ∈ H . Due to the Peter and Weyl theorem for
F [G], there exist linear maps
δxβ : F [G]→ F
δh : F [G]→ F
with
δxβ (fvw |G) := 〈〈v | xβ w〉〉
δh(fvw |G) := 〈〈v | hw〉〉
, v, w ∈ L(Λ), Λ ∈ P+ .
Using the 1-parameter subgroups exp(txβ), t ∈ F, and th(s), s ∈ F×, we can
write these maps in the following forms, which show that δxβ and δh are deriva-
tions in 1:
δxβ (f) =
d
dt |0 f(exp(txβ))
δh(f) =
d
ds |1 f(th(s))
, f ∈ F [G] .
• To prove the inclusion Lie(G) ⊆ g, we use the notations of the last theorem.
We identify T(1,1,1) (U
− ×DT (θΛ)) × U
+) with T1(U
−)×T1(DT (θΛ))×T1(U
+).
The tangent map T1 j : T1(DG(θΛ))→ T1G of the inclusion map j : DG(θΛ)→
G is bijective. Therefore the following concatenation of maps
T1(G)
(T1j)
−1
−→ T1 (DG(θΛ))
T1(m
−1)
−→ T1(U
−)× T1(DT (θΛ))× T1(U
+)
is injective. Due to Theorem 6.3 we have T1(U
±) = n±. Due to Proposition
6.4 we have T1(DT (θΛ)) = h. We also know g ⊆ T1(G). To show equality, it is
sufficient to show(
T1(m
−1) ◦ (T1j)
−1
)
(y + h+ x) = ( y , h , x ) for all y ∈ n−, h ∈ h, x ∈ n+ .
To do this, we have to work with the corresponding derivations. Set z =
y + h + x, and let δz ∈ Der1(F [G] ) be the corresponding derivation. Let
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δy ∈ Der1(F [U−] ), δh ∈ Der1(F [DT (θΛ)] ), and δx ∈ Der1(F [U
+] ) be the
derivations corresponding to y, h, and x.
Using equation (39) of the last theorem, we find for y˜ ∈ n−:((
T1(m
−1)
)
(T1j)
−1(δz)
)
( 1 ⊗ 1 ⊗ fvΛ y˜vΛ |U+)
=
(
(T1j)
−1(δz)
)(fvΛ y˜vΛ
θΛ
|DG(θΛ)
)
=
1
θΛ(1)2
(
δz(fvΛ y˜vΛ |G) θΛ(1)︸ ︷︷ ︸
=1
− fvΛ y˜vΛ(1)︸ ︷︷ ︸
=0
δz(θΛ)
)
= δx(fvΛ y˜vΛ |U+) .
Because the algebra F [U+] is generated by fvΛ y˜vΛ |U+ , y˜ ∈ n−, we get(
T1(m
−1)
)
(T1j)
−1(δz) = ( . . . , . . . , δx ) .
Similar we have
(
T1(m
−1)
)
(T1j)
−1(δz) = ( δy , . . . , . . . ) .
Let N ∈ P+ and n ∈ N0. Using equation (38) of the last theorem we find((
T1(m
−1)
)
(T1j)
−1)(δz)
)
( 1 ⊗ eN−nΛ ⊗ 1 ) =
(
(T1j)
−1(δz)
)( θN
(θΛ)n
|DG(θΛ)
)
=
1
θnΛ(1)2
(
δz(θN )θnΛ(1)− δz(θnΛ)θN (1)
)
= N(h)− nΛ(h)
= δh(eN−nΛ) .
Because F [P ] is spanned by eN−nΛ, N ∈ P+, n ∈ N0, we conclude(
T1(m
−1)
)
(T1j)
−1(δz) = ( . . . , δh , . . . ) .

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