The d-dimensional pattern matching problem is to find an occurrence of a pattern of length m ×· · · ×m within a text of length n ×· · · ×n, with n ≥ m. This task models various problems in text and image processing, among other application areas. This work describes a quantum algorithm which solves the pattern matching problem for random patterns and texts in time O((n/m) d/2 2 O(d 3/2 √ log m) ). For large m this is super-polynomially faster than the best possible classical algorithm, which requires time (n d/2 + (n/m) d ). The algorithm is based on the use of a quantum subroutine for finding hidden shifts in d dimensions, which is a variant of algorithms proposed by Kuperberg.
Introduction
One of the most fundamental tasks in computer science is pattern matching: finding some desired data (the pattern) within a larger data set (the text). This problem has been of interest for decades, both in its own right and as part of more complicated questions in text processing, bioinformatics and image processing.
Here we consider the d-dimensional pattern matching problem, for arbitrary d = O (1) . Two examples of this problem are shown in Fig. 1 . We are given access to a text T and a pattern P over an alphabet , with | | = q ≥ 2. Our task is to find an instance of P within T , if such an instance exists. That is, writing otherwise, we should output "not found". Throughout this work, we call any function of the form S : [k] d → a string, and think of strings interchangeably as functions or k × · · · × k arrays of elements of . We assume throughout that m ≤ n.
The classical KMP algorithm of Knuth et al. [20] from 1977 solves the pattern matching problem for d = 1 in time (n + m) in the worst case. This is clearly optimal, as every classical pattern-matching algorithm which is correct on all inputs must inspect every character of the pattern and the text. However, significantly improved runtimes can be achieved for more typical inputs. Consider a model where each character of the text is chosen at random from , and the pattern is either uniformly random too (in which case, if it is long enough, it will not match the text with high probability), or is chosen to be a random substring of the text. A simple algorithm was given by Knuth [20, Section 8] which runs in time O(n(log q m)/m + m) with high probability on such random inputs, while still running in time O(n + m) in the worst case. Observe that the average-case runtime is substantially sublinear in n for large m, but never better than O( √ n log n). Shortly after this algorithm was developed, Yao proved an ((n/m) log q m) lower bound for the 1-dimensional matching problem, for random text and pattern [34] . The bound extends to give a ((n/m) d log q m) lower bound for the d-dimensional problem [19] . More recently, an algorithm which runs in time O((n/m) d log q m +m d ) for the general d-dimensional problem, for random text and pattern, was given by Kärkkäinen and Ukkonen [19] . This is thus optimal up to the O(m d ) term, which corresponds to preprocessing time for the pattern.
A quantum pattern-matching algorithm for the 1-dimensional case has been presented by Ramesh and Vinay [27] , which runs in time O( √ n) and hence achieves a square-root speedup over the best possible classical algorithm's worst-case complexity. However, the sublinear classical results mentioned above raise the following question: could there be a quantum pattern-matching algorithm which significantly outperforms its classical counterparts on average-case inputs which are more likely to occur in practice?
Statement of Results
We give a quantum algorithm which, for most instances of the d-dimensional pattern matching problem, is super-polynomially faster than the best possible classical algorithm.
Theorem 1 Assume m = ω(log n). Let T : [n] d → be picked uniformly at random. Let P : [m] d → be picked either (a) by choosing an arbitrary m ×· · ·×m substring of T , or (b) by choosing each element of P uniformly at random from . Then there is a quantum algorithm which runs in time O((n/m) d/2 2 O(d 3/2 √ log m) ) and determines which is the case. In case (a), the algorithm also outputs the position at which P matches T . The algorithm fails with probability O(1/n d ), taken over both the choice of T and P, and the algorithm's internal randomness.
Any classical bounded-error algorithm for the same problem must make (n d/2 + (n/m) d ) queries to T and P in total.
The O, notation suppresses factors logarithmic in m and n (see Propositions 8 and 13 below for a more detailed statement of the quantum and classical complexities, respectively). The time complexity is stated in the standard quantum circuit model, assuming that a query to T or P uses time O (1) . We can think of T and P as either easily evaluated oracle functions in the query complexity model, or data stored in an efficiently accessible quantum random-access memory [16] . All non-query operations performed by the algorithm contribute only polylogarithmic factors to the time complexity.
Observe that, for any fixed d, 2 O(d 3/2 √ log m) = o(m ) for any > 0. When m is large, Theorem 1 thus demonstrates a super-polynomial separation between quantum and classical complexity (when m is small, e.g. O(log n), straightforward use of Grover's algorithm is faster). For example, when m = (n), we get a quantum algorithm running in time O(2 O(d 3/2 √ log n) ), as opposed to the best classical complexity of (n d/2 ). The omitted constants in the O(d 3/2 √ log m) term in the exponent are not unreasonably high. For d = 1, for example, the algorithm's runtime is O( √ n/m 2 2.68... √ log 2 m ). Theorem 1 is a rare example of a super-polynomial averagecase separation between quantum and classical computation for a natural problem and a natural distribution on the input. An exponential average-case separation was previously proven [14] for a related problem (an oracular hidden shift problem over Z n 2 , see below), but that problem is arguably less natural than pattern matching. Theorem 1 is based on a more general pattern matching result, which holds for nonrandom patterns and texts. In order to state this result more formally, we need some notation. For any string S : [n] d → , we define a new string S k :
is equal to the size k × · · · × k substring of S beginning at position s 1 , . . . , s d . Formally, for any f :
An example of this operation is shown in Fig. 2 . Note that we always consider S k to be a string over the alphabet k d ; equivalently, a function S k :
Let the injectivity length of S, υ(S), be the minimal k such that S k is injective (i.e. all of its values are distinct).
We now consider the string (S k ) s,m :
Define the m-injectivity length of S, υ(S, m), Fig. 2 Converting a non-injective 2D string S (LHS) into an injective string S 3 (RHS). The centre string S 2 is not injective, so υ(S) = 3. In addition, υ(S, 2) = 3 as the 2 × 2 substring of S 2 in the middle of the top row is not injective to be the minimal k such that (S k ) s,m is injective for all s. Thus υ(S, m) ≤ k if every m ×· · ·×m substring of S k is injective. Observe that, for any m, υ(S, m) ≤ υ(S) ≤ n, but υ(S, m) can sometimes be much smaller than υ(S). For example, if S :
Then the most general result we have is as follows: 
queries to each of T and P. The runtime is the same up to a polylog(m) factor.
Theorem 2 may appear somewhat hard to digest. The intuition is that the algorithm is efficient, i.e. has runtime close to O((n/m) d/2 ), when: the strings formed by concatenating all short substrings of both T and P are injective; and offsets where there is no match can be efficiently tested and discarded. The algorithm can thus be seen as achieving a speedup in a scenario somewhat similar to that considered in the field of property testing [23] , where it has the promise that each potential match is either actually a match, or is far from being a match.
The complexity parameters of Theorem 2 are essentially optimal for, say, ν = 1, up to terms of the form 2 O( √ log m) , which is o(m ) for any > 0. Indeed, it is easy to show the following bound using standard techniques: any bounded-error quantum algorithm which solves the problem described in Theorem 2 must make ((n/m) d/2 / √ γ ) queries in the case where P is injective and completely known in advance, and υ(T, m) = 1. By comparison, any randomised classical pattern matching algorithm for the same problem must make ((n/m) d /γ ) queries. For the proof of these bounds, see Lemma 10 below.
Techniques
Theorem 2 is ultimately based around the use of a quantum algorithm for finding hidden shifts in injective functions f : Z d 2 n → . The algorithm is a variant of algorithms of Kuperberg [21] . Kuperberg's work described several algorithms: two for finding hidden shifts in injective functions f : Z 2 n → , and one for finding hidden shifts in general abelian groups. The algorithm given here achieves essentially the same asymptotic complexity as the best algorithm given in [21] , and appears somewhat simpler to analyse. In particular, we include a full proof of its correctness and complexity.
To use the algorithm, we first make the pattern and text injective. This is similar to the "injectivisation" idea used by Gharibi [15] in the context of quantum algorithms for abelian hidden shift problems, but here we need a slightly different notion, as used by Knuth [20] , to ensure we preserve matching after injectivisation. We then apply the hidden shift algorithm by guessing an offset where the pattern matches the text. If our guess is fairly close, then the algorithm succeeds in finding the actual offset where the pattern matches. This guessing process is then wrapped within the use of the boundederror variant of Grover's search algorithm [18] to obtain the final result. Theorem 1 is then derived by simply calculating the quantities ν, γ that occur in Theorem 2 for random strings.
Kuperberg showed in [21] that, based on a similar idea of guessing offsets, his algorithms gave a super-polynomial quantum speedup for the task of finding an injective pattern of length m, promised to be hidden in an injective text of length 2m. The contribution here is thus to generalise this idea to arbitrary dimensions d > 1, to remove the restriction on the length of the text, and to relax the injectivity constraint. We also modify the promise that the pattern is guaranteed to be contained in the text to the promise that any non-matches can be tested efficiently. Observe that a constraint of this form is required if one seeks a runtime which is o(m d/2 ). Imagine we are told an offset at which the pattern is claimed to match the text. If we have no lower bound on the number of positions at which it does not match the text if the claim is false, then verifying this claimed match would require (m d/2 ) quantum queries in the worst case [4] .
Prior Work
Pattern matching is a fundamental algorithmic task, and has been studied in a number of different contexts.
Pattern Matching
As well as the KMP algorithm already mentioned, another approach frequently used in practice classically is the Boyer-Moore algorithm [5] , which achieves good performance for random inputs when the alphabet size is large. More recent classical work has pursued a number of other directions, such as approximate matching and search in compressed strings. For surveys of the (now vast) classical pattern matching literature, see for example [10, 25] .
Pattern matching has also been considered in the context of quantum computation. Grover's algorithm [17] can be seen as searching for a pattern of length 1 in a text of length n using O( √ n) queries to the text. The algorithm can be used naïvely to find a pattern of length m with a complexity of O( √ nm) queries. However, Ramesh and Vinay [27] gave an improved algorithm which uses O( √ n) queries in the worst case. Their algorithm is based around the use of the powerful classical concept of deterministic sampling [33] . It is easy to see that this complexity is optimal in the worst case up to logarithmic factors, using standard lower bounds on the quantum query complexity of unstructured search [4] . The algorithm of Ramesh and Vinay achieves a faster runtime than the algorithms described here in the case that m is small (e.g. O(log n)).
Curtis and Meyer describe an approach towards efficient quantum search for patterns ("templates") within 2D images [11] . This approach is based around the use of the quantum Fourier transform to compute correlations between the template and the image. As noted in [11] , the algorithm is not complete and many details remain to be worked out before an efficient algorithm could be obtained.
Hidden Shifts
There is now a fairly substantial body of work in the quantum setting on the closely related problem of finding hidden shifts. In an abstract setting, one is given access to two injective functions f, g : G → X , for some abelian group G and some set X , with the promise that g(x) = f (x + s) for some s ∈ G, where + is addition in the group G. The goal is to find s. It is known that this problem can be solved with only O(log |G|) quantum queries to G [12] . However, for certain groups G it remains unknown whether there is a quantum algorithm which is similarly efficient with respect to time (i.e. runs in time O(polylog |G|)), and this is considered to be a major open problem.
The case G = Z n is the most relevant to our work here, which is equivalent to the hidden subgroup problem for the dihedral group [31] . Algorithms to solve this problem have been given by Kuperberg [21, 22] (whose work we will use and adapt below) and Regev [28] . These algorithms are all super-polynomially faster than the best possible classical algorithm for this problem: Kuperberg The hidden shift problem has been studied for other groups G too. Friedl et al. [13] have given an efficient quantum algorithm running in time poly(log |G|) for the case of G = Z n p , where p is a fixed prime and n grows. A different generalisation, which can be seen as interpolating between the abelian hidden subgroup problem and the dihedral hidden subgroup problem, was studied by Childs and van Dam [8] .
A number of works have studied a slightly different scenario in which one relaxes the injectivity constraint, but replaces it with complete knowledge of f . That is, one is given oracle access to a function g : G → X , such that g(x) = f (x + s) for some known function f , and is required to determine s. The complexity of the problem then depends on f . This problem was studied for G = Z n for certain functions f by van Dam et al. [32] , as well as by Moore et al. [24] for prime n. More recently, other works have considered the case G = Z n 2 in detail [9, 14, 26, 29, 30] , characterising the complexity of the problem for many families of functions f .
To convert non-injective strings into injective strings, we concatenate adjacent symbols within the string. A similar idea was recently used by Gharibi to convert non-injective hidden shift problems over an arbitrary group into injective hidden shift problems [15] . The general framework takes a function f :
where · is the group multiplication operation. In the hidden shift problem, if g is equal to f up to a shift (i.e. multiplication by an unknown group element s), then g V is equal to f V up to the same shift s. Gharibi showed that, for any choice of V with k = (log |G|), if f is picked at random then the probability that f V is not injective is low. This was then used to give an alternative proof that the quantum query complexity of the hidden shift problem over Z n 2 is low for most functions. The injectivisation procedure over the group Z n used here is slightly different: in order to preserve the property of the pattern matching the text, we do not allow the shifts to wrap around and only consider the set V = {1, . . . , k}.
The hidden shift problem over Z n has also been studied classically. In particular, Andoni et al. [2] have considered a noisy variant where one has access to two boolean functions f, g : Z n → {0, 1} such that g(x) = f (x + s) + r for some shift s, and some string r ∈ {0, 1} n of random bits where the probability that each bit of r is equal to 1 is independent and equal to η, for some fixed constant η. The goal is again to find s. A practical motivation for this problem comes from GPS synchronisation. In the case where the values taken by f are uniformly random, it is shown in [2] that the problem can be solved in sublinear time; their algorithm runs in time O(n 0.641 ). This algorithm is not that far from optimal, as the hidden shift problem over Z n has a lower bound of ( √ n) queries [3] .
Organisation
We begin, in Sect. 2, by describing how a quantum algorithm for the hidden shift problem can be used to obtain a general pattern-matching algorithm (Theorem 2). Section 3 contains the calculations showing that this can be applied to random strings (Theorem 1). In Sect. 4, we prove the required classical lower bounds to complete the proof of Theorem 1, and also prove quantum lower bounds showing that our algorithms are not too far from optimal. For completeness, in this section we also give a classical algorithm matching the classical lower bound. Section 5 describes the quantum algorithm for the hidden shift problem. We conclude in Sect. 6.
Lemma 3 Assume we have query access to S, T : [m] → such that either S
Then there is a quantum algorithm Check such that: in the first case, Check accepts with certainty; in the second case, Check rejects with probability at least 2/3;
queries. The runtime is the same up to a polylog(m) factor.
The technical core of our algorithm is the following result: (1) and let X be an arbitrary finite set. Let f :
Then there is a quantum algorithm which outputs s with bounded error using O(n2
√ dn ) queries to each of these functions. The runtime is the same up to a poly(n) factor.
We prove Theorem 4 later, in Sect. 5. We show here that it implies Theorem 2, which we restate for convenience. Proof Let m be the largest power of 2 less than or equal to m − ν. The algorithm is based on the following procedure RoughCheck, which takes as input a shift t ∈ [n − ν − m + 2] d and a tolerance ∈ (0, 1], and is designed to accept if t is quite close to a position t at which P matches T : In this definition, the notation is as used in Sect. 1.1: thus (T ν ) t,m denotes the m ×· · ·×m substring of T ν starting at offset t, and (P ν ) 0,m is the first m ×· · ·×m characters of P ν . Note that T and P are injective, so Theorem 4 can indeed be applied to them. It is immediate that RoughCheck uses O(ν d log m2
queries, where the O(ν d ) term comes from simulating a query to T ν using ν d queries to T . We now show that,
First assume there does exist such an offset t . Then P ν also matches T ν at the same offset. Taking addition modulo m in each dimension,
where the first inequality is a rough bound on the size of the complement of one ddimensional cube within another, in terms of (d −1)-dimensional slices. The algorithm of Theorem 4 therefore outputs = t − t with bounded failure probability, and if it does so then Check accepts with certainty given the two strings T t ,m and P. On the other hand, if there is no such offset t , there are two possibilities: the algorithm of Theorem 4 could output a correct match between P and T , but at an offset t which fails to satisfy t i ≤ t i ≤ t i + m for at least one i; or otherwise, the algorithm could output an incorrect claimed match. In the former case, this will be detected by the check in step 1. In the latter case, Check will detect this with bounded error. We therefore see that, if P -matches T at offset t, RoughCheck accepts except with bounded failure probability; whereas if P does not -match T at offset t, RoughCheck rejects except with bounded failure probability. If we pick t at random from [n − ν − m + 2] d , and P matches T at at least one offset, the probability that P matches T at some offset t , where
Applying the bounded-error version of Grover's search algorithm [18] , we can find a position at which P -matches T with O((n/( m )) d/2 ) uses of RoughCheck, and again with bounded failure probability. Once such a position is found, one more use of the algorithm of Theorem 4 suffices to output the offset within this range at which P matches T . The claimed result for the number of queries follows, substituting the value of back in and using m = (m). The argument for the runtime bound is similar.
Note that there is also an algorithm which does not need to know the value of ν in advance, at the expense of a small additional runtime factor. We simply run the algorithm of Theorem 2 multiple times, doubling a guess for ν each time. Each time that the algorithm claims we have a match, we can use Check to determine if it really is a match. To achieve a sufficiently small probability of failure, we need to repeat Check at most O(log ν) times. We can also get an algorithm with no dependence on γ if we make some slightly different assumptions (cf. Lemma 10 below for why these assumptions are necessary). Proof Let m be the largest power of 2 less than or equal to m − ν. The algorithm is based on the following procedure RoughCheck2, which takes as input a shift t ∈ [n − ν − m + 2] d and a tolerance ∈ (0, 1]:
1. Apply the algorithm of Theorem 4 to T := (T ν ) t,m and P := (P ν ) 0,m . Let be the offset output by the algorithm. If there exists i such that i > m , reject.
The analysis is the same as for Theorem 2, replacing RoughCheck with RoughCheck2, which uses O(ν d log m2 √ (2 log 2 3)d log 2 m ) queries (and has no dependence on γ ). The key difference is that, if T ν (t + ) = P ν (0), we can be sure that t + is not the position where P matches T . This follows from injectivity of T ν and P ν and the fact that P is indeed contained somewhere within T .
Pattern Matching in Random Strings
We now show that Theorem 2 can be applied to random patterns and texts. This simply involves calculating the parameters required to apply the theorem. First we show that random strings can be made injective by only considering a small number of subsequent positions. A similar result was previously shown in a more general context by Gharibi [15] , using a different notion of injectivisation. Recall that we write q = | |. 
This probability is exactly q −k d , whether or not there exist a pair t, t + δ that are both contained in s + [k] d . To see why, observe that we can think of choosing S by fixing its values S(x) one by one, in some arbitrary order such that if x i ≤ y i for all i ∈ {1, . . . , d}, S(x) is fixed before S(y). Then, however the value S(t) was chosen, the value of S(t + δ) is uniformly random. So Pr S [S(t) = S(t + δ)] = 1/q. Taking the union bound over all possible choices of s and δ, we obtain an upper bound of n 2d q −k d on the probability that S k is non-injective. Choosing k = (3d log q n) 1/d gives the claimed bound.
We can also show that random strings are unlikely to be close to matching at any offset. If m satisfies m d ≥ 16d ln n, the bound obtained from Lemma 7 is at most 1/n d . Note that a meaningful bound cannot be found for m significantly smaller than this. If we take a random text T : [n] d → , and divide it up into (n/m) d blocks of size m d , the probability that an arbitrary pattern fails to match a given block is 1 − q −m d , so the probability that it fails to match all blocks is
This probability is small for m d = O(log n). That is, if the pattern is too short, it is likely to "unintentionally" match the text somewhere.
Combining Lemmas 6 and 7, and inserting these parameters into Theorem 2, we get the following result. This is the first part of Theorem 1.
Lower Bounds and Classical Upper Bounds
We now prove nearly matching quantum and classical lower bounds. We will actually lower-bound the complexity of the following variant of the pattern matching problem. We are given access to a pattern P : [m] d → , and a text T : [n] d → . We are promised that either there is a unique offset at which P matches T , or there is no such offset. Our task is to determine which is the case. Call this the pattern detection problem. As with the quantum upper bounds discussed earlier, we impose the additional promise that, for every offset s such that P does not match T at that offset, the fraction of positions
To prove a quantum lower bound for this problem, we will use the following result of Ambainis [1] . First we show that the quantum pattern matching algorithm given here is not far from optimal, and give a corresponding classical lower bound.
Lemma 10
Any bounded-error quantum algorithm for the pattern detection problem must make ((n/m) d/2 / √ γ ) queries, even if P is injective, υ(T, m) = 1, and P is completely known in advance. Any randomised classical pattern matching algorithm for the same problem must make ((n/m) d /γ ) queries.
Proof Both the quantum and classical lower bounds are based on the same hard input distribution. We use the alphabet = [2m] d . Set P(x 1 , . . . , x d ) = (x 1 , . . . , x d ) and fix n = mp for some integer p. Divide T into p d blocks of size m × · · · × m, with each block initially being equal to P. Within each block, either change an arbitrary γ fraction of the elements of T by adding m to each component of the sequence, or change none of them. Then P only matches T at one or more position at offsets given by blocks, and within each block except one fails to match T at a γ fraction of positions. The only information given by querying elements of the text is whether that element is equal to the corresponding element of P, or not. We can therefore think of the text as an n d -bit string, which is divided into p d blocks of size m × · · · × m; within each block the string either takes the value 1 at a γ fraction of positions, or at no positions. The goal is to determine whether there exists a block where the string is equal to 0 at all positions. This is equivalent to evaluating a 2-level OR-AND tree with a promise on the number of 1's in each block.
For the quantum lower bound, we now apply Theorem 9. Let X be the set of all bit-strings with exactly one block containing only 0's, and all other blocks containing γ m d 1's; and let Y be the set of all bit-strings with all blocks containing γ m d 1's. Finally let R be the set of all pairs (x, y) ∈ X × Y such that x and y only differ within exactly one block. Then one can readily calculate, in the notation of Theorem 9, that
We therefore obtain a lower bound of ( μμ /(λλ )) = ( p d /γ ) = ((n/m) d/2 / √ γ ) queries. For the classical lower bound, we use the Yao principle that it suffices to prove a lower bound on deterministic algorithms which succeed on most inputs picked from some probability distribution (here, the distribution described above). Imagine that the output should be 0. The algorithm cannot be confident that this is the case until it has seen a 1 in each of the p d blocks. But, within each block, the number of queries required to do so is (1/γ ). Multiplying these bounds gives the claimed result.
If we have no a priori limitation on γ , it can be as low as 1/m d , so in this case we have a bound of ( √ n) for d = 1. This is achieved, up to polylogarithmic factors, by the algorithm of Ramesh and Vinay [27] .
We now give a general classical lower bound for the pattern detection problem for the case of injective functions. Part of the bound achieved by Lemma 11 is similar to a result of Batu et al. [3] , who proved an ( √ n) lower bound for the hidden shift problem where f, g : Z n → Z and we are promised that g(x) = f (x + s) for some s ∈ Z n .
Proof We first observe that lower bounds of ((n/m) d ) and (1/γ ) are easy. For the former, we divide the text into (n/m) d contiguous m ×· · · ×m blocks, and impose the promise that the pattern matches the text within one of the blocks. Then the number of queries used by any classical algorithm which identifies which block this is must be lower bounded by a quantity proportional to the number of blocks. For the latter, if we promise that the pattern either matches the text at some known offset, or has a γ fraction of its entries not matching, to determine which is the case requires (1/γ ) queries to the text.
So it remains to prove an (n d/2 ) lower bound. For the proof we use the alphabet = [n d ]. Consider two distributions D 0 , D 1 . In the first distribution, T is a uniformly random permutation of [n d ], and P is formed by choosing m integers from [n d ] at random and then randomly permuting them. In the second distribution, T is formed in the same way, and P is formed by taking a random sub-block within T of size m × · · · × m. We show that any deterministic classical algorithm making o(n d/2 ) queries cannot distinguish between D 0 and D 1 . By the Yao principle, this suffices to prove the corresponding bound for randomised algorithms.
Imagine the algorithm makes K queries to T and L queries to P. Define a collision to be the result of some query to T which equals the result of some previous query to P, or vice versa. Then if the classical algorithm has not seen any collisions when it terminates, the distributions D 0 and D 1 , conditioned on the query results, are indistinguishable. It therefore suffices to upper-bound the probability that the algorithm finds a collision. Each result of a query to P or T that is not a collision gives no additional information about P or T . Therefore, until at least one collision is found, we can assume that the choice of subsequent queries does not depend on previous queries. In particular, we can assume that all the queries to P are made first. Then, using a union bound, the probability that one of the queries to T is a collision is at most
Assuming that K ≤ n d /2, this is at most 2K L/n d . Therefore, to see a collision with probability at least 1/2, we need K L = (n d ), implying K + L = (n d/2 ).
For completeness, we describe a classical algorithm which matches the bound of Lemma 11. Proof The algorithm proceeds as follows. Read in the k d elements of the k × · · · × k substring P 0,k , for some k to be determined. Then divide the text into O((n/k) d ) contiguous blocks of size at most k × · · · × k and read the entry of the text at position (0, . . . , 0) within each block. If P is contained within T , exactly one of these characters will match one of the characters previously read from P. Once a matching character has been found, the algorithm samples O(1/γ ) elements from the pattern and the text in the neighbourhood of that character to be convinced that the pattern does indeed match at that offset. To minimise the overall bound, set k = min{ √ n, m}.
A Classical Lower Bound for Random Strings
We finally complete the proof of Theorem 1 by giving the promised lower bound on the classical query complexity of pattern matching in random strings. Proof An ((n log q m)/m) lower bound on the complexity of this problem was shown by Yao [34] for the case d = 1, which can be generalised to arbitrary d [19] . To prove the second part of the bound, we use Lemma 11. Assume for simplicity that n and m are each integer multiples of b := (3d log q n) 1/d . Take an instance of the pattern detection problem and impose the constraint that the pattern is promised to match at an offset which is an integer multiple of b in each dimension (this can only make the problem easier). Divide both the pattern and the text into blocks of b × · · · × b characters, and concatenate the characters within each block to make a "megacharacter" of a larger alphabet with | | = q b d = n 3d . If P and T are uniformly random, then each of the megacharacters will also be picked uniformly at random from . On the other hand, if P matches T at some offset, then each of the megacharacters will be random, except for those where P matches T . Aside from these positions, all of the other characters in T and P will be unique except with probability at most (n/b d ) . Therefore, the (n d/2 ) bound from Lemma 11 can be applied (replacing n with n/(3d log q n) 1/d ), making minor modifications to account for the fact that the alphabet here is slightly bigger, which can only make the problem harder.
This bound is tight up to poly-logarithmic factors, as by Lemma 6 a random pattern and text can be made injective at the cost of at most an O(log n) multiplicative factor, after which Theorem 12 can be applied.
Quantum Algorithm for Shift Finding in d Dimensions
In this section we describe a quantum algorithm for identifying hidden shifts in d dimensions, eventually proving the following theorem: Theorem 4 (restated). Let d = O(1) and let X be an arbitrary finite set. Let f : √ dn ) queries to each of these functions. The runtime is the same up to a poly(n) factor.
We first consider the case where g exactly matches f at some shift s. The algorithm to determine s can be seen as a hybrid of two algorithms of Kuperberg [21] , so we begin by discussing the intuition behind Kuperberg's original algorithm for the case d = 1 (see [21, 28] for more). It is based on producing a number of states
for uniformly random r ∈ Z 2 n , where we define ω := e πi/2 n−1 . We describe later on how this can be done. The algorithm uses a combination operation which takes as input two states |ψ r , |ψ t . This operation returns |ψ r −t with probability 1/2 (we call this "success"), and |ψ r +t with probability 1/2 (we call this "failure"). The intention is to produce the state |ψ 2 n−1 = 1 √ 2 (|0 + (−1) s n |1 ), where s n is the lowest-order bit of s. Given this state, the bit s n can be determined by applying a Hadamard gate and measuring; using this as a subroutine turns out to be sufficient to identify the hidden shift s in its entirety.
The idea of Kuperberg [21] which will enable us to produce such a state |ψ 2 n−1 quite efficiently is as follows. Divide the n bits into O( √ n) blocks of consecutive bits, starting with the lowest-order bits. Each block is of length O( √ n), aside from the last block, which only contains the highest-order bit. The algorithm is split into a number of stages. The i'th stage of the algorithm is given as input a pool of states |ψ r such that all the bits of r in the first i blocks are zero. Then each state |ψ r is paired up with another state |ψ r such that r = r on the bits in block i + 1, if such a state exists. The combination operation is applied to these pairs to produce some new states |ψ r such that all the bits in the (i + 1)'st block of r are also 0. We repeat this process until we have zeroed all the bits, except the highest-order bit.
The probability that two random bit-strings agree in their lowest O( √ n) bits is 2 −O( √ n) . Thus it requires about 2 O( √ n) states to obtain "many" pairs whose lowest O( √ n) bits are equal. Roughly a 1/2 fraction of these pairs will successfully combine to give roughly a 1/4 fraction of bit-strings which have their lowest-order bits zero, and can be input to the next stage. After applying the combination operation, the higher-order bits are still uniformly distributed, so we can repeat this argument. The net result is that we need to start with 2 O( √ n) states in total to have a good chance of eventually producing many states |ψ 2 n−1 .
A similar idea can be used for the case d > 1. Here the hidden shift s ∈ Z d 2 n is thought of as a d-tuple (s (1) , . . . , s (d) ) of n-bit strings, and we redefine
where r = (r (1) , . . . , r (d) ) is a d-tuple of n-bit strings, and r · s = d i=1 r (i) s (i) . We seek to learn the lowest-order bit s (i) n of each bit-string. We achieve this by producing states |ψ r such that every bit of r (i) is zero for all i, except the highest-order bits r (i) 1 , which are uniformly random. Thus |ψ r = 1
n |1 . If we measure in the Hadamard basis, we learn the sum modulo 2 of a random subset of the s (i) n values; repeating this O(d) times is sufficient to learn all the d bits s (1) n , . . . , s (d) n . In order to produce states |ψ r of this form, the same process as sketched above can be used to zero corresponding blocks of bits in every element of the d-tuple at once. It turns out to be more efficient to reduce the block size to O( √ n/d); with this block size we end up with needing an initial pool of 2 O( √ dn) states. The algorithm we give here achieves an improved complexity over Kuperberg's algorithm by noticing that the states |ψ r +t resulting from a failed combination operation between |ψ r , |ψ t can be reused. If the pairs (r, t) and (r , t ) all had the same low-order bits, so do the pair (r + t, r + t ); and the high-order bits of r + t and r + t are still uniformly distributed. Assuming that we have N 2 O( √ n) states input to a given stage, we expect roughly N /4 + N /16 + · · · = N /3 states to be put through to the next stage, an improvement over the previous N /4. An additional improvement is found by modifying the block size depending on the algorithm's progress. In early stages, the algorithm has access to a very large pool of states, so should try to zero many bits at once. Later on, there are fewer states available, so fewer bits are zeroed.
Other algorithms Kuperberg describes a second algorithm which is based on greedily choosing states |ψ r , |ψ t to combine, in order to maximise the number of zero bits obtained [21] . The running time of his algorithm is essentially the same as the algorithm described here. However, the analysis of the algorithm given here seems (to the author) somewhat easier; and in particular, here we give a full proof that the algorithm succeeds with high probability, which is omitted in [21] . Kuperberg also outlines a general algorithm which works for any abelian group, rather than just the case Z d 2 n we consider here. However, the complexity of this algorithm is not calculated precisely, only being given in the form 2 O( √ n) . A subsequent algorithm of Regev [28] achieves improved space complexity over the algorithms of [21] , but at the expense of increased time complexity. Another interesting algorithm for this problem, which achieves improved quantum (but not classical) space complexity, was recently given by Kuperberg [22] . This algorithm is believed to have a somewhat faster runtime compared with the algorithm given here, but only a heuristic argument for this is currently known [22] .
The Algorithm
We now describe a quantum algorithm for solving the d-dimensional hidden shift problem. The algorithm is defined in terms of integers N and S, and a list of integers
N is the number of states used, S is the number of stages of the algorithm, and b i is the number of bits which are zeroed during stage i. At each stage i the algorithm operates on a list L i of states, which are partitioned into bins.
The algorithm proceeds as follows:
1. Create a list L 1 of N states |ψ r , for random r ∈ Z d 2 n . 2. Repeat the following operations for i = 1, . . . , S:
(a) Sort each state |ψ r ∈ L i into one of 2 db i bins according to the values of the bits of r at indices n + 1 − i j=1 b j , . . . , n − i−1 j=1 b j . (b) Repeatedly perform the following steps, until the total number of states in all the bins is at most n 2 : i Divide the states in each bin into pairs, discarding any left-over states. ii Apply the combination operation to each pair. iii For each successful operation, add the resulting state to L i+1 . For each failure, leave the resulting state in the same bin as before. 3. The result is a list L S+1 of states of the form |ψ r , where r is uniformly distributed in {0, 2 n−1 } d .
Observe that the time complexity of the algorithm is O(S N log N ), assuming that each element of the initial list can be created in time O(1) and the combination operation takes time O(1). This is because the time complexity of each stage is dominated by the sorting operation in step 2a, which can be carried out in time O(N log N ). We have the following claim: We defer the proof of Claim 14 to "Appendix". Assuming the correctness of this claim, we fill in the rest of the details about how the above algorithm can be used to solve the hidden shift problem, first showing how the states |ψ r can be produced. We begin by creating a number of quantum states of the form
Such a state can be produced using one query to each of f and g. The last register is now measured and the remaining two registers are swapped (for notational clarity).
Assuming the outcome z ∈ X was received, the residual state will be
for some element a = f −1 (z), using injectivity of f and g and the fact that g(x) = f (x + s). The next step is to perform the inverse quantum Fourier transform over Z d 2 n on the second register. This is equivalent to performing the tensor product of d inverse QFTs over Z 2 n . The result is the state
where as before ω := e πi/2 n−1 and x · a = d i=1 x (i) a (i) , with multiplication taken over Z 2 n . We now measure the second register and are left with the residual state
for some r ∈ Z d 2 n . Note that r is uniformly random and we know what it is. We now describe how the combination operation works. Recall that, given two states |ψ r , |ψ t , this operation should produce |ψ r −t with probability 1/2, and otherwise produce |ψ r +t , where addition and subtraction are over Z d 2 n . This is simply achieved by measuring the parity of the two qubits; with probability 1/2 we get "even" and the state collapses to 1 √ 2 (|00 + ω (r +t)·s |11 ), and with probability 1/2 we get "odd" and the state collapses to 1 √ 2
(ω r ·s |10 +ω t·s |01 ). By relabelling basis states, and ignoring an overall phase factor, these are equivalent to |ψ r +t and |ψ r −t respectively.
Using the above algorithm, for arbitrary k = O(1) we can produce a list of k states of the form |ψ r , where r is uniformly distributed in {0, 2 n−1 } d . Defining β ∈ {0, 1} d by β i = r (i) n , we have |ψ r = 1 √ 2 (|0 + (−1) β·s |1 ), where s ∈ {0, 1} d is the vector of lowest-order bits of s and β · s = d i=1 β i s i . Therefore, if we apply a Hadamard gate and measure, we learn the value of β · s with certainty, for a random β ∈ {0, 1} d (which we know). It suffices to do this O(d) times to learn s completely with high probability. Picking k = O(d), one run of the algorithm is enough to learn s with bounded failure probability.
Once the lowest-order bit of each component of s has been learned, the remaining bits can be learned using the following idea. Let β ∈ {0, 1} d be the lowest-order bits, and let a ∈ {0, 1} d be arbitrary. Define f (x) = f (2x + a) for x ∈ Z d 2 n−1 , and g (x) = g(2x + a − β). Also let s ∈ Z d 2 n be the d-tuple obtained by setting (s ) (i) = s (i) /2 . Then we have
We can therefore apply the above algorithm to f and g to find the lowest-order bits of s , repeating this procedure to learn s completely.
The Approximate Case
We now show that the above algorithm still works when g only approximately matches f . The algorithm for obtaining the lowest-order bits of the shift s is based on producing O(n2 √ (2 log 2 3)dn ) quantum states of the form
for uniformly random r ∈ Z d 2 n , and applying some processing to these states. One can thus see the algorithm as operating on O(n2 √ (2 log 2 3)dn ) copies of a mixed state
|r r | ⊗ |φ r φ r |.
If f and g are modified to take different values at up to 2 nd positions each, and we let ρ denote the corresponding mixed state, we have ρ − ρ 1 ≤ 2 . This implies that, if f and g are modified by changing their values at up to an arbitrary O(δn −1 2 − √ (2 log 2 3)dn ) fraction of positions, for arbitrary 0 ≤ δ < 1, with probability at least 1 − δ the algorithm does not notice the difference between having copies of ρ and copies of ρ and will still output the lowest-order bits of the (necessarily unique) shift s maximising |{x : g(x) = f (x + s)}|.
In each subsequent iteration, the algorithm solves the same problem for functions whose domain is half the size of the previous iteration, based on the previous functions evaluated at positions determined by an arbitrary offset a ∈ {0, 1} d . Consider the first such choice and let f a , g a : Z d 2 n−1 → X denote the new functions. If we pick a uniformly at random, we have
Therefore, by Markov's inequality Pr a [Pr x [ f a (x) = g a (x)] ≥ α ] ≤ 1/α for any α ≥ 1. The same argument holds for all subsequent iterations of the algorithm too. Using a union bound over the O(n) iterations, taking α = O(n) and = O(n −2 2 − √ (2 log 2 3)dn ) suffices to ensure that the algorithm succeeds with probability (1).
Outlook
We have described a quantum algorithm which achieves a super-polynomial separation from classical computation for the basic problem of pattern matching on averagecase inputs. There are some undesirable aspects of our algorithm. First, the superpolynomial speedup is only achieved if we accept that for certain inputs, the algorithm might fail with high probability. This cannot be avoided: even checking whether a claimed match is really a match must take time (m d/2 ) in the worst case. However, observe that the algorithm of Theorem 2 does have the property that, if it outputs an offset at which the pattern is claimed to match the text, we can be confident that this only differs from a real match at an O(γ ) fraction of positions. Second, the 2 O(d 3/2 √ log m) component of the runtime, while o(m ) for any > 0, is still undesirably high. Substantially improving this term (to be logarithmic in m, for example) would presumably require finding an efficient quantum algorithm for the dihedral hidden subgroup problem, which has been a major open problem for over a decade. However, as the algorithm for finding hidden shifts is used as a black box, any improvements to this would imply an improved pattern-matching algorithm.
Finally, an interesting open question is whether efficient quantum algorithms can be found for approximate pattern matching. In the classical literature, Chang and Lawler describe an approximate pattern matching algorithm running in time O((n/m) log m) on random inputs, if one ignores the time to preprocess the pattern [7] . Another example is the classical work of Andoni et al. [2] on the noisy hidden shift problem. The quantum algorithm described in Sect. 5 can be used to solve the noisy hidden shift problem for random inputs as long as the noise rate is very low (2 −O( √ log n) for a problem of size n). Solving the hidden shift problem with a constant noise rate more efficiently than is possible classically seems likely to require new ideas.
Appendix: Proof of Claim 14
In this appendix, we analyse the algorithm of Sect. 5 for identifying hidden shifts. Let L i = |L i | denote the number of states in the list at the start of the i'th stage. Our first task is to find a lower bound on L i+1 in terms of L i which holds with high probability. For ease of analysis, we consider a different, "relaxed" process where any state is allowed to be combined with any other state, rather than being restricted to the same bin; and where we assume there are always an even number of states. We then relate the relaxed process to the real process followed by the algorithm by bounding the number of states that the real process would need to discard, given its restriction to only combining states in the same bin.
Let L ( j) i denote the number of states we would have in the list L i after j steps of the i'th stage, based on following the relaxed process; note that L (0) i = L i . Also let S ( j) i denote the number of successful pairings in the j'th step of the i'th stage (again allowing any pair of states to be combined). Finally let t i denote the number of steps taken in the i'th stage (i.e. until the total number of states is at most n 2 ). Then
where the second inequality allows for the fact that at each step we may need to discard at most 2 db i states in the real process, as compared with the relaxed process. The probability that each combination operation applied to a pair succeeds is independent and equal to 1/2. Using a Chernoff bound, we have Pr[|S 
As there will be poly(n) steps in total throughout the algorithm, this quantity is small enough that we can take a union bound over all steps and assume that this event never happens. Making this assumption, we have
As we have L 
By (1), (2) and (3),
and so by (4), writing ξ = (2 ln n)/n,
A rough lower bound that follows from (3) for large enough n is that L ≤ n 2 we obtain log 2 (L i /n 2 ) ≤ t i ≤ 3 log 2 (L i /n 2 ). So
Assuming that L i ≥ n 3 for all 1 ≤ i ≤ S, we have
(1 − (2 ln n)/n)(1 − 1/n 2 ) 3 + (2 ln n)/n = 1 − O((log n)/n) 3 .
Further assume that L i = 2 O( √ n) for all i, implying t i = O( √ n). Then
We now need to determine how large L 1 needs to be such that L S+1 is still quite large. Working backwards, we can take
Thus L 1 ≤ (3(1 + O((log n)/n))) S L S+1 + (3(1 + O((log n)/n))) S−1 O( √ n)2 db S + · · · + O( √ n)2 db 1 .
Assuming that L S+1 = O(1), and S = O( √ n), we have
We now need to pick values S, b i for the number of stages and the number of bits zeroed at each stage, such that S i=1 b i = n − 1, to minimise S i=1 3 i 2 db i . We choose these values to make all the above terms equal to 2 c √ n for some fixed c, i.e. b i = (c √ n − (log 2 3)i)/d (for simplicity ignoring the fact that b i has to be rounded to an integer). Relaxing to the constraint i b i = n for simplicity, we obtain Sc √ n − (log 2 3)S(S + 1)/2 = dn. Hence c = d √ n/S + (log 2 3)(S + 1)/(2 √ n). Minimising this over S, we get that the minimum is found at S = 2 log 3 Thus
as claimed.
