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S t r e s z c z e n i e
Próbkowanie oszczędne jest nową metodą akwizycji danych. Typowe podejście do akwizycji 
danych polega na pomiarze sygnałów z częstością określoną przez twierdzenie o próbkowaniu. 






go  jest możliwe przy  spełnieniu dodatkowych warunków:  rzadkości  sygnału badanego oraz 
niekoherencji w procesie pomiaru.
Słowa kluczowe: próbkowanie oszczędne















jest  to  faktem powszechnego wykorzystywania  cyfrowych nośników danych  i  cyfrowych 

















































Możliwość  zmniejszenia  ilości  niezbędnych  do wykonania  pomiarów  (w  tym wypadku 
















ne może  okazać  się  zmniejszenie  częstości  próbkowania,  są  wszelkiego  rodzaju  zasto-




konieczne  jest  pokrycie  siecią  detektorów  znacznej  powierzchni. Zmniejszenie  gęstości 
detektorów niezbędnej do przeprowadzenia wiernej rekonstrukcji sygnału może się w ta-
kich zastosowaniach okazać bardzo cenne.
2. Co to jest próbkowanie oszczędne
Próbkowanie oszczędne  jest  procesem  pomiaru  sygnałów  rzadkich  i  następnie  re-





























































Podejście  oszczędne  jest  sensowne w  sytuacjach,  gdzie  pomiar  jest  „kosztowny”.  Jak 

























s, n ∈ N+
Oprócz sygnałów rzadkich wprowadza się pojęcie sygnałów prawie rzadkich (kompre-
sowalnych). Znaczna część  składowych  takich  sygnałów ma wartości bliskie  zeru,  tak że 
ich  pominięcie  nie ma większego wpływu na  jakość  reprezentacji  sygnału.  Sygnał x  jest 







































ix x= + =∑ ∑1 1 2 ( )


















Przez  pomiar  rozumiemy  porównanie  sygnału  ze wzorcem. W  celu  dokonania  pomiaru 
musimy wprowadzić  układ wzorców zwany bazą  pomiarową. Przez  pomiar  rozumiemy 
rzutowanie sygnału na bazę pomiarową. W przypadku obrazu z rysunku 1 rozmiar bazy 





















Φ ={ } =ϕi i n1 4,..., ( )
b fi i= ⋅ϕ ( )5






































ma  dowolnymi  wektorami  bazowymi  baz. Mierzy  ona  największą  zależność  pomiędzy 
nimi. Zakładając, że obie bazy, o których tutaj mowa, są bazami ortonormalnymi, możemy 
łatwo uzasadnić, że koherencja przyjmuje wartości z zakresu  1, n  . Zauważmy, że ilo-
czyn  skalarny  dwóch wektorów  bazowych może  przyjąć wartość maksymalną  równą  1 
(długości wektorów są równe jeden i cosinus kąta pomiędzy nimi również wynosi 1). Z ko-
lei wartość minimalna maksimum iloczynu skalarnego dwóch wektorów bazowych wyno-
f x= ψ ( )8
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si 1/ n . Jest ona osiągana wtedy, gdy wszystkie składowe wektora bazowego jednej z baz 
mają wartość  1/ n , a drugi wektor bazowy ma wartość jednej ze składowych równą 1, 
a wartości pozostałych składowych są równe 0. Sytuacja taka ma miejsce, gdy jeden wek-















wybranie  innych  wektorów  pomiarowych,  takich  które  mają  jak  najmniejszą  koherencję 
z wektorami naturalnej bazy sygnału. Wektorem takim może być np. wektor o składowych:
gdzie:
0 18 1 30, /≈  – wektor x posiada 30 składowych.




siada  6  niezerowych  składowych. Po  dokonaniu  kilku  tego  typu pomiarów mamy  szansę 
posiąść wiedzę o istotnych składowych sygnału.
3.3.  Ile wykonać pomiarów
Fundamentalnym pytaniem dla metod compressed sensing wydaje  się być pytanie:  ile 
wykonać pomiarów, by możliwa była rekonstrukcja sygnału rzadkiego z niepełnych danych? 
Twórcy  tej metody wykazali,  iż wartość  ta zależy od kilku czynników:  ilości składowych 
sygnału, poziomu jego rzadkości oraz koherencji (zależnej od stosowanych baz) [1]. Wartość 
ta opisana jest wzorem:
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ży próbkować, aby  taki pomiar pozbawiony był nadmiarowości,  a wierna  rekonstrukcja 
sygnału była możliwa. W idealnej sytuacji sposób pomiaru musi być niezależny od cha-
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