ABSTRACT: We propose a computationally efficient strategy to accurately model nonreactive molecule−surface interactions that adapts density functional theory calculations with the Tkatchenko−Scheffler scheme for van der Waals interactions into a simple classical force field. The resulting force field requires just two adjustable parameters per atom type that are needed to capture short-range and polarization interactions. The developed strategy allows for classical molecular dynamics simulation of molecules on surfaces with the accuracy of highlevel electronic structure methods but for system sizes (10 3 to 10 7 atoms) and timescales (picoseconds to microseconds) that go well beyond what can be achieved with first-principles methods. Parameters for H, sp 2 C, and O on Au(111) are developed and employed to atomistically model experiments that measure the conductance of a single polyfluorene on Au(111) as a continuous function of its length. The simulations qualitatively capture both the gross and fine features of the observed conductance decay during initial junction elongation and lead to a revised atomistic understanding of the experiment.
T he interaction of organic materials and molecules with metal surfaces is of widespread interest to fundamental science and technology. 1−4 The eventual control of the functionality of hybrid inorganic−organic systems has potential applications in a variety of fields including organic solar cells, photovoltaics, catalysis, surface science, nanotechnology, force spectroscopy, and molecular electronics. 5−10 Recently, there have been significant advances in density functional theory (DFT) to describe inorganic−organic interfaces from first principles. 11−13 Those advances have led to quantitative atomistic insights into the energetics and static properties of molecules on surfaces 14, 15 and to capturing dynamical events, usually in the femtosecond to picosecond timescale for systems with 10−100 atoms, that can be modeled using first-principles based molecular dynamics (MD) using present-day computational resources. 16 Further progress in atomistic understanding of current experiments requires the ability to model metal/molecule dynamics for system sizes and timescales that are beyond the reach of DFT-based or ab initio techniques. This is required, for instance, to capture important conformational changes on the picosecond to millisecond timescale or to attempt to bridge the large gap (9−12 orders of magnitude) between STM/AFM experimental pulling speeds and their computational counterparts. 17 For this, accurate and computationally inexpensive force fields (FFs) that can be employed in classical MD are needed that capture the full complexity of metal−molecule interactions at all relevant scales and separations.
Here we propose a strategy to develop an interatomic pairwise FF (vdW-FF) for nonreactive metal−molecule interactions that allows modeling systems with 10 3 to 10 7 atoms on timescales as long as microseconds with the accuracy of first-principles descriptions of surface−molecule interactions. As shown below, vdW-FF yields correct structures and energetics and offers an accuracy significantly beyond what can be achieved with state-of-the-art FFs 18, 19 or standard Lennard-Jones and Buckingham potentials. The essential idea is to decompose the metal−molecule interactions, V = V sp + V img + V vdW , into a short-range and polarization V sp , an electrostatic V img , and a van der Waals V vdW component, and adapt into an effective FF the Tkatchenko−Scheffler (TS) scheme for vdW interactions. 20 More precisely, we adapt the DFT+vdW surf scheme 21, 22 that accounts for metal screening effects 23, 24 and accurately captures the long-range metal−molecule interactions, desirable properties that the FF inherits. Importantly, because TS C 6 coefficients can be obtained through DFT-based computations on small molecular fragments, the vdW component of the FF does not require fitting, considerably simplifying its development. In fact, as discussed below, the vdW-FF requires only two adjustable parameters per atom type−metal pair needed to capture V sp .
Below, we specify the components of the vdW-FF and  develop a parameter set for C (sp  2 ), O (sp   2   ) , and H on Au(111) from DFT+vdW surf absorption curves of a family of planar molecules. The vdW-FF is used to model experiments 25 that, through conductance measurements, probe the dynamics of a 28 nm oligofluorene on Au(111) as it is mechanically elongated using an STM tip. As shown, the vdW-FF MD trajectory can capture the experimentally observed conductance−distance profile including detailed features such as plateaus and spikes, and leads to a revised understanding of the atomistic dynamics responsible for the experimental observations.
Consider the different components to the interaction potential between a molecule M and a surface S. The longrange vdW interaction in second-order perturbation theory is given by
where the label A ∈ M runs over atoms in the molecule and B ∈ S runs over atoms in the surface. All of the coefficients that enter into this dominant contribution to the interaction potential can be determined from first-principles and require no adjustable parameters. Specifically, the C 6 AB vdW coefficient for atom-pair A−B separated by a distance R AB is given by 
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The electrostatic interactions between the molecule and a bulk metallic surface are modeled via the method of images 28, 29 and do not require adjustable parameters. On a metallic surface, the net electrostatic interaction between the molecule and its image is given by
, where ϵ 0 is vacuum permittivity and R AA′ is the distance between the charge q A in the molecule M and the charge q A ′ in its mirror molecule M′ (with charges {q A′ } of opposite sign) with respect to the surface plane of the metal. The partial charges {q A } are taken to be located on the atoms and computed using the RESP procedure 30 to reproduce the molecular electrostatic potential. At short distances, when the electronic cloud of atoms in the surface and the molecule overlap, Pauli repulsion, short-range electron transfer, and polarization effects arise. 31 To capture short-range effects and any remaining attractive interactions, we employ a Born-Mayer type potential 32,33 ) between molecule and metal are the only adjustable parameters in the FF and are chosen to be identical for atom pairs of the same type. The polynomial P(b AB R AB ) = ∑ n=0 6 (b AB R AB ) n /n!, is used to partially cancel the exponential decay for short distances. We use a Born-Mayer parameter
, as determined in ref 27 from the universal correlation between atomic vdW radius and b AB . The cutoff length guarantees that the potential does not become attractive for very short distances and is chosen to be the position where the potential is maximum. We have found the R −6 term in the V sp to be effective in capturing both short-range attraction due to molecule/metal density overlap as well as longer range electrostatic polarization effects captured by the DFT functional. From a polarization viewpoint, a R −6 term corresponds to a permanent atomic dipole on the molecule interacting with an induced dipole in the surface. This term is independent of the vdW component of the FF because it is not damped by
Parameters for sp 2 C, H, and sp 2 O were developed by leastsquares fitting of 1 and 2 in the vdW-FF to PBE+vdW surf adsorption curves 21, 34 for three planar conjugated molecules (benzene, DIP, and PTCDA). The chemical structure of the molecules, their adsorption curves, and the developed FF are shown in Figure 1 . In the FF development, we employed the same set of optimized geometries that were used in the DFT +vdW surf computations. The vdW interaction was computed from eq 1 taking into account the mild dependence of the C 6 (R) = C 6 f(R) coefficients for C and H on the atom−gold distance R, as reported in ref 22 . In the computations, the gold surface area and depth were extended until convergence of the vdW interactions. The resulting parameters and the vdW coefficients for the three relevant types of atom pairs (C−Au, H−Au, O−Au) are included in Tables S1−S3 of the Supporting Information.
As is evident in Figure 1 , the vdW-FF quantitatively captures (within ∼0.05 eV) the adsorption curves of the three molecules at all relevant molecule−surface distances (>2.5 Å). The longrange vdW interactions ( Figure 1A ) are captured without the need of any adjustable parameters. The magnitudes of 1 and 2 that result from the fit reflect the strength of the repulsive and attractive interactions that cannot be captured by V vdW and V img . Further note that the molecule−metal interaction is dominated by V vdW and V sp , with V img being two orders or magnitude smaller (see Figures S1 and S2 in the Supporting Information). Remarkably, the simple form for V sp can accurately reproduce binding energy curves for benzene, DIP, and PTCDA molecules simultaneously and, as shown in Figure  S3 , the adsorption energy of tilted benzene also.
By contrast, attempts to capture these three curves using standard Lennard-Jones (LJ) or Buckingham potentials with one or two adjustable parameters leads to errors in the predicted adsorption curves ∼1 eV (see Figures S4−S6 Figure S7 ), demonstrating the need for more accurate FFs.
To illustrate the utility of the FF in a challenging setting, we modeled the experiments by Grill 25 in which the conductance of a single conjugated polyfluorene PF (poly 9,9-dimethyl-9H-fluorene) is measured as a continuous function of its length. This is done by combining classical MD simulation of the pulling with Landauer transport computations of the conductance. 35 Modeling this class of experiments represents a major challenge because of the inherent disparity on timescales between theory and experiment, and the exponentially sensitivity of tunneling transport to changes in molecular conformation. The MD simulations employ the developed vdW-FF, as implemented in LAMMPS, 36 and the OPLS FF 37 for PF. For the sp 3 C in PF we employed the i AB (i = 1, 2) developed for sp 2 C. The position of the Au atoms is kept fixed throughout the simulation. For numerical convenience, in the computations we employed a slightly simpler (and slightly less accurate with errors within ∼0.1 eV) form of the FF, where the spatial dependence of the C 6 coefficients is not taken into account. The employed parameters and fit are included in Table S3 and Figure S2 . As shown later, even for this simplified FF, the interaction potential accurately captures all relevant molecular events.
The chemical structure of PF and the general experimental setup is shown in Figure 2 . The experiments take a PF of a given length deposited on a Au(111) surface in vacuum at 10 K and create a bond between the end of the chain and a gold STM tip. Subsequently, the molecule is pulled at a constant speed while applying a voltage and measuring the current through the system. To model the experiment, we consider a 26.8 nm PF composed of 30 fluorene units on a (130 × 130 × 2) flat Au(111) surface. This chain length is comparable to the ones employed in the experiment, and the surface is large compared with the molecule which ensures the convergence of the adsorption energy with surface size. As in the experiment, low-energy starting structures were obtained via 300 to 10 K thermal annealing. During the pulling, one terminal carbon of the PF was pulled with a constant speed of 10 −7 Å/fs in the NVT ensemble (10 K) using a Langevin thermostat. At this pulling speed, the MD trajectory is largely insensitive to the initial (random) thermal velocities (see Figure S8) . To mimic the elasticity of the gold STM tip, we used a 8 N/m spring constant for the pulling device in silico along the pulling coordinate Z and rigid in perpendicular directions. The oligomer was pulled for 40 Å, resulting in a 0.4 μs trajectory.
Electron transport is assumed to occur in the coherent tunneling regime in which the bias-dependent current I(V) can be calculated from the Landauer formula
Here e is the electron charge, h is Planck's constant, f L,R are the Fermi functions of the left and right electrodes, respectively, and T(E,V) is the transmission function; the Fermi function as well as the transmission are dependent on the injection energy E and the applied bias voltage V. We assume low biases for 
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Letter which I ≈ GV, where G = G 0 T(E F ) is the zero-bias conductance, G 0 = 2e 2 /h is the quantum of conductance, and T(E F ) is the transmission at the electrodes' common Fermi energy. The quantity G is calculated for snapshots of the system encountered during pulling by computing T(E F ) using Green's functions. While the density of states of the electrodes was considered in the wide band limit approximation, explicit gold electrodes are taken into account to define the electrode− molecule couplings. In the transport computations, the terminal carbon from which the pulling is performed is connected to a (4 × 4 × 3) Au tip placed 2.0 Å away from the carbon along Z, which corresponds to gold−carbon equilibrium length. 38 The electronic structure of this junction is modeled using the extended Huckel formalism 39, 40 because it captures essential electronic couplings and enables the simulations of several thousands conformations at reasonable computational cost. In this method, the Fermi level of gold E F is a modeling parameter that determines the slope of the overall conductance decay. 41 Here we systematically investigated the effect of changing E F in the G−Z curves and found that a value of 0.29 eV below the Au 6s orbital energy (for which transport is dominated by the HOMO orbital) best describes the overall experimental conductance decay (see Figure S9) . Figure 2 shows the experimental (black) and simulated (red) conductance as the PF is elongated for a particular trajectory. An MD movie of the process and Figure S10 , where the experimental curve is rigidly displaced for clarity, are included in the Supporting Information. The MD yields a fictitious dynamics that samples the canonical distribution for each Z. Thus the average simulated conductance at each Z is comparable to experiment, even when computationally the pulling occurs on a much shorter timescale. Experimentally, the conductance for some molecules exhibits characteristic plateaus as the tip−surface distance Z is increased. Remarkably, for particular initial orientations of the molecule in the surface, the MD simulations with the developed FF can capture the overall magnitude of the conductance, the conductance decay during pulling, the first plateau, and many of the fine experimentally observed features. Specifically, the simulations capture the initial decay of the experimental conductance as Z increases from 3.8 to 6.8 Å. Then, in both theory and experiment a plateau from 7.5 to 11.9 Å is observed with the computational plateau being ∼0.9 Å shorter. In that plateau there is a conductance spike at Z ≈ 9.2 Å that is present in both theory and experiment. From 11.9 to 16.4 Å there is a second region where the conductance decays with elongation, with a spike at 13.7 Å that also appears in both theory and experiment. Then For theory and experiment to agree, it is necessary to correctly capture both the molecule−surface interactions and the dynamics. For example, a previous computational analysis (blue curve in Figure 2 ) based on minimizing the energy of the chain during the elongation using an extended Huckel Hamiltonian only partially captured the plateaus observed in the experiment. 25 This is because the minimum energy trajectory depends on the minimization algorithm, while the experimentally observed dynamics depends on thermally activated events that can only be captured via thermal sampling methods such as MD. Similarly, we performed simulations of the experiment with the recently developed LJ−FF for metal− molecule interactions in inorganic nanoparticles in ref 18 (in purple) using the same starting structure and with a E F chosen to best describe the experiment (see Figure S11) . The noncovalent component of this particular FF was found to lead to abrupt events in the gold−molecule dynamics during the pulling that do not resemble the experimental observations because it overestimates binding (see Figure S7) . The method developed here can describe many of the experimentally observed features because it accurately captures metal− molecule interactions and the thermal dynamics.
The eigenenergy of the frontier orbitals of the chain remains essentially constant during the puling, indicating that the observed changes in the conductance are due to changes in the molecule−surface couplings during pulling. In ref 25 , the conductance plateaus were assigned to sliding motions of the polymer during the elongation that lead to an increase in Z while keeping the peeled portion of the molecule L approximately constant. To test this intuitive assignment, we monitor the center of mass (xyz) coordinates of the terminal four fluorene units (labeled 1−4) in the oligomer during elongation; see Figure 3 . The chain terminal segment is initially aligned along the x direction, such that motion along x indicates sliding, y reflects lateral motions, and z peeling. While sliding does occur during the pulling, there is no correlation between sliding and the emergence of conductance plateaus. Instead, the first plateau is seen to coincide with a situation, where unit 2 is being peeled beyond 3.8 Å, while units 3 and 4 remain tightly attached to the surface keeping the contact, and thus the conductance, of the PF to the surface intact. The conductance decays are associated with peeling motion of the fluorene units in a subÅngstrom (∼3.6 to 3.8 Å) range, highlighting the exponential sensitivity of the conductance to conformational changes. Furthermore, the simulations indicate that the fine spikes in the conductance near Z = 8 Å, 13 Å observed both in theory and in experiment are due to abrupt lateral motion of the molecular wire on the surface. Such detailed atomistic understanding of the conformational dynamics can only be developed from a strong interplay between theory and experiment. 
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The excellent agreement between theory and experiment highlights the power of the strategy to capture metal−molecule interactions using classical FFs. Naturally, differences can emerge between theory and experiment because the initial conformation, PF length, and orientation of the fluorene units along the chain in experiment and simulation do not necessarily coincide and can lead to differences in the conductance. Further simulation progress requires additional experimental input.
In conclusion, we have introduced a new, physically motivated, strategy to develop FFs for metal−molecule interactions that enables atomistically detailed simulation of the MD underlying surface science experiments, including STM, AFM, and novel tip-enhanced Raman, on experimentally relevant time and length scales with an accuracy beyond what can be achieved using standard Lennard-Jones or Buckingham potentials. The FF was employed to model and develop atomistic understanding of experiments that measure the conductance of a conjugated polymer as a continuous function of its length. The simulations qualitatively capture both the gross and fine features (plateaus, spikes, and regions of decay) of the observed conductance decay during junction elongation and show that the characteristic conductance plateaus do not necessarily arise due to sliding motion of the polymer. Instead, the decay in the conductance coincides with the initial peeling of a PF unit that is adsorbed on the surface. The plateaus coincide with peeling motion of a PF unit that no longer influences the electronic coupling between molecule and surface. The spikes coincide with lateral motions of the chain. The analysis further demonstrates that the Tkatchenko− Scheffler scheme for vdW can be adapted into useful force fields for metal−molecule interactions. This and related 
