Abstract. In an exogenous-growth economy with overlapping generations we analyse local stability of a balanced growth equilibrium (bge) with respect to endowment perturbations, interpreted as transfers. We show that generically in the space of parameters equilibria around bge are locally unique and are locally differentiable functions of endowments, with derivatives given by kernels. Further, those equilibria are stable in the sense that the effects of temporary changes decay exponentially fast at ±∞.
1. Introduction 1.1. Motivation. Our ultimate objective is to provide, in [9] , an example (of the model analysed in [11] ) that the relative utilitarian welfare function is differentiable at a (competitive) equilibrium of an exogenously growing economy with overlapping generations (og), when viewed as a map from individual (consumption) endowments at birth. This will establish non-vacuity of the main result in [13] . The non-vacuity result holds for a generic set of parameters of the economy.
This paper lays the groundwork, by establishing the corresponding differentiability and stability results for the equilibria themselves. It applies an extension of the implicit function theorem (1) to the equilibrium equation system of the og model analysed in [11] (with Cobb-Douglas production). The definition and properties of L p,q spaces introduced in [12] are extensively used.
It provides a template for extending Debreu's regularity result to such economies, and in addition, a stability result of the following form: if perturbations have a bounded support, the corresponding equilibria converge exponentially back to the unperturbed equilibrium at ±∞.
App. B contains a bird's-eye view, suggestive of the generality of our approach.
1.2. Some related literature. It is traditional that og models are prone to indeterminacy [8, 5] , even in the presence of capital accumulation [14] ; the reason we avoid this might be that we use for time the more natural real line. Analysis of regularity of infinite economies with a finite number of consumers [2, 15] 1 is based on extensions of Sard's theorem, that are not applicable here. We use instead Wiener's theorem on the spectrum of convolution operators to assure the generic invertibility of the derivative of the equilibrium map required by the implicit function theorem.
1.3.
A guide for an impatient reader. Part 2 contains the system of equilibrium equations that characterise interior equilibria of the overlapping generations model described and analysed in [11] : roughly speaking, given an exogenous endowment E (a locally integrable function specifying transfers (taxes) to each individual of each age), an equilibrium (intensive) capital path, k, should satisfy the system
where Υ is defined in prop. 7. The main results, in section 11, provide regularity (existence, uniqueness, differentiability) and stability properties of that maps endowment E from a neighbourhood of zero into all equilibrium components in a neighbourhood of the chosen bge. In particular, this implies that one can calculate the derivative of, say, capital with respect to the endowment perturbation at a given bge
The argument proceeds in several steps.
Step 1. Differentiability of Υ and hence of F .
Section 7 contains the result using the notion of differentiability from section 4 for the spaces of functions defined and characterised in section 2.
Step 2. Invertibility of ∂F ∂k at a bge. Section 8 establishes the generic (in the parameter space) invertibility of the derivative. This amounts to checking that 1 is not in the spectrum of the operator ∂Υ ∂k at a bge, i.e., that generically Fourier transform of the operator does not return 1. (See figures 1-8 for the graphs of the spectra for some bge of the model.) The calculation is relatively simple since the derivative of Υ at a bge, is, basically, a convolution operator (lemma 20).
Step 3. The Speed (exponential rates) of Convergence.
Characterised in section 9, the range (Λ) of the rates of convergence of equilibrium variables (as a result of the perturbation) back to the bge for some bge is illustrated in figures 9-16.
Step 4. Regularity and Stability.
See section 11 (based on the statements in section 10). Perhaps, the most surprising result is the (uniform over Λ) Lipschitz property of the derivative, thm. 1.i, allowing to establish exponential convergence of two non-bge equilibria in the neighbourhood of a bge to each other (thm. 1.iii), i.e., the stability result, cf. section 11.2.
Part 1. Concepts and Tools

2.
The spaces L λ p,q and Wiener's theorem Notation 2.1. For a function X on a (subset of a) group letX(x) = X(−x). From here on the underlying group is n . For µ∈M , its Fourier transform (ft) µ(ω)= e iωt µ(dt) ( g for g ∈ L 1 ). µ ν = µ ν, so the ft is an injective algebra homomorphism of norm 1 from M to C ∞ .
L p,q , C p , M , are defined in [12, def. 1]; L X p,q (G) will be used for functions from a group G to a Banach space X; X or G being omitted when clear from the context. As shown in [12, thm. 2.ii], convolution turns M into a commutative Banach algebra (of convolution operators) on all L p,q and C p . The Banach algebra (Wiener algebra) W is the subspace of M spanned by L 1 and 0 , the unit mass at 0.
For λ ∈ n , φ λ is the multiplication operator by e λ,t on functions of t ∈ n to a vector space; i.e., φ λ (f ) = [t → e λ,t f (t)], so λ → φ λ is a group isomorphism. φ λ acts also on measures µ by (φ λ (µ))(dt) = e λ,t µ(dt). L Proof. J is connected: for any λ ∈ [λ 1 , λ 2 ] e λ ≤ e λ1 + e λ2 , so with λ i ∈ J, e λt |f (t)|dt ≤ (e λ1t + e λ2t )|f (t)|dt < ∞, so f ∈ L λ 1 . Observe that h(z) is analytic on (z) ∈ J • , since the integral under |e zt f (t)|dt of the power series of e at converges absolutely for sufficiently small |a|. Next we show that h(λ + iω) converges when ω → ±∞ uniformly to 0 for λ in compact subsets of J. Indeed, this compact subset can be taken as an interval [λ 1 , λ 2 ]; with ϕ(t) = e λ1t + e λ2t , approximate now ϕf up to ε in L 1 by ϕψ, where ψ is a linear combination of indicator functions of intervals: so it suffices to prove the claim when f is such an indicator function, where it results e.g. by direct calculation.
The same proves also continuity of h, so h is bounded on compact subsets of J. By continuity, R = {z | (z) ∈ J, h(z) = 1} is closed in {z | (z) ∈ J}, and, by the above uniform convergence on compact subsets, the projection to J is proper (compact sets have compact inverse images), so D is closed in J. The analyticity of h implies that {z ∈ R | (z) ∈ J • } is discrete, thus so is D ∩J
• , again by properness. By lemma 1.i, to compute the inverse of f − 1 in W λ , map everything to W (= W 0 ), and use there Wiener's theorem [7, thm. 32 p. 340], 2 that, for φ λ (f ) = r ∈ L 1 , 1 − r is invertible in W iff r does not take the value 1 (i.e., 1 / ∈ the closure of { r(ω)}, since r ∈ C 0 ). Then the inverse must be of the form 1 − r , with ft's r and r satisfying r = 1 1−1/r ; the inverse of f − 1 in W λ is then g λ − 1 with g λ = φ −λ (r ). By definition, h(λ + iω) = φ λ (f )(ω) = r(ω). So, 1 − r is invertible iff h(z) = 1 for (z) = λ, with as inverse 1 − r where r (ω) =h(λ + iω). Now, since g λ = φ −λ (r ), Parseval's formula [6, II.2] yields, for ϕ ∈ K, ϕ(t)g λ (t)dt = ϕ(t)e −λt r (t)dt =
2π
h (λ + iω) ϕ(t)e −(λ+iω)t dt dω. The bracket is integrable in ω andh bounded. Let now r T (t) = (λ + iω)dω; then we get ϕ(t)r T (t)dt = 1 2π
(λ + iω) ϕ(t)e −(λ+iω)t dt dω; by the integrability of the integrand this converges for T → ∞ to our previous formula for ϕ(t)g λ (t)dt: so r T → g λ in K * . For λ 1 , λ 2 ∈ Λ ∩J
• , the integrand in r T , e −zth (z), is analytic for λ 1 ≤ (z) ≤ λ 2 , so r T at λ 1 and λ 2 differs by (x+iT )dx.h converges, as h, uniformly for λ ∈ [λ 1 , λ 2 ] to 0 when ω → ∞, so each of those 2 integrals is bounded in norm by |λ 1 −λ 2 |e max |λ1t|,|λ2t| o(T ). By the dominated convergence theorem, this bound for the difference of the r T remains valid ∀λ 1 , λ 2 ∈ Λ. It tends to 0 in K * as T → ∞. So g λ , the limit in K * , is independent of λ ∈ Λ; call it g: g ∈ Λ L λ 1 , and r = φ λ (g), r (ω) =h(λ+iω) ⇒ e zt g(t)dt =h(z) for (z) ∈ Λ.
Else let Λ 0 be the smallest interval containing λ and Λ: g ∈ ∩ Λ0 L λ 1 , and f too; so (1 − f ) (1 − g) = 1 yields (1 − h)(1 −h) = 1, which is impossible when h(z) = 1,h being finite. Thus Λ 0 ∩ D = ∅, contradiction. 
Kernels
Proposition 2.
(i) The operator norm of a measurable function k as a con-
Proof. (ii): Let ψ be the operator. Let ψ λ be the operator norm of ψ on L λ ∞ ∩L ∞ . Since the norm equals max{ ψ 0 , ψ λ }, suffices to prove convexity of ψ λ on + (hence dually on − ), and we can assume ψ 0 < ∞. Thus ψ is an operator on L ∞ , and since f L λ ∞ ∩L∞ = max(1, e λt )f (t) ∞ , we get, with h λ (t) = min(1, e −λt ),
So ψ λ = sup g ∞ ≤1 sup n ess sup s max(1, min(n, e λs ))|ψ s (h λ g)|, hence, using a strong (i.e., that is the identity on bounded continuous functions, for the max term to factor out) lifting ρ, we can replace the ess sup by a sup:
, is a "finitely additive measure"), say µ s , and h λ ≥ 0.
, so e λs ν s (h λ ) = ν s ( t≤0 )e λs + ν s ( t>0 e λ(s−t) ), and both are clearly convex in λ, as positive linear combinations of exponentials. Thus so is ψ λ , as a sup of convex functions. (i): By the same argument (without liftings) as above for ψ λ , we get for the operator norm k = sup s max(1, e λs )(|k| h λ ) s , = sup s |k(t)| max(1, e λs ) min(1, e −λ(s−t) )dt = sup s |k(t)|e
+ dt. Now, the exponent is increasing to λt when λs ≥ 0, s → ∞, and to 0 when λs ≤ 0, s → ∞, so by the monotone convergence theorem k = max{ |k(t)|e λt dt, |k(t)|dt}.
Lemma 2. For a topological space T , and a σ-finite measure ν on the Baire σ-field of T , let k : T → L 1 (ν) be bounded, continuous, and have values in a separable subspace of
, the inverse is of the same form 1 − h, where h is also bounded and continuous to L 1 (ν). h and k can be chosen jointly (Baire-)measurable; then h is the unique solution of h(
is weak*-continuous and bounded. The same holds for the equation
Proof. Replace ν by an equivalent finite measure. The inverse must be a bounded weak*-continuous map µ from X to C ∞ * . Since k has values in a separable subspace of L 1 (ν), [4] implies that it has, for some separable sub-σ-algebra of the Baire σ-field, a jointly measurable version k(x, t)ν(dt).
, viewed as a measure on the Stone space X of T (the space of characters of C ∞ ): the measures in the right hand integral are for all x absolutely continuous w.r.t. ξ, so one can write µ(x, dz) = x − l(x, z)ξ(dz), where again l(x, ·) is normcontinuous and bounded to L 1 (ξ), µ being bounded. The separability asumption on k implies that, for some sequence x n , the k(x n , ·) are dense in the set of all k(x, ·) in L 1 (ν). Thus the l(x, z)ξ(dz) lie again in a separable subspace of L 1 (ξ); since such a subspace is generated by a separable sub-σ-algebra, one can choose by [4] l to be jointly Baire measurable. In terms of l, the equation for µ becomes
, where now ν is also viewed as a measure on X, and k and l are extended in an arbitrary Baire-measurable way to X × X, but still the equation holds only for x ∈ T . There is a use of Fubini's theorem for the last term; since k and l are jointly measurable, it just needs |k(x, t)| |l(t, z)| ν(dt)ξ(dz) < ∞. Since l is bounded to L 1 (ξ) and k to L 1 (ν), this holds. This equation for l is an equality of 2 measures: so if one kills the singular part of ξ w.r.t. ν, the equality is still satisfied; thus, let ξ a denote the non-singular part of ξ w.r.t. ν, then µ a (x, dz)
is also a (right)-inverse of 1 − k, since the continuity and boundedness of l implies that x → µ a (x, ·) is weakly-continuous and bounded. By the uniqueness of the inverse, one has thus µ = µ a . With f a density of ξ a w.r.t. ν and h(x, z) = l(x, z)f (z) one has thus h jointly measurable, µ(x, dz) = x − h(x, z)ν(dz), x → h(x, ·) is bounded and continuous to L 1 (ν), and h is the solution of the equation
For the uniqueness statement: x → h(x, t)ν(dt) weak*-continuous and bounded ensures µ ∈ (C ∞ , C ∞ ), and the equation expresses that µ is a right inverse of 1 − k. Doing the same with the left inverse yields the other equation.
Remark 3. This lemma generalises to kernels a substantial part of Wiener's theorem (used previously in prop. 1, and which is a core point of our whole argument): that inverses tend to have similar properties (lie "in the same space") as the inversee.
Further sup s |k(s, t)|dt = A < ∞, and A is continuous under the Mackey topologies τ (L ∞ , L 1 ) and τ (C ∞ , M).
∞ , and the pointwise convergence condition ensures then k s ∈ L 1 . Doob's [4] classical martingale argument yields then a jointly borel version k(s, t). The first point in the 'further' clause is obvious; it allows to use Fubini's theorem to obtain
continuous, and thus A, by duality, Mackey continuous.
Proof. Let h y = ess sup t |k t+y,t | and apply [12, prop. 2], using [0, 1] for B on .
x → h x be bounded and continuous, with sup-norm h ∞ , and s.t.
Remark 4. In particular, k x,t = h x (x − t) is a kernel operator.
Proof. a > 0, else the result is trivial. For a jointly borel version of h [4] , let 
implies f is locally integrable, the first term converges to 0 by the continuity property in [12, thm. 2.iii] (taking µ as a unit mass at −ε), and the second by definition of σ(L ∞ , L 1 ), hence the continuity.
4. The S 1 category used here Observe that · α0 = · in all 3 cases, as required. 
Proof. Same as previous proof (or:[10, cor. 2] and rem. 2).
Lemma 6. The tensor product (product of measure spaces, and functions thereon) maps
Reduce to λ i = 0 by the definition and use Fubini's theorem.
] in the notation of section 2, with the corresponding implications in def. 2.
Hence also Λ and J in def. 2 will be taken as intervals.
Proof. By lemma 6 and [12, thm. 1.viii].
Remark 5. This will be used for the product yϕ in the proof of lemma 18.iii. It shows that there is no hope to make this map jointly S 1 in any reasonable sense, so some special treatment or new inventiveness will be needed when dealing also with regularity (differentiabilty) issues w.r.t. parameters like ϕ. Possibly treating them just as Banach spaces rather than families (like E); but then we'll need more about the interaction between those 2 structures. . .
Proof. Let B be an open ball in n , and 
changes by at most a factor e |λa| ), the result follows from lemmas 4, then 8. 
Composition with
, thus differentiability. Remains the local Lipschitz aspect of g → D g . Use the arbitrary given norm on n to define the sup-norm of δg or g ∈ L n ∞ , and its dual to define the norm of gradients on n ; by rem. 2, the operator norm on D g is then the sup-norm, also on
Clearlyf (g) and D g (δg) are continuous if g and δg are so. 
Equivalent norms for
Notation 4.2. ψ λ,λ (z) = e λz +e λ z , and for a compact interval J,
For a kernel k(x; t, s), let k lc J = sup x ess sup s,t ψ J (x − t)|k(x; t, s)|, and k ll J = ess sup s,t x → ψ J (x − t)k(x; t, s) 1 (this assumes k jointly measurable). 
Restrict now λ to min J and max J, and add.
If J is interior to J, and k = 0 for |s| > a, k lc J is stronger than Q J .
By the converse in [12, thm. 1.xiii] this is equivalent to sup x sup λ∈J e λ(x−t) k(x; t, s) 1,∞ . Since, for λ ∈ J, e λz ≤ ψ J (z), the triangle inequality implies k is still equivalent to sup x ψ J (x−t)k(x; t, s) 1,∞ , which is stronger than k
e λ(x−t) k(x; t, s)f t,s dsdt p,∞ clearly increases when replacing k and f by their absolute values; so, by the above formula,
, and the latter sup is clearly finite.
Proof. By the definitions in sect. 2, 
To majorise Q J given k ll J , the worst case is when f, k ≥ 0; also, take the ess sup as a sup, by the choice of a version of k. Let l t,s (x) = ψ J (x−t)|k(x; t, s)| and F (z) = e λz /ψ J (z); we use as constraint only that, ∀t, s, l t,s (·) ∞,1 ≤ k ll J , and want to maximise
[12, thm. 1.iv]). It is clearly optimal to shift all the mass of l t,s on [n, n + 1] to the maximiser of x → F (x − t) there. But, for |x − y| ≤ 1, |ln
which is uniformly bounded for λ ∈ J ; thus, putting all the mass at the minimum instead would affect N p only by a constant factor: we can assume the mass is uniformly spread, i.e., l t,
, and we can let g t = Part 2. The building blocks
The equilibrium system
Here we reproduce the characterisation of equilibrium equation system of an og model analysed in [11] .
The zeros of
, the fixed points of Υ (with implied values for y, i, c, etc.) characterize
Interior Equilibria: all equilibria of the general model where 0 < i t < y t a.e., provided the zeros satisfy 0 < i t < y t ; bge: if K t is exponential, all bge of the general model with ω = 0. 
y is uniformly continuous, and null for |x−t| ≥ 1,
is Lipschitz, and bounded by a constant times
Remark 8. iv expresses k directly as a linear function (given r, the "price-system") of (E, y); remain then in the equation system of prop. 7 only i and ii to express y and r as (relatively trivial) non-linear functions of k.
Remark 9. If a uniformly continuous function h on
n is bounded by F R • φ, where φ is affine, then e λφ(x) h(x) is uniformly continuous ∀λ < R.
Proof. i is clear. It implies, by prop. 7.vii and viii, c t = e term, it needs the integrability condition on E, and iiia. inf t k t > 0 implies r is bounded, hence g, and thus G is bounded and, on 0 ≤ t − x ≤ 1, bounded away from 0, so that also H is bounded, and thus k c E , hence iiia. iiib: Boundedness of r implies uniform continuity of e x t rudu . For (H t ϕ)(x), note first that, g being bounded, |G(x, t + h) − G(x, t)| ≤ K[ 0≤x−t≤h + 0≤x−t+1≤h + h 0≤t−x≤1 ] for some constant K; and since D x is bounded away from 0, the same holds for H t (x). ϕ ∈ L 1 implies then that t → H t ϕ is uniformly continuous, using the uniform topology on the values.
Concerning x, H being bounded, e.g. by
iiic: by iiib, k c y is bounded, so by cor. 4 the term is Lipschitz from t to L ∞ (dx). Since by iiib k c y is uniformly continuous, the term is also uniformly continuous from x to C ∞ over t: it is uniformly continuous. In fact, a small additional effort (basically, doing the convolution with F R before that with ϕ) shows the Lipschitz aspect w.r.t. x too.
iiid: The term equals 0≤s≤1 Φ(t; x, s), where Φ(t; x, s)
We prove first the Lipschitz aspect w.r.t. t (uniformly in x, s). We can consider the 2 occurrences of t as separate variables for this. The one in the exponential term is Lipschitz, H and r being bounded, and because the 0≤s≤1 implies, via the constraint 0 ≤ t−z−x+s ≤ 1 from the H term, that |t−z−x| ≤ 1. For the other, the exponential term being bounded, by the same inequality, the result follows from our previous bound on H t+h − H t , since again its last term is bounded by h |t−z−x|≤1 . Hence the Lipschitz property w.r.t. t. As to x, its 2 occurrences can also be distinguished, and that in the exponential term is handled like t there before. Remains thus only the variable x − s in the H term.
rudu H t−z (v)dz; so, assuming 0 ≤ h ≤ 1, and v < t (else Ψ = 0), and k c E being bounded (iiia), say by K, |Ψ(t;
, together with the bounds of integration in the main integral, implies that |t−z −x| ≤ 2, hence, r being bounded, the exponential term is so too, and remains to bound
Substituting then t by z + y, the bounds of integration become min(t, v + h) and min(t, v + 1), so the integral is maximal for t ≥ v + 1: we have to bound
gsds , and g is bounded. Bound the integral by a sup, then for each y the absolute value of the increment between v and v + h is bounded by h times the sup of the derivative between v and v+h (H y (v+h) being obviously differentiable w.r.t. h), so the expression is bounded by |h| sup 0≤y−v≤1 |H y (v)|. This last sup is e.g. ≤ 4 g e 4 g . Remains to prove the bound. The factor s∈[0,1] there can clearly be dropped; the same holds for the factor t−x+s≥0 stemming from the F R term, since for t− x+ s < 0 the constraint 0 ≤ t− z − x+ s from the H term in Φ contradicts z ≥ 0, making the integrand null. Suffices thus to prove that s∈[0,1] e R(t−x+s) Φ(t; x, s) is bounded. Replacing there Φ by its definition, then x by y + s and z by t − v yields
rudu H v (y)dv; the second exponential in the integrand is bounded since r is so and because |v − y + s| ≤ 1, using s ∈ [0, 1] and the non-null constraint y − v ∈ [0, 1] on the H term. The last also shows that the first exponential in the integrand is bounded. Majorising also t by ∞, it suffices to show that H v (y)dv is bounded: it equals 1 by definition.
(iii) At non-atomic µ, it is continuous from M + to L 1,∞ , and with values in C 1 . In particular, it is continuous from
The same conclusions hold for each of the 2 terms (lemma 12.iiid) of k k E .
(vi) The second of those 2 terms is continuous to C 1 , and is, for some K and ∀µ, Lipschitz in (t, s) with constant K µ .
Proof. i: Is obvious from lemma 12, since f and y in prop. 7 depend only on k.
ii: By lemma 12.iiid, k k E (µ; ·, ·) is well-defined, and Borel measurable. Also, both terms of k
Hence the boundedness. For the continuity, since bounded sets of M are metrisable, consider µ n → µ. For the k k E (µ n ; ·, ·), the boundedness part in [12, def. 2] is satisfied, by the above. For the other, extract a converging subsequence from |µ n |; the continuity statement of [12, thm. 2.iii] yields, in the above |k
, that the right hand member is · 1,∞ convergent, hence tight ([12, prop. 1.iii]); thus so are the k k E (µ n ; ·, ·). Finally, as to convergence a.e., lemma 12.iiid shows that, give (t, s), the only discontinuity in x of k k E (x; t, s) stems from the first term, and is for x = t. iv: ii implies k
For the last item, use µ there as ν, and x → x on as bounded measurable map.
iii: If µ n ≥ 0 and µ is non-atomic, consider now the first term, (F R µ n )(x) = e
Rt x≥t e −Rx µ n (dx): the integral is monotone, and converges pointwise to its continuous limit, so by Dini's theorem the convergence is uniform on compact sets: F R µ n →F R µ uniformly on compact sets. Thus the conclusion, as above. The continuity of k k E (µ; ·, ·) for µ non-atomic is classical (dominated convergence).
is linear, and by lemma 3, letting Lemma 15. With k of lemma 14, let T : (g, h) → T g,h : x k x,t h t,t−x dt, and
Proof. The S 1 aspect follows by [10, prop. 3] and lemmas 14 and 9.
As to T , the partial w.r.t. h is obvious; the other is a priori k x,t h t,t−x t x δg y dydt, going to the stated form is then an elementary change of order of integration.
Proof. Follows by [10, prop. 3] and lemmas 14 and 10. Proof. Reduce thus henceforth the interval Λ to ]−∞, R [ . Remark 10. Another way to go about the following proof, for what concerns c, and even i, k i.e., items iii-ix, would be to use lemma 12. We avoid this to make the proof less computational, and decomposable into elementary steps of general applicability.
Proof. i and ii: by lemma 11.
iii: by lemma 15, setting g t = r t , ϑ = [0,1] , and h t,s = E t,s + (1 − α)y t ϕ s , using cor. 5 for y → yϕ.
For the last point: using lemma 14 with ϑ = [0, 1] for the exponential term, lemma 5 implies that (r, y)
iv: by lemma 16, setting 
Proof. By [10, prop. 3] and lemma 18, since inf k t > 0 implies the same for D.
Corollary 8.
∂Υ ∂k (t) is given by a kernel, equal to x≤t e −R(t−x) αyx kx dx plus a continuous term, both locally Lipschitz from C ∞ × L ∞,1 to · lc J ∀J ⊂ Λ. The continuous part is Lipschitz in t to C ∞ , and bounded by a constant times F R (t−x+1).
Proof. Observe that we can analyse terms corresponding to different partial derivatives in lemma 18 separately, because by definition each satisfies the required Lipschitz condition to the appropriate space, and the sums are valid in those spaces. Also, the continuous terms will be Lipschitz in t to C ∞ , by cor. 4, being all of that form, with F R for r -and g null for |x − t| > 1, hence the bound.
By lemma 12 (and 18.i), the partials w.r.t. y sum up to k
αyx kx , where the first term becomes x≤t e −R(t−x) αyx kx , and the second term of k k y is continuous. Remain thus the partials w.r.t. r. G is continuous, and bounded on the relevant range, and B ∈ L ∞,1 , so the inner integral in the second term of δc is a bounded continuous function, say I t,x . That term becomes then, in the kernel for δΥ t ,
, I z,x and δk are bounded. The integrand being bounded and continuous, the integral is also, and since it is null for x = t, x≤t causes no discontinuity: the term is continuous.
For the δD term in δB, note ζ is continuous and bounded, as well as y k 2 and D −2 , and so is G in the relevant range, thus we can use Fubini, since N ∈ L ∞,1 . So that term becomes, in δc, α(1 − α) |x−t|≤1 max{x,t} max{x,t}−1
The bracket in the integral is clearly, for the same reasons, bounded, a continuous function of its bounds of integration, and, given those, a continuous function of the (x, t) argument in its integrand: it is bounded and continuous, and thus so is its product J(t, x) with α(α − 1)
. So the term becomes − |x−t|≤1 J(t, x)δk x dx. J being bounded and δk x too, using Fubini to go to the corresponding term in the kernel for δΥ t is again trivial, and yields for that term x−1≤t min{t,x+1} x−1 J(z, x)e −R(t−z) dz. Again, J being bounded and continuous, the integral is bounded and a continuous function of its bounds of integration, and, given those, continuous in the (x, t) argument in its integrand: it is bounded and jointly continuous. And again the indicator function causes no discontinuity: this term is continuous.
Remains thus only the H(x, t)δr t term in δN. That term becomes, in δc x ,
The inner parenthesis is in L ∞,1 , and null for u − z / ∈ [0, 1], hence integrated over a bounded region, since x − 1 ≤ z ≤ min{x, t}, and the other terms in the integral over du dz are bounded and continuous, so that integral is a bounded continuous function of the bounds of integration t, x − 1 and min{x, t}. Further it is clearly null when x = t, so multiplying it by t≥x−1 yields now a bounded continuous function K(x, t) over the whole plane, null for |x− t| ≥ 1, and s.t. δc x = K(x, t)δr t dt. The induced kernel for δΥ x , − ∞ 0 e −Rz K(x − z, t)dz is then clearly also continuous. As to the Lipschitz aspect, note that by lemma 18, (r,
to C ∞ . Hence by prop. 5 (for n = 0), the kernels of Much of what follows in this subsection will be of little or no explicit use; however, as long as our genericity proof does use the analytic structure on the set of economies-which it should sometime stop doing, cf. remarks 13 and 14-, we prefer to keep it, just to be clear about this analytic structure. 
be such that all the parameters but α are mapped into themselves, and
Then Ω b is one-to-one and is jointly continuous, in addition it is JA where T(x) = 0 except for poles at 
Then G is consistent with [11, cor. 13]. Let Γ: G → G * be the identity on G, and for the other coordinates return all the bge quantities and prices according to the conditions of [11, cor. 13]. Then Γ is one-to-one and is JA except for poles at (1 − σ)R(1 − x) − η = 2nπi with n = 0. The inverse defined on G is also JA.
Proof. We prove (i) in two steps: (a) H is JA except for poles at (1−σ)R(1−x)−η = 2nπi with n = 0 and (b) the rest of the statement.
For (a), let us first prove that X is JA except for those poles. Suffices to do this for each of the 2 terms in the product. Since Φ(z) is entire by [11, lemma 27] and has as only zeros 2nπi with n = 0, the conclusion follows immediately for , and for the integral it follows from the fact that the ϕ have bounded support. Remains thus only to prove that H is JA at any point with x = 1.
4 This is easier in terms of the variable r; letting then Z = 1 − , I = 1 − e sr ϕ(ds), we have 1 − X = Z + I − ZI, so it suffices to prove that both For (b), we start with the continuity claim. For r it is obvious, and for α note 1 + xH(x) = 0 guarantees the continuity of T(x). So, as (A/R) xH(x) is continuous 3 The image of the map is a reduced equilibrium graph with one quantity y and one 'price' r. 4 The gre corresponding to the intersection of bge and gre graphs, i.e., Γ(G b ∩ Gg).
by (a) and A/R > 0, there only remains to prove continuity of (
The continuity of the function (1 + u) −u allows to reduce the problem to the continuity of [(H(x)) H(x) ] x , which follows from first applying the continuity of u u for u ≥ 0 to the bracket, then that of a b for a > 0 to the whole expression. And if 1 + xH(x) < 0, T(x) ≥ 0 implies H(x) ≤ 0, and hence H(x) < 0 and x > 0, so T(x) > 0, thus continuity is trivial. The JA property follows from (a).
As for the inverse map, it is a projection, apart from the x coordinate, which is obtained from r: x = 1 − r/R. Thus the inverse map is linear and therefore is JE.
To
, which is thus also JE in the parameters and t, s, except for poles at (1 − σ)r − η = 2nπi with n = 0.
For the gre use [11, cor. 15]. Again, the inverse map, being a projection, is JE. rs ϕ s ds, χ
When a partial derivative of a map v with respect to a variable z is a convolution, we denote the corresponding kernel by k 
or, equivalently, 
δB x = δy x+s Q(ds) = δy x−sQ (ds), so: δB =Q δy
• (r, y) → c has derivative, with h s = 0≤s≤1 e −κs , Z s = Cσψ 0 χ −κ s :
δc t = (h s δB t−s − Z s δy t−s )ds, so: δc = h δB − Z δy and thus, with H = h Q − Z, δc = H δy.
• (y, c) → i has derivative δi = δy − δc.
• i →k has derivative δk = g δi, with g(t) = t≥0 e −Rt .
So, with 0 the unit mass at 0, δk = (R − r)( 0 − H) g δk, i.e., ∂Υ ∂k is indeed a convolution operator with kernel τ = (R − r)g ( 0 − H). τ ∈ L λ 1 ∀λ < R since g is so and 0 − H has compact support. Finally, taking ft's, τ = R−r R−iω (1 − H). Observe that, for any Q, Q =¯ Q, so H = h¯ Q − Z. Now h(ω) = Φ(−κ+iω), φ r (−ω) = v(r−iω), and ψ 0 = v(r), Hence representation (1), and, by direct computation, formula (4).
Point iii. We first show that h, Q and Z are jointly continuous, using the p topology for h and Z and weak* topology for Q. For h note that for any converging sequence in ℘ × 2 , with limit κ 0 , h s converges uniformly to its limit 0≤s≤1 e −κ0s . The coefficients in the definitions of Q and Z, i.e., B, σ, Φ(−κ), C, ψ 0 are clearly continuous in the parameters and r, as for any point in G we have Φ(−κ) > 0, 0 < α < 1 and R > r (by [11, cor. 13.a]), so B > 0. The conclusion then follows by the joint weak*-· p continuity of the maps (ϕ(ds), r) → ψ, z → χ z , and the weak*-weak* continuity of (ϕ(ds), r) → φ r (ds) on G. Next note that the map h, Q → h Q is · p -continuous with the weak* topology on Q and the · p topology on h (cf. notation section in 2). A subset is generic if its complement is contained in a countable union of closed negligible sets.
Lemma 21. Let f : O → be analytic and non-null, where O is open and connected in n . Then the set of zeros of f is closed and negligible.
Remark 11. The same statement holds with the same proof replacing by .
Remark 12. The conclusion can obviously be strengthened to 0 measure for any measure whose conditionals on any factor given the other factors are non-atomic.
Proof. For n = 0 the statement is trivial. Proceeding by induction, let the statement hold for n − 1. Assume first O is a product of two open connected sets X × Y , X ∈ n−1 , Y ∈ . By assumption there is a point (x 0 , y 0 ) ∈ X × Y at which f is non-null. Then by the induction hypothesis the set of zeros in X of f (x, y 0 ), Z y0 ⊂ X, is closed and has measure zero. For any fixed x ∈ X\Z y0 , f (x, y) is an analytic function defined on Y , non-zero (at y 0 ), thus the set of its zeros, Z x , is discrete. The set of zeros of f on X × Y then is a union of {(x, y 0 ) : x ∈ Z y0 } and {(x, y) : y ∈ Z x }, both of measure zero. For general O, cover then O with countably many products of the form X × Y ; since we know the set of zeros is closed in O, it suffices to show that its intersection with each of those product sets has measure 0. This follows from our previous argument provided f does not vanish identically on any of those product sets. But if it did, connexity of O would imply by analytic continuation that f vanishes everywhere on O. 
x (resp., sinh x x ) is, for x = 0, in absolute value < 1 (resp., > 1), so for (ω, η) = (0, 0), we also get Ξ(ω, η) > 0; so Ξ > 0 everywhere. Remains thus only to show that Ξ(ω, η) ∼ 6 So N 0 is closed and negligible. To show thatÑ is negligible we establish, first, that the imaginary part of D(ω) has only a discrete set of zeros as a function of ω on G\G g (G g ), this set depends on all parameters but R (σ), and second that, for those ω, 1 C(r−R) = D(ω) holds only for a discrete set of values R (σ). Finally we show N is closed.
Step 1. The set of g where Z(g) is not discrete is negligible. On G g , Z(g) depends only on (η, α, R, ϕ), and on G\G g , D (and hence Z(g)) only on (η, r, σ, ϕ).
Proof of step 1. On G g , since r = 0, formula 4 of lemma 20 implies H is purely imaginary (and so H/iω is real) iff (Biω − 1)v(−iω) is real, i.e. iff v(−iω) 1+Biω is real. But given v(−iω) = ϕ(−ω), so the ratio is a Fourier transform of the convolution ofφ with B −1 t≤0 e B −1 t (recall B > 0). As ϕ 0 has compact support, the support of the convolution is bounded on one side and unbounded on the other, so the convolution can not be even, hence its ft is not real.
Also, by formula 4 of lemma 20, the imaginary part of D(ω) =
H(ω)
−Ciω is independent of σ, hence its set of real zeros is so too, and it is discrete by lemma 21.
Remains to prove the statement on G\G g .
, so D only depends on (η, r, σ, ϕ).
(ii) D is JE on (G\G g ) × , where the last coordinate is ω, and is the ft of the bounded measure
Proof. Expressing α as a function of r by lemma 19, (i) follows by definition of B and C in lemma 20. Thus the last clause, using also lemma 20.ii. Point ii. To show that D is entire in ω, note that H is a measure with bounded support, [−1, 1], so its Fourier transform is an entire function, i.e., limit of a power series (converging everywhere) with infinite radius of convergence.
7 As H is entire, the only possible pole of D is at −ir, but a direct computation, using the formula for B from point (i), shows that H(−ir) is identically zero, so, using [11, lemma 27] with x = ω and y = −ir, D is entire.
Since it is the ft of 1 C H r with r (x) = sign(r) rx>0 e −rx , and since this convolution must be proportional to r outside [−1, 1], it follows that the proportionality factor must be 0, else the ft would have a pole at −ir. Thus this convolution is carried by [−1, 1].
Since D(ω) is the ft of this convolution, the joint continuity follows from the same property for H (point (iii) of lemma 20) and r .
To establish joint analyticity, note that for any point in G\G g , r = 0, so r−iω = 0. Given equation (4) for H C in lemma 20, possible poles are at ω = 0, κ = 2kπi for k = 0 and κ − r = 2kπi also for k = 0. The latter two are far away from G\G g , where κ and r are real, so remains to prove joint analyticity of
Since B and its coefficient are clearly analytic, it suffices to concentrate on t n H(t)dt, i.e., a power series in z with infinite radius of convergence, z ∈ .
So we need that V andΨ(κ, ω) are JA at ω = 0. V = − 1 0 e rt tΦ(−iωt)ϕ(dt), and since the integrand is JE, the integral is so too. AndΨ(κ, ω) is analytic by [11, lemma 27] except for poles at κ = 2kπi, k = 0 (i.e., the poles of Ψ(−κ, y)).
Proof. By claim 2.ii, D(ω) is the ft of a bounded measure. To show that D = 0 it is sufficient to show that the derivative at zero is distinct from zero. Indeed, for a ft of a positive measure the real part is maximized at ω = 0, so the derivative at zero has zero real part. This conclusion is preserved for sums and differences of any positive measures, and thus for an arbitrary measure.
Then to prove the claim it is sufficient to show that ( 
3(e−1) = 0.
Claim 4. The subset of G b where Z(g) is not discrete is negligible, in addition, on G\G g Z(g) is independent of R.
Proof. Given the representation of B in claim 2.i, D(ω) is independent of R. In view of lemma 21, given D is real-analytic for real arguments, this implies that the set of zeros of D(ω) is discrete and is independent of R.
This finishes the proof of step 1.
Step 2. N is negligible in G.
Proof. Since N 0 is negligible, suffices to prove this forÑ . PartitionÑ into two sets:Ñ g =Ñ ∩ G g and its complement,Ñ b . ForÑ g , given the definition of the exceptional set and the previous step, it suffices to verify that for any ω in the countable set Z(g) there exists at most one value of σ for which the real part of D is equal to −CR. This is because C = (1−α)
2 R α and D = Ξσ + const with Ξ > 0 by claim 1.
, where B is independent of R, and, recall, B and r = 0. By step 1, D(ω) does not change with R, so there is at most one value of R that satisfies the equality for every ω ∈ Z(g). Since Z(g) is discrete, there are at most countably many values of R that satisfy the equality, soÑ 2 is negligible.
Step 3. N is closed in G.
Proof. Given the previous steps, it remains to show that N is closed. Consider a sequence g n ∈ N with g n → g 0 . Choose corresponding ω n with τ (ω n , g n ) = 1. Since H is bounded on the sequence g n by lemma 20.iii used with p = 1, and since R−r is obviously bounded on the sequence, ∃K : 1 = τ (ω n , g n ) ≤ K Rn−iωn , so ω n is bounded. Thus, extracting a convergent subsequence, one can assume ω n → ω 0 .
By lemma 20.iii, the map H : G → L 1 is continuous, so, composing with ft : L 1 → C ∞ (see notation in section 2), the composite map H : G → C ∞ is also continuous; hence the joint continuity of H in (ω, g). Given R > 0, R − iω = 0, so τ is also jointly continuous in (ω, g). This implies then τ (ω 0 , g 0 ) = 1, so g 0 ∈ N .
To complete the proof of the proposition observe that G is a countable union of compact sets, the intersection of N with each of those is compact and negligible by the previous steps and its projection onto ℘, i.e., the set of exceptional parameters, is compact. Remains to show this projection is negligible. This is obvious for N ∩G g , since there the projection is basically the identity map. And on the complement, Fubini's theorem ensures that, outside a negligible set of (R, η, σ, ϕ), the set of exceptional values of r is negligible. For fixed (R, η, σ, ϕ), our projection basically maps r to α, as in the figures above, and this map is C 1 , thus preserves negligible sets.
Remark 13. By example-specific tricks, we reduced the problem to show that negligibility is preserved when going from the equilibrium graph to the parameter space to the (trivial) 1-dimensional version of a statement that a C 1 map from n to n preserves negligibility (or, more generally, replacing n above by a n-dimensional manifolds with boundary, the first one being a K σ ). Such a statement seems easily provable from Sard's theorem and the implicit function theorem (and still doesn't seem "the right form": why should e.g. locally Lipschitz not suffice?); we just didn't find the right reference yet.
It is such a statement that would be the right tool to handle the above problem in general. It is also the one (even its 1-dimensional version) that shows that neglicting above the difference between the equilibrium graph including the y coordinate (as defined) and the graph without it (as used) is immaterial.
Remark 14. On the other hand, our technique above to prove genericity, relying on the fact that Z g is independent of one the parameters, seems very specialised, and would probably need to be replaced by something else for a generalisation. 
Speed of convergence
We assume here to deal with generic equilibria, and investigate the speed of convergence to 0 of the inverse of ∂F ∂k , which will later be seen to be also the speed of convergence of perturbed equilibria back to the original equilibrium.
Next corollary redefines the interval Λ.
Corollary 10. For z ∈ let G(z) = 
, by analytic continuation, since by lemma 20.ii h(iω) is given by this formula, and since h is analytic by prop. 1 and G entire as seen above. Let finally S(z) = 1 − h(z).
Corollary 11. The convolution operator g − 1 is the inverse of
Proof. By cor. 10, it is the inverse in Λ W λ . By lemma 1.iii, its operator norm on
. This is finite since g − 1 λ is finite and convex.
Corollary 12. Let Λ = ]λ − , λ + [. Then |λ − | and λ + are resp. the speeds of convergence of g to 0 at −∞ and at +∞, in the sense that Λ = {λ | g ∈ L λ 1 }, except that the speed at +∞ may be faster when λ + / ∈ D ∪ {+∞}.
Remark 15. Better would be that g ∈ L λ ∞ for λ ∈ Λ. Proof. ⊆ follows from cor. 10; ⊇ from cor. 1 if G(R) = 1 or λ + < R.
Since
1 , e zt g(t)dt would be continuous on {z | 0 ≤ (z) ≤ R}, by the dominated convergence theorem. G being continuous, this implies the formula for e zt g(t)dt (cor. 10), being valid for (z) ∈ [0, R[, holds for (z) ∈ [0, R], since no division of 0 by 0 can occur, by G(R) = 1.
In particular, e (R+iω)t g(t)dt = 1 iff ω = 0, and, for (z)
Remark 16. We will see in sect. 11.2 that the same holds true for the speeds of convergence of perturbed equibria towards the original equilibrium at −∞ and +∞.
Putting things together
Here we consider the solutions i, N, B, N 1 , B 1 , N 2 
∞ of the equation system in prop. 7, i-x together with F (k, E) = 0, as functions of E ∈ L ∞,1 (
2 ) (in a neighbourhood of 0) -all spaces understood with their corresponding families (notation of sect. 7), though one aim of the section is to obtain a formulation of the results that doesn't depend on the latter. The other aim is to formulate the results independently of the fixed-point map used, a.o., to get correct bounds for each variable for its own sake -i.e., to cover our tracks.
By 'equation system' we mean all equations there, but excluding the inequality N x ≥ 0 sub v. N, D, B are among the equilibrium variables, welfare depending on them [9] .
8 N i and B i (i = 1, 2) are added for convenience in the analysis. We use def. 2; λ + and λ − are defined in cor. 12, and the generic set G in prop. 9.
10.1. Using the implicit function theorem.
Lemma 22. Everywhere in G, ∃δ>0 and an · ∞,1 open ball B s.t., for any bge (0), there is for E∈B a unique solution (E)∈P with
+ in its interior, s.t., on B ε :
. This is Lipschitz in E.
Remark 17. One can shrink Λ ε (and we will) such as to keep the above properties.
Proof. Suffices to do the proof for a fixed bge, then to replace δ and B ε by their minimum over all (finitely many, [11, thm. 3]) bge, then to decrease B ε again to fit the new δ. Note that Λ and thus Λ ε depend on the bge. Corollary 13. On B ε , k and D are uniformly bounded away from 0, and all C ∞ -components are uniformly bounded.
Proof. Since B is bounded, ii implies (with λ = 0, p = ∞) that the C ∞ -components are uniformly bounded. f being uniformly bounded implies by prop. 7.ii and vi that k and D are uniformly bounded away from 0.
Remark 18. We could as well have viewed our fixed point map Υ e.g. as a map from i toĩ, rather than from k tok; basically everything still goes through in the same way. But one obtains then a weaker 'local uniqueness' result in lemma 22: it would then refer to a δ neighbourhood of i , and that would be in L ∞,1 . The map i → k is continuous and injective, but the inverse is not at all continuous, so our present result is definitely sharper (and simpler).
Notation 10.1. λ ε − = min Λ ε , and λ ε + = max Λ ε . In the notation of sect.4.3, ψ ε = ψ Λ ε , for a kernel µ(x, dt), µ ε = µ cc Λ ε , and for h(x, t), h ε = h(x, t)dt ε .
8 I.e., on any 2 of the 3. One could alternatively replace the 3 by V ([9, lemma 1]), but that might seem artificial at this stage; and there may be other variables of general interest depending on the 3.
Kernel representation of (
Lemma 23. With k the kernel of ∂Υ ∂k (cor. 8), ∀(E, k (E)), ∃ a bounded h(x, t), equal to a uniformly continuous function of x to C ∞ minus α t≤x e −R(x−t) yt kt , s.t.:
(ii) h is the dz-a.e.-unique solution of h(x, z) + k(x, z) = k(x, t)h(t, z)dt (dza.e.) s.t. x → h(x, z)dz is weak*-continuous and bounded.
The same holds for the equation h(x, z) + k(x, z) = h(x, t)k(t, z)dt. Both equations hold everywhere, and the second then defines h everywhere.
Proof. iii and ii: The inverse I of
plies the tightness of the corresponding measures, and the boundedness of k allows to use the bounded convergence theorem on bounded sets; finally, a.e. convergence is clear from cor. 8. k is also bounded to L 1 , by k lc Λ ε < ∞. Apply now lemma 2. h being continuous and bounded to L 1 , and k bounded, G(x, z) = h(x, t)k(t, z)dt is bounded and continuous (using the continuity properties of k in cor. 8 to get a.e. convergence). Define now h everywhere by h = −k + G: h(x, t) is bounded, and, by cor. 8, equals a continuous function minus α t≤x e −R(x−t) yt kt . Finally, the same argument as above for G can now be used for k(x, t)h(t, z)dt: it too is continuous, with this specification of h, hence that equation too holds everywhere.
Denoting the continuous and discontinuous parts of k by k c and
Since yt kt h(t, z) is bounded, cor. 4 implies the term with k d is Lipschitz from x to C ∞ . By cor. 8, k c is so too, and being bounded by a constant times F R (x − t + 1), it follows that it is uniformly continuous and bounded to C 1 . Thus, h being bounded, k c (x, t)h(t, z)dt is uniformly continuous from x to C ∞ . Thus so is G itself, and thus also h c = −k c + G.
i: µ ε = 1+ h ε and µ 1 −µ 2 ε = h 1 −h 2 ε ; so by lemma 22.iii and prop. 4
can be viewed as an operator equation, where in h • k first k is applied to some f ∈ L ∞,1 , next h is applied to the result. Indeed, Fubini applies, since, by shrinking a bit
Similarly, going to differences in that equation, i.e.,
; use now prop. 5. h having thus the same properties as k, it follows now that the first equation too can be given the above operator interpretation; so h − 1 is the (left-and right-) inverse of k−1 in (L ∞,1 , L ∞,1 ) too -and the same argument applies (going through Remark 19. This shows our results on invertibility are quite sharp: either the spectrum of k at a bge contains 1, i.e., for some ω, e iωt , and hence the 2-dimensional space of linear combinations of cos(ωt) and sin(ωt), solves the linearisation of the fixed point problem -so, ∂F ∂k is not even injective on C ∞ , the basic space for k -, or there exists a full neighbourhood of 0, both for E and for λ, where ∂F ∂k is invertible, with the same (cf. App. A) inverse h−1, in all the above operator spaces.
Kernel representations of the derivatives of .
We first show that the derivatives are mostly given by properly behaving kernels, and s.t. the statement is independent of the fixed-point map used (on i, on k,. . . ).
Identifying their discontinuous part reduces the numerical problem to that of computing their continuous parts (chiefly that of lemma 23, the others are just a matter of integration), 9 which are everywhere well-defined, thus turning the problem into a "well-posed problem" in Hadamard's sense. Else kernels would just be maps to equivalence classes of measurable functions: quite unrealistic to compute.
The lemma is tedious, since it has by definition to go through all the variables.
Lemma 24. The derivative of the C ∞ -components of w.r.t. E is a kernel operator, and for the others it is a kernel operator plus:
• for i: x → δE x,s ds.
rsds δE t,t−x dt. • for N 1 : • for c: k c E (x; t, s) (cf. lemma 12.ii).
• for i: α yx kx x−t≥0 e −R(x−t) − k c E (x; t, s). Those kernels compose properly 11 with the partial derivatives in lemma 18. Similarly, the kernels of lemmas 13.ii and 23 compose properly to that of k .
, where κ E denotes k k E of lemma 13.ii evaluated at (E). By lemma 13.iv, Fubini's theorem applies to this formula, i.e., with κ
. Subscripts E may be ommitted when no ambiguity. Using the formula for k k E in lemma 12, and denoting its second term (lemma 12.iiid) by S(x; t, s), we get thus, after simplifying a bit the first term, ∀µ ∈ M , 9 Re-expressing equation 2 in lemma 23.ii (which defines h) with the continuous part S of h gives S(x, z) = S(x, t)k(t, z)dt plus a known continuous function; solve that equation numerically. The · lc Λ ε bound of lemma 23.i should prove very useful for the numerical analysis of this (e.g., local density of a grid); however to investigate appropriate truncations it seems "stability" results for the kernels themselves would be needed. That is beyond our scope here.
10 Are the continuous parts not uniformly continuous? jointly? Or (mod things like lemma 13.vi), uniformly continuous maps to C 1 ? Similarly, an exact analysis is missing of all (weak)-compactness or complete continuity-like aspects of the derivatives: only basics are explored. 11 I.e., if δX = i A i δY i is such an equation, where X and the Y i are equilibrium variables in some spaces S and S i , and A i ∈ (S i , S) is represented by a kernel a i at (E), then, if y i is the kernel representing Y i (E) at (E), a i and y i compose properly as kernels, the composite kernel applied to any δE ∈ L ∞,1 yields the same as A i • Y i (E) (i.e., an appropriate form of Fubini is applicable), and those composite kernels sum exactly to the kernel specified for X (E).
κ E (µ; t, s) = (F R µ)(t) − S(µ; t, s), with S(µ; t, s) def = S(x; t, s)µ(dx) jointly continuous by lemma 13.vi. Separating both terms is legitimate by lemma 13.v.
The discontinuous part of h in lemma 23 becomes continuous in κ k E , due to the convolution withF R ; remains thus as only discontinuous term in κ k E the impact of the x term in µ k , i.e., F R (x − t). Lemma 18.i and ii imply now that µ y (t) = αAk
kt µ y (t) are also bounded continuous maps to (M, σ(M, C ∞ )), k t being continuous and bounded away from 0; and, with κ y (x; ·, ·) = κ(µ y (x); ·, ·) and κ
. We obtain µ and κ for the other variables similarly, using each time lemma 13.iv:
rudu ds; the first term is, except for the jump at t = x, jointly uniformly continuous, and null for t − x / ∈ [0, 1], hence (uniformly) continuous and bounded from x to L 1 (dt), so this gives a continuous term, from N 2 . The second generates the discontinuous term from N 1 of the statement. And the coefficient of
rudu ; this too is a bounded continuous map from x to L 1 (dt), using [12, thm. 2.iii] for the shift in the ϕ term, so gives a continuous term too. Note that |H(x, t)| ≤ C(1 + x+1 x |E z,z−x |dz) for some constant C; thus, the domain of being bounded, (σrs+η)ds and g 2 (t; x) = −σ x≤t z≤x g 1 (t; z)B z dz, µ c (t) = g 1 (t; x)µ B (x)dx + g 2 (t; x)µ r (x)dx. For the first term, Fubini follows from lemma 13.iv, since µ B (x) ∈ L ∞,1 as just seen, and |g 1 (t; x)| ≤ K t−x∈[0,1] -and the first term of µ c is norm-bounded. Also |g 2 (t; x)| ≤ K t−x∈ [0, 1] , because g 1 is so and B ∈ L ∞,1 ; so the second term is norm-bounded too. In addition, g 1 and g 2 are jointly continuous on t − x ∈ [0, 1]; this implies then, via the norm bound on µ 10.4. Corollaries for the kernels of .
Up to adjustments of J, · J is clearly stronger than · ll J . Proposition 10. For the kernels k E (x; t, s) of lemma 22 stays valid when replacing the S 1 Λ ε clause in point i by E → k E being Lipschitz from · ∞,1 to · Λ ε for the N 1 and B 1 components, and to · lc Λ ε for the others. Proof. For the C ∞ -components (including N 2 and B 2 , cf. lemma 18), use lemma 24 and prop. 5. The result for i follows too, its kernel being that of y − c (lemma 24).
To prove that E → κ
N1
E is Lipschitz to · J , note first that, with
A is continuous in t, and null for t ≥ 1. We will use the fact that a continuous bilinear form is Lipschitz on bounded sets. Using on A the norm sup t≥0 |A x,t | ∞,1 , we first claim that E → A is Lipschitz. Indeed, r (with the uniform topology) is Lipschitz in E, by lemma 22.ii (with λ = 0, p = ∞); thus, (r being bounded and 0 ≤ s ≤ 1) so is e x+s x rudu , and hence A. And, as already shown, E → κ r is Lipschitz, using · lc J for κ r . Remains thus only to show that (A, κ r ) → κ N1 is continuous: For the first term, f X ≤ f ∞ X yields then continuity of the product f X; and, for the second, use instead f X ≤ f ∞,1 X lc .
Remark 20. The same Lipschitz property holds for any term of those kernels obtained by using only one of the partials in some of the differentials (from lemma 12, lemma 18, cor. 8; even lemma 23.iii) composing them. Indeed the proof uses only that those differentials are Lipschitz to · Λ ε , which is inherited by any partial.
We use this now to express the whole dependence on s via a single kernel k N . 
Identify also a function f of one variable, when occuring (as a multiplication operator) before or after a composition operator •, with the kernel f (x) 0 (x−t), so k • f and f • k have the intended meaning, and '1' is indeed the identity. Let a 0 (x, t) = F R (x−t) and b 0 = −a 0 • k with k(x, t) = e t x rsds H x (t) (H from lemma 12). Then: Corollary 16. Assume a map is Gâteaux differentiable from an open set in L ∞,1 to C ∞ , with E described by a kernel k E satisfying the Lipschitz condition in prop. 10. Then is differentiable in the strong sense that, ∃L ∈ : ∀x, Proof. By lemma 24, the C ∞ -components of are the ones described by a kernel. And for i, the kernel is that of y − c and the non-kernel part is constant in E.
and for the i coordinate,
Remark 22. For the C ∞ -components, by taking the · λ p,∞ norm on both sides and using [12, prop. 2] (with lemma 1), this implies in particular the full force of what lemma 22.ii would yield in this case. For i , the same follows by moving first δE x,s ds to the right hand side, then taking · λ p,1 norms, and using lemma 1.iii. Proof. Replace k E by its upper bound and δE by |δE| in the derivative, and integrate on the segment joining E 1 and E 2 .
Corollary 19. The N 1 and B 1 coordinates of are differentiable in the strong sense that ∃L ∈ : ∀x, , let X = D −1 . Since D is uniformly bounded and bounded away from 0 on B ε , X is also a "C ∞ -component of " (lemma 11). Then B 1 = XN 1 , so
. X being uniformly bounded on B ε , the first term satisfies our bound, the statement being already proved for N 1 . For the second, r being uniformly bounded, |N 1 | ≤ K |E x,x+s |ds, so applying cor. 17 to the bracket shows that this term too satisfies the bound. For the last term, majorise first the bracket using cor. 18; remains thus to show that | E N1 (δE)(x)| ≤ K δE ∞,1 |E x+s,s |ds + |δE x+s,s |ds . By lemma 24, r being uniformly bounded, this follows immediately for the non-kernel part, and the kernel part is majorised by Corollary 20. ∃K s.t., for the N 1 and B 1 coordinates of , and E, E ∈ B ε , δE = E−E , ∀x : Proof. The right hand member in cor. 19 is bounded by an expression of this sort. To show that |( E N1 (δE)) x | is so too, the non-kernel part in lemma 24 yields then the first term, and the kernel part the second, when taking absolute values under the integrals and replacing 
is sequentially continuous on (B, σ(L ∞,1 ,L 1,∞ )) -for the C ∞ -components, to the topology of uniform convergence on compact sets, and for the others, to σ(L ∞,1 ,L 1,∞ ).
For the sequential continuity, let
Rs ∈ L 1,∞ , k n → k ∞ pointwise by prop. 7.x. By the local uniform integrability of the i n , the variation of the k n over short intervals tends locally uniformly to 0; in particular, the k n are equicontinuous, hence k n → k ∞ uniformly on compact sets. The same holds thus by prop. 7.i and ii also for y n → y ∞ and f n → f ∞ , since k is uniformly bounded away from 0 (cor. 13). The same holds then for c too, going through the successive points of prop. 7 (N, N 1 , B and B 1 converge σ(L ∞,1 , L 1,∞ ), the others uniformly on compact sets): either use an argument like for k, or that a weakly convergent sequence in L 1 converges uniformly on Mackeycompact subsets of L ∞ . Finally, the above also shows that the limit variables E ∞ , i ∞ , k ∞ , y ∞ . . . solve the equation system in prop. 7. Thus, by the uniqueness part in lemma 22, (i ∞ , k ∞ , y ∞ , . . . ) = (E ∞ ). Hence the limit is independent of the chosen subsequence, so the convergence holds for the original sequence.
Finally we obtain a "weak" analogue of lemma 22.ii. Observe that, even with λ = 0 and at E = 0, next result cannot extend to L p,1 instead of L 1 : shifting δE yields then a sequence converging weakly to 0, while the corresponding equilibria are also obtained by shifting, hence cannot converge to 0 in C p . 2)], and, the sequence being locally weakly-convergent, boundedness will follow from tightness proper, i.e., lim N →∞ sup n |x|>N e λx |N 1,E+δEn (x)−N 1,E (x)|dx = 0
(the argument for B 1 is the same). By cor. 20, this is bounded by the sum of lim N →∞ sup n |x|>N |e λ(x+s) δE n (x+s, s)|ds dx, which does converge to 0 (weak compactness of the e λt δE n (t,s)), and of lim N→∞ sup n |x|>N (φ λ ( Remark 28. While points i-ii express the regularity aspect (i.e., C 1 ) in a sharper way, points iii-iv express a very strong form of stability, or "no hysteresis": that the effects of a perturbation decay exponentially at rates λ + and λ − at +∞ and −∞.
But, as shown in sect. 10, it is point i which is the basic one, since point ii follows from it (except for N 1 and B 1 , where a separate argument was needed), and points iii and iv follow from ii: regularity and stability are a single theorem! Remark 29. In the language of dynamic systems, the expression of by kernels k(x; t, s) is equivalent to the full system of impulse-responses for all possible (small) impulses: k(x; t, s), as a function of x, is the response to an impulse at (t, s).
Proof. This merely restates the results of sect. 10, shrinking B to some B ε to deduce boundedness from cor. 13 (for τ (C ∞ , M), bounded sets are norm-bounded, and a sequence converges iff it is bounded and converges uniformly on compact sets).
Remark 30. In · ∞ in next theorem we really pay the price for not having described all equilibria of the general model in [11] , but basically only the unconstrained ones.
Theorem 2. ∃δ 1 > 0 such that, ∀bge, N is uniformly bounded away from 0 on {E ∈ B | ess sup x E − x+s,s ds ≤ δ 1 }. δ can be chosen in thm. 1 and ∃δ 0 > 0, s.t., on the set where E ·,s ds ∞ ≤ δ 0 and ess sup x E − x+s,s ds ≤ δ 1 , ∀bge, (E) is the unique equilibrium of the E-perturbed economy s.t.
Proof. By prop. 7.iii-v, for sufficiently small δ 1 , N x ≥ ε, since r is bounded and k , thus y , bounded away from 0.
To show that (E) is an equilibrium, we need, by prop. 7, that N ≥ 0, and that, if not in the basic model, 0 < i t < y t a.e., since inf k t > 0 by cor. 13.
is continuous by thm. 1, so the theorem remains true for any smaller δ, by adjusting B. By taking δ sufficiently small y (E) − y (0) and c (E) − c (0) will be uniformly small, hence i t = y t + E t,s ds − c t implies that i − i * will be uniformly arbitrarily small if E ·,s ds ∞ ≤ δ 0 for sufficiently small δ 0 ; in particular, 0 < i t < y t will hold: (E) is an equilibrium.
Remains the uniqueness part. Since the equality i t = y t + E t,x ds − c t holds for any equilibrium, the same argument as above shows that, for δ and δ 0 sufficiently small the inequality 0 < i t < y t will hold; prop. 7 implies then that the whole equation system must hold, so the equilibrium must be (E), by the uniqueness statement in thm. 1. And for the basic model, the result follows from k t > 0 (cor. 13).
Remark 31. The usual (strong) definition of a function being C k on a set is that the function has a C k extension to some open set containing the given set. Using this is the only way to distinguish the adequate topologies (for describing continuity, derivatives, etc.) from the region where the implicit function exists. Our results are exactly of this sort, the 'solutions' of thm. 1 being the required extension.
This approach does use the fact that demand extends naturally and smoothly for M < 0. Nothing is specific to this example there: we mentioned in [13] that homogeneity of utility w.r.t. to consumption goods was essential for balanced growth, and this seems indeed a pure implication of homogeneity. E.g., if labour does not enter the utility function, as here, homogeneity implies directly that demand is positively homogeneous of degree 1 in M . The extension used is the obvious one, making demand homogeneous of degree 1 in M : we did not use any accidental feature there of our specification of the model.
Remark 32. Conditions for regularity of the bge's w.r.t. variations in the parameters are trivial: it suffices that when restricting all functions in Υ in prop. 7 to be constants, at each bge dk dk = 1, i.e., equivalently τ (0) = 1. In particular, on the generic set G, regularity w.r.t. variations in the parameters also holds. More interesting would be time-varying fluctuations in the parameters; those should require G.
Corollary 24. On the set of E's described in thm. 2, the k, y, r, D, N 2 and B 2 components of have values in a τ (C ∞ , M) compact set. If the ess sup condition were strengthened to ess sup x |E x+s,s |ds ≤ δ 0 , the whole map in the second paragraph of thm. 1 would become compact-valued on this domain.
Proof. As seen above, in that case the i are bounded in L ∞ , so, with the weak*-topology, they live in a compact metric space. On that space, first k, then y, r, then the others are, as in the proof of lemma 25, continuous functions of i. If further the |E x+s,s |ds are bounded in L ∞ , this implies as seen above that the N 1,x are so, and one can then do a similar argument for the remaining components using in addition the relative compactness of the N 1,x .
Remark 33. The second case in the corollary suggests to reinterpret E x+s,s ds as a measure µ x (ds) on ( ). The second constraint indentifies a ball in this space, compact and metrisable in this duality; and the first constraint defines then a closed subset, inducing the σ(L ∞ , L 1 ) topology on the E ·,s ds. The equilibrium equations obviously still make sense with such endowments, since they imply prices are even C 1 , and this would make a continuous function on a compact metric space.
Speed of convergence.
Just for p = ∞, since Λ ε can be taken as a compact interval approximating Λ as close as desired from inside (so with 0 interior), the theorem implies a very strong form of stability, towards both −∞ and +∞, "at any exponential rate in Λ". We know from claim 2.ii (cf. also its proof if desired) that z = r is always a root for BGE; it is the straight line passing through (0, R) and (1, 0), and segments of it are visible e.g. in fig. 12 and 16. Another segment of it is λ − after the critical point in fig. 14 , which does't appear since being < −60 it would fall far off the page. Same for the whole of λ − in fig. 10 .
Critical points correspond to the intersections with the x-axis. All but one of them are "trivial", in the sense that they correspond to real roots, which one knew must be there just by looking at the graphs of figs. [11, [1] [2] [3] [4] : the local minima and maxima of the bge curves in those graphs, and the intersection with the gre line, as well as α = 1. The one exception is the critical point in fig. 14 (x = 6.768475, z = ±8.07776i). We would have liked to see such a point also in the gre graphs. . .
Conclusions
Further research.
(i) Extend to differentiability also w.r.t. parameters to make the statement obviously comparable to Debreu's classical regularity paper. (ii) To bring the result closer to the original policy interpretation of [13] , and to get a template for plausibly realistic policy usage, allow for an arbitrary "constant policy" (loc. cit.), e.g., a pure transfer policy (null aggregate endowment perturbation), together with a corresponding bge, as statusquo (instead of only the null endowment). 12 Else, what is their structure? (v) Similarly, all issues of generalisation will be ignored (though we think they should be feasible); our purpose here is just to provide a (hopefully sufficiently modular) template theorem. with template concepts and tools. (vi) For the same reason, issues of reconciling our result with the traditional claims of indeterminacy for such models fall beyond the scope of this paper.
Appendix A. Discontinuity, in terms of λ, of the inversion To see better the nature of the difficulty, why we obtain speeds of convergence only for λ ∈ Λ, and not ∀λ ≤ R, consider the kernels ϕ α (x) = sign(α) αx>0 e −αx for α = 0. They are a simplified version of τ , with its main qualitative features. We get ϕ α = y → 1 α−iy , hence ϕ α − ϕ β + (α − β) ϕ α ϕ β = 0, so ϕ α − ϕ β + (α − β)ϕ α ϕ β = 0, and thus, with f = Aϕ α , denoting by g 0 the solution in L 1 of the convolution equation f + g = f g (i.e., − g 0 is the inverse in the Wiener algebra of − f , denoting the identity): g 0 = −Aϕ α−A for A = α.
Observe that φ λ (ϕ α ) ∈ L 1 -i.e., ϕ α ∈ L as theorem 2 in [1] -however we still need to find a convenient reference or proof for the full statement. The inverse matrix of convolution operators has then as Fourier transform the pointwise inverse of the above matrix of Fourier transforms, so all derivatives of equilibrium quantities w.r.t. variations in parameters can be obtained numerically applying a Fast Fourier Transform to this pointwise inverse. And for derivatives of welfare, this FFT is not even needed; they are obtained explicitly, staying in the realm of Fourier-Laplace transforms, welfare being the Laplace transform of the stream of individual lifetime utilities.
One obains then finally also as here the speeds at −∞ and at +∞ of convergence back to the original equilibrium (i.e., the interval Λ).
