subgraph H of G, V (H) and E(H) denote the sets of vertices and edges of H, respectively. The weight of H is defined by w(H) = e∈E(H) w(e).
A cycle is called optimal if it is a cycle with maximum weight among all cycles of G. An unweighted graph can be regarded as a weighted graph in which each edge e is assigned weight w(e) = 1. Thus, in an unweighted graph, d
w (v) = d (v) for every vertex v, and an optimal cycle is simply a longest cycle.
Heavy paths in weighted graphs
The following two theorems are on the existence of long paths. It is easy to see that Theorem B generalizes Theorem A.
Theorem A (Erdös and Gallai [5]). Let G be a 2-connected graph and d an integer. Let x and z be two distinct vertices of G. If d(v) ≥ d for all v ∈
V (G)\{x, z}, then G contains an (x, z)-path of length at least d. 
Theorem B (Enomoto [4]). Let G be a 2-connected graph and d an integer. Let x and z be two distinct vertices of
In this section, we prove the following analogue of Theorem B for weighted graphs. This result also generalizes Theorem 1.
Theorem 2. Let G be a 2-connected weighted graph and d a real number. Let x and z be two distinct vertices of
(1) Then for any given vertex y of G, G contains an (x, y, z)-path of weight at least d.
(2) If w(e) > 0 for all e ∈ E(G) and for some vertex y ∈ V (G)\{x, z}, G contains no (x, y, z)-path of weight more than d, then (a) the connected Suppose now n ≥ 4 and the theorem is true for all graphs on k vertices with 3 ≤ k ≤ n − 1. Let G = G − z be the graph obtained by deleting z from G. We consider two cases:
(1) Since G is 2-connected, we can choose z ∈ N (z)\{x} such that
By the induction hypothesis, for any given vertex y ∈ V (G )\{x}, G contains an (x, y, z )-path Q of weight at least d − w(zz ). Then the path P = Qz z is an (x, y, z)-path of weight at least d.
(2) If for some vertex y ∈ V (G)\{x, z}, G contains no (x, y, z)-path of weight more than d, then the maximum weight of an (x, y, z )-path in G is exactly
Moreover, by the induction hypothesis, G has the described structure. Let H y the connected component of
where
It follows that any vertex in V (H y ) ∪ {z} could have been selected as the vertex z . This implies that
Suppose that there exists another connnected component
By the induction hypothesis, then there must be an (x, z )-path of weight at
On the other hand, there is a (z, y, z )-
Combinning these two paths, we get an (x, y, z)-path of weight at least
Furthermore, by the assumption that G contains no (x, z)-path of weight more
and G is weighted so that
Case 2. G is not 2-connected.
(1) Since G is 2-connected, G must be connected. We shall freqently make use of the following Claim. Claim. Suppose B is an end-block of G and b is the unique cut-vertex of G contained in B. Let B be the subgraph of G induced by V (B) {z}. Then for any given vertex y of B , B contains a (b, y, z)-path P of weight at least d.
Proof. If zb ∈ E(G), then B is 2-connected and for all
By the induction hypothesis, for any given vertex y of B , B contains a (b, y, z)-
If zb / ∈ E(G), add zb to B and set w(zb) = 0. Applying the induction hypothesis to the resulting graph, we know that for any given vertex y of B , the resulting graph contains a (b, y, z)-path of weight at least d. Choose an end-block B in G with cut-vertex b such that there is an (x, y, b)-
By the above Claim, we have that there is a (b, z)-path P in B of weight at least d. Combining these two paths Q and P , we get an (x, y, z)-path of weight at least d. 
This completes the proof.
Heavy cycles in weighted graphs
There are many results on the existence of long cycles. The following two theorems are known.
Theorem C (Dirac [3] ). It is clear that Theorem D is a generalization of Theorem C. Bondy and Fan generalized Theorem C to weighted graphs as follows:
Theorem 3 (Bondy and Fan [1]). Let G be a 2-connected weighted graph and d a real number. If d w (v) ≥ d for every vertex v in G, then either G contains a cycle of weight at least 2d or every optimal cycle is a Hamilton cycle.
The aim of this section is to give a generalization of Theorem D to weighted graphs.
Theorem 4. Let G be a 2-connected weighted graph and d a real number. If d w (v) ≥ d for every vertex v in G, then for any given vertex y of G, either

G contains a y-cycle of weight at least 2d or every optimal cycle in G is a Hamilton cycle.
This theorem also generalized Theorem 3.
Before proving the above theorem, we need the following result. 
Theorem 5. Let C be an optimal cycle in a weighted graph G. Suppose that there is an (x, y, z)-path in
G − C such that | N C (x) |≥ 1, | N C (z) |≥ 1 and | N C (x) ∪ N C (z) |≥ 2. Define X = N C (x)\N C (z), Z = N C (z)\N C (x) and Y = N C (x) ∩ N C (z).
If | Y |= 1 and either X = ∅ or Z = ∅, then there exists a y-cycle C in G such that
The case | Y |= 1 and Z = ∅ can be discussed by the same argument. If a i+1 ∈ Y and a i ∈ X or Z, the paths are defined in the same way.
(3) a i ∈ X and a i+1 ∈ Z or a i ∈ Z and a i+1 ∈ X. The two paths are two copies of
The two paths are two copies of
In each case, we have defined two paths to replace the segment C[a i , a i+1 ] and hence formed two cycles . Since there are k pairs of vertices (a i , a i+1 )(i = 1, · · · , k), we obtain 2k cycles. In these cycles, every edge of C is traversed 2k − 2 times; every edge from x or z to Y is traversed twice, every edge from x to X is traversed four times and, similarly, every edge from z to Z is traversed four times. Now suppose that the path P is traversed l times (we determine l later). Then the weight sum of these 2k cycles is
Without loss of generality, we can denote the l cycles which pass through the path P (also pass through the vertex y) by
we have that X = ∅ and Z = ∅, and l ≥ 4.
Therefore for all the cases we have that l ≥ 4.
Proof of Theorem 4.
Suppose that there exists an optimal cycle C in G which is not a Hamilton cycle. From Theorem 3 we have that w(C) ≥ 2d.
If y is contained in the cycle C, then we are done. Otherwise, let H be the component of G − C which contains y. We consider two cases: (a i , a i+1 )(i = 1, 2, · · · , k) , we obtain k cycles, and,
Then, among these k cycles there must be a y-cycle C with weight at least 2d.
Choose distinct vertices x and z in H such that
By the choice of x and z, we have d
Otherwise, applying Theorem 2 to H, we can choose an (x, y, z)-path P in H such that 
Then, among these l y-cycles in G there must be one with weight at least 2d.
Since G is 2-connected, there exists a vertex b ∈ V (C)\{a} which is adjacent to some vertex u ∈ V (H)\{x, z}. By the choice of x and z, we have d
then the path axQub is of weight at least d. It is easy to see that we can form a y-cycle of weight at least 2d.
Case 2. H is separable.
Case 2.1. y is contained in a block of H with two or more cut-vertices.
Let B 1 and B 2 be two distinct end-blocks of H, and let b i be the unique cutvertex of H contained in B i (i = 1, 2). For i = 1, 2, we choose
and Y , respectively. If | Y |= 1 and X 1 = ∅ or X 2 = ∅, then by Theorem 5 we know that there is a y-cycle C in G such that
Otherwise, from Theorem 5 we know that
So, among these l y-cycles there must be one with weight at least 2d. Therefore, it is easy to construct a y-cycle of weight at least 2d. If | N C (x 1 ) ∪ N C (x 2 ) |≥ 2, using the similar argument in Case 2.1, we can get a y-cycle of weight at least 2d.
If N C (x 1 ) = N C (x 2 ) = {a}, there exists a vertex b ∈ V (C)\{a} which is adjacent to some vertex u ∈ V (H)\{x 1 , x 2 }.
If u ∈ V (B 1 ) and u = b 1 , the path bb 1 P 1 x 1 a is of weight at least d; If u = b 1 , we can choose a (u, y, b 2 )-path Q, then the path P = buQb 2 P 2 x 2 a is of weight at least d. So in both cases we can form a y-cycle of weight at least 2d.
If u / ∈ V (B 1 ), we can choose a (b 1 , u)-path Q in H − (B 1 − b 1 ), and therefore the path P = ax 1 P 1 b 1 Qub is of weight at least d. It is easy to form a y-cycle with weight at least 2d. The proof is now complete.
