Abstract. We prove that the empirical spectral distributions for a class of random matrices, characterized by independent zero-mean entries and rank one pattern of variances, converge with probability one to a deterministic distribution, which is uniquely characterized by its sequence of moments, and we provide explicit expressions for these limiting moments. We next proffer efficient optimization programs that allow us to upper and lower bound the expected spectral norm of this class of random matrices for any finite n and the almost sure limit of the spectral norm as n → ∞. Asymptotic properties of random matrices with nonidentical entries is a challenging problem in the theory of random matrices, and bounds on their spectral moments have significance in a miscellany of applications.
for k ∈ N and the limiting averages Λ k = lim n→∞ (1/n)S n,k , assumed finite for each k. The n × n identity matrix is denoted by I n , random variables are denoted by small boldface letters, and random matrices are denoted by capital boldface letters. Let P{·} be the probability measure on the infinite product space that is the unique extension as n → ∞ of the consistent probability measures P n {·} on the finite product spaces corresponding to the n(n + 1)/2 independent entries of an n × n real symmetric random matrix, and let E {·} and Var {·} be the expectation and variance operators corresponding to P{·}. For x ∈ R, δ x {·} is the probability measure on R assigning unit mass to point x and zero elsewhere. Given three functions f (·), g(·), and h(·) we use the asymptotic notations f (n) = O(g(n)) and f (n) = o(h(n)) to signify the relations lim sup n→∞ f (n) g(n) < ∞ and lim n→∞ f (n) h(n) = 0, and we use f (n) = Θ(g(n)) to mean that f (n) = O(g(n)) and g(n) = O(f (n)) hold simultaneously.
1. Introduction. Consider an n × n real-valued, symmetric random matrix A n ({σ i : i ∈ [n]}) = [(1/ √ n)a ij ] (also known as a random matrix ensemble), with diagonal and upper-triangular entries being independent random variables satisfying the following conditions:
• Zero mean: E {a ij } = 0, • Rank one pattern of variances: Var {a ij } = E a 2 ij = σ i σ j , • Uniformly almost surely bounded: P {|a ij | < K} = 1, for some K > 0. Let λ 1 (A n ) ≤ λ 2 (A n ) ≤ . . . ≤ λ n (A n ) be n real-valued random variables representing the n eigenvalues of A n ordered from the smallest to the largest. The operator norm (also called the spectral radius) of the symmetric matrix A n is given by A n op = max i {|λ i (A n )|} ≥ |λ(A n )|. We define L n {·} = of the n eigenvalues of the random matrix A n . The corresponding distribution F n (x) = L n {(−∞, x]} = 1 n |{i ∈ [n] : λ i (A n ) ≤ x}|, is a random variable for each x ∈ R and is referred to as the empirical spectral distribution for the random matrix A n . We investigate the limiting behavior of F n (·) as n → ∞. In particular, under certain conditions on the sequence {σ i , i ∈ N} we show that with P-probability 1 the random distribution F n (·) converges weakly to a deterministic distribution F (·), called the limiting spectral distribution, that is uniquely characterized by its sequence of moments, {m k : k ∈ N}, which we express explicitly for all k. Our main result reads as follows.
Theorem 1.1 (Main Result). Suppose thatσ n = O(log(n)) andσ n = Θ(1). Then F n (·) converges weakly, P-almost surely, to F (·) as n → ∞, and F (·) is the unique distribution function satisfying ∀k ∈ N, with R s = {(r 1 , r 2 , ..., r s ) ∈ N s 0 : s j=1 r j = s + 1, s j=1 j r j = 2s}. It is further true that with P-probability one, F n (·) converges weakly to F (·) as n → ∞.
The preceding introduces the novelty of having non-identical variances distributed as a rank one matrix, which extends on the models adopted in the majority of the existing results, considering either independent and identically distributed entries as in [6] , or else independent entries but with the same variance as in [17, 23, 34] . The latter is significant as the assumption of identical variances is ubiquitous in much of the available universality results in the theory of random matrices [30, 13, 14, 28] , and only recently the results by [15] and [18] have begun to consider generalized ensembles where the independent entries posses non-identical variances. Indeed, spectral properties of random matrices with non-identical distribution for its entries is one of the main open problems in this theory, as mentioned by [4] , and their analysis is often burdened by the foreboding combinatorial or algebraic details. Nonetheless, we show that the assumed rank one pattern of variances in our model, which is motivated by the adjacencies of random graphs with specified degree sequences [10] , is particularly amenable to the combinatorial and probabilistic analyses similar to those in the proof of the original semi-circle law [35, 36] . Furthermore, we proffer explicit expressions for the limiting spectral moments, which equip us with a powerful tool in devising optimal bounds on the asymptotically compact support of the corresponding eigenvalue distribution.
The remainder of this paper is organized as follows. The chief techniques in the proof of Theorem 1.1 result rely on the properties of closed walks on complete graph K n and a correspondence with ordered rooted trees and their combinatorial features. We build up these tools in Section 2 and then use them for the proof of our main result that is presented in Section 3. In Section 4 we present some methods for deriving bounds that reveal the asymptotic spectral properties of real symmetric random matrices using the bounds on the expected spectral moments and the spectral radius as well as their almost-sure limits. The paper is concluded by Section 5.
2. Closed Walks and Rooted Ordered Trees. Our analysis is based on the method of moments in [17] , relating the moments of the spectral distribution to the cardinality of walks of a certain type on the complete graph. Consider the complete graph K n whose vertices are labeled by [n] . A closed walk w of length k on K n is an ordered finite sequence of integers (i 1 , i 2 , ..., i k−1 , i k ) such that i j ∈ [n], ∀j and
} denote the set of vertices and edges visited by w. For any e ∈ E(w), we define N (e, w) as the number of times that w transverses the edge e in any direction. We denote by W k the set of all closed walks of length k on K n . It is useful to partition the set W k based on the number of distinct vertices in each walk into subsets W k,p defined as W k,p := {w ∈ W k s.t. |V(w)| = p}. Those walk in W k,p for which each edge is traversed at least twice play a special role in our proofs and we denote them as
For s ∈ N, the specific subset W 2s,s+1 is specially interesting since, as we shall see, it corresponds to the term that asymptotically dominates the behavior of the 2s-th expected spectral moment. In particular, it holds true that N (e, w) = 2 for any e ∈ E(w) and all w ∈ W 2s,s+1 , and any w ∈ W 2s,s+1 corresponds to a depth-first traversal (See [12] ) of a tree on the same s + 1 nodes. In what follows, we shall make this correspondence precise. To this end, we need the formalities of rooted ordered trees and forests.
To begin, consider any (undirected) graph G and denote its sets of vertices and edges by V(G) and E(G), respectively. Label the vertices of G by [n], n = |V(G)| , and let d j (G) be the degree of vertex j in G, i.e. the number of edges in G that are incident to vertex j. Associate with G a degree distribution r(G) = (r 0 (G), r 1 (G), . . . , r n−1 (G)), where for all j, r j (G) is the number of vertices in G with degree j. A tree is a connected acyclic graph, and whether or not a connected graph is a tree is uniquely determined from its degree distribution [24] . Accordingly, a connected graph G is a tree if and only if s j=1 r j (G) = s + 1 and s j=1 j r j (G) = 2s; consequently, we can denote the set of all valid degree distributions for trees with s edges (and s + 1 vertices) by R s as in (1.1) for any s ∈ N.
A rooted ordered tree T is one with a vertex specified as the root and a total order on its vertex set, respecting the partial order defined as follows: for all {i j , i k } ⊂ V(T ), i j i k iff i j belongs to the unique path on T that connects i k to the root. A disjoint union of rooted ordered trees is dubbed an ordered forest, provided that an order is specified between the components as well leading to a total order on the forest's vertex set and consistently with each component's order. Associated with an ordered forest with n vertices is a ∆-degree distribution ∆ = (∆ 0 , ∆ 1 , . . . , ∆ n−1 ), where for all j, ∆ j is the number of vertices in G with j successors, i.e those vertices with exactly j other vertices incident to them and succeeding them in the order .
For s ∈ N, let T s and F s respectively denote the set of all rooted ordered trees on s vertices and the set of all ordered forests on s vertices. Similarly, let T s (r) and F s (∆) denote the respective sets but with a specified degree distribution r or a specified ∆-degree distribution ∆. The next lemma is a classical result in enumerative combinatorics [24] , which gives the total number of rooted ordered trees on s+1 nodes as the s-th Catalan number defined for all s ∈ N by C s := 1 s+1 2s s . Lemma 2.1 (Catalan Numbers). It holds true that |T s+1 | = C s . In this paper, we refine the process of counting rooted ordered trees in order to compute the spectral moments of a random matrix with a rank one pattern of variances. Of particular interest to us is the following Corollary to Lemma 2.1 which gives the cardinality of the set walks W 2s,s+1 which asymptotically dominate the behavior of even-order spectral moments. is given by | W 2s,s+1 | = n(n − 1) . . . (n − s)C s . Proof. Fix any subset U of s + 1 vertices, and let W 2s,s+1 (U) = {w ∈ W 2s,s+1 : V(w) = (U)}. The gist of the proof is in establishing a bijection between the set W 2s,s+1 (U) and the set of all rooted ordered trees with the same set of vertices U. The claim then follows from Lemma 2.1 and by the fundamental principle of counting, since the total of number ways in which to choose the set of s + 1 vertices in U is given by n(n − 1) . . . (n − s). To set up the claimed bijection, associate a given walk w = (i 0 , i 1 , . . . , i 2s ) ∈ W 2s,s+1 (U), to a unique rooted ordered tree on U by setting i 0 as the root and ordering the nodes in their order of appearance in the walk, this is a total order on U which automatically respects the partial tree-order for a tree whose edge-set is given by E(w). That is because every edge in w is traversed exactly twice and in reverse directions, leading to a depth-first traversal of the corresponding tree. The converse injection is even easier to specify as a depth-first traversal of any rooted ordered tree on U uniquely defines a walk w belonging to W 2s,s+1 (U); thence, the bijection holds and the proof is complete.
The following lemma is a restatement of Theorem 5.3.10 in [24] , and lends itself to Corollary 2.4, which is most useful when establishing the explicit relation given in (1.1) for the even-order expected spectral moments. Proof. The claim follows directly from Lemma 2.3 and upon establishing for any fixed k a bijection between the set of rooted ordered trees on s + 1 vertices with degree distribution r = (r 1 , . . . , r k−1 , r k , r k+1 , . . . , r s ) and root degree equal to k, and the set of ordered forests with k components and ∆-degree distribution ∆ = (∆ 0 , ∆ 1 , . . . , ∆ k−2 , ∆ k−1 , ∆ k , . . . , ∆ s ) = (r 1 , . . . , r k−1 , r k − 1, r k+1 , . . . , r s ). Since therefrom the number of rooted ordered trees with root degree k and degree distribution r equals that of ordered forests with k components and ∆-degree distribution ∆ and is given per Lemma 2.3 by k s
The total number of rooted ordered trees with degree distribution r can then be obtained by summing over the possible degrees for the root (i.e., k = 1, ..., s) as follows.
where in the last equality we invoked s k=1 kr k = 2s and the proposition followed. The argument for the claimed bijection at the beginning of the proof is trite. Indeed, starting from an ordered forest with s vertices and k (ordered) components presenting the ∆-degree distribution ∆, we can uniquely construct a rooted ordered tree on s + 1 vertex with root degree k and degree distribution r by adding an extra vertex as the root to the forest and connecting the components of the forest to the root vertex, orders preserved. Conversely, given an ordered rooted tree on s + 1 vertex with root degree k and degree distribution r, we can uniquely construct an ordered forest with k components and ∆-degree distribution ∆ by removing the root vertex and its incident edges, again orders preserved.
Using the partition T s+1 ≡ r∈Rs T s+1 (r), we can express the total number of rooted ordered tree on s + 1 nodes as C s = |T s+1 | = r∈Rs |T s+1 (r)|, and replacing from Corollary 2.4 yields ∀s ∈ N,
Indeed, if we let σ i = 1 for all i, then it follows that Λ k = 1, ∀k, and by Corollary 2.5 and after replacing in (1.1), we recover the moment sequence for the classical Wigner semi-circle law: m 2s = C 2s and m 2s−1 = 0 for all s ∈ N. We are now ready to embark on the proof of Theorem 1.1.
Proof of the Main Result.
Choose an element from the set [n] uniformly at random and call it i. Let λ(A n ) = λ i (A n ) be the random variable that corresponds to a random and uniform choice of one out of the n real eigenvalues of A n . Denote the law of the random variable λ(A n ) by L n {·}, associated with the so-called expected spectral distribution
The relation between F n (·) and F n (·) is better understood upon noting that ∀x ∈ R, F n (x) = P{λ(A n ) ≤ x} = E{L n {(−∞, x]}} = E{F n (x)}, where the second equality is by the Fubini-Tonelli theorem. Indeed, by applying the latter for the real continuous functions f k (x) = x k , ∀x ∈ R and any k, n ∈ N we obtain
is the real-valued random variable which is the k-th spectral moment of the random matrix A n for each n ∈ N. In writing (3.1) we have implicitly presumed almost sure finiteness of m (n) k as well as integrability of f k (·); the facts of which are the focus of our next set of results. Of the proceeding lemmas, the first is an immediate consequence of the uniform and almost sure boundedness assumption, P{|a ij | < K} = 1, together with the Gershgorin disk theorem [7, Section VIII.6] , and the second is a specialization of Corollary 2.3.6 of [26] to the case of our random matrix ensemble A n ({σ i : i ∈ [n]}).
Lemma 3.1 (Almost Surely Finite Spectral Moments). With P-probability one, m
Lemma 3.2 (Upper Tail Estimate for the Operator Norm).
There exists absolute, not depending on n, constants C, c > 0 such that P{ A n op > Kγ} ≤ Ce −cγn , for all γ ≥ C and any n ∈ N. Corollary 3.3 (All Finite Expected Spectral Moments). The expected spectral moments can be bounded asm
where C, c > 0 are absolute constants, not depending on n. In particular, the expected spectral distributions F n (·), n ∈ N have all their moments finite.
Proof. It follows from Lemma 3.2 that P{|λ(A n )| > γ} ≤ P{ A n op > γ} ≤ C exp(−cγ), for all n ∈ N and any γ > C. The claimed bound now follows as
where we invoked Lemma 3.2 with the change of variable α = γ 2k in writing the inequality.
The preceding results are an instance of the miscellany of results on the concentration of eigenvalues for random matrix ensembles [29] . On this topic, the classical result of Füredi and Komlós [17] gives an almost sure upper bound of 2σ √ n+O(n 1/3 log(n)), later improved to O(n 1/4 log(n)) by Vu [34] , for the operator norm of a random matrix ensemble with independent entries and identical variances σ 2 . Subsequent results by [2, 19] employ the powerful machinery of isoperimetric inequalities for product spaces due to Talagrand [25] , and derive sub-exponential bounds for the concentration of the norms and eigenvalues of random matrices around their mean values. In the same venue, Lemma 3.2, together with the Borel-Cantelli lemma [8, Theorem 4.3] , implies that with P-probability one, the support of the empirical spectral distribution F n (·) is asymptotically compact.
Corollary 3.4 (Almost Sure Asymptotically Compact Support). P-almost surely; it holds true that lim sup n→∞ A n op < Z, for some absolute constant Z > 0, and in particular we take Z > max{1, 4Λ 1 }.
In particular, we have that P-almost surely A n op = O(1), which justifies the normalization factor of 1/ √ n used in the definition of the random matrix ensemble A n ({σ i : i ∈ [n]}). Indeed, the local behavior of eigenvalues at the edge of the spectrum is of much interest in applied areas such as quantum theory and statistical mechanics [20, Chapter 1], [16] . It is the well-known result of Tracy and Widom, who establish the joint distribution of the k-largest (or k-smallest) eigenvalues of a random matrix with Gaussian entries [31, 32] , and the distribution that they derive is later shown, by Soshnikov [23] , to apply equally well to the larger class of symmetric Wigner ensembles with independent zero-mean entries and identical variances; a phenomenon known as edge universality [27] .
Our proof of the main result (Theorem 1.1) proceeds in two stages by first showing that the expected spectral distributions F n (·) converge weakly to the distribution F (·) as n → ∞, where F (·) is the unique distribution with the moments sequence {m k : k ∈ N} defined earlier in Section 1 by (1.1). For this we follow the method of moments and the technicalities are spelled out in Subsection 3.1.1. Next we prove that the (random) empirical spectral distributions F n (·) converge P-almost surely to same weak limit as that of the expected spectral distributions F n (·) defined above. The latter is a strong law of large numbers type result that concerns random probability measures endowed with the topology of weak convergence, and it is addressed in Subsection 3.1.2. The results of Subsection 3.1 allow us to conclude the almost sure and weak convergence of the empirical spectral distributions F n (·) to the deterministic distribution F (·), from the pointwise convergence of expected spectral moments {m (n) k : k ∈ N} to the sequence of moments {m k : k ∈ N}, as n → ∞. Next, the convergence proof for the moments, is itself executed in two steps by first identifying the terms that asymptotically dominate the behavior of each moment of any order in Subsection 3.2, and next deriving the asymptotically exact expressions for each of the identified terms in Subsection 3.3.
3.1. From Moments Convergence to Almost Sure and Weak Convergence. In this subsection we pave the way from the pointwise convergence of expected spectral moments, lim n→∞m (n) k = m k , ∀k ∈ N, to the almost sure and weak convergence of the empirical spectral distributions F n (·) to the unique distribution F (·) satisfying ∀k ∈ N,
3.1.1. Weak Convergence of Expected Spectral Distributions. The first set of results in this subsection allows us to conclude weak convergence of the expected spectral distributions F n (·) to the distribution F (·) as n → ∞ from the pointwise convergence of their moments sequencem (n) k , k ∈ N to the sequence of moments m k , k ∈ N defined earlier in Section 1. To this end, we need the following four lemmas, of which the first two are restatements of Theorems 4.5.2 and 4.5.5 in [11] , the third is the celebrated test due to Carleman [9] and is proved as Lemma B.3 of [5] , and the fourth is a well-known consequence of Helly's selection theorem that establishes the relative compactness of a tight family of probability measures with respect to the topology of weak convergence, which can be found for instance as Theorem 25.10 of [8] . Recall, apropos, that a sequence of distributions {F n (·) : n ∈ N} is said to be tight if for each ǫ > 0 there exist real numbers x and y thatF n (x) < ǫ andF n (y) > 1 − ǫ for all n.
Lemma 3.5 (Uniform Integrability). Suppose that {F n (·) : n ∈ N} is a sequence of distribution functions andF (·) is a distribution function, such thatF n (·) converges weakly toF (·) as n → ∞. Suppose further that for some s ∈ N and M > 0, the even finite moments given bym
. Lemma 3.6 (The Method of Moments). Suppose that there is a unique distribution functionF (·) associated with the sequence of moments {m k : k ∈ N}, all finite; such thatm k = +∞ −∞ x k dF (x), ∀k ∈ N. Suppose further that for all n ∈ N,F n (·) is a distribution function, which has all its moments finite and given bŷ m
Lemma 3.7 (Carleman's Criterion). Suppose that there is a distribution function F (·) associated with the sequence of moments {m k : k ∈ N}, all finite, such that
, for all k ∈ N. Lemma 3.8 (Helly's Selection Principle). Given a sequence of distributions {F n (·) : n ∈ N}, its tightness is a necessary and sufficient condition that for every subsequenceF n k (·), {n k : k ∈ N} ⊂ N, there exist a further subsequenceF n k j (·), {n kj : j ∈ N} ⊂ {n k : k ∈ N}, and a distributionF (·), such thatF n k j (·) converges weakly toF (·) as j → ∞.
We now have all the necessary tools at our disposal to conclude the weak convergence of expected spectral distributions from the pointwise convergence of their moments, and as well as to conclude the almost sure weak convergence of empirical spectral distributions from the almost sure pointwise convergence of the spectral moments; the facts of which are established by the proceeding theorem and the subsequent corollary.
Theorem 3.9 (Existence and Uniqueness of the Limiting Spectral Distribution). If ∀k ∈ N, lim n→∞m (n) k = m k , then F n (·) converges weakly to F (·) as n → ∞, where F (·) is the unique distribution function satisfying ∀k ∈ N,
Proof. The sequence of distribution functions {F n (·) : n ∈ N} have all their moments finite per Corollary 3.3. To invoke Lemma 3.6 for the method of moments then, the gist of the proof is in establishing the tightness property for the sequence {F n (·) : n ∈ N} and then verifying Carleman's criterion for the moments sequence {m k : k ∈ N}. Indeed, from Corollary 3.3 we get that sup n∈Nm 
1/2 and x = −y to get that F n (x) < ǫ and F n (y) > 1 − ǫ, whence follows the tightness of F n : n ∈ N . This tightness per Lemma 3.8 implies that for some subsequence F nj (·), {n j : j ∈ N} ⊂ N and a subsequential limit, call it F (·), we have that F nj (·) converges weakly to F (·) as j → ∞. But then it has to be that ∀k ∈ N, 
where in the penultimate equality we have invoked Corollary 2.5 and the last inequality is by the fact that C s < 4 s , ∀s ∈ N (see, for instance, the proof of Lemma 2.1.7 in [3] ). Verification of Carleman's criterion is now immediate as
We have thus established the existence of a distribution F (·), uniquely satisfying
= m k , ∀k ∈ N implies the weak converge of the corresponding distribution functions F n (·) to the distribution F (·); thence, completing the proof. = m k , P-almost surely for all k ∈ N, then with P-probability one F n (·) converges weakly to F (·) as n → ∞, where F (·) is the unique distribution function satisfying ∀k ∈ N,
By the countable intersection of full probability measure sets, we get that restricted to a measurable set S ⊂ Ω with P{S} = 1, the sequence F n (·) have per Lemma 3.1 all finite moments, satisfying m (n) 2 < n 2 K 2 and lim n→∞ m (n) 2 = m 2 so that restricted to S and for some M not dependent on n, we have m (n) 2 < M. Thence, the proof of Theorem 3.9 applies equally well to the sequence F n (·) on this full probability measure set S and the conclusion of the corollary follows.
Almost Sure Convergence of Empirical Spectral Distributions.
The key in establishing the almost sure convergence of the empirical spectral distributions F n (·) to the deterministic weak limit F (·) is in verifying that lim n→∞ m (n) k = m k , P-almost surely, for each k ∈ N. This is achieved through an application of Talagrand's concentration inequality restated from Theorem 2.1.13 of [26] as Lemma 3.11 below, followed by the Borel-Cantelli lemma leading to the claimed almost sure convergence.
Lemma 3.11 (Talagrand's Concentration Inequality). For each n ∈ N, let f n (·) : R n(n+1)/2 → R be a convex function acting on the diagonal and upper diagonal entries of the random matrix A n . Further let f n (·) be 1-Lipschitz with respect to the Euclidean norm on R n(n+1)/2 . Then for any λ one has that P{|f (A n ) − E{f (A n )}| ≥ λK} ≤ Ce −cλ 2 , for some absolute, not depending on n, constants C, c > 0.
Lemma 3.12 (k-Schatten Norms). For all
is a convex function, mapping the diagonal and upper diagonal entries of the random matrix A n to positive reals. Furthermore, for k ≥ 2 it is √ 2-Lipschitz with respect to the Euclidean distance on R n(n+1)/2 and for k = 1 it is √ 2n-Lipschitz with respect to that same metric on R n(n+1)/2 . Proof. First note that A n k is the k-Schatten matrix norm for A n and is therefore convex [7, Section IV.2]. The Lipschitz property is a consequence of the reverse triangle inequality of the norms. Indeed, for all k and any two n × n matrices A and B, it holds true that | A k − B k | ≤ A − B k . The √ 2-Lipschitz for k ≥ 2 property now follows as
, where in the last inequality we used the fact that the 2-Schatten norm A n 2 coincides with the Frobenius norm of A n . Similarly for k = 1, the Cauchy-Schwartz inequality implies that
, which, together with the reverse triangle inequality, implies the claimed √ 2n-Lipschitz property for A n 1 . Lemma 3.13 (Almost Sure Convergence of the Spectral Moments). For any k ∈ N, if lim n→∞m
Proof. We first prove the claim directly for all even k and then by induction for odd k as well. For k any fixed even integer per Lemma 3.12,
is a convex 1-Lipschitz function satisfying the presumptions of Lemma 3.11, which together with (3.1), implies that for any k, n ∈ N,Ce −cλ
absolute, not depending on n, constantsC,c > 0. Using the change of variables ǫ = λ √ 2K/n 1/k andĉ =c/(2K 2 ), we then get thatCe
In particular, we have for any ǫ > 0 that
thence the Borel-Cantelli lemma [8, Theorem 4.3] implies that with Pprobability one lim n→∞ (m
k ) 1/k , and the claim for even k now follows by taking the k-th power and invoking continuity. Next consider the case of odd k, and note that per Corollary 3.4 with P-probability one for n >N large enough, A n + ZI n has all its eigenvalues positive so that A n + ZI n k is convex and √ 2-Lipschitz for k > 1 and √ 2n-Lipschitz for k = 1. Indeed, for k = 1 Lemma 3.11 implies that
and the change of variableǫ = λ
= m 1 , Palmost surely, completing the proof for k = 1. The proof for odd k > 1 proceeds by induction for which the base k = 1 is already established. Fix k and suppose that for all odd integers less than k, lim n→∞ m (n) k = m k , P-almost surely. Repeating the above argument for k yields that
Expanding the binomial terms and invoking the induction hypothesis, together with the claim proved for the even case, then yields that lim n→∞
}, P-almost surely, completing the proof by induction for all odd k.
While Corollary 3.10 gives already the almost sure weak convergence of the empirical spectral distributions as implied by the almost sure convergence of their moments sequence, the path from the latter to the weak almost sure convergence of F n (·) is paved by the next proposition, which is the last result in this section, providing us with all that is needed for concluding Theorem 1.1 from the pointwise convergence of the expected spectral moment sequence. = m k , P-almost surely for all k ∈ N, then with Pprobability one F n (·) converges weakly to F (·) as n → ∞, where F (·) is the unique distribution function satisfying ∀k ∈ N,
For any fixed bounded continuous real function f (·) : R → R and some real constant B > 0 such that f (x) < B, ∀x ∈ R, it is required to show that lim n→∞ 
where we also used the facts that |
The almost sure convergence of the moments implies that lim n→∞ |
having used 1 ≤ |x| k /Z k when |x| > Z for the penultimate inequality and (3.2) for the last inequality. Notice that by the choice of Z > 4Λ 1 in Corollary 3.4 the right hand side of (3.4) is monotonically decreasing in k and goes to zero as k → ∞, whereas by the choice of Z > 1 the left hand side of (3.4) is increasing in k and it should therefore be true that sup k
By the same token and after invoking the almost sure limit of the spectral moments we get that lim n→∞ {|x|>Z} (B + |q ǫ (x)|) dF n (x)| = 0, P-almost surely. The desired conclusion now follows, after taking the limit as n → ∞ of both sides in (3.3) to get that for any ǫ > 0 fixed above
f (x) dF (x)| ≤ ǫ, P-almost surely, and choosing ǫ > 0 arbitrarily small. The next two subsections are devoted to establishing the moments convergence, lim n→∞m (n) k = m k for any k ∈ N. This is done by writing eachm
k as a summation of terms of which one is asymptotically dominant and is expressible explicitly. The explicit expressions happen to match those of the sequence m k given in (1.1). This dominant term is identified in Subsection 3.2, for which an asymptotic exact expression is then derived in Subsection 3.3.
Identifying the Dominant Walks.
We begin the proofs of this subsection by the following identity, as by (3.1),
To each closed walk w = (i 1 , i 2 , ..., i k−1 , i k , i 1 ) we associate a weight ω(w) := E a i1i2 a i2i3 . . . a i k−1 i k a i k i1 ; whence, (3.5) can be rewritten as
where we used the partition W k = ∪ p∈[k] W k,p in writing the penultimate equality, and the last equality follows by denoting for all integer k and any p ∈ [n], µ k,p := 1 n k/2+1 w∈W k,p ω(w). The latter can be simplified upon noting that only a subset of walks in W k,p has a non-zero contribution to the summation defining µ k,p . In particular, the set of walks presenting a non-zero weight is W k,p defined in (2.1). This is true since for any w ∈ W k,p K W k,p , there exists an edge (i, j) ∈ E(w) such that N ((i, j), w) = 1, whence by independence
as E {a ij } = 0; therefore, the defining relation for µ k,p simplifies into
An important observation in the proof of Wigner's semicircle law [35, 36] is that for k even and as n → ∞, the summation in (3.6) is dominated by those closed walks belonging to W k,k/2+1 . In what follows, we find conditions under which the same kind of dominance holds for the random matrix ensemble A n ({σ i : i ∈ [n]}) as well. The combinatorial niceties of rooted ordered trees shall then enable us in Subsection 3.3 to derive explicit expression for the limiting expected spectral moments {m k : k ∈ [n]}. We proceed with two lemmas the first of which follows by a trite counting argument, while the second is at the heart of several of the existing results [17, 10, 34] .
Lemma 3.15. It holds true for all p > ⌊k/2⌋ + 1 that µ k,p = 0; wherefore, (3.6) simplifies tom
Proof. It follows by the pigeonhole principle that every walk w ∈ W k,p and p > s + 1 has at least one edge e ∈ E(w) such that N (e, w) = 1, whence W k,p = ∅ and from (3.7) we get that µ k,p = 0, as claimed.
Lemma 3.16. It holds true for all p ∈ [n] that
Proof. First note that for all w ∈ W k,p and all (i, j) ∈ E(w), N ((i, j), w) ≥ 2, while |a ij | < K, P-almost surely, so that |E a
The latter together with the independence of the random entries a ij imply that for all w ∈ W k,p , |ω(w)| ≤ K
, where we have used the fact that with p distinct nodes in walk w, there is at least p − 1 distinct edges and for each of which we can use the boundσ 2 n leading to theσ
to account for those edges whose multiplicities are greater than 2. Next we make use of the following bound, which is developed in [17 
The claim now follows from (3.7) and upon combining (3.8) with the bound, |ω(w)| ≤ K
, derived above for all w ∈ W k,p . We now proceed to our main dominance result that for k = 2s and under certain conditions the term µ 2s,s+1 dominates the other terms of the summation in (3.6). p=1 µ 2s,p . We show the desired dominance by first lower bounding the term µ 2s,s+1 and then upper bounding the terms µ 2s,p , p < s + 1 as follows. We begin by noting from Corollary 2.2 that
We next lower-bound the contribution of each walk in W 2s,s+1 as ω(w) ≥σ 2s n , which holds true because N (e, w) = 2, ∀w ∈ E(w), and together with (3.9) implies that µ 2s,s+1 ≥ n − s n Now for the case p < s + 1 we apply Lemma 3.16 with k = 2s to get
We next form the ratio between the two inequalities (3.10) and (3.11) to get
where in the first inequality we have used that
and in the second inequality we take into account that the greatest lower bound is achieved for p = s, [17] . The proof now follows upon noting that if s Proof. First note by Lemma 3.16 that each of the terms µ 2s,p , p ≤ s + 1 can be upper bounded as follows
p=1 µ 2s,p by Lemma 3.15 and replacing from (3.13), the odd spectral moments can now be upper bounded as
and it follows that ifσ
, as claimed.
Asymptotic Expressions for the Dominant Walks.
In this section, we use the tools from Section 2 to prove the following theorem that provides the explicit expressions given in 1.1 as the exact limit of the asymptotically dominant terms, µ 2s,s+1 , identified by Theorem 3.17. Proof. Starting from the definition (3.7), we have that
where in the last equality we write the summation over the set of walks, W 2s,s+1 , in terms of the set of underlying rooted ordered trees, and take into account the fact that E a 2 ij = σ i σ j . For any tree T , it is always true that {i,j}∈E(T )
; thence, the above can be written as:
where we interchanged the order of summations to get (3.14) . To simplify the preceding expression, consider any rooted ordered tree T on s + 1 nodes and note that
which is true since for each j ∈ [s] the term in the curly brackets can be bounded as (3.17) and the assumptionσ 2s n = o(n) implies that the right-hand side of the inequalities in (3.17) is o(1). Next by taking the limits of both sides in (3.14) and combining (3.15) and (3.16), we get
To finish the proof use the partition T s+1 ≡ r∈Rs T s+1 (r), to get
where Corollary 2.4 is invoked in the last equality, concluding the proof.
We have thus pieced together all the ingredients required of the conclusion of Theorem 1.1. Ifσ n = O(log(n)) andσ n = Θ(1) then the assumptions of Theorems 3.17, 3.18 and 3.19 are all satisfied, and together they imply that lim n→∞m The following lower bound on the expected spectral radius is then immediate upon applying Lemma 4.1 to (4.1). We next compute an upper bound on the expected spectral moments and consequently the expected spectral radius. 
Recall from the proof of Theorem 3.19 that µ 2s,s+1 approaches its limit m 2s from below and by by Lemma 3.15 we getm .
The above bounds are next verified in numerical simulations. We consider a random matrix with n = 1000 and a sequence σ i = e −4i/n for i ∈ [1000]. Fig. 1 depicts the histogram of the eigenvalues of one such realization A 1000 . Notice as the entries have non-identical variances, the observed distribution departs significantly from the classical Wigner's semicircle law. In Table 1 , we compare the value of the asymptotic spectral moments in Theorem 1.1 with the lower boundsm on the expected spectral moments for n = 1000, as derived in Lemmas 4.1 and 4.3, respectively. We also include in this Mean (100x) 4 1.599e-2 1.394e-2 2.152e-2 1.591e-2 6 5.739e-3 4.733e-3 5.740e-3 5.700e-3 8 2.388e-3 1.958e-3 2.388e-3 2.368e-3 10 1.081e-3 0.897e-3 1.081e-3
1.071e-3 The empirical mean is computed as 0.7679, while the upper and lower bounds in Corollaries 4.2 and 4.4 for s = 30 and n = 1000 are 0.6913 and 0.7757, respectively. Tighter lower bounds can be computed in the asymptotic case using the methodology presented in the next subsection.
4.2.
Almost Sure Bounds on the Asymptotic Spectral Radius. We now shift our focus to bounds on the asymptotic spectral radius of A n that hold P-almost surely. To begin, note by Fatou's lemma that E {lim inf n→∞ A n op } ≤ lim inf n→∞ E { A n op }. Moreover, from Corollary 3.4 and the almost sure deterministic limit set forth in Theorem 1.1 we get that lim n→∞ A n op = E{lim inf n→∞ A n op }, Palmost surely; and as a consequence of Corollary 4.4 we have lim inf n→∞ E { A n op } ≤ lim inf n→∞ n(1 + θ , which holds true for any s ∈ N. Indeed, letting s → ∞ and taking n = s yields lim n→∞ A n op ≤ lim s→∞ m 1/2s 2s , P-almost surely. In what follows we use the methodology introduced in [21] to find almost-sure lower bounds on lim n→∞ A n op that are optimal given the knowledge of a truncated sequence of asymptotic spectral moments from (1.1), as {m 2s , s = 1, . . . ,ŝ} forŝ a fixed odd integer.
First note that since m 2s+1 = 0 for all s ≥ 0, the asymptotic spectral distribution F (·) is symmetric. Associated with F (·), we define the auxiliary distribution G(·) given by G(x) = F ( √ x) for x ≥ 0 and G(x) = 0 when x < 0. Denote the s-th moment of G(·) by ν s := +∞ −∞ x s dG(x) = +∞ −∞ x 2s dF (x) = m 2s for any s ∈ N. Given a truncated sequence of moments (ν 0 , ν 1 , . . . , ν 2s+1 ) with ν 0 = 1 ands = (ŝ − 1)/2, we can use Proposition 1 in [21] to compute a lower bound on sup x>0 {G(x) > 0} by solving the following semidefinite program [33] β s := min where 0 indicates the belonging relation to the convex cone of all real symmetric positive semidefinite (s + 1) × (s + 1) matrices. Notice that the matrices involved in (4.2) present a Hankel structure and β s is the solution of a semidefinite program in one variable x > 0, which can be efficiently solved using the standard optimization softwares such as [1] . From β s , we get that lim n→∞ A n op ≥ √ β s , almost surely. We verify this bound numerically fors = 14 to find that the optimal lower bound for the asymptotic spectral radius is 0.7578, which is comparable to the empirical mean 0.7679 computed in Subsection 4.1 for 100 realizations of A 1000 with σ i = e −4i/n , ∀i ∈ [1000].
5. Conclusions. In this paper, we analyzed a random matrix ensemble characterized by zero-mean entries and a rank-one pattern of variances, Var{a ij } = σ i σ j , for a given sequence {σ i : i ∈ N}. This was achieved by extending the analysis in the seminal paper of Füredi and Komlós [17] to the case of entries with non-identical variances. Our main result stated some mild assumptions on the sequence {σ i : i ∈ N}, under which the spectral distribution of the random matrix ensemble converges almost surely and weakly to a deterministic distribution that we characterized via its moments sequence and gave explicit expressions thereof. We further extended our results to provide upper and lower bounds on the expected spectral moments, and consequently the expected spectral radius of any finite dimensional random matrix with zero-mean entries and the specified pattern of variances. Finally, the exact asymptotic expressions for the moments of the limiting spectral distribution allowed us to optimally bound the almost-sure limit of the spectral radius as n → ∞. The results are of primary interest in the analysis of random graph models with specified degree sequences and the latter constitute a main focus of our future research. We also aim to investigate other or more complex matrix ensembles which admit a similar or refined version of the analysis presented in this paper.
