We estimate the behavior of the generalized eigenfunctions of critical Dirac operators (which are Dirac operators with eigenfunctions and/or resonances for E = m) under small perturbations in the potential. The results also apply for other differential operators (for example Schrödinger operators).
Introduction
Expansion into generalized eigenfunctions is an important tool for detailed propagation estimates of wave functions. Moreover they turn out to be vital for propagation estimates for time dependent Hamiltonians. Applications of this are in scattering theory [7] and most recently in adiabatic pair creation [10] , [11] , [12] where especially the control of the propagation of a wave function under the influence of an almost critical potential (in this paper we denote a potential as critical when there exist eigenfunctions or resonances at the edge of the absolutely continuous spectrum) is of interest.
It is known, that the eigenfunctions of a critical potential diverge as k goes to zero. A detailed estimate of the k → 0 behavior of the generalized eigenfunctions of critical potentials can be found in [4] . We want to generalize these results to operators with an additional perturbation of the critical potential and we shall estimate the behavior of the generalized eigenfunctions in dependence of k and the perturbation of the critical potential.
Our main motivation for studying generalized eigenfunctions near criticality is the proof of existence of spontaneous pair creation. For this reason we focus solemnly on Dirac operators, of which we use the Greens function of the free Dirac operator in some essential way. Hence all results can be transferred to other operators as well if needed in application.
Recently in [5] a question similar to ours has been asked, namely to estimate the decay of a critical bound state. While our method is different, it is more general then [5] and gives, concerning the decay, the same result [10] , [11] , [12] .
Condition 1.1
In what follows the letters C and C n , n ∈ N 0 will be used for various constants that need not be identical even within the same equation. The absolute value of any vector x ∈ R 3 shall be denoted by x. We shall use units where c = m = = 1.
The Dirac equation
The one particle Dirac equation with external potential in the "standard representation" reads:
where
with σ l being the Pauli matrices: 
for the four potential A µ (A is usually denoted by A / in the literature).
Note that ψ is a 4-vector valued function and the underlying Hilbert space is
2 The spectrum of D s
We are interested in the (generalized) eigenfunctions of the Dirac operator, i.e. L ∞ -solutions of
for E ∈ R.
One can easily show [1] , that any such solution solves the so called Lippmann Schwinger equation and vice versus
where G + E are the kernels of (E − D 0 ) 
By this definition (5) can be written as
furthermore
The proof that T A E maps L ∞ into B can be found in [1] . (5) satisfies (4) with the respective E and vice versus, (b) for any solution φ E ∈ B of (5) we have that |E| ≤ 1 and
Proof 2.3 The proof of (a) can be found in [1] . The proof of (b) is as follows: Let φ E ∈ B be solution of (5). Since T A E maps L ∞ into B it follows that χ E (x) ∈ B. Since there exist no solutions χ E (x) ∈ B of (6) but the trivial one, it follows that χ E (x) ≡ 0. With (5) we get (10) . Due to [18] no solutions of (10) exists for the potentials we consider for |E| > 1 and (b) follows.
It is well known (see for example [18] ) that we have for any E ≥ 1 and for any E ≤ 1 two linearly independent solutions χ E ∈ L ∞ of the free Dirac equation. It follows, that we can find two linearly independent solutions of (5).
Non critical potentials

Definition 2.4 We call a 4-potential A critical if and only if there exist (generalized) eigenfunctions Φ ∈ B of the Dirac operator
e. a non-trivial solution of (4)) with energy E = 1, and we denote the set of these (generalized) eigenfunctions by N :
and any spin j ∈ {1, 2, 3, 4} such that (b) the set of {φ(j, k, ·)} define a generalized Fourier transform in the space of scattering states by
and
where φ † (j, k, x) denotes the transposed of the four spinor φ(j, k, x).
The so defined F (ψ) is isometric to ψ, i.e.
The Lemma is the first parts of Lemma 3.4. in [1] .
Critical potentials
We consider the Dirac operator D = D 0 + A for a critical potential A where
with Φ ∈ B and DΦ = Φ. We want to find out when Φ ∈ L 2 . In view of Lemma 2.2 the corresponding Lippmann Schwinger equation (5) reads
The explicit form of G + E can be found in [18] G
For Φ 1 (x) we can write
follows that there exists a C > 0 such that 
there are two alternatives: Either the spinor components of Φ(y) are such that λ = 0 and thus Φ 2 (x) is of order x −1 and thus Φ / ∈ L 2 or such that λ = 0 and thus Φ ∈ L 2 . The final result of this paper will depend on whether λ is equal to zero or not, i.e. if Φ ∈ L 2 or not. This dichotomy can be compared to the results of [6] , where the behavior of bound states of an almost critical potential is studied. This behavior crucially depends on the fact if λ = 0 or not. Further explanation how this is related to our results shall be given below.
Remark 3.1 Below we will restrict ourselves to potentials where either λ(Φ) = 0 for all Φ ∈ N , or λ(Φ) = 0 for all Φ ∈ N . For simplicity we will from now on just write λ instead of λ(Φ).
Note, that the image of 1 + β (which maps C 4 → C 4 ) is two dimensional. Hence if λ = 0 it follows that (under our restriction above) N is maximally two dimensional. 4 Generalized Eigenfunctions for critical potentials with small perturbations
In the following we will restrict our observations to critical potentials which satisfy some additional (weak) conditions. In this paper we wish to estimate the generalized eigenfunctions of the Dirac operator with potentials A + B where A ∈ C and B ∈ W K for some (small) K.
For "small" B we have -similar as in the B = 0-case (see [4] ) that the generalized eigenfunctions are of leading order a multiple of some element of N . Which element may depend on B, k and j. We will estimate the L ∞ -norm of this element in dependence of B, k and j (denoted by |α 
For non-degenerate r it is possible to formulate the Theorem in a much nicer way (namely Corollary 4.9 below). For that we need first Lemma 4.5 For any invertible selfadjoint n×n matrix R, any selfadjoint n×n matrix Q, any ω ∈ R and any v ∈ R n with v = 1 we have that
where the ω p are the eigenvalues of the matrix
Proof 4.6 Let R be regular and selfadjoint, Q be selfadjoint. Hence we can write for any v ∈ R n with v = 1
+ ω is selfadjoint the first scalar product is real. Since
is anti-selfadjoint, the second is imaginary. Hence
is selfadjoint there exists a orthonormal eigenbasis {e l }. Let us denote the respective eigenvalues by ω l and the coordinates of v written in this eigenbasis by v l . It follows that
To apply the Lemma to Theorem 4.4 we need Definition 4.7 For any B ∈ L 1 and any selfadjoint r : N × N → C we define the the n × n matrices B and R by b p,q := Φ p , B, Φ q and r p,q := r(Φ p , Φ q ) in some orthonormal basis {Φ p }. Furthermore we define ω p (B, r) ∈ R to be the p th eigenvalues of the (selfadjoint) matrix 
Proof 4.10 Theorem 4.4 and Lemma 4.5, setting ω = k 2 , imply that
and the Corollary follows. 
changes its sign when crossing the resonance. 
It follows, that also the "resonances" loose -at least partially -their degeneracy when a general potential B is added. The estimates (concerning the sum) in Corollary 4.9 reflect this fact: Each summand represents a "resonance". In this sense on can heuristically guess that the generalized eigenfunction is of leading order equal to
where the set {Φ p : 1 ≤ p ≤ 1} is a basis of N . 2 ) for critical A + B. Due to part (c) of the Remark, one of these two parabolas contains potentials which have bound states, the other one contains potentials which have "resonances" (which one, depends on A. For positive, purely electric A on can show that the potentials in the lower "parabola" have bound states ).
Proof of the Theorem
The set M ⊥ has the interesting property that it is invariant under T 
by computing
We may apply this to h ∈ B and g = Φ ∈ N to obtain h, A, Φ = h, A, T Furthermore we have It follows that the vectors − → Φ q are linearly independent and thus they form a Basis of C n , hence we can find complex numbers γ q , q = 1 . . . n such that It follows that the − → Φ q are linearly independent, hence we can find complex numbers γ q , q = 1 . . . n such that
We now arrive at the main Lemma. 
Furthermore we have for any normalized m
Proof 5.11 Let A ∈ C. Choose k 0 and K (there will be further restrictions on k 0 and K below, so the final k 0 and K may at the end be smaller) such that there exists a C > 0 such that
for any h ⊥ ∈ M ⊥ , any k ∈ R 3 with k < k 0 and any potential B ∈ W K (in view of Lemma 5.8 (b) such a choice is possible).
Then (using Lemma 5.8 (a), (c) and (d)) one can find constants C, C 1 , C 3 > 0, C 2 ≥ 0 such that for any k ∈ R 3 with k < k 0 , any potential B ∈ W K (i.e.
bounded B 1 ) and any normalized Φ ∈ N , m
Next we will show that the first summand will suffice for our estimates, i.e. that there exists a constant C > 0 such that
Therefore we have to show that for sufficiently small K, k 0 :
which we will do next: We will prove (34) for λ = 0, λ = 0 and B 1 = O(k) and λ = 0 and B 1 ≫ k separately: 1 st Case: Assume that λ = 0. Then the leading order of t 3 is obviously greater than or equal to Ψ, B, Ψ + iλkC 1 . The first summand is real, the second imaginary (q is antisymmetric!) (and not equal to zero). Hence there exists a C > 0 such that Ψ, B, Ψ + λkC 1 > Ck and (34) holds. We next prove (26) and (27): We define
with ω > 0 and Φ
Using (33) and (31) we get
using (32) and (30) we get
Note, that C Φ is bounded uniformly in normalized Φ. To get (26) it is left to show that for small enough k 0 , K rd Case: Assume that λ = 0 and
and (38) follows.
In view of (26) and (37) we have that
which is -in view of (32), (33) and (36) -exactly (27).
(28) and (29) can be verified in a similar way as (26) and (27): We define
In view of (38)
∞ is of order one, which is exactly (29).
In view of (29) and (41) we have that
which is -in view of (32), (33) and (40) -exactly (27).
Having proven the Lemma we arrive at 
Proof 5.13 Let A ∈ C, B ∈ W K and k such that k < k 0 with K and k 0 such, that Lemma 5.10 holds. Let φ(A + B, j, k, x) be the respective eigenfunction. Following Lemma 2.5 φ(A + B, j, k, x) satisfies
it follows that
It is left to show, that for λ = 0
Using this with Lemma 5.10, noting that for all Φ, Ψ ∈ N
is of order one (see below (33)), the Corollary follows. Let us verify (46). Using the equivalence of all norms in the finite dimensional space M we have that there exists a C > 0 and a normalized Φ ∈ N such that
In view of (44) we have
ik·x multiplied with some (k-dependent) fourspinor. Hence χ E k − χ 1 is of order k(1 + x), thus the second summand is of order k. In view of Lemma 6.1 (d) using that χ E k is normalized, the third summand is of order (λk + k 2 ). It suffices to prove that if λ = 0
Therefore we use that χ 1 (x) solves the free Dirac equation, i.e. (1−β)χ 1 (x) = 0 and thus (1 + β)χ 1 (x) = 2χ 1 (x). This (23), (44) and (17) yields
With this Corollary, the Theorem follows easily: We have that
Since B and r are selfadjoint and s and q are anti-selfadjoint, the first two summand are real, the second two are imaginary. Furthermore we have that s(Φ, Φ) = 0 for all Φ ∈ N \{0}. Hence there exists a constants C ∈ R\{0} such that
Furthermore we have that
hence with (47) there exists a C > 0 such that
and the Theorem follows.
6 Proof of Lemma 5.8
Our last step in this paper is to prove the following Lemma, the last points of which are exactly Lemma 5.8. 
and if
Proof of part (a) of Lemma 6.1
We will prove part (a) of the Lemma by contradiction: Assume that for every n ∈ N there exists a k 0 ≤ k n < 1 and a function h n ∈ M ⊥ with h n ∞ = 1 such that
i.e.
Using Bolzano Weierstraß we can assume without loss of generality that k n converges. We denote the respective limit by k 0 . Using that T A E k is completely continuous it follows that
But the sequence T
h n is Arzela-Ascoli compact, since
is compact in the Arzela-Ascoli sense, i.e. for any ε > 0 there exists a δ > 0 such that
for all x, y ∈ R 3 with x − y < δ and all f ∈ A.
To prove this let ε > 0, f ∈ A and let k ∈ R and g ∈ B be such that
For any ζ > 0 we can write
is integrable, the first summand goes to zero in the limit ζ → 0. Hence we can find a ζ > 0 such that the first summand is smaller than ε/2.
Since G
is on any set bounded away from 0 uniformly continuous, the second summand goes for any fixed ζ > 0 to zero in the limit |x− y| → 0. Hence we can find for any ζ > 0 a δ > 0 such that the second summand is smaller than ε/2. It follows that | f (x) − f (y) |< ε for x − y < δ.
It follows that A is compact (in the Arzela-Ascoli sense). Thus there exists a convergent subsequence
By virtue of (51) lim j→∞ h n(j) = lim j→∞ T
)h = 0 has nontrivial solutions only for k 0 = 0 it follows that k 0 = 0 and h ∈ N .
On the other hand since h n ∈ M ⊥ N , A, h n = 0 for all n ∈ N. With the continuity of the scalar product it follows that h ∈ M ⊥ , which contradicts to the fact that N ∩ M ⊥ = {0} and part a) of the Lemma follows.
Proof of part (b) of Lemma 6.1
Let h ∈ L ∞ , A ∈ C. We have using (7) (T
It follows that (14)) we have that
The first summand is of order k. Since e ikx − 1 is of order kx, the second summand is of order k and part (b) of the Lemma follows.
Proof of part (c) of Lemma 6.1
The triangle inequality yields
Since M has finite dimension, all norms on this space are equivalent, i.e. there exists a C < 0 such that
Using the equivalence of all norms on the finitely dimensional vector-space M we have that AΦ −1 Φ ∞ is bounded and part (c) of the Lemma follows.
Proof of part (i) of Lemma 6.1
Let Φ ∈ N with Φ ∞ = 1. Using linearity it suffices to prove equation (48) for B with B 1 = 1.
We shall use Taylors formula to estimate Φ, B, (T
In view of (7)
(see (14) ) around k = 0, so we need the following derivatives
By Taylors formula we have that
For S 1 we obtain with (55) that
Hence by (17)
For S 2 we have
In view of (56) we have that for any k 0 > 0 there exists a C > 0 such that
and Φ ∈ L ∞ it follows that there exists a C > 0 such that
Hence
Using that B ∈ L 1 and that (1 + x)Ψ ∈ L ∞ (see below (17)) (48) follows. Next we prove (49). We have by Taylors formula that
Setting B = A in the estimates above (see (59) and below) we get that there exists a C 1 ∈ R such that q(Φ, Ψ) = λC 1 and that k 2 r is well defined. Similarly we can show that s is well defined, now using that (1 + x 2 )A ∈ L 1 : Using the symmetry of the operator T A E k and the symmetry of i∂ k we have that r is selfadjoint and s is anti-selfadjoint.
In view of (59) there exists a C 1 ∈ C such that
It is left to show, that s(χ, χ) = 0 for all χ ∈ N : Let χ ∈ N . We obtain by (57) Since β is self adjoint it follows that ξ(1 − β), ξ ∈ R, since β = 1 it follows that ξ(1 − β), ξ ≥ 0 hence there exists a C 2 ∈ R + 0 such that
Due to symmetry in exchanging x with y we have that
For s 3 we can write
it follows that there exists a C 3 ≥ 0 with
This (66) and (67) in (62) yield that there exists a C 1 ≥ 0 such that
Since A was defined to satisfy either (18) or (19) it follows taking note of (64) and (65) as well as (68) that C 2 or C 3 > 0, hence C 1 = C 2 + C 3 > 0, i.e. s(χ, χ) = 0. 
and (T
With (55) and (7) we have that by virtue of (17) [∂ k (T Using (17) it follows that
With (71) part (d) follows.
Proof of part (e) of Lemma 6.1
Using (23) and part (d) of the Lemma yields
Using the triangle inequality part (e) of the Lemma follows.
Proof of part (f ) of Lemma 6.1
Using (23) and (23) we have that
Using part (a) of the Lemma we have that
S 2 can be estimated similarly as S 2 above. We have Since G + (x) is integrable for all k < k 0 and bounded uniform in k < k 0 and x > 1 it follows that there exists a constant C such that
With (75) and (76) 2 A dependence is in the constants) yields part (j) of the Lemma.
