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Abstract
This PhD thesis investigates the image sequence labeling problems optical character recognition
(OCR), object tracking, and automatic sign language recognition (ASLR). To address these
problems we investigate which concepts and ideas can be adopted from speech recognition to
these problems. For each of these tasks we propose an approach that is centered around the
approaches known from speech recognition and adapted to the problem at hand. In particular,
we describe our hidden Markov model (HMM) based image sequence recognition system which
has been adopted from a large vocabulary continuous speech recognition (LVCSR) framework
and extended for tasks.
For OCR, we present our RWTH Aachen University Optical Character Recognition (RWTH
OCR) system, which has been developed within the scope of this thesis work. We analyze
simple appearance-based features in combination with complex training algorithms. Detailed
discussions about discriminative features, discriminative training, and a novel discriminative
confidence-based unsupervised adaption approach are presented.
In automatic sign language recognition (ASLR), we adapt the RWTH Aachen University
Speech Recognition (RWTH ASR) framework to account for multiple modalities important in
sign language communication, e.g. hand configuration, place of articulation, hand movement,
and hand orientation. Additionally, non-manual components like facial expression and body
posture are analyzed.
Most sign language relevant features require a robust tracking method. We propose a multi
purpose model-free object tracking framework which is based on dynamic programming (DP),
and which is applied to hand and head tracking tasks in automatic sign language recognition
(ASLR). In particular, a context-dependent tracking decision optimization over time allows to
robustly track occluded objects. The algorithm is inspired by the time alignment algorithm
in speech recognition, which guarantees to find the optimal path w.r.t. a given criterion and
prevents taking possibly wrong local decisions.
All results in this work are either evaluated on standard benchmark databases, or on novel
publicly available databases generated within the scope of this thesis work. Our optical charac-
ter recognition (OCR) system is evaluated on various handwritten benchmark databases and for
multiple languages. Additionally, a novel Arabic machine printed newspaper database is pre-
sented and used for evaluation. Our dynamic programming tracking (DPT) framework and its
different algorithms are evaluated for head and hand tracking in sign languages on more than
120,000 frames of annotated ground-truth data. The ASLR system is evaluated for multiple
sign languages, such as American Sign Language (ASL), Deutsche Gebärdensprache (DGS),
and Nederlandse Gebaren Taal (NGT), on databases of different visual complexity. In all cases
highly competitive results can be achieved, partly outperforming all other approaches known
from literature.
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Zusammenfassung
Diese Arbeit untersucht Verfahren zur Erkennung handgeschriebener und maschinengedruck-
ter Texte, zum Verfolgen von sich bewegenden Objekten in Bildsequenzen, als auch zur au-
tomatischen Erkennung von kontinuierlicher Gebärdensprache. Um die entsprechenden Prob-
leme zu bearbeiten, untersucht diese Arbeit, welche Konzepte und Ideen aus der automatischen
Spracherkennung übernommen und auf Problemstellungen in der Bildsequenzverarbeitung an-
gewendet werden können. Insbesondere wird ein hidden Markov model (HMM) basiertes Sys-
tem zur Bildsequenzerkennung beschrieben, das auf einem System zur Erkennung natürlich
gesprochener Sprache auf großem Vokabular basiert.
Im Bereich der hand- und maschinengeschriebenen Texterkennung wird das RWTH OCR
System präsentiert, das im Rahmen dieser Arbeit neu entwickelt wurde. Es werden einfache
erscheinungsbasierte Bildmerkmale in Kombination mit komplexeren Trainingsalgorithmen
analysiert. Detaillierte Diskussionen bezüglich diskriminativer Merkmale, diskriminativem
Training, als auch bezüglich einem neuen konfidenzbasierten diskriminativen Verfahren zur
unüberwachten Modellanpassung werden präsentiert.
Ferner erweitern wir das Spracherkennungssystem, um damit kontinuierliche Gebärdenspra-
che zu erkennen. Hierzu bedarf es zusätzlicher Erweiterungen, die es ermöglichen, wichtige
Handmerkmale wie Stellung, Bewegung, Ausführungsort, sowie Erscheinungsbild zu model-
lieren, als auch nicht-manuelle Merkmale, wie Gesichtsausdruck, zu berücksichtigen, da diese
elementar in allen betrachteten Gebärdensprachen sind.
Zu diesem Zweck präsentieren wir ein vielseitig einsetzbares und modellfreies Verfahren zur
Verfolgung von Objekten. Der Algorithmus basiert auf dem Verfahren der dynamischen Pro-
grammierung und wird in dieser Arbeit zum Kopf und Hand Verfolgen im Bereich der automa-
tischen Erkennung von Gebärden eingesetzt. Insbesondere ermöglicht eine kontextabhängige
Optimierung über Bildsequenzen hinweg das robuste Verfolgen von teilweise verdeckten Ob-
jekten.
Alle in dieser Arbeit vorgestellten Verfahren werden entweder anhand von Standarddaten-
banken evaluiert, oder auf im Rahmen dieser Arbeit neu erstellen und frei verfügbaren Daten-
banken. Unser optical character recognition (OCR) System wird auf zahlreichen handgeschrie-
benen Texten in verschiedenen Sprachen evaluiert. Zusätzlich wurde eine neue Datenbank mit
maschinengedruckten arabischen Texten erstellt. Die Methoden zur Objektverfolgung werden
auf mehr als 120.000 handannotierten Bildern evaluiert, das Gebärdenspracherkennungssys-
tem wird ebenfalls auf mehreren Datenbanken in unterschiedlichen Sprachen evaluiert. In allen
Fällen werden sehr gute Ergebnisse erzielt, die teilweise besser sind, als die bisher in der Liter-
atur bekannter Verfahren.
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Chapter 1
Introduction
In this work, we describe our hidden Markov model (HMM) based image sequence recogni-
tion system which has been adopted from a large vocabulary continuous speech recognition
(LVCSR) framework and extended for optical character recognition (OCR) tasks, object track-
ing, and automatic sign language recognition (ASLR) tasks.
Hidden Markov model (HMM) based approaches are probably the method of choice if con-
tinuous symbol streams, such as character strings, gesture sequences, or signed words have to
be recognized. Such symbols and their corresponding appearance typically vary over time and
are realized within an important spatio-temporal context:
• In handwritten texts, the appearance of characters depends on the position within a word,
the appearance of its neighboring characters, and the writer’s handwriting style.
• In tracking applications, the appearance of an object to be tracked can change over time
and can be temporarily occluded.
• In continuous sign language recognition, we have to deal with dialects and strong coartic-
ulation effects, i.e. the appearance of a sign depends on preceding and succeeding signs,
resulting in large inter- and intra-personal variability.
Many approaches try to cope with these modalities by normalizing the input images or ex-
tracting features being robust against such variations. In OCR, after a previous physical layout
analysis has been performed, combinations of artificial neural networks (ANNs) or HMMs
based approaches can be considered as the state-of-the-art for handwriting recognition sys-
tems [Bertolami & Bunke 08b,Dreuw & Rybach+ 09,Fink & Plötz 06,Natarajan 09]. In action
recognition, bag of visual words (BOVW) models or support vector machines (SVMs) in com-
bination with an interest point (IP) based local feature (LF) extraction are often used [Laptev
& Marszalek+ 08], whereas in gesture or sign language recognition tasks mainly Markov
chain based systems have been used [Braffort 96, Bowden & Windridge+ 04, Dreuw & Stein+
08, Yang & Sclaroff+ 09]. Most state-of-the-art HMM based image sequence recognition sys-
tems for OCR and gesture or sign language recognition have in common that they are trained
using the maximum likelihood (ML) criterion.
We propose to adapt a large vocabulary continuous speech recognition (LVCSR) framework
to account for all these modalities within a common framework. One fundamental principle
of this work is to avoid error prone early and local decisions. Instead, dense features, dis-
criminative features in combination with discriminative training, and late fusions with external
1
Chapter 1 Introduction
knowledge sources such as language models (LMs) or feature rescoring during decoding are
investigated in this work.
All investigations have been realized within a unique large vocabulary continuous speech
recognition (LVCSR) framework and applied to several application scenarios:
• OCR, in particular handwritten text recognition (also known as intelligent character
recognition (ICR) and intelligent word recognition (IWR)), and machine-printed text
recognition,
• model-free object tracking, in particular head and hand tracking for feature extraction in
gesture and sign language recognition,
• continuous gesture and sign language recognition,
• and partly face recognition tasks.
A main question of this work is: What can we adopt from automatic speech recognition
(ASR) for computer vision (CV), e.g. image sequence recognition problems, and vice-versa?
Novel in this work are among others the comparison of robust and dense features across multi-
ple application scenarios, the comparison of generatively and discriminatively trained HMMs,
a confidence-based discriminative training approach for unsupervised model adaptation, and a
comparison of neural network based hybrid and tandem based HMM approaches. Furthermore,
a general purpose dynamic programming tracking (DPT) framework is presented and evaluated
on various sign language recognition tasks. For this purpose, large benchmark databases have
been created which allow for an evaluation within a unique feature extraction and recognition
framework.
Experimental results are provided for OCR, object tracking, and sign language recognition
on standardized benchmark sets and evaluation metrics. Various databases have been used
for handwriting recognition tasks, such as the Arabic IfN/ENIT database, the French RIMES,
or the English IAM databases. For tracking evaluation, more than 120,000 image have been
ground-truth labeled.
Structure of This Document
This work is organized as follows: Chapter 2 briefly summarizes the goals and fundamentals
of this work. In Chapter 3 the state-of-the-art related to the three main research areas of this
thesis work, optical character recognition (OCR), dynamic programming tracking (DPT), and
automatic sign language recognition (ASLR), is presented. Next, the three main parts of this
work are described: optical character recognition (cf. Chapter 4), appearance-based tracking (cf.
Chapter 5), and automatic sign language recognition (cf. Chapter 6). Finally, Chapter 7 gives
a short summary and conclusion of the entire work, while Chapter 8 summarizes the scientific
contributions of this work.
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Chapter 2
Scientific Goals
In this chapter, we summarize the goals, the underlying principles, and the main contributions
of this work.
Goals
The main goals which were set up at the beginning of this work and which were adjusted during
the process of this work are:
• extend and adapt a large vocabulary speech recognition system towards an image se-
quence recognition system which can be used for OCR, images, gestures, and signed
languages
• analyze and improve the individual components of an image sequence recognition system
in order to create the best possible system, in particular the effect of using different image
descriptors, sequence modeling, and training criterions
• which concepts can be adopted from automatic speech recognition (ASR) to computer
vision (CV) problems, especially to image sequences?
• are the observed effects comparable to those observed in ASR?
• what is the relationship between the targeted CV fields OCR, images, and gestures - do
they behave similarly?
• novel theoretical approaches and extensions in general for OCR, image, and gesture
recognition problems
This work provides answers to the above mentioned questions by analyzing the transferabil-
ity and robustness of ASR approaches for image sequence processing in three different domains:
optical character recognition (cf. Chapter 4), face- and hand-tracking (cf. Chapter 5), and ges-
ture and sign language recognition (cf. Chapter 6).
All extensions and evaluations have been made by the usage of a single framework. In par-
ticular, an HMM based large vocabulary continuous speech recognition (LVCSR) framework
has been extended and adapted to process image and video sequences. Due to the nature of the
chosen framework and databases, it can be assumed that most results can be transferred back
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to ASR domain. Similar usage of features, lexica, and language models on smaller corpora
allow for a more detailed analysis of algorithms and parameters known to be successful in ASR
domains.
The proposed comparisons between ASR and CV approaches have not yet been investigated
in this form. The following topics will be analyzed and described in detail in the work.
Visual Modeling
The visual modeling of image sequences consists of several steps, as the visual realisation of an
individual observation is highly dependent on the individual creator (e.g. signer or writer) and
the environment. The recognition systems must be able to handle such time-varying contextual
effects. For the recognition of image and video sequences, the HMM based state-of-the-art
RWTH ASR system of the RWTH Aachen University (RWTH) has been significantly extended
during this work, by e.g. new image-based distance measures and visual inspection tools allow-
ing for a detailed analysis of temporal image alignments.
Multi-modal Visual Feature Extraction and Analysis
Succeeding feature vectors are commonly concatenated in ASR before the linear discriminant
analysis (LDA) transformation is applied to account for temporal dependencies. An analysis
of spatio-temporal feature context, different feature extraction, reduction and combination tech-
niques to model spatio-temporal effects are presented for OCR (cf. Chapter 4) and ASLR (cf.
Chapter 6).
Multi-layer perceptron (MLP) based features for hybrid or tandem based HMM approaches,
which combine the advantages of large and non-linear context modeling via neural networks
while profiting from the Markovian sequence modeling, are analyzed. Additionally, we com-
bine discriminative Gaussian HMMs (GHMMs) training using MLP based discriminative fea-
tures.
Comparison of Training Criteria
Most current approaches for optical character recognition (OCR) or automatic sign language
recognition (ASLR) are maximum likelihood (ML) trained HMM systems, but state-of-the-art
speech recognition systems are based on discriminative GHMMs. Typical discriminative train-
ing criteria for string recognition like for example minimum phone error (MPE) and maximum
mutual information (MMI) in ASR are based on a (regularized) loss function. In contrast, large
margin classifiers - the de-facto standard in machine learning - maximize the separation margin.
An additional loss term penalizes misclassified samples. This work analyzes and compares
the performance of MPE and MMI training criteria and margin-modified versions in image
recognition problems.
In order to adapt visual models to e.g. speaker styles, speaker adaptive training (SAT), unsu-
pervised clustering, or additional speaker specific data is used. This work proposes a confidence-
based discriminative training approach based on the MPE and MMI criteria in order to adapt
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models in an unsupervised manner to different handwriting styles in OCR or signer dialects in
ASLR.
Tracking
Under realistic-world circumstances, the performance of many current tracking approaches
decreases dramatically as it heavily depends upon possibly wrong local decisions if no model
or online-learning is involved during tracking. To tackle these problems we avoid preliminary
decisions and propose to use the same techniques that are successfully applied in ASR for
nonlinear time alignment to implement a novel dynamic programming (DP) based tracking
algorithm. We focus on hand and face-tracking for gesture and sign language recognition and
provide an analysis of various appearance-based and model-based scoring functions.
Underlying Principles
These goals were planned within the context of the following principles, which are the fun-
dament to most of the works at the Human Language Technology and Pattern Recognition
(HLTPR) Group at RWTH Aachen University (RWTH):
• Decisions in a classification system are made according to the Bayes’ decision rule
• Avoid early and local decisions, such as segmentation of the image object, wherever
possible.
• Use the appearance-based approach and use features directly derived from the pixel in-
tensities of the images.
• Learn from the experience gained in ASR and machine translation (MT), in particular
regarding modeling and training.
• Quantitatively evaluate the improvement of newly developed systems.
5

Chapter 3
Related Work
This chapter describes the current state-of-the-art and works which are related to the three main
research areas of this thesis work, optical character recognition, tracking, and sign language
recognition. These different tasks are interpreted in this work as image sequence recognition
problems and tackled by adopting concepts from ASR and evaluated mainly by HMM based
approaches.
3.1 Hidden Markov Model based Image Text Recognition
From a system point of view, many approaches for Arabic handwriting recognition [Abed &
Märgner 10] in the past were HMM based systems using the Hidden Markov Model Toolkit
(HTK) [Young & Evermann+ 06]. BBN’s Glyph HMM system “Byblos” [Lu & Bazzi+ 98,
Natarajan & Saleem+ 08, Prasad & Saleem+ 08], has been extended to “PLATO” [Natarajan
09] within the MADCAT [Olive 07] project, and is used for handwriting and machine-printed
OCR tasks. SIEMENS showed in [Schambach & Rottland+ 08] how to convert a Latin OCR
system to Arabic handwritings. Other projects like OCRopus1 or Tesseract2 currently do not
support the recognition of Arabic scripts, and apparently only a few commercial applications
like Readiris3 and NovoDynamics VERUS4 can support those cursive scripts.
Many commercial machine-printed OCR products or systems described in the published
literature developed their recognition algorithms on isolated characters [Lu 95]. These systems
usually assumed that characters can be segmented accurately as a first step, and made hard
decisions at each stage which resulted in an accumulation of errors. Thus broken and touching
characters were responsible for the majority of errors. Obviously, those assumptions are too
strong for degraded or handwritten documents, or font-free approaches [Kae & Learned-Miller
09].
Such approaches were surpassed by late-decision systems, e.g. tools developed by the speech
recognition community, such as HMMs. In these systems, multiple hypotheses about both
segmentations and identities are maintained, and the final decisions are made at the end of an
observation sequence by tracing back the local decisions which led to the best global hypothesis
1http://code.google.com/p/ocropus/
2http://code.google.com/p/tesseract-ocr/
3http://www.irislink.com/readiris/
4http://www.novodynamics.com/
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[Jacobs & Simard+ 05]. In [Prasad & Saleem+ 08, Natarajan & Saleem+ 08], a framework
which is able to recognize Arabic handwritten and machine printed text is presented.
In the past, many interesting works related to isolated digit or character recognition [Simard
& LeCun+ 98, Nopsuwanchai & Povey 03, Keysers & Deselaers+ 07] have been presented,
where HMM based approaches [Lu & Bazzi+ 98, Bazzi & Schwartz+ 99, Juan & Toselli+
01, Schambach & Rottland+ 08, Bertolami & Bunke 08a, Espana-Boquera & Castro-Bleda+
11] have been especially successful in recognizing continuous handwriting, also known as in-
telligent character recognition (ICR) and intelligent word recognition (IWR).
HMM based approaches for offline and online handwriting recognition have been mostly
presented for Arabic [Lorigo & Govindaraju 06,Natarajan & Saleem+ 08,Abed & Märgner 10,
Dreuw & Heigold+ 11], English [Marti & Bunke 02,Bertolami & Bunke 08a,Espana-Boquera
& Castro-Bleda+ 11], and French [Grosicki & Abed 09], which also led to successful hand-
writing competitions at International Conference on Document Analysis and Recognition (IC-
DAR) and International Conference on Frontiers in Handwriting Recognition (ICFHR) confer-
ences. Other works e.g. focus on the recognition of white-board notes [Schenk & Schwärzler+
08, Geiger & Schenk+ 10]. [Plötz & Fink 09] provides a survey of HMM based offline hand-
writing recognition systems.
One of the underlying principles of this work is to avoid early and local decisions, such
as segmentation and preprocessing of the image text, wherever possible. Therefore, we focus
in Chapter 4 on character modeling and model adaptation, and describe how we convert and
extend a state-of-the-art large vocabulary continuous speech recognition (LVCSR) system for
text recognition, while using very simple appearance-based features to represent the images.
Discriminative GHMMs. State-of-the-art speech recognition systems are based on discrimina-
tively trained GHMMs, where major points of criticism of this conventional approach are the
indirect parameterization of the posterior model, the non-convexity of the conventional training
criteria, and the insufficient flexibility of the HMMs to incorporate additional dependencies and
knowledge sources [Heigold & Wiesler+ 10].
Most state-of-the-art single-pass [Märgner & Abed 07] and multi-pass [Bertolami & Bunke
08b,Dreuw & Rybach+ 09,Fink & Plötz 06] HMM based handwriting recognition systems are
trained using the ML criterion.
The MMI training criterion has been used in [Nopsuwanchai & Biem+ 06] to improve the
performance of an HMM based offline Thai handwriting recognition system for isolated charac-
ters. They propose a feature extraction based on a block-based principal components analysis
(PCA) and composite image features, which are reported to do better at discriminating Thai
confusable characters. In [Biem 06], the authors apply the minimum classification error (MCE)
criterion to the problem of recognizing online unconstrained-style characters and words, and
report large improvements on a writer-independent character recognition task when compared
to a ML trained baseline system.
Similar to the system presented in [Nopsuwanchai & Povey 03], we apply discriminative
training using the MMI criterion which is modified by a margin term. This margin term can
be interpreted as an additional observation-dependent prior weakening the true prior [Jebara
02], and is identical with the SVM optimization problem of log-linear models [Heigold &
Deselaers+ 08].
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Unsupervised Model Adaptation. The most common way for unsupervised adaptation is the
use of the automatic transcription of a previous recognition pass without the application of con-
fidence scores. Many publications have shown that the application of confidence scores for
adaptation can improve recognition results. However, only small improvements are reported
for confidence based constrained MLLR (C-MLLR) adaptation [Anastasakos & Balakrishnan
98] or maximum likelihood linear regression (MLLR) adaptation [Gollan & Bacchiani 08, Pad-
manabhan & Saon+ 00, Pitz & Wessel+ 00]. In this thesis, we present in Section 4.3.4 a novel
unsupervised confidence-based discriminative model adaptation approach by extending the pro-
posed modified MMI training criterion [Heigold & Deselaers+ 08] by an additional confidence
term [Dreuw & Heigold+ 09].
Due to ligatures and diacritics in Arabic handwriting, the same Arabic word can be written
in several writing variants, depending on the writer’s handwriting style. Similar to dictionary
learning in ASR [Sloboda & Waibel 96], where a-priori knowledge about specific pronuncia-
tion variants can be used for acoustic model refinement, the a-priori probability of observing
a specific writing variant can be used in handwriting recognition for writing variant model re-
finement during training and decoding. Additionally, during training, the writing variants can
be used in a supervised manner, which would correspond to a phoneme transcribed corpora in
ASR.
Writing Style Adaptation. A character based clustering of writing styles with a self-organizing
map is presented in [Vuori 02]. Unsupervised clustering that estimates Gaussian mixture mod-
els for writing styles in combination with a maximum likelihood linear regression (MLLR)
based adaptation of the models is presented in [Fink & Plötz 06, Vinciarelli & Vinciarelli+
02]. In [Bensefia & Paquet+ 05], a writer identification and verification approach using local
features is presented.
In this thesis we analyze in Section 4.3.5 a writer adaptive training (WAT) method using a
constrained MLLR (C-MLLR) based writer dependent adaptation of the features instead of the
models to train writer specific models. During recognition, in a first pass, we estimate in an
unsupervised writer clustering step with Bayesian information criterion (BIC) based stopping
condition [Gales 98] clusters for the unknown writers and their writing styles. In the second
pass, we use these clusters for a writer dependent estimation of the C-MLLR based feature
adaptation.
Hybrid NN/HMM Approaches. State-of-the-art handwritten text recognition system are usu-
ally based on GHMMs too [Bertolami & Bunke 08a], with hybrid neural network / HMM
( [Graves & Liwicki+ 09] RNN/CTC, [Espana-Boquera & Castro-Bleda+ 11] MLP/HMM), or
tandem based approaches ( [Schenk & Rigoll 06] MLP-HMM) being recently very successful in
online and offline handwriting recognition. However, most of the tandem based approaches use
an ML based training criterion to retrain the GHMMs. In this work we describe in Section 4.3.6
how we combine both approaches, discriminative GHMMs using MLP based features, and com-
pare it to hybrid MLP/HMM based approaches (cf. Section 4.4.2).
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3.2 Object Tracking in Image Sequences
Tracking is especially important if motion trajectories have to be recognized, e.g. for collision
detection, gait analysis [Sarkar & Phillips+ 05,Hofmann & Sural+ 11], marker-less motion cap-
turing [Cheung & Baker+ 05], or vision-based gesture or sign language recognition [Bowden
& Windridge+ 04, Dreuw & Rybach+ 07]. Numerous tracking models of different complexity
have been discussed in the literature [Gavrila 99,Yilmaz & Javed+ 06], such as Kanade-Lukas-
Tomasi (KLT) based feature trackers [Baker & Matthews 04], graph-based local feature track-
ers [Lehment & Arsic+ 09], particle filtering [Arulampalam & Maskell+ 02,Perez & Vermaak+
04], Level-Set trackers [Cremers & Rousson+ 07], or even Body-Pose Estimation based track-
ers [Buehler & Everingham+ 08].
Many of these approaches are typically very task and environment dependent, or require
special hardware. Under more realistic circumstances, the performance of current approaches
can decrease dramatically as it heavily depends upon possibly wrong local decisions [Grabner
& Roth+ 07].
Furthermore, tracking frameworks often require a robust background estimation, consider
only preceding tracking decisions, or track objects by a high-level model-based detection [Stalder
& Grabner+ 09]. This can result in a tracking loss of the target object if the object is occluded,
changing its appearance, or moving in an unexpected way [Yilmaz & Javed+ 06], if the ob-
ject’s visual context is not learned and exploited during tracking [Grabner & Matas+ 10, Kalal
& Matas+ 10].
Model-Free Tracking. A common assumption in ASLR is that the target object is moving
most over time. Opposed to a relatively rough bounding-box based tracking of e.g. persons
or cars for tracking-only tasks, usually special devices such as colored gloves or blue-boxing
environments are used to accurately track the regions-of-interest (such as the head, the hands,
etc.) for tracking and recognition tasks in sign language processing.
Similar to the work of [Schiele 06], the head and hand tracking tracking algorithm proposed
in this work (cf. Chapter 5) is based on dynamic programming (DP) and is inspired by the
time alignment algorithm in speech recognition. It guarantees to find the optimal path w.r.t.
a given criterion and prevents taking possibly wrong local decisions [Dreuw & Deselaers+
06b, Deselaers & Dreuw+ 08].
Model-Based Tracking and Path Adaptation. Tracking adaptation by learning has been ad-
dressed based on e.g. a spatial-color mixture appearance model for particle filters [Isard &
Blake 98,Wang & Suter+ 07], or tracking by model-building and detection as presented in [Ra-
manan & Forsyth+ 07, Grabner & Matas+ 10, Kalal & Matas+ 10, Breitenstein & Reichlin+
10]. Many of the proposed tracking methods fail if hands are moving abruptly such that the
transformations between two frames fall out of the learned or assumed range. Furthermore, the
model-based approaches incorporate detection-based methods, i.e. the resulting path is partly
optimized on a frame-level, which can result in non-smooth trajectories.
Here, we propose in Chapter 6 a global and model-based tracking path optimization approach
w.r.t. a word sequence, as presented in [Dreuw & Forster+ 08]. Our tracking and recognition
framework allows for fully integrated recognition and tracking [Forster 08] where the tracking
decision is withheld until the recognition phase and explicitly optimized according to recogniz-
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ing a sentence rather than to optimize some heuristic tracking criterion first.
3.3 Sign Language Recognition
We call the conversion of a video signal (images) into a sequence of written words (text) auto-
matic sign language recognition (ASLR) (see Chapter 6). We propose to use the knowledge ob-
tained in speech recognition research over the last decades to create a sign language recognition
system. In particular, we use a state-of-the-art large vocabulary continuous speech recognition
(LVCSR) system as a basis [Lööf & Bisani+ 06, Rybach & Gollan+ 09], since the similari-
ties between both tasks are great: Similar to spoken languages we have to process temporal
sequences of input data. However, in sign language recognition we have to deal with visual
observations instead of acoustic observations.
Only few studies consider the recognition of continuous sign language. Most of the current
sign language recognition systems use specialized hardware [Fang & Gao+ 07, Yao & Yao+
06] and are person dependent [Vogler & Metaxas 01, Bowden & Windridge+ 04], i.e. can only
recognize the signers they were designed for, or require specialized person-dependent models
[Buehler & Everingham+ 08].
Furthermore, most approaches focus on the recognition of isolated signs or on the even sim-
pler case of recognizing isolated gestures [Wang & Quattoni+ 06], which can often be char-
acterized just by their movement direction. The recognition of continuous sign language is
usually performed by HMM based systems. An HMM-based approach for French Sign Lan-
guage recognition has been proposed in [Braffort 96], where a data glove was used to obtain
hand appearance and position. Starner et al. presented an American Sign Language (ASL)
recognition system [Starner & Weaver+ 98], Holden et al. proposed an Australian Sign Lan-
guage recognition system based on HMMs [Holden & Lee+ 05], and e.g. Bauer and Kraiss
proposed a German Sign Language recognition system based on HMMs [Bauer & Kraiss 02]
in which the signer wore simple colored gloves to obtain data.
In [Wu & Huang 99,Ong & Ranganath 05] reviews on research in sign language and gesture
recognition are presented. Certainly some of the best reference resources in the growing field
of sign language research are related to the workshop proceedings on the representation and
processing of sign languages [Streiter & Vettori 04, Vettori 06, Crasborn & Efthimiou+ 08,
Dreuw & Efthimiou+ 10].
In the following we briefly discuss the most important topics to build up a large vocabulary
sign language recognition system. The most important of these problems reported below are
related to the lack of generalization and overfitting systems [von Agris & Kraiss 07], poor scal-
ing [Buehler & Everingham+ 09, Cooper & Bowden 09], and unsuitable databases for mostly
data driven approaches [Dreuw & Neidle+ 08].
Languages and Available Resources. Almost all publicly available resources, which have
been recorded under lab conditions for linguistic research purposes, have in common that the
vocabulary size, the types/token ratio (TTR), and signer/speaker dependency are closely related
to the recording and annotation costs. Data-driven approaches with systems being automatically
trained on these corpora do not generalize very well, as the structure of the signed sentences
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has often been designed in advance [von Agris & Kraiss 07], or offer small variations only
[Dreuw & Neidle+ 08, Bungeroth & Stein+ 08], resulting in probably over-fitted language
models. Additionally, most self-recorded corpora consists only of a limited number of signers
[Vogler & Metaxas 01,Bowden & Windridge+ 04]. Most research has been probably conducted
on American Sign Language (ASL) in the past [Starner & Weaver+ 98,Bowden & Windridge+
04, Farhadi & Forsyth 06, Nayak & Sarkar+ 09]. Other corpora have been created for e.g.
Arabic [Almohimeed & Wald+ 10], British [Bowden & Windridge+ 04], Chinese [Fang &
Gao+ 07], Czech [Campr & Hrúz+ 08], French [Balvet & Courtin+ 10], German [Stein &
Forster+ 10], Greek [Efthimiou & Fotinea 07], or Irish [Bungeroth & Stein+ 08] sign language.
Surveys for corpora that can be used for analysis, processing and evaluation of sign languages
are presented in [Dreuw & Neidle+ 08, Dreuw & Ney+ 10, Braffort & Bolot+ 10, Forster &
Stein+ 10]. The lack of available data [Forsyth & Farhadi+ 07, Wang & Chen+ 06] is partly
addressed in Chapter 6 by using virtual training samples from the existing data by cropping
several regions-of-interest for each frame of a video sequence.
In the recently very active research area of sign language recognition, with e.g. Dicta-Sign
[Efthimiou & Fotinea+ 10] and SignSpeak [Dreuw & Ney+ 10] being two research projects
funded within the FP7 framework of the EU, a new trend towards broadcast news or weather
forecast news can be observed. The problem of aligning an American sign language sign with
an English text subtitle is considered in [Farhadi & Forsyth 06]. In [Buehler & Everingham+
09, Cooper & Bowden 09], the goal is to automatically learn a large number of British Sign
Language (BSL) signs from TV broadcasts. Due to limited preparation time of the interpreters,
the grammatical differences between “real-life” sign language and the sign language used in
TV broadcast (being more close to signed exact English (SEE)) are often significant.
Environment Conditions and Feature Extraction. Further difficulties for such sign language
recognition frameworks arise due to different environment assumptions. Most of the methods
developed assume closed-world scenarios, e.g. simple backgrounds, special hardware like data
gloves [Yao & Yao+ 06], limited sets of actions, and a limited number of signers [Vogler &
Metaxas 01, Bowden & Windridge+ 04], resulting in different problems in sign language fea-
ture extraction or modeling. Depending on these assumptions and hardware conditions, e.g. a
person-independent 3D sign language recognition [Lichtenauer & Holt+ 09] can become possi-
ble. Due to only small changes of hand configuration but large depth changes, stereo-vision and
the extraction of depth information is a helpful knowledge cue for sign language recognition,
e.g. for the (simpler) recognition of isolated sign language words [Fujimara & Liu 06, Lichte-
nauer & ten Holt+ 07].
Modeling of the Signs. Most approaches focus on the recognition of isolated signs only [Vogler
& Metaxas 01,Bowden & Windridge+ 04], or on the simpler case of gesture recognition [Wang
& Quattoni+ 06] for small vocabularies. However, in continuous sign language recognition,
as well as in speech recognition, coarticulation effects have to be considered [Yang & Sarkar+
07].
A crucial ingredient for the performance of speech recognition systems are the phonetic
transcriptions, which has not been practical for signed languages due to the huge level of effort
required for creating detailed structured phonetic annotations [Pitsikalis & Theodorakis+ 11],
unlike the case of automatic speech recognition [Bisani & Ney 08]. In ASR, words are modelled
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as a concatenated sub-word units. These sub-word units are shared among the different word-
models and thus the available training material is distributed over all word-models. On the one
hand, this leads to better statistical models for the sub-word units, and on the other hand it
allows to recognize words which have never been seen in the training procedure using lexica.
According to the linguistic work on sign language by Stokoe [Stokoe & Casterline+ 60], a
phonological model for sign language can be defined, dividing signs into their four constituent
"visemes" (nowadays, the terminology "phonemes" is more common), such as the hand shapes,
hand orientations, types of hand movements, and body locations at which signs are executed.
Additionally, non-manual components like facial expression and body posture are used. How-
ever, no suitable decomposition of words into sub-word units is currently known for the pur-
poses of a large vocabulary sign language recognition system (e.g. a grapheme-to-phoneme
like conversion [Bisani & Ney 08] and use of a pronunciation lexicon as in ASR).
One of the challenges in the recognition of continuous sign language on large corpora re-
mains the definition and modeling of the basic building blocks of sign language [Bauer & Kraiss
02, Roussos & Theodorakis+ 10]. The use of whole-word models for the recognition of sign
language with a large vocabulary is unsuitable, as there is usually not enough training material
available to robustly train the parameters of the individual word models [Forster & Stein+ 10].
There have been even attempts doing transfer learning from synthetically rendered sequences
in sign language recognition [Forsyth & Farhadi+ 07]. A suitable definition of sub-word units
for sign language recognition would probably alleviate the burden of insufficient data for model
creation. So one cause is the lack of appropriate phonetic models in the area of sign language
linguistics, which is changing now [Dreuw & Ney+ 10, Pitsikalis & Theodorakis+ 11]. Thus,
data-driven methods have prevailed in recent years [Bauer & Kraiss 02,Bowden & Windridge+
04, Fang & Gao+ 07, Pitsikalis & Theodorakis+ 10].
Recognition Approaches. HMM based approaches are probably the method of choice for
isolated and continuous sign language recognition [Braffort 96, Vogler & Metaxas 01, Bauer
& Kraiss 02, Agris & Schneider+ 06, Dreuw & Rybach+ 07]. Other approaches e.g. try to
model the signs as Markov chains [Bowden & Windridge+ 04], by means of latent-dynamic
discriminative models [Morency & Quattoni+ 07] for gesture recognition, focus only on an au-
tomated extraction of signs from continuous sign language sentences using iterated conditional
modes [Nayak & Sarkar+ 09], or simply try to spot specific sign language words from a con-
tinuous stream with a threshold model based on conditional random fields [Yang & Sclaroff+
09].
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Chapter 4
Optical Character Recognition
In this chapter we discuss and analyze the different parts of the image text recognition system
named RWTH Aachen University Optical Character Recognition (RWTH OCR), which was
developed and improved during the course of this work. The task of recognizing text in images
is generally described by optical character recognition (OCR). In this work we mainly focus on
off-line handwritten text recognition, and partly on machine printed Arabic text recognition.
The remainder of this chapter is structured as follows: First, Section 4.1 gives a general
overview of the different modules necessary in an HMM based image text recognition frame-
work. Then a detailed description of the feature extraction framework and features for OCR
is given in Section 4.2. The generative and discriminative training criteria such as M-MMI/M-
MPE or tandem based MLP-GHMM frameworks are described in Section 4.3. Additionally,
writer adaptive training (WAT) frameworks offered by the novel RWTH OCR system are de-
scribed too. In Section 4.4, details of the decoding framework are presented. Section 4.5 gives
an overview of the databases that we used in Section 4.6 for evaluating the proposed framework.
Finally, the chapter is concluded in Section 4.7.
4.1 HMM-Based Image Text Recognition
In off-line handwriting recognition, we are searching for an unknown word sequence wN1 :=
w1, . . . ,wN , for which the sequence of features xT1 := x1, . . . ,xT fits best to the trained models.
We maximize the posterior probability p(wN1 |xT1 ) over all possible word sequences wN1 with
unknown number of words N. This is described by Bayes’ decision rule:
xT1 → wˆN1 (xT1 ) = argmax
wN1
{
pκ(wN1 )p(x
T
1 |wN1 )
}
(4.1)
with κ being a scaling exponent of the LM.
A system overview of our statistically based LVCSR system is described in Figure 4.1. In the
following, we briefly describe in Section 4.1.1 our feature extraction framework and the visual
modeling of the glyphs in Section 4.1.2. In Section 4.1.3, we describe our lexica and language
modeling, and finally the decoding process is described in Section 4.1.4.
4.1.1 Feature Extraction
For our baseline systems, we use appearance-based image slice features concatenated with
overlapping sliding windows, with a large spatio-temporal context, which can either be used
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Figure 4.1 System overview of our HMM-based large-vocabulary continuous text recognition framework.
directly as features [Keysers & Deselaers+ 07], or reduced by linear feature reduction methods
like PCA [El-Hajj & Likforman-Sulem+ 05] or LDA [Lu & Bazzi+ 98].
As the maim focus of this work is on character modeling, only few preprocessing steps com-
monly applied in handwriting recognition will be used. A detailed description of our feature
extraction framework is given in Section 4.2.
4.1.2 Visual Modeling
A glyph is an individual mark on a written medium that contributes to the meaning of what is
written. However, in typography and computing, the term glyph is used to describe a particular
physical appearance of a character, and represents a graphical unit. A ligature occurs where two
or more characters are joined as a single glyph. Additionally, Unicode maintains that ligaturing
is a presentation issue rather than a character definition issue, i.e. the use of special Unicode
ligature characters is discouraged [Wikipedia 11].
Each glyph is modeled by a multi-state left-to-right HMM with skip transitions and a separate
Gaussian mixture models (GMMs). The white-space model itself is always modelled by a
single GMM in all systems.
The parameters of all GMMs are estimated with the ML principle using an expectation max-
imization (EM) algorithm, and to increase the number of densities in the mixture models, suc-
cessive splitting of the mixture densities is applied.
State Topology. Different HMM topologies and transition probabilities are used for character
models (cf. Figure 4.2 (a)) and white-space models (cf. Figure 4.2 (b)) in Arabic and Latin
handwriting recognition: e.g. elongation of characters occurs often in Arabic handwriting (see
Figure 4.8 (b)). Therefore, we use very low loop penalties but higher skip penalties for our
16
si 2 1 0 si
p(si|si)p(0|0)
p(1|0)
p(2|0)
p(1|1)
p(2|1)
p(2|2)p(si|si)
next si prev
p(si|si)
(a) (b)
Figure 4.2 Different HMM state topologies and transition probabilities are used for character models (a) and white-
space models (b) in Arabic and Latin handwriting recognition.
HMM state transitions (see Figure 4.2 (a)) in Arabic handwriting recognition.
The impact of state transition penalties is limited and mainly important in combination with
3-1 models, i.e. 3 states per glyph without any repetition of the corresponding mixture models.
Informal experiments and comparisons with Hidden Markov Model Toolkit (HTK), where a
full state-transition matrix can be learned from training data, showed no significant differences
to our RWTH OCR system. In combination with 3-2 models, i.e. 6 states per glyph with two
repetitions of the corresponding mixture models, the default state transition penalties T (1) = 0
and T (0) = T (2) = 3 as used in ASR, which are shared among all classes, typically allow for
good alignments and are used in our experiments in Section 4.6 if not explicitly stated.
Glyph Models. The Latin handwriting is one of the most common handwriting systems world-
wide. As each letter can be written in lower- and uppercase, and capitalized or cursive writing,
and additionally symbols for punctuations are used in the databases (see Section 4.6), e.g. 78
character models and one blank model have to be estimated in our ML trained baseline system
for English handwriting.
In Arabic handwriting, depending on the position of the character in an Arabic word, most
of the 28 characters can have up to 4 different shapes in handwriting recognition [Lorigo &
Govindaraju 06]. The blog1 by [Zoghbi 07] provides another excellent survey over the history
of Arabic type evolution from the 1930’s till present.
As for Arabic handwriting, there are no distinct upper and lower case letter forms in machine-
printed texts. Both printed and written Arabic are cursive. Unlike cursive writing based on the
Latin alphabet, the standard Arabic style has substantially different shapes depending on the
glyph context. Standard Arabic Unicode character encodings do typically not indicate the form
each character should take in context, so it is left to the rendering engine to select the proper
glyph to display for each character.
The basic Arabic range encodes mainly the standard letters and diacritics. For our novel
large vocabulary Arabic machine-printed text database described in Section 4.5.3.2, about 200
position dependent glyph models have to be trained.
Context Models. Other approaches try to model characters within their visual context us-
ing syllable, piece of Arabic word (PAW), or classification and regression tree (CART) based
lexica and LMs (cf. Section 4.1.3). The effect of different context-dependent glyph model-
ing approaches has been analyzed e.g. in [Fink & Plotz 07, Jonas 09, Natarajan 09], here, we
1http://29letters.wordpress.com/2007/05/28/arabic-type-history/
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focus mainly on isolated character based glyph models but in combination with a large spatio-
temporal sliding window as described in [Dreuw & Jonas+ 08], incorporating context informa-
tion at the feature-level.
Model Lengths. In an HMM based text recognition system, the number of states per glyph
have to be adapted to the resolution used for the feature extraction and the topology of the
HMMs. By using a topology without skips, the calculated number of states represents the
minimum width of a character, i.e. shorter characters are not modeled adequately. Depending
on the image preprocessing, a glyph-dependent length modeling of the HMM states (e.g., by
[Bazzi & Schwartz+ 99,Zimmermann & Bunke 02,Geiger & Schenk+ 10]) instead of the most
commonly used HMMs with a fixed number of states for all glyphs is reasonable, in order to
model more complex or larger glyphs with more states (cf. Section 4.3.2). Thus every state of
a length adapted glyph model has to cover less pixels. A non-linear HMM model is proposed
by [Schambach 03], allowing for several writing variants within one model. In this thesis work,
we simply learn the number of states per glyph, based on an initial alignment, as explained in
Section 4.3.2.
4.1.3 Lexica and Language Models
In LVCSR, lexica usually contain only a small number of most frequent words but are able to
cover most of the testing data. As new words may occur at any time, out of vocabulary (OOV)
words cannot be recognized. In continuous handwriting or machine printed text recognition
using word-based lexica, the same OOV problem is still present e.g. due to names, hyphenated,
misspelled and crossed out words. Additionally, a large lexicon increases the recognition com-
plexity. Therefore, the recognition lexicon as well as the recognition LM have to be treated
with special care.
In an HMM based handwriting recognition system, small white-spaces within words usually
are modeled implicitly within the character models. Especially in Arabic handwriting with its
position-dependent shapes [Lorigo & Govindaraju 06], large white-spaces can occur between
isolated-, beginning-, and end-shaped characters (see Figure 4.8 (b)). As some characters are
only connectable from the right side, such words have to be cut into pieces (piece of Arabic
word (PAW)). In previous Arabic handwriting recognition competitions [Märgner & Pechwitz+
05, Märgner & Abed 07] it turned out that the relative error of most systems in general follows
the frequency of the PAWs. Similar to silence modeling in ASR, we propose to explicitly
model these white-spaces in Arabic handwriting by different writing variants in our lexicon
(see Section 4.3.3).
Due to ligatures and diacritics in Arabic handwriting, the same Arabic word can be written
in several writing variants, depending on the writer’s handwriting style. Therefore we use a
lexicon with multiple writing variants per lexicon word entry.
Since handwriting has several syntactic levels (in descending order regarding their informa-
tion content: words, hyphens, characters or glyphs in general), recognition can be applied on
any of these levels and can be refined on a higher level of information. A hybrid character-
and word-level recognition is illustrated in [Bazzi & Schwartz+ 99]. The system uses character
recognition and then applies a word based LM for the recombination of the words from the
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recognized characters.
A stochastic model is used to provide an a-priori probability p(wW N1 ) of a word sequence
w1, . . . ,wN , which is independent of the visual model. In ASR, especially large and very large
vocabulary speech recognition, the language model (LM) gives a significant contribution to the
recognition performance, and is usually higher than the acoustic models (cf. Equation 4.1).
The language model (LM) gives a probability distribution over text strings, e.g. characters,
words, phrases, or documents. Almost every natural language processing approach uses LMs.
Some examples are:
• large-vocabulary speech recognition [Rybach & Gollan+ 09]
• statistical machine translation [Brants & Popat+ 07]
• document mining [Uszkoreit & Ponte+ 10]
• handwriting recognition [Bertolami & Bunke 08a]
• machine printed text recognition [Natarajan & Saleem+ 08]
• sign language recognition [Dreuw & Rybach+ 07]
A word sequence is assumed to follow a (m−1)-th order Markov process. Thus a word wn
depends only on its (m−1) predecessors hn := wn−m+1n−1 , referred to as the history of word Wn.
The m-gram LM probability [Bahl & Jelinek+ 83] is then described by p(wN1 ) =∏
N
n=1 p(wn|hn).
For the evaluation of language models the perplexity (PP) is commonly used. The perplexity
of a language model, a vocabulary, and a test corpus wN1 is defined as:
PP = p(wN1 )
− 1N =
( N
∏
n=1
p(wn|hn)
)− 1N
(4.2)
As the perplexity is an inverse probability, it can be interpreted as the average number of
possible words at each position in the text. The logarithm of the perplexity
logPP =− 1
N
N
∑
n=1
p(wn|hn) (4.3)
is equal to the to the entropy of the text, i.e. the redundancy of words in the test corpus, w.r.t.
this language model [Rybach 06].
In most of the above mentioned tasks and approaches, typically word language models are
build. Some of the problems of using word LMs for OCR are related to OOV words. If one
wants to minimize or eliminate OOV words due to proper names, misspellings, digit sequences,
etc., letter or glyph sequences instead of word sequences can be used for LM training in image
text recognition. Typically, higher-order m-gram (e.g. 5 ≤ m ≤ 15) [Jonas 09, Natarajan 09,
Pyttel 11] are estimated to learn a similar string context as usually learned by 3-gram word
LMs.
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As in ASR, were typically a weak unigram language model is used for discriminative training
[Schlüter & Müller+ 99,Schlüter 00], we always use a unigram language model in our proposed
discriminative training criteria (cf. Section 4.3.4). If not stated otherwise, Kneser-Ney [Kneser
& Ney 95] smoothed trigram language models are used in this work. For isolated character or
word recognition, we use a simple finite state automaton (FSA).
4.1.4 Decoding
The aim of the decoding or recognition process is to find a word sequence [wN1 ]opt which maxi-
mizes the posterior probability given a sequence of feature vectors xT1 according to Equation 4.1.
As depicted in Figure 4.1, the search module of the recognition system combines several knowl-
edge sources, such as the visual model and the language model.
In our approach the maximum Viterbi approximation is applied to the HMM decoding, which
significantly reduces the complexity of the optimization problem. The breadth-first search de-
sign is used by the Viterbi search where all state hypotheses are expanded time-synchronously
[Ney 84], where an efficient pruning is necessary as the number of possible word sequences
with maximum length N grows exponentially with N [Zolnay 06].
In this work, we additionally use a writing variant model refinement [Dreuw & Rybach+ 09]
of our visual model
p(xT1 |wN1 )=max
vN1 |wN1
{
pαΛv(v
N
1 |wN1 )pβΛe,t(xT1 |vN1 ,wN1 )
}
(4.4)
with vN1 a sequence of unknown writing variants, α a scaling exponent of the writing variant
probability depending on a parameter set Λpm, and β a scaling exponent of the visual char-
acter model depending on a parameter set Λem,tp for emission and transition model (see Sec-
tion 4.3.3).
The recognition can be performed in multiple passes, where e.g. a first system performs
an initial and independent recognition pass to create transcriptions of test data in an unsuper-
vised manner. The automatic transcriptions are required either for the text dependent writer
adaptation (cf. Section 4.4.1.1) or an unsupervised text dependent model adaptation (cf. Sec-
tion 4.4.1.2) in the next step.
4.2 Feature Extraction Architecture
For our baseline systems, we use appearance-based image slice features concatenated with over-
lapping sliding windows which can either be used directly as features [Keysers & Deselaers+
07], or reduced by linear feature reduction methods like PCA [El-Hajj & Likforman-Sulem+
05] or LDA [Lu & Bazzi+ 98]. Other preprocessing and feature extraction methods are de-
scribed in the following sections.
4.2.1 Preprocessing
One goal of this work is to analyze the effect of e.g. discriminative training and the incorpora-
tion of a margin and a confidence term into the criteria. Therefore only few preprocessing steps
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commonly applied in handwriting recognition will be used: brightness, deslanting, as well as
a size normalization are used to compensate for variations in Latin writing style as proposed
by [Juan & Toselli+ 01], named "Universidad Politécnica de Valencia (UPV) preprocessing" in
this work. Note that no preprocessing is applied to Arabic handwritten or machine printed data.
4.2.2 Image Features
After an optional preprocessing of the input images, the images are always scaled down to
unique height while keeping their aspect ratio. Multiple features can be extracted in sparse or
dense way as briefly described in the following sections.
4.2.2.1 Appearance-Based
We extract simple appearance-based image slice features xt at every time step t = 1, · · · ,T
which can be augmented e.g. by their spatial derivatives in horizontal direction ∆= xt−xt−1 or
any other feature described in this section.
4.2.2.2 Sobel
Sobel filtered images have successfully been used for isolated handwritten digit recognition
by [Keysers & Deselaers+ 07]. The Sobel feature set contains the original and Sobel filtered
intensity values. The Sobel edge filters are two filters that expose horizontal or vertical borders.
Both the horizontal and vertical Sobel filtered values and the absolute values of the filtered
image are used for the feature set. The absolute values are used to add values that are linear
independent of the original intensity values [Jonas 09].
4.2.2.3 Geometric Features
In contrast to appearance-based features, geometric features make no use of the pixel intensities
or color values, but of their relationships to each other. A possible feature set, introduced
by [Marti & Bunke 02], makes use of nine geometrical features, extracted on binarized images
with a one pixel wide window.
4.2.2.4 Local Features
In general, local feature (LF) descriptors describe a pixel (or a position) in an image through its
local content. They are typically extracted in a sparse way at interest points, another approach
is a dense descriptor a regular image grid coordinates.
Local features (LFs) are supposed to be robust to small deformations or localization errors,
and give us the possibility to find the corresponding pixel locations in images which capture
the same amount of information about the spatial intensity patterns under different conditions.
However, in OCR an interest point detection based feature extraction could fail, so that only a
few descriptors per image are extracted. Instead of extracting descriptors around interest points
only, LF descriptors are extracted at regular image grid points who give us a dense description
of the image content for a fixed scale [Dreuw & Steingrube+ 09b, Kae & Huang+ 10].
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SIFT
The scale invariant feature transformation (SIFT) descriptor is a 128 dimensional vector which
stores the gradients of 4 × 4 locations around a pixel in a histogram of 8 main orientations
[Lowe 04]. The gradients are aligned to the main direction resulting in a rotation invariant
descriptor. Through computation of the vector in different Gaussian scale spaces (of a specific
position) it becomes also scale invariant. There exists a closed source implementation of the
inventor Lowe2 and an open source implementation3 which is used in our experiments.
In certain applications such as face recognition, rotation invariant descriptors can lead to
false matching correspondences [Dreuw & Steingrube+ 09b]. If invariance w.r.t. rotation is
not necessary, e.g. in handwriting or machine printed text recognition, the gradients of the
descriptor can be aligned to a fixed direction, i.e. an upright version of the SIFT descriptor (i.e.
U-SIFT). These features, which have been successfully applied within the scope of this thesis to
face recognition tasks [Dreuw & Steingrube+ 09b,Pishchulin & Gass+ 11,Gass & Pishchulin+
11] are currently being investigated for OCR.
Another interesting SIFT-based descriptor used in OCR is the character-SIFT descriptor as
proposed in [Zhang & Jin+ 09] or as proposed in [Kae & Huang+ 10, Kae & Learned-Miller
09].
SURF
Conceptually similar to the SIFT descriptor, the 64-dimensional speeded-up robust features
(SURF) descriptor [Bay & Ess+ 08] also focusses on the spatial distribution of gradient infor-
mation within the interest point neighborhood, where the interest points itself can be localized
by interest point detection approaches or in a regular grid.
The SURF descriptor is invariant to rotation, scale, brightness and, after reduction to unit
length, contrast. Due to the global integration of SURF descriptors, the authors [Bay & Ess+
08] claim that it stays more robust to various image perturbations than the more locally operat-
ing SIFT descriptor, which we could not fully confirm in [Dreuw & Steingrube+ 09b]. These
features, which have been successfully applied within the scope of this thesis to face recognition
tasks [Dreuw & Steingrube+ 09b] are currently being investigated for OCR. For the application
of OCR, invariance w.r.t. rotation is often not necessary or unwanted. Therefore, we also ana-
lyze the upright version of the SURF descriptor (i.e. U-SURF). The upright versions are faster
to compute and can increase distinctivity [Bay & Ess+ 08], while maintaining a robustness to
rotation of about ± 15 ◦, which is typical for most OCR tasks.
For the extraction of SURF-64, SURF-128, U-SURF-64, and U-SURF-128 descriptors, we
use the reference implementation4 described in [Bay & Ess+ 08]. Additionally, another detailed
overview and implementation5 is provided in [Evans 09].
2http://www.cs.ubc.ca/~lowe/keypoints/
3http://www.vlfeat.org/~vedaldi/code/siftpp.html
4 http://www.vision.ee.ethz.ch/~surf/
5 http://code.google.com/p/opensurf1/
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Figure 4.3 Hierachical MLP network for feature extraction in OCR
4.2.3 MLP Features
Any of the above mentioned features together with their corresponding state alignments can be
processed by e.g. a hierarchical multi-layer perceptron (MLP) framework originally described
in [Valente & Vepa+ 07]. In this work we analyze the usage of appearance-based features (cf.
Section 4.2.2.1) as input only.
Depending on the MLP hierarchy, preprocessing, and post processing operations, several
feature sets can be generated. In order to incorporate temporal and spatial context into the
features, we concatenate consecutive features in a sliding window, where the MLP outputs are
later reduced by a PCA or LDA transformation (cf. Figure 4.3).
TempoRAl Patterns (TRAPs), as originally described in [Hermansky & Sharma 98], are
based on a huge temporal context. In ASR, TRAP-based probabilistic features are formed
by temporal trajectories of energies in independent critical bands, which are projected by a
discrete cosine transform (DCT). The first n coefficients including direct current (DC) com-
ponent are retained and are used as input to train the neural network posterior estimates as
described in [Valente & Vepa+ 07]. In OCR, such patterns simply correspond, in combination
with appearance-based features, to a block-based discrete cosine transform (DCT) reduction of
independent image rows.
Two different MLPs are trained in this work, raw and TRAP-DCT networks. The training
of the MLP networks within a tandem approach is briefly described in Section 4.3.6, where the
task dependent network details are given in Section 4.6.
Instead of using log-PCA/LDA reduced MLP posterior features to retrain a GHMM system,
log-posterior features can be directly used without any reduction in a hybrid MLP/HMM frame-
work [Bourland & Morgan 94], as briefly described in Section 4.4.2.
4.2.4 Spatio-Temporal Context Windowing
In order to incorporate temporal and spatial context into the features, we concatenate consec-
utive features in a sliding window, which are later reduced by a PCA or LDA transformation
matrix to a feature vector xt (see Figure 4.4). If not stated otherwise in Section 4.6, we typically
scale the images to 16 pixels height and, depending on the script and font type, use 7 consecu-
tive features which are reduced by PCA to 30 dimensions. Note that the slicing and windowing
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Figure 4.4 Example of a right-to-left sliding PCA window over input images without any preprocessing for Arabic
handwriting recognition.
can be done on any feature sequence described in Section 4.2, such as dense LF descriptors or
log-posterior MLP features, and that an LDA based feature reduction typically leads to slightly
worse results on the considered databases (cf. also [Martinez & Kak 01]).
Note that many other approaches in the literature [Bazzi & Schwartz+ 99, Juan & Toselli+
01, Nopsuwanchai & Biem+ 06, Schambach & Rottland+ 08] divide the sliding window itself
into several sub-windows and extract different features within each of the sub-windows.
4.3 Training Architecture
A word is modelled by a sequence of glyph models. The writing variant model gives for each
word in the vocabulary a list of glyph model sequences together with a probability of the vari-
ant’s occurrence (cf. Section 4.3.3).
The RWTH OCR toolkit supports context dependent modeling of subunits (glyphs for OCR,
phonemes for ASR) using decision trees for HMM state model tying. However, context depen-
dent modeling lead so far to no significant improvements for our OCR systems [Jonas 09].
The RWTH OCR toolkit supports strict left-to-right HMM topologies, each representing a
(potentially context dependent) sub-word unit. All HMMs consist of the same number of states,
except for a dedicated white-space (or silence) model. The framework allows to estimate a
glyph dependent length modeling within a two-pass training (cf. Section 4.3.2). The transition
model implements loop (0), forward (1), and skip (2) transitions with globally shared transition
penalties T (0), T (1), and T (2), correspondingly.
The emission probability of an HMM state is represented by a Gaussian mixture model
(GMM). By default, globally pooled diagonal covariances are used. However, several other
tying schemes, including density-specific diagonal covariance matrices are supported (cf. Sec-
tion 4.3.1).
For the unsupervised refinement or re-estimation of model parameters the RWTH OCR
toolkit supports the generation and processing of confidence weighted state alignments. Confi-
dence thresholding on state level is supported for unsupervised training as well as for unsuper-
vised adaptation methods. The RWTH OCR toolkit supports different types of state confidence
scores, most described in [Gollan & Bacchiani 08]. The emission model can be re-estimated
based on the automatically annotated observations and their assigned confidence weights, as
presented in [Gollan & Ney 08, Dreuw & Heigold+ 09] and described in Section 4.3.4.
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4.3.1 Gaussian HMMs
Our hidden Markov model (HMM) based OCR system is Viterbi trained using the maximum
likelihood (ML) training criterion and a lexicon with multiple writing variants as proposed
in [Dreuw & Jonas+ 08, Dreuw & Rybach+ 09].
Each glyph is modeled by a multi-state left-to-right HMM with skip transitions and a separate
GMMs with globally pooled diagonal variances. The parameters of all GMMs are estimated
with the ML principle using an expectation maximization (EM) algorithm, and to increase
the number of densities in the mixture densities, successive splitting of the mixture densities
is applied. For Gaussian mixture training in our base system, we perform supervised model
training by iteratively re-estimating the emission model parameters.
The resulting alignment differences after each mixture split operation are shown in Figure 4.5
and Figure 4.6.
The visualizations show training alignments of Arabic words to their corresponding HMM
states, trained with the final HMM base system without any model length adaptation. We use
R-G-B background colors for the 0-1-2 HMM states (cf. Figure 4.2), respectively, from right-
to-left. The position-dependent character model names are written in the upper line, where
the white-space models are annotated by ’si’ for ’silence’; the state numbers are written in the
bottom line. Thus, HMM state-loops and state-transitions are represented by no-color-changes
and color-changes, respectively.
It can be observed that time-consuming realignments are necessary if models are trained from
scratch (first row). Alignments to GMMs with at least 32 densities lead to an overall improved
alignment and the choice of the correct white-space writing variant (last rows), especially in
combination length adapted glyph models (cf. Section 4.3.2) and multiple writing variants per
word (cf. Section 4.3.3).
The ML trained GHMMs can be adapted using a discriminative training approach based
on the margin-based MMI/MPE criteria as presented in [Heigold & Schlüter+ 09, Heigold &
Dreuw+ 10], which is briefly described in Section 4.3.4.
Another model adaptation approach is to retrain the ML trained models from scratch using
discriminative MLP log-posterior features as described in Section 4.3.6 (also known as tandem
approach [Schenk & Rigoll 06, Dreuw & Doetsch+ 11]).
Note that in this work we also describe how we combine both approaches, i.e. discriminative
GHMMs training using MLPs based discriminative features.
4.3.2 Glyph Dependent Length Estimation
In our baseline HMM systems a topology with skips and a fixed number of states is used for
all glyphs, but more complex and wide glyphs should be represented by more states. As such
statistics are usually not available for handwritten documents, and additionally can vary widely
depending on the handwriting style, a simple automatic estimation of a glyph dependent length
(GDL) is proposed in this work. After a first pass ML training, the number of states per glyph
can be estimated for a given training alignment. Using the model length estimation (MLE)
method as proposed in [Dreuw & Jonas+ 08], which is referred to as glyph dependent length
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Figure 4.5 Alignment visualization (f.t.t.b): initial alignment to single density GMM, realignment after first mixture
split, second, etc., until mixture split seven (i.e. max. 128 densities per mixture). All realignments to GMMs
with up to 16 densities per mixture are biased by too general GMMs and the choice of a writing variant with
white-spaces between-and-within words (cf. bwws). Only realignments to GMMs with at least 32 densities
can compensate this due to sharper models, especially the white-space, leading to an overall improved
alignment and the choice of the correct between-word white-space writing variant (cf. bws)
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Figure 4.6 Alignment visualization (f.t.t.b): initial alignment to single density GMM, realignment after first mixture
split, second, etc., until mixture split seven (i.e. max. 128 densities per mixture). Even if the initial alignment
to the single density models seems to be of sufficient quality (first row), several realignments and mixture
splits are necessary for a correct alignment and clean glyph model training (middle part of the Arabic word,
last row), especially in combination with GDL models.
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Figure 4.7 Top: more complex and wide glyphs should be represented by more states. Bottom: after the GDL
estimation, frames previously aligned to a wrong neighboring glyph model (left, black shaded) are aligned
to the correct glyph model (right).
(GDL) estimation in this work, the number of states Sc for each glyph c is updated by
Sc =
Nx,c
Nc
· fP (4.5)
with Sc the estimated number states for glyph c, Nx,c the number of observations aligned to
glyph c, Nc the glyph count of c seen in training, and fP a glyph length scaling factor.
The necessity of this character dependent model length estimation for Arabic handwriting is
visualized in Figure 4.7, where we use R-G-B background colors for the 0-1-2 HMM states (cf.
Figure 4.2), respectively, from right-to-left: the bottom row images visualize an alignment of
our baseline system (left) in comparison to the proposed GDL system (right).
By estimating glyph dependent model lengths, the overall mean of glyph length changed
from 7.89px (i.e. 2.66 px/state) to 6.18px (i.e. 2.06px/state) when downscaling the images to
16px height while keeping their aspect-ratio. Thus every state of a GDL model has to cover
less pixels due to the relative reduction of approximately 20% pixels.
4.3.3 Writing Variant Modeling
Especially in Arabic handwriting with its position-dependent shapes [Lorigo & Govindaraju
06], large white-spaces can occur between isolated-, beginning-, and end-shaped characters
(see Figure 4.8 (b)). As some characters are only connectable from the right side, such words
have to be cut into pieces, known as piece of Arabic word (PAW). Due to ligatures and diacritics
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(a) (b)
Figure 4.8 Two examples where each column shows the same Tunisian town name: HMM white-space models
(a) and state-transition penalties (b) are important in Arabic handwriting recognition
in Arabic scripts, the same Arabic word can be written in several writing variants, depending
on the writer’s handwriting style.
Instead of implicitly modeling white-spaces within these character models, we propose to ex-
plicitly model the white-spaces by training dedicated white-space models. These white-space
models are added to the glyph transcriptions in the lexicon of the IfN/ENIT database (cf. Sec-
tion 4.5.2.1). We propose several different setups for white-space modeling in Arabic handwrit-
ing:
• no white-spaces (ns): i.e. the available ground truth annotation
• between word white-spaces (bws): a white-space character model is added only between
Tunisian town names consisting of several sub-words
• between word and within word white-spaces (bwws): in addition to the ’bws’ writing
variant, an additional second writing variant where white-space character models are
added between the models of isolated-, beginning-, and end-shaped characters (i.e., the
PAWs) is added to the lexicon codebook.
Another possibility for white-space modeling would allow a recognition of PAW sentences
instead of words, in combination with a PAW LM, which has not been investigated in this
work. Especially for large-vocabulary recognition tasks like the RWTH Arabic Machine-Print
Newspaper (RAMP-N) database (cf. Section 4.5.3.2) good results are expected.
See Figure 4.21 and Figure 4.22 for visualizations of the proposed modeling. Our proposed
white-space character model uses a special and separate single-state HMM model with sepa-
rate entry and exit penalties (see Figure 4.2 (b)). This allows to hypothesize the white-space
character model even for very small gaps between characters or PAWs.
During training, a corpus and lexicon with supervised writing variants (SWV) instead of
the commonly used unsupervised writing variants can be used in Viterbi training. Obviously,
the supervised writing variants in training can lead to better trained glyph models only if the
training corpora have a high annotation quality.
During the decoding steps (cf. Section 4.4), the writing variants can only be used in an
unsupervised manner. Usually, the probability p(v|w) for a variant v of a word w is considered
as equally distributed [Dreuw & Jonas+ 08]. Here we use the count statistics as probability
p(v|w) = N(v,w)
N(w)
(4.6)
where the writing variant counts N(v,w) and the word counts N(w) are estimated from the
corresponding training corpora, and represent how often these events were observed. Note
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that ∑v′
N(v′,w)
N(w) = 1. Additionally, the scaling exponent α of the writing variant probability of
Equation 4.4 can be adapted in the same way as it is done for the language model scale κ in
Equation 4.1.
4.3.4 Discriminative Training: Incorporation of the Margin and Confidence Term
Most state-of-the-art single-pass [Märgner & Abed 07] and multi-pass [Bertolami & Bunke
08b,Dreuw & Rybach+ 09,Fink & Plötz 06] HMM based handwriting recognition systems are
trained using the maximum likelihood (ML) criterion.
The maximum mutual information (MMI) training criterion has been used in [Nopsuwan-
chai & Biem+ 06] to improve the performance of an HMM based off-line Thai handwriting
recognition system for isolated characters, and in [Biem 06], the authors apply the minimum
classification error (MCE) criterion to the problem of recognizing online unconstrained-style
characters and words.
Similar to the system presented in [Nopsuwanchai & Povey 03], we apply discriminative
training using the MMI and MPE criteria which are modified by a margin term. This mar-
gin term can be interpreted as an additional observation-dependent prior weakening the true
prior [Jebara 02], and is identical with the SVM optimization problem of log-linear mod-
els [Heigold & Deselaers+ 08].
Typical training criteria for string recognition like for example MMI and MPE in speech
recognition are based on a (regularized) loss function. In contrast, large margin classifiers
maximize the separation margin. An additional loss term penalizes misclassified samples. This
thesis shows how the MMI/MPE training criteria and their margin-modified versions [Heigold
& Dreuw+ 10], which are smooth approximations to SVMs with the respective loss function,
can be applied to OCR problems. In addition to the margin concept, the margin-based MMI (M-
MMI) and margin-based MPE (M-MPE) training criteria are extended in [Dreuw & Heigold+
09] by an additional confidence term.
The focus shall be on off-line handwriting recognition. More explicitly, the novelties of our
investigation in this thesis work are as follows:
1. Direct evaluation of the utility of the margin term in MMI/MPE based training for OCR.
Ideally, we can turn on/off the margin term in the optimization problem.
2. Direct evaluation of the utility of an additional confidence term. Ideally, we improve over
the best trained system by retraining the system with unsupervised labeled test data.
3. Direct evaluation of the amount of iterations and confidence-thresholds during optimiza-
tion. In ASR, typically a low number of iterations is used in optimization, and confidence-
thresholds are optimized on small subsets only. OCR allows for a high number of iter-
ations on large datasets, and a detailed analysis of confidences in unsupervised model
adaptation.
4. Evaluation on state-of-the-art systems. Ideally, we directly improve over the best discrim-
inative system, e.g. conventional (i.e., without margin) MMI/MPE for OCR.
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Due to the nature of the chosen OCR framework and databases, it can be assumed that most
results can be transferred to ASR domains: Similar usage of features, lexica, and language mod-
els on smaller corpora allow for a detailed analysis of regularization, optimization iterations, as
well as impact of confidence-thresholds.
The proposed approach takes advantage of the generalization bounds of large margin clas-
sifiers while keeping the efficient framework for conventional discriminative training. This
allows us to directly evaluate the utility of the margin term for handwriting recognition. So,
our approach combines the advantages of conventional training criteria and of large margin
classifiers.
The two-dimensional representation of a handwritten image is turned into a string represen-
tation X = x1, . . . ,xT where xt is a fixed-length array assigned to each column in the image (see
Section 4.2 for further details). The word W is represented by a character string. Assume the
joint probability pΛ(X ,W ) of the features X and the symbol string W . The model parameters
are indicated by Λ. The training set consists of r = 1, . . . ,R labeled sentences, (Xr,Wr)r=1,...,R.
According to Bayes rule, the joint probability pΛ(X ,W ) induces the posterior
pΛ,γ(W |X) = pΛ(X ,W )
γ
∑
V
pΛ(X ,V )γ
. (4.7)
The likelihoods are scaled with some factor γ > 0, which is a common trick in speech recog-
nition to scale them to the “real” posteriors [Heigold & Dreuw+ 10]. The approximation level
γ is an additional parameter to control the smoothness of the criterion.
Analogously, the margin-based pseudo-posterior can be introduced as
pΛ,γ,ρ(W |X) = [pΛ(X ,W )exp(−ρA(W,Wr))]
γ
∑
V
[pΛ(X ,V )exp(−ρA(V,Wr))]γ . (4.8)
with Wr the correct word hypothesis. Note that this can be interpreted as if we had introduced
a new posterior distribution. In a simplified view, we interpret this as a pseudo-posterior proba-
bility which is modified by a margin term.
Let pΛ(X ,W ) be the joint probability and L[pΛ(Xr, ·),Wr] a loss function for each training
sample r with · representing all possible hypotheses W for a given lexicon, and Wr represent-
ing the correct transcription of Xr. The general optimization problem is now formulated as a
minimization of the total loss function:
Λˆ= argmin
Λ
{C||Λ−Λ0||22+
R
∑
r=1
L[pΛ(Xr, ·),Wr]} (4.9)
and includes an `2 regularization term ||Λ−Λ0||22 (i.e. a prior over the model parameters),
where the constant C is used to balance the regularization term and the loss term including the
log-posteriors.
Note that the `2 regularization term is replaced by I-smoothing [Povey & Woodland 02]
in our transducer based implementation of a discriminative training framework [Heigold &
Schlüter+ 09]. I-smoothing is a useful technique to make MMI/MPE training converge without
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over-training, where the parameter prior is centered for initialization at a reasonable ML trained
model Λ0 (see Section 4.1.2).
As explained in [Heigold & Dreuw+ 10], the accuracy is generally scaled with some ρ > 0,
and this term weighs up the likelihoods of the competing hypotheses compared with the correct
hypothesis [Povey & Kanevsky+ 08]. On the contrary, this term can be equally interpreted as a
margin term.
In this work, we use a discriminative training approach based on the MMI and MPE criteria
as presented in [Heigold & Deselaers+ 08, Heigold & Schlüter+ 09, Heigold & Dreuw+ 10,
Heigold 10, Dreuw & Heigold+ 11]. In the following, we give a brief summary of its margin-
based and confidence-based modifications.
4.3.4.1 Margin-Based Maximum Mutual Information (M-MMI)
In automatic speech recognition (ASR), maximum mutual information (MMI) commonly refers
to the maximum likelihood (ML) for the class posteriors. For MMI, the loss function to be
minimized is described by:
L(MMI)[pΛ(Xr, ·),Wr] =− log pΛ(Xr,Wr)
γ
∑
V
pΛ(Xr,V )γ
. (4.10)
This criterion has proven to perform reasonably as long as the error rate on the training data is
not too low, i.e., generalization is not an issue [Heigold & Dreuw+ 10].
The margin-based MMI (M-MMI) loss function to be minimized is described by:
L(M-MMI)ρ [pΛ(Xr, ·),Wr] =− log [pΛ(Xr,Wr)exp(−ρA(Wr,Wr))]
γ
∑
V
[pΛ(Xr,V )exp(−ρA(V,Wr))]γ , (4.11)
which has an additional margin-term including the accuracy A(·,Wr) being maximal for the
correct transcription W = Wr. Note that the additional term can be interpreted as if we had
introduced a new posterior distribution. In a simplified view, we interpret this as a pseudo-
posterior probability which is modified by a margin term. The approximation level γ is an
additional parameter to control the smoothness of the criterion.
Compared with the true-posterior in Equation 4.7, the margin pseudo-posterior includes the
margin term exp(−ρA(V,Wr)), which is based on the string accuracy A(V,Wr) between the
two strings V,Wr. The accuracy counts the number of matching symbols of V,Wr and will be
approximated for efficiency reasons by the approximate-word-accuracy [Povey 04] (cf. Sec-
tion 4.3.4.3).
The margin term can be interpreted as an additional observation dependent prior, weakening
the true prior [Jebara 02]. Moreover, this training criterion is identical with the SVM optimiza-
tion problem for γ → ∞ and log-linear models [Heigold & Deselaers+ 08]. Keep in mind that
GHMMs with globally pooled variances are equivalent to a log-linear model with first order
features only [Heigold & Schlüter+ 07].
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4.3.4.2 Margin-Based Minimum Phone Error (M-MPE)
The minimum phone error (MPE) criterion is defined as the (regularized) posterior risk based
on the error function E(V,W ), which is probably the training criterion of choice in large vocab-
ulary continuous speech recognition (LVCSR). For MPE, the loss function to be minimized is
described by:
L(MPE)[pΛ(Xr, ·),Wr] = ∑
W∈·
E(W,Wr)
pΛ(Xr,Wr)γ
∑
V
pΛ(Xr,V )γ
, (4.12)
which is based on the error function E(V,W ) like for example the approximate phone error
[Povey 04]. In OCR, a phoneme unit usually corresponds to a character or glyph if words are
modeled by glyph sequences.
Analogously, the margin-based MPE (M-MPE) loss function to be minimized is described
by:
L(M-MPE)ρ [pΛ(Xr, ·),Wr] = ∑
W∈·
E(W,Wr)
[pΛ(Xr,Wr)exp(−ρA(W,Wr))]γ
∑
V
[pΛ(Xr,V )exp(−ρA(V,Wr))]γ , (4.13)
It should be noted that due to the relation E(W,Wr) = |Wr|−A(W,Wr) where |Wr| denotes the
number of symbols in the reference string Wr, the error E(W,Wr) and the accuracy A(W,Wr)
can be equally used in Equation 4.12 and Equation 4.13. The accuracy for MPE and for the
margin term do not need to be the same quantity [Heigold & Deselaers+ 08,Heigold & Dreuw+
10, Heigold 10].
Other posterior-based training criteria (e.g. MCE as used in [Biem 06]) can be modified in
an analogous way to incorporate a margin term (for more details cf. [Heigold & Deselaers+
08, Heigold & Dreuw+ 10, Heigold 10]).
4.3.4.3 Optimization
In [Heigold & Deselaers+ 08] it is shown that the objective function F (MMI)γ (Λ) converges
pointers to the SVM optimization problem using the hinge loss function for γ → ∞, similar
to [Zhang & Jin+ 03]. In other words, F (M-MMI)γ (Λ) is a smooth approximation to an SVM
with hinge loss function which can be iteratively optimized with standard gradient-based opti-
mization techniques like Rprop [Heigold & Deselaers+ 08, Zhang & Jin+ 03].
In this work, the regularization constant C, the approximation level γ , and the margin scale
ρ are chosen beforehand and then kept fixed during the complete optimization. Note that the
regularization constant C and the margin scale ρ are not completely independent of each other.
Here, we kept the margin scale ρ fixed and tuned the regularization constant C (see Table 4.1).
Previous experiments in ASR have suggested that the performance is rather insensitive to the
specific choice of the margin [Heigold & Deselaers+ 08], and the results in Table 4.1 fur-
thermore suggest that the choice of the I-smoothing constant C has less impact in an Rprop
based optimization than in an extended Baum Welch (EBW) environment [Povey & Woodland
02]. However more iterations might be necessary here to observe a significant impact of the
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Table 4.1 Empirical optimization of the I-smoothing regularization constant C for the IAM line recognition task: the
Word Error Rate (WER) and Character Error Rate (CER) results after five Rprop optimization iterations.
WER [%] CER [%]
Regularization constant C Devel Test Devel Test
0.001 33.25 39.43 10.68 15.64
0.01 33.17 39.40 10.63 15.66
0.1 33.26 39.44 10.70 15.67
1.0 33.14 39.42 10.64 15.63
10.0 33.12 39.44 10.64 15.67
I-smoothing constant. Therefore an I-smoothing regularization constant C = 1.0 is used in all
results presented in Section 4.6.
In large vocabulary handwriting recognition, word lattices restricting the search space are
used to make the summation over all competing hypotheses (i.e. sums over W ) efficient. The
exact accuracy on character or word level cannot be computed efficiently due to the Levenshtein
alignments in general, although feasible under certain conditions as shown in [Heigold 10].
Thus, the approximate character/word accuracy known from MPE/MWE [Povey 04] is used
for the margin instead. With this choice of accuracy, the margin term can be represented as
an additional layer in the common word lattices such that efficient training is possible. More
details about the transducer-based implementation used in this work can be found in [Heigold
& Schlüter+ 09, Heigold 10].
As in ASR, were typically a weak unigram language model is used for discriminative training
[Schlüter & Müller+ 99,Schlüter 00], we always use a unigram language model in our proposed
discriminative training criteria.
4.3.4.4 Incorporation of Confidence Weights for
Unsupervised M-MMI and M-MPE Model Adaptation
Word confidences can be incorporated into the training criterion by simply weighing the seg-
ments with the respective confidence. This is, however, not possible for state-based confi-
dences.
Rprop is a gradient-based optimization algorithm. The gradient of the training criterion under
consideration can be represented in terms of the state posteriors prt(s|xTr1 ). These posteriors are
obtained by marginalization and normalization of the joint probabilities pΛ(x
Tr
1 ,s
T
1 ,w
Nr
1 ) over
all state sequences through state s at frame t. These quantities can be calculated efficiently by
recursion, cf. forward/backward probabilities. Then, the state-based confidences are incorpo-
rated by multiplying the posteriors with the respective confidence before the accumulation. In
summary, each frame t contributes conf (t) · prt(s|xTr1 ) · xt to the accumulator accs of state s.
Another way to describe the incorporation of the confidence term into the margin pseudo-
posteriors is from a system point of view. The accumulator accs of state s can be described
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by
accs =
R
∑
r=1
Tr
∑
t=1
ωr,s,t · xt ,
where the weight ωr,s,t , which corresponds to δ (st ,s) in ML training i.e. one or zero depending
on the alignment, is replaced for the proposed confidence-based M-MMI (M-MMI-conf) and
confidence-based M-MPE (M-MPE-conf) criteria (with ρ 6= 0) by the margin pseudo-posterior
as described in Equation 4.8. The additional confidence term for the proposed M-MMI-conf
criterion can be described as follows:
ωr,s,t :=
∑
sTr1 :st=s
[p(xTr1 |sTr1 )p(sTr1 )p(Wr) · e−ρA(Wr,Wr)]γ
∑
V
∑
sTr1 :st=s
[p(xTr1 |sTr1 )p(sTr1 )p(V )︸ ︷︷ ︸
posterior
·e−ρA(V,Wr)︸ ︷︷ ︸
margin
]γ
·δ (cr,s,t ≥ cthreshold)︸ ︷︷ ︸
confidence selection
(4.14)
Here, the selector function δ (cr,s,t > cthreshold) with the parameter cthreshold controls the amount
of adaptation data. The M-MPE-conf criterion can be defined in a similar manner. Note that
due to the quality of the confidence metric, thresholding the confidence scores after feature
selection can often result in an improved accuracy, as reported in [Gollan & Bacchiani 08].
On the one hand, the experimental results for word-confidences in Figure 4.27 and state-based
confidences in Figure 4.33 suggest that the confidences are helpful, but on the other hand that
the threshold itself has little impact due the proposed M-MMI-conf / M-MPE-conf approaches,
which are inherently robust against outliers.
Analogously, the weight ωr,s,t would correspond to the true posterior (cf. Equation 4.7) in an
MMI-conf / MPE-conf criterion, i.e. without margin but with additional confidence term. Note
that in informal experiments these criteria lead to no robust improvements (cf. Figure 4.33),
i.e. only the combination of margin and confidences makes the proposed approaches robust
against outliers. This effect is remarkable and might be also of interest to supervised train-
ing approaches in ASR, which often have to deal with erroneous ground-truth labels in large
training corpora.
4.3.5 Writer Adaptive Training
Due to ligatures and diacritics in Arabic handwriting, the same Arabic word can be written in
several writing variants, depending on the writer’s handwriting style. Similar effects can be
observed for ligatures in Latin handwriting styles, like the lowercase f-ligatures.
As for speaker adaptive training (SAT) in ASR, writer variations are compensated by writer
adaptive training (WAT) [Dreuw & Rybach+ 09] using constrained MLLR (C-MLLR) [Gales
98] (also known as feature space MLLR (fMLLR)). The fMLLR consists of normalizing the
feature vectors by the use of a ML estimated affine transform, as described in [Gales 98]. fM-
LLR is implemented in the feature extraction front-end, allowing for use in both recognition
and in training, thus supporting writer adaptive training [Dreuw & Rybach+ 09].
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If writer labels are annotated in the database, such as the writer labels of the IfN/ENIT
database (cf. Section 4.5.2.1), they can directly be used in training to estimate the writer de-
pendent C-MLLR feature transformations (cf. paragraph 4.6.2.1). The parameters of the writer
adapted Gaussian mixtures are trained using the C-MLLR transformed features. It can be seen
from the writer statistics in Table 4.2 that the number of different writers in set e is higher than
in all other folds, and thus the variation of handwriting styles. During decoding these labels
typically have to be estimated e.g. using clustering, as described in Section 4.4.1.1.
4.3.6 MLP Training in a Tandem Approach
Once the MLP network hierarchy and features are defined, as explained in Section 4.2.3, the
MLP network parameters itself can be trained using the GHMM baseline system’s ML / M-
MMI / M-MPE generated feature labels (cf. alignment impact in Table 4.17).
The MLP-GHMM system is retrained from scratch using the MLP log-posterior features as
described in Section 4.2.3, which is also known as a tandem approach [Schenk & Rigoll 06]).
Again, ML / M-MMI / M-MPE training criteria can be used to train the GHMMs with MLP
log-posterior features.
Opposed to the tandem approach, the hybrid approach directly uses the log-posterior features
to approximate the HMM emission probabilities, as briefly described in Section 4.4.2.
4.4 Decoding Architecture
The recognition can be performed in multiple passes (cf. Section 4.4.1). For model adaptation
towards unknown data or unknown writing styles, the output of the first recognition pass (best
word sequences or word lattices) can either be used for discriminative model adaptation (cf.
Section 4.4.1.2) or writer adaptation (cf. Section 4.4.1.1). A different approach is followed in
Section 4.4.2, where the developed hybrid MLP/HMM decoding framework is described.
4.4.1 Multi-Pass Decoding
The recognition is performed in two passes, as depicted in Figure 4.9: system 1 performs
the initial and independent recognition pass using e.g. the discriminative trained models. The
output is required for the text dependent model adaptation in the next step.
Although the automatically generated transcript may contain errors, adaptation using that
transcript generally results in accuracy improvements [Gollan & Bacchiani 08]. The adaptation
techniques used and developed in this work are explained in the following sections.
4.4.1.1 Writer Adaptation
The decoding in the second pass can be carried out using C-MLLR transformed features.
To show the advantage of using C-MLLR based writer adapted features in combination with
writer adaptive training (WAT) models, we distinguish between supervised and unsupervised
writer adaptation in our experiments. In a first supervised experiment, we estimate the C-MLLR
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Sys.1 Sys.2
Decoder
Training
Discriminative Decoder
Pass 1: Pass 2:
Figure 4.9 Illustration of the two-pass decoding process using confidence-based discriminative training for model
adaptation: System 1 creates in a first decoding pass the labels for unknown test data. Based on the
confidence-alignments, this System is adapted towards Systems 2 by a discriminative training using M-
MMI-conf/M-MPE-conf training, which can finally be evaluated in a second pass.
matrices directly from the available writer labels of the test folds (cf. paragraph 4.6.2.1). The
matrices are calculated for all writers in pass two and are used for a writer dependent recog-
nition in System 2, which uses the WAT models from Section 4.3.5. Note that the decoding
itself is still unsupervised! In the unsupervised adaptation case, the unknown writer labels of
the segments to be recognized have to be estimated first using Bayesian information criterion
(BIC) clustering. Again, the C-MLLR matrices are calculated in pass two for every estimated
cluster label and are used for a writer dependent recognition in System 2, which uses the WAT
models from Section 4.3.5.
4.4.1.2 Discriminative Model Adaptation
For unsupervised adaptation, at test time, the conditioning state sequence is derived from a
prior recognition pass. Although the prior transcript in that case contains errors, adapting on
that transcript disregarding that fact generally still results in accuracy improvements [Gollan &
Bacchiani 08].
The model adaptation in the second pass is performed by discriminatively training a System
2 on the text output of the first-pass recognition system (cf. Figure 4.9). Additionally, the
confidence-alignments generated during the first-pass decoding can be used on a sentence-,
word-, or state-level to exclude the corresponding features from the discriminative training
process for unsupervised model adaptation.
Out of vocabulary (OOV) words are also meant to be harmful for adaptation [Pitz & Wessel+
00] but even when a word is wrong, the pronunciation or most of the pronunciation can still
be correct, suggesting that a state-based and confidence-based adaptation should be favored in
such cases.
Word Confidences
For isolated word recognition tasks, the sentence and word confidences are identical. The
segments to be used in the second-pass system are first thresholded on a word-level by their
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Figure 4.10 Example for a word-graph and the corresponding 1-best state alignment: word-confidence of the
1-best alignment is c = 0.7. The corresponding state-confidences are calculated by accumulating state-
wise over all other word alignments
word confidences: only complete word segments aligned with a high confidence by the first-
pass system are used for model adaptation using discriminative training.
State Confidences
Instead of rejecting an entire utterance or word, the system can use state confidence scores to
select state-dependent data. State confidence scores are obtained from computing arc posteri-
ors from the lattice output from the decoder. The arc posterior is the fraction of the probability
mass of the paths that contain the arc from the mass that is represented by all paths in the
lattice [Gollan & Bacchiani 08]. The posterior probabilities can be computed efficiently us-
ing the forward-backward algorithm as, for example, described in [Kemp & Schaaf 97]. The
word frames to be used in the second-pass system are first thresholded on a state-level by their
state confidences: only word frames aligned with a high confidence by the first-pass system,
are used for model adaptation using discriminative M-MMI-conf/M-MPE-conf training (see
Section 4.3.4).
An example for a word-graph and the corresponding 1-best state alignment is given in Fig-
ure 4.10: during the decoding, the ten feature frames (the squares) can be aligned to different
words (long arcs) and their states. In this example, the word-confidence of the 1-best alignment
is c = 0.7 (upper arc). The corresponding state-confidences are calculated by accumulating
state-wise over all competing word alignments (lower arcs), i.e. the state-confidence of the
1-best alignment’s fourth state would stay 0.7 as this state is skipped in all other competing
alignments, all other state-confidences would sum up to 1.0.
4.4.2 Hybrid Decoding
The MLP posterior probabilities p(s|x) are divided by the prior state probabilities p(s) in order
to approximate the observation probabilities of an HMM, i.e. p(x|s) ≈ p(s|x)p(s) as described in
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Figure 4.11 Some examples of the benchmark databases used in this work: isolated handwritten Latin digit charac-
ters (top left, USPS), isolated handwritten Bangla digits/words/compounds (top right, BANGLA), isolated
handwritten Arabic words (middle left, IfN/ENIT), isolated handwritten French words (middle right, RIMES),
continuous handwritten English lines (bottom, IAM), and continuous machine-printed Arabic lines (bottom,
RAMP-N).
[Bourland & Morgan 94], i.e. − log p(x|s) = − log p(s|x) +α log p(s) with α being a priori
scaling factor in our log-linear framework. The state a-priori probability p(s) is read from
another model, e.g. the GHMM used to label the features for MLP training. Note that a tuning
of the priori scaling factor α lead to no improvements in Section 4.6.
4.5 Databases for Optical Character Recognition
To cover a wide range of different languages, handwriting styles, fonts, and context, we evaluate
our framework on benchmark databases from different domains and complexity. Figure 4.11
gives an overview of the databases used in this work. They represent a wide variety of tasks and
allow for a meaningful comparison with other research groups. On the one hand, the databases
are rather small in comparison to ASR, on the other hand it can be assumed that most results
can be transferred to ASR domains: Similar usage of features, lexica, and language models on
smaller corpora allow for a detailed analysis and benchmarking of complex techniques.
4.5.1 Isolated Characters
Isolated character databases have only been used for baseline system comparison and informal
experiments. Such pre-segmented characters can typically be better modeled and recognized
by specialized approaches such as two-dimensional warping algorithms explicitly modeling
the variability in the data [Keysers 06,Keysers & Deselaers+ 07,Gass & Deselaers+ 09,Ney &
Dreuw+ 10, Gass & Pishchulin+ 11].
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Figure 4.12 IfN/ENIT corpora splits used in 2005, 2007, 2009, and 2010.
4.5.1.1 USPS
The US Postal Service (USPS) task is one of the most widely used reference data sets for
handwritten character recognition and allows fast experiments due to its small size of 7,921
training and 2,007 test images. The test set contains a large amount of image variability and
is considered to be a hard recognition task. Good error rates are in the range of 2-3%, some
examples are shown in Figure 4.11, results are presented in Table 4.5.
4.5.2 Isolated Words
Experiments for handwritten isolated word recognition are mainly conducted on the IfN/ENIT
database (cf. Section 4.5.2.1). These experiments have been performed in order to extend and
adapt the RWTH ASR framework. More results are presented for the RIMES database (cf.
Section 4.5.2.2). Both databases have been used in public handwriting recognition competitions
and allow for comparison with many other research groups.
4.5.2.1 IfN/ENIT
The experiments for isolated Arabic word recognition are conducted on the IfN/ENIT database
[Pechwitz & Maddouri+ 02]. The database is divided into four training folds with an additional
fold for testing [Märgner & Pechwitz+ 05]. The current database version (v2.0p1e) contains a
total of 32492 Arabic words handwritten by about 1000 writers, and has a vocabulary size of
937 Tunisian town names. Additionally, the submitted systems to the ICDAR 2007 competi-
tion [Märgner & Abed 07] were trained on all datasets of the IfN/ENIT database and evaluated
for known datasets. Here, we follow the same evaluation protocol as for the ICDAR 2005, 2007,
2009, and ICFHR 2010 competitions (see Figure 4.12). The corpus statistics for the different
folds can be found in Table 4.2, some examples of the database are shown in Figure 4.13.
4.5.2.2 RIMES
The Reconnaissance et Indexiation de données Manuscrites et de fac similÉS (RIMES) data
was collected by giving an assignment to volunteers. The volunteers had to write a fax, a letter,
or to fill out a form to send it to companies in order to enter or withdraw from a contract, to
ask questions, or to write complaints. But instead of sending the letters, they were digitized
and processed to get the data for the different recognition tasks. About 1,300 volunteers wrote
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Table 4.2 Corpus statistics for the IfN/ENIT Arabic handwriting sub-corpora.
Folds #Observations [k]
Writers Words Characters Frames
a 0.1 6.5 85.2 452
b 0.1 6.7 89.9 459
c 0.1 6.5 88.6 452
d 0.1 6.7 88.4 451
e 0.5 6.0 78.1 404
f n.a. 8.6 64.7 n.a.
s n.a. 1.5 11.9 n.a.
Figure 4.13 IfN/ENIT examples showing all the same Tunisian city town name written by different writers
about 5,600 mails, which results in more than 12,600 partly or entirely handwritten pages with
more than 250,000 words.
The first competition on the Reconnaissance et Indexiation de données Manuscrites et de fac
similÉS (RIMES) database was in 2007. Since then there have been two more competitions
in 2008 [Grosicki & Carre+ 09] and 2009 [Grosicki & Abed 09]. Each of the competitions
consists of multiple subtasks. The database of the "RIMES 2" evaluation contains about 50,000
snippets of handwritten French words. The experiments in this thesis are done on the data of
the second competition in the task of single word recognition.
The data is divided in three sets, a training set, a validation set and a test set. The training set
contains 36,444 words, the validation 7,786 and the test set 7,542 words. For the evaluation on
the test set there are two separate tasks. One is to recognize a word given the complete lexicon
of the test set, in a second task a reduced lexicon of only one hundred words is used [Röder
09]. In this thesis we focus on the recognition task with a complete test lexicon, some example
images are shown in Figure 4.14.
4.5.3 Continuous Sentences
As the isolated handwritten character (cf. Section 4.5.1) and word recognition tasks (Section 4.5.2)
are mainly used to extend and optimize the ASR derived OCR system, we evaluate the effects
of LMs and large-vocabulary handwritten and machine-printed text recognition tasks in Sec-
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Figure 4.14 RIMES example images for isolated word recognition task
Figure 4.15 Sample images taken from the IAM database
tion 4.6 on a large-vocabulary English handwritten text database (cf. Section 4.5.3.1) and a
novel large-vocabulary Arabic machine-printed text database (cf. Section 4.5.3.2).
4.5.3.1 IAM
The IAM database was introduced by [Marti & Bunke 02] in 2002 and contains a total number
of 1,539 pages with 5,685 sentences in 9,862 lines. All words are build using only 79 different
symbols which consist of both upper- and lowercase characters, punctuation, quotation marks,
a special symbol for crossed out words, and a white-space model (cf. Section 4.1.2). A com-
parison of the predefined training, testing and evaluation folds is given in Table 4.3, whereas
Figure 4.15 displays two lines of same text written by different writers.
Here we focus on the open-vocabulary line recognition task, which is one of the four tasks
provided with the database. For the open vocabulary recognition task we use as proposed
in [Bertolami & Bunke 08a] the three additional text corpora Lancaster-Oslo-Bergen, Brown
and Wellington (LBW) to estimate our language models and lexica. Note that the IAM valida-
tion/test lines were excluded from the Lancaster-Oslo-Bergen (LOB) corpus.
Text Corpora. When performing an open word recognition task, the training data provided
by the database is most often not sufficient to model the data to be recognized. Therefore,
additional text corpora are often needed to create LMs and lexica for the recognition task. The
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Table 4.3 Description of the IAM database, OOV rate for a 50k lexicon estimated on the LBW text corpus.
Train Devel Eval LM
words 53.8k 8.7k 25.4k 3.3M
chars 219.7k 31.7k 96.6k 13.8M
lines 6.1k 0.9k 2.7k 164k
writers 283 57 162 -
OOV rate 1.07% 3.94% 3.42% 1.87%
Lancaster-Oslo-Bergen, Brown and Wellington (LBW) text corpus used in this work follows
the proposition by [Bertolami & Bunke 08a] and consists of the following corpora:
• The Brown corpus was published by [Francis & Kucera 64] in 1964. It was the first
modern computer readable corpus and contains about one million words in 500 lines of
American English from various text sources, such as reportage, humor and fiction.
• The Lancaster-Oslo-Bergen (LOB) corpus (see [Johansson & Leech+ 78]) was compiled
by researchers from Lancaster, Oslo and Bergen between 1970 and 1978. It corresponds
to the Brown corpus in size and content, but contains words in British English. All
sentences occurring in the IAM database were taken from the LOB corpus.
• The third corpus, which also equals the LOB corpus in size and content is the Wellington
corpus, published by [Holmes & Vine+ 98], and contains words in New Zealand English.
Note that the IAM validation/test lines were excluded from the LOB corpus for LM training.
4.5.3.2 The RWTH Arabic Machine-Print Newspaper Corpus
In 1995, the DARPA Arabic machine-print (DAMP) corpus was collected by SAIC [Davidson
& Hopely 97,Natarajan 09]. It consists of 345 images from newspapers, books, magazines, etc.,
but is not publicly available.
The synthetic Arabic Printed Text Image (APTI) database [Slimane & Ingold+ 09] for Arabic
machine-printed documents offers many synthetically rendered fonts6 but seems unsuitable for
large vocabulary and domain specific realistic OCR tasks.
In [AbdelRaouf & Higgins+ 10] a Multi-Modal Arabic Corpus (MMAC)7 containing a list of
six million Arabic words is presented, which may be used as a lexical lookup table to check the
existence of a given word. However, no large amounts of image segments with corresponding
ground-truth annotations to be used in OCR experiments are currently provided. Recently,
the Printed Arabic Text Database (PATDB) [Al-Hashim & Mahmoud 10] has been presented,
which will be interesting for future work, but which is not yet available8.
6http://diuf.unifr.ch/diva/APTI/
7http://www.ashrafraouf.com/mmac
8http://faculty.kfupm.edu.sa/ICS/smasaad/Forms/Home.aspx
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Figure 4.16 Typical example of downloaded PDF files (downloaded in 09/2010 from http://www.
albayrakonline.com) and corresponding automatic binarization and segmentation based on OCRo-
pus toolkit
The objective of the MADCAT [Olive 07] project is to produce a robust, highly accurate
transcription engine that ingests documents of multiple types, especially Arabic scripts, and
produces English transcriptions of their content. Some parts of the Arabic handwriting data,
which was created by the Linguistic Data Consortium (LDC) and used in previous MADCAT
evaluations [Natarajan 09], has been recently used for the OpenHaRT 2010 [NIST 10] compe-
tition. However no machine-printed documents have been provided so far.
Therefore we started in 2010 with the generation of the large vocabulary RWTH Arabic
Machine-Print Newspaper (RAMP-N) corpus9 suitable for OCR research, by collecting more
than 85k PDF pages of newspaper articles from the following websites:
• http://www.addustour.com (Lebanon)
• http://www.albayrakonline.com (Jordan)
In our current collection (cf. Table 4.4), the newspaper data in the training corpus ranges
from April to May 2010, development corpus from May 2010, and the evaluation corpora were
collected in September 2010 [Pyttel 11].
We automatically generate ground-truth annotations with the freely available PDFlib Text
Extraction Toolkit (TET) 10 toolkit, which reliably extracts Unicode text, images and meta-data
from PDF documents. Additionally, detailed glyph and font information as well as the position
and bounding box of each glyph on the page can be automatically extracted (cf. Listing 4.1).
9http://www.hltpr.rwth-aachen.de/~dreuw/arabic.php
10http://www.pdflib.com/products/tet/
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Listing 4.1 PDFLib TET generated XML example: detailed glyph and font information as well as the position and
bounding box of each glyph on the page can be automatically extracted for a given PDF file
<Word>
<Text>ArabicWordN</Text>
<Box llx="815.57" lly="1202.48" urx="845.15" ury="1221.48">
<Glyph font="F0" size="19" x="815.57" y="1202.48" width="6.90">Glyph1</Glyph>
<Glyph font="F0" size="19" x="822.46" y="1202.48" width="3.59">Glyph2</Glyph>
...
<Glyph font="F0" size="19" x="840.61" y="1202.48" width="4.53">GlyphN</Glyph>
</Box>
</Word>
PDFlib 
TET 
Image Processing 
Page 
Image 
Render 
PDFlib 
TET 
Text Processing 
Bounding 
Box 
PDFlib 
TET 
Rendered 
Line Image 
Line 
XML 
PDF PDF Webcrawl 
Text 
Images 
Structure 
Coordinates 
Fonts 
Etc. 
Data Processing Ground Truth 
Figure 4.17 Automatic database creation process for RAMP-N corpus based on publicly available PDF files in
combination with the PDFLib TET toolkit
The overall automatic database creation process is schematically shown in Figure 4.17. An un-
supervised and image-based ground truth labeling using OCRopus11 is also possible, however
the results in Figure 4.16 show the current need of an improved binarization and segmentation.
In addition to the 28 Arabic base forms, and after filtering out texts with Latin glyphs, the
Arabic texts in our current collection include 33 ligatures, 10 Arabic-Indian digits, and 24
punctuation marks. They are modeled by 95 position independent or by 197 position dependent
glyph HMMs [Prasad & Saleem+ 08, Dreuw & Jonas+ 08]. The position dependent glyph
transcriptions have been created by a rule based approach based on the six Arabic characters,
which have only an isolated or final form [Lorigo & Govindaraju 06].
Text Corpora. About 228M running words have been collected for domain specific LM es-
timation. As vocabulary we currently use the 106k most frequent words of the 228M LM
data corpus, resulting in about 126k writing variants due to ligatures, an average OOV rate of
2.5% (cf. Table 4.4), and a 0% out-of-glyph rate. None of the segments in the development or
11http://code.google.com/p/ocropus/
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Table 4.4 RAMP-N corpora statistics
Train Dev Eval a Eval b Eval c LM Training
Running words 1,483,136 7,775 20,042 17,255 15,290 228,492,763
Running Characters 5,970,997 30,884 72,358 64,293 62,065 989,494,230
Text lines 222,421 1,155 3,480 2,439 2,224 22,910,187
Pages 409 2 5 4 4 85,316
Fonts 20 5 12 7 6 -
OOV Rate - 2.79% 2.21% 2.90% 2.75% -
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Figure 4.18 Perplexities (PP) for different n-gram contexts using modified Kneser-Ney smoothing and a vocabulary
size of 106k words
evaluation corpora belong to the LM training data. The resulting perplexities, which are rela-
tively high due to the rich morphology in Arabic, for different n-gram language models using
modified Kneser-Ney smoothing are presented in Figure 4.18.
4.6 Experimental Results
The proposed framework is applied to various tasks such as Arabic and English handwritten
text recognition, as well as Arabic machine printed text recognition. Experiments for isolated
Arabic and French word recognition are conducted on the IfN/ENIT database [Pechwitz &
Maddouri+ 02] and the RIMES database [Grosicki & Abed 09], respectively, both using a
closed lexicon. Experiments for continuous handwritten line recognition are conducted on the
IAM database [Marti & Bunke 02] using a large-vocabulary lexicon and external language
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Table 4.5 Baseline results on the USPS database
Model #Mixtures #Densities ER [%]
GMM (this work) 10 10 19.4
GMM (this work) 10 740 7.6
GMM [Keysers 06] 10 10 19.5
GMM [Keysers 06] 10 ∼ 1000 8.0
GHMM (this work) 31 3683 3.9
GHMM (this work) 81 8196 3.6
model resources as proposed in [Bertolami & Bunke 08a]. Additionally, experiments for con-
tinuous Arabic machine-printed line recognition are presented on the novel RWTH Arabic
Machine-Print Newspaper (RAMP-N) database.
4.6.1 Isolated Characters
In this work, the USPS database (cf. Section 4.5.1.1) has only been used for informal experi-
ments and baseline comparisons to results presented in e.g. [Keysers 06]. Results are presented
in the next section.
4.6.1.1 Latin Digits
We normalize the pixel values of the USPS database (cf. Section 4.5.1.1) images between 0 and
1 for our experiments, and use the resulting 16x16 pixel values as feature vectors. The baseline
results in Table 4.5 with GMMs, i.e. a 1-1 model with a single HMM state per character model,
show a similar performance as obtained in [Keysers 06] (cf. Table 5.1, p.71). As expected, the
multi-state HMM results, which are able to model the variability along the horizontal axis and
which are similar to pseudo two-dimensional HMM (P2DHMM) models, can further improve
the system performance. Here, simple sliding-window appearance-based features, which are
reduced by a PCA to 40 components (cf. Figure 4.19 in paragraph 4.6.2.1), are used in our
experiments. For the GHMM results, we compared a 3-2 and 8-2 topology, resulting in 3×10
and 8×10 mixture models with an additional white-space model, respectively.
4.6.2 Isolated Words
In this section experimental results concerning isolated Arabic (cf. Section 4.6.2.1) and French
(cf. Section 4.6.2.2) handwritten words are presented.
4.6.2.1 Arabic Handwriting
The experiments are conducted on the IfN/ENIT database [Pechwitz & Maddouri+ 02]. The
database is divided into four training folds with an additional fold for testing [Märgner &
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Figure 4.19 Baseline results for different PCA window sizes and dimensions (for training sets abc and test set d).
Pechwitz+ 05] (see Section 4.5.2.1 for details). Note that no preprocessing is applied to the
images, which led to no improvements in [Dreuw & Jonas+ 08, Jonas 09] - however, it is ex-
pected that a preprocessing adapted to the characteristics of the Arabic script will improve the
overall performance of the developed system.
PCA based Sliding-Window Features
We optimized the image downscaling and PCA windowing parameters only on one split of
the IfN/ENIT database. The results for downscaling the images to 16px height are shown in
Figure 4.19. For all following experiments, we chose a PCA window-size 7 (i.e., 7× (16+∆)
features) with a window shift of 1 pixel (i.e., maximum overlap).
White-Space Modeling
The comparison of the three proposed white-space modeling approaches (cf. Section 4.3.3) is
presented in Figure 4.20. Additionally, the evaluation of position-independent character models
(NS-Nopos) is shown which is obviously worse than the position-dependent models. The word-
error-rate for the ground truth annotation task without white-space models (ns) is reduced by
all proposed white-space models: The overall best results are obtained for a PCA reduction to
30 components in combination with the proposed between word and within word white-space
(bwws) modeling.
In Figure 4.21 and Figure 4.22, it can be observed that the white-spaces are implicitly mod-
eled within the character models, if no white-space modeling is applied (first rows). The align-
ments are clearly improved in Figure 4.21, if additional white-space models are trained (second
and third row). On the other hand it can be seen in Figure 4.22 that, due to the cursive handwrit-
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Figure 4.20 Visualization of different white-space modeling approaches and PCA dimensions: the proposed bwws-
modeling (2nd bar, red) outperforms all other approaches
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Figure 4.21 Alignment visualization: first row shows an alignment using ns-modeling, second row bws-modeling,
and third row bwws-modeling. Due to the additional white-space models between characters (annotated
by ’si’, yellow background), the alignment is clearly improved.
ing style, the bwws-modeling approach selected the correct writing variant without additional
white-space models between the characters (i.e., the ’bws’ writing variant allowing only for
white-space between compound words).
Glyph Length Estimation and Discriminative GHMMs
In this section we compare our ML trained baseline system to our discriminative trained systems
using the MMI and margin-based M-MMI criterion. The discriminative training is initialized
with the respective ML baseline model and iteratively optimized using the Rprop algorithm.
The number of Rprop iterations and the choice of the regularization constant R(θ ,θ0) have
to be chosen carefully (cf. Section 4.3.4.3), and were empirically optimized in informal experi-
ments to 30 Rprop iterations (cf. detailed Rprop iteration analysis in Figure 4.23).
The results in Table 4.6 show that the discriminatively trained models clearly outperform the
maximum likelihood trained models, especially the models trained with the additional margin
term. The strong decrease in word error rate (WER) for experiment setup abd-c might be due to
the training data being separable for the given configurations, whereas the strong improvement
for experiment abcde-e was expected because of the test set e being part of the training data.
In the following experiments, we additionally use a glyph dependent length (GDL) estima-
tion as described in Section 4.3.3. Table 4.7 shows baseline results for different glyph model
lengths with a fixed number of states (i.e. 3-1 and 3-2 models) in comparison to glyph dependent
length (GDL) models, all trained with supervised writing variants (SWV) [Dreuw & Rybach+
09]. It can be observed that 3-1 models are outperformed by both 3-2 and GDL models, and
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Figure 4.22 Alignment visualization (from top to bottom: ns, bws, bwws): due to the cursive handwriting style,
the insertion of additional white-space models could worse the alignment. Here, the system opts for the
correct writing variant without additional white-spaces between characters, i.e., the alignments for bws-
and bwws-modeling are similar
Table 4.6 Comparison of maximum-likelihood (ML) trained baseline system, and discriminative trained systems
using MMI criterion and margin-based M-MMI criterion after 30 Rprop iterations.
Train Test WER[%]
ML MMI M-MMI
abc d 10.88 10.59 8.94
abd c 11.50 10.58 2.66
acd b 10.97 10.43 8.64
bcd a 12.19 11.41 9.59
abcd e 21.86 21.00 19.51
abcde e 11.14 2.32 2.95
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Table 4.7 Results for a static glyph length (3-1 and 3-2) and glyph dependent length (GDL) topologies
Train Test WER [%] CER [%]
3-1 3-2 GDL 3-1 3-2 GDL
abc d 11.00 8.06 7.80 3.66 3.12 3.01
abd c 11.41 8.63 8.71 3.97 3.41 3.39
acd b 11.13 7.79 7.84 3.65 2.87 2.76
bcd a 12.01 8.63 8.66 4.31 3.52 3.76
abcd e 22.41 17.77 16.82 8.33 7.52 6.85
abcde d 6.40 3.24 3.44 2.05 1.21 1.32
abcde e 11.27 9.07 10.09 4.14 3.10 3.81
Table 4.8 Corpus (a) and model statistics (b) for IfN/ENIT evaluation setup abcd-e
(a) Corpus statistics for abcd-e setup
input image scale height x16
#observations 1,787,917
#words 26,459
#glyphs 228,174
#avg. glyphs/word 8.62
avg. glyph length 7.83 px
(b) model statistics for static glyph length (3-1 and 3-2)
and glyph dependent length (GDL) models
3-1 3-2 GDL
#mixtures 361 361 637
#states/glyph 3 6 3-9
#densities 36,235 36,272 48,552
#observations/state 2.6 1.3 2.0
#observations/dens 49.34 49.29 36.82
that GDL models perform best on the evaluation setup abcd-e. However, there is no significant
difference between both approaches.
Detailed corpus and model statistics for 3-1, 3-2, and GDL models trained for the IfN/ENIT
evaluation setup abcd-e are shown in Table 4.8.
In Figure 4.23 detailed WER and character error rate (CER) plots over 50 M-MMI training
iterations are shown, respectively, with a combined WER/CER plot over M-MMI training itera-
tions on the evaluation setup abcd-e. It can be observed that both WER and CER are smoothly
and almost continuously decreasing with every Rprop iteration, and that about 30 Rprop itera-
tions are optimal for the considered datasets.
Visual Inspections. The visualizations in Figure 4.24 and Figure 4.25 show training align-
ments of Arabic words to their corresponding HMM states. The upper rows show the alignment
to the ML trained model, the lower rows to the M-MMI trained models. We use again R-G-B
background colors for the 0-1-2 HMM states (cf. Figure 4.2), respectively, from right-to-left.
The position-dependent character model names are written in the upper line, where the white-
space models are annotated by ’si’ for ’silence’; the state numbers are written in the bottom
line. Thus, HMM state-loops and state-transitions are represented by no-color-changes and
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Figure 4.23 Decreasing word error rates (WER, left plot) and character error rates (CER, center plot) for all differ-
ent training folds over M-MMI Rprop iterations. Evaluation on setup abcd-e (right plot , combined).
color-changes, respectively.
It can be observed in Figure 4.24 that especially the white-spaces, which can occur between
compound words and PAWs [Dreuw & Jonas+ 08], help in discriminating the isolated- (A),
beginning- (B), or end-shaped (E) characters of a word w.r.t. the middle-shaped (M) characters,
where usually no white-spaces occur on the left or right side of the character (cf. [Pechwitz &
Maddouri+ 02, Lorigo & Govindaraju 06] for more details about A/B/M/E shaped characters).
The frames corresponding to the white-space part of the words are aligned in a more balanced
way in Figure 4.24 (a) and Figure 4.24 (b) using the M-MMI modeling (lower rows) opposed
to ML modeling (upper rows): the proposed M-MMI models learned that white-spaces help
to discriminate different characters. This can even lead to a different writing variant choice
without any white-space models [Dreuw & Jonas+ 08] (see Figure 4.24 (c)).
In Figure 4.25, unsupervised test alignments are compared. The upper rows show incorrectly
recognized words by unsupervised alignments to the ML trained model, the lower rows cor-
rectly recognized words by unsupervised alignments to the M-MMI trained models. Due to
the discriminatively trained character models, the alignment in Figure 4.25 (a) to the M-MMI
model is clearly improved over the ML model, and the system opts for the correct compound-
white-space writing variant [Dreuw & Jonas+ 08]. In Figure 4.25 (b), again the alignment is
improved by the discriminatively trained white-space and character models. Figure 4.25 (c)
shows a similar alignment to the white-space model, but a clearly improved and correct align-
ment to the discriminatively trained character models.
Writer Adaptive Training and C-MLLR based Writer Adaptation
Using the supervised writing variants (SWV) in training, the writer adaptive training (WAT)
models (cf. Section 4.3.5) can also be used as a first pass decoding system. As expected, the
results in Table 4.9 show that the system performance cannot be improved without any writer
clustering and adaptation of the features during the decoding step.
The decoding in the second pass is carried out using the C-MLLR transformed features. To
show the advantage of using C-MLLR based writer adapted features in combination with WAT
models, we estimate in a first supervised experiment the C-MLLR matrices directly from the
available writer labels of the test folds. The matrices are calculated for all writers in pass
two and are used for a writer dependent recognition system, which uses the WAT models from
Section 4.3.5. Note that the decoding itself is still unsupervised! In the unsupervised adaptation
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(a)
(b)
(c)
Figure 4.24 Supervised training alignment comparisons: The upper rows show alignments to the maximum-
likelihood (ML) trained model, the lower rows to the modified maximum mutual information (M-MMI)
trained models.
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(a)
(b)
(c)
Figure 4.25 Unsupervised test alignment comparisons: The upper rows show incorrect unsupervised alignments
to the maximum-likelihood (ML) trained model, the lower rows correct unsupervised alignments to the
modified maximum mutual information (M-MMI) trained models.
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Table 4.9 Comparison of GDL, WAT, and CMLLR based feature adaptation using unsupervised and supervised
writer clustering.
Train Test WER[%]
1st pass 2nd pass
SWV +GDL +WAT WAT+CMLLR
unsupervised supervised
abc d 10.9 7.8 7.5 7.7 5.8
abd c 11.5 8.8 9.1 9.1 6.0
acd b 11.0 7.8 7.9 8.0 6.0
bcd a 12.2 8.7 8.9 8.8 6.5
abcd e 21.9 16.8 17.5 17.1 11.2
abcde e 11.1 7.7 8.4 7.8 5.1
case, the unknown writer labels of the segments to be recognized have to be estimated first using
BIC clustering. Again, the C-MLLR matrices are calculated in pass two for every estimated
cluster label and are used for a writer dependent recognition system, which uses the WAT
models from Section 4.3.5.
Table 4.9 shows that the system accuracy could be improved by up to 33% relative in the
supervised-C-MLLR adaptation case. In the case of unsupervised writer clustering, the system
accuracy is improved in one fold only. If we look at the cluster histograms in Figure 4.26
it becomes clear that the unsupervised clustering is not adequate enough. Each node in our
clustering process as described in [Chen & Gopalakrishnan 98] is modeled as a multivariate
Gaussian distribution N (µi,Σi), where µi can be estimated as the sample mean vector and Σi
can be estimated as the sample covariance matrix. The estimated parameters are used within
the criterion as distance measure, but more sophisticated features than the PCA reduced sliding
window features seem necessary for a better clustering.
Opposed to the supervised estimation of 505 C-MLLR transformation matrices for the eval-
uation setup with training sets abcd and set e (cf. Table 4.2), the unsupervised writer clustering
could estimate only two clusters being completely unbalanced, which is obviously not enough
to represent the different writing styles of 505 writers. Due to the unbalanced clustering and
only a small number of clusters, all other cases are similar to the usage of the WAT models only
(cf. Table 4.9).
However, the supervised-C-MLLR adaptation results show that a good writer clustering can
bring the segments of the same writer, or writers with similar writing styles, together and thus
improve the performance of the writer adapted system.
Unsupervised Confidence-Based Discriminative Model Adaptation
In this section we evaluate our discriminative training for unsupervised model adaptation during
a second pass decoding step.
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Figure 4.26 Histograms for unsupervised writer clustering over the different IfN/ENIT test folds and their resulting
unbalanced cluster segment assignments
In a first experiment we used the complete first-pass output of the M-MMI system for an
unsupervised adaptation. The results in Table 4.10 show that the M-MMI based unsupervised
adaptation cannot improve the system accuracy. With every Rprop iteration, the system is even
more biased by the relatively large amount of wrong transcriptions in the adaptation corpus.
Using the word-confidences of our first-pass alignment to reject complete word segments (i.e.
feature sequences xT1 ) from the unsupervised adaptation corpus, the results in Table 4.10 show
a slight improvement only in comparison to the M-MMI trained system. Figure 4.27 shows
the resulting WER for different confidence threshold values and the corresponding number of
rejected segments. For a confidence threshold of c = 0.5, more than 60% of the 6033 segments
of set e are rejected from the unsupervised adaptation corpus, resulting in a relatively small
amount of adaptation data.
Using the state-confidences of our first-pass alignment to decrease the contribution of single
frames (i.e. features xt) during the iterative M-MMI optimization process (cf. optimization in
Section 4.3.4), the number of features for model adaptation is reduced by approximately 5%:
375,446 frames of 396,416 frames extracted from the 6,033 test segments are considered during
the optimization, only 20,970 frames are rejected based on confidence thresholding (cf. also
Figure 4.10). Note that also the CER is decreased to 6.49%.
Interestingly, the supervised adaptation on test set e, where the correct transcriptions of set
e are used for an adaptation of the model trained using set abcd, can again decrease the WER
of the system down to 2.06%, which is even better than an M-MMI optimization on the full
training set abcde (cf. Table 4.6).
In Figure 4.28, detailed WER and CER plots over 30 M-MMI-conf training iterations are
shown, with a combined WER/CER plot over M-MMI-conf training iterations on the evaluation
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Figure 4.27 Results for word-confidence based discriminative training using different confidence thresholds and
their corresponding number of rejected segments.
Table 4.10 Results for confidence-based model adaptation on the evaluation experiment setup abcd-e using a
margin-based MMI criterion and 30 Rprop iterations (here without any GDL modeling).
Training/Adaptation WER[%] CER[%]
ML 21.86 8.11
M-MMI 19.51 7.00
+ unsupervised adaptation 20.11 7.34
+ supervised adaptation 2.06 0.77
M-MMI-conf (word-confidences) 19.23 7.02
M-MMI-conf (state-confidences) 17.75 6.49
setup abcd-e. In all cases, we estimated the state-confidences on the first pass output using the
M-MMI trained models, and selected features based on the 1-best alignment’s confidences. It
can be observed that both WER and CER are slightly decreasing with every Rprop iteration, and
that between 10 and 15 Rprop iterations are optimal for the considered small and unsupervised
labeled test datasets.
Table 4.11 shows the final results of our Arabic handwriting recognition system with addi-
tional GDL as described in [Dreuw & Jonas+ 08, Dreuw & Rybach+ 09]. Again, the WER of
the GDL based system can be decreased by our proposed M-MMI training during both decod-
ing passes down to 14.55%, which is among the best known WER in the literature [Abed &
Märgner 09].
Due to the assumed robustness of the confidence- and margin-based M-MMI-conf criterion
against outliers, the proposed unsupervised and text dependent model adaptation is applied in an
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Figure 4.28 Decreasing word error rates (WER, left plot) and character error rates (CER, middle plot) for all differ-
ent training folds over M-MMI-conf Rprop iterations. Evaluation on the evaluation setup abcd-e (right plot,
combined)
Table 4.11 Results for confidence-based M-MMI model adaptation (M-MMI-conf) on the IfN/ENIT database using
glyph dependent length (GDL) estimation, a margin-based MMI (M-MMI) criterion and 30 Rprop iterations.
Train Test WER [%]
1st pass 2nd pass
ML +GDL +M-MMI M-MMI-conf
abc d 10.88 7.83 6.12 5.95
abd c 11.50 8.83 6.78 6.38
acd b 10.97 7.81 6.08 5.84
bcd a 12.19 8.70 7.02 6.79
abcd e 21.86 16.82 15.35 14.55
iterative manner by a re-initialization of the text transcriptions. In Figure 4.29, we re-initialize
2 times the model adaptation process after 15 Rprop iterations. The results in Figure 4.29 show
the robustness of our approach, leading to an improved WER of 14.39%.
Hybrid MLP/HMM vs. Tandem MLP-GHMM Approaches
Due to a character and position dependent length modeling of the 28 base Arabic characters
[Dreuw & Jonas+ 08], we finally model the Arabic words by 215 different glyph models and
one additional white-space model. The system described in [Dreuw & Heigold+ 09] is used
to generate an initial alignment of the features to the 216 glyph labels. Our GHMM baseline
system (see Table 4.12) uses 3 mixtures per character label, resulting in 646 mixtures with 55k
densities. The MLP networks have been trained on raw pixel column features from the sets a,
b, and c only.
RAW MLP Features. The hierarchical system uses at the first level no windowing of the
input features, a single hidden layer with 2000 nodes, and 216 output nodes, which are reduced
by a log-PCA transformation to 32 components. The second network concatenates these fea-
tures in addition to the raw features, and uses a window size of 9 consecutive features The
576-dimensional features (i.e. 32 × 2 × 9 features) are forwarded to a single hidden layer with
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Figure 4.29 Evaluation of iterative M-MMI-conf model adaption on the IfN/ENIT evaluation setup abcd-d : text tran-
scriptions are updated in an unsupervised manner after 15 Rprop iterations. The performance remains
robust even after several re-initializations.
3000 nodes, and reduced by a log-PCA transformation to 32 components.
TRAP-DCT MLP Features. The system uses a TRAP-DCT [Hermansky & Sharma 98] pre-
processing of the raw pixel input features. The hierarchical system uses at the first level a
spatio-temporal TRAP-DCT window to augment the 32-dimensional raw pixel input feature
vectors to a 256-dimensional vector. Again, the first level hierarchical network uses a single
hidden layer with 1500 nodes, and 216 output nodes, which are reduced by a log-LDA trans-
formation to 96 components. The second network concatenates these features in addition to
the raw features, and uses a window size of 5 consecutive log-LDA network features, and a
window size of 9 consecutive raw input features to account for different spatio-temporal in-
formation. The 768-dimensional features (i.e. 96 × 5 + 32 × 9 features) are forwarded to a
single hidden layer with 3000 nodes, and finally reduced by a log-LDA transformation to 36
components.
Results. We empirically optimized different MLP feature combinations on the IfN/ENIT
training folds, which showed no significant difference. The TRAP-DCT log-posterior features
are used in Table 4.12 for the hybrid MLP/HMM approach, which turned out to perform slightly
better than the RAW features in these informal experiments. Furthermore, we observed that a
discriminative MLP-GHMM system is about 25% relative better than a generatively trained
one, especially in combination with the concatenated RAW+TRAP-DCT features. The compar-
ison in Table 4.12 shows a significant advantage of the retrained MLP-GHMM system over the
hybrid MLP/HMM and the GHMM baseline systems.
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Table 4.12 System comparison on IfN/ENIT: MLP-GHMM performs best, both GHMM and MLP-GHMM systems
are M-MMI trained (WER/CER in [%])
Train Test GHMM MLP/HMM MLP-GHMM
WER CER WER CER WER CER
abc d 6.1 2.4 4.5 1.7 3.5 1.5
abd c 6.8 2.6 2.6 0.9 1.4 0.8
acd b 6.1 2.2 2.7 0.9 2.5 1.0
bcd a 7.0 3.1 3.1 1.3 2.6 1.1
abcd e 15.4 6.1 11.6 4.5 7.3 3.0
Arabic Handwriting Recognition Competitions
In this section we briefly describe our HMM systems submitted to the ICDAR and ICFHR
Arabic handwriting recognition competitions. After a preliminary evaluation in 2008 of the
system described in [Dreuw & Jonas+ 08], which was developed within this thesis work, we
participated in the ICDAR 2009 Arabic Handwriting Recognition Competition [Märgner &
Abed 09,Abed & Märgner 10], the ICFHR 2010 Arabic Handwriting Recognition Competition
[Märgner & Abed 10], and the ICDAR 2011 Arabic Handwriting Recognition Competition
[Märgner & Abed 11]. Some of the official competition results are shown in Table 4.13. The
ICDAR 2009 test datasets which are unknown to all participants were collected for the tests of
the ICDAR 2007 competition. The words are from the same lexicon as those of the IfN/ENIT
database and written by writers, who did not contribute to the data sets before, and are separated
into set f and set s.
We submitted two systems to the ICDAR 2009 competition, with the GHMM system in Ta-
ble 4.13 being a multi-pass system presented in [Dreuw & Heigold+ 09]: The first-pass system
was trained using the M-MMI criterion as described in Section 4.3.4.1 and adapted in a second
pass using M-MMI-conf as described in Section 4.3.4.4. Our results (externally calculated by
TU Braunschweig) in Table 4.13 ranked third at the ICDAR 2009 competition and are among
the best purely HMM based systems, as the A2iA and MDLSTM systems are hybrid system
combinations or full neural network based systems, respectively. Also note that our single
HMM based system is better than the independent A2iA systems (cf. [Märgner & Abed 09]
for more details). Furthermore it can be observed that the performance of our MLP-GHMM is
close to the performance of the hybrid RNN/CTC system: as the connectionist temporal classi-
fication (CTC) framework is very similar to an HMM based decoding, the main power probably
comes from the tuned recurrent neural network (RNN) network. In particular, our proposed M-
MMI-conf based approach for unsupervised model adaptation even generalizes well on the set
s, which has been collected in the United Arabic Emirates and represents significantly different
handwriting styles.
To the ICFHR Arabic handwriting recognition competition [Märgner & Abed 10], we sub-
mitted two systems. Note the 36% relative improvement in Table 4.13 we achieved in the recent
ICFHR 2010 Arabic handwriting competition [Märgner & Abed 10] with the proposed M-MMI
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training framework and an MLP based feature extraction. The MLP network has been trained
for both systems with an alignment generated by the ML trained GHMM baseline system. The
submitted System-1 is a discriminatively trained system using the M-MMI criterion [Heigold &
Schlüter+ 09] and the 68-dimensional concatenated MLP features. System-2 is an ML trained
MLP-GHMM baseline system as described in [Dreuw & Jonas+ 08], which uses 8 splits with
up to 256 densities per mixture and 3 mixtures per character label, resulting in about 82k densi-
ties. Our system ranked second and used again no system combinations. More detailed results
and system descriptions are presented in [Märgner & Pechwitz+ 05,Märgner & Abed 07,Abed
& Märgner 09, Abed & Märgner 10].
Interesting is the result of the UPV PRHLT group who significantly improved their rela-
tively simple baseline system due to a vertical centroid normalization of sliding window based
features [Märgner & Abed 10, Giménez Pastor & Khoury+ 10]. Also note that our MLP-
GHMM system does not perform any preprocessing. So apart from the Bernoulli HMMs used
in [Giménez Pastor & Khoury+ 10], the main difference to our system is due to a different in-
put image resolution (x30 vs. x16 scale height in our system) and more states per glyph model.
This lead us to informal experiments, where we retrained a system from scratch with x32 pixels
input image resolution, sliding window size of 9, in combination with 6-2 HMM models. The
ML trained baseline system achieved a 5.9% WER on the evaluation setup abcd-e, which is al-
ready better than both discriminatively trained systems submitted to ICDAR 2009 and ICFHR
2010. In ICDAR 2011 [Märgner & Abed 11], this ML trained MLP-GHMM system was the
winner of the handwriting recognition competition! As shown in Table 4.13 both competition
error rates were again significantly improved. Further improvements are expected with MLP
based features and M-MMI training, which will be interesting for future work.
4.6.2.2 French Handwriting
First we empirically optimize the usage of preprocessing in combination with appearance-based
slice features. The results in Table 4.14 clearly show the impact and necessity of an image
normalization as briefly explained in Section 4.2.1. The optimization of the sliding window-
size and the PCA reduction size in Figure 4.30 shows the error rates on the validation set for
several window sizes with various dimensions. In the following experiments we use a window
size 9 and reduce the features by PCA to 30 components. Also note that for French handwriting
recognition, we use the same preprocessing and feature extraction than for English handwriting
recognition on the IAM database (cf. Section 4.6.3.1), and that the benefit of using a large
spatio-temporal sliding-window is similar across many databases in our framework.
Figure 4.31 shows that discriminative M-MMI training again smoothly decreases the error
rates for an increasing number of Rprop iterations. The minimum CER is reached after 25
iterations, whereas the WER is optimal after 30 iterations, which leads to the currently best
known performance of the RWTH OCR system on this database [Röder 09].
All results are summarized and compared to other approaches in Table 4.15. To compare
the results of this work, we follow the same evaluation protocol as described in [Grosicki &
Carre+ 09]. It can be observed that the proposed GDL approach, successfully used in Arabic
scripts, leads to no improvements in combination with Universidad Politécnica de Valencia
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Table 4.13 Comparison to ICDAR/ICFHR Arabic handwriting recognition competition results on the IfN/ENIT
database
Competition / Group WER [%]
abc-d abcd-e abcde-f abcde-s
ICDAR 2005 [Märgner & Pechwitz+ 05]
UOB 15.0 24.1 - -
ARAB-IFN 12.1 25.3 - -
ICRA (Microsoft) 11.1 34.3 - -
ICDAR 2007 [Märgner & Abed 07]
SIEMENS (GHMM) [Schambach & Rottland+ 08] - 18.1 12.8 26.1
MIE (DP) - - 16.7 31.6
UOB-ENST (GHMM) - - 18.1 30.1
ICDAR 2009 [Märgner & Abed 09]
MDLSTM (RNN/CTC) - - 6.6 18.9
A2iA (combined) - - 10.6 23.3
(MLP/HMM) - - 14.4 29.6
(GHMM) - - 17.8 33.6
RWTH OCR, this work (M-MMI) 6.1 15.4 14.5 28.7
RWTH OCR, this work (M-MMI-conf) 6.0 14.6 14.3 27.5
ICFHR 2010 [Märgner & Abed 10]
UPV PRHLT (BHMM) [Giménez Pastor & Khoury+ 10] 4.4 6.2 7.8 15.4
RWTH OCR, this work (MLP-GHMM, M-MMI trained) 3.5 7.3 9.1 18.9
UPV PRHLT (HMM, w/o vert. norm.) 7.5 12.3 12.1 21.6
CUBS-AMA (GHMM) - - 19.7 32.1
ICDAR 2011 [Märgner & Abed 11]
RWTH OCR, this work (MLP-GHMM, ML trained) - 5.9 7.8 15.5
REGIM (HMM) - - 21.0 31.6
JU-OCR (RF & Rules) - - 36.1 50.3
CENPARMI (SVMs) - - 60.0 64.5
Other results
BBN [Natarajan & Saleem+ 08] (GHMM) 10.5 - - -
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Table 4.14 Preprocessing and feature evaluation on the RIMES validation set
Features WER [%] CER [%]
intensity 92.7 42.6
+ UPV preprocessing 75.3 24.0
+ PCA 37.1 12.5
Sobel 92.3 42.6
+ UPV preprocessing 88.3 26.4
+ PCA 39.9 13.2
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Figure 4.30 Empirically optimization of feature extraction parameters for RIMES validation set w.r.t. (a) word error
rate (WER) and (b) character error rate (CER).
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Figure 4.31 Comparison of WER and CER for M-MMI based discriminative training on RIMES database
64
Table 4.15 RIMES summary results (M-MMI results after 30 Rprop iterations)
Setup val test
WER [%] CER [%] WER [%] CER [%]
GHMM, ML 37.1 12.5 38.6 12.8
+ GDL 43.1 15.7 45.0 16.3
+ M-MMI 31.6 11.2 32.6 11.4
LITIS [Grosicki & Carre+ 09] 27.47
ITESOFT [Grosicki & Carre+ 09] 36.01
(UPV) preprocessing. This is partly due to the applied normalization and the script itself. A
similar effect was observed in [Jonas 09] for English handwritten text of the IAM database
(cf. Section 4.6.3.1). However, nice improvements have been achieved with the framework
developed in this work, where in [Doetsch 11] an improved pre-processing and long short term
memory (LSTM) neural network based features lead to significant improvements.
4.6.3 Continuous Sentences
In this section we present experimental results for the recognition of continuous English hand-
written (cf. Section 4.6.3.1) and Arabic machine-printed text lines (cf. Section 4.6.3.2), which
both require external LM knowledge sources.
4.6.3.1 English Handwriting
For the large-vocabulary line recognition task on the IAM database as described in Section 4.5.3.1,
our system uses a Kneser-Ney smoothed trigram language model [Kneser & Ney 95] trained
on the LBW text corpora.
All words in the IAM database are build using only 79 different symbols which consist
of both upper- and lowercase characters, punctuation, quotation marks, a special symbol for
crossed out words, and an additional white-space model.
Each character in our ML trained GHMM baseline system is modeled by a 10-state left-to-
right HMM with five separate GMMs, resulting in 79×5+1= 396 mixtures with 25k Gaussian
densities after ML training and globally pooled diagonal variances [Dreuw & Heigold+ 11].
More details of the visual model are described in Section 4.1.2, and [Jonas 09] provides a
detailed description of the ML trained baseline system.
First Pass Decoding
Note that for discriminative training a weakened unigram language model is used as explained
in Section 4.3.4. The language model weighting factor κ = 25 (cf. Equation 4.1) and the word
insertion penalty were determined empirically on the validation set using the ML trained mod-
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Figure 4.32 M-MMI/M-MPE training on the IAM database over 100 Rprop iterations with a smooth decrease in
word error rate (WER, left axis) and character error rate (CER, right axis) on the validation set (left plot)
as well on the test set (right plot).
Table 4.16 Word error rate (WER) and character error rate (CER) results for the IAM line recognition task after 100
Rprop iterations.
WER [%] CER [%]
Criterion Lexicon Devel Test Devel Test
ML [Jonas 09] 20k 34.6 41.5 8.9 11.0
50k 31.9 39.0 8.4 11.8
MMI 50k 25.9 31.8 7.6 12.0
M-MMI 50k 25.8 31.6 7.6 11.8
MPE 50k 24.4 30.3 6.7 11.1
M-MPE 50k 24.3 30.1 6.9 10.9
els, and kept fixed during all our experiments12. Again, the discriminative training is initialized
with the respective ML trained baseline model and iteratively optimized using the Rprop algo-
rithm (cf. Section 4.3.4).
Results for discriminative training in comparison to our ML trained baseline system are
shown in Table 4.16. The lexicon size of 50k has been roughly optimized on the ML trained
baseline system and used for all further experiments on this database.
The results in Table 4.16 were obtained after 100 Rprop iterations, as shown for M-MMI/M-
MPE in Figure 4.32. Note the smooth decrease of both WER and CER after every iteration.
Similar figures are obtained with the unmodified MMI/MPE criteria. It can be observed that the
margin modified criteria always slightly outperform their corresponding standard criteria, and
that the MPE based criteria outperform the MMI based criteria, especially w.r.t. CER. However,
the results in Table 4.16 support the hypothesis that the effect of the margin on such highly
competitive large-vocabulary systems used for discriminative training is marginal.
12an LM rescoring is expected to slightly improve all reported results in this section
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Second Pass Decoding and Unsupervised Model Adaptation
For the confidence-based unsupervised model adaptation approaches on the IAM database we
also measured the performance after 15 Rprop iterations. The results in Figure 4.33 suggest
that the often mentioned stronger robustness of the MPE criterion w.r.t. outliers than the MMI
criterion [Heigold & Dreuw+ 10] cannot be confirmed for continuous handwriting recogni-
tion within the proposed confidence-based M-MMI-conf and M-MPE-conf criteria, as both ap-
proaches achieve a similar performance: M-MMI-conf decreases the error rates from 31.63%
WER / 11.82% CER down to 29.02% WER / 10.52% CER, i.e. a relative improvement in WER
of 8%, whereas M-MPE-conf decreases from 30.07% WER / 10.92% CER down to 29.23%
WER / 10.33% CER, i.e. a relative improvement in WER of 2%. Note that in both cases the
best unsupervised transcriptions of the unknown validation and test data from the M-MPE
model has been used, but that the confidence-based model adaptation has been applied to the
corresponding un-adapted models, i.e. M-MMI-conf to adapt the M-MMI trained model, and
M-MPE-conf to adapt the M-MPE trained. This might explain the higher relative improvement
in case of M-MMI-conf model adaptation. Also note that, as expected, the CER is lower for
M-MPE-conf than for M-MMI-conf.
The number of rejected frames in Figure 4.33 is reported in both cases for the testset only,
where a confidence-based reduction by approximately 5% of the number of features for model
adaptation is again a good choice.
However, it can be observed that both criteria are robust against outliers, as the confidence-
threshold, although helpful for values cthreshold ≤ 0.9 (cf. Equation 4.14), has only a small im-
pact on the overall performance of the model adaptation procedures. Interestingly, and opposed
to the results for isolated word recognition in Table 4.10, the performance is also improved if all
data is used in M-MMI-conf / M-MPE-conf for model adaptation. M-MMI-conf in Figure 4.33
seems to be less susceptible to unsuitable confidence-threshold and can therefore be considered
the better unsupervised model adaptation approach if WER as evaluation criterion is important,
otherwise M-MPE-conf might be the method of choice if CER as evaluation criterion is impor-
tant. In particular, the achieved 29% WER for single and purely HMM based system is one of
the best known word error rates for this task (cf. Table 4.18).
Hybrid MLP/HMM vs. Tandem MLP-GHMM Approaches
The MLP networks are similar to the IfN/ENIT networks described in paragraph 4.6.2.1, except
that we maximally use 80 output nodes in each hierarchy layer.
Informal experiments with generatively trained MLP-GHMM tandem models in Figure 4.34
for a hierarchical RAW MLP feature extraction network showed that a feature reduction at
the first hierarchical layer does not lead to improvements in combination with a small number
of possible output labels (80 for IAM) an a high number of features, whereas a 50% feature
reduction at the second layer achieves the best results w.r.t. WER and CER on both test corpora.
Similar effects can be observed for a hierarchical TRAP-DCT MLP feature extraction network
in in Figure 4.34. For all following experiments using RAW/TRAP-DCT MLP networks we
use a log-PCA/LDA reduction to 40 components in the first and second network.
In Table 4.17 we keep all tuning parameters fixed and analyze the impact of ML/M-MMI/M-
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Figure 4.33 Comparison of the proposed M-MMI-conf and M-MPE-conf model adaption approaches: both ap-
proaches are robust against outliers, and the confidence-threshold, although helpful, has only a small
impact on the overall performance. Positive effects of margin and confidence based adaptation can be
combined in both M-MMI-conf and M-MPE-conf approaches, whereas MPE based model adaptation ap-
proaches seem to require a margin and a confidence term.
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Figure 4.34 Analysis of different first layer (PCA) and second layer (log-PCA) dimensionality reduction possibilities
for a hierarchical RAW MLP feature extraction network: for both corpora a feature reduction at the first
level does not lead to improvements, whereas a 50% feature reduction at the second layer achieves the
best results w.r.t. WER and CER.
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Figure 4.35 Analysis of different first layer (LDA) and second layer (log-LDA) dimensionality reduction possibilities
for a hierarchical TRAP-DCT MLP feature extraction network: for both corpora a feature reduction at the
first level does not lead to improvements, whereas a 50% feature reduction at the second layer achieves
the best results w.r.t. WER and CER.
MPE state alignments in MLP training. As expected the quality of initial feature labeling
in MLP training has a significant impact, as the M-MPE alignments always outperform the
ML alignments. Note that an alternating optimization of MLP and MLP-GHMM systems via
realignments did so far not further improve the overall performance [Dreuw & Doetsch+ 11],
but remains interesting for further research, e.g. jointly optimizing MLPs and GHMMs.
Final results for discriminatively retrained tandem GHMMs using MLP features are reported
in the next section in Table 4.18. However it should be noted here that the discriminative train-
ing framework developed in [Heigold 10] and briefly described in Section 4.3.4 is extremely
sensitive to word lattice densities. Especially for M-MPE training we observed in our experi-
ments that the average word lattice density of the merged raw-denominator and raw-numerator
lattice, i.e. the final denominator word lattice, should at least contain about 100 word arcs, and
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Table 4.17 Alignment-impact analysis in MLP training on IAM (Note: all MLP-GHMMs are ML trained here)
Systems WER [%] CER [%]
Devel Eval Devel Eval
GHMM, ML baseline 31.9 38.9 8.4 11.7
GHMM, M-MPE baseline 24.3 30.0 6.8 10.9
MLP/HMM, RAW
+ ML alignment for MLP 37.2 43.3 12.9 17.4
+ M-MPE alignment for MLP 34.3 40.4 11.8 16.3
MLP/HMM, TRAP-DCT
+ ML alignment for MLP 32.7 39.5 11.0 15.9
+ M-MPE alignment for MLP 31.2 36.9 10.0 14.2
MLP-GHMM, RAW
+ ML alignment for MLP 27.1 34.3 8.3 13.2
+ M-MPE alignment for MLP 25.7 32.9 7.7 12.4
MLP-GHMM, TRAP-DCT
+ ML alignment for MLP 29.0 36.8 9.8 15.3
+ M-MPE alignment for MLP 26.7 33.7 8.4 13.3
the single best WER should be about twice the lattice error rate. Otherwise, the iterative Rprop
based parameter optimization might deteriorate as shown in Figure 4.36: with an average word
lattice density of 89 word arcs only, the discriminative training approach is not able to improve
the system accuracy, even for stronger regularization weights. If correctly pruned, the criterion
typically smoothly converges as previously shown in Figure 4.23, Figure 4.31, or Figure 4.32.
Comparison to Other Approaches
Summarizing results and comparisons of the proposed confidence-based model adaptation meth-
ods on the large-vocabulary line recognition task of the IAM database are reported in Table 4.18.
It can be seen that the performance of our ML trained baseline system [Jonas 09] is among
current state-of-the-art systems [Bertolami & Bunke 08a, Espana-Boquera & Castro-Bleda+
11], and that our proposed confidence- and margin-based extensions of the discriminative
MMI/MPE training criteria achieve the currently best known WERs/CERs for a purely HMM
based system using a very simple feature extraction. Even ensemble based HMM approaches
as proposed in [Bertolami & Bunke 08a] are outperformed by our approaches.
However as e.g. for Graves’ et al. RNN/CTC based hybrid approach [Graves & Liwicki+
09] we observe in Table 4.17 and Table 4.18 a decreased WER but at the cost of an increased
CER in our hybrid MLP/HMM framework. Note that this effect is not observable in isolated
word recognition tasks, e.g. in Table 4.12, and that this negative effect is reduced when using the
MLP features in a tandem approach [Dreuw & Doetsch+ 11]. Further significant improvements
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Figure 4.36 Effect of too strongly pruned word lattices in M-MPE training: if the word lattice density is not dense
enough, i.e. in average only 89 word arcs instead of at least 100, the criterion no longer smoothly con-
verges and drifts after 20 iterations.
are expected with a higher input resolution of the images (cf. paragraph 4.6.2.1), and better
features such as presented in [Espana-Boquera & Castro-Bleda+ 11]. This has been partly
confirmed in [Doetsch 11], where we trained a LSTM neural network with the same features as
used in [Espana-Boquera & Castro-Bleda+ 11]. I combination with a M-MPE trained tandem
LSTM-GHMM system, the currently best known performance of 21.4% WER is achieved.
4.6.3.2 Machine-Printed Arabic Text Recognition
In a first set of experiments we optimized the feature extraction parameters and compared po-
sition independent and dependent glyph models, using single-density models only [Pyttel 11].
In both cases we used 6-2 glyph HMMs with 6 states including skip transitions and 3 separate
GMMs with a globally pooled covariance matrix. The results for the development set of the
RAMP-N database (cf. Section 4.5.3.2) in Figure 4.37 show an error rate reduction of about
50% relative for position dependent glyph models compared to a position independent glyph
modeling. Note that we empirically optimized the PCA reduction to 30 components, and that
the feature extraction parameters are similar to those used in handwritten text recognition.
Some examples of the professional ArabicXT fonts13 occurring in the RAMP-N corpus,
which are widely used by newspapers, magazines, or book publishers, are shown in Figure 4.38.
Experiments with GMMs instead of single densities in Figure 4.39 (a) improve the WER/CER
as expected, as they implicitly model the up to 20 different font appearances in the corpora.
Note that glyph dependent length (GDL) models as e.g. successfully used for handwriting
13http://www.layoutltd.com/arabicxt.php
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Figure 4.37 Comparison of position independent and dependent glyph modeling on the RAMP-N development
corpus, using single-density models, and PCA reduced appearance-based sliding window features.
AXtAlFAres
AXtManalFont
AXtSHAReQXL
AXtGIHaneBoldItalic
AXtKarim
AXtMarwanBold
AXtMarwanLight
AXtSHAReQ
AXtCalligraph
AXtHammed
AXtThuluthMubassat
Figure 4.38 Some examples of various professional newspaper fonts used in the RAMP-N corpora (example im-
ages taken from http://www.layoutltd.com/)
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Table 4.18 Evaluation and comparison of the proposed confidence-based model adaptation methods on the open-
vocabulary line recognition task of the IAM database: discriminative training using sliced-PCA feature is
measured after 100 Rprop iterations, the corresponding confidence-based adaptations and discriminatively
trained MLP-GHMM systems are measured after 15 Rprop iterations.
Systems WER [%] CER [%]
Devel Eval Devel Eval
RWTH OCR (this work)
GHMM, ML baseline [Jonas 09] 31.9 38.9 8.4 11.8
+ M-MMI 25.8 31.6 7.6 11.8
+M-MMI-conf 23.7 29.0 6.8 10.5
+ M-MPE 24.3 30.0 6.9 10.9
+ M-MPE-conf 23.7 29.2 6.5 10.3
MLP/HMM 31.2 36.9 10.0 14.2
MLP-GHMM 25.7 32.9 7.7 12.4
+ M-MMI 23.5 30.1 6.7 11.1
+ M-MPE 22.7 28.8 6.1 10.1
[Bertolami & Bunke 08a] (GHMM) 30.9 35.5 - -
[Espana-Boquera & Castro-Bleda+ 11] (GHMM) 32.8 38.8 - 18.6
[Natarajan & Saleem+ 08] (GHMM) - 40.0∗ - -
[Romero & Alabau+ 07] (GHMM) 30.6∗ - - -
[Bertolami & Bunke 08a] (GHMMs) 26.8 32.8 - -
[Graves & Liwicki+ 09] (RNN) - 25.9 - 18.2
[Espana-Boquera & Castro-Bleda+ 11] (MLPs/HMM) 19.0 22.4 - 9.8
[Doetsch 11] (LSTM-GHMM, M-MPE) 17.4 21.4 6.6 9.5
(* different training/testing data, only qualitative comparison)
in [Dreuw & Jonas+ 08, Dreuw & Heigold+ 09, Giménez Pastor & Khoury+ 10] (also cf. Fig-
ure 4.7) lead only to small improvements so far for machine-printed text recognition.
The results in Table 4.19 show detailed results for each font appearing in the RAMP-N sub-
set Eval a: high WER but low CER are due to OOV words, which are often recognized as a
sequence of PAWs instead of a single word, resulting in one substitution and many insertion
errors, but zero edits at the character level. Simply replacing those word sequences between
white-space blocks can further reduce the WER. Interesting for future work will therefore re-
main larger lexica or character and PAW language models to further reduce the effect OOVs.
Due to unbalanced font frequencies a re-rendering of the training data in other fonts might
further reduce the error rates in future works.
The results in Table 4.20 show the difference between rendered and scanned results, where
we additionally compared supervised layout and unsupervised layout analysis using OCRo-
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Table 4.19 Font-wise results for ML trained GMMs on the RAMP-N subset Eval a.
Font Lines Errors Words OOV WER [%] Errors Glyphs CER [%]
AXtAlFares 2 10 2 2 500.0 0 19 0.00
AXtCalligraph 1 0 8 0 0.0 0 21 0.00
AXtGIHaneBoldItalic 15 19 129 4 14.7 12 591 2.03
AXtHammed 3 0 5 0 0.0 0 31 0.00
AXtKaram 9 2 83 0 2.4 4 300 1.33
AXtManal 1 0 2 0 0.0 0 4 0.00
AXtManalBlack 5 5 27 1 18.5 11 112 9.82
AXtMarwanBold 109 46 385 18 12.0 13 2,002 0.65
AXtMarwanLight 3,261 828 18,963 405 4.4 79 83,091 0.10
AXtShareQ 5 10 64 0 15.6 7 299 2.34
AXtShareQXL 68 35 371 13 9.4 10 1,973 0.51
AXtThuluthMubassat 1 0 3 0 0.0 0 13 0.00
Total (Eval a) 3,480 955 20,042 443 4.8 136 88,456 0.15
Table 4.20 Results for ML trained GMMs using rendered and scanned data of RAMP-N subset Eval a.
Layout Analysis Rendered Scanned
WER CER WER CER
Supervised 4.76 0.15 5.79 0.64
OCRopus - - 17.62 3.79
pus14. The scans were generated by printing and scanning the PDFs in their original size, i.e.
DIN-A2 at 600dpi. It can be seen that the main performance decrease is due to OCRopus’
layout analysis problems and not due to the scan quality.
As it is often observed that discriminative GHMM training performs better with fewer Gaus-
sian mixture densities, we use a split-6 ML trained model to initialize our M-MPE training (cf.
Λ0 in Section 4.3.4). The results in Figure 4.39 (b) show again a significant reduction in terms
of WER and CER. Note that BBN’s Glyph HMM system PLATO [Natarajan 09] reported sim-
ilar relative improvements for position dependent glyph models and discriminative MMI/MPE
training.
In Figure 4.40 an unsupervised alignment example is shown for a line segment of RAMP-N
subset Eval a, which seems suitable for postprocessing steps such as syntax highlighting or
reCAPTCHA-like [von Ahn & Maurer+ 08] processes. We used an ML trained GHMM model
resulting in zero word/character errors.
14http://code.google.com/p/ocropus/
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Figure 4.39 Results for position dependent ML and M-MPE training on the RAMP-N subset Eval a
Figure 4.40 Example of an unsupervised alignment on RAMP-N corpus Eval a
4.7 Conclusions
We presented an HMM based large-vocabulary image text recognition system for offline hand-
writing and machine printed text recognition.
The proposed novel explicit modeling of white-spaces between Arabic compound words and
within, due to PAWs in Arabic handwriting, could improve the system performance on all cross
folds of the IfN/ENIT database. A visual inspection of the trained models showed the need for
an accurate modeling and adaptation of the character lengths.
We presented a novel confidence- and margin-based discriminative training using a MMI/MPE
training criteria for model adaptation in offline handwriting recognition. The advantages of the
proposed methods using an HMM based multi-pass decoding system were shown for Arabic
handwriting on the IfN/ENIT corpus (isolated word recognition) and for Latin handwriting on
the IAM corpus (open-vocabulary, continuous sentence recognition). Both approaches showed
their robustness w.r.t. transcription errors and outperformed the ML trained baseline models.
We reviewed an approach how to modify existing training criteria for handwriting recogni-
tion like for example MMI and MPE to include a margin term. The modified training criterion
M-MMI was shown to be closely related to existing large margin classifiers (e.g. SVMs) with
the respective loss function. This approach allowed for the direct evaluation of the utility of the
margin term for image text recognition. As expected, the benefit from the additional margin
term clearly depends on the training conditions, and becomes more significant after many op-
timization iterations. The proposed discriminative training approach could outperform the ML
trained system on all tasks.
The impact of different writing styles was dealt with a novel confidence-based discrimina-
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tive training for model adaptation, where the usage of state-confidences during the iterative
optimization process based on the modified M-MMI-conf criterion could decrease the word-
error-rate on the IfN/ENIT database by 33% relative in comparison to a ML trained system.
On the IAM database, similar improvements could be observed for the proposed M-MMI-
conf and M-MPE-conf criteria, leading to a WER decrease by 25% relative in comparison to
a ML trained system, and representing one of the best known 29% WER in the literature for
a single and purely HMM based system. In supervised training, the M-MPE criterion could
outperform the M-MMI approach, whereas in unsupervised and confidence-based model adap-
tation, the M-MMI-conf approach could clear the initial gap to the M-MPE trained model.
Significant improvements could be achieved by means of MLP based features with hybrid
MLP/HMM and tandem based MLP-GHMM approaches.
Due to the nature of the chosen framework and databases, it can be assumed that most results
can be transferred back to ASR domains. Especially the following conclusions can be drawn:
• the size of the spatio-temporal sliding window in feature extraction should cover approx-
imately the width of a glyph for a given image scale-height (e.g. window size between 7
and 11 pixels for scale heights between 16 and 32 pixels)
• further baseline system improvements can be expected with higher resolutions in combi-
nations with more HMM states, as most experiments in this work have been conducted
on images downscaled to 16 pixels height only
• a PCA based feature extraction typically outperforms an LDA based one in combination
with the used appearance-based sliding window features; a feature reduction to 30 or 40
components achieves the best results in various tasks
• an HMM mixture model should cover approximately 2.5 slots of a glyph, a resulting
mixture density should receive approximately 50 observations
• discriminative training using MPE usually outperforms MMI, where the margin-based
versions can almost always achieve small improvements
• I-smoothing and Rprop convergence speed is highly feature dependent and has to be
tuned; especially the density of the underlying word-graph used during optimization has
to be dense enough in MPE based training approaches (at least 100 word arcs in average)
• confidence-based discriminative M-MMI-conf/M-MPE-conf training for model adaption
on test data typically performs best, if margin and confidences are combined, and about
5% of the aligned features with lowest confidence are rejected
• generatively trained systems typically perform better with more densities, discrimina-
tively trained systems, like MLP-GHMM tandem systems, with fewer densities
• retrained MLP-GHMM could always outperform the hybrid MLP/HMM approach (for
any considered training criterion, i.e. ML/M-MMI/M-MPE)
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• the quality of the initial alignment to train the MLP has a high impact on the discrimina-
tive quality of the generated log-posterior features
• MLP based features tend to increase the CER in continuous recognition tasks in combi-
nation with generatively trained models; this effect is again neutralized in combination
with discriminative training approaches
• raw MLP features seem to outperform TRAP-DCT features
• first layer feature reduction in hierarchical MLP networks is uncritical, second layer fea-
ture reduction should be about 50% w.r.t. number of output labels
• relative improvements usually achieved with discriminative M-MMI/M-MPE training
can also be observed in combination with discriminative MLP features (i.e. positive ef-
fects can be accumulated)
4.7.1 Outlook
Interesting for further research will remain neural network based feature extraction/preprocess-
ing and hybrid MLP/HMM approaches [Graves & Liwicki+ 09, Espana-Boquera & Castro-
Bleda+ 11], combining the advantages of large and non-linear context modeling via neural
networks while profiting from the Markovian sequence modeling. This is also supported by the
36% relative improvement we could achieve in the ICFHR 2010 Arabic handwriting competi-
tion [Märgner & Abed 10] with the proposed framework and our MLP based feature extraction.
Furthermore, the performance of our M-MPE trained system could already be improved from
30% WER down to 27% WER (cf. M-MPE trained system in Table 4.16) using the prepro-
cessed images provided by [Espana-Boquera & Castro-Bleda+ 11]. Especially the analysis of
higher input image resolutions (cf. paragraph 4.6.2.1) with a correspondingly augmented num-
ber of HMM states is expected to significantly improve the performance of all our baseline
systems in the near future, as already partly shown in [Doetsch 11].
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Chapter 5
Tracking
We propose a multi purpose model-free tracking framework which is based on dynamic pro-
gramming (DP). Many tracking frameworks require a robust background estimation, consider
only preceding tracking decisions, or track objects by incorporating a high-level model-based
detection. This often results in a tracking loss of the target object if the object is occluded,
changing its appearance, or moving in an unexpected way. In our approach, a context-dependent
tracking decision optimization over time allows to robustly track occluded objects. The pro-
posed algorithm prevents taking possibly wrong local decisions, because the decision making
is done at the end of a (partial) sequence by tracing back the decisions to construct the optimal
path w.r.t. to a given criterion.
Tracking is especially important for vision-based gesture and sign language recognition
[Bowden & Windridge+ 04, Dreuw & Rybach+ 07, Roussos & Theodorakis+ 10]. Hand and
head tracking algorithms for sign language recognition can be evaluated on the one hand w.r.t.
a tracking error rate (TER) criterion. On the other hand, the quality of a hand tracker can have
a direct impact on the succeeding recognition step (cf. Chapter 6), hence the well known word
error rate (WER) criterion which consists of errors that are due to deletions, substitutions, and
insertions of words can be used for evaluation, too. In this chapter we focus on the evaluation
of tracking approaches by a tracking error rate criterion.
The head and hand tracking algorithm described in this chapter is inspired by the time align-
ment algorithm in speech recognition and which guarantees to find the optimal path w.r.t.
a given criterion and prevents taking possibly wrong local decisions [Dreuw & Deselaers+
06b, Dreuw & Forster+ 08, Deselaers & Dreuw+ 08]. Instead of requiring a near perfect seg-
mentation for these body parts, the decision process for candidate regions is postponed to the
end of each entire sequence by tracing back the best decisions. In its simplest form, no training
is required, thus it is a model-free and person independent tracking approach. The proposed
tracking framework is evaluated on more than 120k annotated ground-truth frames.
The remainder of this chapter is structured as follows: First, Section 5.1 gives a general
overview of the dynamic programming tracking (DPT) framework. Then, a detailed description
of various scoring functions which can be used to describe the objects to be tracked is given in
Section 5.2. Then we describe in Section 5.3 several approaches to make the proposed tracking
framework faster and more flexible. Section 5.4 gives an overview of the databases that we
used in Section 5.5 for evaluating the proposed tracking framework. Finally, the chapter is
concluded in Section 5.6.
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5.1 Dynamic-Programming Based Tracking
The proposed dynamic programming tracking (DPT) algorithm prevents taking possibly wrong
local decisions because the tracking is done at the end of a sequence by tracing back the deci-
sions to reconstruct the best path. Every tracking decision depends on the decision of its tempo-
ral neighbors where the amount of temporal context-information is controlled by the tracking
framework. The best path is the path with the highest score w.r.t. a given relevance-scoring
function, and the flexible combination of multiple relevance, distance, and penalty functions
makes the proposed dynamic programming based search algorithm a multi-purpose tracking
framework.
Most particle filtering based tracking approaches tell us where to look in an image but some-
times drift given a weak dynamic model and a cluttered background [Arulampalam & Maskell+
02]. Other tracking approaches cannot easily recover from tracking errors, require a large num-
ber of templates for every new target, and are often unsuitable for non-rigid objects [Yilmaz
& Javed+ 06]. Motion-based tracking approaches require a robust background estimation or a
target object which is always moving. Another approach to find a tracking path is to detect the
best scored area in each frame individually, e.g. tracking by detection approaches [Andriluka
& Roth+ 08, Breitenstein & Reichlin+ 10], leading to a possibly non-smooth tracking path
sequence with large jumps between succeeding frames or confusions between similar target
objects.
Instead, we use dynamic programming (DP) which in the forward step accumulates scores
for potentially hypothesized tracking candidate regions and in the backward step (i.e. traceback)
determines the optimal one. By defining suitable relevance and penalty functions it is possible
to define exactly which objects and transitions are allowed between succeeding frames and
thus preventing e.g. non-smooth tracking paths, which is important for our main application
sign language recognition (cf. Chapter 6). The optimization over the sequence then finds the
best path.
In the following, we describe the two steps of the algorithm. First, the algorithm is described
for a fixed size tracking region with simple image based scoring functions, and then extended
towards variable sizes with model-based scoring in Section 5.3.
5.1.1 Overview and Optimization Problem
Dynamic programming (DP) is a method of solving complex problems by breaking them down
into smaller sub-problems, resulting into a sequence of decision steps over time, also known
as Bellman equation [Bellman 03]. As we are searching for the best path of an object to be
tracked, given some object appearance and dynamic assumptions which depend on predecessor
assumptions over time, our tracking problem can be broken apart like this and is said to have an
optimal substructure, resulting in an optimal solution of our problem [Ney 84, Ney & Dreuw+
10]. A recent overview on DP on graph algorithms for computer vision problems is presented
in [Felzenszwalb & Zabih 11].
An overview of our proposed algorithm is given in Figure 5.1: objects to be tracked are
described by scoring functions which are maximized over time within a DP framework, the
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Figure 5.1 Tracking of a hand signing the gesture for the German letter combination “SCH”. The dy-
namic programming algorithm uses skin color difference images to calculate scores which are
maximized over time, the resulting path is generated during a traceback process.
resulting object paths are generated during a traceback process.
For our discussion of the DP based tracking approach and the experiments we performed,
we use the following framework: We denote by Xt a video frame at time step t = 1, ...,T , and
for each position ut = (x,y) in Xt a local relevance score qt(x,y,w,h) for a possible tracking
candidate area of size w× h pixels centered at (x,y) is calculated as the sum of the relevance-
scores over this rectangular area.
The task of tracking one object in an image sequence XT1 = X1, . . . ,XT can be formulated
as an optimization problem [Rybach 06]. Expressed in a probabilistic framework, the path of
object positions uT1 = u1, . . . ,uT is searched that maximizes the likelihood of this path given the
image sequence XT1 :
[uT1 ]opt = argmax
uT1
{
p(uT1 |XT1 )
}
= argmax
uT1
{
T
∏
t=1
p(ut |ut−11 ,X t1)
}
(5.1)
The advantage of this approach is the optimization over the complete path, which avoids
possibly wrong local decisions. Assuming a first-order Markov process for the path, meaning
a dynamic model where an object position depends only on the previous position, allows an
easier modeling of the object behavior, because only succeeding object positions have to be
rated. Applying the logarithm, Equation 5.1 can be reformulated as:
[uT1 ]opt = argmax
uT1
{
T
∑
t=1
log pΛ(ut |ut−1,X tt−1)
}
(5.2)
The probability pΛ(ut |ut−1,X tt−1) which depends on a parameter set Λ, e.g. the size if the track-
ing window, can be expressed by a relevance score function q˜Λ(ut−1,ut ;X tt−1) that rates the
object position ut with a score depending on the previous position ut−1 and the images X tt−1. In
81
Chapter 5 Tracking
the following the parameter setΛ is omitted and instead represented within the tracking-window
description (cf. Equation 5.5).
In order to fulfill the requirements of a probability density function, the score has to be
normalized by the sum over the scores of all possible object positions. The logarithm can be
omitted due to its monotonicity:
[uT1 ]opt = argmax
uT1
{
T
∑
t=1
log
q˜(ut−1,ut ,X tt−1)
∑u′ q˜(ut−1,u′;X tt−1)
}
(5.3)
= argmax
uT1
{
T
∑
t=1
q˜(ut−1,ut ,X tt−1)
∑u′ q˜(ut−1,u′;X tt−1)
}
(5.4)
The relevance score function q˜(ut−1,ut ;X tt−1) is split into a function q(ut−1,ut ;X
t
t−1) de-
pending on the image sequence, and an image independent smoothness correction function
T (ut−1,ut) to control properties of the path, which are described in the following sections.
5.1.2 Local Relevance Scoring
The local relevance scores are calculated over single or multiple dense relevance score images,
depending on the assumptions about the background and the object to be tracked.
In practice it is difficult to identify such region-of-interests (ROIs) at every time step, e.g. due
to occlusions, background changes, or wrong object assumptions. Depending on the assump-
tions about the object to be tracked, a relevance image can be calculated. In many tracking
approaches [Yilmaz & Javed+ 06, Roussos & Theodorakis+ 10, Dreuw & Forster+ 10, Wu &
Sankaranarayanan+ 10] these preprocessing operations, such as background subtraction or skin
detection, are supposed to identify the image ROIs and which consist of the object to be tracked.
However in practice, identifying those image regions is often the most difficult and error-prone
part.
Here, the object to be tracked is described by relevance functions: e.g. for the purpose of
ASLR, hands can be described as skin-colored, edgy regions, which are moving most over time.
A face could be described by a Viola & Jones (VJ) [Viola & Jones 04] face detector response,
skin-color information, and a rather static or slow movement over time (cf. Section 5.1.3).
Several such relevance images are calculated for every video frame Xt and explicitly searched
at each frame and each pixel for regions of interest. In the equations of the following sections
Qt := {ut +u : u ∈ Q} with Q := {(i, j) :−w≤ i≤ w, −h≤ j ≤ h} (5.5)
denotes the set of positions in a rectangle of size w×h around position ut (see Figure 5.2). This
rectangle is called tracking window. Xt [u] denotes the pixel in image Xt at position u = (x,y).
One common assumption about an object to be tracked is that it moves more than every other
object in the sequence, i.e. relevant regions are areas where motion occurs. One of the simplest
tracking approaches for such objects in front of a cluttered but static background is therefore
to search the regions in all images where motion occurs: A motion relevance image means
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Figure 5.2 Notation used in scoring functions and fast relevance scoring using integral image sums over relevance
image maps.
a difference in consecutive images X ′t := Xt −Xt−1, and the corresponding motion relevance
scoring function is
q(ut−1,ut ;X tt−1) = ∑
u∈Qt
X ′t [u] (5.6)
More complex scoring functions and combinations are described in the following sections.
5.1.3 Feature Combinations for Complex Objects
Under real-world circumstances, an object usually cannot be robustly tracked by only one rel-
evance cue. Additionally, task dependent score functions are combined and weighted to new
relevance score functions, to take advantage and to compensate for disadvantages of the single
scoring functions. The influence of each function qi, i = 1, .., I, is weighted with factors αi
q(ut−1,ut ;X tt−1) =∑
i
αi ·qi(ut−1,ut ;X tt−1) (5.7)
5.1.4 Dynamic Programming Based Search of the Optimal Tracking Path
For a frame Xt (and its corresponding relevance maps) at time step t = 1, ...,T , for each position
ut = (x,y) in Xt a local relevance score q is calculated.
The local score q(ut−1,ut ;X tt−1) thus gives the sum over the scores from a relevance map in
a hypothesized tracking candidate area Qt of size w×h around the point ut (see Figure 5.2).
From these local scores, for each time step t a global score D(t,ut) is calculated for each
position ut = (x,y) in the first step. D(t,ut) is the score for the best hypothesized tracking path
ending at time t in position ut = (x,y). The corresponding best predecessor position is stored in
a table of back pointers B(t,ut), i.e. the position (x′,y′) which leads to the score D(t−1,ut−1)
in the preceding frame and is passed to come to (x,y) in the frame at time t. In the second
step, the stored predecessors are used to trace back the optimal tracking path. This process is
schematically represented in Figure 5.1.
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5.1.4.1 Step 1: Accumulation of Scores
The recursive equation for this dynamic programming algorithm is defined as follows:
D(t,ut) = max
ut−1∈R(ut)
{(D(t−1,ut−1)−T (ut−1,ut)}+q(ut−1,ut ;X tt−1) (5.8)
B(t,ut) = arg max
ut−1∈R(ut)
{(D(t−1,ut−1)−T (ut−1,ut)} (5.9)
where R(ut) is the set of possible predecessors of point ut = (x,y), and T (ut−1,ut) is the
transition-penalty from point ut−1 = (x′,y′) in the predecessor image to point ut = (x,y) in
the current image. Note that the search range R depends on the object dynamics to be tracked,
and has to be optimized.
The transition-penalty T can be used to penalize large jumps between succeeding frames, by
e.g. using the Euclidean distance between two succeeding points ut = (x,y) and ut−1 = (x′,y′):
T (ut−1,ut) = β ·
√
(x− x′)2+(y− y′)2 where β is a weighting parameter to control smoothness
vs. flexibility.
Additionally note, if search range R and tracking window size Qt are both very small, the
whole process becomes similar to correlation-based optical flow approaches [Horn & Schunk
81] or zero-order warping models in image matching [Keysers & Deselaers+ 07,Gass & Dreuw+
10, Gass & Pishchulin+ 11], if only image pairs are considered.
5.1.4.2 Step 2: Tracing Back the Optimal Path
Given the accumulated scores D(t,ut) over a sequence of frames for time steps t = 1 . . .T , we
begin from the last frame at time T to reconstruct the optimal tracking path, which is a sequence
of positions. A full traceback starts from the last frame of the sequence at time step T using the
position
uˆT = argmax
uT
D(T,uT ) (5.10)
.
Then, the best tracking center at time T −1 is looked up in the table of back pointers uT−1 =
B(T,uT ). This is iteratively repeated until a tracking position for each time step t = T . . .1 is
determined.
In particular, the resulting best tracking decision at time t thus depends on all succeeding
decisions made until the traceback at time T which is a clear advantage if the object is occluded
over longer periods of time. Using early tracebacks (cf. Section 5.3.2) it is possible to use this
method with only little time shift in an on-line manner, e.g. in combination with a start-stop (or
shot-boundary) detection [Deselaers & Dreuw+ 08].
5.2 Scoring Functions for Visual Object Tracking
Simple difference images or background subtraction is often not sufficient to determine the
relevant areas in a video sequence due to possible camera movements, zooming, illumination,
and changing backgrounds. Feature-based relevance of image regions for object tracking can
84
also be determined by saliency or appearance templates, motion can be captured by optical flow,
background subtraction or difference images. All cues can furthermore be fused to determine a
common probability of relevance for more complex objects.
Depending on the tracking task, the dynamic programming tracking (DPT) framework can
be enhanced by any specialized object detector which can be used as a model-based scoring
function for some type of content (also cf. discussion in Section 5.3.4), e.g. face/car/person
detectors as presented in [Viola & Jones 01,Viola & Jones 04], or eigenfaces [Turk & Pentland
91], to mark only faces as relevant.
Given relevance image maps Xt , e.g. generated by thresholding or subtracting images image
(foreground pixel values are unequal to zero, cf. Section 5.2.1), applying a skin color model
(skin colored pixels get unequal to zero values, cf. Section 5.2.5), or a simple model-based face
detections (where pixel values within a detection area are set to one, other values set to zero; cf.
Section 5.3.4), the local score can be calculated by a (weighted) sum over the relevance values
inside the tracking area:
• Sum:
q(ut−1,ut ;X tt−1) = ∑
u∈Qt
Xt [u], (5.11)
• Weighted Sum:
q(ut−1,ut ;X tt−1) = ∑
u∈Qt
w(u,ut) ·Xt [u], (5.12)
with w(u,ut) e.g. a Gaussian or linear weighting function taking into account the hypoth-
esized tracking window center ut = (x,y) and the current offset u.
5.2.1 Motion-Based Scoring Functions
One possible way to track objects is to assume that the objects to be tracked are moving. To
track these positions, one simply has to look at difference images where motion occurs. Using
a first-order time derivative X ′t := Xt−Xt−1 of two images Xt and Xt−1 as image feature, simple
motion-based score functions are:
• Motion score
q(ut−1,ut ;X tt−1) = ∑
u∈Qt
X ′t [u] (5.13)
• Absolute motion score
q(ut−1,ut ;X tt−1) = ∑
u∈Qt
∣∣X ′t [u]∣∣ (5.14)
• Squared motion score
q(ut−1,ut ;X tt−1) = ∑
u∈Qt
(
X ′t [u]
)2 (5.15)
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Figure 5.3 Absolute motion images can be used in combination with a maximum gradient scoring function for
tracking: the first two images show two images at neighboring times tamps t−1 and t, the third image the
resulting absolute difference, and the last image shows a possible overlapping scoring region Qt−1 and Qt
When the object is moving, the image changes at two locations: at the former position ut−1
and at the new position ut of the object (see Figure 5.3). This is considered in the following
score function described in Equation 5.16 by maximizing the motion in successive hypothesized
object regions. This means that the regions including the pixels with the highest absolute pixel
values in the difference image are detected. In the absolute difference image in Figure 5.3 these
regions are visible as nearly white region at the former position and at the new position of the
hand.
q(ut−1,ut ;X tt−1) = ∑
u∈Qt−1
(
X ′t [u]
)2
+ ∑
u∈Qt
(
X ′t [u]
)2 (5.16)
5.2.2 Saliency-Based Scoring Functions
Computational modeling of visual saliency is a challenge. In [Hou & Zhang 07] a simple
method for visual saliency detection is presented, which we used in [Deselaers & Dreuw+ 08]
to automatically pan and scan the most salient regions of interest from a video (cf. Figure 5.4)
within the proposed DPT framework.
The log-spectrum of a given input image is analyzed to extract the residual of an image
in the spectral domain. The method was shown to perform well on both natural images and
artificial, psychological patterns and performs fast since it mainly requires to calculate two
two-dimensional Fourier transforms. Given an image X , the saliency mapS (X) is obtained as
S (X) =F−1
(
exp(R(X)+P(X))
)2 ∗g1 with (5.17)
R(X) = log(||F (X)||)− log(||F (X)||)∗g2
P(X) =I(F (X)) ,
where R(X) is the spectral residual, P(X) is the phase of the Fourier transform F (X), i.e.
the imaginary part of the Fourier transform, g1 and g2 are smoothing filters, and F and F−1
denote the Fourier transform and the inverse Fourier transform, respectively.
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Figure 5.4 Saliency-based scoring image.
5.2.3 Optical-Flow Scoring Functions
Optical flow describes the motion of objects in a scene and is a well understood way to capture
motion in videos. The optical flow is a flow-field specifying the motion in x and y-direction
for each pixel in an image X . The calculation of the optical flow is commonly based on the
assumption that given a sufficiently high sampling frequency, the intensity of a particular point
is constant. We use the OpenCV1 implementation of the method described in [Horn & Schunk
81] which gives us a dense flow field in x-directionX (X) and in y-direction Y (X). To capture
motion, we use the magnitude of the flow vectors O(X)
O(X) =
√
X (X)+Y (X) (5.18)
An example optical flow magnitudeO(X) is shown in Figure 5.5. The expectation is that optical
flow is able to capture where in the image motion occurs as opposed to the saliency which is
expected to find interesting regions in static images. In particular, optical flow is expected
to help for video retargeting scenarios like [Deselaers & Dreuw+ 08] when subtitles or news
tickers are superimposed on images. For example, the title line in a football game showing
the current score of a game is not required to be visible always, but if information about a
player exchange is superimposed in the bottom part, this information may be important. This
situation is shown in Figure 5.5. It can be seen that the static text at the top is not visible in the
optical flow but the bottom text, which is scrolling through the image, obtains high optical flow
values. Again, this scoring function has been successfully used in [Deselaers & Dreuw+ 08]
to automatically pan and scan the most salient regions of interest from a video (cf. Figure 5.4)
within the proposed DPT framework.
5.2.4 Object-Flow Scoring Functions
Similar to the optical-flow assumptions [Horn & Schunk 81], another approach is to assume
that, given a high frame rate, the object to be tracked is nearly constant in appearance from one
image to the next, which means a small distance between two consecutive object appearances.
Because Equation 5.8 uses a maximization, the negative distance is used as score:
−q(ut−1,ut ;X tt−1) = ∑
u∈Q
(Xt [ut +u]−Xt−1[ut−1+u])2 (5.19)
1http://opencv.willowgarage.com
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Figure 5.5 Optical-Flow Based Scoring Image.
If this score function is used for tracking, the scores D(t = 1,ut) need to be initialized with
another score function. Without an initialization, the tracker would stay on some constant
background image part. An initialization can be done, for example, with a score for each im-
age region provided by an object detection method, e.g. face/car/person detectors as presented
in [Viola & Jones 01, Viola & Jones 04] (cf. Section 5.3).
No initialization is needed, if one assumes a constant background as the tracking criterion.
That is, the only image parts assumed to change are those where the object to be tracked has
been in the previous image Xt−1 and where the object is in the current image Xt . Thus, the dif-
ference in succeeding images between pixels belonging to the background should be minimal.
Background pixels are those pixels which do not belong to the hypothesized tracking regions
Qt and Qt−1:
−q(ut−1,ut ;X tt−1) = ∑
u6∈Qt∪Qt−1
(
X ′t [u]
)2 (5.20)
The sum over u 6∈ Qt ∪Qt−1 can be split in components (see also Figure 5.3):
∑
u6∈Qt∪Qt−1
(
X ′t [u]
)2
= ∑
u∈U
(
X ′t [u]
)2− ∑
u∈Qt
(
X ′t [u]
)2− ∑
u∈Qt−1
(
X ′t [u]
)2
+ ∑
u∈Qt−1∩Qt
(
X ′t [u]
)2
= const(X ′t )− ∑
u∈Qt
(
X ′t [u]
)2− ∑
u∈Qt−1
(
X ′t [u]
)2
+ ∑
u∈Qt−1∩Qt
(
X ′t [u]
)2 (5.21)
The constant part does not need to be considered in the score function, because it is independent
of the object position. Using this split into components, it can be seen that score function
(5.20) is equal to the total motion score function (5.16) except for the factor that compensates
overlapping regions.
The score functions (5.19) and (5.20) can be combined. This combination results in a score
function which checks that both background and object appearance stay nearly constant. This
score function needs no initialization. The influence of both parts is controlled with the weight-
ing factors αi.
−q(ut−1,ut ;X tt−1) = α1 ∑
u∈Q
(Xt [ut +u]−Xt−1[ut−1+u])2+α2 ∑
u∈Qt−1∩Qt
(
X ′t [u]
)2 (5.22)
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Using (5.21), (5.22) can be rewritten to:
−q(ut−1,ut ;X tt−1) = α1
(
∑
u∈Q
(Xt [ut +u]−Xt−1[ut−1+u])2
)
− α2
(
∑
u∈Qt
(
X ′t [u]
)2
+ ∑
u∈Qt−1
(
X ′t [u]
)2− ∑
u∈Qt−1∩Qt
(
X ′t [u]
)2) (5.23)
More details are partly described in [Rybach 06].
5.2.5 Eigenfaces and Skin Color Scoring Functions
Motion-based score functions usually are not used for head tracking, because the head is often
assumed to rarely move in videos. Here, we follow the same PCA based approach to face
recognition and detection as described in [Turk & Pentland 91] to define a faceness relevance
map. PCA is performed on a set of training images showing faces to generate their eigenvectors
(here called eigenfaces) which span a subspace (called the face space). To train the eigenfaces,
we use the BioID database2 as explained in [Rybach 06], i.e. the head tracking approach is
model-based but person-independent (cf. Table 5.7).
To detect whether an image patch shows a face or not, it is projected into the subspace and
back-projected using e.g. only the 20 first face space components. An image X can be projected
to face space by a linear transformation φ :
φ(X) =V T (X−µ) (5.24)
where V = [v1 . . .vm] is the matrix of the first m eigenvectors and µ is the mean face calculated
on the set of training images. The image X is used in vector form, by sorting the pixel in lexical
order. The projection from the face space back to the image space is:
φ−1(X f ) =V X f +µ , (5.25)
where X f is the image representation in face space φ(X).
Then, the distance d f (X) between an image and its forward and backward projected version,
is called the face space distance, and can be used as a measure of “faceness”.
d f (X) = ‖X−φ−1(φ(X))‖2 (5.26)
We use the negative face space distance as score function to detect and track heads:
q(ut−1,ut ;X tt−1) =−d f ( f (Xt ,ut)) (5.27)
where f (Xt ,ut) denotes a rectangular patch extracted of image Xt centered in position ut . That is,
the faceness information can directly be incorporated into the above described tracking process
[Rybach 06].
For face detection, the face space distance is calculated for each region of an image, resulting
in a dense face relevance map. A face is detected at the region with the lowest face space
2http://www.bioid.com
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Figure 5.6 Tracking using dynamic programming with eigenfaces and skin color probability scoring functions: the
first image shows that using only eigenfaces to detect or recognize faces in Sign Language is insufficient
due to occlusions of hand or inclined head position, the second that combining the eigenface scoring
function with skin color information strongly improves the result. The third shows an example of multiple
tracking of head and hands using eigenfaces, skin color probability and motion scoring functions.
Figure 5.7 Motion-based skin color scoring functions: original, skin probability, resulting motion-based skin scoring
map of skin probabilities, original thresholded by skin probability and resulting motion-based scoring map
of original thresholded by skin probability.
distance. No face is detected, if all distances are higher than some threshold. The Viola &
Jones method [Viola & Jones 04] often fails directly when a hand occludes the face, whereas
eigenfaces might still have a low face space distance.
To make this method more stable, we further want to use color information from the images
to help the method in recognizing faceness. As faces generally are skin colored, we use a skin
color model to determine whether a position (x,y) in an image is skin colored or not [Jones &
Rehg 98]. These skin-color probability maps are forwarded as an additional image stream to
our DPT , which can be processed e.g. by a sum scoring function as described in Equation 5.11.
To combine these two methods, we simply redefine our local relevance score function by com-
bining the scores obtained from the skin color model and from the faceness score function (cf.
Equation 5.11). Some scoring function examples are shown in Figure 5.6 and Figure 5.7.
5.2.6 Stereo-Based Scoring Functions
In our sign language recognition system [Dreuw & Rybach+ 07], the manual features are ex-
tracted from the dominant hand (i.e. the hand that is mostly used for one-handed signs such as
finger spelling). However, in some sequences, the tracking confuses the hands after frames in
which both hands were overlapping. An example for such a sequence is shown in Figure 5.8. It
can be observed that in the frame before the hands are overlapping, the speaker’s right hand is
further away from the camera than his left hand. However, this knowledge is obvious only to hu-
man observers. Here, we analyze the usage of depth features on the one hand within our hand
tracking framework, and on the other hand within our continuous sign language recognition
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Figure 5.8 Tracking error due to rotary overlapping hand movements: the tracker (yellow rectangle) switches from
tracking the correct and dominant right hand to the incorrect non-dominant left hand
system [Dreuw & Steingrube+ 09a] (cf. Chapter 6).
Apart from the possible advantages of depth information within the tracking framework,
there are other advantages that motivate the use of depth information in sign language recog-
nition: discourse entities like persons or objects can be stored in the sign language space, i.e.
the 3D body-centered space around the signing signer, by executing them at a certain location
and later just referencing them by pointing to the space. Furthermore, the virtual signing space
is used to express past, present, or future tenses by signing a verb in a backward direction,
just in front of the signer, or in a forward direction, respectively [Wrobel 01]. Due to only
small changes of hand configuration but large depth changes, stereo-vision for depth informa-
tion extraction is a helpful knowledge cue for sign language recognition, e.g. for the (simpler)
recognition of isolated sign language words [Fujimara & Liu 06, Lichtenauer & ten Holt+ 07].
Stereo vision and the extraction of depth information from images is an active area of re-
search. Although in principle approaches exist that allow to extract depth information from
monocular sequences by incorporating prior information such as 3D human body models [Agar-
wal & Triggs 06,Andriluka & Roth+ 10], in this work, we will use depth information extracted
from a camera pair mounted in front of the signer. As the video corpus that we are using was
not recorded using a calibrated set of stereo cameras with unknown camera parameters (cf. Sec-
tion 5.4.2), we follow the idea to use two cameras, which are not calibrated and rectify the
images later [Robertson & Ramalingam+ 07,Kolmogorov & Criminisi+ 06]. This allows us to
create a dense depth map by scanline-wise matching, which we do using the standard dynamic
programming scanline matching algorithm [Ohta & Kanade 85].
Since the available data is neither calibrated nor synchronized (cf. Section 5.4.2), we rectify
the images using the described procedure. The synchronization was done manually by temporal
alignment of the sequences and thus might be not absolutely precise.
Figure 5.9 (a) gives an overview of this process. The left most frames are the original video
frames. Then, we find corresponding points in two images of each signer (second column), from
these we obtain an affine transformation to align the corresponding scanlines of the images of
each video sequence (third column) and finally we apply the standard dynamic programming
stereo matching algorithm to determine the disparity map for each pair of frames [Ohta &
Kanade 85] (the depth maps are segmented for visualization purposes).
Since all signers in the database were recorded with a different camera setup, we created
different transformations for the rectification of video sequences for the individual signers. To
determine this transformation, we semi-automatically specify SIFT [Lowe 04] key points on the
signers’ bodies (cf. Figure 5.9 (b)) and determine a speaker dependent alignment transformation.
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(a) (b)
Figure 5.9 (a) obtaining depth maps from uncalibrated sequences, and (b) frames for aligning the non-aligned
signer sequences
ti
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Figure 5.10 Conventional calculation of matching cost and extension of the matching cost calculation over the
time axis to obtain smoother disparity maps.
Note, that this alignment has to be done only once per camera setup and if a calibrated camera
setup was used it would not be necessary.
It is well known that the DP algorithm to determine depth maps leads to visible artifacts in
the depth maps between succeeding scanlines [Ohta & Kanade 85]. This effect is commonly
reduced by using a local neighborhood of say 7× 3 pixels to determine the matching costs.
Additionally, these artifacts occur here between succeeding frames and their corresponding
scanlines. Novel in our approach is the use of temporal information from pre- and succeeding
frames to obtain smooth and dense disparity maps. This extension is schematically shown in
Figure 5.10.
The disparity maps in Figure 5.9 (a), which can be directly used as appearance-based image
features in Chapter 6, are used as a second cue in the proposed DPT framework to disambiguate
after hands were overlapping in an image frame. Note that under occlusion obviously there is
no depth information for the occluded hand but the optimization over time allows for recovering
the correct path even with missing depth information over longer periods.
In [Dreuw & Steingrube+ 09a], we extended the tracking framework by using the obtained
depth information as a depth image X ′ within a scoring function q(ut−1,ut ;X ′tt−1) to determine
a likelihood for the tracked hand being still the correct one. In particular, after hands were
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Figure 5.11 Comparison of vision-based tracking (yellow) and joint vision- and stereo-vision-based tracking (red)
of the dominant hand performing rotating and overlapping hand movements (first row) and fast asyn-
chronous upward and downward movements (second row), and touching hands (third row) .
overlapping, the tracker often confused the hands afterwards (cf. Figure 5.8). But with the addi-
tional depth information, the tracker has a cue to decide which hand to follow in the remaining
frames (cf. Figure 5.11).
5.3 Extensions and Practical Aspects
In this section we describe various approaches to make the proposed framework faster and more
flexible.
5.3.1 Integral Image Scoring
From Equation 5.5 it follows that simple local or motion-based sum scoring functions (cf. Equa-
tion 5.13) can be efficiently calculated using integral images It [Viola & Jones 04]:
q(ut−1,ut ;X tt−1) =It
(
x+
w
2
,y+
h
2
)
− It
(
x+
w
2
,y− h
2
)
−It
(
x− w
2
,y+
h
2
)
+ It
(
x− w
2
,y− h
2
)
(5.28)
with It being an integral image calculated over the relevance map extracted from image Xt .
Analogously, an integral image It−1 for a corresponding tracking candidate area Qt−1 can be
calculated for motion-based scoring functions [Rybach 06].
93
Chapter 5 Tracking
5.3.2 Early Tracebacks
Furthermore, an n-best tracking list [Dreuw & Forster+ 08] can be easily generated by tracing
back multiple times over the sorted score table D and the backpointer table B. Equation 5.10
changes for i = 1, ..,n as follows:
ut−1,i = B(t,ut,i) with uT,i =arg max
uT /∈
uT,1,...,uT,i−1
D(T,uT )
In a full traceback, the decision for a single frame automatically depends on all preceding
and succeeding decisions. Using early tracebacks over ∆ frames (e.g. ∆= 30), the decisions for
each frame only depend on the frames which are considered in the same partial optimization.
The optimization can be initialized with the outcomes from a preceding decision which makes
it possible to obtain smooth tracking paths even if the path is not optimized over the whole
sequence. If ∆ = 0 is chosen, completely local decisions are taken and a non-smooth tracking
path is obtained.
5.3.3 Tracking Window Size Optimization
There are cases, where a fixed tracking window size is not able to capture all relevant object
parts, because the capturing device or the target object changes its size and therefore its relevant
area in the video, e.g. scale changes because of depth changes w.r.t. to the camera.
In these cases, it is desired to slightly adapt the tracking window size. Here, time-coherence
is particularly important, as often the target objects are supposed to change only smoothly their
appearance size over time (e.g. due to a smooth camera zoom [Deselaers & Dreuw+ 08]), and
since otherwise the zooming in and out of the tracking window might lead to disturbing effects.
This is made possible here by optimizing over time.
To allow for automatically changing of the tracking window size, we adapt our recursive
equation, our score, and our penalty functions. To account for varying sizes of the tracking
window in Equation 5.5, we normalize the scores with the size of the window and jointly
optimize w.r.t. to position and size.Equation 5.13 would change as follows:
q(ut−1,w′,h′ ,ut,w,h;X tt−1) = max
W≤w≤δW
H≤h≤δH
{
∑u∈Qt,w,h X
′
t [u]
(w ·h)
}
(5.29)
where the sizes W and H correspond to the dimensions of the default tracking window, i.e.
expected object size of W ×H pixels, and δ is the maximally allowed factor to deviate from
the default target aspect ratio. This modification has been used e.g. in [Deselaers & Dreuw+
08] to allow for a nice and smooth media retargeting, i.e. an automatic zooming in combina-
tion with pan and scan operations, in order to achieve an improved viewing experience, where
the number of unused black pixels on the target screen due to pillar- or letter-boxing is mini-
mized, while maximizing relevant image content. An overview of our DPT based framework
for scene retargeting as described in [Deselaers & Dreuw+ 08] is shown in Figure 5.12, where
the framework is used to determine to best viewing sequence over time.
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Figure 5.12 Overview of our dynamic programming based tracking framework for scene retargeting as described
in [Deselaers & Dreuw+ 08]: First (top part) from each frame of the video sequence, features accounting
for appearance, saliency, and motion are extracted, a log-linear model is applied to each pixel of the
image potentially using these three cues, resulting in a score-image per frame. In the second phase
(bottom part), dynamic programming is applied to find a sequence of viewing panes for the video frames.
In the forward step, the scores for all potential areas are computed and in the backward/traceback step,
the best viewing sequence is determined.
5.3.4 Local Features, Object Models, and Robust Distance Functions
A general tracking assumption is that an object to be tracked does not change too much its
appearance between consecutive frames, i.e. image based distance scoring functions can be
applied. However, with a low temporal sample rate, objects can also significantly change its
appearance between two frames, especially hands in ASLR.
The scoring function (5.19) uses the Euclidean distance between two image patches as dis-
tance measurement. The Euclidean distance does not account for image transformations such
as scaling, rotation, and translation. Features which are inherently robust against such trans-
formations, e.g. SIFT [Lowe 04] or SURF [Bay & Ess+ 08, Dreuw & Steingrube+ 09b] could
be extracted to improve the robustness of the framework. If a set of LFs respond to the object
to be tracked as e.g. used in [Shi & Tomasi 94], the LFs can be used as a scoring function by
summing over horizontal or vertical projections [Oberdörfer 09].
Another extension of these techniques is the description by model-based instead of image-
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based scoring functions only. Depending on the tracking task, the DPT framework can be en-
hanced by any specialized object detector which can be used as a model-based scoring function
for some type of content, e.g. eigenfaces [Turk & Pentland 91] as described in Section 5.2.5,
to mark only faces as relevant, or any other specific object detector such as face/car/person
detectors as presented in [Viola & Jones 01, Viola & Jones 04] can be used as an additional
knowledge cue. Here, relevance image streams are generated by labeling detected pixels by
one, otherwise by zero. Such maps can then be scored e.g. by a weighted sum as described in
Equation 5.12, which allows to center the detected area within the considered tracking search
window3.
Another approach is the incorporation of two-dimensional image distance measures, which
explicitly model such transformations. The tangent distance (introduced by [Simard & LeCun+
98]) as described in [Keysers & Macherey+ 01] is one approach to incorporate invariance with
respect to certain transformations in the distance between two images. Invariance in this context
means that image transformations should not have a large impact on the distance between two
images. A detailed description of the tangent distance can be found in [Keysers & Macherey+
04], its application to gesture recognition within the GMMs of an HMM based framework is
presented in [Dreuw & Deselaers+ 06a], results for hand tracking have been reported in [Ry-
bach 06]. For a more robust tracking, a zero-order warping (ZOW) model has been integrated in
this work into the history-based distance function (5.19) of the DPT framework. Instead of the
Euclidean distance function, the distance function is replaced by an image comparing distance
measure allowing for non-linear distortions of pixels within a certain local pixel-neighborhood.
The results are presented in Section 5.5 (cf. DPT+ZOW), more details about the distance mea-
sure itself are presented in [Keysers & Deselaers+ 07,Gass & Dreuw+ 10,Gass & Pishchulin+
11,Pishchulin & Gass+ 11]. A similar concept has been implemented in [Dreuw & Deselaers+
06a] to model variability within GHMMs.
5.3.5 Spatial Pruning and Distance Scoring
As the DPT framework typically does not use specific object model information for tracking,
an object to be tracked is described by scoring functions measuring motion or changes in ap-
pearance. In the context of sign language recognition (cf. Chapter 6), e.g. the non-dominant
hand causes tracking errors for the dominant hand if the non-dominant hand moves faster or
interchanges with the dominant hand. For this purpose, spatial pruning and scoring functions
based on the detected head position, which disable or weight down anatomical difficult to reach
image areas to contain the object of interest.
Figure 5.13 shows spatial pruning areas as red overlays for the databases RWTH-BOSTON-
104 and SIGNUM: for a right-handed person, it is very unlikely for the right dominant-hand
to appear left from the signers left elbow. Such a borderline can be dynamically estimated e.g.
based on a head detection or statically based on simple geometric constraints.
Note that instead of hard pruning decisions, such a margin can also be used within a signed
distance-scoring function, weighting candidate positions proportionally w.r.t. the margin dis-
3Another possibility might be to consider the exit depth of a Haar cascade classifier as a pixel-wise confidence
measure for faceness
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Figure 5.13 Spatial pruning: the information of red overlay area is down weighted in DPT tracking. Left: RWTH-
BOSTON-104 with automatic head detection using Viola-Jones head detection for dynamic spatial prun-
ing. Right: SIGNUM with static pruning axis.
tance. Dominant-hand tracking experiments in Section 5.5 for RWTH-PHOENIX-v2.0 and
SIGNUM databases achieved tracking performances comparable to those achieved for the
RWTH-BOSTON-104 database. Obviously such distance-scoring function can be combined
with the spatial-pruning concept, or can easily be replaced by more advanced distance or prun-
ing concepts within the proposed DPT framework.
5.4 Databases
All databases presented in this section are either used within the SignSpeak project [Dreuw &
Ney+ 10, Dreuw & Forster+ 10], are freely available, or available on request. Example images
showing the different recording conditions are shown for each database in Figure 5.14, where
Table 5.1 gives an overview how the different corpora can be used for evaluation experiments.
Best practices for sign language corpora generation and annotation have been presented in
[Forster & Stein+ 10].
5.4.1 Corpus-NGT Database
The Corpus-NGT4 database is a 72 hour corpus of Sign Language of the Netherlands is the
first large open access corpus for sign linguistics in the world. It presently contains recordings
from 92 different signers, mirroring both the age variation and the dialect variation present in
the Dutch Deaf community [Crasborn & Zwitserlood+ 08b, Crasborn & Zwitserlood 08a].
For the SignSpeak project [Dreuw & Ney+ 10], the limited gloss annotations that were
present in the first release of 2008 have been considerably expanded, and sentence-level trans-
lations have been added. Currently, 280 video segments with about 8k frames have been anno-
tated to evaluate hand and head tracking algorithms (cf. Table 5.2).
4http://www.corpusngt.nl
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Table 5.1 Freely available sign language corpora and their evaluation areas ($: unsuitable or unannotated, !:
already annotated)
Corpus Evaluation Area
Isolated Continuous Tracking Translation
Recognition Recognition
Corpus-NGT ! ! ! !
RWTH-BOSTON-50 ! $ ! $
RWTH-BOSTON-104 $ ! ! $
RWTH-BOSTON-400 $ ! $ $
RWTH-PHOENIX-v1.0 ! ! $ !
RWTH-PHOENIX-v2.0 $ ! ! !
ATIS-ISL $ ! ! !
SIGNUM ! ! ! $
OXFORD $ $ ! $
Table 5.2 Freely available tracking ground-truth annotations for e.g. hand and face positions
Corpus Annotated Frames
Corpus-NGT 7,891
RWTH-BOSTON-50 1,450
RWTH-BOSTON-104 15,746
RWTH-PHOENIX-v2.0 39,691
ATIS-ISL 5,757
SIGNUM 51,448
∑ 121,983
5.4.2 Boston Corpora
All corpora presented in this section are freely available for further research in linguistics or for
tracking, recognition, and translation5.
The data was recorded within the ASLLRP6 project by Boston University, the database sub-
sets were defined at the RWTH Aachen University in order to build up benchmark databases
[Dreuw & Neidle+ 08] that can be used for the automatic recognition of isolated and continuous
sign language.
The RWTH-BOSTON-50 corpus was created for the task of isolated sign language recogni-
tion [Zahedi & Dreuw+ 06b]. It has been used for nearest-neighbor leaving-one-out evaluation
of isolated sign language words. About 1.5k frames in total are annotated and are freely avail-
5http://www.hltpr.rwth-aachen.de/aslr/
6http://www.bu.edu/asllrp/
98
able (cf. Table 5.2).
The RWTH-BOSTON-104 corpus has been used successfully for continuous sign language
recognition experiments [Dreuw & Rybach+ 07]. For the evaluation of hand tracking methods
in sign language recognition systems, the database has been annotated with the signers’ hand
and head positions. More than 15k frames in total are annotated and are freely available (cf.
Table 5.2).
For the task of sign language recognition and translation, promising results on the publicly
available RWTH-BOSTON-104 corpus have been achieved for automatic sign language recog-
nition [Dreuw & Rybach+ 07] and translation [Dreuw & Stein+ 08, Dreuw & Stein+ 07] that
can be used as baseline reference for other researchers. However, the preliminary results on the
larger RWTH-BOSTON-400 corpus show the limitations of the proposed framework and the
need for better visual features, models, and corpora [Dreuw & Neidle+ 08].
5.4.3 Phoenix Weather Forecast Corpora
The RWTH-PHOENIX corpus with German sign language annotations of weather-forecasts has
been first presented in [Stein & Bungeroth+ 06] for the purpose of sign language translation
(referred to as RWTH-PHOENIX-v1.0 corpus in this work). It consists of about 2k sentences,
9k running words, with a vocabulary size of about 1.7k signs. Although the database is suitable
for recognition experiments, the environment conditions in the first version cause problems in
robust feature extraction such as hand tracking (see also Figure 5.14). During the SignSpeak
project [Dreuw & Ney+ 10], a new version RWTH-PHOENIX-v2.0 is recorded and annotated
(cf. [Forster & Stein+ 10, Stein & Forster+ 10]) to meet the demands described in Section 5.5.
Due to simpler environment conditions in the RWTH-PHOENIX-v2.0 version (cf. Figure 5.14),
promising feature extraction and recognition results are expected. Recently, ground-truth anno-
tations for 39k frames have been added (cf. Table 5.2). Currently, seven different speakers
occur in our collections.
5.4.4 The ATIS Irish Sign Language Corpus
The ATIS Irish sign language corpus (ATIS-ISL) has been presented in [Bungeroth & Stein+
08], and is suitable for recognition and translation experiments. The Irish sign language corpus
formed the first translation into sign language of the original ATIS data, a limited domain
corpus for speech recognition and translation tasks. The sentences from the original ATIS
corpus are given in written English as a transcription of the spoken sentences. The ATIS-ISL
database as used in [Stein & Dreuw+ 07] contains 680 sentences with continuous sign language,
has a vocabulary size of about 400 signs, and contains several speakers. For the SignSpeak
project [Dreuw & Ney+ 10], about 6k frames have been annotated with hand and head positions
to be used in tracking evaluations (cf. Table 5.2).
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Table 5.3 286 segments annotated with head and hand ground-truth positions for tracking
SIGNUM Annotated Frames
Training 38,012
Development 6,686
Test 6,750
∑ 51,448
5.4.5 SIGNUM Corpus
The SIGNUM7 corpus has been first presented in [von Agris & Kraiss 07] and contains both
isolated and continuous utterances of various signers. This German sign language corpus is
suitable for signer independent continuous sign language recognition tasks. It consists of about
33k sentences, 700 signs, and 25 speakers, which results in approximately 55 hours of video
material. Recently, ground-truth annotations for 51k frames have been added (cf. Table 5.2).
Additionally, the annotated segments have been divided into training, development, test sets
(cf. Table 5.3), which might be of interest for comparison with learning based approaches in
the future.
5.4.6 OXFORD Corpus
The OXFORD corpus has been first described in [Buehler & Everingham+ 08], where the ac-
curacy of a long-term body pose estimation method is evaluated on a 6000 frames continuous
signing sequence with changing backgrounds. The OXFORD8 corpus, broadcast news videos
recorded from BBC, is suitable for recognition and tracking experiments. For 296 of these 6000
frames, the position of the left and right, upper arm, lower arm and hand were manually seg-
mented at the pixel level. The accuracy of body pose estimation methods can be evaluated using
an overlap score to compare the real and the detected arm and hand position (cf. Table 5.2).
5.5 Experimental Results
In order to evaluate the performance of head and hand tracking algorithms, data with ground-
truth annotations as described in Section 5.4 is required as-well as an evaluation measure, de-
scribed in Section 5.5.1.
5.5.1 Tracking Error Rate
For an image sequence XT1 = X1, . . . ,XT and corresponding annotated head or hand positions
uT1 = u1, . . . ,uT , we define the tracking error rate (TER) of tracked positions uˆ
T
1 as the relative
7http://www.phonetik.uni-muenchen.de/forschung/Bas/SIGNUM/
8http://www.robots.ox.ac.uk/~vgg/research/sign_language/
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Figure 5.14 Example images from different video-based sign language corpora (f.l.t.r.): Corpus-NGT, RWTH-
BOSTON, OXFORD, RWTH-PHOENIX v1.0 and RWTH-PHOENIX v2.0, ATIS-ISL, SIGNUM
number of frames where the Euclidean distance between the tracked and the annotated position
is larger than or equal to a tolerance τ:
TER =
1
T
T
∑
t=1
δτ(ut , uˆt) with δτ(u,v) :=
{
0 ‖u− v‖< τ
1 otherwise
(5.30)
Depending on the database format, a viewport for tracking error rate (TER) calculation can be
specified in addition. Frames, in which the hands are not visible, are disregarded, resulting
in a different number of frames to be evaluated (e.g. in Table 5.5, for RWTH-BOSTON-104
the dominant-hand is only visible in 12909 frames of the 15746 annotated frames, the head is
always visible). Examples of annotated frames and the tolerance τ are shown in Figure 5.15: in
the left image, all annotated ground-truth points are within a specified evaluation viewport bor-
der and will be considered for TER calculation, whereas in the right image both the dominant
hand and non-dominant hand (i.e. right and left hand, annotated by the green and red circle,
correspondingly) are out of the viewport border and will be ignored for TER calculation.
5.5.2 Hand Tracking
In informal experiments in [Rybach 06] we optimized different scoring functions described in
Section 5.2. All informal experiments have been conducted on a subset of 1000 annotated im-
ages of the RWTH-BOSTON-104 database, previously name RWTH-Boston-Hands database.
All parameters were kept constant and only the score function is changed in Table 5.4. The con-
stant background scoring function Equation 5.20 leads to the best independent tracking result.
The history scoring function Equation 5.19, which needs an initialization with another scoring
function, leads to the best overall result.
Further empirical DPT optimizations have been partly made in [Rybach 06], which lead to
the following default parameters in our experiments, if not stated otherwise:
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Figure 5.15 Example of ground-truth annotations and evaluation viewport borders: ground-truth annotations within
the red-shaded area are disregarded in the corresponding TER calculation
Table 5.4 Hand tracking on RWTH-Boston-Hands dataset
Tracking Setup Weight TER[%]
τ=15 τ=20
Dominant motion (Equation 5.13) 1.0 17.80 6.07
Hand absolute motion (Equation 5.14) 1.0 14.97 6.28
squared motion (Equation 5.15) 1.0 14.14 3.87
total motion (Equation 5.16) 1.0 11.83 3.56
constant background (Equation 5.20) 1.0 10.05 2.30
history (Equation 5.19) 1.0
+ squared motion (Equation 5.15) 3.0 12.57 2.93
+ total motion (Equation 5.16) 2.0 9.74 2.20
+ constant background (Equation 5.22) 2.0 8.80 1.99
• predecessor range ± 10 pixels: the maximum jump width should match the maximal
hand speed, and thus depends on the frame rate and the scale of the recordings. The
speed of the tracked object is usually not known in advance, thus a high maximum jump
width can be chosen, which has an impact on the computation time and sometimes on
the error rate, e.g. due to confusions with moving objects having similar appearance.
• hand tracking window size of 20x20 pixels: the tracking window size depends on the
scoring functions, and has been optimized for hand tracking, where it approximately rep-
resents the palm size of a hand. If object context is explicitly modeled within the distance
function, e.g. zero-order warping (ZOW) instead of Euclidean distance, the tracking win-
dow size should be enlarged.
• tracking jump penalty weight 0.3: it can be seen in [Rybach 06] that jump penalties larger
than 0.3 deteriorate the results. Without a jump penalty, the resulting path is not required
to be smooth, i.e. the object is allowed to jump inside the area of allowed predecessor
positions.
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For dominant-hand tracking typically a history and constant background scoring function is
used our DPT based setups (cf. Equation 5.22), which can be enhanced by skin-color informa-
tion or head position informations, e.g. to weight down error prone hand position estimates in
front of the face.
As empirically optimized in [Rybach 06, Dreuw & Deselaers+ 06b] and shown in Table 5.4,
we always weight the constant part as described in Equation 5.20 twice as high as the history
part described in Equation 5.19. E.g. for the tracking results presented in Table 5.5 we weight
the history part by 1.0 and the background part by 2.0. The following parameters have been
used in these experiments:
• input: gray scale images, cropped at (70,10) at a size of 195x165 pixels
• tracking window: 20x20
• scoring functions: history and constant-background (cf. Equation 5.22)
• scoring weights: 1,2
• tracking jump: 10 pixels
• tracking jump penalty weight: 0.3
We compare our results to a Robust PCA approach described in [Piater & Hoyoux+ 10],
which makes use of person dependent hand models trained on subsets of the 161 training sen-
tences of RWTH-BOSTON-104 database. To train the person-dependent hand models by the
Robust PCA [Piater & Hoyoux+ 10] approach, a set of training data is collected for each signer
from the training set of 161 sequences of the RWTH-BOSTON-104 database. On the full
RWTH-BOSTON-104 database, the Robust PCA [Piater & Hoyoux+ 10] approach achieved a
47.48% TER for τ = 20.
For τ = 20, the model-free and person independent DPT approach can achieve already 8.37%
TER on the 12909 frames of full RWTH-BOSTON-104 dataset, and 8.83% TER on the 2603
test frames, where the dominant-hand is visible (cf. Table 5.5). The proposed zero-order warp-
ing (ZOW) distortion models, which have been integrated within the history scoring part of
the scoring function (cf. DPT-ZOW in Equation 5.22), can further improve the accuracy of the
DPT based hand tracking approach, especially for tighter tolerances of 5≤ τ ≤ 15.
The hand tracking results presented in Table 5.6 have been evaluated on up to 51448 anno-
tated ground-truth frames of the SIGNUM database. As we have to deal with colored images
here, the dominant-hand is assumed to be skin colored, and mostly moving at the right-side of
the body. Error prone tracking hypotheses in front of the face are down-weighted by taking into
account face-detection maps. The following parameters have been used in these experiments:
• input: color images, downscaled to 176x144 pixels
• tracking window: 15x15
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Table 5.5 Hand tracking on RWTH-BOSTON-104 dataset
Tracking Model Pers. dep. # Frames Setup TER [%]
τ=5 τ=10 τ=15 τ=20
Dominant no no 12,909 DPT 73.59 42.29 18.79 8.37
Hand no no 12,909 DPT-ZOW 75.44 36.36 14.51 8.06
no no 2,603 DPT 74.79 44.33 20.43 8.83
yes yes 2,603 Robust PCA 89.86 77.41 64.50 47.48
Table 5.6 Hand tracking on SIGNUM dataset
Tracking Model Pers. dep. # Frames Setup TER [%]
τ=5 τ=10 τ=15 τ=20
Dominant no no 6,750 DPT 88.0 53.1 23.8 7.9
Hand no no 6,686 DPT 86.2 54.5 25.5 10.0
no no 51,448 DPT 85.5 53.8 24.9 10.7
• scoring functions: history and constant-background (cf. Equation 5.22), skin color (sum,
cf. Equation 5.11), face-suppression (negative sum over face detection maps, cf. Equa-
tion 5.11), and distance from body-axis
• scoring weights: 2,4,2,1,1
• tracking jump: 20 pixels
• tracking jump penalty weight: 0.3
5.5.3 Head Tracking
An eigenface based distance measure is used for calculating head candidate regions, which
are maximized over time within the DPT framework [Dreuw & Deselaers+ 06b] (named DPT-
PCA in this work). To train the eigenfaces as described in Section 5.2.5, the BioID database
has been used, i.e. the head tracking approach is model-based but person-independent. As faces
generally are skin colored, a skin color model can be used as an additional score within the DPT
approach.
Further empirical DPT optimizations have been partly made in [Rybach 06], which lead to
the following default parameters in our experiments, if not stated otherwise:
• predecessor range± 5 pixels: the maximum jump width should match the maximal head
speed, and thus depends on the frame rate and the scale of the recordings. The speed of
the tracked object is usually not known in advance, but can be assumed to be rather small
in sign language recognition tasks.
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• head tracking window size of 25x28 pixels: the head tracking window size depends on
the eigenface scoring function, which has been optimized for a single scale, although
allowing for multiple scales. If faces appear at different scales, the image is downscaled
instead in our approaches such that the faces have approximately a size of 25x28 pixels
after downscaling. If other scoring functions are used to represent the face, e.g. based on
the Viola & Jones [Viola & Jones 04] face detection method, the tracking window size
and aspect ratio is typically changed, e.g. 50x50 pixels.
• tracking jump penalty weight 2.0: The head is assumed to a be a rather slowly moving
object, thus movements are higher penalized than e.g. hand movements. Without a jump
penalty, the resulting path is not required to be smooth, i.e. the object is allowed to jump
inside the area of allowed predecessor positions.
The active appearance model (AAM) based face tracker proposed by [Piater & Hoyoux+
10] is partly used for comparison in this section. It is composed of an off-line part, where a
person-dependent face model containing the facial appearance variation information is trained,
and an online part, where the facial features are tracked in real time using that model. Because
the fitting method is a local search, they initialize the active appearance model (AAM) using
the face detector by Viola&Jones [Viola & Jones 04]. The coordinates of the nose-tip estimated
by the active appearance model (AAM) is used for tracking evaluation.
In contrast to the tracking approaches, a model-based face detection approach is used for
comparison where the faces have been automatically detected using the OpenCV implementa-
tion of the Viola & Jones (VJ) [Viola & Jones 04] face detector, independently in each frame
(named Viola & Jones Detector (VJD) in this section). The search-space is constrained in an im-
proved tracking version by successful preceding head detections (i.e. Kalman filter-like, named
Viola & Jones Tracker (VJT) in this section) in order to avoid confusions with noisy head detec-
tions, e.g. in the background. It uses the preceding head detection in case of no-detection. As
the cascades have been trained on different data, the detection approach is again model-based
but person-independent. The coordinates of the detection rectangle’s center is used for tracking
evaluation.
All results reported in Table 5.7 are model-based tracking approaches and have been evalu-
ated on all 15732 ground-truth annotated frames of the RWTH-BOSTON-104 dataset.
The AAM model used to conduct the person-independent evaluation of the the AAM-based
face tracker on RWTH-BOSTON-104 dataset was built from 52 images from each of the three
signers from this dataset. These images correspond to 156 frames from the test set, picked
from 22 of the 40 test sequences. The model-based and person-dependent active appearance
model (AAM) approach [Piater & Hoyoux+ 10] does not outperform the Viola & Jones (VJ)
based DPT-VJ, VJD, nor VJT approaches due to model-fitting problems and thus missing face
detections in about 700 frames. On the other hand, in contrast to the latter, the AAM approach
produces much more detailed tracking results than are evaluated here, including detailed shape
and appearance parameters.
To conduct the person-independent evaluation of the AAM-based face tracker on RWTH-
BOSTON-104 dataset, the same 156 face images used for the person-dependent evaluation
were used to build 3 AAM models, using 104 frames from 2 signers and leaving out 52 frames
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Table 5.7 Head tracking on RWTH-BOSTON-104 dataset
Tracking Pers. dep. Setup TER [%]
τ=5 τ=10 τ=15 τ=20
Head no DPT-PCA 26.77 17.32 12.70 10.86
no DPT-VJ 10.06 0.40 0.02 0.00
no VJD 9.75 1.23 1.09 1.07
no VJT 10.04 0.81 0.73 0.68
yes AAM 10.17 6.85 6.82 6.81
no AAM 10.92 7.92 7.88 7.76
from the third signer for each model. The averaged results are presented in Table 5.7. As ex-
pected the person-dependent AAM outperforms person-independent ones. However, a person-
independent model built from only two persons can only poorly generalize
It can be observed in Table 5.7 that the DPT approach using an eigenface scoring as described
in Section 5.2.5 is significantly outperformed by our simple Viola & Jones based detection or
tracking approaches. The proposed DPT-VJ approach leads to the best results, for which we
used the following parameters:
• input: gray scale images, downscaled to 195x165 pixels
• tracking window: 50x50
• scoring functions: Viola & Jones face detection maps (weighted-sum, cf. Equation 5.12),
brightness (sum, cf. Equation 5.11)
• scoring weights: 10,1
• tracking jump: 1 pixel
• tracking jump penalty weight: 20
The head tracking results presented in Table 5.8 have been evaluated on the 7891 annotated
ground-truth frames of the Corpus-NGT tracking snapshot database. As all tracking approaches
make use of an underlying head detection model, they are all considered to be model-based
tracking approaches. However, none of the face models have been trained nor optimized on the
Corpus-NGT tracking snapshot database.
For comparison, an adaptive skin-color based segmentation (ASCS) algorithm [Dadgostar &
Sarrafzadeh 06] has been developed by SignSpeak project partners. Tracking of skin-colored
hand or head candidate regions is performed by CamShift algorithm [Comaniciu & Ramesh+
03, Bradski & Kaehler 08]. A posterior heuristic is employed to only keep track of the most
likely candidates. Heads are selected only afterwards by means of an heuristic which takes size,
shape and appearance into account. Though it has advantages in processing speed and being
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Table 5.8 Head tracking results on the Corpus-NGT tracking snapshot database
Tracking Pers. dep. Setup TER [%]
τ=5 τ=10 τ=15 τ=20
Head no DPT-PCA 98.18 92.13 75.82 59.43
no DPT-VJ 69.56 30.91 16.72 12.17
no VJD 78.13 62.07 59.59 58.52
no VJT 56.92 26.04 17.55 15.81
no ASCS 93.05 82.00 65.40 45.36
personal-independent, it is also less precise in locating the body parts and unable to distinguish
by itself dichotomies such as head/hands and left/right hands.
As expected, the result in Table 5.8 show that the overall task seems to be the most chal-
lenging one, as even the VJD face detection results can achieve only 58% TER. All tracking
based approaches show high tracking error rates. The performance of both DPT tracking and
VJD detection based approaches is relatively poor on the Corpus-NGT database. This can be
explained by the high number of near-profile head images in the Corpus-NGT database, as both
person-independent models have been trained on near frontal images only (cf. Section 5.2.5
and [Viola & Jones 04], respectively). The proposed Kalman filter-like tracking approach in
combination with VJ detections, VJT, as well as th proposed VJ based scoring function within
our DPT based tracking framework, DPT-VJ, can reduce this effect. The following parameters
have been used in our DPT-VJ experiments:
• input: gray scale images, downscaled to 200x164 pixels
• tracking window: 50x50
• scoring functions: Viola & Jones face detection maps (weighted-sum, cf. Equation 5.12),
brightness (sum, cf. Equation 5.11)
• scoring weights: 10,1
• tracking jump: 1 pixel
• tracking jump penalty weight: 50
The head tracking results presented in Table 5.9 have been evaluated on 39691 annotated
ground-truth frames of the RWTH-PHOENIX-v2.0 tracking snapshot database. Again the re-
sults in Table 5.9 show good results for VJ based person independent tracking approaches,
which can be further improved within our proposed DPT-VJ tracking framework. Using skin-
color probability maps as described in Section 5.2.5 instead of using the brightness values
directly further improves the accuracy of the head tracker (especially outliers with τ = 20 are
now reduced). The following parameters have been used in our DPT-VJ experiments:
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Table 5.9 Head tracking results on the RWTH-PHOENIX-v2.0 tracking snapshot database
Tracking Pers. dep. Setup TER [%]
τ=5 τ=10 τ=15 τ=20
Head no DPT-VJ (w/ brightness-sum) 74.13 19.55 3.96 1.34
no DPT-VJ (w/ skinprob-sum) 74.95 19.63 3.09 0.44
no VJD 77.50 20.64 13.19 13.02
no VJT 66.34 17.21 7.45 4.23
yes POICAAM 7.48 0.88 0.24 0.08
no ASCS 74.34 35.76 15.53 7.34
• input: gray scale images, downscaled to 210x260 pixels
• tracking window: 50x50
• scoring functions: Viola & Jones face detection maps (weighted-sum, cf. Equation 5.12),
brightness or skin-color probability (sum, cf. Equation 5.11)
• scoring weights: 20,1
• tracking jump: 1 pixel
• tracking jump penalty weight: 250
The AAM results presented in Table 5.7 were based on a combined forward-additive AAM
with the fixed Jacobian approximation, which has been originally formulated by [Cootes &
Edwards+ 01]. More recent literature focuses on an inverse-compositional approach [Matthews
& Baker 04], which allows for high efficiency by projecting out the appearance variation,
named project-out inverse-compositional AAM (POICAAM) in this work, and developed by
our project partner University of Innsbruck (UIBK) within the SignSpeak project [Dreuw &
Ney+ 10].
For POICAAM model building, a manually labeled training set of over 350 images, equally
distributed among seven signers (cf. Section 5.4.3), with 38 model points per image, has been
created by our project partner UIBK within the SignSpeak project [Dreuw & Ney+ 10]. Thus,
the POICAAM results presented in Table 5.9 are again person dependent, as all seven speakers
occur in training and test datasets. As expected, the results can be significantly improved for a
model-based and person-dependent head tracking approach. Note that if the POICAAM model
would estimate scores for each pixel position in the images, the model itself could easily be
integrated as a novel scoring function within our DPT framework (cf. Section 5.3).
The results in Table 5.10 show again that the eigenface based DPT-PCA approach is outper-
formed by VJ based tracking approaches. However, it can also be observed that a VJ based
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Table 5.10 Head tracking results on the SIGNUM tracking snapshot database
Tracking Pers. dep. Setup TER [%]
τ=5 τ=10 τ=15 τ=20
Head no DPT-PCA 94.06 61.48 25.36 9.02
no DPT-VJ 56.51 13.02 2.18 1.09
no VJD 80.57 32.56 10.80 6.90
no VJT 79.84 29.56 5.93 1.51
no ASCS 74.34 35.76 15.53 7.34
scoring function in combination with our DPT framework (DPT-VJ) significantly outperforms
the simple Kalman like VJT tracking approach, for all considered tolerance values. Here, the
mostly frontal face conditions in the SIGNUM database are better described by our scoring
functions, allowing for small head position transitions of at most one pixel between neighbor-
ing frames only. The VJT approach does not enforce such geometric constraints and allows
for abrupt displacements of head positions, which can be beneficial in case of unconstrained
and more naturally moving heads during sign language discussions, e.g. as previously shown
in Table 5.8 and Table 5.9. The following parameters lead to best results using our DPT-VJ
approach:
• input: gray scale images, downscaled to 388x289 pixels
• tracking window: 50x50
• scoring functions: Viola & Jones face detection maps (weighted-sum, cf. Equation 5.12),
brightness (sum, cf. Equation 5.11)
• scoring weights: 1,1
• tracking jump: 1 pixel
• tracking jump penalty weight: 20
5.6 Conclusions
We showed that a conceptually simple model-free tracking model can be used in several sign
language tracking and recognition tasks [Dreuw & Forster+ 10], as well as in general image
and video processing scenarios as shown in [Deselaers & Dreuw+ 08]. Simple image based
scoring functions, which describe the motion or appearance of an object to be tracked, can be
easily combined with more complex and model-based scoring functions within the proposed
framework.
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Chapter 5 Tracking
The proposed dynamic programming tracking (DPT) framework has been evaluated on vari-
ous hand and head tracking tasks related to automatic sign language recognition (ASLR). The
following conclusions can be drawn:
• in comparison to competing approaches considered in this work, the DPT framework
achieved significantly better tracking results, especially for hand tracking tasks.
• head tracking based on eigenface and skin color information was significantly outper-
formed by Viola & Jones (VJ) model-based scoring functions, especially within our
proposed DPT framework, which typically achieved TERs below 5% in case of mostly
frontal face images.
• if the input images are downscaled in our eigenface based DPT approach (DPT-PCA)
such that the size of a face is approximately 25x28 pixels large, then the tracking window
in a Viola & Jones based DPT approach (DPT-VJ) typically performs best at 50x50
pixels.
• as soon as out-of-plane rotations occur, the performance of all analyzed approaches sig-
nificantly drops
• model-based head tracking approaches typically outperform model-free head tracking
approaches, especially the considered POICAAM based person-dependent head tracking
approach showed a remarkable improvement over our relatively simple DPT based multi-
purpose person-independent tracking framework at the cost of manually labeling and
training person-dependent models.
• the DPT framework achieves best hand tracking results, if approximately the palm size
is used as tracking search window, larger contexts typically only help if appropriately
modeled, e.g. within a zero-order warping (ZOW) image distance function
• hand tracking remains a challenging task in sign language recognition scenarios, but can
be significantly improved by head tracking, weighting down error prone candidate areas
and avoiding hand confusions
5.6.1 Outlook
The integration of more advanced model-based scoring functions, or even bootstrapping a
model-based tracker with the proposed DPT framework remains interesting for further research.
Ground-truth labels for hand and head positions have been annotated within the SignSpeak
project [Dreuw & Ney+ 10] for more than 120k frames in several publicly available video
databases of different degrees of difficulty. The presented tracking results can be used as base-
line reference for further experiments.
The proposed benchmark corpora [Dreuw & Forster+ 10] can be used for tracking as well
as for word error rate evaluations in isolated and continuous sign language recognition (cf.
Chapter 6), and furthermore allow for a comparison of model-free and person-independent /
person-dependent tracking approaches.
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Chapter 6
Gesture and Sign Language Recognition
Automatic speech recognition (ASR) is the conversion of an acoustic signal (sound) into a
sequence of written words (text). Due to the high variability of the speech signal, speech
recognition – outside lab conditions – is known to be a hard problem. Most decisions in speech
recognition are interdependent, as word and phoneme boundaries are not visible in the acoustic
signal, and the speaking rate varies. Therefore, decisions cannot be drawn independently but
have to be made within a certain context, leading to systems that recognize whole sentences
rather than single words.
One of the key idea in speech recognition is to put all ambiguities into probability distribu-
tions (so called stochastic knowledge sources, see Figure 6.1). Then, by a stochastic modeling
of the phoneme and word models, a pronunciation lexicon and a language model, the free pa-
rameters of the speech recognition framework are optimized using a large training data set.
Finally, all the interdependencies and ambiguities are considered jointly in a search process
which tries to find the best textual representation of the captured audio signal. In contrast,
rule-based approaches try to solve the problems more or less independently.
Wherever communities of deaf people exist, sign languages develop. As with spoken lan-
guages, these vary from region to region and represent complete languages not limited in ex-
pressiveness. Linguistic research in sign language has shown that signs mainly consist of four
basic manual components [Stokoe & Casterline+ 65]: hand configuration, place of articulation,
hand movement, and hand orientation. Additionally, non-manual components like facial expres-
sion and body posture are used. In continuous sign language recognition, we have to deal with
strong coarticulation effects, i.e. the appearance of a sign depends on preceding and succeeding
signs, and large inter- and intra-personal variability.
Therefore, we have to adapt the RWTH ASR framework to account for these modalities. In
order to design a sign language recognition system, four crucial problems have to be solved:
1. preprocessing and feature extraction of the input signal,
2. specification of models and structures for the words to be recognized,
3. learning of the free model parameters from the training data, and
4. search the maximum probability over all models during recognition (see Figure 6.1).
In order to build a robust recognition system which can recognize continuous sign language
speaker independently, we have to cope with various difficulties: (i) coarticulation: the appear-
ance of a sign depends on the preceding and succeeding signs. (ii) inter- and intra-personal
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Figure 6.1 Sign language recognition system overview: typically the tracking framework is part of an early feature
extraction step, recognition decisions are made within a late fusion step.
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Figure 6.2 The problems of robust sign language recognition frameworks.
variability: the appearance of a particular sign can vary significantly in different utterances
of the same signer and in utterances of different signers. To model all these variabilities, a
large amount of training data is necessary to estimate the parameters of the system reliably
(Figure 6.2).
The remainder of this chapter is structured as follows: First, a brief introduction to sign
languages is presented in Section 6.1. Section 6.2 gives a detailed overview of the different
modules necessary in an HMM based sign language recognition framework, with a detailed
description of the feature extraction framework and features for ASLR. The generative and
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discriminative training criteria such as M-MMI/M-MPE or tandem based MLP-GHMM frame-
works as used in Chapter 4 are briefly summarized in Section 6.3. In Section 6.4, details of the
decoding framework are presented, especially a tracking-path distortion model, which allows
to rescore features during decoding. Section 6.5 gives an overview of the databases that we
used in Section 6.6 for evaluating the proposed sign language recognition framework. Finally,
the chapter is concluded in Section 6.7.
6.1 Introduction
Main differences between spoken language and sign language are due to language characteris-
tics like simultaneous facial and hand expressions, references in the virtual signing space, and
grammatical differences [Dreuw & Stein+ 08] as explained in the following paragraphs.
Linguistic Research in Sign Languages: Linguistic research on sign languages started in the
1950s, with initial studies of Tervoort [Tervoort 53] and Stokoe [Stokoe & Casterline+ 60]. In
the USA, the wider recognition of sign languages as an important linguistic research object
only started in the 1970s, with Europe following in the 1980s. Only since 1990, sign language
research has become a truly world-wide enterprise, resulting in the foundation of the Sign
Language Linguistics Society in 20041. Linguistic research has targeted all areas of linguistics,
from phonetics to discourse, from first language acquisition to language disorders [Dreuw &
Ney+ 10].
Vision-based sign language recognition has only been attempted on the basis of small sets of
elicited data (corpora) recorded under lab conditions (only from one to three signers and under
controlled color and brightness ambient conditions), without the use of spontaneous signing.
The same restriction holds for much linguistic research on sign languages. Due to the extremely
time-consuming work of linguistic annotation, studying sign languages has necessarily been
confined to small selections of data. Depending on their research strategy, researchers either
choose to record small sets of spontaneous signing which will then be transcribed to be able to
address the linguistic question at hand, or native signer intuitions about what forms a correct
utterance [Dreuw & Ney+ 10].
Simultaneousness: One major issue in sign language recognition compared to speech recogni-
tion is the possible simultaneousness: a signer can use different communication channels (facial
expression, hand movement, and body posture) in parallel. For example, different comparative
degrees of adjectives are indicated through increased facial expression, indirect speech through
spatial geometry of the upper part of the body, noun-to-verb derivation through increased speed
and reduction of the signing space; all this happens while the subject is still signing normally.
Signing Space: Entities like persons or objects can be stored in the sign language space, i.e.
the 3D body-centered space around the signer, by executing them at a certain location and later
just referencing them by pointing to the space [Wrobel 01]. A challenging task is to define a
model for spatial information containing the entities created during the sign language discourse.
An example for the use of virtual signing might be the simple looking sentence “he gives her
a book”: Such a sentence would cause (under normal circumstances) no problems to modern
1http://www.slls.eu
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Figure 6.3 Different environment assumptions resulting in completely different problems in feature extraction
(f.l.t.r.): data gloves, colored gloves, blue-boxing, unconstrained with static background, and unconstrained
with moving and cluttered background.
ASR frameworks. However, it would be quite a complex problem in sign language recognition,
as one would have to use context knowledge in order to know where the “male” and “female”
persons are located in the virtual signing space.
Environment: Further difficulties for such sign language recognition frameworks arise due to
different environment assumptions. Most of the methods developed assume closed-world sce-
narios, e.g. simple backgrounds, special hardware like data gloves, limited sets of actions, and
a limited number of signers, resulting in different problems in sign language feature extraction
(see Figure 6.3).
Speakers and Dialects: As in automatic speech recognition we want to build a robust, person-
independent system being able to cope with different dialects. Speaker adaptation techniques
known from speech recognition can be used to make the system more robust. While for the
recognition of signs of a single speaker only the intra-personal variabilities in appearance and
velocity have to be modeled, the amount and diversity of the variabilities is enormously in-
creased with an increasing number of speakers [Dreuw & Neidle+ 08, Dreuw & Ney+ 10].
Coarticulation and Epenthesis: In continuous sign language recognition, as well as in speech
recognition, coarticulation effects have to be considered. Furthermore, due to location changes
in the virtual signing space, we have to deal with the movement epenthesis problem [Vogler
& Metaxas 01, Yang & Sarkar+ 07]. Movement epenthesis refers to movements which occur
regularly in natural sign language in order to change the location in signing space. Movement
epenthesis conveys no meaning in itself but rather changes the meaning of succeeding signs,
e.g. to express that the wind is blowing from north-to-south instead of south-to-north.
Silence: As opposed to automatic speech recognition, where usually the energy of the audio
signal is used for the silence detection in the sentences, new features and models will have to be
defined for silence detection in sign language recognition. Silence cannot be detected by simply
analyzing motion in the video, because words can be signed by just holding a particular posture
in the signing space. A thorough analysis and a reliable detection of silence in general and
sentence boundaries in particular are important to reliable speed up and automate the training
process in order to improve the recognition performance.
Whole-word Models and Sub-word Units: The use of whole-word models for the recognition
of sign language with a large vocabulary is unsuitable, as there is usually not enough training
material available to robustly train the parameters of the individual word models. According
to the linguistic work on sign language by Stokoe [Stokoe & Casterline+ 60], a phonolog-
ical model for sign language can be defined, dividing signs into units. In ASR, words are
modeled as a concatenated sub-word units, which can be automatically estimated by grapheme-
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to-phoneme based approaches [Bisani & Ney 08] if no supervised phoneme transcriptions are
available. These sub-word units are shared among the different word-models and thus the avail-
able training material is distributed over all word-models.
On the one hand, this leads to better statistical models for the sub-word units, and on the other
hand it allows to recognize words which have never been seen in the training procedure. For
sign language recognition, however, no suitable decomposition of words into sub-word units
is currently known. In the past, some data-driven approaches tried therefore to automatically
cluster the sub-word units [Bauer & Karl-Friedrich 02, Vogler & Metaxas 01, Bauer & Kraiss
02, Yin & Starner+ 09, Roussos & Theodorakis+ 10, Pitsikalis & Theodorakis+ 10]. Recent
linguistic work towards a phonetic representation of signed languages is presented in [Johnson
& Liddell 11].
One of the challenges in the recognition of continuous sign language on large corpora is
the definition and modeling of the basic building blocks of sign language [Dreuw & Ney+
10, Efthimiou & Fotinea+ 10, Pitsikalis & Theodorakis+ 11]. These sub-word units are similar
to phonemes in ASR. Inspired by linguistic research, the signs could be broken down into their
constituent phonemes, such as the hand shapes, types of hand movements, and body locations at
which signs are executed. Furthermore, they will allow the consideration of context dependency
with new suitable models for within-word coarticulation (e.g. diphones or triphones).
6.2 Overview
We call the conversion of a video signal (images) into a sequence of written words (text) au-
tomatic sign language recognition (ASLR). Our ASLR system is based as the OCR system
(cf. Chapter 4) on Bayes’ decision rule: the word sequence wN1 which best explains the current
observation xT1 given the learned model is the recognition result.
The LMs aim at representing syntax and semantics of natural language (spoken or written).
They are needed in automatic language processing systems that process speech (i.e. spoken or
signed language) or language (i.e. written language). In our framework, where all communica-
tion channels in sign language are considered at once, the grammatical differences of a signed
language to a spoken language do not pose problems in the recognition framework. They are
modeled by statistical language models as in ASR. In Bayes’ decision rule, the visual model
and the language model have the same impact on the decision, but according to the experience
in ASR the performance can be greatly improved if the language model has a greater weight
than the acoustic model. As in ASR, the weighting is done by introducing an LM scale κ:
r(xT1 )→ wˆN1 = argmax
wN1
{
pκ(wN1 )p(x
T
1 |wN1 )
}
(6.1)
= argmax
wN1
{
κ log p(wN1 )+ log p(x
T
1 |wN1 )
}
(6.2)
6.2.1 Preprocessing
For data capturing we use standard video cameras rather than special data acquisition devices.
As several speakers occur in all our benchmark databases, a visual speaker adaptation (VSA)
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as described in Section 6.2.1.1 can be helpful to reduce the variance in subsequent feature ex-
traction processes. Other preprocessing steps are e.g. concerned with the creation of additional
virtual training samples (VTSs) as described in Section 6.2.1.2: Due to the lack of data in
video benchmark databases for sign language recognition [Dreuw & Neidle+ 08] and the high
variability in generating gloss-based transcriptions [Forster & Stein+ 10], some visual models
in word-based modeling approaches contain only a few observations per density or “one-shot”
training in case of singletons. Once the image streams have been processed, tracking-based fea-
tures generated from head or hand position candidates described in Chapter 5 can be extracted
(cf. Section 6.2.2).
6.2.1.1 Visual Speaker Alignment
Due to the usage of appearance-based features (cf. Section 6.2.2), which do not require a near
perfect segmentation of the body parts and which implicitly encode also the scales and relative
depth of the objects to be extracted (e.g. hands and head), the bodies of the signing speakers
should have the same baseline depth. With an increasing number of signers in the database, the
variability in data, such as different head or hand sizes due to different speaker sizes, has to be
modeled.
Similar to a speaker dependent feature adaptation in ASR, we propose to adapt the vision-
based features, too. Based on a face detection in a reference recording of each speaker with the
Viola & Jones [Viola & Jones 04] head detection method, we propose to automatically align
the speakers.
For every speaker n in a set of 1, ..,N speakers, we want to find the speaker dependent
affine warping matrix An, so that the difference between all overlapping speaker images, i.e.
the cropped ROIs, and their corresponding detected heads is minimal.
Similar to a tracking rectangle Qt (cf. Equation 5.5 in Chapter 5) let Qn be now the set of
pixel coordinates around a ROI center un of size w×h. This means that for every pixel position
u = (x,y) in a ROI Qn, we want to optimize the parameters of an affine 2×3 warping matrix
An =
[
A11 A12 b1
A21 A22 b2
]
with
Q′n = {ut +u : u ∈ QAn}
QAn = {(A11i+A12 j+b1,A21i+A22 j+b2),(i, j) ∈ Q}
such that the difference between the warped ROI Q′m and the warped target ROI Q′n is minimal.
Based on the ROI Qn and the face detection rectangle rn(x,y,w,h) := {(x−w/2,y−h/2),(x+
w/2,y+h/2)} of a target speaker n (n∈ 1, ..,N), the speaker dependent affine warping matrices
Am of the remaining N− 1 speakers are optimized w.r.t. the difference between the ROIs Q′n
and Q′m and a face penalty function which penalizes large differences between face position and
ratio:
q(rnAn,rmAm) =
√
(x′rn− x′rm)2+(y′rn− y′rm)2+(w′rn−w′rm)2+(h′rn−h′rm)2 (6.3)
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(a) (b)
Figure 6.4 Automatic speaker alignment based on face detection (a) and virtual training samples generation (b)
by slightly distorted cropping positions.
with r′n := rnAn = {(A11i+A12 j+b1,A21i+A22 j+b2),(i, j) ∈ rn},n = 1, ..,N, the affine trans-
formed face rectangle.
For an appearance-invariant (e.g. background or clothing) matching score of the speakers,
the gray intensity images Xn are thresholded to binary images (denoted by X˜n), but any other
pre-processing could be used here.
This visual speaker adaptation (VSA) can then be expressed with the following optimization
criterion:
min
An,Am
 ∑u∈Q′n
u′∈Q′m
(X˜n[u]− X˜m[u′])2+α ·q(r′n,r′m)
 (6.4)
To speed up the visual speaker adaptation (VSA) optimization, all ROIs are first horizontally
translated to center the speakers’ head to optimize the warping matrices only w.r.t. vertical
translation and scaling (rotation could also be considered if necessary). Figure 6.4 gives an
overview of the automatic speaker alignment and virtual training data generation. Figure 6.4 (a)
shows the resulting speaker aligned ROIs cropped from the original frames in Figure 6.4 (b).
6.2.1.2 Virtual Training Data
Due to the lack of data in video benchmark databases for sign language recognition [Dreuw &
Neidle+ 08], some visual models contain only a few observations per density. Even “one-shot”
training is necessary for singletons (cf. Section 6.6). This results in too sharp means which do
not generalize well on unseen data.
However, for other pattern recognition problems it has been reported that the usage of addi-
tional virtual training sample (VTS) can significantly improve the system performance [Burges
& Schölkopf 97, Dreuw & Ney 08]. Here, as only a ROI is cropped from the original video
frames, the amount of training data can be increased by VTS, i.e. ROIs extracted at slightly
shifted positions from the original ROI position. The ROI cropping center (x,y), is shifted by
δ pixels in x- and y-direction. For δ = ±1, the training corpus is already enlarged by a factor
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Figure 6.5 Composite features for sign language recognition using a signal processing network.
of nine.
The proposed VTS generation can be interpreted as a distortion and adaptation on the signal
level. Each additional virtual training sample may lead e.g. to a slightly different tracking path
and a different alignment in HMM training. Additionally, the system becomes more robust
w.r.t. the added transformations.
6.2.2 Feature Extraction and Combination
To describe the signs in a video signal we use simple appearance-based features in our baseline
systems which can be windowed, i.e. combined, over time and reduced by a PCA or LDA
reduction matrix. These features can be augmented or replaced by more complex manual and
non-manual tracking features described in the following sections.
Figure 6.5 shows how we extract and combine features. The results achieved using different
features and combination methods are presented in Section 6.6.
6.2.2.1 Manual Features
To extract manual features, the dominant hand, i.e. the hand that is mostly used for one-handed
signs such as finger spelling, is tracked in each image sequence. Therefore, a robust tracking
algorithm for hand and head tracking is required as the signing hand frequently moves in front
of the face, may temporarily disappear, or cross the other hand. Instead of requiring a near per-
fect segmentation for these body parts, the decision process for candidate regions is postponed
to the end of the entire sequences by tracing back the best decisions [Dreuw & Deselaers+
06b] (cf. Chapter 5 for more details). Based on these candidate regions, various features can be
extracted, which are described in the following sections.
Appearance-Based Features
In our baseline system we use appearance-based image features only, i.e. thumbnails of video
sequence frames. These intensity images e.g. scaled down to 32×32 pixels serve as good basic
features for many image recognition problems, and have already been successfully used for
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Figure 6.6 Examples of different hand patches extracted from tracking framework with their corresponding back-
projections from PCA space using a 1600×30 dimensional PCA matrix
gesture recognition [Keysers & Deselaers+ 07, Dreuw & Deselaers+ 06a]. They give a global
description of all (manual and non-manual) features proposed in linguistic research.
Instead of using the full video frame, a specific ROI such as the dominant hand-patch ex-
tracted around a tracked hand position can be used as an appearance-based feature too (cf.
Figure 6.6).
A known problem with appearance-based features are border pixels that do not help in the
classification and have very low variance. To resolve this problem, dimensionality reduction
techniques like PCA or LDA are commonly applied [Fodor 02]. Experiments in Section 6.6
show that, in combination with such appearance-based features, PCA typically outperforms an
LDA based feature reduction, which has also been observed in other image recognition research
areas [Deselaers 08].
Hand Position Features
Given the hand position (HP) ut =(x,y) at time t in signing space, features such as hand velocity
(HV) mt = ut −ut−δ can easily be extracted.
The hand trajectory (HT) features presented here are similar to the features presented in
[Vogler & Metaxas 01]. Here we calculate global features describing geometric properties of
the hand trajectory in a certain time window 2δ + 1 around time t by an estimation of the
covariance matrix
Σt =
1
2δ +1
t+δ
∑
t ′=t−δ
(ut ′−µt) (ut ′−µt)T
and µt = 12δ+1 ∑
t+δ
t ′=t−δ ut ′ . For Σt ·vt,i = λt,i ·vt,i, i ∈ {1,2}, the eigenvalues λt,i and eigenvectors
vt,i of the covariance matrix can then be used as global features, describing the form of the
movement. If one eigenvalue is significantly larger than the other, the movements fits a line,
otherwise it is rather elliptical. The eigenvector with the larger corresponding eigenvalue can
be interpreted as the main direction of the movement. Figure 6.7 shows some examples of
trajectories and their eigenvectors and eigenvalues.
6.2.2.2 Non-Manual Features
The analysis of facial expressions, the detection of eye gaze and lips, and other non-manual
features is complex, while the advantage of these features for sign language recognition is
reported to be relatively low [Canzler 05]. Therefore, this work investigates only a simple
appearance-based and more complex AAM based features for non-manual components.
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Figure 6.7 Examples of different hand trajectories and corresponding eigenvectors for δ = 4. The covariance
matrices are visualized as ellipses with axes of length
√
λi.
Figure 6.8 Examples of two mean face difference images [Rybach 06]. From left to right: Mean face, face patch,
mean face difference image
Mean Face Difference Images
Deviations of a face to the neutral face of a signer can convey meanings and emotions. We
approximate this face within a sentence by estimating the normal mean face over time. Mean
face difference image (MFDI) are difference images between the mean face and the tracked
face patch computed over a sentence or word segment [Rybach 06]. Examples for mean face
difference images are shown in Figure 6.8, which show deviations of the face to the normal
face of the signer. The dimensionality of this face feature can be reduced by applying e.g. PCA
to the difference images.
Active Appearance Models
Facial parameters such as eye and mouth apertures can be inferred from the configuration of a
set of relevant facial features such as the positions of fiducial points on eyelids and lips. In this
work we also use the active appearance model (AAM) based face tracking system of [Piater &
Hoyoux+ 10] which tracks such facial features using AAMs [Cootes & Edwards+ 01]. AAMs
are statistical generative models, which learn shape and texture variations of the human face as
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Figure 6.9 Example of AAM based face coordinate features on the RWTH-BOSTON-104 database
Figure 6.10 Example of POICAAM based facial features on the RWTH-PHOENIX-v2.0 database
well as the correlations between them. Fitting the AAM to a target image is done by minimizing
the difference between the synthesized model image and the target image using a gradient
descent based method [Piater & Hoyoux+ 10].
We analyze the facial features tracked and extracted by the AAM method described in [Piater
& Hoyoux+ 10] and provided by our SignSpeak project [Dreuw & Ney+ 10] partner University
of Innsbruck (UIBK). In informal experiments in Section 6.6.2.3 we simply used the coordi-
nates of the fitted AAM model as shown in Figure 6.9 as features. The results in Table 6.9
suggest that a more selective feature usage might be of interest.
In a second series of experiments, more advanced facial features based on a project-out
inverse-compositional AAM (POICAAM) approach have been extracted by our SignSpeak
project partner UIBK. The approach is based on an inverse-compositional approach [Matthews
& Baker 04], which allows for high efficiency by projecting out the appearance variation. The
features visualized in Figure 6.10 also show some pre-classified facial actions, which are pro-
vided by a nearest-neighbor based classifier using an integrated subshape model (i.e., a PCA
projection approach, similar to eigenfaces [Turk & Pentland 91]).
6.2.2.3 Windowing
In order to incorporate temporal and spatial context into the features, we concatenate consec-
utive features in a sliding window, which are later reduced by a PCA or LDA transformation
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matrix to a feature vector xt .
LDA is often used in speech recognition to combine and reduce features while maximizing
the linear separability of the classes in the transformed feature space. Furthermore in ASR, suc-
ceeding feature vectors are commonly concatenated before the LDA transformation is applied
to account for temporal dependencies [Haeb-Umbach & Ney 92].
A critical parameter is the number of succeeding feature vectors that are concatenated, be-
cause for a growing window size an increasing amount of training data is needed [Katz &
Meier+ 02], which is often a problem in ASLR due to the limited amount of available training
data.
6.2.3 Visual Modeling
According to the linguistic work on sign language by Stokoe, a phonological model for sign
language can be defined [Stokoe & Casterline+ 65], dividing signs in units called “chiremes”.
As it is still unclear how sign language words should be annotated and can be split up into sub-
word units [Dreuw & Efthimiou+ 10], e.g. phonemes, suitable for sign language recognition,
our corpus (cf. Section 6.6) is annotated in glosses, i.e. whole-word transcriptions, and the sys-
tem is based on whole-word models. This means for Equation 6.1 that the phoneme inventory
in combination with a pronunciation lexicon is replaced by a word model inventory without a
lexicon.
Each word model consists of several pseudo-phonemes modeling the average word length
seen in training: For example, the word "BUY" in American Sign Language (ASL) has an
average length of 0.18 seconds (6 frames) in the RWTH-BOSTON-104 corpus, while an ut-
terance of the sign "LEG" can take up to 0.96 seconds (29 frames) [Rybach 06]. Each such
phoneme is modeled by a multi-state left-to-right HMM with separate GMMs and a globally
pooled diagonal covariance matrix [Dreuw & Rybach+ 07]. The topology typically allows for
skip transitions.
6.2.4 Lexica and Language Models
Due to dialects in natural continuous sign language, signs with the same meaning often differ
significantly in their visual appearance and in their duration (e.g. there are 5 different ways to
sign the word “bread” in Switzerland). As in OCR (cf. Chapter 4), we have to handle these
variations by appropriate lexica and LMs.
In sign language recognition, small differences between the appearance and the length of
the utterances are compensated for by the HMMs, but different pronunciations of a sign must
be modeled by separate models, i.e. a different number of states and GMMs. Therefore, we
add pronunciations to the corpus annotations and adapt our language models (cf. Table 6.1):
During training, supervised pronunciation variants are used to train the visual models, whereas
during testing, the pronunciations are mapped to the same syntactic root token, for which a LM
probability has been estimated during training.
Opposed to large- or open-lexica as used in ASR or OCR (cf. Chapter 4), we use closed-
lexica without any additional text knowledge sources for language model training, i.e. the LMs
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Table 6.1 Example lexicon lemma and LM tokens used in RWTH-BOSTON-104
Setup Lexicon LM Token
Lemma Pronunciation
Training GIVE1 GIVE1 -
GIVE2 GIVE2 -
Recognition GIVE GIVE1 GIVE
GIVE2 GIVE
are solely based on the training corpora transcriptions. Due to lab conditions and glossed vo-
cabularies, this typically results in lower LM perplexities than in ASR or OCR. On the other
hand, large-vocabularies in ASLR, e.g. corpora used [Dreuw & Ney+ 10], often result in high
perplexities even if the underlying visual representations of the glosses share the same appear-
ance and meaning [Forster & Stein+ 10]. Automatically clustering such gloss-groups and thus
sharing a tied and improved LM probability mass will be interesting for further research, as well
a phonetic based approaches as presented in [Johnson & Liddell 11, Pitsikalis & Theodorakis+
11].
6.2.5 Decoding
The aim of the decoding or sign language recognition process is again to find a gloss se-
quence [wN1 ]opt which maximizes the posterior probability given a sequence of feature vectors
xT1 according to Equation 6.1. As in our OCR system described in Chapter 4, the maximum
Viterbi approximation in combination with multiple pruning strategies is applied during HMM
decoding, which significantly reduces the complexity of the optimization problem.
As depicted in Figure 6.1, the search module of the recognition system combines several
knowledge sources, such as the visual model and the language model. Figure 6.1 also shows
that the tracking is usually integrated as a preprocessing step within the feature extraction part
of the system. Another approach is to postpone the final tracking decision process towards
the global search, which can be interpreted as model-based tracking path adaptation [Dreuw &
Forster+ 08] (cf. Figure 6.11 in Section 6.4.1).
6.3 Training Architecture
The whole training architecture is based on the RWTH ASR framework, as already described
in Chapter 4 for OCR: Instead of sliding over a single image to create a sliced image stream,
here, videos directly resulting in image sequences have to processed.
Due to the gloss-based annotations in our considered sign language benchmark corpora, and
due to the lack of grapheme-to-phoneme [Bisani & Ney 08] like conversion of such glosses,
a whole-word modeling approach is used in all our approaches. Such approaches typically
require to estimate a model dependent HMM state sequence length based on the gloss word
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boundaries seen in training (e.g. average or minimum sequence length). If such gloss-based
time boundary annotations are not available, e.g. for the RWTH-PHOENIX-v2.0 only anno-
tations at the sentence-level are available, they can be estimated based on a (good!) initial
alignment, as described in Section 4.3.2.
Once the model structure and topology is determined for a given sign language (cf. Sec-
tion 6.2.3), a Viterbi based training using the ML criterion (cf. Section 4.3.1) or discriminative
training using the MMI/MPE criteria and their extensions (cf. Section 4.3.4) can be applied to
train the sign language recognition systems. Additionally, a signer or speaker adaptive train-
ing (SAT), as used in ASR and adapted in our framework to OCR (cf. writer adaptive training
(WAT) in Section 4.3.5), can be applied to sign language recognition tasks, too.
6.4 Decoding Architecture
As for our OCR decoding system described in Section 4.4, the recognition can be performed
in multiple passes. Our default sign language recognition system performs a single-pass decod-
ing step, which is derived from Bayes decision rule (cf. Section 6.2.5). Typically Kneser-Ney
[Kneser & Ney 95] smoothed n-gram LMs are used for continuous sign language recognition.
Search candidates as well as first-best recognition outputs are stored as word-lattices, which
can be used for subsequent multi-pass decoding steps, e.g. constrained MLLR (C-MLLR)
based speaker adaptation in combination with speaker adaptive training (SAT), as described
in Section 6.4.2: For model adaptation towards unknown data or unknown sign language sign-
ing styles, the output of the first recognition pass (best word sequences or word lattices) can
be either used for discriminative model adaptation (cf. Section 4.4.1.2 for details) or speaker
adaptation (cf. Section 4.4.1.1 for details). A different approach is followed in Section 4.4.2,
where the developed hybrid MLP/HMM decoding framework is described. Obviously, the same
framework can be applied to sign language recognition tasks.
6.4.1 Model-Based Tracking Path Adaptation
Most approaches addressing the recognition of gestures and sign language use a two-step pro-
cedure, where in the first step the hand is tracked and in the second step the recognition is
done [Guan & Feris+ 06, Just & Rodriguez+ 06] (cf. also Figure 6.1). A problem with this
approach is that possible tracking errors from the first stage might be impossible to recover in
the recognition phase and thus ideally a joint tracking and recognition procedure is used to fuse
these steps. In [Forster 08] we analyzed a method that integrates tracking and recognition into
one step which is computationally very complex. Therefore, we present in [Dreuw & Forster+
08] some approximations to this method to reduce the computational demands.
6.4.1.1 Integrated Tracking and Recognition
As described above, conventionally, first the tracking is performed leading to a sequence of
hand positions and then features extracted from these positions are used to do the recognition
(cf. Figure 6.1). Ideally, the tracking path is chosen according to hypothesized word sequences
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Figure 6.11 Basic structure of an integrated tracking and sign language recognition system
during the recognition phase which would postpone the tracking decisions to the end of the
recognition phase and lead to tracking decisions optimal w.r.t. the hypothesized word sequences.
This improved process is schematically represented in Figure 6.11.
To integrate the tracking into the recognition process (i.e., the simultaneous optimization of a
tracking path uT1 w.r.t. a tracking criterion and a hypothesized word sequence w
N
1 ), image loca-
tions uT1 and states s
T
1 can be modeled as hidden variables, leading to the following formulation
for the emission probabilities:
Pr(xT1 |wN1 ) =∑
[sT1 ]
∑
[uT1 ]
Pr(xT1 ,s
T
1 ,u
T
1 |wN1 )
∝ max
[sT1 ]
max
[uT1 ]
T
∏
t=1
[
Pr(xt |st ,ut ,wN1 )︸ ︷︷ ︸
emission prob
· Pr(st |st−1)︸ ︷︷ ︸
state transition prob
· Pr(ut |ut−1,xtt−1)︸ ︷︷ ︸
location transition prob
]
(6.5)
A problem with such an integrated tracking and recognition approach are resulting time
complexities [Dreuw 05,Dreuw & Deselaers+ 06b,Forster 08,Dreuw & Forster+ 08]. Let L be
the number of active locations in an image during the tracking, W the size of the vocabulary, T
the length of the sequence in frames, and S the number of active states in the recognition HMM.
Then, the complexity for a normal tracking is O(T L2) because for each time frame each position
and each position in the predecessor frame has to be hypothesized (i.e., each transition). The
time complexity for the normal search (using a unigram LM) is O(TWS), since for each time
frame each word is hypothesized in each state. Using a bigram or trigram LM, the complexity
for the search is O(T [WS+W ]) and O(TW [WS+W ]), respectively. Thus, the conventional two-
step tracking/recognition procedure has a complexity of O(TWS+T L2) which is feasible. In
the combined approach, the complexity becomes O(TWSL2) for a unigram search, and already
O(T L2[WS+W ]) and O(T L2W [WS+W ]) for a bi- and trigram search, respectively, which is
unfeasible for reasonably sized images. Furthermore, obviously not each pixel in an image (let
e.g. L be 320·240=76,800) is a good candidate for a tracking center.
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Informal experiments in [Forster 08] showed that even with a strongly pruned search space,
either the runtime is too high or the image search space (i.e. the image size) has to be reduced
too strongly for accurate hand position tracking. To ease the computational problems but stick
to the proposed integrated tracking and recognition approach we present in [Forster 08, Dreuw
& Forster+ 08] several approximations to this procedure, such as rescoring by tracking path
adaptation, which is summarized in the following sections.
6.4.1.2 Rescoring and Path Adaptation
In Equation 6.1, the emission probability p(xt |st ,wN1 ) = p( f (Xt ,ut)|st ,wN1 ) depends on the qual-
ity of the hand tracking position ut (also cf. description of tracking framework in Chapter 5) and
the extracted feature xt . The HMM based sign language recognition system was trained using a
path optimal w.r.t. a hand tracking criterion in order to learn word dependent hand appearance
models. However during recognition, we propose to rescore over multiple hand hypotheses in
order to adapt the given path to a path being optimal w.r.t. the hypothesized word sequence and
their corresponding hand models.
Several other approximations to this procedure have been presented in [Forster 08, Dreuw &
Forster+ 08], here we review the path distortion model, which achieved the best recognition
results in [Forster 08].
Path Distortion Model
Figure 6.12 (a) shows an example where the hand tracking failed: a small local tracking dis-
tortion can recover from tracking errors which results in better hand hypotheses matching to
the hypothesized visual models (i.e., better emission scores). In order to obtain a tracking path
being adapted to the hypothesized word sequence, the provided tracking path can be locally
distorted within a range R (see Figure 6.12 (b)).
Furthermore, it is possible to penalize locations far away from the original tracking path.
Each distortion depends on the currently hypothesized word (i.e. the trained hand models),
which changes the visual model probability in Equation 6.1 as follows: Pr(xT1 ,s
T
1 |wN1 ) =
T
∏
t=1
{
max
δ∈{(x,y):
−R≤x,y≤R}
{
p(δ ) · p( f (Xt ,ut +δ )|st ,wN1 )
} · p(st |st−1,wN1 )}
with p(δ ) =
exp(−δ 2)
exp(∑δ ′−δ ′2)
. (6.6)
The path distortion model prunes the search space starting from a path being optimal to
a tracking criterion in order to obtain a distorted path according to the hypothesized word
sequence. Compared to other methods described in [Forster 08,Dreuw & Forster+ 08], here not
several tracking hypotheses are considered but we assume that the tracking may be inaccurate
up to δ pixels and allow for compensating tracking errors up to this range in the recognition
phase. As a penalty function p(δ ), we used the squared Euclidean point distance between the
distorted and original hand hypotheses.
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(a) Tracking distortion (b) Local path distortion
(c) Path distortion over time
Figure 6.12 Rescoring tracking candidate positions by distortion: (a) Hand patch feature extracted based on the
tracking path being optimal w.r.t. the tracking criterion might be erroneous (blue rectangle). The distorted
hand hypotheses within a range R (green rectangle) can be weighted by the distance to the optimal
path. (b) The path optimal w.r.t. the tracking scoring functions (blue line) can be distorted locally w.r.t.
trained hand appearance models within the feature scoring during the decoding process, in order to get
a realigned tracking path, being probably closer to the best oracle hand tracking path (red line). This
process is again shown for a sequence in (c).
Results for tracking path distortion modeling during decoding in combination with the pro-
posed VSA (cf. Section 6.2.1.1) and VTS (cf. Section 6.2.1.2) preprocessing approaches are
presented in Section 6.6.2.3, which show significant improvements.
6.4.2 Multi-Pass Decoding
Similar to the multi-pass decoding described n Section 4.4.1, the recognition can be performed
in two or more passes. The independent initial recognition pass creates the required data for a
subsequent text dependent model adaptation in the next step. Although the automatically gener-
ated transcript may contain errors, adaptation using that transcript generally results in accuracy
improvements [Gollan & Bacchiani 08]. Due to the lack of data, only informal experiments
have been performed with signer adaptation (cf. Section 4.4.1.1). The discriminative model
adaptation framework, as proposed in Section 4.4.1.2, showed no improvements due to the
considered small databases.
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6.5 Databases
Almost all publicly available resources, which have been recorded under lab conditions for
linguistic research purposes, have in common that the vocabulary size, the types/token ratio
(TTR), and signer/speaker dependency are closely related to the recording and annotation costs.
Surveys for corpora that can be used for analysis, processing and evaluation of sign languages
are presented in [Dreuw & Neidle+ 08, Dreuw & Ney+ 10, Braffort & Bolot+ 10, Forster &
Stein+ 10]. In this work, we focus on different sign languages, namely American Sign Lan-
guage (ASL), Deutsche Gebärdensprache (DGS), and Nederlandse Gebaren Taal (NGT), using
corpora of different visual complexity with multiple speakers and temporal context.
6.5.1 Isolated Sign Language Words
Many sign language recognition approaches focus on the recognition of isolated signs. For
person dependent scenarios, e.g. as in [Pitsikalis & Theodorakis+ 11], some signs can often
be characterized just by their movement direction. In this work we focus on corpora of high
visual complexity and multiple speakers, especially the Corpus-NGT corpus described in Sec-
tion 6.5.1.2.
6.5.1.1 RWTH-BOSTON-50
The data was recorded within the American Sign Language Linguistic Research Project (ASLLRP)2
at Boston University, the database subsets were defined at the RWTH Aachen University in or-
der to build up benchmark databases [Dreuw & Neidle+ 08] that can be used for the automatic
recognition of isolated and continuous sign language.
The RWTH-BOSTON-50 corpus was created for the task of isolated sign language recog-
nition [Zahedi & Dreuw+ 06b]. As it has been merely used in [Zahedi 07] for a nearest-
neighbor leaving-one-out evaluation of isolated sign language words, and a baseline evaluation
of appearance-based image features, we use it only for an initial system comparison in this
work.
6.5.1.2 Corpus NGT
The Corpus-NGT3 database is a 72 hour corpus of Sign Language of the Netherlands is the
first large open access corpus for sign linguistics in the world. It presently contains recordings
from 92 different signers, mirroring both the age variation and the dialect variation present in
the Dutch Deaf community [Crasborn & Zwitserlood+ 08b, Crasborn & Zwitserlood 08a].
In the course of the SignSpeak project [Dreuw & Ney+ 10], a reduced subset suitable for
tracking (cf. Chapter 5) and recognition experiments has been defined. It consists of a limited
vocabulary (0.1k most frequent glosses, no indexing signs) and is suitable for signer-dependent
or multi-signer recognition of isolated signs (cf. Table 6.2).
2http://www.bu.edu/asllrp/
3http://www.corpusngt.nl
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Table 6.2 Corpus-NGT 0.1k snapshot statistics suitable for tracking and recognition of isolated signs
Training Devel Test
# signers 24 22 22
# running glosses 4,235 525 567
vocab. size 101 91 70
# signer 24 24 24
# OOV – 0 0
# singletons 0 – –
avg. TTR 41.9 – –
6.5.2 Continuous Sign Language Sentences
As one of our long term goal for sign language recognition is to build a robust, person inde-
pendent system which is able to recognize sentences of continuous sign language, we use a
vision-based approach which does not require special data acquisition devices, e.g. data gloves
or motion capturing systems which could restrict the natural way of signing. For this purpose
publicly available data has been collected to build large sign language corpora, suitable for data-
driven approaches. Albeit many preliminary recognition experiments have been conducted on
the novel Corpus-NGT and RWTH-PHOENIX-v2.0 datasets (cf. Section 5.4) within the scope
of this thesis work, detailed recognition results are only reported on the RWTH-BOSTON-104
and the SIGNUM database in this work.
6.5.2.1 RWTH-BOSTON-104
The RWTH-BOSTON-104 corpus has been used successfully for continuous sign language
recognition experiments [Dreuw & Rybach+ 07], and is based, as the RWTH-BOSTON-50
database described in Section 6.5.1.1, on the American Sign Language Linguistic Research
Project (ASLLRP) databases. For the evaluation of hand tracking methods in sign language
recognition systems, the database has been annotated with the signers’ hand and head positions.
More than 15k frames in total are annotated and are freely available4 (cf. Table 5.2). Detailed
statistics for the RWTH-BOSTON-104 are presented in Table 6.3.
For the task of sign language recognition and translation, promising results on the publicly
available RWTH-BOSTON-104 corpus have been achieved for automatic sign language recog-
nition [Dreuw & Rybach+ 07] and translation [Dreuw & Stein+ 08, Dreuw & Stein+ 07]
that can be used as baseline reference for other researchers. However, the preliminary results
in [Dreuw & Neidle+ 08] on the larger RWTH-BOSTON-400 corpus show the limitations of
the proposed framework and the need for better visual features, models, and corpora.
4http://www.hltpr.rwth-aachen.de/~dreuw/database-rwth-boston-104.php
129
Chapter 6 Gesture and Sign Language Recognition
Table 6.3 Corpus (a) and LM statistics (b) for RWTH-BOSTON-104 database
(a) Corpus statistics
training set test set
# sentences 161 40
# running words 710 178
# frames 12422 3324
vocabulary size 103 65
# singletons 27 9
# OOV - 1
(b) Language model perplexities
language model type perplexity (PP)
zerogram 106.0
unigram 36.8
bigram 6.7
trigram 4.7
Table 6.4 SIGNUM database signer dependent setup statistics
training set test set
sentences 1809 531
running words 11103 2802
vocabulary size 789 -
singletons 0 0
OOV - 1
signers 1 1
6.5.2.2 SIGNUM
The SIGNUM5 corpus has been first presented in [von Agris & Kraiss 07] and contains both
isolated and continuous utterances of various signers. This German sign language corpus is
suitable for signer independent continuous sign language recognition tasks. It consists of about
33k sentences, 700 signs, and 25 speakers, which results in approximately 55 hours of video
material. In this work, signer dependent recognition experiments have been carried out in
Section 6.6, Table 6.4 shows the corpus statistics for this setup.
6.6 Experimental Results
In this section, experimental results for isolated and continuous sign language recognition are
reported. It should be noted that most benchmark databases used in this work represent multi-
speaker setups, and that typically no specific information about the speakers have been used to
carry out the experiments.
5http://www.phonetik.uni-muenchen.de/forschung/Bas/SIGNUM/
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6.6.1 Isolated Signs and Gestures
For an initial system comparison of the developed ASLR system, which is derived from the
RWTH ASR system, we perform informal experiments on the Section 6.5.1.1 dataset. Using
simple appearance-based features by downscaling the input images to 32×32 pixels without any
PCA reduction, we achieve a 29.19% WER, which is significantly better than the 37% WER
reported in [Zahedi 07]. Note that the system in [Zahedi 07] was mainly based on the LTI-
Lib6, and the main differences are due to a different variance pooling and transition probability
estimation.
Experiments on the Corpus-NGT sub-corpus as described in Section 6.5.1.2 led so far to rea-
sonable results due to low tracking performance (e.g. in Table 5.8) in combination with complex
visual conditions and rather simple features. This kind of database shows the limitations of the
current framework and the need for an improved feature extraction and speaker normalization
framework, and has to be clearly distinguished from person-dependent systems such as [Pit-
sikalis & Theodorakis+ 11], working within well conditioned and constrained video recording
environments.
6.6.2 Continuous Sign Language Sentences
In this section, we analyze different feature extraction, combination, and reduction techniques
for continuous sign language. At the model-level, feature adaptation and tracking rescoring ap-
proaches are analyzed. Furthermore hybrid and tandem based decoding and training approaches
are presented.
Most experiments have been performed on the RWTH-BOSTON-104 dataset described in
Section 6.5.2.1. Note that this database has always been used for baseline experiments in this
thesis work, so that sometimes, due to historical or software reasons, the corresponding same
baseline setups might slightly differ in their results. However the relative improvements are
still of interest. More recent experiments have been performed on the Corpus-NGT, SIGNUM,
and RWTH-PHOENIX-v2.0 datasets.
6.6.2.1 Feature Combinations and Reductions
In this section we analyze at the feature-level different feature extraction, combination, and
reduction techniques. Obviously, all steps have to be re-tuned for new corpora and sign lan-
guages.
Baseline Experiments
In this paragraph we explain our experiments that we necessary to build a baseline system for
the RWTH-BOSTON-104 database.
HMM. First we wanted to estimate for the RWTH-BOSTON-104 database the number of
HMM states necessary to accurately model the gloss lengths. The results achieved in [Rybach
6http://ltilib.sourceforge.net or http://cvrlib.sourceforge.net
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Table 6.5 Results for different numbers of HMM states: if less than 2 frames are assigned to a gloss, the systems
performs best.
avg. length per state [ms] avg. frames per state WER [%]
30 1.0 43.3
40 1.3 37.1
50 1.7 39.3
60 2.0 38.8
90 3.0 51.1
fixed: 3 states / word 6.6 44.9
fixed: 6 states / word 3.3 38.7
Table 6.6 Results with and without consideration of pronunciations.
words pronunciations WER [%]
103 103 39.9
103 112 37.1
06] and summarized in Table 6.5 show that the system performs best, if less than two frames
are assigned in average to a common gloss state.
Pronunciations. As different signs can convey the same meaning, pronunciations should be
adequately modeled within separate models (cf. Section 6.2.4). Pronunciation variants have
been manually annotated for the RWTH-BOSTON-104 database described in Section 6.5.2.1,
where the length of each pronunciation is estimated separately. The results in Table 6.6 show
that the consideration of pronunciations improves the results, because pronunciations of a sign
differ significantly in visual appearance and in duration [Rybach 06, Zahedi 07].
Appearance-Based Features. We analyze different appearance-based features for our baseline
system. Table 6.7 gives an overview of results obtained with the baseline system for a few
different features. It can be seen that intensity images compared with tangent distance [Keysers
& Deselaers+ 07], which are integrated within the emission probability estimation as described
in [Dreuw & Deselaers+ 06a] and resulting in a different temporal alignment of the video
sequences, already lead to reasonable results. Contrary to ASR, the first-order time derivatives
of the intensity features (i.e. the motion feature) or the concatenation of them with the intensity
features (i.e. the intensity+motion feature) usually do not improve the results in video analysis,
as the time resolution is much lower (e.g. 25 or 30 video frames/sec compared to 100 acoustic
samples/sec in speech). The simplest and best appearance-based feature is to use intensity
images down scaled to e.g. 32×32 pixels. This size, which was tuned on the test set, was
reported to also work reasonably well in previous works [Keysers & Deselaers+ 07, Kölsch
& Keysers+ 04, Dreuw & Deselaers+ 06a, Zahedi & Dreuw+ 06a]. As stated above, another
important point is the usage of pronunciation modeling in sign language: it can be seen that by
adding pronunciations to the corpus and the adaptation of the used trigram language model, the
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Table 6.7 Baseline results using appearance-based features on the RWTH-BOSTON-104 dataset
Features Dim. WER [%]
intensity (w/o pronunciations, [Zahedi & Dreuw+ 06a]) 1024 54.0
intensity (w/o pronunciations, this work) 1024 39.9
intensity (w/ pronunciations) 1024 37.1
intensity (w/ pronunciations + tangent distance [Dreuw & Deselaers+ 06a]) 1024 33.7
motion (pixel based) 1024 51.1
intensity+motion 2048 42.1
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Figure 6.13 Results for LDA / PCA reduced appearance-based frame features on the RWTH-BOSTON-104
dataset
system can already be improved from 54% to 37% WER (cf. Table 6.6).
Feature Reduction. A comparison for linear feature reduction techniques based on PCA
and LDA projections on the RWTH-BOSTON-104 database is presented in Figure 6.13. As
observed in other image recognition tasks [Keysers 06, Deselaers 08], the LDA reduction is
outperformed over all LM scales by a PCA based feature reduction [Dreuw & Rybach+ 07].
Although theoretically LDA should be better suited for pattern recognition tasks, here the train-
ing data is insufficient for a numerically stable estimation of the LDA transformation and thus
PCA, which is reported to be more stable for high dimensional data with small training sets
outperforms LDA [Kölsch & Keysers+ 04, Katz & Meier+ 02].
Temporal Context Windowing. We experimentally evaluated the incorporation of temporal
context by concatenating features xt+δt−δ within a sliding window of size 2δ +1 into a larger fea-
ture vector xˆt and then applying linear dimensionality reduction techniques as in ASR [Haeb-
Umbach & Ney 92] to find a good linear combination of succeeding feature vectors. The out-
comes of these experiments are given in Figure 6.14 and again, the PCA outperforms the LDA.
The best result (21.9% WER) is achieved by concatenating and reducing five PCA transformed
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Figure 6.14 Combination and reduction of PCA-frames on the RWTH-BOSTON-104 dataset using (a) LDA and
(b) PCA windowing.
(i.e. a total of 110×5 components) frames to 100 coefficients, whereas the best result obtained
with LDA is only 25.8% WER, probably again due to insufficient training data (as 2 matrices
have to be estimated for LDA). Furthermore, windowing with large temporal contexts increases
the system performance, as coarticulation effects are described now [Dreuw & Rybach+ 07].
6.6.2.2 Signer Adaptive Training (SAT)
Due to person, gender, and dialect effects in natural sign languages, the same sign can be signed
in several variants, depending on the speaker’s signing style.
As for speaker adaptive training (SAT) in ASR, and writer adaptive training (WAT) in OCR
(cf. Section 4.3.5), signer variations can be compensated by speaker adaptive training (SAT) us-
ing constrained MLLR (C-MLLR) [Gales 98] (also known as fMLLR) in sign language recogni-
tion, too. The fMLLR consists of normalizing the feature vectors by the use of a ML estimated
affine transform, as described in [Gales 98]. fMLLR is implemented in the feature extraction
front-end, allowing for use in both recognition and in training, thus supporting signer adaptive
training.
If speaker labels are annotated in the database, such as the speaker labels of the RWTH-
BOSTON-104 database, they can directly be used in training to estimate the signer dependent
C-MLLR feature transformations. The parameters of the signer adapted Gaussian mixtures are
trained using the C-MLLR transformed features.
For model adaptation towards unknown data or unknown signing styles, the output of the first
recognition pass (best gloss sequences or word lattices) can be used for signer adaptation. The
recognition is performed in two passes: system 1 performs the initial and independent recogni-
tion pass, e.g. using the ML trained models. The output is required for the text dependent model
adaptation in the next step. The decoding with SAT models happens then during a second pass,
which is carried out using C-MLLR transformed features. In a first supervised experiment,
we estimate the C-MLLR matrices directly from the available speaker labels of the train and
test data. The matrices are calculated for all signers in pass two and are used for a signer de-
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Table 6.8 Speaker Adaptive Training on the RWTH-BOSTON-104 dataset using PCA-Frame features
Model Adaptation del ins sub errors WER [%]
ML - 20 9 20 49 27.53
C-MLLR-SAT - 12 9 25 46 25.84
supervised C-MLLR 12 9 25 46 25.84
pendent recognition in system 2, which uses the SAT models from speaker adaptive training
(SAT). Note that the decoding itself is still unsupervised! In an unsupervised adaptation case,
the unknown speaker labels of the segments to be recognized would have to be estimated first
using BIC clustering or even based on face recognition approaches such as presented in [Gass
& Pishchulin+ 11].
Preliminary experiments have been conducted on the RWTH-BOSTON-104 dataset, which
showed small improvements in Table 6.8 already for SAT models without an adaptation of the
test features. With supervised adaptation based on available test speaker labels, no further im-
provements can be achieved. It will be interesting to analyze the new framework on other sign
language corpora such as Corpus-NGT or RWTH-PHOENIX-v2.0, especially in combination
with more complex features.
6.6.2.3 Tracking-Based Features
To show the impact of tracking based features, the DPT and AAM based frameworks (cf. Chap-
ter 5) have been used to extract dominant-hand and head based tracking features on the RWTH-
BOSTON-104 datasets. The results in Table 6.9 suggest that the tracking accuracy itself has
only a small impact for the chosen appearance-based hand-patch features, as the 33.71% WER
achieved by the DPT approach, which itself achieves an 8.37% TER in Table 5.5, is only slightly
worse than the 30.34% WER achieved in a cheating experiment, where we extracted the hand
features based on the ground-truth annotation (i.e. a 0% TER).
As expected, experiments related to hand-position features (cf. paragraph 6.2.2.1) show im-
provements with for combinations of PCA-Frame and hand position (HP) ut or hand veloc-
ity (HV) mt based features. Note that further combinations of frame, hand-patch, and hand-
position related feature concatenations lead to no further improvements [Rybach 06].
In another experiment we analyzed the facial features tracked and extracted by the AAM
method as described in [Piater & Hoyoux+ 10, Dreuw & Forster+ 10] (cf. paragraph 6.2.2.2).
In informal experiments we simply used the coordinates of the fitted AAM model as shown
in Figure 6.9 as features, and reduced them by a PCA or LDA transformation to 30 compo-
nents (empirically optimized). As expected they can outperform the rather simple mean face
difference image (MFDI) based features described in paragraph 6.2.2.2, and again PCA can
outperform an LDA based feature reduction. The results in Table 6.9 suggest that it will be
interesting to analyze more sophisticated hand and head features, and feature combinations in
the future.
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Table 6.9 Hand and head features on the RWTH-BOSTON-104 dataset (MFDI results achieved in [Rybach 06])
Tracker Features del ins sub errors WER [%]
- Frame (1024) 39 10 20 69 38.76
- PCA-Frame (110) 20 9 20 49 27.53
DPT Dom. Hand-Patch (1024) 27 8 31 66 37.08
+ PCA (30) 17 13 30 60 33.71
Ground-truth + PCA (30) 9 12 33 54 30.34
DPT PCA-Frame
+ ut (HP) (112) 31 1 13 45 25.28
+ mt with ∆ ∈ 1,2 (HV) (114) 28 2 16 46 25.84
+ trajectory eigenvalues (HT) (112) 20 4 19 43 24.16
DPT-PCA MFDI (1024) - - - - 56.2
+ PCA (110) - - - - 54.0
AAM AAM Face Coordinates (80) 32 9 42 83 46.63
+ PCA (30) 26 12 36 74 41.57
+ LDA (30) 42 11 38 91 51.12
Table 6.10 Rescoring results for a tracking path distortion model on the RWTH-BOSTON-104 dataset with different
distortion ranges R and δ -penalties.
Feature WER [%]
R = 0 R = 3 R = 5 R = 10
Hand (32×32) 45.51 41.51 34.27 41.03
+ δ -penalty — 38.02 34.27 35.96
PCA-Hand (70) 44.94 32.58 34.83 56.74
+ δ -penalty — 33.25 30.90 32.58
6.6.2.4 Model-Based Tracking Path Distortion
Table 6.10 shows some rescoring results obtained with a tracking path distortion model and
different distortion ranges and penalties. Additionally, we analyze the usage of the tracking
path distortion model in combination with VSA preprocessing and VTS corpus enlargement.
We used the squared Euclidean point distance as distortion penalty (i.e. δ -penalty). It can
be seen that too large distortions increase the WER, and that an additional distortion penalty
reduces the WER again for larger distortion. A distortion range of R = 10 pixel with additional
δ -penalty is sufficient, larger values led to no further improvements [Dreuw & Forster+ 08].
The rescoring results using the path distortion model (cf. Section 6.4.1.2) in combination with
virtual training samples (cf. Section 6.2.1.2) are shown in Table 6.11. The usage of additional
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Table 6.11 Rescoring results for a tracking path distortion model on the RWTH-BOSTON-104 dataset with different
distortion ranges R and δ -penalties, in combination with visual speaker alignment (VSA) and virtual training
samples (VTS) preprocessing and corpus enlargement.
Features / Rescoring WER [%]
Baseline VSA VTS VSA+VTS
Frame 32×32 38.76 33.15 27.53 24.72
PCA-Frame (200) 30.34 27.53 19.10 17.98
Hand (32×32) 45.51 34.83 25.28 31.46
+ distortion (R = 10) 44.94 30.53 17.42 21.35
+ δ -penalty 35.96 28.65 18.54 20.79
PCA-Hand (30) 28.65 33.15 23.60 29.21
+ distortion (R = 10) 34.27 28.65 21.35 20.79
+ δ -penalty 30.90 26.97 17.98 18.54
PCA-Hand (70) 44.94 34.27 15.73 26.97
+ distortion (R = 10) 56.74 34.83 14.61 12.92
+ δ -penalty 32.58 24.16 11.24 12.92
training data by VTS leads to improvements in all experiments. The WER of 11.24% is the
best result reported [Forster 08] for this data in the literature so far (17.98% WER in [Dreuw &
Rybach+ 07]).
6.6.2.5 Discriminative Features and Models
Our RWTH-BOSTON-104 lexicon defines 247 pseudo-phonemes for 104 words. Preliminary
recognition results comparing different MLP feature extraction and training approaches are
presented in Figure 6.15 and Table 6.12. It can be observed that MLP based features do not
behave as in other domains such as ASR or OCR (cf. Section 4.6), where larger amounts of
training data are typically used.
Results for a hybrid MLP/HMM based recognition using TRAP-DCT features are presented
in Figure 6.15. In these preliminary experiments we analyzed different LDA reductions after
the first hierarchical TRAP-DCT network layer structure. Opposed to experiments in OCR,
e.g. in paragraph 4.6.3.1, where a feature reduction after the first layer lead to no significant
improvements, here a clear advantage of a strong reduction after the first layer can be observed.
This might be explained by the relatively limited number of available features and possible
over-fitting problems.
A final comparison of the hybrid MLP/HMM based recognition with a tandem based MLP-
GHMM recognition using both TRAP-DCT features are presented in Table 6.12. Also note that
the tandem based MLP-GHMM is generatively trained using the ML criterion.
Results for discriminative training in Table 6.12 show that the accuracy of the GHMM system
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Figure 6.15 Preliminary results for hybrid MLP/HMM based recognition on the RWTH-BOSTON-104 dataset using
different LDA reductions after the first hierarchical layer of the TRAP-DCT network structure. The LM scale
has been optimized for the Kneser-Ney smoothed trigram models.
Table 6.12 MLP based RAW and TRAP-DCT features for hybrid and tandem based models on the RWTH-
BOSTON-104 dataset. The corresponding input and output dimension are specified in brackets (dim).
Model Input Features 1st Layer 2nd Layer WER [%]
MLP-GHMM Frame (1024) log-PCA (128) log-PCA (64) 56.74
Frame (1024) log-LDA (64) log-LDA (128) 50.56
MLP/HMM PCA-Frame (128) log-LDA (32) log (247) 51.69
GHMM Frame (1024) - - 38.76
PCA-Frame (200) - - 26.97
+ M-MMI training - - 23.60
using PCA reduced appearance-based features can again be improved using an M-MMI based
discriminative training.
6.7 Conclusions
We developed a vision-based approach to isolated and continuous automatic sign language
recognition. We have shown that appearance-based features, which have been proven to be a
powerful tool in many image recognition problems, are also well suited for the recognition of
sign language.
We presented very promising results on a publicly available benchmark database of several
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speakers which has been recorded without any special data acquisition tools. Especially the
following conclusions can be drawn:
• we have shown that many of the principles known from ASR, such as pronunciation
and language modeling can directly be transfered to the new domain of vision-based
continuous ASLR.
• temporal-context information is as important as it is in ASR, and good temporal align-
ments in combination with adequate sub-word unit or gloss-based synonym modeling are
crucial for meaningful results in video-based sign language processing
• the results suggest that for high dimensional data and the relatively low amount of avail-
able training data, PCA outperforms LDA for this task
• the visual speaker adaptation (VSA) results suggest that an improved size and orientation
normalization of the proposed appearance-based features is expected to further improve
the system performance
• a tracking-path distortion modeling during sign language decoding lead to significant
improvements w.r.t. to TER and WER; this approach will be of interest also to other
research areas such as OCR where a vertical robustness is of great interest, as it allows
for a late normalization of any kind of features, which are position dependent
• combining different data sources, suitable language and pronunciation modeling, tem-
poral contexts, and model combination, the 37% WER of our baseline system could be
improved to 17.9% WER on the RWTH-BOSTON-104 database; an additional tracking
path distortion modeling approach could further reduce the error rate down to 11% WER
• however, due to the limited amount of data, it is difficult to draw robust and transferable
conclusions for the other considered databases in this work.
6.7.1 Outlook
Obviously, a large amount of work still needs to be done for the vision part of the system.
New features describing the hand and body configuration as e.g. in [Agarwal & Triggs 06,
Eichner & Ferrari 09,Sapp & Jordan+ 10] are currently being analyzed and combined with the
existing feature set. Currently two different publicly available software frameworks for body
pose estimation have been evaluated w.r.t. code usability and performance for sign language
recognition:
• Adaptive Pose Priors (APS) For Pictorial Structures [Sapp & Jordan+ 10]: provide a
basic pictorial structures implementation which combines HOG-based boosted part de-
tectors (appearance model" and a Gaussian pairwise limb displacement cost model (pose
prior). The code is available from http://vision.grasp.upenn.edu/video/
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Figure 6.16 Body pose estimation trained on Buffy sequences (left), tested on RWTH-PHOENIX-v2.0 and
SIGNUM sequences (right) using APS [Sapp & Jordan+ 10] software
Figure 6.17 Body pose estimation on SignSpeak data: SIGNUM, RWTH-PHOENIX-v2.0, and Corpus-NGT data
using 2D-AHPE [Eichner & Ferrari 09] software. The upper row shows the uppper-body detection result,
the lower row the estimated body pose. Modifications of the software will be necessary in order to achieve
an adequate performance for sign language recognition. Images have been generated with online demo
version http://www.vision.ee.ethz.ch/~hpedemo/
• 2D Articulated Human Pose Estimation (2D-AHPE) [Eichner & Ferrari 09]: the software
for articulated human pose estimation in still images is designed to operate in uncon-
trolled images with difficult illumination conditions and cluttered backgrounds. The code
is available from http://www.vision.ee.ethz.ch/~calvin/articulated_
human_pose_estimation_code/
Some examples for the APS [Sapp & Jordan+ 10] and 2D-AHPE [Eichner & Ferrari 09] are
provided in Figure 6.16 and Figure 6.17, correspondingly. Currently none of the publicly avail-
able tools provide adequate performance for sign language recognition, and are therefore partly
adapted, extended, and improved for sign language recognition at our department. Other tools
which will be interesting to analyze are provided by [M. Andriluka 09]7 and [Ramanan 06]8.
7http://www.mis.tu-darmstadt.de/node/381
8http://www.ics.uci.edu/~dramanan/papers/parse/
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Certainly an important step is the definition of sub-word units which would allow recognition
with a larger vocabulary and the consideration of context dependency with suitable models for
coarticulation. More improvements are also expected from speaker adaptation techniques such
as the considered C-MLLR in this work, because of the large interpersonal differences in sign
language. Further experiments with an MLP based feature extraction and combination will
include a lower number of final output labels, and the analysis of more complex features than
the currently used PCA reduced appearance-based features.
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Chapter 7
Conclusions
We have shown that approaches known from automatic speech recognition (ASR) can be suc-
cessfully transferred to the areas optical character recognition (OCR), object tracking, and auto-
matic sign language recognition (ASLR) with suitable adaption. Within the scope of this thesis
work, we have developed a hidden Markov model (HMM) based image sequence recognition
framework, and presented experimental results on various standardized benchmark corpora.
We have discussed a large variety of image and tracking based features, training criteria, and
adaptation approaches for these different application scenarios. In the following we will briefly
conclude the required changes to the system and the findings for each of the three tasks individ-
ually.
7.1 Optical Character Recognition
The RWTH Aachen University Optical Character Recognition (RWTH OCR) system represents
a unique framework for large vocabulary optical character recognition (OCR) (cf. Chapter 4).
The advantages of confidence- and margin-based discriminative training using a MMI/MPE
training criteria for model adaptation using an HMM based multi-pass decoding system were
shown for various handwritten and machine printed documents, such as Arabic handwriting on
the IfN/ENIT corpus (isolated word recognition), English handwriting on the IAM database
(large-vocabulary, continuous line recognition), French handwriting on the RIMES databases
(isolated word recognition), and first results were shown for Arabic machine-printed text on the
novel RWTH Arabic Machine-Print Newspaper (RAMP-N) corpus (large-vocabulary, continu-
ous line recognition).
We have discussed and reviewed an approach how to modify existing training criteria for
handwriting recognition like for example MMI and MPE to include a margin term. The mod-
ified training criterion M-MMI was shown to be closely related to existing large margin clas-
sifiers (e.g. SVMs) with the respective loss function. This approach allows for the direct eval-
uation of the utility of the margin term for handwriting recognition. As observed in ASR, the
benefit from the additional margin term clearly depends on the training conditions. The pro-
posed discriminative training approach has outperformed the MLs trained systems on all tasks.
The impact of different writing styles has been dealt with a novel confidence-based discrim-
inative training for model adaptation, where the usage of state-confidences during the iterative
optimization process based on the modified M-MMI-conf/M-MPE-conf criteria could always
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decrease the word-error-rate of the considered different systems, and will be of interest for ASR
tasks, too.
Interesting for further research will remain hybrid HMM/ANN approaches [Graves & Liwicki+
09, Espana-Boquera & Castro-Bleda+ 11], combining the advantages of large and non-linear
context modeling via neural networks while profiting from the Markovian sequence model-
ing. This is also supported by the 36% relative improvement we could achieve in the ICFHR
2010 Arabic handwriting competition [Märgner & Abed 10] with the proposed discriminative
GHMM framework but an MLP based feature extraction. However, further significant improve-
ments can be expected in the near future with the proposed methods if the overall input image
dimension of the considered benchmark datasets is re-optimized, leading to a higher input res-
olution and more features, as partly confirmed in [Doetsch 11]. Additionally, a vertical normal-
ization of the features remains of interest, as such variations are not implicitly handled by the
underlying horizontal HMM structure of the proposed RWTH OCR system. This has already
been partly confirmed in informal experiments.
Furthermore, we proposed an approach to automatically generate large corpora for machine-
printed text recognition. The preliminary results on the novel RAMP-N database have shown
that our framework is able to recognize Arabic handwritten and machine-printed texts. Future
work will focus on the usage of more visual training data, larger lexica, higher order n-gram
language models, and character or PAW based language models as e.g. successfully used in
[Natarajan 09].
7.2 Object Tracking
We presented a multi-purpose dynamic programming tracking (DPT) framework, which has
been integrated within a large-vocabulary continuous sign language recognition system (cf.
Chapter 5). On the one hand, a relatively robust tracking is required for such tasks, e.g. when
hands are crossing or signing in the front of the face. On the other, it can be very time consum-
ing to train models for each object of interest to be tracked. The idea of the proposed model-free
tracking framework is to calculate candidate positions and paths over time, in order to estimate
a globally best path w.r.t. to a given scoring criterion by tracing back the decisions at end of an
observation sequence which led to the best path.
Various scoring function which can be used to describe the appearance and motion of arbi-
trary objects have been evaluated for head and hand tracking applications, such as automatic
sign language recognition (ASLR). The framework has been quantitatively evaluated on vari-
ous sign language benchmark corpora with more than 120k frames. Excellent tracking results
have been achieved on these various datasets of different visual complexity.
7.3 Automatic Sign Language Recognition
A vision-based approach to isolated and continuous automatic sign language recognition has
been developed within this thesis work (cf. Chapter 6). Like the novel RWTH OCR system, it
represents an extension of the RWTH ASR system developed at our department.
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Deaf communities revolve around sign languages as they are their natural means of communi-
cation. Although deaf, hard of hearing and hearing signers can communicate without problems
among themselves, there is a serious challenge for the deaf community in trying to integrate
into educational, social and work environments. The overall goal of the work in this chapter
was to develop a new vision-based HMM system for recognizing continuous sign language to
text.
We have shown that appearance-based features, which have been proven to be a powerful
tool in many other image recognition problems, are also well suited for the recognition of sign
languages. We presented very promising results on publicly available benchmark databases of
several speakers which has been recorded without any special data acquisition tools. Many of
the principles known from ASR, such as pronunciation and language modeling could directly
be transfered to the new domain of vision-based continuous ASLR. We have observed that
temporal-context information was as important as it is in ASR: good temporal alignments in
combination with adequate sub-word unit or gloss-based synonym modeling will remain crucial
for meaningful results in video-based sign language processing.
We discussed a tracking-path distortion modeling approach during sign language decoding
which lead to significant improvements. We presented preliminary SAT experiments on the
RWTH-BOSTON-104 dataset, which will be interesting for future work on other sign language
corpora with multiple speakers, especially in combination with more complex features. How-
ever, due to the limited amount of data, it is difficult to draw robust and transferable conclusions
for the other considered databases in this work.
7.4 Outlook
Future work in the targeted research fields certainly include the extraction of more sophisti-
cated features in combination with an adequate feature normalization. One relevant research
direction will be a discriminative feature extraction and training, e.g. with the analyzed MLP
based networks and tandem based GHMM approaches [Dreuw & Doetsch+ 11]. Certainly a
joint or alternating optimization of HMMs and MLPs within a common framework will be of
great interest in the near future.
Another interesting research direction remain two-dimensional warping models, which have
been successfully applied to face recognition tasks [Pishchulin & Gass+ 11]. Such robust dis-
tance measures, which allow for local deformations and especially vertical translations of im-
age based features, are of special interest in combination with HMM based approaches, which
explicitly model horizontal transformations only.
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Chapter 8
Scientific Contributions
The aim of this work was to analyze the transferability and robustness of ASR approaches for
image sequence processing in various domains. The focus was thereby on robust and discrimi-
native features, refined visual models, and discriminative training criteria successfully used in
automatic speech recognition (ASR). In particular, a framework for image sequence recognition
based on a state-of-the-art large vocabulary continuous speech recognition (LVCSR) framework
was developed. It resulted in the following contributions that cover different aspects of a feature
extraction, training, and recognition process in image sequence recognition:
• to prove the robustness of the proposed HMM based approach in various application
scenarios by the usage of a single framework. In particular, development of a handwritten
and machine printed text recognition system named RWTH Aachen University Optical
Character Recognition (RWTH OCR)
• to prove the competitiveness of the appearance-based approach in a number of different
image sequence recognition problems (e.g. the appearance-based approach can lead to
state-of-the-art results for OCR and ASLR, the analysis of signed languages in video)
• to provide and analyze novel features for OCR, ASLR, and face recognition, and to
analyze transferability of features between these different research areas
• to show the applicability of discriminative training in the form of the MMI and MPE
training in the context of image sequence analysis
• the derivation of a novel discriminative and confidence-based model adaptation technique
for OCR based on the MMI and MPE framework; we showed that the combination of
the margin concept and confidences makes the approach robust and suitable for model
adaptation
• to directly compare hybrid MLP/HMM and tandem based MLP-GHMM approaches
• to investigate the Rprop convergence speed and regularization constraints using I-smoothing
for discriminative and margin-based MMI/MPE training, in particular in combination
with discriminative MLP features
• to investigate the temporal feature alignment in image sequence recognition at a state-
level, in particular a qualitative analysis for OCR tasks in combination with different
modeling approaches and training criteria
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• to quantitatively and qualitatively analyze the alignment quality impact in generative and
discriminative training criteria
• we improved the baseline system performance for Arabic handwriting recognition from
22% down to 7% ER by means of discriminative MLP based features in combination with
discriminative tandem training on the IfN/ENIT database, which represents now the best
known error-rate in the literature on the considered subset; using the same configuration
we improved the 38% baseline WER down to 29% WER on the IAM database, which
represents one of the best known error-rates in the literature
• to investigate two-dimensional warping models to model image variability, with an inte-
gration into GHMMs and the proposed DPT tracking framework
• to investigate the applicability of the DP based tracking algorithm for long term face- and
hand tracking under occlusions, and partly for video-retargeting tasks
• we achieved head tracking error rates close to 0% TER, and very good hand tracking
results on various benchmark sets
• to show the impact of language and pronunciation modeling for OCR and ASLR tasks,
such as continuous handwriting or sign language recognition
• the creation of standard tasks and publicly available benchmark corpora for sign language
recognition under the umbrella of the SignSpeak (SignSpeak) project to compare tracking
and recognition approaches for continuous sign language processing
• creation of the first publicly available large-vocabulary Arabic machine printed text database,
where our RWTH OCR system could achieve a CER below 1%.
Apart from these contributions, some other achievements not described here were accom-
plished during the creation of this work in the research area of two-dimensional warping for
image and face recognition [Dreuw & Steingrube+ 09b, Gass & Dreuw+ 10, Ney & Dreuw+
10, Gass & Pishchulin+ 11, Pishchulin & Gass+ 11] and the supervision of various bachelor
and master theses [Hanselmann 09, Pishchulin 10, Hanselmann 11].
148
Appendix A
Software Documentation
In this chapter we give a brief overview of the software developed in the context of this work.
We used many freely available programs such as Linux as operating system, gcc1 compilers
and XEmacs2 to write programms, xv3 , ImageMagick4, The Gimp5, GQView6 and Mplayer7
for viewing and manipulating images and videos, and finally LATEX , xfig8, inkscape9, and
gnuplot10 for typesetting this thesis.
A.1 RWTH-OCR
RWTH OCR is a software package containing an OCR decoder together with tools for the
development of visual models, based on RWTH ASR. It has been mainly developed within
the scope of this thesis work [Dreuw & Heigold+ 11] with the help of colleagues and students
from the Human Language Technology and Pattern Recognition Group at the RWTH Aachen
University. The system is publicly available for further research at:
• http://www-i6.informatik.rwth-aachen.de/rwth-ocr/
A.2 DP Tracking for Vidzoom
The DPT framework has been extended within [Deselaers & Dreuw+ 08] to build an automatic
video retargeting software, which is publicly available for further research at:
• http://thomas.deselaers.de/research/vidzoom.html
1http://gcc.gnu.org/
2http://www.xemacs.org/
3http://www.trilon.com/xv/
4http://www.imagemagick.org/
5http://www.gimp.org/
6http://gqview.sourceforge.net/
7http://www.mplayerhq.hu/
8http://www.xfig.org/
9http://inkscape.org/
10http://www.gnuplot.info/
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A.3 SURF-Face
The SURF-Face software is based on the publicly available software provided by [Bay & Ess+
08], which has been extended by geometrically constrained matching framework for face recog-
nition. The software is publicly available for further research at:
• http://www-i6.informatik.rwth-aachen.de/~dreuw/software.html
A.4 W2D
RWTH W2D is a software package for two-dimensional image warping for recognition [Pishchulin
& Gass+ 11]. It has been developed by the Human Language Technology and Pattern Recog-
nition Group at the RWTH Aachen University. OCR, image retrieval, and face recognition sys-
tems developed using this framework have been applied successfully in several international
research projects and corresponding evaluations. The system is publicly available for further
research at:
• http://www-i6.informatik.rwth-aachen.de/w2d/
150
List of Figures
1 This is not a plagiarism histogram . . . . . . . . . . . . . . . . . . . . . . . . xv
4.1 System overview of our HMM-based OCR framework . . . . . . . . . . . . . 16
4.2 Different HMM state topologies and transition probabilities . . . . . . . . . . . 17
4.3 Hierachical MLP network for feature extraction in OCR . . . . . . . . . . . . . 23
4.4 Example of a right-to-left sliding PCA window . . . . . . . . . . . . . . . . . 24
4.5 Alignment visualization for different GMMs on IfN/ENIT . . . . . . . . . . . 26
4.6 Alignment visualization for different GMMs on IfN/ENIT . . . . . . . . . . . 27
4.7 Motivation of GDL estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.8 Examples of handwritten Tunisian town names . . . . . . . . . . . . . . . . . 29
4.9 Illustration of the two-pass decoding process . . . . . . . . . . . . . . . . . . . 37
4.10 Word-graph example with 1-best state alignment . . . . . . . . . . . . . . . . 38
4.11 Some examples of the OCR benchmark databases . . . . . . . . . . . . . . . . 39
4.12 IfN/ENIT corpora splits used in 2005, 2007, 2009, and 2010. . . . . . . . . . . 40
4.13 IfN/ENIT examples written by different writers . . . . . . . . . . . . . . . . . 41
4.14 RIMES example images for isolated word recognition task . . . . . . . . . . . 42
4.15 Sample images taken from the IAM database . . . . . . . . . . . . . . . . . . 42
4.16 Typical example of downloaded Arabic PDF files . . . . . . . . . . . . . . . . 44
4.17 Automatic database creation process for RAMP-N corpus . . . . . . . . . . . . 45
4.18 Perplexities (PP) for different n-gram contexts . . . . . . . . . . . . . . . . . . 46
4.19 IfN/ENIT baseline results for different PCA sizes . . . . . . . . . . . . . . . . 48
4.20 Visualization of different white-space modeling approaches . . . . . . . . . . . 49
4.21 Alignment visualization for different white-space models . . . . . . . . . . . . 50
4.22 Alignment visualization for different white-space models . . . . . . . . . . . . 51
4.23 Evaluation of M-MMI on IfN/ENIT . . . . . . . . . . . . . . . . . . . . . . . 53
4.24 Supervised training alignment comparisons . . . . . . . . . . . . . . . . . . . 54
4.25 Unsupervised test alignment comparisons . . . . . . . . . . . . . . . . . . . . 55
4.26 Histograms for unsupervised writer clustering on IfN/ENIT . . . . . . . . . . . 57
4.27 Results for word-confidence based discriminative training . . . . . . . . . . . . 58
4.28 Evaluation of M-MMI-conf on IfN/ENIT . . . . . . . . . . . . . . . . . . . . 59
4.29 Evaluation of iterative M-MMI-conf model adaption on IfN/ENIT . . . . . . . 60
4.31 Comparison of M-MMI based discriminative training on RIMES . . . . . . . . 64
4.32 M-MMI/M-MPE training on the IAM database over 100 Rprop iterations . . . 66
4.33 Comparison of M-MMI-conf and M-MPE-conf model adaption approaches . . 68
4.34 Dimensionality reduction analysis for a hierarchical RAW MLP network . . . . 69
4.35 Dimensionality reduction analysis for a hierarchical TRAP-DCT MLP network 69
151
List of Figures
4.36 Effect of too strongly pruned word lattices in M-MPE training . . . . . . . . . 71
4.37 Comparison of position independent and dependent glyph modeling on RAMP-N 72
4.38 Some examples of various professional newspaper fonts . . . . . . . . . . . . . 72
4.40 Example of an unsupervised alignment on RAMP-N corpus Eval a . . . . . . . 75
5.1 Dynamic programming for hand tracking . . . . . . . . . . . . . . . . . . . . 81
5.2 Notation used in scoring functions and fast relevance scoring using integral
image sums over relevance image maps. . . . . . . . . . . . . . . . . . . . . . 83
5.3 Absolute motion images with a maximum gradient scoring function . . . . . . 86
5.4 Saliency-based scoring image. . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5 Optical-Flow Based Scoring Image. . . . . . . . . . . . . . . . . . . . . . . . 88
5.6 Eigenfaces and skin color probability scoring functions . . . . . . . . . . . . . 90
5.7 Motion-based skin color scoring functions . . . . . . . . . . . . . . . . . . . . 90
5.8 Tracking error due to rotary overlapping hand movements . . . . . . . . . . . . 91
5.10 Illustration of smoothed stereo disparity map calculation . . . . . . . . . . . . 92
5.11 Comparison of vision-based tracking with depth maps . . . . . . . . . . . . . . 93
5.12 Dynamic programming for scene retargeting . . . . . . . . . . . . . . . . . . . 95
5.13 Spatial pruning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.14 Example images from different video-based sign language corpora . . . . . . . 101
5.15 Example of ground-truth annotations and evaluation viewport borders . . . . . 102
6.1 Sign language recognition system overview . . . . . . . . . . . . . . . . . . . 112
6.2 The problems of robust sign language recognition frameworks. . . . . . . . . . 112
6.3 Different environment assumptions . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4 Automatic speaker alignment based on face detection . . . . . . . . . . . . . . 117
6.5 Composite features for sign language recognition . . . . . . . . . . . . . . . . 118
6.6 Examples of different hand patches extracted from tracking framework . . . . . 119
6.7 Illustration of hand trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.8 Examples of mean face difference images . . . . . . . . . . . . . . . . . . . . 120
6.9 Example of AAM based face coordinate features on the RWTH-BOSTON-104
database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.10 Example of POICAAM based facial features on the RWTH-PHOENIX-v2.0
database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.11 Basic structure of an integrated tracking and recognition system . . . . . . . . 125
6.12 Rescoring tracking candidate positions by distortion . . . . . . . . . . . . . . . 127
6.13 Results for LDA / PCA reduced appearance-based frame features on the RWTH-
BOSTON-104 dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.14 Combination and reduction of PCA-frames on the RWTH-BOSTON-104 dataset 134
6.15 Results for hybrid MLP/HMM based recognition on the RWTH-BOSTON-104
dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.16 Body pose estimation trained on Buffy sequences using APS . . . . . . . . . . 140
6.17 Body pose estimation on SignSpeak data . . . . . . . . . . . . . . . . . . . . . 140
152
List of Tables
4.1 Empirical optimization of the I-smoothing regularization constant . . . . . . . 34
4.2 Corpus statistics for the IfN/ENIT Arabic handwriting sub-corpora. . . . . . . 41
4.3 Description of the IAM database . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 RAMP-N corpora statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5 Baseline results on the USPS database . . . . . . . . . . . . . . . . . . . . . . 47
4.6 Comparison of maximum-likelihood (ML) trained baseline system, and dis-
criminative trained systems using MMI criterion and margin-based M-MMI
criterion after 30 Rprop iterations. . . . . . . . . . . . . . . . . . . . . . . . . 51
4.7 Results for a static glyph length (3-1 and 3-2) and glyph dependent length
(GDL) topologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.8 Corpus (a) and model statistics (b) for IfN/ENIT evaluation setup abcd-e . . . . 52
4.9 Comparison of GDL, WAT, and CMLLR based feature adaptation using unsu-
pervised and supervised writer clustering. . . . . . . . . . . . . . . . . . . . . 56
4.10 Results for confidence-based model adaptation on the evaluation experiment
setup abcd-e using a margin-based MMI criterion and 30 Rprop iterations (here
without any GDL modeling). . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.11 Results for confidence-based M-MMI model adaptation (M-MMI-conf) on the
IfN/ENIT database using glyph dependent length (GDL) estimation, a margin-
based MMI (M-MMI) criterion and 30 Rprop iterations. . . . . . . . . . . . . . 59
4.12 System comparison on IfN/ENIT: MLP-GHMM performs best, both GHMM
and MLP-GHMM systems are M-MMI trained (WER/CER in [%]) . . . . . . . 61
4.13 Comparison to ICDAR/ICFHR Arabic handwriting recognition competition re-
sults on the IfN/ENIT database . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.14 Preprocessing and feature evaluation on the RIMES validation set . . . . . . . 64
4.15 RIMES summary results (M-MMI results after 30 Rprop iterations) . . . . . . 65
4.16 Word error rate (WER) and character error rate (CER) results for the IAM line
recognition task after 100 Rprop iterations. . . . . . . . . . . . . . . . . . . . 66
4.17 Alignment-impact analysis in MLP training on IAM (Note: all MLP-GHMMs
are ML trained here) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.18 Evaluation of confidence-based model adaptation methods on IAM . . . . . . . 73
4.19 Font-wise results for ML trained GMMs on the RAMP-N subset Eval a. . . . . 74
4.20 Results for ML trained GMMs using rendered and scanned data of RAMP-N
subset Eval a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1 Freely available sign language corpora and their evaluation areas . . . . . . . . 98
153
List of Tables
5.2 Freely available tracking ground-truth annotations for e.g. hand and face positions 98
5.3 286 segments annotated with head and hand ground-truth positions for tracking 100
5.4 Hand tracking on RWTH-Boston-Hands dataset . . . . . . . . . . . . . . . . . 102
5.5 Hand tracking on RWTH-BOSTON-104 dataset . . . . . . . . . . . . . . . . . 104
5.6 Hand tracking on SIGNUM dataset . . . . . . . . . . . . . . . . . . . . . . . . 104
5.7 Head tracking on RWTH-BOSTON-104 dataset . . . . . . . . . . . . . . . . . 106
5.8 Head tracking results on the Corpus-NGT tracking snapshot database . . . . . 107
5.9 Head tracking results on the RWTH-PHOENIX-v2.0 tracking snapshot database 108
5.10 Head tracking results on the SIGNUM tracking snapshot database . . . . . . . 109
6.1 Example lexicon lemma and LM tokens used in RWTH-BOSTON-104 . . . . 123
6.2 Corpus-NGT 0.1k snapshot statistics suitable for tracking and recognition of
isolated signs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.3 RWTH-BOSTON-104 database statistics . . . . . . . . . . . . . . . . . . . . . 130
6.4 SIGNUM database signer dependent setup statistics . . . . . . . . . . . . . . . 130
6.5 Results for different numbers of HMM states . . . . . . . . . . . . . . . . . . 132
6.6 Results with and without consideration of pronunciations . . . . . . . . . . . . 132
6.7 Baseline results using appearance-based features on the RWTH-BOSTON-104
dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.8 Speaker Adaptive Training on the RWTH-BOSTON-104 dataset . . . . . . . . 135
6.9 Hand and head features on the RWTH-BOSTON-104 dataset . . . . . . . . . . 136
6.10 Rescoring results for a tracking path distortion model on the RWTH-BOSTON-
104 dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.11 Rescoring results for a tracking path distortion model on the RWTH-BOSTON-
104 dataset in combination with VSA and VTS data . . . . . . . . . . . . . . . 137
6.12 MLP based RAW and TRAP-DCT features for hybrid and tandem based mod-
els on the RWTH-BOSTON-104 dataset . . . . . . . . . . . . . . . . . . . . . 138
154
Glossary
AAM active appearance model
ANN artificial neural network
APTI Arabic Printed Text Image
ASL American Sign Language
ASLLRP American Sign Language Linguistic Research Project
ASLR automatic sign language recognition
ASR automatic speech recognition
BHMM Bernoulli HMM
BIC Bayesian information criterion
BOVW bag of visual words
BSL British Sign Language
C-MLLR constrained MLLR
CART classification and regression tree
CER character error rate
CTC connectionist temporal classification
CV computer vision
DAMP DARPA Arabic machine-print
DC direct current
DCT discrete cosine transform
DGS Deutsche Gebärdensprache
DP dynamic programming
DPT dynamic programming tracking
EBW extended Baum Welch
EM expectation maximization
fMLLR feature space MLLR
FSA finite state automaton
155
Glossary
GDL glyph dependent length
GHMM Gaussian HMM
GMM Gaussian mixture model
HLTPR Human Language Technology and Pattern Recognition
HMM hidden Markov model
HOG histogram of oriented gradients
HP hand position
HT hand trajectory
HTK Hidden Markov Model Toolkit
HV hand velocity
ICDAR International Conference on Document Analysis and
Recognition
ICFHR International Conference on Frontiers in Handwriting
Recognition
ICR intelligent character recognition
IP interest point
IWR intelligent word recognition
KLT Kanade-Lukas-Tomasi
LBW Lancaster-Oslo-Bergen, Brown and Wellington
LDA linear discriminant analysis
LDC Linguistic Data Consortium
LF local feature
LM language model
LOB Lancaster-Oslo-Bergen
LVCSR large vocabulary continuous speech recognition
M-MMI margin-based MMI
M-MMI-conf confidence-based M-MMI
M-MPE margin-based MPE
M-MPE-conf confidence-based M-MPE
MCE minimum classification error
MFDI mean face difference image
ML maximum likelihood
MLE model length estimation
156
Glossary
MLLR maximum likelihood linear regression
MLP multi-layer perceptron
MLP-GHMM MLP-GHMM
MMAC Multi-Modal Arabic Corpus
MMI maximum mutual information
MMI-conf confidence-based MMI
MPE minimum phone error
MPE-conf confidence-based MPE
MT machine translation
MWE minimum word error
NGT Nederlandse Gebaren Taal
OCR optical character recognition
OOV out of vocabulary
P2DHMM pseudo two-dimensional HMM
PATDB Printed Arabic Text Database
PAW piece of Arabic word
PCA principal components analysis
POICAAM project-out inverse-compositional AAM
PP perplexity
RAMP-N RWTH Arabic Machine-Print Newspaper
RIMES Reconnaissance et Indexiation de données Manuscrites et
de fac similÉS
RNN recurrent neural network
ROI region-of-interest
RWTH RWTH Aachen University
RWTH ASR RWTH Aachen University Speech Recognition
RWTH OCR RWTH Aachen University Optical Character Recogni-
tion
SAT speaker adaptive training
SEE signed exact English
SIFT scale invariant feature transformation
SignSpeak SignSpeak
SURF speeded-up robust features
157
Glossary
SVM support vector machine
SWV supervised writing variants
TER tracking error rate
TET PDFlib Text Extraction Toolkit
TRAP TempoRAl Pattern
TTR types/token ratio
UIBK University of Innsbruck
UPV Universidad Politécnica de Valencia
USPS US Postal Service
VJ Viola & Jones
VJD Viola & Jones Detector
VJT Viola & Jones Tracker
VSA visual speaker adaptation
VTS virtual training sample
WAT writer adaptive training
WER word error rate
ZOW zero-order warping
158
Bibliography
[AbdelRaouf & Higgins+ 10] A. AbdelRaouf, C. Higgins, T. Pridmore, M. Khalil: Building
a multi-modal Arabic corpus (MMAC). International Journal on Document Analysis and
Recognition (IJDAR), Vol. 13, pp. 285–302, 2010. 10.1007/s10032-010-0128-2.
[Abed & Märgner 09] H.E. Abed, V. Märgner: Improvement of Arabic handwriting recogni-
tion systems - combination and/or reject ? In Document Recognition and Retrieval (DRR),
Vol. 7247 of SPIE, pp. 1–10, San Jose, CA, USA, Jan. 2009.
[Abed & Märgner 10] H.E. Abed, V. Märgner: ICDAR 2009 – Arabic Handwriting Recogni-
tion Competition. International Journal on Document Analysis and Recognition (IJDAR),
Vol. 1, pp. 1433–2833, 4 2010.
[Agarwal & Triggs 06] A. Agarwal, B. Triggs: Recovering 3D Human Pose from Monocular
Images. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 28, No. 1,
pp. 44–58, Jan. 2006.
[Agris & Schneider+ 06] U. Agris, D. Schneider, J. Zieren, K.F. Kraiss: Rapid Signer Adap-
tation for Isolated Sign Language Recognition. In IEEE Workshop on V4HCI, pp. 159–159,
New York, NY, June 2006.
[Al-Hashim & Mahmoud 10] A.G. Al-Hashim, S.A. Mahmoud: Printed Arabic text database
(PATDB) for research and benchmarking. In Proceedings of the 9th WSEAS international
conference on Applications of computer engineering, ACE’10, pp. 62–68, Stevens Point,
Wisconsin, USA, March 2010. World Scientific and Engineering Academy and Society
(WSEAS).
[Almohimeed & Wald+ 10] A. Almohimeed, M. Wald, R. Damper: An Arabic Sign Language
Corpus for Instructional Language in School. In 4th Workshop on the Representation and
Processing of Sign Languages: Corpora and Sign Language Technologies, pp. 7–10, Val-
letta, Malta, May 2010.
[Anastasakos & Balakrishnan 98] T. Anastasakos, S. Balakrishnan: The Use of Confidence
Measures in Unsupervised Adaptation of Speech Recognizers. In International Conference
on Spoken Language Processing (ICSLP), pp. 2303–2306, Sydney, Australia, Dec. 1998.
[Andriluka & Roth+ 08] M. Andriluka, S. Roth, B. Schiele: People-Tracking-by-Detection
and People-Detection-by-Tracking. In IEEE Computer Vision and Pattern Recognition
(CVPR), pp. 1–8, Anchorage, USA, June 2008.
159
Appendix A Bibliography
[Andriluka & Roth+ 10] M. Andriluka, S. Roth, B. Schiele: Monocular 3D pose estimation
and tracking by detection. In IEEE Computer Vision and Pattern Recognition (CVPR), Vol. 0,
pp. 623–630, Los Alamitos, CA, USA, June 2010. IEEE Computer Society.
[Arulampalam & Maskell+ 02] M. Arulampalam, S. Maskell, N. Gordon, T. Clapp: A tutorial
on particles filters for online nonlinear / non-Gaussian Bayesian tracking. IEEE Transactions
on Signal Processing, Vol. 50, No. 2, pp. 174–188, 2002. Survey on smcm.
[Bahl & Jelinek+ 83] L. Bahl, F. Jelinek, R. Mercer: A Maximum Likelihood Approach to
Continuous Speech Recognition. IEEE Transactions on Pattern Analysis and Machine Intel-
ligence, Vol. 5, pp. 179–190, March 1983.
[Baker & Matthews 04] S. Baker, I. Matthews: Lukas-kanade 20 years on: A unifiying frame-
work. International Journal on Computer Vision, Vol. 69, No. 3, pp. 221–255, 2004.
[Balvet & Courtin+ 10] A. Balvet, C. Courtin, D. Boutet, C. Cuxac, I. Fusellier-Souza, B. Gar-
cia, M.T. L’Huillier, M.A. Sallandre: The Creagest Project: a Digitized and Annotated
Corpus for French Sign Language (LSF) and Natural Gestural Languages. In International
Conference on Language Resources and Evaluation (LREC), pp. 469–475, Valletta, Malta,
May 2010.
[Bauer & Karl-Friedrich 02] B. Bauer, K. Karl-Friedrich: Towards an Automatic Sign Lan-
guage Recognition System Using Subunits. In I. Wachsmuth, T. Sowa, editors, Gesture and
Sign Language in Human-Computer Interaction, Vol. 2298 of Lecture Notes in Computer
Science (LNCS), pp. 123–173. Springer Berlin / Heidelberg, 2002.
[Bauer & Kraiss 02] B. Bauer, K. Kraiss: Video-Based Sign Recognition Using Self-
Organizing Subunits. In International Conference on Pattern Recognition (ICPR), pp. 434–
437, Aug. 2002.
[Bay & Ess+ 08] H. Bay, A. Ess, T. Tuytelaars, L.V. Gool: SURF: Speeded Up Robust Fea-
tures. Computer Vision and Image Understanding, Vol. 110, No. 3, pp. 346–359, 2008.
http://www.vision.ee.ethz.ch/~surf/.
[Bazzi & Schwartz+ 99] I. Bazzi, R. Schwartz, J. Makhoul: An Omnifont Open-Vocabulary
OCR System for English and Arabic. IEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 21, No. 6, pp. 495–504, 1999.
[Bellman 03] R.E. Bellman: Dynamic Programming. Dover Publications, Incorporated, 2003.
[Bensefia & Paquet+ 05] A. Bensefia, T. Paquet, L. Heutte: Handwritten Document Analysis
for Automatic Writer Recognition. Electronic Letters on CVIA, Vol. 5, No. 2, pp. 72–86,
May 2005.
[Bertolami & Bunke 08a] R. Bertolami, H. Bunke: Hidden Markov model-based ensemble
methods for offline handwritten text line recognition. Pattern Recognition, Vol. 41, No. 11,
pp. 3452–3460, Nov. 2008.
160
Appendix A Bibliography
[Bertolami & Bunke 08b] R. Bertolami, H. Bunke: HMM-based ensamble methods for offline
handwritten text line recognition. Pattern Recognition, Vol. 41, pp. 3452–3460, 2008.
[Biem 06] A. Biem: Minimum Classification Error Training for Online Handwriting Recog-
nition. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 28, No. 7,
pp. 1041–1051, 2006.
[Bisani & Ney 08] M. Bisani, H. Ney: Joint-sequence models for grapheme-to-phoneme con-
version. Speech Communication, Vol. 50, No. 5, pp. 434–451, May 2008.
[Bourland & Morgan 94] H. Bourland, N. Morgan: Connectionist speech recognition: A hy-
brid approach. Series in engineering and computer science. Kluwer Academic Publishers,
Vol. 247, 1994.
[Bowden & Windridge+ 04] R. Bowden, D. Windridge, T. Kadir, A. Zisserman, M. Brady:
A Linguistic Feature Vector for the Visual Interpretation of Sign Language. In European
Conference on Computer Vison (ECCV), Vol. 1, pp. 390–401, May 2004.
[Bradski & Kaehler 08] D.G.R. Bradski, A. Kaehler: Learning OenCV, 1st edition. O’Reilly
Media, Inc., 2008.
[Braffort 96] A. Braffort: ARGo: An Architecture for Sign Language Recognition and Inter-
pretation. In International Gesture Workshop: Progress in Gestural Interaction, pp. 17–30,
April 1996.
[Braffort & Bolot+ 10] A. Braffort, L. Bolot, E. Chételat-Pelé, A. Choisier, M. Delorme,
M. Filhol, J. Segouat, C.V.F. Badin, N. Devos: Sign Language Corpora for Analysis, Pro-
cessing and Evaluation. In International Conference on Language Resources and Evaluation
(LREC), pp. 453–456, Valletta, Malta, May 2010.
[Brants & Popat+ 07] T. Brants, A.C. Popat, P. Xu, F.J. Och, J. Dean: Large Language Models
in Machine Translation. In Proceedings of the 2007 Joint Conference on Empirical Methods
in Natural Language Processing and Computational Natural Language Learning (EMNLP-
CoNLL), pp. 858–867, June 2007.
[Breitenstein & Reichlin+ 10] M.D. Breitenstein, F. Reichlin, B. Leibe, E. Koller-Meier,
L. Van Gool: Online Multi-Person Tracking-by-Detection from a Single, Uncalibrated Cam-
era. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PP, No. 99, Dec.
2010. http://doi.ieeecomputersociety.org/10.1109/TPAMI.2010.232.
[Buehler & Everingham+ 08] P. Buehler, M. Everingham, D.P. Huttenlocher, A. Zisserman:
Long Term Arm and Hand Tracking for Continuous Sign Language TV Broadcasts. In
British Machine Vision Conference (BMVC), pp. 1105–1114, Sept. 2008.
[Buehler & Everingham+ 09] P. Buehler, M. Everingham, A. Zisserman: Learning sign lan-
guage by watching TV (using weakly aligned subtitles). In IEEE Computer Vision and
Pattern Recognition (CVPR), pp. 2961–2968, Miami, FL, USA, June 2009.
161
Appendix A Bibliography
[Bungeroth & Stein+ 08] J. Bungeroth, D. Stein, P. Dreuw, H. Ney, S. Morrissey, A. Way,
L. van Zijl: The ATIS Sign Language Corpus. In International Conference on Language
Resources and Evaluation (LREC), pp. 1–4, Marrakech, Morocco, May 2008.
[Burges & Schölkopf 97] C.J.C. Burges, B. Schölkopf: Improving the Accuracy and Speed of
Support Vector Machines. In Advances in Neural Information Processing Systems (NIPS),
Vol. 9, pp. 375–385, Vancouver, Canada, dec 1997.
[Campr & Hrúz+ 08] P. Campr, M. Hrúz, J. Trojanová: Collection and Preprocessing of Czech
Sign Language Corpus for Sign Language Recognition. In International Conference on
Language Resources and Evaluation (LREC), pp. 1–4, Marrakech, Morocco, May 2008.
[Canzler 05] U. Canzler: Nicht-intrusive Mimikanalyse. Ph.D. thesis, Lehrstuhl für technische
Informatik, RWTH Aachen University, Aachen, Germany, 2005.
[Chen & Gopalakrishnan 98] S.S. Chen, P.S. Gopalakrishnan: Speaker, Environment and
Channel change detection and clustering via the bayesian information criterion. In DARPA
Broadcast News Transcription and Understanding Workshop, pp. 127–132, Lansdowne, Vir-
ginia, USA, Feb. 1998.
[Cheung & Baker+ 05] K. Cheung, S. Baker, T. Kanade: Shape-from-silhouette across time
part I: Theory and algorithms. International Journal on Computer Vision, Vol. 62, No. 3,
pp. 221–247, 2005.
[Comaniciu & Ramesh+ 03] D. Comaniciu, V. Ramesh, P. Meer: Kernel-Based Object Track-
ing. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 25, pp. 564–577,
2003.
[Cooper & Bowden 09] H. Cooper, R. Bowden: Learning Signs from Subtitles: A Weakly
Supervised Approach to Sign Language Recognition. In IEEE Computer Vision and Pattern
Recognition (CVPR), pp. 2568–2574, Miami, FL, USA, June 2009.
[Cootes & Edwards+ 01] T. Cootes, G. Edwards, C. Taylor: Active appearance models. IEEE
Transactions on Pattern Analysis and Machine Intelligence, Vol. 23, No. 6, pp. 681–685,
2001.
[Crasborn & Efthimiou+ 08] O. Crasborn, E. Efthimiou, T. Hanke, E. Thoutenhoofd, I. Zwit-
serlood, editors. Construction and Exploitation of Sign Language Corpora, Marrakech,
Morocco, May 2008. http://www.lrec-conf.org/proceedings/lrec2008/
workshops/W25_Proceedings.pdf.
[Crasborn & Zwitserlood 08a] O. Crasborn, I. Zwitserlood: The Corpus NGT: an online cor-
pus for professionals and laymen. In 3rd Workshop on the Representation and Processing
of Sign Languages: Construction and Exploitation of Sign Language Corpora, pp. 44–49,
Marrakech, Morocco, May 2008.
162
Appendix A Bibliography
[Crasborn & Zwitserlood+ 08b] O. Crasborn, I. Zwitserlood, J. Ros: Het Corpus NGT. An
open access digital corpus of movies with annotations of Sign Language of the Netherlands,
2008. http://www.corpusngt.nl.
[Cremers & Rousson+ 07] D. Cremers, M. Rousson, R. Deriche: A review of statistical ap-
proaches to level set segmentation: Integrating color, texture, motion and shape. Interna-
tional Journal on Computer Vision, Vol. 72, No. 2, pp. 195–215, April 2007.
[Dadgostar & Sarrafzadeh 06] F. Dadgostar, A. Sarrafzadeh: An adaptive real-time skin de-
tector based on Hue thresholding: A comparison on two motion tracking methods. Pattern
Recognition Letters, Vol. 27, No. 12, pp. 1342–1352, 2006.
[Davidson & Hopely 97] R.B. Davidson, R.L. Hopely: Arabic and Persian OCR Training and
Test Data Sets. In Symposium on Document Image Understanding Technology, pp. 303–307,
Annapolis, MD, USA, 30 April - 2 May 1997.
[Deselaers 08] T. Deselaers: Image Retrieval, Object Recognition, and Discriminative Models.
Ph.D. thesis, Computer Science Department, RWTH Aachen University, Aachen, Germany,
Dec. 2008.
[Deselaers & Dreuw+ 08] T. Deselaers, P. Dreuw, H. Ney: Pan, Zoom, Scan – Time-coherent,
Trained Automatic Video Cropping. In IEEE Computer Vision and Pattern Recognition
(CVPR), pp. 1–8, Anchorage, AK, USA, June 2008. IEEE.
[Doetsch 11] P. Doetsch: Optimization of Hidden Markov Models and Neural Networks. Mas-
ter’s thesis, RWTH Aachen University, Dec. 2011.
[Dreuw 05] P. Dreuw: Appearance-Based Gesture Recognition. Diploma thesis, Human Lan-
guage Technology and Pattern Recognition Group, RWTH Aachen University, Aachen, Ger-
many, Jan. 2005.
[Dreuw & Deselaers+ 06a] P. Dreuw, T. Deselaers, D. Keysers, H. Ney: Modeling Image
Variability in Appearance-Based Gesture Recognition. In ECCV 2006 3rd Workshop on
Statistical Methods in Multi-Image and Video Processing, pp. 7–18, Graz, Austria, May
2006.
[Dreuw & Deselaers+ 06b] P. Dreuw, T. Deselaers, D. Rybach, D. Keysers, H. Ney: Tracking
Using Dynamic Programming for Appearance-Based Sign Language Recognition. In IEEE
International Conference on Automatic Face and Gesture Recognition (FG), pp. 293–298,
Southampton, April 2006.
[Dreuw & Doetsch+ 11] P. Dreuw, P. Doetsch, C. Plahl, H. Ney: Hierarchical Hybrid
MLP/HMM or rather MLP Features for a Discriminatively Trained Gaussian HMM: A Com-
parison for Offline Handwriting Recognition. In IEEE International Conference on Image
Processing (ICIP), pp. 1–4, Brussels, Belgium, Sept. 2011.
163
Appendix A Bibliography
[Dreuw & Efthimiou+ 10] P. Dreuw, E. Efthimiou, T. Hanke, T. Johnston, G. Martínez Ruiz,
A. Schembri, editors. Corpora and Sign Language Technologies, Valletta, Malta, May
2010. http://www.sign-lang.uni-hamburg.de/lrec2010/lrec_cslt_
01.pdf.
[Dreuw & Forster+ 08] P. Dreuw, J. Forster, T. Deselaers, H. Ney: Efficient Approximations
to Model-based Joint Tracking and Recognition of Continuous Sign Language. In IEEE
International Conference on Automatic Face and Gesture Recognition (FG), pp. 1–6, Ams-
terdam, The Netherlands, Sept. 2008.
[Dreuw & Forster+ 10] P. Dreuw, J. Forster, H. Ney: Tracking Benchmark Databases for
Video-Based Sign Language Recognition. In International Workshop on Sign Gesture Activ-
ity (SGA), pp. 1–12, Crete, Greece, Sept. 2010.
[Dreuw & Heigold+ 09] P. Dreuw, G. Heigold, H. Ney: Confidence-Based Discriminative
Training for Model Adaptation in Offline Arabic Handwriting Recognition. In Interna-
tional Conference on Document Analysis and Recognition (ICDAR), pp. 596–600, Barcelona,
Spain, July 2009.
[Dreuw & Heigold+ 11] P. Dreuw, G. Heigold, H. Ney: Confidence and Margin-Based
MMI/MPE Discriminative Training for Offline Handwriting Recognition. International
Journal on Document Analysis and Recognition (IJDAR), Vol. PP, pp. accepted for publi-
cation, March 2011. DOI 10.1007/s10032-011-0160-x The final publication is available at
www.springerlink.com.
[Dreuw & Jonas+ 08] P. Dreuw, S. Jonas, H. Ney: White-Space Models for Offline Arabic
Handwriting Recognition. In International Conference on Pattern Recognition (ICPR), pp.
1–4, Tampa, Florida, USA, Dec. 2008.
[Dreuw & Neidle+ 08] P. Dreuw, C. Neidle, V. Athitsos, S. Sclaroff, H. Ney: Benchmark
Databases for Video-Based Automatic Sign Language Recognition. In International Confer-
ence on Language Resources and Evaluation (LREC), pp. 1–6, Marrakech, Morocco, May
2008.
[Dreuw & Ney 08] P. Dreuw, H. Ney: Visual Modeling and Feature Adaptation in Sign Lan-
guage Recognition. In ITG Conference on Speech Communication, pp. 1–4, Aachen, Ger-
many, Oct. 2008.
[Dreuw & Ney+ 10] P. Dreuw, H. Ney, G. Martinez, O. Crasborn, J. Piater, J. Miguel Moya,
M. Wheatley: The SignSpeak Project - Bridging the Gap Between Signers and Speakers.
In International Conference on Language Resources and Evaluation (LREC), pp. 476–481,
Valletta, Malta, May 2010.
[Dreuw & Rybach+ 07] P. Dreuw, D. Rybach, T. Deselaers, M. Zahedi, H. Ney: Speech Recog-
nition Techniques for a Sign Language Recognition System. In Interspeech, pp. 2513–2516,
Antwerp, Belgium, Aug. 2007. ISCA best student paper award of Interspeech 2007.
164
Appendix A Bibliography
[Dreuw & Rybach+ 09] P. Dreuw, D. Rybach, C. Gollan, H. Ney: Writer Adaptive Training
and Writing Variant Model Refinement for Offline Arabic Handwriting Recognition. In Inter-
national Conference on Document Analysis and Recognition (ICDAR), pp. 21–25, Barcelona,
Spain, July 2009.
[Dreuw & Stein+ 07] P. Dreuw, D. Stein, H. Ney: Enhancing a Sign Language Translation
System with Vision-Based Features. In Intl. Workshop on Gesture in HCI and Simulation
2007, LNCS, pp. 18–19, Lisbon, Portugal, May 2007.
[Dreuw & Stein+ 08] P. Dreuw, D. Stein, T. Deselaers, D. Rybach, M. Zahedi, J. Bungeroth,
H. Ney: Spoken Language Processing Techniques for Sign Language Recognition and
Translation. Technology and Dissability, Vol. 20, No. 2, pp. 121–133, June 2008.
[Dreuw & Steingrube+ 09a] P. Dreuw, P. Steingrube, T. Deselaers, H. Ney: Smoothed Dis-
parity Maps for Continuous American Sign Language Recognition. In Iberian Conference
on Pattern Recognition and Image Analysis, LNCS, pp. 24–31, Póvoa de Varzim, Portugal,
June 2009.
[Dreuw & Steingrube+ 09b] P. Dreuw, P. Steingrube, H. Hanselmann, H. Ney: SURF-Face:
Face Recognition Under Viewpoint Consistency Constraints. In British Machine Vision
Conference (BMVC), pp. 1–11, London, UK, Sept. 2009.
[Efthimiou & Fotinea 07] E. Efthimiou, S.E. Fotinea: GSLC: Creation and annnotation of a
Greek Sign Language Corpus for HCI. In Proceedings of 12th International Conference on
Human-Computer Interaction: Universal Access in HCI, number 4554 in LNCS, pp. 657–
666, July 2007.
[Efthimiou & Fotinea+ 10] E. Efthimiou, S.E. Fotinea, T. Hanke, J. Glauert, R. Bowden,
A. Braffort, C. Collet, P. Maragos, F. Goudenove: DICTA-SIGN: Sign Language Recogni-
tion, Generation and Modelling with application in Deaf Communication. In 4th Workshop
on the Representation and Processing of Sign Languages: Corpora and Sign Language Tech-
nologies, pp. 80–83, Valletta, Malta, May 2010.
[Eichner & Ferrari 09] M. Eichner, V. Ferrari: Better Appearance Models for Pictorial Struc-
tures. In British Machine Vision Conference (BMVC), pp. 1–11, Sept. 2009.
[El-Hajj & Likforman-Sulem+ 05] R. El-Hajj, L. Likforman-Sulem, C. Mokbel: Arabic Hand-
writing Recognition Using Baseline Dependant Features and Hidden Markov Modeling. In
International Conference on Document Analysis and Recognition (ICDAR), Vol. 2, pp. 893–
897, Seoul, Korea, Aug. 2005.
[Espana-Boquera & Castro-Bleda+ 11] S. Espana-Boquera, M. Castro-Bleda, J. Gorbe-Moya,
F. Zamora-Martinez: Improving Offline Handwritten Text Recognition with Hybrid HM-
M/ANN Models. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 33,
No. 4, pp. 767–779, April 2011.
165
Appendix A Bibliography
[Evans 09] C. Evans: Notes on the OpenSURF Library. Technical Report CSTR-09-001,
University of Bristol, pp. 1–25, Jan. 2009.
[Fang & Gao+ 07] G. Fang, W. Gao, D. Zhao: Large-Vocabulary Continuous Sign Language
Recognition Based on Transition-Movement Models. IEEE Transactions on Systems, Man,
and Cybernetics, Vol. 37, No. 1, Jan. 2007.
[Farhadi & Forsyth 06] A. Farhadi, D. Forsyth: Aligning ASL for statistical translation using
a discriminative word model. In IEEE Computer Vision and Pattern Recognition (CVPR),
pp. 1471–1476, New York, USA, June 2006.
[Felzenszwalb & Zabih 11] P.F. Felzenszwalb, R. Zabih: Dynamic Programming and Graph
Algorithms in Computer Vision. IEEE Transactions on Pattern Analysis and Machine Intel-
ligence, Vol. 33, pp. 721–740, 2011.
[Fink & Plötz 06] G.A. Fink, T. Plötz: Unsupervised Estimation of Writing Style Models for
Improved Unconstrained Off-line Handwriting Recognition. In International Workshop on
Frontiers in Handwriting Recognition (IWFHR), pp. 429–434, La Baule, France, Oct. 2006.
[Fink & Plotz 07] G. Fink, T. Plotz: On the Use of Context-Dependent Modeling Units for
HMM-Based Offline Handwriting Recognition. In International Conference on Document
Analysis and Recognition (ICDAR), Vol. 2, pp. 729–733, Sept. 2007.
[Fodor 02] I. Fodor: A Survey of Dimension Reduction Techniques. Technical Report 148494,
Lawrence Livermore National Laboratory, Livermore, CA, USA, pp. 1–18, June 2002.
[Forster 08] J. Forster: An Integrated Tracking And Recognition Approach For Video. Mas-
ter’s thesis, RWTH Aachen University, Aachen, Germany, May 2008.
[Forster & Stein+ 10] J. Forster, D. Stein, E. Ormel, O. Crasborn, H. Ney: Best Practice
for Sign Language Data Collections Regarding the Needs of Data-Driven Recognition and
Translation. In 4th Workshop on the Representation and Processing of Sign Languages:
Corpora and Sign Language Technologies, pp. 92–97, Valletta, Malta, May 2010.
[Forsyth & Farhadi+ 07] A. Forsyth, D. Farhadi, R. White: Transfer Learning in Sign Lan-
guage. In IEEE Computer Vision and Pattern Recognition (CVPR), pp. 1–8, June 2007.
[Francis & Kucera 64] W.N. Francis, H. Kucera. Manual of Information to Accompany a
Standard Corpus of Present-Day Edited American English, for use with Digital Comput-
ers. Department of Linguistics, Brown University, Providence, Rhode Island, USA, 1964.
http://icame.uib.no/brown/bcm.html.
[Fujimara & Liu 06] K. Fujimara, X. Liu: Sign Recognition using Depth Image Streams. In
IEEE International Conference on Automatic Face and Gesture Recognition (FG), pp. 381–
386, Southampton, UK, April 2006.
166
Appendix A Bibliography
[Gales 98] M.J.F. Gales: Maximum Likelihood Linear Transformations for HMM-based
Speech Recognition. Computer Speech and Language, Vol. 12, No. 2, pp. 75–98, April
1998.
[Gass & Deselaers+ 09] T. Gass, T. Deselaers, H. Ney: Deformation-aware Log-Linear Mod-
els. In Deutsche Arbeitsgemeinschaft für Mustererkennung Symposium, pp. 201–210, Jena,
Germany, Sept. 2009.
[Gass & Dreuw+ 10] T. Gass, P. Dreuw, H. Ney: Constrained Energy Minimisation for
Matching-Based Image Recognition. In International Conference on Pattern Recognition,
pp. 3304–3307, Istanbul, Turkey, Aug. 2010.
[Gass & Pishchulin+ 11] T. Gass, L. Pishchulin, P. Dreuw, H. Ney: Warp that Smile on your
Face: Optimal and Smooth Deformations for Face Recognition. In IEEE International Con-
ference Automatic Face and Gesture Recognition, pp. 456–463, Santa Barbara, CA, USA,
March 2011.
[Gavrila 99] D. Gavrila: The Visual Analysis of Human Movement: A Survey. Computer
Vision and Image Understanding, Vol. 73, No. 1, pp. 82–98, 1999.
[Geiger & Schenk+ 10] J. Geiger, J. Schenk, F. Wallhoff, G. Rigoll: Optimizing the Number
of States for HMM-Based On-line Handwritten Whiteboard Recognition. In International
Conference on Frontiers in Handwriting Recognition (ICFHR), pp. 107–112, Nov. 2010.
[Giménez Pastor & Khoury+ 10] A. Giménez Pastor, I. Khoury, A. Juan: Windowed Bernoulli
Mixture HMMs for Arabic Handwritten Word Recognition. In International Conference on
Frontiers in Handwriting Recognition (ICFHR), pp. 533–538, Kalkota, India, Nov. 2010.
[Gollan & Bacchiani 08] C. Gollan, M. Bacchiani: Confidence Scores for Acoustic Model
Adaptation. In IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), pp. 4289–4292, Las Vegas, NV, USA, April 2008.
[Gollan & Ney 08] C. Gollan, H. Ney: Towards Automatic Learning in LVCSR: Rapid De-
velopment of a Persian Broadcast Transcription System. In Interspeech, pp. 1441–1444,
Brisbane, Australia, Sept. 2008.
[Grabner & Matas+ 10] H. Grabner, J. Matas, L. Van Gool, P. Cattin: Tracking the Invisible:
Learning Where the Object Might be. In IEEE Computer Vision and Pattern Recognition
(CVPR), pp. 1285–1292, San Franciso, CA, USA, June 2010.
[Grabner & Roth+ 07] H. Grabner, P.M. Roth, H. Bischof: Is Pedestrian Detection Really a
Hard Task? In IEEE International Workshop on Performance Evaluation of Tracking and
Surveillance (PETS), pp. 1–8, Oct. 2007.
[Graves & Liwicki+ 09] A. Graves, M. Liwicki, S. Fernandez, R. Bertolami, H. Bunke,
J. Schmidhuber: A Novel Connectionist System for Unconstrained Handwriting Recog-
nition. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 31, No. 5,
pp. 855–868, May 2009.
167
Appendix A Bibliography
[Grosicki & Abed 09] E. Grosicki, H.E. Abed: ICDAR 2009 Handwriting Recognition Com-
petition. In International Conference on Document Analysis and Recognition (ICDAR),
Vol. 0, pp. 1398–1402, Barcelona, Spain, July 2009.
[Grosicki & Carre+ 09] E. Grosicki, M. Carre, J.M. Brodin, E. Geoffrois: Results of the
RIMES Evaluation Campaign for Handwritten Mail Processing. In International Conference
on Document Analysis and Recognition (ICDAR), Vol. 0, pp. 941–945, Barcelona, Spain,
July 2009.
[Guan & Feris+ 06] H. Guan, R.S. Feris, M. Turk: The Isometric Self-Organizing Map for 3D
Hand Pose Estimation. In IEEE International Conference on Automatic Face and Gesture
Recognition (FG), pp. 263–268, Southampton, UK, April 2006.
[Haeb-Umbach & Ney 92] R. Haeb-Umbach, H. Ney: Linear Discriminant Analysis for Im-
proved Large Vacabulary Continuous Speech Recognition. In IEEE International Confer-
ence on Acoustics, Speech, and Signal Processing (ICASSP), Vol. 1, pp. 13–16, March 1992.
[Hanselmann 09] H. Hanselmann: Face Recognition Using Distortion Models. Bachelor’s
Thesis, Sept. 2009.
[Hanselmann 11] H. Hanselmann: Two-Dimensional Warping for Image Recognition. Mas-
ter’s thesis, RWTH Aachen University, Aachen, Germany, April 2011.
[Heigold 10] G. Heigold: A Log-Linear Discriminative Modeling Framework for Speech
Recognition. Ph.D. thesis, RWTH Aachen University, Aachen, Germany, June 2010.
[Heigold & Deselaers+ 08] G. Heigold, T. Deselaers, R. Schlüter, H. Ney: Modified
MMI/MPE: A Direct Evaluation of the Margin in Speech Recognition. In International
Conference on Machine Learning (ICML), pp. 384–391, Helsinki, Finland, July 2008.
[Heigold & Dreuw+ 10] G. Heigold, P. Dreuw, S. Hahn, R. Schlüter, H. Ney: Margin-Based
Discriminative Training for String Recognition. Journal of Selected Topics in Signal Pro-
cessing - Statistical Learning Methods for Speech and Language Processing, Vol. 4, No. 6,
pp. 917–925, Dec. 2010.
[Heigold & Schlüter+ 07] G. Heigold, R. Schlüter, H. Ney: On the equivalence of Gaussian
HMM and Gaussian HMM-like hidden conditional random fields. In Interspeech, pp. 1721–
1724, Antwerp, Belgium, Aug. 2007.
[Heigold & Schlüter+ 09] G. Heigold, R. Schlüter, H. Ney: Modified MPE/MMI in a
Transducer-Based Framework. In IEEE International Conference on Acoustics, Speech, and
Signal Processing (ICASSP), pp. 3749–3752, Taipei, Taiwan, April 2009.
[Heigold & Wiesler+ 10] G. Heigold, S. Wiesler, M. Nussbaum, P. Lehnen, R. Schlüter,
H. Ney: Discriminative HMMs, Log-Linear Models, and CRFs: What is the Difference?
In IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP),
pp. 5546–5549, Dallas, Texas, USA, March 2010.
168
Appendix A Bibliography
[Hermansky & Sharma 98] H. Hermansky, S. Sharma: TRAPs - classifiers of temporal pat-
terns. In International Conference on Spoken Language Processing (ICSLP), pp. 289–292,
March 1998.
[Hofmann & Sural+ 11] M. Hofmann, S. Sural, G. Rigoll: Gait Recognition in the Presence
of Occlusion: A New Dataset and Baseline Algorithm. In International Conference on
Computer Graphics, Visualization and Computer Vision (WSCG), pp. 1–6, Plzen, Czech
Republic, Jan. 2011.
[Holden & Lee+ 05] E.J. Holden, G. Lee, R. Owens: Australian Sign Language Recognition.
Machine Vision and Applications, Vol. 16, No. 5, pp. 312–320, 2005.
[Holmes & Vine+ 98] J. Holmes, B. Vine, G. Johnson. Guide to the Wellington Corpus of
Spoken New Zealand English. School of Linguistics and Applied Language Studies, Victoria
University of Wellington, Wellington, New Zealand, June 1998.
[Horn & Schunk 81] B. Horn, B. Schunk: Determing optical flow. Artificial Intelligence,
Vol. 17, pp. 185–203, 1981.
[Hou & Zhang 07] X. Hou, L. Zhang: General purpose object detection: A spectral residual
approach. In IEEE Computer Vision and Pattern Recognition (CVPR), pp. 1–8, Minneapolis,
MN, USA, June 2007.
[Isard & Blake 98] M. Isard, A. Blake: CONDENSATION – conditional density propagation
for visual tracking. International Journal on Computer Vision, Vol. 29, No. 1, pp. 5–28, Aug.
1998.
[Jacobs & Simard+ 05] C. Jacobs, P.Y. Simard, P. Viola, J. Rinker: Text Recognition of Low-
resolution Document Images. In International Conference on Document Analysis and Recog-
nition (ICDAR), pp. 695–699, Aug. 2005.
[Jebara 02] T. Jebara: Discriminative, generative, and imitative learning. Ph.D. thesis, Mas-
sachusetts Institute of Technology, 2002.
[Johansson & Leech+ 78] S. Johansson, G.N. Leech, H. Goodluck. Manual of Information
to Accompany the Lancaster-Oslo/Bergen Corpus of British English, for Use With Digital
Computers. Department of English, University of Oslo, Oslo, Norway, Dec. 1978.
[Johnson & Liddell 11] R.E. Johnson, S.K. Liddell: A Segmental Framework for Representing
Signs Phonetically. Sign Language Studies (SLS), Vol. 11, No. 3, pp. 408–463, 2011.
[Jonas 09] S. Jonas: Improved Modeling in Handwriting Recognition. Master’s thesis, Human
Language Technology and Pattern Recognition Group, RWTH Aachen University, Aachen,
Germany, June 2009.
[Jones & Rehg 98] M. Jones, J. Rehg: Statistical Color Models with Application to Skin Color
Detection. Technical Report CRL 98/11, Compaq Cambridge Research Lab, pp. 274–280,
1998.
169
Appendix A Bibliography
[Juan & Toselli+ 01] A. Juan, A.H. Toselli, J. Domnech, J. GonzÃ¡lez, I. Salvador, E. Vidal,
F. Casacuberta: Integrated Handwriting Recognition and Interpretation via Finite-State
Models. International Journal of Pattern Recognition and Artifial Intelligence, Vol. 2004,
pp. 519–539, 2001.
[Just & Rodriguez+ 06] A. Just, Y. Rodriguez, S. Marcel: Hand Posture Classification and
Recognition using the Modified Census Transform. In IEEE International Conference on
Automatic Face and Gesture Recognition (FG), pp. 351–356, Southampton, UK, April 2006.
[Kae & Huang+ 10] A. Kae, G. Huang, E. Learned-miller, C. Doersch: Improving State-of-
the-Art OCR through High-Precision Document-Specific Modeling. In IEEE Computer
Vision and Pattern Recognition (CVPR), pp. 1935–1942, Sna Francisco, CA, USA, June
2010.
[Kae & Learned-Miller 09] A. Kae, E. Learned-Miller: Learning on the Fly: Font-Free Ap-
proaches to Difficult OCR Problems. In International Conference on Document Analysis
and Recognition (ICDAR), pp. 571–575, Barcelona, Spain, July 2009.
[Kalal & Matas+ 10] Z. Kalal, J. Matas, K. Mikolajczyk: P-N learning: Bootstrapping bi-
nary classifiers by structural constraints. In IEEE Computer Vision and Pattern Recognition
(CVPR), pp. 49–56, June 2010.
[Katz & Meier+ 02] M. Katz, H.G. Meier, H. Dolfing, D. Klakow: Robustness of Linear Dis-
criminant Analysis in Automatic Speech Recognition. In International Conference on Pat-
tern Recognition (ICPR), Vol. 3, pp. 371–374, Québec, Canada, Aug. 2002.
[Kemp & Schaaf 97] T. Kemp, T. Schaaf: Estimating Confidence Using Word Lattices. In
European Conference on Speech Communication and Technology (Eurospeech), pp. 827–
830, Rhodes, Greece, Sept. 1997.
[Keysers 06] D. Keysers: Modeling of Image Variability for Recognition. Ph.D. thesis, Human
Language Technology and Pattern Recognition Group, RWTH Aachen University, Aachen,
Germany, March 2006.
[Keysers & Deselaers+ 07] D. Keysers, T. Deselaers, C. Gollan, H. Ney: Deformation Models
for Image Recognition. IEEE Transactions on Pattern Analysis and Machine Intelligence,
Vol. 29, No. 8, pp. 1422–1435, Aug. 2007.
[Keysers & Macherey+ 01] D. Keysers, W. Macherey, J. Dahmen, H. Ney: Learning of Vari-
ability for Invariant Statistical Pattern Recognition. In European Conference on Machine
Learning (ECML), Vol. 2167 of Lecture Notes in Computer Science, pp. 263–275, Freiburg,
Germany, Sept. 2001. Springer Verlag.
[Keysers & Macherey+ 04] D. Keysers, W. Macherey, H. Ney, J. Dahmen: Adaptation in Sta-
tistical Pattern Recognition using Tangent Vectors. IEEE Transactions on Pattern Analysis
and Machine Intelligence, Vol. 26, No. 2, pp. 269–274, Feb. 2004.
170
Appendix A Bibliography
[Kneser & Ney 95] R. Kneser, H. Ney: Improved Backing-Off for m-gram Language Mod-
eling. In IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), Vol. 1, pp. 49–52, Detroit, MI, USA, May 1995.
[Kolmogorov & Criminisi+ 06] V. Kolmogorov, A. Criminisi, A. Blake, C. Rother: Probabilis-
tic fusion of stereo with color and contrast for bi-layer segmentation. IEEE Transactions on
Pattern Analysis and Machine Intelligence, Vol. 28, No. 9, pp. 1480, July 2006.
[Kölsch & Keysers+ 04] T. Kölsch, D. Keysers, H. Ney, R. Paredes: Enhancements for Local
Feature Based Image Classification. In International Conference on Pattern Recognition
(ICPR), Vol. 1, pp. 248–251, Cambridge, UK, Aug. 2004.
[Laptev & Marszalek+ 08] I. Laptev, M. Marszalek, C. Schmid, B. Rozenfeld: Learning realis-
tic human actions from movies. In IEEE Computer Vision and Pattern Recognition (CVPR),
pp. 1 –8, june 2008.
[Lehment & Arsic+ 09] N. Lehment, D. Arsic, A. Lyutskanov, B. Schuller, G. Rigoll: Sup-
porting Multi Camera Tracking by Monocular Deformable Graph Tracking. In IEEE In-
ternational Workshop on Performance Evaluation of Tracking and Surveillance (PETS), pp.
87–94, Miami, FL, USA, June 2009.
[Lichtenauer & Holt+ 09] J.F. Lichtenauer, G.A. Holt, M.J. Reinders, E.A. Hendriks: Person-
Independent 3D Sign Language Recognition. In M. Sales Dias, S. Gibet, M.M. Wanderley,
R. Bastos, editors, Gesture-Based Human-Computer Interaction and Simulation, pp. 69–80.
Springer-Verlag, Berlin, Heidelberg, 2009.
[Lichtenauer & ten Holt+ 07] J. Lichtenauer, G. ten Holt, E. Hendriks, M. Reinders: 3D Vi-
sual Detection of Correct NGT Sign Production. In Thirteenth Annual Conference of the
Advanced School for Computing and Imaging (ASCI), 1, June 2007.
[Lööf & Bisani+ 06] J. Lööf, M. Bisani, C. Gollan, G. Heigold, B. Hoffmeister, C. Plahl,
R. Schlüter, H. Ney: The 2006 RWTH Parliamentary Speeches Transcription System. In In-
ternational Conference on Spoken Language Processing (ICSLP), pp. 105–108, Pittsburgh,
PA, USA, Sept. 2006.
[Lorigo & Govindaraju 06] L.M. Lorigo, V. Govindaraju: Offline Arabic Handwriting Recog-
nition: A Survey. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 28,
No. 85, pp. 712–724, May 2006.
[Lowe 04] D.G. Lowe: Distinctive image features from scale-invariant keypoints. Interna-
tional Journal on Computer Vision, Vol. 60, No. 2, pp. 91–110, 2004.
[Lu 95] Y. Lu: Machine printed character segmentation – An overview. Pattern Recognition,
Vol. 28, No. 1, pp. 67–80, 1995.
[Lu & Bazzi+ 98] Z.A. Lu, I. Bazzi, A. Kornai, J. Makhoul, P.S. Natarajan, R. Schwartz: A
Robust language-independent OCR System. In AIPR Workshop: Advances in Computer-
Assisted Recognition, Vol. 3584 of SPIE, pp. 96–104, Jan. 1998.
171
Appendix A Bibliography
[M. Andriluka 09] B.S. M. Andriluka, S. Roth: Pictorial Structures Revisited: People Detec-
tion and Articulated Pose Estimation. In IEEE Computer Vision and Pattern Recognition
(CVPR), pp. 1014–1021, Miami, FL, USA, June 2009.
[Märgner & Abed 07] V. Märgner, H.E. Abed: ICDAR 2007 Arabic Handwriting Recognition
Competition. In International Conference on Document Analysis and Recognition (ICDAR),
Vol. 2, pp. 1274–1278, Sept. 2007.
[Märgner & Abed 09] V. Märgner, H.E. Abed: ICDAR 2009 Arabic Handwriting Recognition
Competition. In International Conference on Document Analysis and Recognition (ICDAR),
pp. 1383–1387, Barcelona, Spain, July 2009.
[Märgner & Abed 10] V. Märgner, H.E. Abed: ICFHR 2010 – Arabic Handwriting Recog-
nition Competition. In International Conference on Frontiers in Handwriting Recognition
(ICFHR), pp. 709–714, Nov. 2010.
[Märgner & Abed 11] V. Märgner, H.E. Abed: ICDAR 2011 – Arabic Handwriting Recog-
nition Competition. In International Conference on Document Analysis and Recognition
(ICDAR), pp. 1444–1448, Sept. 2011.
[Märgner & Pechwitz+ 05] V. Märgner, M. Pechwitz, H. Abed: ICDAR 2005 Arabic hand-
writing recognition competition. In International Conference on Document Analysis and
Recognition (ICDAR), Vol. 1, pp. 70–74, Seoul, Korea, Aug. 2005.
[Marti & Bunke 02] U.V. Marti, H. Bunke: The IAM-database: an English sentence database
for offline handwriting recognition. International Journal on Document Analysis and Recog-
nition (IJDAR), Vol. 5, No. 1, pp. 39–46, Nov. 2002.
[Martinez & Kak 01] A. Martinez, A. Kak: PCA versus LDA. IEEE Transactions on Pattern
Analysis and Machine Intelligence, Vol. 23, No. 2, pp. 228 –233, Feb. 2001.
[Matthews & Baker 04] I. Matthews, S. Baker: Active appearance models revisited. Interna-
tional Journal on Computer Vision, Vol. 60, No. 1, pp. 135–164, Nov. 2004.
[Morency & Quattoni+ 07] L.P. Morency, A. Quattoni, T. Darrell: Latent-Dynamic Discrimi-
native Models for Continuous Gesture Recognition. In IEEE Computer Vision and Pattern
Recognition (CVPR), pp. 1–8, June 2007.
[Natarajan 09] P. Natarajan: Portable Language-Independent Adaptive Translation from OCR,
Final Report (Phase 1), June 2009.
[Natarajan & Saleem+ 08] P. Natarajan, S. Saleem, R. Prasad, E. MacRostie, K. Subrama-
nian: Arabic and Chinese Handwriting Recognition, Vol. 4768/2008 of LNCS, chapter
Multi-lingual Offline Handwriting Recognition Using Hidden Markov Models: A Script-
Independent Approach, pp. 231–250. Springer Berlin / Heidelberg, 2008.
172
Appendix A Bibliography
[Nayak & Sarkar+ 09] S. Nayak, S. Sarkar, B. Loeding: Automated Extraction of Signs from
Continuous Sign Language Sentences using Iterated Conditional Modes. In IEEE Computer
Vision and Pattern Recognition (CVPR), pp. 2583–2590, June 2009.
[Ney 84] H. Ney: The use of a one-stage dynamic programming algorithm for connected word
recognition. IEEE Transactions on Speech and Audio Processing, Vol. 32, No. 2, pp. 263–
271, April 1984.
[Ney & Dreuw+ 10] H. Ney, P. Dreuw, T. Gass, L. Pishchulin: Image Recognition and 2D
Warping. Lecture Notes, RWTH Aachen, 2010.
[NIST 10] NIST: NIST 2010 Open Handwriting Recognition and Translation Evaluation Plan,
version 2.8. online, Feb. 2010.
[Nopsuwanchai & Biem+ 06] R. Nopsuwanchai, A. Biem, W.F. Clocksin: Maximization of
Mutual Information for Offline Thai Handwriting Recognition. IEEE Transactions on Pat-
tern Analysis and Machine Intelligence, Vol. 28, No. 8, pp. 1347–1351, 2006.
[Nopsuwanchai & Povey 03] R. Nopsuwanchai, D. Povey: Discriminative training for HMM-
based offline handwritten character recognition. In International Conference on Document
Analysis and Recognition (ICDAR), pp. 114–118, Aug. 2003.
[Oberdörfer 09] C. Oberdörfer: Interest-Point Based Features for Dynamic Programming
Tracking. Bachelor’s Thesis, 2009.
[Ohta & Kanade 85] Y. Ohta, T. Kanade: Stereo by Intra- and Inter-Scanline Search Using
Dynamic Programming. IEEE Transactions on Pattern Analysis and Machine Intelligence,
Vol. 7, No. 2, pp. 139–154, 1985.
[Olive 07] J. Olive: Multilingual Automatic Document Classification Analysis and Translation
(MADCAT), 2007.
[Ong & Ranganath 05] S. Ong, S. Ranganath: Automatic Sign Language Analysis: A Sur-
vey and the Future beyond Lexical Meaning. IEEE Transactions on Pattern Analysis and
Machine Intelligence, Vol. 27, No. 6, pp. 873–891, June 2005.
[Padmanabhan & Saon+ 00] M. Padmanabhan, G. Saon, G. Zweig: Lattice-Based Unsuper-
vised MLLR For Speaker Adaptation. In ISCA ITRW Automatic Speech Recognition: Chal-
lenges for the Millenium, pp. 128–131, Paris, France, Sept. 2000.
[Pechwitz & Maddouri+ 02] M. Pechwitz, S.S. Maddouri, V. Mägner, N. Ellouze, H. Amiri:
IFN/ENIT-DATABASE OF HANDWRITTEN ARABIC WORDS. In Colloque Interna-
tional Francophone sur l Ecrit et le Document (CIFED), pp. 129–136, Hammamet, Tunis,
Oct. 2002.
[Perez & Vermaak+ 04] P. Perez, J. Vermaak, A. Blake: Data fusion for visual tracking with
particles. Proceedings of the IEEE (JPROC), Vol. 92, No. 3, pp. 495–513, March 2004.
173
Appendix A Bibliography
[Piater & Hoyoux+ 10] J. Piater, T. Hoyoux, W. Du: Video Analysis for Continuous Sign
Language Recognition. In 4th Workshop on the Representation and Processing of Sign
Languages: Corpora and Sign Language Technologies, pp. 192–195, Valletta, Malta, May
2010.
[Pishchulin 10] L. Pishchulin: Matching Algorithms for Image Recognition. Master’s thesis,
RWTH Aachen University, Aachen, Germany, Jan. 2010.
[Pishchulin & Gass+ 11] L. Pishchulin, T. Gass, P. Dreuw, H. Ney: The Fast and the Flexible:
Extended Pseudo Two-Dimensional Warping for Face Recognition. In Iberian Conference
on Pattern Recognition and Image Analysis (IbPRIA), pp. 1–8, Gran Canaria, Spain, June
2011.
[Pitsikalis & Theodorakis+ 10] V. Pitsikalis, S. Theodorakis, P. Maragos: Data-driven sub-
units and modeling structure for continuous sign language recognition with multiple cues.
In 4th Workshop on the Representation and Processing of Sign Languages: Corpora and
Sign Language Technologies, pp. 196–203, Valletta, Malta, May 2010.
[Pitsikalis & Theodorakis+ 11] V. Pitsikalis, S. Theodorakis, C. Vogler, P. Maragos: Advances
in Phonetics-based Sub-Unit Modeling for Transcription Alignment and Sign Language
Recognition. In CVPR workshop on Gesture Recognition, pp. 1–6, Colorado Springs, USA,
June 2011.
[Pitz & Wessel+ 00] M. Pitz, F. Wessel, H. Ney: Improved MLLR Speaker Adaptation using
Confidence Measures for Conversational Speech Recognition. In International Conference
on Spoken Language Processing (ICSLP), pp. 548–551, Beijing, China, Oct. 2000.
[Plötz & Fink 09] T. Plötz, G.A. Fink: Markov Models for Offline Handwriting Recognition:
A Survey. International Journal on Document Analysis and Recognition (IJDAR), Vol. 12,
No. 4, pp. 269–298, 2009.
[Povey 04] D. Povey: Discriminative Training for Large Vocabulary Speech Recognition.
Ph.D. thesis, Cambridge, England, 2004.
[Povey & Kanevsky+ 08] D. Povey, D. Kanevsky, B. Kingsbury, B. Ramabhadran, G. Saon,
K. Visweswariah: Boosted MMI for model and feature-space discriminative training. In
IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), pp.
4057–4060, Las Vegas, NV, USA, April 2008.
[Povey & Woodland 02] D. Povey, P.C. Woodland: Minimum phone error and I-smoothing for
improved discriminative training. In IEEE International Conference on Acoustics, Speech,
and Signal Processing (ICASSP), Vol. 1, pp. 105–108, Orlando, FL, USA, May 2002.
[Prasad & Saleem+ 08] R. Prasad, S. Saleem, M. Kamali, R. Meermeier, P. Natarajan: Im-
provements in Hidden Markov Model Based Arabic OCR. In International Conference on
Pattern Recognition (ICPR), pp. 1–4, Tampa, FL, USA, Dec. 2008.
174
Appendix A Bibliography
[Pyttel 11] R. Pyttel: HMM-based OCR for Machine Printed Arabic Text. Master’s thesis,
RWTH Aachen University, Aachen, Germany, Feb. 2011.
[Ramanan 06] D. Ramanan: Learning to Parse Images of Articulated Bodies. In Advances in
Neural Information Processing Systems (NIPS), pp. 1129–1136, Dec. 2006.
[Ramanan & Forsyth+ 07] D. Ramanan, D.A. Forsyth, A. Zisserman: Tracking People by
Learning Their Appearance. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, Vol. 29, No. 1, pp. 65–81, Sept. 2007.
[Robertson & Ramalingam+ 07] D. Robertson, S. Ramalingam, A. Fitzgibbon, A. Criminisi,
A. Blake: Learning priors for calibrating families of stereo cameras. In International Con-
ference on Computer Vison (ICCV), pp. 1–8, Rio de Janeiro, Brazil, Oct. 2007.
[Röder 09] P. Röder: Adapting the RWTH-OCR Handwriting Recognition System to French
Handwriting. Bachelor’s Thesis, Dec. 2009.
[Romero & Alabau+ 07] V. Romero, V. Alabau, J.M. Benedi: Combination of N-Grams and
Stochastic Context-Free Grammars in an Offline Handwritten Recognition System. Lecture
Notes in Computer Science, Vol. 4477, pp. 467–474, 2007.
[Roussos & Theodorakis+ 10] A. Roussos, S. Theodorakis, V. Pitsikalis, P. Maragos: Hand
Tracking and Affine Shape-Appearance Handshape Sub-units in Continuous Sign Language
Recognition. In International Workshop on Sign Gesture Activity (SGA), pp. 1–14, Creete,
Greece, Sept. 2010.
[Rybach 06] D. Rybach: Appearance-Based Features for Automatic Continuous Sign Lan-
guage Recognition. Diploma thesis, Human Language Technology and Pattern Recognition
Group, RWTH Aachen University, Aachen, Germany, June 2006.
[Rybach & Gollan+ 09] D. Rybach, C. Gollan, G. Heigold, B. Hoffmeister, J. Lööf,
R. Schlüter, H. Ney: The RWTH Aachen University Open Source Speech Recognition
System. In Interspeech, pp. 2111–2114, Brighton, U.K., Sept. 2009.
[Sapp & Jordan+ 10] B. Sapp, C. Jordan, B. Taskar: Adaptive Pose Priors for Pictorial Struc-
tures. In IEEE Computer Vision and Pattern Recognition (CVPR), pp. 422–429, San Fran-
cisco, CA, June 2010.
[Sarkar & Phillips+ 05] S. Sarkar, P. Phillips, Z. Liu, I. Vega, P. Grother, K. Bowyer: The
HumanID Gait Challenge Problem: Data Sets, Performance, and Analysis. PAMI, Vol. 27,
No. 2, pp. 162–177, Feb. 2005.
[Schambach 03] M.P. Schambach: Model Length Adaptation of an HMM based Cursive Word
Recognition System. In International Conference on Document Analysis and Recognition
(ICDAR), pp. 109–113, Edinburgh, Scotland, UK, Aug. 2003.
175
Appendix A Bibliography
[Schambach & Rottland+ 08] M.P. Schambach, J. Rottland, T. Alary: How to Convert a Latin
Handwriting Recognition System to Arabic. In International Conference on Frontiers in
Handwriting Recognition (ICFHR), pp. 265–270, Aug. 2008.
[Schenk & Rigoll 06] J. Schenk, G. Rigoll: Novel Hybrid NN/HMM Modelling Techniques
for On-line Handwriting Recognition. In International Workshop on Frontiers in Handwrit-
ing Recognition (IWFHR), pp. 619–623, La Baule, France, Oct. 2006.
[Schenk & Schwärzler+ 08] J. Schenk, S. Schwärzler, G. Ruske, G. Rigoll: Novel VQ Designs
for Discrete HMM On-Line Handwritten Whiteboard Note Recognition. In German Asso-
ciation for Pattern Recognition (DAGM), Vol. 5096 of Lecture Notes in Computer Science
(LNCS), pp. 234–243, Munich, Germany, June 2008.
[Schiele 06] B. Schiele: Model-free tracking of cars and people based on color regions. Image
Vision Computing, Vol. 24, No. 11, pp. 1172–1178, 2006.
[Schlüter 00] R. Schlüter: Investigations on Discriminative Training Criteria. Ph.D. thesis,
RWTH Aachen University, Aachen, Germany, Sept. 2000.
[Schlüter & Müller+ 99] R. Schlüter, B. Müller, F. Wessel, H. Ney: Interdependence of Lan-
guage Models and Discriminative Training. In IEEE Automatic Speech Recognition and
Understanding Workshop (ASRU), Vol. 1, pp. 119–122, Keystone, CO, Dec. 1999.
[Shi & Tomasi 94] J. Shi, C. Tomasi: Good features to track. In IEEE Computer Vision and
Pattern Recognition (CVPR), pp. 593–600, June 1994.
[Simard & LeCun+ 98] P. Simard, Y. LeCun, J.S. Denker, B. Victorri: Transformation Invari-
ance in Pattern Recognition - Tangent Distance and Tangent Propagation. In G.B. Orr, K.R.
Müller, editors, Neural Networks: Tricks of the Trade, Vol. 1524 of Lecture Notes In Com-
puter Science, pp. 239–274. Springer, 1998.
[Slimane & Ingold+ 09] F. Slimane, R. Ingold, S. Kanoun, M.A. Alimi, J. Hennebert: A New
Arabic Printed Text Image Database and Evaluation Protocols. In International Conference
on Document Analysis and Recognition (ICDAR), pp. 946–950, Barcelona, Spain, July 2009.
[Sloboda & Waibel 96] T. Sloboda, A. Waibel: Dictionary Learning for Spontaneous Speech
Recognition. In International Conference on Spoken Language Processing (ICSLP), pp.
2328–2331, Philadelphia, PA, USA, Oct. 1996.
[Stalder & Grabner+ 09] S. Stalder, H. Grabner, L. van Gool: Beyond semisupervised track-
ing: Tracking should be as simple as detection, but not simpler than recognition. In IEEE
WS on On-line Learning for Computer Vision, pp. 1409–1416, Oct. 2009.
[Starner & Weaver+ 98] T. Starner, J. Weaver, A. Pentland: Real-Time American Sign Lan-
guage Recognition Using Desk and Wearable Computer Based Video. IEEE Transactions
on Pattern Analysis and Machine Intelligence, Vol. 20, No. 12, pp. 1371–1375, Dec. 1998.
176
Appendix A Bibliography
[Stein & Bungeroth+ 06] D. Stein, J. Bungeroth, H. Ney: Morpho-Syntax Based Statistical
Methods for Sign Language Translation. In 11th EAMT, pp. 169–177, Oslo, Norway, June
2006.
[Stein & Dreuw+ 07] D. Stein, P. Dreuw, H. Ney, S. Morrissey, A. Way: Hand in Hand: Auto-
matic Sign Language to Speech Translation. In Conference on Theoretical and Methodolog-
ical Issues in Machine Translation, pp. 214–220, Skövde, Sweden, Sept. 2007.
[Stein & Forster+ 10] D. Stein, J. Forster, U. Zelle, P. Dreuw, H. Ney: Analysis of the Ger-
man Sign Language Weather Forecast Corpus. In 4th Workshop on the Representation and
Processing of Sign Languages: Corpora and Sign Language Technologies, pp. 225–230,
Valletta, Malta, May 2010.
[Stokoe & Casterline+ 60] W. Stokoe, D. Casterline, C. Croneberg: Sign language structure.
An outline of the visual communication systems of the American Deaf (1993 Reprint ed.).
Silver Spring MD: Linstok Press, 1960.
[Stokoe & Casterline+ 65] W. Stokoe, D. Casterline, C. Croneberg: A Dictionary of American
Sign Language on Linguistic Principles. Gallaudet College Press, Washington D.C., USA,
1965.
[Streiter & Vettori 04] O. Streiter, C. Vettori, editors. From SignWriting to Image Processing.
Information techniques and their implications for teaching, documentation and communica-
tion, Lisbon, Portugal, May 2004.
[Tervoort 53] B. Tervoort: Structurele analyse van visueel taalgebruik binnen een groep dove
kinderen, 1953.
[Turk & Pentland 91] M. Turk, A. Pentland: Eigenfaces for Recognition. Journal of Cognitive
Neuroscience, Vol. 3, No. 1, pp. 71–86, Jan. 1991.
[Uszkoreit & Ponte+ 10] J. Uszkoreit, J. Ponte, A. Popat, M. Dubiner: Large Scale Parallel
Document Mining for Machine Translation. In International Conference on Computational
Linguistics (COLING), pp. 1101–1109, Aug. 2010.
[Valente & Vepa+ 07] F. Valente, J. Vepa, C. Plahl, C. Gollan, H. Hermansky, R. Schlüter:
Hierarchical Neural Networks Feature Extraction for LVCSR system. In Interspeech, pp.
42–45, Antwerp, Belgium, Aug. 2007.
[Vettori 06] C. Vettori, editor. Lexicographic Matters and Didactic Scenarios, Genova, Italy,
May 2006.
[Vinciarelli & Vinciarelli+ 02] A. Vinciarelli, A. Vinciarelli, S. Bengio, S. Bengio: Writer
adaptation techniques in HMM based off-line cursive script recognition. Pattern Recognition
Letters, Vol. 23, 2002.
177
Appendix A Bibliography
[Viola & Jones 01] P. Viola, M. Jones: Rapid object detection using a boosted cascade of
simple features. In IEEE Computer Vision and Pattern Recognition (CVPR), Vol. 1, pp.
511–518, Los Alamitos, CA, USA, April 2001.
[Viola & Jones 04] P. Viola, M. Jones: Robust real-time face detection. International Journal
on Computer Vision, Vol. 57, No. 2, pp. 137–154, 2004.
[Vogler & Metaxas 01] C. Vogler, D. Metaxas: A Framework for Recognizing the Simulta-
neous Aspects of American Sign Language. Computer Vision and Image Understanding,
Vol. 81, No. 3, pp. 358–384, March 2001.
[von Agris & Kraiss 07] U. von Agris, K.F. Kraiss: Towards a Video Corpus for Signer-
Independent Continuous Sign Language Recognition. In Gesture in Human-Computer Inter-
action and Simulation, pp. 10–11, Lisbon, Portugal, May 2007.
[von Ahn & Maurer+ 08] L. von Ahn, B. Maurer, C. McMillen, D. Abraham, M. Blum: re-
CAPTCHA: Human-Based Character Recognition via Web Security Measures. Science,
Vol. 321, No. 5895, pp. 1465–1468, Sept. 2008.
[Vuori 02] V. Vuori: Clustering writing styles with a self-organizing map. In International
Workshop on Frontiers in Handwriting Recognition (IWFHR), pp. 345–350, Nov. 2002.
[Wang & Chen+ 06] C. Wang, X. Chen, W. Gao: Re-sampling for Chinese Sign Language
Recognition. In Gesture in Human-Computer Interaction and Simulation, Vol. 3881 of Lec-
ture Notes in Computer Science, pp. 57–67, Feb. 2006.
[Wang & Quattoni+ 06] S.B. Wang, A. Quattoni, L.P. Morency, D. Demirdjian, T. Darrell:
Hidden Conditional Random Fields for Gesture Recognition. In IEEE Computer Vision
and Pattern Recognition (CVPR), Vol. 2, pp. 1521–1527, New York, USA, June 2006.
[Wang & Suter+ 07] H. Wang, D. Suter, K. Schindler, C. Shen: Adaptive Object Tracking
Based on an Effective Appearance Filter. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, Vol. 29, No. 9, pp. 1661–1667, Sept. 2007.
[Wikipedia 11] Wikipedia: Typographic ligature — Wikipedia, The Free Encyclope-
dia, 2011. http://en.wikipedia.org/w/index.php?title=Typographic_
ligature&oldid=429871932 [Online; accessed 21-May-2011].
[Wrobel 01] U.R. Wrobel: Referenz in Gebärdensprachen: Raum und Person. Forschungs-
berichte des Instituts für Phonetik und Sprachliche Kommunikation der Universität
München, Vol. 37, pp. 25–50, 2001.
[Wu & Huang 99] Y. Wu, T.S. Huang: Vision-based gesture recognition: a review. In Gesture
Workshop, Vol. 1739 of Lecture Notes in Computer Science (LNCS), pp. 103–115, Gif-sur-
Yvette, France, March 1999.
178
Appendix A Bibliography
[Wu & Sankaranarayanan+ 10] H. Wu, A. Sankaranarayanan, R. Chellappa: Online Empirical
Evaluation of Tracking Algorithms. IEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 32, No. 8, pp. 1443–1458, Aug. 2010.
[Yang & Sarkar+ 07] R. Yang, S. Sarkar, B. Loeding: Enhanced Level Building Algorithm
for the Movement Epenthesis Problem in Sign Language Recognition. In IEEE Computer
Vision and Pattern Recognition (CVPR), pp. 1–8, MN, USA, June 2007.
[Yang & Sclaroff+ 09] H.D. Yang, S. Sclaroff, S.W. Lee: Sign Language Spotting with a
Threshold Model Based on Conditional Random Fields. IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, Vol. 31, No. 7, pp. 1264–1277, June 2009.
[Yao & Yao+ 06] G. Yao, H. Yao, X. Liu, F. Jiang: Real Time Large Vocabulary Continuous
Sign Language Recognition Based on OP/Viterbi Algorithm. In International Conference
on Pattern Recognition (ICPR), Vol. 3, pp. 312–315, Hong Kong, Aug. 2006.
[Yilmaz & Javed+ 06] A. Yilmaz, O. Javed, M. Shah: Object tracking: A survey. ACM Com-
puting Surveys, Vol. 38, No. 4, Dec. 2006.
[Yin & Starner+ 09] P. Yin, T. Starner, H. Hamilton, I. Essa, J. Rehg: Learning the basic
units in american sign language using discriminative segmental feature selection. In IEEE
International Conference on Acoustics, Speech, and Signal Processing (ICASSP), pp. 4757–
4760, April 2009.
[Young & Evermann+ 06] S. Young, G. Evermann, M. Gales, T. Hain, D. Kershaw, X.A. Liu,
G. Moore, J. Odell, D. Ollason, D. Povey, V. Valtchev, P. Woodland: The HTK Book (for
HTK Version 3.4). Cambridge University Engineering Department, 2006.
[Zahedi 07] M. Zahedi: Robust Appearance-based Sign Language Recognition. Ph.D. thesis,
RWTH Aachen University, Aachen, Germany, Sept. 2007.
[Zahedi & Dreuw+ 06a] M. Zahedi, P. Dreuw, D. Rybach, T. Deselaers, H. Ney: Using Geo-
metric Features to Improve Continuous Appearance-based Sign Language Recognition. In
British Machine Vision Conference (BMVC), Vol. 3, pp. 1019–1028, Edinburgh, UK, Sept.
2006.
[Zahedi & Dreuw+ 06b] M. Zahedi, P. Dreuw, D. Rybach, T. Deselaers, J. Bungeroth, H. Ney:
Continuous Sign Language Recognition - Approaches from Speech Recognition and Avail-
able Data Resources. In LREC Workshop on the Representation and Processing of Sign
Languages: Lexicographic Matters and Didactic Scenarios, pp. 21–24, Genoa, Italy, May
2006.
[Zhang & Jin+ 03] J. Zhang, R. Jin, Y. Yang, A. Hauptmann: Modified logistic regression:
An approximation to SVM and its applications in large-scale text categorization. In Interna-
tional Conference on Machine Learning (ICML), pp. 888–895, Aug. 2003.
179
Appendix A Bibliography
[Zhang & Jin+ 09] Z. Zhang, L. Jin, K. Ding, X. Gao: Character-SIFT: A Novel Feature
for Offline Handwritten Chinese Character Recognition. In International Conference on
Document Analysis and Recognition (ICDAR), pp. 763–767, Barcelona, Spain, July 2009.
[Zimmermann & Bunke 02] M. Zimmermann, H. Bunke: Hidden Markov model length opti-
mization for handwriting recognition systems. In International Workshop on Frontiers in
Handwriting Recognition (IWFHR), pp. 369–374, Nov. 2002.
[Zoghbi 07] P. Zoghbi: History of Arabic Type Evolution from the 1930’s till
present., May 2007. http://29letters.wordpress.com/2007/05/28/
arabic-type-history/ [Online; accessed 21-May-2011].
[Zolnay 06] A. Zolnay: Acoustic Feature Combination for Speech Recognition. Ph.D. thesis,
RWTH Aachen University, Aachen, Germany, Aug. 2006.
180
Curriculum Vitae
Aachen, May 18, 2012
Personal information
Surname(s) / First name(s) Dreuw, Philippe
Address(es) Konrad-Adenauer-Str. 27, D-31174, Dingelbe, Germany
Email(s) philippe.dreuw@gmail.com
Nationality(-ies) Belgian
Date of birth 26.06.1979 in Eupen, Belgium
Gender male
Work experience
Date 01.07.2011 – present
Occupation or position held Research Engineer
Main activities / responsibilities Automotive video processing for advanced driver assistance/information systems
Name and address of employer Robert Bosch GmbH, Robert-Bosch-Str. 200, D-31139 Hildesheim, Germany
Date 01.04.2005 – 30.06.2011
Occupation or position held Research and teaching assistant / PhD student
Main activities / responsibilities Image and video processing/recognition; C++/Python coding
Name and address of employer Computer Science Department 6, Ahornstr 55, D-52056 Aachen, Germany
Date 01.03.2003 – 31.01.2004
Occupation or position held Student Research Assistant
Main activities / responsibilities Optical character recognition; iris segmentation and analysis; C++ coding
Name and address of employer Computer Science Department 6, Ahornstr 55, D-52056 Aachen, Germany
Date 01.07.2002 – 31.12.2002
Occupation or position held Student Research Assistant
Main activities / responsibilities Medical image processing; image retrieval in medical applications; C++ coding
Name and address of employer University Hospital Aachen, D-52056 Aachen, Germany
Date 01.08.2001 – 31.07.2002
Occupation or position held Student Research Assistant
Main activities / responsibilities Glass fibre detection and length measurement in images; C/C++ coding
Name and address of employer Institute of Plastics Processing, Seffenter Weg 201, D-52074 Aachen, Germany
Date 01.01.2001 – 01.01.2009
Occupation or position held System Administrator and Web Developer
Main activities / responsibilities Freelance system administrator and web developer; MySQL/PHP/HTML/JS coding
Name and address of employer Proequip, Siebeponisweg 9, B-4700 Eupen, Belgium
Date 01.10.1999 – 31.07.2001
Occupation or position held Student Research Assistant
Main activities / responsibilities Administration and web development; PHP/HTML/JavaScript coding
Name and address of employer Zentrale Studienberatung, Templergraben 83, D-52056 Aachen, Germany
Page 1 / 2 - Curriculum vitæ of
Philippe Dreuw For more information go to http://www.hltpr.rwth-aachen.de/~dreuw/
Education and training
Dates 01.04.2005 – 30.06.2011
Title of qualification awarded Dr. rer. nat.
Principal subjects handwriting-, face-, gesture-, and sign language recognition
Name and type of organisation RWTH Aachen University, Germany; Supervisor: Prof. Dr.-Ing. H. Ney; University
Level in international
classification
ISCED Level 6
Dates 21.09.1998 – 31.03.2005
Title of qualification awarded Diplom-Informatiker (at least equivalent to Master degree)
Principal subjects Computer science studies, degree with overall grade “very good”; Major subjects:
– Final thesis title: “Appearance-Based Gesture Recognition”
– Specialisation: speech recognition, pattern recognition, and signal processing
– Applied subjects: data communication and databases
– Theoretical subjects: randomised/approximative algorithms, logic programming
– Minor subject: cognitive and experimental psychology
Name and type of organisation RWTH Aachen University, Germany; Supervisor: Prof. Dr.-Ing. H. Ney; University
Level in international
classification
ISCED Level 5A
Dates 01.06.2001 – 18.06.2003
Title of qualification awarded Certified Cisco Network Associate (CCNA) / Curriculum 1-4
Occupational skills covered TCP/IP based networks using Ethernet LAN
Name and type of organisation ZAWM, Limburger Weg 2, B-4700, Eupen, Belgium; Further education school
Title of qualification awarded Certificate
Dates 1991-1997
Title of qualification awarded Abitur
Name and type of organisation Pater Damian Schule, B-4700 Eupen, Belgium
Dates 1985-1991
Title of qualification awarded Grundschule
Name and type of organisation Gemeindeschule Walhorn, B-4711 Walhorn, Belgium
Additional information
Awards
– First rank at ICDAR Arabic Handwriting Recognition Competition 2011
– Second rank at ICFHR Arabic Handwriting Recognition Competition 2010
– Third rank at ICDAR Arabic Handwriting Recognition Competition 2009
– Best student paper award at Interspeech 2007 conference for the work
“Speech Recognition Techniques for a Sign Language Recognition System”
Page 2 / 2 - Curriculum vitæ of
Philippe Dreuw For more information go to http://www.hltpr.rwth-aachen.de/~dreuw/
