The interaction among particles is a vital aspect of Particle Swarm Optimization. As such, it has a strong influence on the swarm's success. In this study various approaches regarding the particles' communication behavior and their relationship are examined, as well as possibilities to combine the approaches. A new variant of the popular FIPS algorithm, the so-called Ranked FIPS, is introduced, which resolves specific shortcomings of the traditional FIPS. As all tested PSO variants feature distinct strengths and weaknesses, a new adaptive strategy is proposed which operates on dissimiliarly configured subswarms. The exchange between these subswarms is solely based on particle migration. The combination of the Ranked FIPS and other strategies within the so called Particle Swarm Optimizer with Migration achieves a very good, yet remarkably reliable performance over a wide range of recognized benchmark problems.
INTRODUCTION
Particle Swarm Optimization (PSO) [1, 2] is inspired by the social interaction of individuals living together in groups. In the resulting iteration-based optimization algorithm, each individual i, hereafter called particle, is characterized by a position xi,t (where t is the iteration counter), a velocity vi,t (at which it moves through the search space), and a fitness value f (xi,t) (where f is the objective function of the optimization problem). The search space position with the best fitness value particle i has visited so far is its private guide pi,t. A subset of all particles is assigned to each particle as its neighborhood. In the standard approach, the best private guide of a particle's neighbors serves as the particle's local guide li,t. In each iteration all particle positions and velocitys are updated according to the following equations:
vi,t = ω · vi,t−1 + U [0, c1] ⊗ ( pi,t−1 − xi,t−1)
+ U [0, c2] ⊗ ( li,t−1 − xi,t−1) xi,t = xi,t−1 + vi,t where ω, c1, and c2 are predefined parameters, U [m, n] is a vector of random real numbers uniformly distributed over [m, n] , and ⊗ denotes element-by-element vector multiplication. Afterwards, particle i updates its private guide.
Particle interaction involves two aspects: First, which particles are defined as a particle's neighbors, and second, how to process the received information. In this paper, different approaches such as stereotyping [3] , FIPS [4, 5] , and dynamic neighborhood graphs [6, 7] are studied experimentally, also in combination with each other. A novel FIPS variant, the so-called Ranked FIPS, is introduced, which outperforms previous strategies on both the CEC 2005 benchmark suite and a traditional one. However, each neighborhood configuration has its specific strengths and weaknesses. Therefore, a new particle swarm optimizer which adapts its neighborhood structure to the optimization process by using subswarms and migration is proposed. This variant is able to provide very good, yet more reliable results than other particle swarm optimizers tested.
RELATED WORK
As this paper is concentrated on particle interaction, we give a brief overview of three distinct enhancements to the main PSO algorithm dealing with how particles are related and how they communicate with each other.
The Fully Informed Particle Swarm (FIPS)
The Fully Informed Particle Swarm (FIPS) was first described in 2003 by Rui Mendes et al. [4, 8] . It is based on the assumption that individuals do not merely follow their direct archetype, but are influenced by their whole neighborhood in a specific way. A Fully Informed Particle therefore has knowledge about the best solutions found so far by any neighbor, not just the most successful one.
In its original form, the FIPS velocity equation completely replaces the PSO one, discarding private guide and local guide. For greater flexibility, in our work it is employed as a replacement to the local guide alone though. In order to reflect the behavior from literature, c1 can be set to 0. On the other hand, it is still possible to have a private guide, which enables a combination of FIPS with the stereotyping algorithm presented in section 2.2.
The velocity calculation is done according to [5] , but enhanced with the private guide, while the position is updated in correspondance to the canonical PSO:
where N denotes the size of the particle's neighborhood and pj,t−1 denotes the private guide of neighbor particle j.
This version is called unweighted, as all solutions propagated by the neighbors are considered in equal measure. Hence, particles are guided to popular solutions, not particularly good ones. A reasonable alteration is to weight every private guide from the neighborhood by its fitness value:
In this form, the weighted FIPS is suitable for solving minimization problems with f (x) ≥ 0. To enable benchmarks with negative objective values, in the above equation f ( pj,t−1) −1 is replaced by −f ( pj,t−1) if f ( pj,t−1) < 0 as a simple workaround.
Particle Swarms with Stereotyping
In 2002 Kennedy introduced an algorithm which establishes a relationship between particles that are located close to each other in the search space [3] . The swarm is partitioned into several equivalence classes, called clusters, according to the private guides. The knowledge of the whole cluster is then used for the calculation of − → v .
As PSO was designed with the social interaction and mutual influence of human individuals being in mind, stereotyping takes one step further in the used analogy. Individuals perceive others not solely on the basis of their individual features, but also based on stereotypes found for specific groups they are members of. Additionally, members themselves try to comply with the values and behaviors formulated by social groups they belong to. Such a group does not solely rely on the experiences of individual members; it is possible for it to strike completely new paths. The membership is dependent on the individual itself though. The notion is that individuals with 'similiar' interests tend to form a group. In the domain of PSO this means that particles searching in the same proximity, and therefore most likely near the same local optimum, form a cluster.
Particles belonging to the same cluster need not be neighbors in the swarm's topology. Instead, a distinct relationship is established. Clusters are formed using the search space position of the private guides. A quantization algorithm like k-means (as suggested by Kennedy) can be used to partition them efficiently. The particles are assigned to k clusters such that each cluster will consist of at least one member.
After determining the k clusters and their corresponding epicenters in the search space, it is possible to use them for the velocity calculation in several ways. The epicenter can either replace the private guide, the local guide, or both. Kennedy's research led to the conclusion that only the first method yields a significant performance increase. Replacing the local guide alone resulted in performance degradation. For our experiments we therefore implemented this variant.
Since it does not affect the local guide at all, it is possible to use the FIPS algorithm in combination. Kennedy used a cluster count k = 5 on a swarm with 20 particles. We investigated different cluster counts and can conclude that 5 is also a good value for the extended swarm size of 50.
The Completing Graph
For many optimization problems it is advantageous to explore the search space first and only then improve good solutions at the end of the optimization process. Hence, the capability to (smoothly) switch from exploration to exploitation is a desired algorithm property. The exploration behavior of a particle swarm can, e.g., be controlled via its neighborhood topology: while densely connected swarms show fast convergence and high exploitation potential, sparsely connected swarms thoroughly explore the search space.
Accordingly, Suganthan's [6] , and Richards's and Ventura's [7] particle swarms start with a sparse neighborhood topology, and each particle gradually increases the number of its neighbors until the swarm is fully connected. With Richards's and Ventura's approach, each particle pi initially has only a single neighbor: pi+1 (p0 is the neighbor of pN−1). This is equivalent to a directed Ring topology. Then, after a certain number of iterations K, each pi adds pi+2 to its neighborhood, after 2K iterations pi+3 is added, and so on, until all particles are connected. K is chosen such that the swarm is fully connected after 4/5-ths of the desired function evaluations. If the number of iterations is not known beforehand (as is the case when particles are allowed to enter infeasible space and the evaluation step is skipped), K has to be estimated.
In every time step the swarm is connected via a Ring-like topology. In order to combine the completing graph scheme with the successful von Neumann topology, the following approach was used in our experiments: Initially, the swarm is connected via an arbitrary desired topology. The goal is to complete the neighborhood graph to a fully connected one until the K2-th iteration, where K2 is a user-specified parameter. Therefore, every K2/missing edges iterations, a random edge is inserted between two nodes of the lowest degree. Note that the graph's diameter may rapidly decrease, contrary to Richards's and Ventura's approach.
RANKED FIPS
In this section, a novel variant of the FIPS algorithm is presented. First we briefly discuss some shortcomings affiliated with the weighted and unweighted FIPS.
Motivation
When the FIPS algorithm was introduced by Rui Mendes et al. in 2003 as PSON and PSOWN, respectively, it was tested with six traditional benchmark functions, and the results were very promising, showing major performance improvements over the canonical PSO algorithm [8] . However, particles where initialized uniformly over the whole search space, and the global optima of all used benchmark functions are located in the center of the search space. Further work, e.g., the introduction of FIPS in 2004, revealed that the algorithm is indeed biased towards the center of its initialization in search space. It was found that FIPS was still able to often outperform the regular PSO and often reach fitness criterions in less computation time when using asymmetrical initialization. However, in many cases it also suffered from a very bad performance, the used neighborhood topology being a key factor [4] . Further investigations revealed three major drawbacks of the FIPS algorithm:
• On some problems, e.g. Ackley and Michalewicz, the optimization process is not able to significantly improve the initial particle positions, whereas other PSO variants are more successful.
• The neighborhood topology, especially the average vertex degree and whether a particle is included in its own neighborhood or not, has a strong effect on the velocity of the particles. Using an unsuitable neighborhood configuration results either in premature convergence or in no convergence at all, if particles are allowed to leave the search space. Experimental analyses of Mendes et al. show that the FIPS algorithm is very sensible to its neighborhood settings [4] . They presented guidelines for choosing a neighborhood configuration which restricts FIPS to a very limited subset of appropriate neighborhood topologies.
• While it was found that the weighted FIPS doesn't work significantly better than the unweighted FIPS, the reasons remained unclear. Still, information about the quality of solutions found should intuitively help the optimizer, if utilized right. It seems the weighted FIPS fails to incorporate this information well.
Examining the optimization runs of several benchmark functions, we compared the resulting weights of the propagated solutions after applying the random operator U . It was found that after vast improvements were made in the first iterations, in the majority of the optimization time the private guides of particles close to each other in the topology have very similiar fitness values, leading to a strongly diminished effect of the weighting compared to the randomization. The weighting effect renders negligible, explaining the similiar overall behavior in regard to the unweighted FIPS.
Algorithm
In an attempt to resolve these shortcomings (especially the one mentioned last), in our proposed algorithm, the propagated solutions are not weighted directly by their fitness value. Instead, the fitness values are used to define a ranking, where a lower fitness value corresponds to a lower rank, respectively. The weight of a solution is solely defined by its rank. Therefore, the distance between a pair of fitness values is rendered irrelevant, whereas information about a solution's relative quality is still preserved. There are several methods of defining the static rank weights. In our work, we used the following rule: The weight of a solution with rank r is always twice as high as the weight of the solution with the subsequent rank r + 1, while the sum over all weights is 1. Depending on the number of neighbors present, this leads to rank weights r1 ∈ [
], and so on. Using these rank weights, we formulate the following equation to calculate vi,t:
This leads to a more stable approach than the weighted FIPS in two respects: Firstly, the rank weights remain the same throughout the whole optimization process and are independent of the objective function. Even if progress is very slow, the ranking gives strong emphasis to better solutions. Secondly, by using the presented formula to calculate the rank weights, the influence of the neighborhood size has only a small effect on the weight of the best solution propagated. This solution has a guaranteed minimum weight factor of 0.5. Both make the ranked FIPS behave much more like the standard PSO, while it still incorporates the knowledge of the whole neighborhood. Optimization runs show reasonable particle velocities independently from the used neighborhood topology. Our experiments have shown that using the ranked FIPS with particles being included in their respective neighborhood does not lead to the erratic behavior known from the original FIPS methods. Nevertheless if particles are not included in their neighborhood, still better results are obtained.
ADAPTIVE MULTI-SWARM OPTIMIZER
Each particle swarm optimizer has its specific strengths and weaknesses. However, the characteristics of the objective function are rarely known beforehand. Hence, it is desirable to combine the different approaches in such a way that the swarm chooses a configuration which is well-suited for the respective problem. In order to achieve this goal, a new adaptive strategy was developed.
Presentation of the new Algorithm
The new particle swarm optimizer consists of several subswarms which cannot communicate with each other. Initially, the particles are evenly divided into a predefined number of subswarms. Each subswarm features different parameter settings, such as control parameters, inertia weight, or neighborhood topology. In each iteration, particles can migrate from one subswarm to another by keeping their position, velocity and private guide, but adopting the configuration of the new subswarm. The algorithm is therefore called Particle Swarm Optimization with Migration (MPSO).
To migrate a particle, it has to be deleted from its old and added to its new subswarm. As the neighborhood graph is an important algorithmic setting, the subswarms' topologies should be preserved as far as possible. If a subswarm is fully connected or connected via the Ring topology, adding and deleting particles is straightforward. For the von Neumann topology, the following approach is used: If a particle is deleted, two new communication links are added, from its left to its right neighbor, and from its top to its bottom neighbor. A gap arises which will be filled again if a particle is added to this sub-topology. If a particle is added, but no gaps are available, it is simply inserted at the end of the grid, possibly expanding it in one dimension. For deletion, a random particle is chosen due to our assumption that this decision does not greatly influence the algorithmic behavior. Figure 1 demonstrates the migration procedure for the von Neumann topology.
Many different strategies for triggering migration may be integrated into the general concept of MPSO. Two different approaches were investigated: A rather simple one (MPSO-1) and a more advanced strategy using penalty points for evaluating the subswarms' performance (MPSO-2 ). MPSO-1 and MPSO-2 will be described in the following subsections and compared with each other in Section 5.2.
MPSO-1
MPSO-1 is a rather simple realization of the multi-swarm concept. It was implemented for comparison and to determine if it is able to compete with more complicated methods. Figure 1: MPSO with 50 particles and two subswarms l, r. Initially each subswarm consisted of 25 particles. Then, l lost particles 12 and 6 which were inserted as 25 and 26 into r. Afterwards, r lost three random particles, which were inserted into the gaps of l's grid, and at the end of the grid, respectively.
To decide which subswarms are involved in migration, fitness values are assigned to all subswarms. The fitness value of a subswarm is adopted from the best private guide currently present in the subswarm. Then, every K3 iterations a single particle migrates from the subswarm with worst fitness to the one with best fitness, where K3 is a user-defined parameter.
MPSO-2
To have more far reaching trends being the cause of migration, a more sophisticated method is needed than using the data of just a single iteration. We therefore introduce the concept of penalty points: scoring bad on a specified criterion results in penalty points assigned to the subswarm. A possible criterion could be the fitness value as used by MPSO-1. To avoid defining a fixed threshold for the criterion, scoring bad is defined relatively to all other subswarms. To implement this concept, the following steps are performed at each iteration:
• Measure criterion values for all subswarms and compare pairwise. If a ratio higher than Pratio (userdefined) is found, assign a penalty point to the subswarm with lower value.
• Test all subswarms' penalty records against penalty limit P limit (user-defined) to identify ceding subswarms.
• Sort all subswarms with respect to the latest criterion measurement. Migrate a particle from every ceding subswarm to another subswarm in this order. Reset the penalty record of the losing subswarm.
Several possible criteria come to mind: the best solution found (as in MPSO-1), the advancement regarding the best objective value found, or a measurement of convergence (difference between private guides in terms of search space position or fitness value). Here, the advancement over a window of the last 200 iterations is used, i.e. the ratio of the current fitness value and the fitness value 200 iterations ago.
Swarms should not be penalized as long as they still have potential for further improvement, while premature convergence should be penalized, even if a good local optimum was found. At the beginning of the optimization process huge Figure 2 : Sample optimization run with 4 subswarms. The current fitness value of every swarm and its particle count are shown over time. Swarm 2 is fast, but suffers from premature convergence and has to spend all particles. Swarm 3 also is not able to improve its result and loses particles. Finally, all particles belong to the steadily improving Swarm 1.
fitness leaps are common. Therefore, if the advancement criterion value is greater than a threshold value of 0.01, it is set to that value. The iteration window size and the threshold value were determined by experiments on the traditional benchmark suite presented in Section 5. Although they seem to also be practical for the CEC problems, further work is needed on this topic. Figure 2 shows a sample optimization run of MPSO-2.
EXPERIMENTAL RESULTS
Our experimental analysis consists of two parts: First, the different neighborhood-related algorithms described in Sections 2 and 3 are compared to each other, also in combined form. Next, using the knowledge from the first experiment, adaptive multi-swarm optimizers are set up and investigated.
For the experimental analysis, eight widely-used benchmarks, namely Sphere, Rosenbrock, Rastrigin, Griewank, Ackley, Schwefel 2.6 (function descriptions, search and initialization ranges were taken from [2] ), Shaffer (see [8] ), Michalewicz, and the CEC 2005 benchmark suite [9] were used. Michalewicz is defined as follows: benchmarks all noisy problems (f4 and f17), and f8 (which did not yield meaningful results because all swarms were equally unsuccessful) were skipped. A 30-dimensional parameter space was used for all benchmarks except Shaffer, which is a two-dimensional problem. Griewank was additionally tested in 10 dimensions.
All parameters which are not related to the neighborhood strategies themselves are fixed. For the other parameters, we use the following settings: As neighborhood topology, we apply the so-called von Neumann graph, a two-dimensional grid with wrap-around edges, as proposed by Kennedy and Mendes [10] . A particle is not included in its own neighborhood. In each iteration, the particles' private guides are updated simultaneously after the movement of all particles. Velocities are initialized with uniform distribution over the search space. All other parameters were chosen according to the Standard PSO [2] : c1 = c2 = 1.496172, ω = 0.72984, and the swarmsize is 50. When a particle leaves the search space, it is not evaluated, and neither its position nor its velocity are altered. The PSO terminates on a limit of 300, 000 objective function evaluations. Each PSO configuration was repeated 100 times. In Table 3 (see Appendix) mean values and standard errors are presented.
Experiment I
This experiment compares different PSO variants on both a traditional and the CEC05 benchmark suites, with a total of 31 objective functions. A second focus is on the combination of these algorithms, where applicable.
Candidates
Sections 2 and 3 showed several different approaches to alter the PSO's behavior regarding particle communication.
Stereotyping creates a second connectivity layer between the particles by means of the private guide, whereas the FIPS replaces the local guide. Finally, we survey the completing graph as a simple dynamic transformation of the neighborhood topology. Adding possible combinations, we end up with the following selection of candidates:
• regular: Standard PSO with Von-Neumann topology
• st: Stereotyping on private guide
• fu, fw, fr: unweighted, weighted and ranked FIPS
• stfr: ranked FIPS with stereotyping
• cg, stcg, frcg: completing graph with generalized edge insertion on regular, st and fr, respectively
• dircg: directed completing graph based on ring topology, with circular edge insertion
The FIPS variants fu, fw, fr, frcg, the following settings are applied: c1 = 0, c2 = 2.99234. The completing graphs are configured to be finished at iteration K2 = 6000, which is the minimal count of iterations passed.
Results
From the results in Table 3 and the ranks presented in Table 1 , we can conclude that each presented modification is able to provide significant performance improvements over the Standard PSO, but not all of the tested combinations are able to do so. Although some of the candidates seem to be more suitable for one of the used benchmark suites than for the other, the correlation between the rank sums P 1 and P 2 is very high (0.786).
Stereotyping is a strategy that was mostly overlooked ever since its introduction. Our results give reason to reconsider: st achieves better results than regular on all problems except f15, where only dircg beats regular. Also, the best solutions are often found by st. Stereotyping can be recommended even for completely unknown problems, as the solution quality is always good in this experiment. The low standard deviation of its ranks (the lowest of all candidates) is another indicator for reliability.
The fr strategy manages to produce impressive results over the whole test set, on par with st. Compared to st, fr finds the best solutions more often, but has more serious problems, too. While the other FIPS variants also show improvements over the Standard PSO on most problems, they deliver worse results for 11 (fu) and 9 problems (fw), respectively. However, the neighborhood configuration chosen is the best suited for FIPS according to [4] and our earlier experiments. The ranked FIPS does not completely dominate regular, either. Both fu and fw have serious problems with Michalewicz and Ackley, while fr at least works well on Ackley. Interestingly, frcg works very well on Michalewicz, but degrades performance for many other problems.
As both stereotyping and the ranked FIPS manage to improve the optimization process, and they do so in different fields, it is reasonable to search for a good combination of both. However, stfr failed and led to the worst results on many problems. The reason is that the FIPS does not work well in combination with a private guide, as own experiments have shown. In subsection 5.2 we try a more sophisticated combination.
The key idea of the completing graph method was the transition from exploration to exploitation. However, our results show that densifying the neighborhood graph is not sufficient to produce the supposed benefits. Only dircg achieves a significant performance improvement, while all other combinations fail to do so. Previous experiments presented measurable, but insignificant differences between circular edge insertion and generalized least-grade insertion regarding the optimization process using an undirected ring as base topology. This changes with directed edges in the ring topology, where a solution has to be communicated to the whole swarm before it can become the local guide for the originating particle. The swarm converges very slowly. Due to the completion, exploitation still comes into play near the end of the optimization process. Note that it is important to exclude a particle from its neighborhood to prevent local convergence.
This experiment has two clear winners: Kennedy's stereotyping (st) and the ranked FIPS (fr). While the completing graph also works very well in a very specific setting, our efforts to generalize it proved fruitless.
Experiment II
Based on the previous experiment, we investigate promising multi-swarm configurations using MPSO-1 and MPSO-2. The number of subswarms involved needs to be chosen along the subswarm's configurations. It is hard to find a high number of subswarms complementing each other well. Also, a higher number of subswarms result in a lower particle count per swarm. Hence, in this experiment different configurations with only two or three subswarms are chosen.
Candidates
Experiment I showed that fr and st both provide the best performance among the candidates, each having different strengths and weaknesses. Therefore, both were chosen as subswarm strategies for all MPSO configurations. Candidates fu and fw seem to be an appropriate supplement, while fu performs better than both st and fr for 4 problems and is the single best solution for 2 problems. Alternatively, dircg could be favored, being a completely different approach from the first two subswarms.
As a result, the following candidates were tested:
• M1-2, M2-2: MPSO-1, MPSO-2 with fr and st
• M1-3a, M2-3a: MPSO-1, MPSO-2 with fr, st, dircg • M1-3b, M2-3b: MPSO-1, MPSO-2 with fr, st and fu
For the MPSO-1 variants, the iteration count K3 = 60 was chosen. For the MPSO-2 variants, penalty limit P limit = 60 and penalty ratio Pratio = 2 are used.
Results
For an MPSO strategy to be considered successful, the overall performance should be at least in between the performance of its parts (i.e., the strategies used in the subswarms). The main advantage has to be a broader applicability due to its adaptive characteristic. Both the M1-2 and M2-2 configurations achieve this goal, producing comparable results with significantly lower standard deviations of their respective ranks, as seen in Table 2 .
The extra efforts spent on the more complicated design of M2-2 pay off: M2-2 reaches both the lowest rank sum and the lowest standard deviation. The mean solutions found are worse compared to both st and fr on 6 problems. However, they are still of very good quality for all problems tested. Remarkably, on some problems M2-2 is even the single best candidate. The Standard PSO beats M2-2 only on Shaffer, where M2-2 sometimes fails to reach the global optimum. An interesting insight was provided by Rosenbrock: On this function, the advancement criterion doesn't trigger migration well, as the swarms never stop to steadily improve.
It can be observed that the overall results of both M2-3a, M2-3b and both M1-3a, M1-3b are very similiar, but worse than their 2-subswarm counterparts. The supplemental subswarms tried here cannot sufficiently support the whole optimization process. The higher number of subswarms leads to smaller subswarm sizes, making the optimization process less efficient to start with.
Other than the variants with 3 subswarms involved, both M2-2 and M1-2 already show very promising results, even though they weren't analyzed in detail yet and are merely in a proof-of-concept state.
CONCLUSION AND FUTURE WORK
The work presented here deals with interaction among particles. Different methods of communication and altering the particles' relationships were examined. A new variant of the popular FIPS algorithm was introduced, with promising qualities observed. It was tested within a wide context of neighborhood-related modifications to PSO. Different possible combinations of these were explored for the first time. To achieve meaningful and comparable results, tests were run both on a comprehensive set of traditionally used benchmark problems and on the newly established CEC05 benchmark suite. Furthermore, a new adaptive strategy was introduced, combining different PSO variants to produce a reliable performance over a wider spectrum of functions. Apart from the general concept of migration between subswarms, two different realizations of which were devised, with focus on simplicity and sophistication, respectively. Complementing subswarm configurations were successfully derived from the results of the previous experiment.
It was observed that both Kennedy's stereotyping and the newly introduced ranked FIPS can be considered as a major improvement over the canonical PSO algorithm. The ranked FIPS allows the FIPS concept to be used independently of the neighborhood topology chosen, and additionally performs significantly better than the original FIPS. Kennedy and Mendes suggested to seek after very best suited neighborhood topologies for both PSO and FIPS [5] not presented here revealed that well suited topologies for the regular PSO algorithm seem to be equally-well suited for the ranked FIPS though. The problems of FIPS on Michalewicz are still to be explained, whereas analyzing the combination of the ranked FIPS with the completing graph on Michalewicz could give viable insights. The investigations into the completing graph as a dynamic modification to the neighborhood topology yielded an interesting observation: In order to produce the desired balance between exploration and exploitation over time, it is possible to model the feedback loop of particles using accordingly designed directed neighborhood graphs.
MPSO as a new approach to an adaptive optimizer already produced very good results, while no major drawbacks were observed. The main goal was an increased reliability compared to non-adaptive algorithms. This was achieved without a distinct performance tradeoff. Still, many aspects need further analysis, particularly of the described MPSO-2 variant. The amount of newly introduced parameters should be minimized. While the measurement was done on advancement, ultimately it worked best to identify convergence. Other methods to achieve similiar characteristics should be considered, especially with simplicity in mind. 
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