Grid did on twentieth century, Grid computing has been hailed as the next revolution after the Internet and the Web.
These developments foreshadow the realization of the vision of Leonard Kleinrock, one of the chief scientists of the original Advanced Research Projects Agency Network (ARPANET) project that seeded the Internet, who said in 1969 [3] : "As of now, computer networks are still in their infancy, but as they grow up and become sophisticated, we will probably see the spread of 'computer utilities,' which, like present electric and telephone utilities, will service individual homes and offices across the country."
Utility computing is envisioned to be the next generation of information technology (IT) evolution that depicts how computing needs of users can be fulfilled in the future IT industry [13] . Its analogy is derived from the real world, where service providers maintain and supply utility services, such as electrical power, gas, and water to consumers. Consumers in turn pay service providers according to their usage. Therefore, the underlying design of utility computing is based on a service provisioning model, where users (consumers) pay providers for using computing power only when they need to.
GRID COMPUTING
Grid computing follows the service-oriented architecture and provides the hardware and software services and infrastructure for secure and uniform access to heterogeneous resources and enables the formation and management of virtual organizations (VOs). It also supports application and services composition, workflow expression, scheduling, and execution management and service-level agreement (SLA)-based allocation of resources.
As there are a large number of projects around the world working on developing Grids for different purposes at different scales, several definitions of Grid abound. The Globus project (Argonne National Laboratory, USA) defines Grid as "an infrastructure that enables the integrated, collaborative use of high-end computers, networks, databases, and scientific instruments owned and managed by multiple organizations." Another utility notion-based Grid definition put forward by the Gridbus project (University of Melbourne, Australia) is "Grid is a type of parallel and distributed system that enables the sharing, selection, and aggregation of geographically distributed 'autonomous' resources dynamically at runtime depending on their availability, capability, performance, cost, and users' Quality of Service (QoS) requirements."
The development of the Grid infrastructure, both hardware and software, has become the focus of a large community of researchers and developers in both academia and industry. The major problems being addressed by Grid developments are the social problems involved in collaborative research:
. Improving distributed management while retaining full control over locally managed resources
. Improving the availability of data and identifying problems and solutions to data access patterns
. Providing researchers with a uniform user-friendly environment that enables access to a wider range of physically distributed facilities improving productivity A high-level view of activities involved within a seamless and scalable Grid environment is shown in Figure 1 .2. Grid resources are registered within one or more Grid information services. The end users submit their application requirements to the Grid resource broker, which then discovers suitable resources by querying the information services, schedules the application jobs for execution on these resources, and then monitors their processing until they are completed. A more complex scenario would involve more requirements and therefore, Grid environments involve services such as security, information, directory, resource allocation, application development, execution management, resource aggregation, and scheduling. Software tools and services providing these capabilities to link computing capability and data sources in order to support distributed analysis and collaboration are collectively known as Grid middleware.
In order to provide users with a seamless computing environment, the Grid middleware systems need to solve several challenges originating from the inherent features of the Grid [8] . One of the main challenges is the heterogeneity that results from the vast range of technologies, both hardware and software, encompassed by the Grid. Another challenge involves the handling of Grid resources that are spread across political and geographic boundaries and are under the administrative control of different organizations. It follows that the availability and performance of Grid resources are unpredictable as requests from within an administrative domain may gain higher priority over requests from outside. Thus, the dynamic nature of Grid environment poses yet another challenge.
To tackle these challenges, a Grid architecture has been proposed based on the creation of virtual organizations (VOs) [9] by different physical (real-world) organizations coming together to share resources and collaborating in order to achieve a common goal. A VO defines the resources available for the participants and the rules for accessing and using the resources. Within a VO, participants belonging to member organizations are allocated resource shares according to the urgency and priority of a request as determined by the objectives of the VO. Another complementary Grid architecture [10] is based on economic principles in which resource providers (owners) compete to provide the best service to resource consumers (users) who select appropriate resources according to their specific requirements, the price of the resources, and their quality-of-service (QoS) expectations from the providers. Two examples of QoS terms are the deadline by which the resource needs to be available and the maximum price (budget) that can be paid by the user for the service. QoS terms are enforced via service-level agreements (SLAs) between the providers and the consumers, the violation of which results in penalties.
GRID COMPONENTS
In a worldwide Grid environment, capabilities that the infrastructure needs to support include . Remote storage and/or replication of datasets . Publication of datasets using global logical name and attributes in the catalog . Security-access authorization and uniform authentication . Uniform access to remote resources (data and computational resources) . Publication of services and access cost . Composition of distributed applications using diverse software components including legacy programs These capabilities in Grid computing environments play a significant role in enabling a variety of scientific, engineering, and business applications. Various Grid components providing these capabilities are arranged into layers. Each layer builds on the services offered by the lower layer in addition to interacting and cooperating with components at the same level (e.g., resource broker invoking secure process management services provided by core middleware). Figure 1 .3 shows four layers of the hardware and software stack within a typical Grid architecture: fabric, core middleware, user-level middleware, and applications/portals layers. Adaptive management capabilities are supported by implementing principles of market-oriented resource management mechanisms in different horizontal layers. The Grid fabric layer consists of distributed resources such as computers, networks, storage devices, and scientific instruments. The computational resources represent multiple architectures such as clusters, supercomputers, servers, and ordinary PCs that run a variety of operating systems (such as UNIX variants or Windows). Scientific instruments such as telescopes and sensor networks provide real-time data that can be transmitted directly to computational sites or are stored in a database.
The core Grid middleware offers services such as remote process management, coallocation of resources, storage access, information registration and discovery, security, and aspects of QoS such as resource reservation and trading. These services abstract the complexity and heterogeneity of the fabric level by providing a consistent method for accessing distributed resources.
The user-level Grid middleware utilizes the interfaces provided by the low-level middleware to provide higher-level abstractions and services. These include application development environments, programming tools, and resource brokers for managing resources and scheduling application tasks for execution on global resources.
Grid applications and portals are typically developed using Grid-enabled programming environments and interfaces and are deployed on Grids using brokering and scheduling services provided by user-level middleware. An example application, such as parameter simulation of a grand-challenge problem, would require computational power and access to remote datasets, and may need to interact with scientific instruments. Grid portals offer Web-enabled application services, where users can submit their jobs to remote resources and collect results from them through the Web.
The design aims and benefits of Grids are analogous to those of utility computing, thus highlighting the potential and suitability of Grids to be used as utility computing environments. The current trend of implementing Grids based on open standard service-based architectures to improve interoperability is a step toward supporting utility computing. Even though most existing Grid applications are scientific research and collaboration projects, the number of applications in business and industryrelated projects is gradually increasing. It is thus envisioned that the realization of utility computing through Grids will follow a course similar to that of the World Wide Web, which was first initiated as a scientific project but was later widely adopted by businesses and industries.
GRID INITIATIVES AROUND THE WORLD
Given the possibilities of Grid computing, it is no surprise that there is keen interest in this technology around the world (globally). Currently, Grid projects that have been initiated on the global scale can be broadly classified into two categories [8] :
(1) Grid infrastructure development, which involves setting up hardware, software, and administrative mechanisms to enable application scientists to make use of these facilities for their research; and (2) Grid middleware research, which investigates the development of software and policy mechanisms that assist in realizing the full potential of Grid computing. Many of these projects are motivated by large-scale scientific projects that will involve the production and analysis of data at an unprecedented scale. One frequently cited such large-scale scientific project is the Large Hadron Collider (LHC) experiments [11] at the European Organisation for Nuclear Research (CERN), which began data production in 2008. The volume of data generated by these experiments is in the petabyte (PB) range, for distribution to physicists around the world for analysis. As the Grid has been mandated as the IT infrastructure for handling the massive workloads of LHC experiments, all the collaborating nations are setting up Grid infrastructure in one form or another. In the following sections, we will describe some of the major Grid infrastructure and middleware projects around the world.
United States of Amercia (USA)
Production Grid testbeds for various application domains have been deployed over physical (hardware) Grid infrastructure such as the National Science Foundation (NSF)-funded TeraGrid [17] in the United States, which provides over 40 terafloating-point operations per second (Tflops) of computing power at eight sites around the country with 2 PB of available storage interconnected by a network operating at a speed of 10-30 gigabits per second (Gbps). The BioInformatics Research Network (BIRN) is another testbed for the purpose of furthering biomedical science by sharing data stored in different repositories around USA. The NEESGrid enables scientists in the earthquake engineering community to carry out experiments in distributed locations and analyse data through a uniform interface.
Of the Grid middleware efforts in the United States, the Globus toolkit from the Globus Alliance led by Argonne National Laboratory is the most widely known. Other notable efforts are the Condor project (University of Wisconsin, Madison) for high-throughput computing mechanisms, and "i Rule Oriented Data Systems" (iRODS) [58] from the San Diego Supercomputing Center (SDSC) for Grid data management. In addition, several commercial organizations such as IBM, Sun Microsystems, Hewlett-Packard (HP), and Oracle are actively involved in the development of enterprise and global utility Grid technologies.
Europe
Two pioneering Grid efforts in Europe, started in early 2001, were the United Kingdom (UK)'s e-Science program [5] and the European Union (EU)-funded Data Grid project [11] . The latter was succeeded by the EGEE (Enabling Grids for E-sciencE) project, which aims to create a Grid infrastructure available to scientists and to develop robust middleware for application deployment. CERN manages the LHC Computing Grid (LCG) project, which has created a production Grid infrastructure for researchers involved in the experiments using the LHC.
Other notable EU-funded projects include GridLab [53] , providing a Grid application development toolkit; Cactus framework, for scientific programming; GridSphere, for creating a Web portal environment for Grid users; P-Grade, providing a visual environment for application development; Triana, for workflow formulation; and OGSA-DAI, for integration of relational databases in Grid environments.
Asia-Pacific
Several countries in the Asia-Pacific region have started national Grid programs similar to those initiated in the United States and Europe. In addition, countries such as Australia, China, Japan, South Korea, and Singapore are active participants in worldwide Grid projects such as the LCG. Some of the notable Grid programs are the National Research Grid Initiative (NAREGI) in Japan, China National Grid in China, K Ã Grid in South Korea, and Garuda National Grid in India. Prominent Grid middleware projects include the Ninf project (Tokyo Institute of Technology) for building a Grid-based remote procedure call (RPC) system [29] , the Grid Datafarm (Gfarm) project (AIST, Japan) for providing a petascale data storage-processing system, the Nimrod/G project (Monash University, Australia) for parametric computations on Grid resources [28] , and the Gridbus project (University of Melbourne, Australia) for market-oriented Grid and utility computing [54] .
Standardization Efforts
Given the large amount of middleware development happening in this area of research, standardization is important to ensure interoperability between different products and implementations. Grid standardization efforts led by the Open Grid Forum (OGF) [12] have produced standards for almost all aspects of Grid technology. Work at the OGF has produced the open Grid service infrastructure (OGSI) specification and its successor, the Web services resource framework (WSRF), which have paved the way for integration of Web services within Grid architecture. This is important as Web services allow Grid developers to take advantage of standard message formats and mechanisms such as HTTP and XML for communicating between heterogeneous components and architectures. Other standardization bodies such as World Wide Web Consortium (W3C), Organization for Advancement of Structured Information Standards (OASIS), and Internet Engineering Task Force (IETF) also produce standards relevant to aspects of Grid Computing.
MARKET-ORIENTED GRID RESOURCE MANAGEMENT
Resource management and scheduling in Grid environments is a complex undertaking. The geographic distribution of resources owned by different organizations with different usage policies, cost models, and varying load and availability patterns is problematic. The producers (resource owners) and consumers (resource users) have different goals, objectives, strategies, and requirements. Classical Grids are motivated by an assumption that coordinated access to diverse and geographically distributed resources is valuable. However, this paradigm needs mechanisms that allow not only such coordinated access but also sustainable, scalable models and policies that promote utility-oriented sharing of Grid resources.
To address these resource management challenges, several groups of researchers have proposed a distributed computational economy-based 1 framework [10, 14, 50, 56] , for resource allocation and to regulate supply and demand of the available resources. This economy-based framework offers an incentive to resource owners for contributing and sharing resources, and motivates resource users to think about tradeoffs between the processing time (e.g., deadline) and computational cost (e.g., budget), depending on their QoS requirements. It can be observed that, even in electricity Grids, bid-based electricity trading over the Internet has been adopted to develop competitive forces in the electricity marketplace [20] .
Resource management and scheduling systems for Grid computing need to manage resources and application execution depending on resource consumers' and owners' requirements, and they need to continuously adapt to changes in the availability of resources. This requirement introduces a number of challenging issues that need to be addressed, namely: site autonomy, heterogeneous substrate, policy extensibility, resource allocation or coallocation, online control, resource trading, and QoS-based scheduling.
Assessing Wants and Needs
In an economy-based Grid computing environment, resource management systems need to provide mechanisms and tools that allow resource consumers (end users) and providers (resource owners) to express their requirements and facilitate the realization of their goals. Resource consumers need . A utility model to determine how consumers demand resources and their preference parameters
. A broker that supports resource discovery and strategies for application scheduling on distributed resources dynamically at runtime depending on their availability, capability, and cost along with user-defined QoS requirements
Resource providers need
. Tools and mechanisms that support price specification and generation schemes to increase system utilization . Protocols that support service publication, trading, and accounting
For the market to be competitive and healthy, coordination mechanisms are required to help reach equilibrium price-the market price at which the supply of a service equals the quantity demanded.
Computational Economy and Its Benefits
Like all systems involving goals, resources, and actions, computations can be viewed in economic terms. With the proliferation of networks, high-end computing systems 1 The terms "economic/economy-based" and "market-based" are synonymous and interchangeable.
MARKET-ORIENTED GRID RESOURCE MANAGEMENT architecture has moved from centralized toward decentralized models of control and action; the use of economy-driven market mechanisms would be a natural extension of this development. The ability of trade and price mechanisms to combine local decisions by diverse entities into globally effective characteristics reflect their value for organizing computations in large systems such as Internet-scale computational Grids.
The need for an economy-driven resource management and scheduling system comes from the answers to the following questions:
. What constitutes the Grid, and who owns its resources? . What motivates resource owners to contribute their resources to the Grid? . Is it possible to have access to all resources in the Grid by contributing our resource?
. If not, how do we have access to all Grid resources?
. If we have access to resources through collaboration, are we allowed to use them for any other purposes?
. Do resource owners charge the same or a different price for different users?
. Is access cost the same for peak and off-peak hours?
. How can resource owners maximize their profits?
. How can users solve their problems within a minimum cost?
. How can a user get high priority over others?
. If the user relaxes the deadline by which results are required, can solution cost be reduced?
Several individuals or organizations that have contributed resources to the Grid have been motivated largely by the public good, prizes, fun, fame, or collaborative advantage. This is clearly evident from the construction of private Grids (but on volunteer resources) or research testbeds such as SETI@Home [18] , Condor pool [38] , and TeraGrid [17] . The chances of gaining access to such computational testbeds for solving commercial problems are low. Furthermore, contributing resources to a testbed does not guarantee access to all the other resources in that testbed.
Commercial companies such as Entropia, ProcessTree, Popular Power, United Devices, and DataSynapse are exploiting idle central processing unit (CPU) cycles from desktop machines to build a commercial computational Grid infrastructure based on peer-to-peer (P2P) networks [19] . These companies are able to develop large-scale infrastructure for Internet computing and use it for their own financial gain by charging for access to CPU cycles for their customers, without offering fiscal incentive to all resource contributors. However, in the long run, this model does not support the creation of a maintainable and sustainable infrastructure, as the resource contributors have no incentive for their continued contribution. Therefore, a Grid economy seems a better model for managing and handling requirements of both Grid providers and consumers. The benefits of economy-based resource management include the following:
. It helps in building a large-scale Grid as it offers incentive for resource owners to contribute their (idle) resources for others to use and profit from.
. It helps in regulating the supply and demand for resources.
. It offers an economic incentive for users to back off when solving low-priority problems and thus encourages the solution of time-critical problems first.
. It removes the need for a central coordinator (during negotiation).
. It offers uniform treatment of all resources; that is, it allows trading of everything including computational power, memory, storage, network bandwidth/ latency [22] , data, and devices or instruments.
. It allows users to express their requirements and objectives.
. It helps in developing scheduling policies that are user-centric rather than system-centric.
. It offers an efficient mechanism for allocation and management of resources.
. It helps in building a highly scalable system as the decisionmaking process is distributed across all users and resource owners.
. It supports a simple and effective basis for offering differentiated services for different applications at different times.
. Finally, it places the power in the hands of both resource owners and users, enabling them to make their own decisions to maximize the utility and profit.
REQUIREMENTS FOR ECONOMY-BASED GRID SYSTEMS
To deliver value to users greater than that possible with traditional systems, economybased resource management systems need to provide mechanisms and tools that allow resource consumers (end users) and providers (resource owners) to express their requirements and facilitate the realization of their goals. In other words, they need (1) the means to express their requirements, valuations, and objectives (value expression); (2) scheduling policies to translate them into resource allocations (value translation); and (3) mechanisms to enforce selection and allocation of differential services, and dynamic adaptation to changes in their availability at runtime (value enforcement). Similar requirements are raised [2] for market-based systems in a single-administrative-domain environment such as clusters, and they are limited to cooperative economic models since they aim for social welfare. Grids need to use competitive economic models as different resource providers and resource consumers have different goals, objectives, strategies, and requirements that vary with time. Essentially, resource consumers need a utility model to allow them to specify resource requirements and constraints. For example, the Nimrod/G broker allows users to specify the deadline and budget constraints along with optimization parameters such as optimizing for time (value expression). They need brokers that provide strategies for choosing appropriate resources (value translation) and dynamically adapt to changes in resource availability at runtime to meet user requirements (value enforcement). The resource owners need mechanisms for price generation schemes to increase system utilization and protocols that help them offer competitive services (value expression). For the market to be competitive and healthy, coordination mechanisms are required that help the market reach an equilibrium price-the price at which the supply of a service equals the quantity demanded. Grid resources have their schedulers (e.g., OS or queuing system) that allocate resources (value translation). A number of research systems have explored QoS-based resource (e.g., CPU time and network bandwidth [22, 23] ) allocation in operating systems and queuing systems, but the inclusion of QoS into mainstream systems has been slowpaced (e.g., the Internet mostly uses the best effort allocation policy [24] , but this is changing with IPv6 [25] ). Some research systems support resource reservation in advance (e.g., reserving a slot from time t 1 to t 2 using the Globus Architecture for Reservation and Allocation (GARA) [21] and binding a job to it) and allocate resources during reserved time (value enforcement).
MARKET-ORIENTED GRID ARCHITECTURE
A reference service-oriented architecture for market-oriented Grids is shown in Figure 1 .4. The key players in a market-oriented Grid are the Grid user, Grid resource broker, Grid middleware services, and Grid service providers (GSPs). The Grid user wants to make use of Grids to complete their applications. Refactoring existing applications is thus essential to ensure that these applications are Grid-enabled to run on Grids [26] . The Grid user also needs to express the service requirements to be fulfilled by GSPs. Varying QoS parameters, such as a deadline for the application to be completed and budget to be paid on completion, are defined by different Grid users, thus resulting in dynamic fluctuation of peak and nonpeak service demands. The Grid resource broker then discovers appropriate Grid middleware services on the basis of these service demand patterns and QoS requirements, and dynamically schedules applications on them at runtime, depending on their availability, capability, and costs. A GSP needs tools and mechanisms that support pricing specifications and schemes so they can attract users and improve resource utilization. They also require protocols that support service publication and negotiation, accounting, and payment.
The Grid resource broker comprises the following components:
. Job control agent-interacts with users to determine the application profile that is used to create jobs that are executed on the Grid resources. These jobs are then input to the schedule advisor. The control agent also ensures that the jobs are persistent and their status is properly maintained.
. Grid explorer-discovers computational and data resources, including their current and future status, and also their prices.
. Schedule advisor-receives the list of jobs from the control agent and the list of resources from the Grid explorer. It uses these inputs to assign jobs to the suitable Grid resources such that the users' requirements are satisfied. It keeps track of the progress of execution and makes changes in the schedule accordingly.
. Trade manager-negotiates with resources and services selected by the schedule advisor and forms SLAs with them using pricing information gathered from the market directory and past history. It then monitors the compliance of these agreements.
. Deployment agent-executes jobs on the selected resources according to the assignment performed by the schedule advisor. If any advance reservations have been negotiated by the trade manager, this component also claims the nodes allocated before submitting jobs. It monitors job execution and reports job status periodically.
Traditional core Grid middleware focuses on providing infrastructure services for secure and uniform access to distributed resources. Supported features include security, single signon, remote process management, storage access, data management, and information services. An example of such middleware is the Globus toolkit [27] , which is a widely adopted Grid technology in the Grid community. Market-oriented Grids require additional service-driven Grid middleware infrastructure, which includes
. Grid market directory-allows GSPs to publish their services so as to inform and attract users.
. Trade server-negotiates with Grid resource broker on the basis of pricing algorithms set by the GSP and sells access to resources by recording resource usage details and billing the users according to the agreed on pricing policy.
. Pricing algorithms-specifies prices to be charged to users on the basis of the GSP's objectives, such as maximizing profit or resource utilization at varying times and for different users.
. Accounting and charging-records resource usage and bills the users according to the terms negotiated and agreed to between Grid resource broker and trade server.
An end-to-end realization of market-oriented Grid supported by the Gridbus middleware is discussed in Chapter 26. Figure 1 .5 shows how services are assembled on demand in a market-oriented Grid. The application code is the legacy application to be run on the market-oriented Grid. Users first compose their application as a distributed application such as a parameter sweep using visual application composer tools (step 1). The parameter sweep model creates multiple independent jobs, each with a different parameter. This model is well suited for Grid computing environments wherein challenges such as load volatility, high network latencies, and high probability of individual node failures make it difficult to adopt a programming approach that favors tightly coupled systems. Accordingly, a parameter sweep application has been termed as a "killer application" for the Grid [28] . Visual tools allow rapid composition of applications for Grids by hiding the associated complexity from the user. The user's analysis and QoS requirements are submitted to the Grid resource broker (step 2). The Grid resource broker first discovers suitable Grid service providers (step 3) and capabilities of their services to meet QoS requirements of users, including price (step 4) using the Grid Market Directory and Grid Information Services, respectively. The broker then identifies the list of data sources or replicas through a data catalog and selects the optimal ones (step 5). The broker also identifies the list of GSPs that provides the required application services using the application service provider (ASP) catalog (step 6). The broker checks that the user has the necessary credit or authorized share to utilize the requested Grid services (step 7). The broker scheduler assigns and deploys jobs to Grid services that meet user QoS requirements (step 8). The broker agent on the Grid resource at the GSP then executes the job and returns the results (step 9). The broker consolidates the results before passing them back to the user (step 10). The metering system charges the user by passing the resource usage information to the accounting service (step 11). The accounting service reports remaining resource share allocation and credit available to the user (step 12).
OPERATIONAL FLOW IN A MARKET-ORIENTED GRID

MARKET-ORIENTED SYSTEMS IN PRACTICE
Economics has a long history both as a set of mechanisms by which human commerce is enacted and as a field of study involving analysis and research of these mechanisms of commerce (resource allocation and management). As these mechanisms have evolved with society, they tend to be resilient and flexible, and offer much that is directly applicable for use in computer systems. Various economic theories and models, including micro-and macroeconomic principles that can be applied for Grid computing [16] , include the following:
. Commodity market models . Posted-price models . Bargaining models . Tendering or contract-net models . Auction models . Bid-based proportional resource-sharing models . Cooperative bartering models . Monopoly and oligopoly Various criteria used for judging the effectiveness of a market model [55] are social welfare (global good of all), Pareto efficiency (global perspective), individual rationality (better off by participating in negotiation), stability (mechanisms that cannot be manipulated, i.e., that behave in the desired manner), computational efficiency (protocols should not consume too much computation time), and distribution and communication efficiency (communication overhead to capture a desirable global solution).
Several research systems (see Table 1 .1) have explored the use of different economic models for trading resources to manage resources in different application Many of the resource management systems presented in Table 1 .1 follow a single model for resource trading. They have been designed with a specific goal in mind, for either CPU or storage management. In order to use some of these systems, applications have to be designed using their proprietary programming models, which is generally discouraging, as applications need to be specifically developed for executing on those systems. Also, resource trading and job management modules have been developed using monolithic system architecture that limits their extensibility.
Multidomain Grid systems such as Nimrod/G and Gridbus brokers separated these two concerns through a layered design approach to support different middleware technologies that coexist with trading strategies and user-level resource brokers. The resource trading services are offered as core services and can be used by different higher-level services such as resource brokers and resource-aware applications.
Typically, in a Grid marketplace, the resource owners and users can use any one or more of these models or even combinations of them in meeting their objectives [14] . Both have their own expectations and strategies for being part of the Grid. The resource consumers adopt the strategy of solving their problems at a low cost within a required timeframe. The resource providers adopt the strategy of obtaining the best possible return on their investments while trying to maximize their resource utilization by offering a competitive service access cost in order to attract consumers. The resource consumers can choose providers that best meet their requirements.
Both GRBs and GSPs can initiate resource trading and participate in the interaction depending on their requirements and objectives. GRBs may invite bids from a number of GSPs and select those that offer the lowest service costs and meet their deadline and budget requirements. Alternatively, GSPs may invite bids in an auction and offer services to the highest bidder as long as its objectives are met. Both GSPs and GRBs have their own utility functions that must be satisfied and maximized. The GRBs perform a cost-benefit analysis depending on the deadline (by which the results are required) and budget available (the amount of money that the user is willing to invest for solving the problem). The resource owners decide their pricing on the basis of various factors. They may charge different prices for different users using the same service depending on the specific user demands. Resources may have different prices on the basis of environmental influences such as the availability of larger core memory and better communication bandwidth with the outside world.
Grid brokers (note that each user has his/her own broker as his/her agent in a Grid environment) may have different goals (e.g., different deadlines and budgets), and each broker tries to maximize its own good without concern for the global good. This needs to be considered in building automated negotiation infrastructure. In a cooperative distributed computing or problem-solving environment (like a cluster of computers), the system designers impose an interaction protocol (possible actions to take at different points) and a strategy (a mapping from one state to another and a way to use the protocol). This model aims for global efficiency as nodes cooperate toward a common goal. On the other hand, in Grid systems, brokers and GSPs are provided with an interaction protocol, but they choose their own private strategy (as in multiagent systems), which cannot be imposed from outside. Therefore, the negotiation protocols need to be designed assuming a noncooperative, strategic perspective. In this case, the main concern is what social outcomes follow given a protocol, which guarantees that each broker/GSP's desired local strategy is best for her/him and hence that she/he will use it.
CHALLENGES OF UTILITY COMPUTING MODELS FOR GRIDS
The adoption of utility computing requires a change in the manner in which many IT operations are planned and performed in the enterprise. This induces many challenges that need to be addressed both technologically and culturally. One challenge is that both providers and users need to redraft and reorganize their current IT-related procedures and operations to incorporate the usage of services from external providers [30] . New IT policies need to be negotiated and agreed on between providers and users, compared to the previous situation where providers and users owned and controlled their standalone policies. Providers must also understand specific service needs and requirements of users in order to design suitable policies for them.
The end user in an organization must not be able to perceive a difference between an internal, dedicated service and one that is sourced from an external provider. Therefore, the utility computing experience has to be seamless and should increase the flexibility of service consumption. This motivates the need for appropriate software interfaces and toolkits that enable an organization to expand and contract its service usage at will without causing disruptions in the users' workflows. Currently, toolkits such as Amazon Web Services and Google App Engine allow a measure of flexibility for external users deploying services on the companies' infrastructure. However, these are provider-specific and are short of features such as variable, demand-driven usage pricing models, and integration with business processes. True utility computing requires vendors and providers to move away from
proprietary services toward open standards so that users and producers experience fewer difficulties and complexities in integrating technologies and working together, thus reducing associated costs.
As seen so far, in a utility computing scenario, the users cede much of their abilities to control dedicated resources. Therefore, the only way that they can obtain guarantees to meet their QoS requirements is through binding SLAs with service providers. Such SLAs have penalty clauses that are triggered when the guarantees are violated. Providers therefore need strategies for selecting SLAs such that the risk of violations is minimized [31, 32] . Improved service-oriented policies and autonomic controls [33, 34] are essential for achieving this.
Financial risk management for utility computing [35] consist of two factors: delivery risk and pricing risk. Delivery risk factors examine the risks concerned with each possible scenario in which a service can be delivered. Pricing risk factors study the risks involved with pricing the service with respect to the availability of resources. Given shorter contract durations, lower switching costs, and uncertain customer demands in utility computing environments, it is important to have dynamic and flexible pricing schemes to potentially maximize profits and minimize losses for providers [36] . Also, current providers have rigid SLAs that do not offer flexibility to allow tradeoff of lower QoS requirements for lower charges. Such ability would enable providers to supply services to satisfy a range of users, thereby increasing the profitability of their enterprise. Therefore, this motivates the adoption of different negotiation mechanisms through which providers and consumers can arrive at mutually agreeable terms in SLAs. This would also require both parties to adopt sophisticated negotiation strategies that mirror interactions between humans in real marketplaces.
There are also potential nontechnical obstacles to the successful adoption of utility computing such as cultural and people-related issues that will require organizations to change their current stance and perceptions [37] . The most worrying issues that are perceived are loss of control or access to resources, risks associated with enterprisewide deployment, loss or reduction of budget dollars, and reduced priority of projects. Also important are concerns about security, particularly with regard to maintaining the confidentiality of data while they are being processed on providers' resources. Regulations governing confidentiality and disclosure may prohibit many applications from accessing utility computing services. Ultimately, applications dealing with sensitive areas such as national security and health may be forever confined to dedicated resources. Yet, overcoming these nontechnical obstacles is extremely critical and requires the dissemination of correct information to all levels of management within organizations to prevent the formation of misperceptions.
SUMMARY AND CONCLUSION
To summarize, we have presented the emergence of Grid computing as a platform for next-generation parallel and distributed computing. We have covered some of the major Grid efforts around the world and discussed the Grid software stack with two sample technologies. We have identified various challenges in managing Grid resources owned by different organizations. We have introduced computational economy, that is, a market-oriented model for tackling challenges of resource management within large-scale Grids. We have discussed the reference architecture for market-oriented Grids and presented a scenario for its operation. Various approaches followed by representative works in market-oriented resource management and application scheduling are also discussed.
It can be observed that while significant effort has been devoted to development of Grid technologies, still more must be achieved in terms of Grids providing computing utilities in the same manner as power utilities supply electric power. The Grid resource management systems must dynamically trade for the best resources according to a metric of the price and performance available, and schedule computations on these resources such that they meet user requirements. The Grid middleware needs to offer services that help resource brokers and resource owners to trade for resource access. Market-based Grid systems need to pay attention to the reputation of service providers, where regular offenders are penalized and additional incentives are provided for good services [61] . Ultimately, this would require the development of richer services and applications on top of existing ones so that Grid computing can move beyond scientific applications into the mainstream IT infrastructure.
