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This paper investigates solutions of the general recurrence 
WV = g(O), Mb + 1) = An + 1) + minocrddW) + BWn - 4) 
for various choices of iy, 8, and g(n). In a large number of cases it is possible to 
prove that M(n) is a convex function whose values can be computed much more 
efficiently than would be suggested by the defining recurrence. The asymptotic 
behavior of M(n) can be deduced using combinatorial methods in conjunction 
with analytic techniques. In some cases there are strong connections between 
M(n) and the function H(x) defined by 
W(x)=1 for x<l, H(x) = H((x - 1)/a) + H((x - 1)/p) for x > 1. 
Special cases of these recurrences lead to a surprising number of interesting 
problems involving both discrete and continuous mathematics. 
Let 01 and ,8 be positive real constants, and let g(n) be a real-valued function 
over the nonnegative integers. Consider the new function M&n) over the 
nonnegative integers, defined as follows. 
We shall occasionally write M(n) instead of Mgols(n). Functions of this type 
occur in discrete dynamic programming situations, where it is important to 
study the behavior of IV&,&n) for large n. 
The purpose of this paper is to introduce some techniques which are useful 
in the investigation of M8uo(n), and in some cases to obtain ways of computing 
M,,,(n) with much less work than the above definition implies. Particular 
attention is paid to the cases g(n) = 6,s) g(n) = 1, g(n) = n and g(n) = ms, 
where asymptotic formulas are derived. 
* This research was supported by NSF Grant No. G J-992, and the Office of Naval 
Research under Grant No. N-00014-67-A-01 12-0057 NR 044-402. Reproduction in 
whole or in part is permitted for any purpose of the United States Government. 
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1. A CONVEXITY THEOREM 
A real-valued function g(n) over the nonnegative integers is called convex 
if its second difference is nonnegative, i.e., if 
g(n + 2) - g(n + 1) 3 g(n + 1) - i?(n) for all n > 0. 
The following result due to N. G. de Bruijn [4], generalizing earlier work of 
the authors, shows that “convolution minimization” of convex functions is 
particularly simple. 
LEMMA. Let a(n) and b(n) be convex junctions over the nonnegative integers, 
and define the new function 
~(4 = o&J4k> + W - W, for n > 0. (1.1) . . 
Then c(n) is convex. Moreover, zjr c(n) = a(k) + b(n - k), then 
c(n + 1) = min(a(k) + b(n + 1 - k), a(k + 1) + b(n - k)). (1.2) 
Proof. Let of(n) stand for j(n + 1) -j(n). The two sequences 
h(O), da(l), da(2), da(3) ,..., 
Oh(O), db(l), db(2), db(3) I..., 
(1.3) 
are nondecreasing by hypothesis. 
Suppose that the smallest n elements of (1.3) are da(O), da(l),..., da(i - 1) 
and db(O), db(l),..., db(j- I), where i+j=n. If k<i, then n-k- 1 >j; 
hence db(n - k - 1) > da(k), i.e., 
a(k) + b(n - k) > a(k + 1) + b(n - k - 1). 
On the other hand, if k > i, then n - k - 1 < j; hence 
db(n - k - 1) < da(k), 
i.e., 
a(k) + b(n - k) < a(k + 1) + b(n - k - 1). 
‘It follows that c(n) = a(i) + b(j). 
’ As we increase n to n + 1, we increase i or j by one, depending on which 
of {da(i), db(j)) is larger. In other words, the sequence 
AC(O), AC(l), dc(2), dc(3) )...) (1.4) 
is precisely the result obtained when merging the two sequences (1.3) into 
nondecreasing order. The lemma now follows immediately. 
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(Note that (1.4) need not contain all the elements of (1.3); if some &z(i) 
is larger than all the db( j), or if some db( j) is larger than all the da(i), 
sequence (1.4) will omit much of (1.3).) I 
This lemma allows us to show that a large class of the J&, functions is 
convex. 
THEOREM 1. The function Moss defined in (.I) is convex, if the function g 
satisfies the following two conditions. 
(a) g(= + 2) - g(n + 1) 3 g@ + 1) - g(n) for all n 2 1; 
(b) g(2) - g(l) + min(4 Pd) B 4 
where 
d = g(l) - g(O) + b + 8) g(O)- (1.5) 
PYOO~. The value of d is just M(1) - M(O), and condition (b) says that 
M(2) - M(1) > M(1) - M(0). 
Assume that the sequence (M(O),..., M(n)> has been proved convex, for 
some n 2 2, in the sense that all n - I second-differences are nonnegative. 
The lemma shows that the sequence (c(O),..., c(n)) is also convex, where 
c(n) = mi~~,~,(aJM(K) + /?M(n - K)). Therefore the sequence 
(M(1) ,..., M(n + 1)) = (g(l) + c(O) ,..., g(n + 1) + c(n)>, 
being the sum of two convex sequences, is convex. Since tl 3 2, the sequence 
W(O),..., Mb + lb must be convex for all n. 1 
Let 
D(n) = AM(n) = M(n + 1) - M(n). W 
Then the proofs of the lemma and the theorem show that D(0) = d andi 
D(n)=&+ I)-g(n)+P( n If or n 3 1, where the infinite sequence 
F(l), W), W,..., 
is the result of merging the two sequences 
aw-8, oJ)U), em..., 
P(O), P(l)% fw%.., 
into increasing order. Therefore we can compute the M function using 
the following simple algorithm, whenever g(n) satisfies the hypotheses of 
Theorem 1. 
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begin 
integer i, j, n; 
real M, F; 
array DIO: N]; 
i:=j : = 0; D[O] : = g(l) - g(0) + (a + B) x g(O); 
forn:=lstepluntilNdo 
begin if 01 x D[i] < /3 x D[J~) then 
beginF:=a: x D[i]; i:=i+ 1 end 
elsebeginF:=p x D[j];j:=j+ 1 end; 
D[nl :=g(n + 1) -g(n) +F; 
end computation of D; 
M := g(0); 
for n : = 0 step 1 until N do 
begin print (‘n = ‘, n, ‘; D[n] = ‘, D[n], ‘; M[n] = ‘, M); 
M := M + D[n]; 
end printing the table of D and M. 
This algorithm takes only O(N) steps to compute M[O], M[l],..., M[N], 
instead of the O(N2) steps which are implied by the original definition of 
Kdn) in (. 1). 
Theorem 1 also has a useful corollary when 01 and /3 are equal, 
COROLLARY. Let OL = p and let g(n) be as in Theorem 1. Then 
W&Q = g(n) + OL(Wdl(n - 1)PJ) + WdT(n - 1)PlN foralln 2 1. 
(1.7) 
(Here Lx], [xl, respectively, denote thegreatest integer <x and the least integer 
3.) 
Proof. By Theorem 1 with ,!I = a, M is convex. It is easy to prove for 
any convex function M that the minimum value of M(K) + M(n - h) 
occurs for K = [n/2]. (Note further that 
Q’(l), F(2), F(3), F(4),...) = (oJ)(O), ,+Q aD(l), oJ)(l),...) 
in this case.) I 
2. THE CASE g(n) = n: “OPTIMAL TREES” 
When g(n) = n, so that D(0) = 1 and D(n) = 1 + F(n) in the above 
discussion, we are soon led to an interpretation of B&&n) in terms of binary 
trees. In this section we shall develop this tree relationship in an independent 
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manner, without explicitly using the result of Theorem 1. Our general plan 
is to define a weighting function for the nodes of a binary tree; Mgoia(n) will 
turn out to be the minimum total weight of any binary tree with n nodes. 
(See [12] for an introduction to the well-known properties of binary trees.) 
A binary tree T is, by definition, either empty or it consists of a left subtree 
Z(T), a right subtree Y(T), and an apex or root node a(T); Z(T) and Y(T) are 
themselves binary trees. Let /l denote the empty binary tree, and let 1 T 1 
be the number of nodes of T. Thus, 
’ T’ = I?+ 1 Z(T)1 + ) Y(T)/ , 
if T=A; 
if T # A. (2-l) 
Now consider the function 
M(T) = lyk 1 + a.d(Z(T)) + /3,A!(r(T)), 
if T = A; 
if T # 4 (2.2) 
and let 
Mb4 = T.yTEn 4T). (2.3) 
We shall say T is “optimal” if d(T) = M(] T I). It is easy to see that the 
“principle of optimality” of dynamic programming is satisfied, in the sense 
that all subtrees of an optimal tree must be optimal. Consequently for n > 0, 
we have 
M(n) = 7t + ,r&$aM(K) + /3M(n - 1 - A)), i.e., Wn) = %&>. 
Another way to view the situation is to consider finite strings, i.e., sequences 
of the letters L and R. If u is such a string, define W(U) by the following 
rules. 
W(E) = 1; w(La) = 1 + Mu(a); w(Ru) = 1 + ,8w(u). 
Here E denotes the empty string. As an example of this definition, 
w(LRRLL) = 1 + a + ~$3 + ~$3~ + a2j12 + a3p2. 
(2.4) 
Any node in a binary tree may be uniquely identified by a sequence of 
L’s and R’s [8]. We denote a(T) by E, and denote the nodes of Z(T) and r(T) 
by placing an L or R, respectively, before the denotations in Z(T), r(T). Thus 
if Y(T) is the set of all such strings, we have 
Y(T) = I{:; u LY(Z(T)) u R~‘(Y( T)), 
if T=A; 
if T # A. 
It is easy to see that a set of strings S is equal to .Y( T) for some T if and only if 
uLES or URES implies u E s. (2.5) 
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Furthermore, &’ is a “total weight” function, in the sense that 
This is the basic relation we shall use; it is easily verified by induction. 
Now consider a sequence of strings (ui , ~a , us ,...) such that, for each n, 
w(u,J has minimum weight among all strings not in {ui ,..., u,-J. Thus, 
u1 := E; c2 = L if O( < /I; u2 = R if (Y > /3. (For some choices of 01 and /I, e.g., 
~1 == + and /3 = I, there are infinitely many strings which will never appear 
in the sequence.) For each n, the set S, = (ur ,..., un} defines an optimal 
binary tree; this follows from (2.5), because w(aL) and w(uR) are always 
greater than w(u). Consequently, 
(2.7) 
This explicit interpretation of Ms,a is essentially that of the remarks following 
Theorem 1, since (D(O), D(l),...) ’ p is recisely the sequence (w(uJ, w(u,),...>. 
As a simple application of these ideas, we can derive an asymptotic formula. 
THEOREM 2. Let g(n) = n, 0 -c 01 < /3, and 01 < 1. Then 
(2.8) 
Proof. If cr is a string of length am, 
w(u) > w(Lrn) = 1 + (y. + ..’ + o? = (I - cP”)/(l - a). 
There are only finitely many strings of length <m; hence 
lim inf M(n)/n 2 (1 - cP+l)/(I - CX) for all m. 
On the other hand, lim sup M(n)/n < l/(1 - 01), since the sequence of 
strings E, L, L2, L3,. . . , gives an upper bound. I 
3. THE CASE g(n) = n: ASYMPTOTIC RESULTS WHEN min(a,/?) = 1 
Theorem 2 shows how M grows when min(ar, /3) < 1. When a: = /I = 1, 
we have w(u) = m + 1 for all strings u of length m; hence we can obtain the 
well-known explicit formula 
!M,&) = ,<;<, [log,(k + l)] = (n + 1) [log,@ + 1)1 - 2r10gz(n+1r’ + 1 
= n log, 11 + O(n). (3.1) 
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When OL = 1 and ,f? > 1, the problem of estimating M,,(n) is considerably 
more difficult. In this case, the weight function U(U) is related to partitions 
into powers of /3; for example, 
wW=L) = 1 + 1 + /3 + B’ + ,P + ~2. 
The weights take the form of polynomials with nonnegative coefficients, 
a, + alp + %g” + *‘* + %$“, (3.2) 
such that there are no “gaps”: 
a, > 0 3 ajml > 0. (3.3) 
An expression of the form (3.2) may be called a partition into powers of 8; 
if condition (3.3) is also satisfied, we shall call it a gapless partition. It is 
convenient to regard the case a, = a, = *.. = 0 as a gapless partition, even 
though it is not the weight of any string a; the nonzero gapless partitions are 
in one-to-one correspondence with strings of L’s and R’s, since (3.2) is the 
weight of Lao-lRL%-lR . ” &ak-1. 
Let P(x) denote the number of partitions into powers of /3 whose value is 
<x, and let H(x) be the corresponding number of gapless partitions. Thus, 
H(x) is the number of strings of weight < x, plus one. We have 
P(x) = H(z) = 1 for 0 < x < 1, and it is not difficult to deduce the following 
recurrence relations for x > 1. 
P(x) = P(x - 1) + P(x//Q (3.4) 
H(x) = H(x - 1) + H((x - 1)/S). (3.5) 




c1=P(l + l/(/3- 1) -0) fmd c!a = fv/(P - 1)). 
Proof. Let H,(x) = P(z + l/(,4 - 1)). For x > 1, we have 
H,(x) = P(x - 1 + l/(P - 1)) + P@ - 1)/B + MB - 1)) 
= qx - 1) + fJl((X - 1)/& 
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and for 0 < x < 1, we have cg < H,(x) < c1 . Thus, 
c;lH,(x) 4 H(x) < QHl(X) for all x, 
by induction on Lx]. a 
When /3 = 2, we have c1 = cs = 2, so the above lemma shows that the 
number of gapless partitions of n into powers of 2 is exactly half the number 
of ordinary partitions of n + 1 into powers of 2, for all positive integers II. 
A combinatorial proof of this result is also possible. The number of ordinary 
partitions (3.2) of n in which uk = 1 is the same as the number with uk > 1, 
under the correspondence 
(a,, u, ,..., a,-, , 1) ++ (a,, a, ,..., Uk-1 + 2). 
The number of ordinary partitions of n in which uk = 1 is the same as the 
number of gapless partitions of n - 1, under the correspondence 
(a0 , a1 ,**.t Qk-1, I)+-+ (a0 + 1, a, + l,..., a,.-, + 1). 
The H function has a comparatively simple relation to M, namely, 
M(H(x) - 1) = sz tdH(t) = xH(x) - 1’ H(t) dt, 
0 0 
(3.6) 
since M(H(x) - 1) is the sum of all gapless partitions whose value is <X 
(cf. (2.7)). Therefore, we can use known results about partitions into powers 
of /3 in order to deduce the asymptotic behavior of M. 
THEOREM 3. When fl> 1 and g(n) = n, we have 
M 
1 21nn1j2 
ll.8 -- - 
( ) e BInB 
nl+wnbylnn)“~~ (3.7) 
Proof N. G. de Bruijn [3] has proved that 
In P(x) = In /? (-$ + y) + (& - +) In x + p(y) + 0 fl~~X”)2) , 
(3.8) 
where y  = log, x - logslog, X, and where p is a rather horrible looking 
function of period 1, namely, 
p(y) = (y2 - $ y2 + & p2)/ln p + + In p - 5 In 2~ 
+ C T (+$) 5 (1 + G) e2miku/ln B, 
k#O 
(3.9) 
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where 
Now we wish to show that the integral g H(t) dt in (3.6) is small with 
respect to the other term xH(x). We have 
1% H(t) dt = j-’ (H&B + 1) - H(j3t)) dt 
0 0 
= ,8-’ (joy H(u) du - s,’ H(u) du) = O(HQ3x)). 
By (3.8) and Lemma 4.1, h-@&3x)/H(x)) = y ln @ + O(1); hence, 
&9x) = O(xH(x)/log x). (3.10) 
If we set n = H(x) - 1 and M(n) = z&), we now have 
M(n) = xn + O(xn/log x), (3.11) 
f(n) = In x + O(l/log x), (3.12) 
and it remains to express In x in terms of n. 
We have 
Inx =yIn@ + lny + O(loglogx/logx); 
hence by (3.8) and Lemma 4.1, 
Consequently, 
y = (2 log, n)l12 - $- - -L- 
log log n 
1nB + O ( (log n)lP ) ’ 
and (3.7) follows immediately for those values of n having the special form 
H(x) - 1. In general, suppose that 
H(x-O)- 1 =n,<n<n,==H(x)- 1. 
Then, 
n, - no < H(x) - H(x - 1) = N((x - 1)//l) = O(H(x) log x/x) = o(n,); 
hence, n&z, -+ 1 as n --+ co. By (3.1 l), M(n,)jM(n,) -+ 1. I 
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The above proof can be extended to obtain slightly more information than 
is stated in Theorem 3; we could evaluate f(n) to within 0( I/(log n)lf2). But 
the complicated form of (3.9) h s ows that it is inherently very difficult to go 
any further than this. 
Before moving to the next topic, let us digress for a moment to summarize 
the interesting history of the present case. Euler gave the generating function 
for partitions into powers of 2 in his famous paper on partitions [6]. 
A. Cayley [l] proved that the number of sequences a, , a2 ,..., uk such that 
a1 = 1 and 1 < u,+~ , < 2a, is equal to the number of partitions of 2” - 1 
into powers of 2; he proved this using the corresponding generating function. 
Binary partitions were independently studied by Tanturri [17]. The behavior 
of the generating function in the neighborhood of unity was investigated about 
1923 by C. L. Siegel, in an unpublished work. P. Erd& [5] found the leading 
iterm of (3.8), and K. Mahler [14] f ound the other terms, except with O(1) 
instead of the periodic function p( y), when /3 is an integer. N. G. de Bruijn [3] 
obtained (3.8) for all /I > 1, and his work was further generalized by W. B. 
P 
ennington [15]. The connection between binary partitions and the M,,, 
function was pointed out by Knuth [ 111, w o h g ave an elementary derivation 
pf the leading term in (3.8) when p = 2. Heller [9] found the leading terms 
of (3.8) using a different approach. Arithmetic properties of fl-ary partitions 
have been studied by Churchhouse [2] and Riidseth [ 161. 
4. THE CASE g(n) = n: ASYMPTOTIC RESULTS WHEN min(a,fl) > 1 
When cy = /3, the weight of any string u is simply 1 + OL + 1.. + oliai; so 
it is easy to obtain an “explicit” formula for Mgas when g(n) = n and OL = /?. 
N&&2” + k - 1) = 2”(1 + a. + .*a + a--1) - (1 + 201 + ... + 297-W-I) 
+ K(1 + 01 + *.* + IX”) for 0 < k < 2m. (4.1) 
It follows that for 0 < 0 < 1 and 01 > 1, 
lim MB,,((l + e, 2m) ’ 1 ea __ ___ 
m-5 2”oi” =--2a4+a---e cl-1 (4.2) 
Replacing (1 + 0) 2” by n, it follows that 
Mgacl(n) - c(O) nl+logza, 
where 
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and 
c(e) = (S - -A--) (1 + q-(l+l%~) 
is a periodic function of log, n. For example, when OL = j3 = 2, the asymptotic 
form of M,&z) varies between Qnz (when 7t m 2”) and $rs (when n w 4 2”). 
We shall see that such behavior is typical of the case min(ar, /3) > 1. If we 
define the constant y by the relation 
0+/3--Y= 1, (4.3) 
we will find that i&&n) grows approximately as nl+ll~. When log a/log/l is 
irrational, it turns out that Mgue(n)/n 1+1/y actually approaches a limit as 
n -+ co. On the other hand, in many cases when log ar/logp is rational, 
MgaB(n)/~l+l/’ oscillates between two different limits, as in the case 01 =/I. 
We shall begin our analysis of the general case g(n) = R, min(ar, /I) > 1, 
by generalizing the H function used in Section 3. Let h(x) be the number 
of strings u whose weight w(a) is <x, and let 
H(x) = h(x) + 1. (4.4) 
We have H(x) = 1 for 0 < x < 1, and for x > 1 the rule for defining weight 
implies that 
H(x) = H((x - l)b) + H((x - 1)/P). 
The basic relation (3.6) between H and M, namely, 
(4.5) 
M(h(x)) = xH(x) - 1’ H(t) dt = xh(x) - 1’ h(t) dt, (4.6) 
0 0 
is still valid for this generalized H function. Indeed, by separating the strings or 
which begin with L from those which begin with R (cf. (2.4)), we obtain the 
formula 
Therefore if we can determine the asymptotic behavior of A (or H), we will 
be able to see how M grows, and to see how the value of k for which the 
minimum occurs in (.l) depends on n. 
Now that the problem has been set up in this way, it is comparatively easy 
to deduce the order of growth of M. 
LEMMA 4.1. Let y be the positive constant defined by (4.3). There mist 
. . posttrve constants cl , c2 , C, , C, , sub that 
clfl< H(x) < c,fl, 
Clxl+l~y < M(x) < C2x1+lIy, 
for a21 suficienti$ large x. 
(4.8) 
(4.9) 
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Proof. Choose ca so that H(x) < caxy for 1 < x < 2. Then we can prove 
by induction on n that H(x) < czxy for I < x < n, since 
H(x) = fq(x - 1)/4 + H((x - l>//% 
which (by induction) is 
<c,((x - l)/a)Y + cz((x - l)/& = ca(x - 1)y < caxy. 
The lower bound is a little trickier. If we assume that there is a positive 
constant a such that H(x) > a~‘-~ for x < x0, then we have 
H(x,) > u(xo - l>,+ K, 
where 
(4.10) 
For sufficiently large x0, we will have u(xO - l)y+ K > uxZ;-’ for 
x0 < x < x,, + 1. Indeed, we can clearly extend this to all x 3 x,, . Since 
such an a exists for arbitrarily small E, we must have H(x)/xY+ + co as 
x--t 00. 
Let c be a constant such that xv - (x - 1)y < cxy-l for all large x; and let 
R be a constant such that RK > R + c, where K = d-y + /3l-Y > 1, as in 
(4.10). For sufficiently large x0 , we will have (x,, - l>,-1 RK >, xs-l(R + c) 
and H(x) > Rxv-l for all x >, x,, . Thus, there will be a positive constant 
cr < 1 such that 
H(x) 2 c,x” + RXY-l forx,<x<max(~,/?)x,+ 1. (4.11) 
We will show that this relation holds for all x > x0. Let x, = max(ol$) x0 + n; 
we will show by induction on n that (4.11) holds for x, < x < x,+~ , and 
&is will establish (4.8). The calculation is not difficult, and it reveals why we 
have been foresighted enough to choose c and R in such a mysterious way: 
fw = W(x - lb4 + W@ - 1)/B) 
> Cl((X - l)y/aY) + (x - l)‘/P>) 
+ R((x - 1)‘~‘/cP’ + (x - l)‘-‘I@‘-‘) 
= cl(x - I)’ + RK(x - 1),-l 
3 clxy - clcx+ + (R + c) xy-l 
> c,xy + RXY-l. 
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Now to obtain bounds on AZ(x), we may use (2.7). By the definition of H, 
we have 
W(%) d x if and only if H(x) > n; (4.12) 
hence by (4.8), 
c2 -l’ynl’r < w(u,) < cyyn + l)l’V (4.13) 
for all large n. It follows that M(n), the sum of the first n weights, satisfies 
lim inf $j$ > -$$ CL”‘, lim SUP $ < & CT”‘. (4.14) n+m ?l+m 
The desired relation (4.9) is an immediate consequence. 
The latter part of this proof suggests the following result. 
I 
LEMMA 4.2. Let y be as in Lemma 4.1. 
only if lim,,, M(n)/nl+l/y exists. 
Proof. If lim,,, H(x)/xY = c, then by 
Then lim,,, H(x)/xy exists if and 
(4.14), 
lim IMO = 72-52 nl+lly ( 1 -& c-v. 
Conversely, if M(n) - Cnl+‘Iy, we must have ~(a,) N (1 + l/r) Cn’Iv since 
~(a,) is a nondecreasing function of n. (This follows from a straightforward 
“Tauberian” argument; we have 
M(l(l + 4 4) - M(n) 2 (1U + 4 4 - 4 44; 
hence, lim sup w(u,J/ &v < Cc-I((1 + l )r+llv - 1) for all E > 0. Similarly,, 
lim inf w(u,)/nl/y > C&(1 - (1 - e)l+l/y).) Relation (4.12) completes the 
proof. 8 
Now let us investigate whether or not the limits do exist, for various a and 
j3. We have seen that the limit does not exist when a = B; similarly we can 
construct a large number of further examples, including all cases where a and 
/3 are integers and log a/log ,4 is rational. 
THEOREM 4.1. Let min(a, /3) > 1, and let y be defined by (4.3). Iflog a/log/l 
is rational, and if y < 1 (i.e., if a-r + j-1 < I), then lim,,, M(n)/nl+llY does 
rtot exist. 
Proof. We have 01 = @, /3 = BP where p and q are relatively prime positive 
integers and 0 > 1. Without loss of generality, we may assume that p < q. 
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We will show that large “gaps” exist between weights, in the sense that there 
are positive real numbers x < y such that no string weights lie between &X 
and @y - 1 for any m. This is enough to prove the theorem, since existence 
of the limit would imply that 
fqe%qqfPy - 1) -+ xyyy # 1 = H(B%)/H(Bmy - 1). 
The weight of every string is a polynomial in 0, namely, 
pt + p-1 + . . . + p + fp, (4.15) 
where a, = 0 and ai+l - ai = p or p for 0 < i < t. We may think of (4.15) 
as a number written with radix 0 and digits 0 or 1, subject to the requirement 
that exactly p - 1 or 4 - 1 O’s occur between adjacent 1’s. For convenience, 
we shall call (4.15) a weight of order a, . 
Let S be the set of all infinite expansions e-b0 + &bl + 0-b* + .‘., where 
6, = 0 and b*+i - b, = p or 4 for all i > 0. Thus, S is a set of real numbers 
which satisfies 
s = (I + e-s) u (1 + e-v). (4.16) 
The largest element of S is l/( 1 - 0-p). Th is set contains large gaps, since 
the largest element of 1 + &*S is 1 + e-q/(1 - 0-p) and this is smaller than 
the smallest element 1 + e-n/(1 - 0-a) of 1 + &--pS. (We have 
e-q1 - e-q < e-qi - e-q 
since this relation is equivalent to 0-g - 0-2q < 0-p - &ap, i.e., 
[@’ - 8--p) (1 - 8-Q - 8-n) < 0.) Equation (4.16) now shows that there are 
many further gaps. 
‘1 + e-q + 89s < i + e-q + 8-s < i + e-p + e-a < I + e-p + e-v, 
ktc., and we see that S is contained in something like a “Cantor ternary set.” 
IEvery point not in S lies in an interval that is not in S, and S has measure 
Izero. 
Since every element of eP--PS is greater than every element of S, we can 
ifind positive numbers x < y such that the interval (x, y) contains no points of 
s, = . ..ue-2sve-~susvesue2sv..‘. (4.17) 
If w is the weight of a string such that 0% (: w < @y - 1, then 
wi = w + &q/(1 - 0-a) E S,; hence, (Yrnwl is an element of S, n (x, y). 
This contradicts the choice of x and y; so there are no string weights between 
@xandt?y- 1. I 
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The next theorem shows why the hypothesis y < 1 is necessary in Theo- 
rem 4.1, since there are infinitely many examples when M(n)/nl+l/v approaches 
a limit even though log a/log /3 is rational. 
THEOREM 4.2. Let 01-l + 8-l = 1. If log cll/log p is rational and u # ,9, 
then 
M(n) - ’ - O1 
2(log p - log a) 
(a-’ log CY + p-1 log 8) rzr. (4.18) 
Proof. We have OL = @, p = BP where p and q are relatively prime positive 
integers and tI is the unique real root >l of the equation 1 - e-9 - 8-g = 0, 
Since 01 #,8, we may assume that p < q. To prove this theorem, we shall 
refine the observations made in the proof of Theorem 4.1 by studying th 
‘1 weights of order m more closely. Since p and q are relatively prime, there will 
be weights of order m for all large m. 
The weights of order m have the form P + w, where w is a weight of 
order m - p or m - q. For large m, the largest weight of order m - q is 
p-a + em+-9 + em-g-ap + . . . + eta + euq-2 + . . . + 1 
= em-g+p - eug euq - i ep - I + eg-1 
= em + a, , 
where 
and 
(u + 1) q = m (modulop), OdU<P, 
a, = pqep-g - eg-p) - p-g. 
Similarly the smallest weight of order m - p is 8” + b, , where 
(4.19) 
and 
(V + 1)p 3 m (modulo q), o<v<q, 
b, = fpqp9 _ ef+-q) - e-9. 
(4.20) 
We have 
a,, < a,, = -(9-p c -iI- = bO < b,; (4.21) 
hence, the weights of order m appear in increasing order if we read their 
radix 0 representations in lexicographic order. 
Let I = q - p and let 0 < s < Y. We shall divide the weights into Y 
disjoint classes, where the weights of class s consist of all weights of order s, 
s + I, s + 2Y ,..., s + hY ,... . From the argument in the preceding paragraph, 
we see that the weights of class s appear in increasing order if we treat their 
radix 0 representations as binary numbers; furthermore, the difference 
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between consecutive weights of class s is bounded. (The set of all such 
differences contains pq elements (b, - a, / 0 < u < p, 0 < v < q}, plus 
perhaps a finite number of other differences which might appear for small m.) 
Let fm be the number of weights of order m, so that f0 = 1, fm = 0 for 
nr < 0, and fm = fmTe + fmug for m > 0. (In the special case p = 1, q = 2, 
fm is a Fibonacci number and 19 = (1 + d/5)/2.) Let 
gm =fm i- fm-r +.fnL--2r -I- .‘* 
be the number of weights of order <m belonging to class m mod r; and finally 
let h, = 1 and h, = g,+ - g,-,.-, for m > 0. We shall prove that if 
w = 6”” + p-1 + . . * + #g”l + f% (4.22) 
is the nth smallest weight of class s, we have 
n = ha, + hate1 + ... + ha1 + ho0 . (4.23) 
The proof is by induction on m = a,; since n = 1 = h, when m = 0, we may 
assume that m > 0. Let (4.22) be the kth smallest weight of order m. Then 
n = g, - fm + k, where 1 ,( k < fm . If at-r = a, - q, then w - lP is the 
kth smallest weight of order m - q; hence by induction, (4.23) holds if and 
only if n - h, = g,-, - fmMp + k. The latter is true by the definition of h, 
and k. Similarly, if a,-, = a, - p, w - 8” is the (k - f&th smallest weight 
of order m - p; hence by induction, (4.23) holds if and only if 
n - h, = g,-, - fm-3, + k - fm-a; 
since g,-, - fm+ = g,-, , the proof of (4.23) is complete. 
Note that the generating function for the h’s is 
(2’ - a’+“) 
c h&m = * + (1 _ y> (1 _ 
(1 - z”) 
.z?P - ZQ) = (1 - 9) (1 - zp - 9) * (4.24) 
This can be written 
1 h,Zm = & + R(z), 
I -e-p 
’ = (1 - e-v) (pe--p + qe-q) 3 (4.25) 
where R(z) has no singularities in 1 z ( < 0-l + .z, since 8-l is the smallest 
root of 1 - zp - ~9 = 0. (If 1 = a* + zq, then 1 < / z 1~ + \ z Ig; hence 
1 z ( >, 0-l, with equality iff z = S-l.) Consequently, 
h, = c8m + o(ey. (4.26) 
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Let H,(X) be the number of weights of class s that are <,(x, so that we have 
H(x) = fm) + H,(x) + *.* + H,-,(x) + 1. (4.27) 
For fixed s, we will show that lim,,, H,(x)/x = c. Let w be the largest 
weight of class s that is <x; we have observed that x - w is bounded. If w is 
given by (4.22) HS( x is ) g iven by (4.23), which equals cw + O(W) = cx + o(x). 
It follows that 
H(x) - PCX, (4.28) 
and the theorem is obtained by applying Lemma 4.2, since we have 
1ogp - loga: 
rc = (p - a) (a-’ log a + p-1 log j3) * 
A more detailed examination of the simplest case of Theorem 4.2, when 
cr = 4 = (1 + dS)/2 and /3 = $2, actually yields an explicit formula for the 
nth weight: 
w(un) = +-pq-l] + n. (4.29) 
(Cf. [12], exercise 1.2.8-36, p. 493.) We also have 
M(F,) = -& (+29+1 - 2@-1 - (-1)” (2 - +-“+2)) + F, (4.30) 
in this case, when F,, = (4” - (-+)-“)/ 1/T is a Fibonacci number. 
A completely different approach seems to be necessary when log a/log p 
is irrational. The following discussion is based on Dirichlet integrals. 
THEOREM 4.3. Assume that min(cY, 8) > 1 and log a$og /3 is irrational, 
and let y be dejned by (4.3). Then lim,,, M(n)/nl+l/y exists. 
Proof. We shall make use of the following result from the analytic 
theory of numbers. 
LEMMA 4.3. Let f(t) be a nondecreasing function of the real variable t, 
with f (t) > 0. Assume that G(s) = s; f (t) dt/tsfl is an analytic function of the 
complex variable s when Re(s) > y > 0, except for a first-order pole at s = y 
with positive residue C. Then f(t) - Cty. 
A proof of this lemma appears in the appendix below. Let us apply this! 
lemma to the function f (t) = h(t) = H(t) - 1. By Lemma 4.1, the integral 
G(s) = SW h(t) dt/ts+l 
1 
(4.31) 
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diverges when s = y, but it converges absolutely and uniformly in any 
bounded region such that Re(s) > y + E, for all fixed E > 0. It follows that 
G(s) is analytic in the half-plane Re(s) > y. 
We will now show that G(s) has a simple pole at s = y, by analytically 
continuing G to the left of the line Re(s) = y. Consider the function 
e,(s) = (1 - (Y-~ - /P) G(s); when Re(s) > y, we have 




m (1 + h(t/a) + h(q3)) dt/(t -t l)Sfi - jm @(r/c+ + @/B)) dtlcF+l 
0 0 
(h(t/a) + h(Q?)) dt((t + 1)-S-l - t-s-‘). (4.32) 
(This derivation uses (4.5) together with the fact that h(t) = 0 for r < 1.) 
’ gince (t + 1)-s-1 - t- - l = O((s + 1) tMsw2), the latter integral converges 
whenever Re(s) > y - 1. Therefore we can analytically continue G(s) into 
this region, by using the formula 
G(s) = G&)/(1 - 6 - ,9-s), (4.33) 
and letting G,(s) be defined by (4.32). The only singularities of G(s) in this 
region are the poles at s = 0 (if y < 1) and possibly at the zeros of 
1 - OI+ - /P. For s = y, we have a simple pole since we know this is a 
singularity of G(s); the corresponding residue Gr(r)/(ln 01 . 01-y + In p . p-y) 
must be positive, since (s - y) G(s) is positive when s approaches y from the 
right. Furthermore, this is the only singularity of G(s) when Re(s) 3 y, for if 
we write s=a+i~ we have Iz++/~-~\ <or-u+/+<~-~+fl-~=l, 
where equality holds iff OL-~ = a-y and /P = 8-y. This condition implies that 
r = 2n$/ln c1 and T = 2nq/ln p for some integers p and q; if 7 is nonzero, this 
contradicts the fact that log a/log /3 is irrational. 
We have now shown that G(s) satisfies the hypotheses of Lemma 4.3, so 
h(t) N Cty. This completes the proof (cf. Lemma 4.2). I 
Incidentally, if we attempt to apply this same method of proof when 
log m/log /I is rational, we find that 1 - OL+ - p-s has infinitely many zeros 
on the line Re(s) = y. But by an amazing coincidence, when y = 1 and 
m: # /3, G,(s) happens to be zero at all but one of these points. 
1 It is possible to evaluate the residue C, when y = 1; in fact, (4.18) holds 
also when log cr/log /3 is irrational, since the residue is a continuous function 
hf IX. 
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The reader will note that Theorems 4.1-4.3 do not cover all cases. If y > 1 
and log a/logp is rational, we conjecture that lim M(n)lr~l+~~v does not 
exist. It can be shown that this conjecture holds “almost always,” with at 
most countably many counterexamples (see Fredman [7]). 
5. THE CASE g(n) = 1 
Another interesting case of the general problem we are considering occurs 
when g(n) = 1 for all n. The problem breaks into two subcases. 
THEOREM 5.1. Assume that g(n) = 1 for all n, and that min(or, ,f3) > 1. 
Let y be dejined by (4.3). Then there exist positive constants Cl , C’s such that 
C,n’fliY < M(n) < c,n 1+1/v for all n. Furthermore, lim M(n)lnl+l~~ exists ;f 
and only if log ar/log /I is irrational. 
Proof. Theorem 1 applies to MVaB; in this case, D(n) = F(n) for n > 1, 
and it is easy to see that again we obtain a tree interpretation as in Section 2 
above. This time we have D(n) = (IX + /3) w(u,+,), where the weights are 
defined by the rules 
w(a) = 1, w(L0) = aw(o), w(Ru) = /8w(u). (5.1) 
The new rule is simpler than (2.4); the new weights are given by the final 
term of the previous weights, e.g., w(LRRLL) = asp. The weight CX*/~* 
occurs (‘t3) times, since this is the number of strings containing i L’s and 
j R’s. 
To deduce the asymptotic behavior of &$,Jn), we proceed as above, 
letting h(x) be the number of weights <x, and H(X) = h(x) + 1. This time 
H(x)=1 forO<x<l, and 
fw = HW) + fw4 for x > 1, (5.2) 
a relation simpler than (4.5). It is now easy to prove Lemma 4.1 for the new H 
and M functions, and Lemma 4.2 follows as before. Now we use the idea 
in the proof of Theorem 4.3. Let G(s) be defined by (4.31), and 
G,(s) = (1 - CC+ - /P) G(s). When Re(s) > y, 
G,(s) = fm (h(t) - h(t/or) - h(t,Q3)) dt/t*+l = Irn dt/t*+l = l/s. 
1 1 
(5.3) 
Thus, G(s) can be analytically extended to the entire plane by using the 
formula G(s) = l/s(l - CP - j3-*). When log a/log /3 is irrational, we argu 
as in Theorem 4.3 that Lemma 4.3 applies; hence, h(x) N Cxy an 
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M(n) - (a + /I) C-ll~ynl+lly/(y + l), where C = l/(6’ In CLY + FLY In/P). 
When log a/log /3 is rational, on the other hand, there is no analog to Theorem 
4.2; the limit h(x)/x~ never exists. The reason is that 01 = BP, /I = 0Q for some 
8, and all weights are powers of 8. Thus, Jr(@) = Jz(@+r - 0), i.e., there are 
large gaps between the weights, as in Theorem 4.1. I 
THEOREM 5.2. If  g(n) = 1 for all n and ;f OL < /3, 01 < 1, then 
M,,,(n) = 1 + (a + B) (1 + 01 + ... + a-7. (5.4) 
Proof. For this case, Theorem 1 does not apply, and in fact the function 
iMeils turns out to be concave! We will prove (5.4) by induction. For k < n/2, 
we have M(k) < M(n - k); hence, 
&f(k) + /3M(n - k) > olM(n - k) + PM(k). 
For k > n/2, we have 
aM(k) + PV - k) - (&Z(k - 1) + ,ES!f(n - k + 1)) 
= (a + 8) (ak - pa”-“) Q (a + p> (Lx” - IP-Jq < 0. 
Hence, M(n + 1) = 1 + &U(n) + PM(O), and the proof by induction is 
complete. I 
6. THE CASE g(n) = S,,, 
When g(0) = 1 and g(n) = 0 for all n > 0, we obtain a case strongly 
related to the previous one. Let M*(n) = Mg,&n) - l/(~ + j3); then, 
M*(o) = 1 - l/(a + B), 
M*(n + 1) = oyj~m(~~*(k) + a/b + B) + PM*@ - k) + PI@ + B)) 
- l/b + P> 
= 1 - l/(@ + B) + o~j~n(~~*(k) + PM*+ - k)). 
In other words M*(n) = M,,,(n), where g*(n) = 1 - l/(or + /3). If 
ia + fi > 1, M*(n) is therefore just 1 - ~/(cx + /I) times the function in 
theorem 5.1 or 5.2. 
h 
If OL + p = 1, M(n) is trivially equal to 1 for all n. The remaining case has a 
ew twist. 
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THEOREM 6. Let g(n) = a,, and OL + p < 1, and let y be defined by (4.3). 
(Note that y is negative, between - 1 and 0.) If log a/log /3 is irrational, 
Mm&) - (a + B - 1) c-l’vP1+l’qy + I), 
where C = l/(or+’ In a? + /3-y In 8’). On the other hand, if log m/log/3 is 
rational, 
co > lim sup M&n)/nl+llY > lim inf MOJn)/nl+l’Y > 0. 
Proof. Theorem 1 applies to this case, since D(0) = (II + ,E - 1 is negative; 
It follows that the D’s are all negative (we have M(n) > M(n + I), but rvQ 
is still convex); in fact, D(n) = (CX + p - l)/w(un+J, where the weights 
W(U) are defined now by the inverse rules 
W(C) = 1, w(L0) = Ly-lw(u), w(Ru) = p-‘w(u). (6.1) 
The function H(x) of Theorem 5.1 applies, but with 01, 8, y replaced, respect- 
ively, by 01-l, p- 1, --y; we have crx-Y < H(x) < c+-Y. Therefore (cf. (4.13)), 
we have 
(a + &I9 - 1) c;+P < D(n) < (a + ,8 - 1) c;““(n + 1)l”. 
The theorem now follows as in Lemma 4.2 and Theorem 5.1, provided 
we can prove that M(n) -+ 0 as n -+ CO, since 
M(n) = 1 + D(0) + 0.. + D(n - 1). 
By definition, M(n + 1) < &Z(R) + @b?(n - k) for all k; and since the D’s 
are negative, M(n) < M(n - 1). Hence, 
Wn + 1) G aM(l421) + WfWl) 
d ~JWnPJ) + BMW21). 
But 01-t ,8 < 1; hence M(n)--+O. a 
7. THE CASE g(n) = n2 
We shall conclude this study of the M functions by considering a function 
g(n) which grows more rapidly than those considered so far. 
THEOREM 7. If g(n) = n2 for all n and I.. (11-l + /3-l > 1, then 
Mgd4 - (a + B) n”/(a + B - 4. (7.1) 
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Proof. We may apply Theorem 1, and we note that i + j = n - 1, 
whenever the “if” test occurs in the algorithm following that theorem. There- 
fore F(n + 1) = min(oJ)(K),/3D(n - k)) for some A. IfF(n + 1) = &(k), then 
and 
d(j) d F(n + 1) d BW -i> 
P(n - j) G F(n + 1) < d(j) 
similarly if F(n + 1) = pD(n - k), we have 
aD( j) d F(n + 1) < Iso@ - j) 
and 
Thus in all cases, 
for all j < k, 
for all j > k, 
forallj<K 
for all j 3 k. 
mi@J(j), BW - j)) < F(n + 1) < ma+Q( j), BD(n - j)) (7.2) 
for all j, 0 <j < n. In particular, (7.2) holds when j = [pn/(~l+ @I. If  we 
now write D(E + 1) = E(n) + 2Cn, for C = (LY + /~)/(cz + /3 - $I), we 
have D(n+l)=g(n+2)-g(n+l)+F(n+l); hence, 
minW(lB4(~ + PM, PW4(~ + /UN 
< E(n) + 2cn - (2n + 3) (7.3) 
G maxW(lkW(~ + B)l), PW(~ + BN>>. 
Now 2Corl/3n/(~y + /3)] = 2Cn - 2n + O(l), so there is a constant A such 
that 
I W4l d ma+ IWW(~ + B)J)I 3 B Mb4(~ + B>l)l) + A. (7.4) 
From these relations we can prove that IE(n)j does not grow too rapidly. 
Since $/(a + /3) < 1, th ere is a constant h < 1 such that 
max(4PK~ + BP, B(d@ + /WA) < 1; 
let this maximum be p. There is a constant no such that 
,4n + 01 + B>” + A < nh for all 12 > n, , 
and we can find C, > 1 with IE(n)l < C,nA for all 71 < n, . By induction, 
(7.4) shows that IE(n)I < C,nA for aZZ n. 
We have proved that D(n) = 2Cn + O($); consequently, 
M(n) = Cn2 + O(d+l). I 
4W14WI6 
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When OL + p = 4, i.e., ly-l + ,E-l = 1, we can use the same technique to 
show that M,,& grows as ns log n. Assume that (Y < jI. If we write 
D(n + 1) = E,(n) + 2n log n/log (Y, 
we find 
&(n) G ~=WMn/4)~ bW4PlN + Wag 4; 
this implies that E,(n) < C,n for some C, . Similarly if we write 
D(n + 1) = E,(n) + 2n log n/log /I, 
we find 
4&4 2 mi+Wn/4)~ P49(b/BlN + Wgn)7 
so E,(n) > -Can. Therefore, A&&n) lies between n2 log n/log p + O(ns) 
and n* log n/log a + O(n2). It would be interesting to discover if 
lim M~Jn)/n2 log n exists. In the case OL = /3 = 2, our derivation proves that 
M,,,(n) = na log, n + O(n*), (7.5) 
a formula analogous to (3.1). 
Incidentally when (Y = p = 2, it is possible to give “explicit” formulas 
for M(n), in terms of the binary representation of n. Let 
n + 1 = 2a1 + 2”¶ + *a* + 2”r, 
where a, > a2 > 1.. > a,. > 0. Then, 
D(n) = 1 + 2(a, *2”’ + (a, + 1) *2”* + *.. + (ur + 1) -29 
and 
M(n) = C 2Q*+a’(max(ui , aj) + 1 - 2S,J 
ls$.kp 
-2n1+1(n - 2”‘) - g (2aa1 - 1) + 2n - 1. 
In particular, 
M(25 - 1) = (a - i) * 2aa + 2a+l - k. 
(7.6j 
When 01+ B < & we have (a - 1) (/3 - 1) > 1, so min(or, 18) > 1 
Now g(n) = ns > n, so we know from the results of Section 4 that 
Mgas(n) > Clnl+l/Y for some C 1 , where 01-y + /3-v = 1 (hence y < 1 and 
1 + l/y > 2). It can be shown that M,,(n) is also <Csnl+lIy in this case: 
in fact, whenever min(ar, /I) > 1, the general upper bound M,,,&n) = O@~l+~ly) 
holds for all functions g(n) that are O(n i+l+$ This result appears in [7]. 
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APPENDIX: A TAUBERIAN THEOREM 
Now let us return to Lemma 4.3, on which we based our proofs of Theo- 
rems 4.3, 5.1 and 6. Results of this type were originally given by N. Wiener 
[lg, 191 and S. Ikehara [lo], in a rather complicated form somewhat more 
general than we need. Landau [13] simplified the ideas and used them to give 
a new proof of the prime number theorem, but he gave a slightly less general 
result than Lemma 4.3. The following proof is based on that of Landau, 
with minor modifications in order to prove what we need. (At this point, the 
reader should refer back to the statement of Lemma 4.3.) 
Let g(s) = G(s) - C/(s - r), a un f ct ion which is analytic for Re(s) 3 y. 
We now introduce two parameters, y and h, which will eventually approach 
infinity. By the Riemann-Lebesgue lemma and the fact that g is analytic, 
where K(X) depends only on h. Let 
(A.2) 






2 -,+?I &) e-d~+s/h) ’ I ( 1 _ 9) e-izt dt& 
i J:2 (1 - A$..!) &AH ,f-‘) =- f(e~+“/A) e-b+.+fAt)(y+r/A) dx & 
A 2 =--- 2 s, (1 _ 9) &W [f(u) U-(Y+E+At+l) du & 
e”“gtG(y + E + At) dt + o(l), 
as n ---f co. (The parameter n was introduced in order to justify the change in 
order of integration.) Note that in the special “ideal” case f(u) = CU+’ we 
have d(x) = C and G(s) = C/(s - y); subtracting this particular case from 
the general case and combining the result with (A.l) yields 
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Now we can let E --f 0, because if E is extremely small the integrals clearly 
approach their value when E = 0. Therefore we have proved 
(This is the key inequality which gives us a handle on the problem. When y 
is very large and 1 x 1 is bounded, +( x must be very nearly equal to C.) ) 
From the monotonicity off, we now have the following inequalities when 
-AI/2 < x < Al/Z. 
Hence, 
for all fixed h and y > 1. If we let y + co, we obtain 
and if we now let X --f cc, we have lim supf(~)/z~ = C. A similar argument, 
using the other half of (AS), proves that lim inff(u)/UY = C. I 
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