INTRODUCTION
Least squares (LS) estimation of continuous-time stochastic signal models with additive "'white" noise is considered in [ 1]- [3] . Ergodicity assumptions are involved in the theory of [1] . In [2] , [3] ergodicity is not assumed and convergence rates are given. In [1] there is a conjecture that corresponding convergence rates for extended least-squares algorithms in the colored noise case cannot be obtained. Some of the foundations are laid for such results in [2] , [3] . In [4] , ELS estimation is prescribed for signal models with appropriate prefiltering, including possibly the domination of certain noise signals by additive noise. Also, a weighting coefficient selection scheme is built into the ELS estimation to improve convergence properties and avoid finite escape times. The theory of [ l]-[4] relies on Martingale convergence theorems.
Here, we generalize the work of [6] which gives rates of convergence for the discrete-time stochastic colored noise case to the continuous-time framework. A key ingredient is the prefiltering in the estimation, and for the theory, a key issue is the possibility of the existence of finite escape times on sample paths.
11, PROBLEM STATEMENT
Consider the dynamic system described by the following multivariable \tochastic integral equation: Notice the presence of W'(S) and that tr P,; 1 = Assumption 1: The solution of (2.8) exists for almost all sample p~ths u G Q up to an escape time.
(2 l(l) Let us define for each u (2.11) When u is finite, it denotes a finite escape time of the process 0,. With the above definitions and assumption, we now clatm that with [1(<., the Jdependent indicator funcuon which is umty for t < u and zero otherv Ise. then 11/<,1~~, Since here for C (,S ) # I, O, is O, dependent, (2.8) is highly nonlinear, and we cannot conclude the same properties for 6, without a formidable analysis of the nature of the nordinearities. Assumption (2. 10) in essence is that d, of (2.8)' exists for all f as the unique strong solution of (2. 15).
2) In the case C(S) = 1. the '"white" noise case, d, = o: is independent of u,, J, and hence of O,. Moreover, under (2.5) from (2. 10), = m and there is no finite escape ttme almost surely. Then f,(<ol s I and (2.8) is a linear stochastic differential equation with a unique strong solution for all f.
3) For the case W(S) = I, the condition (2.4) can only be satisfied with C'(S) = 1 (in contrast to the discrete-time case). See also [2], r= dw, -(3. 4) where the inequality follows from apphcation of (3.1), under (2.4).
III. MAIN RESULTS
Integrating and reorganizing gives, with flu denoting min (t, o)
Now~pplymg Lemma 3.3, as ( -u, the last integral is domitsated by thẽ econd last mtegra~so that the square bracketed form becomes negative if 3.20) Application of (3, 19), (3.20) in (3. 12a) gives the result (3. 12b).
iii) Now on the set H, of (3. 13), from (3. 12) 118,11 does not diverge to @. Consequently, the system generating~, can be viewed as a linear timevarying system with parameters f), d, which do not diverge to cm on H 2) The result of Lemma 3.3 is perhaps of independent interest to.any ELS stochastic analysis. 
