Abstract-This letter addresses adaptive radar detection of dim moving targets. To circumvent range migration, the detection problem is formulated as a multiple hypothesis test and solved applying model order selection rules which allow to estimate the "position" of the target within the CPI and eventually detect it. The performance analysis shows that the newly proposed architectures can provide an accurate estimate of the target position along with improved detection performance with respect to existing competitors.
extended to compensate nonlinear range cell migration caused by radial acceleration of a maneuvering target. Further examples can be found in [9] - [11] .
In this letter, we develop innovative architectures capable of detecting dim moving targets resorting to model order selection (MOS) rules [12] . Specifically, we assume that the transmitted coherent burst of pulses has an adequate duration from the energy point of view. Since a moving target might enter and/or exit the cell under test (CUT), we formulate the detection problem as a multiple hypothesis test and, then, apply the MOS rules to estimate the position and the extension of the target within the transmitted coherent burst of pulses. These estimates are then used to accomplish the detection task which is either delegated to an additional stage or jointly performed along with estimation in a single-stage architecture. The performance analysis is conducted on simulated data and highlights the advantage of the proposed architectures over the classical approaches for extended targets.
The letter is organized as follows: the next section is devoted to the problem formulation; Section III contains the derivation of the detectors, whereas Section IV provides some numerical examples (also in comparison to natural competitors). Concluding remarks are given in Section V.
A. Notation
In the sequel, vectors and matrices are denoted by boldface lower-case and upper-case letters, respectively. The symbols | · |, det(·), etr {·}, (·) T , (·) † denote modulus value, determinant, exponential of the trace, transpose, and conjugate transpose, respectively. C is the set of complex numbers and C N ×M is the Euclidean space of (N × M )-dimensional complex matrices. The symbols Re {z} indicates the real part of the complex number z, 0 is the null vector of proper dimension, and I N stands for the N × N identity matrix. Finally, we write x ∼ CN N (m, M ) if x is an N -dimensional complex normal vector with mean m and positive definite covariance matrix M .
II. PROBLEM FORMULATION
In this section, we first introduce the discrete-time signal model for a typical space-time scenario and then we formulate the detection problem as a multiple hypothesis test. Note that the model is aimed at taking into account range migration at the detection stage and it is obtained by properly modifying derivations in [7] , [13] .
Let us assume that the system is equipped with a linear array of N a uniformly spaced and identical sensors deployed along the z axis of a given reference system. Suppose that the mth sensor is located at
and λ denoting, in turn, the operating wavelength. The radar transmits a coherent burst of N p radiofrequency (RF) pulses at a constant PRF = 1/T where T is the pulse repetition time (PRT). Finally, the carrier frequency is f c = c/λ where c is the velocity of propagation in the medium. Due to the superposition principle, we can leave aside for the moment the interference components and focus on the useful target signal. To this end, we suppose that the signal backscattered from the target is a delayed and attenuated copy of the transmitted one. Specifically, suppose that the array is steered along a given direction, say ψ, measured with respect to the array direction, then the signal transmitted along ψ over the time interval [0, N p T ) is given by
where t n = t − nT ∈ (0, T ) is the fast time, A > 0 is an amplitude factor related to the transmitted power, ϕ ∈ [0, 2π) is a phase component depending on the local oscillator, finally, p(t) is a rectangular pulse of duration T p (T p is much smaller than T ). If the radar illuminates a point-like target moving with constant radial velocity v (with v > 0 for a target approaching the radar), the response to the nth pulse emitted by a sensor located at the origin of the reference system is the delayed version of the transmitted one by
c nT , with τ 0 , in turn, the round trip delay corresponding to the range at t = 0, say R 0 .
Thus, the received target echo at the mth sensor is given by
where Δ m = (m − 1)d cos ψ/c is the travel time between the mth sensor and the origin while α ∈ C is a factor which accounts for Ae jϕ , transmitting antenna gain, radiation pattern of the array sensors, two-way path loss, and radar cross-section of the (slowly-fluctuating) target; hereafter, constant terms are absorbed into α. Neglecting the time scale compression or stretching of the transmitted pulses [13] , the target signal at the mth antenna element can also be written as
where
c is the Doppler frequency shift of the possible target backscattered signal and ν s is the target spatial frequency, given by ν s = d λ cos ψ. 1 We are neglecting the target displacement over the pulse duration.
As a consequence, after complex baseband conversion, the target signal at the mth antenna element is given by
A discrete form for the received signal at the mth sensor is obtained by sampling the output of a filter matched 2 to p(t) and fed by x m (t). It is not difficult to show that the matched filter output for the mth sensor can be written as
where χ p (·, ·) is the ambiguity function of the pulse waveform p(t) [14] . In order to generate the range gate corresponding to a round-trip delay τ 0 + kT p , y m (t) is sampled at the time instants
where the term nT 2v c accounts for range migration. Thus, the vector containing the samples associated to the range cell corresponding to a round-trip delay τ 0 + kT p and at each antenna element is
where n l is the interference component (including thermal noise, clutter, and possible noise-like jammers) and k indexes the range bins (fast time). Note that y m (t k(l−1) ) is nonzero only if k and l are such that
c ≤ T p and has the following expression
Now assuming that a given k is the index of the CUT, the above equation highlights that the target may enter the CUT at l 1 and/or exit at l 2 , l 1 < l 2 , l 1 , l 2 ∈ {1, . . . , N p }. In principle, (5) can be used to determine the steering vector for known target velocity. However, in this letter we want to test the possible presence of a target with unknown radial velocity v within the CUT. For this reason, we resort to noncoherent integration and, defining
we consider the following multiple-hypothesis testing problem 3 In fact, the n i s and the m j s are noise vectors that we model as independent random vectors; moreover, we suppose 4 that n i , m j ∼ CN N a (0, M ). We also assume that K ≥ N a and that the α i ∈ C, i = l, . . . , l + h, are unknown (deterministic) complex factors.
Two remarks are in order. First, observe that assuming clutter uncorrelated over time reduces the integration gain. However, the integration loss is limited when MTI processing is applied, because the output clutter residue becomes more noise like [15] , or by processing radar bins at high ranges using very low PRF [16] . Second, it is important to underline that problem (6) contains several possibly nested alternate hypotheses. In the next section, it will be solved exploiting MOS rules to devise two classes of adaptive architectures.
III. DETECTOR DESIGNS
The herein proposed architectures differ in the number of stages. Specifically, the first architecture consists of a preliminary stage which provides estimates for l and h, followed by a second stage, devoted to the detection, which exploits the above estimates to form a suitable decision statistic. The second architecture jointly performs detection and estimation by incorporating the objective function of the considered MOS rule into a sort of generalized likelihood ratio test (GLRT) based decision statistic.
For both architectures, we choose the generalized information criterion (GIC) that provides a tuning parameter allowing for a decrease of the overfitting probability. As a consequence, GIC can provide better classification performance than the Akaike information criterion [12] . In addition, we discard the Bayesian information criterion since it would lead to a prior-dependent rule, which has little practical value [12] .
Before proceeding with the design, for future reference, let us introduce some useful definitions. Specifically, let
Remember that the target might enter and/or exit the CUT within the dwell time. 4 Otherwise stated, the r k are training vectors that we assume homogeneous to those from the CUT.
K ] the probability density function (PDF) of Z under H l,h , the PDF of Z under H 0 , and the PDF of R, respectively.
A. Two-Stage Architectures
As previously stated, in this class of architectures, the first stage estimates l and h, whereas the second stage is responsible for the detection task. Two approaches are followed in building up the selection rule. The first approach consists in deriving the GIC rule for known M , which is then replaced with the sample covariance based upon the training vectors. For this reason we refer to this rule as two-step GIC. The second approach computes the maximum likelihood estimates of α and M using the joint PDF of Z and R. Thus, according to the first approach, the expression of GIC for known M is given by
where p 1 (h, ρ) = (1 + ρ)(h + 1), with ρ > 1 the tuning parameter and α(M ) = [
T the maximum likelihood estimate (MLE) of α for known M . Replacing M with S/K = RR † /K, it is possible to show that (7) is equivalent to the following minimization problem
In the second case, GIC rule becomes
is the ith entry of α l,h , the MLE of α, using [Z R], under H l,h . Finally, it is possible to show that (9) is equivalent to
Once an estimate of (l, h), say (l,ĥ), is available, then the second stage compares a statistic which is function of (l,ĥ) with a detection threshold. Specifically, we consider the following decision statisticl
where here and after η is the threshold set to ensure the desired value for the probability of false alarm (P fa ).
B. One-Stage Architectures
The estimation stage developed in the previous subsection can be suitably modified in order to provide it with detection capabilities making the second stage unnecessary. To this end, we exploit a GLRT like approach where the PDF under the alternate hypothesis is replaced by the MOS objective function, namely a penalized compressed likelihood, due to the fact that in this case there exist multiple alternate hypotheses.
The first architecture is derived proceeding exactly as for the two-step GIC (8) 
The second detector is obtained by considering GIC based upon Z and R. Specifically, it is given by
and is equivalent to
IV. PERFORMANCE ASSESSMENT Before illustrating the performance of the new architectures, two remarks are in order. First, it is possible to show that all of them possess the constant false alarm rate (CFAR) property. In fact, selection rules (8) and (10), as well as decision statistics of detectors (12) and (14), have a stochastic representation independent of M under H 0 . Second, the proposed architectures are more computationally complex than GAMF, mainly due the maximization over all the possible combinations of l and h.
The considered performance metrics are the probability of detection (P d ) and the root mean square error (RMSE) in the estimation of l and h. For simulations purposes, we resort to standard Monte Carlo counting techniques by evaluating the thresholds to ensure P fa = 10 −4 , the P d s, and RMSE values over 100/P fa , 1000, and 1000 independent trials, respectively. At each trial, the values of h and l are uniformly generated in The GIC tuning parameters in (8) and (10) are equal to 11 and 5, respectively. 5 For comparison purposes, we have also plotted the P d curves of the so-called generalized adaptive matched filter (GAMF) introduced in [17] , the clairvoyant (non-adaptive) detector for known M , l, and h, which represents an upperbound to the detection performance, and the two-stage architecture using (7) and (11) with M in place of S. Fig. 1 shows that architectures based upon (10) ensure better detection performance with a gain of about 3 dB over the other decision schemes. On the contrary, the GAMF along with the 2-stage architecture based on (8) are placed in the last position of the performance rank. In Fig. 2 , we show that for SINR values greater than 10 dB the estimation errors of the considered GIC-based architectures are comparable and less than 1. Finally, the poor detection performance of the two-stage architecture based on (8) and of detector (12) is mainly due to a less accurate estimate of M as shown in Fig. 1 by the curve of the two-stage architecture for known M .
V. CONCLUSION
In this letter, we have addressed the problem of detection in the presence of range migration. To this end, we have devised adaptive architectures which incorporate MOS rules to estimate the position and the extension of the target within the processing interval. The performance analysis has highlighted the effectiveness of the proposed approach, since decision schemes based upon (10) (including detector (14) ) can provide a significant performance gain with respect to the GAMF and the other herein proposed detectors. From the estimation point of view, the considered architectures can ensure a negligible RMSE for SINR values greater than 10 dB. Future research tracks might account for the correlation among temporal returns.
