Abstract. Many research institutes conduct relative researches on face detection. The theory of face detection is relatively easy, but the influence of other factors shall be considered in actual operation This paper raises a new method to make face detection. This algorithm includes converting images from RGB color space to YCbCr space, gray processing and pre-processing, methods to remove the non-face area for confirmation of face area and finally counting with YCrCb color space. This paper will describe how to implement this algorithm.
Introduction
The theory of face detection is relatively easy, but the influence of other factors shall be considered in actual operation, such as the covering or overlapping of faces in images, the front or side faces, etc. In certain circumstances, faces may be detected in areas without any faces. To solve these problems, many technological obstacles need to be conquered, including template-based matching, artificial neural network [1] , facial feature location [2] , pattern recognition, etc.
Domestic and Foreign Research Situation
The researches of face detection overseas are early and among them are those conducted by the MTI Media Lab and Ai Lab, and the Robot Institute of Carnegie Mellon University; there are also researches on face detection methods by Rowley et al based on neural network, and Yullie et al. based on elastic pattern, as well as researches on eigenface method of Turk et al based on PCA technology [3] . Chinese research institutes also conduct relative researches, and certain results have been achieved. Zhou Zongheng et al. of Computer Department, Fudan University proposed a new kind of rapid initial face location method based on K-L skin color.
Algorithm

Face Detection with YCrCb Color Space
As the color representation model applied in CCIR601 coding scheme with studio quality standard as the objective, the color space YCrCb (YUV) is widely applied in such fields as color display of videos [4] . This space can be slightly influenced by brightness variation, can distribute independently in two-dimension, and well restrict the skin color distribution area. The CrCb component of color image based on color space YCrCb is sensitive to brightness, and the skin color presents little difference under CrCb component. The image based on RGB color space under the component of person cannot distinguish the skin color from the background. To avoid the influence of brightness, the color model of YCrCb is selected and color space conversion is conducted to the input color images, i.e. from the RGB space with high correlation to the color space YCrCb with irrelevant color components. The conversion formula is as follows:
After statistics to a large number of skin color samples, it is found that the distribution of skin colors in CbCr space presents good clustering feature. The statistical distribution satisfies 77<Cb<127 and also 133<Cr<173.
Skins of different races have difference, but the difference in chrominance is far less than that in brightness. On the two-dimensional chrominance plane, the skin color area is concentrated, so it can be described in Gaussian distribution. According to the Gaussian distribution of skin color in chrominance space, the probability of each pixel in the color image in the skin area can be calculated after it is converted from RGB color space to YCbCr space [5] , i.e. obtain the similarity with skin color according to distance of this point from the centre of Gaussian distribution and convert color image to gray image to make the gray level of each pixel correspond to the similarity of that point to skin color. The similarity computation formula is as follows:
Wherein, m is the average value, m=E(x), C is covariance matrix, x=(CbCr)^ɽ, the 2D Gaussian model G (m, V2) of the skin color can be represented as:
Wherein, , Cr Cb are the average values corresponding to Cr and Cb, and V is the covariance matrix.
After the color image is converted to gray image of similarity through Gaussian model, proper threshold values can be selected and then the skin color area and nonskin color area can be divided. The skin color model is based on statistics and similarity computation is needed to each pixel, so the speed is not so fast. Of course, Advanced Science and Technology Letters Vol.141 (GST 2016) in the real skin color detection, the [ 0.5(
in formula (2) can be directly used for determination to increase the detection speed.
Gray Processing and Pre-processing
The built-in gray processing function rgb2gray [6] of MATLAB is used to make gray processing to the images; for the image pre-processing part, the open operation is adopted to eliminate the desultory points; in the screening of face candidate regions, as some head parts are overlapped and some heads are connected with the clothes, the closed operation is first adopted to break the connections and then hole filling is conducted to lay a foundation for confirmation of face area. Open and closed operations actually refer to the erosion and dilation to the images, and there are two methods to represent gray erosion operation, which are respectively one-dimensional and two-dimensional ways:
The maximization method is used when the gray value erosion is defined, i.e. obtain the maximum value that can be achieved in push-up structure when it is under the signal. Here we use the reflection of structure element to obtain the minimum value of push-up structural element exceeding the signal when the signal is limited within the domain of structural element, so as to define the gray value expansion. The gray scale expansion is the dual operation of gray corrosion operation, and the gray scale expansion of structure element b (x, y) to target image f(x, y) can also be expressed by two methods, which are respectively one-dimensional and two-dimensional ways:
With the two morphological algorithms, i.e. erosion and expansion, to primary gray value, we can define the secondary computation -gray open and gray closed operations. The two operations are dual operations and they can both be described by the filling concept. The formula is:
Open operation is usually used to remove small (relative to the structural elements) brightness details, but keep the overall gray level and the big brightness characteristics unchanged. As the initial erosion operation will make the image darker at the same time of eliminating small brightness details, the afterwards expansion process is used to increase the whole strength of image but will not introduce the details that have been eliminated.
According to the definition of duality, the closed operation for gray value is defined as follows:
The closed operation to gray value is of expansibility, and the filtering results always stay at the top of original images.
3.3
Confirmation of Face Area
Due to the similarity between background and skin color, the light reflection or other reasons, disturbance will be caused to the confirmation of face area, so measures shall be taken to remove the non-face area. The following methods can be adopted:
(1) Label the connection area with bwlabel function, calculate the area of labeled area, then calculate the area with the longest side of labeled area, compare the two areas and obtain the area filling rate. If the filling rate is larger than 0.5, then keep this area as the candidate area. L=bwlabel (BW,n), return an L matrix with the same size as BW which contains the category labels indicating each connection area in BW, and the values of these labels are 1, 2 and num (quantity of connection areas). The value of n is 4 or 8, which means that the area is found based on 4 or 8 connections. The default value is 8. 4-connected or 8-connected is the basic concept in image processing: 8-connected means that a pixel is considered as connected with other pixels when it is connected with them in up, down, left, right, top left, lower left, top right or lower right corners; 4-connected means that a pixel is considered as connected with other pixels when it is connected with them in up, down, left and right sides but considered as not connected when it is connected with them in top left, lower left, top right or lower right corners.
[L,num] = bwlabel(BW,n), wherein what returned by num is the quantity of connected areas in BW.
(2) Make further judgment on the basis of candidate area in last step, then make labeling to the connected area again with the above method, and keep the area with the ratio of over 0.3 as the candidate area again. (3) Confirm the face area further with the screening of candidate face areas (the judgment rules are as follows): 1. If the target depth-width ratio is larger than 0.8 but smaller than 2.0, then it is not considered as the face area and will be deleted. 2. If the target area is too large or too small, it is not considered as the face area and will be deleted.
Framing to the Face Area
The face area has been determined in the last step. To make the result more intuitive, the confirmed face area is framed for labeling and then it just needs to output the quantity of faces. The experiments in Figure 1 and Figure 2show that the algorithm is of universal applicability. It has good identification to the head images captured by the general cameras, it has few requirements to the external conditions such as light, and it has certain identification to the biased side images of heads.
Summary
The experiments in Figure ( 1) and Figure (2) show that the algorithm is of universal applicability. It has good identification to the head images captured by the general cameras, it has few requirements to the external conditions such as light, and it has certain identification to the biased side images of heads.
