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Abstract
We consider the linear model y = Xβ? +  with X ∈ Rn×p in the overparameterized regime
p > n. We estimate β? via generalized (weighted) ridge regression: βˆλ = (X
>X + λΣw)
†
X>y,
where Σw is the weighting matrix. Assuming a random effects model with general data covari-
ance Σx and anisotropic prior on the true coefficients β?, i.e., Eβ?β
>
? = Σβ , we provide an
exact characterization of the prediction risk E(y−x>βˆλ)2 in the proportional asymptotic limit
p/n → γ ∈ (1,∞). Our general setup leads to a number of interesting findings. We outline
precise conditions that decide the sign of the optimal setting λopt for the ridge parameter λ and
confirm the implicit `2 regularization effect of overparameterization, which theoretically justifies
the surprising empirical observation that λopt can be negative in the overparameterized regime.
We also characterize the double descent phenomenon for principal component regression (PCR)
when X and β? are non-isotropic. Finally, we determine the optimal Σw for both the ridge-
less (λ → 0) and optimally regularized (λ = λopt) case, and demonstrate the advantage of the
weighted objective over standard ridge regression and PCR.
1 Introduction
In this work we consider learning the target signal β? in the following linear regression model:
yi = x
>
i β? + i, i = 1, 2, . . . , n
where each feature vector xi ∈ Rp and noise i ∈ R are drawn i.i.d. from the two independent
random variables x˜ and ˜ satisfying E˜ = 0, E˜2 = σ˜2, x˜ = Σ1/2x z/
√
n, and the components of z are
i.i.d. random variables with zero mean, unit variance, and bounded 12th absolute central moment.
To estimate β? from (xi, yi), we consider the following generalized ridge regression estimator:
βˆλ = (X
>X + λΣw)
†
X>y, (1.1)
where X ∈ Rn×p is the feature matrix, y is vector of the observations, the symbol † denotes the
Moore-Penrose pseudo-inverse, and Σw is a positive definite weighting matrix. When λ ≥ 0, βˆλ
minimizes the squared loss with a weighted `2 regularization: minβ
∑n
i=1(yi − x>i β)2 + λβ>Σwβ.
Note that Σw = Id reduces the objective to standard ridge regression.
∗Equal Contribution; alphabetical ordering.
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While the standard ridge regression estimator is relatively well-understood in the data-abundant
regime (n > p), several interesting properties have been recently discovered in high dimensions,
especially when p > n. For instance, the double descent phenomenon suggests that overparameter-
ization may not result in overfitting due to the implicit regularization of the least squares estimator
[17, 3]. This implicit regularization also leads to the surprising empirical finding that the optimal
ridge can be negative in the overparameterized regime [21].
Motivated by these examples, we characterize the estimator βˆλ in the asymptotic regime p/n→
γ ∈ (1,∞)1 as n, p→∞. We consider a random effects model by placing the following prior on the
true coefficients (independent of x˜ and ˜): Eβ?β>? = Σβ. Our goal is to study the prediction risk
of βˆλ: Ex˜,˜,β?(y˜ − x˜>βˆλ)2, where y˜ = x˜>β? + ˜2. Compare to previous high-dimensional analysis
of ridge regression [13], our setup is generalized in two important aspects:
Anisotropic Σx and Σβ. Our analysis deals with general anisotropic prior Σβ and data
covariance Σx, in contrast to previous works which assume either isotropic features or signal
(e.g., [13, 17, 37]). Note that the isotropic assumption on the signal or features imply that
each component are roughly of the same magnitude, which may not hold true in practice. For
instance, it has been theoretically shown that the optimal ridge penalty is always non-negative
under the isotropic assumption on either the signal Σβ [13, Theorem 2.1] or the features Σx [17,
Theorem 5]. On the other hand, empirical results demonstrated that in the overparameterized
regime, the optimal ridge for real-world data can be negative [21]. While this observation cannot
be captured by previous works, our less restrictive assumptions lead to a concise description of
when this phenomenon occurs.
Weighted `2 Regularization. We consider the generalized ridge regression instead of simple
isotropic shrinkage. While the generalized formulation has been previously proposed (e.g., [18,
7]), to the best of our knowledge, no existing work computes the precise prediction risk in the
overparameterized proportional asymptotic regime and characterizes the corresponding optimal
weighting matrix. Our setting is also inspired by recent observations in deep learning that weighted
`2 regularization often achieves better generalization compared to isotropic weight decay [26, 38].
Our theoretical analysis illustrates the benefit of weighted `2 regularization.
Under the general setup (1.1), the contributions of this work can be summarized as:
• Exact Asymptotic Risk. in Section 4 we derive the prediction risk R(λ) of our estimator
(1.1) in its bias-variance decomposition (see Figure 2). We also characterize the risk of
principal component regression (PCR) and confirm the double descent phenomenon under
more general settings compare to [37].
• “Negative Ridge” Phenomenon. in Section 5, we analyze the optimal regularization
strength λopt under different Σw, and provide precise conditions under which the optimal
λopt is negative in the overparameterized regime. In brief, we show that λopt is negative when
SNR is large and the large directions of Σx and Σβ are aligned (see Figure 3), and vice versa.
In contrast, we also show that the optimal `2 regularization is always non-negative in the
underparameterized regime (p < n), and thus we confirm that overparameterization has an
implicit `2 regularization effect.
1Some of our results also apply to the underparameterized regime (γ < 1), as we explicitly highlight in the sequel.
2When β? is deterministic, Ex˜,˜,β?(y˜ − x˜>βˆλ)2 reduces to the prediction risk for one fixed β?.
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• Optimal Weighting Σw. in Section 6, we determine the
optimal weighting matrix Σw for both the optimal ridge re-
gression (λ = λopt) and the ridgeless limit (λ → 0). In the
ridgeless limit, based on the bias-variance decomposition, we
show that in certain cases the optimal Σw should interpolate
between Σx, which minimizes the variance, and Σ
−1
β , which
minimizes the bias (for more general setting see Theorem 7).
On the other hand, for the optimal ridge regression, in many
cases the optimal Σw is simply Σ
−1
β (see Figure 4), which is
independent of both the eigenvalues of data covariance Σx
and the SNR (Theorem 9 also presents more general cases).
We demonstrate the advantage of weighted `2 regularization
over standard ridge regression and PCR. We also propose a
heuristic approach to choose Σw when information about the
true coefficients β? is not present.
Notations: We denote E˜ as taking expectation over β∗, x˜, ˜. Let
dx, dβ dw be the vectors of the eigenvalues of Σx,Σβ and Σw
respectively. We use IS as the indicator function of set S.
 
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Standard ridge ⌃w = I
Optimal weighted ridge ⌃w = ⌃
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R( ) (Theoretical)
E˜(y˜   x˜> ˆ )2 (Empirical)
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Figure 1: illustration of the
“negative ridge” phenomenon
and the advantage of weighted `2
regularization under “aligned”
Σx and Σβ . We set γ = 2. Red:
standard ridge regression (Σw=
I); note that the lowest predic-
tion risk is achieved when λ < 0.
Blue: optimally weighted ridge
regression (Σw = Σ
−1
β ), which
achieves lower risk compare to
the standard isotropic shrinkage.
2 Related Works
Asymptotics of Ridge Regression. The prediction risk of standard ridge regression (Σw = Id)
in the proportional asymptotics has been widely studied. When the data is isotropic, precise char-
acterization can be obtained from random matrix theory [20, 11, 17], approximate message passing
algorithm [14], or the convex Gaussian min-max theorem [36]. Under general data covariance,
closely related to our work is [13], which considered a random effects model with a more restrictive
isotropic prior on the target coefficients (Σβ = Id). Our risk characterization is built upon the
general random matrix result of [32, 23]. Similar tools have been applied in the analysis of sketching
[12] and the connection between ridge regression and early stopping [1, 25].
Weighted Regularization. The formulation (1.1) was first introduced in [18], and many choices
of the weighting matrix have been proposed [35, 7, 28, 31]; yet since these estimators are usually
derived in the n > p setup, their effectiveness in the high-dimensional and overparameterized
regime is largely unknown. Generalized ridge estimators often connect to the James-Stein estimator
[34, 19], for which weighted shrinkage has also been been examined [15, 16]. In the context of
deep learning, it has been experimentally observed that decoupled weight decay often leads to
better generalization [26]. This objective can be interpreted as `2 regularization weighted by the
preconditioning ‖θ‖2P [38, Sec. 3], which relates to the Fisher-Rao norm [24], a measures of model
complexity. In addition, a weighted `2 regularizer corresponds to an anisotropic Gaussian prior on
the parameters, which enjoyed empirical success in learning neural networks [27, 39]. Last but not
least, beyond the `2 penalty, weighted regularization is also effective in LASSO regression [40, 6].
Benefit of Overparamterization. Our overparameterized setting (γ > 1) is motivated by the
double descent phenomenon [22, 4], which can be theoretically explained in linear regression [17,
37, 3], random features regression [29, 8], and max-margin classifiers [30, 9], although translation
to neural networks can be more nuanced [2]. In particular for least squares regression, it has been
shown in special cases that overparameterization induces an implicit `2 regularization [21, 10],
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which partially explains the absence of overfitting. This result also leads to the speculation that
the optimal ridge regularizer in the overparameterized regime could be negative, to partially cancel
the implicit regularization. This “negative ridge” phenomenon has been heuristically argued in
[21], and in this work we provide a rigorous characterization.
3 Setup and Assumptions
In addition to the prediction risk of the weighted ridge estimator βˆλ = (X
>X + λΣw)
†X>y, the
setup of which we outlined in Section 1, in this work we also analyze the principal component
regression (PCR). In particular, for θ ∈ [0, 1], the PCR estimator is given as βˆθ = (X>θXθ)†X>θ y,
where Xθ = XU θ and the columns of U θ ∈ Rp×θp are the leading θp eigenvectors of Σx.
Under the setting on (x˜,β?, ˜) described in Section 1, the prediction risk of the generalized
ridge estimator (1.1) can be simplified as
E˜
(
y˜ − x˜βˆλ
)2
= σ˜2
(
1 +
1
n
tr
(
Σx/w
(
X>/wX/w + λI
)−1 − λΣx/w(X>/wX/w + λI)−2))︸ ︷︷ ︸
Part 1, Variance
+
λ2
n
tr
(
Σx/w
(
X>/wX/w + λI
)−1
Σwβ
(
X>/wX/w + λI
)−1)
︸ ︷︷ ︸
Part 2, Bias
, (3.1)
where X/w =XΣ
−1/2
w ,Σx/w = Σ
−1/2
w ΣxΣ
−1/2
w ,Σwβ = Σ
1/2
w ΣβΣ
1/2
w . Note that the variance term
does not depend on the true signal, and the bias is independent of the noise level. Let dx/w be
the eigenvalues of Σx/w and Σx/w = Ux/wDx/wU
>
x/w be the eigendecomposition of Σx/w where
Ux/w is the eigenvector matrix and Dx/w = diag
(
dx/w
)
. Let dwβ , diag
(
Ux/wΣwβU
>
x/w
)
. When
Σw = I, dwβ characterizes the strength of the signal β? along the directions of the eigenvectors of
feature covariance Σx. To simplify the RHS of (3.1), we make the following assumption:
Assumption 1. Let dx/w,i and dwβ,i be the ith element of dx/w and dwβ respectively. Then the
empirical distribution of (dx/w,i, dwβ,i) jointly converges to (h, g) where h and g are two non-negative
random variables. Further, there exists constants cl, cu > 0 independent of n and p such that
mini dx/w,i ≥ cl, maxi(dx/w,i, dwβ,i)) ≤ cu and ‖Σwβ‖ ≤ cu.
It is straightforward to check that Σx and Σβ studied in [13, 17, 37] (with Σw = I) are special
cases of Assumption 1 with either h or g being a point mass. It is clear that our Assumption 1
allows the eigenvalues of Σx and Σβ (when Σw = I) to follow much more general distributions.
4 Risk Characterization
With the aforementioned assumptions, we now present our characterization of the prediction risk.
Theorem 1. Under Assumption 1, the asymptotic prediction risk is given as
E˜
(
y˜ − x˜βˆλ
)2 p→ m′(−λ)
m2(−λ) ·
(
γE
gh
(h ·m(−λ) + 1)2 + σ˜
2
)
:= R(λ), ∀λ > −c0 (4.1)
4
dx ⇠ dc, d  ⇠ dc
dx ⇠ dc, d  ⇠ ct
dx ⇠ ct, d  ⇠ ct
dx ⇠ ct, d  ⇠ dc
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(c) Random, noiseless
Figure 2: Finite sample prediction risk E˜(y˜ − x˜>β?)2 (experiment) and the asymptotic risk R(λ) (theory)
against λ for standard ridge regression (Σw = Id). We set γ = 2 and (n, p) = (300, 600). ‘dc’ and ‘ct’
stand for for discrete and continuous distribution, respectively. We write ‘aligned’ if dx and dβ have the
same order, ‘misaligned’ for the reverse and ‘random’ for random order. Different colors indicate different
combinations of dx and dβ . Note that our derived risk R(λ) matches the experimental values, and in the
aligned and noiseless case, the optimal risk is achieved when λ < 0 (predicted by Theorem 4). Plots for the
noisy case is presented in Appendix D.
where c0 = (
√
γ − 1)2cl, and m(z) is the Stieltjes transform of the limiting distribution of the
eigenvalues of X/wX
>
/w. Additionally, m(−λ),m′(−λ) > 0 satisfy the following:
λ =
1
m(−λ) − γE
h
1 + h ·m(−λ) (4.2)
1 =
(
1
m2(−λ) − γE
h2
(h ·m(−λ) + 1)2
)
m′(−λ). (4.3)
Note that the condition λ > −c0 ensures both m(−λ) and m′(−λ) exist and are positive.
Furthermore, it can be shown from prior works [13, 37] that the variance term (part 1) in (3.1),
converges to σ˜2 m
′(−λ)
m2(−λ) . Our main contribution is to characterize the bias term, Part 2, under
significantly less restrictive assumption on (Σx,Σβ,Σw). In particular, we show that
Part 2
p→ m
′(−λ)
m2(−λ) · γE
gh
(h ·m(−λ) + 1)2 , ∀λ > −c0.
We illustrate the results of Theorem 1 in Figure 2 (noiseless case) and Figure 6 (noisy case)
for both discrete and continuous design for dx and dβ with Σx = diag(dx),Σβ = diag(dβ) and
Σw = I (see design details in Appendix D). Note that Assumption 1 specifies a joint relation
between dx(= dx/w) and dβ(= dwβ). In the following section, we mainly consider the following
relations, which allow us to precisely determine the sign of λopt.
Definition 2. For two vectors a, b ∈ Rp, we say a is aligned (misaligned) with b if the order of
a is the same as (reverse of) the order of b. In addition, we say a and b have random relation if
one of their orders is independently and uniformly permuted at random.
Intuitively, aligned dx and dβ implies that when one component in dx has large magnitude,
then so does the corresponding component in dβ, and vice versa. In Figure 2, we plot the prediction
risk of all three joint relations (see Appendix D for details) defined above for both the noiseless and
noisy case (with fixed SNR ξ = 5).
5
Theorem 1 allows us to compute the risk of the generalized ridge estimator βˆλ as well as its
ridgeless limit, which yields the minimum ‖βˆ‖Σw norm solution (taking Σw = I recovers the
minimum `2 norm solution studied in [17, 5]).
We note that the principal component regression (PCR) estimator is closely related in the
ridgeless estimator we consider: intuitively, picking the leading θp eigenvectors of Σx (for some
θ ∈ [0, 1]) is equivalent to setting the remaining (1 − θ)p eigenvalues of Σw to be infinity. We
characterize the prediction risk of the PCR estimator βˆθ in the following corollary:
Corollary 3. Suppose Assumption 1 hold with Σw = I, and h has continuous strictly increasing
quantile function Qh. Then for all θ ∈ (0, 1], as n, p→∞,
E˜
(
y˜ − x˜βˆθ
)2 p→

m′θ(0)
m2θ(0)
·
(
γE
gh
(hθ ·mθ(0) + 1)2 + σ˜
2
)
, θγ > 1
(
γE[gh · Ih<Qh(1−θ)] + σ˜2
) 1
1− θγ , θγ < 1
(4.4)
where hθ = h · Ih≥Qh(1−θ) and mθ(z) satisfies that
−z = 1
mθ(z)
− γE hθ
1 + hθ ·mθ(z) .
Corollary 3 confirms the double descent phenomenon, i.e. the prediction risk exhibits a spike as
θγ → 1− under more general settings of (Σx,Σβ) compare to [37]. We further discuss the relation
between the minimum ‖βˆ‖Σw norm solution and the PCR estimator βˆθ in Section 6.
5 Analysis of Optimal λopt
In this section, we focus on the optimal weighted ridge estimator and determine the sign of the
optimal regularization parameter λopt. Taking the derivatives of (4.1) yields
R′(λ) =
2γ(m′(−λ))2
m3(−λ)

−σ˜2 E ζ2(1+ζ)3
1− γE ζ2
(1+ζ)2

︸ ︷︷ ︸
Part 3
+
E ghζ
(1 + ζ)3
−
γE ζ
2
(1+ζ)3
E gh
(1+ζ)2
1− γE ζ2
(1+ζ)2

︸ ︷︷ ︸
Part 4
, (5.1)
where ζ = h ·m(−λ). For certain special cases, we obtain a closed form solution for λopt (see details
in Appendix B.1) and recover the result from [17, 13]3 and beyond:
• When h a.s.= c (i.e., isotropic features [17]), the optimal λopt is achieved at c/ξ.
• When g a.s.= c (i.e., isotropic signals [13]), the optimal λopt is achieved at σ˜2/c.
• When E[g|h] a.s.= E[g] (e.g., random order), the optimal λopt is achieved at σ˜2/E[g].
Although λopt may not have a tractable form in general, we may infer the sign of λopt. Recall
that in (5.1), Part 3 is due to the variance term (Part 1) and Part 4 from the bias term (Part 2) in
(3.1). We therefore consider the sign of Part 3 and Part 4 separately in the following theorem.
3In [17], h
a.s.
= 1. In [13], σ˜2 = 1 and their signal strength α2 is equivalent to cγ in our setting.
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<latexit sha1_base64= "bGN1Vtl9BsvxaFsxX0zg2IjtXMo=">AAAB/XicbV DLSsNAFJ3UV62v+Ni5GSyCq5KIoAsXBTcuK9hWaE KYTKbt0MkkzNyINQR/xY0LRdz6H+78G6dtFtp6YOB wzrncOydMBdfgON9WZWl5ZXWtul7b2Nza3rF39zo6 yRRlbZqIRN2FRDPBJWsDB8HuUsVIHArWDUdXE797z 5TmibyFccr8mAwk73NKwEiBfeAJE45IkHvAHiBPU iiKwK47DWcKvEjcktRRiVZgf3lRQrOYSaCCaN1znR T8nCjgVLCi5mWapYSOyID1DJUkZtrPp9cX+NgoEe4 nyjwJeKr+nshJrPU4Dk0yJjDU895E/M/rZdC/8HMu 0wyYpLNF/UxgSPCkChxxxSiIsSGEKm5uxXRIFKFg CquZEtz5Ly+SzmnDdRruzVm9eVnWUUWH6AidIBedo ya6Ri3URhQ9omf0it6sJ+vFerc+ZtGKVc7soz+wPn 8AlUaV7Q==</latexit><latexit sha1_base64= "bGN1Vtl9BsvxaFsxX0zg2IjtXMo=">AAAB/XicbV DLSsNAFJ3UV62v+Ni5GSyCq5KIoAsXBTcuK9hWaE KYTKbt0MkkzNyINQR/xY0LRdz6H+78G6dtFtp6YOB wzrncOydMBdfgON9WZWl5ZXWtul7b2Nza3rF39zo6 yRRlbZqIRN2FRDPBJWsDB8HuUsVIHArWDUdXE797z 5TmibyFccr8mAwk73NKwEiBfeAJE45IkHvAHiBPU iiKwK47DWcKvEjcktRRiVZgf3lRQrOYSaCCaN1znR T8nCjgVLCi5mWapYSOyID1DJUkZtrPp9cX+NgoEe4 nyjwJeKr+nshJrPU4Dk0yJjDU895E/M/rZdC/8HMu 0wyYpLNF/UxgSPCkChxxxSiIsSGEKm5uxXRIFKFg CquZEtz5Ly+SzmnDdRruzVm9eVnWUUWH6AidIBedo ya6Ri3URhQ9omf0it6sJ+vFerc+ZtGKVc7soz+wPn 8AlUaV7Q==</latexit><latexit sha1_base64= "bGN1Vtl9BsvxaFsxX0zg2IjtXMo=">AAAB/XicbV DLSsNAFJ3UV62v+Ni5GSyCq5KIoAsXBTcuK9hWaE KYTKbt0MkkzNyINQR/xY0LRdz6H+78G6dtFtp6YOB wzrncOydMBdfgON9WZWl5ZXWtul7b2Nza3rF39zo6 yRRlbZqIRN2FRDPBJWsDB8HuUsVIHArWDUdXE797z 5TmibyFccr8mAwk73NKwEiBfeAJE45IkHvAHiBPU iiKwK47DWcKvEjcktRRiVZgf3lRQrOYSaCCaN1znR T8nCjgVLCi5mWapYSOyID1DJUkZtrPp9cX+NgoEe4 nyjwJeKr+nshJrPU4Dk0yJjDU895E/M/rZdC/8HMu 0wyYpLNF/UxgSPCkChxxxSiIsSGEKm5uxXRIFKFg CquZEtz5Ly+SzmnDdRruzVm9eVnWUUWH6AidIBedo ya6Ri3URhQ9omf0it6sJ+vFerc+ZtGKVc7soz+wPn 8AlUaV7Q==</latexit><latexit sha1_base64= "bGN1Vtl9BsvxaFsxX0zg2IjtXMo=">AAAB/XicbV DLSsNAFJ3UV62v+Ni5GSyCq5KIoAsXBTcuK9hWaE KYTKbt0MkkzNyINQR/xY0LRdz6H+78G6dtFtp6YOB wzrncOydMBdfgON9WZWl5ZXWtul7b2Nza3rF39zo6 yRRlbZqIRN2FRDPBJWsDB8HuUsVIHArWDUdXE797z 5TmibyFccr8mAwk73NKwEiBfeAJE45IkHvAHiBPU iiKwK47DWcKvEjcktRRiVZgf3lRQrOYSaCCaN1znR T8nCjgVLCi5mWapYSOyID1DJUkZtrPp9cX+NgoEe4 nyjwJeKr+nshJrPU4Dk0yJjDU895E/M/rZdC/8HMu 0wyYpLNF/UxgSPCkChxxxSiIsSGEKm5uxXRIFKFg CquZEtz5Ly+SzmnDdRruzVm9eVnWUUWH6AidIBedo ya6Ri3URhQ9omf0it6sJ+vFerc+ZtGKVc7soz+wPn 8AlUaV7Q==</latexit>
 
<latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE 8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70N aBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MH lKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThK RqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1 GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+f wCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE 8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70N aBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MH lKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThK RqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1 GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+f wCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE 8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70N aBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MH lKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThK RqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1 GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+f wCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE 8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70N aBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MH lKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThK RqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1 GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+f wCGEJVN</latexit>
Left: Optimal λopt.
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 
<latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4 MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9 IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgC bXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4 MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9 IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgC bXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4 MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9 IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgC bXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4 MVjBfuA7lKy2WwbmseSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9 IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgC bXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit>
↵ =  2 ↵ = 2
↵ =  1 ↵ = 1
↵ = 0
<latexit sha1_base64="9EPCLBkA0jfPvj4Gl9oDU4ftV6Q=">AAACS3icdVBLSwMxGMxWq7W+qh69BIv ixbJbCnoRCl48VrAP6C7l22y2DWYfJlmhLPX3efHizT/hxYMiHkzbRfrQgYTJzHwkGTfmTCrTfDVyK6v5tfXCRnFza3tnt7S335JRIghtkohHouOCpJyFtKmY4rQTCwqBy2nbvbsa++0HKiSLwls1jKkTQD9kPiOgtNQr uSc28HgA+BKfVbF9n4CX7djGj79e1baLM0nr/6Q1lzT1qVcqmxVzArxMrIyUUYZGr/RiexFJAhoqwkHKrmXGyklBKEY4HRXtRNIYyB30aVfTEAIqnXTSxQgfa8XDfiT0ChWeqLMTKQRSDgNXJwNQA7nojcW/vG6i/Asn ZWGcKBqS6UV+wrGK8LhY7DFBieJDTYAIpt+KyQAEEKXrH5dgLX55mbSqFcusWDe1cr2W1VFAh+gInSILnaM6ukYN1EQEPaE39IE+jWfj3fgyvqfRnJHNHKA55PI/H/qs5Q==</latexit><latexit sha1_base64="9EPCLBkA0jfPvj4Gl9oDU4ftV6Q=">AAACS3icdVBLSwMxGMxWq7W+qh69BIv ixbJbCnoRCl48VrAP6C7l22y2DWYfJlmhLPX3efHizT/hxYMiHkzbRfrQgYTJzHwkGTfmTCrTfDVyK6v5tfXCRnFza3tnt7S335JRIghtkohHouOCpJyFtKmY4rQTCwqBy2nbvbsa++0HKiSLwls1jKkTQD9kPiOgtNQr uSc28HgA+BKfVbF9n4CX7djGj79e1baLM0nr/6Q1lzT1qVcqmxVzArxMrIyUUYZGr/RiexFJAhoqwkHKrmXGyklBKEY4HRXtRNIYyB30aVfTEAIqnXTSxQgfa8XDfiT0ChWeqLMTKQRSDgNXJwNQA7nojcW/vG6i/Asn ZWGcKBqS6UV+wrGK8LhY7DFBieJDTYAIpt+KyQAEEKXrH5dgLX55mbSqFcusWDe1cr2W1VFAh+gInSILnaM6ukYN1EQEPaE39IE+jWfj3fgyvqfRnJHNHKA55PI/H/qs5Q==</latexit><latexit sha1_base64="9EPCLBkA0jfPvj4Gl9oDU4ftV6Q=">AAACS3icdVBLSwMxGMxWq7W+qh69BIv ixbJbCnoRCl48VrAP6C7l22y2DWYfJlmhLPX3efHizT/hxYMiHkzbRfrQgYTJzHwkGTfmTCrTfDVyK6v5tfXCRnFza3tnt7S335JRIghtkohHouOCpJyFtKmY4rQTCwqBy2nbvbsa++0HKiSLwls1jKkTQD9kPiOgtNQr uSc28HgA+BKfVbF9n4CX7djGj79e1baLM0nr/6Q1lzT1qVcqmxVzArxMrIyUUYZGr/RiexFJAhoqwkHKrmXGyklBKEY4HRXtRNIYyB30aVfTEAIqnXTSxQgfa8XDfiT0ChWeqLMTKQRSDgNXJwNQA7nojcW/vG6i/Asn ZWGcKBqS6UV+wrGK8LhY7DFBieJDTYAIpt+KyQAEEKXrH5dgLX55mbSqFcusWDe1cr2W1VFAh+gInSILnaM6ukYN1EQEPaE39IE+jWfj3fgyvqfRnJHNHKA55PI/H/qs5Q==</latexit><latexit sha1_base64="9EPCLBkA0jfPvj4Gl9oDU4ftV6Q=">AAACS3icdVBLSwMxGMxWq7W+qh69BIv ixbJbCnoRCl48VrAP6C7l22y2DWYfJlmhLPX3efHizT/hxYMiHkzbRfrQgYTJzHwkGTfmTCrTfDVyK6v5tfXCRnFza3tnt7S335JRIghtkohHouOCpJyFtKmY4rQTCwqBy2nbvbsa++0HKiSLwls1jKkTQD9kPiOgtNQr uSc28HgA+BKfVbF9n4CX7djGj79e1baLM0nr/6Q1lzT1qVcqmxVzArxMrIyUUYZGr/RiexFJAhoqwkHKrmXGyklBKEY4HRXtRNIYyB30aVfTEAIqnXTSxQgfa8XDfiT0ChWeqLMTKQRSDgNXJwNQA7nojcW/vG6i/Asn ZWGcKBqS6UV+wrGK8LhY7DFBieJDTYAIpt+KyQAEEKXrH5dgLX55mbSqFcusWDe1cr2W1VFAh+gInSILnaM6ukYN1EQEPaE39IE+jWfj3fgyvqfRnJHNHKA55PI/H/qs5Q==</latexit>
  =  opt
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<latexit sha1_base64="FzmzodSSYp9vgR07dlZ5TRrzmyo=">AAACF3icbVDLSsNAFJ34rPEVdelmsCi uQiKC3QgFNy4r2Ac0oUymk3bo5MHMjVhC/sKNv+LGhSJudeffOG2zqK0HBg7nnMude4JUcAWO82OsrK6tb2xWtsztnd29fevgsKWSTFLWpIlIZCcgigkesyZwEKyTSkaiQLB2MLqZ+O0HJhVP4nsYp8yPyCDmIacEtNSz 7DNP6HSf4Gtcsl7uAXuEPEmhKDzPnEs4Pavq2M4UeJm4JamiEo2e9e31E5pFLAYqiFJd10nBz4kETgUrTC9TLCV0RAasq2lMIqb8fHpXgU+10sdhIvWLAU/V+YmcREqNo0AnIwJDtehNxP+8bgZhzc95nGbAYjpbFGYC Q4InJeE+l4yCGGtCqOT6r5gOiSQUdJWmLsFdPHmZtC5s17Hdu8tqvVbWUUHH6ASdIxddoTq6RQ3URBQ9oRf0ht6NZ+PV+DA+Z9EVo5w5Qn9gfP0CL4eenw==</latexit><latexit sha1_base64="FzmzodSSYp9vgR07dlZ5TRrzmyo=">AAACF3icbVDLSsNAFJ34rPEVdelmsCi uQiKC3QgFNy4r2Ac0oUymk3bo5MHMjVhC/sKNv+LGhSJudeffOG2zqK0HBg7nnMude4JUcAWO82OsrK6tb2xWtsztnd29fevgsKWSTFLWpIlIZCcgigkesyZwEKyTSkaiQLB2MLqZ+O0HJhVP4nsYp8yPyCDmIacEtNSz 7DNP6HSf4Gtcsl7uAXuEPEmhKDzPnEs4Pavq2M4UeJm4JamiEo2e9e31E5pFLAYqiFJd10nBz4kETgUrTC9TLCV0RAasq2lMIqb8fHpXgU+10sdhIvWLAU/V+YmcREqNo0AnIwJDtehNxP+8bgZhzc95nGbAYjpbFGYC Q4InJeE+l4yCGGtCqOT6r5gOiSQUdJWmLsFdPHmZtC5s17Hdu8tqvVbWUUHH6ASdIxddoTq6RQ3URBQ9oRf0ht6NZ+PV+DA+Z9EVo5w5Qn9gfP0CL4eenw==</latexit><latexit sha1_base64="FzmzodSSYp9vgR07dlZ5TRrzmyo=">AAACF3icbVDLSsNAFJ34rPEVdelmsCi uQiKC3QgFNy4r2Ac0oUymk3bo5MHMjVhC/sKNv+LGhSJudeffOG2zqK0HBg7nnMude4JUcAWO82OsrK6tb2xWtsztnd29fevgsKWSTFLWpIlIZCcgigkesyZwEKyTSkaiQLB2MLqZ+O0HJhVP4nsYp8yPyCDmIacEtNSz 7DNP6HSf4Gtcsl7uAXuEPEmhKDzPnEs4Pavq2M4UeJm4JamiEo2e9e31E5pFLAYqiFJd10nBz4kETgUrTC9TLCV0RAasq2lMIqb8fHpXgU+10sdhIvWLAU/V+YmcREqNo0AnIwJDtehNxP+8bgZhzc95nGbAYjpbFGYC Q4InJeE+l4yCGGtCqOT6r5gOiSQUdJWmLsFdPHmZtC5s17Hdu8tqvVbWUUHH6ASdIxddoTq6RQ3URBQ9oRf0ht6NZ+PV+DA+Z9EVo5w5Qn9gfP0CL4eenw==</latexit><latexit sha1_base64="FzmzodSSYp9vgR07dlZ5TRrzmyo=">AAACF3icbVDLSsNAFJ34rPEVdelmsCi uQiKC3QgFNy4r2Ac0oUymk3bo5MHMjVhC/sKNv+LGhSJudeffOG2zqK0HBg7nnMude4JUcAWO82OsrK6tb2xWtsztnd29fevgsKWSTFLWpIlIZCcgigkesyZwEKyTSkaiQLB2MLqZ+O0HJhVP4nsYp8yPyCDmIacEtNSz 7DNP6HSf4Gtcsl7uAXuEPEmhKDzPnEs4Pavq2M4UeJm4JamiEo2e9e31E5pFLAYqiFJd10nBz4kETgUrTC9TLCV0RAasq2lMIqb8fHpXgU+10sdhIvWLAU/V+YmcREqNo0AnIwJDtehNxP+8bgZhzc95nGbAYjpbFGYC Q4InJeE+l4yCGGtCqOT6r5gOiSQUdJWmLsFdPHmZtC5s17Hdu8tqvVbWUUHH6ASdIxddoTq6RQ3URBQ9oRf0ht6NZ+PV+DA+Z9EVo5w5Qn9gfP0CL4eenw==</latexit>
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Right: R(λ): Optimal vs ridgeless.
Figure 3: We set Σw = I and Σβ = Σ
α
x where dx has two point masses on 1 and 5 with probability 3/4
and 1/4 respectively. Left: optimal value of λ; solid lines represents the noiseless case σ˜ = 0 and the dashed
lines represents the noisy case with a fixed SNR ξ = 5. Right: comparison of the prediction risk of the
ridgeless (R(λopt), dashed lines) and optimally regularized (R(λopt), solid lines) estimator in the noiseless
case. Prediction risk is normalized by Ey˜2 = E(x˜>β?)2.
Theorem 4. Under Assumption 1, we have
• Part 3 (derivative of variance) is negative for all λ > −c0.
• If E[g|h] is an increasing function of h on its support, then Part 4 (derivative of bias) is
positive for all λ > 0. At λ = 0, Part 4 is non-negative and achieves 0 only if E[g|h] a.s.= E[g].
• If E[g|h] is a decreasing function of h on its support, then Part 4 is negative for all λ ∈
(−c0, 0). At λ = 0, Part 4 is non-positive and achieves 0 only if E[g|h] a.s.= E[g].
The first point in Theorem 4 is consistent with the well-understood variance reduction property
of ridge regularization. On the other hand, when the prediction risk is dominated by the bias term
(i.e., σ˜2 = o(1)) and both dx/w and dwβ converge to non-trivial distributions, the second and third
point of Theorem 4 reveal the following surprising phenomena (see Figure 2 (a) and (b)):
M1 λopt < 0 when dx/w aligns with dwβ, or in general, E[g|h] is an increasing function of h. In
other words, shrinkage estimate only increases the bias in the overparameterized regime when
features are informative, i.e., features with larger variances align with stronger signals.
M2 λopt > 0 when dx/w is misaligned with dwβ, or in general, E[g|h] is a decreasing function of h.
This is to say, when features are not informative, shrinkage is beneficial even in the absence
of noise (i.e., zero variance).
M1 and M2, together with aforementioned special case when g and h have random relation, provide a
precise characterization of the sign of λopt. Taking both the bias and variance into account, Theorem
4 demonstrates a bias-variance tradeoff between Part 3 and Part 4, and λopt will eventually become
positive as σ˜2 increases (i.e., variance dominates). For special cases, we provide a lower bound for
the transition from λopt<0 to λopt>0.
Proposition 5. Given Assumption 1, let (h, g) = (1, 1) with probability 1− q and (h, g) = (h1, g1)
with probability q, where h1 > 1 and g1 > 1. Denote γ¯ = γ − 1. Then λopt < 0 if
σ˜2 < (h1 − 1)(g1 − 1)h1 ·max
(
(γq − 1)3γ¯3(1− q)
(1− q)γ2(γ¯3q2 + (γq − 1)3h21) , γq(1− q)γ¯
3
(1− q)(h1 + γ¯)3 + qh21γ3
)
.
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As q approaches 0 or 1, the above upper bound goes to 0 because Σx, Σβ becomes closer to
I. Otherwise, when γq > 1, the above upper bound suggests σ˜2 = O(g1γ) which implies that
SNR ξ = Ω(h1/γ). Hence, as γ increases, optimal λopt remains negative for a lower SNR (i.e.,
larger noise), which coincides with the intuition that overparameterization has an implicit effect
of ridge regularization (see Figure 3 Left). Indeed, such implicit regularization only happens in
overparameterized regime, since the optimal λopt is always non-negative when γ < 1:
Proposition 6. When γ < 1, λopt on (−c0,∞) is always non-negative under Assumption 1.
In Figure 3 we confirm our findings in Theorem 4 (for additional results on different distributions
see Figure 7). Specifically, we set Σw = I,Σx = diag(dx) and Σβ = Σ
α
x . As we increase α from
negative to positive, the relation between dx and dβ transitions from misaligned to aligned. The
left panel shows that the sign of λopt is the exact opposite to the sign of α in the noiseless case (i.e.
the variance is 0), which is consistent with M1 and M2. Moreover, when dx aligns with dβ, λopt
decreases as γ becomes larger, which agrees with our observation on the implicit `2 regularization
of overparameterization. Last but not least, in Figure 3 (Right) we see that the optimal ridge
regression estimator leads to considerable improvement over the ridgeless estimator. We comment
that this improvement becomes more significant as γ or condition number of Σx and Σβ increases.
6 Optimal Weighting Matrix
Having characterized the optimal regularization strength, we now turn to the optimal choice of
weighting matrix Σw. Toward this goal, we require the following two assumptions on (Σx,Σβ,Σw):
Assumption 2. The covariance matrix Σx and the weighting matrix Σw share the same set of
eigenvectors, i.e., we have the following eigendecompositions: Σx = UDxU
> and Σw = UDwU
>,
where U ∈ Rp×p is orthogonal, and Dx = diag(dx),Dw = diag(dw).
Let d¯β = diag(UΣβU
>). Note that when Σβ shares the same eigenvector matrix U , then
d¯β = dβ, the eigenvalues of Σβ.
Assumption 3. Let dx,i, d¯β,i, dw,i be the ith element of dx, d¯β,dw respectively. We assume that
the empirical distribution of (dx,i, d¯β,i, dw,i) jointly converges to (s, v, s/r), where s, v, r are non-
negative random variables. Further, there exists constants cl, cu > 0 independent of n and p such
that mini(min(dx,i, d¯β,i, dw,i)) ≥ cl, maxi(max(dx,i, d¯β,i, dw,i)) ≤ cu and ‖Σβ‖ ≤ cu.
For notational convenience, we define Hw and Hr to be the sets of all Σw and r, respectively,
that satisfy Assumption 2 and Assumption 3. Additionally, let Sw and Sr be the subset of Hw and
Hr such that r = f(s) for some function f (this represents Σw ∈ Hw that only depends on Σx
but not Σb). By Assumption 2 and 3, we know the empirical distribution of (dx/w,i, dwβ,i) jointly
converges to (r, sv/r) and satisfies the boundedness requirement in Assumption 1. We can therefore
apply Theorem 1 to compute the prediction risk:
R(r, λ) , m
′
r(−λ)
m2r(−λ)
·
(
γE
sv
(r ·mr(−λ) + 1)2 + σ˜
2
)
, (6.1)
where mr(−λ) satisfies the equation λ = m−1r (−λ)− γE(1 + r ·mr(−λ))−1r. It is clear that when
r
a.s.
= s, (6.1) reduces to the standard ridge regression with Σw = I, and for r
a.s.
= 1, the equation
reduces to the cases of isotropic features (Σw = Σx). Note that (6.1) indicates that the impact of
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Σβ on the risk is fully captured by d¯β. Hence we define Σ¯β = U diag
(
d¯β
)
U>, which corresponds
to r
a.s.
= sv, and is equivalent to Σβ when Σβ also shares the same eigenvector matrix U . In
the following subsections, we discuss the optimal Σw for two types of estimator: the minimum
‖βˆ‖Σw solution (taking λ→ 0), and the optimally weighted ridge estimator (λ = λopt). Note that
the risk for both estimators is scale-invariant over Σw and r. Hence, when we define a specific
choice of (Σw, r), we simultaneously consider all pairs (cΣw, r/c) for c > 0. Finally, the choice of
r
a.s.
= s · E[v|s] ∈ Sr plays a key role in our analysis, and its corresponding choice of Σw is given as
Σw = (fv(Σx))
−1, where fv(s) , E[v|s] and fv applies to the eigenvalues of Σx.
6.1 Minimum ‖βˆ‖Σw solution
Taking the ridgeless limit leads to the following bias-variance decomposition of the prediction risk,
Bias: Rb(r) ,
m′r(0)
m2r(0)
· γE sv
(r ·mr(0) + 1)2 Variance: Rv(r) ,
m′r(0)
m2r(0)
· σ˜2.
In the previous sections we observe a bias-variance tradeoff in choosing the optimal λ. Interesting,
the following theorem illustrates a similar bias-variance tradeoff in choosing the optimal Σw:
Theorem 7. Given Assumptions 2 and 3,
• r a.s.= sv (i.e., Σw=Σ¯−1β ) is the optimal choice in Hr that minimizes the bias function Rb(r).
Additionally, r
a.s.
= E[v|s] ·s (i.e., Σw=(fv(Σx))−1) is the optimal in Sr that minimizes Rb(r).
• r a.s.= 1 (i.e., Σw = Σx) is the optimal choice in both Sr and Hr that minimizes the variance
function Rv(r).
Theorem 7 implies that the variance is minimized when Σw = Σx. Since the variance term does
not depend on β?, it is not surprising that the optimal Σw is also independent of Σβ. Furthermore,
this result is consistent with the intuition that to minimize the variance, βˆλ should be penalized
more in the higher variance directions of Σx, and vice versa. On the other hand, Theorem 7 also
implies that the bias is minimized when dw = 1/d¯β which does not depend on dx. While this
characterization may not be intuitive, when d¯β = dβ (i.e., Σβ also shares the same eigenvector
matrix U), one analogy is that since the quadratic regularization corresponds to the a Gaussian
prior N (0,Σ−1w ), it is reasonable to match Σ−1w with the covariance of β?, which gives the maximum
a posteriori (MAP) estimate. In general, the optimal Σw admits a bias-variance tradeoff (i.e., the
bias and variance are optimal under different Σw) except for the special case of ΣxΣ¯β = I.
Additionally, the following proposition demonstrates the advantage of the minimum ‖βˆ‖Σw
solution over the PCR estimator in the noiseless case.
Proposition 8. Under Assumption 2 and 3 and in the noiseless setting σ˜ = 0, suppose s and
E[v|s] ·s both have continuous and strictly increasing quantile functions. Then the minimum ‖βˆ‖Σw
solution outperforms the PCR estimator for all θ ∈ [0, 1) when Σw = Σ¯−1β ∈ Hw, or when Σw =
(fv(Σx))
−1 ∈ Sw.
6.2 Optimal weighted ridge estimator
Finally, we consider the weighted ridge estimator and discuss the optimal choice of Σw.
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Theorem 9. Suppose Assumptions 2 and 3 hold. Then r
a.s.
= sv (i.e., Σw = Σ¯
−1
β ) is the optimal
solution in Hr that minimizes minλR(r, λ). Additionally, r a.s.= E[v|s] · s (i.e., Σw=(fv(Σx))−1) is
the optimal solution in Sr that minimizes minλR(r, λ).
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<latexit sha1_base64="W8MszJDn5K11TlAFDVCFJSe2DGs= ">AAACH3icbVDLTgIxFO34RHyhLt1MJBpXZIYQdUNC4sYVwQePhCGkUy7Q0HmkvWMgE/wSN/6KGxcaY9zxNxaYhYInaXJyzrlt 73FDwRVa1sRYWV1b39hMbaW3d3b39jMHhzUVRJJBlQUikA2XKhDchypyFNAIJVDPFVB3B9dTv/4IUvHAf8BRCC2P9nze5Yyiltq ZizMHYYhxOeD6ElDqaewgFx2IHcV7Hh0XLcdJJ6H78p22h7yYb2eyVs6awVwmdkKyJEGlnfl2OgGLPPCRCapU07ZCbMVUImcCx mknUhBSNqA9aGrqUw9UK57tNzZPtdIxu4HUx0dzpv6eiKmn1MhzddKj2FeL3lT8z2tG2L1qxdwPIwSfzR/qRsLEwJyWZXa4BIZ ipAllkuu/mqxPJWWoK03rEuzFlZdJLZ+zrZx9W8iWCkkdKXJMTsg5scklKZEbUiFVwsgzeSXv5MN4Md6MT+NrHl0xkpkj8gfG5A cbm6OJ</latexit><latexit sha1_base64="W8MszJDn5K11TlAFDVCFJSe2DGs= ">AAACH3icbVDLTgIxFO34RHyhLt1MJBpXZIYQdUNC4sYVwQePhCGkUy7Q0HmkvWMgE/wSN/6KGxcaY9zxNxaYhYInaXJyzrlt 73FDwRVa1sRYWV1b39hMbaW3d3b39jMHhzUVRJJBlQUikA2XKhDchypyFNAIJVDPFVB3B9dTv/4IUvHAf8BRCC2P9nze5Yyiltq ZizMHYYhxOeD6ElDqaewgFx2IHcV7Hh0XLcdJJ6H78p22h7yYb2eyVs6awVwmdkKyJEGlnfl2OgGLPPCRCapU07ZCbMVUImcCx mknUhBSNqA9aGrqUw9UK57tNzZPtdIxu4HUx0dzpv6eiKmn1MhzddKj2FeL3lT8z2tG2L1qxdwPIwSfzR/qRsLEwJyWZXa4BIZ ipAllkuu/mqxPJWWoK03rEuzFlZdJLZ+zrZx9W8iWCkkdKXJMTsg5scklKZEbUiFVwsgzeSXv5MN4Md6MT+NrHl0xkpkj8gfG5A cbm6OJ</latexit><latexit sha1_base64="W8MszJDn5K11TlAFDVCFJSe2DGs= ">AAACH3icbVDLTgIxFO34RHyhLt1MJBpXZIYQdUNC4sYVwQePhCGkUy7Q0HmkvWMgE/wSN/6KGxcaY9zxNxaYhYInaXJyzrlt 73FDwRVa1sRYWV1b39hMbaW3d3b39jMHhzUVRJJBlQUikA2XKhDchypyFNAIJVDPFVB3B9dTv/4IUvHAf8BRCC2P9nze5Yyiltq ZizMHYYhxOeD6ElDqaewgFx2IHcV7Hh0XLcdJJ6H78p22h7yYb2eyVs6awVwmdkKyJEGlnfl2OgGLPPCRCapU07ZCbMVUImcCx mknUhBSNqA9aGrqUw9UK57tNzZPtdIxu4HUx0dzpv6eiKmn1MhzddKj2FeL3lT8z2tG2L1qxdwPIwSfzR/qRsLEwJyWZXa4BIZ ipAllkuu/mqxPJWWoK03rEuzFlZdJLZ+zrZx9W8iWCkkdKXJMTsg5scklKZEbUiFVwsgzeSXv5MN4Md6MT+NrHl0xkpkj8gfG5A cbm6OJ</latexit><latexit sha1_base64="W8MszJDn5K11TlAFDVCFJSe2DGs= ">AAACH3icbVDLTgIxFO34RHyhLt1MJBpXZIYQdUNC4sYVwQePhCGkUy7Q0HmkvWMgE/wSN/6KGxcaY9zxNxaYhYInaXJyzrlt 73FDwRVa1sRYWV1b39hMbaW3d3b39jMHhzUVRJJBlQUikA2XKhDchypyFNAIJVDPFVB3B9dTv/4IUvHAf8BRCC2P9nze5Yyiltq ZizMHYYhxOeD6ElDqaewgFx2IHcV7Hh0XLcdJJ6H78p22h7yYb2eyVs6awVwmdkKyJEGlnfl2OgGLPPCRCapU07ZCbMVUImcCx mknUhBSNqA9aGrqUw9UK57tNzZPtdIxu4HUx0dzpv6eiKmn1MhzddKj2FeL3lT8z2tG2L1qxdwPIwSfzR/qRsLEwJyWZXa4BIZ ipAllkuu/mqxPJWWoK03rEuzFlZdJLZ+zrZx9W8iWCkkdKXJMTsg5scklKZEbUiFVwsgzeSXv5MN4Md6MT+NrHl0xkpkj8gfG5A cbm6OJ</latexit>
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⌃w = I<latexit sha1_base64="YJRinrPAAyYPvahkdabaMLKU9UY= ">AAACq3icjVHLTuMwFHUCwyPMQAeWbCwq0GxaJQgNbJCQ2MAOBAVEXaob56ZYOI+xHYYqysfwWXwHP4BbUgSFBVey79G5T50b 5lJo4/tPjjsz+2NufmHRW/r5a3ml8Xv1QmeF4tjhmczUVQgapUixY4SReJUrhCSUeBneHY7il/eotMjSczPMsZfAIBWx4GAs1W8 8brH7MzFIoP9/f4JKFqKB6qZsBRVl/wqIJv8kle6/4QfGvC96PHyvuh411SPMZKSHiXXlcdVvNP22Pzb6GQQ1aJLaTvqNZxZlv EgwNVyC1t3Az02vBGUEl1h5rNCYA7+DAXYtTCFB3SvHUlZ00zIRjTNlX2romH1fUUKiR6vZzATMrZ6OjcivYt3CxHu9UqR5YTD lr4PiQlKT0dFdaCQUciOHFgBXwu5K+S0o4MZez2MRxrVA5Xt52JiqKs+qFExr8hlcbLcDvx2c7jQP9mq9Fsg62SB/SEB2yQE5Ii ekQ7gz77Scv86u23LP3GuXvaa6Tl2zRj6Yiy8ROdL2</latexit><latexit sha1_base64="YJRinrPAAyYPvahkdabaMLKU9UY= ">AAACq3icjVHLTuMwFHUCwyPMQAeWbCwq0GxaJQgNbJCQ2MAOBAVEXaob56ZYOI+xHYYqysfwWXwHP4BbUgSFBVey79G5T50b 5lJo4/tPjjsz+2NufmHRW/r5a3ml8Xv1QmeF4tjhmczUVQgapUixY4SReJUrhCSUeBneHY7il/eotMjSczPMsZfAIBWx4GAs1W8 8brH7MzFIoP9/f4JKFqKB6qZsBRVl/wqIJv8kle6/4QfGvC96PHyvuh411SPMZKSHiXXlcdVvNP22Pzb6GQQ1aJLaTvqNZxZlv EgwNVyC1t3Az02vBGUEl1h5rNCYA7+DAXYtTCFB3SvHUlZ00zIRjTNlX2romH1fUUKiR6vZzATMrZ6OjcivYt3CxHu9UqR5YTD lr4PiQlKT0dFdaCQUciOHFgBXwu5K+S0o4MZez2MRxrVA5Xt52JiqKs+qFExr8hlcbLcDvx2c7jQP9mq9Fsg62SB/SEB2yQE5Ii ekQ7gz77Scv86u23LP3GuXvaa6Tl2zRj6Yiy8ROdL2</latexit><latexit sha1_base64="YJRinrPAAyYPvahkdabaMLKU9UY= ">AAACq3icjVHLTuMwFHUCwyPMQAeWbCwq0GxaJQgNbJCQ2MAOBAVEXaob56ZYOI+xHYYqysfwWXwHP4BbUgSFBVey79G5T50b 5lJo4/tPjjsz+2NufmHRW/r5a3ml8Xv1QmeF4tjhmczUVQgapUixY4SReJUrhCSUeBneHY7il/eotMjSczPMsZfAIBWx4GAs1W8 8brH7MzFIoP9/f4JKFqKB6qZsBRVl/wqIJv8kle6/4QfGvC96PHyvuh411SPMZKSHiXXlcdVvNP22Pzb6GQQ1aJLaTvqNZxZlv EgwNVyC1t3Az02vBGUEl1h5rNCYA7+DAXYtTCFB3SvHUlZ00zIRjTNlX2romH1fUUKiR6vZzATMrZ6OjcivYt3CxHu9UqR5YTD lr4PiQlKT0dFdaCQUciOHFgBXwu5K+S0o4MZez2MRxrVA5Xt52JiqKs+qFExr8hlcbLcDvx2c7jQP9mq9Fsg62SB/SEB2yQE5Ii ekQ7gz77Scv86u23LP3GuXvaa6Tl2zRj6Yiy8ROdL2</latexit><latexit sha1_base64="YJRinrPAAyYPvahkdabaMLKU9UY= ">AAACq3icjVHLTuMwFHUCwyPMQAeWbCwq0GxaJQgNbJCQ2MAOBAVEXaob56ZYOI+xHYYqysfwWXwHP4BbUgSFBVey79G5T50b 5lJo4/tPjjsz+2NufmHRW/r5a3ml8Xv1QmeF4tjhmczUVQgapUixY4SReJUrhCSUeBneHY7il/eotMjSczPMsZfAIBWx4GAs1W8 8brH7MzFIoP9/f4JKFqKB6qZsBRVl/wqIJv8kle6/4QfGvC96PHyvuh411SPMZKSHiXXlcdVvNP22Pzb6GQQ1aJLaTvqNZxZlv EgwNVyC1t3Az02vBGUEl1h5rNCYA7+DAXYtTCFB3SvHUlZ00zIRjTNlX2romH1fUUKiR6vZzATMrZ6OjcivYt3CxHu9UqR5YTD lr4PiQlKT0dFdaCQUciOHFgBXwu5K+S0o4MZez2MRxrVA5Xt52JiqKs+qFExr8hlcbLcDvx2c7jQP9mq9Fsg62SB/SEB2yQE5Ii ekQ7gz77Scv86u23LP3GuXvaa6Tl2zRj6Yiy8ROdL2</latexit>
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<latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseS ZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5 +Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseS ZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5 +Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseS ZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5 +Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2WwbmseS ZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaUCcaLDYh5 +Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit>
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<latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQiGH QpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u947WDJdF4T 57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWKOu1cT0thgKNc BcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit><latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQiGH QpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u947WDJdF4T 57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWKOu1cT0thgKNc BcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit><latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQiGH QpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u947WDJdF4T 57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWKOu1cT0thgKNc BcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit><latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQiGH QpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u947WDJdF4T 57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWKOu1cT0thgKNc BcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit>
Noiseless  ˜ = 0
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<latexit sha1_base64="G2Oie035jZlCp/k31+kgqo6xqAE=">AAACInicbVDLSgMxFM3Ud31VXboJFsVVmRHFuigIblyJr9pC p5RMetuGZh4kd8QyjL/ixl9x40JRV4IfY1pnoa0HAodzzk1yjxdJodG2P63c1PTM7Nz8Qn5xaXlltbC2fqPDWHGo8lCGqu4xDVIEUEWBEuqRAuZ7Empe/2To125BaREG1ziIoOmzbiA6gjM0UqtwtOMi3GFyFgpzCWid3rsoZBsSV4uuz9KK7br5LHR1dnmfuneCVu gBbRWKdskegU4SJyNFkuG8VXh32yGPfQiQS6Z1w7EjbCZMoeAS0rwba4gY77MuNAwNmA+6mYxWTOm2Udq0EypzAqQj9fdEwnytB75nkj7Dnh73huJ/XiPGTrmZiCCKEQL+81AnlhRDOuyLtoUCjnJgCONKmL9S3mOKcTSt5k0JzvjKk+Rmr+TYJediv3hczuqYJ5tk i+wShxySY3JKzkmVcPJAnsgLebUerWfrzfr4ieasbGaD/IH19Q1hyKQO</latexit><latexit sha1_base64="G2Oie035jZlCp/k31+kgqo6xqAE=">AAACInicbVDLSgMxFM3Ud31VXboJFsVVmRHFuigIblyJr9pC p5RMetuGZh4kd8QyjL/ixl9x40JRV4IfY1pnoa0HAodzzk1yjxdJodG2P63c1PTM7Nz8Qn5xaXlltbC2fqPDWHGo8lCGqu4xDVIEUEWBEuqRAuZ7Empe/2To125BaREG1ziIoOmzbiA6gjM0UqtwtOMi3GFyFgpzCWid3rsoZBsSV4uuz9KK7br5LHR1dnmfuneCVu gBbRWKdskegU4SJyNFkuG8VXh32yGPfQiQS6Z1w7EjbCZMoeAS0rwba4gY77MuNAwNmA+6mYxWTOm2Udq0EypzAqQj9fdEwnytB75nkj7Dnh73huJ/XiPGTrmZiCCKEQL+81AnlhRDOuyLtoUCjnJgCONKmL9S3mOKcTSt5k0JzvjKk+Rmr+TYJediv3hczuqYJ5tk i+wShxySY3JKzkmVcPJAnsgLebUerWfrzfr4ieasbGaD/IH19Q1hyKQO</latexit><latexit sha1_base64="G2Oie035jZlCp/k31+kgqo6xqAE=">AAACInicbVDLSgMxFM3Ud31VXboJFsVVmRHFuigIblyJr9pC p5RMetuGZh4kd8QyjL/ixl9x40JRV4IfY1pnoa0HAodzzk1yjxdJodG2P63c1PTM7Nz8Qn5xaXlltbC2fqPDWHGo8lCGqu4xDVIEUEWBEuqRAuZ7Empe/2To125BaREG1ziIoOmzbiA6gjM0UqtwtOMi3GFyFgpzCWid3rsoZBsSV4uuz9KK7br5LHR1dnmfuneCVu gBbRWKdskegU4SJyNFkuG8VXh32yGPfQiQS6Z1w7EjbCZMoeAS0rwba4gY77MuNAwNmA+6mYxWTOm2Udq0EypzAqQj9fdEwnytB75nkj7Dnh73huJ/XiPGTrmZiCCKEQL+81AnlhRDOuyLtoUCjnJgCONKmL9S3mOKcTSt5k0JzvjKk+Rmr+TYJediv3hczuqYJ5tk i+wShxySY3JKzkmVcPJAnsgLebUerWfrzfr4ieasbGaD/IH19Q1hyKQO</latexit><latexit sha1_base64="G2Oie035jZlCp/k31+kgqo6xqAE=">AAACInicbVDLSgMxFM3Ud31VXboJFsVVmRHFuigIblyJr9pC p5RMetuGZh4kd8QyjL/ixl9x40JRV4IfY1pnoa0HAodzzk1yjxdJodG2P63c1PTM7Nz8Qn5xaXlltbC2fqPDWHGo8lCGqu4xDVIEUEWBEuqRAuZ7Empe/2To125BaREG1ziIoOmzbiA6gjM0UqtwtOMi3GFyFgpzCWid3rsoZBsSV4uuz9KK7br5LHR1dnmfuneCVu gBbRWKdskegU4SJyNFkuG8VXh32yGPfQiQS6Z1w7EjbCZMoeAS0rwba4gY77MuNAwNmA+6mYxWTOm2Udq0EypzAqQj9fdEwnytB75nkj7Dnh73huJ/XiPGTrmZiCCKEQL+81AnlhRDOuyLtoUCjnJgCONKmL9S3mOKcTSt5k0JzvjKk+Rmr+TYJediv3hczuqYJ5tk i+wShxySY3JKzkmVcPJAnsgLebUerWfrzfr4ieasbGaD/IH19Q1hyKQO</latexit>
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Figure 4: R(λopt)/E(x˜>β?)2 against γ for various weighting matrix Σw. Solid lines represent the noiseless
case σ˜ = 0 and the dashed lines represent the noisy case with fixed SNR ξ. We set dx to be aligned with dβ
and Left: dx to have 4 point masses (1, 2, 3, 4) with equal probabilities and dβ with 2 point masses on 1 and
5 with probabilities 3/4 and 1/4, respectively; Right: dx has 2 point masses on 1 and 5 with probabilities
3/4 and 1/4, respectively, and Σβ = Σ
2
x; we set Σw = Σ
α
β .
In contrast to the ridgeless setup in Theorem 7, the optimal dw for general λopt does not depend
on the noise level but only on d¯β, the strength of the signal in the directions of the eigenvectors
of Σx. We conjuncture that this is because in the optimally weighted estimator, λopt is capable
of balancing the bias-variance tradeoff in the prediction risk; therefore the weighting matrix may
not need to adjust to the label noise and can be chosen mainly based on the signal β?. Indeed,
as discussed in the previous section, Σw = Σ
−1
β is a preferable choice of prior under the Bayesian
perspective when dβ = d¯β.
Our finding in Theorem 9 is supported by Figure 4, in which we plot the prediction risk of
the generalized ridge regression estimator under different weighting Σw and optimally tuned λopt.
We consider a simple discrete construction for aligned dx and dβ(= d¯β). On the left panel, we
enumerate a few standard choices of Σw: Σx,Σβ, I,Σ
−1
x and the optimal choice Σ
−1
β . On the right,
we take Σw to be the power of Σβ around the optimal Σ
−1
β . In both setups, we confirm that Σ
−1
β
achieves the lowest risk uniformly over γ, as predicted by Theorem 9.
Note that our main results generally require knowledge of Σx and Σ¯β. While Σx can be
estimated in a semi-supervised setting using unlabeled data, it is typically difficult to estimate Σ¯β
directly from data. Without prior knowledge on Σ¯β, Theorem 9 suggests that r
a.s.
= E[v|s] · s is the
optimal r that only depends on s. That is, Σw = (fv(Σx))
−1 is the optimal Σw that only depends
on Σx. In the special case of E[v|s] = E[v], the optimal Σw in Sw is equivalent to Σw = I (standard
ridge regression) due to the scale invariance. When the exact form of fv(s) is also not known, we
may use a polynomial or power function of s (with coefficients considered as hyper-parameters to
be cross-validated) to approximate either fv(s) or 1/fv(s). We demonstrate the effectiveness of
this heuristic in Figure 5: although our proposed Σw = fv(Σx)
−1 (blue) is worse than the actual
optimal Σw = Σ
−1
β (= Σ¯
−1
β due to diagonal design and indicated by red line), it is the best choice
among weighting matrices that only depend on Σx. In addition, we seek the best approximation of
fv(s) by applying a power transformation on Σx, and we observe that certain powers of Σx indeed
outperform the standard ridge regression.
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<latexit sha1_base64="hCmwsEJPy76pyDlJUpn5JpoPxRU =">AAACpXicfVHLSsNAFJ3EV42vqks3waLWhSUpgt0IBTe6EBRtKzQ1TCY37dDJg5lJtYT8iT/mb/gFTmsUbYsXhjlzzrnM5V wvYVRIy3rX9KXlldW10rqxsbm1vVPe3WuLOOUEWiRmMX/ysABGI2hJKhk8JRxw6DHoeMOrid4ZARc0jh7lOIFeiPsRDSjBUlF u+e3YGT3Qfojdl+fszM4vv5+Z44HEueMYs47AHVW/qdfTBYYf8bn+n7pI82Lmi3GoruwmN9xyxapZ0zLngV2ACirqzi1/OH5M 0hAiSRgWomtbiexlmEtKGOSGkwpIMBniPnQVjHAIopdNU8zNI8X4ZhBzdSJpTtnfHRkOxWQ25QyxHIhZbUIu0rqpDBq9jEZJK iEiXx8FKTNlbE5WYvqUA5FsrAAmnKpZTTLAHBOpFmc4PgRFTNnvfJwplecqJHs2knnQrtdsq2bfn1eajSKuEjpAh6iKbHSBmu ga3aEWIpquVTVbq+sn+q3+qLe/rLpW9OyjP6W7n7PIz/I=</latexit><latexit sha1_base64="hCmwsEJPy76pyDlJUpn5JpoPxRU =">AAACpXicfVHLSsNAFJ3EV42vqks3waLWhSUpgt0IBTe6EBRtKzQ1TCY37dDJg5lJtYT8iT/mb/gFTmsUbYsXhjlzzrnM5V wvYVRIy3rX9KXlldW10rqxsbm1vVPe3WuLOOUEWiRmMX/ysABGI2hJKhk8JRxw6DHoeMOrid4ZARc0jh7lOIFeiPsRDSjBUlF u+e3YGT3Qfojdl+fszM4vv5+Z44HEueMYs47AHVW/qdfTBYYf8bn+n7pI82Lmi3GoruwmN9xyxapZ0zLngV2ACirqzi1/OH5M 0hAiSRgWomtbiexlmEtKGOSGkwpIMBniPnQVjHAIopdNU8zNI8X4ZhBzdSJpTtnfHRkOxWQ25QyxHIhZbUIu0rqpDBq9jEZJK iEiXx8FKTNlbE5WYvqUA5FsrAAmnKpZTTLAHBOpFmc4PgRFTNnvfJwplecqJHs2knnQrtdsq2bfn1eajSKuEjpAh6iKbHSBmu ga3aEWIpquVTVbq+sn+q3+qLe/rLpW9OyjP6W7n7PIz/I=</latexit><latexit sha1_base64="hCmwsEJPy76pyDlJUpn5JpoPxRU =">AAACpXicfVHLSsNAFJ3EV42vqks3waLWhSUpgt0IBTe6EBRtKzQ1TCY37dDJg5lJtYT8iT/mb/gFTmsUbYsXhjlzzrnM5V wvYVRIy3rX9KXlldW10rqxsbm1vVPe3WuLOOUEWiRmMX/ysABGI2hJKhk8JRxw6DHoeMOrid4ZARc0jh7lOIFeiPsRDSjBUlF u+e3YGT3Qfojdl+fszM4vv5+Z44HEueMYs47AHVW/qdfTBYYf8bn+n7pI82Lmi3GoruwmN9xyxapZ0zLngV2ACirqzi1/OH5M 0hAiSRgWomtbiexlmEtKGOSGkwpIMBniPnQVjHAIopdNU8zNI8X4ZhBzdSJpTtnfHRkOxWQ25QyxHIhZbUIu0rqpDBq9jEZJK iEiXx8FKTNlbE5WYvqUA5FsrAAmnKpZTTLAHBOpFmc4PgRFTNnvfJwplecqJHs2knnQrtdsq2bfn1eajSKuEjpAh6iKbHSBmu ga3aEWIpquVTVbq+sn+q3+qLe/rLpW9OyjP6W7n7PIz/I=</latexit><latexit sha1_base64="hCmwsEJPy76pyDlJUpn5JpoPxRU =">AAACpXicfVHLSsNAFJ3EV42vqks3waLWhSUpgt0IBTe6EBRtKzQ1TCY37dDJg5lJtYT8iT/mb/gFTmsUbYsXhjlzzrnM5V wvYVRIy3rX9KXlldW10rqxsbm1vVPe3WuLOOUEWiRmMX/ysABGI2hJKhk8JRxw6DHoeMOrid4ZARc0jh7lOIFeiPsRDSjBUlF u+e3YGT3Qfojdl+fszM4vv5+Z44HEueMYs47AHVW/qdfTBYYf8bn+n7pI82Lmi3GoruwmN9xyxapZ0zLngV2ACirqzi1/OH5M 0hAiSRgWomtbiexlmEtKGOSGkwpIMBniPnQVjHAIopdNU8zNI8X4ZhBzdSJpTtnfHRkOxWQ25QyxHIhZbUIu0rqpDBq9jEZJK iEiXx8FKTNlbE5WYvqUA5FsrAAmnKpZTTLAHBOpFmc4PgRFTNnvfJwplecqJHs2knnQrtdsq2bfn1eajSKuEjpAh6iKbHSBmu ga3aEWIpquVTVbq+sn+q3+qLe/rLpW9OyjP6W7n7PIz/I=</latexit>
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Noiseless  ˜ = 0
SNR ⇠ = 5
<latexit sha1_base64="gWzWXnL3vh0Bn9LJ5zsIlwvBms8=">AAACH3icbVDJTgJBFOxxRdxQj14mEo0nMmNwuZCQePFEc GFJGEJ6mgd06FnS/cZAJvglXvwVLx40xnjjb2xgDgpW0kmlql53v3JDwRVa1thYWl5ZXVtPbaQ3t7Z3djN7+1UVRJJBhQUikHWXKhDchwpyFFAPJVDPFVBz+9cTv/YIUvHAf8BhCE2Pdn3e4YyillqZixMHYYBxKeD6ElDqaeQgF22IHcW7Hh0VLMdJJ6H70p 22B7xw3spkrZw1hblI7IRkSYJyK/PttAMWeeAjE1Sphm2F2IypRM4EjNJOpCCkrE+70NDUpx6oZjzdb2Qea6VtdgKpj4/mVP09EVNPqaHn6qRHsafmvYn4n9eIsHPVjLkfRgg+mz3UiYSJgTkpy2xzCQzFUBPKJNd/NVmPSspQV5rWJdjzKy+S6lnOtnL2bT5b zCd1pMghOSKnxCaXpEhuSJlUCCPP5JW8kw/jxXgzPo2vWXTJSGYOyB8Y4x8gJ6OM</latexit><latexit sha1_base64="gWzWXnL3vh0Bn9LJ5zsIlwvBms8=">AAACH3icbVDJTgJBFOxxRdxQj14mEo0nMmNwuZCQePFEc GFJGEJ6mgd06FnS/cZAJvglXvwVLx40xnjjb2xgDgpW0kmlql53v3JDwRVa1thYWl5ZXVtPbaQ3t7Z3djN7+1UVRJJBhQUikHWXKhDchwpyFFAPJVDPFVBz+9cTv/YIUvHAf8BhCE2Pdn3e4YyillqZixMHYYBxKeD6ElDqaeQgF22IHcW7Hh0VLMdJJ6H70p 22B7xw3spkrZw1hblI7IRkSYJyK/PttAMWeeAjE1Sphm2F2IypRM4EjNJOpCCkrE+70NDUpx6oZjzdb2Qea6VtdgKpj4/mVP09EVNPqaHn6qRHsafmvYn4n9eIsHPVjLkfRgg+mz3UiYSJgTkpy2xzCQzFUBPKJNd/NVmPSspQV5rWJdjzKy+S6lnOtnL2bT5b zCd1pMghOSKnxCaXpEhuSJlUCCPP5JW8kw/jxXgzPo2vWXTJSGYOyB8Y4x8gJ6OM</latexit><latexit sha1_base64="gWzWXnL3vh0Bn9LJ5zsIlwvBms8=">AAACH3icbVDJTgJBFOxxRdxQj14mEo0nMmNwuZCQePFEc GFJGEJ6mgd06FnS/cZAJvglXvwVLx40xnjjb2xgDgpW0kmlql53v3JDwRVa1thYWl5ZXVtPbaQ3t7Z3djN7+1UVRJJBhQUikHWXKhDchwpyFFAPJVDPFVBz+9cTv/YIUvHAf8BhCE2Pdn3e4YyillqZixMHYYBxKeD6ElDqaeQgF22IHcW7Hh0VLMdJJ6H70p 22B7xw3spkrZw1hblI7IRkSYJyK/PttAMWeeAjE1Sphm2F2IypRM4EjNJOpCCkrE+70NDUpx6oZjzdb2Qea6VtdgKpj4/mVP09EVNPqaHn6qRHsafmvYn4n9eIsHPVjLkfRgg+mz3UiYSJgTkpy2xzCQzFUBPKJNd/NVmPSspQV5rWJdjzKy+S6lnOtnL2bT5b zCd1pMghOSKnxCaXpEhuSJlUCCPP5JW8kw/jxXgzPo2vWXTJSGYOyB8Y4x8gJ6OM</latexit><latexit sha1_base64="gWzWXnL3vh0Bn9LJ5zsIlwvBms8=">AAACH3icbVDJTgJBFOxxRdxQj14mEo0nMmNwuZCQePFEc GFJGEJ6mgd06FnS/cZAJvglXvwVLx40xnjjb2xgDgpW0kmlql53v3JDwRVa1thYWl5ZXVtPbaQ3t7Z3djN7+1UVRJJBhQUikHWXKhDchwpyFFAPJVDPFVBz+9cTv/YIUvHAf8BhCE2Pdn3e4YyillqZixMHYYBxKeD6ElDqaeQgF22IHcW7Hh0VLMdJJ6H70p 22B7xw3spkrZw1hblI7IRkSYJyK/PttAMWeeAjE1Sphm2F2IypRM4EjNJOpCCkrE+70NDUpx6oZjzdb2Qea6VtdgKpj4/mVP09EVNPqaHn6qRHsafmvYn4n9eIsHPVjLkfRgg+mz3UiYSJgTkpy2xzCQzFUBPKJNd/NVmPSspQV5rWJdjzKy+S6lnOtnL2bT5b zCd1pMghOSKnxCaXpEhuSJlUCCPP5JW8kw/jxXgzPo2vWXTJSGYOyB8Y4x8gJ6OM</latexit>
R( opt)
E (x˜> ?)
2
<latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQ iGHQpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u94 7WDJdF4T57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWK Ou1cT0thgKNcBcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit><latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQ iGHQpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u94 7WDJdF4T57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWK Ou1cT0thgKNcBcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit><latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQ iGHQpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u94 7WDJdF4T57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWK Ou1cT0thgKNcBcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit><latexit sha1_base64="cuGwmnEPv562XJbgP3vCnd20NdY=">AAACoHicbVFNa9wwEJXdj6Tu16bprReTTWEDZbFDIT0GQ iGHQpPSTUJXm0WWx7sismSkcZNFqP+z9/6Qyhsf0qQDkh5v5s1IT0UjhcUs+x3Fjx4/ebqx+Sx5/uLlq9eDrTdnVreGw4Rrqc1FwSxIoWCCAiVcNAZYXUg4L66Ouvz5TzBWaPUdVw3MarZQohKcYaDmg1+0Mow7inCDjn5hZgHp7rcRlaFFyeZ9Qjfo/d6u94 7WDJdF4T57KqHCEUUhS3C00LK0qzoc7sb7y6DzdzlaADIf2llkxlMjFkvcu9z388EwG2frSB+CvAdD0sfJfCtKaKl5W4NCLpm10zxrcOaYQcEl+IS2FhrGr9gCpgEqVoOdubVRPn0fmDKttAlLYbpm7yocq21341DZvdPez3Xk/3LTFqtPMydU0yIofjuoamWK Ou1cT0thgKNcBcC4EeGuKV+y4DyGv0moAQXXXNc1UyVF5ygo2xro5gTLgqDBfseVDG6jbnyI4F5+36uH4Gx/nGfj/PTj8PBD7+MmeUd2yIjk5IAckmNyQiaEkz9REm1Hb+Od+Dj+Gp/elsZRr9km/0T84y8J8tSl</latexit>
 
<latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2Wwbm seSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaU CcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2Wwbm seSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaU CcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2Wwbm seSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaU CcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit><latexit sha1_base64="HGKf8JXOo2K4N4yNi+ps2ZjE8Ow=">AAAB/HicbVBLSwMxGMz6rPW12qOXYBE8lV0R9OCh4MVjBfuA7lKy2Wwbm seSZIVlqX/FiwdFvPpDvPlvzLZ70NaBkGHm+8hkopRRbTzv21lb39jc2q7t1Hf39g8O3aPjnpaZwqSLJZNqECFNGBWka6hhZJAqgnjESD+a3pZ+/5EoTaV4MHlKQo7GgiYUI2OlkdsIIslinXN7FcEYcY5mI7fptbw54CrxK9IEFToj9yuIJc44EQYzpPXQ91ITFkgZihmZ1YNMkxThKRqToaU CcaLDYh5+Bs+sEsNEKnuEgXP190aBuC7z2UmOzEQve6X4nzfMTHIdFlSkmSECLx5KMgaNhGUTMKaKYMNySxBW1GaFeIIUwsb2Vbcl+MtfXiW9i5bvtfz7y2b7pqqjBk7AKTgHPrgCbXAHOqALMMjBM3gFb86T8+K8Ox+L0TWn2mmAP3A+fwCGEJVN</latexit>
⌃ 1w = ⌃ 
⌃ 1w = fv(⌃x)
⌃ 1w = ⌃
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x
⌃ 1w = I
<latexit sha1_base64="dum4DR8G3nWMrcw1ua5el/rd5yM=">AAACjnicbVHLTsMwEHTCq4RXgBtcIioQHKgSQMClAokL3E BQQKpL5DibYuE8ZDuFKsqRj+QbuPEFuCUgKF3J8uzMrG2Ng4wzqVz3zTAnJqemZ2qz1tz8wuKSvbxyK9NcUGjRlKfiPiASOEugpZjicJ8JIHHA4S54Ohvodz0QkqXJjepn0IlJN2ERo0Rpyrdft3DvmnVj4j8/FLte2fxuCxyAIiXG1qgj8nvb39TLzhjDj6hb t7E/7gwcpDyU/VhvxUVp+XbdbbjDcv4DrwJ1VNWlb3/gMKV5DIminEjZ9txMdQoiFKMcSgvnEjJCn0gX2homJAbZKYZxlc6mZkInSoVeiXKG7O+JgsRy8DbtjIl6lKPagByntXMVHXcKlmS5goR+XRTl3FGpM8jeCZkAqnhfA0IF02916CMRhCr9QxYOIapiKn7 ng4dUWeqQvNFI/oPbvYbnNryrg/rpcRVXDa2jDbSNPHSETtE5ukQtRNG7sWysGeumbR6aTfPky2oa1cwq+lPm+SfGBceD</latexit><latexit sha1_base64="dum4DR8G3nWMrcw1ua5el/rd5yM=">AAACjnicbVHLTsMwEHTCq4RXgBtcIioQHKgSQMClAokL3E BQQKpL5DibYuE8ZDuFKsqRj+QbuPEFuCUgKF3J8uzMrG2Ng4wzqVz3zTAnJqemZ2qz1tz8wuKSvbxyK9NcUGjRlKfiPiASOEugpZjicJ8JIHHA4S54Ohvodz0QkqXJjepn0IlJN2ERo0Rpyrdft3DvmnVj4j8/FLte2fxuCxyAIiXG1qgj8nvb39TLzhjDj6hb t7E/7gwcpDyU/VhvxUVp+XbdbbjDcv4DrwJ1VNWlb3/gMKV5DIminEjZ9txMdQoiFKMcSgvnEjJCn0gX2homJAbZKYZxlc6mZkInSoVeiXKG7O+JgsRy8DbtjIl6lKPagByntXMVHXcKlmS5goR+XRTl3FGpM8jeCZkAqnhfA0IF02916CMRhCr9QxYOIapiKn7 ng4dUWeqQvNFI/oPbvYbnNryrg/rpcRVXDa2jDbSNPHSETtE5ukQtRNG7sWysGeumbR6aTfPky2oa1cwq+lPm+SfGBceD</latexit><latexit sha1_base64="dum4DR8G3nWMrcw1ua5el/rd5yM=">AAACjnicbVHLTsMwEHTCq4RXgBtcIioQHKgSQMClAokL3E BQQKpL5DibYuE8ZDuFKsqRj+QbuPEFuCUgKF3J8uzMrG2Ng4wzqVz3zTAnJqemZ2qz1tz8wuKSvbxyK9NcUGjRlKfiPiASOEugpZjicJ8JIHHA4S54Ohvodz0QkqXJjepn0IlJN2ERo0Rpyrdft3DvmnVj4j8/FLte2fxuCxyAIiXG1qgj8nvb39TLzhjDj6hb t7E/7gwcpDyU/VhvxUVp+XbdbbjDcv4DrwJ1VNWlb3/gMKV5DIminEjZ9txMdQoiFKMcSgvnEjJCn0gX2homJAbZKYZxlc6mZkInSoVeiXKG7O+JgsRy8DbtjIl6lKPagByntXMVHXcKlmS5goR+XRTl3FGpM8jeCZkAqnhfA0IF02916CMRhCr9QxYOIapiKn7 ng4dUWeqQvNFI/oPbvYbnNryrg/rpcRVXDa2jDbSNPHSETtE5ukQtRNG7sWysGeumbR6aTfPky2oa1cwq+lPm+SfGBceD</latexit><latexit sha1_base64="dum4DR8G3nWMrcw1ua5el/rd5yM=">AAACjnicbVHLTsMwEHTCq4RXgBtcIioQHKgSQMClAokL3E BQQKpL5DibYuE8ZDuFKsqRj+QbuPEFuCUgKF3J8uzMrG2Ng4wzqVz3zTAnJqemZ2qz1tz8wuKSvbxyK9NcUGjRlKfiPiASOEugpZjicJ8JIHHA4S54Ohvodz0QkqXJjepn0IlJN2ERo0Rpyrdft3DvmnVj4j8/FLte2fxuCxyAIiXG1qgj8nvb39TLzhjDj6hb t7E/7gwcpDyU/VhvxUVp+XbdbbjDcv4DrwJ1VNWlb3/gMKV5DIminEjZ9txMdQoiFKMcSgvnEjJCn0gX2homJAbZKYZxlc6mZkInSoVeiXKG7O+JgsRy8DbtjIl6lKPagByntXMVHXcKlmS5goR+XRTl3FGpM8jeCZkAqnhfA0IF02916CMRhCr9QxYOIapiKn7 ng4dUWeqQvNFI/oPbvYbnNryrg/rpcRVXDa2jDbSNPHSETtE5ukQtRNG7sWysGeumbR6aTfPky2oa1cwq+lPm+SfGBceD</latexit>
Figure 5: R(λopt)/E(x˜>β?)2 against γ for various weighting matrix Σw under noiseless σ˜ = 0
(solid lines) and noisy setting with fixed SNR ξ (dashed lines). Left: We set fv(s) as an increasing
function of s on its support; Right: We set fv(s) as a decreasing function of s on its support.
7 Conclusion
We provide a precise asymptotic characterization of the prediction risk of generalized ridge re-
gression estimator in the overparameterized regime. Our result greatly extends previous high-
dimensional analysis of ridge regression, and enables us to discover and theoretically justify various
findings, including the negative ridge phenomenon, the implicit regularization of overparameteri-
zation, and a concise description of the optimally weighted ridge penalty. We remark that some
of our assumptions may be further relaxed; for instance, the bounded eigenvalue assumption can
be relaxed to certain polynomial decay (e.g., see [37]). Another interesting direction is to con-
struct weighting matrix Σw solely from training data that outperforms isotropic shrinkage in the
overparameterized regime.
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A Proofs omitted in Section 4
A.1 Proof of Theorem 1
We first claim that function m(−λ) that satisfies (4.2) is indeed the Stieltjes transform of the
limiting distribution of the eigenvalues ofX/wX
>
/w. This is because the empirical distribution of the
eigenvalues of Σx/w converges to the distribution of h due to Assumption 1. By MarchenkoPastur
law, it is straightforward to show that the minimal eigenvalue of X/wX
>
/w is lower bounded by c0
as n → ∞. Hence, we have m(−λ) > 0 for all λ > −c0. Then by taking derivatives of (4.2) 4, we
have (4.3) holds. The rest of the proof is to characterize Part 1 and Part 2 in (3.1) and prove (4.1).
For Part 1 in (3.1), based on prior works [13, 37], we have
Part 1 in (3.1)
p→ σ˜2m
′(−λ)
m2(−λ) . (A.1)
Hence, we just need to show that
Part 2 in (3.1)
p→ m
′(−λ)
m2(−λ) · γE
gh
(h ·m(−λ) + 1)2 . (A.2)
Towards this goal, we first assume that Σwβ is invertible and we let S = X
>
/w2βX/w2β + λΣ
−1
wβ,
where X/w2β = X/wΣ
−1/2
wβ ∼ N
(
0, 1nΣx/w2β
)
and Σx/w2β = Σ
−1/2
wβ Σx/wΣ
−1/2
wβ . Then we can see
that Part 2 simplifies to
λ2
n
tr
(
Σx/w2βS
−2).
To analyze the above quantity, we adopt the similar strategy used in [23] and analyze 1n tr
(
X>/w2βX/wβ2
)
.
Note that, on one hand, we know that
1
n
tr
(
S−2X>/w2βX/w2β
)
=
1
n
tr
(
S−1 − λS−2Σ−1wβ
)
=
1
n
tr
(
Σwβ(X
>
/wX/w + λI)
−1 − λΣwβ(X>/wX/w + λI)−2
)
.
(A.3)
On the other hand, let x/w2β,i be the ith row of X/w2β and S\i = S − x/w2β,ix>/w2β,i, then
1
n
tr
(
S−2X>/w2βX/w2β
)
=
1
n
n∑
i=1
x>/w2β,iS
−2x/w2β,i =
1
n
n∑
i=1
λ2x>/w2β,iS
−2
\i x/w2β,i(
λ+ λx>
/w2β,i
S−1\i x/w2β,i
)2 ,
(A.4)
where the last equality holds due to Matrix Inversion Lemma. Note that from Assumption 1, the
eigenvalues of Σx/w is lower bounded and upper bounded away from 0 and ∞. Also, ‖Σwβ‖ is
bounded away from ∞. Hence, with MarchenkoPastur law, we have∥∥∥λ2Σ1/2x/wΣ−1/2wβ S−2\i Σ−1/2wβ Σ1/2x/w∥∥∥ = ∥∥∥λ2Σ1/2x/w(X>/wX/w + λI)−1Σwβ(X>/wX/w + λI)−1Σ1/2x/w∥∥∥
4We can exchange expectation and derivatives because
∣∣∣∣ ∂ h1+hm∂m ∣∣∣∣ = h(1+hm)2 < suph when m(−λ)¿0
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and ∥∥∥λΣ1/2x/wΣ−1/2wβ S−1\i Σ−1/2wβ Σ1/2x/w∥∥∥ = ∥∥∥λΣ1/2x/w(X>/wX/w + λI)−1Σ1/2x/w∥∥∥
are upper bounded away from∞ for any λ > −c05. Further, x/w2β,i is independent of S\i and(A.4).
Hence by Lemma 2.1 in Ledoit and Pe´che´ [23], we can show that
1
n
tr
(
S−2X>/w2βX/w2β
)
p→ 1
n
n∑
i=1
λ2
n tr
(
Σx/w2βS
−2
\i
)
(
λ+ λn tr
(
Σx/w2βS
−1
\i
))2 , ∀λ > −c0.
Next, we replace S−1\i by S
−1 and show the difference made by this rank-1 update is negligible.
From the Matrix Inversion Lemma, we have
sup
i
∣∣∣∣λn tr(Σx/w2βS−1\i )− λn tr(Σx/w2βS−1)
∣∣∣∣
= sup
i
λ
n
x>/w2β,iS
−1
\i Σx/w2βS
−1
\i x/w2β,i
1 + x>
/w2β,i
S−1\i x/w2β,i
≤ sup
i
λ
n
‖x>/w2β,iS−1\i Σx/w2βS
−1/2
\i ‖ · ‖S
−1/2
\i x/w2β,i‖
1 + x>
/w2β,i
S−1\i x/w2β,i
≤ sup
i
λ
n
‖x>/w2β,iS
−1/2
\i ‖ · ‖S
−1/2
\i Σx/w2βS
−1/2
\i ‖ · ‖S
−1/2
\i x/w2β,i‖
1 + x>
/w2β,i
S−1\i x/w2β,i
≤ ‖Σx/w‖ · sup
i
λ
∥∥∥∥(X>/wX/w + λI − x/w,ix>/w,i)−1∥∥∥∥ · sup
i
1
n
x>/w2β,iS
−1
\i x/w2β,i
1 + x>
/w2β,i
S−1\i x/w2β,i
≤ Op
(
1
n
)
.
Similarly,
sup
i
∣∣∣∣λ2n tr(Σx/w2βS−2\i )− λ2n tr(Σx/w2βS−2)
∣∣∣∣
= sup
i
∣∣∣∣λ2n tr(Σx/w2βS−1\i (S−1\i − S−1))
∣∣∣∣+ sup
i
∣∣∣∣λ2n tr(Σx/w2β(S−1\i − S−1)S−1)
∣∣∣∣
≤ ‖Σx/w‖ · ‖Σwβ‖
(
sup
i
λ
∥∥∥∥(X>/wX/w + λI − x/w,ix>/w,i)−1∥∥∥∥+ λ∥∥∥∥(X>/wX/w + λI)−1∥∥∥∥)
× sup
i
λ
∥∥∥∥(X>/wX/w + λI − x/w,ix>/w,i)−1∥∥∥∥ · sup
i
1
n
x>/w2β,iS
−1
\i x/w2β,i
1 + x>
/w2β,i
S−1\i x/w2β,i
= Op
(
1
n
)
.
5We take pseudo-inverse when λ = 0
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Hence, we have
1
n
tr
(
S−2X>/w2βX/w2β
)
p→
λ2
n tr
(
Σx/w2βS
−2)(
λ+ λn tr
(
Σx/w2βS
−1))2
=
λ2
n tr
(
Σx/w2βS
−2)(
λ+ λn tr
(
Dx/w
(
X>/wX/w + λI
)−1))2
p→
λ2
n tr
(
Σx/w2βS
−2)(
1
m(−λ)
)2 , ∀λ > −c0, (A.5)
where the last equality used the following known results in [23, 13, 37]:
λ
n
tr
(
Σx/w
(
X>/wX/w + λI
)−1) p→ 1
m(−λ) − λ.
Combine (A.3) and (A.5), we have
Part 2
p→ 1
m2(−λ) ·
1
n
tr
(
Σwβ(X
>
/wX/w + λI)
−1 − λΣwβ(X>/wX/w + λI)−2
)
∀λ > −c0.
Our next step is to characterize 1n tr
(
Σwβ(X
>
/wX/w + λI)
−1
)
. From Theorem 1 in [32], for any
deterministic sequence of matrices Θn such that
1
n tr
(
(Θ>nΘn)
1/2
)
is finite, we have as n, p→∞,
1
n
tr
(
Θn
(
X>/wX/w − zI
)−1) a.s.→ 1
n
tr
(
Θn
(
cn(z)Σx/w − zI
)−1)
, ∀z ∈ C+ − R+,
where cn(z) satisfies
cn(z) = 1− γE hncn(z)
hncn(z)− z ,
where hn follows the empirical distribution of Dx/w. Hence, it is clear that cn(z) → −zm(z) for
all z ∈ C+ − R+ due to (4.2) and dominated convergence theorem. Then let Θn = Σwβ. Because
Σwβ is a positive semi-definite matrix, we know
1
n
tr
((
Σ>wβΣwβ
)1/2)
=
1
n
tr(Σwβ) ≤ d
n
cu <∞.
Hence, applying Theorem 1 in [32], we have
1
n
tr
(
Σwβ
(
X>/wX/w − zI
)−1) a.s.→ 1
n
tr
(
Σwβ
(−zm(z) ·Σx/w − zI)−1)
=
1
n
tr
(
Ux/wΣwβU
>
x/w
(−zm(z) ·Dx/w − zI)−1)
=
1
−zn
d∑
i=1
dwβ,i
dx/w,im(z) + 1
, ∀z ∈ C+ − R+.
From Assumption 1 and dominated convergence theorem, we have
λ
n
tr
(
Σwβ
(
X>/wX/w + λI
)−1) a.s.→ γE g
h ·m(−λ) + 1 , ∀ − λ ∈ C
+ − R+. (A.6)
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Note that both Σwβ and
(
X>/wX/w + λI
)−1
are positive semi-definite matrices, we have
λ
n
tr
(
Σwβ
(
X>/wX/w + λI
)−1) ≤ λ∥∥∥∥(X>/wX/w + λI)−1∥∥∥∥ · 1n tr(Σwβ)
≤ λ
∥∥∥∥(X>/wX/w + λI)−1∥∥∥∥ · dncu.
Hence λn tr
(
Σwβ
(
X>/wX/w + λI
)−1)
is bounded on λ > −c0, and therefore by dominated conver-
gence theorem, we can extend (A.6) to λ > −c0 and conclude that
λ
n
tr
(
Σwβ(X
>
/wX/w + λI)
−1
)
a.s.→ γE g
h ·m(−λ) + 1 , ∀λ > −c0.
It is straightforward to check 1n tr
(
Σwβ(X
>
/wX/w + λI)
−2
)
is bounded as well. With similar ar-
guments used in [13] and [17], we have
1
n
tr
(
Σwβ(X
>
/wX/w + λI)
−2
)
= −
∂ 1n tr
(
Σwβ(X
>
/wX/w + λI)
−1
)
∂λ
.
We therefore arrive at the desired result
λ
n
tr
(
Σwβ(X
>
/wX/w + λI)
−2
)
a.s.→ γ
λ
E
g
h ·m(−λ) + 1 − γE
g ·m′(−λ)
(h ·m(−λ) + 1)2 .
Hence, combine all, we know (A.2) holds when Σwβ is invertible. Finally, we extend (A.2) to the
case when Σwβ is not invertible. For any  > 0, we let Σ

wβ = Σwβ+I. Then, from above analysis,
we have
λ2
n
tr
(
Σx/w
(
X>/wX/w + λI
)−1
Σwβ
(
X>/wX/w + λI
)−1) a.s.→ m′(−λ)
m2(−λ) · γE
(g + )h
(h ·m(−λ) + 1)2 .
Note that the LHS of above equation is decreasing as  decreases to 0 and the RHS of above
equation is always bounded for any  < 1. Hence, by the dominated convergence theorem, we know
that (A.2) holds for non-invertible Σwβ as well.
A.2 Proof of Corollary 3
We only provide the proof for the overparameterized regime when θγ > 1, because the calculation is
straightforward when θγ < 1 (see [37]). Since h has continuous strictly increasing quantile function
Qh, we know that the 1 − θ quantile of dx/w which is the threshold of top θp elements of dx/w
converges to Qh(1−θ). Therefore, the empirical distribution of the top θp elements of dx/w and the
corresponding dwβ jointly converges to the conditional distribution of (h, g) given h ≥ Qh(1 − θ).
Hence, we can apply Theorem 1 and obtain that
E˜
(
y˜ − x˜βˆθ
)2 p→ m′θ(0)
m2θ(0)
·
(
γθE
[
gh
(h ·mθ(0) + 1)2
∣∣h ≥ Qh(1− θ)]+ γEghIh<Qh(1−θ) + σ˜2).
Here the extra term γEghIh<Qh(1−θ) comes from the extra misspecification by dropping the small
(1− θ)p number of eigenvalues, and mθ(z) should satisfy that
−z = 1
mθ(z)
− γθE
[
h
1 + h ·mθ(z)
∣∣h ≥ Qh(1− θ)].
By replacing the conditional expectation with the normal expectation, we complete the proof of
Corollary 3.
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B Proofs omitted in Section 5
B.1 Optimal λopt for simple cases
When h
a.s.
= c, then ζ = h · m(−λ) is a single point mass at c · m(−λ). Thus (5.1) achieves 0 is
equivalent to
E[g] ·
(
1− γ ζ
2
(1 + ζ)2
)
− γ ζ
(1 + ζ)2
E[g]− σ˜2m(−λ) = 0.
which is also equivalent to
E[g]
σ˜2
(
1− γ ζ
(1 + ζ)
)
= m(−λ). (B.1)
Note that (4.2) is now simplified to
1 = λm(−λ) + γ ζ
1 + ζ
.
Furthermore, under Assumption 1, the SNR can be simplified to
ξ =
cE[g]
σ˜2
.
Plug the above calculations into (B.1), we have
λopt =
σ˜2
E[g]
=
c
ξ
.
On the other hand, when g
a.s.
= c, then (5.1) achieves 0 is equivalent to
cE
ζ2
(1 + ζ)3
·
(
1− γE ζ
2
(1 + ζ)2
)
− cγE ζ
2
(1 + ζ)3
E
ζ
(1 + ζ)2
− σ˜2m(−λ)E ζ
2
(1 + ζ)3
= 0,
which is equivalent to
c
(
1− γE ζ
1 + ζ
)
− σ˜2m(−λ) = 0.
Plug (4.2) in above equation, we recover
λopt =
σ˜2
c
.
Finally when E[g|h] a.s.= Eg, then (5.1) achieving 0 is equivalent to
Eg · E ζ
2
(1 + ζ)3
·
(
1− γE ζ
2
(1 + ζ)2
)
− Eg · γE ζ
2
(1 + ζ)3
E
ζ
(1 + ζ)2
− σ˜2m(−λ)E ζ
2
(1 + ζ)3
= 0,
which is equivalent to
Eg ·
(
1− γE ζ
1 + ζ
)
− σ˜2m(−λ) = 0.
Plug (4.2) in above equation yields the desired result
λopt =
σ˜2
E[g]
.
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B.2 Proof of Theorem 4
Let ζ = h ·m(−λ). Taking derivatives of (4.3) with respect to λ on both sides, we have
m′′(−λ) = 2
1− γE ζ3
(1+ζ)3
1− γE ζ2
(1+ζ)2
· (m
′(−λ))2
m(−λ) . (B.2)
Also, rearranging (4.2) and (4.3) yields
λm(−λ) = 1− γE ζ
1 + ζ
, (B.3)
m′(−λ) =
(
1− γE ζ
2
(ζ + 1)2
)−1
m2(−λ). (B.4)
Hence, by (B.2)-(B.4), we have
d m
′(−λ)
m2(−λ)
dλ
=
−m′′(−λ)m(−λ) + 2(m′(−λ))2
m3(−λ)
= −2γ(m
′(−λ))2
m3(−λ) ·
1
1− γE ζ2
(1+ζ)2
· E ζ
2
(1 + ζ)3
. (B.5)
Hence, with (B.5), it is straightforward to obtain (5.1). In addition, note that m(−λ),m′(−λ) > 0
for all λ > −c0. Therefore, from (B.4), we know that 1 − γE ζ2(1+ζ)2 > 0 and thus Part 3 is always
negative for all λ > −c0.
Next, we analyze the sign of Part 4. Note that
Part 4 R 0 ⇔
(
1
γ
− E ζ
2
(1 + ζ)2
)
E
ghζ
(ζ + 1)3
R E ζ
2
(1 + ζ)3
E
gh
(1 + ζ)2
⇔
(
λm(−λ)
γ
+ E
ζ
(1 + ζ)2
)
E
gζ2
(ζ + 1)3
R E ζ
2
(1 + ζ)3
E
gζ
(1 + ζ)2
,
(B.6)
where the last equivalence holds due to (B.3) and m(−λ) > 0 for all λ > −c0. Suppose the
probability measure of h is µ(h). We now introduce a new probability measure µ˜(h) = ζµ(h)
(1+ζ)2E ζ
(1+ζ)2
.
Let h˜ follow this new measure µ˜ and ζ˜ = h˜ ·m(−λ). Let f(h) = E[g|h].
• When E[g|h] = f(h) is an increasing function of h, then for any fixed m(−λ) > 0, we have
E
f(h˜)ζ˜
1 + ζ˜
≥ E ζ˜
1 + ζ˜
Ef(h˜),
where the above equation holds because both ζ˜
1+ζ˜
and f(h˜) are both increasing function of
h˜. Then we change h˜ back to h and obtain
E
E[g|h]ζ2
(ζ + 1)3
E
ζ
(ζ + 1)2
≥ E ζ
2
(1 + ζ)3
E
E[g|h]ζ
(ζ + 1)2
.
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Hence, for all λ > 0, we have Part 4 is positive. At λ = 0, Part 4 is non-negative. Further
the equality in above equation can only achieved when E[g|h] is constant almost surely or h
is constant almost surely, which is equivalent to E[g|h] a.s.= E[g]. Hence, Part 4 is 0 at λ = 0
only when E[g|h] a.s.= E[g].
• When E[g|h] = f(h) is a decreasing function of h, then for any fixed m(−λ) > 0, we have
E
f(h˜)ζ˜
1 + ζ˜
≤ E ζ˜
1 + ζ˜
Ef(h˜),
where the above equation holds due to the fact that ζ˜
1+ζ˜
and f(h˜) have different monotonicity
w.r.t. h˜. Then we replace h˜ back to h and obtain
E
E[g|h]ζ2
(ζ + 1)3
E
ζ
(ζ + 1)2
≤ E ζ
2
(1 + ζ)3
E
E[g|h]ζ
(ζ + 1)2
.
Hence, for all λ < 0, we have Part 4 is negative. At λ = 0, Part 4 is non-positive. Similarly,
Part 4 is 0 at λ = 0 only when E[g|h] a.s.= E[g].
This completes the proof of Theorem 4.
B.3 Proof of Proposition 5
From the proof of Theorem 4 in Appendix B.2, we know to obtain λopt < 0, it is sufficient to show
E
ghζ
(1 + ζ)3
E
ζ
(1 + ζ)2
− E ζ
2
(1 + ζ)3
E
gh
(1 + ζ)2
− σ˜
2
γ
E
ζ2
(1 + ζ)3
> 0.
With the distribution assumption on (h, g), this is equivalent to showing that
γq(1− q)(h1 − 1)(g1 − 1)h1m
2
(1 +m)3(1 + h1m)3
> σ˜2
(
(1− q) m
2
(1 +m)3
+ q
h21m
2
(1 + h1m)3
)
,
where m = m(0) satisfies that
1 = γ
(
(1− q) m
1 +m
+ q
h1m
h1m+ 1
)
. (B.7)
Hence, we have the following upper bound for σ˜2:
σ˜2 < γq(1− q) (h1 − 1)(g1 − 1)h1
(1− q)(1 + h1m)3 + qh21(1 +m)3
. (B.8)
To provide a more intuitive result, we remove m from (B.8). Note that from (B.7), we can derive
the following straightforward upper bound for m:
m ≤ max
(
1
h1(γq − 1) ,
1
γ − 1
)
,
which we plug in (B.8) and obtain
σ˜2 < γq(1− q) max
 (h1 − 1)(g1 − 1)h1
(1− q)
(
γq
γq−1
)3
+ qh21
(
γ
γ−1
)3 , (h1 − 1)(g1 − 1)h1(γ − 1)3(1− q)(h1 + γ − 1)3 + qh21γ3
.
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B.4 Proof of Proposition 6
Note that (3.1) holds for γ < 1 as well. It is clear that the bias term is non-negative and is strictly
positive when λ 6= 0. Hence, we know the bias achieve its minimum only at λ = 0. To prove
Proposition 6, we need to show that the variance term converges to a decreasing function of λ for
λ > −c0.
Let s(z) be the Stieltjes transform of the limiting distribution of the eigenvalues of X>/wX/w,
then we have s(−λ) satisfying
s(−λ) = E 1
h(1− γ + γλs(−λ)) + λ. (B.9)
Further, from Marchenko-Pastur law, the minimal eigenvalue of X>/wX/w is at least infv∈[cl,cu] h ·
(1 −√γ)2. Hence, when γ < 1, for all λ > −c0, we have s(−λ) is well defined and positive. Note
that, for all λ 6= 0, m(−λ) and s(−λ) satisfies the following relation
m(−λ) = 1− γ
λ
+ γs(−λ). (B.10)
Therefore from the proof of Theorem 1, we have the exact same expression of Part 1 for γ < 1 and
λ 6= 0:
Part 1
p→ σ˜2m
′(−λ)
m2(−λ) ∀λ > −c0, λ 6= 0.
When λ = 0, we should replace m(−λ) by s(−λ) using (B.10). Since Part 1 is a continuous function
of λ, we only need to focus on λ 6= 0 and show the following equation for all λ > −c0 and λ 6= 0:
−2γ(m
′(−λ))2
m3(−λ) σ˜
2
E ζ
2
(1+ζ)3
1− γE ζ2
(1+ζ)2
< 0. (B.11)
Although we have proved (B.11) for the case γ > 1 in Appendix B.2, we used the fact that
m(−λ) > 0 which is not guaranteed when γ < 1. In fact, only s(z) and its any order derivatives are
guaranteed to be positive on z < c0, and m(−λ) can be negative. Hence, we need to show (B.11)
again for γ < 1. From (B.5) and (B.4), what is left to be shown is that
m′(−λ)
m(−λ) · E
ζ2
(1 + ζ)3
= m′(−λ) · E h
2 ·m(−λ)
(1 + h ·m(−λ))3 > 0, ∀λ > −c0, λ 6= 0. (B.12)
By taking derivatives on both sides of (B.10) and from s′(−λ) > 0, we have
m′(−λ)− 1− γ
λ2
= γs′(−λ) > 0.
Hence, we have m′(−λ) > 0 and therefore (B.12) clearly holds when m(−λ) > 0. Since λ > 0
implies m(−λ) > 0 due to (B.10), we only need to show (B.12) when λ < 0 and m(−λ) < 0. We
claim that when λ < 0 and m(−λ) < 0, 1 + h ·m(−λ) < 0 holds almost surely, and thus clearly
(B.12) is true due to
m(−λ) < 0 and E h
2
(1 + h ·m(−λ))3 < 0.
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We use contradiction to prove the claim. Suppose there exists cv > inf h , ch such that 1 + h ·
m(−λ) > 0 for all h < cv and the probability of h < cv is positive. Then let cm = −m(−λ)−1, we
have cm > cv > ch > 0. Further, from (B.3) and definition of c0, we have
−ch(1−√γ)2 = −c0 < λ = −cm − γE h
h ·m(−λ) + 1 ≤ −cm + γE
h · cm
h− cm Ih>cm .
Therefore, we have
E
h
h− cm Ih>cm >
1
γ
(
1− ch
cm
(1−√γ)2
)
>
2−√γ√
γ
> 0. (B.13)
On the other hand, since m′(−λ) > 0, from (B.4), we have
0 <
1
m2(−λ) − γE
h2
(1 + h ·m(−λ))2 ≤ c
2
m − γE
h2c2m
(h− cm)2 Ih>cm ,
which is equivalent to
1
γ
> E
(
h
h− cm Ih>cm
)2
.
However, from (B.13) and Jensen’s inequality, we have
E
(
h
h− cm Ih>cm
)2
>
(2−√γ)2
γ
>
1
γ
.
Therefore, we have a contradiction and 1 +hm(−λ) < 0 should hold almost surely when λ < 0 and
m(−λ) < 0.
C Proofs omitted in Section 6
C.1 Proof of Theorem 7
We first show that Σw = Σ
−1
x , i.e., r being a point mass, is the optimal Σw for the variance term.
From (B.3) and (B.4), we know the the variance function Rv(r) has the following formula
Rv(r) = σ˜
2 1
1− γE ζ2r
(1+ζr)2
= σ˜2
1
γE ζr
(1+ζr)2
,
where we define ζr = r ·m(0) in this proof. Note that ζr1+ζr and 11+ζr are both monotonic function
of ζr with different monotonicity, we know
E
ζr
(1 + ζr)2
≤ E ζr
1 + ζr
E
1
1 + ζr
=
1
γ
(
1− 1
γ
)
,
where the last equality holds due to (B.3). The equality is achieved only when r is a single point
mass. Hence, we have
Rv(r) ≥ σ˜
2
(1− 1γ )
=
σ˜2γ
γ − 1 .
The minimum variance is achieved when r is a single point mass, i.e., Dx/w = I and therefore,
Σw = Σ
−1
x .
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Next for the bias term, we first show that r
a.s.
= sv, i.e., Σw = Σ¯
−1
β is the optimal choice of r
for all non-negative random variable6. The result for r ∈ Sr immediately follows since as long as
r ∈ Sr, Rb remains the same when we replace v by E[v|s]. Suppose r 6= sv almost surely. Let us
define rα = α · sv + (1− α)r and consider the following bias function Rb(α):
Rb(α) ,
m′α(0)
m2α(0)
γE
sv
(rα ·mα(0) + 1)2 ,
where mα(−λ),m′α(−λ) > 0 satisfy that
λ =
1
mα(−λ) − γE
rα
1 + rα ·mα(−λ)
1 =
(
1
m2α(−λ)
− γE r
2
α
(rα ·mα(−λ) + 1)2
)
m′α(−λ). (C.1)
Note that mα(z) is the Stieltjes transform of the limiting distribution of the eigenvalues of
1
nXαX
>
α
where the covariance matrix of the rows of Xα has its eigenvalues weakly converges to the random
variable rα. Hence mα(0) > 0 and m
′
α(0) > 0 are well defined.
Our goal is to show that 1 ∈ argminα Rb(α). Towards this goal, let us define ζα = rα ·mα(0).
Then from (4.2) and (C.1), we know (B.3) and (B.4) hold with ζ replaced by ζα. Hence, we have
Rb(α) =
γE sv
(ζα+1)2
1− γE ζ2α
(ζα+1)2
=
E sv
(ζα+1)2
E ζα
(ζα+1)2
,
where the last equality holds due to (B.3). By taking derivatives with respect to α in (B.3), we
know that
∂mα(−λ)
∂α
∣∣∣
λ=0
= −
E (sv−r)m
2
α(−λ)
(1+rα·mα(−λ))2
E rα·mα(−λ)
(1+rα·mα(−λ))2
∣∣∣
λ=0
= −
mα(0) · E ψα−ζα(1+ζα)2
(1− α)E ζα
(1+ζα)2
, (C.2)
where ψα = sv ·mα(0). With (C.2), we have
d Rb(α)
dα
(i)∝ −2Eψα(ψα − ζα)
(1 + ζα)3
(
E
ζα
(1 + ζα)2
)2
+ 2E
ψαζα
(1 + ζα)3
E
(ψα − ζα)
(1 + ζα)2
E
ζα
(1 + ζα)2
−E ζα
(1 + ζα)2
E
(1− ζα)(ψα − ζα)
(1 + ζα)3
E
ψα
(1 + ζα)2
+ E
(1− ζα)ζα
(1 + ζα)3
E
ψα − ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
,
(C.3)
where in equation (i) the scalar we have omitted is the following positive quantity(
(1− α)mα(0)
(
E
ζα
(1 + ζα)2
)3)−1
We claim that the RHS of (C.3) is equivalent to the following
−2E(ψα − ζα)
2
(1 + ζα)3
(
E
ζα
(1 + ζα)2
)2
︸ ︷︷ ︸
A
−2
(
E
ψα − ζα
(1 + ζα)2
)2
E
ζ2α
(1 + ζα)3︸ ︷︷ ︸
B
+4E
ζα(ψα − ζα)
(1 + ζα)3
E
ψα − ζα
(1 + ζα)2
E
ζα
(1 + ζα)2︸ ︷︷ ︸
C
.
(C.4)
6We do not require r being bounded away from 0 and ∞ because we focus on the function Rb directly.
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We apply the AM-GM inequality on the first two terms and obtain that A + B ≥ 2√AB, and
then apply Cauchy-Schwartz inequality on
√
AB and obtain that
√
AB ≥ C. Hence, we know
−2(A+B− 2C) ≤ 0 and the equality is achieved only when ψα a.s.= ζα which implies α = 1 or both
ψα and ζα are single point mass. For the later case, we have
dRb(α)
dα ≡ 0 for all α and therefore
α = 1, i.e., r
a.s.
= sv, is one of the minimum solutions. For the first case, we know Rb(α) is a strictly
decreasing function of α and achieves its minimum at α = 1 which is r
a.s.
= sv. Now we just need to
show (C.4). Let us first simplify the first two terms in the RHS of (C.3).
−2Eψα(ψα − ζα)
(1 + ζα)3
(
E
ζα
(1 + ζα)2
)2
+ 2E
ψαζα
(1 + ζα)3
E
(ψα − ζα)
(1 + ζα)2
E
ζα
(1 + ζα)2
= −2A− 2Eζα(ψα − ζα)
(1 + ζα)3
(
E
ζα
(1 + ζα)2
)2
+ 4C + 2E
2ζ2α − ψαζα
(1 + ζα)3
E
(ψα − ζα)
(1 + ζα)2
E
ζα
(1 + ζα)2
= −2A+ 4C − 2Eζα(ψα − ζα)
(1 + ζα)3
E
ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
+ 2E
ζ2α
(1 + ζα)3
E
(ψα − ζα)
(1 + ζα)2
E
ζα
(1 + ζα)2
= −2A− 2B + 4C
−2Eζα(ψα − ζα)
(1 + ζα)3
E
ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
+ 2E
ζ2α
(1 + ζα)3
E
ψα − ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
.
(C.5)
We now simplify the last two terms in the RHS of (C.3)
E
(1− ζα)ζα
(1 + ζα)3
E
ψα − ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
− E ζα
(1 + ζα)2
E
(1− ζα)(ψα − ζα)
(1 + ζα)3
E
ψα
(1 + ζα)2
= E
(1− ζα)ζα
(1 + ζα)3
E
ψα − ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
−E ζα
(1 + ζα)2
E
(ψα − ζα)
(1 + ζα)2
E
ψα
(1 + ζα)2
+ 2E
ζα
(1 + ζα)2
E
ζα(ψα − ζα)
(1 + ζα)3
E
ψα
(1 + ζα)2
= −2E ζ
2
α
(1 + ζα)3
E
ψα − ζα
(1 + ζα)2
E
ψα
(1 + ζα)2
+ 2E
ζα
(1 + ζα)2
E
ζα(ψα − ζα)
(1 + ζα)3
E
ψα
(1 + ζα)2
.
(C.6)
Combine (C.5) and (C.6), we have (C.4) holds.
C.2 Proof of Proposition 8
Since Σw = Σ¯
−1
β is the optimal choice for Σw ∈ Hw, we only need to prove this proposition for the
case when Σw = (fv(Σx))
−1.
Note that this proposition holds in the regime θγ > 1 due to the proof of Theorem 7 and
Corollary 3. When θγ < 1, let the quantile functions of s and s˜ , E[v|s] · s be Q1 and Q2
respectively. Therefore,
E
[
sv · Is<Q1(1−θ)
]
= E
[
E[v|s] · sIs<Q1(1−θ)
]
= E
[
s˜Is<Q1(1−θ),s˜<Q2(1−θ)
]
+ E
[
s˜Is<Q1(1−θ),s˜≥Q2(1−θ)
]
≥ E[s˜Is<Q1(1−θ),s˜<Q2(1−θ)]+Q2(1− θ)P(s < Q1(1− θ), s˜ ≥ Q2(1− θ))
= E
[
s˜Is<Q1(1−θ),s˜<Q2(1−θ)
]
+Q2(1− θ)P(s ≥ Q1(1− θ), s˜ < Q2(1− θ))
≥ E[s˜Is<Q1(1−θ),s˜<Q2(1−θ)]+ E[s˜Is≥Q1(1−θ),s˜<Q2(1−θ)]
= E
[
s˜Is˜<Q2(1−θ)
]
.
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Hence, from Corollary 3, we know that the risk achieved by the PCR estimate is at least the same
risk of the PCR estimate of a second PCR problem where we replace (Σx,Σβ) by (ΣxΣ
−1
w , I).
Hence, from [37], the optimal risk achieved by the PCR estimate for θγ < 1 in the second PCR
problem is worse than the full model risk R(E[v|s] · s, 0) which is the same risks achieved by the
minimum ‖βˆ‖Σw solution. Hence, the minimum ‖βˆ‖Σw solution outperforms the PCR estimate for
θγ < 1 as well.
C.3 Proof of Theorem 9
From (B.3) and (B.4), we have the following equivalent formula for the risk function R(r, λ):
R(r, λ) =
σ˜2 + γE sv
(1+ζr)2
1− γE ζ2r
(1+ζr)2
,
where we define ζr = r ·mr(−λ) in this proof. Furthermore, we know that mr(−λ) satisfies
1 = λmr(−λ) + γE ζr
1 + ζr
.
Let us first consider r ∈ Hr. The result for r ∈ Sr immediately follows because as long as
r ∈ Sr, R(r, λ) remains the same when we replace v by E[v|s]. We now apply similar proof
strategy of Theorem 7 in Section C.1. Consider any r ∈ Hr with r 6= sv almost surely. We define
rα = α · sv + (1− α)r and consider the following risk function Rα(λ):
Rα(λ) =
σ˜2 + γE sv
(1+ζα(λ))2
1− γE ζα(λ)2
(1+ζα(λ))2
,
where ζα(λ) = rα ·mα(−λ), and mα(−λ) satisfies that
λ =
1
mα(−λ) − γE
rα
1 + rα ·mα(−λ)
Note that mα(z) is the Stieltjes transform of the limiting distribution of the eigenvalues of
1
nXαX
>
α
where the covariance matrix of the rows of Xα has its eigenvalues weakly converges to the random
variable rα. Hence, let cα = − infx∈K x > 0 where we defined
K = support of the limiting distribution of the eiegenvalues of 1
n
XαX
>
α.
Then, we have mα(−λ) ≥ 0 and m′α(−λ) > 0 for all λ > cα and from Section 4 of [33], we know
lim
λ→c+α
γE
ζ2α(λ)
(1 + ζα(λ))2
= 1.
Further, mα(−λ)→ 0 as λ→∞. Hence, we know λopt(α) = argminλRα(λ) exists7, and by taking
derivatives with respect to λ for Rα(λ), we know λopt(α) should satisfy that
σ˜2 + γE sv
(ζα+1)2
1− γE ζ2α
(1+ζα)2
=
E sv·ζα
(1+ζα)3
E ζ
2
α
(1+ζα)3
, (C.7)
7As λ→∞, the LHS of (C.7) remains finite and the RHS of (C.7) goes to infinity. On the other hand, as λ→ c+α ,
the LHS of (C.7) goes to infinity and the RHS of (C.7) remains finite.
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where we slightly abuse the notation and use ζα as a shorthand for ζα(λopt(α)). We now consider
the following optimization problem:
min
α
Rα(λopt(α)).
Our goal is to show that 1 ∈ argminαRα(λopt(α)), from which we have
min
λ
Rsv(λ) = Rα(λopt(α))|α=1 ≤ Rα(λopt(α))|α=0 = min
λ
Rr(λ).
Therefore, we know the optimal r for optimal weighted ridge regression is r
a.s.
= sv.
Taking the derivatives of Rα(λopt(α)) with respect to α yields
dRα(λopt(α))
dα
=
∂Rα(λ)
∂mα(−λ) ·
(
∂mα(−λ)
∂λ
· dλopt(α)
dα
+
∂mα(−λ)
∂α
)∣∣∣
λ=λopt(α)
+
∂Rα(λ)
∂α
∣∣∣
λ=λopt(α)
(i)
=
∂Rα(λ)
∂α
∣∣∣
λ=λopt(α)
∝ −Esv(ψα − ζα)
(1 + ζα)3
(
1− γE ζ
2
α
(1 + ζα)2
)
+ E
ζα(ψα − ζα)
(1 + ζα)3
(
σ˜2 + γE
sv
(ζα + 1)2
)
,
(C.8)
where equality (i) holds due to ∂Rα(λ)∂mα(−λ)
∣∣∣
λ=λopt(α)
= 0, and we defined ψα = sv ·mα(−λopt(α)) in
this proof. In addition, the scalar omitted in the last equation is the following positive constant(
1− α
2γ
(
1− γE ζ
2
α
(1 + ζα)2
)2)−1
.
Plug (C.7) in (C.8), we know that
dRα(λopt(α))
dα
≤ 0 ⇔ E ψαζα
(1 + ζα)3
E
ζα(ψα − ζα)
(1 + ζα)3
≤ Eψα(ψα − ζα)
(1 + ζα)3
E
ζ2α
(1 + ζα)3
⇔
(
E
ζα(ψα − ζα)
(1 + ζα)3
)2
≤ E(ψα − ζα)
2
(1 + ζα)3
E
ζ2α
(1 + ζα)3
.
Where the last inequality holds for all α ≤ 1 due to Cauchy-Schwartz. Hence, we have
1 ∈ argmin
α
Rα(λopt(α)).
This completes the proof of the theorem.
D Auxiliaries
D.1 Experiment Setup
We include the detailed constructions of dx and dβ and figures mentioned in the main text. First,
the values of dx and dβ used in Figure 2 are constructed in the following way:
(i) Discrete to discrete: For dx, we set each quarter of elements to 1, 3, 5 and 7 respectively;
For dβ, we set one forth elements be 8 and rest of the elements be 1.
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(ii) Discrete to continuous: For dx, we set half of the elements be 1 and rest of the elements
be 8; For dβ, we i.i.d. sample from unif([1, 8]).
(iii) Continuous to continuous: For dx, we i.i.d. sample from unif([1, 5]); For dβ, we i.i.d. sam-
ple from random variable a = min(u2 + 1, 5) where u ∼ N (0, 1).
(iv) Continuous to discrete: For dx, we i.i.d. sample from unif([1, 8]); For dβ, we set half of
the elements be 1 and rest of the elements be 7.
The values of dx and dβ used in Figure 5 are constructed in the following way:
• Let a and b be two independent Gaussian N (0, 1) random variables.
• Left: Let (dx,i, dβ,i) i.i.d.∼ (s, v) where s = |a| + 5 and v = (a + b/2)2 + 1. Then it is
straightforward to show that fv(s) = E[v|s] = (s− 5)2 + 5/4. Hence, the optimal Σw ∈ Sw is
Σw =
(
(Σx − 5I)2 + 1.25I
)−1
.
• Right: Let (dx,i, dβ,i) i.i.d.∼ (s, v) where s = |a|−1 + 2 and v = (a + b/2)2 + 1. Then it is
straightforward to show that fv(s) = E[v|s] = 1(s−2)2 + 5/4. Hence, the optimal Σw ∈ Sw is
Σw =
(
(Σx − 2I)−2 + 1.25I
)−1
.
D.2 Additional Figures
dx ⇠ dc, d  ⇠ dc
dx ⇠ dc, d  ⇠ ct
dx ⇠ ct, d  ⇠ ct
dx ⇠ ct, d  ⇠ dc
<latexit sha1_base64="0Ym3r3Nh0Xh+C5bszSW7eCkn2OY=">AAADDnicvVI7SwNBEN473/EVtbRZjIqFhDsRtBRtLCOYRMiFsLc3iYt7D3bnxHCcf8DGv2JjoYittZ3/xs 2j0ESwEQeW/fjmm9mZ2fETKTQ6zodlT0xOTc/MzhXmFxaXlosrqzUdp4pDlccyVhc+0yBFBFUUKOEiUcBCX0Ldvzrp+evXoLSIo3PsJtAMWScSbcEZGqq1Ym1ue34sA90NzZUFeevG0yKkHsINZgHPd2/piCDzfECWf5d5XuEPEnH8LZFR/Guifmu0VSw5ZadvdBy4Q1AiQ6u0iu9eEPM0hAi5ZFo3XCfBZsYUCi4hL3iphoTxK9aBhoERC0E3s/535nTLMAFt x8qcCGmf/RqRsVD3ajbKkOGlHvX1yJ98jRTbh81MREmKEPHBQ+1UUoxpbzdoIBRwlF0DGFfC1Er5JVOMo9mgghmCO9ryOKjtlV2n7J7tl46Oh+OYJetkg+wQlxyQI3JKKqRKuHVnPVhP1rN9bz/aL/brQGpbw5g18s3st0/EsgKM</latexit><latexit sha1_base64="0Ym3r3Nh0Xh+C5bszSW7eCkn2OY=">AAADDnicvVI7SwNBEN473/EVtbRZjIqFhDsRtBRtLCOYRMiFsLc3iYt7D3bnxHCcf8DGv2JjoYittZ3/xs 2j0ESwEQeW/fjmm9mZ2fETKTQ6zodlT0xOTc/MzhXmFxaXlosrqzUdp4pDlccyVhc+0yBFBFUUKOEiUcBCX0Ldvzrp+evXoLSIo3PsJtAMWScSbcEZGqq1Ym1ue34sA90NzZUFeevG0yKkHsINZgHPd2/piCDzfECWf5d5XuEPEnH8LZFR/Guifmu0VSw5ZadvdBy4Q1AiQ6u0iu9eEPM0hAi5ZFo3XCfBZsYUCi4hL3iphoTxK9aBhoERC0E3s/535nTLMAFt x8qcCGmf/RqRsVD3ajbKkOGlHvX1yJ98jRTbh81MREmKEPHBQ+1UUoxpbzdoIBRwlF0DGFfC1Er5JVOMo9mgghmCO9ryOKjtlV2n7J7tl46Oh+OYJetkg+wQlxyQI3JKKqRKuHVnPVhP1rN9bz/aL/brQGpbw5g18s3st0/EsgKM</latexit><latexit sha1_base64="0Ym3r3Nh0Xh+C5bszSW7eCkn2OY=">AAADDnicvVI7SwNBEN473/EVtbRZjIqFhDsRtBRtLCOYRMiFsLc3iYt7D3bnxHCcf8DGv2JjoYittZ3/xs 2j0ESwEQeW/fjmm9mZ2fETKTQ6zodlT0xOTc/MzhXmFxaXlosrqzUdp4pDlccyVhc+0yBFBFUUKOEiUcBCX0Ldvzrp+evXoLSIo3PsJtAMWScSbcEZGqq1Ym1ue34sA90NzZUFeevG0yKkHsINZgHPd2/piCDzfECWf5d5XuEPEnH8LZFR/Guifmu0VSw5ZadvdBy4Q1AiQ6u0iu9eEPM0hAi5ZFo3XCfBZsYUCi4hL3iphoTxK9aBhoERC0E3s/535nTLMAFt x8qcCGmf/RqRsVD3ajbKkOGlHvX1yJ98jRTbh81MREmKEPHBQ+1UUoxpbzdoIBRwlF0DGFfC1Er5JVOMo9mgghmCO9ryOKjtlV2n7J7tl46Oh+OYJetkg+wQlxyQI3JKKqRKuHVnPVhP1rN9bz/aL/brQGpbw5g18s3st0/EsgKM</latexit><latexit sha1_base64="0Ym3r3Nh0Xh+C5bszSW7eCkn2OY=">AAADDnicvVI7SwNBEN473/EVtbRZjIqFhDsRtBRtLCOYRMiFsLc3iYt7D3bnxHCcf8DGv2JjoYittZ3/xs 2j0ESwEQeW/fjmm9mZ2fETKTQ6zodlT0xOTc/MzhXmFxaXlosrqzUdp4pDlccyVhc+0yBFBFUUKOEiUcBCX0Ldvzrp+evXoLSIo3PsJtAMWScSbcEZGqq1Ym1ue34sA90NzZUFeevG0yKkHsINZgHPd2/piCDzfECWf5d5XuEPEnH8LZFR/Guifmu0VSw5ZadvdBy4Q1AiQ6u0iu9eEPM0hAi5ZFo3XCfBZsYUCi4hL3iphoTxK9aBhoERC0E3s/535nTLMAFt x8qcCGmf/RqRsVD3ajbKkOGlHvX1yJ98jRTbh81MREmKEPHBQ+1UUoxpbzdoIBRwlF0DGFfC1Er5JVOMo9mgghmCO9ryOKjtlV2n7J7tl46Oh+OYJetkg+wQlxyQI3JKKqRKuHVnPVhP1rN9bz/aL/brQGpbw5g18s3st0/EsgKM</latexit>
R( ) (Theoretical)
E˜(y˜   x˜> ˆ )2 (Empirical)
<latexit sha1_base64="J0MkRU9Vu0+LGao1vhTrDKpGBeA=">AAAC13icbVFLbxMxEPYur7K8Ujj2YpGAkgPRboUExwKqhOBSUNMWxWnk9U4Sq96H7FloZBluiCs/hh/Dv8GbLFJIGcn2p29mPDPfpJWSBuP4dxBeu37j5q2d29Gdu/fuP+jsPjwxZa0FjESpSn2WcgNKFjBCiQrOKg08TxWcphdvGv/pZ9BGlsUxLiuY5HxeyJkUHD017fx6yhAu0TLF9Rxo72PfozzN+KBH+8cLKDWgD1YDx1i0FctQqgws yzku0tQeOtdztN+yS/fsrz8tVWaWuX/spXPnlqHb5NiC+z9TQO6mtq3u3OB8n26W+9o/zCup171MO914GK+MXgVJC7qktaPpbhCxrBR1DgUKxY0ZJ3GFE8u1n06Bi1htoOLigs9h7GHBczATu9LX0Seeyeis1P4USFfsZobluWmG8ZGNFmbb15D/841rnL2cWFlUNUIh1oVmtaJY0mZZNJMaBKqlB1xo6XulYsE1F+hXGjENBXwRZZ7zImNoLYPC1BqaOpYZn1Bhe+NS+UVgWTlvXr1kW6ur4GR/mMTD5MPz7sHrVscdskcekz5JyAtyQN6SIzIiItgLXgXvgvfhp/Bb+D38sQ4NgzbnEfnHwp9/AAEn6IA=</latexit><latexit sha1_base64="J0MkRU9Vu0+LGao1vhTrDKpGBeA=">AAAC13icbVFLbxMxEPYur7K8Ujj2YpGAkgPRboUExwKqhOBSUNMWxWnk9U4Sq96H7FloZBluiCs/hh/Dv8GbLFJIGcn2p29mPDPfpJWSBuP4dxBeu37j5q2d29Gdu/fuP+jsPjwxZa0FjESpSn2WcgNKFjBCiQrOKg08TxWcphdvGv/pZ9BGlsUxLiuY5HxeyJkUHD017fx6yhAu0TLF9Rxo72PfozzN+KBH+8cLKDWgD1YDx1i0FctQqgws yzku0tQeOtdztN+yS/fsrz8tVWaWuX/spXPnlqHb5NiC+z9TQO6mtq3u3OB8n26W+9o/zCup171MO914GK+MXgVJC7qktaPpbhCxrBR1DgUKxY0ZJ3GFE8u1n06Bi1htoOLigs9h7GHBczATu9LX0Seeyeis1P4USFfsZobluWmG8ZGNFmbb15D/841rnL2cWFlUNUIh1oVmtaJY0mZZNJMaBKqlB1xo6XulYsE1F+hXGjENBXwRZZ7zImNoLYPC1BqaOpYZn1Bhe+NS+UVgWTlvXr1kW6ur4GR/mMTD5MPz7sHrVscdskcekz5JyAtyQN6SIzIiItgLXgXvgvfhp/Bb+D38sQ4NgzbnEfnHwp9/AAEn6IA=</latexit><latexit sha1_base64="J0MkRU9Vu0+LGao1vhTrDKpGBeA=">AAAC13icbVFLbxMxEPYur7K8Ujj2YpGAkgPRboUExwKqhOBSUNMWxWnk9U4Sq96H7FloZBluiCs/hh/Dv8GbLFJIGcn2p29mPDPfpJWSBuP4dxBeu37j5q2d29Gdu/fuP+jsPjwxZa0FjESpSn2WcgNKFjBCiQrOKg08TxWcphdvGv/pZ9BGlsUxLiuY5HxeyJkUHD017fx6yhAu0TLF9Rxo72PfozzN+KBH+8cLKDWgD1YDx1i0FctQqgws yzku0tQeOtdztN+yS/fsrz8tVWaWuX/spXPnlqHb5NiC+z9TQO6mtq3u3OB8n26W+9o/zCup171MO914GK+MXgVJC7qktaPpbhCxrBR1DgUKxY0ZJ3GFE8u1n06Bi1htoOLigs9h7GHBczATu9LX0Seeyeis1P4USFfsZobluWmG8ZGNFmbb15D/841rnL2cWFlUNUIh1oVmtaJY0mZZNJMaBKqlB1xo6XulYsE1F+hXGjENBXwRZZ7zImNoLYPC1BqaOpYZn1Bhe+NS+UVgWTlvXr1kW6ur4GR/mMTD5MPz7sHrVscdskcekz5JyAtyQN6SIzIiItgLXgXvgvfhp/Bb+D38sQ4NgzbnEfnHwp9/AAEn6IA=</latexit><latexit sha1_base64="J0MkRU9Vu0+LGao1vhTrDKpGBeA=">AAAC13icbVFLbxMxEPYur7K8Ujj2YpGAkgPRboUExwKqhOBSUNMWxWnk9U4Sq96H7FloZBluiCs/hh/Dv8GbLFJIGcn2p29mPDPfpJWSBuP4dxBeu37j5q2d29Gdu/fuP+jsPjwxZa0FjESpSn2WcgNKFjBCiQrOKg08TxWcphdvGv/pZ9BGlsUxLiuY5HxeyJkUHD017fx6yhAu0TLF9Rxo72PfozzN+KBH+8cLKDWgD1YDx1i0FctQqgws yzku0tQeOtdztN+yS/fsrz8tVWaWuX/spXPnlqHb5NiC+z9TQO6mtq3u3OB8n26W+9o/zCup171MO914GK+MXgVJC7qktaPpbhCxrBR1DgUKxY0ZJ3GFE8u1n06Bi1htoOLigs9h7GHBczATu9LX0Seeyeis1P4USFfsZobluWmG8ZGNFmbb15D/841rnL2cWFlUNUIh1oVmtaJY0mZZNJMaBKqlB1xo6XulYsE1F+hXGjENBXwRZZ7zImNoLYPC1BqaOpYZn1Bhe+NS+UVgWTlvXr1kW6ur4GR/mMTD5MPz7sHrVscdskcekz5JyAtyQN6SIzIiItgLXgXvgvfhp/Bb+D38sQ4NgzbnEfnHwp9/AAEn6IA=</latexit>
 
<latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf 8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zBnTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsU Sca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/ UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXgad84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf 8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zBnTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsU Sca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/ UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXgad84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf 8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zBnTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsU Sca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/ UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXgad84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf 8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zBnTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsU Sca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/ UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXgad84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit>
(a) Aligned, SNR ξ = 5
 
<latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit>
(b) Misaligned, SNR ξ = 5
 
<latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit><latexit sha1_base64="j0EXrsSQN5L1rSx58grDNSkYY/U=">AAAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFXbisYB/QhDKZTNqhk0mYmQg1FH/FjQtF3Pof7vwbJ20W2nphmMM59zB nTpByprTjfFuVldW19Y3qZm1re2d3z94/6Kgkk4S2ScIT2QuwopwJ2tZMc9pLJcVxwGk3GF8XeveBSsUSca8nKfVjPBQsYgRrQw3sIy9IeKgmsblyjxtjiKcDu+40nNmgZeCWoA7ltAb2lxcmJIup0IRjpfquk2o/x1Izwum05mWKppiM8ZD2DRQ4psrPZ+mn6NQwIYoSaY7QaMb+duQ4VkVAsxljPVKLWkH+p/UzHV35ORNppqkg84eijCOdoKIKFDJJieYTAzCRzGRFZIQlJtoUVjMluItfXga d84brNNy7i3rzpqyjCsdwAmfgwiU04RZa0AYCj/AMr/BmPVkv1rv1MV+tWKXnEP6M9fkDQ/eVvQ==</latexit>
(c) Random, SNR ξ = 5
Figure 6: Finite sample prediction risk E˜(y˜ − x˜>β?)2 (experiment) and the asymptotic risk R(λ) (theory)
against λ for standard ridge regression (Σw = Id) under label noise with SNR ξ = 5. We set γ = 2 and
(n, p) = (300, 600). ‘dc’ and ‘ct’ stand for for discrete and continuous distribution, respectively. We write
‘aligned’ if dx and dβ have the same order, ‘misaligned’ for the reverse and ‘random’ for random order. Colors
indicate different combinations of dx and dβ . Note that our derived risk R(λ) matches the experimental
values for all cases.
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<latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho 1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t 84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPb md96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZm iKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u 95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b1479 7HorXg5TPH8Afe5w+G648V</latexit><latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho 1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t 84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPb md96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZm iKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u 95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b1479 7HorXg5TPH8Afe5w+G648V</latexit><latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho 1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t 84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPb md96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZm iKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u 95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b1479 7HorXg5TPH8Afe5w+G648V</latexit><latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho 1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t 84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPb md96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZm iKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u 95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b1479 7HorXg5TPH8Afe5w+G648V</latexit>
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(a) dx ∼ unif([1, 3]).
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 
<latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyK oMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPbmd96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU 4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZmiKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5 HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b14797HorXg5TPH8Afe5w+G648V</latexit><latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyK oMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPbmd96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU 4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZmiKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5 HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b14797HorXg5TPH8Afe5w+G648V</latexit><latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyK oMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPbmd96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU 4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZmiKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5 HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b14797HorXg5TPH8Afe5w+G648V</latexit><latexit sha1_base64="LTGM2VFoxCLeC7zT8IXFho1T/rc=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyK oMegF48RzAOSJfROZpMx81hmZoUQ8g9ePCji1f/x5t84SfagiQUNRVU33V1xypmxQfDtFdbWNza3itulnd29/YPy4VHTqEwT2iCKK92O0VDOJG1YZjltp5qiiDltxaPbmd96otowJR/sOKWRwIFkCSNondTsDlAI7JUrQTWYw18lYU 4qkKPeK391+4pkgkpLOBrTCYPURhPUlhFOp6VuZmiKZIQD2nFUoqAmmsyvnfpnTun7idKupPXn6u+JCQpjxiJ2nQLt0Cx7M/E/r5PZ5DqaMJlmlkqyWJRk3LfKn73u95mmxPKxI0g0c7f6ZIgaiXUBlVwI4fLLq6R5UQ2Danh/Wand5 HEU4QRO4RxCuIIa3EEdGkDgEZ7hFd485b14797HorXg5TPH8Afe5w+G648V</latexit>
 opt
<latexit sha1_base64="Z9vIjaELnkD6+shpVkqva87xVDc=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMuiG5cVbCs0IUwm03boZBJ mbsQagr/ixoUibv0Pd/6N0zYLbT0wcDjnXO6dE6aCa3Ccb6uytLyyulZdr21sbm3v2Lt7HZ1kirI2TUSi7kKimeCStYGDYHepYiQOBeuGo6uJ371nSvNE3sI4ZX5MBpL3OSVgpMA+8IQJRyTIPWAPkCcpFEVg152GMwVeJG5J6qhEK7C/vCihWcwkUEG07rlOCn5OFHAqWFHzMs1SQkdkwHqGShI z7efT6wt8bJQI9xNlngQ8VX9P5CTWehyHJhkTGOp5byL+5/Uy6F/4OZdpBkzS2aJ+JjAkeFIFjrhiFMTYEEIVN7diOiSKUDCF1UwJ7vyXF0nntOE6DffmrN68LOuookN0hE6Qi85RE12jFmojih7RM3pFb9aT9WK9Wx+zaMUqZ/bRH1ifP5cUlfM=</latexit><latexit sha1_base64="Z9vIjaELnkD6+shpVkqva87xVDc=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMuiG5cVbCs0IUwm03boZBJ mbsQagr/ixoUibv0Pd/6N0zYLbT0wcDjnXO6dE6aCa3Ccb6uytLyyulZdr21sbm3v2Lt7HZ1kirI2TUSi7kKimeCStYGDYHepYiQOBeuGo6uJ371nSvNE3sI4ZX5MBpL3OSVgpMA+8IQJRyTIPWAPkCcpFEVg152GMwVeJG5J6qhEK7C/vCihWcwkUEG07rlOCn5OFHAqWFHzMs1SQkdkwHqGShI z7efT6wt8bJQI9xNlngQ8VX9P5CTWehyHJhkTGOp5byL+5/Uy6F/4OZdpBkzS2aJ+JjAkeFIFjrhiFMTYEEIVN7diOiSKUDCF1UwJ7vyXF0nntOE6DffmrN68LOuookN0hE6Qi85RE12jFmojih7RM3pFb9aT9WK9Wx+zaMUqZ/bRH1ifP5cUlfM=</latexit><latexit sha1_base64="Z9vIjaELnkD6+shpVkqva87xVDc=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMuiG5cVbCs0IUwm03boZBJ mbsQagr/ixoUibv0Pd/6N0zYLbT0wcDjnXO6dE6aCa3Ccb6uytLyyulZdr21sbm3v2Lt7HZ1kirI2TUSi7kKimeCStYGDYHepYiQOBeuGo6uJ371nSvNE3sI4ZX5MBpL3OSVgpMA+8IQJRyTIPWAPkCcpFEVg152GMwVeJG5J6qhEK7C/vCihWcwkUEG07rlOCn5OFHAqWFHzMs1SQkdkwHqGShI z7efT6wt8bJQI9xNlngQ8VX9P5CTWehyHJhkTGOp5byL+5/Uy6F/4OZdpBkzS2aJ+JjAkeFIFjrhiFMTYEEIVN7diOiSKUDCF1UwJ7vyXF0nntOE6DffmrN68LOuookN0hE6Qi85RE12jFmojih7RM3pFb9aT9WK9Wx+zaMUqZ/bRH1ifP5cUlfM=</latexit><latexit sha1_base64="Z9vIjaELnkD6+shpVkqva87xVDc=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5GSyCq5KIoMuiG5cVbCs0IUwm03boZBJ mbsQagr/ixoUibv0Pd/6N0zYLbT0wcDjnXO6dE6aCa3Ccb6uytLyyulZdr21sbm3v2Lt7HZ1kirI2TUSi7kKimeCStYGDYHepYiQOBeuGo6uJ371nSvNE3sI4ZX5MBpL3OSVgpMA+8IQJRyTIPWAPkCcpFEVg152GMwVeJG5J6qhEK7C/vCihWcwkUEG07rlOCn5OFHAqWFHzMs1SQkdkwHqGShI z7efT6wt8bJQI9xNlngQ8VX9P5CTWehyHJhkTGOp5byL+5/Uy6F/4OZdpBkzS2aJ+JjAkeFIFjrhiFMTYEEIVN7diOiSKUDCF1UwJ7vyXF0nntOE6DffmrN68LOuookN0hE6Qi85RE12jFmojih7RM3pFb9aT9WK9Wx+zaMUqZ/bRH1ifP5cUlfM=</latexit>
Noiseless  ˜ = 0
SNR ⇠ = 10
<latexit sha1_base64="WpjYjguOUKws2IQUFEjEcm4kV1E=">AAACIHicbVDLTgIxFO3gC/GFunQzkWhckRljghsSohtXBB88EoaQTrlAQ+eR9o6BTPBP3PgrblxojO70aywwCwVP 0uTknHPb3uOGgiu0rC8jtbS8srqWXs9sbG5t72R392oqiCSDKgtEIBsuVSC4D1XkKKARSqCeK6DuDi4nfv0epOKBf4ejEFoe7fm8yxlFLbWzhWMHYYhxOeD6ElDqYewgFx2IHcV7Hh0XLcfJJKHb8o22h7xoW+1szspbU5iLxE5IjiSotLOfTidgkQc+MkGVatpWiK2YSuRMwDjjRApCyga0B01NfeqBasXTBcfmkVY6ZjeQ+vhoTtXfEzH1lBp5rk56FPtq3puI/3nNCLvnrZj 7YYTgs9lD3UiYGJiTtswOl8BQjDShTHL9V5P1qaQMdacZXYI9v/IiqZ3mbStvX5/lShdJHWlyQA7JCbFJgZTIFamQKmHkkTyTV/JmPBkvxrvxMYumjGRmn/yB8f0DoUmj0A==</latexit><latexit sha1_base64="WpjYjguOUKws2IQUFEjEcm4kV1E=">AAACIHicbVDLTgIxFO3gC/GFunQzkWhckRljghsSohtXBB88EoaQTrlAQ+eR9o6BTPBP3PgrblxojO70aywwCwVP 0uTknHPb3uOGgiu0rC8jtbS8srqWXs9sbG5t72R392oqiCSDKgtEIBsuVSC4D1XkKKARSqCeK6DuDi4nfv0epOKBf4ejEFoe7fm8yxlFLbWzhWMHYYhxOeD6ElDqYewgFx2IHcV7Hh0XLcfJJKHb8o22h7xoW+1szspbU5iLxE5IjiSotLOfTidgkQc+MkGVatpWiK2YSuRMwDjjRApCyga0B01NfeqBasXTBcfmkVY6ZjeQ+vhoTtXfEzH1lBp5rk56FPtq3puI/3nNCLvnrZj 7YYTgs9lD3UiYGJiTtswOl8BQjDShTHL9V5P1qaQMdacZXYI9v/IiqZ3mbStvX5/lShdJHWlyQA7JCbFJgZTIFamQKmHkkTyTV/JmPBkvxrvxMYumjGRmn/yB8f0DoUmj0A==</latexit><latexit sha1_base64="WpjYjguOUKws2IQUFEjEcm4kV1E=">AAACIHicbVDLTgIxFO3gC/GFunQzkWhckRljghsSohtXBB88EoaQTrlAQ+eR9o6BTPBP3PgrblxojO70aywwCwVP 0uTknHPb3uOGgiu0rC8jtbS8srqWXs9sbG5t72R392oqiCSDKgtEIBsuVSC4D1XkKKARSqCeK6DuDi4nfv0epOKBf4ejEFoe7fm8yxlFLbWzhWMHYYhxOeD6ElDqYewgFx2IHcV7Hh0XLcfJJKHb8o22h7xoW+1szspbU5iLxE5IjiSotLOfTidgkQc+MkGVatpWiK2YSuRMwDjjRApCyga0B01NfeqBasXTBcfmkVY6ZjeQ+vhoTtXfEzH1lBp5rk56FPtq3puI/3nNCLvnrZj 7YYTgs9lD3UiYGJiTtswOl8BQjDShTHL9V5P1qaQMdacZXYI9v/IiqZ3mbStvX5/lShdJHWlyQA7JCbFJgZTIFamQKmHkkTyTV/JmPBkvxrvxMYumjGRmn/yB8f0DoUmj0A==</latexit><latexit sha1_base64="WpjYjguOUKws2IQUFEjEcm4kV1E=">AAACIHicbVDLTgIxFO3gC/GFunQzkWhckRljghsSohtXBB88EoaQTrlAQ+eR9o6BTPBP3PgrblxojO70aywwCwVP 0uTknHPb3uOGgiu0rC8jtbS8srqWXs9sbG5t72R392oqiCSDKgtEIBsuVSC4D1XkKKARSqCeK6DuDi4nfv0epOKBf4ejEFoe7fm8yxlFLbWzhWMHYYhxOeD6ElDqYewgFx2IHcV7Hh0XLcfJJKHb8o22h7xoW+1szspbU5iLxE5IjiSotLOfTidgkQc+MkGVatpWiK2YSuRMwDjjRApCyga0B01NfeqBasXTBcfmkVY6ZjeQ+vhoTtXfEzH1lBp5rk56FPtq3puI/3nNCLvnrZj 7YYTgs9lD3UiYGJiTtswOl8BQjDShTHL9V5P1qaQMdacZXYI9v/IiqZ3mbStvX5/lShdJHWlyQA7JCbFJgZTIFamQKmHkkTyTV/JmPBkvxrvxMYumjGRmn/yB8f0DoUmj0A==</latexit>
↵ =  1.5 ↵ = 0.5
↵ =  1.0 ↵ = 1.0
↵ =  0.5 ↵ = 1.5
↵ = 0
<latexit sha1_base64="CoWIRKLH7vSSjTUwM4R19i7e4K0=">AAACkXichVHLSgMxFM2Mrzq+ql26CRbFjUNGFHWhFN0IbhTsAzpDuZOmNjTzMMkIZdDv8Xvc+Tdm6iC2Cr2QcDj3nH uTe8NUcKUJ+bTshcWl5ZXKqrO2vrG5Vd3eaakkk5Q1aSIS2QlBMcFj1tRcC9ZJJYMoFKwdjm6KfPuFScWT+FGPUxZE8BTzAaegDdWrvh/4INIh4Et85Lmn2H/OoD9947cfCXFPfd+ZspA5FqOYtpC5XbyZLkUBp1etE5dMAv8FXgnqqIz7XvXD7yc0i1isqQCluh5JdZCD1JwK9ur4mWIp0BE8sa6BMURMBflkoq943zB9PEikObHGE/a3I4dIqXEUGmUEeqhmcwX5X66b6cF5kPM4zT SL6XejQSawTnCxHtznklEtxgYAldy8FdMhSKDaLLEYgjf75b+gdex6xPUeTuqN63IcFbSL9tAh8tAZaqBbdI+aiFqb1ol1aV3ZNfvCbtil1rZKTw1NhX33BWeEvNc=</latexit><latexit sha1_base64="CoWIRKLH7vSSjTUwM4R19i7e4K0=">AAACkXichVHLSgMxFM2Mrzq+ql26CRbFjUNGFHWhFN0IbhTsAzpDuZOmNjTzMMkIZdDv8Xvc+Tdm6iC2Cr2QcDj3nH uTe8NUcKUJ+bTshcWl5ZXKqrO2vrG5Vd3eaakkk5Q1aSIS2QlBMcFj1tRcC9ZJJYMoFKwdjm6KfPuFScWT+FGPUxZE8BTzAaegDdWrvh/4INIh4Et85Lmn2H/OoD9947cfCXFPfd+ZspA5FqOYtpC5XbyZLkUBp1etE5dMAv8FXgnqqIz7XvXD7yc0i1isqQCluh5JdZCD1JwK9ur4mWIp0BE8sa6BMURMBflkoq943zB9PEikObHGE/a3I4dIqXEUGmUEeqhmcwX5X66b6cF5kPM4zT SL6XejQSawTnCxHtznklEtxgYAldy8FdMhSKDaLLEYgjf75b+gdex6xPUeTuqN63IcFbSL9tAh8tAZaqBbdI+aiFqb1ol1aV3ZNfvCbtil1rZKTw1NhX33BWeEvNc=</latexit><latexit sha1_base64="CoWIRKLH7vSSjTUwM4R19i7e4K0=">AAACkXichVHLSgMxFM2Mrzq+ql26CRbFjUNGFHWhFN0IbhTsAzpDuZOmNjTzMMkIZdDv8Xvc+Tdm6iC2Cr2QcDj3nH uTe8NUcKUJ+bTshcWl5ZXKqrO2vrG5Vd3eaakkk5Q1aSIS2QlBMcFj1tRcC9ZJJYMoFKwdjm6KfPuFScWT+FGPUxZE8BTzAaegDdWrvh/4INIh4Et85Lmn2H/OoD9947cfCXFPfd+ZspA5FqOYtpC5XbyZLkUBp1etE5dMAv8FXgnqqIz7XvXD7yc0i1isqQCluh5JdZCD1JwK9ur4mWIp0BE8sa6BMURMBflkoq943zB9PEikObHGE/a3I4dIqXEUGmUEeqhmcwX5X66b6cF5kPM4zT SL6XejQSawTnCxHtznklEtxgYAldy8FdMhSKDaLLEYgjf75b+gdex6xPUeTuqN63IcFbSL9tAh8tAZaqBbdI+aiFqb1ol1aV3ZNfvCbtil1rZKTw1NhX33BWeEvNc=</latexit><latexit sha1_base64="CoWIRKLH7vSSjTUwM4R19i7e4K0=">AAACkXichVHLSgMxFM2Mrzq+ql26CRbFjUNGFHWhFN0IbhTsAzpDuZOmNjTzMMkIZdDv8Xvc+Tdm6iC2Cr2QcDj3nH uTe8NUcKUJ+bTshcWl5ZXKqrO2vrG5Vd3eaakkk5Q1aSIS2QlBMcFj1tRcC9ZJJYMoFKwdjm6KfPuFScWT+FGPUxZE8BTzAaegDdWrvh/4INIh4Et85Lmn2H/OoD9947cfCXFPfd+ZspA5FqOYtpC5XbyZLkUBp1etE5dMAv8FXgnqqIz7XvXD7yc0i1isqQCluh5JdZCD1JwK9ur4mWIp0BE8sa6BMURMBflkoq943zB9PEikObHGE/a3I4dIqXEUGmUEeqhmcwX5X66b6cF5kPM4zT SL6XejQSawTnCxHtznklEtxgYAldy8FdMhSKDaLLEYgjf75b+gdex6xPUeTuqN63IcFbSL9tAh8tAZaqBbdI+aiFqb1ol1aV3ZNfvCbtil1rZKTw1NhX33BWeEvNc=</latexit>
Optimal   when ⌃  = ⌃
↵
x and ⌃w = I
<latexit sha1_base64="IHdkzLHAA6YxjhJjKTnvKkMWJyE=">AAACeXicbVFNTxsxEPVuaaHpV1qO5eA2okI9RLulUntBQu2lPQGCAFI2jWa9k8TC9q7s2UK02vw Gfltv/SNcuNRJ9kAhI1l+em/eeDyTFko6iqK/Qfho7fGT9Y2nrWfPX7x81X795tTlpRXYE7nK7XkKDpU02CNJCs8Li6BThWfpxfe5fvYbrZO5OaFpgQMNYyNHUgB5ati+TgivqDooSGpQszpR3pvBbElfTtDUsyTNVeam2l9VcizHGuphlaRIUPM9vkq9+lUloIoJ1E0hMJmvvSLzcu8u+7Pmw3Yn6kaL4A9B3IAOa+Jw2P6TZLkoNRoSCpzrx 1FBgwosSaGwbiWlwwLEBYyx76EBjW5QLSZX823PZHyUW38M8QV711GBdvPefKYGmrj72pxcpfVLGn0dVNIUJaERy4dGpeKU8/kaeCYtClJTD0BY6XvlYgIWBPlltfwQ4vtffghOP3XjqBsffe7sf2vGscHesvdsh8XsC9tnP9gh6zHBboKtYDv4ENyG78Kd8OMyNQwazyb7L8LdfwSyxnU=</latexit><latexit sha1_base64="IHdkzLHAA6YxjhJjKTnvKkMWJyE=">AAACeXicbVFNTxsxEPVuaaHpV1qO5eA2okI9RLulUntBQu2lPQGCAFI2jWa9k8TC9q7s2UK02vw Gfltv/SNcuNRJ9kAhI1l+em/eeDyTFko6iqK/Qfho7fGT9Y2nrWfPX7x81X795tTlpRXYE7nK7XkKDpU02CNJCs8Li6BThWfpxfe5fvYbrZO5OaFpgQMNYyNHUgB5ati+TgivqDooSGpQszpR3pvBbElfTtDUsyTNVeam2l9VcizHGuphlaRIUPM9vkq9+lUloIoJ1E0hMJmvvSLzcu8u+7Pmw3Yn6kaL4A9B3IAOa+Jw2P6TZLkoNRoSCpzrx 1FBgwosSaGwbiWlwwLEBYyx76EBjW5QLSZX823PZHyUW38M8QV711GBdvPefKYGmrj72pxcpfVLGn0dVNIUJaERy4dGpeKU8/kaeCYtClJTD0BY6XvlYgIWBPlltfwQ4vtffghOP3XjqBsffe7sf2vGscHesvdsh8XsC9tnP9gh6zHBboKtYDv4ENyG78Kd8OMyNQwazyb7L8LdfwSyxnU=</latexit><latexit sha1_base64="IHdkzLHAA6YxjhJjKTnvKkMWJyE=">AAACeXicbVFNTxsxEPVuaaHpV1qO5eA2okI9RLulUntBQu2lPQGCAFI2jWa9k8TC9q7s2UK02vw Gfltv/SNcuNRJ9kAhI1l+em/eeDyTFko6iqK/Qfho7fGT9Y2nrWfPX7x81X795tTlpRXYE7nK7XkKDpU02CNJCs8Li6BThWfpxfe5fvYbrZO5OaFpgQMNYyNHUgB5ati+TgivqDooSGpQszpR3pvBbElfTtDUsyTNVeam2l9VcizHGuphlaRIUPM9vkq9+lUloIoJ1E0hMJmvvSLzcu8u+7Pmw3Yn6kaL4A9B3IAOa+Jw2P6TZLkoNRoSCpzrx 1FBgwosSaGwbiWlwwLEBYyx76EBjW5QLSZX823PZHyUW38M8QV711GBdvPefKYGmrj72pxcpfVLGn0dVNIUJaERy4dGpeKU8/kaeCYtClJTD0BY6XvlYgIWBPlltfwQ4vtffghOP3XjqBsffe7sf2vGscHesvdsh8XsC9tnP9gh6zHBboKtYDv4ENyG78Kd8OMyNQwazyb7L8LdfwSyxnU=</latexit><latexit sha1_base64="IHdkzLHAA6YxjhJjKTnvKkMWJyE=">AAACeXicbVFNTxsxEPVuaaHpV1qO5eA2okI9RLulUntBQu2lPQGCAFI2jWa9k8TC9q7s2UK02vw Gfltv/SNcuNRJ9kAhI1l+em/eeDyTFko6iqK/Qfho7fGT9Y2nrWfPX7x81X795tTlpRXYE7nK7XkKDpU02CNJCs8Li6BThWfpxfe5fvYbrZO5OaFpgQMNYyNHUgB5ati+TgivqDooSGpQszpR3pvBbElfTtDUsyTNVeam2l9VcizHGuphlaRIUPM9vkq9+lUloIoJ1E0hMJmvvSLzcu8u+7Pmw3Yn6kaL4A9B3IAOa+Jw2P6TZLkoNRoSCpzrx 1FBgwosSaGwbiWlwwLEBYyx76EBjW5QLSZX823PZHyUW38M8QV711GBdvPefKYGmrj72pxcpfVLGn0dVNIUJaERy4dGpeKU8/kaeCYtClJTD0BY6XvlYgIWBPlltfwQ4vtffghOP3XjqBsffe7sf2vGscHesvdsh8XsC9tnP9gh6zHBboKtYDv4ENyG78Kd8OMyNQwazyb7L8LdfwSyxnU=</latexit>
(b) dx ∼ 12δ1 + 12δ3.
Figure 7: We set Σw = I and Σβ = Σ
α
x . As γ increases from 1.1 to 4, we show the optimal value
of λ and the solid lines represents the noiseless case σ˜ = 0 and the dashed lines represents the noisy
case with a fixed SNR ξ. The solid green line shows the level of 0. We set the distribution of dx
(i.e., h) be (a): uniform on [1, 3];(b):two point masses on 1 and 3 with half and half probability.
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