and reaction of molecules, within growing tissues. Mathematical models of these processes often involve reaction-diffusion equations on growing domains that have been primarily studied using approximate numerical solutions. Recently, we have shown how to obtain an exact solution to a single, uncoupled, linear reaction-diffusion equation on a growing domain, 0 < x < L(t), where L(t) is the domain length. The present work is an extension of our previous study, and we illustrate how to solve a system of coupled reaction-diffusion equations on a growing domain. This system of equations can be used to study the spatial and temporal distributions of different generations of cells within a population that diffuses and proliferates within a growing tissue. The exact solution is obtained by applying an uncoupling transformation, and the uncoupled equations are solved separately before applying the inverse uncoupling transformation to give the coupled solution. We present several example calculations to illustrate different types of behaviour. The first example calculation corresponds to a situation where the initially-confined population diffuses sufficiently slowly that it is PLOS 1/36 unable to reach the moving boundary at x = L(t). In contrast, the second example calculation corresponds to a situation where the initially-confined population is able to overcome the domain growth and reach the moving boundary at x = L(t). In its basic format, the uncoupling transformation at first appears to be restricted to deal only with the case where each generation of cells has a distinct proliferation rate.
Introduction
Analysis 60 We begin by presenting a mathematical model describing the diffusion of a population 61 of cells on a growing domain, where the cells undergo a proliferation process that is 62 depicted schematically in Figure 1(a) . This proliferation process means cells in the i th 63 generation proliferate to form twice the number of cells in the (i + 1) st generation. 64 Assuming that each generation undergoes diffusive movement on a growing domain, 65 we describe the spatial and temporal evolution of the cell density profiles, for each 66 generation, using the following system of coupled linear partial differential equations,
on 0 < x < L(t). Here, D is the cell diffusivity, v is the advection velocity associated 68 with domain growth, and k i is the rate at which cells from the i th generation 69 proliferate to produce cells in the next, (i + 1) st , generation. Note that the factor of 70 two in the production term for generation i ≥ 2 reflects the fact that cells from the i th 71 generation proliferate to produce twice the number of cells in the (i + 1) st generation, 72 as depicted in Figure 1(a) . 73 Our strategy for solving Equations (1)-(2) is valid for a range of initial conditions 74 and boundary conditions. Regardless of the choice of boundary conditions and initial 75 conditions, to solve Equations (1)-(2) we apply Sun and Clement's uncoupling 76 transformation [27] [28] [29] [30] [31] [32] [33] , which can be written as
where, for the moment, we require that we have distinct proliferation rates to avoid 78 any singularity in the definition of a i (x, t). Later we will explain how to relax this 79 assumption. Applying the Sun and Clement transformation to Equations (1)-(2) leads 80
to a system of uncoupled partial differential equations,
PLOS 5/36 on 0 < x < L(t), which, at this point, can be solved by using the methods outlined in 82 our previous work for single uncoupled reaction-diffusion equations on growing 83 domains [20, 21] . We note that the solution of Equation (4) can be unbounded when 84 k i < 0. While we do not outline the entire details of the solution strategy, we will 85 briefly recall the salient features of how to solve Equation (4) . 86 Domain growth 87 Domain growth is associated with a velocity field which causes a point at location x to 88 move to x + v(x, t)τ during a small time interval duration τ . We can relate v(x, t) and 89 L(t) by considering the expansion of an element of initial width ∆x [6] ,
We consider uniform growth conditions where ∂v/∂x is independent of position, but 91 could depend on time, so that we have ∂v/∂x = σ(t) [6, [9] [10] [11] [12] [13] [14] [15] [16] . Combining this with 92 Equation (5) gives:
Like previous studies [6, 9, 14] , we assume that the domain elongates in the positive 94
x-direction with the origin fixed, giving v(0, t) = 0. Integrating Equation (6) gives
This framework allows us to specify L(t), for example, by using experimental 96 observations [8] , and to use Equation (7) to find the velocity, v(x, t). For example, 97 exponential growth, L(t) = L(0)e αt , corresponds to σ(t) = α and v(x, t) = αx.
98
Alternatively, linear growth, L(t) = L(0) + βt, corresponds to σ(t) = β/(L(0) + βt) 99 and v(x, t) = xβ/(L(0) + βt) [20, 21] .
100
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Solution strategy 101 To solve Equation (4) we use a Lagrangian mapping, which in this context is also 102 known as a boundary fixing transformation, ξ = x/L(t), giving
on the fixed domain 0 < ξ < 1. Since v = ξdL(t)/dt, we have
The net reaction term in Equation (9) is the sum of two terms that represent two 105 distinct processes. The first reaction term, −k i a i , is a sink term that is proportional 106 to the rate at which the i th generation proliferates to form the (i + 1) st generation.
107
The second reaction term, −σ(t)a i , is proportional to ∂v/∂x, and since ∂v/∂x > 0 this 108 is a sink term that represents a dilution effect caused by the domain growth. To 109 simplify Equation (9) we re-scale the time variable, T (t) = t 0 D/L 2 (s) ds [20] , so that 110 the coefficient of the diffusive term is constant. This gives
where f (T ) = −L 2 (T )(k i + σ(T ))/D. Equation (10) can be solved using separation of 112 variables. With zero diffusive flux conditions at both boundaries we have
where we choose the Fourier coefficients, Ψ i,n , so that a i (ξ, conditions because previous studies have also used similar boundary conditions [6, 20] . 127 We note, however, that greater care is required when applying nonhomogeneous with this is to increase the number of generations by including partial differential 146 equation models for C 5 (x, t), C 6 (x, t), and so on. However, since this is the first time 147 that these results have been presented we chose to truncate the system after just four 148 generations since we wish to present the results as clearly as possible by working with 149 a modest number of generations. Motivated by Landman's previous numerical study 150 of ENS development [6] , we consider the initial condition
where H is the Heaviside function. This initial conditions states that we have some 152 region of the domain, 0 < x < γ, initially uniformly occupied by the first generation at 153 density C. The remaining portion of the domain, γ < x < L(0), is free from cells of the 154 first generation. All other generations are absent at t = 0. We apply the Sun and 155 Clement transformation [27, 28] , which in this case, can be written as
to give four uncoupled partial differential equations. Assuming we have zero diffusive 157 flux boundary conditions at both boundaries, the solutions of the uncoupled partial 158 differential equations can be written as
where L(t) = L(0)e αt and T (t) = D(1 − e −2αt )/(2αL 2 (0)) [20, 21] . To ensure that 160 a i (x, 0) matches the appropriate initial condition, we require
where n ∈ N + . Given the solutions in the uncoupled format, a i (x, t), i = 1, 2, 3, 4, we 162 then obtain the coupled solutions, C i (x, t), i = 1, 2, 3, 4, using Equations (20)- (23) .
163
Results in Figure 2 show the solutions of Equations (12)- (15) in the case where we 164 have distinct proliferation rates, k 1 = k 2 = k 3 = k 4 . The first row shows the initial of the growing domain, is consistent with abnormal ENS development [6] . 185 We also present a second set of results, in Figure 3 , that are the same as those in 186 Figure 2 with the exception that the diffusivity is increased. Similar to the results in the exact or numerical solutions for these problems.
212
Repeated reaction rates 213 As we pointed out in the Introduction, an apparent limitation of the Sun and Clement 214 transformation is that it appears to require distinct proliferation rates to avoid any 215 singularities [27, 28] . We will now show, by example, that it is straightforward to deal 216 with this apparent complication. In particular, we will explain how to obtain exact 217 solutions to Equations (12)-(15) with identical proliferation rates, k 1 = k 2 = k 3 = k 4 .
218
The potential issue in solving Equations (12)-(15) with equal proliferation rates is 219 illustrated by visually inspecting the exact solution for C 2 ,
which is indeterminate when k 1 = k 2 . This issue can be resolved by evaluating C 2 in 221 the limit as k 2 → k 1 using L'Hopital's rule, which gives
Applying the same approach to the solution of Equations (12)-(15) with
Results in Figure 4 show the solutions of Equations (12)-(15) with k 1 = k 2 = k 3 = k 4 . 225
We acknowledge that setting k 1 = k 2 = k 3 = k 4 > 0 in Equations (12) growing domain also applies when we have repeated proliferation rates. The results in 231 Figure 4 are presented in exactly the same format as those in Figures 2 and 3 except 232 that the proliferation rates are equal. As in Figures 2 and 3 , the results in Figure 4 233 indicate that the numerical and exact solutions are visually indistinguishable.
234
The example presented in Figure 4 is relevant for the special case where all 
We also compared plots of the numerical solution of Equations (12) terms in the truncated series are visually distinct. To quantify these trends we plot, in 256 x = L(t) [6, 9] . Most standard models of collective cell spreading make no distinction 280 PLOS 14/36 between different generations of cells [22] [23] [24] [25] . In contrast, Cheeseman et al. [26] 281 recently re-formulated a typical reaction-diffusion model of cell migration and cell 282 proliferation so that they could study the spatial and temporal distribution of different 283 generations of cells on a nongrowing domain. Here we use a linear model to make a for different types of applications including models of latter stages of ENS 301 development [36, 37] and models of aerosolised skin grafts [38, 39] . If we are interested 302 in applying our technique to solve a linear mathematical model describing cell 303 migration and cell differentiation on a growing domain, we could study a coupled 304 system of linear partial differential equations of the form,
on 0 < x < L(t). The key difference between Equations (1)-(2) and Equations growing domain, that cannot be modelled using previous exact solutions [20, 21] .
319
Furthermore, our work is significant because it is the first time, as far as we are aware, 320 that the Sun and Clement transformation [27, 28] has been applied to a problem While many studies of collective cell migration and cell proliferation involve nonlinear 328 partial differential equations [22] [23] [24] [25] , it is relevant for us consider studying linear 329 partial differential equation models, since they can be viewed as an approximation of the spreading cell profile [46] [47] [48] . We note that similar approximations, which amount 341 to studying nonlinear processes using linearised models, are routinely invoked in many 342 other areas of science and engineering. For example, many nonlinear problems in fluid 343 mechanics [41, 42] , civil engineering [43, 44] and chemical engineering [45] are studied, 344 in an approximate sense, by analyzing linearised models. The rationale for studying 345 such linearised models is that they can be solved exactly, thereby providing more 346 general insight than knowledge gathered from repeated numerical simulations. 
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