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Annotation.
In the paper we are studying some properties of subsets Q of sums of dissociated sets. The exact
upper bound for the number of solutions of the following equation
q1 + · · · + qp = qp+1 + · · ·+ q2p , qi ∈ Q (1)
in groups Fn2 is found. Using our approach, we easily prove a recent result of J. Bourgain on sets of
large exponential sums and obtain a tiny improvement of his theorem. Besides an inverse problem is
considered in the article. Let Q be a set belonging a sumset of two dissociated sets such that equation
(1) has many solutions. We prove that in the case the large proportion of Q is highly structured.
1. Introduction.
Let G = (G,+) be a finite Abelian group with additive group operation +. Suppose that
A is a subset of G. It is very convenient to write A(x) for such a function. Thus A(x) = 1
if x ∈ A and A(x) = 0 otherwise. By Ĝ denote the Pontryagin dual of G, in other words
the space of homomorphisms ξ from G to R/Z, ξ : x → ξ · x. It is well known that Ĝ is an
additive group which is isomorphic to G. Also denote by N the cardinality of G. Let f be a
function from G to C, N = |G|. By f̂(ξ) denote the Fourier transformation of f
f̂(ξ) =
∑
x∈G
f(x)e(−ξ · x) , (2)
where e(x) = e2πix and ξ ∈ Ĝ.
Let δ, α be real numbers, 0 < α ≤ δ ≤ 1 and let A be a subset of ZN of cardinality δN .
Consider the set Rα of large exponential sums of the set A
Rα = Rα(A) = { r ∈ Ĝ : |Â(r)| ≥ αN } . (3)
In many problems of combinatorial number theory is important to know the structure of the
set Rα (see [1]). In other words what kind of properties Rα has? Clearly, that this question
is an inverse problem of additive number theory (see [2, 24]).
∗This work was supported by National Science Foundation grant No. DMS–0635607.
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The first non–trivial result in the direction was obtained by M.–C. Chang [6] in 2002.
Recall that a set D = {d1, . . . , d|D|} ⊆ G is called dissociated if any equality of the form
|D|∑
i=1
εidi = 0 , (4)
where εi ∈ {−1, 0, 1} implies that all εi are equal to zero.
Let log stand for the logarithm to to base 2. Let p be a positive integer. By [p] denote the
segment of natural numbers {1, . . . , p}.
Theorem 1.1 (Chang) Let δ, α be real numbers, 0 < α ≤ δ ≤ 1, A be a subset of G,
|A| = δN , and the set Rα is defined by (3). Then any dissociated set Λ, Λ ⊆ Rα has the
cardinality at most 2(δ/α)2 log(1/δ).
A simple consequence of Parseval’s identity gives |Λ| ≤ δ/α2. Hence Chang’s Theorem is
nontrivial if δ is small.
Using approach of paper [5] (see also [4]) Chang applied her result to prove the famous
Freiman’s Theorem [3] on sets with small doubling. Another applications of Theorem 1.1
were obtained by B. Green in paper [7] by B. Green and I. Ruzsa in [9], T. Sanders (see e.g.
[12, 13, 14]), and also T. Schoen in [23]. If the parameter α is close to δ then the structural
properties of the set Rα were studied in papers [17, 18, 19] (see also survey [20]).
By A1∔A2∔ · · ·∔Ad denotes the set of sums of different elements of the sets A1, . . . , Ad.
If all Ai are equal to A then we shall write dA˙.
In paper [26] J. Bourgain used sumsets of a dissociated set Λ and obtained an extension
of Chang’s theorem. He used the extension in proving of his beautiful result on density of
subsets of [N ] without arithmetic progressions of length three. Further applications on the
Theorem below were obtained in [15].
Theorem 1.2 (Bourgain) Let d be a positive integer, δ, α be real numbers, 0 < α ≤ δ ≤ 1,
A be a subset of G, |A| = δN , and the set Rα is defined by (3). Suppose that Λ is a dissociated
set. Then for any d ≥ 1, we have |dΛ˙⋂Rα| ≤ 8(δ/α)2 logd(1/δ).
In articles [28, 29, 30] another results on sets of large exponential sums were obtained. In
particular, the following theorem was proved in these papers.
Theorem 1.3 Let δ, α be real numbers, 0 < α ≤ δ, A be a subset of ZN , |A| = δN , and
k ≥ 2 be a positive integer. Let also B ⊆ Rα \ {0} be an arbitrary set. Then the number
Tk(B) := |{ (r1, . . . , rk, r′1, . . . , r′k) ∈ B2k : r1 + · · ·+ rk = r′1 + · · ·+ r′k }| (5)
is at least
δα2k
24kδ2k
|B|2k . (6)
In article [29] was showed that Theorem 1.3 and an inequality of W. Rudin [21, 22] on
dissociated sets imply M.–C. Chang’s theorem. Similarly in the paper we show that an
appropriate analog of Rudin’s result and Theorem 1.3 gives us Theorem 1.2 in Fn2 (see section
2). Our approach is an elementary and does not require sufficiently difficult hypercontractivity
technic from [26]. We show that for any Q ⊆ dΛ˙, where Λ is a dissociated, the value Tk(Q)
does not exceed Cdkkdk|Q|k. Here C > 0 is an absolute constant. Applying this result to the
set dΛ˙
⋂Rα and using Theorem 1.3, we get Theorem 1.2. Actually a tiny improvement of the
last result was obtained (see Theorem 2.9).
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In section 4 an inverse problem is considered. Let Q be a subset of 2Λ˙, where Λ is an
arbitrary dissociated set. Suppose that the value Tk(Q) is large in the sence that Tk(Q) ≫
Cdkkdk|Q|k. What can we say about the structure of Q? We show that in the case the set
Q contains a sumset of two dissociated sets (see Theorem 4.9). In some sence we give a full
description of large subsets of 2Λ˙ with large value of Tk.
The obtained results are formulated in groups Fn2 but they can be extended to any Abelian
group (see discussion of using Fnp , p is a prime, in [11]). In our forthcoming papers we are
going to obtain these extensions.
I acknowledge the Institute for Advanced Study for its hospitality and providing me with
excellent working conditions. Also the author is grateful to Professor N.G. Moshchevitin and
Professor S.V. Konygin for attention to this work and useful discussions.
2. An elementary proof of a result of Bourgain.
Denote by G the group Fn2 . Let A ⊆ G be a set, and k ≥ 2 be a positive integer. By Tk(A)
denote the number
Tk(A) := |{a1 + · · ·+ ak = a′1 + · · ·+ a′k : a1, . . . , ak, a′1, . . . , a′k ∈ A}| .
If A1, . . . , A2k ⊆ G are any sets, then denote by Tk(A1, . . . , A2k) the following number
Tk(A1, . . . , A2k) := |{a1 + · · ·+ ak = ak+1 + · · ·+ a2k : ai ∈ Ai, i = 1, . . . , 2k}| .
We shall write
∑
x instead of
∑
x∈G for simplicity.
Using the notion of convolution, we can calculate Tk(A).
Definition 2.1 Let f, g : G→ C be any functions. Denote by (f ∗ g)(x) the function
(f ∗ g)(x) =
∑
s
f(s)g(x− s) . (7)
Clearly, (f ∗ g)(x) = (g ∗ f)(x), x ∈ G. Further, using induction, we get the operation ∗k,
where k is a positive integer. So ∗k := ∗(∗k−1).
If A,B ⊆ G are arbitrary sets, then (A ∗ B)(x) 6= 0 iff x ∈ A + B. Hence T2(A) =∑
x(A ∗ A)2(x). Let f : G→ C be a function. By Tk(f) denote Tk(f) =
∑
x |(f ∗k−1 f)(x)|2.
Lemma 2.2 Let s,t be positive integers, s ≥ 2, t ≥ 2, and let f1, . . . , fs, g1, . . . , gt : G→ R
be functions. Then ∣∣∣∣∣∑
x
(f1 ∗ · · · ∗ fs)(x) · (g1 ∗ · · · ∗ gt)(x)
∣∣∣∣∣ ≤
≤ (Ts(f1))1/2s . . . (Ts(fs))1/2s(Tt(g1))1/2t . . . (Tt(gt))1/2t . (8)
Proof. Since (̂f ∗ g)(r) = f̂(r)ĝ(r), it follows that
σ :=
∑
x
(f1 ∗ · · · ∗ fs)(x) · (g1 ∗ · · · ∗ gt)(x) = 1
N
∑
r
f̂1(r) . . . f̂s(r)ĝ1(r) . . . ĝt(r) .
Using Ho¨lder’s inequality several times, we obtain
σ ≤
(
1
N
∑
r
|f̂1(r)|2s
) 1
2s
. . .
(
1
N
∑
r
|f̂s(r)|2s
) 1
2s
·
3
·
(
1
N
∑
r
|ĝ1(r)|2t
) 1
2t
. . .
(
1
N
∑
r
|ĝt(r)|2t
) 1
2t
=
= (Ts(f1))
1/2s . . . (Ts(fs))
1/2s (Tt(g1))
1/2t . . . (Tt(gt))
1/2t .
This completes the proof.
Corollary 2.3 Let A,B be finite subsets of G. Then
T
1/2k
k (A ∪ B) ≤ T 1/2kk (A) + T 1/2kk (B) . (9)
We need in the notion of dissociativity in Fn2 .
Definition 2.4 Let R ⊆ Fn2 be a set, R = −R and {0} ∈ R. We say that a set Λ =
{λ1, . . . , λ|Λ|} ⊆ Fn2 belongs to the family ΛR(k) if the equality
|Λ|∑
i=1
εiλi ∈ R , (10)
where εi ∈ {−1, 0, 1} and
∑|Λ|
i=1 |εi| ≤ k implies that all εi are equal to zero. If R = {0} then
Λ belongs to the family Λ(k).
Proposition 2.5 Let k be a positive integer, k ≥ 2, and Λ ⊆ Fn2 be an arbitrary set,
belonging to the family Λ(2k). Then for any integer p, 2 ≤ p ≤ k, we have
Tp(Λ) ≤ pp|Λ|p . (11)
Proof. Let m = |Λ|. Consider the equation
λ1 + · · ·+ λ2p = 0, λi ∈ Λ, i = 1, . . . , 2p . (12)
Let us consider any partitionsM = {M1, . . . ,Mp} of the segment [2p] onto sets Mj, |Mj | = 2,
j = 1, . . . , p. It is easy to see that the number of such partitions equals (2p)!
2pp!
≤ (2p)p
2p
= pp.
Further, let us mark any set Mj by an element λ
(j) of the set Λ. Then the number of these
labelled partitions does not exceed ppmp. By assumption the set Λ belongs to the family
Λ(2k). Hence if (λ1, . . . , λ2p) is an arbitrary solution of (12) then any λi, i ∈ [2p] appears even
number of times in this solution. So a solution (λ1, . . . , λ2p) of (12) corresponds a labelled
partition M′ = {(M1, λ(1)), . . . , (Mp, λ(p))}. To see this let us construct a labelled partition
M′ = {(M1, λ(1)), . . . , (Mp, λ(p))} such that for any Mj = {α, β}, j = 1, . . . , p, we have
λα = λβ = λ
(j). Clearly, if we have two different solutions of (12) then we get different
labelled partitions. Hence the total number of solutions of (12) does not exceed ppmp. This
completes the proof.
Note 2.6 Rudin’s Theorem (see [21, 22]) asserts that for any functions f : G→ C, supp f̂ ⊆
Λ, Λ is a dissociated set, we have ‖f‖k ≤ C
√
k‖f‖2, where C > 0 is an absolute constant and
k ≥ 2. In other words, for an arbitrary aλ the following holds
1
N
∑
x
∣∣∣∣∣∑
λ∈Λ
aλe(−λ · x)
∣∣∣∣∣ ≤ Ckkk/2
(∑
λ∈Λ
|aλ|2
)k/2
. (13)
Certainly, inequality (13) implies Proposition 2.5 : to see this one can put k = 2p and aλ = 1.
On the other hand, we can use a slightly modified arguments from Proposition 2.5 to prove
4
(13). Indeed, to obtain inequality (13), we need to calculate the number of solutions of (12)
such that any solutions has weight aλ1 . . . aλ2p By assumption the set Λ belongs to the family
Λ(2k). Hence if (λ1, . . . , λ2p) is an arbitrary solution of (12) then any λi, i ∈ [2p] appears
even number of times in this solution. It follows that if a partition M = {M1, . . . ,Mp} of the
segment [2p] onto the setsMj , |Mj | = 2, j = 1, . . . , p is fixed then we get weight
(∑
λ∈Λ |aλ|2
)p
.
We know that the number of such partitionsM does not exceed pp. Thus, we have proved (13)
in the case k = 2p. Using standard methods (see e.g. [10], Lemma 19), we obtain inequality
(13) for all k ≥ 2.
Now we can prove an analog of Proposition 2.5 for subsets of sums of dissociated sets and
obtain Theorem 2.9.
Proposition 2.7 Let k, d be positive integers, k ≥ 2, and Λ ⊆ Fn2 be an arbitrary set,
Λ ∈ Λ(2dk) such that |Λ| ≥ 4d2. Let also Q be a subset of dΛ˙. Then for all integer p,
2 ≤ p ≤ k, we have
Tp(Q) ≤ 28dppdp|Q|p . (14)
Proof. We use induction. If d = 1, then the bound for Tp(Q) was obtained in Proposition
2.5. Let d ≥ 2, and let m = |Q|. Put cd := 8d, d ≥ 1.
Let a = [|Λ|/2d]. By assumption |Λ| ≥ 4d2. Hence |Λ|/a ≤ 4d. Besides(|Λ| − d
a− 1
)−1(|Λ|
a
)
=
|Λ|(|Λ| − 1) . . . (|Λ| − d+ 1)
a(|Λ| − a)(|Λ| − a− 1) . . . (|Λ| − a− d+ 2) ≤
≤ 4d · e 1|Λ| (
Pd−1
i=1 i+2
Pd−2
i=0 (a+i)) ≤ 24d . (15)
Let E be any set. By Ec denote Λ \ E. Using dissociativity of Λ and the definition of the
operation ∔, we get
Q(x) = d−1
(|Λ| − d
a− 1
)−1 ∑
Λ0⊆Λ, |Λ0|=a
(
Q
⋂
(Λ0 + (d− 1)Λ˙c0
)
(x) .
Using Ho¨lder’s inequality, we obtain
Tp(Q) ≤ d−2p
(|Λ| − d
a− 1
)−2p(|Λ|
a
)2p−1 ∑
Λ0⊆Λ, |Λ0|=a
Tp(Q
⋂
(Λ0 + (d− 1)Λ˙c0) . (16)
If we prove for any Λ0 ⊆ Λ the following inequality
Tp(Q
⋂
(Λ0 + (d− 1)Λ˙c0) ≤ 2cd−1ppdp|Q
⋂
(Λ0 + (d− 1)Λ˙c0|p ,
then using (16) and (15), we obtain
Tp(Q) ≤ d−2p
(|Λ| − d
a− 1
)−2p(|Λ|
a
)2p
2cd−1pppdmp ≤ 2(cd−1+8)pppdmp = 2cdpppdmp
and Proposition 2.7 is proved.
Let Λ1 = Λ˜, Λ2 = Λ \ Λ˜, and Q′ ⊆ Λ1 + (d − 1)Λ˙2. We have to prove that Tp(Q′) ≤
2cd−1pppd|Q′|p. Let λ be an element from Λ1. Consider the sets
Dλ = D(λ) = { λ′ : λ∔ λ′ ∈ Q′, λ′ ∈ (d− 1)Λ˙2 } ,
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Qλ = Q(λ) = { q ∈ Q′ : q = λ∔ λ′2 ∔ · · ·∔ λ′d, λ′i ∈ Λ, i = 2, . . . , d } ,
Clearly, Q(λ) = D(λ) + λ. Let s1 be a number of nonempty sets Dλ. Let these sets are
Dλ1 , . . . , Dλs1 . We shall write Dj instead of Dλj . Let also s2 = |Λ2|. Obviously, Q ⊆
{λ1, . . . , λs}+ (d− 1)Λ˙2
Consider the equation
q1 + · · ·+ qp = qp+1 + · · ·+ q2p , (17)
where qi ∈ Q′, i = 1, . . . , 2p. Denote by σ the number of solutions of (17). Since Q′ ⊆
Λ1 + (d− 1)Λ˙2, it follows that for all q ∈ Q′, we have q = λ+ µ, where λ ∈ Λ1, µ ∈ (d− 1)Λ˙2.
Let i1, . . . , i2p ∈ [s1] be arbitrary numbers. Denote by σ~i, ~i = (i1, i2, . . . , i2p) the set of
solutions of equation (17) such that for all j ∈ [2p], we have the restriction qj ∈ D(λij ),
λij ∈ Λ1. By assumption the sets Λ1 and Λ2 belong to the family Λ(2dk). Also L1, L2 have
empty intersection. It follows that if q1, . . . , q2p is a solution of equation (17) such that this
solution belongs the set σ~i, then any component of vector
~i appears even number of times in
the vector. We have
σ ≤
∑
M,M={M1,...,Mr}, [2p]=M1
F···FMp
∑
~i∈M
|σ~i| . (18)
Summation in (18) is taken over families of setsM, M = {M1, . . . ,Mp}, [2p] =M1
⊔ · · ·⊔Mp
such that for all j = 1, . . . , p, we have |Mj | = 2. Let Mj = {α(j)1 , α(j)2 }, j = 1, . . . , p. By
definition ~i ∈M if for all j ∈ [p], we have i
α
(j)
1
= i
α
(j)
2
.
Using Lemma 2.2 and induction, we get
|σ~i| ≤ 2cd−1pd(p−1)
2p∏
j=1
|D(λij)|1/2 .
Hence
σ ≤ 2cd−1pd(p−1)
∑
M
∑
~i∈M
2p∏
j=1
|D(λij)|1/2 . (19)
Let m′ = |Q′|, and let q be an arbitrary element of the set Q′. By assumption Λ1
⋂
Λ2 = ∅
and Λ is a dissociated set, so it is easy to see that the sets Q(λ) are disjoint. Hence∑
λ∈Λ1
|D(λ)| =
∑
λ∈Λ1
|Q(λ)| = m′ . (20)
For any λ ∈ Λ1, we have |Dλ| ≤ m′. Let x ≥ 1 be an arbitrary number. Using formula (20),
we get ∑
λ∈Λ1
|D(λ)|x =
∑
λ∈Λ1
|Q(λ)|x ≤ (m′)x−12
∑
λ∈Λ1
|Q(λ)| = (m′)x . (21)
The number of partitions M in inequality (19) does not exceed pp. Any component of vector
~i appears even number of times in the vector. Combining inequality (19) and bound (21), we
obtain σ ≤ 2cd−1pdp(m′)p. This completes the proof.
In some sense the last proposition is best possible.
Proposition 2.8 Let k, d be positive integers, and a set Λ ⊆ Fn2 belongs to the family Λ(2d).
Let also Λ1 be an arbitrary subset of Λ, and Q = dΛ˙1 ⊆ dΛ˙. Then for all k ≤ |Λ1|/(2d) and
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for any 2 ≤ p ≤ k, we have Tp(Q) ≥ 2−3pdppd|Q|p.
Proof. Consider the equation
q1 + · · ·+ qp = qp+1 + · · ·+ q2p , (22)
where qi ∈ Q, i = 1, . . . , 2p. Let us prove that equation (22) has at least 2−3pdppd|Q|p solutions.
Since qi ∈ Q, it follows that qi =
∑d
j=1 λ
(i)
j , i = 1, . . . , 2p. Consider tuples (q1, . . . , qp) such
that all λ
(i)
j for all qi are different. Clearly, there are exactly
(|Λ1|
pd
) (pd)!
(d!)p
of such tuples. For
any tuple (q1, . . . , qp) there are at least
(pd)!
(d!)p
solutions of equation (22). Indeed we have (pd)!
(d!)p
number of ways to partition the set {λ(1)1 , . . . , λ(1)d , . . . , λ(p)1 , . . . , λ(p)d } = {λ1, . . . , λpd} onto p
sets M1, . . . ,Mp of the same cardinality. Put qi =
∑
j∈Mi λj, i = p + 1, . . . , 2p, we get a
tuple (qp+1, . . . , q2p) ∈ Qp such that q1 + · · · + qp = qp+1 + · · · + q2p. By assumption Λ is
a dissociated set, thus any collection of sets M1, . . . ,Mp corresponds a tuple (qp+1, . . . , q2p).
Hence Tp(Q) ≥
(|Λ1|
pd
) (pd)!
(d!)p
· (pd)!
(d!)p
. Since Λ ∈ Λ(2d), it follows that |Q| = (|Λ1|
d
)
. Using inequality
2kd ≤ |Λ1|, we get
Tp(Q) ≥
(|Λ1|
pd
)
(pd)!
(d!)p
· (pd)!
(d!)p
≥ 2−pd (pd)!
(d!)p
|Q|p ≥ 2−3pdppd|Q|p .
This completes the proof.
At the end of the section we show that Theorem 1.3 (actually Theorem 5.1, see Appendix)
and Proposition 2.7 imply Theorem 1.2 in the case G = Fn2 .
Theorem 2.9 Let δ, α be real numbers, 0 < α ≤ δ ≤ 1/4, d be a positive integer, d ≤
log(1/δ)/4, A be an arbitrary subset of Fn2 of the cardinality δN , and let Rα as in (3). Suppose
that a set Λ ⊆ Fn2 belongs to the family Λ(2 log(1/δ)). Then for all 1 ≤ d ≤ log(1/δ)/4, we
have
|dΛ˙
⋂
Rα| ≤
(
δ
α
)2(
212 log(1/δ)
d
)d
. (23)
Proof. Let k = [ln(1/δ)/d] ≥ 2, Q = dΛ˙⋂Rα and m = |Q|. We need to prove that
m ≤ (δ/α)2(212 log(1/δ)
d
)d. Using Theorem 5.1, we get
Tk(Q) ≥ δα
2k
δ2k
m2k . (24)
On the other hand, by Proposition 2.7, we obtain Tk(Q) ≤ 28kdkkdmk. Combining the last
inequality and (24), we get m ≤ (δ/α)2(212 log(1/δ)
d
)d. This concludes the proof.
So an upper bound for |dΛ˙⋂Rα| was obtained in Theorem 2.9. The next simple proposi-
tion gives us a lower estimate for the quantity. It is turn out this lower bound is close to the
upper one.
Proposition 2.10 Let δ be a real number, 1/N ≤ δ ≤ 1/16, and α = 2−12δ/√n, n ≥ 32.
Then there exist a set A ⊆ Fn2 , δN ≤ |A| ≤ 8δN and a dissociated set Λ ⊆ Rα(A) such that
for all integers d ≥ 1, we have
|dΛ˙
⋂
Rα| ≥ 2−30
(
δ
α
)2(
log(1/δ)
16d
)d−1
. (25)
Proof. Let ~e1 = (1, 0, . . . , 0), . . . , ~en = (0, . . . , 0, 1) be the standard basis for F
n
2 . Let also
k = [log 1/(4δ)], and H,H⊥ be subspaces spanned by vectors ~e1, . . . , ~en−k and ~en−k+1, . . . , ~en,
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correspondingly. Let A ⊆ H be a set of ~x = (x1, . . . , xn) ∈ H such that the number xi = 1,
i = 1, . . . , n−k is at least (n−k)/2. Clearly, |A| ≥ 2n−k−2 ≥ δN and |A| ≤ |H| ≤ 2n−k ≤ 8δN .
Let H ′ be a space spanned by vectors of the length n−k, namely (1, 0, . . . , 0), . . . , (0, . . . , 0, 1).
Let also n′ = n−k, and let A′ ⊆ H ′ be the restriction of A onH ′. Let us find Fourier coefficients
of A′. We have
Â′(r) =
∑
x
A′(x)(−1)<r,x> = |A′
⋂
H(0)r | − |A′
⋂
H(1)r | = 2|A′
⋂
H(0)r | − |A′| , (26)
where H
(0)
r = {x ∈ H ′ : < r, x >= 0} and H(1)r = {x ∈ H ′ : < r, x >= 1}. Let l ≥ 0 be a
positive integer. Consider the sets
Hl = {x = (x1, . . . , xn′) : #xi = 1 equals l} .
Let r ∈ H1. Put
(
x
y
)
= 0 for y > x. Using Stirling’s formula and (26), we get
|Â′(r)| =
∣∣∣∣∣∣
n′∑
s=⌈n′/2⌉
(
2
(
n′ − 1
s
)
−
(
n′
s
))∣∣∣∣∣∣ =
n′∑
s=⌈n′/2⌉
(
2s− n′
n′
)(
n′
s
)
≥
≥
[n′/2+
√
n′]∑
s=⌈n′/2+√n′/2⌉
(
2s− n′
n′
)(
n′
s
)
≥ e−8 1
2
√
π
2n
′
√
n′
≥ 2−14 2
n′
√
n′
≥ 2−12 δN√
n
. (27)
It is easy to see that for any r ∈ H ′ and for all h⊥ ∈ H⊥, we have Â(r + h⊥) = Â′(r). Hence
H1+H⊥ ⊆ Rα(A), α = 2−12δ/√n and |Rα(A)| ≥ n′2k ≥ n/(16δ) ≥ 2−28 ·δ/α2. Thus we have
a lower bound for the cardinality of Rα(A), which is close to an upper bound — δ/α2. Clearly,
the set A′ is invariant under all permutations. Using this fact one can prove (assuming some
restrictions on parameters) that the following holds Rα(A) = ({0} ⊔ H1) + H⊥. We do not
need in the fact.
Let Λ = {~e1, . . . , ~en} ⊆ Rα(A), and Λ∗ = {~en−k+1, . . . , ~en}. Clearly,⊔
h1∈H1(h1 + (d− 1)Λ˙∗) ⊆ Rα(A)
⋂
dΛ˙. Hence
|Rα(A)
⋂
dΛ˙| ≥ n′
(
k
d− 1
)
≥ n
4
· k
d−1
dd−1ed−1
≥ 2−30
(
δ
α
)2(
log(1/δ)
16d
)d−1
.
This completes the proof.
Note 2.11 Certainly, we can change the value of the parameter α in Proposition 2.10. For
example one can consider sets H2 instead of H1 and choose the parameter α smaller than
2−12δ/
√
n.
3. On connected subsets of dΛ˙.
Let G be an Abelian group, and A ⊆ G be an arbitrary finite set. In paper [31], so–called
”connected” sets A were studied (see also article [8]). Let us give a definition from [31].
Definition 3.1 Let k ≥ 2 be a positive integer, and β1, β2 ∈ [0, 1] be real numbers, β1 ≤ β2.
Nonempty set A ⊆ G is called (β1, β2)–connected of degree k if there exists an absolute constant
C ∈ (0, 1] such that for any B ⊆ A, β1|A| ≤ |B| ≤ β2|A| we have
Tk(B) ≥ C2k
( |B|
|A|
)2k
Tk(A) . (28)
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By ζk(A) denote the quantity ζk(A) :=
log Tk(A)
log |A| . In paper [31] (see also [16]) the following
result was obtained.
Theorem 3.2 Let β1, β2 ∈ (0, 1) be real numbers, β1 ≤ β2. Then there exists a set A′ ⊆ A
such that
1) A′ is (β1, β2)–connected of degree k set such that (28) holds for any C ≤ 1/32.
2) |A′| ≥ m · 2 log((2k−1)/ζ)log(1+κ) log(1−β2), where κ = log((1−β1)−1)
logm
(1− 16C).
3) ζk(A
′) ≥ ζk(A).
In the section we prove an analog of Theorem 3.2 for subsets of dissociated sets.
Let Λ ⊆ Fn2 be an arbitrary set from the family Λ(2dk), and A ⊆ dΛ˙. Denote by Dk(A)
the quantity
Dk(A) = log
(
Tk(A)
kk|A|k
)
. (29)
In other words Tk(A) = 2
Dk(A)kk|A|k. Since for all sets A with sufficiently large cardinality, we
have Tk(A) ≥
(|A|
k
)
(k!)2 ≥ e−2kkk|A|k, it follows that the quantity Dk(A) is at least −2k log e.
On the other hand, by Proposition 2.7, we get Dk(A) ≤ 8d log d+ k(d− 1) log k.
Theorem 3.3 Let K > 0 be a real number, k, d be positive integers, k, d ≥ 2. Let Λ ⊆ Fn2
be an arbitrary set, Λ ∈ Λ(2dk), and Q be a subset of dΛ˙ such that Tk(Q) ≥ kdk|Q|kKk . Let also
β1, β2 ∈ (0, 1) be real numbers, β1 ≤ β2. Then there is a set Q′ ⊆ Q such that
1) Q′ is a (β1, β2)–connected of degree k such that (28) holds for any C ≤ 1/8.
2) |Q′| ≥ |Q| · 2
8d log d+k(d−1) log k−Dk(Q)
k log(1+β1(1−4C))
log(1−β2).
3) Tk(Q
′) ≥ kdk|Q′|k
Kk
.
Proof. Let m = |Q|, and C ≤ 1/8 be a real number. The proof of Theorem 3.3 is a sort of
algorithm. If Q is (β1, β2)–connected of degree k and (28) is true with the constant C then
there is nothing to prove. Suppose that Q is not (β1, β2)–connected of degree k set (with the
constant C). Then there exists a set B ⊆ Q, β1|Q| ≤ |B| ≤ β2|Q| such that (28) does not
hold. Note that |Q| > 2. Let B = Q \ B and cB = |B|/|Q|. We have β1 ≤ cB ≤ β2. Using
Corollary 2.3, we get
Tk(B) > Tk(Q)(1− CcB)2k . (30)
Let b = |B| and b = |B| = m− b, D = Dk(Q), D = Dk(B). By inequality (30), we obtain
D > D + k logm− k log b+ 2k log(1− CcB) = D + k
(
log(
m
m− b(1− CcB)
2)
)
≥
≥ D + k log((1 + cB)(1− 2CcB)) ≥ D + k log(1 + β1(1− 4C)) . (31)
Besides, by the definition of (β1, β2)–connectedness of degree k, we have
|B| ≥ (1− β2)m = (1− β2)|Q| . (32)
Thus if the set Q is not (β1, β2)–connected of degree k then there is a set B ⊆ Q such that
(31), (32) hold. Put Q1 = B and apply the arguments above to Q1. And so on. We get the
sets Q0 = Q,Q1, Q2, . . . , Qs. Clearly, for any Qi, we have Dk(Qi) ≤ 8d log d + k(d − 1) log k.
Using this and (31), we obtain that the total number of steps of our algorithm does not exceed
8d log d+k(d−1) log k−Dk(Q)
k log(1+β1(1−4C)) . At the last step of the algorithm, we find the set Q
′ = Qs ⊆ Q such
that Q′ is (β1, β2)–connected of degree k and such that Dk(Q′) ≥ Dk(Q). Thus Q′ has the
properties 1) and 3) of the Theorem. Let us prove 2). Using (32), we obtain
|Q′| ≥ (1− β2)sm ≥ m · 2
8d log d+k(d−1) log k−Dk(Q)
k log(1+β1(1−4C))
log(1−β2) .
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This concludes the proof.
We shall use Theorem 3.3 in the next section.
4. On large subsets of sum of two dissociated sets.
Let H = (hij) be a matrix of the size x × y, x ≤ y. By perH denote the permanent of
matrix H . Recall that
perH =
∑
σ
h1σ(1) . . . hxσ(x) , (33)
where the summation in (33) is taken over all injective maps σ : [x] → [y]. We need in a
well–known Frobenius–Ko¨nig’s Theorem on nonnegative matrices (see [25]).
Theorem 4.1 Let p and r be positive integers, r ≤ p, and let H be a nonnegative matrix
of size p× r. Then the permanent of matrix H equals zero iff H contains a zero matrix of size
p− s+ 1× s.
Using Theorem 4.1, we prove a simple lemma.
Lemma 4.2 Let p and r be positive integers, and let H = (hij) be a nonnegative matrix
of size p× r. Let also
1) For all i ∈ [p], we have ∑rj=1 hij ≥ 2.
2) For all j ∈ [r], we have ∑pi=1 hij ≥ 1, and, finally,
3)
∑p
i=1
∑r
j=1 hij = 2p.
Deleting from H all columns such that
∑p
i=1 hij = 1, we get matrix H0. Then the permanent
of H0 does not equal zero.
Proof. Let the number of j such that
∑p
i=1 hij = 1 equals e. Without loss of generality we
can suppose that the matrix H0 was obtain from H by deletion of the last e columns. Let
H0 = (h
0
ij), i = 1, . . . , p, j = 1, . . . , r − e = r0. Applying condition 3) of the Lemma, we get∑p
i=1
∑r0
j=1 h
0
ij = 2p − e. Using condition 2), we obtain r0 ≤ p. Suppose that our Lemma is
false. If the permanent of H0 equals zero then by Theorem 4.1 the matrix contains a submatrix
of the size s× t, s+ t = p+1. Using permutations of rows and columns, we can suppose that
H0 is
H0 =
(
X Z
0 Y
)
,
where zero matrix 0 has the size s × t, s + t = p + 1. Denote by s1 the number of i ∈
{p− s+1, . . . , p} such that∑r0j=1 h0ij = 1, and by s2 the number of i ∈ {p− s+1, . . . , p} such
that
∑r0
j=1 h
0
ij ≥ 2. Clearly, s1 ≤ e. By 2), we obtain s = s1 + s2. Using condition 1) of the
lemma, we get
2p− e =
p∑
i=1
r0∑
j=1
h0ij ≥
t∑
j=1
p∑
i=1
h0ij +
p∑
i=p−s+1
r0∑
j=1
h0ij ≥ 2t+ s1+2s2 = 2t+2s− s1 = 2p+2− s1 .
The last inequality implies s1 ≥ e + 2 with contradiction. This completes the proof.
Let p be a positive integer, Λ ⊆ Fn2 be an arbitrary set, Λ ∈ Λ(2p), and E = {E1, . . . , E2p}
be a tuple of subsets of Λ. In the proof of Proposition 2.7 we estimated the number of solutions
of the equation
λ1 + · · ·+ λ2p = 0, where λi ∈ Ei, i = 1, . . . , 2p . (34)
To calculate the number of such solutions, we used Lemma 2.2 — a simple corollary of Ho¨lder
inequality. In the proof of the main result of this section — Theorem 4.10, we need in a more
delicate result on the number of solutions of equation (34).
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Lemma 4.3 Let p a positive integer, Λ ⊆ Fn2 be an arbitrary set, Λ ∈ Λ(2p), and E =
{E1, . . . , E2p} be a tuple of subsets of Λ. Suppose that we have a partition of the segment
[2p] onto r classes C1, . . . , Cr. Let S∗ ⊆ [2p] be an arbitrary set, and S¯∗ = [2p] \ S. Let also
M(S∗) = (mij) be a matrix of size p × p, mij = |Ei
⋂
Ej|, i ∈ S, j ∈ S¯∗. Then number of
solutions of the equation
λ1 + · · ·+ λ2p = 0, where λi ∈ Ei, i = 1, . . . , 2p (35)
does not exceed ∑
S∗⊆[2p], |S∗|=p
perM(S∗) , (36)
and the summation in formula (36) is taken over all sets S∗ such that S∗ contains an element
from any class Ci such that |Ci| ≥ 2.
Proof. Denote by Z the number of solutions of equation (35). By assumption the set Λ
belongs to the family Λ(2p). Hence if (λ1, . . . , λ2p) is an arbitrary solution of (35) then any
λi, i ∈ [2p] appears even number of times in this solution. Thus (see proof of Proposition 2.5),
we get
Z ≤
∑
K,K={K1,...,Kp}, [2p]=K1
F···FKp
p∏
j=1
∣∣∣∣∣∣
⋂
α∈Kj
Eα
∣∣∣∣∣∣ = Z1 . (37)
The summation in (37) is taken over families of sets K, K = {K1, . . . , Kp}, [2p] =
K1
⊔ · · ·⊔Kp such that for any j ∈ [p], we have |Kj| = 2. Let us prove that
Z1 ≤
∑
S∗⊆[2p], |S∗|=p
perM(S∗) , (38)
and the summation in formula (38) is taken over all sets S∗ such that S∗ contains an element
from any class Ci such that |Ci| ≥ 2. Clearly,
∑
K,K={K1,...,Kp}, [2p]=K1
F···FKp
p∏
j=1
∣∣∣∣∣∣
⋂
α∈Kj
Eα
∣∣∣∣∣∣ ≤
∑
S∗⊆[2p], |S∗|=p
perM(S∗) (39)
Indeed if x is a summand from the left hand side of (39) which corresponds some partition K
then x is present in the right hand side too. To see this let S∗ be the set of all first elements
of Kj , j = 1, . . . , p. Let α is any of such numbers, α ∈ Kj . Then there is quantity |Eα
⋂
Eβ|
with β ∈ Kj in the right hand side of (39). Taking a product of such quantitaes, we get x.
Further if y is an arbitrary summand from the right hand side of (39) then it is easy to form
a partition K which corresponds to the y.
If x is a summand from the left hand side of (38) which corresponds some partition K
and we shall find a set S∗ such that for all j ∈ [p], we have |Kj
⋂
S∗| = 1 and such that S∗
contains an element from any class Ci with restriction |Ci| ≥ 2 then we shall prove (38). Let
H = (hγδ) be a nonnegative matrix p × r such that any element hγδ of H equals |Kγ
⋂ Cδ|.
Clearly, for all γ ∈ [p], we have ∑δ hγδ = |Kγ| = 2 and ∑γ,δ hγδ = ∑γ |Kγ| = 2p. Since the
sets C1, . . . , Cr form a partition of the segment [2p], it follows that for all δ ∈ [r] the following
holds
∑
γ hγδ = |Cδ| ≥ 1. Using Lemma 4.2, we obtain that the permanent of the matrix H0
does not equal zero. Hence H0 contains a diagonal of nonzero elements. Let the size of H0
be p× r0. Without loss of generality we can assume that the matrix H0 is formed by first r0
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columnes of H . Then nonzero diagonal H0 is (γ1, 1), . . . , (γr0, r0) and for any i ∈ [r] there is a
number αi ∈ Kγi such that αi ∈ Ci and |Ci| ≥ 2. Let us add elements α1, . . . , αr into the set
S∗. Besides let us add the first elements of all Kγ , γ 6= γ1, . . . , γr in S∗. It is easy to see that
S∗ contains an element from any class Ci such that |Ci| ≥ 2. This completes the proof.
Note 4.4 Lemma 4.3 gives us an upper bound for Tp(E1, . . . , E2p). This estimate implies
(up to constants) the bound pp
∏2p
α=1 |Eα|1/2 for Tp(E1, . . . , E2p), which can be derived from
Lemma 2.2. Indeed for any sets A and B, we get
|A
⋂
B| ≤ min{|A|, |B|} ≤ |A|1/2|B|1/2 . (40)
So any summand in perM(S∗) does not exceed
∏2p
α=1 |Eα|1/2. We have exactly p! of such
summands. Thus by Lemma 4.3, we obtain that Tp(E1, . . . , E2p) ≤ 22pp!
∏2p
α=1 |Eα|1/2.
Lemma 4.5 Let δ0 > 0 be a real number, r, p be positive integers, p ≥ 2δ0 + 3, r ≥ p− δ0.
Let t1, . . . , tr be a sequence of natural numbers such that tj ≥ 2, j = 1, . . . , r and
∑r
j=1 tj = 2p.
Let also T = maxj∈[r] tj, and αj = |{j ∈ [r] : tj ≥ T − i}|, i = 0, 1, . . . , T − 2. Let z be a
nonnegative number such that
∑z−1
i=0 αi ≤ p <
∑z
i=0 αi, and let qz = p −
∑z−1
i=0 αi. Then the
quantitaty
π(t1, . . . , tr) := T
α0(T − 1)α1 . . . (T − (z − 1))αz−1(T − z)qz
does not exceed 23pmax{ δ4δ00 , 1 }.
Proof. Suppose that δ0 ≥ 1. It is easy to see that the sequence α0, α1, . . . , αT−2 is non-
decreasing and
∑T−2
i=0 αi =
∑r
j=1 tj = 2p. Using the condition
∑r
j=1 tj = 2p one more and
inequalities r ≥ p − δ0, tj ≥ 2, j ∈ [r], we get T + 2(r − 1) ≤ 2p and T ≤ 2δ0 + 2 ≤ 4δ0.
Suppose that α0 = · · · = αz−1 = qz = 1. Then p =
∑z−1
i=0 αi + q = z + 1. On the other hand,
there are exactly T − 1 numbers αi. Hence z does not exceed T − 1 and we get inequality
p ≤ T ≤ 2δ0 + 2 with contradiction. Thus either αz−1 ≥ 2 or qz ≥ 2.
Let π∗ be the maxiamal value of the function π(t1, . . . , tr) such that all ti satisfy
t1 + · · ·+ tr = 2p, tj ≥ 2, r ≥ p− δ0 . (41)
If (41) holds for a tuple t1, . . . , tr then we shall say that this tuple is admissible. Let π
∗ =
π(t01, . . . , t
0
r). Without loss of generality we can assume that t
0
1 ≥ t02 ≥ · · · ≥ t0r . We have that
either αz−1 ≥ 2 or qz ≥ 2. Suppose that t02 ≥ 3. Then we can consider an admissible tuple
t˜1 = t
0
1+1, t˜2 = t
0
1− 1, t˜3 = t03, . . . , t˜r = t0r . Clearly, π∗ = π(t01, . . . , t0r) < π(t˜1, . . . , t˜r). Whence
t02 = 2 and π
∗ ≤ T T2p ≤ 23pδ4δ00 .
Now suppose that δ0 < 1. In the case we have T ≤ 4. Using a trivial estimate
π(t1, . . . , tr) ≤ T p ≤ 22p we get the required result. This completes the proof.
Let k be positive integer, k ≥ 2, and Λ1,Λ2 ⊆ Fn2 be arbitrary disjoint sets such that
Λ1
⊔
Λ2 belongs to the family Λ(4k). Let also Q be a subset of Λ1 ∔ Λ2 = Λ1 + Λ2. Define
the sets D(λ) = Dλ and Q(λ) = Qλ, λ ∈ Λ1 (see proof of Proposition 2.7). Let λ ∈ Λ1 and
D(λ) = { λ′ : λ+ λ′ ∈ Q, λ′ ∈ Λ2 } ,
Q(λ) = { q ∈ Q : q = λ + λ′, λ′ ∈ Λ2 } .
Clearly, Q(λ) = D(λ) + λ. Let s1 be a number of nonempty sets Dλ. Let these sets are
Dλ1 , . . . , Dλs1 . We shall write Dj instead of Dλj . Let also s2 = |Λ2|. Obviously, Q ⊆{λ1, . . . , λs}+ Λ2.
Proposition 4.6 Let M > 0 be a real number, p be a positive integer, p ≥ 5, and
Λ1,Λ2 ⊆ Fn2 be arbitrary disjoint sets from the family Λ(4p). Let also Q be a subset of
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Λ1 + Λ2, |Q| ≥ max{2s2p, 28s2pM8}, δ0 = max{(p log(2eM))/ log(|Q|/(s2p)), 1}, and X =
max{ δ4δ00 , 1 }. Then
Tp(Q) ≤ 25pXp3psp2 ·
p∑
r=p−⌈δ0⌉
(
1
ps2
)r
·
 ∑
S⊆[s1], |S|=r
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
)+ p2p|Q|p
2Mp
. (42)
Proof. Let m = |Q|. Consider the equation
q1 + · · ·+ q2p = 0 , (43)
where qi ∈ Q, i = 1, . . . , 2p. Denote by σ the number of solutions of equation (43). Since
Q ⊆ Λ1 + Λ2, it follows that for all q ∈ Q, we have q = λ1 + λ2, where λ1 ∈ Λ1, λ2 ∈ Λ2.
Let i1, . . . , i2p ∈ [s1] be arbitrary numbers. By σ~i, ~i = (i1, i2, . . . , i2p) denote the set of
solutions of equation (43) such that for all j ∈ [2p] we have the restriction qj ∈ D(λij ),
λij ∈ Λ1. By assumption the set Λ1
⊔
Λ2 belongs to the family Λ(4k) and Λ1
⋂
Λ2 = ∅. Hence
if (q1, . . . , q2p) ∈ σ~i is an arbitrary solution of (43) then any component of vector ~i appears
even number of times in this vector. We have
σ ≤
∑
N ,N={N1,...,Nr}, [2p]=N1
F···FNr
∑
~i∈N
|σ~i| . (44)
The summation in the right hand side of (44) is taken over families of sets N , N =
{N1, . . . , Nr}, [2p] = N1
⊔ · · ·⊔Nr such that for all j = 1, . . . , r the cardinality of Nj is
an even number and |Nj| ≥ 2. Let Nj = {α(j)1 , . . . , α(j)|Nj |}, j = 1, . . . , r. By definition ~i ∈ N if
for all j ∈ [r] the following holds i
α
(j)
1
= · · · = i
α
(j)
|Nj |
and for any different sets Nj1, Nj2 from the
partition N , we have iα 6= iβ, where α is an arbitrary element from Nj1, and β is an element
from Nj2 .
By r = r(N ) denotes the number of the sets Nj in the partition N . We have
σ =
p−⌈δ0⌉∑
r=0
∑
N , r(N )=r
∑
~i∈N
|σ~i|+
p∑
r=p−⌈δ0⌉+1
∑
N , r(N )=r
∑
~i∈N
|σ~i| = σ1 + σ2 . (45)
Let us estimate the sum σ1. Let q be an arbitrary element of the set Q. Using the condition
Λ1
⋂
Λ2 = ∅ and dissociativity of Λ, it is easy to see that the sets Q(λ) are disjoint. Hence∑
λ∈Λ1
|D(λ)| =
∑
λ∈Λ1
|Q(λ)| = m. (46)
For any λ ∈ Λ1, we have |Dλ| ≤ s2. Let x ≥ 1 be an arbitrary number. Using formula (46),
we get ∑
λ∈Λ1
|D(λ)|x =
∑
λ∈Λ1
|Q(λ)|x ≤ sx−12
∑
λ∈Λ1
|Q(λ)| = sx−12 m. (47)
Let S~i = {ij}j∈[2p]. Applying Lemma 2.2 and inequality (47), we get
σ1 ≤
p−⌈δ0⌉∑
r=0
∑
N , r(N )=r
∑
~i∈N
∏
α∈[2p]
|Diα|1/2 ≤ pp
p−⌈δ0⌉∑
r=0
∑
N , r(N )=r
sp−r2
∑
~i∈N
∏
α∈S~i
|Dα| .
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Note that if the lengths of the sets Nj are fixed then the set S~i does not change after any
permutation of these sets. Let tj = |Nj|, j = 1, . . . , r. Using inequality m ≥ 2s2p, the
definition of the quantity δ0 and identity (46), we obtain
σ1 ≤ pp
p−⌈δ0⌉∑
r=0
∑
t1+···+tr=2p
(2p)!
t1! . . . tr!
1
r!
sp−r2 m
r ≤ epppsp2
p−⌈δ0⌉∑
r=0
(
m
s2
)r
r2p−r ≤
≤ 2epp3psp2
(
m
ps2
)p−δ0
= 2epp2pmp
(s2p
m
)δ0 ≤ p2pmp
2Mp
. (48)
Thus partitions N with small number r(N ) make a small contribution in Tp(Q). At the second
part of the proof we consider partitions N with large number of the sets Nj .
Let us estimate the sum σ2. Consider the sets Di1 , . . . , Di2p . Let Cj = Nj . So we get a
partition of [2p] onto the sets Cj . Using Lemma 4.3, we obtain
σ2 ≤
p∑
r=p−⌈δ0⌉
∑
N , r(N )=r
∑
~i∈N
 ∑
S∗⊆[2p], |S∗|=p
perM~i(S
∗)
 . (49)
By Lemma 4.3 the summation in formula (49) is taken over all sets S∗ such that S∗ contains
an element from any set Nj. Further let M~i(S
∗) = (mαβ) be a matrix of size p × p, mαβ =
|Diα
⋂
Diβ |, α ∈ S∗, β ∈ S¯∗. LetM ′~i be a matrix of the size r×2p,M ′~i = (|Dα
⋂
Diβ |)α∈S~i,β∈[2p].
Using formula (33), we get
perM~i(S
∗) ≤
∏
α∈S∗, iα /∈S~i
∑
β∈S¯∗
|Diα
⋂
Diβ |
 · perM ′~i . (50)
Applying the last inequality and a trivial estimate |Dλ| ≤ s2, λ ∈ Λ1, we have
perM~i(S
∗) ≤
∏
α∈S∗, iα /∈S~i
∑
x∈Λ2
Diα(x)
∑
β∈S¯∗
Diβ(x)
 · perM ′~i ≤ pp−rsp−r2 perM ′~i . (51)
Using (33), it is easy to see that
perM ′~i ≤ π(t1, . . . , tr)
∏
α∈S~i
∑
β∈S~i
|Dα
⋂
Dβ|
 ,
where the quantity π(t1, . . . , tr) was defined in Lemma 4.5. Using the bound for π(t1, . . . , tr)
from the lemma and inequalities (49), (51), we get
σ2 ≤ 25pmax{ δ4δ00 , 1 } ·
p∑
r=p−⌈δ0⌉
pp−rsp−r2
∑
N , r(N )=r
∑
~i∈N
∏
α∈S~i
∑
β∈S~i
|Dα
⋂
Dβ|
 .
If we make a permutation of components of the vector ~i by different parts Nj of our partition
N then the set S~i does not change. Besides, if the lengths of sets Nj are fixed then the set S~i
does not change after any permutation of these sets. Hence
σ2 ≤ 25pmax{ δ4δ00 , 1 } ·
p∑
r=p−⌈δ0⌉
pp−rsp−r2
∑
t1+···+tr=2p
(2p)!
t1! . . . tr!
1
r!
r!·
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·
 ∑
S⊆[s1], |S|=r
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ |
) ≤ 25pmax{ δ4δ00 , 1 }p3psp2·
·
p∑
r=p−⌈δ0⌉
(
1
ps2
)r
·
 ∑
S⊆[s1], |S|=r
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
) . (52)
Combining inequalities (48), (52) and formula (45), we get inequality (42). This completes
the proof.
To prove Theorem 4.10 we need in a combinatorial lemma and a well–known lemma of E.
Bombieri (see e.g. [27]).
Let p be a positive integer, and A1, . . . , Ap be a sequence of sets such that any two of
them Ai and Aj either disjoint or equals. By ρ denote the number of different sets among
A1, . . . , Ap. Let the set A
∗
1 appears in the sequence A1, . . . , Ap exactly l1 times, A
∗
2 — exactly
l2 times, . . . , A
∗
ρ exactly lρ times.
Lemma 4.7 Let w be a positive integer, 2 ≤ p ≤ a, ζ ∈ (0, 1] be a real number, and
S1, . . . , Sq be some different sets, |Si| = p, Si = {s(1)i , . . . , s(p)i }, i = 1, . . . , q. Let also for all
i ∈ [q] and for all sets Si, we have s(j)i ∈ Aj, j = 1, . . . , p. Suppose that
q ≥ 2
p∑
ω=⌈ζp⌉
(pw)ω
ω!
∑
n1+···+nρ=p−ω, ni≤li
|A∗1|n1 . . . |A∗ρ|nρ
n1! . . . nρ!
.
Then there are sets Sn1, . . . , Snw from the sequence S1, . . . , Sq such that for an arbitrary l =
2, . . . , w, we have |(⋃l−1i=1 Sni)⋂Snl| ≤ ζp.
Proof. We use a greedy algorithm. Let Sn1 = S1. Suppose that sets Sn1 , . . . , Snl−1 have been
constructed and find Snl. Let Cl =
⋃l−1
i=1 Sni. Clearly, |Cl| ≤ wp. Let Cl = C∗1
⊔ · · ·⊔C∗ρ ,
where C∗i ⊆ A∗i , i = 1, . . . , ρ. Let also ai = |A∗i |, ci = |C∗i |, i = 1, . . . , ρ. The number of sets E
belong to A∗1
⊔ · · ·⊔A∗ρ, |E| = p and such that |E⋂Cl| ≥ ζp does not exceed
σ :=
p∑
ω=⌈ζp⌉
∑
m1+···+mρ=ω,mi≤ci
∑
n1+···+nρ=p−ω, ni≤min{ai−ci,li}
(
c1
m1
)
. . .
(
cρ
mρ
)
×
×
(
a1 − c1
n1
)
. . .
(
aρ − cρ
nρ
)
≤
p∑
ω=⌈ζp⌉
∑
m1+···+mρ=ω
∑
n1+···+nρ=p−ω, ni≤li
cm11 . . . c
mρ
ρ
m1! . . .mρ!
· a
n1
1 . . . a
nρ
ρ
n1! . . . nρ!
≤
≤
p∑
ω=⌈ζp⌉
(c1 + · · ·+ cρ)ω
ω!
·
∑
n1+···+nρ=p−ω, ni≤li
an11 . . . a
nρ
ρ
n1! . . . nρ!
≤
≤
p∑
ω=⌈ζp⌉
(pw)ω
ω!
·
∑
n1+···+nρ=p−ω, ni≤li
an11 . . . a
nρ
ρ
n1! . . . nρ!
= σ∗ .
By assumption q ≥ 2σ∗. Hence q ≥ w and, consequently, q − (l − 1) > q − w ≥ σ∗. Thus
there is a set Snl from S1, . . . , Sq such that Snl does not equal Sn1, . . . , Snl−1 and such that
|(⋃l−1i=1 Sni)⋂Snl| ≤ ζp. This completes the proof.
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Lemma 4.8 (Bombieri) Let q be a positive integer, λ > 0 be a real number, B be a finite
set. Suppose that B1, . . . , Bq are subsets of B such that |Bi| ≥ λ|B|. Then for all t ≤ λq there
are different positive integers j1, . . . , jt ∈ [q] such that
|Bj1
⋂
· · ·
⋂
Bjt | ≥
(
λ− t
q
)(
q
t
)−1
|B| .
Theorem 4.9 Let K, η > 0 be real numbers, η ∈ (0, 1/2], p be a positive integer, and
Λ ⊆ Fn2 be an arbitrary set from the family Λ(4p). Let also Q be a subset of Λ ∔ Λ, K∗ :=
max{1, K}, p ≥ 230K∗/η, and
Tp(Q) ≥ p
2p|Q|p
Kp
. (53)
Suppose that p ≤ log |Λ|/ log log |Λ| and
|Q| ≥ 260+ 2η (K∗)17p3|Λ| ·max
{
(230(K∗)11p)ηp|Λ|η log |Λ|, exp
(
log(230(K∗)20) log(p logK
∗
log p
)
log(2
−25ηp
K∗
)
)}
Then there are sets L1,L′1, . . . ,Lh,L′h from Λ such that Li
⋂L′j = ∅, Li+L′i ⊆ Q, i = 1, . . . , h,
j = 1, . . . , h,
|Li| ≥
log( |Q|
16(K∗)9|Λ|)
210 log(220K∗)
, |L′i| ≥
1
210p2
( |Q|
(K∗)9|Λ|
)η
, (54)
(Li + L′i)
⋂
(Lj + L′j) = ∅, i, j = 1, . . . , h, i 6= j and∣∣∣Q⋂((L1 + L′1)⊔ · · ·⊔(Lh + L′h))∣∣∣ ≥ |Q|16(K∗)9 . (55)
If p is an arbitrary and
log
( |Q|
16(K∗)9p|Λ|
)
≥ 220 log(210K∗) log p , (56)
then there are sets L1,L′1, . . . ,Lh,L′h from Λ satisfying (55) and such that
|Li| ≥ min{2−18 p
K∗
, 2−5 log
( |Q|
16(K∗)9p
)
}, |L′i| ≥
1
32p2
( |Q|
(K∗)9|Λ|
)1/2
. (57)
Note 4.10 If K = O(1) e.g. K ≤ 1 then inequalities (55), (57) hold if we have more weaker
bound than (56), namely |Q| ≥ 260+ 2η (K∗)17p3|Λ|.
Proof of the theorem. Let m = |Q|, β1 = 1/4, β2 = 1/2. Let also
M = 252+
2
η (K∗)17p3|Λ| ·max
{
(227(K∗)11p)ηp|Λ|η log |Λ|, exp
(
log(224(K∗)20) log(p logK
∗
log p
)
log(2
−22ηp
K∗
)
)}
.
Since Tp(Q) ≥ p2p|Q|p/Kp, it follows that Dp(Q) ≥ p log(p/K). Using Theorem 3.3 with
parameters d = 2 and C = 1/8, we get (β1, β2)–connected set Q1 ⊆ Q of degree p such that
m1 := |Q1| ≥ m/(2K9) and Tp(Q1) ≥ p2pmp1/Kp. Let a = ⌈|Λ|/2⌉. We have∑
Λ˜⊆Λ, |Λ˜|=a
∑
λ1∈Λ˜, λ2∈Λ\Λ˜
Q1(λ1 + λ2) = 2
(|Λ| − 2
a− 1
)
|Q1| . (58)
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Using (58), it is easy to see that there is a set Λ˜ ⊆ Λ, |Λ˜| = a such that |Q1
⋂
(Λ˜+ (Λ \ Λ˜))| ≥
2m1
(|Λ|−2
a−1
)(|Λ|
a
)−1
= 2m1
a(|Λ|−a)
|Λ|(|Λ|−1) ≥ m1/2. Put Λ1 = Λ˜, Λ2 = Λ \ Λ˜ and Q2 = Q1
⋂
(Λ1 + Λ2).
Certainly, we can find a set Q3 ⊆ Q2 such that Q3 = ⌈m1/2⌉. Let m3 = |Q3|. Since the set
Q1 is (β1, β2)–connected of degree p and C = 1/8, it follows that
Tp(Q3) ≥ 2−6p
(
m3
m1
)2p
Tp(Q1) ≥ p
2pmp3
(27K)p
.
Using notation of Proposition 4.6, taking M = 27K and applying this Proposition to the set
Q3 ⊆ Λ1 + Λ2, we get
25pXp3psp2 ·
p∑
r=p−⌈δ0⌉
(
1
ps2
)r
·
 ∑
S⊆[s1], |S|=r
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
) ≥ p2pmp3
2(27K)p
. (59)
Recall that the quantity δ0 equals δ0 = max{(p log(2eM))/ log(|Q3|/(s2p)), 1}, and the number
X is max{ δ4δ00 , 1 }. If m ≥ M or m satisfy (56) then δ0 ≤ max{(p log(210K))/(2 log p), 1} ≤
p/2 and X1/p ≤ 28K. Let K1 = 213KX1/p ≤ 221K2. Suppose that either m ≥ M or m
satisfy (56). Then m3 ≥ 2K1p|Λ|. Using the last inequality and (59), we obtain that there is
a positive integer p1 ∈ [p− ⌈δ0⌉, p] such that
∑
S⊆[s1], |S|=p1
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
)
≥ m
p1
3
Kp11
. (60)
Let S ⊆ [s1] be a set, |S| = p1, and α ∈ S be an arbitrary element of the set S. Let also
ε = 1/(16K1). If M ≤ 1/2 then X = 1, and by inequality p ≥ 230K∗/η, we get ε ≥ 1/p1.
Suppose thatM > 1/2 and eitherm ≥M orm satisfy (56). In the case the inequality ε ≥ 1/p1
can be derived from the condition p ≥ 230K∗/η. A slightly more accurate computations show
that in the both cases, we have ε ≥ 16/(ηp). Define the sets
GS,α = { x ∈ Dα :
∑
β∈S
Dβ(x) ≥ εp1 } .
In other words, GS,α is the set of x from Dα such that x belongs to at least εp1 the sets Dβ ,
β ∈ S. We have ∑
β∈S
|Dα
⋂
Dβ| =
∑
x∈Λ2
Dα(x)
∑
β∈S
Dβ(x) =
=
∑
x∈GS,α
Dα(x)
∑
β∈S
Dβ(x) +
∑
x/∈GS,α
Dα(x)
∑
β∈S
Dβ(x) ≤ p1|GS,α|+ εp1|Dα| . (61)
Let S be the family of sets S, S ⊆ [s1], |S| = p1 such that for any S ∈ S there is α ∈ S such
that |GS,α| ≥ ε|Dα| and |Dα| ≥ εm3/s2. Let also S¯ be the family of sets from S, S ⊆ [s1],
|S| = p1 do not belong the family S. Let us prove that
σ1 :=
∑
S∈S¯
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
)
≤ m
p1
3
2Kp11
. (62)
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Let Y (S) = {α ∈ S : |GS,α| < ε|Dα|}, and Y¯ (S) = S \ Y (S). Using (61), we get
σ1 =
∑
S∈S¯
∏
α∈Y¯ (S), |Dα|<εm3/s2
(∑
β∈S
|Dα
⋂
Dβ|
)
·
∏
α∈Y (S)
(∑
β∈S
|Dα
⋂
Dβ|
)
≤
≤
p1∑
l=0
∑
S⊆[s1], |S|=p1, |Y (S)|=p1−l
(
εp1m3
s2
)|Y¯ (S)|
·
∏
α∈Y (S)
(2εp1|Dα|) ≤
≤
p1∑
l=0
(
εp1m3
s2
)l
(2εp1)
p1−l
(
s1 − (p1 − l)
l
) ∑
S′⊆[s1], |S′|=p1−l
∏
α∈S′
|Dα| ≤
≤ 2p1εp1
p1∑
l=0
(
εp1m3
s2
)l
pp1−l1
sl1
l!
ε−l
1
(p1 − l)!m
p1−l
3 ≤ 2(2e)p1εp1mp13
p1∑
l=0
p1!
l!(p1 − l)! =
= 2(4e)p1εp1mp13 ≤ 24p1−1εp1mp13 =
mp13
2Kp11
and inequality (62) is proved. Hence
σ2 =
∑
S∈S
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
)
≥ m
p1
3
2Kp11
. (63)
Consider the case p ≤ log |Λ|/ log log |Λ|. Let u0 = [log s2], and Λ(j) = {α ∈ [s1] : 2j−1 ≤
|Dα| ≤ 2j}, j = 1, . . . , u0. Applying inequality
∑
α∈Λ1 |Dα| ≤ m, we derive that |Λ(j)| ≤
2m2−j. Let (j1, . . . , jp1) be a tuple from [u0]
p1. By ρ = ρ(j1, . . . , jp1) denote the number of
different jt in (j1, . . . , jp1) and let an element j
∗
1 appears in the tuple exactly l1 times, an
element j∗2 appears exactly l2 times, . . . , and an element j
∗
ρ appears exactly lρ times, and all
elements j∗1 , j
∗
2 , . . . , j
∗
ρ are different. We have
σ2 ≤
∑
S∈S
pp11
∏
α∈S
|Dα| = p
p1
1
p1!
∑
S∈S
∑
α1,...,αp1— different
S(α1) . . . S(αp1)|Dα1| . . . |Dαp1 | =
= pp11
∑
S∈S
u0∑
j1,...,jp1=1
1
l1! . . . lρ!
×
×
∑
α1∈Λ(j1),...,αp1∈Λ(jp1 ), α1,...,αp1— different
S(α1) . . . S(αp1)|Dα1 | . . . |Dαp1 | . (64)
Using formula (64), we obtain that there is a tuple (j1, . . . , jp1) such that∑
S∈S, S={s(1),...,s(p1)}, s(j)∈Λ(j)
∏
α∈S
|Dα| ≥ l1! . . . lρ!
pp11 u
p1
0
· m
p1
3
4Kp11
.
By the definition of the sets Λ(j), we get
q0 := |{S ∈ S : S = {s(1), . . . , s(p1)}, s(j) ∈ Λ(j)}| ≥ l1! . . . lρ!
pp11 u
p1
0 2
j1+···+jp1
· m
p1
3
4Kp11
.
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Using Dirichlet’s principle, we obtain that there is α ∈ [s1] such that
q := |{S ∈ S : S = {s(1), . . . , s(p1)}, s(j) ∈ Λ(j), α ∈ S}| ≥ l1! . . . lρ!
pp11 u
p1
0 2
j1+···+jp1 ·
mp13
4s1K
p1
1
.
Let Ai = Λ
(ji), i = 1, . . . , p1, and A
∗
i = Λ
(j∗i ), i = 1, . . . , ρ. We want to apply Lemma 4.7
to the sets Ai, A
∗
i with parameter w = [log(m3/s2)/(ε
2p1 log(2
6/ε2))]. Since m ≥ M and
m3 ≥ m/(8K9), it follows that
q ≥ l1! . . . lρ!
pp11 u
p1
0 2
j∗1 l1+···+j∗ρ lρ ·
mp13
4s1K
p1
1
≥ 2
p1∑
ω=⌈ζp1⌉
(p1w)
ω
ω!
∑
n1+···+nρ=p1−ω, ni≤li
|A∗1|n1 . . . |A∗ρ|nρ
n1! . . . nρ!
= 2σ∗ .
(65)
Indeed, by assumption m ≥M ≥ p1ws2. Hence
2j
∗
1 l1+···+j∗ρ lρσ∗ ≤ 2p1
p1∑
ω=⌈ζp1⌉
(p1w)
ω
ω!
∑
n1+···+nρ=p1−ω, ni≤li
sω2m
p1−ω
n1! . . . nρ!
≤
≤ 2p1mp1
p1∑
ω=⌈ζp1⌉
(p1w)
ω
ω!
(s2
m
)ω ρp1−ω
(p1 − ω)! ≤ 2
4p1
(
ρ
p1
)p1(1−ζ)
wζp1mp1(1−ζ)sζp12 (66)
(we used the identity 1/(ω!(p− ω)!) = (p
w
)
/p! in the last inequality). To check (65) we need
to verify inequality
m3 ≥ 27u0K1wζp1m1−ζs1/p11 sζ2 ≥ 32
(
ρp1(1−ζ)pζp11
l1! . . . lρ!
)1/p1
u0K1w
ζm1−ζs1/p11 s
ζ
2 . (67)
But the last inequality easily follows from ε ≥ 16/(ηp), m3 ≥ m/(8K9) and
m ≥M ≥ 244(K∗)4p|Λ|1+η log |Λ|(227(K∗)11p)ηp ≥ |Λ|wp · (s1/p1 log |Λ| 227(K∗)11p2)1/ζ .
Applying Lemma 4.7 to the sets Ai, A
∗
i , we get new sets S
∗
1 , . . . , S
∗
w ∈ S such that for all
l = 2, 3, . . . , w, we have |(⋃l−1i=1 S∗i )⋂S∗l | ≤ ζp1. Note that |GS∗i ,α| ≥ ε|Dα|, i = 1, . . . , w and|Dα| ≥ εm3/s2. Applying Lemma 4.8 with parameter t = [εw/2] to the sets GS∗1 ,α, . . . , GS∗w,α ⊆
Dα, we get a set of indices i1 < · · · < it from [w] such that if G∗ = GS∗i1 ,α ∩ · · · ∩GS∗it ,α then
|G∗| ≥ ε(w
t
)−1|Dα|/2. Let x be an arbitrary element of Dα, and Γi(x) = {β ∈ S∗i : x ∈ Dβ}.
Clearly, for any x ∈ GS∗i ,α, we have |Γi(x)| ≥ εp1. Let E =
⋃w
i=1 S
∗
i and I = {i1, . . . , it}.
Obviously, |E| ≤ wp1. Consider the set
Z = { x ∈ Dα : x belongs to at least εp1t
2
different sets Dβ , β ∈ E } .
Let us prove that G∗ ⊆ Z. Let x ∈ G∗. Then x belongs to the sets Dβ, β ∈
⋃
i∈I Γi(x). Let
us estimate the cardinality of
⋃
i∈I Γi(x). We have
|
⋃
i∈I
Γi(x)| = |
⋃
i∈I\{it}
Γi(x)|+ |Γit(x)| − |(
⋃
i∈I\{it}
Γi(x))
⋂
Γit(x)| ≥
≥ |
⋃
i∈I\{it}
Γi(x)|+ εp1 − |(
⋃
i∈I\{it}
S∗i )
⋂
S∗it | ≥ |
⋃
i∈I\{it}
Γi(x)|+ εp1 − ζp1 ≥ · · · ≥ εp1t
2
.
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Whence G∗ ⊆ Z and, consequently, |Z| ≥ |G∗| ≥ ε(w
t
)−1|Dα|/2. Let l = [εp1t/4]. Then
Z ⊆
⋃
r1,...,rl∈E — different
(
Dr1
⋂
· · ·
⋂
Drl
)
.
Thus there is a tuple of indices r1 < · · · < rl from E such that
|Dr1
⋂
· · ·
⋂
Drl| ≥
(
p1w
l
)−1
|Z| ≥
(
p1w
l
)−1(
w
t
)−1
ε2m3
2s2
≥ 1
28p2
(
m
(K∗)9|Λ|
)η
.
Put L1 = {λr1, . . . , λrl} and L′1 = Dr1
⋂ · · ·⋂Drl. Then L1⋂L′1 = ∅, L1 + L′1 ⊆ Q3 ⊆ Q
and
|L1| = l ≥
log(m3
s2
)
32 log(2
8
ε2
)
≥
log( m
8(K∗)9|Λ|)
210 log(220K∗)
.
Now we can use an iterative procedure. If |L1 + L′1| ≥ |Q3|/2 then we finish our procedure.
Otherwise consider the set Q
′
3 = Q3 \ (L1+L′1) and use our previous arguments. We find sets
L2 ⊆ Λ1, L′2 ⊆ Λ2 such that L2
⋂L′2 = ∅, L2 + L′2 ⊆ Q′3 ⊆ Q and such that
|L2| ≥
log( |Q|
16(K∗)9|Λ|)
28 log(212K∗)
, |L′2| ≥
1
210p2
( |Q|
(K∗)9|Λ|
)η
.
By dissociativity of the sets Λ and Λ1
⋂
Λ2 = ∅, we get (L1 + L′1)
⋂
(L2 + L′2) = ∅. If
|L1 + L′1| + |L2 + L′2| ≥ |Q3|/2 then we finish our algorithm. At the end we construct sets
L1,L′1, . . . ,Lh,L′h such that inequality (55) holds.
We need to consider the case when (56) holds but either estimete p ≤ log |Λ|/ log log |Λ|
is not true or m < M. If inequality (56) holds then X = 1. Using (63) and a simple bound
|Dα| ≤ s2, we obtain that the number of sets in the family S is at least mp13 /(2Kp11 pp11 sp12 ).
Applying condition (56), we see that the last quantity is at least 1. Hence there is a set S and
a number α ∈ [s1] such that |GS,α| ≥ ε|Dα| and |Dα| ≥ εm3/s2. Let
Z = { x ∈ Dα : x belongs to at least εp1 different sets Dβ, β ∈ S } .
Then GS,α ⊆ Z. We have [εp1/2] ≥ 2−18 pK∗ ≥ 1. Put l = min{[εp1/2], [log(m3/s2)/8]}. We
have
Z ⊆
⋃
r1,...,rl∈S — different
(
Dr1
⋂
· · ·
⋂
Drl
)
.
Whence there is a tuple of indices r1 < · · · < rl from S such that
|Dr1
⋂
· · ·
⋂
Drl| ≥
(⌈εp1⌉
l
)−1
|GS,α| ≥ ε
2
16l
m3
s2
≥ 1
16p2
(
m
(K∗)9|Λ|
)1/2
.
Put L1 = {λr1, . . . , λrl} and L′1 = Dr1
⋂ · · ·⋂Drl. Using the arguments as above, we get the
required result. This concludes the proof.
Note 4.11 It is easy to see that the bound for the cardinalities of Li from inequality (54) is
best possible. We give a scheme of the proof of the last statement. Let us preserve all notations
of Theorem 4.9. Let K > 1 be a fixed constant, Λ1,Λ2 ⊆ Λ, Λ1
⋂
Λ2 = ∅. Let Q ⊆ Λ1+Λ2 be
a set which we will describe later, and m := |Q|. Let also |Λ1| := s, |Λ2| = [mK/s]. Suppose
that sets Dα ⊆ Λ2, α = 1, . . . , s are random sets. It means that for any α ∈ [s] an arbitrary
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element from Λ2, belongs to set Dα with probability 1/K. Clearly, with positive probability,
we have |Dα| ≈ m/s, α = 1, . . . , s |Dα
⋂
Dβ| ≈ m/(sK), α 6= β, α, β = 1, . . . , s, and
Tp(Q)≫ p2p
∑
S⊆[s], |S|=p
∏
α∈S
(∑
β∈S
|Dα
⋂
Dβ|
)
≫ p
2pmp
Kp
.
Thus inequality (53) holds. Nevertheless if L1 ⊆ Λ1, L2 ⊆ Λ2, |L2| = l > 0, L1+L2 ⊆ Q then
|L2| ≤ |Dα1
⋂ · · ·⋂Dαl| ≪ m/(sK l) and we get a bound l ≪ log(m/s)/ logK.
Theorem 4.9 has a simple corollary.
Proposition 4.12 Let K, η > 0 be real numbers, η ∈ (0, 1/2], K ≥ 1, p, d be positive
integers, d ≥ 3, and Λ ⊆ Fn2 be an arbitrary set, Λ ∈ Λ(2dp). Let also Q be a subset of dΛ˙,
|Λ| ≥ 8d2, p ≥ 250+8dKd/η and
Tp(Q) ≥ p
dp|Q|p
K(d−1)p
. (68)
Suppose that p ≤ log |Λ|/ log log |Λ| and
|Q| ≥ 260+50d+ 2ηM17K2dp3d−d|Λ|d−1×
×max
{
(230M11p)ηp|Λ|η log |Λ|, exp
(
log(230M20) log(p logM
log p
)
log(2
−25ηp
M
)
)}
,
where M = 213(8K)d−1. Then there are sets L,L′ ⊆ Λ and elements λ1 + · · · + λd−2 from Λ
such that Li
⋂L′j = ∅, λi /∈ L,L′,
|L| ≥
log( |Q|d
d
2140+80dK3d|Λ|d−1 )
210 log(2408dKd)
, |L′| ≥ 1
210p2
( |Q|dd
2140+80dK3d|Λ|d−1
)η
, (69)
and
λ1 + · · ·+ λd−2 + L+ L′ ⊆ Q . (70)
Proof. Let m = |Q|, β1 = 4−d, β2 = 4−d + 1/
√
m, and a = ⌈|Λ|/d⌉. Since
Tp(Q) ≥ pdp|Q|p/K(d−1)p, it follows that Dp(Q) ≥ (d − 1)p log(p/K). Using Theorem 3.3
with parameters d and C = 2−6, we get (β1, β2)–connected set Q1 ⊆ Q of degree p such that
m1 := |Q1| ≥ m/(dK2(d−1)) and Tp(Q1) ≥ pdpmp1/K(d−1)p. Let also ai = a, i = 1, . . . , d − 1
and ad = |Λ| −
∑d−2
i=1 ai. Since |Λ| ≥ 8d2, it follows that |Λ|/(2d) ≤ ad ≤ |Λ|/d. It is easy to
see that
Q(x) =
(
d!(|Λ| − d)!
(a1 − 1)! . . . (ad − 1)!
)−1 ∑
S1,...,Sd, |Si|=ai,
Fd
i=1 Si=Λ
(
Q
⋂
(S1 + · · ·+ Sd)
)
(x) . (71)
Using formula (71), we obtain that there is a tuple of disjoint sets S1, . . . , Sd ⊆ Λ such that
|Q1
⋂
(S1 + · · ·+ Sd)| ≥ m1d! (|Λ| − d)!
(a1 − 1)! . . . (ad − 1)!
( |Λ|!
a1! . . . ad!
)−1
=
= m1d!
a1 . . . ad
|Λ|(|Λ| − 1) . . . (|Λ| − d+ 1) ≥
1
2
e−dm1 . (72)
Put Q2 = Q1
⋂
(S1 + · · ·+ Sd).
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Let d1 be a positive integer, d1 ≤ d, l1, . . . , ld1 be different numbers from [d], L =
{l1, . . . , ld1}, L = [d] \ L. Let also wli ∈ Sli be arbitrary elements, i ∈ [d1], ~w = (wl1, . . . , wld1 )
be a vector, and W = {wl1 , . . . , wld1}. Define the sets D(W ), Q(W )
D(W ) = {
∑
i∈L
λi :
∑
i∈L
λi +
∑
i∈L
wi ∈ Q′}, Q(W ) = {q ∈ Q′ : q =
∑
i∈L
λi +
∑
i∈L
wi}
Clearly, D(W ) = Q(W ) +
∑
i∈L wi. We shall write D(~w), Q(~w) instead of D(W ), Q(W ). By
assumption the set Λ belongs to the family Λ(2dp). Using this, it is easy to see that the sets
Q(W
⋃{l1}) and Q(W ⋃{l2}), λ1 6= λ2 are disjoint. Besides, Q(W ⋃{l}) ⊆ Q(W ). Whence,
for all x ≥ 1, we have∑
λ
|Q(W
⋃
{λ})|x ≤ |Q(W )|x−1
∑
λ
|Q(W
⋃
{λ})| = |Q(W )|x . (73)
Let x1, x2 ≥ 1 be arbitrary numbers. Using bound (73) and Cauchy–Schwartz, we get∑
λ
|Q(W1
⋃
{λ})|x1/2|Q(W2
⋃
{λ})|x2/2 ≤ |Q(W1)|x1/2|Q(W1)|x2/2 . (74)
Clearly, there is an analog of formula (74) for larger number of sets Q(Wi
⋃{λ}).
By Q′2 denote the union of the sets Q2(~a), ~a ∈ S1 × . . . × Sd−2 such that |Q2(~a)| ≥
|Q2|/(4|S1| . . . |Sd−2|). Then |Q′2| ≥ |Q2|/2. Certainly, we can find a set Q′ ⊆ Q′2 such that
|Q′| = ⌈4−dm1⌉ and such that Q′ =
⊔
Q˜2(~a), Q˜2(~a) ≥ |Q2|/(16|S1| . . . |Sd−2|). Let m′ = |Q′|.
Since the set Q1 is (β1, β2)–connected of degree p and C = 2
−6, it follows that
Tp(Q
′) ≥ 2−12p
(
m′
m1
)2p
Tp(Q1) ≥ p
dpm′p
212p4dpK(d−1)p
. (75)
Consider the equation
q1 + · · ·+ q2p = 0 , (76)
where qi ∈ Q′, i = 1, . . . , 2p. By σ′ denote the number of solutions of (76). Let ~a1, . . . ,~ad−2 be
arbitrary vectors from S1×. . .×Sd−2, and let ~v = (~a1, . . . ,~a2p). Denote by σ(~v) = σ(~a1, . . . ,~a2p)
the set of solutions of equation (76) such that qi ∈ Q(~ai), i ∈ [2p]. Further by M denote the
family of partitions of the segment [2p] onto p sets {C1, . . . , Cp}, |Cj| = 2, j ∈ [p]. Let also V
be the collection of all partitions {M1, . . . ,Md−2}, Mi ∈ M, i ∈ [d − 2]. Clearly, the total
number of different tuples {C1, . . . , Cp} in V does not exceed pp(d−2). By definition a vector
~v = (~a1, . . . ,~a2p) belongs to V if for any j = 1, . . . , d − 2 and for all set C of partition Mj ,
C = {α, β}, we have λα = λβ. Obviously
σ′ ≤
∑
V
∑
(~a1,...,~ad−2)∈V
|σ((~a1, . . . ,~ad−2))| =
∑
V
∑
~v∈V
|σ(~v)| . (77)
Using Lemma 2.2, we get
|σ(~v)| ≤
(
2p∏
i=1
Tp(~ai)
)1/2p
. (78)
Suppose that for all vectors ~a from S1 × . . .× Sd−2, we have
Tp(~a) ≤ p
2p|Q(~a)|p
Mp
, (79)
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where M = 213(8K)(d−1). By the last inequality and (77), (78), we obtain
σ′ ≤ p
2p
Mp
∑
V
∑
(~a1,...,~ad−2)∈V
2p∏
i=1
|Q(~ai)|1/2 . (80)
Using formulas (73), (74) several times, we get
σ′ ≤ p
2p
Mp
∑
V
mp ≤ p
dpmp
Mp
.
We obtain a contradiction with (75). Hence there is vector ~a from S1 × . . .× Sd−2 such that
inequality (79) does not hold and
|Q(~a)| ≥ |Q2|
4|S1| . . . |Sd−2| ≥
m
64ded(4K)2(d−1)|S1| . . . |Sd−2| ≥
mdd
250dK2d|Λ|d−2 .
Let ~a = (a1, . . . , ad−2). Put λi = ai, i ∈ [d − 2]. Applying Theorem 4.9 to the set Q(~a) ⊆
Sd−1 + Sd, we get sets L, L′ such that inequalitiy (69) holds and inclusion (70) is true. This
completes the proof.
5. Appendix.
In the section we prove an analog of Theorem 1.3 for an arbitrary Abelian group G.
Theorem 5.1 Let δ, α be real numbers, 0 < α ≤ δ, A be a subset of G, |A| = δ|G|, k ≥ 2
be a positive integer, and the set Rα as in (3). Suppose that B ⊆ Rα be an arbitrary set. Then
Tk(B) ≥ δα
2k
δ2k
|B|2k .
Proof. Let r ∈ Ĝ. Define the quantity θ(r) ∈ S1 by the formula Â(r) = |Â(r)|θ(r). We have
αN |B| ≤
∑
r∈B
|Â(r)| =
∑
x
∑
r
B(r)θ−1(r)e(−r · x) .
Using Ho¨lder’s inequality, we obtain
(αN |B|)2k ≤
∑
x
∣∣∣∣∣∑
r
B(r)θ−1(r)e(−r · x)
∣∣∣∣∣
2k
·
(∑
x
A(x)
)2k−1
= NTk(B ·θ−1)(δN)2k−1 . (81)
Let us prove a simple lemma.
Lemma 5.2 Let f : G → C be an arbitrary function, and k ≥ 2 be a positive integer.
Then Tk(f) ≤ Tk(|f |).
Proof of the lemma. Using the triangle inequality, we get for any functions g, h : G → C
the following holds |(g ∗ h)(x)| ≤ (|g| ∗ |h|)(x), x ∈ G. By definition of Tk(f) we obtain the
required result.
Using the last lemma and (81), we get Tk(B) ≥ Tk(B · θ−1) ≥ δα2kδ2k |B|2k. This concludes
the proof.
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