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We study the neutral excitations of fractional quantum Hall states in electronic systems of finite
width where an external anisotropy is introduced by tilting the magnetic field. As in the isotropic
case, the neutral collective excitation can be worked out through the conserving method of composite
fermions in the Hamiltonian theory because the interaction potential has a natural cutoff due to the
quantum well width. We show how such a computation can be carried out perturbatively for an
anisotropic interaction. We find that unlike the charge gap, the neutral collective gap is much more
sensitive to the tilt and can thus, for certain fractional quantum Hall states, be easily destroyed
by the parallel component of the magnetic field. We also discuss the convergence of the collective
spectrum to the activation gap in the large-momentum limit.
I. INTRODUCTION
Fractional quantum Hall (FQH) states of two dimen-
sional (2D) systems in a strong perpendicular magnetic
field are protected by their intrinsic topological order. As
topology does not rely on how distance is defined on the
base manifold where the system lies in, these FQH states
are expected to exhibit robustness against geometric per-
turbations. A possible origin of geometric perturbation
is a broken rotational symmetry, making the distance in
one direction longer than that in the orthogonal direc-
tion. In recent years, experimental progress1–6 has been
achieved to induce anisotropy in these systems to probe
the topologically protected FQH states, for instance by
tilting the magnetic field. This becomes a powerful tool
to tune the quantum Hall systems through different in-
teresting phases.
However, most model states7–10 for FQH systems also
preserve rotational symmetry. Unlike the discrete robust-
ness due to topology, such a continuous symmetry is sen-
sitive to anisotropy. In the isotropic case, a quantum
Hall nematic state possessing a preferred axis can be in-
duced spontaneously by adding pressure11,12. This state
breaks the rotational symmetry but maintains the same
topological orders as the rotationally invariant quantum
Hall liquid such as the Laughlin state and the Moore-
Read state. The possibility of inducing an anisotropic
topological state under external anisotropy remains an
intriguing question.
The nematic phase transition in quantum Hall sys-
tems is related to the gap closing in the collective
spectrum13,14, which is controlled by inherent strong
electronic correlations. The strongly interacting prob-
lem is always difficult to solve. However, Jain’s com-
posite fermion (CF)8 picture allows, in the framework
of the Hamiltonian theory developed by Shankar and
Murthy15,16, for an approximate analytical treatment of
FQH states. Indeed, the FQH states of electrons at fill-
ing factors ν = Ne/Nφ = p/(2ps+ 1) can be interpreted
as integer quantum Hall (IQH) states of CFs at filling
ν∗ = p by attaching statistic flux to compensate par-
tially the external magnetic field felt by CFs. These com-
pletely filled CF Landau levels (CF LLs) provide a natu-
ral reference state for a perturbative diagrammatic treat-
ment, such as the Hartree-Fock (HF) approximation.
Within the Hamiltonian theory, which is directly related
to Jain’s original picture, and standard flux-attachment
procedure17 in the long-wavelength limit ql  1, where
l =
√
~/eB is the magnetic length, one may use the
time-dependent Hartree-Fock (TDHF) approximation to
study the collective excitations of CF states. In this case,
the CF IQH state with p filled CF LLs can be viewed as
the mean-field ground state. Similarly to the electronic
IQH effect18, the collective excitations involve interact-
ing CFs and CF holes, which are known as magneto-
excitons. In diagrammatic language, this method con-
siders only bubble and ladder diagrams. It conserves the
gauge symmetry of the system and proves to be successful
in quantum Hall systems with a good reference ground
state19.
In this paper, we study the collective neutral spec-
trum of the FQH states under anisotropy within the
CF Hamiltonian theory. The anisotropy is introduced
by tilting the magnetic field in a quantum well of finite
width. As the Hamiltonian theory is based on a long-
wavelength approximation, it provides good results in the
case of a short-distance cutoff that is naturally provided
in the present case by the width of the quantum well.
A key feature in the presence of anisotropy is that CF
LLs start to mix. We show how a perturbation theory
can be constructed and use the latter to calculate the
anisotropic contribution to the spectrum. The vulnera-
bility of the collective gap, especially in CF states beyond
the most robust Laughlin states, suggests a possible ne-
matic phase transition. We also discuss the long wave-
vector behaviour of the neutral spectrum obtained in the
Hamiltonian theory, a point that has not been paid much
attention to. We show that the TDHF formalism based
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2on the electron density needs an infinite number of CF
LLs to remain numerically valid in the large-momentum
limit, while the physical constraint in the Hamiltonian
theory makes the CF LLs increasingly coupled.
The structure of our paper is as follows. In Sec. II we
review the Hamiltonian theory and especially the TDHF
formalism. In Sec. III we discuss the spectra computed
within two complementary approaches, one based on the
physical electronic density, while the other one appeals to
the so-called preferred density, which can be interpreted
as the CF density in the long-distance limit where the
internal structure of the CF is discarded. We illustrate
the two approaches in relation with the activation gap.
Section IV introduces the perturbation theory and the
anisotropic interaction for a tilted magnetic field. The
spectrum under anisotropy is presented in Sec. V, where
we compute the collective spectra along the x− and the
y− directions for ν = 1/3 and ν = 2/5.
II. THE COLLECTIVE EXCITATIONS IN THE
HAMILTONIAN THEORY
The neutral collective excitations of FQHE states de-
scribed by Laughlin’s wave functions were first obtained
by Girvin, MacDonald and Platzman through a single
mode approximation (SMA)20,21. In this approximation,
the lowest-energy collective excitation is created by mod-
ulation of the density. The spectrum is gapped at zero
momentum, in accordance with the incompressibility of
FQH liquids. For the ν = 1/3 state, a minimum has been
identified as a finite wave-vector gap, called the magneto-
roton gap. This has later been confirmed by numerical
studies22 and model wavefunction studies23, and its sta-
bility can be viewed as a tendency of the liquid to form a
crystal with a period governed by the wave vector of the
magneto-roton minimum.
In Jain’s wave functional CF approach24,25, the col-
lective excitation is constructed by superposition of trial
wavefunctions with a CF in the lowest empty CF LL and
a CF-hole in the topmost filled CF LL. This is reminis-
cent of the magneto-exciton excitations in IQH effects,
worked out by Kallin and Halperin18. Unlike the electron
counterparts, the CF-LL structure emerges from the in-
teraction and their spacings are of the same magnitude
as the residual inter-CF two-body interaction. The CF
and CF-hole are thus intrinsically strongly interacting
entities. The behaviour of the spectrum is qualitatively
different from the electron magneto-excitons but matches
quite well with SMA results.
Here, we use an approach that is complementary to
the one based on CF wavefunctions. We make use of
the Hamiltonian theory by Shankar and Murthy of which
the basic elements we briefly review below. Furthermore,
we provide an introduction to the TDHF approximation
for the time-ordered density-density correlation function,
which is our principal ingredient in the determination of
collective excitations.
A. The Hamiltonian theory of Shankar and Murthy
Within Jain’s wavefunction approach, the CF can be
viewed as composite particle that consists of an electron
which is bound to a vortex of positive charge and carry-
ing an even number of flux quanta. Shankar and Murthy
formalized this picture within a second-quantized Hamil-
tonian theory26, in which the vortex is described as an
additional degree of freedom. The inevitable redundance
– the vortices are naturally themselves composed of elec-
trons in a strongly correlated state – is countered by the
introduction of a physical constraint to maintain the size
of the original Hilbert space. To illustrate this method,
we focus on the fractional fillings ν = p/(2ps+ 1).
Remember that the kinetic energy of 2D electrons of
band mass m in a strong magnetic field B is given by the
Hamiltonian
H0 =
1
2
mωc
∑
j
(
η2j,x + η
2
j,y
)
, (1)
in terms of the cyclotron frequency ωc = eB/m and the
components of the cyclotron variable (ηj,x, ηj,y) of the j-
th electron. The non-commutativity [ηj,x, ηj′,y] = il
2δj,j
is at the origin of the usual quantization into highly de-
generate LLs, En = ~ωc(n+ 1/2). The LL degeneracy is
related to the guiding-center coordinate, which describes
the center of the cyclotron motion and thus a constant
of motion that commutes with the kinetic Hamiltonian
(1). However, the x- and y−components of the guiding
center of a single electron do not commute,
[Rex, Rey] = −il2, (2)
and each LL possesses a large number of states given in
terms of the number of flux quanta Nφ = S/2pil
2 thread-
ing the surface S. The occupation of a LL is therefore
characterized by the filling factor ν = Ne/Nφ mentioned
in the introduction, where Ne is the number of electrons
in the 2D gas. If ν is not an integer, the LLs are only
partially filled, and one is confronted with a strongly cor-
related electronic system. Indeed, the guiding-center co-
ordinates of the electrons in the partially filled LL now
constitute the remaining degrees of freedom, and one is
left with an interaction Hamiltonian
H =
1
2
∑
q
Veff(q)ρe(q)ρe(−q), (3)
where the projected electron density operator reads
ρe(q) =
∑
j exp(−iq ·Rj), in terms of the guiding-center
coordinate Rj of the j-th electron. The effective interac-
tion potential Veff is given by the combination of the bare
Coulomb interaction 2pie2/q and the a form factor due
to the projection to a single LL – in the remainder we
consider the lowest LL (LLL). Furthermore, the effective
potential contains form factors that take into account the
finite well width and that can become anisotropic in the
presence of an inplane component of the magnetic field
3as we discuss in more detail in this paper. For simplic-
ity we set e2/l as the energy unit throughout this paper
where  is the dielectric constant.
The guiding center coordinates form a pair of conju-
gate variables, and the many-body Hilbert space of Ne
electrons in a LL is exponentially large. The idea of CFs
is to convert the FQH problem to an IQH problem of
these quasiparticles. The CF is constructed by attaching
statistical flux quanta, which are opposite to the external
magnetic field, to electrons and thus reducing the effec-
tive magnetic field felt by the CF. In Jain’s wave unc-
tion construction, this is done by attaching vortices with
2s flux quanta to electrons. In the Hamiltonian theory,
these vortices are described as “independent” particles
of charge −c2e, where c2 = 2ps/(2ps + 1) and e < 0
is the electron charge. Similarly to the electronic de-
grees of freedom inside a LL, the vortex dynamics is de-
scribed in terms of the guiding-center coordinates Rv the
components of which satisfy the commutation relation
[Rvx, Rvy] = il
2/c2. These additional degrees of freedom
allow us to form linear combinations of the electronic and
vortex guiding-center operators,
η =
c
1− c2 (Rv −Re) and R =
Re − c2Rv
1− c2 , (4)
which can be viewed as the CF cyclotron and the CF
guiding-center coordinates, respectively. They satisfy
the commutation relations [ηx, ηy] = il
∗2 and [Rx, Ry] =
−il∗2, while [ηx/y, Rx/y] = 0, in terms of an effective CF
magnetic length l∗ =
√
2ps+ 1l. One notices that this
new effective magnetic length is larger than the original
one and thus corresponds to a lower effective magnetic
field B∗ felt by the CFs. This allows one to introduce
a CF filling factor ν∗ = Ne/Nφ∗ = 2piNel∗2, which is
related to the orginal electronic filling factor by
ν =
ν∗
2sν∗ + 1
. (5)
Most saliently, we are now able to define a reference state
that consists of p completely filled CF LLs, i.e. ν∗ = p.
Contrary to the original electronic system at a partial
filling factor ν, this CF state is no longer extensively
degenerate and thus a good starting point for a pertur-
bative or diagrammatic treatment that is at the heart of
the Hamiltonian theory.
In spite of this appealing prospective, there is a draw-
back: since the vortex is a collective configuration of
electrons, treating the vortex as an independent particle
leads to an inevitable double counting of the degrees of
freedom. The above enlarged Hilbert space thus requires
the introduction of a constraint to restrict the dynamics
to a subspace that corresponds to the physical degrees
of freedom of the original problem. This constraint can
be found to leading order in q through a renormalization
flow separating electronic inter- and intra-LL physics15.
It requires that the action of the vortex density operator
on physical states should vanish16:
χ(q)|phys〉 = 0, (6)
where the pseudovortex density operator is χ(q) =∑
j exp(−iq ·Rvj).
From the above structure, one notices that the CFs
have both cyclotron and guiding center degrees of free-
dom, similarly to the original system of electrons in a
strong magnetic field. Therefore, the CF LLs can be
generated by the ladder operators, defined in terms of
the components of the CF cyclotron variable,
a =
ηx + iηy√
2l∗
, a =
ηx − iηy√
2l∗
, (7)
with [a, a†] = 1, while the intra-CF LL states are spanned
by the CF guiding centers, for instance the angular mo-
mentum when the symmetric gauge is employed. The
effective one-body Hilbert space of a CF is thus spanned
by |n,X〉, where the first index corresponds to the CF
LL and the second one corresponds to the intra-LL in-
dices. The Fock space can be obtained immediately by
the product of these one-body CF Hilbert spaces. Now
the CFs fill p LLs, and any excitation above this reference
state requires a change in the CF-LL indice.
While approximate, the Hamiltonian theory thus pro-
vides a good interpretation of Jain’s wavefunction ap-
proach. It provides a microscopic way to derive the
CF picture, where the energy scale is correctly set to
the Coulomb interaction instead of the kinetic energy.
It is also useful in the calculation of the charge gap27,
the energy cost to create a well-separated quasiparti-
cle/quasihole pair, which is equivalent to add up the en-
ergy of creating a hole in the filled CF LL and the energy
of creating a CF in the empty CF LL. In that case, a pre-
ferred density ρp = ρe−c2χ is employed in the interaction
Hamiltonian Eq. (3). This density has the merit that its
action on physical states is equal to the original electron
density while gives the correct CF charge e∗ = (1− c2)e
in the long-wavelength limit. In the isotropic case, one
can further show that these emergent CF LLs are indeed
orthogonal, confirming the nearly free CF picture. For
the neutral collective excitation, the situation is much
more complicated because the distance between the CF
and the CF-hole is small and they are strongly corre-
lated. A way to analyze it is to study the density cor-
relation function, whose poles are directly related to the
collective modes. This can be achieved within the TDHF
approximation, which we will discuss in the next section.
For future use in the following sections, we provide
the matrix elements of the density operators. Here, we
focus on the cyclotron part of the density operator, while
the formulae for the guiding centers can be worked out
similarly. The matrix elements, the derivation of which
can be found in Refs.26,28, read
〈n2|e−iq·η|n1〉 =
√
n2!
n1!
e−x/2 (−iq+l∗)n1−n2 Ln1−n2n2 (x),
(8)
where x = q2l∗2/2, q+ = (qx + iqy)/
√
2 and Lαn are asso-
ciated Laguerre polynomials. The result is valid for n1 ≥
4n2. For n1 ≤ n2, the matrix elements are obtained from
the complex conjugation 〈n2|e−iq·η|n1〉 = 〈n1|eiq·η|n2〉∗.
B. The TDHF formalism
The time-dependent Hartree-Fock approximation con-
sists of solving the equation of motion of the correla-
tion function by applying the Hartree-Fock approxima-
tion. As shown in Girvin, MacDonald and Platzman’s
computation21, the q → 0 spectrum is saturated by the
single mode of density modulation. Generally, the spec-
trum of the collective excitations can be computed with
the help of the time-ordered density correlation function,
iΠ(t, r) = 〈T ρ(t, r)ρ(0, 0)〉. (9)
Here, ρ is a density operator of electrons restricted to the
lowest LL. In the following section (Sec. III), we discuss
two complementary representations of this density: the
original electronic density, where one needs to take ex-
plicitly into account the constraint (6), and the preferred
density as an approximate scheme that allows us to get
rid of the cumbersome constraint in the large-distance
limit. The equation of motion of the correlator is written
as:
−i d
dt
〈T ρ(t, r)ρ(0, 0)〉 =〈T [H(t), ρ(t, r)]ρ(0, 0)〉
− iδ(t)〈[ρ(0, r), ρ(0, 0)]〉. (10)
The Dirac δ-function stems from the time derivative with
respect to the time-ordering operator T . We give a time
dependence to H in order to remind that H(t) takes the
same time as ρ(t) in the commutator (although H it-
self is conserved, but this notation facilitates the ladder-
operator calculations). As we are studying the dispersion
of the spectrum with respect to the momentum q, it is
more convenient to work in the Landau gauge. The den-
sity operator takes a product form for intra- and inter-CF
LL physics and can be decomposed
ρ(q) =
∑
n1,n2
ρn1n2(q)On1n2(q) (11)
into exciton operators
On1n2(q) =
∑
X
e−iqxXd†n1,X−qyl∗2/2dn2,X+qyl∗2/2, (12)
where the subscript X ± qyl∗2/2 labels the x-position of
the state in the Landau gauge (or y-momentum). The
expression ρn1n2(q) is the matrix elements of the den-
sity operator between CF LL n1 and CF LL n2 and the
operator On1,n2 can be understood as the creation of a
CF exciton with a pair momentum q that consists of
a CF hole in CF-LL n2 and a CF in CF-LL n1. Due
to the non-commutative nature of quantum Hall sys-
tems, the distance between the quasiparticle and the
quasihole in On1n2(q) is actually proportional to their
pair momentum instead of its inverse. For the electron
density ρn1n2(q) is given by 〈n1|e−icq·η|n2〉, which can
be calculated with the help of Eq. (8). So in order
to study the density correlation function, it is enough
to study the correlation function of the CF excitons
〈T On1n2(t,q)On′1n′2(0,−q)〉. For the reference state of p
filled CF LLs, the equal-time commutator of the exciton
operators takes an orthogonal form:
〈[On1,n2(q), On′2,n′1(−q)]〉 =Nφ∗δn′1,n1δn′2,n2
× [NF (n1)−NF (n2)],
(13)
whereNφ∗ is the number of effective magnetic flux quanta
felt by the CF and NF is the Fermi distribution function.
For the reference state of p filled CF LLs, it is given by
NF (n) = Θ(p − 1 − n). In the remaining part of this
paper, we do not write out the explicit dependence on q
in excitons and simply use On1,n2 .
In order to obtain the equation of motion of the correla-
tion function, we first observe that the Hamiltonian only
contains the interaction, which is a two-body operator
of the form d†1d
†
3d2d4 (plus a chemical potential term for
normal ordering), where the subscripts represent symbol-
ically the CF LL and intra-CF LL indices j = (nj , Xj).
In order to compute the commutator between the Hamil-
tonian and the exciton, we need the following relation:
[d†1d
†
3d4d2, d
†
1′d2′ ] =δ1′2d
†
1d
†
3d4d2′ − δ2′1d†1′d†3d4d2
− δ1′4d†1d†3d2d2′ + δ2′3d†1′d†1d4d2.
(14)
Notice that here we do not write out the explicit de-
pendence on t. All ladder operators above should be
taken as d†(t), d(t) as in the equation of motion. Since
the two-body interaction operator appears in the form∑
q(1/2)Veff(q)ρ12(q)ρ34(−q)d†1d†3d4d2, the Hamiltonian
is invariant under the interchange (12) ↔ (34). The
last two terms on the right hand side of Eq. (14) are
equal to the first two terms. We can omit them and sup-
press the factor 1/2 in front of Veff(q). The commutator
is formed by monomials of two creation operators and
two annihilation operators. The time-dependent Hartree-
Fock approximation consists of replacing one of the terms
d†(t)d(t) by their expectation value 〈d†(t)d(t)〉:
d†1d
†
3d4d2 → 〈d†1d2〉d†3d4 + 〈d†3d4〉d†1d2 − 〈d†1d4〉d†3d2
− 〈d†3d2〉d†1d4. (15)
If there is no CF LL mixing at the HF level, the occu-
pation is conserved 〈d†(t)d(t)〉 = 〈d†(0)d(0)〉 and propor-
tional to a Kronecker δ-function times the Fermi distri-
bution function. Then we have the following result:
[d†1d
†
3d4d2, d
†
1′d2′ ] → NF (1′)δ2′1(δ1′4d†3d2 − δ1′2d†3d4)
+NF (2
′)δ1′2(δ12′d
†
3d4 − δ32′d†1d4)
+NF (2)δ2′1δ32d
†
1′d4
−NF (1)δ1′2δ14d†3d2′ . (16)
5A useful quantity to simplify the notations is the CF-
LL energy n, defined as the energy to create a CF in an
empty CF LL or the negative energy to create a CF-hole
in a filled CF LL,
n =
{
〈p|dnHd†n|p〉 − 〈p|H|p〉, n > p;
−〈p|d†nHdn|p〉 − 〈p|H|p〉, n ≤ p.
(17)
This energy scale also appears if we work out the HF
Hamiltonian of the system, as we do in Sec. V A . It
describes the properties of a single quasiparticle/hole ex-
citation as an emergent free-particle structure, similarly
to Fermi liquid theory. This is a consequence of the refer-
ence state of p filled LLs that one obtains directly within
the Hamiltonian theory, as discussed in the previous sec-
tion.
Combining all of our calculation and transforming from
time to frequency space, the equation of motion of the
exciton correlation function reads
ω〈On1n2On′′2 n′′1 〉 = (n1 − n2) 〈On1n2On′′2 n′′1 〉+ [NF (n2)
−NF (n1)]
∑
n′1,n
′
2
(
V
(2)
n2,n′1,n
′
2,n1
− V (1)n2,n′1,n1,n′2
)
〈On′1n′2On′′2 n′′1 〉 − iNφ∗
× δn1,n′′1 δn2,n′′2 [NF (n1)−NF (n2)].
(18)
where for future convenience we introduce the notations
V (1) and V (2) for the exchange and direct interactions,
respectively,
V (1)n1,n2,n3,n4(qx, qy) =
1
2pi
∫
dkxdky
2pi
Veff(k)e
ik×ql∗2
× ρn2n3(k)ρn1n4(−k), (19)
V (2)n1,n2,n3,n4(qx, qy) =
1
2pil∗2
Veff(q)ρn2n3(q)ρn1n4(−q).
(20)
Equation (18) is an inhomogeneous matrix equation with
the equal-time commutator as the source. A vector is
labelled by the double indices (n1n2).
To finish this section, we discuss the relevance of dif-
ferent exciton operators On1,n2 . According to Eq. (13),
they can be classified into three types, depending on how
they act on the reference state of p filled LLs:
1. n1 ≥ p, n2 < p or n1 < p, n2 ≥ p, these On1,n2
create excitations across the Fermi-level, the p-th
CF LL. Their action on the reference state of p
filled CF LL |p〉, 〈p| is non-zero.
2. n1 ≥ p, n2 ≥ p and n1 < p, n2 < p, these operators
annihilate |p〉 and 〈p|. If the reference state is the
true ground state, those operators do not enter the
density correlation function.
3. n1 = n2, these On1,n2 create and annihilate the CFs
in the same LL. Its average energy is zero. Their
action on the reference state is also vanishing for
q 6= 0.
III. FROM COMPOSITE FERMIONS TO
ELECTRONS
In the Hamiltonian theory, two kinds of density oper-
ators have been involved. One is the electron density ρe,
which has the charge of an electron and derives from the
original Hamiltonian. Another one is the preferred den-
sity ρp = ρe − c2χ, which acts on the physical states in
the same manner as the electron density due to the con-
straint (6). It carries the effective charge of a CF and is
thus the appropriate operator to compute the activation
gap of a well separated quasiparticle/hole pair26. In the
formalism using the preferred density, the constraint on
the Hilbert space is neglected, which provides a picture
that the CFs behave like free particles at long distances,
where CFs essentially interact via a Coulomb potential in
terms of the effective CF charge e∗ = (1−c2)e. One may
wonder what predictions the two densities give on the
collective mode. The preferred density to leading order
in q was used by Murthy29 to obtain the magneto-exciton
spectrum, which turns out to be very different from the
dispersion obtained in the SMA, whereas the results us-
ing electron density30 agrees much better with the SMA
dispersion. On the other hand the preferred density gives
the correct estimation of the activation gap while the
electron density does not do so in a simple HF calcula-
tion (as we show below, see also Ref.30). It is interesting
to see whether the magneto-exciton dispersion obtained
by the electron density can be consistently extended to
the activation gap obtained through the preferred den-
sity. In this section, we compare the two approaches and
examine some general properties when the two densities
are used.
A. Zero mode in the electron TDHF formalism
When the electron density is employed, it is necessary
to incorporate the constraint χ(q)|phys〉 = 0 since the
electron is in strongly interacting. This is reflected in
Murthy’s result that showed that only when the con-
straint is taken into account one obtains a collective spec-
trum consistent with the SMA or CF wavefunctions29,30.
In the TDHF formalism, the constraint behaves as a zero
mode and does not contribute to the density correla-
tion function, as shown below. Moreover, this zero mode
serves as a practical criterion whether the numerical so-
lution of the equation of motion is valid.
By construction, we have [ρe(q), χ(q
′)] = 0, which im-
plies that the Hamiltonian commutes with the pseudovor-
tex density [H,χ] = 0. From these commutation rela-
tions, we find that the correlation function between the
electron density and the pseudovortex density vanishes:
〈T χ(t,q)ρe(0,q′)〉 = 0. (21)
So there is always a zero mode solution to the exciton
6correlation function:
− i d
dt
∑
n1,n2
χn1n2〈T On1,n2(t)On′1,n′2(0)〉 = 0, (22)
where χn1n2 = 〈n1| exp(−iq · Rv)|n2〉 is the matrix el-
ement of the pseudovortex operator between CF LL n1
and CF LL n2. This is evidence for the pseudovortex op-
erator to “vanish” as required by the physical constraint.
Now we show that this unphysical zero mode does not
enter the density correlation function and the physical
constraint is reimposed self-consistently. According to
our previous classification below Eq. (13), type-3 and
type-2 excitons act differently on the reference state from
type-1 excitons. We group all our matrices and vectors
into a block form of two, one for type-1 excitons and an-
other one for type-3 and type-2 excitons. Eq. (18) takes
the block form:(
ω −A −B
0 ω −D
)(
a b
c d
)
=
(
I˜ 0
0 0
)
, (23)
where I˜ is the source matrix for the equation with ele-
ments −iNφ∗δn1,n′′1 δn2,n′′2 [NF (n1) − NF (n2)]. The sym-
bol ω in the matrices is an abbreviation for the frequency
times the identity matrix ωI. By performing the block
multiplication directly, we can see that the block c has
to vanish as long as ω is not an eigenvalue of D. The
elements b and d vanish identically because the type-3
and type-2 excitons annihilate the state of p filled CF
LLs. Therefore, the exciton correlation function is only
non-zero for those belonging to a and a = (ω − A)−1I˜.
Furthermore, the poles of the exciton correlation function
are the eigenvalues of the matrix A, i.e. of the matrix
An1n2,n′1n′2 = (n1 − n2) δn1n′1δn′2n2 + [NF (n2)
−NF (n1)]
[
Veff(q)
2pil∗2
ρe,n′1n′2(q)ρe,n2n1(−q)
−
∫
d2k
(2pi)2
Veff(k)ρe,n′1n1(k)ρe,n2n′2(−k)
× eik×ql∗2
]
, (24)
with the double indices (n1, n2) and (n
′
1, n
′
2) restricted
to the subspace of type-1 excitons where [NF (n2) −
NF (n1)] 6= 0 and [NF (n′2) − NF (n′1)] 6= 0. The density
correlation function is a linear combination of the exci-
ton correlation function. Let us assume that the matrix
ω − A is diagonalized by a matrix P made of its right
eigenvectors:
ω −A = PΣ(ω)P−1, (25)
where Σ(ω) is diagonal with eigenvalues of ω − A as its
diagonal entries. P−1 is comprised by the rows of A’s
left eigenstates. The density correlation function can be
written as:
〈T ρ(q)ρ(−q)〉 = ρ(n)PΣ(ω)−1P−1I˜ρ(n)∗, (26)
where ρ(n) = ρe,n1n2(q) is the vector formed by the ma-
trix elements of the electron density. Therefore the poles
of the density correlation function are given by the eigen-
values of the matrix A, Eq. (24).
One can then verify by straightforward calculation that
χn1n2 is indeed a left zero-eigenstate of the matrix Eq.
(24). Moreover χn1n2 is also an eigenstate of the ma-
trix A, the subspace of type-1 excitons. This is seen by
observing
(χ1, χ2)
(
A B
0 D
)
= 0⇒ χ1A = 0, (27)
where the vector χn1n2 is also decomposed into the block
(χ1, χ2) according to our classification of excitons. Now
we illustrate how this mode decouples from Eq. (26).
With χ1 being a zero eigenvector of A, noticing that P
−1
is made of the left-row eigenvectors of A, the vector χ1
appears in it. Due to the commutation 〈[ρe(q), χ(q′)]〉 =
0, we see that the zero mode is orthogonal to the density
matrix via χ1I˜ρ
(n)∗ = 0. In Eq. (26), the unphysical
mode χ1 in P
−1 thus does not enter this decomposition,
which indicates that the pseudovortex mode does not in-
terfere with the physical ones.
B. Large wave-vector limit of the neutral excitation
In this part we focus on the large wave-vector limit
of the neutral excitation. A quite relevant issue is the
convergence to the activation gap. In the Hamiltonian
theory, the activation gap is computed with the help of
the preferred density instead of the electron density and is
quantitatively comparable to that obtained from numeri-
cal calculations within Jain’s CF wavefunction approach,
especially in quantum wells with a non-zero thickness.
The gap is equal to the CF-LL spacing computed from
the preferred density whereas the CF-LL spacing calcu-
lated with the electron density does not give the correct
answer. Here we look at how this may be reconciled with
the collective neutral spectrum calculation.
The activation gap is the energy to create a pair of
well-separated quasiparticle and quasihole. In quantum
Hall systems, since the momentum in the x-direction is
proportional to the distance in the y-direction (as it is ap-
parent in the Landau gauge), the distance between the
quasiparticle and the quasihole is proportional to the pair
momentum q [also reflected in the form of the exciton op-
erator Eq. (12)]. Their energy E(q) should thus converge
to the activation gap ∆ in the q→∞ limit, where the CF
and the CF hole can essentially be viewed as free charge-
carrying quasiparticles that contribute to the electrical
transport. Below we show that in the Hamiltonian the-
ory, the calculations based on the electron density and
preferred density exhibit entirely different behaviours in
the q→∞ limit. The former needs an infinite number of
CF LLs to maintain its validity while the latter converges
rapidly to the activation gap. The reason comes from the
necessity of the physical constraint for ρe, which can be
7regarded as a gauge symmetry. This gauge symmetry
imposes correlation between electrons, whose nature 15
can be traced back to the CF transformation where the
Laughlin Jastrow factor is separated from the CF wave
function.
The basic elements in the conserving method is the
exciton operator On1,n2(q), creating a hole in LL n2 and
a CF in LL n1. A relevant energy associated with the
exciton is the spacing between CF LL n2 and CF LL n1:
n1 − n2 , (28)
defined as the energy difference between two CF LLs.
The above term appears in the TDHF equation [Eq. (18)]
as the diagonal matrix element. Different exciton opera-
tors are coupled through the direct and exchange inter-
actions V (2) and V (1). Since in practical computations, a
truncation on the number of CF LL is necessary to make
the equation solvable numerically, we now focus on the
asymptotic behaviour of V (2) and V (1) for large momen-
tum limited to CF LLs n ≤ nmax, with some nmax as the
truncation.
The direct interaction V (2)(q) is easily seen to decay
exponentially when q → ∞. It does not couple differ-
ent excitons at large momentum. Let’s now focus on the
behaviour of V (1)(q). For the isotropic Coulomb poten-
tial, after performing the angular integral, the integrand
is a combination of a Bessel function and the decaying
Gaussian factor:
V (1)n1,n2,n3,n4(q) =
∫
dθdk
∑
m,n
cm,n(n1, n2, n3, n4)e
inθ
× (kl∗)me−iqkl∗2 sin(θ−θ¯)e− k
2l∗2
2
=
∫ ∞
0
dk
∑
m,n
cm,n(n1, n2, n3, n4)2pi
× Jn(qkl∗2)e− k
2l∗2
2 (kl∗)meinθ¯ (29)
where Jn is the Bessel function, q = |q|, θ¯ = arg q and
cm,n(n1, n2, n3, n4) are some constants depending on the
subscripts of the exchange interaction. In the above ex-
pansion m and n must have the same parity, because
k → −k is equivalent to θ → θ + pi. Such an integral
can be worked out exactly as a confluent hypergeometric
function:
V (1)n1,n2,n3,n4(q) =
∑
m,n
1
l∗
cm,n(n1, n2, n3, n4)e
inθ¯2(1+m−n)/2
× piΓ[(1 +m+ n)/2)]
Γ(1 + n)
(ql∗)n
× 1F 1
[
1
2
(1 +m+ n), 1 + n,−q
2l∗2
2
]
.
(30)
The leading term in the series decays 1/q for large
q → ∞. So if the series Eq. (30) converges sufficiently
fast, the exchange interaction V (1) also goes to zero as the
separation of the quasiparticle/quasihole pair becomes
larger and larger. It is nevertheless dominant over V (2)
in this limit. As a consequence, if one fixes a finite trunca-
tion nmax on the number of CF LLs, the different exciton
operators in Eq. (18) become decoupled for large q. The
eigenvalues of the vertex equation Eq. (24) converge to
the energy difference of two CF LLs, n1 − n2 .
The numerical results based on the preferred density
fits very well with the above picture. The calculation
becomes stable very quickly when increasing the num-
ber nmax and the spectrum converges to the activa-
tion gap for q → ∞. The 1/q behaviour of V (1)(q)
prevails the inclusion of more and more CF LLs, i.e.∑
n′1n
′
2
V
(1)
n2,n′1,n1,n
′
2
On′1n′2 converges quickly. However, for
the calculation based on the electron density, this is not
the case because one must keep in mind the presence of
the unphysical zero mode. The pseudovortex density op-
erator χ(q) can be treated as the generator of a gauge
symmetry. All physical quantities should commute with
this generator. But the weight of this generator is shifted
to higher CF LLs when q increases. This can be seen from
the structure of this zero mode:
χn1n2(q) =
√
n2!
n1!
e−q
2l∗2/(2c2)
(
−i q+l
∗
c
)n1−n2
× Ln1−n2n2
(
q2l∗2
2c2
)
. (31)
When q is large, each component χn1,n2 is controlled by a
power term qn1+n2 times an exponentially decaying fac-
tor exp[−q2l∗2/(2c2)]. As a result, the higher n1 + n2 is,
the larger the component χn1n2 is. The most significant
contribution comes from n > q/ ln q CF LLs. This pseu-
dovortex operator, viewed as a gauge symmetry genera-
tor, thus couples lower CF LLs to very high CF LLs. In
order to keep all physical quantities invariant under this
gauge symmetry in a numerical computation, we have to
keep around nmax ∼ q/ ln q CF LLs at the same time as
we increase q. This makes the above convergence argu-
ments fail because the dimension of the matrix A goes
to infinity as well. So the collective spectrum E(q) com-
puted from ρe does not necessarily converge to the cor-
responding CF-LL spacing. It can only be worked out
numerically by considering more and more CF LLs for
larger q.
Such a behaviour is also reflected in our calculation.
From Fig. 1, we observe that the collective excitation
based on ρp converges rapidly to the activation gap in
the large-q limit. However, its small-momentum be-
haviour is incorrect when compared to well-established
results obtained within the SMA or the CF wavefunc-
tions, while for the calculation based on ρe, its small-
momentum indeed reproduces well the SMA shape in this
limit. The latter approach based on the electronic den-
sity ρe therefore seems better adapted in the description
of the collective-excitations spectrum but has a relatively
slow convergence in the large-q limit, where we need to
keep an increasing number of CF LLs. Otherwise the
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FIG. 1: Comparison between the dispersion computed
from the electron density (blue circles) that obtained
from the preferred density (green triangles). The
number of CF LLs used for ρe is 20, which guaranties
the unphysical mode (red squares) to remain at zero
energy up to ql ∼ 2.2, while for ρp 7 LLs is used. The
activation gap (black line) is computed using ρp.
energy of the collective excitations diverges and this di-
vergence is accompanied by a deviation from zero energy
of the unphysical mode. For q ∼ 1/l, 7 CF LLs are suf-
ficient to make the energy stable, but for q ∼ 2/l, 20
CF LLs are necessary. The unphysical zero mode there-
fore serves as the benchmark for the validity of the finite
CF-LL truncation.
IV. THE ANISOTROPIC INTERACTION FOR
TILTED MAGNETIC FIELD
In the case of an anisotropic interaction, an important
feature is that the CF LLs are mixed on the HF level28.
In a standard free-fermion system, level mixing can be
eliminated with the help of a basis transformation in the
Hilbert space. But in the case of CF LLs, the free-particle
structure is only an emergent one from interactions. One
cannot get rid of the mixing cannot by choosing another
one-body basis. An economical method to deal with such
mixing term is to use perturbation theory, which is the
object of this section.
In a first step, we need to define what the perturbative
parameter and show how the perturbation theory is es-
tablished. We consider a generic anisotropic interaction
with inversion symmetry (q→ −q) and a reflection plane
(qx → −qx). According to Fourier series expansion, the
angular part of the interaction is a periodic function of
the angle φ = arctan(qy/qx) and thus can be expanded
as
V (q) =
∑
n
Vn(q) cos(2nφ), (32)
where V (q) is a function only of the norm of q and φ
is the angle of the polar coordinate in xy-plane. When
the interaction is isotropic, only the V0 component is
non-zero. This expansion is a simplified version of the
generalized pseudopotential expansion31, where the ra-
dial part is also expanded according to associated La-
guerre polynomials. For these generalized pseudopoten-
tials, the radial expansion corresponds to different elec-
tronic angular-momentum states, but here, the angular
expansion is enough because we study CFs that have
a different magnetic length from electrons and we are
mainly interested in their inter-LL physics. Now we turn
on the anisotropy. From the perturbation point of view,
we start from an interaction with only the V0 component
and then switch on small Vn 6=0 components. As we show
below, these Vn 6=0 components perturb the CF picture
since they introduce CF LL mixing. This naturally leads
us to treating the CF LL mixing as a perturbation. The
amplitudes of the components Vn 6=0 serve as the pertur-
bation parameter.
In order to illustrate the emergence of an anisotropic
interaction, let us consider the quantum Hall system in a
quantum well with finite thickness in the perpendicular z-
direction under a tilted magnetic field, i.e. a non-zero B-
field component in the xy-plane. We choose the inplane
component in the x-direction and B = Bxex+Bzez with
Bx = Bz tan θ. A simple solvable model consists of a
parabolic confining potential in the z-direction
Hz =
Π2z
2m
+
mΩ2z2
2
. (33)
with Ω characterizing the confining strength. By tilt-
ing the magnetic field, the cyclotron motion of elec-
trons is also tilted away from the xy-plane, leading to an
anisotropic repulsion. The effective interaction is found
to be28,32
Veff(q) =
∫
dqz
2pi
4pie2
q2
e
− 12
[
q2y sin
2 θ˜
l2
+
/l4
+l2+(qx sin θ˜−qz cos θ˜)2
]
× e−
1
2
[
q2y cos
2 θ˜
l2−/l4
+l2−(qx cos θ˜+qz sin θ˜)
2
]
× L2n
[
1
2
(
q2y cos
2 θ˜
l2−/l4
+ l2−(qx cos θ˜ + qz sin θ˜)
2
)]
,
(34)
where l+ and l− are two typical lengths associated with
the eigenvalues of the non-interacting Hamiltonian. They
correspond to the characteristic length
√
~/mΩ of the
confining potential and the original magnetic length
when the magnetic field is not tilted, respectively. The
angle θ˜ is a function of the tilt angle θ and vanishes in
the absence of tilting
tan 2θ˜ =
tan 2θ
1− tan2 θ − Ω2ω2c
. (35)
The interaction potential Eq. (34) is rather compli-
cated. As we are pursuing a perturbative result, we can
focus on the situation when the anisotropy is small. As
the effective anisotropic interaction comes from the finite
width in the z-direction and the tilt, the two most nat-
ural limits are the thin-sample limit and the small-tilt
9limit. The effective 2D interactions for the LLL in these
limiting situations are listed below33:
1. Thin-sample limit: in this case, Ω  ωc, and the
effective interaction in the LLL takes the form:
Veff '2pi e
−q2l2/2
q
(
1−
√
2ωc
piΩ
ql
+
q2 − 2q2x tan2 θ
2(Ω/ωc)
l2
)
, (36)
where ωc is the cyclotron frequency.
2. Small-tilt limit: in this case, Bx  Bz, and the
effective interaction in the LLL reads
Veff '2pi e
−q2l2/2
q
{
A[z] +
q2xl
2 tan2 θ
(Ω/ωc)
×
[√
2ωc
piΩ
ql −A[z]
(
1 +
q2l2ωc
Ω
)]}
, (37)
with z = ql/
√
2(Ω/ωc) and A[z] = exp(z
2)(1 −
Erf[z]), in terms of the error function Erf[z].
Comparing the interaction with the expansion Eq.
(32), we find in these two limits that only V0 and V2 de-
fined in Eq. (32) are non-vanishing. For the thin-sample
limit, the expansion is
V0(q) = 2pie
−q2l2/2
(
1−
√
2ωc
piΩ
ql +
q2l2(1− tan2 θ)
2(Ω/ωc)
)
,
(38)
V2(q) = −2pie−q2l2/2 q
2l2 tan2 θ
2(Ω/ωc)
, (39)
while for the small-tilt limit, we have
V0(q) =2pie
−q2l2/2
{
A[z] +
q2l2 tan2 θ
2(Ω/ωc)
×
[√
2ωc
piΩ
ql −A[z]
(
1 +
q2l2ωc
Ω
)]}
, (40)
V2(q) =2pie
−q2l2/2
[√
2ωc
piΩ
ql −A[z]
(
1 +
q2l2ωc
Ω
)]
× q
2l2 tan2 θ
2(Ω/ωc)
. (41)
V. NEUTRAL COLLECTIVE EXCITATIONS
UNDER A TILTED MAGNETIC FIELD
In this section, we present how to compute perturba-
tively the collective excitations of composite fermions un-
der a tilted magnetic field. One may attempt to insert
directly the anisotropic interaction into Eq. (18). How-
ever, this shifts the unphysical mode from zero to higher
energies, and we show here how we can perturbatively
perform the calculation while protecting the zero mode.
A. Hartree-Fock Hamiltonian for CFs
First we take a look at the CF Hamiltonian at the HF
level in the presence of anisotropy. We show that the
Vn 6=0 components introduce a CF LL mixing term in the
HF Hamiltonian.
The HF Hamiltonian is obtained by contracting the
ladder operators into pairs, according to Eq. (15), in the
interaction. The resulting Hamiltonian is
HCF =
1
2
∑
1234
∫
d2q
(2pi)2
V (q)ρ(q)12ρ(−q)34d†1d2d†3d4
→
∑
n
nd
†
ndn +
∑
m6=n
(
Mm,nd
†
mdn + c.c.
)
, (42)
where the indices m,n now only label the CF LL. The
implicit intra-LL indices in the right-hand side of the
above formula are diagonal and thus omitted. The HF
energy n appears naturally in the HF Hamiltonian and
is accompanied with CF-LL mixing amplitudes Mm,n:
Mm,n =
∫
d2q
4pi2
V (q)
2
[
δm,n − 2
∑
l=0
NF (l)ρln(q)ρml(−q)
]
=
1
2
∫
qdq
2pi
[
V0(q)δm,n −
∑
l=0
NF (l)(1 + δm,n)
× ρln(q)ρml(−q)V|m−n|(q)
]
, (43)
n = Mn,n, (44)
From the above expression, we can see that for an
isotropic interaction, there is no mixing between differ-
ent CF LLs. In this case, the CF indeed behaves like
free charged particles moving in an effective magnetic
field and the CF-LL structure is self-consistent. The
charge gap, the energy to create a well-separated quasi-
particle/hole pair, is to add up the energy to create a
quasihole in the topmost filled CF LL and a quasiparti-
cle in the lowest empty one (using the preferred density),
as we have discussed above.
When we are confronted with anisotropy, the mixing
amplitude changes the problem significantly. In principle
the ground state can no longer be viewed as p filled CF
LLs. However, in our previous work28, we showed that
in the calculation of the activation gap, we can eliminate
such mixing near the CF Fermi level by choosing an op-
timal geometry for the CF cyclotron orbitals. Then we
can still compute the activation gap as if the mixing is
turned off. But for the calculation of the collective exci-
tations, we have to consider a large number of CF LLs
so that the mixing cannot be eliminated easily. In the
next section, we show how a perturbative method can be
constructed to extract information about the collective
excitation.
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B. The equation of motion for an anisotropic
interaction
In perturbation theory, we still evaluate the density
correlation function in terms of CF-operator averages
over the reference state |p〉, which consists of p filled
CF LLs, even if the latter is not a perfect candidate for
the true ground state because of the CF LL mixing de-
scribed above. If one computes the equation of motion
for the one-body Green’s function, the empty CF LL
will be occupied by CFs from the filled CF LLs. But
as we are dealing within the perturbative regime, it may
still be reasonable to use it to evaluate the density cor-
relation. Here we compute the Fourier transformation∫
dt exp(iωt)〈p|T ρ(t, r)ρ(0, 0)|p〉. To see its usefulness,
we need the decomposition into the eigenstates of the
Hamiltonian:
Π(ω,q) =
∑
α,β
〈p|α〉〈α|ρ(q)|β〉〈β|ρ(−q)|p〉
ω − (Eβ − Eα) + i0+
− 〈p|ρ(−q)|β〉〈β|ρ(q)|α〉〈α|p〉
ω − (Eα − Eβ)− i0+ , (45)
where |α〉 and |β〉 represent eigenstates of the system.
From this decomposition, one can see that, if the ground
state has a significant overlap with that of p filled CF
LLs, the poles of this density correlation function still
provide information about the neutral excitations. Using
this state is therefore valid in the perturbative regime.
The evaluation of the equation of motion is done as be-
fore, by computing the commutator between the Hamil-
tonian and the magneto-exciton operator and approxi-
mating a pair of creation and annihilation operators with
their expectation value. However, this time the expecta-
tion value is not conserved self-consistently due to the
CF-LL mixing 〈d†(t)d(t)〉 6= 〈d†(0)d(0)〉. Empty CF LLs
are be populated and filled CF LLs will loose CFs during
the time evolution. From a perturbative point of view,
if we treat the CF LLs as a true free-particle structure
and not as an emergent one, this perturbation should be
oscillating in time with a small amplitude34. As a first
step towards the anisotropic perturbation, we thus still
put the time-dependent occupation expectation to be its
value at t = 0
〈d†n1,X1(t)dn2,X2(t)〉 ' δX1X2δn1n2NF (n1). (46)
The calculation for the equation of motion is now almost
identical to the isotropic case, except that the mixing
matrix Mm,n appears in addition to the original CF LL
energy difference n1 − n2 , scattering one leg of On1n2 .
One finds that the equation now takes the form:
ω〈On1n2On′′2 n′′1 〉 =
∑
n′1,n
′
2
(
Mn′1,n1δn2,n′2 −Mn2,n′2δn1,n′1
)
× 〈On′1n′2On′′2 n′′1 〉+ [NF (n2)−NF (n1)]
×
∑
n′1,n
′
2
(
V
(2)
n2,n′1,n
′
2,n1
− V (1)n2,n′1,n1,n′2
)
× 〈On′1n′2On′′2 n′′1 〉 − iNφ∗δn1,n′′1 δn2,n′′2
× [NF (n1)−NF (n2)]. (47)
This equation is different from Eq. (18) by the appear-
ance of the amplitudes Mm,n with m 6= n. With their
inclusion, one can verify that the above matrix equa-
tion admits a left zero-energy eigenvector, still given by
χn1n2(q). The details can be found in Appendix A. This
merit enables us treat Eq. (18) as a good perturbation
equation.
As before we group the above matrix equation into a
block form according to the types of excitons classified
in Sec. II B. Due to the matrix Mm,n, there is a mixing
between type-1 excitons and type-2, type-3 excitons. The
block matrix equation is expressed as:(
ω −A −B
−C ω −D
)(
a b
c d
)
=
(
I˜ 0
0 0
)
, (48)
The vectors b and d satisfy two homogeneous matrix
equations, (ω−A)b−Bd = 0 and Cb− (ω−D)d = 0. In
general they have to be zero as there are usually no com-
mon solutions to both equations. For the same reasons
that we invoked before, this is also easily understood be-
cause type-2 and type-3 exciton operators annihilate the
reference state. The block c is not an independent vari-
able and is given by c = −(D − ω)−1Ca. The above
matrix equation (47) then transforms to[
(ω −A)−B(ω −D)−1C] a = I˜ . (49)
Compared to the isotropic case, we have an ω-dependent
perturbation. The poles of the correlation function are
given by the condition det[(ω−A)−B(ω−D)−1C] = 0.
Now we solve this equation perturbatively. The influ-
ence of the tilt on V0 is taken non-perturbatively while
Vn 6=0 are the perturbations. The matrix C is vanishing
when there is no Vn6=0 component. So to leading order
of perturbation expansion, we need to keep A(0), A(1),
B(0), C(1) and D(0), where A(0), B(0), and D(0) are com-
puted from V0 and A
(1) and C(1) are the leading order
perturbation induced by Vn 6=0. Equation (49) does not
take the form of an eigenvalue equation. But to compute
the leading order perturbation, we can simply replace ω
in (ω−D)−1 by ω(0), the eigenvalue of the isotropic A(0)
such that the equation again takes an eigenvalue form,
which we denote as (ω −H)a = I˜, where
H = A(0) +A(1) −B(0)(ω(0) −D(0))−1C(1). (50)
With these equations we perform a standard perturba-
tion calculation for the eigenvalues. Notice that here the
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FIG. 2: Dispersion of the collective excitations at different fillings and θ, for (a) θ = 0.7, ν = 1/3; (b) θ = 1.2,
ν = 1/3; (c) θ = 0.7, ν = 2/5; (d) θ = 1.2, ν = 2/5. Due to computational difficulty, we only calculate the
anisotropic dispersion up to the first minimum corresponding to the magneto-roton gap: ql ' 1.4 for ν = 1/3 and
ql ' 0.8 for ν = 2/5. The isotropic dispersion (red lines) is obtained by considering merely the influence of the tilt
on the isotropic component V0 of the interaction potential, while the dispersion in the x (black lines) and y (blue
liens) directions take into account the Vn 6=0 components.
matrix Hµ,ν is not Hermitian. We have to distinguish
left and right eigenvectors. According to non-degenerate
perturbation theory, the correction to the eigenvalue to
leading order can in this case be given by the expecta-
tion value of the perturbation matrix. We thus need the
eigenstates of the first positive non-zero eigenvalue, de-
noted as |ΨR1 〉 and 〈ΨL1 |. The matrix H is decomposed
into H = A(0) +H′, with H′ the difference between A(0)
and H. Perturbation theory for a non-degenerate eigen-
state tells us that the correction to the energy is given
by:
δE(p) =
〈ΨL1 |H′|ΨR1 〉
〈ΨL1 |ΨR1 〉
. (51)
In Figs. 2a and 2b we show the results for ν = 1/3
in the thin-sample limit. We plot both the dispersion
computed from the V0 component in the presence of tilt
(denoted as isotropic dispersion) and the dispersion along
the x- or the y-direction by adding the perturbation from
the Vn 6=0 components. The dispersion in qy-direction
(blue lines) is increased while that in the qx-direction
(black lines) is lowered. This means that the exciton
pair separated by y ∼ qxl2 is more likely to condensate.
This may be interpreted in terms of the cyclotron mo-
tion : remember that the inplane component of the mag-
netic field is in oriented along the x-direction, such that
the (tilted) wavefunctions are compressed in this direc-
tion when projected back to the xy-plane. Furthermore,
due to the tilt of the wavefunctions, the overlap between
adjecent particles is decreased in the x-direction while
that in the y-direction remains strong. The quasipar-
ticle/hole pair the components of which are separated
in the y-direction can therefore benefit better from the
exchange-interaction-induced attraction in the region of
overlapping wavefunctions. In addition to providing an
anisotropic perturbation, the tilt also lowers the overall
magneto-roton gap by modifying the isotropic interaction
V0 for large tilt angle, as shown by the red lines in Figs. 2a
and 2b. In this perturbation calculation, the collective
excitation for ν = 1/3 exhibits a very strong robustness.
The perturbation is one order of magnitude smaller than
the activation gap for even very large tilt angle. This
is qualitatively consistent with exact-diagonalization cal-
culations in Ref.35. There the ν = 1/3 spectrum gap is
not closed until Bx/Bz = 5, which is beyond the regime
where the perturbation theory can be applied.
In contrast, the neutral collective excitation for ν =
2/5 is much vulnerable. The results are summarized
in Fig. 2c. At around θ = 0.7 and Ω/ωc = 10, the
anisotropic perturbative contribution is already of the
same magnitude as the magneto-roton gap. In principle,
the perturbation theory should not be valid from this
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point on, but this still provides useful information for
the behaviour of the system. Furthermore our calcula-
tion for larger angle θ = 1.2 indicates that the magneto-
roton gap can be closed by tilting the magnetic field. In
Fig. 2d, the anisotropic perturbation starts to diverge.
The results become highly irregular and the system is
not stable under such anisotropy. Combined with our
previous results on the remarkable robustness of the ac-
tivation gap28, we find indications for a different, possibly
nematic, phase that has the same type of topological or-
der as the ν = 2/5 CF state but that possesses different
geometric properties.
VI. CONCLUSIONS
In summary, we have generalized the TDHF approx-
imation of CFs perturbatively to take into account
anisotropic interactions. The approach allows us to com-
pute the spectrum of neutral collective excitations when
the magnetic field is tilted from the direction perpendic-
ular to the 2D quantum well. The ν = 1/3 state tends to
exhibit a robustness in the perturbative regime while the
ν = 2/5 state behaves very vulnerably. In our calcula-
tion we show that the perturbation for the latter exhibits
divergences around θ ∼ 1.2. The magneto-roton gap is
very likely to close for such a large tilt angle. In common
uniform liquid systems, this kind of finite wave-vector
gap closing leads to charge density wave states. In the
LLL, the charge density wave is usually not stable against
quantum fluctuations. A very promising candidate is the
nematic phase with an intrinsic director order13,14. This
state is suggested as the candidate after the collective
mode is softened36,37. Our results signify that there may
be a nematic phase transition by increasing the tilt angle.
We also study the large wave-vector behaviour of the
collective spectrum in the Hamiltonian theory. We com-
pare the spectrum obtained by the preferred density and
electron density. The former gives the correct charge gap
but fails to reproduce the correct dispersion. This can be
explained as follows. The small momentum behaviour is
related to short-distance magneto-exciton pairs of CFs.
It is the electron density instead of the effective CF den-
sity that is seen at such short distances. This needs to
be contrasted to the large wave-vector limit where the
collective excitations can be viewed as a pair that con-
sists of a CF that is well separated from the CF hole. At
these large wave vectors, the short-distance fine struc-
ture of the CF is no longer relevant, and the CF can be
effectively viewed as a pointlike particle with an effective
charge e(1 − c2), as it is described in the preferred CF
density. The preferred density is therefore the appropri-
ate quantity to describe CFs in this limit.
In the small wave-vector limit, we need to appeal to
the electronic density along with the physical constraint,
and the Hamiltonian theory provides an additional, al-
beit unphysical, zero mode in the collective-excitation
spectrum. The presence of this zero mode can be used as
a benchmark in practical calculations, but to maintain
it at zero energy requires a rapidly increasing number
of CF LLs in the study of the spectrum at large wave
vectors. As consequence, the dispersion computed from
the electron density with a fixed cutoff does not converge
rapidly to the CF-LL spacing calculated with the help of
the preferred density, which is more reliable in the large
wave-vector limit.
Based on what we have obtained, one may wonder
how we can go beyond the perturbation study in this
paper. There are still several questions and challenges.
The first is to obtain a better understanding of the CF-
LL mixing in terms of the original CF wavefunction ap-
proach. It turns out that the Laughlin-Jastrow factors
in anisotropic trial FQH states38,39 no longer take a vor-
tex form. It may be interesting to investigate how this
is related to the CF-LL mixing found in the Hamilto-
nian theory. Second, in order to go beyond perturbation
theory, we need to solve numerically, by iteration, a self-
consistent HF reference state so that there is no level mix-
ing. This state should have a very different CF occupa-
tion pattern 〈d†d〉 from that of the reference state with p
filled CF LLs. It is not clear whether the numerical com-
putation can converge sufficiently fast in practice. On
the other hand, there is more and more evidence40 that
in anisotropic quantum Hall systems the Dirac CFs41
capture all essential geometric information naturally. It
would be interesting to investigate the self-consistently
calculated reference state in terms of the Dirac CF pic-
ture.
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Appendix A: The zero mode in anisotropic case
In this part, we show that a zero mode exists for
Eq. (47), which is exactly the pseudovortex density im-
posing the physical constraint. The symbol ρ used in this
appendix always refers to the electron density ρe.
It is easier to work out the zero left-eigenvector of
Eq. (47). This can be illustrated as a consequence that
the HF average of a vanishing operator should also van-
ish. If we insert
∑
χn1n2On1n2 into the commutator with∑
ρn1n2On1n2 , it gives zero and this should persist after
performing the Wick contraction. Before performing the
calculation, we need an identiy:∑
n
χn1n(q1)ρnn2(q2) =e
−iq1×q2l∗2
∑
n
ρn1n(q2)
× χnn2(q1). (A1)
This can be easily verified by writing out explicitly the
operator forms of χ and ρ.
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Now we verify the zero mode. For the anisotropic case,
the excitation matrix for excitons takes the form:
Mn′1,n1δn2,n′2 −Mn2,n′2δn1,n′1 + [NF (n2)−NF (n1)](
V
(2)
n2,n′1,n
′
2,n1
− V (1)n2,n′1,n1,n′2
)
, (A2)
which we multiply from the left with χn1n2 . The explicit
forms of Mm,n, V
(1) and V (2) are given by Eqs. (43), (19),
and (20). The CF-LL mixing terms give the contribution:
∑
n
χnn′2Mn′1,n − χn′1nMn,n′2 . (A3)
The product between the direct interaction V (2) and
χn1n2 gives a vanishing contribution:∑
n1,n2
[NF (n2)−NF (n1)]χn1n2V (2)n2n′1n′2n1
=
∑
n1,n2
1
2pil∗2
[NF (n2)−NF (n1)]χn1n2(q)
× Veff(q)ρn′1n′2(q)ρn2n1(−q)
=
∑
n1,n2
1
2pil∗2
Veff(q))ρn′1n′2(q)
[
NF (n2)χn1n2(q)
× ρn2n1(−q)−NF (n1)χn2n1(q)ρn1n2(−q)
]
=0, (A4)
where in the second step we make use of Eq. (A1). For
the exchange interaction, still making use of Eq. (A1),
the term times NF (n2) becomes∑
n1,n2
−NF (n2)χn1n2(q)
∫
d2k
(2pi)2
Veff(k)e
ik×ql∗2
× ρn′1n1(k)ρn2n′2(−k)
=−
∑
n1,n2
χn′1n1(q)
∫
d2k
(2pi)2
Veff(k)NF (n2)ρn1n2(k)
× ρn2n′2(−k). (A5)
The integral is exactly the CF-LL dependent part in
Mm,n [Eq.(43)]. The above expression is equal to
χn′1nMn,n′2 up to a CF-LL independent term. The ex-
change interaction times NF (n1) result in a similar term
for −χnn′2Mn′1,n. As the CF-LL independent parts,
(1/4pi)
∫
qdqV0(q)δm,n in Mm,n, cancel in the difference
Eq. (A3), the exchange interaction just gives:∑
n
χn′1nMn,n′2 − χnn′2Mn′1,n. (A6)
So it cancels the contribution from the CF-LL mixing
matrices Eq. (A3). The pseudovortex density χn1n2 is a
left zero eigenvector of Eq. (A2).
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