ABSTRACT. We consider the second order matrix differential systems (1) (P(t)Y1)'+ Q(t)Y = 0 and (2) Y" + Q(t)Y = 0 where Y, P , and Q are n x n real continuous matrix functions with P(t) , Q(t) symmetric and P(t) positive definite for t E [to, cc) (P(t) > 0 , t > to) . We establish sufficient conditions in order that all prepared solutions Y(t) of (1) and (2) Consider the second order linear differential system where t > to and Y ( t ), P ( t ), and Q ( t ) are n x n real continuous matrix 
the most important simple oscillation criterion is the well-known Fite-Wintner theorem which states that if q ( t )E C [ t o ,m ) and satisfies then equation (1.4) is oscillatory. In fact Fite [8] assumed in addition that q ( t ) is nonnegative, while Wintner [19] proved a stronger result which required a weaker condition involving the integral average, i.e.,
q ( s ) d s d t = m.
In a different direction, Hartman [9] showed that (1.4) is oscillatory in case Another type of criterion was given by Kamenev [12] who showed that if for some positive integer m > 2 , then equation ( 1.4) is oscillatory.
For matrix systems ( 1 . 1 ) [17] and Walters [18] Kwong et al. [14] , and Butler and Erbe [3, 41. The conjecture was finally settled in the case n = 2 by Kwong and Kaper [13] and for arbitrary n by Byers, Harris, and Kwong [6] .
Recently, Butler, Erbe, and Mingarelli [5] gave additional criteria for oscillation of (1.2) based on Riccati techniques and variational principles. These criteria extended the scalar criteria (1.6) and (1.7) . In this paper, using Riccati techniques we establish oscillation criteria for system ( 1 . 1 ) and extend the Kamenev type criterion (1.8) to the matrix equation (1.2 
H ( t , s )V(S)P-'( s ) V ( s ) ds.
Since
h ( t , s ) [ H ( t , s)]'12R-I(s)[R(s)v(s)R(s)]R-I ( s ) d s
Hence we have
It follows that Since h ( t, to)> 0 for t > s 2 to, dividing (2.4)by H ( t , to) we get
Taking the upper limit in both sides of (2.5)as t + m , the right-hand side is always bounded, which contradicts condition (2.l ) . This completes the proof.
Under a modification of the hypotheses of Theorem 1 , we can obtain the following result. 
