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Structural connectivity in the brain is typically studied by reducing its observation to a single
spatial resolution. However, the brain possesses a rich architecture organized in multiple scales linked
to one another. We explored the multiscale organization of the human connectome using datasets
of healthy subjects reconstructed at five different resolutions. We found that the structure of the
human brain remains self-similar when the resolution length is progressively decreased by hierarchical
coarse-graining of the anatomical regions. Strikingly, a geometric network model, where distances
are not Euclidean, predicts the multiscale properties of connectomes, including self-similarity. The
model relies on the application of a geometric renormalization protocol which decreases the resolution
by coarse-graining and averaging over short similarity distances. Our results prove that simplicity is
one of the organizing principles of the large-scale self-similar architecture of human structural brain
networks, with the same connectivity law ruling short and long range connections and operating
between brain regions at different length scales. Moreover, the multiscale self-similarity of brain
connectomes may offer an advantageous architecture for decentralized navigation purposes. The
implications are varied and can be substantial for fundamental debates, like whether the brain is
working near a critical point, and for applications including advanced tools to simplify the digital
reconstruction and simulation of the brain.
INTRODUCTION
Extensive study of the topology of the human con-
nectome [1–3] revealed characteristic features of complex
networks, including the small-world phenomenon [4–7],
high levels of clustering [7], heterogeneous degree dis-
tributions (even though not scale-free) [8, 9], rich club
effect [10], and community structure [11, 12]. These
structural features have been typically observed at spe-
cific scales fixed by the resolution of the experimental
imaging technique. Only very recently did the structure
of the brain began to be considered at multiple resolu-
tions simultaneously [13, 14], which now calls for novel
methodological advances to understand its multiscale na-
ture and, in particular, how the different scales are inter-
related.
In the context of complex networks, the study of the
multiscale problem—and related concepts like scale in-
variance and self-similarity [15]—is built upon the renor-
malization technique of statistical physics [16, 17], which
successfully explained the universality of critical behav-
ior in phase transitions [18] by recursive averaging over
∗ marian.serrano@ub.edu
short-distance degrees of freedom. The first efforts to
renormalize complex networks were mainly based on a
box-covering procedure where distances between nodes
are measured in terms of shortest paths [19]. However,
shortest paths are a poor source of length-based scaling
factors in networks due to the small-world property that
introduces correlations between the coexisting scales.
A successful alternative [20] is based on a class of ge-
ometric network models in which nodes are positioned
in a hidden metric space, thereby defining a map, so
that connections are the more likely the closer the two
nodes are in the space [21]. This approach revealed that
the effective geometry of real networks is hyperbolic [22],
and explains universal features shared by many real net-
works [21]—including the small-world property, scale-free
degree distributions, and clustering—as well as funda-
mental mechanisms, such as preferential attachment in
growing networks [23] and the emergence of communi-
ties [24, 25]. Geometric network maps, that can be es-
timated by embedding networks in the hyperbolic disk,
sustain efficient navigation [26], a remarkable finding that
is also valid for the brain [27]. Furthermore, these maps
provide effective distances that allow to explore networks
at different resolutions via a geometric renormalization
(GR) technique [20]. Under this technique, real scale-free
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2networks from different domains —the Internet, word ad-
jacencies in Darwin’s The Origin of Species, the human
metabolic network, and more— show geometric scaling
and can be unfolded into a shell of self-similar layers
that distinguishes the coexisting scales and their inter-
actions [20].
In this work, we unfold the multiscale nature of the
human connectome and show that GR predicts its struc-
ture and scale invariance with high fidelity. We use two
high-quality datasets with multiscale human (MH) con-
nectomes at five anatomical resolutions [13] for a total
of 84 healthy subjects. First, we investigate the struc-
tural properties of the connectomes at the different length
scales, that remain scale-invariant as the resolution is
progressively decreased. Second, we apply GR to the hy-
perbolic map of the highest resolution layer of the con-
nectomes to obtain a multiscale unfolding, or GR shell.
We find a striking congruency between the empirical ob-
servations at each scale and the predictions given by
the model. Third, we explore the effects of impairing
the geometric properties of connectomes on self-similarity
and navigation. Altogether, our results indicate that the
same rules explain the formation of short and long range
connections in the brain—within the range of length
scales covered by the datasets—, and support GR as a
valid archetypical model for the multiscale structure of
the human brain.
SELF-SIMILARITY OF THE MULTISCALE
HUMAN CONNECTOME
We used two different datasets for a total of 84 healthy
human subjects. The first dataset (UL, University of
Lausanne) contains the multiscale connectomes of 40
healthy subjects scanned at the University of Lausanne.
The connectomes were reconstructed from diffusion spec-
trum MRI and the neural fibers, connecting each pair of
regions, were tracked by following directions of maximum
diffusion. The second dataset (HCP, Human Connectome
Project) [28] contains the multiscale connectomes of 44
healthy subjects of the Test-Retest subsample. The fiber
bundles were estimated by employing the intravoxel fiber
orientation distribution functions computed by a con-
strained spherical deconvolution technique [29]. All con-
nectomes in the two datasets were reconstructed by using
deterministic streamline tractography and the approach
proposed in [13] to obtain the multiscale parcellation of
the cortex. Details on the acquisition and preprocessing
of the datasets and justification for the convenience of
using deterministic algorithms for the purposes of this
work are described in Materials and Methods. In the fig-
ures that follow, Fig. 1 to Fig. 5, we show results for the
UL dataset. The HCP dataset was used to cross-validate
the results, see analogous results in Fig. S19 to Fig. S23
in SI. Even if the UL dataset is significantly sparser than
HCP, see Tables 1 and 2 in SI, results were found to be
very similar for both cohorts.
Each multiscale connectome in the two datasets is or-
ganized in five layers with different anatomical resolu-
tions. Nodes in each layer correspond to parcels in the
cortical and subcortical regions (the brainstem is ex-
cluded), and connections denote the presence of fibers
between them. The layers contain 1014, 462, 233, 128,
and 82 nodes (these numbers present negligible fluctua-
tions across subjects, see Tables S1 and S2 in SI), and
we enumerate them from l = 0 to l = 4, respectively.
The multiscale parcelation is anatomically hierarchical,
and was obtained by iterating a coarse-graining operation
starting at layer l = 0 to produce a subsequent layer with
decreased resolution. The technique consists in grouping
sets of 2 or 3 neighboring brain regions to build a new
brain partition and recomputing connection densities be-
tween each pair of the resulting parcels [13], more details
in Materials and Methods.
For each layer l of each subject, we measured the
following properties: complementary cumulative degree
distribution P (l)c (k
(l)
res), degree-degree correlations us-
ing the normalized average nearest-neighbour degree
k¯
(l)
nn,n(k
(l)
res) = k¯
(l)
nn(k
(l)
res)〈k(l)〉/〈(k(l))2〉, degree-dependent
clustering coefficient c¯(l)(k(l)res), rich club coefficient
ρ(l)(k
(l)
res) [30], community structure detected by the Lou-
vain method [31], average degree and average clustering
coefficient. These quantities were calculated as a func-
tion of the rescaled degree k(l)res = k(l)/〈k(l)〉 to account
for the variation of the average degree across layers.
Figure S19 shows the results for a typical subject (see
Figs. S3-S8 and S24-S30 in SI for all subjects). We ob-
serve a clear self-similar behavior across layers for the de-
gree distribution, degree-degree correlations, and cluster-
ing (see Fig. S19A-C ). The rich club effect in Fig. S19D
also shows significant self-similarity, although its inten-
sity is progressively diluted as the resolution is decreased.
Figure S19E shows the modularity Q(l)emp of the detected
community partition, and the adjusted mutual infor-
mation AMI(l)emp between the community partition de-
tected in layer 0 and the community partition induced
in layer 0 by that in layer l —with modularity Q(l,0)emp—
(see Methods). The overlap between communities at dif-
ferent resolutions remains important even if the mod-
ularity is slightly weakened, especially in the last two
layers. The average degree 〈k(l)〉, shown in the inset of
Fig. S19C, increases very weakly but this trend changes
to a clear decrease in layers 3 and 4. This points to fi-
nite size effects, affecting also the behavior of the average
clustering which increases mildly from layer 0 until layer
2 but pronouncedly in the last two layers (causing the
shift observed in the corresponding c¯(l)(k(l)res) curves in
Fig. S19B) (these layers are affected by a higher variabil-
ity in the surface area of the defined anatomical regions,
which may cause biases in streamline determination, see
3Fig. S1 and S2 in SI). The mild dilution effect in the
intensity of rich-club behavior and modularity could be
related to an increased sensitivity of mesoscopic metrics
(as compared to local measurements like degree or clus-
tering) to finite size effects. We found that all the features
are similar across all subjects, see Figs. S19F-J for the
properties of layer l = 0 of all UL subjects, and Figs. S9
and S10 in SI for the rest of layers (See Figs. S31 and
S32 for all HCP subjects).
GEOMETRIC RENORMALIZATON OF THE
HUMAN CONNECTOME
We now show that the scale invariance of the MH con-
nectome, as revealed by hierarchical coarse-graining of
anatomical regions, is fully consistent with the multiscale
unfolding obtained by successive applications of GR [20]
to the highest resolution connectome.
Geometric description of connectomes
The GR method is based on the geometric descrip-
tion of connectomes [27] given by the S1 network model
[21]. Each node i is characterized by two random vari-
ables: a hidden degree κi, that quantifies the popularity
of the node and sets its scale of connectivity, and an
angular position θi in a one-dimensional sphere (circle),
or similarity space, aggregating all other attributes that
modulate the likelihood of connections including, but not
limited to, the Euclidean distance in the physiological
three-dimensional embedding of the brain. This is in line
with recent findings that the brain’s spatial embedding
makes a major, although not definitive, contribution to
the topology of the human connectome [33].
The S1 model assumes pairwise connections between
nodes. The probability of connection takes the form of
the gravity law
pij =
1
1 + χβij
=
1
1 +
(
dij
µκiκj
)β , (1)
where the likelihood of a connection between two nodes
increases with the product of their hidden degrees and de-
creases with their angular distance (therefore increasing
with their similarity). Parameter µ controls the average
degree of synthetic connectomes produced by the model
while β controls the level of clustering, and so the cou-
pling strength between the topology of the network and
its underlying geometry (clustering is the topological sig-
nature of the triangle inequality in the underlying metric
space). The angular distance ∆θij = pi − |pi − |θi − θj ||,
combined with the radius R of the similarity space (we
set R = N/2pi to fix the density of nodes on the cir-
cle to 1), gives the similarity distance dij = R∆θij. By
assigning hidden variables to the nodes, typically tak-
ing hidden degrees from some heterogeneous distribution
and considering a uniform distribution of angular posi-
tions, the model produces networks which are simulta-
neously small-world, highly clustered, with heterogenous
degree distributions and rich clubs. One of the impor-
tant features of Eq. (1) is that it encodes simultaneously
the likelihood of long and short range connections, which
therefore need not be described by different mechanisms.
Another relevant property of the model is that the ex-
pected degree of a node i is proportional to its hidden
degree, κi.
The S1 model has an isomorphic purely geometric
version in the hyperbolic plane—the H2 model [22]—in
which the popularity and similarity dimensions are com-
bined into a single distance by transforming the hidden
degrees into radial coordinates. Finally, the popularity
and similarity coordinates of nodes in a real connectome,
i.e. its geometric map, can be inferred by reverse engi-
neering the model to find the coordinates that maximize
the likelihood that our geometric model generates the ac-
tual structure of the connectome [26, 34]. We used the
tool Mercator [32] to infer the geometric maps. See Ma-
terials and Methods for more details.
The embedding of UL subject No. 10 is shown in
Fig. S20 and Fig. S11 in SI. Figure S20A shows the map
of l = 0 with nodes colored according to the 82 coarse-
grained regions in layer l = 4. The left and right hemi-
spheres, indicated by the red and green frames on the
edge of the disk, are naturally separated, and nodes be-
longing to a same brain region appear clustered in nearby
angular positions. This is consistent with previous re-
sults [27]. To test the accuracy of the embedding in re-
producing the connectome, we used the set of inferred
coordinates {κi, θi} and parameters β and µ to generate
an ensemble of synthetic networks using (1). We then
compared topological properties of this ensemble with
those measured on the original connectome. Specifically,
Fig. S20B-E show the results for the complementary cu-
mulative degree distribution Pc(k), the clustering spec-
trum c¯(k), the degree-degree correlations k¯nn,n(k), and
the rich club coefficient ρ(k) (see Figs. S11 and S12 for
further comparision). The results confirm that the gener-
ated networks reproduce the topological properties with
remarkable precision.
GR transformation
The similarity dimension of connectome maps at l = 0
provides an adequate source of length scales to apply
renormalization techniques, that allow a systematic in-
vestigation of the properties of physical systems at dif-
ferent resolutions. Given a connectome map at a specific
scale, the GR technique introduced in Ref. [20] produces
a self-similar scaled-down connectome map where resolu-
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FIG. 1. Self-similarity of the MH connectome at different resolutions. (A-E) Results for UL subject No. 10. Filled
symbols correspond to the empirical MH connectome and the lines to the GR shell. (A) Complementary cumulative degree
distribution P (l)c (k(l)res). (B) Degree dependent clustering coefficient c¯(l)(k(l)res). Inset: flow of the average clustering coefficient
〈c〉. (C ) Degree-degree correlations k¯(l)nn,n(k(l)res). Inset: flow of the average degree 〈k〉. (D) Rich club coefficient ρ(l)(k(l)res).
(E) Community structure of the multiscale connectomes. Q(l) is the modularity in layer l, Q(l,0) is the modularity that
the community structure of layer l induces in layer 0, and AMI(l) is the adjusted mutual information between the latter
and the community partition directly detected in layer 0 (see Materials and Methods). The subindices {emp,GR} indicate the
empirical MH connectomes and the GR shell, respectively. AMI(emp,GR)0 is the adjusted mutual information between topological
communities in the empirical MH connectomes at each layer and the GR flow measured in their projection over layer 0. (F-J )
Variability of topological properties in the UL dataset. Blue symbols correspond to the properties of layer 0 in all subjects.
The red line correspond to UL subject No. 10. The black dashed line represents the average value across the 40 subjects in the
cohort. In the plots, degrees have been rescaled by the average degree of the corresponding layer k(l)res = k(l)/〈k(l)〉.
tion has been decreased by capturing longer range con-
nections between coarse-grained groups of nodes. Start-
ing from the embedding of layer l = 0, the GR transfor-
mation works by defining non-overlapping blocks of size
r = 2 of consecutive nodes along the similarity circle, that
are coarse-grained to form supernodes. The supernodes
are assigned an angular coordinate within the regions
defined by the nodes in the block, so that the original or-
dering in the similarity space is preserved. Second, two
supernodes i and j are connected in the new layer if and
only if some node in block i is connected to some node in
block j in the original layer. The resulting layer has a ge-
ometric description that is maximally congruent with the
S1 model if nodes in the new map are given the following
coordinates
κ′ =
 r∑
j=1
(κj)
β
1/β and θ′ = [∑rj=1(θjκj)β∑r
j=1(κj)
β
]1/β
,(2)
where κ′ and κj are for the hidden degrees of a supernode
in the new map and of its merging nodes j in the original
layer, respectively, and analogously for the angular coor-
dinate θ′. Global parameters are rescaled as µ′ = µ/r,
β′ = β, and R′ = R/r. The transformation of degrees
is stable and keeps the original distribution, the order-
ing of nodes in the similarity space is preserved, and the
probability of connection in Eq. (1) for two supernodes
i and j to be connected in the new map maintains its
original form. As a consequence, the S1 model presents
self-similarity under the GR transformation. The pro-
cedure can be iterated starting from the embedding of
the connectome at layer l = 0 to produce a self-similar
multiscale shell of the connectome.
Multiscale GR shell of the human connectome
We applied the GR transformation to the Mercator
embedding of the highest resolution connectome of each
subject. The transformation was applied iteratively 4
times to generate a 5-layer multiscale shell of connectome
at l = 0. Since layer 0 contains 1014 nodes, each subse-
quent layer generated by GR has 508, 254, 127, and 64
nodes, to be compared with 462, 233, 128, and 82 nodes
in the layers of the MH connectomes.
We also embedded each layer of the MH connectomes
separately. Figure 3 shows both the collection of maps
from the individual embedding of each MH layer in the
multiscale connectome and the GR shell derived from
layer l = 0. The colors are given according to the
5FIG. 2. Embedding of the highest resolution connectome of UL subject No. 10. (A) Hyperbolic map of l = 0.
Nodes are colored according to the 82 coarse-grained regions in layer l = 4, and only links with connection probability larger
than 0.5 are shown. The size of each node is proportional to the logarithm of its degree, and the font size of brain regions
names is proportional to the logarithm of the number of nodes in the regions (only regions with more than 10 nodes are shown).
Red and green lines on the circle indicate the left and right hemisphere, respectively. Brain regions are labeled as follows:
A=anterior, I=inferior, L=lateral, M=middle, R=rostral, S=superior, Cx=cortex, Gs=gyrus. (B) Complementary cumulative
degree distribution, (C ) clustering spectrum, (D) average nearest neighbors degree, and (E) rich club coefficient. Red symbols
correspond to subject No. 10, the black dashed line indicates the cohort average across the 40 subjects, and the blue line
corresponds to the synthetic ensemble average. The synthetic ensemble contains 100 synthetic networks generated with the
S1 model using the coordinates and parameters inferred by Mercator [32]. The orange regions correspond to a 2σ confidence
interval around the expected value.
82 neuroanatomical regions represented by the nodes in
layer l = 4 of the MH maps. Remarkably, nodes cor-
responding to the same region remain angularly close
in all MH maps. To support this claim, for each su-
pernode in layer l + 1 we measured the average an-
gular separation of its subnodes in layer l, defined as
∆θ
(l+1)
s =
2
Ns(Ns−1)
∑
i,j∈s
∆θ
(l)
ij , where Ns is the number
of nodes coarse-grained into supernode s. Values of ∆θs
close to 0 indicate that coarse-grained nodes have simi-
lar angular positions. As shown in Fig. 3B and C, the
distribution p(∆θs) are similar in MH and GR maps.
All distributions are peaked around low average angular
separation in both cases, even if MH distributions can
reach large values, and angular separation of subnodes
within supernodes remain small on average even if we
consider not consecutive layers but take supernodes al-
ways in layer l = 4 (inset Fig. 3B). The preservation
of low average angular separation within coarse-grained
anatomical regions, or in other words the preservation of
similarity in MH maps, indicates that the inferred coordi-
nates are consistent across scales and encode significant
information on the hierarchical anatomical structure of
the connectomes, even if each layer was embedded inde-
pendently. This feature is well reproduced by the GR
flow, which was expected given that supernodes are pro-
duced by coarse-graining neighboring nodes in the simi-
larity space and therefore preserve the original ordering.
We compared the topological properties of the MH con-
nectomes shown in Fig. S19 with those computed for each
layer in the GR shell. The results for a typical subject
correspond to the solid lines on Fig. S19; see Figs. S3-
S8 and S24-S30 in the SI for the results for the remain-
ing subjects). Strikingly, we observe that the agreement
between the curves for the degree distributions, degree-
degree correlations, clustering spectrum, rich club, and
average degree and clustering is excellent at every scales,
despite that the layers in the MH connectome come from
empirical data and those in the GR shell are predictions
of the GR method (note that the perfect overlap for l = 0
is trivial since the two networks are the same). Addition-
ally, Fig. S19E shows the modularities Q(l)GR, Q
(l,0)
GR and
the adjusted mutual information AMI(l,0)GR in the GR shell
(see Methods). The community structure is preserved to
a great extent in the flow with values for the adjusted
mutual information similar to those measured in the MH
connectome. We also report the overlap between topo-
logical communities in the MH connectomes at each layer
and the GR flow measured in their projection over layer
6FIG. 3. Hyperbolic maps of the MH connectome and GR flow. (A) The bottom layer l = 0 corresponds to
the hyperbolic map of the highest resolution connectome for subject No. 10. The upper maps on the left are obtained by
embedding independently each layer in the MH connectome. The different colors are given according to the 82 coarse-grained
regions defining the nodes in layer l = 4. In the GR flow on the right, the maps are obtained by renormalizing layer l = 0.
A supernode in layer l > 0 inherits the color of its subnode in layer l − 1 positioned at its left in the similarity space (same
results for the alternative option or when choosing the color at random between the two subnodes). For visualization purposes,
here we only represent links if their probability of connection is larger than 0.5. (B) and (C ). Distribution p(∆θs) of average
angular separation between subnodes of coarse-grained nodes from one layer to the next in MH and GR, respectively. The
inset in (B) shows the distribution p(∆θs) of subnodes in layer l that correspond to a same supernode in layer-4 of MH.
0 (to avoid the problem due to the different number of
nodes), AMI(emp,GR)0 . As with the rest of features, the
community structure observed in the empirical brain net-
works is also well approximated by the GR shell.
Finally, Fig. S22 shows the empirical connection prob-
abilities as a function of Euclidean distance (3D separa-
tion between region centers) in the MH connectome, and
as a function of the effective hyperbolic distance in the
GR shell (see Fig. S13 and S14 for all UL subjects and
Fig. S33 and S34 for HCP dataset). Finite size effects
aside, the curves show scale invariance in Euclidean and
in hyperbolic spaces, as expected given the self-similarity
of the topological features shown in Fig. S19A–D. In Eu-
clidean space, the curves overlap only when distances are
rescaled by specific values obtained ad hoc (reported in
the caption of Fig. S22). Interestingly, the curves in the
GR shell overlap naturally due to the renormalizability
of the geometric network model on which the GR tech-
nique is based. Despite the scaling of the probability
of connection in Fig. S22A, Euclidean distances alone do
not contain enough information to explain the connectiv-
ity properties of the MH connectome, as expected [35].
Indeed, a geometric model purely based on Euclidean
distances would produce geometric random graphs lack-
ing key features of real complex networks such as the
small-world property. Node degrees are also an impor-
tant factor and, to take them into consideration, we used
the connection probability (1) as in the S1 model but us-
ing Euclidean distances xij instead of similarity distances
dij . The hidden degrees κ can be approximated by the
actual degrees k (the two are very similar, see Fig. S12
in SI), and the values of β and µ were adjusted to match
the clustering and average degree of the empirical con-
nectome. As shown in Fig. S22C -D, Euclidean distance
is certainly an important factor but not the only one
determining the similarity distance needed to reproduce
reliably the topological features of the MH connectome.
In contrast, the fit of the S1 model based on similarity
distance, underlying the geometric renormalization tech-
nique and where distances are effective and incorporate
other factors than Euclidean distance, is very good.
These results indicate that GR predicts naturally the
scale invariance and the self-similarity of the MH con-
nectome with high accuracy, even if it requires only the
information measured at a single length scale to provide
rescaled layers that mimic closely (at the statistical level)
the structure of the brain at higher scales. Notice that we
did not add any information about the anatomical coarse-
graining of brain regions in the MH connectome when
going from one resolution to another in the GR renor-
malization process, we just inferred a geometric map of
the highest resolution empirical data, and used consecu-
tive nodes in this space to produce the structure of each
renormalized layer.
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FIG. 4. Behavior of the connection probabilities. Re-
sults for UL subject No. 10. (A) Empirical connection prob-
abilities p(l)(x(l)ij ) in Euclidean space. Euclidean distances
xij are binned, and for each bin the ratio of the number
of connected node pairs to the total number of pairs falling
within the bin is shown. Inset shows the empirical con-
nection probabilities p(l)(x(l)res) as a function of rescale dis-
tances x(l)res = x(l)/res(l) in the MH connectome, where the
res(l) = [1.0, 1.5, 2.6, 3.8, 4.0] for different layer l. (B) Empir-
ical versus theoretical connection probability p(l)(χ(l)ij ) in the
GR shell as a function of hyperbolic distance χ(l)ij . (C ) Com-
plementary cumulative degree distribution Pc(k). Modularity
Q, as measured by the Louvain method, is shown in the in-
set. (D)Degree dependent clustering coefficient c¯(k). Inset:
degree-degree correlations k¯nn,n(k). The filled symbols corre-
spond to the empirical connectome of Subject No. 10. Green
dashed lines are generated using the S1 model with Euclidean
distances(β = 2.75, µ = 0.0117), and red lines correspond to
the standard S1 model (β = 1.96, µ = 0.0104).
SELF-SIMILARITY AND NAVIGABILITY
Hyperbolic network maps sustain efficient navigabil-
ity [26], a remarkable finding that is also valid for the
brain [27]. To check the navigability properties of con-
nectomes at different resolutions, we implemented greedy
routing, a decentralized communication protocol in which
a source node transmits a message along to its neigh-
bor that is the closest to a target node in the metric
space [36]. The performance of greedy routing is mea-
sured by the success rate, ps, and the average stretch
of successful greedy paths, s¯. The success rate counts
the fraction of successful greedy paths when consider-
ing 10000 pairs source-target. Note that the success
rate is typically lower than one since greedy routing does
not guarantee that a message will reach its target node;
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FIG. 5. Navigability of MH and GR maps at dif-
ferent resolutions. (A) average success rate (B) and aver-
age stretch for all UL subjects. Navigation performance was
benchmarked against 4 different random null model surro-
gates. The error bars show the 2σ confidence interval around
the expected values. (C )-(F ) Loss of self-similarity in the 4
ensembles of random null models (see Figs. S15 and S16 for
more results). For each null model, we generated 100 multi-
scale surrogates for UL subject No. 10.
greedy routing may send the message to an already vis-
ited node and therefore may get trapped in a loop. The
average stretch of successful paths consists in the ratio
of the number of links in the successful greedy path and
the number of links in the topological shortest path, av-
eraged over all successful greedy paths. Navigation is
considered maximally efficient if the success rate and the
stretch are both equal to one, meaning that all messages
reach destination following shortest paths.
We studied navigation in the anatomical Euclidean em-
beddings, the collection of individual MH embeddings
in the hyperbolic plane, and the GR shell for all sub-
jects, results are summarized in Fig. S23. Remarkably,
the variability between subjects is very low (as shown by
the error bars). In both geometries, there is a systematic
trend towards a more efficient navigation, both in terms
of success rate and stretch, as the resolution scale is de-
creased and longer range connections progressively dom-
inate, and as the density of connections increases. How-
ever, the navigability of the hyperbolic maps is higher,
as reported previously in [27], with larger success rates
8and lower stretch values. Navigability in the last two lay-
ers is independent of the underlying geometry due to the
high density of connections. Interestingly, the efficiency
of the navigation protocol in each of the layers of the
GR shell is in perfect congruency with that in individual
embeddings of the MH layers (see also Fig. S15 in SI).
We also implemented the multiscale navigation protocol
introduced in [20]. The results are very similar for all
subjects, and the success rate increases even more with
the number of navigated layers in the shell. In fact, it
becomes very close to 100% with the inclusion of just two
renormalized layers, and this improvement comes at the
expense of only a mild increase of the stretch of successful
paths (Fig. S16 in SI).
To understand the interplay between self-similarity
and navigability, we benchmarked the navigation perfor-
mance against four ensembles of multiscale null models.
We used four null models [37] to obtain randomized ver-
sions of layer l = 0. RP Euclidean and RP GE pre-
serve topology but randomize geometry by reposition-
ing nodes in Euclidean and geometric embedding spaces
respectively. CP-RW Euclidean and CP-RW GE pre-
serve geometry in terms of the total distance between
connected nodes while topology is rewired, in Euclidean
and embedding space, respectively. See details in Mate-
rials and Methods. In RP Euclidean and CP-RW Eu-
clidean, the renormalized layers were constructed follow-
ing the anatomical coarse-graining while the ones in RP
GE and CP-RW GE were obtained by our GR technique.
In the topology preserving null models, RP Euclidean
and RP GE, the Euclidean and S1 geometric orderings
are destroyed, respectively. As a result, self-similarity is
destroyed and the efficiency of greedy routing decreases
dramatically. This means that geometry plays a crucial
role in self-similarity, and they both play a crucial role in
navigability. Regarding geometry preserving null mod-
els, we see that the observed scaling in the human con-
nectomes cannot be attributed solely to the underlying
geometry, but the explicitly wiring has also a determinant
role. Self-similarity is also lost in CP-RW Euclidean sur-
rogates, even if we preserved 99% of network cost, which
resulted in significantly less navigability than in the orig-
inal connectomes. In contrast, CP- RW GE surrogates
still display a high level of self-similarity, meaning that
surrogates do not depart significantly from the original
network (disregarding layers 3 and 4 strongly affected
by finite size effects), see results in Fig. S17 and S18 in
SI. This null model maintains very efficiently navigation
performance, which suggests again that the multiscale
organization of brain connectomes is directly related to
their navigability.
DISCUSSION
The structure of the human brain displays widely
different length scales, which magnifies its complex-
ity, otherwise constrained by overarching patterns. We
showed that the MH connectome is self-similar when the
length resolution is progressively decreased by hierarchi-
cal coarse-graining of the anatomical regions. We used
two high-quality datasets with MH connectomes at five
spatial resolutions for a total of 84 healthy subjects that
display a remarkable level of homogeneity in the results.
The fact that the smallest layers, with 128 and 82 nodes,
are affected by finite size effects suggests an upper bound
on the scale for which the self-similarity of the MH con-
nectome can be observed. Higher resolution datasets
with more refined brain parcellations will be required to
investigate possible lower bounds.
The observed scale invariance is predictable from the
application of GR to the highest resolution layer. Notice
that the self-similarity of the human multiscale connec-
tome and the goodness of the GR model to explain this
self-similarity happens at the individual level of each sin-
gle subject. The high fidelity of the GR shell in replicat-
ing the empirical data, including community structure,
suggests that the same principles govern the connectivity
between brain regions at different length scales, and that
connectivity at lower resolutions can be inferred from ob-
servations at higher resolutions. Our findings call into
question the principle that the brain works on the ba-
sis of independent centers. Its multiscale organization
denotes instead a strong hierarchical ordering and inte-
gration at different scales with a single connectivity law
ruling short and long range connections. This solves the
apparent tension between shortcuts providing global in-
tegration and the persistence of non-local features like
modularity in brain networks [38].
Simplicity is an obvious explanation for the large-
scale self-similar organization of the human connectome.
Multi-scale self-similarity implies a higher compression
of the information needed to encode the architecture of
the brain, and so less genes required and less exposure
to damage. A different explanation refers to the need of
efficient communication between brain regions. While
this has been modeled using different protocols, from
shortest paths to random diffusion [37, 39–41], its con-
trol and regulation is a subject of ongoing debates [41].
Shortest path navigation relies on the unrealistic assump-
tion that neural elements possess global knowledge of
the network topology while random diffusion needs bias
to travel via efficient routes. At the same time, evi-
dence indicates that targeted information processing may
play an important role in brain communication dynam-
ics and greedy routing protocols could, nonetheless, of-
fer a simplified yet fundamental illustration [27, 37, 42].
For instance, hippocampal neurons can transmit distinct
9behavior-contingent information selectively to different
target areas [43].
Beyond technical considerations, the implications of
our findings are varied and can affect fundamental de-
bates still controversial in neuroscience, such as whether
the brain is a system working near a critical point [44].
Recently, theoretical and empirical results have sup-
ported the hypothesis that the collective dynamics of
large neuronal networks in the brain naturally operates
near criticality to ensure optimal memory and informa-
tion processing capability with fast susceptibility and
adaptability to the state of the environment [45–52]. Our
findings of signatures of a critical regime in the brain,
like long range order across scales, restrict to brain con-
nectivity. However, the observed scale invariance of the
structure of connectomes, as a salient feature of their ar-
chitecture, will certainly affect the criticality of electrical
activity in the brain, even if scale invariance in dynamical
behavior does not require a scale invariant substrate.
At the level of applications, both the scale invariance of
the brain structure and the existence of a model that un-
ravels its self-similarity may have an important impact
in the development of advanced tools that simplify its
digital reconstruction and simulation. At the same time,
anatomical brain mapping techniques could also benefit
from our results, suggesting that the number of regions in
a brain atlas is an important question. Specific details at
the smallest of the considered scales could be redundant
when informing about the large-scale structural organi-
zation of the brain while an insufficient number of regions
could bias the observations. Another potential advantage
of the self-similarity of brain connectomes is that it can
be used to detect possible biases, depending on length
scales, associated with the different data preprocessing
methods and brain mapping techniques. Finally, imme-
diate follow-ups of our work include studies to assert the
renormalizability of functional brain networks and alter-
ations in renormalizability produced by normal aging or
possible brain disorders.
METHODS
UL dataset
Informed written consent in accordance with the In-
stitutional guidelines (protocol approved by the Ethics
Committee of Clinical Research of the Faculty of Biol-
ogy and Medicine, University of Lausanne, Switzerland)
was obtained for all subjects. Forty healthy subjects (16
females; 25.3 ± 4.9 years old) underwent an MRI ses-
sion on a 3T Siemens Trio scanner with a 32-channel
head coil. Magnetization prepared rapid acquisition with
gradient echo (MPRAGE) sequence was 1-mm in-plane
resolution and 1.2-mm slice thickness. DSI sequence in-
cluded 128 diffusion weighted volumes +1 reference b0
volume, maximum b value 8000 s/mm2, and 2.2×2.2×3.0
mm voxel size. EPI sequence was 3.3-mm in-plane res-
olution and 3.3-mm slice thickness with TR 1920 ms.
DSI and MPRAGE data were processed using the Con-
nectome Mapper Toolkit [53]. Each participant’s gray
and white matter compartments were segmented from
the MPRAGE volume. The grey matter volume was
subdivided into 68 cortical and 15 subcortical anatom-
ical regions, according to the Desikan-Killiany atlas [54],
defining 83 anatomical regions. Each cortical region was
subdivided into smaller region of interest (ROIs) of ap-
proximately identical surface such that the total number
of regions was 1015 including both hemispheres. The
ROIs were regrouped iteratively into bigger ROIs to cre-
ate 5 different parcellations with 1015, 463, 234, 129, and
83 ROIs respectively, corresponding to five different res-
olution scales [13]. In layers 0, 1 and 2 the surface areas
of ROIs remain approximately equal, while for layers 3
and 4 the sizes are more disperse, see Fig. S1 and S2 in
SI. The parcelations at different resolutions are spatially
hierarchical, with a correspondence between the nodes
at different length scales as defined by the coarse-grained
regions. The hierarchical decomposition was obtained by
grouping sets of 2 or 3 neighboring brain regions to build
a partition with decreased resolution, and the operation
was repeated several times until the 83 parcels at the
lower resolution scale were recovered.
At each scale and for each individual subject, connec-
tion weights between pairs of regions in the correspond-
ing parcellation were quantified as fiber density [55]. To
track wires between brain regions, whole brain deter-
ministic streamline tractography was performed on re-
constructed DSI data, initiating 32 streamline propa-
gations (seeds) per diffusion direction, per white mat-
ter voxel [56]. Within each voxel, seeds were randomly
placed and for each seed, a fiber streamline was grown in
two opposite directions with a 1 mm fixed step. Fibers
were stopped if a change in direction was greater than
60 degrees/mm. The process was complete when both
ends of the fiber left the white matter mask. The con-
nection weight between the pair of brain regions {u, v}
captures the average number of streamlines per unit sur-
face between u and v, corrected by the average length
of the streamlines connecting such brain regions. The
aim of these corrections is to control for the variability
in cortical region size and the linear bias toward longer
streamlines introduced by the tractography algorithm.
Fiber densities were used to construct individual sub-
ject structural connectivity matrices at the five different
resolutions. Each matrix is modeled as a weighted adja-
cency matrix W = wij of a graph G = V,G with nodes
V = v1, ..., vn representing regions at the corresponding
scale, and weighted, undirected edges E = e1, ..., em rep-
resenting anatomical connections with their fiber densi-
ties. The present study considers the unweighted version
of the connectivity adjacency matrices at each scale and
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discards the brainstem (one node) for all subjects. We
have also removed nodes that were isolated in the original
dataset due to fluctuation in the data acquisition experi-
ment, nodes that became isolated after the removal of the
brainstem region, and nodes that were only connected to
themselves by a self-loop. These adjustments cause neg-
ligible variations in the number of nodes of the highest
resolution layer from subject to subject. The highest res-
olution layer comprises typically 1014 equal sized regions
of interest (ROI), which are then coarse-grained into 462,
233, 128, and 82 regions at lower resolutions.
Human Connectome Project dataset
For cross-validation, we used T1-weighted and cor-
rected diffusion-weighted images of 44 subjects from the
Human Connectome Project (HCP) [28]. The corrected
diffusion weighted image for each subject was employed
to fit a second order tensor for each voxel and its differ-
ent voxelwise scalar maps (fractional anisotropy (FA) and
mean diffusivity (MD)) by using Dipy [57]. The DWIs
were also used to estimate the intravoxel fiber distribu-
tion function (fODF) by using the Constrained Spherical
Deconvolution (CSD) [58] approach implemented in MR-
trix3 (https://www.mrtrix.org/). This technique, based
on high-angular resolution diffusion imaging, estimates
the orientation of multiple intravoxel fiber populations
within regions of complex white matter architecture.
This fODFs were used by the SDSTREAM (Streamlines
by using Spherical Deconvolution) [29] deterministic fiber
tracking algorithm to obtain the streamlines distribution
for each subject. The structural connectivity matrices
were then computed, defining the connection strength be-
tween each pair of regions as the number of streamlines
connecting them. Finally, multiscale structural connec-
tivity matrices were obtained using the same hierarchical
anatomical coarse-graining method described above for
the UL dataset.
Notice that, in this work, we always used determin-
istic streamline tractography algorithms yielding sparse
connectomes, that give higher specificity and lower sen-
sitivity as compared with probabilistic algorithms. Con-
nectomes with high sensitivity and high specificity are
unattainable with current axonal fiber reconstruction
methods. Sparse connectomes contain only a subset of
the possible projections in the fiber orientation distribu-
tion, whereas the probabilistic algorithms yield denser
connectomes at the price of low specificity due to false
positives (FPs). The network science methods that we
use in our study, and in particular the embedding tech-
nique, require that connectomes are sparse and reliable.
Hence, deterministic streamline tractography is more ap-
propriate for our purposes. In addition, as argued in [59],
connectome specificity is paramount since false positives
are at least twice as detrimental as false negatives when
estimating key topological properties of brain networks
including clustering and modularity.
H2 model and hyperbolic maps
In the H2 representation, the angular coordinates re-
main as in the S1 model, but the hidden degrees are trans-
formed into radial coordinates
ri = RH2 − 2 ln κi
κ0
, (3)
where the radius of the hyperbolic disk is RH2 =
2 lnN/(piµκ20) with κ0 = min({κi}). Higher degree nodes
are therefore located closer to the center of the H2 disk.
The hyperbolic MH maps, used as the starting point
of the GR process, were obtained using the algorithm in-
troduced in Ref. [32]. More precisely, these maps were
inferred by finding the hidden degree and angular posi-
tion of each node, {κi} and {θi}, that maximize the like-
lihood L that the structure of the network was generated
by the S1 model, where
L =
∏
i<j
[pij ]
aij [1− pij ]1−aij , (4)
where {aij} are the entries of the adjacency matrix of
the network. In Fig. S11 in SI, we show the topologi-
cal validation of the embedding of the highest resolution
network for subject No. 10.
Renormalization flow of community structure
To asses how the community structure of the empir-
ical MH connectomes and of the GR unfolding change
with the resolution scale, we obtained the community
partitions P (l)emp and P
(l)
GR and the corresponding modu-
larities Q(l)emp and Q
(l)
GR for every layer l using the Lou-
vain method [31]. We also defined the partition induced
by P (l)emp/GR on layer 0, P
(l,0)
emp/GR, obtained by consider-
ing that if two nodes i and j in layer l belong to the
same community in P (l)emp/GR, then all the nodes in layer
0 belonging hierarchically to coase-grained regions i and
j are in the same community in P (l,0)emp/GR. We can calcu-
late the modularities Q(l,0)emp/GR of P
(l,0)
emp/GR, and the ad-
justed mutual information AMI(l,0)emp/GR between the in-
duced community partition P (l,0)emp/GR, and the original
community partition directly detected in layer 0. We
also report the overlap with the adjusted mutual infor-
mation AMI(emp,GR)0 between topological communities in
the MH connectomes at each layer and the GR flow mea-
sured in their projection over layer 0, i.e., P (l,0)emp/GR.
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Null models
We used the following null models [37] to obtain ran-
domized versions of layer l = 0:
• RP Euclidean, repositioning nodes in Euclidean
space by swapping coordinates of pairs of nodes
selected at random;
• RP GE, repositioning nodes in the geometric em-
bedding by swapping angular coordinates of pairs
of nodes selected at random;
• CP-RW Euclidean, rewiring edges while preserv-
ing coordinates, degrees and the total cost in the
network defined as the sum of the Euclidean dis-
tances between connected nodes. More specifically,
two selected edges A − B and C − D with Eu-
clidean distances dAB and dCD are swapped to
A − D and B − C with Euclidean distances dAD
and dBC if |(dAB + dCD) − (dAD + dBC)| < ,
so that connection swaps that do not alter the re-
sulting connectome cost by more than the toler-
ance  (set to 1mm). Self-connections and mul-
tiple links are forbidden in the rewiring process.
The departure from the cost of the original connec-
tome grows with the number of swaps. We keep
∆cost = 1− |1− costnull/costemp| > 99%.
• CP-RW GE, rewiring edges while preserving coor-
dinates, degrees and the the total cost in the net-
work defined as the sum of hyperbolic distances in
the geometric embedding. We implemented with
a routine similar to the Euclidean case but replac-
ing Euclidean distance with the hyperbolic one hij .
We set the tolerance  to 0.478 so that the ratio
/min(hij) is equal to the one in CP-RW Euclidean.
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2RESULTS FOR UL DATASET
Parcellation and distribution of areas
FIG. S1. Lateral and medial views of the multi-scale cortical parcellation.
FIG. S2. Histograms of surface areas of regions at each connectome scale.
3MH connectomes vs GR flows for all subjects
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FIG. S3. Complementary cumulative degree distribution P (l)c (k(l)res) of rescaled degrees k(l)res for different layers l in each subject
as compared to the multiscale GR unfolding, where the symbols correspond to the empirical multiscale connectome and the
line to the GR flow.
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FIG. S4. The degree-dependent clustering coefficient c¯(l)(k(l)res) of rescaled degrees k(l)res for different layers l in each subject as
compared to the multiscale GR shell, where the symbols correspond to the empirical multiscale connectome and the line to the
GR flow.
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FIG. S5. Normalized average nearest-neighbour degree k¯(l)nn,n(k(l)res) = k¯(l)nn(k(l)res)〈k(l)〉/〈(k(l))2〉 versus rescaled degrees k(l)res for
different layers l in each subject as compared to the multiscale GR unfolding, where the symbols correspond to the empirical
multiscale connectome and the line to the GR flow.
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FIG. S6. Rich club coefficient ρ(l)(k(l)res) versus rescaled degrees k(l)res for different layers l in each subject as compared to the
multiscale GR unfolding, where the symbols correspond to the empirical multiscale connectome and the line to the GR flow.
The two largest hubs in subjects 2 and 21 are disconnected, giving two outlier values 0.
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FIG. S7. Community structure of the empirical multiscale connectomes and the GR unfolding.
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FIG. S8. Average clustering coefficient and mean degree for all the layers in each subject as compared to the multiscale GR
unfolding, where the symbols correspond to the empirical multiscale connectome and the lines to the GR flow.
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FIG. S9. Network properties across 40 subjects for all layers in the UL dataset. Each column shows the comple-
mentary cumulative degree distribution, degree-dependent clustering coefficient, degree-degree correlations, rich club coefficient
and modularity. The degrees have been rescaled by the internal average degree of the corresponding layer k(l)res = k(l)/〈k(l)〉.
The solid lines show the corresponding average values across 40 subjects in the cohort and the shadows indicate 2σ deviations.
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FIG. S10. Subject No. 10 is a typical subject in the UL dataset. Each column shows the complementary cumulative
degree distribution, degree dependent clustering coefficient, degree-degree correlations and rich club coefficient. The degrees
have been rescaled by the internal average degree of the corresponding layer k(l)res = k(l)/〈k(l)〉. Different lines correspond to
different subject in each cohort. The results for subject No. 10 have been highlighted in black color.
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Validation of the embedding method
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FIG. S11. Topological validation of the embedding of highest resolution connectome for subject No. 10. (a)
Comparison of the expected connection probability and the actual connection probability computed with the inferred hidden
variables {κi, θi} by the algorithm [32]. (b) Hyperbolic embedding map of HR connectome (N = 1014). (c) The density of
inferred angles. (d) the degree of every nodes, (e) the sum of the degrees of their neighbors, and (f) the number of triangles to
which they participate. The plots show the estimated values of these three measures in the same ensemble of random networks
considered above versus the corresponding values in the original network. The error bars show the 2σ confidence interval
around the expected values. The quantity ζ corresponds to the fraction of nodes for which the value measured on the original
network lies outside the 2σ confidence interval. (g) the complementary cumulative degree distribution, (h) the average nearest
neighbors degree, and (i) the clustering spectrum. Symbols correspond to the value of these quantities in the original network,
whereas the red lines indicate the inferred ones. This ensemble was sampled by generating 100 synthetic networks with the S1
model and the inferred parameters and positions. The orange regions correspond to an estimate of the 2σ confidence interval
around the expected values.
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FIG. S12. Hidden degrees κ versus observed degree k of highest resolution layer in subject No. 10.
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Behavior of the connection probabilities
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FIG. S13. Empirical connection probabilities p(l)(x(l)ij ) for each subject in the Euclidean space. The whole range of Euclidean
distances xij is binned, and for each bin the ratio of the number of connected connectome pairs to the total number of
connectome pairs falling within this bin is shown.
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FIG. S14. Empirical versus theoretical connection probability p(l)(χ(l)ij ) within a given range of χ
(l)
ij in GR shell for each
subject. Open symbols are the connection probability of GR networks within a given range of χ(l)ij and the gray lines shows
the theoretical curves.
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Navigability on the independent MH connectome layers and GR shell
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FIG. S15. Navigability in the hyperbolic space on the independent MH connectome layers and GR shell. open
symbols correspond to the independent hyperbolic embeddings of the MH connectome layers and the solid lines to the GR
shell.
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Multiscale navigation protocol.
In this section, we study the performance of the multiscale GR protocol[20] in the GR shell of the 40 MH connec-
tomes. Notice that when a packet can get stuck into a loop in single layer greedy routing, the multiscale navigation
protocol can find alternative paths by taking advantage of the increased efficiency of greedy forwarding in the coarse-
grained layers. When node i needs to send a packet to a destination node j, node i performs a virtual greedy
forwarding step in the highest possible layer to find which supernode should be next in the greedy path. Based on
this, node i then forwards the packet to its physical neighbour in the real network, which guarantees that it will
eventually reach such supernode. The full details of this process is described as follows.
To guarantee navigation inside supernodes, we require an extra condition in the renormalization process and only
consider blocks of connected consecutive nodes (a single node can be left alone forming a supernode by itself) to
produce the GR shell. Notice that the new requirement does not alter the self-similarity of the renormalized networks
forming the multiscale shell nor the congruency with the hidden metric space [20].
With respect to standard greedy routing in single layered networks, the multiscale navigation protocol requires
adding the following information about the supernodes and their neighbors.
(i) The coordinates (r(l)i , θ
(l)
i ) of node i in every layer l.
(ii) For each node i, she should know her (super)neighbours list and their coordinates in each layer.
(iii) Let SuperN(i, l) be the supernode to which i belongs in layer l. Supposed that SuperN(i, l) contains (su-
per)nodes {i, i1, i2 . . .} and SuperN(k, l) has (super)nodes {k, k1, k2 . . .} in layer l. If SuperN(i, l) is connected
to SuperN(k, l), there is at least one edge between (super)nodes {i, i1, i2 . . .} and {k, k1, k2 . . .} in layer l, and
the connected (super)nodes of {i, i1, i2 . . .} and {k, k1, k2 . . .} are called “gateway’. So, for every superneighbour
of node SuperN(i, l) in layer l, node i knows which (super)node or (super)nodes in layer l − 1 are gateways
reaching it.
(iv) If SuperN(i, l − 1) is a gateway reaching some supernode s, at least one of its (super)neighbours in layer l − 1
belongs to s; node i knows which.
This information allows us to navigate the network as follows. If node i wants to send a packet to a destination
node j, node i should know j′s coordinates in all L layers (r(l)i , θ
(l)
i ) and then node i will first check if it is connected
to j; in that case, the decision is clear. If it is not, it will performs a virtual greedy forwarding step in the highest
possible layer to find which supernode should be next in the greedy path. The detailed steps are provided as following:
1. Find the highest layer lmax in which SuperN(i, lmax) and SuperN(j, lmax) still have different coordinates. Set
l = lmax.
2. Perform a standard step of greedy routing in layer l: find the closest neighbour of SuperN(i, l) to SuperN(j, l).
This is the current target SuperT(l).
3. While l > 0, look into layer l − 1:
Set l = l − 1.
If SuperN(i, l) is a gateway connecting to some (super)node within SuperT(l + 1), node i sets as new current
target SuperT(l) its (super)neighbour belonging to SuperT(l+1) closest to SuperN(j, l). Else node i sets as new
target SuperT(l) the gateway in SuperN(i, l + 1) connecting to SuperT(l + 1) (its (super)neighbour belonging
to SuperN(i, l + 1)).
4. In layer l = 0, SuperT(0) belongs to the real network and she is a neighbour of i, so node i forwards the message
to SuperT(0).
Fig. S16 (a) shows the gain in success rate as the number of renormalized layers used in the multiscale navigation
process is increased, for the representative subject in the cohort. Interestingly, the navigability properties of every
GR brain representation are very similar. For all subjects, the success rate increases significantly with the number of
navigated layers in the shell, in fact it becomes very close to 100% with the inclusion of just two renormalized layers
(Fig. S16 (c)), and this improvement comes at the expense of only a mild increase of the stretch of successful paths
(Fig. S16 (b) and (d)).
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FIG. S16. Performance of the GR multiscale navigation protocol in the GR shells of the human connectomes.
(a) Success rate ps and (b) average stretch s¯ as a function of the number of GR shell layers used in the routing process for
subject No. 10, computed for 104 randomly selected pairs of nodes in layer l = 0. (c) and (d) The same for the 40 subjects in
the cohort. The colors of the dots represent the magnitude of the corresponding property and their sizes are proportional to
the number of layers used in the routing process.
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Network properties of null models
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CROSS-VALIDATING RESULTS IN THE HCP DATASET
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FIG. S19. Self-similarity of the MH connectome at different resolutions. (A-E) Results for HCP subject No. 15.
Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. (A) Complementary cumulative
degree distribution P (l)c (k(l)res). (B) Degree dependent clustering coefficient c¯(l)(k(l)res). Inset: flow of the average clustering
coefficient 〈c〉. (C ) Degree-degree correlations k¯(l)nn,n(k(l)res). Inset: flow of the average degree 〈k〉. (D) Rich club coefficient
ρ(l)(k
(l)
res). (E) Community structure of the multiscale connectomes. Q(l) is the modularity in layer l, Q(l,0) is the modularity
that the community structure of layer l induces in layer 0, and AMI(l) is the adjusted mutual information between the latter
and the community partition directly detected in layer 0 (see Materials and Methods). The subindices {emp,GR} indicate the
empirical MH connectomes and the GR shell, respectively. AMI(emp,GR)0 is the adjusted mutual information between topological
communities in the empirical MH connectomes at each layer and the GR flow measured in their projection over layer 0. (F-J )
Variability of topological properties in the HCP dataset. Blue symbols correspond to the properties of layer 0 in all subjects.
The red line correspond to HCP subject No. 10. The black dashed line represents the average value across the 44 subjects in
the cohort. In the plots, degrees have been rescaled by the average degree of the corresponding layer k(l)res = k(l)/〈k(l)〉.
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FIG. S24. Self-similarity of the MH connectome at different resolutions. We show results for subject No. 0-7 in
HCP dataset. Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. Each column shows
complementary cumulative distribution P (l)c (k(l)res), degree dependent clustering coefficient c¯(l)(k(l)res), degree-degree correlations
k¯
(l)
nn,n(k
(l)
res), rich club coefficient ρ(l)(k(l)res), and community structure of the multiscale connectomes.
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FIG. S25. Self-similarity of the MH connectome at different resolutions. We show results for subject No. 8-15 in
HCP dataset. Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. Each column shows
complementary cumulative distribution P (l)c (k(l)res), degree dependent clustering coefficient c¯(l)(k(l)res), degree-degree correlations
k¯
(l)
nn,n(k
(l)
res), rich club coefficient ρ(l)(k(l)res), and community structure of the multiscale connectomes.
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FIG. S26. Self-similarity of the MH connectome at different resolutions. We show results for subject No. 16-23 in
HCP dataset. Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. Each column shows
complementary cumulative distribution P (l)c (k(l)res), degree dependent clustering coefficient c¯(l)(k(l)res), degree-degree correlations
k¯
(l)
nn,n(k
(l)
res), rich club coefficient ρ(l)(k(l)res), and community structure of the multiscale connectomes.
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FIG. S27. Self-similarity of the MH connectome at different resolutions. We show results for subject No. 14-31 in
HCP dataset. Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. Each column shows
complementary cumulative distribution P (l)c (k(l)res), degree dependent clustering coefficient c¯(l)(k(l)res), degree-degree correlations
k¯
(l)
nn,n(k
(l)
res), rich club coefficient ρ(l)(k(l)res), and community structure of the multiscale connectomes.
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FIG. S28. Self-similarity of the MH connectome at different resolutions. We show results for subject No. 32-39 in
HCP dataset. Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. Each column shows
complementary cumulative distribution P (l)c (k(l)res), degree dependent clustering coefficient c¯(l)(k(l)res), degree-degree correlations
k¯
(l)
nn,n(k
(l)
res), rich club coefficient ρ(l)(k(l)res), and community structure of the multiscale connectomes.
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FIG. S29. Self-similarity of the MH connectome at different resolutions. We show results for subject No. 40-43 in
HCP dataset. Filled symbols correspond to the empirical MH connectome and the lines to the GR shell. Each column shows
complementary cumulative distribution P (l)c (k(l)res), degree dependent clustering coefficient c¯(l)(k(l)res), degree-degree correlations
k¯
(l)
nn,n(k
(l)
res), rich club coefficient ρ(l)(k(l)res), and community structure of the multiscale connectomes.
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FIG. S30. Average clustering coefficient (a) and mean degree (b) for all the layers in each subject as compared to the multiscale
GR unfolding, where the symbols correspond to the empirical multiscale connectome and the lines to the GR flow.
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FIG. S31. Network properties across 44 subjects for all layers in the HCP dataset. Each column shows the
complementary cumulative degree distribution, degree-dependent clustering coefficient, degree-degree correlations, rich club
coefficient and modularity. The degrees have been rescaled by the internal average degree of the corresponding layer k(l)res =
k(l)/〈k(l)〉. The solid lines show the corresponding average values across 44 subjects in the cohort and the shadows indicate 2σ
deviations.
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FIG. S32. Subject No. 15 is a typical subject in HCP dataset. Each column shows the complementary cumulative
degree distribution, degree dependent clustering coefficient, degree-degree correlations and rich club coefficient. The degrees
have been rescaled by the internal average degree of the corresponding layer k(l)res = k(l)/〈k(l)〉. Different lines correspond to
different subject in each cohort. The results for subject No. 15 have been highlighted in black color.
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FIG. S33. Empirical connection probabilities p(l)(x(l)ij ) for each subject in HCP dataset. The whole range of Euclidean distances
xij is binned, and for each bin the ratio of the number of connected connectome pairs to the total number of connectome pairs
falling within this bin is shown.
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FIG. S34. Empirical versus theoretical connection probability p(l)(χ(l)ij ) within a given range of χ
(l)
ij on GR shell for each
subject in HCP dataset. Symbols are the connection probability of GR networks within a given range of χ(l)ij and the gray lines
shows the theoretical curves.
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STATISTICS FOR SUBJECTS IN THE UL AND THE HCP DATASETS
TABLE S1. Overview of the 40 connectomes in the UL dataeset. The number of nodes (N), the number of links (L), the density
of links (ρ = 2L/N(N − 1)), its average degree (〈k〉 = 2L/N), the average local clustering coefficient (〈c〉), the assortativity
coefficient (rc), the modularity (Q), the number of the communities (Nc), and the hyperbolic embedding parameter β and µ.
Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 0
0 1009 14470 0.03 28.68 0.43 -0.016 0.55 5 1.96 0.011
1 461 7177 0.07 31.14 0.47 0.005 0.48 5 2.22 0.011
2 233 3586 0.13 30.78 0.50 0.031 0.42 5 2.41 0.012
3 128 1744 0.21 27.25 0.56 0.040 0.32 3 2.63 0.014
4 82 962 0.29 23.46 0.62 0.021 0.31 3 3.08 0.018
No. 1
0 1010 14406 0.03 28.53 0.42 -0.003 0.52 5 1.93 0.011
1 461 7195 0.07 31.21 0.46 0.003 0.45 6 2.11 0.011
2 233 3893 0.14 33.42 0.50 -0.012 0.35 3 2.26 0.011
3 128 1992 0.25 31.12 0.57 -0.039 0.28 3 2.48 0.012
4 82 1129 0.34 27.54 0.63 -0.080 0.23 4 2.78 0.015
No. 2
0 1014 13671 0.03 26.96 0.44 0.008 0.58 6 2.00 0.012
1 462 6833 0.06 29.58 0.46 0.027 0.50 5 2.19 0.012
2 233 3599 0.13 30.89 0.49 0.056 0.42 4 2.41 0.012
3 128 1806 0.22 28.22 0.55 0.043 0.34 4 2.63 0.014
4 82 978 0.29 23.85 0.63 -0.035 0.30 3 3.23 0.018
No. 3
0 1011 12991 0.03 25.70 0.41 0.003 0.54 7 1.89 0.012
1 462 6642 0.06 28.75 0.45 0.029 0.46 4 2.08 0.011
2 233 3581 0.13 30.74 0.49 0.046 0.40 5 2.26 0.012
3 128 1888 0.23 29.50 0.55 0.049 0.31 3 2.48 0.013
4 82 1074 0.32 26.20 0.63 0.005 0.23 2 2.78 0.015
No. 4
0 1014 15879 0.03 31.32 0.41 0.014 0.51 6 1.85 0.009
1 462 7896 0.07 34.18 0.46 0.036 0.44 4 2.08 0.010
2 233 4069 0.15 34.93 0.50 0.057 0.33 4 2.26 0.010
3 128 2077 0.26 32.45 0.57 0.042 0.29 3 2.63 0.012
4 82 1177 0.35 28.71 0.66 -0.027 0.24 3 2.93 0.014
No. 5
0 1014 14340 0.03 28.28 0.41 -0.013 0.54 5 1.89 0.011
1 462 7175 0.07 31.06 0.45 -0.003 0.44 5 2.11 0.011
2 233 3719 0.14 31.92 0.48 0.008 0.38 4 2.22 0.011
3 128 1919 0.24 29.98 0.55 0.004 0.30 4 2.48 0.013
4 82 1137 0.34 27.73 0.63 -0.021 0.25 3 2.78 0.014
No. 6
0 1013 12660 0.02 25.00 0.44 -0.012 0.59 6 1.96 0.013
1 462 6519 0.06 28.22 0.48 -0.006 0.50 5 2.26 0.013
2 233 3375 0.12 28.97 0.53 -0.014 0.43 4 2.52 0.013
3 128 1712 0.21 26.75 0.57 -0.014 0.33 3 2.78 0.015
4 82 1000 0.30 24.39 0.62 -0.017 0.26 4 3.00 0.017
No. 7
0 1014 13474 0.03 26.58 0.42 -0.023 0.56 6 1.89 0.011
1 462 6955 0.07 30.11 0.46 -0.012 0.47 4 2.11 0.011
2 233 3651 0.14 31.34 0.50 -0.006 0.40 3 2.41 0.012
3 128 1934 0.24 30.22 0.56 0.000 0.32 4 2.63 0.013
4 82 1076 0.32 26.24 0.62 -0.041 0.26 3 2.86 0.015
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 8
0 1002 13910 0.03 27.76 0.41 0.017 0.53 5 1.89 0.011
1 462 7041 0.07 30.48 0.44 0.051 0.43 4 2.04 0.011
2 233 3723 0.14 31.96 0.49 0.067 0.36 4 2.19 0.011
3 128 1960 0.24 30.62 0.54 0.056 0.28 3 2.41 0.012
4 82 1124 0.34 27.41 0.62 0.005 0.20 4 2.48 0.014
No. 9
0 1010 13496 0.03 26.72 0.41 -0.007 0.54 5 1.89 0.011
1 462 6658 0.06 28.82 0.44 0.000 0.47 4 2.08 0.011
2 233 3532 0.13 30.32 0.48 0.010 0.37 3 2.26 0.012
3 128 1774 0.22 27.72 0.54 0.004 0.31 3 2.56 0.014
4 82 977 0.29 23.83 0.61 -0.052 0.27 4 2.78 0.017
No. 10
0 1014 15222 0.03 30.02 0.41 0.004 0.57 6 1.96 0.010
1 462 7414 0.07 32.10 0.46 0.019 0.48 4 2.19 0.011
2 233 3754 0.14 32.22 0.49 0.043 0.39 4 2.34 0.011
3 128 1954 0.24 30.53 0.54 0.060 0.32 3 2.60 0.013
4 82 1102 0.33 26.88 0.62 0.015 0.26 3 2.78 0.015
No. 11
0 1013 14695 0.03 29.01 0.42 -0.030 0.54 6 1.93 0.011
1 462 7577 0.07 32.80 0.46 -0.021 0.48 4 2.19 0.011
2 233 3872 0.14 33.24 0.51 -0.010 0.43 3 2.48 0.011
3 128 2023 0.25 31.61 0.58 0.013 0.36 3 2.93 0.013
4 82 1088 0.33 26.54 0.64 0.002 0.32 3 3.45 0.016
No. 12
0 1001 13933 0.03 27.84 0.43 0.044 0.57 7 1.96 0.011
1 460 7112 0.07 30.92 0.46 0.080 0.46 5 2.19 0.011
2 233 3655 0.14 31.37 0.50 0.081 0.38 4 2.34 0.012
3 128 1875 0.23 29.30 0.58 0.071 0.30 3 2.78 0.014
4 82 1049 0.32 25.59 0.65 -0.014 0.26 3 3.08 0.016
No. 13
0 1013 14409 0.03 28.45 0.44 -0.011 0.54 6 1.93 0.011
1 462 7409 0.07 32.07 0.47 0.002 0.46 4 2.11 0.010
2 233 3845 0.14 33.00 0.51 0.009 0.38 5 2.34 0.011
3 128 2009 0.25 31.39 0.57 -0.027 0.30 4 2.63 0.012
4 82 1163 0.35 28.37 0.65 -0.087 0.24 4 2.78 0.014
No. 14
0 1013 14959 0.03 29.53 0.43 0.001 0.53 5 1.96 0.011
1 462 7382 0.07 31.96 0.46 0.011 0.45 4 2.19 0.011
2 233 3808 0.14 32.69 0.49 0.013 0.38 3 2.34 0.011
3 128 1952 0.24 30.50 0.55 0.027 0.33 3 2.63 0.013
4 82 1071 0.32 26.12 0.63 0.014 0.26 3 3.08 0.016
No. 15
0 1007 16208 0.03 32.19 0.43 0.001 0.54 5 1.96 0.010
1 462 8003 0.08 34.65 0.47 0.022 0.46 3 2.19 0.010
2 233 4102 0.15 35.21 0.51 0.043 0.40 4 2.41 0.011
3 128 2092 0.26 32.69 0.58 0.037 0.34 3 2.78 0.012
4 82 1150 0.35 28.05 0.67 -0.025 0.27 3 3.26 0.015
No. 16
0 1014 14539 0.03 28.68 0.42 -0.004 0.55 5 1.89 0.010
1 462 7352 0.07 31.83 0.46 0.004 0.46 4 2.11 0.011
2 233 3801 0.14 32.63 0.50 0.014 0.38 3 2.34 0.011
3 128 1999 0.25 31.23 0.57 0.029 0.29 3 2.48 0.012
4 82 1198 0.36 29.22 0.65 0.015 0.22 3 2.78 0.014
No. 17
0 1014 13901 0.03 27.42 0.43 -0.011 0.55 6 1.96 0.011
1 462 7030 0.07 30.43 0.46 -0.005 0.47 4 2.19 0.011
2 233 3642 0.13 31.26 0.50 0.001 0.39 3 2.34 0.012
3 128 1821 0.22 28.45 0.55 0.017 0.33 3 2.63 0.014
4 82 994 0.30 24.24 0.61 -0.015 0.26 4 2.78 0.017
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 18
0 1014 12418 0.02 24.49 0.43 -0.029 0.56 5 1.96 0.013
1 462 6510 0.06 28.18 0.47 -0.024 0.51 4 2.22 0.012
2 233 3497 0.13 30.02 0.51 -0.014 0.42 3 2.48 0.013
3 128 1847 0.23 28.86 0.56 -0.025 0.34 4 2.78 0.014
4 82 1008 0.30 24.59 0.62 -0.044 0.26 2 3.08 0.017
No. 19
0 1011 14883 0.03 29.44 0.40 0.017 0.53 6 1.85 0.010
1 462 7633 0.07 33.04 0.44 0.033 0.45 4 2.04 0.010
2 233 4042 0.15 34.70 0.49 0.034 0.36 4 2.22 0.010
3 128 2032 0.25 31.75 0.56 0.033 0.27 3 2.48 0.012
4 82 1117 0.34 27.24 0.64 -0.000 0.23 3 2.48 0.014
No. 20
0 1011 13201 0.03 26.11 0.42 -0.013 0.53 5 1.89 0.011
1 462 6749 0.06 29.22 0.47 -0.008 0.49 4 2.19 0.012
2 233 3589 0.13 30.81 0.49 0.020 0.40 4 2.34 0.012
3 128 1816 0.22 28.38 0.55 0.021 0.33 4 2.63 0.014
4 82 975 0.29 23.78 0.62 0.002 0.26 2 2.93 0.017
No. 21
0 1012 12004 0.02 23.72 0.47 -0.044 0.59 6 2.08 0.014
1 462 6241 0.06 27.02 0.50 -0.022 0.52 6 2.37 0.014
2 233 3200 0.12 27.47 0.53 -0.020 0.42 3 2.63 0.014
3 128 1576 0.19 24.62 0.56 0.008 0.37 3 2.78 0.016
4 82 859 0.26 20.95 0.62 0.022 0.33 3 3.04 0.020
No. 22
0 1014 13519 0.03 26.66 0.42 -0.013 0.54 6 1.93 0.011
1 462 6669 0.06 28.87 0.46 0.002 0.50 5 2.17 0.012
2 233 3429 0.13 29.43 0.49 0.015 0.43 4 2.34 0.012
3 128 1758 0.22 27.47 0.55 0.023 0.36 3 2.63 0.014
4 82 989 0.30 24.12 0.62 -0.028 0.32 3 3.15 0.017
No. 23
0 1014 14709 0.03 29.01 0.43 0.006 0.57 5 1.96 0.011
1 462 7147 0.07 30.94 0.47 0.017 0.48 4 2.19 0.011
2 233 3783 0.14 32.47 0.51 0.036 0.40 4 2.41 0.011
3 128 1864 0.23 29.12 0.57 0.022 0.33 4 2.71 0.014
4 82 1031 0.31 25.15 0.65 -0.047 0.28 3 3.23 0.017
No. 24
0 1014 13661 0.03 26.94 0.40 -0.005 0.54 5 1.85 0.011
1 462 6868 0.06 29.73 0.45 0.009 0.47 4 2.08 0.011
2 233 3587 0.13 30.79 0.48 0.031 0.40 4 2.22 0.011
3 128 1858 0.23 29.03 0.53 0.029 0.33 3 2.41 0.013
4 82 1033 0.31 25.20 0.61 -0.036 0.28 3 2.78 0.016
No. 25
0 1013 14802 0.03 29.22 0.44 0.015 0.52 6 1.96 0.011
1 462 7428 0.07 32.16 0.47 0.012 0.43 5 2.15 0.011
2 233 3893 0.14 33.42 0.51 -0.002 0.36 5 2.26 0.011
3 128 2039 0.25 31.86 0.56 -0.010 0.27 4 2.48 0.012
4 82 1200 0.36 29.27 0.64 -0.050 0.20 3 2.63 0.013
No. 26
0 1013 12942 0.03 25.55 0.44 -0.020 0.55 5 1.96 0.012
1 462 6709 0.06 29.04 0.47 0.000 0.49 5 2.19 0.012
2 233 3445 0.13 29.57 0.51 0.009 0.41 4 2.41 0.013
3 128 1732 0.21 27.06 0.55 0.004 0.31 3 2.63 0.014
4 82 975 0.29 23.78 0.62 -0.008 0.26 3 2.93 0.017
No. 27
0 1014 12483 0.02 24.62 0.40 -0.004 0.51 5 1.85 0.012
1 462 6352 0.06 27.50 0.44 0.009 0.46 4 2.08 0.012
2 233 3308 0.12 28.39 0.47 0.018 0.40 5 2.22 0.012
3 128 1766 0.22 27.59 0.54 0.034 0.33 4 2.48 0.014
4 82 981 0.30 23.93 0.61 -0.021 0.29 3 2.78 0.017
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 28
0 1012 14812 0.03 29.27 0.43 0.000 0.53 6 1.93 0.010
1 462 7440 0.07 32.21 0.48 -0.001 0.44 5 2.19 0.011
2 233 3995 0.15 34.29 0.52 -0.012 0.35 4 2.34 0.011
3 128 2039 0.25 31.86 0.58 -0.026 0.27 3 2.56 0.012
4 82 1151 0.35 28.07 0.65 -0.039 0.22 3 2.78 0.014
No. 29
0 1012 13601 0.03 26.88 0.43 -0.016 0.58 6 1.96 0.012
1 462 6998 0.07 30.29 0.46 -0.010 0.48 4 2.19 0.011
2 233 3694 0.14 31.71 0.50 -0.000 0.39 3 2.41 0.012
3 128 1813 0.22 28.33 0.57 0.021 0.36 3 2.78 0.014
4 82 966 0.29 23.56 0.64 -0.002 0.33 3 3.38 0.018
No. 30
0 1013 14177 0.03 27.99 0.43 -0.008 0.55 5 1.96 0.011
1 462 7246 0.07 31.37 0.46 0.022 0.47 5 2.15 0.011
2 233 3778 0.14 32.43 0.50 0.016 0.38 3 2.32 0.011
3 128 1960 0.24 30.62 0.56 0.028 0.33 3 2.63 0.013
4 82 1131 0.34 27.59 0.65 -0.004 0.28 3 3.08 0.015
No. 31
0 1014 15641 0.03 30.85 0.41 0.014 0.55 6 1.85 0.009
1 462 7983 0.07 34.56 0.46 0.026 0.47 4 2.11 0.010
2 233 4220 0.16 36.22 0.50 0.051 0.38 4 2.34 0.010
3 128 2141 0.26 33.45 0.56 0.032 0.30 3 2.56 0.011
4 82 1231 0.37 30.02 0.63 0.002 0.21 3 2.48 0.013
No. 32
0 1013 12875 0.03 25.42 0.43 -0.001 0.57 6 1.96 0.012
1 462 6409 0.06 27.74 0.48 0.009 0.48 6 2.22 0.013
2 233 3351 0.12 28.76 0.50 0.034 0.37 4 2.26 0.012
3 128 1795 0.22 28.05 0.55 0.028 0.28 4 2.41 0.013
4 82 1031 0.31 25.15 0.62 0.005 0.25 3 2.78 0.016
No. 33
0 1014 14510 0.03 28.62 0.44 -0.008 0.53 5 1.96 0.011
1 462 7427 0.07 32.15 0.47 0.002 0.46 4 2.19 0.011
2 233 3876 0.14 33.27 0.50 0.009 0.38 3 2.34 0.011
3 128 2004 0.25 31.31 0.56 0.016 0.32 3 2.63 0.012
4 82 1106 0.33 26.98 0.64 -0.043 0.26 3 3.08 0.015
No. 34
0 1012 14344 0.03 28.35 0.41 -0.001 0.53 5 1.85 0.010
1 461 7292 0.07 31.64 0.45 0.020 0.47 5 2.04 0.010
2 233 3814 0.14 32.74 0.48 0.035 0.38 4 2.19 0.011
3 128 1921 0.24 30.02 0.54 0.024 0.31 4 2.56 0.013
4 82 1053 0.32 25.68 0.63 -0.015 0.28 3 3.08 0.016
No. 35
0 1009 12460 0.02 24.70 0.42 -0.001 0.54 6 1.89 0.012
1 462 6467 0.06 28.00 0.46 0.012 0.45 5 2.11 0.012
2 233 3439 0.13 29.52 0.50 0.012 0.39 5 2.34 0.012
3 128 1808 0.22 28.25 0.55 0.015 0.31 3 2.48 0.013
4 82 1064 0.32 25.95 0.61 -0.040 0.23 3 2.48 0.015
No. 36
0 1014 13978 0.03 27.57 0.43 -0.011 0.55 6 1.96 0.011
1 462 7053 0.07 30.53 0.47 -0.006 0.49 4 2.19 0.011
2 233 3775 0.14 32.40 0.50 -0.004 0.40 3 2.34 0.011
3 128 1915 0.24 29.92 0.55 0.009 0.32 3 2.48 0.013
4 82 1083 0.33 26.41 0.63 -0.034 0.22 2 2.93 0.016
No. 37
0 1014 14282 0.03 28.17 0.40 -0.004 0.54 5 1.88 0.011
1 462 7216 0.07 31.24 0.45 -0.006 0.44 4 2.11 0.011
2 233 3783 0.14 32.47 0.49 -0.009 0.39 4 2.30 0.011
3 128 1940 0.24 30.31 0.55 -0.024 0.27 3 2.52 0.013
4 82 1105 0.33 26.95 0.62 -0.044 0.25 3 2.71 0.015
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 38
0 1011 14001 0.03 27.70 0.43 0.025 0.53 6 1.93 0.011
1 462 7129 0.07 30.86 0.46 0.040 0.45 5 2.08 0.011
2 233 3788 0.14 32.52 0.49 0.045 0.38 4 2.26 0.011
3 128 1952 0.24 30.50 0.55 0.033 0.28 4 2.34 0.012
4 82 1115 0.34 27.20 0.62 -0.019 0.21 4 2.48 0.014
No. 39
0 1013 12599 0.02 24.87 0.44 -0.031 0.56 5 1.96 0.013
1 462 6468 0.06 28.00 0.47 -0.028 0.49 5 2.19 0.012
2 233 3433 0.13 29.47 0.50 -0.027 0.42 5 2.34 0.012
3 128 1808 0.22 28.25 0.57 -0.027 0.30 3 2.71 0.014
4 82 1026 0.31 25.02 0.63 -0.075 0.25 3 2.93 0.016
41
TABLE S2. Overview of the 44 connectomes in the HCP dataset. The number of nodes (N), the number of links (L), the density
of links (ρ = 2L/N(N − 1)), its average degree (〈k〉 = 2L/N), the average local clustering coefficient (〈c〉), the assortativity
coefficient (rc), the modularity (Q), the number of the communities (Nc), and the hyperbolic embedding parameter β and µ.
Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 0
0 1014 37910 0.07 74.77 0.41 -0.021 0.40 5 1.83 0.004
1 462 18024 0.17 78.03 0.47 -0.005 0.33 3 2.02 0.004
2 233 8540 0.32 73.30 0.55 -0.016 0.25 3 2.19 0.005
3 128 3871 0.48 60.48 0.65 -0.052 0.19 3 3.02 0.007
4 82 1873 0.56 45.68 0.74 -0.098 0.15 2 3.58 0.010
No. 1
0 1014 39210 0.08 77.34 0.42 -0.036 0.39 3 1.83 0.004
1 462 18776 0.18 81.28 0.48 -0.035 0.33 3 2.00 0.004
2 233 8875 0.33 76.18 0.57 -0.041 0.26 3 2.37 0.005
3 128 4029 0.50 62.95 0.67 -0.047 0.19 2 2.67 0.006
4 82 1990 0.60 48.54 0.75 -0.090 0.15 2 3.61 0.009
No. 2
0 1014 39609 0.08 78.12 0.42 -0.028 0.38 4 1.92 0.004
1 462 18603 0.17 80.53 0.48 -0.025 0.33 3 2.16 0.004
2 233 8671 0.32 74.43 0.57 -0.023 0.27 3 2.54 0.005
3 128 3791 0.47 59.23 0.66 -0.036 0.22 2 3.60 0.007
4 82 1857 0.56 45.29 0.73 -0.073 0.18 2 3.82 0.010
No. 3
0 1014 40309 0.08 79.50 0.44 -0.041 0.41 4 1.91 0.004
1 462 19158 0.18 82.94 0.49 -0.041 0.32 3 2.02 0.004
2 233 9033 0.33 77.54 0.58 -0.054 0.23 3 2.39 0.005
3 128 4078 0.50 63.72 0.68 -0.062 0.18 2 2.92 0.006
4 82 1986 0.60 48.44 0.75 -0.097 0.13 2 3.70 0.009
No. 4
0 1014 43276 0.08 85.36 0.41 -0.040 0.41 4 1.81 0.003
1 462 20470 0.19 88.61 0.47 -0.033 0.32 4 1.97 0.004
2 233 9609 0.36 82.48 0.57 -0.043 0.23 3 2.37 0.004
3 128 4431 0.55 69.23 0.68 -0.042 0.14 3 3.08 0.006
4 82 2142 0.64 52.24 0.77 -0.065 0.12 2 3.20 0.008
No. 5
0 1014 40165 0.08 79.22 0.41 -0.032 0.42 4 1.85 0.004
1 462 19100 0.18 82.68 0.47 -0.032 0.34 3 2.06 0.004
2 233 9093 0.34 78.05 0.56 -0.041 0.26 3 2.52 0.005
3 128 4114 0.51 64.28 0.67 -0.059 0.18 3 3.13 0.007
4 82 2033 0.61 49.59 0.75 -0.095 0.14 2 4.31 0.009
No. 6
0 1014 39638 0.08 78.18 0.42 -0.042 0.42 4 1.89 0.004
1 462 18692 0.18 80.92 0.48 -0.042 0.34 3 2.10 0.004
2 233 8821 0.33 75.72 0.57 -0.048 0.27 3 2.53 0.005
3 128 3958 0.49 61.84 0.66 -0.054 0.19 3 2.84 0.007
4 82 1942 0.58 47.37 0.74 -0.094 0.14 3 2.81 0.008
No. 7
0 1014 44089 0.09 86.96 0.43 -0.033 0.42 4 1.94 0.004
1 462 20383 0.19 88.24 0.49 -0.020 0.29 3 2.14 0.004
2 233 9312 0.34 79.93 0.58 -0.023 0.23 2 2.45 0.005
3 128 4186 0.52 65.41 0.68 -0.049 0.18 2 3.00 0.006
4 82 2044 0.62 49.85 0.76 -0.094 0.14 2 3.33 0.009
No. 8
0 1014 36557 0.07 72.10 0.46 -0.044 0.41 4 1.97 0.004
1 462 17316 0.16 74.96 0.50 -0.042 0.33 3 2.18 0.005
2 233 8296 0.31 71.21 0.57 -0.036 0.26 3 2.49 0.005
3 128 3746 0.46 58.53 0.66 -0.037 0.21 2 2.84 0.007
4 82 1851 0.56 45.15 0.73 -0.062 0.18 2 3.41 0.010
No. 9
0 1014 38249 0.07 75.44 0.43 -0.045 0.40 4 1.83 0.004
1 462 18352 0.17 79.45 0.48 -0.043 0.33 3 2.03 0.004
2 233 8702 0.32 74.70 0.56 -0.045 0.26 3 2.19 0.005
3 128 3960 0.49 61.88 0.66 -0.061 0.18 3 2.48 0.006
4 82 1922 0.58 46.88 0.75 -0.105 0.13 2 2.84 0.009
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 10
0 1014 39578 0.08 78.06 0.41 -0.024 0.35 3 1.90 0.004
1 462 18410 0.17 79.70 0.48 -0.022 0.33 3 2.19 0.004
2 233 8589 0.32 73.73 0.57 -0.022 0.27 3 2.48 0.005
3 128 3831 0.47 59.86 0.66 -0.033 0.21 3 3.23 0.007
4 82 1865 0.56 45.49 0.73 -0.080 0.18 2 3.51 0.010
No. 11
0 1013 34436 0.07 67.99 0.41 -0.025 0.38 4 1.90 0.004
1 462 16289 0.15 70.52 0.46 -0.015 0.36 4 2.12 0.005
2 233 7718 0.29 66.25 0.54 -0.017 0.28 4 2.36 0.006
3 128 3527 0.43 55.11 0.63 -0.036 0.22 3 2.80 0.007
4 82 1733 0.52 42.27 0.70 -0.067 0.18 2 3.03 0.010
No. 12
0 1014 39631 0.08 78.17 0.42 -0.029 0.40 4 1.84 0.004
1 462 18863 0.18 81.66 0.47 -0.013 0.34 3 2.00 0.004
2 233 8793 0.33 75.48 0.56 -0.023 0.27 3 2.46 0.005
3 128 3960 0.49 61.88 0.66 -0.043 0.20 2 2.99 0.007
4 82 1944 0.59 47.41 0.74 -0.090 0.15 2 2.99 0.009
No. 13
0 1014 40358 0.08 79.60 0.44 -0.044 0.40 4 1.97 0.004
1 462 19173 0.18 83.00 0.49 -0.042 0.32 4 2.13 0.004
2 233 9043 0.33 77.62 0.57 -0.042 0.23 3 2.56 0.005
3 128 4042 0.50 63.16 0.68 -0.037 0.17 3 2.64 0.006
4 82 1999 0.60 48.76 0.76 -0.076 0.12 2 3.58 0.009
No. 14
0 1014 40821 0.08 80.51 0.44 -0.040 0.43 4 1.98 0.004
1 462 19050 0.18 82.47 0.50 -0.043 0.35 4 2.19 0.004
2 233 8767 0.32 75.25 0.57 -0.042 0.25 3 2.59 0.005
3 128 3934 0.48 61.47 0.66 -0.060 0.18 3 3.18 0.007
4 82 1938 0.58 47.27 0.74 -0.100 0.12 3 3.24 0.009
No. 15
0 1014 37896 0.07 74.75 0.41 -0.039 0.43 4 1.87 0.004
1 462 18119 0.17 78.44 0.47 -0.040 0.35 4 2.05 0.004
2 233 8732 0.32 74.95 0.56 -0.042 0.26 3 2.47 0.005
3 128 4011 0.49 62.67 0.66 -0.047 0.18 3 2.98 0.007
4 82 2035 0.61 49.63 0.75 -0.074 0.13 2 3.60 0.009
No. 16
0 1014 39589 0.08 78.08 0.43 -0.046 0.41 4 1.95 0.004
1 462 18938 0.18 81.98 0.49 -0.051 0.34 3 2.11 0.004
2 233 9018 0.33 77.41 0.57 -0.055 0.26 3 2.43 0.005
3 128 4068 0.50 63.56 0.66 -0.066 0.19 3 2.80 0.006
4 82 2008 0.60 48.98 0.74 -0.086 0.16 2 3.24 0.009
No. 17
0 1014 38009 0.07 74.97 0.44 -0.026 0.43 4 1.95 0.004
1 462 17734 0.17 76.77 0.49 -0.020 0.35 4 2.21 0.005
2 233 8280 0.31 71.07 0.57 -0.037 0.28 3 2.62 0.005
3 128 3815 0.47 59.61 0.65 -0.052 0.20 3 3.07 0.007
4 82 1910 0.58 46.59 0.73 -0.100 0.16 2 3.64 0.009
No. 18
0 1014 46070 0.09 90.87 0.41 -0.033 0.37 3 1.90 0.003
1 462 21730 0.20 94.07 0.49 -0.021 0.30 3 2.09 0.004
2 233 10019 0.37 86.00 0.58 -0.030 0.24 3 2.56 0.004
3 128 4435 0.55 69.30 0.68 -0.052 0.18 2 3.15 0.006
4 82 2155 0.65 52.56 0.76 -0.103 0.14 2 2.59 0.007
No. 19
0 1014 41676 0.08 82.20 0.42 -0.035 0.39 3 1.87 0.004
1 462 19773 0.19 85.60 0.48 -0.031 0.32 3 2.11 0.004
2 233 9225 0.34 79.18 0.57 -0.042 0.24 3 2.29 0.005
3 128 4226 0.52 66.03 0.68 -0.065 0.17 3 3.00 0.006
4 82 2066 0.62 50.39 0.76 -0.112 0.12 2 3.42 0.009
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 20
0 1013 41727 0.08 82.38 0.43 -0.039 0.40 4 1.95 0.004
1 462 19757 0.19 85.53 0.48 -0.032 0.31 3 2.15 0.004
2 233 9241 0.34 79.32 0.57 -0.034 0.26 3 2.55 0.005
3 128 4076 0.50 63.69 0.67 -0.048 0.19 2 3.09 0.007
4 82 1972 0.59 48.10 0.74 -0.087 0.15 2 3.58 0.009
No. 21
0 1014 36659 0.07 72.31 0.43 -0.041 0.43 4 1.89 0.004
1 462 17485 0.16 75.69 0.48 -0.047 0.33 3 2.07 0.004
2 233 8392 0.31 72.03 0.56 -0.058 0.26 3 2.35 0.005
3 128 3884 0.48 60.69 0.65 -0.083 0.17 3 2.71 0.007
4 82 1995 0.60 48.66 0.73 -0.103 0.13 2 2.72 0.008
No. 22
0 1014 38855 0.08 76.64 0.40 -0.034 0.41 4 1.78 0.004
1 462 18783 0.18 81.31 0.46 -0.031 0.29 3 2.02 0.004
2 233 9072 0.34 77.87 0.56 -0.048 0.23 3 2.31 0.005
3 128 4037 0.50 63.08 0.67 -0.052 0.18 3 2.90 0.006
4 82 1966 0.59 47.95 0.75 -0.091 0.12 3 2.79 0.008
No. 23
0 1014 37235 0.07 73.44 0.40 -0.039 0.42 4 1.87 0.004
1 462 17532 0.16 75.90 0.46 -0.039 0.34 3 2.06 0.004
2 233 8467 0.31 72.68 0.54 -0.049 0.27 3 2.39 0.005
3 128 3906 0.48 61.03 0.64 -0.056 0.20 3 2.95 0.007
4 82 1929 0.58 47.05 0.71 -0.091 0.17 2 3.66 0.009
No. 24
0 1014 38407 0.07 75.75 0.41 -0.040 0.39 3 1.90 0.004
1 462 18295 0.17 79.20 0.47 -0.034 0.33 3 2.08 0.004
2 233 8666 0.32 74.39 0.56 -0.042 0.26 3 2.48 0.005
3 128 3926 0.48 61.34 0.65 -0.049 0.19 2 3.08 0.007
4 82 1919 0.58 46.80 0.73 -0.096 0.16 2 3.57 0.009
No. 25
0 1014 43631 0.08 86.06 0.42 -0.033 0.42 4 1.90 0.004
1 462 20366 0.19 88.16 0.49 -0.021 0.30 3 2.10 0.004
2 233 9329 0.35 80.08 0.58 -0.027 0.25 3 2.56 0.005
3 128 4144 0.51 64.75 0.69 -0.047 0.18 3 3.33 0.007
4 82 2033 0.61 49.59 0.76 -0.100 0.14 2 3.76 0.009
No. 26
0 1014 42351 0.08 83.53 0.42 -0.021 0.40 4 1.90 0.004
1 462 20154 0.19 87.25 0.48 -0.010 0.32 3 2.11 0.004
2 233 9465 0.35 81.24 0.57 -0.011 0.23 3 2.50 0.005
3 128 4203 0.52 65.67 0.67 -0.023 0.17 3 3.01 0.006
4 82 2090 0.63 50.98 0.75 -0.095 0.14 2 2.82 0.008
No. 27
0 1014 37875 0.07 74.70 0.42 -0.025 0.43 4 1.91 0.004
1 462 17836 0.17 77.21 0.47 -0.020 0.31 3 2.14 0.004
2 233 8418 0.31 72.26 0.56 -0.035 0.28 3 2.53 0.005
3 128 3834 0.47 59.91 0.65 -0.047 0.22 2 2.96 0.007
4 82 1889 0.57 46.07 0.73 -0.086 0.18 2 3.25 0.009
No. 28
0 1014 35737 0.07 70.49 0.42 -0.040 0.43 4 1.86 0.004
1 462 16984 0.16 73.52 0.47 -0.039 0.33 3 2.10 0.005
2 233 8227 0.30 70.62 0.54 -0.042 0.26 3 2.36 0.005
3 128 3714 0.46 58.03 0.65 -0.042 0.18 2 2.97 0.007
4 82 1844 0.56 44.98 0.73 -0.077 0.14 3 3.37 0.010
No. 29
0 1014 39125 0.08 77.17 0.42 -0.033 0.45 4 1.86 0.004
1 462 18508 0.17 80.12 0.48 -0.030 0.34 3 2.19 0.004
2 233 8648 0.32 74.23 0.57 -0.048 0.26 3 2.66 0.005
3 128 3898 0.48 60.91 0.65 -0.054 0.21 2 3.02 0.007
4 82 1934 0.58 47.17 0.72 -0.099 0.16 2 3.40 0.009
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 30
0 1014 41041 0.08 80.95 0.43 -0.033 0.40 3 1.94 0.004
1 462 19264 0.18 83.39 0.48 -0.030 0.34 3 2.11 0.004
2 233 9012 0.33 77.36 0.57 -0.037 0.27 3 2.45 0.005
3 128 4097 0.50 64.02 0.66 -0.059 0.20 2 3.09 0.007
4 82 2034 0.61 49.61 0.75 -0.096 0.15 2 2.78 0.008
No. 31
0 1014 39813 0.08 78.53 0.42 -0.036 0.40 4 1.84 0.004
1 462 18826 0.18 81.50 0.47 -0.022 0.32 3 2.06 0.004
2 233 8861 0.33 76.06 0.57 -0.030 0.24 2 2.50 0.005
3 128 3949 0.49 61.70 0.67 -0.051 0.19 2 3.16 0.007
4 82 1914 0.58 46.68 0.75 -0.081 0.15 2 3.79 0.010
No. 32
0 1013 39161 0.08 77.32 0.43 -0.033 0.43 4 1.91 0.004
1 462 18393 0.17 79.62 0.49 -0.027 0.30 3 2.20 0.004
2 233 8649 0.32 74.24 0.57 -0.030 0.27 3 2.72 0.005
3 128 3827 0.47 59.80 0.66 -0.058 0.20 2 2.99 0.007
4 82 1931 0.58 47.10 0.74 -0.096 0.15 2 3.22 0.009
No. 33
0 1014 40400 0.08 79.68 0.41 -0.034 0.41 4 1.90 0.004
1 462 19127 0.18 82.80 0.47 -0.026 0.29 3 2.04 0.004
2 233 9119 0.34 78.27 0.56 -0.028 0.26 3 2.29 0.005
3 128 4058 0.50 63.41 0.66 -0.041 0.18 3 2.74 0.006
4 82 1988 0.60 48.49 0.75 -0.072 0.15 2 2.73 0.008
No. 34
0 1014 44274 0.09 87.33 0.42 -0.036 0.40 3 1.87 0.003
1 462 20590 0.19 89.13 0.49 -0.025 0.33 3 2.11 0.004
2 233 9377 0.35 80.49 0.58 -0.032 0.26 3 2.49 0.005
3 128 4226 0.52 66.03 0.68 -0.037 0.18 3 3.22 0.006
4 82 2073 0.62 50.56 0.76 -0.084 0.14 2 3.78 0.009
No. 35
0 1014 46025 0.09 90.78 0.42 -0.039 0.42 4 1.92 0.003
1 462 21758 0.20 94.19 0.49 -0.028 0.32 4 2.19 0.004
2 233 10004 0.37 85.87 0.58 -0.026 0.23 3 2.32 0.004
3 128 4407 0.54 68.86 0.68 -0.030 0.15 4 2.85 0.006
4 82 2082 0.63 50.78 0.76 -0.079 0.14 2 3.11 0.008
No. 36
0 1014 37237 0.07 73.45 0.40 -0.034 0.42 4 1.84 0.004
1 462 18008 0.17 77.96 0.46 -0.032 0.33 3 2.06 0.004
2 233 8643 0.32 74.19 0.55 -0.037 0.24 3 2.34 0.005
3 128 3839 0.47 59.98 0.66 -0.059 0.18 3 3.25 0.007
4 82 1882 0.57 45.90 0.74 -0.105 0.14 2 3.89 0.010
No. 37
0 1014 45512 0.09 89.77 0.43 -0.034 0.37 3 1.90 0.003
1 462 21300 0.20 92.21 0.49 -0.021 0.33 3 2.14 0.004
2 233 9778 0.36 83.93 0.59 -0.030 0.26 3 2.49 0.005
3 128 4329 0.53 67.64 0.68 -0.045 0.19 2 2.97 0.006
4 82 2081 0.63 50.76 0.76 -0.083 0.15 2 4.09 0.009
No. 38
0 1014 40209 0.08 79.31 0.41 -0.034 0.39 3 1.86 0.004
1 462 19094 0.18 82.66 0.47 -0.029 0.33 3 2.05 0.004
2 233 9038 0.33 77.58 0.55 -0.029 0.22 2 2.39 0.005
3 128 4024 0.50 62.88 0.66 -0.039 0.16 3 2.81 0.006
4 82 1970 0.59 48.05 0.75 -0.052 0.14 2 2.87 0.008
No. 39
0 1014 34947 0.07 68.93 0.43 -0.047 0.44 4 1.89 0.004
1 462 16844 0.16 72.92 0.48 -0.041 0.36 4 2.09 0.005
2 233 8121 0.30 69.71 0.56 -0.051 0.25 3 2.33 0.005
3 128 3703 0.46 57.86 0.65 -0.062 0.18 3 2.87 0.007
4 82 1877 0.57 45.78 0.73 -0.090 0.13 3 3.23 0.009
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Subject Layer N L ρ 〈k〉 〈c〉 rc Q Nc β µ
No. 40
0 1014 38384 0.07 75.71 0.41 -0.037 0.41 4 1.85 0.004
1 462 18201 0.17 78.79 0.47 -0.032 0.29 3 2.02 0.004
2 233 8652 0.32 74.27 0.56 -0.032 0.26 3 2.42 0.005
3 128 3892 0.48 60.81 0.66 -0.040 0.19 2 2.95 0.007
4 82 1916 0.58 46.73 0.74 -0.079 0.15 2 3.00 0.009
No. 41
0 1014 35161 0.07 69.35 0.42 -0.037 0.42 4 1.90 0.004
1 462 16812 0.16 72.78 0.46 -0.036 0.30 4 1.96 0.004
2 233 8086 0.30 69.41 0.55 -0.050 0.26 3 2.32 0.005
3 128 3751 0.46 58.61 0.65 -0.058 0.19 3 2.77 0.007
4 82 1886 0.57 46.00 0.74 -0.100 0.13 3 2.98 0.009
No. 42
0 1014 40731 0.08 80.34 0.42 -0.037 0.42 4 1.90 0.004
1 462 19399 0.18 83.98 0.47 -0.033 0.34 3 2.13 0.004
2 233 9190 0.34 78.88 0.56 -0.035 0.27 3 2.53 0.005
3 128 4147 0.51 64.80 0.67 -0.052 0.19 3 3.08 0.006
4 82 2057 0.62 50.17 0.76 -0.070 0.15 2 4.14 0.009
No. 43
0 1014 37845 0.07 74.64 0.43 -0.034 0.44 4 1.95 0.004
1 462 17927 0.17 77.61 0.49 -0.034 0.32 3 2.19 0.004
2 233 8449 0.31 72.52 0.57 -0.047 0.27 4 2.64 0.005
3 128 3869 0.48 60.45 0.66 -0.057 0.16 3 2.81 0.007
4 82 1898 0.57 46.29 0.73 -0.088 0.12 2 3.39 0.009
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