We report 96 inequalities with common structure, all elementary to state but many not elementary to prove. If n is a positive integer, a ‫؍‬ (a 1, …, an) and b ‫؍‬ (b1, …, bn) are arbitrary vectors in ᑬ ؉ n ‫؍‬ [0, ؕ) n , and (mij) is the spectral radius of an n ؋ n matrix with elements m ij, then, for example: 
T
his brief article presents a family of inequalities, all elementary to state but many not elementary to prove, and describes some applications in information theory and operations research. Ref. 1 gives proofs and counterexamples.
Zbȃganu (2) proved that if n is a positive integer and a ϭ (a 1 , …, a n ) and b ϭ (b 1 This inequality has a very simple structure. Reading from left to right on each side of Inequality 1, one first uses the operator S ϭ addition (summation), the operator I ϭ minimum, and finally the operator P ϭ multiplication (product). Zbȃganu's inequality may be written as SIPϽ and is 1 of 64 possible inequalities in which each of S, I, and P in Zbȃganu's inequality is replaced by each of S, I, and P, and A ϭ maximum.
[At various points we use different notations for the minimum, so it is useful to be forewarned that, for any real x, y, I(x, y) ϭ min(x, y) ϭ x ٙ y. Similarly for the maximum, A(x, y) ϭ max(x, y) ϭ x ٚ y.] Each of A, I, S, and P can operate on finite sets of any size. Thus, for example, in the inequality SAS, the left S is the sum of matrix elements, whereas the right S is the sum of a pair of numbers. Of these 64 inequalities, all are true when n ϭ 2, and 62 are true when n Ͼ 2.
To pose a more general question, each of the four operators {A, I, S, P} could be replaced by commutative operators. Let a and b be arbitrary vectors in ᑬ n (possibly required to be nonnegative). Let D, E, and F be commutative operators (with domain and range to be specified). Assuming compatibility of all operations specified, when is it true that, for all pairs a and b,
or else that
Typically, F maps U ϫ U into V (such as U ϭ ᑬ and V ϭ ᑬ ϩ ), whereas E maps V ϫ V into W (such as W ϭ ᑬ or W ϭ ᑬ ϩ ), and D operates on n ϫ n matrices with values in W. The range of D is taken to be some partially ordered set, including possibly all n ϫ n matrices with the Loewner ordering.
If valid, Inequality 2 is denoted by DEFϽ, and Inequality 3 is denoted by DEFϾ. Except for some equalities, at most one of DEFϽ and DEFϾ will be true. Which of these two has at least a chance to be true usually can be seen from the special case when all elements of a equal one constant and all elements of b equal another. When the inequality is true in general, the direction of the inequality usually is determined by this special case, so one may as well speak briefly of the inequality DEF.
Because A, I, S, and P are all associative, DEF is true with the equality sign when E ϭ F. This observation proves 16 inequalities (four choices for E ϭ F and four choices for D).
These inequalities extend further. When D is the spectral radius of the nonnegative matrix, we write D ϭ R. When we replace the summation D ϭ S by a quadratic form, we write D ϭ Q. Each of these two formal mutations of Inequality 1 leads to 16 additional conjectured inequalities, giving a total of 96 ϭ 64 ϩ 16 ϩ 16 conjectured inequalities. All 96 are true when n ϭ 2. When n Ͼ 2, the inequalities PSI, SPA, QPA, and RPA are all false in general. For each inequality where D ϭ S, we may replace the vector pairs a and b by pairs of real-valued functions (frequently limited to nonnegative real values) and the summation D ϭ S by an integral.
We believe that these inequalities represent an important class of inequalities. Despite our efforts, we have not found any universal type of proof. In view of the exceptional cases, such a universal proof may not exist. Alternatively, if there is a totally new algebraic structure behind many of our results, it might well lead to a better understanding of why some results of type DEF are true and (a few) others are false.
Applications
Zbȃganu (2) considered a question in information theory: If one of two messages must be sent over a channel with only two input symbols, A and B, and with n output symbols, 1, …, n, is the chance of error in transmission minimized by sending the first message as AA and the second message as BB or alternatively by sending the first message as AB and the second message as BA? Zbȃganu proved that a lower risk of receiving the wrong message is achieved by coding the two messages by the pairs of symbols AA and BB than by the pairs of symbols AB and BA. This result is equivalent to Inequality 1. If a i represents the probability that the input symbol A is received as the output symbol i and b j represents the probability that the input symbol B is received as the output symbol j, and if the channel is memoryless so that errors in transmission affect output independently for each input symbol, then the matrix (a i a j ) is the joint probability distribution of output symbols (i, j) when the input symbols are AA, and the matrix (b i b j ) is the joint probability distribution of output symbols (i, j) when the input symbols are BB and similarly for the matrices (a i b j ) and (b i a j ). The left side of Inequality 1 measures the similarity between the matrices (a i a j ) and (b i b j ), because it takes the value 1 when the matrices are identical and takes the value 0 when the matrices have disjoint support (that is, the elements of one matrix are zero whenever the corresponding elements of the other matrix are positive). Similarly, the right side of Inequality 1 measures the similarity between the matrices (a i b j ) and (b i a j ). Inequality 1 shows that a lower risk of receiving the wrong message is achieved by coding the two messages by the pairs of symbols AA and BB than by the pairs of symbols AB and BA.
Generalizations of Inequality 1 were suggested by generalizations of matrix multiplication important in operations research, including manufacturing theory and routing theory (refs. 3-5 and references therein), which suggested replacing each of the three operations in Inequality 1 (addition, min, and multiplication) by each of the four operations, min, max, addition, and multiplication.
For example,
is obtained from Inequality 1 by replacing min with max, and ϫ with ϩ, and by reversing the direction of the inequality. This formula has a natural interpretation in the design of a manufacturing process. Suppose a product has two necessary components, components 1 and 2. Suppose these components are manufactured in parallel. Each component requires a process of two steps, steps 1 and 2. Two machines called A and B can be arranged in one of two manufacturing configurations. In configuration I, component 1 passes through machine A in step 1 and again through machine A in step 2, whereas component 2 passes through machine B in both steps 1 and 2.
In the alternative configuration II, component 1 passes through machine A in step 1 and through machine B in step 2, whereas component 2 passes through machine B in step 1 and through machine A in step 2. The product is completed when both components have completed both steps. Which manufacturing configuration, I or II, has a shorter average time to produce a product? The time that each machine requires to complete a step depends on the environment in the factory (for example, the temperature or the voltage). Let us suppose that at each step the environment may be in one of n possible states, i ϭ 1, . . . , n, and that these states are equally likely and independent between steps 1 and 2 but identical for both machines at each step. If the environment is in state i at step 1, machine A requires time a i and machine B requires time b i to complete step 1; exactly the same is true at step 2. Thus, if the environment is in state i at step 1 and in state j at step 2 (which will occur with probability 1͞n 2 ), and if component 1 passes through machine A at step 1 and through machine B at step 2 (as in configuration II), then the time required to make component 1 is a i ϩ b j , the time required to make component 2 is b i ϩ a j , and the time required to complete the product is max((a i ϩ b j ), (b i ϩ a j )). If both sides of Inequality 4 are multiplied by 1͞n 2 , then the left side represents the average production time in configuration I, whereas the right side represents the average production time in configuration II. Inequality 4 shows that configuration II is preferable to configuration I, because it has shorter average production time. The assumption in this example that each state of the environment is equally likely can be replaced by arbitrary probabilities for each environmental state by using the extension to quadratic forms that is described below. In another example, suppose a factory located at X has two suppliers of a hazardous raw material. These suppliers are located at V and Z. The raw material is trucked from V to W in 1 day, transferred to a fresh truck, and trucked from W to X in a second day; the raw material is likewise transferred from Z to Y in 1 day and then in a fresh truck from Y to X in a second day. The factory uses two trucking companies, A and B, and for legal reasons is obliged to use both companies every day. (The raw material is highly sensitive, and the government does not permit the factory to depend on a single trucker.) The factory can use plan I or II to ship the material. In plan I, company A operates from V to W and W to X, and company B operates from Z to Y and Y to X. In plan II, company A operates from V to W and Y to X, and company B operates from Z to Y and W to X. The capacity of the trucks operated by both companies depends on the road conditions, which are affected by weather, landslides, and forest fires. On any given day, both trucking companies experience the same road conditions. Suppose that under condition i ϭ 1, …, n, the maximum capacity of the trucks available Table 1 tells the factory that plan I assures at least as great a supply of the raw material as plan II. Inequality ASIϾ shows that the maximum possible delivery under plan I is at least as great as that under plan II. If the n conditions are equally likely and independent from one day to the next, then inequality SSIϾ guarantees the company that plan I has at least as great an average delivery of the material as plan II. If condition i occurs with probability p i and independently from day to day, then QSIϾ guarantees that a j ) )p i p j , i.e., plan I has a better average delivery rate than plan II. Table 1 states explicitly 48 of the 64 inequalities that involve only S, P, I, and A, along with some generalizations of these, including two inequalities, PSI and SPA, identified as false. Inequalities of the form DEF< or DEF>, where D, E, F ʦ {A, I, P, S}, excluding the 16 cases DEF‫؍‬ when E ‫؍‬ F 
Results

DEF
Explicit form and generalizations (when possible) Proof
For the PEF inequalities, is a positive measure.
Is SSA or corollary 4.10
For the SEF inequalities, is a bounded signed measure and x ʦ ℜ n . Assume that a Ͼ 0, b Ͼ 0; in some cases, this condition can be relaxed. Assume f and g are measurable and nonnegative (or positive, where positivity is required for the expressions to make sense). In the right column, section, theorem, and corollary numbers refer to ref. 1, where proofs are given.
