A simple stereo algorithm is presented here to obtain the 3D position of a scene's object points. The proposed algorithm can obtain an object point's 3D position by merging the microcanonical mean field annealing network (MCMFA) with the stereo vision system. Comparison with mean field annealing (MFA) or microcanonical simulated annealing (MCSA) reveals that current temperature controls the cooling speed, thereby reducing the computation in MCMFA without degrading the performance. In addition, the initial temperature does not affect the quality of solution in MCMFA because of the new temperature cooling procedure. The correspondence problem is the primary concern of stereo vision. A combinatorial optimization approach is used to resolve the correspondence problem for a set of features extracted from a stereo vision pair. An energy function is defined to represent the solution's constraints and the function is then mapped onto a 2D neural network. Each neuron in the network represents a possible correlation between a feature in the left image and one in the right image. The features are zero-crossing points that are extracted using the LOG (Laplacian of the Gaussian) operator. Zero-crossing points are classified into 16 patterns according to their local connectivity. The difference of the sign value and direction value between a matched pair of zero-crossings can be used to set up the neural node's iteration rule. The network is assumed to be at its stable state when no change occurs in the neurons' state. Finally, the neighbour's disparity threshold (NDT) is used to enhance the precision of the corresponding situation. Once all the corresponding points are found, obtaining the 3D object position is a simple matter of triangulation.
Introduction
In recent years, the difficulty of extracting in-depth information from various sensory data has received extensive attention. However, this difficult problem remains unresolved owing to its complexity. Such a challenge involves transforming two images to a 3D description of the world. By means of 3D description, models of terrain and other natural environments can be created for use in passive navigation [1] , aerial cartography [2, 3] , and automatic surveillance [4] .
The conventional methods employed to determine an object's 3D position can be divided into two types. In active methods, viewers use a light (laser) illuminating the objects, followed by an interferometry phase shift to obtain the object's 3D position [5] . In passive methods, the basic principle involved in depth recovery is triangulation. Passive methods are more difficult than active methods because of the correspondence problem. Nevertheless, passive methods have two advantages: (i) they do not alter the environment and (ii) they are better for describing high-resolution 3D images because the camera can capture a highresolution image in less than 1/1000 s, whereas conventional laser range-finding technology normally requires objects to be relatively motionless.
The correspondence process is the most complex part of stereo vision. Given two images of a scene, correspondence must be established among features, that is, features that are projections of the same entity in each image. According to the primitives used for matching, correspondence strategies can be divided into two types: edged-based stereo and areabased stereo. The former uses operators to reduce an image to operate within its intensity boundaries which are then placed in correspondence. The latter employs area techniques to measure the local statistical properties of the intensities which can then be correlated. In this paper, we adopt the edged-based stereo because, first, it reduces combinatorics (i.e. there are fewer edges than pixels) and, second, it has more accuracy (i.e. edges can be positioned to sub-pixel precision, while the precision of area positioning is inversely proportional to area size).
In stereo vision, the correspondence problem can be considered as a combinatorial optimization problem. Such a problem can be resolved by employing techniques such as branch-bound searching or the relaxation method. Owing to the relaxation method's complexity, in recent years, a number of techniques such as simulated annealing (SA) [6] , the Hopfield neural model [7] , mean field annealing (MFA) [8] and microcanonical simulated annealing (MCSA) [9] have been proposed for solving the combinatorial optimization problem. Kirkpatrick introduced SA. His approach differs from the conventional iterative optimization algorithms in two significant respects. First, the technique does not become stuck since transition out of a local minimum is always possible when the system operates at a non-zero temperature. Second, it exhibits a characteristic that is adaptive in nature. More specifically, gross features of the system's final state are observed at a high temperature, while fine details of the state appear at a lower temperature. Although escaping from the local minimum, the SA algorithms employ computationally expensive Monte Carlo simulation. The Hopfield neural network contains many neural nodes that cooperatively traverse the energy function to find a local minimum. The neurons' simplicity makes it possible to build these nodes in large numbers to achieve a high computing speed by means of massive parallelism. The Hopfield neural model and deterministic gradient descent methods in general cannot resolve the global optimization problem, because they are usually trapped in a local minimum. The MFA algorithm combines characteristics of the SA algorithm and the Hopfield neural model. Although the MFA algorithm can accelerate the cooling procedure and escape from the local minimum, the cooling speed is also too slow. In addition, the initial temperature influences the quality of the MFA solution. MCSA combines characteristics of the SA algorithm and microcanonical simulations (MCSs). The difference between MCSA and the conventional SA algorithm is that the former replaces the metropolis algorithm with the microcanonical algorithm in the annealing process. The metropolis algorithm simulates a model immersed in a much larger system at temperature T with which the model freely exchanges energy. The microcanonical algorithm simulates a model thermally isolated from the surroundings and, therefore, with constant energy. Unlike the metropolis algorithm, the microcanonical algorithm does not require evaluation of the exponential function and is naturally implemented with integer arithmetic.
The correspondence can be viewed as an optimization problem that satisfies two constraints:
(i) smoothness: disparity values change smoothly; and (ii) uniqueness: each point in an image should be assigned at most one disparity value.
Barnard [9] formulated an algorithm that represents a dense disparity map as a system's state variable that is defined on a 2D grid. Stereo matching is then formulated as an optimization problem: find the optimal disparity map by minimizing an energy function. This approach works only if the range of disparity is small. Barnard's method merges the MCSA with the epipolar geometric constraint to resolve the correspondence problem.
The MCSA algorithm is described as follows:
Barnard's method has three major limitations:
(i) it works only if the range of disparity is small; (ii) the performance of the correspondence is affected by the initial temperature and it also does not require an algorithm to find it; and (iii) Barnard's method is only suitable for cartographic application, in which high accuracy on large images is of paramount concern.
Lee and Louri introduced the microcanonical mean field annealing (MCMFA) algorithm [10] . Their approach combines the characteristics of MFA and MCS [11] . In this paper, we develop an algorithm using a region-based method in 2D form to obtain dense depth information. This proposed algorithm can resolve the above drawbacks of MFA and MCSA, because the cooling speed is effectively controlled by current temperature. Therefore, the algorithm's computation can be reduced without degrading the performance. In addition, the initial temperature does not affect the solution quality of this algorithm, because of the new cooling procedure.
Here, we intend to improve on Barnard's method in six ways. First, the cooling speed is controlled by current temperature so that the proposed algorithm's computation can be reduced without degrading the performance. In addition, the initial temperature does not affect the solution quality of this algorithm, because of the new cooling procedure. Second, the improvement made in this work is considered together with the smoothness and uniqueness constraints, which must be included to obtain the optimal solution. Third, the number of iterations required for the network to reach its stable state is reduced since the neural nodes' initial values are not random in the network. Fourth, although the MCSA algorithm can escape from the local minimum, it cannot be guaranteed to reach the lowest energy. Therefore, we propose a technique referred to here as neighbour's disparity threshold (NDT) to increase the number of the correct correspondences. Fifth, for each zero-crossing point in the left image, figure 5 indicates the corresponding point in the right image, it lies on the left-hand side of the transferred location of the zero-crossing point. It is unnecessary to search all the way to the left-hand end of the image from the transferred coordinates of the point. Indeed, the search range is limited using the maximum disparity value d max . Sixth, in the epipolar geometry, the feature points of the horizontal segments cannot be easily used for matching since the search for matching occurs on the same horizontal scan line. Indeed, this horizontal pattern is used to interpolate disparity values along the horizontal zero-crossing contours after the other types of zero-crossing patterns are matched. Therefore, we propose a disparity interpolation method to calculate the disparity of the feature points on the horizontal segments. The algorithm proposed here is appropriate for the correspondence problem for man-made objects (furniture, buildings) since most of the large horizontal segments are generated from man-made objects in the scene.
In the correspondence, three factors can influence the outcome:
(i) The geometric appearance of the object determined by the direction of viewing (camera position). Some parts of the object displayed in one CCD camera may not be displayed in another CCD camera. If this happens the correspondence will lead to more confusion. (ii) A periodic object structure occurring because both views of the image contain too much of the same feature. This increases the difficulty of the correspondence process. (iii) The illumination when a picture of the object is taken, determined by the intensity and direction of projection of the illuminating light. This may give rise to shadow and reflection problems for the image and increase the number of mismatched correspondences.
If the correspondence process performs well, a simple triangular rule can be used to determine easily the object's 3D position [12] . The precision of the position measurement is inversely proportional to the distance between the two CCD cameras. This is a result of the fact that if the distance between two CCD cameras is reduced, then the representative distance by the unity disparity enlarges. However, if the distance between two CCD cameras is too great, the search range of the correspondence process increases. Thus, the time taken by the correspondence process increases as does the number of mismatches. Furthermore, this introduces the factor of geometric appearance and the correspondence process then becomes more complex. Therefore, the selection of the appropriate distance between two CCD cameras depends upon the distance between the objects and the CCD cameras and the objects' geometric appearance.
Model construction and feature extraction
In stereo vision, the process can be divided into five subprocesses: image acquisition, camera modelling, feature extraction, correspondence and 3D position determination. Figure 1 depicts the imaging geometry in this paper, where two CCD cameras are mounted on a flat platform. The distance between the two CCD cameras is fixed and the lines focus of the two cameras are parallel. In addition, the heights of the two CCD cameras are the same; this situation is that of the so-called parallel axis method. The advantage of this method is that the region of correspondence can be reduced, because the correspondence point lies nearly on the same horizontal scan line. In this paper, we propose an algorithm to search for the correspondence point not only on the same horizontal scan line of the left and right images but also above and below that scan line. The reason for this is that the vertical shifting of the pixel position is a result of the difference in shading and reflection between the two images and the relative positions of the two cameras.
Image geometry

Feature extraction
Before the correspondence process, some features must be selected in the images. This paper employs the Laplacian of the Gaussian function (LOG) [13] [14] [15] to determine the zero-crossing points as feature points of the images. The zero-crossing points are then used as the basis for the correspondence process. The LOG operator has two advantages over the Moravec operator. First, the complete edge information can be obtained and, second, the initial value of all neural nodes in the network can be determined by the difference in the sign value of the corresponding zero-crossing points for the left and right images. Indeed, if the neural nodes' initial values are not random, this method may reduce the number of iterations for the network to reach its stable state and increase the number of correct correspondences.
where
First, the LOG function with σ = 1.4 is applied to the original images to determine the zero-crossing value. Figure 13 summarizes the results of this. Once the LOG process is completed, the sign value of the zero-crossing can be determined as follows.
(i) If the pixel value of the zero-crossing point changes from negative to positive this feature can then be defined as a positive zero-crossing point and represented using grey level 255. (ii) A case in which the pixel value of the zero-crossing changes from positive to negative is referred to here as a negative zero-crossing point and represented using grey level 0. Figure 13 reveals that although the backgrounds of the original image are smooth, its zerocrossing points are also densely distributed. Therefore, the unnecessary zero-crossing points must be filtered out. The threshold technique is based on the intensity gradient value at each zero-crossing point. Noise was introduced according to the size of the LOG function. A smaller value of σ introduces more unnecessary zero-crossing points. However, if the σ value is too large, some useful information can be filtered out.
Zero-crossing pattern.
Physiological evidence has established that the retina does not pass a point-by-point depiction of an image to the brain, but recognizes particular patterns of excitation in the visual cortical cell. This principle is adopted here. According to the connective situation of the eight neighbours of each zero-crossing point, such a point can be assigned to one of the 16 patterns shown in figure 2 [12] . These 16 zero-crossing patterns all symbolize the possible types of spatial connection for a zero-crossing point. However, the pattern in figure 2(b) is not used for matching since the search for matching occurs on the same horizontal scan line. Indeed, after all the other types of disparity for the zero-crossing point are determined, interpolation is used to determine the disparity of the horizontal zero-crossing points. In stereo vision, correspondence is the most complicated task. If only the intensity value of the matched points is used the optimal correspondence cannot be reached. This typically involves consideration of the relationship between the pixel and its neighbours, including, for instance, intensity gradient and direction difference; we have just enough information to reduce the number of mismatched correspondences.
In this paper, the zero-crossing pattern is adopted as the corresponding feature. These patterns are not used directly; instead, a value is assigned on the basis of the local connectivity. Each zero-crossing point is associated with a pattern value that represents a type of zero-crossing connection. These pattern values are useful in measuring the similarities in zero-crossing patterns for the correspondence. Figure 2 indicates that each zero-crossing pattern type has two neighbours. According to the 16 zero-crossing patterns, the value assignment for zero-crossing pattern can be established as in figure 3 . We can determine the value of each pattern type as follows. Two component values exist for each pattern in figure 2, the first and second direction values. The first and second directions are determined by scanning eight neighbours of a given zero-crossing point in a counterclockwise direction from the reference direction, East. For instance, figure 2(a) has directional pattern value 11. Any similarity between the two zero-crossing points is based on the their difference in direction and sign value. The difference in sign value between any two zero-crossing points is described as follows. If the sign value of any two zero-crossing points is the same, their sign difference is zero; otherwise, the sign value difference is 255. The direction difference between any two zero-crossing points in figure 2 can be calculated as follows:
where D1, D2 are direction value assignments for zero-crossing points and ABS denotes absolute value.
Correspondence process by MCMFA
A resolution of a combinatorial optimization problem involves a discrete system that searches for the state to minimize the energy function [16] [17] [18] [19] . The number of possible solutions, for a combinatorial optimization based on a discrete-valued model, is an exponential function of the network's size. Many optimal techniques are limited in their use since the solution is frequently trapped in a local minimum. In other words, the solution cannot free itself from the local minimum and move towards the global minimum. The deterministic gradient method and the stochastic annealing method are two major classes of optimal techniques for resolving combinatorial optimization problems. The Hopfield neural network is the most widely used deterministic method. The Hopfield network is a recurrent network that embodies a profound physical principle, namely, that of storing information in a dynamically stable configuration. However, energy change in the Hopfield network is a steepest descent process. Therefore, it always converges to the local minimum not the global minimum. SA is a stochastic optimization algorithm based on the physical analogy of annealing a system of molecules to its ground state. It has a non-zero probability of transition from one state to another and the ability to move towards a worse state to escape from local traps. The cooling process is simulated using the Monte Carlo simulation method following the Boltzmann transition rule. The MFA algorithm gives a simple approximation to the state in thermal equilibrium. In the MFA, the state values are replaced by their means. In contrast, SA performs computationally expensive Monte Carlo simulations and then extracts the average as the final result. Therefore, a major computational saving can be obtained in the MFA algorithm. Indeed, many simulation results confirm that MFA reaches equilibrium faster than SA [20] .
In this paper, we develop an algorithm using a region-based method in 2D form to obtain dense depth information. The proposed algorithm can resolve the limitations of MFA and MCSA, because the cooling speed is controlled by the current temperature, thereby reducing the algorithm's computation without degrading the performance. In addition, the initial temperature does not affect the solution quality of this algorithm, because of the new cooling procedure. In stereo vision, the correspondence is a constraint optimal problem where an energy function representing the constraints on the stereo vision is minimized. The minimization problem can be mapped onto a 2D network. A 2D binary network, as depicted in figure 4 , is used to determine the correspondence between the zero-crossing points in the left and right images. Figure 4 shows an N r × N l matrix representing the neural network, where N l represents the number of zero-crossing points in the left image and N r is the number of zero-crossing points in the right image. Each element in the N r ×N l Figure 4 . 2D neural network model. matrix represents a neural node. It uses 1 or 0 to represent correct or incorrect situations, respectively [7, 21] . According to the problem considered here, an energy function can be defined which is equivalent to the Lyapunov function mapped onto a 2D neural network for minimization. The interconnection weights between the neurons represent the constraints imposed by the correspondence problem. When the network reaches its stable state, the energy function is assumed to be at its local minimum. The algorithm is described as follows. First, one starts with a random temperature. Second, the neural nodes' initial values are defined using the difference between any two matched zero-crossing pattern signs. If the sign value of the zero-crossing point is positive in the left image and the candidate point in the right image is negative, the initial value of that neural node is then set to a random number in the closed interval [0, 0.5]. If both zero-crossing pattern signs are the same in the left and right images, the initial value of that neural node is set to a random number in [0.5, 1]. Third, a neuron is randomly selected and its neuron value updated according to equation (9), below. The iteration is then repeated with another randomly selected neuron until an equivalent thermal equilibrium has been reached for the present temperature. Fourth, the temperature should be decreased according to a prescribed schedule and step 3 repeated to allow the process to stop when the number of state changes is reduced to a minimum by further lowering the temperature. Then, the optimal correspondence of the two images is reached.
The Lyapunov function [22, 23] is described in the following equation:
A change in the state of neuron ik by V ik causes an energy change of E ik ,
where V ik is the binary value of neural node ik, T ikj l is the interconnection weighting factor between the neural nodes ik and jl, T ikik = 0 is the self-feedback to each neuron and I ik are the inputs of the neural node ik.
Resolving the correspondence problem requires that an energy function be defined as follows:
Equation (3) can be rearranged to obtain (4):
A state change in a neuron P ik causes an energy change of E ik given by the following equations:
where δ ij = 1 if i = j, otherwise 0 and, similarly, δ kl = 1 if k = l, otherwise 0. The first term in (3) represents the degree of correct correspondence between point (i, j ) in the left image and point (k, l) in the right image. The second and third terms represent the constraints of the correspondence problem implied by one-to-one correspondence; that is, each row and column adds up to 1. If we allow V ik = P ik , V jl = P jl and I ik = 2, the interconnection weight between the two neurons is defined by T ikj l = C ikj l −δ ij − δ kl . Then, (5) is found to be equivalent to the Lyapunov function in the 2D Hopfield network. The correspondence function is defined as
where D is the zero-crossing pattern direction value difference between the neural nodes ik and jl, S is the zero-crossing pattern sign value difference between the neural nodes ik and jl, and
In the case of W 1 = 0.6 and W 2 = 0.4, more weight is assigned to D because its values are more stable than those of S. The nonlinear function C ikj l in (6) scales the correspondence function between −1 and 1.
In equation (5), i represents a zero-crossing point randomly selected from the left image and j is its neighbour. Each k selects within a range around the location of i offset by an estimated disparity of d max in the right image. Figure 5 indicates that the corresponding point in the right image for each zero-crossing point in the left image lies on the left-hand side of the zero-crossing point's transferred location. We do not necessarily have to search all the way to the image's left-hand end from the point's transferred coordinates. According to the geometry of the parallel axis method, d max can be calculated from
where L is the distance between the two CCD cameras, f is the focal length and D min is the shortest distance between the CCD cameras and the object. The iteration rule of each neural node can be described as follows:
The MCMFA algorithm is as follows:
Disparity interpolation on the horizontal zero-crossing points
Horizontal zero-crossings are not matched in the correspondence process since they inherently have ambiguities. According to this observation, we can infer that all the horizontal types of zero-crossing points are linear sections such as buildings or furniture. Therefore, we can compute the disparity value for unmatched horizontal zero-crossing segments using a simple linear interpolation technique. The interpolation is done by drawing a straight line between the disparity values at the ends of a given horizontal zero-crossing segment. Thus, a simple interpolation method can be employed to calculate the disparity of the horizontal type zero-crossing point. Figure 6 depicts a given segment of the horizontal zero-crossing pattern. The two end disparity values of that segment are assumed here to be d l and d r , respectively, and the given horizontal zero-crossing segment has n points (h 1 , . . . , h n ). Then, the disparity dh j can be computed using the equation
Occasionally, for some types of horizontal zero-crossing segments (h 1 , . . . , h n ), the nearest neighbour of its left-or right-hand side or of both sides has no disparity just as the point ? in figure 7 . When the mismatched correspondence exists, some point in the left image does not have any point to be matched in the right plane; therefore, it does not have a disparity value. In such a case, (10) must be replaced by (11) to calculate the disparity of the horizontal type of zero-crossing,
where pp is the distance between h 1 and the point l,is the distance between h n and the point r, d r is the disparity at the point r and d l is the disparity at the point l. 
Neighbour's disparity threshold (NDT)
Although the MCMFA algorithms can escape from the local minimum, they cannot be guaranteed to reach the lowest energy. According to the smoothness constraint in the correspondence, we develop a technique that uses the neighbour's disparity threshold to resolve this problem. The technique can be described as follows. When the correspondence process is completed, some zero-crossing points have multiple matched situations. That is, the zero-crossing point in the left image has various candidate points to be matched. This situation does not obey the one-to-one correspondence rule. In this case, the disparity value of the zero-crossing point can be compared with its eight neighbours. If its disparity exceeds the threshold (the middle value of its eight neighbours' disparity), we say that the zerocrossing point obtains an incorrect correspondence. Therefore, we omit it and test another candidate point until we obtain coincidence with the threshold limit. This technique is based on the following two constraints: (i) disparity continuity, object surfaces are smooth in space regarding the viewer, and thus local disparities are continuous; and (ii) figural continuity, zero-crossing should be continuously connected along the figural contour in the image.
3D position determination
If the disparity of one point in the object can be found, then its 3D position can be easily calculated by a simple triangular method. Figure 1 depicts a simple triangular technique for obtaining a point's 3D position on the object. Let P l and P r be the image position of an object point P on the left and right image plane, respectively. If P r is the transferred location of P r , then the disparity of the point P is represented as the length d = P l P r on the left image plane. An object's 3D position value can be defined as
where L is the distance between the two CCD cameras, d is the disparity and f is the focal length.
Experiments and discussion
In this experiment, we combine MCMFA with the NDT technique to resolve the correspondence problem in stereo vision. A 2D binary network consisting of N l N r neurons is implemented, where each neuron's state is modified by the updating rule given by (9) . This updating is simulated by randomly selecting an interesting point i in the left image and opening a segment of size d max in the right image. Every feature point k in this segment is considered a possible match by assigning an initial probability P ik . In addition, a window of size 9 × 9 is opened around the point i in the left image and all the other points in this window are considered as the j for the summation in (5).
The proposed algorithm starts with T initial = 9 and stops at zero. To compare MCMFA with MFA and MCSA, the quality of solution versus the convergence speed is examined. Figures 8 and 9 indicate that MCMFA produces a better solution than MFA or MCSA. If we reduce the energy to −180, MCMFA requires about 10 000 iterations, while MFA and MCSA require more than 14 000 and 13 000 iterations, respectively. To investigate the effects of T initial , we consider the same problem with T initial = 2. Figure 10 indicates that with the same T initial MFA converges quickly to a bad solution. Thus, the performance of MFA is better when the number of iterations is less than 12 000. However, MFA cannot achieve any improvement by increasing the amount of computation. Figure 11 reveals that with the same T initial , reducing the energy to −180, MCSA requires about 18 000 iterations. As for MCMFA, T initial does not significantly affect the final solution. Therefore, the problem of selecting T initial disappears in MCMFA. Figure 12 depicts the original sample image for calculation of its 3D position. In the experiment the LOG function is applied to figure 12 . Consequently, the zero-crossing points can be obtained as shown in figure 13 . The number of zero-crossing points found in the left and right images are N l = 1035 and N r = 1047, respectively. Figure 14 presents a filtered image of figure 13, using the image intensity gradient for a threshold. In our experience, the changes in the environment and the illumination situation and in the gradient threshold value must occur at the same time. Figure 14 reveals that parts of the edges of objects will be filtered out by the LOG operator and the gradient threshold operator, because the image intensity of some parts of the objects is not distinguished from the background image intensity. Figure 15 (a) summarizes the correspondence results from using the MCMFA network without horizontal zero-crossing interpolation. Figure 15 presents the correspondence results from using the MCMFA neural network with horizontal zero-crossing interpolation. Table 1 presents comparative results for the the MFA and MCMFA networks, and table 2 for the MCSA and MCMFA networks. Table 3 shows the difference between the calculated distance and the measured distance. 
Conclusion
This paper considers the correspondence process as the combinatorial optimization technique and uses the MCMFA algorithm with NDT to solve it. The problem considered here can define an energy function which is equivalent to the Lyapunov function mapped onto a 2D neural network for minimization. The interconnection weights between the neurons represent the constraints imposed by the correspondence problem. When the network is at its stable state, the energy function is assumed to be at its local minimum. The algorithm is described as follows. First, a random temperature is selected. Second, the neural nodes' initial value is defined by using the difference between two matched zero-crossing pattern signs. If the sign value of the zero-crossing point is positive in the left image and that of the candidate point in the right image is negative, then the initial value of that neural node is set to a random number in [0, 0.5]. If the zero-crossing pattern signs are the same in the left and right images, the initial value of that neural node is set to a random number in [0.5, 1]. Third, a neuron is randomly selected and its neuron value updated according to (9) . Then, the iteration is repeated with another randomly selected neuron until an equivalent thermal equilibrium is reached for the current temperature. Fourth, the temperature is decreased according to a prescribed schedule and step 3 is repeated to allow the process to stop when the number of state changes is reduced to a minimum with further lowering of the temperature. Consequently, the optimal correspondence of the two images is reached. Finally, the NDT technique is applied to improve the precision of the correspondence. The initial value of each node in the network influences the correspondence result. We use the difference of the sign value between the zero-crossing points in the left and right image to determine the neural node initial value. Thus, the mismatched correspondence is reduced and the network reaches stability more quickly. Figure 16 indicates that it can reduce about 3/10 network iteration numbers to reach its stable state, in comparison with the case in which the neural nodes' initial values are random in the network. For selection of the image's feature points, the LOG function can be used to convolve the image. The LOG operator has two advantages over the Moravec operator: first, the complete edge information can be obtained and, second, the initial value of all neural nodes in the network can be determined by the difference in the sign value of the corresponding zero-crossing points in the left and right images. Indeed, if the neural nodes' initial values are not random, the number of iterations needed for the network to reach its stable state Figure 16 . The effect of the initial value of the neural node, for (· · · · · ·) random initial value and (--) initial value decided by the difference in sign value of two corresponding points.
may be reduced and the number of correct correspondences increased.
The MCMFA algorithm with NDT uses the properties of MCS and combines it with MFA. Therefore, the cooling speed can be adaptively scheduled during the annealing process. Furthermore, the improvements made in this work are considered together with the smoothness and uniqueness constraints, which must be included to obtain the optimal solution. Thus, the combination of MCMFA and NDT with an adaptive cooling schedule yields a better solution than MFA and MCSA with an equal amount of computation. In addition, the use of the MCMFA algorithm with NDT resolves the problem of selecting the initial temperature. Thus, the initial temperature does not affect the quality of the final solution. If the initial temperature is below critical temperature, MFA and MCSA converge to a local minimum and yield a poor solution. However, the initial temperature does not affect the solution quality of the MCMFA algorithm with NDT. Analysis and simulation results obtained here confirm the above advantages.
