For continuous random variables, many dependence concepts and measures of association can be expressed in terms of the corresponding copula only and are thus independent of the marginal distributions. This interrelationship generally fails as soon as there are discontinuities in the marginal distribution functions. In this paper, we consider an alternative transformation of an arbitrary random variable to a uniformly distributed one. Using this technique, the class of all possible copulas in the general case is investigated. In particular, we show that one of its members -the standard extension copula introduced by Schweizer and Sklar -captures the dependence structures in an analogous way the unique copula does in the continuous case. Furthermore, we consider measures of concordance between arbitrary random variables and obtain generalizations of Kendall's tau and Spearman's rho that correspond to the sample version of these quantities for empirical distributions.
Introduction
Monotonic dependence between random variables is of key importance in many practical applications, see for instance Lehmann [1] , Jogdeo [2] or Embrechts et al. [3] and McNeil et al. [4] for some recent contexts in insurance and finance. Since the early works of Hoeffding [5] , Kruskal [6] and Lehmann [7] , numerous measures of monotonic dependence between random variables and/or samples have been proposed and studied extensively. In most cases however, the random variables involved are assumed to have continuous distribution functions. A particularly elegant contribution to the understanding of monotonic dependence between continuous random variables provides the copula approach, see for instance Schweizer and Wolff [8] , Nelsen [9] or Nelsen [10] . If the random variables under study have continuous distribution functions, the corresponding copula is unique and remains the same if the random variables are (almost surely) subject to strictly increasing transformations, such as i.e. the change of scale or location. As monotonic dependence also has this invariance property, Scarsini [11] shows that it can be determined from the corresponding copula alone. Consequently, concordance measures like Kendall's tau and Spearman's rho can be expressed solely in terms of cthe corresponding copula.
The main contribution of this paper is a generalization of rank correlation measures for non-continuous random variables. Marshall [12] obtains a number of counterexamples along which he shows that an arbitrary measure of association depending solely on the copula is generally trivial, i.e. a constant. Involving marginal distributions becomes inevitable, but the question how this should be accomplished is far from well understood. Few attempts have been made however, see for example Hoeffding [13] and Denuit and Lambert [14] who address the purely discrete case. Though the latter paper investigates similar issues, the present paper offers alternative proofs of common results and discusses several more general problems.
In this paper, a technique allowing to adapt the copula-based approach to the general non-continuous case is presented. It relies on an alternative transformation of an arbitrary random variable to a uniformly distributed one. It becomes clear that the key role of the unique copula in the continuous case is taken over by the so-called standard extension copula introduced by Schweizer and Sklar [15] . This result allows for generalizations of rank correlation measures, in particular of Kendall's tau and Spearman's rho.
The paper is organized as follows: basic notation and theoretical background with special focus on copulas and concordance is established in Section 2. Typical fallacies that occur when allowing for discontinuities are highlighted. In Section 3, the technique relying on an alternative transformation of the marginals is discussed and the main results concerning the dependence structures between arbitrary marginals obtained. These are used in Section 4 to generalize Kendall's tau and Spearman's rho and examine their properties. Finally in Section 5, empirical copulas are considered and it is shown that for empirical distributions, the generalizations of Kendall's tau and Spearman's rho coincide with their sample versions known from statistics.
Notations and Preliminaries
The subject of our study will be a real-valued random vector X := (X 1 , X 2 ) with joint distribution function F X and marginals F X 1 and F X 2 . If not otherwise stated, F X 1 and F X 2 are arbitrary with ranges ran F X 1 and ran F X 2 .
When confusion may arise, by continuous random variables (or marginals) we always mean random variables that have continuous distribution functions; absolute continuity of the distribution with respect to Lebesgue measure is however generally not assumed. The marginals are linked to the joint distribution function through the so-called copula function, which is a bivariate distribution function on [0, 1] 2 with uniform marginals. Copula functions are a key ingredient in the study of monotonic dependence. We will discuss this issue briefly below; for further details and proofs, see for instance Nelsen [10] or Joe [16] . The main result is the well-known Sklar's Theorem (cf. Schweizer and Sklar [15] ) that guarantees that there exists at least one copula C X such that
(1)
C X is uniquely determined on ran F X 1 × ran F X 2 and, due to its uniform continuity, even on the closure of ran F X 1 × ran F X 2 . Consequently, C X is unique if and only if F X 1 and F X 2 are continuous. In the general case however, there exist several copulas satisfying (1) and we refer to them as to possible copulas. The perhaps best known technique for obtaining possible copulas is the one used by Schweizer and Sklar [15] extending the (unique) values of the copula from the closure of ran
2 by linear interpolation. The so-called standard extension copula results, which is formally defined as follows:
and a i and b i being the least and the greatest element in the closure of ran
A precise definition of concordance and concordance measures has been formulated by Scarsini [11] . As we will consider solely random vectors with common marginals, it suffices to note that X is more concordant than X * if and only if
Assume now that X 1 and X 2 have continuous distribution functions. In that case, X is more concordant than X * if and only if the corresponding copulas satisfy
Moreover, we have the following Definition 1 (Scarsini [11] ) Let L(Ω) denote a set of all real-valued continuous random variables on some probability space (Ω, A, P). Consider : L(Ω) × L(Ω) → R that satisfies the following set of axioms:
for f strictly increasing on the range of X 1 and (X 1 , X 2 ) = −1 if X 2 = f (X 1 ) a.s. for f strictly decreasing on the range of X 1 , A5. (change of sign) If T is strictly monotone on the range of X 1 , then
2 ) are pairs of (continuous) random variables converging in law to (X 1 , X 2 ) (X 1 and X 2 being continuous), then
then is called a measure of concordance.
Note that if depends solely on the copula, i.e. if (X 1 , X 2 ) = (C X ), the above axioms can be expressed solely in terms of copulas as well.
One way to obtain concordance measures satisfying Scarsini's definition is to use the so-called concordance function. Let X := (X 1 , X 2 ) and Y := (Y 1 , Y 2 ) be independent random vectors with common (arbitrary) marginals. The concordance function Q of X and Y is given by
Note that Q is simply the difference between the probabilities of concordance and discordance of (X 1 , X 2 ) and (Y 1 , Y 2 ). Measures of concordance between X 1 and X 2 now result from a suitable choice of the dependence structure of Y . If Y is an independent copy of X then Q(X, Y ) is Kendall's tau for X 1 and X 2 . If, on the other hand, Y 1 and Y 2 are independent, Q(X, Y ) yields Spearman's rho for X 1 and X 2 (up to a normalization constant 3).
If the (common) marginals of X and Y have continuous distribution functions, then the concordance function solely depends on the corresponding copulas, see Nelsen [10] :
For Kendall's tau and Spearman's rho it hence follows that
One can verify that both τ and ρ fulfill Scarsini's definition; see Scarsini [11] .
In case the marginals of X and Y are not continuous, neither the above axiomatic Definition 1 nor the use of the concordance function is clear. A first approach would be to simply substitute the unique copulas on the right hand side of (4) by some possible copulas. This technique is however questionable for two reasons. First, the result is neither the same for all possible copulas nor equal to Q as given by (3) in general. Secondly, even if (4) is fulfilled, Q does not yield a measure of concordance in the sense of Scarsini's definition. The major difficulty is normalization as this cannot be done without involving the marginals. These issues are illustrated in the following example.
Example 2 Let X := (X 1 , X 2 ) and Y := (Y 1 , Y 2 ) be independent random vectors with common Bernoulli marginals with parameters p := F X 1 (0) and q := F X 2 (0) respectively. In the interior of the unit square, the value of C X and C Y is uniquely determined solely in the point (p, q), where it must be equal to the corresponding distribution function evaluated at the point (0, 0). The concordance function as given by (3) has a particularly simple form:
This result has two consequences. First, (4) is not generally fulfilled. To see this, assume for the sake of simplicity that X 1 and X 2 are independent. The choices of the dependence structure of Y that correspond to Kendall's tau and Spearman's rho then both reduce to the case of Y being an independent copy of X. One possible copula for X and Y is hence the independence copula Π given by
On substituting C X and C Y on the right hand side of (4) by Π we obtain that
There exist other possible copulas however. Consider for example the singular copula C U with support consisting of the line segments described in Figure 1 . One can verify (see Nešlehová [17] ) that C U is a possible copula of X (and hence also of Y ) and further that
Neither of the expressions on the right side is equal to zero and hence to Q(X, Y ) in general.
To highlight the next fallacy, note that by (7) and the Fréchet-Hoeffding inequality (see Nelsen [10] ) it follows that
Neither the lower bounds are equal to −1 nor the upper ones to 1 in general. Consequently, Q does not directly yield a version of Kendall's tau or Spearman's rho that would fulfill Scarsini's definition. Some normalization is hence required. The bounds however depend on the marginal parameters and have unequal absolute values.
The issue therefore becomes to first determine the interrelationship between the concordance function and possible copulas and second to construct measures of concordance (especially Kendall's tau and Spearman's rho) based upon Q. As will be shown in the next section, there exists a comparatively easy solution to the first question. The second task however is far more involved as there seem to exist several ways of accomplishing it. It also requires a slight modification of the above axiomatic definition of concordance measures that seems more suitable for the general non-continuous case. This will be the subject of Section 4.
The main technique
The major difficulties that arise when allowing for non-continuous distribution functions are caused by the fact that the transformed variable F X (X) is no 6 longer uniform. A natural approach that overcomes this has also recently been considered by Denuit and Lambert [14] for purely discrete random variables on a subset of N; these authors construct a continuous "extension" of X. In the present paper, we follow a somewhat different route. One may also look at alternative transformations that would lead to uniform distribution. In Subection 3.1 we consider one such transformation used in simple hypothesis testing; see Ferguson [18] . This technique indeed enables to obtain several important results concerning the concordance function.
The univariate case
Suppose U is a uniform random variable independent of X, both U and X defined on some common probability space (Ω, A, P), and consider the trans-
ψ becomes nondecreasing. Note that ψ is surjective, but not necessarily injective. A key result is now the following lemma:
Lemma 3 Under the above assumptions, the random variable ψ(X, U ) is uniformly distributed. Moreover,
Proof. Let w ∈ [0, 1] and set 
In the subsequent discussions, the following identity will come in useful. From the uniformity of ψ(X, U ) we have that
which implies that
and
Multivariate Generalizations
In order to avoid notationally complex proofs, discussions below are restricted to the bivariate case only. Note however that all techniques that make sense in higher dimensions can indeed be generalized. As before, let X = (X 1 , X 2 ) denote a random vector with arbitrary marginals and U = (U 1 , U 2 ) a random vector with uniform marginals independent of X. To this point, no restrictions on the dependence structure of U are necessary, in particular we do not need to assume that U 1 and U 2 are independent. Recall that according to Lemma 3, the componentwise transformed random vector Ψ(X, U ) := ψ(X 1 , U 1 ), ψ(X 2 , U 2 ) has uniform marginals. The following proposition now emphasizes that the dependence structures of Ψ(X, U ) and X are closely related.
Proposition 4 For any dependence structure of U , the unique copula C Ψ(X,U ) of Ψ(X, U ) is a possible copula of X. Furthermore, if U 1 and U 2 are independent then C Ψ(X,U ) is the standard extension copula of Schweizer and Sklar and
Proof. Along the same lines as in (11) of the proof of Lemma 3, for (w 1 , w 2 ) ∈ [0, 1] 2 one can construct the points (x 1 (w 1 ), u 1 (w 1 )) and (x 2 (w 2 ), u 2 (w 2 )) and argue that
Now suppose that (w 1 , w 2 ) ∈ ran F X 1 × ran F X 2 . In this case, we either have
The first situation however implies F X i (x i (w i )) = w i and hence u i (w i ) = 1. In the latter case,
To prove the second part of the lemma, first note that in case of independent U i 's, (15) can be rewritten as
Without loss of generality, assume that w i ∈ ran F X i for i = 1, 2. One can verify that the least and the greatest element in ran
, respectively. Furthermore, note that in this case λ i from (2) is hence equal to u i (w i ). Consequently, from (16) and (2) we have that
Finally,
which completes the proof. 2 Furthermore, one can argue that the concordance function of X and Y is linked to the concordance function of the vectors transformed by Ψ, provided however that the uniform random vectors used in the transformations have independent marginals. Theorem 5 Suppose that X and Y are independent bivariate random vectors with common marginals and further that U and V are iid bivariate random vectors with independent uniform marginals assumed independent of X and Y . The concordance function of X and Y satisfies
It moreover follows that
From this and (14) one argues that
which yields
A similar computation yields for the probability of discordance of the transformed vectors: (14) that
which yields the identity (21). 2
Measures of Concordance

Scarsini's definition revisited
Motivated by Theorem 5, we now study the standard extension copula more carefully. First, the interpretation given in Proposition 4 provides an elegant tool through which several important properties of the standard extension copula can be obtained. Some of these generalize the properties of the unique copula corresponding to distributions with continuous marginals:
Corollary 6 For a random vector X with arbitrary marginals the following results hold:
(1) A random vector X * having the same marginals as X is more concordant than X if and only if C
If T is strictly increasing and continuous on ran X 1 , the standard extension copulas of X and (T (X 1 ), X 2 ) are the same. (3) If T is strictly decreasing and continuous on ran X 1 , the standard extension copula of (T (
Proof. Throughout the proof, assume that the vectors U and U * , that will be used for the transformation Ψ from Subsection 3.2, are iid with uniform and independent marginals and are moreover independent of X and X * , respectively. Statement (1) follows from the fact that X * is more concordant than X if and only if the transformed vector Ψ(X * , U * ) is more concordant than Ψ(X, U ). The "if" part follows from (18) by setting u 1 = u 2 = 1; the "only if" part can be verified by combining (18) and (14) . For (2) and (3), first note that the distribution function of T (X 1 ) is given by
One easily shows that this leads to ψ(T (X 1 ), U 1 ) = ψ(X 1 , U 1 ) in the former case and to ψ(T (X 1 ), U 1 ) = 1 − ψ(X 1 , 1 − U 1 ) in the latter. From this it immediately follows that the copulas corresponding to (ψ(X 1 , U 1 ), ψ(X 2 , U 2 )) and (ψ(T (X 1 ), U 1 ), ψ(X 2 , U 2 )) are equal if T is increasing. Otherwise, observe first that the copula of (ψ(X 1 , U 1 ), ψ(X 2 , U 2 )) coincides with the copula of (ψ(X 1 , 1 − U 1 ), ψ(X 2 , U 2 )) as 1 − U 1 is uniformly distributed and independent of U 2 . The well known result by Schweizer and Wolff [8] , concerning the changes the unique copula in the continuous case undergoes under strictly monotone transformations of the marginals, finally yields that the copula of
The standard extension copula however does not share all properties with the unique copula corresponding to a distribution function with continuous marginals. One issue is weak convergence, as standard extension copulas do not necessarily converge pointwise if the corresponding sequence of random vectors converges weakly to a vector with non-continuous marginals; for details see Nešlehová [17] . Another issue is that though the standard extension copula coincides with the independence copula if the marginals are independent, it is always different from the Fréchet-Hoeffding bounds, even if the marginals are countermonotonic and comonotonic, respectively (i.e. when the upper respectively lower Fréchet bound is a possible copula of X). This is due to the fact that as soon as the closure of the product of the ranges of the marginal distribution functions does not fill out the entire unit square, the standard extension copula cannot be singular. Although the standard extension copula is bounded from below and above by standard extension copulas corresponding to the perfect monotonic case, these bounds are not simply related, unless, according to Corollary 6, the monotonic functions are continuous.
Corollary 6 and the fact that the concordance function depends solely on the standard extension copula now motivate a generalization of Scarsini's definition of concordance and concordance measures to the case of non-continuous random variables. According to Corollary 6, X * is more concordant than X if and only if, providing X * and X have common marginals, the corresponding standard extension copulas satisfy C S X (u, v) ≤ C S X * (u, v). By the above discussions however, it seems meaningful to change two of Scarsini's axioms as follows: A4*. (bounds) (X 1 , X 2 ) = 1 if X 2 = f (X 1 ) a.s. for a strictly increasing and continuous function f on the range of X 1 and (X 1 , X 2 ) = −1 if X 2 = f (X 1 ) a.s. for a strictly decreasing and continuous function f on the range of X 1 . A5*. (change of sign) If T is strictly monotone and continuous on the range of X 1 , then
The sixth axiom however still remains somewhat questionable as it is not satisfied by the most interesting concordance measures, unless restrictions on the distribution functions of the weak convergent sequence are made; see Nešlehová [17] .
Kendall's Tau
In the case of continuous marginals Kendall's tau is defined as the concordance function between the random vector X and an independent copy Y , say. If the marginals are not necessarily continuous, the concordance function equals Kendall's tau of the corresponding standard extension copula, τ (C S X ), i.e.
The question remains however as to whether τ (C S X ) fulfills the (Scarsini) axioms as amended above. The key issue again becomes the investigation of the relationship between the dependence structure of X and the dependence structure of the transformed vector Ψ(X, U ) represented by the standard extension copula. If the marginals of X are independent, the same is true for the marginals of Ψ(X, U ) and as a consequence, τ (C S X ) equals zero. On the other hand however, the above concordance function generally cannot reach the bounds ±1 if the marginals are comonotonic and countermonotonic, respectively. If we denote by M S X and W S X the standard extension copulas corresponding to comonotonic and countermonotonic marginals, respectively, we have that
The relationship between these bounds is rather complex as illustrated by Figure 2 . It is however possible to bound the concordance function by less sharp bounds that are far more easy to handle.
Corollary 7 Under the hypotheses of Theorem 5 it follows that
Proof. The difference between the probabilities of concordance and discordance can also be rewritten as
Consider now the function g : R 2 → {−1, 0, 1} given by g(a, b) = sign(b − a) if a = b and by zero otherwise. With this notation, Q equals
By Hölder's inequality, it first follows that
Furthermore, the right hand side can be simplified as follows:
By symmetry it follows that which completes the proof. 2
The following proposition states that the right hand side in (22) corresponds to the sharper kind of monotonicity required in A4*.
Proposition 8
Assume that the marginals of X satisfy X 2 = T (X 1 ) a.s. for some strictly monotone and continuous transformation T on ran X 1 . Then
Proof. Assume first that T is increasing. In that case F X 2 (x) = F X 1 (T −1 (x)) and (21) yields
For T decreasing we have that F X 2 (x) = 1 − F X 1 (T −1 (x)−), which leads to The less sharp bounds Definition 9 Let X = (X 1 , X 2 ) be a bivariate random vector with arbitrary marginals, then the non-continuous version of Kendall's tau is given by
This quantity has many properties similar to those of Kendall's tau for distributions with continuous marginals. In fact one can verify by Corollary 6 and the properties of Kendall's tau for continuous distributions, that τ satisfies A1-A3, A4* and A5* as well as A7. Note however that for a weak convergent sequence {X n }, the convergence of the corresponding sequence of Kendall's taus generally fails; see Nešlehová [17] for details. The performance of τ is shown in Figure 4 for comonotonic and countermonotonic binomial random variables.
The normalization used in Definition 9 is certainly not the only possible; see Denuit and Lambert [14] who obtain another version of Kendall's tau by an alternative normalization of τ (C S X ). The above generalization of Kendall's tau is however supported by the fact that it coincides with the known population version of this measure for empirical distributions as will be discussed later in Section 5. 
Spearman's Rho
In order to obtain a generalization of Spearman's rho one can proceed similarly as with Kendall's tau. If the marginals of Y are independent copies of the marginals of X, we obtain
which is equal to Spearman's rho of the transformed vector Ψ(X, U ). A difficulty is again caused by the fact, that the marginals of Ψ(X, U ) cannot be perfectly monotonic dependent. In analogy to τ (C S X ), we have that
The interrelationship between the bounds is complicated and not easily evaluated analytically; see Figure 2 for an illustration. In oder to find a suitable normalization that would be comparatively easy to handle, one can however generalize the approach chosen by Hoeffding [13] . First note that ρ(C S X ) is also equal to the (linear) correlation coefficient of ψ(X 1 , U 1 ) and ψ(X 2 , U 2 ). Furthermore,
On combining this result with (13) one finds that ρ(C S X )/12 also equals the covariance between (F X i (X i ) + F X i (X i −))/2, i = 1, 2. Hence, it seems suitable to divide ρ(C S X )/12 by the square root of variances of these random variables. These are evaluated in the following lemma.
Lemma 10 With the above notation,
Proof. First note that, for i = 1, 2,
which after some minor algebraic simplifications leads to
The result now follows immediately on combining (27) and (13). 2
The new bounds ± (1 − E(∆F X 1 (X 1 )) 2 ) (1 − E(∆F X 2 (X 2 )) 2 ) are less sharp, meaning that they are not necessarily attained when the marginals are countermonotonic and comonotonic, respectively; see Figure 3 . They are however reached when the marginals are a.s. strictly monotone and continuous functions of one another, which leads to the following definition.
Definition 11 Let X = (X 1 , X 2 ) be a bivariate random vector with arbitrary marginals, then the non-continuous version of Spearman's rho is given by
As in the case of Kendall's tau it immediately follows that ρ satisfies A1-A3 and A7. The axioms A4* and A5* can be obtained easily by noting that
if T is strictly increasing and continuous on ran X i and −(F X i (X i )+F X i (X i −)) if T is strictly decreasing and continuous on ran X i . The only difficulty is again the weak convergence. There the situation is analogous to Kendall's tau; see Nešlehová [17] for details.
The performance of Spearman's rho is illustrated in Figure 4 for binomial random variables. It seems to behave similarly as Kendall's tau, having however a slightly larger value.
Empirical Distributions
In this section we focus on a special family of discrete distributions -the empirical distributions corresponding to bivariate random samples. We show that the versions of Kendall's tau and Spearman's rho obtained above are equal to the sample versions of these quantities known from statistics. In order to state the results, some additional notation is required. Assume we are given a sample x k , y k n k=1 of size n from an arbitrary bivariate distribution function H with marginals F and G, say. As H is not necessarily continuous, ties in the observations are possible. This means that the empirical distribution functions, henceforth denoted by H n , F n and G n , can have jumps of size greater than 1/n. Suppose that there are r distinct values of the x k 's, ξ 1 < · · · < ξ r , and s distinct values of the y k 's, η 1 < · · · < η s . Furthermore, set u i := #{x k |x k = ξ i }, v j := #{y k |y k = η j } and w ij := #{(x k , y k )|x k = ξ i ∧ y k = η j } as well as p i := u i /n, q j := v j /n and h ij := w ij /n for the corresponding frequencies. Finally, we consider order statistics and ranks, each understood componentwise. The order statistics will be denoted by x (i) and y (i) respectively, 1 ≤ i ≤ n. As there are possibly ties in the observations, the ranks that will enter into the subsequent calculations will be twofold. First the ordinary ranks given by R(x k ) := n i=1 1 (x i ≤x k ) and R(y k ) := n i=1 1 (y i ≤y k ) . Secondly, suppose that i is such that x k = ξ i . Then the average rank of x k is the following:
Analogously, R(y k ) denotes the average rank of y k .
Observe that any copula corresponding to H n is uniquely determined only in points R x (i) /n, R y (j) /n where its value equals the number of pairs (x, y) in the sample that simultaneously satisfy x ≤ x (i) and y ≤ y (j) divided by n. The linear interpolation of these values leading to the standard extension copula of H n has been considered by Deheuvels [19] in order to construct distribution-free tests of independence and is referred to as "empirical copula". He considers merely the case of continuous H and hence of samples without ties. In the general case, the standard extension copula of H n is however a natural generalization of Deheuvels' definition; we will therefore also refer to it as the empirical copula of the sample. Note however that several alternative definitions of the empirical copula exist; see for instance Van der Vaart and Wellner [20, section 3.9.4.4.]. These are asymptotically equal to Deheuvels' definition, but generally not continuous and hence not proper copulas.
We now turn back to Kendall's tau and Spearman's rho as defined in Definitions 9 and 11.
Theorem 12 Kendall's τ corresponding to the empirical distribution function H n of a sample x k , y k n k=1 from an arbitrary bivariate distribution H equals the sample version of Kendall's tau,
Proof. On substituting the empirical distribution functions in (23) one finds, after some simplification, that the difference between the probabilities of concordance and discordance equals
Since h ij h kl equals w ij w kl /n 2 if (ξ i , η j ) and (ξ k , η l ) are in the sample [concordant pair if k < i and l < j] and h il h kj equals w il w kj /n 2 if (ξ i , η l ) and (ξ k , η j ) are in the sample [discordant pair if k < i and l < j], the numerator in (30) equals 2 n 2 #[concordant pairs] − #[discordant pairs] . In addition, we examine the quantities n 2 /2(1− r i=1 p 2 i ). If no ties are present, then r = n, ξ i equals the i-th order statistics of {x k } n k=1 for i = 1, . . . , n and p i = 1/n. Therefore,
Otherwise, p i = u i /n and we get
As n 2 /2(1 − s j=1 q 2 j ) can be re-written similarly, the theorem follows. 2
Theorem 13
Under the hypotheses of Theorem 12, Spearman's ρ corresponding to the empirical distribution function H n equals the sample version of Spearman's rho,
where R x and R y are given by
Proof. First note that, by definition of the average ranks,
Similarly R y = (n + 1)/2 and hence R y = R x . According to the discussion in Subsection 4.3, ρ(X, Y ) = corr(X,Ỹ ), whereX andỸ are random variables with expectations 1/2 given by
21
for i = 1, . . . , r and j = 1, . . . , s. One easily verifies that
for any x k with x k = ξ i and similarly that
(R(y l ) − R y ) for any y l such that y l = η j . Because there are exactly u i such x k 's, v j such y l 's and finally w ij observations in {x k , y k } n k=1 equal to (ξ i , η j ),
Hence,
These results support the choice of the normalization used in Definitions 9 and 11 of τ and ρ. Also, Theorems 12 and 13 generalize the statement that the sample versions of Kendall's tau and Spearman's rho can be expressed in terms of the empirical copula. In the general case however, the values of the marginal empirical distribution functions enter into the calculations as well.
Discussion
In this paper, we obtained generalizations for Kendall's tau and Spearman's rho for arbitrary random variables. These depend on the corresponding standard extension copula but also on the marginal distribution functions. The fact that marginal distribution function s take influence upon the dependence structure is characteristic for non-continuous distributions. In the case of concordance measures, this "nuisance" causes difficulties that are basically twofold. On one hand, the measures typically do not reach the bounds ±1 for countermonotonic and comonotonic marginals. If this requirement is however loosened in the sense that ±1 is attained when the marginals are strictly monotonic and continuous transformations of one another, measures that fulfill the desirable property indeed exist. This turns out to be the case for both Kendall's tau and Spearman's rho. The second difficulty is that the measures of concordance corresponding to a weakly convergent sequence of random vectors may not converge; see Nešlehová [17] . Further research however on this issue would certainly be welcome. Otherwise, the obtained generalizations of Kendall's tau and Spearman's rho share all properties those quantities have in the case of continuous distribution functions. Moreover, the constructions rely on an alternative transformation of an arbitrary random variable to a uniformly distributed one. This technique may prove useful in further investigations of dependence structures in the general case.
The results derived in this paper contribute mainly to a quantification of monotonic dependence. The modeling side however, still remains challenging. To illustrate this, Figure 5 shows Kendall's tau for binomial marginals that have been joined together by four different copulas: Gauss, Frank, Gumbel and Fréchet. The copula parameter is in each case chosen in a way that Kendall's tau of the copula is approximatively 0.49. The graphics reveal the ambiguity of this modeling approach: while Kendall's tau of the copula remains constant while altering the marginal parameters, Kendall's tau of the so-created bivariate binomial distribution does not. In fact, its value is quite different from 0.49, especially when the parameter n of the binomial marginals is small. With increasing n, the values of Kendall's tau converge to Kendall's tau of the corresponding copula. The convergence seems however rather slow, except for the Fréchet case, as is shown in Figure 6 . support.
