We present a method for the integration of illumination constraints within a deformable model framework. These constraints are incorporated as nonlinear holonomic constraints in the Lagrange equations of motion governing the deformation of the model. For improved numerical performance we employ the Baumgarte stabilization method. Our methodology is general and can be used for a broad range of illumination constraints. This approach avoids commonly used approximations in shape from shading, such as linearization, and the use of partial di erential equations, which require initial boundary conditions. Furthermore, global and local parameterizations of the deformable models allow an improved estimation of shape from shading. We demonstrate this improvement over previously used approaches through a series of experiments on standardized sets of real and synthetic data 30 .
Introduction
The integration of visual cues within a physics-based modeling framework has been attempted recently by several researchers 19, 9, 6 , due to its potential in improved shape estimation. However, previous attempts have not addressed the use of illumination constraints, such as the ones used in shape from shading, as hard constraints. A major di culty is the nonlinear nature of the constraints, which leads to a requirement for numerically robust methods. In this paper, we provide a general methodology for the incorporation of illumination constraints within a deformable model framework, and we demonstrate through experiments the improvement in object shape estimation from images.
We rst develop a theory for the numerically robust integration of nonlinear holonomic constraints within a deformable model framework, regardless of their origin. We use Lagrange multipliers and a Baumgarte stabilization approach 1 . Subsequently, w e demonstrate how a n y t ype of illumination constraint can be incorporated into a principled way in our physics-based modeling framework, provided that the illumination law i s a di erentiable function of the normal or tangents to the surface. This encompasses practically all the illumination models used in computer vision, from the simple Lambertian model to more complex highly nonlinear models 21, 23 . Instead of extracting the shape parameters directly from these illumination constraints which is not always possible, we use them to provide the necessary generalized forces that will deform our model and estimate the object's 3D shape. Our methodology obviates the need for commonly used approximations e.g., linearization to these equations, or the need to solve partial di erential equations requiring boundary conditions 4 .
We use deformable models or grids with both global and local deformations 19, 2 0 . During shape estimation, we rst t the model's global parameters given the illumination constraints, and then we re ne its shape based on the model's local deformations, using a coarse to ne grid. Use of a deformable model-based approach o ers shape exibility and the additional advantage of the numerically robust computation of the necessary derivatives, producing improved shape estimation results. This is demonstrated in a series of experiments with real and synthetic data. The experiments consist of the standard test images used in the thorough comparative survey by Zhang et al. 30 .
Previous work
Most of the earlier work on shape from shading SFS has been compiled in 13 . The rst comprehensive comparative study of a number of SFS algorithms is 30 . They classify SFS algorithms as either global or local, depending on whether they use intensity information across the entire image or only in the local neighborhood of each pixel.
Most SFS algorithms for Lambertian surfaces follow a regularization approach using the image brightness and surface smoothing constraints 4, 14, 27, 17, 15 . Some methods make use of the integrability constraint 8, 12 , the intensity gradient constraint 31 and the unit normal constraint 4 , while 18 provides a numerically e cient solution to regularization. In the above class of approaches, 15, 1 0 combine stereo and shading. These methods require good initial depth values, which they obtain from stereo information, and typically result in better estimation results compared to shape from shading alone.
Another class of algorithms 11, 22, 3 propagate height information from known points in the image. These methods require a priori information, and their performance depends on the accuracy of that information. Finally, there are a number of methods that use local information to reconstruct depth. 24 and 16 use a rather restrictive local spherical approximation, while 25 and 29 use linear approximations of the re ectance function.
Most of the work on SFS has utilized the Lambertian re ectance model. 21 provides a hybrid model combining di use and specular re ectance. Oren and Nayar 23 studied rough di use surfaces that do not follow Lambert's law, and they proposed a much more complex model of di use re ection, based on statistical modeling of surface geometry.
As opposed to the previous methods on SFS, we present a model-based approach, where shape from shading is incorporated as a nonlinear hard constraint within a deformable model framework.
Deformable Models
In this section we brie y review the general formulation of deformable models 19, 2 0 .
Geometrically, the models used in this paper are parameterized surfaces in space whose intrinsic parameters are u = u; v, de ned on a domain . The positions xu; t of points on the model relative to an inertial frame of reference in space are given by where K is the sti ness matrix, see 20 for de nitions, and where f q u; t = R L f are the generalized external forces computed from the 3D forces f that the data exert on the model. In our model these forces will be computed from edges and the brightness constraint.
In the following sections we will use the above basic deformable model framework to incorporate the nonlinear brightness constraint as a holonomic constraint in 3.
Illumination Models
We will now present the lighting models we will use in SFS and we will reformulate them so that they can be introduced as a constraint in a deformable model framework.
Lambertian Model
This is the simplest lighting model; it models an ideal di user. The amount of light re ected from the surface that reaches the viewer depends only on the orientation of the surface relative t o t h e light source. If we assume a point light source at in nity, and orthographic projection along an axis parallel to the optical axis of the observer, the scene radiance is expressed as I L = B cos = B 0ŝ n; 4 where is the angle between the surface unit normal vector,n = n=knk, and the unit light source direction vectorŝ. B is the strength of the light source and is the constant albedo of the surface, which represents the fraction of the incident light to the surface that is re ected. 0 = = is the bidirectional re ection distribution function, which is a constant in this model.
The above image irradiance equation 4 can be rewritten as a brightness constraint as follows:
5 where I 0 L = I L =B 0 , and the values of I 0 L range between 0 and 1.. In our application, we want to recover the shape parameters based on the intensity information at n points and therefore we will have an n-component constraint v ector C.
C is a nonlinear constraint with respect to the model parameters, which in the traditional SFS formulations resulted either in nonlinear rst-order di erential equations PDE's or in attempts to linearize the constraint 25, 1 7 , 2 9 . PDE's require appropriate boundary conditions 4 that are often not available, whereas linearization introduces additional error. We a void both of these limitations by incorporating the above brightness constraint as a nonlinear holonomic constraint in the deformable model framework, which we will present in a following section. This incorporation depends on the computation of the Jacobian C q of the constraint v ector C, w.r.t. the model parameters q. 8
The fact that our approach is model-based o ers greater numerical stability with respect to previous non-model-based methods in the computation of the above derivatives, which are very sensitive to noise in the data. This will lead to improved experimental results as will be demonstrated in the experiment section.
More Accurate Illumination Models
Our approach allows us to use alternative formulations for the brightness constraint, even if they are not invertible w.r.t the normal, as long as the normal, or tangents to the surface, appear in the expression that describes the radiance of the surface.
As an example, a highly complex lighting model that can be accommodated in our formulation is the one proposed by 23 , to model more accurately the re ectance of rough di use surfaces, such as sand and plaster. In that model, the di use radiance of the surface is dependent on both the viewing and illumination directions. Despite the complexity of the model, it can still be di erentiated w.r.t. the surface normal, since the angles that parameterize it can be converted to equivalent dot product expressions of the normal, that is, ifŝ is the light source direction,v the viewing direction and n the surface normal, cos i =ŝ n, cos r =v n and cos r , i = s ,n cos i v ,n cos r . Thus, if I im is the measured image value, we can form the constraint C D = L d , I im 11 and use it in the same way as in the case of a Lambertian model. Two of the examples in the experiment section were tted using this model.
Integration of Lighting Constraints in Deformable Models
Here, we present our method for incorporating the above nonlinear lighting constraints, C, in a deformable model framework. This constraint vector, of the form _ Cq; t = 0, is nonlinearly related to the model parameters q; constraints of this type are termed nonlinear holonomic constraints. We incorporate these constraints in a deformable model formulation, using the method of Lagrange multipliers. The case of linear non-holonomic constraints was treated in 6 , and the case of linear holonomic constraints was treated in 20 . In order to recover the shape parameters based on the constraint information at n points of our model, we will have a n n 1 constraint v ector C, which is incorporated in 3 based on the theory of We can consider ,C q to be the vector of generalized forces on the model parameters due to the lighting constraint.
Since 12 has fewer equations than unknowns, to obtain the additional necessary equations we di erentiate the constraint equation w.r.t. time _ Cq; t = 0 yielding C q _ q + C t = 0. In our application C is not directly dependent on time, therefore C t = 0, which results in _ Cq; t = C q _ q = 0 : 13 The above Lagrange multiplier approach w orks well in practice when the constraints are almost satis ed initially. However, since we will be tting a deformable model to the data, these constraints will be far from being satis ed initially, and therefore we will use Baumgarte's 1 stabilization method, taking into account that our constraint is nonlinear. This approach is a generalization of the previously developed methodology for linear holonomic constraints 19 . The matrix C + q = C q C q C q ,1 is the pseudo-inverse of the matrix C q , and using this notation in the pre- In the experiment section we will use 19 with the various lighting constraints presented earlier.
Implementation Details
In our implementation, we t dynamically a deformable surface model of the type described in the previous section. In the model tting procedure we rst estimate the model's global degrees of freedom to obtain a rst approximation of the underlying surface. In order to estimate the details of the model's surface we use local deformations. We discretize our model using triangular nite elements with C 0 continuity, a s described in 20 . For e ciency, we use data points that coincide with the barycenter of each element. The generation of the nite element grid is done in a coarse to ne fashion. We start with a few elements and we progressively subdivide them in a regular fashion to get ner meshes until the error of t does not change. This results in signi cantly faster convergence. In addition, as our model moves closer to the solution, we lower the model's elasticity b y decreasing the relative coe cients, in order to re ne surface details.
Fitting with global deformations converges faster than tting with local ones, especially when the global parameters capture a lot of the model's detail, e.g. in the case of models built for speci c applications, when there is knowledge of the illuminated object. While achieving interactive rate performance, global deformations provide only gross shape estimation. To a void loss of detail, when the error rate stops decreasing tting continues with local deformations, whose rate of convergence is slower several minutes and depends on the desired accuracy of approximation and the complexity of the surface. Furthermore the use of global model parameters can help abstract geometric primitives, which could prove useful for the classi cation of shading patterns. These applications are beyond the scope of this paper.
Finally, the pseudo-inverse of C q in 19 is computed through singular value decomposition 26 . Since the number of sampled points is in general far greater than the number of global parameters, the system is over-constrained and our solution is equivalent to a least squares error solution. The test set consists of ve synthetic data sets and ve real images. For the synthetic data sets, we h a ve three images for each data set. The images are generated with the following light source vectors: In the rst image of each set the direction of the light source is 0,0,1, in the second it is 1,0,1, and in the third it is 5,5,7. We performed experiments on three of the synthetic images 1 that are included in the review of SFS algorithms in 30 , so that we could compare the performance of our algorithm with some of the standard algorithms in the eld.
In Fig.1 we h a ve the true height maps used to generate the synthetic test images. To the right of each image in Fig.2 illuminated under the light v ectors described above are the reconstructed height maps. The Penny and Sombrero images were tted with a hemispherical grid, with global scaling along the z-axis. The Mozart images were tted with a deformable superquadric that was initially tted around the contours the best error of t. In this measure we nd the scaling and translation along the Z axis of the two surfaces, so that the distance between them will be minimal, in a least squares sense. These results are reported in Table 1 .
Visual inspection of our results shows that our method manages to recover surface information and detail in most cases. Discontinuities are handled well, thanks to the elasticity of the model. A number of the inherent problems of SFS, such a s c o n vex concave ambiguities, problems arising from the violation of the assumptions, rippling parallel to the direction of the light 31, 17 , appear in some of the results. The C 0 elements that are used for e ciency reasons, tend to favor at surfaces. The amount of detail recovered depends on the number of elements in the model. When tting a ne mesh, local detail will appear in the rst few iterations. As the tting progresses, the deformation will deepen and broaden but without signi cant loss of detail. This is an advantage of the hard constraints approach. An inspection of the depth error images 2 as in 30 , reveals that apart from the the boundaries and areas with detail ner than the discretization of the model, the error tends to concentrate in certain regions 2 The limited space of a conference paper does not allow u s to include them of the image. This suggests that in those areas, global or piecewise global approaches could provide further accuracy gains.
Two experiments were performed on a synthetic image of a sphere and Mozart, rendered using the lighting model of 23 described in Sec.4.2. The parameters were = 0:543788 and = 0 :770950, which are the values that model plaster surfaces 5 . Illumination was at an angle of 22.5 degrees o the viewing axis for the sphere experiment and in the direction 5,5,7 for the Mozart experiment. In both cases the shape was recovered correctly with similar error results as in the case of Lambertian re ectance. Reconstruction results are shown in Fig.4. 
Conclusion
In this paper we presented a formal method for the integration of Shape from Shading within a deformable model framework. This was done by extending previous approaches of incorporating hard constraints to a Lagrangian framework, to the case of nonlinear holonomic constraints. This methodology was then applied to the Shape from Shading problem. A deformable model with both global and local deformations was employed for the recovery of height, based on the principle of Lambertian illumination. A series of experiments was performed on a standardized image set and 
