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ABSTRACT 
One of the biggest concerns in data communication is data security. There are several 
approaches to securely sending data over the network, one of which is steganography. 
Steganography refers to techniques that hide information inside other media in such a 
way that no one will notice. The cover media that can accommodate secret information 
include text, audio, image, and video.  
Images are the most popular covering media in steganography, because they are 
heavily used in daily applications and have high redundancy in representation.  
Steganography techniques are classified into three major groups: transform domain 
techniques, spatial domain techniques, and adaptive techniques. 
In this thesis, I propose an adaptive algorithm for hiding information in RGB images. To 
minimise visual perceptible distortion, the proposed algorithm uses edge pixels for 
embedding data. It detects the edge pixels in the image using the Sobel filter. Then, the 
message is embedded into the LSBs of the blue channel of the edge pixels. To resist 
statistical attacks, the distribution of the blue channel of the edge pixels is used when 
embedding data in the cover image.   
The research method used in this thesis is experimental research. The proposed 
algorithm has been implemented in MATLAB and has been evaluated in terms of various 
factors: capacity, signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), Chi-
square index, and execution time using eight RGB pictures from USC-SIPI Image 
Database. The results showed that the algorithm offers high capacity for hiding data in 
cover images (9-111 KB data can be hidden depending on the picture when using 4 
LSBs); it does not distort the quality of the stego image (SNR ≥ 32 and PSNR ≥ 41); it is 
robust enough against statistical attacks (Chi-Square index is below 0.5); and its 
execution time is short enough for online data transfer (below one second for all 
experimentations). Also, the results showed that the proposed algorithm outperforms 
similar approaches for all evaluation metrics.   
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1 CHAPTER ONE:  INTRODUCTION 
One of the key challenges in transmitting data over the Internet is protecting data from 
unauthorised access by attackers. This is especially the case for confidential and 
sensitive information, such as credit card information, passwords, etc. There are several 
approaches to securely transferring data over the network some of which include: 
secure protocols, cryptography, and steganography. 
Cryptography has been the prominent information hiding technique for a long time 
(Dooley, 2018). The sender encrypts the information using an algorithm and a secret 
key. The recipient must know about the key and the decryption algorithm to understand 
the original message.  The origin of cryptography dates to ancient times (about 1900 
BC), when Egyptians decorated the tombs of the king Khnumhotep II using hieroglyphics 
(Kathryn, 1999). Cryptography techniques witnessed a major breakthrough during 
World Wars I and II, because of the need to protect secret messages from sniffing. At 
the same time, the advent of the rotor cipher machines and, later, computers, helped 
the cryptographers to invent more sophisticated techniques. These techniques became 
increasingly complex, and their applications were more widespread.  
Encryption refers to the process of converting a message (or plaintext) into an 
‘unintelligible’ form (also called ciphertext). Decryption is the process of retrieving the 
message from ciphertext. The sender (which is often referred to as Alice in the 
literature) transmits the ciphertext to the recipient (which is often referred to as Bob in 
the literature) across an unsecured communication channel, through which any flown 
data may be intercepted by a third party. The encryption and decryption algorithm is 
called the cipher. A cryptosystem refers to any system that involves hardware and 
software for encrypting and decrypting messages. Cryptology is the study of 
cryptosystems and is divided into two disciplines, as follows (Tilborg, 1988):  
- Cryptography: designing cryptosystems  
- Cryptanalysis: breaking cryptosystems 
Modern cryptography techniques are divided into two categories, as follows:  
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- Symmetric-key cryptography: Alice and Bob share a private (secret) key to 
encrypt the plaintext. This key is not disclosed to any third party. The process is 
shown here. 
 
Figure 1-1 The process of symmetric-key cryptography (Fouroozesh, 2014) 
- Public-key cryptography: A secret key is shared by Alice and Bob. In addition, each 
one has a public key. Alice uses Bob’s public key to encrypt her plaintext. The 
resulting ciphertext can only be decrypted by Bob using his private (secret) key. 
Since public-key cryptosystems involve complicated arithmetic operations, they are 
unsuitable for real-time information transfer (Sekar, 2011). 
One key issue with cryptography is that indecipherable messages may attract other 
people’s suspicions and encourage them to find an algorithm to decrypt the message 
and find the original information.  
Watermarking is used for embedding a unique signature in a digital media for copyright 
protection. This is useful for detecting an illegal copy or modifications made to a digital 
media.  One major characteristic of watermarking is its robustness, which means, even 
if watermarking is visible—and someone tries to remove the watermark from the 
watermarked media—the original watermarked media will be distorted or destroyed 
(Hassanein, 2014). 
Steganography is the art of hiding information in other information without drawing 
any suspicion. Secret information can be accommodated by different carrier file 
formats, including image, audio, video, and text. Steganalysis, on the other hand, is the 
art of analysing information and detecting the existence of steganography in 
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information. Steganography and steganalysis are truly important in information hiding. 
One advantage of steganography over cryptography is that no one will notice that there 
is some information hidden in a stego data. 
The origin of the word steganography is from Greek words meaning ‘‘Covered Writing’’. 
It has been used in various forms for many years. Around 1000 BC, Histaiacus shaved a 
slave’s head and tattooed a message on his skull. After his hair grew back, the slave was 
dispatched with the message (Johnson & Jajodia, 1998). 500 years ago, based on an 
ancient Chinese method of secret writing, the Italian mathematician Jerome Cardan 
invented a method for secret writing in which a paper mask with holes is shared among 
two parties. The sender puts the mask over a blank paper and writes his secret message 
through the holes. Then, the mask is taken off and the sender fills the blanks so that the 
message appears as an innocuous text as shown in Figure 1-2. 
 
Figure 1-2. Cardan Grill: (left) the mask; (middle): the cover; (right) the secret message 
revealed (Cheddad, Condell, K.Curran, & McKevitt, 2010). 
Steganography has various applications, including enhancing robustness of image 
search engines, copyright control of materials, smart IDs (identity cards) where persons’ 
details are embedded in their photograph (one useful application is hiding patients’ 
confidential data in their photographs), video–audio synchronisation, TV broadcasting, 
companies’ safe circulation of secret data, TCP/IP packets, and checksum embedding 
(Cheddad, Condell, K.Curran, & McKevitt, 2010). 
Based on the cover media, the steganography methods are divided into four categories 
(Kaur, Kaur, & Singh, 2014):  
• Image Steganography: The message is hidden in pixels of the image. The pixels 
are chosen based on various criteria, and their LSBs (Least Significant Bits) are 
usually used for accommodating message bits.  
• Audio Steganography:  The message can be hidden in audio files of any format. 
Some methods break an audio signal into individual samples and embed the 
message into LSBs of the samples. Some methods use parity bits for embedding 
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the message, while others replace the phase of an initial audio segment with a 
reference phase that represents the secret information. 
• Video Steganography: Video files are generally a combination of images and 
sounds. Therefore, most of the techniques used for images and audio files can 
be also applied to video files. The main advantage of using videos as the cover 
media is that a large amount of data can be hidden inside with small and 
unnoticeable distortions. The continuous flow of information causes humans to 
not notice that the video contains secret messages. 
In (Jenifer, Yogaraj, & Rajalakshmi, 2014) a method has been proposed to hide secret 
images into video files. It hides the hidden bits of the secret image into LSBs of image 
frames in the video file. This algorithm uses an Stego-key which ensures that only 
recipient who knows the corresponding decoding key, will be able to extract the image 
from a cover-frame of carrier video file. The cover-frame with the secretly embedded 
image is called the Embedded Stegano-Image. This approach is shown in Figure 1-3. 
 
 
 
 
 
 
 
 
Figure 1-3. The approach proposed in (Jenifer, Yogaraj, & Rajalakshmi, 2014). 
In (Shrivastava, Ranjanand, & SushmitaKumari, 2015) a video steganography method 
has been proposed in which the message is hidden cover frames. The message is hidden 
in the LSBs of the pixels with lower intensity colour. This is due to the fact that lower 
intensity colour has less effect on the human eyes and any modification made to it can 
easily go undetectable to the human eyes.  
In (Singh, 2014) another LSB based method has been proposed for hiding messaged into 
video files. Several criteria have been used to choose frames and pixels inside the frame 
to hide the message. In this method, the LSB of chosen pixels are used for hiding the 
message too. 
 
 
 
Steganography 
Process 
 
Cover Frame 
of Carrier 
Video
Secret Image 
Stego Key 
Embedded 
Stegano Image 
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• Text Steganography: Some text steganography methods conceal the message 
in a text file by changing the format of the file. Some other methods use 
statistical information to generate letters and words in the text to 
accommodate the message. There are also text steganography methods which 
replace words in the text with synonyms to hide the message (Shirali-Shahreza 
& Shirali-Shahreza, 2008).  
In Gutub and Fattani (2007), a text steganographic method has been proposed which 
uses the pointed letters with extension (Kashida in Arabic or elongation) to hide the 
secret bit 1 and the un-pointed letters with extension to hold the secret bit 0. Figure 1-4 
shows an example. 
 
Figure 1-4  Steganography using Kashida in Arabic (Gutub & Fattani, 2007) 
Images are the most popular carriers for stego data for two reasons: First, digital images 
present large numbers of redundant bits.  Second, digital images are heavily used on 
the Internet. As a result, image steganography and image steganalysis have received 
significant attention from researchers. 
When designing a steganography technique, the following factors should be considered 
(Somani & Madhu, 2015): 
- Capacity: The amount of secret information that can be hidden in the cover 
image.  
- Transparency: The difference between the image before and after hiding the 
information. This difference should be negligible. 
- Robustness: The ability of hidden data to resist against attacks or unintentional 
damages. Attacks may cause media degradations, such as rescaling, resizing, 
addition of white and colour noise, cropping, filtering attacks, and random 
chopping.  Unintentional damages are usually caused by data manipulations, 
6 
 
such as digital-to-analogue conversion, lossy compression, re-sampling, and 
prequantisation.  Attackers may either detect or destroy the embedded 
message in the stego image.   
There exists a large variety of steganographic techniques for hiding secret information 
in images. Each technique has been aimed at optimising one or more of the above 
factors. For example, some techniques try to achieve maximum capacity, while there 
are other techniques for which transparency is the highest priority. Some of the 
techniques are too complicated and need a long time to process information and 
prepare the stego image. Such techniques are unsuitable for interactive applications, 
especially for transferring the stego images over the internet. 
Table 1-1 compares cryptography and steganography. 
Table 1-1. Comparison between cryptography and steganography (Fouroozesh, 2014) 
Criteria   Cryptography Steganography 
Purpose Data protection Covert communication 
Carrier Usually text Digital media 
Output Format The cypher-text is in non-
understandable format. 
The stego-object looks the 
same as the cover-object 
Key Required Optional 
Features Confidentiality – Integrity – 
Non-repudiation – Access 
Control – Authentication 
Undetectability – Invisibility 
– Security – Payload – 
Robustness 
Attacks Cryptanalysis Steganalysis 
Problems Illegal in some countries Misused by criminals 
In this thesis, I will propose a steganography algorithm to hide textual information in 
digital coloured images. The proposed algorithm is designed to be simple but effective 
to hide as much information as possible in the image without changing the image size. 
Also, the algorithm is intended to preserve the quality of the image and to be fast 
enough for being used in web applications. Another feature of the proposed algorithm 
is resistance to statistical attacks. 
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1.1 Applications of Steganography and Its Impact on Society 
Steganography can be used in many applications. Here is a list of common applications: 
- E-commerce: Users can securely register their information in the system, and 
their authentication can be protected by steganographic techniques (Wang & 
Ye, 2010). Also, sensitive information about companies or new ideas for 
business can be sent to the recipient using steganography. 
- Medicine: Steganography helps doctors to embed some information about 
their patients (such as personal information, diagnoses of the patient, etc.) into 
the patients’ medical imagery and exams (Ibaida, Khalil, & Al-Shammary, 2010).  
- Military missions: Both the content of the communication and the existence of 
any communication between agencies must be hidden from enemies. 
Steganographic techniques are often used to hide information when two or 
more agencies communicate thorough Digital Short Radio (Jiang, L., Zhanxin, & 
Yahui).   
- Remote sensing:  Sensitive information can be hidden into colour remote 
sensing images to prohibit unauthorised access (Wang & Niu, 2008). 
- Protecting opinions: In some countries, having an opinion different from the 
one imposed by politicians may result in deadly consequences. In such cases, 
people can hide and send their opinions to interested parties using 
steganography. Human rights organisations use steganography to hide the 
personal information of witnesses who saw government officials murdering or 
harming civilians (Korhorn, 2002). 
1.2 Research Motivation  
Transferring private and secret information over the internet is a big challenge. 
Steganography has been proven to be an effective information hiding technique to 
protect secret information from unauthorised access. Among existing digital media, 
images are the most popular carriers for stego data. 
There are some issues with existing image steganography approaches (S., Subhedar, & 
Mankar, 2014): 
- Some approaches suffer from high complexity, which means they are 
unsuitable for online data transfer.  
- Some approaches change the quality of the cover image.  
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- Some approaches can accommodate only a small amount of data in a cover 
image. 
- Statistical attacks, such as Chi-Square (χ2), can easily determine an image 
includes an embedded message.  
Therefore, my main motivation is proposing a simple (but effective) steganography 
algorithm with low execution time, high capacity, low distortion of the image quality, 
and robustness against statistical attacks. 
1.3 Research Contribution 
The contributions of this research are two-fold, as follows: 
• Proposing an adaptive domain steganography algorithm which hides a large 
volume of data in an image quickly and without changing the quality of the 
image too much. The algorithm is supposed to resist statistical attacks. 
• Proposing a steganalysis algorithm to retrieve the original data from the stego 
image. 
1.4 Thesis Layout 
The remainder of the thesis is organised as follows. Chapter 2 reviews steganography 
tools and techniques. It mainly focuses on the researches more relevant to my research.  
Chapter 3 details the proposed steganography and steganalysis algorithms. 
Chapter 4 summarises the experimentations conducted for evaluating the proposed 
algorithm. Then, it discusses the results and compares with similar researches. 
Finally, Chapter 5 concludes the thesis and proposes some future directions for the 
research.
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2 CHAPTER TWO: STEGANOGRAPHY 
TECHNIQUES AND TOOLS 
In the previous chapter, I introduced steganography and discussed the kind of media 
that can be used for hiding information, which includes image, video, audio, and text 
files. Because images are more popular than other media for covering the information 
(Roy & Changder, 2016). In this thesis, I propose a new steganography algorithm for 
hiding information in coloured images. Therefore, I focus on researches conducted on 
image steganography in this chapter.  
Steganography is classified into three categories based on the level of security and the 
way that information is protected from unauthorised access (Andrews & Joseph, 2013): 
- Pure steganography: It is assumed that no one knows that there is any 
information hidden in the cover image. However, both the sender and the 
recipient know about the embedding and extracting algorithms. The main issue 
with these methods is if any attacker detects the stego image, it can easily 
access the original information.  
- Secret key steganography: The sender and the recipient exchange the secret 
key prior to communication, which is vital for extracting the original 
information. In this case, if any attacker detects the stego image, without 
having the key, the hidden information cannot be retrieved. 
- Public key steganography: A public key and a private key are used to make the 
communication more secure.  
Image steganography techniques are primarily classified into three major classes 
(Sumathi, Santanam, & Umamaheswar, 2013): 
- Spatial domain (substitution) methods substitute redundant parts of a cover 
image with the secret message. 
- Transform domain techniques (frequency domain) hide the secret message in 
a transform space of the signal.  
- Adaptive methods that take advantage of both previous approaches.  
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In the following, I discuss these techniques and review some of their related researches. 
2.1 Spatial domain techniques  
Spatial domain techniques directly modify the pixels of the image. The embedding rate 
of such techniques is often measured in bit per pixel (BPP). Compared to other 
steganography techniques, spatial techniques offer a larger capacity for embedding 
secret data. These techniques have generally lower time and resource complexity than 
transform domain techniques. These techniques are themselves divided into several 
categories as follows. 
2.1.1 Least Significant Bit (LSB) Based Steganography 
Direct Least Significant Bit Replacement (DLSBR) is one of the most conventional spatial 
techniques, which can hide large secret messages into host images without introducing 
many visible distortions (Bender, Gruhl, Morimoto, & Lu, 1996). For example, Figure 2-1 
shows how the image pixels in the left are modified to accommodate the secret number 
155 whose binary representation is 10011011. Modified least significant bits of the 
pixels are shown in red in the right side of the figure. 
10001110 
11100100 
01110000 
10010101 
11010000 
00011100 
10001111 
01110111 
10001111 
11100100 
01110000 
10010101 
11010001 
00011100 
10001111 
01110111 
 Figure 2-1. Modifying the LSBs of eight pixels in the left to hide the secret message 
155  
The simplicity of LSB substitution methods is their biggest advantage. However, LSB 
substitution methods are extremely susceptible to statistical attacks and image 
processing activities such as cropping, compression, etc. Several LSB based 
steganographic tools such as S-tools, Steghide, Steganos, etc. are available on the 
Internet.  
Optimal Pixel Adjustment Procedure (OPAP) was an enhancement of the LSB based 
algorithm which improves the overall visibility of the stego image by minimising the 
difference between original pixels and the pixels in the stego image (Wang, Lin, & Lin, 
2000). 
Pixel Indicator Technique (PIT) is basically aimed at improving the security of the 
existing LSB methods.  PIT works on 24-bit/pixel RGB images. To indicate the existence 
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of data in the two-colour channels, it uses two LSBs of the third colour channel as per 
Table 2-1. The algorithm produces very low visual distortion and is resistant to 
histogram and visual attacks (Gutub & Fattani, 2007). 
Table 2-1. Indicator Values Based Action (Gutub A. A., 2010) 
Indicator Channel Channel 1 Channel 2 
00 No hidden data No hidden data 
01 No hidden data 2 bits hidden data 
10 2 bits hidden data No hidden data 
11 2 bits hidden data 2 bits hidden data 
 
The Selected LSB algorithm (SLSB) embeds secret bits into single colour components of 
the host pixels. It does not necessarily choose the LSBs for embedding the secret bits. 
Instead, it chooses the colour plane and the modifiable bits of the colour plane to 
minimise the distortion. To ensure that only the best candidate pixels are selected for 
embedding, SLSB applies a sample pair analysis filter before embedding. The 
embedding rate of SLSB is more than 1 BPP. However, when used for the high degree 
of embedding, the degree of randomness of the pixels of the image is altered and 
hence, SLSB becomes susceptible to statistical attacks (Roy & Changder, 2016).  
The LSB-based technique has been proposed in (Mondal, Debnath, & Mondal, 2016), in 
which the message is converted to binary first. Then, each byte of the message is 
reversed before being inserted into the image. Data bits are inserted into the blue and 
green channels. It starts with the blue channel and uses a hash function to determine 
the bit position (from 2nd to 8th position) in the blue channel for inserting the next data 
bit. If the bit in the blue channel matches with the data bit, 0 is inserted in the blue 
channel; otherwise, 1 is inserted. This process is repeated until the blue channel is 
finished. Then, the algorithm continues with the green channel.  
Akhter (2013) proposed an algorithm which uses 7 LSBs of each pixel to embed 3 bits 
of the message. It uses an encoder/decoder as shown in Figure 2-2.  
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Figure 2-2. Encoder/Decoder for stego image generation (Akhter, 2013) 
b1, b2, …, b7 are LSBs of the pixel. The outputs of the encoder/decoder are determined 
using the following relations in which ⊕ is the bitwise Exclusive Or operator.  
f3 = b1⊕ b5⊕ b6⊕b7 
                      ( 2-1) 
f2 = b1⊕b3⊕b4⊕b7 
( 2-2) 
f1 = b1⊕b2⊕b4⊕b6 
            ( 2-3) 
If f1, f2, f3 are equal to the 3 bits of the message which must be hidden in the pixel, there 
is no need to change the pixel. Otherwise, one bit of the pixel is changed to ensure the 
three outputs of the encoder/decoder match with the message. This algorithm is 
resistant to the Chi-Squared attack. 
2.1.2 Multiple Bit-planes Based Steganography 
Multiple bit-planes-based methods extend the procedure of LSB data hiding techniques 
to embed the data in multiple bit-planes. One major defect of such methods is resulting 
in a low perceptual quality of a stego image when high bit-planes are involved in 
embedding data without using the local property of the image.  
To solve this problem, Kawaguchi & Eason (1998) proposed the bit-plane complexity 
segmentation (BPCS) steganography. In their proposed technique, the cover image, 
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which is in pure-binary coding (PBC) system, is transformed into the Canonical Gray 
Coding (CGC) system (also named as Gray Code in which successive values differ in one 
bit only). Then, according to the bit-plane, the cover image is split into a set of binary 
images. Next, for each CGC bit-plane, its corresponding binary image is split into 
successive and non-overlapping chunks of size 2nx2n, where n is usually considered as 
3. The suitability of a plane for hiding the information is calculated from the following 
formula: 
∝=
𝑘
2 × 2𝑛 × (2𝑛 − 1)
 
( 2-4) 
Where k is the total number of black and white borders in the plane. If  is greater than 
a threshold, the plane is considered suitable for hiding the information.  
Secret message data are also grouped in chunks of size 2nx2n. If the complexity of the 
data-chunk is below the threshold, the chunk is processed by a conjugation operation. 
Then, the data chunk substitutes the image chunks to embed secret data. After 
embedding the whole data, the image is transformed back to PBC system. BPCS 
steganography methods may achieve an embedding rate of 4 BPP without causing 
significant visual effects. 
2.1.3 Noise-adding Based Steganography 
One problem with LSB steganography is its susceptibility against “pairs of value” 
statistical attack. To solve this problem, LSB matching has been proposed which is a 
variation of the LSB steganography technique (Li, Yang, Cheng, & Zeng, 2009). When 
the data bit does not match with the LSB of the image pixel, LSB matching randomly 
adds or subtracts 1 to or from the pixel. In fact, LSB matching is a special case of ±k 
steganography in which the value of the pixel is increased or decreased by ±k to match 
its LSB bit with the binary data bit  (Fridrich & Goljan, 2005).  
To make ±k embedding adaptive, the distortion can be modelled as an additive 
independent identically distributed noise signal with the following probability mass 
function (PMF): 
𝑃+𝑘 =
𝑝
4
, 𝑃0 = 1 −
𝑝
2
, 𝑃−𝑘 =
𝑝
4
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( 2-5) 
Where p is the data embedding rate in bit per pixel (BPP). 
Fridrich & Goljan, D. S. (2003) proposed another noise-adding steganography technique 
which is known as stochastic modulation steganography. Data bits of the message are 
embedded in the cover image by adding a weak noise signal with an arbitrary 
probabilistic distribution. In this approach, a parity function p (x , z) is used, which must 
satisfy the antisymmetric property for x, which means p (x + z , z) = -p (x – z , z) (z  0). 
A parity function has been proposed as follows (Sharp, 2001): 
If 𝑥 ∈ [1, 2𝑧], 𝑝(𝑥, 𝑧) =  {(−1)
𝑥+𝑧
0
  
𝑖𝑓 𝑧 > 0
𝑖𝑓 𝑧 = 0
 
( 2-6) 
If x [1, 2z] the parity function is calculated based on its antisymmetric characteristic.  
In its data hiding process, the stochastic modulation technique uses a secret key to 
generate sequential or random visiting path and a stego-noise n. Then, for each pixel 
xi along the visiting path, a sample ni of the stego-noise is rounded to an integer zi. If zi 
= 0 the pixel xi is skipped, and the next stego-noise sample is considered and rounded, 
otherwise, xi is modified according to the parity function as follows: 
If p(xi + zi , zi) = mk then yi = xi + zi, 
Else p(xi + zi , zi) = -mk then yi = xi - zi 
Where mk is the kth data bit in the message. 
In Mielikainen (2006), the LSB matching revisited algorithm (LSBMR) has been proposed 
which, unlike the LSB algorithm, uses two pixels of the cover image for embedding the 
secret message. The algorithm considers two pixels xi and xi+1 for embedding two 
message bits mi and mi+1. The following function is used to determine the corresponding 
bits yi and yi+1 in the stego image: 
𝑓(𝑥𝑖 , 𝑥𝑖+1) = 𝐿𝑆𝐵(⌊
𝑥𝑖
2
+ 𝑥𝑖+1⌋) 
( 2-7) 
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yi and yi+1 are determined as follows: 
if (mi = LSB (xi)) & (mi+1 ≠ f (xi, xi+1))              (yi , yi+1) = (xi , xi+1 ± 1)  
else if (mi = LSB (xi)) & (mi+1 = f (xi, xi+1))              (yi , yi+1) = (xi , xi+1)  
else if (mi ≠ LSB (xi)) & (mi+1 = f (xi -1, xi+1))             (yi , yi+1) = (xi-1 , xi+1)                
else if (mi ≠ LSB (xi)) & (mi+1 ≠ f (xi -1, xi+1))             (yi , yi+1) = (xi+1, xi+1)  
Here is an example of the execution of the algorithm: 
Input:  
(mi,mi+1) = (1, 0) 
 (xi,xi+1) =  (62, 81) = (00111110, 01010001) 
Output: 
0 = LSB(xi) ≠ mi = 1  & 0= mi+1 ≠ f (xi -1, xi+1)) =1  (yi , yi+1) = (63, 81) 
  
2.1.4 Prediction Error Based Steganography 
To maintain the visual quality of an image, secret data must be hidden in complex areas 
of the image. Local complexity is measured to find the pixel prediction error, which is 
used for hiding the information. To predict the value of a pixel, the difference with its 
neighbouring pixels are considered which can be seen as a type of prediction error.  
Pixel Value Differencing (PVD) scheme differentiates between edges and smooth areas 
when inserting bits (Wang et al., 2008). The human visual system is less sensitive to 
changes in edges as compared to smooth areas. This is because, in the smooth areas, 
the difference between the pixels is much less than the difference between edge pixels. 
As a result, embedding in edge pixels causes less visual perceptible distortion. PVD 
provides lower visual distortion and more resistance to the histogram attack compared 
to the LSB substitution. However, it is susceptible to histogram analysis of the 
differences between the pixel pairs and Chi-Squared attack. 
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2.1.5 Quantization Based Steganography 
In Chen & Wornell (2001) quantization index modulation (QIM) technique, which is a 
popular data hiding technique in watermarking, has been employed for steganography. 
This technique uses a set of quantizers to quantize the input signal x to the output y. 
The data bit m determines which quantizer is used. The following formula defines a 
standard scalar QIM with quantization step Δ for embedding binary data: 
𝑦𝑖 = 𝑄𝑀(𝑥𝑖) = {
∆ ⌊
𝑥𝑖
∆
+
1
2
⌋
∆ ⌊
𝑥𝑖
∆
⌋ +
∆
2
𝑖𝑓 𝑚𝑖 = 0
𝑖𝑓 𝑚𝑖 = 1
 
( 2-8) 
If the standard QIM is used in spatial domain, when ∆ > 2 , the histogram shows a sign 
of discreteness in the integer multiple of ∆/2. Since it is not normal for a spatial image 
to have such a quantization phenomenon, the stego image can be easily detected by a 
histogram attacker. Thus, QIM is unsuitable for JPEG format, which performs 
quantization on block DCT coefficients (Wang & Wang, 2004). A histogram analysis can 
reveal the signature of QIM embedding in a JPEG image. For example, the distribution 
of a particular group of coefficients in a cover-image (Lena) generated by the double 
transform scheme is represented in the left histogram in Figure 2-3. In a stego-image 
on the right, the discreteness of the histogram is an indication of QIM embedding.   
Noda, Niimi & Kawaguchi (2006) QIM has been used for steganography on JPEG 
images. 
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a)                                                                             b) 
Figure 2-3. A) Histogram of dual-transform coefficients of a cover-image (Lena), b)  
The signature of QIM embedding (Wang & Wang, 2004) 
2.2 Transform Domain Techniques  
Transform domain techniques apply some mathematical transformations on the images 
before embedding secret data. These techniques offer a higher security level, because 
these techniques do not modify the pixels of an image directly, and, as a result, it is 
difficult to know the statistical signatures left behind from these algorithms.  
One of the first commercial steganography tools for JPEG images was based on the JSteg 
algorithm, which applies Discrete Cosine Transform (DCT) to the image blocks and 
embeds the secret data into Least Significant Bits (LSB) of the DCT coefficients 
sequentially (Provos & Honeyman, 2003). JSteg does not use any key (neither private 
nor public) for embedding the information. As a result, if an attacker can detect the 
stego image, the message can be easily extracted. It has a high capacity (12% of the 
steganogram size). JSteg is resistant against visual attacks. However, because of using 
sequential embedding and lack of a secret key, it is susceptible to statistical attacks. 
JPHide (Latham, 1999) is another classic JPEG steganography tool, which, unlike JSteg, 
selects the quantized DCT coefficients randomly using a pseudo-random number 
generator, which is controlled by a key. JPHide, in addition to the LSBs of the selected 
coefficients, may also modify the bits of the second-least significant bit-plane. 
OutGuess (Provos & Honeyman, 2003) is an improvement of the JSteg algorithm, which 
uses a Pseudo Random Number Generator (PRNG) to randomise the host pixels in which 
the secret data must be embedded. To preserve the histogram of the original image, 
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after embedding the secret data, it modifies the unchanged DCT coefficients. As a 
result, OutGuess is resistant against the visual attack, histogram attack and the Chi-
Square (χ2) attack. However, in Fridrich, Goljan, & Hogea, (2002) a method has been 
proposed to successfully steganalyze OutGuess by calculating the blockiness of the 
image.  
F5 algorithm (Westfeld, 2001) randomly chooses DCT coefficients to embed the secret 
bits. F5 has a better capacity than JSteg (13%) and is strong against some well-known 
statistical attacks such as the Chi-Square attack. 
In (Lahiri, et al., 2016) an algorithm has been proposed to hide information into edge 
pixels. It uses three types of filters to detect edges: Laplacian (Ramesh Jain, 1995), Sobel 
(Sobel & Feldman, 1973) and Prewitt (Prewitt, 1970). Figure 2-4 shows an example of 
edge detection using Sobel filter: 
 
Figure 2-4. Detected edges using the Sobel Filter (Lahiri, et al., 2016) 
The algorithm then puts the edge pixels in a key matrix and applies the Discrete Cosine 
Transform (DCT) on colour channels to build three different vectors (one vector for each 
channel). The message vector is converted to binary and its length is stored in the initial 
corner pixels of the image. For each position (i,j) in the key matrix, its values for red and 
blue channel after transformation are taken into account as follows: 
X = dctred(key(i),key(j))   
Y= dctblue(key(i),key(j)) 
The value for its green channel is determined based on the next bit of the message: 
dctgreen(key(i),key(j) = (X-Y)/2,    for 0      
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dctgreen(key(i),key(j))=(X+Y)/2,    for 1      
Which means if the message bit is 0, the corresponding position in the green channel is 
half of the difference of the red and blue channels; otherwise, it is the average of the 
red and blue channels. Figure 2-5 shows an example of the output of the algorithm that 
is a stego image embedded with a secret message.  
 
Figure 2-5. A stego image embedded with a message (Lahiri, et al., 2016) 
To extract data, again the aforementioned three filters are used to find edge pixels. 
Then, similarly to the embedding phase, the algorithm puts the edge pixels in a key 
matrix and applies the Discrete Cosine Transform (DCT) on colour channels to build 
three different vectors (R, G, and B). The length of the message is extracted from the 
first few pixels. For each element of the key matrix generated its corresponding values 
from transformed R and B matrices are taken as follows: 
X = dctred(key(i),key(j))   
Y= dctblue(key(i),key(j))   
Two auxiliary variables are used as follows: 
S1=(X+Y)/2    
S0=(X-Y)/2    
If the value of the element (in the same position) of the green transformed matrix 
matches with S1, then a one is added to the output message vector. If it matches with 
S0, then a zero is added to the message vector. In other words: 
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If dctgreen(key(i),key(j)) = S1, then m=1  
If dctgreen(key(i),key(j)) = S0, then m=0  
 This process continues until the whole message obtained from the stego image.  
2.3 Adaptive Steganography 
Adaptive steganography can be seen as a special case of both spatial domain and 
transform domain techniques (Cheddad, Condell, K.Curran, & McKevitt, 2010). These 
methods analyse the image statistically before applying LSB or DCT methods. The 
statistical factors of the image dictate which pixels are suitable for modification. To 
improve robustness against statistical attacks, adaptive methods seek for existing or 
deliberately added noise or colour complexity in the image.   
In Filler, Judas, & Fridrich, (2011) using Syndrome-Trellis Codes (STC) a practical 
methodology has been proposed to minimise additive distortion in steganography and 
to improve the security of the system. STC splits the samples into different bins 
(binning), which is a popular tool for solving many data-hiding problems. The proposed 
method is suitable for both spatial & transform domain. After choosing a suitable 
distortion function, the proposed method provides all tools for constructing practical 
embedding schemes. Neither distortion function nor the embedding operations should 
be shared with the recipient.   
 Fridrich, Goljan, & Soukal, (2006) uses side matching and relocation to propose a 
reversible embedding scheme for VQ-compressed images. This method does not need 
the location map for achieving reversibility.  For some sensitive applications such as 
medical, military, and fine art data applications, even a small distortion of the original 
content is unacceptable. Therefore, for such applications, reversible steganography 
methods are more suitable. VQ (Vector Quantization), which is used in this method, is 
a popular compression technique, since its encoding and decoding procedures are 
simple. To achieve better imperceptibility, the method partitions the codebook into 
several clusters before embedding. The inputs of the method are VQ compressed 
image, a super codebook SC, clusters of the super codebook SC, a stream of secret bits, 
and multiple hit maps. The output of the method is VQ stego image.  
Based on the block X in the cover image one of the following three cases will be 
followed: 
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- When X equals to the ith codeword of codeword group G0, the method invokes 
the embedding process.  
- When X equals to the ith codeword of codeword group G1, no secret bit can be 
embedded. In this case, to avoid conflicting with the previous case, a 
compensation procedure is needed.  
- When X does not belong to G0 U G1, no secret bit can be embedded, and the 
method skips X.  
Chang & Lin, (2006) proposes a new approach to wet paper codes. In this paper authors 
have used random linear codes of small co-dimension to improve embedding efficiency. 
To retain security, the selection channel must be hidden from the public. To avoid 
revealing the selection channels, steganography requires codes for memories with 
defective cells also called wet paper codes. This paper provides a coding mechanism 
that enables the steganography method to use arbitrary selection channels while 
significantly decreasing the number of embedding changes. Wet paper codes are 
combined with matrix embedding arbitrary selection channels to improve embedding 
efficiency using random linear codes of small co-dimension.   
In Hioki, (2002) an adaptive method named “A Block Complexity Based Data 
Embedding” (ABCDE) has been proposed which embeds data in suitable pixels of a noisy 
block in the image. Embedding data in this way results in another noisy block of pixels. 
To find suitable pixels, the method uses two complexity measures: run-length 
irregularity and border noisiness (see Figure 2-6). So, the hidden message is considered 
as a part of the image rather being a noise. The ABCDE method achieves a high 
embedding rate, however, several control parameters must be set manually. These 
parameters are listed in Table 2-2. 
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Figure 2-6. Blocks of various complexity values (run-length irregularity, border 
noisiness) (Cheddad, Condell, K.Curran, & McKevitt, 2010) 
Table 2-2. Control Parameters of the ABCDE method (Cheddad, Condell, K.Curran, 
& McKevitt, 2010) 
External Parameters  Block size (n x n) 
External or Internal Parameters M-sequence parameters 
The characteristic polynomial  
The initial polynomial  
The seed  
Threshold values for complexity measures 
for each bit plane 
Internal Parameters Resource file parameters (the name of the 
resource file, the size of the resource file)  
The length of the section 
 
To increase the robustness, spread spectrum techniques spread hidden data 
throughout the cover image. In (Marvel, Boncelet, & Retter, 1998) an image 
steganography system has been proposed which combines error control coding and 
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image processing with spread spectrum technique. The whole process consists of 
spreading the bandwidth of a narrowband signal across a wide band of frequencies. To 
achieve this goal, the system adjusts the narrowband signal with a wideband signal, 
such as white noise, using a carrier function (a common choice is a Gaussian random 
vector). After spreading, all frequency bands have a low energy, which makes the 
detection of the stego image difficult for attackers. To produce the stego image, the 
message is embedded in the noise and combined with the cover image.  As a result, the 
embedded message is undetectable without access to the original image. On the 
negative side, this technique is highly complex and involves heavy mathematical 
operations. 
The most popular spectrum spreading schemes are as follows (Khalind, 2015): 
- Direct sequence spread spectrum (DSSS) is a spread spectrum modulation 
technique aimed at reducing overall signal interference. This technique makes 
the resulting wideband channel more noisy to allow for greater resistance to 
unintentional and intentional interference.  
- Frequency hopping spread spectrum (FHSS) is a method of transmitting radio 
signals which uses a pseudorandom sequence known to both the sender and 
the recipient. It quickly switches a carrier among many frequency channels.  
- Chirp spread spectrum (CSS) is a spread spectrum technique that encodes 
information using wideband linear frequency modulated chirp pulses. 
2.4 Attacks on Steganography Systems 
Attackers may either detect or destruct the embedded message in the stego image.  
Attacking steganographic algorithms is similar to attacking cryptographic algorithms. It 
goes without saying that if the attacker can get a copy of the original cover image, using 
bit by bit comparison, it can easily determine if there is any message embedded in the 
image. That is why using publicly available images is not recommended for cover 
images. There are several possible attacks on stego images as follows (Muruga, 2008): 
- File only attack: The attacker has only access to the stego image and tries to 
determine if there is a message embedded in the image. This is the weakest 
form of attack and each steganographic algorithm must be at least robust 
against this kind of attacks. In this attack statistical analysis is used to reveal the 
presence of the embedded message in a file.  
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- File and original copy attack: In this kind of attack the attacker has access to 
both the original cover image and stego image. By comparing them, the 
attacker can determine if there is any embedded message in the file. The 
attacker can easily replace the stego image with the original image to destroy 
the message. 
- Reformat attack: The attacker changes the format of the file, which may 
destroy the embedded message.  
- Compression attack: One simple attack is to just compress the file, which can 
remove extraneous information (including hidden information) from a file.  
There are several approaches for “file only” attacks of which the most popular ones are 
as follows: 
- Visual attack: Visual attacks rely on this fact that humans search for visual 
anomalies. Since the digital equipment is not perfect, they usually leave echoes 
of the large structure in the least significant bits. These can be easily revealed 
using random noise. For example, Figure 2-7 shows how visual attack can reveal 
a hidden message in a stego image. 
 
 
a. b. 
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c. d. 
Figure 2-7. a. Cover image, b. stego – image with an embedded message in the first 
half of the image, c. and d. Least significant bits of pixels after a visual attack of the 
cover image and stego-image, respectively (Westfield & Pfitzmann, 1999).    
- Structural attack: This kind of attack is based on this fact that embedding 
information in data files change their structure. The attacker detects the 
embedded message by examining the statistical profile of the bits. For example, 
analysing the file type header may reveal the existence of hidden data. An 
example is shown in Figure 2-8 in which the type header hexdump of a stego 
file is compared with its original file header. As it can be seen from the figure, 
the last four bytes of the header are changed (highlighted in blue).   
 
 
Figure 2-8. File type header hexdump from the original file (top) and the stego file (bottom) 
(Ferreira, 2015) 
- Statistical attack: Statistical attacks compare the frequency distribution with 
the expected distribution of a potential cover file. If there is a difference, the 
image probably contains a hidden message. One simple statistical test for 
detecting embedded information is the χ2 (Chi-Squared) test. This is the basis 
of the Chi-Square attack Westfield & Pfitzmann (1999), which is one of the most 
well-known statistical attacks aimed at detecting stego images.  
This attack is based on a statistical analysis of Pairs of Values (PoVs), which are 
exchanged during message hiding. The analysis compares the theoretically 
expected frequency (which is the arithmetic mean of two frequencies in a PoV 
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since the original cover medium is unavailable) distribution in steganograms 
with some sample distribution of stego medium.  The Chi-Square attack works 
as follows: 
o This attack takes into account the fact that there are k categories and 
there is a random sample of observations. Each observation must fall 
in one and only one category. The categories are all palette indices, the 
colour of which is placed at an even index within the sorted palette. In 
Westfield & Pfitzmann (1999) only odd values of the PoVs of the 
attacked carrier medium are considered. Their minimum theoretically 
expected frequency must be greater than 4. If needed, the categories 
may be unified to hold this condition.  
o The theoretically expected frequency in category i after embedding an 
equally distributed message is (Westfield & Pfitzmann, 1999): 
𝑛𝑖
∗ =
|{𝑐𝑜𝑙𝑜𝑢𝑟|𝑠𝑜𝑟𝑡𝑒𝑑𝐼𝑛𝑑𝑒𝑥𝑂𝑓(𝐶𝑜𝑙𝑜𝑢𝑟)∈{2𝑖,2𝑖+1}}|
2
     
( 2-9) 
o Formula           ( 2-10) measures the frequency of occurrence in the 
random sample i: 
𝑛𝑖 = |{𝑐𝑜𝑙𝑜𝑢𝑟|𝑠𝑜𝑟𝑡𝑒𝑑𝐼𝑛𝑑𝑒𝑥𝑂𝑓(𝐶𝑜𝑙𝑜𝑢𝑟) = 2𝑖}|  
                   ( 2-10) 
o The χ2 statistic is calculated from           ( 2-11) with k-1 degree of 
freedom: 
χ𝑘−1
2 = ∑
(𝑛𝑖 − 𝑛𝑖
∗)2
𝑛𝑖
∗
𝑘
𝑖=1
 
          ( 2-11) 
o The probability of embedding a message in the image is decided by 
calculating the p-value defined in the below:  
𝑝 = 1 −
1
2
𝑘−1
2 𝜏(
𝑘 − 1
2 )
∫ 𝑒
−𝑥
2 𝑥
𝑘−1
2  −1𝑑𝑥
χ𝑘−1
2
0
 
          ( 2-12) 
2.5 Summary 
In this chapter, I reviewed some of the existing steganography methods and attacks. 
Each method has its own advantages and disadvantages. Table 2-3 compares three 
steganography methods discussed in the chapter.  
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As can be seen from the table, adaptive methods take advantage of both spatial domain 
and transform domain methods. However, the complexity of analysing the image in 
adaptive techniques may be high, which makes them unsuitable for online 
steganography. Therefore, I decided to propose a new adaptive steganography method 
with low complexity to make it suitable for online steganography on coloured images.   
Table 2-3. Comparison of spatial and transform domains with adaptive embedding 
schemes (Hussain, Wahaba, BinIdrisa, Hoc, & Jung, 2018) 
Characteristics  
 
Spatial Domain Transform 
Domain 
Adaptive Embedding 
System type Simple  Co plex Depends on the algorithm 
Format dependency Dependent  Independent Independent 
Pixel Manipulation Direct Indirect Depends on inline technic 
Computational 
complexity 
Less computation 
time 
High computation 
time 
Depends on the algorithm 
Embedding Capacity High Limited  Varied 
Visual Quality High  Less controllable Highly controllable 
Integrity of visual 
feature 
Maintainable  Less maintainable Maintainable 
Robust  Highly prone Less prone Depends on the internal 
algorithm 
Security Vulnerable to 
geometric attacks 
Resistant to 
geometric attacks 
Hard to geometric attacks 
Statistical attacks 
analysis 
Easy to 
expose/detect 
Hard to expose 
/unsuccessful 
Hard to expose 
/unsuccessful 
Non-Structural 
detection attacks 
analysis  
Easily detectable Easily detectable Difficult / varied 
Capacity High Moderate Moderate 
Visual quality High High High 
Undetectability Moderate High High 
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3 CHAPTER THREE: METHODOLOGY 
As it was discussed in the previous chapter,  images are heavily used in daily applications 
and have high redundancy in representation. Therefore, images are the most popular 
covering media in steganography. However, there are some issues with the existing 
image steganography approaches: 
- Some appraches suffer from high complexity, which means they are not 
suitable for online data transfer.  
- Some approaches change the quality of the cover image.  
- Some approaches can accommodate a small amount of data in a cover image. 
- Statistical attacks such as Chi-Square can easily detct stego images.  
Therefore, I propose a spatial domain algorithm for hiding information in RGB images. 
This chapter details the proposed method.  
3.1 Research Questions 
Before starting the research, I came up with the following questions for which I hoped 
to find proper answers upon completion of the research. The questions are as follows: 
• How can I improve existing steganography methods in terms of capacity and 
transparency? 
• How can I reduce the complexity of existing steganography methods? 
• How can I increase the robustness of existing steganography methods? 
Thus, my main concerns have been improving the existing methods in terms of four 
factors: capacity, transparency, robustness, and execution time. The proposed 
algorithm is intended to embed large amounts of data in the cover image without 
compromising either the quality of the image or the robustness. Furthermore, since the 
proposed algorithm is intended to be suitable for information hiding in online data 
transfer, its execution time must be very short.    
3.2 Research Hypothesis 
From my findings during literature review, I started my research based on the 
following hypotheses.  
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• Using edge pixels for embedding secret data should not significantly distort the 
quality of the image.  
• Using the LSB of blue channel for embedding information should not have 
significant impact on the quality of the image. 
• Substituting least significant bits of the pixels with uniformly distributed 
messages makes the stego image vulnerable to statistical attacks.  
These hypotheses are the basis of the proposed algorithm and will be tested via 
experimentation. 
3.3 Research Approach 
The identification of a research approach is an important early step in planning a 
research project. Deciding about the research approach depends on the research 
problem. The problem itself can give an indication of which approach might be best. 
There are two main approaches for research (Creswell & Creswell, 2018):  
- Quantitative: Based on (Creswell & Creswell, 2018) “Quantitative research is an 
approach for testing objective theories by examining the relationship among 
variables. These variables, in turn, can be measured, typically on instruments, 
so that numbered data can be analysed using statistical procedures.”  
Quantitative research is best for: 
o Identification of factors that influence an outcome 
o The utility of an intervention 
o Understanding the best predictors of an outcome 
- Qualitative: Based on Creswell & Creswell (2018) “Qualitative research is an 
approach for exploring and understanding the meaning individuals or groups 
ascribe to a social or human problem. ” 
Qualitative research is best if the researcher does not know the important 
variables to examine. 
Figure 3-1 shows the selection of the research methodology. In this research there are 
several factors whose relationships must be investigates through experimentations. 
Therefore, the research methodology is quantitative.  
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In this research, an image steganography algorithm is proposed, then implemented in 
MATLAB, then tested on several benchmarks and its performance is measured in terms 
of evaluation criteria.  
 
Figure 3-1 The research methodology 
 
3.4 Proposed Algorithm 
In this section, I explain the proposed algorithm for embedding data into a cover image 
and the algorithm for extracting data from a stego image. To preserve the quality of the 
cover image, data bits are inserted into edge pixels. To detect edge pixels in the image, 
I use the Sobel filter, which is one of the most well-known edge detection filters. The 
main advantage of the Sobel filter to other edge detection algorithms is its simplicity. It 
also detects edges and their orientation (Shrivakshan, 2012). 
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First, the algorithm converts characters to their equivalent ASCII codes, then shifts the 
codes m bits to the left (e.g., two bits). I use circular shift to preserve shifted bits. 
Circular shift can make detecting the original message difficult for attackers. I substitute 
n LSBs of the blue channel of the edge pixels with n bits of the message. Since n bits of 
the message may be uniformly distributed, their substitution in the LSBs of the blue 
channel of the edge pixels makes the stego image vulnerable to statistical attacks. Thus, 
to increase the robustness of the algorithm, I analyse the frequency of the n LSBs of the 
blue channel of the edge pixels to find their distribution and then generate random 
numbers based on this distribution. Random numbers are in the range [0,2n-1] and their 
number equals to the number of groups of n bits of the message. Then, bitwise XOR 
operation is performed on each group of n bits of the message and its corresponding 
random bits. The resulting bits are stored in the LSB of the blue channel of the edge 
pixels. 
For example, if I want to hide a simple message like “Hi”, the algorithm converts it to 
these two numbers (the ASCII code of “H” is 72 and “I” is 105):  
72 105 
In base 16, these two numbers are converted to: 
48 69 
Each hexadecimal digit is equivalent to four binary digits. So, the above hexadecimal 
numbers are equal to the following binary numbers: 
0100 1000 0110 1001 
If m=2, after two bits circular shift, I will have the following binary numbers: 
0010 0001 1010 0101 
If I assume n=4, the random number are as follows: 
1001 0111 0101 1001 
The XOR of the above binary streams is as follows: 
1011 0110 1111 1100 
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After performing XOR operation on message bits and random bits, the resulting bits are 
inserted into the blue channel of edge pixels in groups of four. For each group of four 
digits in the data, I consider one edge pixel and substitute its four LSBs of the blue 
channel with the four digits in the group. In this way, the size of the image is not 
changed. Also, replacing the LSBs of the blue channel of edge pixels should not have 
significant impact on the colour (and the quality) of the image. Thus, no one will notice 
that the stego image is different with the original image. I will fully investigate this in 
the next chapter.  
Transforming the message using non-uniform distributed random numbers will 
increase resistance of the algorithm against statistical attacks. This will be also fully 
investigated in the next chapter.   
To be able to extract the original data, the length of the message and the seed of the 
random generator function are also inserted into the image. I consider 32 bits for the 
message length and 32 bits for the seed, which are inserted in the first 64/n edge pixels 
(n bits per each pixel). Storing the seed is essential, because the same sequence of 
random numbers must be generated for extracting data from the stego image 
The flowchart in  
Figure 3-2 depicts how the algorithm hides data in the cover image. 
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Figure 3-2 The proposed algorithm for embedding data in the cover image 
Code the length of the message and the seed of the random generator in the 
n least significant bit (LSB) of the blue channel of the first 64/n edge pixels 
Start 
Get the picture and the message 
 
Find the binary representation of ASCII code 
for each character in the message  
Circularly shift the binary digits m bits to the 
left and group all binary values in n  
I=64/n+1 
J=1 
Replace the LSB of the Ith edge pixel with the XOR of the Jth group 
of n bits message and the Jth group of random numbers   
I=I+1 
J=J+1 
Is there any 
group of n bits 
remained? 
Yes 
End 
No 
Find edge pixels using Sobel filter 
Find the distribution of n LSBs of the blue channel of edge pixels and 
generate random numbers in the range [0,2n-1] using this distribution.  
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Figure 3-3 The proposed algorithm for embedding data in the cover image 
Start 
Get the stego image 
Find edge pixels using Sobel filter 
Get the length of the message (n) from the n least significant bit 
(LSB) of the blue channel of the first 32/n edge pixels 
 
I=64/n+1 
J=1 
Get the LSB of the Ith edge pixel and XOR with the Jth group of n digits 
of random numbers. Put the result in the Jth group of n bits message  
 
I=I+1 
J=J+1 
Is there any 
group of n 
bits 
remained? Yes 
No 
Circularly shift the binary digits 2 bits to the right  
 
Convert ASCII codes to the equivalent characters  
 
Print the message 
End 
Get the seed of the random generator from the four least 
significant bit (LSB) of the blue channel of the second 32/n edge 
pixels 
Generate enough random numbers using the seed in the range [0,2n-1] 
 
35 
 
To extract the image, I extract the coded length of the message from the stego image 
first. Then, I extract the seed of random generator and generate enough random 
numbers in the range [0,2n-1]. Until extracting all groups of n digits from the image, I 
extract n digits from the blue channel of the edge pixels and perform XOR operation on 
these n digits and the next random number. I put the result of all XOR operations 
together and shift it m bits to the right. The flowchart in Figure 3-3 depicts how the 
algorithm extracts data from a stego image. Both algorithms are intended to have short 
execution time which is vital for online steganography. I fully investigate this in the next 
chapter.   
3.5 Implementing the Proposed Algorithm 
For implementing the proposed algorithm, I used MATLAB, which is one of the most 
suitable programming languages for image processing. The advantages of using 
MATLAB for implementing the proposed algorithm over other programming languages 
are as follows: 
• The basic data element in MATLAB is the matrix, which can easily store the data 
of an image. Mathematical operations that work on arrays or matrices are built-
in to the MATLAB environment, which can make the image manipulation easy. 
• Plenty of MATLAB libraries are available for image processing operations.  
• The graphical output is convenient for image processing, which also allows the 
user to have interaction with the program.  
The program provides an interface for the user, which is shown in Figure 3-4. The user 
can click on the Coding button to hide information in an image. Then, the user must 
choose the image file in the right pane (see Figure 3-5) and provide a message in the 
left pane, then press the Coding button to hide the message in the image. The image 
file can be in these formats: BMP, GIF, HDF, JPEG, PCX, PNG, TIFF, and XWD.  
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Figure 3-4 The interface of the steganography system 
 
Figure 3-5 Hiding a message into an image 
Upon pressing the Coding button, the program uses the Sobel filter to detect edge pixels 
of the image. Figure 3-6 shows the edge pixels of the sample image in Figure 3-5. 
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Figure 3-6 Edge pixels of the image in Figure 3-5 
The following MATLAB code applies the Sobel filter to the original image and its output 
is the image shown in Figure 3-6. 
 
im = imread('hello.jpg'); 
image(im); 
gray = (0.2989 * double(im(:,:,1)) + 0.5870 * 
double(im(:,:,2)) + 0.1140 * double(im(:,:,3)))/255; 
edgeIm = sobel(gray, 0.7); 
image(edgeIm) 
 im3 = repmat(edgeIm, [1 1 3]); 
 image(im3) 
Figure 3-7. Using the Sobel filter in MATLAB 
The program gets the pixels of the image in an NxMx3 matrix where N is the number of 
rows, M is the number of columns of the image and 3 dimensions for colour channels. 
The matrix of the previous image is shown in Figure 3-8. 
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Figure 3-8 The matrix of the image shown in Figure 3-5 
 
In the next step, the program finds the distribution of the n LSBs of the blue channel 
(last dimension). Based on this distribution, the program generates random numbers in 
the range [0,2n-1]. The following MATLAB code simply shows how can I generate non-
uniform random numbers. 
N = 1000 
X = zeros(1,N); 
i1 = round(N/3+1) 
i2 = i1 + round(N/2) 
X(i1:i2) = 1; 
X(i2+1:end) = 2; 
X = X(randperm(length(X))); 
 
Figure 3-9. Generating uniform random numbers in MATLAB 
The above code generates 1000 random numbers in the range [0,2] with the probability 
of 1/3 for 0, 1/2 for 1, and 1/6 for 2.  
After generating random numbers, the program applies XOR operator to one group of 
n bits data and its corresponding random number and inserts it in the n LSBs of the next 
edge pixel blue channel in the matrix. Figure 3-10 shows the sample image after hiding 
the message. As it can be seen from the image, there is no evident difference between 
the stego image and the original image. Therefore, the stego image and the original 
image are not visually distinguishable. 
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The code f 
 
Figure 3-10 The stego image of Figure 3-5 
To extract data from a stego image, the user must press Decoding button from the 
main screen and choose the stego image file. Then, the user must press Decoding 
button to see the message (see Figure 3-11). 
 
Figure 3-11 Extracting the hidden message from an stego image 
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MATLAB code for both hiding and extracting the message into/from the cover image 
can be found in Appendix one. 
3.6 Data Collection Process 
After studying similar researches, I found that most of them have used the USC-SIPI1 
image database as cover images for benchmarking. This database is used to support 
research in image processing, image analysis, and machine vision. The first edition of it 
was released in 1977 (Hsieh, 2018). To achieve consistency when comparing my results 
with others, I used USC-SIPI database for evaluating my algorithm. More specifically, I 
used 8 RGB images from USC-SIPI, which will be fully explained in the next chapter.  
 
3.7 Summary 
In this chapter, I explained my proposed steganography algorithm, which hides the 
message in the n LSBs of the blue channel of edge pixels. It applies the Sobel filter to 
the image to find edge pixels. I hope using LSBs of the blue channel does not significantly 
distort the quality of the image. Thus, no one can visually distinguish the stego image 
from the original image. 
One problem with LSB methods is their vulnerability to statistical attacks, such as Chi-
square. To overcome this problem, the proposed algorithm finds the distribution of 
LSBs of the blue channel of edge pixels and uses this distribution to generate random 
numbers and to change the distribution of the message. As a result, hiding the message 
should not change the original distribution of the blue channel, which protects the stego 
image from being detected by statistical attacks.  
                                                          
1 http://sipi.usc.edu/database/ 
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4 Chapter Four: Experimental Results and 
Discussion  
In the previous chapter, I detailed the proposed algorithm, which is an adaptive 
steganography method for hiding information in RGB images. I also explained the 
implementation of the algorithm in MATLAB. In this chapter, I evaluate the algorithm 
and explain the experimental results.  
4.1 Dataset  
I used eight colour images from the USC-SIPI image database to evaluate the proposed 
algorithm. USC-SIPI Image Database is a popular dataset, which has been used in many 
researches as benchmarks. Images used for evaluating the proposed algorithm are as 
follows.  
 
 
 
 
Lenna 
Number of edge pixels: 52227 
Barbara 
Number of edge pixels  :222867  
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Baboon 
Number of edge pixels: 177135 
Peppers 
Number of edge pixels: 44481 
 
 
 
 
House 
Number of edge pixels:  17910 
Sailboat 
Number of edge pixels: 98490 
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Tree 
Number of edge pixels  :40881  
Jellybean 
Number of edge pixels  :12714  
Figure 4-1. Images used from USC-SIPI image database for evaluation 
For each image, the number of edge pixels is also shown in the figure, which is 
calculated after applying the Sobel filter with threshold 0.7.  
4.2 Evaluation Metrics 
I evaluated the proposed algorithm using the following metrics: 
- Capacity: The number of bits that can be embedded in each image. 
- Signal-to-noise ratio (SNR) and peak signal-to-noise ratio (PSNR), which indicate 
the quality of the picture and are defined as (Horé & Ziou, 2010): 
𝑆𝑁𝑅 = 10 × log10
∑ ∑ (𝑂𝑖𝑗)
2𝐻
𝑗=1
𝑊
𝑖=1
∑ ∑ (𝑂𝑖𝑗 − 𝐷𝑖𝑗)2
𝐻
𝑗=1
𝑊
𝑖=1
 
( 4-1) 
𝑃𝑆𝑁𝑅 = 10 × log10
max (𝑂𝑖𝑗)
2
1
𝑊 × 𝐻
∑ ∑ (𝑂𝑖𝑗 − 𝐷𝑖𝑗)2
𝐻
𝑗=1
𝑊
𝑖=1
 
        ( 4-2) 
where W is the width of the image and H is the height of the image. Oij and Dij are the 
values of the pixel in row i and column j in the original and stego image, respectively. 
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A high value for PSNR means that the stego image has the similar quality to the 
original image. 
- Chi-Square index: This shows the probability of finding the hidden messages in 
the image by Chi-Square test. The lower this index, the more robust the 
algorithm against the Chi-Square attack. 
- Execution time: Since the proposed algorithm is supposed to be suitable for 
online applications, it is vital to minimise the time required for embedding the 
message in the cover image and also the time required to retrieve the hidden 
message. 
4.3 Capacity 
Since the proposed algorithm stores bits of the message in each edge pixel, the number 
of edge pixels for each image determines its capacity for hiding messages in the 
proposed algorithm. So, the capacity of the proposed algorithm (in terms of bits) is 
calculated from the following equation: 
Capacity = Number of LSBs x Number of edge pixels -  
64
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐿𝑆𝐵𝑠
 
( 4-3) 
Where number of LSBs(n) are the number of bits that algorithm hides in edge pixels. 
The default value of this in the algorithm is 4. As it was explained in the previous 
chapter, the algorithm needs 64/n bits for storing the length of the message and the 
seed of the random generator. 
4.4 Signal-to-Noise Ratio (SNR) and Peak Signal-to-Noise Ratio 
(PSNR) 
I evaluated the impact of the number of LSBs of edge pixels and the message length on 
SNR and PSNR of stego images. The number of LSBs lies in the range [1, 5] and message 
lengths are {500, 1000, 5000, 10000, 15000, 20000} bits.  
Figure 4-2 to Figure 4-17 depict the SNR and PSNR of the proposed algorithm for all 
images. As it can be seen from the figures, increasing the number of LSBs for hiding 
messages decreases both SNR and PSNR for all images. Also, hiding larger messages 
results in lower SNR and PSNR, which means that the stego image becomes more 
different than the original image. From the results, it is arguably inferred that for a 
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specific message, images with higher capacity (i.e., more edge pixels) have better SNR 
and PSNR. However, the image content may also affect SNR and PSNR. For example, 
although Lenna does not have the highest capacity, its SNR and PSNR are the highest. 
 
Figure 4-2. SNR of the proposed algorithm for Lenna 
 
 
Figure 4-3. PSNR of the proposed algorithm for Lenna 
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Figure 4-4. SNR of the proposed algorithm for Barbara 
 
 
Figure 4-5. PSNR of the proposed algorithm for Barbara 
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Figure 4-6. SNR of the proposed algorithm for Baboon 
 
 
 
Figure 4-7. PSNR of the proposed algorithm for Baboon 
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Figure 4-8. SNR of the proposed algorithm for Peppers 
 
 
Figure 4-9. PSNR of the proposed algorithm for Peppers 
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Figure 4-10. SNR of the proposed algorithm for House 
 
 
 
Figure 4-11. PSNR of the proposed algorithm for House 
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Figure 4-12. SNR of the proposed algorithm for Sailboat 
 
 
Figure 4-13. PSNR of the proposed algorithm for Sailboat 
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Figure 4-14. SNR of the proposed algorithm for Tree 
 
 
 
Figure 4-15. PSNR of the proposed algorithm for Tree 
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Figure 4-16. SNR of the proposed algorithm for Jellybean 
 
 
Figure 4-17. PSNR of the proposed algorithm for Jellybean 
I compared the SNR and PSNR of the proposed algorithm with two algorithms: basic LSB 
algorithm and (Lahiri, et al., 2016). The basic LSB algorithm has been chosen because it 
is the basis of the proposed algorithm. The proposed algorithm was expected to 
outperform the basic LSB algorithm. The reason for choosing (Lahiri, et al., 2016)  was 
that their algorithm also uses edge pixels for hiding the message. Figure 4-18 and Figure 
4-19 compare SNR and PSNR of the proposed algorithm with (Lahiri, et al., 2016) and 
the basic LSB, respectively. For the sake of consistency, I implemented the algorithm in 
(Lahiri, et al., 2016) and basic LSB myself and used the same environment (i.e., software, 
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hardware, and data) for evaluating all algorithms. The experimentations have been 
conducted for random messages with 5000 and 15000 bits length, of which 4 bits have 
been hidden in one edge pixel.  
 
 
Figure 4-18. Comparing SNR of the proposed algorithm with (Lahiri, et al., 2016) and 
LSB 
 
 
Figure 4-19. Comparing PSNR of the proposed algorithm with (Lahiri, et al., 2016) 
and LSB 
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Lahiri, et al.  (2016) uses three different filters: Sobel, Laplacian, and Prewitt. Since the 
proposed algorithm uses the Sobel filter for edge detection, for the sake of consistency, 
the results shown in the figures for Lahiri, et al. (2016) are just for the Sobel filter. I used 
random messages for comparing the two algorithms. 
As it can be seen from the figures, the proposed algorithm results in less distortion in 
the cover image compared with other two algorithms. However, for Peppers, the SNR 
and PSNR of the proposed algorithm are slightly lower than Lahiri, et al. (2016). It seems 
when hiding bigger messages, the quality of the images resulted from my algorithm gets 
closer to the quality of images resulted from Lahiri, et al. (2016). As it was expected, the 
basic LSB has lower SNR and PSNR than the proposed algorithm and Lahiri, et al. (2016). 
4.1 Chi-Square Index 
In the next step of experimentation, I evaluated the robustness of the proposed 
algorithm. As per the initial plan, I used the Chi-Square attack Kuo, et al. (2008), which 
is one of the most well-known statistical attacks aimed at distinguishing stego images 
from normal images. Figure 4-20 to Figure 4-27 depict the results of the robustness test. 
In the experimentation, the number of LSBs lies in the range [1, 5] and the message 
lengths are {500, 1000, 5000, 10000, 15000, 20000} bits. 
 
Figure 4-20. Probability of finding the hidden message for Lenna 
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Figure 4-21. Probability of finding the hidden message for Barbara 
 
 
Figure 4-22. Probability of finding the hidden message for Baboon 
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Figure 4-23. Probability of finding the hidden message for Peppers 
 
 
Figure 4-24. Probability of finding the hidden message for House 
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Figure 4-25. Probability of finding the hidden message for Sailboat 
 
 
Figure 4-26. Probability of finding the hidden message for Tree 
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Figure 4-27. Probability of finding the hidden message for Jellybean 
 
As it can be seen from the figures, hiding longer messages in the same image increases 
the chance of detecting stego image by the Chi-Square attack. With the same message 
length, the probability of detection is higher for images with fewer edge pixels. The 
highest probability is 0.48, which belongs to Jellybean when using 5 edge pixels for 
hiding messages with the message length of 20000 bits. Thus, in all experimentations, I 
achieved a probability below 0.5 for detecting stego images, which shows the proposed 
algorithm is robust enough against statistical attacks. 
I compared the robustness of the proposed algorithm with the basic LSB and Lahiri, et 
al., (2016). I used messages with length 5000 and 15000 bits of which 4 bits have been 
hidden in one edge pixel. Figure 4-28 depicts the results. As it can be seen from the 
figure, for most of the images the probability of finding the hidden message is lower in 
the proposed algorithm than (Lahiri, et al., 2016). This is due to incorporating the 
distribution of blue channel of edge pixels in the proposed algorithm when embedding 
information. However, for House and Jellybean (for both 5000 and 15000 bits 
messages) and Lenna (for 15000 bits messages) Lahiri’s algorithm is slightly better than 
my algorithm. This is due to using all three colour channels for hiding images in (Lahiri, 
et al., 2016). As it was expected, the proposed algorithm is more robust than the basic 
LSB algorithm. This is because of transforming the message using non-uniform 
distributed random numbers in the proposed algorithm. 
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Figure 4-28. Comparing robustness of the proposed algorithm with (Lahiri, et al., 
2016) and basic LSB 
4.2 Execution Time 
Since the proposed algorithm was intended to be suitable for online steganography, its 
execution time has been a major concern from the beginning. Therefore, in the next 
step of experimentation, I measured the execution time of the proposed algorithm for 
embedding and extracting data and compared the results with (Lahiri, et al., 2016) and 
the basic LSB.  
Figure 4-29 depicts the execution time for embedding data and Figure 4-30 depicts the 
execution time for extracting data for both the proposed algorithm and Lahiri, et al. 
(2016) and basic LSB. The times are in seconds. For this experimentation, I used MATLAB 
R2014b running on a computer with Intel Core i7 processor (2.4 GHz), 12GB of RAM, 
and Windows 10 operating system. 
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Figure 4-29. Comparing the execution time of the proposed algorithm with (Lahiri, et 
al., 2016) and basic LSB 
 
 
 
Figure 4-30. Comparing the execution time of the proposed algorithm with (Lahiri, et 
al., 2016) and basic LSB 
As it can be seen from the figures, the proposed algorithm has low execution time 
(below 1 second) for both embedding and extracting data on all test images. The 
execution time depends on the number of edge pixels and the size of the message. The 
more edge pixels or longer the messages the longer execution time will be. For a specific 
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image and a specific message, the embedding algorithm takes a bit longer than 
extraction (on average 26%). This is because, before embedding data, the proposed 
algorithm analyses the distribution of the blue channel of edge pixels. Since this kind of 
analysis is not needed when extracting the data, the execution time of extraction is 
shorter than embedding data.  
One big advantage of my algorithm is its short execution time, which makes it suitable 
for online data. The algorithm proposed in Lahiri, et al. (2016) puts the edge pixels in a 
key matrix and applies the Discrete Cosine Transform (DCT) on colour channels to build 
three different vectors (one vector for each channel) which impose a time overhead. As 
it can be seen from the figures, Lahiri, et al. (2016) has similar execution times for 
embedding and extracting data. This is because embedding and extracting data in their 
algorithm requires applying DCT on colour channels, which takes time.  
Since the proposed algorithm transforms the message using non-uniform distributed 
random numbers to increase resistance of the algorithm against statistical attacks, its 
execution time is a bit longer than the basic LSB. However, the difference is not 
considerable.  
4.1 The Impact of Shifting Bits on the Performance of the Proposed 
Algorithm 
In the last step of the experimentation, I evaluated the impact of the number of bits 
shifted in the proposed algorithm on SNR, PSNR, Chi-Square index, and execution time. 
As expected, this factor did not have any impact on the evaluation factors, because 
shifting a random message results in another random message. The purpose of the 
circular shift in the proposed algorithm is decreasing the chance of finding the original 
message if the Chi-Square attack detects the stego image. To avoid repeating the 
previous results, the result of this experiment is not shown here.  
4.2 Summary 
In this chapter I detailed the experimentations conducted to evaluate the performance 
of the proposed algorithm. The evaluation metrics included capacity, Signal-to-Noise 
Ratio (SNR), Peak Signal-to-Noise Ratio (PSNR), Chi-Square index, and execution time.  
The capacity of the proposed algorithm is a function of the number of edge pixels of the 
image and number of LSBs. I evaluated the impact of the message length and the LSBs 
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of edge pixels for hiding the messages on SNR, PSNR, and Chi-Square index. As the 
experimentations showed, whenever the message length or number of LSBs increases, 
all three metrics also increase, which means the quality of the stego image decreases, 
and the chance of detecting the stego image by statistical attacks increases. However, 
in all experimentations, the quality of the stego image is acceptable (SNR  32 and PSNR 
 41), which means they are not distinguishable with the naked eye. Also, the Chi-
Square index of all images is below 0.5, which means the chance of detecting stego 
images by statistical attacks is low. 
The execution time of the proposed algorithm has been measured for different 
message lengths. Images with more edge pixels need more time for embedding and 
extracting data.  Also, the algorithm takes a longer time for embedding or extracting 
longer messages. Since the embedding phase requires the algorithm to analyse the 
distribution of blue channel of the edge pixels, it needs longer time than extraction 
phase. The results showed that embedding and extracting data in the proposed 
algorithm takes less than one second for all test images. This is an important 
achievement, because the proposed algorithm is intended for online use with 
steganography applications.     
I also compared my algorithm with the basic LSB and with a similar algorithm (Lahiri, et 
al., 2016). Lahiri, et al (2016) is a more complex algorithm, which puts the edge pixels 
in a key matrix and applies the Discrete Cosine Transform on colour channels to build 
three different vectors for three colours. Nonetheless, its performance is lower than 
the proposed algorithm. 
The proposed algorithm has less distortion than the basic LSB but its execution time is 
a bit longer because it transforms the message using non-uniform distributed random 
numbers to increase resistance of the algorithm against statistical attacks. 
To decrease the chance of finding the hidden message in the case that the attacks 
detect the stego image, the proposed algorithm circularly shifts the message before 
hiding it. Using more sophisticated encryption methods to encrypt the message before 
hiding it in the cover image can improve the security of the algorithm.  
  
63 
 
5 Chapter Five: Conclusions and Future Work 
This chapter summarises the thesis and highlights both the major contributions and the 
findings of the research. There are also some prospective points for the future work. 
5.1 Summary 
Security is one of the major concerns in data transfer. There are several techniques to 
protect data from unauthorised access. One of these techniques is steganography, 
which hides data in a digital medium, such as text, image, audio, or video files. The main 
advantage of steganography over cryptography is that no one will notice that there is 
some information hidden in a stego data. 
Among cover media, images are more attractive for steganography, because they 
present a large number of redundant bits. Furthermore, digital images are extensively 
used on the Internet. The image steganography techniques are divided into three broad 
categories: spatial domain techniques which substitute image pixels with the message; 
transform domain techniques which use transform space of the signal for hiding the 
message; and adaptive techniques which combine the previous two techniques. Special 
domain techniques have larger capacity, but they are vulnerable to statistical attacks.  
In this thesis, I proposed a new adaptive steganography algorithm for image 
steganography. The proposed algorithm hides text messages into RGB images. The 
proposed algorithm applies Sobel filter to the image to find its edge pixels. The LSBs of 
the blue channel of edge pixels are substituted with the message bits. To increase the 
security, the algorithm takes two steps: 
- The image is analysed to find the distribution of the blue channel of edge pixels. 
This distribution is used when embedding the message. In this way, the chance 
of detecting stego image by statistical attackers is reduced. 
- Before embedding the message, the message is circularly shifted. In this way, 
even if the attackers detect the stego image, they cannot find the original 
message.  
The proposed algorithm was evaluated in terms of the following factors using colour 
images from the USC-SIPI image database:  
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- Capacity: The capacity of the algorithm is determined by the number of edge 
pixels and the number of LSBs used for embedding the message. 
- Transparency: The quality of the stego image has been measured in terms of 
Signal-to-noise ratio (SNR) and peak signal-to-noise ratio (PSNR). For all 
experimentations, the algorithm achieved SNR ≥ 32 and PSNR ≥ 41, which 
means no one can visually detect a stego image.  
- Robustness: To measure the robustness of the proposed algorithm against 
statistical attacks, the probability of detecting the stego image by the Chi-
square attack has been measured which was below 0.5 for all experimentation. 
This means that the algorithm is robust enough against this attack. 
- Efficiency: Since the proposed algorithm is intended for online steganography 
applications, its efficiency has been a major concern from the beginning. Thus, 
I measured the execution time of both the proposed steganography and 
steganalysis algorithms. The experimentations showed that both algorithms 
are quick enough to be suitable for online applications.   
Based on the results of experimentations, the following relationships among several 
factors have been inferred: 
- Using more LSBs for hiding messages reduces both SNR and PSNR.  
- Hiding longer messages results in lower SNR and PSNR.  
- For a specific message, images with more edge pixels usually achieve better 
SNR and PSNR. However, this is not a general rule and the situation may vary 
from an image to another.  
- Hiding longer messages in an image makes it more vulnerable against the Chi-
Square attack.  
- Hiding a message in an image with more edge pixels decreases the chance of 
detection by the Chi-Square attack.  
- Hiding/extracting longer messages into/from an image takes longer time.  
- Images with more edge pixels need longer execution time for hiding/extracting 
a message.  
- The number of bits shifted in the proposed algorithm has no impact on SNR, 
PSNR, Chi-Square index, and the execution time.  
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Back to my research questions in Chapter 3, as the experimentations showed, the 
proposed algorithm improved existing steganography methods in terms of capacity, 
transparency, complexity, and robustness. 
5.2 Future Work 
In this research, RGB images have been used for the proposed steganography 
algorithm. Images are used in many applications on the internet. The evaluation of the 
proposed algorithm showed its appropriateness for online applications. There are also 
other media could be suitable for online steganography. For example, videos are 
increasingly used on the internet. 1.5 billion people use YouTube, in which 300 hours of 
video are uploaded every minute (Danny, 2018)! Thus, one direction for the future 
would be using videos as the cover media and modifying the algorithm accordingly. 
Since each video consists of many frames, and each frame can be considered as an RGB 
image, the proposed algorithm can be easily adapted for videos. For sure, the capacity 
of embedding information in videos is significantly more than images. However, if the 
algorithm is supposed to be used for online streaming, it must become more efficient 
to avoid any delay in playing the video. 
The proposed algorithm only uses the blue channel of edge pixels for embedding data. 
Incorporating green and red channels will increase the capacity of the proposed 
algorithm. However, its robustness and efficiency must not be compromised. Thus, the 
algorithm must be appropriately modified to ensure using three colour channels 
jeopardise its security and efficiency. 
The proposed algorithm uses a circular shift to reduce the chance of finding the original 
message by attackers in the case of detecting the stego image. However, using more 
sophisticated cryptography methods can improve the security of the proposed 
algorithm. 
Among the existing edge detection filters, the proposed algorithm uses the Sobel filter. 
Using other filters (such as Laplacian and Prewitt) may improve the quality of the 
algorithm. Therefore, experimenting with other edge detection filters can be one of the 
next steps of this research. In this case, comparing the proposed algorithm with Lahiri, 
et al., (2016) can be more accurate because their algorithm uses three filters: Sobel, 
Laplacian and Prewitt of which I only used Sobel filter for comparison. 
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Because of time limitations, I compared my proposed algorithm with only two other 
algorithms: basic LSB and (Lahiri, et al., 2016). To ensure the proposed algorithm has a 
better performance than existing algorithms, it can be compared with several similar 
algorithms as (Fouroozesh, 2014), (Kasapbas & Elmasry, 2018). 
The proposed algorithm works with RGB images. One direction for the future research 
could be adapting it for grayscale images.  
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6 Appendix One 
MATLAB code for hiding messages into the cover image: 
function varargout = proje(varargin) 
% PROJE M-file for proje.fig 
%      PROJE, by itself, creates a new PROJE or raises the 
existing 
%      singleton*. 
% 
%      H = PROJE returns the handle to a new PROJE or the 
handle to 
%      the existing singleton*. 
% 
%      PROJE('CALLBACK',hObject,eventData,handles,...) calls 
the local 
%      function named CALLBACK in PROJE.M with the given input 
arguments. 
% 
%      PROJE('Property','Value',...) creates a new PROJE or 
raises the 
%      existing singleton*.  Starting from the left, property 
value pairs are 
%      applied to the GUI before proje_OpeningFcn gets called.  
An 
%      unrecognized property name or invalid value makes 
property application 
%      stop.  All inputs are passed to proje_OpeningFcn via 
varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI 
allows only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
 
% Edit the above text to modify the response to help proje 
 
% Last Modified by Reem Alomirah 10-Jan-2019 01:46:23 
 
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @proje_OpeningFcn, ... 
                   'gui_OutputFcn',  @proje_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
 
if nargout 
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    [varargout{1:nargout}] = gui_mainfcn(gui_State, 
varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
end 
 
% --- Executes just before proje is made visible. 
function proje_OpeningFcn(hObject, eventdata, handles, 
varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
% varargin   command line arguments to proje (see VARARGIN) 
 
% Choose default command line output for proje 
handles.output = hObject; 
 
% Update handles structure 
guidata(hObject, handles); 
 
% UIWAIT makes proje wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
end 
 
% --- Outputs from this function are returned to the command 
line. 
function varargout = proje_OutputFcn(hObject, eventdata, 
handles)  
% varargout  cell array for returning output args (see 
VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
 
% Get default command line output from handles structure 
varargout{1} = handles.output; 
end 
 
% --- Executes on button press in pushbutton1. 
 
function pushbutton1_Callback(hObject, eventdata, handles) 
global path path1; 
[FileName,PathName] = uigetfile('*.*','Choose the cover 
image'); 
path1=PathName; 
path=strcat(PathName,FileName); 
l=imread(strcat(PathName,FileName)); 
image(l); 
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set(gca,'Visible','off') 
 
end 
 
 
function edit1_Callback(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit1 as 
text 
%        str2double(get(hObject,'String')) returns contents of 
edit1 as a double 
end 
 
% --- Executes during object creation, after setting all 
properties. 
function edit1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    empty - handles not created until after all 
CreateFcns called 
 
% Hint: edit controls usually have a white background on 
Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
end 
 
% --- Executes on selection change in listbox1. 
function listbox1_Callback(hObject, eventdata, handles) 
% hObject    handle to listbox1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
 
% Hints: contents = cellstr(get(hObject,'String')) returns 
listbox1 contents as cell array 
%        contents{get(hObject,'Value')} returns selected item 
from listbox1 
end 
 
% --- Executes during object creation, after setting all 
properties. 
function listbox1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to listbox1 (see GCBO) 
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% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    empty - handles not created until after all 
CreateFcns called 
 
% Hint: listbox controls usually have a white background on 
Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
end 
 
% --- Executes on button press in pushbutton2. 
function pushbutton2_Callback(hObject, eventdata, handles) 
global path path1 
img_=[]; 
s=get(handles.edit3,'string'); 
[m n]=size(s); 
size_message=shift(n); 
size_message1=n; 
img_=''; 
for i=1:n 
    s2=''; 
    s1=int64(s(i)); 
    d=shift(s1); 
    s1=int64(d); 
    s1=num2str(s1); 
    [m1 n1]=size(s1); 
    if(n1<4) 
        s2='0'; 
        for j=1:4-n1-1 
          s2=strcat(s2,'0');   
        end 
    end 
    s2=strcat(s2,s1); 
    img_=strcat(img_,s2); 
end 
[m1 n1]=size(num2str(size_message)); 
if(n1<4) 
        s2='0'; 
        for j=1:4-n1-1 
          s2=strcat(s2,'0');   
        end 
end 
    s2=strcat(s2,num2str(size_message)); 
    img_=strcat(s2,img_); 
    [w size_message2]=size(img_); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 I1=imread(path); 
 I=rgb2gray(I1); 
 I=edge(I,'sobel'); 
 [row col]=find(I==1); 
 rr=row(21) 
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cc=col(21) 
 img_1=I1; 
 [m n]=size(I); 
 [mm nn]=size(img_); 
  count=1; 
  for j=1:4 
         f=I1(row(j),col(j),3); 
         f=num2str(f); 
         f(numel(f))=img_(j); 
         im1=uint8(str2num(f)); 
         img_1(row(j),col(j),3)=im1; 
  end 
  count_1=5; 
  count_2=1; 
  try 
  for i=1:numel(img_) 
      h(count_2:count_2+3)=binary_convert(img_(count_1)); 
      count_2=count_2+4; 
      count_1=count_1+1; 
  end 
  catch 
  end 
  count=5; 
  try 
 for i=1:numel(h) 
         f=[]; 
         h1=[]; 
         f1=[]; 
         f=I1(row(count),col(count),3); 
         f=num2str(f); 
         h1=str2num(f(numel(f))); 
         f1=dec2bin(h1); 
         f1(numel(f1))=h(i); 
         d1=[]; 
         for j=1:numel(f1) 
             d1(j)=str2num(f1(numel(f1)+1-j)); 
         end 
         k=bi2de(d1); 
         f(numel(f))=num2str(k); 
         im1=uint8(str2num(f)); 
         img_1(row(count),col(count),3)=im1; 
         count=count+1; 
 end 
  catch 
      pp=1; 
  end 
figure; 
imwrite(img_1,'p1.bmp'); 
imshow(img_1); 
end 
%--------------------------------------------------- 
function y=shift(k) 
y = bitshift(double(k),2); 
end 
%--------------------------------------------------- 
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function y=binary_convert(m) 
a2=''; 
%for i=1:4 
 a1=str2num(m); 
 a1=dec2bin(a1); 
    [m1 n1]=size(a1); 
    s2=''; 
     if(n1<4) 
        s2='0'; 
        for j=1:4-n1-1 
          s2=strcat(s2,'0');   
        end 
     end 
     a1=strcat(s2,a1);   
     a2=strcat(a2,a1); 
%end 
y=a2; 
end 
%---------------------------------------------------- 
function y=binary_(m,pixel_) 
 
     %/////////////////////////// 
     for i=1:4 
     f1=pixel_(1,i,3); 
     f_1=num2str(pixel_(1,i,3)); 
     f1=num2str(f1); 
     [d1 d2]=size(f1); 
     f1=dec2bin(str2num(f1(d2))); 
     [d1 d2]=size(f1); 
     f1(d2)=m(i); 
     f1=bin2dec(f1); 
     [d1 d2]=size(f_1); 
     f_1(d2)=num2str(f1); 
     pixel_(1,i,3)=uint8(str2num(f_1)); 
     end 
      
    y=pixel_; 
end 
%------------------------------------------------------- 
    function y=save_message(message_,img) 
    a1=binary_(message_(1:4),img(1,1:4,:)); 
    a2=binary_(message_(5:8),img(1,5:8,:)); 
    a3=binary_(message_(9:12),img(1,9:12,:)); 
    a4=binary_(message_(13:16),img(1,13:16,:)); 
    y=[a1 a2 a3 a4]; 
    end 
%------------------------------------------------------- 
     function y=save_address(number,pixel_) 
     number=num2str(number); 
     a2=''; 
     for i=1:3 
    a1=dec2bin(str2num(number(i))); 
    [m1 n1]=size(a1); 
    s2=''; 
     if(n1<4) 
73 
 
        s2='0'; 
        for j=1:4-n1-1 
          s2=strcat(s2,'0');   
        end 
     end 
     a1=strcat(s2,a1);  
     a2=strcat(a2,a1); 
     end 
     for i=1:12 
     f1=pixel_(1,i,3); 
     f_1=num2str(pixel_(1,i,3)); 
     f1=num2str(f1); 
     [d1 d2]=size(f1); 
     f1=dec2bin(str2num(f1(d2))); 
     [d1 d2]=size(f1); 
     f1(d2)=a2(i); 
     f1=bin2dec(f1); 
     [d1 d2]=size(f_1); 
     f_1(d2)=num2str(f1); 
     pixel_(1,i,3)=uint8(str2num(f_1)); 
     end 
      
    y=pixel_; 
     end 
  
  
 
 
function edit3_Callback(hObject, eventdata, handles) 
% hObject    handle to edit3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit3 as 
text 
%        str2double(get(hObject,'String')) returns contents of 
edit3 as a double 
 
end 
% --- Executes during object creation, after setting all 
properties. 
function edit3_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    empty - handles not created until after all 
CreateFcns called 
 
% Hint: edit controls usually have a white background on 
Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
74 
 
    set(hObject,'BackgroundColor','white'); 
end 
end 
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MATLAB code for extracting messages from the cover image: 
 
function varargout = proje2(varargin) 
% PROJE2 M-file for proje2.fig 
%      PROJE2, by itself, creates a new PROJE2 or raises the 
existing 
%      singleton*. 
% 
%      H = PROJE2 returns the handle to a new PROJE2 or the 
handle to 
%      the existing singleton*. 
% 
%      PROJE2('CALLBACK',hObject,eventData,handles,...) calls 
the local 
%      function named CALLBACK in PROJE2.M with the given 
input arguments. 
% 
%      PROJE2('Property','Value',...) creates a new PROJE2 or 
raises the 
%      existing singleton*.  Starting from the left, property 
value pairs are 
%      applied to the GUI before proje2_OpeningFcn gets 
called.  An 
%      unrecognized property name or invalid value makes 
property application 
%      stop.  All inputs are passed to proje2_OpeningFcn via 
varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI 
allows only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
 
% Edit the above text to modify the response to help proje2 
 
% Last Modified by Reem Alomirah v2.5 11-Jan-2019 04:39:14 
 
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @proje2_OpeningFcn, ... 
                   'gui_OutputFcn',  @proje2_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
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if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, 
varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
end 
 
% --- Executes just before proje2 is made visible. 
function proje2_OpeningFcn(hObject, eventdata, handles, 
varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
% varargin   command line arguments to proje2 (see VARARGIN) 
 
% Choose default command line output for proje2 
handles.output = hObject; 
 
% Update handles structure 
guidata(hObject, handles); 
 
% UIWAIT makes proje2 wait for user response (see UIRESUME) 
% uiwait(handles.figure1); 
end 
 
% --- Outputs from this function are returned to the command 
line. 
function varargout = proje2_OutputFcn(hObject, eventdata, 
handles)  
% varargout  cell array for returning output args (see 
VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
 
% Get default command line output from handles structure 
varargout{1} = handles.output; 
end 
 
% --- Executes on button press in pushbutton1. 
function pushbutton1_Callback(hObject, eventdata, handles) 
global path; 
[FileName,PathName] = uigetfile('*.*','Choose the cover 
image'); 
path=strcat(PathName,FileName); 
l=imread(strcat(PathName,FileName)); 
image(l); 
set(gca,'Visible','off') 
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end 
% --- Executes on button press in pushbutton2. 
function pushbutton2_Callback(hObject, eventdata, handles) 
global path; 
I1=imread(path); 
I=rgb2gray(I1); 
I=edge(I,'sobel'); 
[row col]=find(I==1); 
[m n]=size(I); 
k=''; 
 for j=1:4 
     f=[]; 
      f=I1(row(j),col(j),3); 
      f=num2str(f); 
      k(j)=f(numel(f)); 
 end 
message_len=str2num(strcat(k(1),k(2),k(3),k(4))); 
message_len=shift(message_len); 
message=''; 
m2=''; 
count=5; 
 for i=1:message_len*16 
     m2=''; 
     l2=[]; 
     f1=[]; 
     h=[]; 
     f1=I1(row(count),col(count),3); 
     f1=num2str(f1); 
     h=f1(numel(f1)); 
     h=dec2bin(str2num(h)); 
     h=num2str(h); 
     bin_number(i)=str2num(h(numel(h))); 
     count=count+1; 
 end 
 count=1; 
  
 for k=1:message_len 
     m2=''; 
 for i=1:4 
     h=[]; 
     for j=1:4 
     h(j)=bin_number(count); 
     count=count+1; 
     end 
     h(1:4)=h(4:-1:1); 
     m2=strcat(m2,num2str(bi2de(h))); 
 end 
 m2=str2num(m2); 
 m2=shift(m2); 
           if(m2==32) 
                message=strcat(message,{' '}); 
            else 
            message=strcat(message,char(m2)); 
            end 
 end 
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 %end 
 
set(handles.edit1,'string',message); 
end 
 
function y=shift(k) 
y = bitshift(double(k),-2); 
end 
 
function edit1_Callback(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    structure with handles and user data (see 
GUIDATA) 
 
% Hints: get(hObject,'String') returns contents of edit1 as 
text 
%        str2double(get(hObject,'String')) returns contents of 
edit1 as a double 
end 
 
% --- Executes during object creation, after setting all 
properties. 
function edit1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of 
MATLAB 
% handles    empty - handles not created until after all 
CreateFcns called 
 
% Hint: edit controls usually have a white background on 
Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
end 
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