Introduction
String searching is an important component of many problems, including text editing, data retrieval and symbol manipulation.
The string matching problem consists of finding one or all occurrences of a pattern in a text, where the pattern and the text are strings over some alphabet. A good parameter to evaluate the complexity of string searching algorithms is the number of text-pattern comparisons of characters. The worst case is well known for most algorithms. Notably, for the Boyer-Moore algorithm studied here, the searching time is O(n) for a pattern of length m and a text of length ~1, rrl >m. Moreover, at least n-m + 1 characters must be inspected in the worst case [l 11 .
The average complexity is also important [14, 9] . It is interesting to show (when possible!) that the expected number of comparisons cfi is asymptotically K. n; and compare the linearity constant K for different string searching algorithms. One common characteristic of these algorithms is the dependence on history: the number of comparisons made to a given character depends on the result of comparisons to its neighbors. Hence, first attempts to derive asymptotics used Markov chains [6, 12, 2, 31. Unfortunately, this quickly leads to a combinatorial explosion as the size of the pattern increases. Recently another algebraic approach, based on pattern enumeration and combinatorics on words, facilitated an analysis of the KnuthMorris-Pratt algorithm [lo] . In this paper we derive the analysis of the BayerMooreeHorspool or BMH algorithm [S] . This algorithm, described below, proceeds from right to left, a (presumably) efficient method for large alphabets. The method is rather in the same vein as [lo] but the dependence on history is much tighter. The originality of our approach is the immediate reduction to a stationary process. The study of this stationary process, using algebraic tool and combinatorics on words, leads to the linearity constant K. It appears to be a simple function of the cardinality c of the alphabet: K, -l/c + 0( l/c').
The organization of the paper is as follows. Section 2 briefly presents the BMH algorithm. In Section 3 we reduce the analysis to the study of a stationary process. Section 4 addresses the average performance; notably, the expected number of comparisons C, -K,n is derived. Asymptotic bounds on K, are proven, and a conjecture is stated. All these results agree well with experimental values. The last section is our conclusion. In a preliminary version of this paper [4] we also studied Boyer-Moore automata.
The Boyer-Moore-Horspool algorithm
The Boyer-Moore (BM) algorithm positions the pattern over the leftmost characters in the text and attempts to match it from right to left. If no mismatch occurs, then the pattern has been found. Otherwise, the algorithm computes a shift, the amount by which the pattern is moved to the right before a new matching attempt is undertaken.
This shift can be computed with two heuristics: the match heuristic and the occurrence heuristic. In this paper we only consider the second one; it consists in aligning the last mismatching character in the text with the first character of the pattern matching it. A simplification was proposed in 1980 by Horspool [S] . In that paper it was pointed out that any character from the text read since the last shift can be used for the alignment. To maximize the average shift after a mismatch, the character compared with the last character of the pattern is chosen for the alignment. This also implies that the comparisons can be done in any order (left-to-right, right-to-left, random, etc.) [3] . Empirical results show that this simpler version is as good as the original algorithm.
The code for the BayerMoore-Horspool algorithm is extremely simple and is presented in Fig. 1 . 
and the value for any other character is 11. Note that this can be seen as a special automaton, following Knuth, Morris and Pratt [9] (see also [4] ).
A stationary process
We turn now to the evaluation of average performance. Note that, for a given pattern and a given text, the algorithm is fully deterministic.
Nevertheless, for a given pattern and a random text, a stationary stochastic process serves as a good model, as will be developed in this section. The next section will be devoted to the average performance when both pattern and text are random. We first state our probabilistic assumptions regarding the distribution of characters appearing in the text or in the pattern (in the case of a random pattern).
Probability assumptions. The distribution of characters occurring in the text or in the pattern is UH$OIVI. That is, given the random variable X, whose value may be any character from the c-alphabet A, for any character a in A:
We first introduce the key notion of head. A head is a starting point in the text of a right-to-left comparison. It is always compared to the last character in the pattern. Proof. Position k in a text is a head iff some position k-j is a head with an associated shift j. As such events are not independent, we consider the equivalent expression:
and shijt>ji. the recurrence converges to l/C;= 1 Pr{shft >j } which can be rewritten as 1 /x72: j Pr {shift =,j ) (see Fig. 2 ). 0
Remark. The convergence of such a linear equation is exponential.
In the following proposition, we state a general expression for E, [shift] as a function of p and the distribution of characters in the text. Proof. Let us count the number of right-to-left comparisons performed from position 1. We compute S,(I), its average value for a given p and random text. Here, this number depends on history, but we can get very good approximations. A first approximation is [l] S, (l) __=I+;+...+;=c H, (l) C-l This assumes no knowledge on left neighbors: comparisons are random. However, if the last head position is attained in a backward reading, a match certainly occurs and the left neighbor will also be read. Hence, a second approximation is 
S,(l)
H
I. Some formalism
We need to introduce some notation. From Proposition 3.3, it appears that we are led to enumerate patterns associated with sequences (ki). We do so using generating functions. Let W be a set of words, and (WI the size of a word WE JK Let s, be the number of words w of length n. The generating function enumerating words of W is S(z)= c s,z". The total number of patterns is F,(l, l)= 2".
Average number of he&
We now assume that both text and pattern are random. We first study the average number of heads for patterns of length m + 1. Then we derive an asymptotic expression when m tends to x and study its asymptotic behavior when the alphabet size c tends to x. 
Proof.
As
the expression of H (c, m) follows. For large patterns, only the last term does not converge to 0 when m goes to infinity, and Pk(c) follows.
For a binary alphabet (c=2), the expected shift is EJskijt] =(2+ k,)/2. Then, Table 1 gives some exact values for this probability, from which it seems that H(c, m) quickly converges. Proof. For any pattern, the shift on the ith different character is greater than or equal to i. Hence,
If c>m, one gets the tighter bound: 1 + ... + m+(c -m)(m + 1). The lower bound is a direct consequence of Jensen's inequality [15] , that can be expressed as:
Practically, the computations in Table 1 show that the lower bound is very tight. We are currently working to exhibit the underlying process and the random variables involved. We conjecture that some variant of the central limit theorem should apply. 
Proof. It is desirable to derive
The rightmost character contributes l/c to E,[~/c"~'~~] and is found with probability l/c. Other characters contribute at most: (l/c'+ l/c3 + ... + l/cc)l/c=O(l/c3). Now summing over all patterns yields the correction Table 2 gives some values for the second order approximation of c,,,,/n for different values of c and m. Note that only for c = 2 the expected number of comparisons increases with m. Figure 3 shows the theoretical results compared with experimental results for c = 2 and c ==4. The experimental results are the average of 100 trials for searching 100 random patterns in a random text of 50,000 characters.
Concluding remarks
In this paper we have realized an extensive study of a Boyer-Moore-type string searching algorithm.
We first derived an average analysis of the Boyer-Mooree Horspool algorithm. The expected number of text-pattern comparisons c, is linear in the size of the text, and we derived the linearity constant K = c,,,/n when n goes to infinity. The case of a given pattern was addressed first. Then, averaging over all patterns, we derived K. Finally, we pointed out a tight asymptotic result, namely, K -l/c, where c is the cardinality of the alphabet.
The approach combines two different tools. First, probability theory is used to establish a stationary process. This avoids combinatorial explosion which limited other Markov-type analyses, due to the variety of searched patterns to be considered;
hence, this approach facilitates the analysis. Probabilities also provide an asymptotic development of the linearity constant. Second, the analysis reduces to a word enumeration problem and algebraic tools such as generating functions appear powerful. These theoretical results appear to be very close to experimental results obtained by simulation [ 11. Moreover, their convergence to the asymptotic results is very fast. Our results also prove that as c increases, Bayer-Moore performs better (as expected!). Recently, Sunday [13] suggested using the character of the text after the character corresponding to the last position of the pattern to address the d table. The analysis presented here is applicable, considering a pattern of length m+ 1 for the head probability, and a pattern of length m for the expected number of comparisons. Our analytic results easily generalize to nonuniform distributions when one considers a given pattern. Averaging over all patterns is more intricate and is the object of current research. Also, we are extending this kind of analysis to new multiple string searching and two dimensional pattern matching algorithms [S] .
