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Abstract
In this article Banach algebra techniques are employed to study the numerical solution of
linear systems with a semi-infinite multi-index suitably perturbed k × k block Toeplitz matrix.
Decay properties of their solutions are studied by using suitably weighted Wiener algebras.
A projection-type method for their numerical solution is introduced. Numerical results are
presented illustrating both the accuracy of the method for certain perturbed Toeplitz systems
and the need for generalizing the theoretical framework to other such systems.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let Zd be the set of points in d-dimensional space with integer coordinates, and
let  be a linear order on Zd compatible with addition, i.e., satisfying i + l  j + l
whenever i, j, l ∈ Zd and i  j . Then by a bi-infinite matrix we mean a matrix A =
(Aij )i,j∈Zd indexed by i, j ∈ Zd and by a semi-infinite matrix we mean a matrix
A = (Aij )i,j∈Zd+ indexed by i, j in the set Zd+ = {i ∈ Zd: i 	 0} of -nonnegative
elements of Zd . As entriesAij we allow for real or complex scalars or k × k matrices.
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A bi- or semi-infinite matrix A is called block Toeplitz if its entries are real or com-
plex k × k matrices Aij satisfying Aij = Ai−j , and block Hankel if its entries are
real or complex k × k matricesAij satisfyingAij = Ai+j . When k = 1, a block Toep-
litz or a block Hankel is simply called a Toeplitz or a Hankel matrix, respectively.
Given admissible weights  = (βi)i∈Zd (i.e., weights βi satisfying 1  βi+j 
βiβj for i, j ∈ Zd ), we study semi-infinite block Toeplitz linear systems of the
form ∑
j∈Zd+
Ti−j xj = bi, i ∈ Zd+, (1.1)
where ‖(Ti)i∈Zd+‖1k,(Zd+) <∞, ‖(bi)i∈Zd+‖pk,(Zd+) <∞ for some 1  p <∞, and





, 1  p <∞,
supi∈M βi‖ci‖, p = ∞,
(1.2)
M being a nonempty subset of Zd and ‖ · ‖ a fixed norm in Ck . We also study semi-
infinite linear systems of the type∑
j∈Zd+
Aijxj = bi, i ∈ Zd+, (1.3)
that are “perturbations” of the above block Toeplitz systems in a sense that will be
specified later.
In the one-index case (d = 1) the system (1.1) has been studied by many authors.
Among them, Krein [21] and Gohberg and Krein [14] (also [4,11,12]) have given
a fairly complete theory of (block) Toeplitz systems of the type (1.1), based on the
Wiener–Hopf factorization of the symbol Tˆ (z) =∑i∈Z ziTi (|z| = 1). The symbol
can be factorized in various ways, either by additive decomposition of its logarithm
(but only if k = 1; see [21]), by applying matrix polynomial theory [15,16], and by
band extension methods [12]. All three methods have been implemented numerically.
In the one-index case (d = 1), perturbed systems of the form (1.3) have not been
studied as systematically as block Toeplitz systems, so that the theory is far from
satisfactory from the numerical point of view. A useful concept in this respect is
the so-called equivalence of bi- and semi-infinite matrices A and B introduced in
[18,22], namely A ∼ B iff for certain c > 0 and λ < 1 one has ‖Aij − Bij‖  cλi+j
for all i, j  0, which allows one, under rather general conditions, to prove that
the solution (xi)i∈Z+ of Eq. (1.3) is exponentially decaying if its right-hand side
(bi)i∈Z+ is exponentially decaying and the coefficient matrix A is equivalent to a
(block) Toeplitz matrix T with exponentially decaying entries Ti . Further, in [23] a
numerical method for solving systems of the form (1.3) has been developed, based
on its decomposition in a finite system and a semi-infinite (block) Toeplitz system.
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In the multi-index case (d  2), linear systems of the type (1.1) have not been
studied as systematically as in the one-index (d = 1) case, but the spectral factor-
izations that can lead to their solution have been studied extensively, albeit mostly
without taking weights into account. Additive decomposition of the logarithm of
the symbol Tˆ (z) =∑i∈Zd ziTi defined for z in the d-dimensional torus Td is the
obvious strategy in the scalar case (k = 1) [19,24]. The band extension method has
been generalized to the multi-index case in [2,25] (also [24]), but cannot be imple-
mented numerically, since it leads to an infinite linear system. There is no known
analogue of matrix polynomial theory in the multi-index case. On the other hand,
the projection method, where the solution of the infinite system is approximated by
solutions of finite systems while the displacement structure of the system matrix
is largely lost, can be generalized to the multi-index case [24] for positive definite
block Toeplitz systems. We wish to mention that linear systems of the type (1.1),
where the summation runs through the lattice points in a cone in Rd rather than
through the lattice points in a half-space, have been studied since Kozak’s seminal
article [20]. However, we do not consider such equations, but for details we refer
to [4,6].
Perturbed semi-infinite block Toeplitz systems have a multitude of applications.
The orthonormalization of the (multi-)integer translates of a function φ: Rd → Rk
(often a box spline or a rapidly decreasing function) leads to a perturbed semi-infinite
d-index block Toeplitz system if the orthonormalization is implemented on a half-
space [19]. The finite difference scheme for certain linear PDE (in particular, the
Poisson equation) on a half-space leads to a perturbed semi-infinite multi-index block
Toeplitz system, the perturbation stemming from boundary effects.
The solution method we propose in this paper, is primarily based on results ob-
tained by applying existing Banach algebra techniques to numerical linear algebra.
First we define the Banach algebraWdk, of block Toeplitz matrices T = (Ti−j )i,j∈Zd
such that
∑
i∈Zd βi‖Ti‖ <∞. This is a classical Banach algebra (see [9,10,12] if
k = 1; [3,12,17] for any k  1) in which T is an invertible element if and only if
its symbol Tˆ (z) =∑i∈Zd ziTi is nonsingular for all z in a suitable set  contain-
ing the d-dimensional torus Td . 1 Another Banach algebra we need to use is the






which obviously extendsWdk,. For βi ≡ 1 this algebra has been used before in [13].
Although the invertibility of its elements could be examined, it is still too large for
our purposes. For this reason it is more appropriate to introduce the Banach algebra




|i1| + · · · + |id |.
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Wdk,, intermediate between W
d
k, and Wdk,, containing all bi-infinite matrices Aij
with complex k × k matrix entries which are suitable “perturbations” of Toeplitz
matrices. In fact, any A ∈ Wdk, can be written as the (unique) sum of a block
Toeplitz matrix T ∈Wdk, and a bi-infinite matrix Z in Wdk, that acts as a com-
pact operator on all of the Banach spaces pk,(Z
d) of vectors (ci)i∈Zd for which‖(ci)i∈Zd‖pk,(Zd ) <∞, for 1 ≤ p ∞.
As a result, decay properties of the solution of Eq. (1.3) can be proved in a trivial
way. In particular, we have the following result, very important from the numerical
point of view: If T is invertible in both Wdk, (εi ≡ 1 being the trivial weights) and
Wdk, (something one can readily verify using the symbol of T ) and if A is invertible
in Wdk, (thus for the trivial weights), then A is invertible in Wdk,; in other words, the
solution of the bi-infinite system∑
j∈Zd
Aij xj = bi, i ∈ Zd ,
belongs to pk,(Z
d) if its right-hand side (bi)i∈Zd belongs to 
p
k,(Z
d) and the bi-
infinite matrix A is invertible in both Wdk, and W
d
k,. Other definitions and related
properties of other Banach algebras we need to introduce, as well as a generalization
of the notion of equivalence will be the topic of Section 2.
Next, in Section 3 various methods for solving Eq. (1.3) for d  2 are discussed
briefly, all but one relying on the Wiener–Hopf factorization of the symbol. Unfor-
tunately, apart from the additive decomposition of the logarithm of the symbol [19]
and the projection method, there are no numerical methods leading to a finite system.
Furthermore, so far, only for k = 1 the necessary spectral factorization results for
admissible weights have been proved [8]. In Sections 4 and 5 we apply the method
to the numerical solution of perturbed semi-infinite Toeplitz systems arising from the
orthonormalization of the multi-integer translates of a fixed function (splines in the
case of Section 4 and a multidimensional normal distribution function in the case of
Section 5) on a half-space.
2. Preliminaries
2.1. Auxiliary Banach algebras and Banach spaces
2.1.1. Banach algebras of block Toeplitz matrices
Given admissible weights  = (βi)i∈Zd , by Wdk, we define the Banach algebra




βi‖Ai‖ < +∞, (2.1)
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and by Hdk, we define the Banach space of bi-infinite block Hankel matrices H =




βi‖Hi‖ < +∞. (2.2)
Proposition 2.1. An element A = (Ai−j )i,j∈Zd ∈Wdk, is invertible inWdk, if and
only if for every z in the set
 :=
{












is a nonsingular k × k matrix.
Proof. Since the algebraic tensor product Wd1, ⊗ Ck×k , consisting of the finite
sums
∑
j ajTj where aj ∈Wd1, and Tj is a k × k matrix, is dense in Wdk,, it
is sufficient to prove Proposition 2.1 in the scalar k = 1 case [17, Appendix]. The
latter follows directly from standard Gelfand theory [9,10], because the multi-
plicative linear functionals on the commutative Banach algebra Wd1, are exactly
the evaluations A→ Aˆ(z) of the associated discrete Fourier transform where z ∈
. 
Putting # = (β−i )i∈Zd , we have
Proposition 2.2. If A ∈Wdk,, H ∈Hdk, and B ∈Wdk,# , then AHB ∈Hdk, and
‖AHB‖Hdk,  ‖A‖Wdk,‖H‖Hdk,‖B‖Wdk,# . (2.5)
Proof. One easily verifies that
βi+j  βi−lβl+rβ−(r−j),













which completes the proof. 
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2.1.2. Banach algebras of perturbed block Toeplitz matrices
By Wdk, we define the Banach algebra of all bi-infinite matrices A = (Aij )i,j∈Zd
with k × k matrix entries Aij such that ‖Aij‖  ai−j for some a = (ai−j )i,j∈Zd in
Wd1,; then we say that the bi-infinite matrices A ∈ Wdk, are -decaying. Further,
by Hdk, we denote the Banach space of all bi-infinite matrices H = (Hij )i,j∈Zd with
k × k matrix entries Hij such that ‖Hij‖  hi+j for some h = (hi+j )i,j∈Zd inHd1,.






















respectively. Then Wdk, is a Banach algebra, so that multiples, sums, differences and
products of -decaying bi-infinite matrices are -decaying. Further, Hdk, is a Banach







Proposition 2.3. If A ∈ Wdk,, H ∈ Hdk, and B ∈ Wdk,# , then AHB ∈ Hdk, and
‖AHB‖Hdk,  ‖A‖Wdk,‖H‖Hdk,‖B‖Wdk,# . (2.8)








The rest of the proof follows the reasoning of the proof of Proposition 2.2. 
2.1.3. Banach algebras of compactly perturbed block Toeplitz matrices
Let Wdk, denote the Banach algebra (without unit element) of those Z ∈ Wdk,
for which
lim‖l‖1→∞
‖Zl,l−i‖ = 0, i ∈ Zd .
Using this closed subalgebra of Wdk,, by W
d
k, we denote the Banach algebra con-
sisting of those bi-infinite matrices A ∈ Wdk, that allow the representation A =
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T + Z where T ∈Wdk, and Z ∈ W
d
k,, equipped with the norm inherited from
Wdk,. Clearly, W
d
k, is a closed subalgebra of W
d
k, containing the unit element. Also,
the block Toeplitz component T and the remainder term Z are uniquely determined
by A ∈ Wdk,. Thus, the projection  : Wdk, →Wdk, defined by ((A))ij = Ti−j
is well-defined, onto and contractive. In other words,  is the projection of Wdk,
onto Wdk, along W
d
k,.
The following result shows that every bi-infinite matrix A ∈ Wdk, is a compact
perturbation of a block Toeplitz matrix in Wdk,.
Theorem 2.4. Let  and  be two sets of admissible weights such that 1  γi  βi
for every i ∈ Zd . Then the Banach algebra Wdk, consists of bi-infinite matrices that
are compact operators on each of the Banach spaces pk,(Zd) of sequences (xi)i∈Zd





, 1  p <∞,
supi∈Zd γi‖xi‖2, p = ∞,
(2.9)
where ‖ · ‖2 stands for the Euclidean norm on Ck .
Proof. It is easy to prove that the norm in Wdk, is an upper bound for the norm
of the matrix as a linear operator acting on vectors of pk,(Z
d) if p = 1 or p = ∞.
By interpolation, this is also true for arbitrary p ∈ (1,∞). Since the weights satisfy
1  γi  βi for every i ∈ Zd , the norm in Wdk, is an upper bound for the norm of
the matrix as a linear operator acting on vectors of pk,(Z
d), 1  p ∞. Since the
matrices in Wdk, can be approximated in the norm of Wdk, by matrices having only
finitely many nonzero elements (by first approximating them by a matrix having only




d), 1  p ∞. 
2.2. Equivalence
Given admissible weights  = (βi)i∈Zd , two bi-infinite matrices A and B having
k × k entries are called -equivalent, and we write A ∼ B, if A− B belongs to the
Banach space Hdk,. In other words, A and B are -equivalent if and only if
‖Aij − Bij‖  hi+j , i, j ∈ Zd , (2.10)
for some sequence of positive numbers hi such that
∑
i∈Zd βihi < +∞. Moreover,
Proposition 2.3 allows one to derive the following two results. We recall that # =
(β−i )i∈Zd .
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Theorem 2.5. Let A and B be -decaying, C and D be #-decaying, A and B be
-equivalent and C and D be #-equivalent. Then AC and BD are -equivalent.
Proof. Applying (2.8) to the identity
AC − BD = (A− B)C + B(C −D) = A(C −D)+ (A− B)D
allows one to conclude that AC − BD ∈ Hdk,. 
Theorem 2.6. Let A and B be -equivalent, A−1 be -decaying and B−1 be β#-
decaying. Then A−1 and B−1 are -equivalent.
Proof. Apply (2.8) to the identity A−1 − B−1 = −A−1(A− B)B−1 and conclude
that A−1 − B−1 ∈ Hdk,. 
Let  be a linear order on Zd such that i + l  j + l whenever i  j and l ∈ Zd .
Then a bi-infinite matrix A having k × k entries is called lower triangular (resp.,
upper triangular) if Aij = 0 for j  i (resp., j ≺ i). Thus the notion of a lower or
upper triangular matrix depends on the linear order .
Proposition 2.7. Let  be a set of admissible weights such that β0 = 1 and βs is
increasing in s for s 	 0, and let  = (εs)s∈Zd be the trivial weights εs ≡ 1. Suppose
A and B are -decaying and -equivalent lower triangular matrices, A has an -
decaying lower triangular inverse A−1, and B has a #-decaying inverse B−1. Then
A−1 and B−1 are ˜-equivalent, where β˜s = 1 for s ≺ 0 and β˜s = βs for s 	 0.
Proof. We first assume thatB is the identity matrix. Then there exist scalar sequences
(hr)r∈Zd and (tr )r∈Zd , with ts = 0 for s ≺ 0, such that

‖(I − A)ij‖  hi+j , ‖(A−1)ij‖  ti−j ,∑
s∈Zd
βshs < +∞, ∑
s	0
ts < +∞,
where (I − A)ij = (A−1)ij = 0 if i ≺ j . We now estimate
‖(A−1 − I )ij‖ 
∑
jli
‖(I − A)il‖ ‖(A−1)lj‖ 
∑
jli
hi+l tl−j  ui+j ,




















which proves that A−1 ∼˜ B−1.
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Let us now take B as in the statement of the proposition. Then Theorem 2.5 im-
plies that AB−1 ∼ I . Further, (AB−1)−1 = BA−1 is lower triangular and -decay-
ing. Hence, BA−1 ∼˜ I , implying A−1 ∼˜ B−1. 
3. Solving semi-infinite multi-index systems
Let us first consider the semi-infinite linear system (1.1), where the block Toeplitz
matrix T = (Ti−j )i,j∈Zd belongs to Wdk,. Then, using a well-known method for
d = 1 by Krein [21] (also [11,14]), we can prove that, given 1  p ∞, this system
has a unique solution in pk,(Z
d+) if the symbol Tˆ (z) =
∑
i∈Zd ziTi is nonsingular
for every z ∈ Td , the d-dimensional torus, and allows the factorization









and ((s)i−j )i,j∈Zd belong to W
d
k, (s = 1, 2).2
Let us define pk,(Z
d+) as in (2.9), but with i ∈ Zd+. Then the unique solution
(xi)i	0 in pk,(Z












Note that, in contrast to the one-index case (d = 1), the sum at the right-hand side of
(3.4) could be infinite. From [23] it is clear that if d = 1, the system (1.1) is uniquely
solvable in pk,(Z





Let us now consider the semi-infinite linear system (1.3), where the system matrix
is the semi-infinite restriction of a matrix A = (Aij )i,j∈Zd belonging to Wdk,. Then
there exist matrices T = (Ti−j )i,j∈Zd ∈Wdk, andZ = (Zij )i,j∈Zd ∈ W
d
k, such that
Aij = Ti−j + Zij , i, j ∈ Zd . (3.5)
According to Theorem 2.4, Z is a compact operator on pk,(Z
d) (1  p ∞) for
any set of admissible weights  satisfying 1  γi  βi (i ∈ Zd ).




= 0 if i ≺ 0.
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We now have the following important but rather obvious result.
Proposition 3.1. Let εi ≡ 1 for all i ∈ Zd, and let A ∈ Wdk, have the representa-
tion (3.5). If A is invertible in Wdk, and its block Toeplitz component T is invertible
in both Wdk, and W
d




Proof. We note that A = T + Z, where





b. T is invertible in both Wdk, and W
d





T is boundedly invertible on both pk,(Z
d) and pk,(Z
d)).




d) is continuously and densely embedded in pk,(Z
d).
Therefore, A is boundedly invertible on pk,(Z
d). 
We now consider the semi-infinite case where the matrices A, T and Z are re-
stricted to their (i, j)-entries with i, j 	 0. We then replace A, T and Z by their com-
pressions to semi-infinite matrices. This compression keeps Z compact on pk,(Z
d+)
for any set of admissible weights  with 1  γi  βi (i ∈ Zd ). We then have the
following result whose proof is omitted, as it is analogous to that of Proposition 3.1.
Theorem 3.2. Let εi ≡ 1 for all i ∈ Zd , and let A ∈ Wdk, have the representa-
tion (3.5). If the semi-infinite system (1.3) is uniquely solvable in pk,(Zd+) and the




d+), then the semi-infinite system (1.3) is uniquely solvable in pk,(Zd+).
We now propose a method for solving the semi-infinite system (1.3) which gener-
alizes the method introduced in [23] for d = 1. Suppose A ∈ Wdk, has the form (3.5)
with T ∈Wdk, and Z ∈ W
d
k,, where ‖Zij‖ is “sufficiently small” for all (i, j) ∈
[Zd+ × Zd+] \ [E × E] for some finite set E ⊂ Zd+. Put F = Zd+ \ E and let us par-















where (xE)i = xi for i ∈ E and (xF )i = xi for i ∈ F . Now let the semi-infinite sys-
tems (1.1) and (1.3) both be uniquely solvable on pk,(Zd+), and let us solve the
semi-infinite Toeplitz system T x˜ = b for x˜ and write x˜F for its part with indices
supported in F . Then x˜F can be viewed as an approximation of the part of the solu-
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tion of (1.3) whose index is supported on F . When AEE is invertible, 3 we obtain as
the E-portion of the approximate solution of the semi-infinite system (1.3):
xˆE = A−1EE
[
bE − AEF x˜F
]
. (3.7)
It is well-known that the so-called projection method [5,11,13] converges in the
one-index case d = 1 [5,13] and for positive definite systems [11]. In [24], the pro-
jection method for multi-index positive definite block Toeplitz systems has been used
to compute numerically the spectral factorization of a banded two-index Toeplitz
matrix.
Let us first apply the projection method in abstract Banach spaces to only one
directed family of projections (see [13] for its application to a more general situa-
tion). Letting  stand for an infinite subset of R satisfying inf > −∞ and sup =
+∞, suppose X is a complex Banach space and (Pτ )τ∈ is a family of bounded
projections on X. Assume that
lim
τ→∞ ‖Pτx − x‖X = 0, x ∈ X.
Given A ∈L(X), Aτ will denote the unique linear operator defined on ImPτ such
that
Aτx = PτAx, x ∈ ImPτ .
We say that the projection method relative to {Pτ }τ∈ is applicable to A if, for some
τ0 ∈  and all τ  τ0 in , and for each y ∈ Y the equation
PτAPτx = Pτy
has a unique solution xτ ∈ ImPτ and the vectors xτ converge strongly to a solution
of Ax = y as τ →∞. It is well-known (cf. Section II.2 in [11]) that the projection
method relative to {Pτ }τ∈ is applicable to A if and only if A is invertible, there




The following result is well-known (see, e.g., Theorem II.3.1 of [11] or Corollary
7.17 of [4]).
Proposition 3.3. Let (En)n∈N be an increasing sequence of finite subsets of Zd+
with union Zd+, and put Fn = Zd+ \ En (n ∈ N). Let πn: pk,(Zd+)→ pk,(En) be
the natural projection and jn: pk,(En)→ pk,(Zd+) the natural embedding defined
by
(πnx)i = xi, i ∈ En; (jn x)i =
{
xi, i ∈ En,
0, i ∈ Fn. (3.8)
3 Note that we are dealing with a finite matrix, since E is finite.
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Let 1  p <∞,and assume that the semi-infinite systems (1.1)and (1.3)are uniquely
solvable on pk,(Z
d+) and that the projection method relative to {πnjn}n∈N is







= πn b (3.9)
is uniquely solvable and its solution xn has the property that jnxn converges to the
unique solution x = (xi)i	0 of (1.3) in the norm of pk,(Zd+).
We now prove the convergence of our main numerical method.
Theorem 3.4. Let 1  p <∞, T ∈Wdk,, and A ∈ Wdk,. Suppose the semi-infi-




any b = (bi)i∈Zd+ in 
p
k,#
(Zd+). Assume also that the projection method relative to
{πnjn}n∈N is applicable to T = (Ti−j )i,j∈Zd+ . Further, let the corresponding inverse
operators T −1 and A−1 satisfy A−1 ∼ T −1. Then for every ε > 0 and b∈ pk,#(Zd+)
there exists a finite subset E of Zd+ such that
‖xE − xˆE‖pk,(E) + ‖xF − x˜F ‖pk,(F ) < ε,
where F = Zd+ \ E.
Proof. Let E be a finite subset of Zd+ and let F = Zd+ \ E. Also, let (hi)i	0 and
(ti)i∈Zd be sequences of nonnegative numbers such that

‖(A−1)ij − (T −1)ij‖  hi+j , ∑
i	0
βihi < +∞,
‖Aij‖  ti−j , ∑
i∈Zd
βi ti < +∞.
Now put δxF = xF − x˜F . Then δxF = PF (A−1 − T −1)b, where
(PF y)i =
{
0, i ∈ E,
yi, i ∈ F.
We now easily estimate (using β#i = β−i)
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and hence, by interpolation,










(Zd+), 1  p ∞. (3.10)
Next, put δxE = xE − xˆE . Then
δxE = −A−1EEAEF δxF . (3.11)
In analogy to (3.10) we prove the estimate








‖δxF ‖pk,(F ), 1  p ∞. (3.12)
Let us now take an increasing sequence of finite subsets En of Zd+ whose union is
Zd+, and let us put Fn = Zd+ \ En. Then we make the following observations:
a. There exists N ∈ N such that for n  N the inverses AEnEn exist and the set of
their norms A−1EnEn is bounded. Thus there exists a constant M such that ‖A−1EnEn‖
 M . This follows directly from Proposition 3.3.
b. The upper bounds supj∈F
∑
s∈E−j βsts appearing in the right-hand side of (3.12)
are bounded above by the finite constant
∑
i∈Zd βi ti .
c. For any increasing sequence of finite subsets En = Zd+ \ Fn of Zd+ whose union
is Zd+, the number supj	0
∑
s∈j+Fn βshs vanishes as n→∞.
As a result, the right-hand side of (3.12) has an n-independent upper bound if E =
En, while the right-hand side of (3.10) vanishes as n→∞ when taking E = En.
Using (3.11), one completes the proof. 
In applications we usually have “even” weights, i.e., weights for which β−i =
βi for i ∈ Zd . In that case # = , which leads to a considerable simplification of
Theorem 3.4.
4. Two examples
Let us now consider two numerical examples of some interest in different fields
of Mathematics, and especially in Approximation Theory.
In the first example, already studied in [19], we consider the bivariate linear box
spline




1 − x2, x1 ∈ [0, 1), x2 ∈ [x1, 1),
1 − x1, x1 ∈ [0, 1), x2 ∈ [0, x1),
1 − x1 + x2, x1 ∈ [0, 1), x2 ∈ (−1 + x1, 0),
φ(−x), x1 ∈ (−1, 0), x2 ∈ (−1, 1 + x1),
0, otherwise,
(4.1)
and, for j = (j1, j2) ∈ Z2, we introduce its integer translates φj (x) := φ(x − j).




φi(x)φj (x) dx = Ti−j , i, j ∈ Z2,
where

T(0,0) = 12 ,
T(1,0) = T(−1,0) = T(0,1) = T(0,−1) = T(1,1) = T(−1,−1) = 112 ,
T(i1,i2) = 0 otherwise.
Then, for z = (eiθ1 , eiθ2) ∈ T2, the symbol of T is strictly positive, as
Tˆ (z) = 16
(
(3 + cos θ1 + cos θ2 + cos(θ1 + θ2)
)
 14 ,
so that T is positive definite. Moreover, since it is banded as Tij = 0 for |i − j | > 2,
it is in the Banach algebra W21, for any choice of the set of admissible weights .
Our second example involves the Gram matrix associated to the integer trans-
lates of the multivariate Gaussian distribution. Let  be a positive definite real d × d
matrix, and let








where x = (xi)di=1 ∈ Rd and (x, y) denotes the Euclidean inner product in Rd . Then,




φ(x)φ(x − t) dx = (2π)−d/2(det)1/2e− 12 (t,t). (4.2)




φ(x − t)φ(x − s) dx = κφ(t − s) = κφ(s − t).
To construct a numerical example, for the sake of simplicity we take d = 2 and
let  = I , the identity matrix of dimension 2. Then, we consider the Gram matrix of
the integer translates of the bivariate Gaussian distribution
Tij = Ti−j = kφ(i, j) = 12π e
− 12 (i−j,i−j), i, j ∈ Z2. (4.3)
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To better illustrate the numerical performance of the projection method, for each
of the Toeplitz matrices T introduced in the above two examples we introduce the
matrix B = T + P , obtained by adding to the matrix T a perturbation matrix P
having compact support, that is
Pij =
{ 1
5 , ‖i‖∞ < 5, ‖j‖∞ < 5,
0, otherwise,
where ‖i‖∞ = maxk=1,...,d |ik|. Because of the finite precision of floating point sys-
tems, such a matrix is numerically representative of any perturbation having expo-
nential decay with respect to |i + j |, i.e., -decaying with weights β = θ ||,  ∈ Z2,
for a given θ > 1.
Let us now denote by  the usual lexicographical ordering on Z2, i.e., i 	 j
whenever i1 > j1 or i1 = j1 and i2  j2, and let Z2+ = {i ∈ Z2 : i 	 0}; this linear
order satisfies the requirements given at the beginning of Section 1. Numerical ex-
periments have been performed considering linear systems of the type (1.3), where
the matrix A is the semi-infinite restriction
Aij = Bij , i, j ∈ Zd+,
of the perturbed matrices B = T + P , and T is the Gram matrix of box-splines and
Gaussians functions, respectively. The right hand side has been computed by taking




)√i21+i22 , i ∈ Z2+.
The system is solved with the algorithm discussed in Section 3. Namely, in corre-
spondance of a chosen projection parameter p, we consider the finite set
E = Ep = {i ∈ Z2+ : ‖i‖∞ < p}
and partition the system (1.3) as in equation (3.6). In particular, the numerical solu-







where F = Z2+ \ E. The infinite part x˜F of this vector is extracted from the solution
of the Toeplitz system T x˜ = b computed by equation (3.3), where the spectral fac-
torization (3.1) is obtained by means of the additive decomposition of the logarithm
of the symbol [19]. In solving this semi-infinite Toeplitz system, we need to approx-
imate the series (3.3) by a finite summation, so that, if we introduce a truncation





ij bj , i 	 0, ‖i‖∞ < N.
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The finite part has been computed by solving the finite linear system
AEE xˆE = bE − AEF x˜F (4.4)
by Gaussian elimination, after lexicographical reordering of the unknowns. The
choice for a direct general purpose algorithm is due to our wish to initially ascer-
tain the accuracy of the method. We plan to study in a future paper the application
of a preconditioned iterative method to system (4.4) which takes advantage of the
particular structure of matrix AEE . This step is essential, since the number of un-
knowns in system (4.4) is huge even for moderate values of p (for p = 50 it is over
5000).
As a measure of the accuracy of the algorithm we take the relative error
4i = |xi − xˆi ||xi | , i ∈ Z
2+,
which is well defined because in our experiments we considered only solutions with
components different from zero.
Fig. 1 reports the logarithm of the relative error corresponding to the perturba-
tion of the Gram matrix of box-splines, with parameters N = 64 and p = 10. The
increase in the error occurring for ‖i‖∞ ∼ N is an obvious consequence of the trun-
cation of infinite series; to improve the precision for these components of the solution
it is sufficient to increase the value of N . What is clear, is that the value of the
projection parameter p is definitely inadequate, as testified by the sharp peak in the
error near the center of the square. In Fig. 2 the value of p has been taken to 20,
showing a clear improvement in the solution. By taking p = 30 the relative error
Fig. 1. Relative error in log10-scale (box-splines, N = 64, p = 10).
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Fig. 2. Relative error in log10-scale (box-splines, N = 64, p = 20).
Fig. 3. Relative error in log10-scale (Gaussians, N = 128, p = 50).
reaches machine precision for all the components located far enough from the edges
of the square.
Fig. 3 shows the result obtained with the perturbed Gram matrix of the Gaussians,
with N = 128 and p = 50. Due to the different decay properties of this matrix, this
value of p allows only five exact digits on the mantissa of the solution, but while
there is no particular difficulty in increasing (even doubling) the value of N , the
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value of p cannot be increased indefinitely, without resorting to a rapidly converging
iterative algorithm for the solution of system (4.4).
5. Gram matrices on the half-plane
We now turn our attention to the Gram matrix associated to the restriction to the
half-plane R2+ = {x ∈ R2: x1  0} of a set of functions {φi}i∈Z2+ , which are integer




φi(x)φj (x) dx, i, j ∈ Z2+. (5.1)
A linear system characterized by this matrix may occur, for example, in the computa-
tion of a least squares approximation to a function defined on the half-plane. We will
analyze the situations in which φ is one of the functions considered in the preceding
section.
In the first case, that is when φ(x) is the box spline (4.1), the Gram matrix (5.1)




− 14 if i1 = j1 = 0 and i2 = j2,
− 124 if i1 = j1 = 0 and i2 = j2 ± 1,
0 otherwise.
Since the box-splines form an unconditionally stable basis [7], the matrix G is posi-
tive definite. It is immediate to observe that G cannot be considered -equivalent to
the Toeplitz matrix T in the sense of formula (2.10). In fact we have, for example,
|S| = 14 for  = (0, r) and for any r ∈ Z+, and these values cannot be bounded by
any -summable sequence {h2}.
To study the second case, that is when φ(x) is a bivariate Gaussian distribu-
tion, we need some preliminary results. It is easily verified that for R ∈ SO(d) and
φR(x) = φ(R−1x) we have
κφR(t) = κφ(R−1t), t ∈ Rd,






stand for half the complementary error function [1].
Proposition 5.1. Let Rd+ = {x ∈ Rd: x1  0}. Then for t, s ∈ Rd+ we have∫
Rd+
φ(x − t)φ(x − s) dx = (2π)−d/2(det)1/2e− 12 ([t−s],t−s) [1 − F(δ1)] ,
C.V.M. van der Mee et al. / Linear Algebra and its Applications 366 (2003) 459–482 477
where
δ1 = (t1 + s1)/
√
2√
τ 211 + τ 212 + · · · + τ 21d
(5.2)
and −1/2 = (τij )di,j=1.
Proof. For t, s ∈ Rd+ and u = 12 (t + s) we have∫
Rd+ φ(x − t)φ(x − s) dx
= (2π)−d/2(det)1/2e− 12 ([t−s],t−s) ∫
Rd+ e
−2([x−u],x−u) dx
= 2−d/2π−d(det)1/2e− 12 ([t−s],t−s) ∫√21/2(Rd+−u) e−‖y‖2 dy,
where
√




2, y2, . . . , yd) : (±y1)  0
}
.
Now note that the orthogonal projection of the origin onto the hyperplane L =
{1/2(−u1
√
2, x2, . . . , xd) : x2, . . . , xd ∈ R} is the point (−δ1, . . . ,−δd), where δ1



















e−y21 dy1 = 1 − F(δ1),
the result of the proposition is clear. 
We now prove the most general result.
Theorem 5.2. Let  be a linear order on Rd such that i + l  j + l and ci  cj
whenever i  j and c  0, and let R ∈ SO(d) be such a rotation that
Rd+() = {x ∈ Rd: x 	 0} = R{(x1, . . . , xd): x1  0}.
Then for t, s ∈ Rd+ we have∫
Rd+()





 [R(t + s)]1/√2√





where 1/2 = (τij )di,j=1.
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Proof. The proof requires a simple change of variables, where it is to be observed
that det(RR−1) = det and the orthogonality of R assures that the rows of
(RR−1)1/2 have the same lengths as those of 1/2. 




φ(x − t)φ(x − s) dx
 (2π)−d/2(det)1/2e− 12 ([t−s],t−s). (5.3)






it is clear that the middle member of (5.3) has arbitrarily fast exponential decay
in the direction of positive increasing x, orthogonal to the -separating hyperplane
R({x1 = 0}).
As in Section 4, we take d = 2,  = I and let R be the identity of SO(2), so that
the order  concides with the lexicographical order on Z2, already introduced in the




φ(x − i)φ(x − j) dx = Ti−j − Ti−jHi+j , i, j ∈ Z2+,







The remark following Corollary 5.3 shows that the perturbation matrix S =
(−Ti−jHi+j )i,j∈Z2+ decays exponentially in the direction orthogonal to the line i1 =
0 of Z2, but not along the same line. This is true, in general, of any Gram matrix
defined on the half-space, since the perturbation of the entries with indexes along the
separating hyperplane does not decay on the points of the hyperplane approaching
infinity.
Even if this general situation does not fall within the limits of definition (2.10),
we applied the projection algorithm of Section 3 as well, to analyze its numerical
performance on these more difficult problems.
Fig. 4 reports the logarithm of the relative error for a semi-infinite linear system
characterized by the Gram matrix of the box-splines on the half-plane. The solution
of the system is the same one used in the other numerical tests, and the parameters,
introduced in the preceding section, are fixed at N = 128 and p = 30. Again, the
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Fig. 4. Relative error in log10-scale (box-splines, N = 128, p = 30).
relative error is high for those components xˆi of the solution with ‖i‖∞ ∼ N , but,
as already pointed out, this effect can be circumvented by increasing the value of N ,
without a significant increase in the computational effort.
On the contrary, the high relative error found for i1 ∼ 0 and i2 > 0 is the effect
of the perturbation induced by the border of the half-plane, and cannot be avoided
while applying the projection algorithm, i.e., partitioning the infinite system into
a finite unstructured system and a semi-infinite Toeplitz system. This error is neg-
ligible only for that part xˆE of the solution which is computed by solving a finite
linear system, and this suggests a possible workaround. In fact, it would suffice
to modify the definition of the finite set E, extending it along the vertical axis
so that it includes the indexes of all the components of the solution near the
border and inside the region of interest. This approach obviously makes it neces-
sary to solve a large finite system, and again asks for the use of an iterative
algorithm.
The same effect can be observed in Fig. 5, reporting the relative error for the Gram
matrix of Gaussians on the half-plane. In this case the effect of the perturbation is
much more evident since the perturbation is not localized only on some columns
of the matrix, but decays exponentially in the direction orthogonal to the border of
the half plane. A deeper look into the behavior of the solution is given by Fig. 6,
reporting the absolute error
ei = |xi − xˆi |, i ∈ Z2+,
for the same example, and clearly showing that this kind of error is decreasing also
in the vertical direction, but with a slower rate compared to the other directions.
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Fig. 5. Relative error in log10-scale (Gaussians, N = 256, p = 50).
Fig. 6. Absolute error in log10-scale (Gaussians, N = 256, p = 50).
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