Graph matching is to find an independent edge set in a graph. It can be used for various purposes such as finding a cover in a graph, chemical structural computations, multi-level graph partitioning and so on. When a graph is too large to be handled by a single machine, we should use multiple machines. In this paper, we use Pregel, a cloud graph processing architecture which is able to process massive scale graph data in scalable and fault-tolerant ways. We propose a parallel maximal matching algorithm described in the Pregel's vertex-centric BSP model. We test our algorithm on an 8 node cluster and the results show that our algorithm can realize high quality matching for a large graph in a short time. Also, our algorithm is linearly scalable with the number of machines.
Introduction
The graph matching problem is to find an independent edge set of a graph which is a set of edges without common vertices. A vertex is said to be matched if it belongs to the matching. The matching can be used for various purposes e.g., finding a cover in a graph [1] , computational chemistry [2] , multi-level graph partitioning [3] and so on.
However, existing algorithms may not be appropriate for large graphs. According to the Stanford Large Network Dataset Collection [4] , Twitter received about 476 million tweets from 17 million users between June-Dec 2009. One way to handle such massive scale data is to utilize a cloud system. Cloud systems are developed to meet the requirement of the safe and fast execution of large data. Pregel [5] which was introduced by Google is a large graph processing architecture. It uses the bulk-synchronous parallel (BSP) model of distributed computation. The BSP model is transformed to the vertex-centric programming model in Pregel.
In this paper, we introduce a parallel matching algorithm described in the Pregel's vertex-centric programming model. We evaluate our algorithm on an 8 node cluster which runs Apache Giraph [6] , an open source implementation of the Pregel architecture. We show that the proposed algorithm provides high quality maximal matching with fast execution time. Also it is linearly scalable in the number of cluster nodes. 
Related Work
The first polynomial time maximum matching algorithm was introduced by Edmond, where the time complexity is O(|V| 4 ) [7] . There have been many improvements since then. A greedy heuristic matching algorithm selects a vertex and matches it to one adjacent vertex, until there is no more edges in the graph. In the greedy algorithm, there may exist various ways of selecting and matching. One simple and fast way is to select a vertex and match it to an adjacent vertex randomly.
In 1981, Karp and Sipser [8] proposed an algorithm which gives improvements with respect to the average performance over the above simple greedy algorithm. The algorithm prefers to select the vertices whose degree (i.e., the number of edges) is one. If no more vertex has the degree one, it randomly selects one vertex and matches it to one adjacent vertex. It is known that this algorithm can find a maximum matching with a high probability.
A parallel Karp-Sipser algorithm was introduced by Patwary, et, al. [9] . The authors proposed an MPI (Message Passing Interface)-based algorithm that runs the Karp-Sipser algorithm in parallel for each edge-partitioned subgraph.
Background
As traditional algorithms may not be applicable to large graphs due to its large time complexity and the resource limitation of the single machine, we need to consider the distributed and parallel computing. In this regard, we use the cloud architecture i.e., the loosely-coupled distributed systems. The cloud architecture is excellent with respect to the fault-tolerance and scalability. Also, we use the Pregel architecture, one of the mostly popular graph processing model over cloud systems.
Pregel uses the vertex-centric programming model [5] . In Pregel, programs are expressed as a sequence of iterations. In each iteration, a vertex sends messages to other vertices and receive messages sent in the previous iteration. It can also modify its own state and remove or add its edges to mutate the graph topology.
In this paper, we focus on how to make an algorithm be parallel with consideration of the fact that Karp-Sipser algorithm finds a maximum matching with a high probability. Moreover, the vertex-centric BSP model is another challenge. In the next section, we describe how the algoCopyright c 2014 The Institute of Electronics, Information and Communication Engineers rithm works.
The Proposed Algorithm
The algorithm consists of three steps for one matching trial. Algorithm 1 shows the proposed graph matching algorithm. Note that the algorithm is executed for each vertex of the graph simulatneously according to the Pregel's BSP model. 
Step 1: Degree Broadcast
The first step is the Degree Broadcast step. In this step, each vertex calculates its own degree and sends it to the adjacent vertices. The degree message contains the sender's vertexId and its degree value.
Figure 1 (a) shows an example of Degree Broadcast step. The v num in each vertex means its vertexId and arrows are the degree messages sent to the adjacent vertices. The contents of messages are expressed aside the arrows.
Step 2: Match Trial
The second step is the Match Trial step. In this step, each vertex receives degree messages sent in the Degree Broadcast step and selects one whose degree is the lowest among them.
Our algorithm is developed to match the lower degree vertices earlier. This concept is similar to the Karp-Sipser algorithm in the point of selecting the lowest degree. The difference is that we made the matching be relative to the adjacent vertices' degree. That means, we try to match the vertices whose degrees are lower than the adjacent vertices as well as the degrees are one.
Each vertex selects a sender vertex of the received messages whose degree is the lowest among them. If there are more than two vertices which have the same lowest degree, then it selects one randomly. The selected vertex is called candidate mate, which will be the matching trial target of the vertex. Then, vertices try to match with the respective candidate mates by sending the match request messages which contain the senders' vertexId. Figure 1 (b) shows an example of the Match Trial step. The received degree messages are expressed aside to each vertex and the bolded ones are selected as the candidate mates. The arrows represent the match request messages which are sent to the respective candidate mates.
Step 3: Confirm
The third step is the Confirm step. In this step, each vertex confirms a matching by checking the received messages.
In the algorithm, one vertex may get match requests by multiple vertices at the same time. So we need to check whether the matching be a conflict or not. The match request messages are used for making a matching be safely done by confirming a pair of vertices have mutually selected themselves.
Each vertex checks if there is a match request message sent from its candidate mate, which means the opposite also can find a match request message sent from its candidate mate. Then these two vertices are now successfully matched to each other. Otherwise, the matching trial of this vertex fails because one of them is not selected as the candidate mate. After the matching finishes, the matched vertices erase all the edges and terminate the matching process. The remaining vertices repeat the process from the first step. 
Performance Evaluation
In this section, we show the experiment results of our algorithm comparing with the simple greedy [10] algorithm (SG) and the Karp-Sipser [8] algorithm (KS). We have implemented our algorithm using Apache Giraph v1.1.0 [6] and Apache Hadoop v1.2.0 [11].
Experiment Setup
Our cluster consists of 8 identical nodes. Each cluster node has i5-2500 3.30GHz CPU, 16GB of RAM and 4TB of HDD storage and is connected to other nodes with 1Gbps LAN. For the experiments of the KS and SG algorithms, we used only one node of them.
We conduct the experiments with three synthetic graphs which are random, unweighted sparse graphs generated by using the Erdős-Rényi random graph model [12] and a real dataset, LiveJournal friendship social network graph [13] . The synthetic graphs have 0.1 million, 1 million and 10 million vertices -more precisely, 86,387, 997,503 and 9,975,057, respectively and the average degree of a vertex is set to 5. The LiveJournal graph has 3,997,962 vertices and 34,681,189 edges. The volumes of the graphs are 3MB, 75MB and 810MB for synthetic graphs and 479MB for LiveJournal graph. 
Quality Comparison
First, we calculated the maximum matching ratio for a baseline of the quality comparison by using the Edmond's [7] algorithm. Figure 2 (a) shows the ratio of the number of matched vertices. We set the maximum matching as the baseline except for the 10M and LiveJournal results since we could not get maximum matchings due to the long execution time (more than 4 days). So we used the total number of vertices as the maximum matching for the 10M and LiveJournal graphs. Each algorithm was executed for 5 times and we calculated the averages.
For the synthetic graphs, KS matches 100% number of vertices compared to the maximum matching. However, in 10M graph, the algorithm could not get a result due to its long execution time. SG matches 87.8%, 88.7% and 88.6% and our algorithm matches 97.6%, 99.1% and 98.9% of vertices for 0.1M, 1M and 10M graphs, respectively.
For the LiveJournal graph, KS, SG and our algorithm matches 88.3%, 64.1% and 89.0% of vertices, respectively. In this experiment, our algorithm shows better performance than KS and SG. This is because the LiveJournal graph is not a random graph.
For all experiments, SG showed the lowest quality since it incurs many orphan vertices due to random selection of matching vertices. On the other hand, our algorithm considers the degrees of vertices and tries to prevent making orphan vertices.
We observed that our algorithm matches about 39% and 56% of the vertices during a single matching trial for synthetic graphs and the LiveJournal graph, respectively. The algorithm finishes after 26 supersteps (9 trials) for the synthetic graphs and 1510 supersteps (503 trials) for the LiveJournal graph. Even though the LiveJournal graph takes a lot of supersteps, the execution time remains in a reasonable range. We discuss about this in the below.
Execution Time Comparison
We compared the execution times of the proposed algorithm with SG and the KS. In Fig. 2 (b) , we can see the execution times of each algorithm. We executed our algorithm with two different numbers of nodes (with one and eight nodes, respectively.) In 0.1M graph, our algorithm took longer time because it includes the boot-up time of Giraph, whereas SG and KS do not. In the results of the other graphs, the execution times of KS grow exponentially, whereas SG and our algorithm show reasonable slope. KS did not finish its execution in the 10M graph experiment.
We analyze and compare the execution time of the Karp-Sipser with that of our algorithm. During the algorithm execution, the matched vertices are removed, making the adjacent vertices have reduced degree values. That is, the Karp-Sipser algorithm should find a vertex with degree one which makes search time long. On the other hand, our algorithm matches any vertices and the number of remaining vertices decreases fast. Hence, only a small numbers of vertices are left for matching trial during the later supersteps of the execution. This means that the later supersteps take a small portion of the total execution time.
In the experiment of LiveJournal graph, we observed that about 90% of vertices are matched after only 10 trials of matching, and thus the later supersteps are executed in a short time. This explains the short execution time inspite of the high number of supersteps.
We have also tested whether the execution time depends on the density of a graph. We used random graphs of one million vertices, where the average degree varies from 5 to 200. In Fig. 2 (c) , the graph shows how the execution time increases for various densities. In the results, the execution time is increased almost linearly from 26 to 652 as well as the number of supersteps from 30 to 636.
Scalability Test
We tested our algorithm with various numbers of cluster nodes from 1 to 8. Figure 2 (d) shows the execution times of the proposed algorithm for the 10M graph executed with 1, 2, 4 and 8 nodes. We observed that the execution time is reduced from 356 seconds to 185, 125 and 87 seconds as the number of involved nodes increases.
Conclusion
Although graph matching algorithms have been improved in greedy, heuristic ways, the existing algorithms may not be applicable to large graphs. The problem can be resolved by using cloud systems.
In this paper, we proposed a parallel matching algorithm based on the vertex-centric BSP model of Pregel, a cloud graph processing architecture. The algorithm is time efficient by maximizing the parallelization and tries to match all vertices simultaneously. Also, the algorithm could get a maximum-close matching due to its consideration of the adjacent vertices' degree values.
By experiments, we found that the proposed algorithm matches 98.4% of vertices on average compared with the maximum matching for the synthetic random graphs. It outperformed the Karp-Sipser in terms of quality for a real dataset, LiveJournal graph. Also it runs faster than the KarpSipser on large graphs, and the execution time is scalable to the number of cluster nodes.
