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Abstract
In sparse information recovery, the core problem is to solve the l0-minimization which is NP-hard.
On one hand, in order to recover the original sparse solution, there are a lot of papers designing
alternative model for l0-minimization. As one of the most popular choice, the logarithmic alternative
model is widely used in many applications. In this paper, we present an unified theoretical analysis
of this alternative model designed for l0-minimization. By the theoretical analysis, we prove the
equivalence relationship between the alternative model and the original l0-minimization. Furthermore,
the main contribution of this paper is to give an unified recovery condition and stable result of this
model. By presenting the local optimal condition, this paper also designs an unified algorithm and
presents the corresponding convergence result. Finally, we use this new algorithm to solve the multiple
source location problem.
keywords: sparse recovery, location, TD0A
1 Introduction
The aims of sparse recovery problem is to find the sparsest solution of an underdetermined equation
Ax = b, where A ∈ Rm×n with m < n, and these problems can be modelled as the following l0-
minimization,
min
x∈Rn
‖x‖0 s.t. Ax = b (1)
where ‖x‖0 stands the number of non-zero elements of the vector x and we call x as a k-sparse vector
when ‖x‖0 ≤ k. In recent years, sparse recovery has been applied widely in many application, such
as visual coding [2], matrix completion [3], source localization [4], and face recognition [5]. However,
l0-minimization has been proved to be a NP-Hard problem [1]. Therefore, how to design algorithms to
solve l0-minimization has always been a lively discussed problem internationally in field of information
theory.
In order to solve l0-minimization, the related international studies can be divided into two categories.
One is to design algorithms to solve l0-minimization directly, such as the OMP [6, 7, 8, 9], Subspace pursuit
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algorithm [12, 13] . Another type of algorithms is to design an alternative model for l0-minimization and
get the sparse solution by solving the alternative model. For example, inspired by LASSO model, the
following l1-minimization is used for getting the sparse solution [14, 15, 16, 17],
min
x∈Rn
‖x‖1 s.t. Ax = b (2)
In mathematics, l1-minimization can be changed into a linear programming, so it can be solved effec-
tively by many convex optimization algorithms [30, 31]. However, in order to ensure the solution of
l1-minimization is the sparse solution, the measurement matrix A needs satisfies some strict conditions,
such as RIP. A matrix A is said to satisfy the RIP of order k if the following inequality holds
(1− δk)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δk)‖x‖22 (3)
where 0 < δk < 1. Until now, there are a lot of conditions based on RIP to ensure the successful recovery
by l1-minimization, such as δ3k + 3δ4k < 2 in [18], δ2k <
√
2− 1 in [15], δ2k < 2(3 −
√
2)/7 in [16]. Cai
and Zhang [19] showed that for any given t ≥ 43 , δtk <
√
t−1
t guarantees to recover every k sparse vector
by l1-minimization.
1.1 Greedy algorithms and alternative models
Although greedy algorithms are designed to solve l0-minimization directly, these algorithms do not
perform well with a high spark level because the l0-minimization model itself is an NP-HARD problem.
For these greedy algorithm, the basic idea is to find the supporting index of the matching solution vector
by comparing the similarity between the current residual and the measurement matrix column vectors,
and then optimize the current supporting index by the least square method in each iteration. In principle,
a k-sparse vectors can be recovered only by iterating k steps. However, related theories show that OMP
algorithm can guarantee successful recovery when the following inequality is satisfied
k ≤ 1
2
(
1 +
1
κ(A)
)
(4)
where κ(A) = max
i,j
|ATi Aj |
‖Ai‖2‖Aj‖2 . Although the coherence of the matrix is relatively easy to calculate,
in fact, related theories show that κ(A) ≥ √mn and how to obtain a sufficiently small coherence is an
extremely difficult problem. Except the prior of sparsity, greedy algorithms are greatly affected by the
level of noise. In fact, the recovery condition of these algorithms are restrictive. For example, by the
analysis of OMP, the algorithm will definitely fail as long as a support index update error occurs at a
certain step [1].
Another type of solving l0-minimization is to design an alternative function. In order to overcome the
discrete nature of 0-norm, the alternative function has property similar to 0-norm and these functions are
often more conducive to optimizing. Except that we’ve already mentioned, there exist a lot of alternative
models designed for l0-minimization.
Except convex relaxation method, the following lp-minimization is also a popular choice,
min
x∈Rn
‖x‖pp s.t. Ax = b (5)
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The alternative function p Paper
fp(x) = |x|p 0 < p ≤ 1 [21]
fp(x) =
|x|
|x|+p p¿0 [22, 23, 24, 25]
fp(x) = log(1 + |x|/p) p¿0 [28, 29]
fp(x) = 1− e|x|/p p¿0 [26]
fp(x) = tanh(|x|/p) p¿0 [27]
Table 1: Some popular design of fp(·)
where ‖x‖pp =
∑n
i=1 |xi|p. Compared with l1-minimization, it seems to be more natural to consider lp-
minimization with 0 < p < 1 instead of l0-minimization than l1-minimization. Fourcart [1] showed that
the condition δ2k < 0.4531 can guarantee exact k-sparse recovery via lp-minimization for any 0 < p < 1.
Chartrand [20] proved that, if δ2k+1 < 1, then we can recover a k-sparse vector by lp- minimization for
some p > 0 small enough. Consider that calculate δk of a given matrix A is still a NP-HARD problem,
Peng and Li [21] give a more general conclusion about lp-minimization. For any A and b, there exists
a constant p(A, b) such that the solution of lp-minimization is the original sparse solution. It is worth
emphasizing that this conclusion is valid even the measurement matrix A is not satisfied with RIP.
In recent years, there are many alternative models except lp-minimization. To summarize, these alter-
native models can be expressed as the following lfp -minimization.
min
x∈Rn
‖x‖fp s.t. Ax = b (6)
where the function fp : R→ R+ and ‖x‖fp =
∑n
i=1 fp(|xi|). In Table 1, we present some popular design
of fp(·). To summarize these non-convex alternative function fp(·), the following properties are the source
of design, 
∀p > 0, fp(0) = 0
For any x 6= 0, lim
p→0
fp(x) = 1
(7)
It is easy to get that the function with the above condition is similar to 0-norm when p tends to 0 and
it is nature to admit these alternative function with a small p.
1.2 Multiple source location problem and Sparse point represent method
TIME difference of arrival (TDOA) measurements are widely used in various applications of sensor
networks, e.g., source localization [1] and tracking [2]. In practice, they can be obtained by generalized
cross-correlation (GCC) [3]. By the classic theory of TDOA, three sensors are enough to locate a target
on a plane area, however, precise localization of multiple source is a fundamental problem which has
received an upsurge of attention recently [1]. As shown in Figure 1, there are two group sensors with
different color and each group can only locate one target. Once one of the sensors do not work properly,
the target P1 or P2 will miss. If we link these sensors into a wireless network, the network can locate two
targets at the same time. What is more important, the network should work fine even one of sensors is
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miss. The method of sparse recovery have been widely used in multiple source location problems. Some
classic sparse methods has been used for solving this problem, such as Greedy Matching Pursuit (GMP)
algorithm , l1-minimization and OMP.
Sparse is a nature property of many physical processes. Furthermore, sparse recovery methods are
widely used in Sparse Point represent problem. Usually, theses problem can be explained as the following.
There is a function f : X×Y → C or R which stands a certain physical process , where X is a d-dimension
parameter space and Y is the measurement space. Usually, the function f satisfies the following property,
f
(
k⋃
i=1
x(i), y
)
=
k∑
i=1
f(x(i), y) = ϕ(y) (8)
for any y ∈ Y and x(i). In such problems, the measurement ϕ(y),y ∈ {y(1), y(2), ..., y(m)} are known and
the set {x(1), x(2), ..., x(k)} is what we desire. Therefore, the inverse problem can be model as
D(ϕ(y(1)), ϕ(y(2))..., ϕ(y(m)))→
k⋃
i=1
x(i) (9)
where the operator D stands the process of solving this inverse problem. By dividing grid points in X,
we can solve it by sparse recovery method. Let
A =

f(z(1), y(1)) f(z(2), y(1)) ... f(z(n), y(1))
f(z(1), y(2)) f(z(2), y(2)) ... f(z(n), y(2))
... ... ... ...
f(z(1), y(m)) f(z(2), y(m)) ... f(z(n), y(m))
 b =

ϕ(y(1))
ϕ(y(2))
...
ϕ(y(m))
 (10)
Although the parameter k is unknown, we can get an estimate by experience. We notice that the number
of grid points n can be any positive integer. Once k << n, we can treat the k-sparse solution vector x
as a sparse vector in Rn. Therefore, it is reasonable to solve the inverse by l0-minimization where the
measurement matrix A and measurement vector b are defined in (10). Furthermore, in order to ensure xi
can be represent by zi, we can reduce grid distance and increase the number of grid points until meeting
the demand of test precision.
Problems f X Y Paper
ISAR image exp
(−j 4pic (fc + fn)x) Scattering points Pulse [34]
DOA estimation exp(−j2pi0.5 sinx) DOA Sensors [33]
Multiple source location ‖x− x1‖2 − ‖x− xn‖2 grid points Receivers [35]
Acoustic Scatter exp(idk(x− xˆ)) location Far-field data [32]
In Table 2, we show some problems which is solved by sparse point represent method and the details
about the methods can be found in the corresponding references. For sparse point methods, we have to
increase the number of grid points to meet the resolution require. However, reduce the distance between
grid points can make the coherence of measurement matrix A increase, so that algorithms may fail even
the sparse level is low. On the other hand, the measurement matrix in sparse point methods is difficult
to satisfy with RIP since these matrices do not have random structure.
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(a) Classic location by TDOA (b) Multiple source location
Figure 1: The need of multi-source location.
1.3 The main contribution of this paper
In this paper, we consider the alternative function hp,q(x) = log(1+
|x|q
p ) instead of the original 0-norm
function and give some theory analysis of this alternative function. Furthermore, we use this new model
to solve multiple source location problem by TDOA. To summarize, the main contribution of this paper
is the following.
i. Both noise and noiseless case, we prove the equivalence relationship between lhp,q -minimization and
l0-minimization.
ii. We present the recovery condition and the stable result of lhp,q -minimization.
In this paper, a sufficient and necessary condition of lhp,q -minimization is given and we also show
that what matrices satisfy such condition. By a new concept named, we also show the stable result of
lhp,q -minimization.
iii. By presenting an analysis expression of local optimal solution, an unify algorithm for lhp,q -
minimization and the corresponding convergence conclusion are given.
iv. Multiple source location problem can be modelled as a sparse recovery model. By applying lhp,q -
minimization, we solve it by our algorithm, and experiment result show that our method do better than
classic algorithm in sparse recovery.
Our paper is organized as follows. In Section 2, the equivalence relationship between lhp,q -minimization
and l0-minimization is established. Both noise case and noiseless case, the sparse solution can be recovered
by minimizing hp,q(·). In Section 3, some theoretical analysis are presented, including the recovery condi-
tion and stable result of lhp,q -minimization. By giving the analytic expression of local optimizations, we
give a fixed point iterative algorithm and the corresponding convergence conclusion of lhp,q -minimization
in Section 4. Finally, we apply lhp,q -minimization to solve multiple source location problem.
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1.4 Some symbols
For convenience, for x ∈ Rn, its support is defined by support (x) = {i : xi 6= 0} and the cardinality
of set Ω is denoted by |Ω|. Let Ker(A) = {x ∈ Rn : Ax = 0} be the null space of matrix A. We define
subscript notation xΩ to be such a vector that is equal to x on the index set Ω and zero everywhere else.
and use the subscript notation AΩ to denote a submatrix whose columns are those of the columns of
A that are in the set index Ω. Let Ωc be the complement of Ω. For any positive integer n, we denote
[n] = {1, 2, 3, ...n}.
2 The equivalence relationship between the logarithmic alter-
native model and l0-minimization
As we have introduced in Section 1, the main work of this paper is to consider the alternative function
hp,q(x) = log(1 + |x|q/p) with p > 0 and 0 < q ≤ 1. i.e., we can get the following lhp,q -minimization,
min
x∈Rn
‖x‖hp,qs.t.Ax = b (11)
where ‖x‖hp,q =
∑n
i=1 hp,q(xi). For any p > 0 and 0 < q ≤ 1, it is easy to get that hp,q(0) = 0 and
limp→0+
hp,q(x)
log(1+p−1) = 1. Therefore, the main purpose of this section is to prove the equivalence between
lhp,q -minimization and l0-minimization. In many papers which design alternative function, they only
consider the condition (), and it is easy to get that the function hp,q(x) is also satisfied with condition
() for any fixed 0 < q ≤ 1. In two dimension cases, the graph of hp,q(x) with different q are shown in
Figure, it is obvious that hp,q(x) tends to 0-norm as long as p→ 0. So it seems to be reasonable to believe
that the sparse solution can be recovered by minimizing such alternative function with a small enough
p. However, the following example will show us the condition () is not enough to ensure the equivalence
relationship between alternative models and original problem.
Example 1. Consider the following measurement matrix A and the measurement vector b,
A =
 1 0 −1
0 1 −1
 and b =
 1
0

It is easy to get the sparse solution of Ax = b, x∗ = (1, 0, 0)T and the solution can be expressed as
x(t) = x∗ + t(1, 1, 1)T , where t ∈ R.
Consider the alternative function
fp(x) =

x
p sin
p
x x 6= 0
0 x = 0
(12)
It is obvious that fp(0) = 0 for any p > 0,and lim
p→0
fp(x) = 1, for any x 6= 0.
For a fixed p ∈ (0, pi/2), define the function Fp(t) as
Fp(t) = ‖x(t)‖fp = fp(1 + t) + 2fp(t) (13)
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Figure 2: With different values of q, the figure of hp,q(·).
Consider a sequence {tn = (p(1.5pi + 2npi))−1} → 0, such that
Fp(tn) = fp(tn)− 2tn
p
(14)
Consider the function g(t)
g(t) =
1 + t
p
sin
p
1 + t
− 2t
p
(15)
therefore,
g′(t) =
1
p
sin
p
1 + t
− 1
1 + t
cos
p
1 + t
− 2
p
(16)
and
g′(0) =
1
p
sin p− cos p− 2
p
(17)
Consider h(p)
h(p) = sin p− p cos p− 2 (18)
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since h′(p) = p sin p > 0, we can get that −1 > h(p) > h(0) = −2, when p ∈ (0, pi/2). So g′(0) < 0.
Since g′(x) is continuous at point x = 0, there exists (0, ξ) such thatg(t) < g(0) for any t ∈ (0, ξ). For
the sequence {tn}, there exists an interger N such that if n > N
Fp(tn) = g(tn) < g(0) = Fp(0) (19)
By Example 1, the condition () can not provide design principles for reasonable alternative functions.
So it is worth considering whether the hp,q(x) is a correct choice. Further, we will prove the equivalence
between alternative model and l0-minimization. i.e., the solution of lhp,q -minimization is also the solution
of original model. Before giving the main theorem, some lemmas are need to be presented.
Lemma 1. If x∗ is the solution of the lhp,q -minimization (11), then the sub-matrix AS is a full rank
matrix, where S = support(x∗).
Proof. If the sub-matrix AS is not full rank, then there exists a vector h ∈ Ker(A) such that support(h) ⊆
S. Without of generality, we note thatx∗ = [x∗1, x
∗
2, ..., x
∗
n]
T . Let
a = max
hi 6=0
|x∗i |
|hi| (20)
therefore, it is easy to proof that
sign(x∗i + αhi) = sign(x
∗
i − αhi) = sign(x∗i )
for α ∈ [0, a]. Since hp,q(x) is a concave function when x ≥ 0 or x ≤ 0, it is easy to get that
hp,q(|x∗i |) = hp,q(
1
2
|x∗i + αhi|+
1
2
|x∗i − αhi|)
≥ 1
2
hp,q(|x∗i + αhi|) +
1
2
hp,q(|x∗i − αhi|)
Therefore,
hp,q(x
∗) ≥ 1
2
hp,q(x
∗ + αh) +
1
2
hp,q(x
∗ − αh)
Since x∗ is the solution of the lhp,q -minimization (11), we can get that,
hp,q(x
∗
i ) =
1
2
hp,q(x
∗
i + αhi) +
1
2
hp,q(x
∗
i + αhi) (21)
for any i ∈ S, which is obviously false.
By lemma 1, we define the following set,
T (A, b) = {x ∈ Rn| Ax = b andAsupport(x) is full rank.} (22)
It is obvious that the set T (A, b) is a finite set so we can define the following concept,
r(A, b) = max
x∈T (A,b)
|xi| (23)
In convex analysis, the recession cone of an unbounded convex set is an important concept.
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Definition 1. For a given convex set T , its linear recession cone 0+T is defined as the following,
0+T = {x|∀λ > 0, ∀y ∈ T, y + λx ∈ T}
= {x|x = lim
λn→0+
λnxn, where xn ∈ T} (24)
For an underdetermined equations, lhp,q -minimization may admit several solutions so we need the
following concept.
Definition 2. The nonincreasing rearrangement of the vector x ∈ Rn is the vector µ(x) ∈ Rn for which
µ(x)1 ≥ µ(x)2 ≥ µ(x)3... ≥ µ(x)n ≥ 0 (25)
and there is a permutation pi:[n]→ [n] with µ(x)j = |xpi(j)| for all j ∈ [n].
The following lemma describes the relationship between a polynomial and its roots and will be a useful
tool for the main theorem.
Lemma 2. For given w1, w2, ..., wn, if the following equations
z1 + z2...+ zn = w1
z21 + z
2
2 ...+ z
2
n = w
2
n
....
zn1 + z
n
2 ...+ z
n
n = w
n
n
(26)
have a solution vector z = [z1, z2, ..., zn]
T , then the µ(z) is unique.
Proof. We denote that
Tk =
∑
i1,i2,...ik∈[n]
ia 6=ib
a,b∈[k]
zi1zi2 ...zik (27)
and
Uk =
n∑
i=1
zki (28)
By the binomial theorem, we have that
n∏
i=1
(z − zi) = zn +
n∑
k=1
Tkz
n−i (29)
Therefore, in order to prove this lemma, it is enough to prove that Tk can be represented uniquely by
U1, ...Un. We use mathematical induction to prove this conclusion. Notice that
T2 = (U1)
2 − U2 (30)
Assume that there exists a function fk(·) such that
Tk = fk(U1, U2, ...Uk) (31)
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It is easy to get that
Tk · U1 = (k + 1)Tk+1 +
∑
i1,i2,...ik∈[n]
ia 6=ib
a,b∈[k]
z2i1zi2 ...zik
= (k + 1)Tk+1 +
n∑
i=1
z2i
∑
i1,i2...ik−1∈[n]\i
ia 6=ib
a,b∈[k−1]
zi1zi2 ...zik−1
= (k + 1)Tk+1 +
n∑
i=1
z2i (Tk−1 − ziTk−2)
= (k + 1)Tk+1 + Tk−1U2 − Tk−2U3 (32)
Therefore, we can conclude that
Tk+1 =
1
k + 1
(Tk−1U2 − Tk−2U3 − TkU1) (33)
The proof is complicated.
Lemma 3. For fixed vectors x,y ∈ Rn and 0 < q ≤ 1, if there exist (0, p∗] such that
‖x‖hp,q = ‖y‖hp,q (34)
whenever p ∈ (0, p∗], then µ(x) = µ(y).
Proof. For such x,y ∈ Rn and q, we consider the following function
g(p) = ‖x‖hp,q − ‖y‖hp,q (35)
Without of generality, we assume xi,yi ≥ 0. It is obvious that g(p) is a smooth function when p ∈ (0, p∗].
Since ‖x‖hp,q = ‖y‖hp,q , it is easy to get that
g′(p) =
n∑
i=1
−xqi
p2 + pxqi
−
n∑
i=1
−yqi
p2 + pyqi
= 0 (36)
Therefore,
n∑
i=1
1
p+ xqi
=
n∑
i=1
1
p+ yqi
(37)
Take derivative with respect to p on both sides of the equation (37),
n∑
i=1
1
(p+ xqi )
2
=
n∑
i=1
1
(p+ yqi )
2
(38)
Continuous, it is easy to get that
n∑
i=1
1
(p+ xqi )
j
=
n∑
i=1
1
(p+ yqi )
j
(39)
for any positive integers j ∈ N+.
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Consider solving the following equations
z1 + z2...+ zn = w1
z21 + z
2
2 ...+ z
2
n = w
2
n
....
zn1 + z
n
2 ...+ z
n
n = w
n
n
(40)
where wj =
n∑
i=1
1
(p+yqi )
j . By lemma 2, it is obvious that both x = (x1, x2, ...xn)
T and y = (y1, y2, ...yn)
T
are solution of equations (26), so the vectors x and y share the same components values, i.e.,
µ(x) = µ(y). (41)
Lemma 4. For any fixed x, y ∈ Rn and 0 < q ≤ 1, if ‖x‖0 = ‖y‖0 and µ(x) 6= µ(y), then there exist a
constant p∗q(x, y) based on x and y such that(‖x‖hα,q − ‖y‖hα,q) (‖x‖hβ,q − ‖y‖hβ,q) > 0 (42)
for any α, β ∈ (0, p ∗ (x, y))
Proof. By lemma 3, we can conclude that there exists no p∗ such that ‖x‖hp = ‖y‖hp for any p ∈ (0, p∗).
So there exist two sequences {pn}, {qn} −→ 0 such that(‖x‖hpn,q − ‖y‖hpn,q) (‖x‖hqn,q − ‖y‖hqn,q) < 0 (43)
Since hp,q(·) is a continuous function, we can get a new sequence {pˆn} such that
‖x‖hpˆn,q = ‖y‖hpˆn,q (44)
and pˆn ∈ (min{pn, qn},max{pn, qn}). Rewrite (44),
n∑
i=1
log(1 + pˆ−1n |xi|q) =
n∑
i=1
log(1 + pˆ−1n |yi|q) (45)
Define a new function
ϕ1(p) =
n∑
i=1
log(1 + pˆ−1n |xi|q)−
n∑
i=1
log(1 + pˆ−1n |yi|q) (46)
Since ϕ1(pˆn) = 0, we can get a new sequence {pˆ1n} → 0 such that ϕ′1(pˆ(1)n ) = 0, i.e.,
n∑
i=1
|xi|q
|xi|q + pˆ(1)n
=
n∑
i=1
|yi|q
|yi|q + pˆ(1)n
(47)
By the above inequality, we can get that
n∑
i=1
1
pˆ
(1)
n
(
1− |xi|
q
|xi|q + pˆ(1)n
)
=
n∑
i=1
1
pˆ
(1)
n
(
1− |yi|
q
|yi|q + pˆ(1)n
)
(48)
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Since {pˆ1n} → 0, we can get that
n∑
i=1
1
|xi| =
n∑
i=1
1
|yi| . (49)
Define a new function
ϕ1(p) =
n∑
i=1
1
p+ |xi| =
n∑
i=1
1
p+ |yi| (50)
Since ϕ1(pˆ
1
n) = 0, we can get a new sequence {pˆ(2)n } → 0 such that ϕ′2(pˆ(2)n ) = 0. It is easy to get that
n∑
i=1
1
|xi|2 =
n∑
i=1
1
|yi|2 . (51)
Repeat these action, we can get that
n∑
i=1
1
|xi|j =
n∑
i=1
1
|yi|j . (52)
for j = 0, 1, 2....n− 1.
By lemma 2, we can conclude that x and y share the same elements which contradicts µ(x) = µ(y).
Lemma 5. If f(x) is a proper convex function which satisfies the following condition,
lim
λ→+∞
f(x+ λy) < +∞ (53)
for the fixed x and y, then the function f(x+ λy) is a decreasing function for λ.
Proof. For the fixed x and y, let h(λ) = f(x+ λy). Then we will prove that h(λ) is a convex function.
For any λ1, λ2 and λ ∈ [0, 1], it is easy to get that
h(λλ1 + (1− λ)λ2) = f(x+ (λλ1 + (1− λ)λ2)y)
= f(λ(x+ λ1y) + (1− λ)(x+ λ2y))
≤ λf(x+ λ1y) + (1− λ)f(x+ λ2y)
= λh(λ1) + (1− λ)h(λ2) (54)
therefore, h(λ) is a convex function.
By the condition (53), it is easy to get that
lim
λ→+∞
f(x+ λy) = a < +∞ (55)
Therefore, there exist a sequence (λ1, a),(λ2, a)...(λn, a) in the set epi h(λ), where lim
n→+∞λn = +∞. For
any λi and λj , it is easy to get that
h(λλi + (1− λ)λj) ≤ λh(λi) + (1− λ)h(λj) (56)
So we can conclude that the set (1, 0) ∈ 0+(epih(λ)) which means that
h(λ+ λi) ≤ h(λ) (57)
for any λ and λi > 0
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Theorem 1. For any given A ∈ Rm×n,b ∈ Rm and 0 < q ≤ 1, there exists a constant p∗(A, b, q) such
that the solution of lhp,q -minimization is the solution l0-minimization whenever 0 < p < p
∗(A, b, q).
Proof. By Lemma 1, both the solutions of l0-minimization and lhp,q -minimization are linear representation
of linearly independent column vectors. It is easy to get that l0-minimization is equivalent to the following
optimal problem,
min
x∈Rn
‖x‖0
s.t.
Ax = b‖x‖∞ ≤ r(A, b). (58)
and lhp,q -minimization is equivalent to the following optimal problem,
min
x∈Rn
‖x‖hp,q
s.t.
Ax = b‖x‖∞ ≤ r(A, b). (59)
where r(A, b) is defined in. Let en ∈ Rn be a vector whose elements are all one, and sign(x) =
[sign(x1), sign(x2), ..., sign(xn)]
T . So we can rewrite the model (58) as
min < en, sign(z) >
s.t.

Ax = b
−z ≤ x ≤ z
−r(A, b)en ≤ x ≤ r(A, b)en
(60)
We also can rewrite model (59) as
min
n∑
i=1
hp,q(zi)
s.t.

Ax = b
−z ≤ x ≤ z
−r(A, b)en ≤ x ≤ r(A, b)en
(61)
It is easy to find that the above two models have the same constrained domain S(A, b),
S(A, b) = {(xT , zT )T ∈ R2n|Ax = b, −z ≤ x ≤ z, −r(A, b)en ≤ x ≤ r(A, b)en} (62)
Furthermore, we can conclude that the set S(A, b) is a polygon because we can rewrite this set as the
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following S(A, b) = {t|Qt ≤ B}, where t = (xT , zT )T ,
Q =

A 0m×n
−A 0m×n
In −In
−In −In
In 0n
−In 0n
0n −In
0n In

and B =

b
−b
0n
0n
r(A, b)en
−r(A, b)en
0n
r(A, b)en

(63)
It is obvious that
S(A, b) = S(A, b) ∩ L(A, b)⊥ + L(A, b) (64)
where L(A, b) is the linear space of S(A, b). On the other hand, we also can rewrite S(A, b) as
S(A, b) =

s∑
i=1
λiαi +
w∑
j=1
rjβj +
u∑
k=1
lkγj
∣∣∣∣ s∑
i=1
λi = 1, λi ≥ 0, rj ≥ 0, lk ∈ R
 (65)
Therefore, we have that
L(A, b) = span{γ1, ..., γu} (66)
Let
E(A, b) = {α1, ..., αs} (67)
For any t = (xT , zT )T ∈ S(A, b), we define
Fp,q(t) = ‖z‖hp,q (68)
It is obvious that Fp,q(t) is a convex function and Fp,q(t) ≤ n · hp,q(r(A, b)). By Lemma, we can get that
Fp,q(t) = Fp,q(t+ tˆ) (69)
where tˆ ∈ L(A, b).
By Lemma,
Fp,q(t) ≤ Fp,q(t+ t˙) (70)
where t˙ ∈
{
w∑
j=1
rjβj
∣∣∣∣wj ≥ 0
}
Therefore,
min Fp,q(t) s.t. t ∈ S(A, b) (71)
is equal to
min Fp,q(t) s.t. t ∈ E(A, b) = {α1, ..., αs} (72)
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For any αi, αj ∈ E(A, b), if ‖αi‖0 ≤ ‖αj‖0 + 1 then there exists a constant pαi,αj such that Fp,q(αi) <
Fp,q(αj) whenever 0 < p < pαi,αj .
By Lemma, if ‖αi‖0 = ‖αj‖0 and µ(αi) 6= µ(αj), then there exists a constant pαi,αj such that Fp,q(αi) <
Fp,q(αj) whenever 0 < p < pαi,αj .
So for any we can define pαi,αj
p∗(A, b, q) = min
αi,αj∈E(A,b)
pαi,αj (73)
By the definition of p∗(A, b, q) and S(A, b), there exists a vector αi ∈ E(A, b) such that
‖(αi)[n]‖hp,q ≤ ‖x‖hp,q (74)
for any 0 < p < p∗q(A, b) and any x with Ax = b. Let p tend to 0, we can get that ‖(αi)[n]‖0 ≤ ‖x‖0, i.e.,
(αi)[n] is the solution of both lhp,q -minimization and l0-minimization.
The proof is complicated.
As the first main theorem of this paper, we prove the equivalence under the linear equality constraint.
In many applications, there always exists noises in the measurement vector b, so the responding model
can be explained as the following,
min
x∈Rn
‖x‖0 s.t.‖Ax− b‖f ≤ ε (75)
where the function ‖ · ‖ is a certain norm function, and the following substitute model is
min
x∈Rn
‖x‖hp,q s.t.‖Ax− b‖f ≤ ε (76)
In the following corollaries, we show the equivalence relationship between when we consider 1-norm and
∞-norm.
Corollary 1. For any given A ∈ Rm×n,b ∈ Rm and 0 < q ≤ 1, there exists a constant p∗f (A, b, q) such
that the solution of model (76) is the solution model (75) whenever 0 < p < p∗(A, b, q).
Proof. Recall the proof of Theorem 1, the key component of proof is rewrite Ax = b as a convex polytopes.
Therefore it is enough to rewrite ‖Ax− b‖1 ≤ ε and ‖Ax− b‖∞ ≤ ε as convex polygons.
Consider the following set,
Ω = {x ∈ Rn|xi ∈ {0, 1}, i ∈ [n]} (77)
It is obvious the set Ω is a finite set with |Ω| = 2n, so let Ω = {x(1), x(2), ..., x(2n)}. Consider to construct
a Φ = (x(1), x(2), ..., x(2
n))T ∈ R2n×n, then we can rewrite ‖Ax− b‖1 ≤ ε as the following inequality,
Φ(Ax− b) ≤ ε1 (78)
where 1 ∈ Rn and Φ ∈ R2n×n. It is easy to get that
{x|‖Ax− b‖∞ ≤ ε} (79)
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is equal to
−ε1 + b ≤ Ax ≤ ε1 + b (80)
Similar to Lemma 1, it is obvious that the sub-matrix Asupport(x∗) is a full rank matrix, where x
∗ is the
solution of model (75) or model (76). Therefore, we can get that
λmin‖x∗‖2 ≤ ‖Ax∗‖2 ≤ C(f)‖Ax∗‖f ≤ C(f) (‖Ax∗‖f + ‖b‖f ) (81)
where C(f) is a constant which based on the norm function ‖ · ‖f in model (76), so we can get that
0 < λmin = min
T∈[n]
λmin(A
T
TAT ) s.t. rank(AT ) = |T | (82)
Therefore, it is obvious that the constraints in model (75) and model (76) are polytopes. Similar to the
proof of Theorem 1, we can get the conclusion of this corollary.
2.1 The recovery condition of lhp,q-minimization
There are a lot of paper focus on the recovery condition of alternative models. Except RIP, Null Space
condition provides a sufficient and necessary condition for l1-minimization. In this section, we present a
sufficient and necessary condition for lhp,q -minimization. With presenting the matrix which satisfies such
condition, we also give the stable result of lhp,q -minimization. Before the main theorem, the following
lemmas are necessary.
Lemma 6. For any fixed 0 < q ≤ 1 and 0 < p, we have that
hp,q(x+ y) ≤ hp,q(x) + hp,q(y) (83)
Proof. By the definition of hp,q(), it is enough to consider the case when x, y > 0. For any fixed 0 < q ≤ 1,
0 < p and x > 0. let
f(y) = hp,q(x+ y)− hp,q(x)− hp,q(y) (84)
It is obvious that f(0) = 0 and f ′(y) ≤ 0 since
f ′(y) =
q(x+ y)q−1
p+ (x+ y)q−1
− qy
q−1
p+ yq
(85)
Now, the following theorem presents a sufficient and necessary condition for lhp,q -minimization.
Theorem 2. For any fixed 0 < q ≤ 1 and 0 < p, if every k-sparse vector x can be recovered by lhp,q -
minimization then the following inequalities holds
‖xS‖hp,q < ‖xSc‖hp,q (86)
for any non-zero vector x ∈ N(A) and any index set S ∈ [n] with |S| ≤ k.
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Proof. Assume x∗ is a k-sparse solution of Ax = b and xˆ is another solution of Ax = b, it is obvious that
x− xˆ ∈ N(A). If the inequality (86) is satisfied, then we have that
‖x∗ + x‖hp,q = ‖(x∗ + x)S‖hp,q + ‖xSc‖hp,q
≥ ‖x∗‖hp,q − ‖xS‖hp,q + ‖xSc‖hp,q
≥ ‖x∗‖hp,q (87)
On other hand, if there exists a vector x ∈ N(A) and a index set S such that
‖xS‖hp,q ≥ ‖xSc‖hp,q (88)
It is obvious that AxS = A(−xSc). However the k-sparse vector xS can not be recovered by lhp,q -
minimization.
By Theorem 2, a sufficient and necessary condition is presented and it is also important to show that
what matrices satisfies such condition. By a new concept named hp,q-Null Space Constant (h-NSC), we
will show the matrices which satisfy such condition.
Definition 3. For any fixed 0 < q ≤ 1 and 0 < p, we define the hp,q-Null Space Constant (h-NSC)
hp,q(A, k) as the min number which satisfies the following inequalities
‖xS‖hp,q ≤ hp,q(A, k)‖xSc‖hp,q (89)
for any non-zero vector x ∈ N(A) and any index set S ∈ [n] with |S| ≤ k.
By the definition of hp,q(A, k), it is easy to get the following corollary.
Corollary 2. For any fixed 0 < q ≤ 1 and 0 < p, if hp,q(A, k) < 1 then every k-sparse vector x can be
recovered by lhp,q -minimization.
Similar to the definition of hp,q(A, k), we can define h‖‖˙1(A, k) by changing hp,q(·) into ‖ · ‖1. Now, we
will show some proposition of hp,q(A, k).
Proposition 1. For any fixed 0 < q ≤ 1 and 0 < p, we have that
hp,q(A, k) ≤ h‖‖˙1(A, k) (90)
Proof. For a given vector β ∈ N(A), we denote Sβ,k as the index set of the k largest elements,
θ(β, p, q, k) =
‖βSβ,k‖hp,q
‖βSCβ,k‖hp,q
(91)
It is easy to get that
hp,q(A, k) = max
β∈N(A)
θ(β, p, q, k) (92)
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We notice that the function log(1+x
q/p)
x is an decreasing function when x > 0, so we can get that
hp,q(βj)
|βj | ≥
hp,q(βi)
|βi| (93)
where i ∈ Sβ,k and j ∈ SCβ,k.
Rewrite the above inequality, we can get that
hp,q(βj)
hp,q(βi)
≥ |βj ||βi| (94)
‖βSβ,k‖hp,q
hp,q(βi)
≥ ‖βSβ,k‖1|βi| (95)
‖βSβ,k‖hp,q
‖βSCβ,k‖hp,q
≤ ‖βSβ,k‖1‖βSCβ,k‖1
(96)
Therefore, we have that
hp,q(A, k) ≤ h‖‖˙1(A, k) (97)
Corollary 3. If every k-sparse vector can be recovered by l1-minimization, then they also can be recovered
by lhp,q -minimization for any p > 0 and 0 < q ≤ 1.
Proof. In order to prove this corollary, we just need to prove that if every k-sparse vector can be recovered
by l1-minimization then h‖‖˙1(A, k) < 1.
Similar to (91), we define the following function
θ(β, ‖‖˙1, k) =
‖βSβ,k‖1
‖βSCβ,k‖1
(98)
It is obvious that θ(β, ‖‖˙1, k) is a linear function, so we can get that
h‖‖˙1(A, k) = maxβ∈N(A)∩B‖‖˙1
θ(β, p, q, k) (99)
where B‖‖˙1 is the 1-norm unit ball. Because the set N(A) ∩ B‖‖˙1 is a complex set, there exist β∗ ∈
N(A) ∩B‖‖˙1 such that h‖‖˙1(A, k) = θ(β∗, p, q, k).
Theorem 3. For any matrix A ∈ Rm×n which satisfies 2k-order RIP and δ2k ≤
√
2−1
2 , then any k-sparse
vector can be recovered by l1-minimization
Theorem 4. Let A ∈ Rm×n be a random draw of a Gaussian matrix. Let k ≤ n, ρ ∈ (0, 1], in(0, 1)
such that
D(x) =
1√
2 log(ex−1)
+
1
8pi3 log(ex−1)
(100)
m2
m+ 1
≥ 2k log(ex−1)
(
1 + ρ−1 +D(k/n) +
√
log(−1)
k log(en/k)
)
(101)
Then with probability at least 1 −  the matrix A satisfies the stable null space property of order s with
h‖···‖1 = ρ
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Theorem 5. If hp,q(A, k) ≤ 1, for any x∗ ∈ Rn we have that
‖x∗− Mhp,q (Ax∗)‖hp,q ≤
2(1 + hp,q(A, k))
1− hp,q(A, k) ‖σ(x)‖hp,q (102)
where Mhp,q (Ax∗) is the solution of lhp,q -minimization with b = Ax∗.
Proof. Let y =Mhp,q (Ax∗), it is obvious that v = x− y ∈ Ker(A) and
‖vS‖hp,q ≤ hp,q(A, k)‖vSC‖hp,q (103)
for any S ∈ [n] with |S| ≤ k.
‖x‖hp,q = ‖xS‖hp,q + ‖xSC‖hp,q
≤ ‖xSC‖hp,q + ‖(x− y)S‖hp,q + ‖yS‖hp,q (104)
‖vSC‖hp,q ≤ ‖xSC‖hp,q + ‖ySC‖hp,q
= ‖y‖hp,q − ‖yS‖hp,q + ‖xSC‖hp,q
≤ ‖y‖hp,q + 2‖xSC‖hp,q − ‖x‖hp,q + ‖vS‖hp,q
≤ ‖y‖hp,q − ‖x‖hp,q + ‖xSC‖hp,q + hp,q(A, k)‖vSC‖hp,q (105)
Therefore,
‖vSC‖hp,q ≤
1
1− hp,q(A, k)
(‖y‖hp,q − ‖x‖hp,q + 2‖xSC‖hp,q) (106)
Therefore,
‖vSC‖hp,q ≤
2
1− hp,q(A, k)‖xSC‖hp,q (107)
‖v‖hp,q = ‖vS‖hp,q + ‖vSC‖hp,q
≤ (1 + hp,q(A, k))‖vSC‖hp,q
≤ 2(1 + hp,q(A, k))
1− hp,q(A, k) ‖xSC‖hp,q (108)
Take S as the index of the largest k elements of x, so we can get that
‖x∗− Mhp,q (Ax∗)‖hp,q ≤
2(1 + hp,q(A, k))
1− hp,q(A, k) ‖σ(x)‖hp,q (109)
3 The local optimal property and an unify algorithm for lhp,q-
minimization
In this section, we will focus on the application of lhp,q -minimization. Although hp,q(·) is not a smooth
function, we will show an analysis expression of its local optimal solution. By such analysis expression,
a fixed point iterative algorithm is presented and we also prove the convergency of this algorithm.
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3.1 The local optimal property of lhp,q-minimization
For a given x ∈ Rn, we define two diagonal matrices H(x), F (x) ∈ Rn×n,
H(x)i,i =

q
|xi|2−q(p+|xi|q |xi| 6= 0
0 |xi| = 0
(110)
and
F (x)i,i =
|xi|2−q(p+ |xi|q
q
(111)
With H(x) and F (x), the following theorem will show the local property of lhp,q -minimization.
Theorem 6. If the underdetermined matrix A ∈ Rm×n satisfies that rank(A) = m, x∗ is the solution of
lhp-minimization (11), then x
∗ satisfies the following equation,
x∗ = F (x∗)AT (AF (x∗)AT )−1b (112)
Proof. For the solution x∗ ∈ Rn, we assume that ‖x∗‖0 = s, then it is obvious that there exists an
elementary orthogonal matrix E(x∗) ∈ Rn×n such that
S = support(x˜) = [s] (113)
where x˜ = E(x∗)x∗ and E(x∗) = E(x∗)−1.
Let z = x˜[s] and consider the following problem,
min
t∈Rs
‖t‖hp,q
s.t.Bt = b (114)
where B = (AE(x∗))[s] ∈ Rm×s. It is obvious that z is the solution of model (114). We notice that
support(z) = [s] so there exists a constant η small enough such that the function ‖‖˙hp,q is differentiable
at the point x = z when ‖t− z‖2 ≤ η. Therefore, KKT condition can be applied in such area. Define the
lagrange function L(t, λ) as
L(t, λ) = ‖t‖hp,q − λT (Bt− b) (115)
Therefore, z must be the solution of the following equations,
∂L
∂x |x=z = 0
Bz = b
(116)
It is obvious that
h′p(xi) =
sign(xi)q‖xi‖q−1
(p+ |xqi |)
=
qxi
|xi|2−q(p+ |xi|q) (117)
Therefore, we can rewrite the equations (116) asH(z)z −B
Tλ∗ = 0
Bz = b
(118)
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Since support(z) = [s], H(z) ∈ Rs×s is an invertible matrix and H(z)−1 = F (z). By the equations (118),
we can get that
BH(z)−1H(z)z = AH(z)−1ATλ∗ (119)
therefore,
λ∗ =
(
BF (z)BT
)−1
b (120)
So, we can conclude that
z = F (z)BT (BF (z)BT )−1b. (121)
By the definition, it is obvious that
F (x˜) =
 F (z) 0s×(n−s)
0(m−s)×(n−s) 0s×s
 (122)
and it is easy to get that
AE(x∗)F (x˜)(AE(x∗))T (123)
=
(
B (AE(x∗))[n]\[s]
) F (z) 0s×(n−s)
0(m−s)×(n−s) 0s×s
 BT
(AE(x∗))T[n]\[s]
 (124)
= BF (z)BT (125)
And
F (x˜)(AE(x∗))T =
 F (z) 0s×(n−s)
0(m−s)×(n−s) 0s×s
 BT
(AE(x∗))T

=
 F (z)BT
0
 (126)
Therefore, we can conclude that
x˜ = F (x˜)(AE(x∗))T (AE(x∗)F (x˜)(AE(x∗))T )−1b (127)
Since x˜ = E(x∗)x∗, it is easy to get that
F (x˜) = E(x∗)F (x∗)E(x∗) (128)
It is easy to get that
x∗ = F (x∗)AT (AF (x∗)AT )−1b (129)
21
Algorithm 1: An unify algorithm for lhp -minimization
Require: A ∈ Rm×n, b ∈ Rn, fp(x), p.
Ensure: x∗.
x1 = arg min
Ax=b
‖x‖1
D = D(x1)
for k = 1, 2, · · · until convergence do
xk+1 = DAT (ADAT )†b
D = D(xk+1)
k = k + 1
end for
x∗ = xk+1
By the analysis expression 112, a fixed point iterative algorithm is presented in Algorithm 1. Before
we give the convergency result of the algorithm 1, some lemmas are necessary.
Lemma 7. For a fixed α > 0, we have that
hp,q(x)−
h′p,q(α)
2α
x2 ≤ hp,q(α)−
αh′p,q(α)
2
(130)
for any x ≥ 0
Proof. Define a function g(x) as followings
g(x) = hp,q(x)−
h′p,q(α)
2α
x2 (131)
It is obvious that g(0) = 0 and
g′(x) = h′p,q(x)−
xh′p,q(α)
α
(132)
g′′(x) = h′′p,q(x)−
h′p,q(α)
α
≤ 0 (133)
Therefore g′(x) is a non increasing function. Since g′(α) = 0, we have that
g(x) ≤ g(α) = hp,q(α)−
αh′p,q(α)
2
(134)
Now, we give the convergence conclusion of Algorithm 1.
Theorem 7. The sequence {xn} get by Algorithm 1 satisfies the following inequality,
‖xk+1‖hp,q ≤ ‖xk‖hp,q (135)
and the limit point x∗ of {xn} satisfies the following the equality,
x∗ = F (x∗)AT (AF (x∗)AT )†b (136)
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Proof. At (k + 1)th iteration, we need to point out that xk+1 is the solution of the following model
min
Ax=b
1
2
xTH(xk)xT . (137)
With the convex quadratic programming above, we consider its Lagrange dual function,
L(x, λ) =
1
2
xTH(xk)xT − λT (Ax− b).
Therefore, the optimal solution (x∗, λ∗) should satisfy the following equations ∂L∂x = H(xk)x−AλT = 0,Ax = b. (138)
Hence, we find that
(xk+1)TH(xk)xk+1 ≤ (xk)TH(xk)xk. (139)
i.e., ∑
xki 6=0
h′p,q(x
k
i )
|xki |
|xk+1i |2 ≤
∑
xki 6=0
h′p,q(x
k
i )
|xki |
|xki |2 (140)
By Lemma 7, if xki 6= 0, then we have that
hp(x
k+1
i )−
h′p(x
k
i )
2xki
≤ hp(|xki |)−
|xki |h′p(|xki |)
2
(141)
we deduce that
‖xk+1‖hp ≤ ‖xk‖hp (142)
by employing (140) and (141). So far, we have proved that the objective function decrease at the series
{xk} points. Therefore the convergent point x∗ is the solution of the following problem
min
Ax=b
1
2
xTG(x∗)xT . (143)
Repeat the discussion above, the proof is completed.
4 Multiple source location problem by TDOA
As we have introduced in Section 1, multiple source location problem can be modelled by sparse point
represent method. Suppose there exist K targets and m receivers, and k-th (k = 1, 2, ...,K) target
broadcasts a time domain signal sk(t). Then the signal received by j-th receiver can be expressed as
hj(t) =
K∑
i=1
pj,isi(t− tj,i) + nj(t) (144)
where nj(t) is the noise, pj,i is the channel coefficient and tj,i stands the time delay from i-th target
to j-th source. Without of generality, the signals sk(t) and hj(t) are assumed to be ergodic, mutually
uncorrelated white sequences. Therefore, we can get that
∫
t
si(t)si′(t− a)dt =
0 i 6= i
′
δ(a) i = i′
(145)
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∫
t
ni(t)ni′(t− a)dt =
0 i 6= i
′
δ(a) i = i′
(146)
∫
t
si(t)ni′(t)dt = 0 (147)
If we take 1-st receiver as the reference, then it is easy to get that
r(x) =
∫
t
hj(t)× h1(t)
=
∫
t
((
K∑
i=1
pj,isi(t− tj,i) + nj(t)
)
×
(
K∑
i=1
p1,isi(t− t1,i) + n1(t)
))
=
K∑
i=1
pj,ip1,iδ (x− (tj,i − t1,i)) (148)
If there are m+ 1 receivers, then we can get a data matrix L,
L =

l11 l
2
1 · · · lK1
l12 l
2
2 · · · lK2
· · · · · · · · · · · ·
l1m l
2
m · · · lKm
 (149)
Define ϕu(x) = x
u, where u = 1, 2, ..., U ≤ K. The multiple source location problem can be modelled as
the following lη0(ε)-minimization
min
x∈Rn
‖x‖0
s.t.
‖Ax− b‖∞ ≤ ε‖x‖∞ ≤ η. (150)
where A =
[(
A1
)T (
A2
)T (
A3
)T · · · (AU)T ]T ∈ RUm×n, Au ∈ Rm×n,
(Au)i,j = ϕ(‖wj − Ti‖) (151)
and b =
[(
b1
)T (
b2
)T (
b3
)T · · · (bU)T ]T ∈ RUm, bu ∈ Rm,
(bu)i =
K∑
k=1
ϕu(l
k
i ) (152)
the constant ε stands the error caused by noise and off-grid cases while the constant η is larger than 1.
Remark 1. In the model (150), the elements of solution x∗ should be one or zeros in ideal situation and
we adopt ‖x‖∞ ≤ η to keep the elements of solution in a reasonable range.
Remark 2. The reason why we adopt the function ϕ(·) comes from the Theorem. It is obvious that
these functions ϕu(·) are linearly independent by Theorem, i.e., there only exist an unique data matrix
can provide such b in model (150), so we increase the rank of measurement matrix with the increasing of
row vectors.
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4.1 Sparse model for multiple source location problem
As we have discussed above, the sparse model 150 is used for solving this problem, so we consider to
use hp,q(·) to instead of 0-norm, so the alternative model is the following optimization problem and some
simple analysis about this model is necessary to be presented,
min
x∈Rn
‖x‖hp,q
s.t.
‖Ax− b‖∞ ≤ ε‖x‖∞ ≤ η. (153)
Theorem 8. For given η, ε, A and b, there exist a constant p∗(A, b, ε, η) such that the solution of model
(153)is the solution of model (150) whenever 0 < p < p∗(A, b, ε, η).
Proof. Both of these two optimal problems’ constraint region can be rewritten as the following
A
−A
I
−I
x ≤

ε1 + b
ε1− b
η1
−η1
 (154)
Similar to the proof of Theorem and Corollary, we can get the conclusion of this theorem.
Different to Algorithm 1, the model (153) has inequality constraints. Inspired by OMP, we present an
improved algorithm based Algorithm 1.
Algorithm 2: Improved algorithm for lhp -minimization
Require: A ∈ Rm×n, b ∈ Rn, p, p and set Va
Ensure: x∗.
x1 = arg min
Ax=b
‖x‖1
D = D(x1)
for k = 1, 2, · · · until the stopping criterion is satisfied do
xk+11 = DA
T (ADAT )†b
S = {i||xk+1i | ∈ V a}
xk+1 = arg min
supp(x)⊆S
‖Ax− b‖22
D = D(xk+1)
k = k + 1
end for
x∗ = xk+1
For the set V a which is used to control the value of solution since the element of the solution is one
either zero. Usually, we can let V a = [0.2, 1.2]. Next, we will introduce an method to update the grid
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points to ensure the location of targets belongs to the grid points. In order to get the ideal solution, we
need to introduce the following function fa(·),
fa(x) =
|x|/a |x| ≤ a|1− |x|/(1− a)| else (155)
It is obvious that the function fa(·) gets its minimize value at points x = 1 or x = 0 and its max point at
x = a, so the value of ideal solution of model (153) should be zero. Since we do not know the location of
targets and the targets may be not locate at grid points, so we get calculate the value of the solution to
judge whether the grid points contain the locations. Once the value of a certain element is too large, it
means the corresponding grid points should be corrected. Once we have identified the grid point which
needs to be modified, With the update method ϕq, the modified point should be closer to the real location
than the original point. Generally, the update method ϕq can be various forms, in this paper, we present
an update method ϕq as following. For a fixed point wi, we consider eight alternative vectors zj ,
zj = wi +
s
2q
(
cos
(
pi(j − 1)
4
)
, sin
(
pi(j − 1)
4
))
(156)
where j = 1, 2, ..., 8. Let Ξ(wi) = {wi, z1, z2, ...z8}. Now we can give the definition of the update method
ϕq,
ϕq(wi) = arg min
z∈Ξ(wi)
‖x∗‖fa x∗ is the solution of model (153), where wi = z (157)
To summarize, we present the whole process of solving multiple source location problem.
Step 1 Input the matrix T = (TT1 , T
T
2 , ..., T
T
m)
T ∈ Rm+1×2, where Ti is the location of i-th sensor. The
grid point matrix W = (wT1 , w
T
2 , ..., w
T
n )
T ∈ Rn×2, where wi is the location of i-th grid point.
The measurement matrix L ∈ R(m−1)×k, the value of p, a, the number of iterative G, and the
thresholding value δ, ε > 0.
Step 2 According to model (153), we can obtain the corresponding lhp -minimization.
Step 3 By Algorithm 2, we can obtain the solution x∗.
Step 4 If ‖x∗‖fa ≥ δ, Denote the index set
V = {i|f(|x∗i |) ≥ ε} (158)
and
W = {wi|i ∈ V } = {wj1 , wj2 , ..., wj|V |} (159)
Step 5 For i = 1 : 1 : |V |
For q = 1 : 1 : G
Define the update method ϕq, and wji = ϕq(wji).
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According to model (153), we can obtain the corresponding new lhp,q -minimization and its solution
x∗. If ‖x‖fa ≤ δ, then break and turn to Step 6
end
end
Step 6 By the solution x∗, we can get the result of location, i.e., wj with j ∈ V ∗, where V ∗ is the
k-largest absolute value of x∗.
4.2 Simulation Experiment
In this subsection, we present some simulation experiment to show the validity of our method. In all
experiments, we consider a 10km× 10km square zone which contains all the targets. In Algorithm 2, we
set p = 0.1, q = 1, V a = [0.2, 1.2] and the maximum number of iteration is 30. In the update method, we
set a = 0.5, G = 2, ε ≥ 0.3 and δ = 0.3 ∗K, where K is the number of targets. The location of receivers
are randomly picked in the square zone.
In Figure 3, we show the detail processing of the update method ϕq. There exist three targets and
none of them is located on the gird points. With the update method, we find that the modified grid point
is close to the real location.
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Figure 3: The process of update method ϕq .
In Figure 4, Figure 5 and Figure 6, the square zone is divided into 441 grid points, and we consider
the case when the targets are located at the grid points or near the grid points. Compared to the classic
sparse recovery algorithm, our method has a better success recovery ratio. In particular, we notice that
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5 targets can be located by our method while 15 receivers are needed by classic TDOA methods. In
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Figure 4: With 6 sensors, the relationship between the number of tatgets and the sucess recovery ratio .
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Figure 5: With 7 sensors, the relationship between the number of tatgets and the sucess recovery ratio .
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Figure 6: With 8 sensors, the relationship between the number of tatgets and the sucess recovery ratio .
Figure 7, the targets are randomly picked and the results show us that our method can locate these
targets properly and we show the average positioning error in Figure 8.
In Figure 8, we consider to locate 5 targets with 10 sensors. The performance of different algorithms is
measured by the root mean square error (RMSE), which is defined as the average of error in dependent
Monte Carlo trials. The result of our method designed for off-grid case is closer to CRLB than other
algorithms.
28
-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
-5000
-4000
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
The location of targets
The result of our method
(a) Three targets
-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
-5000
-4000
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
The location of target
The result of our method
(b) Four targets
-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
-5000
-4000
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
The location of targets
The result of our method
(c) Five targets
-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000
-5000
-4000
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
The location of targets
The result of our method
(d) Six targets
Figure 7: The results of our method for muliti-source location problem.
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Figure 8: The results of differnt method for muliti-source location problem .
29
5 Conclusion
To design a reasonable alternative model is the main method to solve l0-minimization. In this paper,
we consider the alternative function hp,q(x) since hp,q(0) = 0 and lim
p→0+
hp,q(x)
log(1+p−1) = 1. Furthermore,
the equivalence relationship between these two models is presented and then we provide a necessary and
sufficient condition for lhp,q -minimization. By a new concept named H-NSC, we prove that the recovery
condition of l1-minimization is more restrictive than that of lhp,q -minimization. Although hp,q(·) is not a
smooth function, we give an analysis expression of its local optimal solution and a fixed point algorithm.
Finally, we use lhp,q -minimization to solve multiple source location problem. Compared to some classic
algorithms, the result of our method is better than others. However, an analysis expression of p∗(A, b, q)
in Theorem 1 will improve the application of lhp,q -minimization. In conclusion, the authors hope that in
publishing this paper, a brick will be thrown out and be replaced with a gem.
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