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1. INTRODUCTION
In the direct scattering problem for the half-line Schro¨dinger equation, given the
potential and the boundary condition we determine the spectrum of the corresponding
Schro¨dinger operator, namely we determine the scattering matrix and the bound-state
information consisting of the bound-state energies and the bound-state normalization con-
stants. In the associated inverse problem, given the scattering matrix and the bound-state
information, we determine the corresponding potential and the boundary condition. We
refer to the data set consisting of the potential and the boundary condition as the input
data set and denote it by D. We refer to the data set consisting of the scattering matrix
and the bound-state information as the scattering data set and denote it by S. Thus, we
can view the direct scattering problem as the mapping D : D 7→ S and view the inverse
scattering problem as the mapping D−1 : S 7→ D.
There are four aspects related to the direct and inverse problems. These are the
existence, uniqueness, construction, and characterization. In the existence aspect in the
direct problem, given D in a specified class we determine whether a corresponding S exists
in some specific class. Thus, the domain of D as well as its range must be determined. The
uniqueness aspect is concerned with whether there exists a unique S corresponding to a
given D in the domain of D, or two or more distinct sets S may correspond to the same D.
The construction deals with the recovery of S from D. For the inverse problem to be well
defined, one needs to show that the range of the direct scattering map D coincides with the
domain of the inverse scattering map D−1. In the inverse problem the existence problem
deals with the existence of some D corresponding to S specified in a particular class,
which must coincide with the range of the direct scattering map. The uniqueness deals
with the question whether D corresponding to a given S in the range of D is unique, and
the construction consists of the recovery of D from S. After the existence and uniqueness
aspects in the direct and inverse problems are settled, one now turns the attention to
the characterization problem, which consists of the identification of the class to which D
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belongs and the identification of the class to which S belongs so that there is a one-to-one
correspondence between D and S.
The characterization aspect in the direct and inverse problems is usually the most
difficult to establish. This is not surprising because the establishment of the characteri-
zation includes the establishment of the existence and the uniqueness in both the direct
and inverse problems. Our goal in this monograph is to establish a characterization for
the matrix Schro¨dinger operator on the half line with the general selfadjoint boundary
condition. We do so in such a way that our characterization result naturally also holds in
the scalar case, it holds for any selfadjoint boundary condition, it yields the construction in
the corresponding direct and inverse problems, and it reveals how the individual conditions
in the characterization affect the existence, uniqueness, and construction. We also provide
some comments and explicit examples to clarify various issues so that our approach can
be useful in establishing characterizations for other direct and inverse problems.
The only viable characterization in the literature for the matrix Schro¨dinger operator
on the half line can be found in the seminal work by Agranovich and Marchenko [2]. How-
ever, the analysis in [2] is restricted to the Dirichlet boundary condition, and hence our
study can be viewed as a generalization of the characterization in [2]. It is ironic that a
characterization in the scalar case valid for a general selfadjoint boundary condition does
not exist and cannot exist in the way a scattering matrix is defined in the existing literature.
As indicated in Section 4 of [7], as a result of defining [8,14,37,38] the scattering matrix in
one way with the Dirichlet boundary condition and in a different way with a non-Dirichlet
boundary condition, it is impossible to have the uniqueness aspect unless separate charac-
terizations are developed in the Dirichlet case and in the non-Dirichlet case, respectively.
In the scalar case, it is known [7] that, in the absence of bound states, an input data set
consisting of a real-valued potential with the Dirichlet boundary condition and another
input data set consisting of a real-valued potential with the Neumann boundary condition
may correspond to the same scattering matrix. The reader is referred to Section 4 of and
Example 6.3 of [7] for further details. In our solution to the characterization problem given
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in this monograph we do not encounter such a nonuniqueness issue because we define the
scattering matrix in a unique way, without defining it in one way in the Dirichlet case and
in another way in the non-Dirichlet case. Actually, we define the scattering matrix in such
a way that the associated Schro¨dinger operator for the unperturbed problem has the Neu-
mann boundary condition. This definition is motivated by the theory of quantum graphs
[29,30,42]. In fact, in the matrix case, a boundary condition could be partly Dirichlet and
partly non-Dirichlet, and the Dirichlet boundary condition in the matrix case is really a
very special case and can be referred to as the purely Dirichlet case [9]. For further details
we refer the reader to Section 4 of [9].
We analyze the existence, uniqueness, reconstruction, and characterization issues re-
lated to the relevant direct and inverse problems under the assumption that D belongs
to the Faddeev class and S belongs to the Marchenko class. The Faddeev class consists
of input data sets D as in (4.1), where the potential V and the boundary matrices A
and B are as specified in Definition 4.1. The Marchenko class consists of scattering data
sets S as in (4.2), where the scattering matrix S and the bound-state data {κj ,Mj}Nj=1
are as specified in Definition 4.5. In [2] the inverse problem for (2.1) is studied in the
special case when A = 0 and B = I, with 0 being the n × n zero matrix and I denot-
ing the n × n identity matrix, and when the potential V is not necessarily integrable,
i.e. when the potential V appearing in (2.1) satisfies (2.2), is Lebesgue measurable, and
satisfies
∫∞
0
dx x |V (x)| < +∞ instead of satisfying (2.3). A characterization of the corre-
sponding scattering data was presented in [2]. Our work provides a generalization of the
characterization of [2] to the case with the general selfadjoint boundary condition. When
a non-Dirichlet boundary condition is used at x = 0, the integrability of the potential is
necessary, and that is why the integrability of V (x) in (2.3) is crucial. In particular, to
be able to define the regular solution ϕ(k, x) appearing in (9.5), it is necessary that the
potential is integrable at x = 0. For further details on this issue we refer the reader to
Theorem 1.2.1 of [2] and also [45]. In Chapter 26 we illustrate this issue with an explicit
example.
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Let us mention also the relevant references [23-25], where the direct and inverse prob-
lems for (2.1) are formally studied with the general selfadjoint boundary condition, not as
in (2.4)-(2.6) but in a form equivalent to (2.4)-(2.6). However, the study in [23-25] lacks
the large-k analysis beyond the leading term and also lacks the small-k analysis of the
scattering data, which are both essential for the analysis of the relevant inverse problem.
Thus, our study can also be considered as a complement to the work by Harmer [23-25]. In
our monograph we use results from previous work [2,5,6,9,42-44], in particular [2,5,9,42].
The matrix Schro¨dinger equation on the half line with the general selfadjoint bound-
ary condition has many applications in quantum mechanics, especially in the scattering
of particles with internal structures such as spin [14,40] and in the scattering on quan-
tum graphs [11-13,18,19,21,22,26,28-36]. A particular phenomenon governed by a matrix
Schro¨dinger equation is a star graph, i.e. a one-vertex graph with a finite number of semi-
infinite edges. In this case, a homogeneous boundary condition linear in the wavefunction
and its derivative is imposed at the vertex, and the dynamics on each edge is governed
by the Schro¨dinger equation. Physically, a star graph represents a finite number of very
thin quantum wires connected at the vertex. The study of quantum wires has physical
relevance to the design of elementary gates in quantum computing and in nanotubes for
microscopic electronic devices, where string of atoms may form a star graph. The con-
sideration of the general boundary condition at the vertex, rather than just the Dirichlet
boundary condition, is relevant. For quantum graphs it is crucial that the boundary con-
ditions at the vertices link the values of the wavefunction and its derivative arriving from
different edges. An important case is the Kirchhoff boundary condition, which amounts to
the continuity of the wavefunction at the vertex and also that at the vertex the sum of the
derivatives of the wavefunction from all the edges is zero, which expresses the conservation
of current at the vertex. Actually, a quantum graph is an idealization of quantum wires
with very small cross sectional areas, where such wires meet at the vertices. The quantum
graph is obtained in the zero limit for the cross sectional area. The boundary conditions
at the vertices of the graph depends on how the limit is taken. From this point of view,
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it is relevant to consider all possible selfadjoint boundary conditions since such conditions
may result in various limiting procedures.
Our monograph is organized as follows. In Chapter 2 we introduce the matrix
Schro¨dinger equation on the half line, introduce the related n × n matrix potential V (x),
and list the properties of the potential so that we can study the corresponding direct and
inverse problems. The matrix potential is required to be hermitian as stated in (2.2) and
also required to satisfy the so-called L11-condition given in (2.3). The existence of the first
moment for the potential in (2.3) ensures that the number of bound states can at most be
finite, which makes the analysis of the corresponding direct and inverse problems manage-
able. In this chapter we also introduce the general selfadjoint boundary condition at x = 0
in terms of a pair of constant n × n matrices denoted by A and B. The boundary condi-
tion is given in (2.4), where the boundary matrices satisfy (2.5) and (2.6). The boundary
condition is unchanged if the boundary matrices are post multiplied by an invertible n×n
matrix T. In Proposition 2.1 we show that the boundary matrices A and B are uniquely
determined modulo post multiplication by T.
Chapter 3 contains a summary of various mathematical definitions, notations, and
results used in our monograph. In our monograph we deal with vector-valued functions as
well as matrix-valued functions. Our vectors may be row vectors or column vectors with n
components. In Section 3.a we review the standard vector norm, the standard scalar prod-
uct, and the standard matrix norm in Cn. In our monograph we use the standard matrix
norm defined in (3.11) instead of another matrix norm used in [2]. Since all matrix norms
are equivalent in a finite dimensional vector space, we could use any other matrix norm than
that defined in (3.11). Our choice of the standard matrix norm given in (3.11) is motivated
by the fact that we would like to have the inequalities (3.12)-(3.14) as well as the equalities
given in (3.15). With any other matrix norm some constants depending on n may need to
be used in (3.12)-(3.14) to retain the inequalities, and similarly some constants depending
on n may be needed to retain the equalities in (3.15). In Section 3.b we review the basic
facts about Banach spaces and Hilbert spaces, as our vector-valued and matrix-valued
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functions belong to various Banach spaces or various Hilbert spaces. In our monograph we
especially use the Banach space L1(R+), consisting of complex-valued integrable functions
of a real-valued independent variable x ∈ R+. Similarly, we use L2(R+), the Hilbert space
of square-integrable functions, and we also use L∞(R+), the Banach space of bounded
functions. Without explicitly mentioning we assume that all our functions are Lebesgue
measurable and the integrals are assumed to be Lebesgue integrals. In Section 3.c we list
various inequalities in various Banach spaces and Hilbert spaces, including some inequal-
ities involving convolutions. In Section 3.4 we summarize certain basic facts on Hardy
spaces that we use later on. The pointwise bounds stated in Propositions 3.1 and 3.2
turn out to be very useful later on, especially in solving some Riemann-Hilbert problems
related to the characterization of scattering data sets. In Section 3.e we introduce various
Banach spaces that become useful in solving various Riemann-Hilbert problems related to
the characterization of scattering data sets. In Section 3.f we summarize basic facts on
integral operators whose kernels depend on a sum. Our key integral equation, namely, the
Marchenko integral equation has such a kernel as well as various other integral equations
used in our characterization of scattering data sets. In Section 3.g we provide a summary of
certain results in Banach and Hilbert spaces. Such results are used in the characterization
presented in Sections 8 and 23.
In Chapter 4 we introduce the Faddeev class of input data sets D and the Marchenko
class of scattering data sets, in Definition 4.1 and Definition 4.5, respectively. These
two classes conveniently allow us to summarize one of our main characterization results,
Theorem 5.1 in Chapter 5, by saying that there is a one-to-one correspondence between
the Faddeev class and the Marchenko class. In order to formulate various characterization
results in an efficient manner, we list a set of properties for a scattering data set S in
Definition 4.2, and these properties are identified by using Arabic numerals, namely (1),
(2), (3), and (4). Actually, there are two versions of (3), denoted by (3a) and (3b). There
are five versions of (4), denoted by (4a), (4b), (4c), (4d), (4e). We also provide a second
set of properties for a scattering data set S in Definition 4.3, and those properties are
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identified by using Roman numerals, namely (I), (III), (V), and (VI). Actually, there are
three versions of (III), denoted by (IIIa), (IIIb), and (IIIc). There are eight versions of
(V), denoted by (Va), Vb), (Vc), Vd), Ve), (Vf ), Vg), (Vh).
In Chapter 5 we present one of our main characterization results. A stated in The-
orem 5.1 we show that for each input data set D in the Faddeev class there exists and
uniquely exists a corresponding scattering data set S in the Marchenko class. We also
remark that by replacing the L11-condition by the L
1
p-condition, where p is an integer
greater than one, the characterization result of Theorem 5.1 remains valid in a subclass.
In other words, let us modify the definition of the Faddeev class so that the potential V (x)
satisfies (2.3) with (1 + x) replaced by (1 + x)p, and let us also modify the definition of
the Marchenko class so that so that F ′s(y) satisfies (4.8) of (2) with (1 + y) replaced by
(1+y)p. Then, the characterization result stated in Theorem 5.1 remains valid. Informally
speaking, we then obtain the characterization in the L1p-class with p = 2, 3, 4, . . . .
In Chapter 6 we analyze the interconnections among the properties listed in Defi-
nitions 4.2 and 4.3. We show that the two versions of (3), namely (3a) and (3b), are
equivalent. We also show that the five versions of of (4), namely (4a), (4b), (4c), (4d),
and (4e), are all equivalent. We show that the three versions of (III), namely (IIIa),
(IIIb), (IIIc), are also equivalent. We further show that all the eight versions of (V),
namely (Va), (Vb), (Vc), (Vd), (Ve), (Vf ), (Vg), (Vh), are equivalent. We then show
that (3a) is equivalent to the combination of (IIIa) and (Va). This last equivalence also
yields other equivalences between the two versions of (3) and all possible 24 combinations
of (III) and (V). Informally speaking, we then have the equivalence between (1, 2, 3, 4)
and (1, 2, III+V, 4).
With the help of various equivalences established in Chapter 6, in Chapter 7 we
are able to present various equivalent versions of the characterization result of Theo-
rem 5.1. The result in Theorem 5.1 is stated when the scattering data set S belongs
to the Marchenko class, i.e. when S satisfies (1, 2, 3a, 4a). In Chapter 7 we present var-
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ious characterization results, where the scattering data S satisfies some six versions of
(1, 2, III+V, 4). Although the six characterization results presented in Theorems 7.1-7.6
are equivalent, some of these characterization versions may have certain advantages over
others. For example, the characterizations stated in Theorems 7.1 and 7.2 allows us to
verify the characterization conditions without having to solve the Marchenko integral equa-
tion first. Having so many equivalent versions of the characterization allows us to have
many different options for methods in the analysis of the corresponding inverse scattering
problem, and also it allows us to understand how various different methods are connected
to each other. For example, in some cases it may be advantageous to solve an integral
equation rather than a corresponding Riemann-Hilbert problem or vice versa. It may also
be more convenient to look for a solution to an integral equation in the class of bounded
and integrable functions rather than in the class of bounded and square-integrable func-
tions. It may be more convenient to look for a solution to a homogenous Riemann-Hilbert
problem in a more restricted class rather than in a Hardy class. In Chapter 7, in The-
orems 7.9 and 7.10 we present two equivalent versions of yet another characterization of
the scattering data, where this new characterization is based on using Levinson’s theorem.
The details of this characterization are provided in Chapter 21, where it is also shown that
the two versions of this characterization are equivalent to the previous characterization of
Theorem 5.1 and all its equivalents.
In Chapter 8 we provide another characterization for the scattering data so that it
uniquely corresponds to an input data set in the Faddeev class. This characterization is
summarized in Theorem 8.1 and is different from the previous characterizations and its
details are developed in Chapter 23. In our monograph we do not show the equivalence
of this new characterization with the previous characterizations because that equivalence
is still an open problem. It is our feeling that showing such an equivalence will reveal
interconnections among various different areas of mathematical analysis, by not only con-
tributing to the analysis of inverse scattering problems but perhaps by contributing to the
field of analysis at large.
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In Chapter 9 we provide an outline of the solution to the direct problem starting from
a potential and a pair of boundary matrices. Namely, starting with an input data set D
in the Faddeev class we indicate how all the relevant quantities are constructed, among
which are various solutions to the Schro¨dinger equation such as the Jost solution f(k, x),
the regular solution ϕ(k, x), the physical solution Ψ(k, x), and the normalized bound-state
matrix solutions Ψj(x). Other relevant quantities constructed from the input data set
include the Jost matrix J(k), the scattering matrix S(k), the bound-state energies −κ2j ,
the normalization matrices Mj . The construction is outlined in Chapter 9.
In Chapter 10, we summarize the properties of various quantities constructed from
the input data set in the Faddeev class. In particular, we present certain properties of
the quantity K(x, y) constructed from the input data set D. Such properties later helps
us to establish that the constructed scattering data set S belongs to the Marchenko class.
The quantity K(x, y) plays a key role also in the analysis of the inverse scattering problem
because as we see later it corresponds to the unique solution to the Marchenko integral
equation (13.1).
In Chapter 11 various properties related to the bound states are established. In other
words, starting with an input data set D, various quantities are constructed related to
the discrete spectrum of the corresponding Schro¨dinger operator and their properties are
established in Chapter 11.
In Chapter 12 certain properties of the constructed scattering matrix are established,
especially related to the quantity Fs(y), which is related to the constructed scattering
matrix S(k) through the relationship (4.7). In other words, starting from an input data
set D in the Faddeev class we construct the corresponding scattering data set S and in
Chapter 12 we analyze the properties of Fs(y), which plays a key role in the solution to
the inverse problem.
In Chapter 13 the Marchenko integral equation is derived and it is shown that K(x, y)
constructed from the input scattering data set D actually satisfies the Marchenko equation.
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Further, it is shown thatKx(x, y) satisfies the derivative Marchenko integral equation given
in (13.7). Let us mention that the derivative Marchenko equation (13.7) has a prominent
role as the Marchenko integral equation (13.1) in the inverse scattering problem with the
general selfadjoint boundary condition (2.4). This is because both ψ(0) and ψ′(0) appear in
the boundary condition. The presence of ψ′(0) in the boundary condition (2.4) makes the
derivative Marchenko equation (13.7) as important as the Marchenko equation (13.1). In
the Dirichlet case studied in [2], the boundary condition (2.4) reduces to having ψ(0) = 0,
and hence the absence of ψ′(0) in (2.4) in the Dirichlet case also diminishes the prominence
of the derivative Marchenko integral equation (13.7) compared to the Marchenko equation
(13.1).
In Chapter 14 we show that the boundary matrices A and B in the input data set D
appear in the large-k asymptotics of the constructed scattering matrix S(k). The funda-
mental result given in (14.2) shows how A and B are related to the large-k limit of S(k)
and the matrix quantity K(0, 0), where K(x, y) is the solution to the Marchenko equation
(13.1).
In Chapter 15 we establish various results related to the properties listed in Defini-
tion 4.2 and Definition 4.3. One consequence of the results in Chapter 15 is that if we
construct the scattering data set S from the input data set D, then the constructed S
satisfies the properties (1, 2, 3, 4) listed in Definition 4.2 and the properties (I, III,V,VI)
listed in Definition 4.3.
In Chapter 16 we analyze the inverse problem of the construction of D from a scatter-
ing data set S satisfying one or more of the properties listed in Definitions 4.2 and 4.3. In
particular, we show that the Marchenko integral equation (13.1) is uniquely solvable and
its solution K(x, y) has certain important properties. In this chapter we also show that the
derivative Marchenko integral equation (13.7) is uniquely solvable and its unique solution
is given by Kx(x, y), the x-partial derivative of the solution K(x, y) to the Marchenko
equation. In Chapter 16 we also show how, starting from a scattering data set S, we can
13
construct the boundary matrices A and B uniquely modulo a postmultiplication by an
invertible matrix T. This is achieved by solving the system given in (16.70) and we show
that (16.70) is solvable when the scattering data set S satisfies the properties (1) and (4)
of Definition 4.2. In Chapter 16 we provide various other results to be used later on to
obtain the characterization based on the method given in Chapter 23.
In Chapter 18 we obtain various results to show how some of the properties listed in
Definitions 4.2 and 4.3 are related to each other. In other words, the results presented in
Chapter 18 allow us to prove the equivalencies stated in Chapter 6. In particular, it shows
how (3) is equivalent to the two combined properties (III) and (V), and it also shows how
all the eight versions of (V) are all equivalent.
In Chapter 19 we analyze the inverse scattering problem when the bound-state data
is missing in the scattering data set S. It shows that under certain circumstances we can
supplement a scattering matrix with some appropriate bound-state data set so that the
resulting scattering data set S corresponds to an input data set D in the Faddeev class.
Parseval’s equality is a fundamental equation equivalent to the completeness relation
for the physical solution Ψ(k, x) and the normalized bound-state matrix solutions Ψj(x) of
the Schro¨dinger equation with the boundary condition (2.4). In Chapter 20 we show that
Parseval’s equality holds when the corresponding scattering data set S satisfies certain
minimal conditions. We also show how Parseval’s equality is related to the Marchenko
equation by showing that the two are equivalent under some mild conditions on the scat-
tering data set S.
Levinson’s theorem is a fundamental result in the scattering theory and it shows
how the scattering matrix is intrinsically related to the bound states. For the matrix
Schro¨dinger equation (2.1) with the boundary condition (2.4), the corresponding statement
of Levinson’s theorem is summarized in (21.5). In Chapter 21 the details are provided for
the two equivalent characterizations presented in Theorems 7.9 and 7.10, utilizing Levin-
son’s theorem. In Chapter 21 also the equivalence is shown between the characterization
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using Levinson’s theorem and the previous characterization given in Theorem 5.1 and all
its equivalents based on the results of Chapter 6.
In Chapter 22 we introduce the generalized Fourier map F and establish its various
relevant properties. In particular, we show that the generalized Fourier map is unitary,
and we also establish various properties of its adjoint map F†. Such properties are needed
to establish another characterization result, developed in Chapter 23, whose two equiva-
lent versions are summarized in Theorems 8.1 and 8.2. In Section 22 we also show the
orthonormality relations among the physical solution Ψ(k, x) and the bound-state matrix
solutions Ψj(x), where the result is given in Proposition 22.4.
In Chapter 23 we present the alternate method to solve the inverse problem of con-
structing the input data set D from a scattering data set S. A summary of the method is
provided in the beginning of Chapter 22. Based on this alternate method, a characteriza-
tion of the scattering data set S is obtained so that there is a unique corresponding input
data set D in the Faddeev class. As already indicated, the resulting characterization is
summarized in Theorem 8.1. As mentioned earlier, it is an open problem to show that this
new characterization is equivalent to the characterization provided in Theorem 5.1.
We briefly mention two applications of our results in the field of quantum graphs. In
Chapter 24 we show that a matrix Schro¨dinger equation with a diagonal potential matrix is
equivalent to having a star graph. In Chapter 25 we show that a 2× 2 matrix Schro¨dinger
equation is unitarily equivalent to a Schro¨dinger equation on the full line with a point
interaction at x = 0.
In Chapter 26 various explicitly solved examples are provided for the inverse problem
when the scattering matrix S(k) is a rational function of k. Broadly speaking we have
developed three versions of the characterization of the scattering data. The first version is
based on Theorem 5.1 and its various equivalent versions based on the results of Section 6
and summarized in Theorems 7.1-7.6. The second version utilizes Levinson’s theorem
and the corresponding characterization is stated in Theorem 7.9 and its equivalence in
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Theorem 7.10. The third version is provided in Theorem 8.1. In various examples provided
in Chapter 26, we illustrate how a scattering data set may comply with these three versions
of the characterization and how the failure of any one of our characterization conditions
affects the solution to the inverse problem.
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2. THE MATRIX SCHRO¨DINGER EQUATION
In this chapter we introduce the matrix Schro¨dinger equation (2.1), the potential V,
and the boundary matrices A and B used to describe the selfadjoint boundary condition.
Consider the matrix Schro¨dinger equation on the half line
−ψ′′ + V (x)ψ = k2ψ, x ∈ R+, (2.1)
where R+ := (0,+∞), the prime denotes the derivative with respect to the spatial coordi-
nate x, k2 is the complex-valued spectral parameter, the potential V is an n×n selfadjoint
matrix-valued function of x and belongs to class L11(R
+), and n is any positive integer.
We assume that n is fixed and is known. The selfadjointness of V is expressed as
V (x) = V (x)†, x ∈ R+, (2.2)
where the dagger denotes the matrix adjoint (complex conjugate and matrix transpose).
We equivalently say hermitian to describe a selfadjoint matrix. We remark that, unless we
are in the scalar case, i.e. unless n = 1, the potential in not necessarily real valued. The
condition V ∈ L11(R+) means that each entry of the matrix V is Lebesgue measurable on
R+ and ∫ ∞
0
dx (1 + x) |V (x)| < +∞, (2.3)
where |V (x)| denotes the operator matrix norm. Clearly, a matrix-valued function belongs
to L11(R
+) if and only if each entry of that matrix belongs to L11(R
+).
The wavefunction ψ(k, x) appearing in (2.1) may be either an n × n matrix-valued
function or it may be a column vector with n components. We use C for the complex
plane, R for the real line (−∞,+∞), R− for the left-half line (−∞, 0), C+ for the open
upper-half complex plane, C+ for C+∪R, C− for the open lower-half complex plane, and
C− for C− ∪R.
We are interested in studying (2.1) with an n × n selfadjoint matrix potential V in
L11(R
+) under the general selfadjoint boundary condition at x = 0. There are various
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equivalent formulations [5,9,23-25,29,30] of the general selfadjoint boundary condition at
x = 0, and we find it convenient to state it [5,9] in terms of two constant n × n matrices
A and B as
−B†ψ(0) +A†ψ′(0) = 0, (2.4)
where A and B satisfy
−B†A+A†B = 0, (2.5)
A†A+B†B > 0. (2.6)
The condition in (2.6) means that the n × n matrix (A†A + B†B) is positive definite.
One can easily verify that (2.4) remains invariant if the boundary matrices A and B are
replaced with AT and BT, respectively, where T is an arbitrary n × n invertible matrix.
The details of this invariance is provided in Proposition 2.1. We express this fact by saying
that the selfadjoint boundary condition in (2.4) is uniquely determined by the matrix pair
(A,B) modulo an invertible matrix T, and we equivalently state that (2.4) is equivalent
to the knowledge of (A,B) modulo T.
The matrix (A†A + B†B) appearing in (2.6) is selfadjoint, and thus from (2.6) it
follows that there exists a unique positive definite matrix E defined as
E := (A†A+B†B)1/2, (2.7)
in such a way that E is selfadjoint and invertible, and hence
E = E†, (E†)−1(A†A+B†B)E−1 = I. (2.8)
From (1.16) of [5] we have
AE−2A† +BE−2B† = I, BE−2A† − AE−2B† = 0. (2.9)
The following proposition shows that the boundary matrices A and B appearing in
(2.4)-(2.6) are uniquely defined modulo post multiplication by an invertible matrix T.
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Proposition 2.1 Let Aj and Bj for j = 1, 2 be n× n matrices. Assume that
A†1A1 +B
†
1B1 > 0. (2.10)
Let
Lj :=
{
(Z1, Z2) ∈ C2n : −B†j Z1 +A†j Z2 = 0, j = 1, 2
}
. (2.11)
Then, L1 = L2 if and only if there is an invertible matrix T such that
A2 = A1T, B2 = B1T. (2.12)
PROOF: It is immediate that if (2.12) holds, then L1 = L2. On the hand, assume that
L1 = L2. Let Dj for j = 1, 2 be the operators from C
2n into Cn defined as
Dj(Z1, Z2) := −B†jZ1 +A†j Z2, Z1, Z2 ∈ Cn, j = 1, 2. (2.13)
We have L1 = L2 if and only if
Ker[D1] = Ker[D2]. (2.14)
We will prove that (2.12) is satisfied. For that purpose, we first prove that the range of
D1 is equal to C
n. Suppose that for some W ∈ Cn, we have
〈W,−B†1 Z1 + A†1 Z2〉 = 0, Z1, Z2 ∈ Cn, (2.15)
where 〈·, ·〉 is the standard scalar product in Cn. In (2.15) choosing Z1 = −B Z and
Z2 = AZ with Z ∈ Cn, we obtain
〈(A†A+B†B)W,Z〉 = 0, Z ∈ Cn. (2.16)
Choosing Z as Z = (A†A+B†B)W, from (2.16) we get
〈(A†A+B†B)W, (A†A+B†B)W 〉 = 0, (2.17)
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and then, by (2.10), we obtain W = 0. Since the only vector in Cn that is orthogonal to
the range of D1 is the zero vector, the range of D1 is equal to C
n. Since the range of D1
is Cn, for any U ∈ Cn there exist Z1 and Z2 in Cn such that
U = −B†1 Z1 +A†1Z2. (2.18)
We denote by E the operator from Cn into Cn defined as
EU = −B†2 Z1 + A†2 Z2. (2.19)
Let us check that EU is well defined, i.e. that it is independent of the particular (Z1, Z2)
that we use in (2.18) to represent U . So, suppose that for some other Z˜1 and Z˜2 in C
n we
have
U = −B†1 Z˜1 + A†1 Z˜2. (2.20)
It follows from (2.18) and (2.20) that
(Z1 − Z˜1, Z2 − Z˜2) ∈ KerD1. (2.21)
But by (2.14)
(Z1 − Z˜1, Z2 − Z˜2) ∈ Ker[D2], (2.22)
and then
−B†2 Z1 + A†2 Z2 = −B†2 Z˜1 +A†2 Z˜2, (2.23)
which proves that EU is well defined. We will also denote by E the n×n matrix associated
to the operator (2.19). Let us prove that E is invertible. Hence, suppose that for some
U ∈ Cn we have EU = 0. Then, choosing Z1 and Z2 as in (2.18), we have
EU = −B†2Z1 + A†2Z2 = 0. (2.24)
This means that (Z1, Z2) ∈ Ker[D2]. But by (2.14), (Z1, Z2) ∈ Ker[D1], and consequently
we obtain
U = −B†1 Z1 +A†1 Z2 = D1(Z1, Z2) = 0, (2.25)
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and, hence, E is invertible. Taking Z2 = 0 in (2.18) we get
EU = E (−B†1 Z1) = −B†2 Z1, Z1 ∈ Cn. (2.26)
Hence,
EB†1 = B
†
2. (2.27)
In the same way, taking in (2.18) Z1 = 0 we prove that
EA1 = A2. (2.28)
Denoting T = E† and taking the adjoint of (2.27) and (2.28) we obtain (2.12).
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3. SOME MATHEMATICAL PRELIMINARIES
In this chapter we present certain mathematical results needed in later chapters.
3.a Vectors in Cn and matrices acting on Cn
For a scalar-valued function f(y), we have the absolute value given by
|f(y)| :=
√
|f(y)|2 =
√
f(y)∗ f(y), (3.1)
where the asterisk denotes the complex conjugation. For vector-valued functions with n
components, we use the absolute-value notation to denote the length of the vector with n
components, whether it is a row vector or a column vector. For a vector-valued function
f(y), which is a column vector with n components given by
f(y) =


f1(y)
...
fn(y)

 , (3.2)
we have
|f(y)| :=
√
|f1(y)|2 + · · · |fn(y)|2 =
√
f(y)† f(y), (3.3)
where the dagger denotes the matrix adjoint. For a vector-valued function f(y), which is
a row vector with n components given by
f(y) = [ f1(y) · · · fn(y) ] , (3.4)
we have
|f(y)| :=
√
|f1(y)|2 + · · ·+ |fn(y)|2 =
√
f(y)∗ f(y)T =
√
f(y) f(y)†, (3.5)
where the superscript T denotes the matrix transpose. Thus, for any vector-valued function
with n components, we have
|f(y)| = |f(y)†| = |f(y)T | = |f(y)∗|. (3.6)
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For the standard scalar product in Cn, we have
〈f(y), g(y)〉 := f1(y)∗ g1(y) + · · ·+ fn(y)∗ gn(y). (3.7)
Thus, for two column vectors f(y) and g(y) we have
〈f(y), g(y)〉 = f(y)† g(y), (3.8)
and for two row vectors f(y) and g(y) we have
〈f(y), g(y)〉= f(y)∗ g(y)T . (3.9)
Thus, for the vector-valued function f(y), whether it is a column vector or a row vector,
we have
|f(y)| =
√
〈f(y), f(y)〉. (3.10)
If A(y) is an n × n matrix-valued function and if f(y) is a column vector with n
components, then A(y) f(y) is a column vector with n components. We define the matrix
norm of A(y), denoted by |A(y)|, as
|A(y)| := sup
|f(y)|=1
|A(y) f(y)|. (3.11)
We then get the standard inequality
|A(y) f(y)| ≤ |A(y)| |f(y)|. (3.12)
If A(y) and B(y) are two n× n matrix-valued functions, we get
|A(y)B(y)| ≤ |A(y)| |B(y)|. (3.13)
If g(y) is a row vector with n components, we then get
|g(y)A(y)| ≤ |g(y)| |A(y)|. (3.14)
We also get
|A(y)†| = |A(y)∗| = |A(y)T | = |A(y)|. (3.15)
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Since we use |A(y)| to denote the matrix norm of the n × n matrix A(y) and we also use
|f(y)| to denote the standard norm in Cn for the vector f(y) with n components, the
notation | · | becomes clearer by checking whether it applies to a matrix or to a vector.
3.b Banach and Hilbert spaces
We introduce some elementary concepts from linear operator theory in Banach and
in Hilbert spaces over the field of complex numbers. For a thorough presentation of this
subject see [27].
Recall that a Banach space B over the complex numbers is a vector space that has a
norm || · ||B and that is complete. The norm satisfies the following conditions:
(a) We have ||Y ||B ≥ 0 for all Y ∈ B, and the equality holds if and only if Y is the zero
vector in B.
(b) For any complex number α and for any vector Y ∈ B we have ||αY ||B = |α| ||Y ||B.
(c) For any pair of vectors Y and Z in B, we have ||Y + Z||B ≤ ||Y ||B + ||Z||B.
The completeness of B means that every Cauchy sequence in B is convergent, i.e. for
any sequence {Y (l)}∞l=1 with elements in B that has the property ||Y (l) − Y (m)||B → 0 as
l,m→ +∞ there exists an element Y ∈ B such that ||Y (l) − Y ||B → 0 as n→ +∞.
Let us now consider the particular case of operators between Hilbert spaces. Recall
that a Hilbert space, H, is a Banach space that has a scalar product, (·, ·)H such that the
norm is derived from the scalar product as, ‖Y ‖H = ((Y, Y )H)1/2. We take the scalar
product antilinear-linear and it satisfies the following properties:
(a) For any pair of vectors Y and Z in H we have (Y, Z)H = (Z, Y )∗H, where the asterisk
denotes complex conjugation.
(b) For any pair of vectors Y and Z in H and any complex number α we have (Y, αZ)H =
α (Y, Z)H. By the antilinearity, we mean (αY, Z)H = α
∗ (Y, Z)H.
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(c) For any three vectors X, Y, and Z in H we have (X, Y + Z)H = (X, Y )H + (X,Z)H.
(d) We have (Y, Y )H ≥ 0 for all Y ∈ B, and the equality holds if and only if Y is the zero
vector in H.
For a vector-valued function f(y), viewed as the vector f in the Banach space L1(R+),
we have the length of f defined as
||f ||1 :=
∫ ∞
0
dy |f(y)|. (3.16)
Note that (3.16) holds whether f(y) is a column vector or a row vector. Assume that the
n× n matrix-valued operator O acts on L1(R+). Then, for a vector-valued function f(y),
which is a column-vector with n components in L1(R+), we have (Of)(y) also a column
vector with n components. Then, the operator norm ||O||1 is given by
||O||1 := sup
||f ||1=1
||Of ||1 = sup
||f ||1=1
∫ ∞
0
dy |(Of)(y)|. (3.17)
We have the standard inequality
||Of ||1 ≤ ||O||1 ||f ||1. (3.18)
Since we use ||O||1 to denote the operator norm of O on L1(R+) and we also use ||f ||1
to denote the standard norm in L1(R+) for the vector f with n components, the notation
|| · ||1 becomes clearer by checking whether it applies to a matrix or to a vector.
In the Hilbert space L2(R+) we have the standard scalar product
(f, g)2 :=
∫ ∞
0
dy [f1(y)
∗ g1(y) + · · ·+ fn(y)∗ gn(y)] =
∫ ∞
0
dy 〈f(y), g(y)〉. (3.19)
For a vector-valued function f(y), viewed as the vector f in the Hilbert space L2(R+), we
have the norm of f defined as
||f ||2 :=
[∫ ∞
0
dy |f(y)|2
]1/2
. (3.20)
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Note that (3.20) holds whether f(y) is a column vector or a row vector. Comparing (3.19)
and (3.20) we see that the standard norm || · ||2 in L2(R+) given in (3.20) is induced by
the standard scalar product in (3.19) via
||f ||2 =
√
(f, f)2. (3.21)
Assume that the n×n matrix-valued operator O acts on L2(R+). Then, for a vector-
valued function f(y), which is a column-vector with n components in L2(R+), we have
(Of)(y) also a column vector with n components. Then, the operator norm ||O||2 is given
by
||O||2 := sup
||f ||2=1
||Of ||2 = sup
||f ||2=1
[∫ ∞
0
dy |(Of)(y)|2
]1/2
. (3.22)
We have the standard inequality
||Of ||2 ≤ ||O||2 ||f ||2. (3.23)
Since we use ||O||2 to denote the operator norm of O on L2(R+) and we also use ||f ||2
to denote the standard norm in L2(R+) for the vector f with n components, the notation
|| · ||2 becomes clearer by checking whether it applies to a matrix or to a vector. Further
results on the operator norm are given in Section 3.g.
For a vector-valued function f(y), viewed as the vector f in the Banach space L∞(R+),
we have the norm of f defined as
||f ||∞ := ess sup
y ∈ R+
|f(y)|. (3.24)
Note that (3.24) holds whether f(y) is a column vector or a row vector.
The closure of a set is obtained by adding all the limit points to the set. A subspace
of L2(R+) is dense if its closure is equal to L2(R+). We recall that there are various
dense subspaces of L2(R+). For example, C0(R
+), the subspace of continuous functions
with compact support in R+ is dense in L2(R+). Another dense subspace of L2(R+) is
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C∞0 (R
+), the subspace of infinitely differentiable functions with compact support in R+.
Yet another dense subspace of L2(R+) is L1(R+) ∩ L2(R+). A subspace of L2(R+) is
dense if and only if its orthogonal complement is {0}.
3.c Useful inequalities
The Cauchy-Schwarz inequality in Cn is given by
|〈f(y), g(y)〉| ≤ |f(y)| |g(y)|. (3.25)
The Cauchy-Schwarz inequality in L2(R+) is given by
| (f, g) | ≤ ||f ||2 ||g||2. (3.26)
We have the Ho¨lder inequality
||fg||1 ≤ ||f ||2 ||g||2, (3.27)
which can informally be stated as the product of two square-integrable quantities is inte-
grable. We also have
||fg||1 ≤ ||f ||1 ||g||∞, (3.28)
which can informally be stated as the product of an integrable quantity and a bounded
quantity is integrable. We have Young’s inequality for products given by
|f(y) g(y)| ≤ 1
2
[|f(y)|2 + |g(y)|2] , (3.29)
||f g||1 ≤ 1
2
[||f ||22 + ||g||22] , (3.30)
the latter of which can informally be stated as the product of two square-integrable quan-
tities is integrable. The properties in (3.25)-(3.30) hold for scalar, vector-valued, matrix-
valued, and matrix-valued operator quantities.
We have the standard triangle inequalities
|f(y) + g(y)| ≤ |f(y)|+ |g(y)|, (3.31)
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||f + g||1 ≤ ||f ||1 + ||g||1, (3.32)
||f + g||2 ≤ ||f ||2 + ||g||2, (3.33)
||f + g||∞ ≤ ||f ||∞ + ||g||∞, (3.34)
all holding for scalar, vector-valued, matrix-valued, and matrix-valued operator quantities.
Recall that the convolution f ∗ g is defined as
(f ∗ g)(y) :=
∫ ∞
−∞
dz f(y − z) g(z). (3.35)
We have the symmetry
(g ∗ f)(y) = (f ∗ g)(y), (3.36)
as well as Young’s inequalities for convolutions
||f ∗ g||1 ≤ ||f ||1 ||g||1, (3.37)
||f ∗ g||2 ≤ ||f ||1 ||g||2, (3.38)
||f ∗ g||∞ ≤ ||f ||1 ||g||∞, (3.39)
all holding for scalar, vector-valued, matrix-valued, and matrix-valued operator quantities.
3.d Hardy spaces
We use H2(C+) to denote the Hardy space of all complex-valued functions f(k) that
are analytic in k ∈ C+ with a finite norm defined as
||f ||H2(C+) := sup
ρ>0
[∫ ∞
−∞
dα |f(α+ iρ)|2
]1/2
. (3.40)
Thus, f(k) is square integrable along all lines in C+ that are parallel to the real axis, i.e.
∫ ∞
−∞
dα |f(α+ iρ)|2 ≤ (||f ||H2(C+))2 , ρ ∈ R+. (3.41)
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The value of f(k) for k ∈ R is defined [41] to be the non-tangential limit of f(k + iρ) as
ρ→ 0+, and in particular
f(k) := lim
ρ→0+
f(k + iρ), k ∈ R. (3.42)
It is known [41] that such a non-tangential limit exists a.e. in k ∈ R and belongs to L2(R)
in the sense that
lim
ρ→0+
∫ ∞
−∞
dk |f(k + iρ)− f(k)|2 = 0. (3.43)
It is known that f(k) belongs toH2(C+) if and only if there exists a corresponding function
g(x) belonging to L2(R+) in such a way that
f(k) =
∫ ∞
0
dx g(x) eikx, (3.44)
and that
||f ||H2(C+) =
√
2 π ||g||2. (3.45)
The following pointwise estimate is useful for functions belonging to a Hardy space
H2(C+).
Proposition 3.1 Assume that f(k) belongs to the Hardy space H2(C+). Then, we have
|f(k)| ≤ ||f ||H2(C+)√
2 π
√
2 |k| sin θ , k ∈ C
+, (3.46)
where ||f ||H2(C+) is the norm of f defined in (3.40), and |k| and θ are the absolute value
and the argument of the point k ∈ C+, i.e. k = |k| eiθ is the polar representation of the
complex number k with θ ∈ (0, π). Thus, f(k) satisfies the pointwise estimate
|f(k)| ≤ C√|k| sin θ , k ∈ C+, (3.47)
where C is a generic constant.
PROOF: In terms of the real and imaginary part of k ∈ C+, denoted by kR and kI ,
respectively, we have k = kR + ikI . Thus, from (3.44) we obtain
f(k) =
∫ ∞
0
dx g(x) eikRx−kIx. (3.48)
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Applying the Cauchy-Schwarz inequality on the integrand in (3.48) we get
|f(k)| ≤
∫ ∞
0
dx |g(x)| e−kIx ≤
√∫ ∞
0
dx |g(x)|2
√∫ ∞
0
dx e−2kIx, (3.49)
yielding
|f(k)| ≤ ||g||2 1√
2kI
. (3.50)
Using kI = |k| sin θ and (3.45) in (3.50) we obtain (3.46). When f(k) belongs to the Hardy
space, its norm defined in (3.40) is finite, and hence (3.46) yields (3.47).
In a similar way, we use H2(C−) to denote the Hardy space of all complex-valued
functions f(k) that are analytic in k ∈ C− with a finite norm defined as
||f ||H2(C−) := sup
ρ>0
[∫ ∞
−∞
dα |f(α− iρ)|2
]1/2
. (3.51)
Thus, f(k) is square integrable along all lines in C− that are parallel to the real axis, i.e.
∫ ∞
−∞
dα |f(α− iρ)|2 ≤ (||f ||H2(C−))2 , ρ ∈ R+. (3.52)
The value of f(k) for k ∈ R is defined [40] to be the non-tangential limit of f(k − iρ) as
ρ→ 0+, and in particular
f(k) := lim
ρ→0+
f(k − iρ), k ∈ R. (3.53)
Such a non-tangential limit exists a.e. in k ∈ R and belongs to L2(R) in the sense that
lim
ρ→0+
∫ ∞
−∞
dk |f(k − iρ)− f(k)|2 = 0. (3.54)
It is known that f(k) belongs toH2(C−) if and only if there exists a corresponding function
g(x) belonging to L2(R−) in such a way that
f(k) =
∫ 0
−∞
dx g(x) eikx, (3.55)
and that
||f ||H2(C−) =
√
2 π ||g||2. (3.56)
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The following pointwise estimate is useful for functions belonging to the Hardy space
H2(C−). Its proof is similar to the proof of Proposition 3.1 and hence is omitted.
Proposition 3.2 Assume that f(k) belongs to the Hardy space H2(C−). Then, we have
|f(k)| ≤ ||f ||H2(C−)√
2 π
√
2 |k| sin θ , k ∈ C
−, (3.57)
where ||f ||H2(C−) is the norm of f defined in (3.51), and |k| and θ are the absolute value
and the argument of the point k ∈ C+, i.e. k = |k| eiθ is the polar representation of the
complex number k with θ ∈ (−π, 0). Thus, f(k) satisfies the pointwise estimate
|f(k)| ≤ C√|k| | sin θ| , k ∈ C−, (3.58)
where C is a generic constant.
3.e Other useful Banach spaces
We use Lˆ1(C+) to denote the Banach space of all complex-valued functions f(k) that
are analytic in k ∈ C+ with the finite norm ||f ||Lˆ1(C+) in such a way that there exists a
corresponding function g(x) belonging to L1(R+) satisfying
f(k) =
∫ ∞
0
dx g(x) eikx. (3.59)
We define the norm ||f ||Lˆ1(C+) as
||f ||Lˆ1(C+) :=
√
2 π ||g||1. (3.60)
Let us remark that if f(k) belongs to Lˆ1(C+) then f(k) is continuous in k ∈ R and we
have f(k) = o(1) as k →∞ in C+.
We use Lˆ1(C−) to denote the Banach space of all complex-valued functions f(k) that
are analytic in k ∈ C− with the finite norm ||f ||Lˆ1(C−) in such a way that there exists a
corresponding function g(x) belonging to L1(R−) satisfying
f(k) =
∫ 0
−∞
dx g(x) eikx. (3.61)
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We define the norm ||f ||Lˆ1(C−) as
||f ||Lˆ1(C−) :=
√
2 π ||g||1. (3.62)
Note that if f(k) belongs to Lˆ1(C−) then f(k) is continuous in k ∈ R and we have
f(k) = o(1) as k →∞ in C−.
We use Lˆ1∞(C
+) to denote the Banach space of all complex-valued functions f(k) that
are analytic in k ∈ C+ with the finite norm ||f ||Lˆ1
∞
(C+) in such a way that there exists a
corresponding function g(x) belonging to L1(R+) ∩ L∞(R+) satisfying
f(k) =
∫ ∞
0
dx g(x) eikx. (3.63)
We define the norm ||f ||Lˆ1
∞
(C+) as
||f ||Lˆ1
∞
(C+) :=
√
2 π (||g||1 + ||g||∞) . (3.64)
Note that if f(k) belongs to Lˆ1∞(C
+) then f(k) must also belong to H2(C+). In other
words, we have Lˆ1∞(C
+) ⊂ H2(C+).
In a similar way, we use Lˆ1∞(C
−) to denote the Banach space of all complex-valued
functions f(k) that are analytic in k ∈ C− with the finite norm ||f ||Lˆ1
∞
(C−) in such a way
that there exists a corresponding function g(x) belonging to L1(R−)∩L∞(R−) satisfying
f(k) =
∫ 0
−∞
dx g(x) eikx. (3.65)
We define the norm ||f ||Lˆ1
∞
(C−) as
||f ||Lˆ1
∞
(C−) :=
√
2 π (||g||1 + ||g||∞) . (3.66)
We remark that Lˆ1∞(C
−) ⊂ H2(C−).
The definitions for H2(C+), H2(C−), Lˆ1(C+), Lˆ1(C−), Lˆ1∞(C
+), and Lˆ1∞(C
−) given
above can naturally be extended to vector-valued or matrix-valued functions This is
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achieved by requiring that each entry of such functions belongs to the appropriate space
and by replacing the absolute value used in the scalar case by the operator matrix norm.
For example, the quantity X(y) appearing in (4c) of Definition 4.3 is a row vector
with n components. It belongs to L1(R+) ∩L∞(R+), and hence we can assume that it is
bounded and integrable in y ∈ R with the understanding that X(y) = 0 for y ∈ R−. The
quantity Xˆ(k) appearing in (4d) of Definition 4.3 is also a row vector with n components,
and it belongs to Lˆ1∞(C
+). In fact, X(y) is related to Xˆ(k) via a Fourier transform as
X(y) =
1
2π
∫ ∞
−∞
dk Xˆ(k) e−iky, y ∈ R. (3.67)
The quantity Xˆ(k) belongs to Lˆ1∞(C
+), and hence it is analytic in k ∈ C+, continuous in
k ∈ C+, uniformly o(1) as k →∞ in C+, and given by
Xˆ(k) =
∫ ∞
0
dy X(y) eiky, k ∈ R. (3.68)
We are also interested in those vector-valued Xˆ(k) for which the corresponding X(y)
belong to L2(R−) and vanish for y ∈ R+. For such functions Xˆ(k) belonging to H2(C−)
we still have (3.67) holding but (3.68) must be replaced with
Xˆ(k) =
∫ 0
−∞
dy X(y) eiky, k ∈ R. (3.69)
Such functions X(y) and Xˆ(k) are related to (IIIa) and (IIIb) in Definition 4.3.
3.f Integral operators with kernels depending on a sum
Some general results pertaining to integral operators whose kernels depend on a sum
are listed in the following three propositions for easy referencing. These results will be
used to analyze various integral equations arising in the analysis of the inverse problem,
including the Marchenko integral equation (13.1).
Proposition 3.3 Let ǫ be some fixed number in the interval [0,+∞). Assume that A(y)
is an n× n matrix-valued function integrable in y ∈ (ǫ,+∞). Then:
33
(a) The operator A : X(y) 7→ ∫∞
ǫ
dz X(z)A(z+y) is compact on L1(ǫ,+∞), where X(y)
is a row vector with n components.
(b) The linear integral equation given by
X(y) +A(y) +
∫ ∞
ǫ
dz X(z)A(z + y) = 0, (3.70)
has a unique solution in L1(ǫ,+∞) if and only if the only solution in L1(ǫ,+∞) to
the corresponding homogeneous equation
X(y) +
∫ ∞
ǫ
dz X(z)A(z + y) = 0, (3.71)
is the trivial solution.
(c) If further A(y) is assumed to be bounded in y ∈ (ǫ,+∞), then any solution X(y) in
L1(ǫ,+∞) to (3.71) must also belong to L∞(ǫ,+∞). In particular, any solution to
(3.71) in L1(ǫ,+∞) must also belong to L2(ǫ,+∞).
(d) If further A(y) is assumed to be bounded in y ∈ (ǫ,+∞), then any solution X(y) in
L1(ǫ,+∞) to (3.70) must also belong to L∞(ǫ,+∞). In particular, any solution to
(3.70) in L1(ǫ,+∞) must also belong to L2(ǫ,+∞).
PROOF: The compactness in (a) is established in Lemma 3.3.1 of [2]. The result in (b) is
a result of the compactness established in (a). The result in (c) is obtained with the help
of (3.39), as follows. When A(y) is bounded and X(y) is integrable, from (3.71) we obtain
|X(y)| ≤
∫ ∞
ǫ
dz |X(z)| |A(z + y) ≤ C
∫ ∞
ǫ
dz |X(z)| < +∞, (3.72)
for some constant C. Thus, X(y) is bounded. Then, being in L1(ǫ,+∞) and L∞(ǫ,+∞),
the quantity X(y) belongs to Lp(ǫ,+∞) for all p with 1 ≤ p ≤ +∞. In particular, it
belongs to L2(ǫ,+∞). Thus, the proof of (c) is complete. From (3.70) we obtain
|X(y)| ≤ |A(y)|+
∫ ∞
ǫ
dz |X(z)| |A(z + y)| ≤ C + C
∫ ∞
ǫ
dz |X(z)| < +∞, (3.73)
and hence any solution X(y) in L1(ǫ,+∞) to (3.70) also belongs to L∞(ǫ,+∞), and hence
in particular to L2(ǫ,+∞).
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The next result is the analog of Proposition 3.3, but for operators acting on L2(ǫ,+∞).
Proposition 3.4 Let ǫ be some fixed number in the interval [0,+∞). Assume that A(y)
is an n× n matrix-valued function square integrable in y ∈ (ǫ,+∞). Then:
(a) The operator A : X(y) 7→ ∫∞
ǫ
dz X(z)A(z+y) is compact on L2(ǫ,+∞), where X(y)
is a row vector with n components.
(b) The linear integral equation given by (3.70) has a unique solution in L2(ǫ,+∞) if
and only if the only solution in L2(ǫ,+∞) to the corresponding homogeneous equation
(3.71) is the trivial solution.
(c) Any solution X(y) in L2(ǫ,+∞) to (3.71) must also belong to L∞(ǫ,+∞).
(d) If further A(y) is assumed to be bounded in y ∈ (ǫ,+∞), then any solution X(y) in
L2(ǫ,+∞) to (3.70) must also belong to L∞(ǫ,+∞).
PROOF: For the proof of (a), we proceed as follows. Let us first prove that the operator
A is bounded on L2(ǫ,+∞). Since X(y) and A(y) belong to L2(ǫ,+∞), we have their
respective L2-Fourier transforms
Xˆ(k) :=
∫ ∞
ǫ
dy X(y) eiky, (3.74)
Aˆ(k) :=
∫ ∞
ǫ
dyA(y) e−iky, (3.75)
with the understanding that X(y) = 0 and A(y) = 0 for y ∈ (−∞, ǫ). Thus, we can write
(3.74) and (3.75) as
Xˆ(k) =
∫ ∞
−∞
dy X(y) eiky, (3.76)
Aˆ(k) =
∫ ∞
−∞
dyA(y) e−iky, (3.77)
with Xˆ and Aˆ belonging to L2(R). Since the Fourier transform is a bijection on L2(R),
from (3.76) and (3.77) yield
X(y) =
1
2π
∫ ∞
−∞
dk Xˆ(k) e−iky , (3.78)
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A(y) = 1
2π
∫ ∞
−∞
dk Aˆ(k) eiky . (3.79)
From (3.78) and (3.79), with the help of (11.37), we obtain∫ ∞
ǫ
dz X(z)A(z + y) =
∫ ∞
−∞
dz X(z)A(z + y) = 1
2π
∫ ∞
−∞
dk Xˆ(k) Aˆ(k) eiky. (3.80)
From the second equality in (3.80) we obtain
||X ∗ A||2 = 1
2π
||Xˆ Aˆ||2, (3.81)
from which we obtain
||X ∗ A||2 ≤ 1
2π
||Xˆ||2 ||Aˆ||2 = ||X ||2 ||A||2. (3.82)
From (3.82) we conclude that the operator A is bounded on L2(ǫ,+∞). Let {A(l)}∞l=1
be a sequence of n × n matrix-valued functions belonging to C∞0 (ǫ,+∞) converging to
A(y) ∈ L2(ǫ,+∞), i.e.
lim
l→+∞
||A(l) −A||2 = 0. (3.83)
Let A(l) be the operator on L2(ǫ,+∞) for the mapping X(y) 7→ ∫∞
ǫ
dz X(z)A(l)(z + y).
From (3.83) we then conclude that the sequence of operators {A(l)}∞l=1 converge in norm
to the operator A. Consequently, to prove that the operator A is compact, it is enough to
prove that the operatorA(l) is compact. It is enough to prove that A(l) is a Hilbert-Schmidt
operator on L2(ǫ,+∞). We have∫ ∞
ǫ
dy
∫ ∞
ǫ
dz |A(l)(y + z)|2 =
∫ ∞
ǫ
dy
∫ ∞
ǫ+y
dz |A(l)(z)|2
≤
∫ ∞
ε
dy
1
(1 + y)2
∫ ∞
ε+y
dz (1 + z)2 |A(l)(z)|2.
(3.84)
Because A(l)(y) is compactly supported in L2(ǫ,+∞), the last integral in (3.84) is finite
and hence A(l) is Hilbert-Schmidt and hence also compact on L2(ǫ,+∞). Thus, the proof
of (a) is complete. Let us now turn to the proof of (b). The result in (b) is a result
of the compactness established in (a). The result in (c) is obtained without needing the
boundedness of A(y), as follows. Using (3.29) in (3.71) we obtain
|X(y)| ≤
∫ ∞
ǫ
dz |X(z)| |A(z + y)| ≤ 1
2
∫ ∞
ǫ
dz
(|X(z)|2 + |A(z + y)|2) < +∞, (3.85)
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for some constant C. Thus, X(y) is bounded, establishing (c). Let us now turn to the
proof of (d). From (3.70) we obtain
|X(y)| ≤ |A(y)|+
∫ ∞
ǫ
dz |X(z)| |A(z + y)|
≤ |A(y)|+ 1
2
∫ ∞
ǫ
dz
(|X(z)|2 + |A(z + y)|2) , (3.86)
and hence from (3.86) we conclude (d).
The following result is the analog of Proposition 3.4 for y ∈ R−.
Proposition 3.5 Let A(y) be an n×n matrix-valued function square integrable in y ∈ R−.
Then:
(a) The operator X(y) 7→ ∫ 0
−∞
dz X(z)A(z + y) is compact on L2(R−), where X(y) is a
row vector with n components.
(b) Any solution X(y) in L2(R−) to the linear homogeneous integral equation
−X(y) +
∫ 0
−∞
dz X(z)A(z + y) = 0, (3.87)
must also belong to L∞(R−).
PROOF: The proof is similar to the proofs of (a) and (c) of Proposition 3.4.
3.g Further results in Banach and Hilbert spaces
Let B1 and B2 be Banach spaces over the complex numbers. We consider linear
operators (operators in short) from B1 into B2 that are only defined in a linear subspace
in B1.
Definition 3.6 An operator L from B1 into B2 is a linear function from a linear subspace
Dom[L] of B1 into B2. We call Dom[L] the domain of L. Then, for all complex numbers
α1 and α2 we have
L(α1 Y1 + α2 Y2) = α1 LY1 + α2 LY2, Y1, Y2 ∈ Dom[L]. (3.88)
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In our monograph we only consider operators that are densely defined in B1. That is
to say, we assume that the closure of the domain of L, denoted by Dom[L], is equal to B1.
An important class of operators is the class of closed operators defined below.
Definition 3.7 An operator L from B1 into B2 is said to be a closed operator if for
every sequence {Y (l)}∞l=1 with elements in Dom[L] converging to an element Y ∈ B1, i.e.
Y := liml→+∞ Y
(l), and such that {LY (l)}∞l=1 converging to an element W ∈ B2, i.e.
W := liml→+∞ LY
(l), the following is true: Y belongs to Dom[L] and W = LY.
Next, we introduce the class of closable operators.
Definition 3.8 An operator L from B1 into B2 is said to be closable, if for every sequence
{Y (l)}∞l=1 with elements in Dom[L] converging to zero, i.e. liml→+∞ Y (l) = 0, and such
that {LY (l)}∞l=1 converging to an element W ∈ B2, i.e. W := liml→+∞ LY (l), we then have
W = 0.
Next we define an order relation between two operators.
Definition 3.9 Let L1 and L2 be operators from B1 into B2. We say that L1 ⊂ L2 if
Dom[L1] ⊂ Dom[L2] and if L1Y = L2Y for all Y ∈ Dom[L1].
When L1 ⊂ L2 we say that L1 is a restriction of L2 or that L2 is an extension of L1.
Observe that L1 ⊂ L2 means intuitively that L1 acts in the same way as L2 but with a
smaller domain.
A closable operator L has always a closed extension that we call the closure of L,
which we denote by L. The domain of L, denoted by Dom[L] consists of all vectors Y ∈ B1
that are the limits of sequences {Y (l)}∞l=1 with elements in the domain of L in such a way
that each corresponding sequence {LY (l)}∞l=1 converges to an element W ∈ B2 and we
have
LY =W, Y ∈ Dom[L]. (3.89)
Note that since L is closable, if Y = 0, then W = 0 and then, we do not reach the
contradiction L 0 6= 0. Observe that if L is closable, then, L is the smallest closed extension
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of L, i.e. if D is any closed extension of L then L ⊂ D.
Definition 3.10 An operator L from B1, into B2 is bounded if for some constant C we
have
||LY ||B2 ≤ C ||Y ||B1, Y ∈ Dom[L], (3.90)
and we define the operator norm of L from B1 into B2, denoted by ||L||B2 B1 as
||L||B2 B1 = sup
||Y ||B1 = 1
‖LY ‖B2 . (3.91)
Since we assume that the domain of L is dense, L can be uniquely extended (taking
the closure) to a bounded operator with domain B1. Hence, we will always assume that
the bounded operators have as their domain the whole Banach space.
Definition 3.11 Let H be a Hilbert space. The adjoint of an operator L from H into H,
which we denote by L†, is defined as the map L† : Y 7→W with the domain given by
Dom[L†] := {Y ∈ H : (Y, LV )H = (W,V )H for all V ∈ Dom[L]}. (3.92)
Since Dom[L] is dense in H, the operator L† is well defined in the sense that there is
at most only one W ∈ H such that (Y, LV )H = (W,V )H for any V ∈ Dom[L].
Definition 3.12 Let H be a Hilbert space, and let L be an operator from H into H. Then,
we say that L is symmetric if L ⊂ L†. We say that L is selfadjoint if L = L†.
In applications in differential operators it is relatively simple to verify that an operator
L is symmetric. However, it is usually a rather delicate issue to verify that it is also
selfadjoint, i.e. to verify that Dom[L†] = Dom[L].
Definition 3.13 Let H1 and H2 be two Hilbert spaces. An operator U from H1 into H2
is said to be isometric if
‖UY ‖H2 = ‖Y ‖H1 , Y ∈ H1. (3.93)
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It is known [27] that U is isometric if and only if we have
(UY1, UY2)H2 = (Y1, Y2)H1 , Y1, Y2 ∈ H1. (3.94)
Moreover, U is isometric if and only if U † U = IH1 , where by IH1 we denote the identity
operator in H1.
Definition 3.14 Let H1 and H2 be two Hilbert spaces. An operator U from H1 into H2 is
unitary if it is isometric and onto, where the onto property is expressed as Ran[U ] = H2.
It is know [27] that U is unitary if and only if U † U = IH1 and U U
† = IH2 , with IH1
and IH2 denoting the identity operators on H1 and H2, respectively.
3.h Other miscellaneous results
We recall [1] that the Sobolev space H1(R+) consists of all vectors in L2(R+) with
also their first derivatives in L2(R+). In other words, it consists of all square-integrable
functions X(y) defined for y ∈ R+ where the derivative X ′(y) exists in the distribution
sense and belongs to L2(R+). We remark that H1(R+) is a Hilbert space with the scalar
product
(X, Y )H1(R+) := (X, Y )2 + (X
′, Y ′)2. (3.95)
We recall that the Riemann-Lebesgue lemma states that the Fourier transform of an
integrable function vanishes at infinity. For example, if g(x) appearing in (3.59) belongs
to L1(R+), then f(k) appearing in (3.59) vanishes as k → ±∞ according to the Riemann-
Lebesgue lemma.
Let us introduce
σ(x) :=
∫ ∞
x
dz |V (z)|, σ1(x) :=
∫ ∞
x
dz z |V (z)|, x ≥ 0. (3.96)
Note that σ(x) and σ1(x) are nonincreasing functions of x ∈ [0,+∞), and it is readily seen
that σ(0) and σ1(0) are both finite when the potential satisfies (2.3). As also shown on p.
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68 of [2], we have
x σ(x) ≤ σ1(x),
∫ ∞
x
dz σ(z) ≤ σ1(x). (3.97)
With the help of (3.96) we get
∫ ∞
0
dz [σ(z)]2 ≤ σ(0)
∫ ∞
0
dz σ(z) = σ(0) σ1(0) < +∞, (3.98)
∫ ∞
0
dz z [σ(z)]2 ≤
∫ ∞
0
dz σ1(z) σ(z) ≤ σ1(0)
∫ ∞
0
dz σ(z) = [σ1(0)]
2 < +∞. (3.99)
The inequalities in (3.97)-(3.99) are used later on in some proofs.
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4. THE FADDEEV CLASS AND THE MARCHENKO CLASS
In this chapter, in preparation for a characterization of the scattering data, we intro-
duce the Marchenko class of scattering data sets and the Faddeev class of input data sets.
Our characterization basically consists of showing that there is a one-to-one correspondence
between the Marchenko class and the Faddeev class.
In the direct scattering problem related to (2.1) and (2.4), our input data set D is
given by
D := {V,A,B}, (4.1)
with the understanding that V is equivalent to the knowledge of the n × n matrix V (x)
for x ∈ R+, the boundary matrices A and B are two constant n×n matrices and they are
defined up to a postmultiplication by an invertible n×n matrix T. In the inverse scattering
problem our scattering data set S is given by
S :=
{
S, {κj,Mj}Nj=1
}
, (4.2)
with the understanding that S is equivalent to the knowledge of the n×n scattering matrix
S(k) specified for k ∈ R, the κj are N distinct positive numbers related to the bound-
state energies −κ2j , the Mj are N constant n×n matrices related to the normalizations of
matrix-valued bound-state wavefunctions, and each Mj is nonnegative and hermitian and
has rank mj for some integer between 1 and n. Thus, we use N to denote the number of
bound states without counting the multiplicities. We remark that the possibility N = 0 is
included in our consideration, in which case the scattering data set consists of the scattering
matrix alone. The finiteness of N is guaranteed [9] by (2.3). The integer mj corresponds
to the multiplicity of the bound state associated with k = iκj , and hence the integer N
defined as the sum of the ranks of N matrices Mj , i.e.
N :=
N∑
j=1
mj , (4.3)
corresponds the total number of bound states including the multiplicities.
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In our analysis of the direct problem related to (2.1) and (2.4), we assume that our
input data set D belongs to the Faddeev class defined below.
Definition 4.1 The input data set D given in (4.1) is said to belong to the Faddeev class
F if the potential V satisfies (2.2) and (2.3) and the matrices A and B satisfy (2.5) and
(2.6). In other words, D belongs to the Faddeev class if the n× n matrix-valued potential
V appearing in (2.1) is hermitian and belongs to class L11(R
+) and the constant n × n
matrices A and B appearing in (2.4) satisfy (2.5) and (2.6).
In our monograph, we provide various equivalent formulations of the characterization
of the scattering data set S given in (4.2) when the corresponding D in (4.1) belongs to
the Faddeev class. In order to state those various conditions in an efficient manner, we
first introduce a set of properties that are all indicated with an Arabic numeral.
Definition 4.2 The properties (1), (2), (3a), (3b), (4a), (4b), (4c), (4d), (4e) for the
scattering data set S in (4.2) are defined as follows:
(1) The scattering matrix S(k) satisfies
S(−k) = S(k)† = S(k)−1, k ∈ R, (4.4)
and there exist constant n× n matrices S∞ and G1 in such a way that
S(k) = S∞ +
G1
ik
+ o
(
1
k
)
, k → ±∞. (4.5)
The quantity S(k) − S∞ is the Fourier transform of an n × n matrix Fs(y) in such
a way that Fs(y) is bounded in y ∈ R and integrable in y ∈ R+. Thus, the constant
matrix S∞ is obtained from the scattering matrix S(k) via
S∞ := lim
k→±∞
S(k), (4.6)
and the quantity Fs(y) is related to S(k) as
Fs(y) :=
1
2π
∫ ∞
−∞
dk [S(k)− S∞] eiky, y ∈ R. (4.7)
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(2) For the matrix Fs(y) defined in (4.7), the derivative F
′
s(y) exists a.e. for y ∈ R+ and
it satisfies ∫ ∞
0
dy (1 + y) |F ′s(y)| < +∞, (4.8)
where we recall that the norm in (4.8) is the operator norm of a matrix.
(3a) The physical solution Ψ(k, x) satisfies the boundary condition (2.4), i.e.
−B†Ψ(k, 0) + A†Ψ′(k, 0) = 0, k ∈ R. (4.9)
We clarify this property as follows: The scattering matrix appearing in S yields a
particular n×n matrix-valued solution Ψ(k, x) to (2.1) known as the physical solution
given in (9.4) and also yields a pair of matrices A and B (modulo an invertible matrix)
satisfying (2.5) and (2.6). Our statement (3a) is equivalent to saying that (2.4) is
satisfied if we use in (2.4) the quantities Ψ(k, x), A, and B constructed from S(k)
appearing in S.
(3b) The Jost matrix J(k) satisfies
J(−k) + S(k) J(k) = 0, k ∈ R. (4.10)
We clarify this property as follows: The scattering matrix S(k) given in S yields a
Jost matrix J(k) constructed as in (9.2), unique up to a post multiplication by an
invertible matrix. Using the scattering matrix S(k) given in S and the Jost matrix
constructed from S(k), we find that (4.10) is satisfied.
(4a) The Marchenko equation (13.1) at x = 0 given by
K(0, y) + F (y) +
∫ ∞
0
dz K(0, z)F (z + y) = 0, y ∈ R+, (4.11)
has a unique solution K(0, y) in L1(R+). Here, F (y) is the n × n matrix related to
Fs(y) given in (4.7) as
F (y) := Fs(y) +
N∑
j=1
M2j e
−κjy, y ∈ R+. (4.12)
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(4b) The only solution in L
1(R+) to the homogeneous Marchenko integral equation at x = 0
given by
K(0, y) +
∫ ∞
0
dz K(0, z)F (z + y) = 0, y ∈ R+, (4.13)
which is the homogeneous version of the Marchenko equation at x = 0 given by (4.11),
is the trivial solution K(0, y) ≡ 0. Here, F (y) is the quantity defined in (4.12).
(4c) The only integrable solution X(y), which is a row vector with n integrable components
in y ∈ R+, to the linear homogeneous integral equation
X(y) +
∫ ∞
0
dz X(z)F (z + y) = 0, y ∈ R+, (4.14)
is the trivial solution X(y) ≡ 0. Here, F (y) is the quantity defined in (4.12).
(4d) The only solution Xˆ(k) to the system{
Xˆ(iκj)Mj = 0, j = 1, . . . , N,
Xˆ(−k) + Xˆ(k)S(k) = 0, k ∈ R,
(4.15)
where Xˆ(k) is a row vector with n components belonging to the class Lˆ1(C+), is the
trivial solution Xˆ(k) ≡ 0.
(4e) The only solution h(k) to the system{
Mj h(iκj) = 0, j = 1, . . . , N,
h(−k) + S(k) h(k) = 0, k ∈ R,
(4.16)
where h(k) is a column vector with n components belonging to the class Lˆ1(C+), is
the trivial solution h(k) ≡ 0.
Let us make some comments on the condition (1) of Definition 4.2 above. The property
(4.5) implies that S(k)− S∞ is square integrable in k ∈ R and hence also implies Fs(y) ∈
L2(R+), and in fact (4.5) contains even more information. The quantity G1 and hence
(4.5) itself are used to construct the boundary matrices A and B appearing in (2.4)-(2.6).
On the other hand, for the construction of the potential and various other quantities the
square integrability of S(k)−S∞ is sufficient. So that we can use such a weaker condition
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to obtain various results, we specify the property (I) in the following definition. We also
introduce various other properties, which are denoted by using a Roman numeral.
Definition 4.3 The properties (I), (IIIa), (IIIb), (IIIc), (Va), (Vb), (Vc), (Vd), (Ve),
(Vf ), (Vg), (Vh), and (VI) for the scattering data set S in (4.2) are defined as follows:
(I) The scattering matrix S(k) satisfies (4.4), the quantity S∞ defined in (4.6) exists, the
quantity S(k) − S∞ is square integrable in k ∈ R, and the quantity Fs(y) defined in
(4.7) is bounded in y ∈ R and integrable in y ∈ R+.
(IIIa) For the function Fs(y) given in (4.7), the derivative F
′
s(y) for y ∈ R− can be written as
the sum of two functions, one of which is integrable and the other is square integrable
in y ∈ R−. Furthermore, the only solution X(y), which is a row vector with n square-
integrable components in y ∈ R−, to the linear homogeneous integral equation
−X(y) +
∫ 0
−∞
dz X(z)Fs(z + y) = 0, y ∈ R−, (4.17)
is the trivial solution X(y) ≡ 0.
(IIIb) The only solution Xˆ(k) to the homogeneous Riemann-Hilbert problem
−Xˆ(−k) + Xˆ(k)S(k) = 0, k ∈ R, (4.18)
where Xˆ(k) is a row vector with n components belonging to the class H2(C−), is the
trivial solution Xˆ(k) ≡ 0.
(IIIc) The only solution h(k) to the homogeneous Riemann-Hilbert problem
−h(−k) + S(k) h(k) = 0, k ∈ R, (4.19)
where h(k) is a column vector with n components belonging to the class H2(C−), is
the trivial solution h(k) ≡ 0.
(Va) Each of the N normalized bound-state matrix solutions Ψj(x) constructed as in (9.8)
satisfies the boundary condition (2.4), i.e.
−B†Ψj(0) + A†Ψ′j(0) = 0, j = 1, . . . , N. (4.20)
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We clarify this statement as follows. The scattering matrix S(k) and the bound-state
data {κj ,Mj}Nj=1 given in S yield n×n matrices Ψj(x) as in (9.8), where each Ψj(x) is
a solution to (2.1) at k = iκj . As stated in (3b) of Definition 4.2, the scattering matrix
given in S yields a pair of matrices A and B (modulo an invertible matrix) satisfying
(2.5) and (2.6). The statement (Va) is equivalent to saying that (2.4) is satisfied if we
use in (2.4) the quantities Ψj(x), A, and B constructed from the quantities appearing
in S.
(Vb) The normalization matrices Mj appearing in S satisfy
J(iκj)
†Mj = 0, j = 1, . . . , N. (4.21)
We clarify this condition as follows: As indicated in (3b) in Definition 4.2, the scat-
tering matrix S(k) given in S yields a Jost matrix J(k). Using in (4.21) the matrix
Mj given in S and the Jost matrix constructed from S(k), at each κj-value listed in
S the matrix equation (4.21) holds.
(Vc) The linear homogeneous integral equation
X(y) +
∫ ∞
0
dz X(z)Fs(z + y) = 0, y ∈ R+, (4.22)
has precisely N linearly independent row vector solutions with n components which
are integrable in y ∈ R+. Here Fs(y) is the matrix defined in (4.7).
(Vd) The homogeneous Riemann-Hilbert problem given by
Xˆ(−k) + Xˆ(k)S(k) = 0, k ∈ R, (4.23)
has precisely N linearly independent row vector solutions whose n components belong
to the class Lˆ1(C+).
(Ve) The homogeneous Riemann-Hilbert problem given by
h(−k) + S(k) h(k) = 0, k ∈ R, (4.24)
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has precisely N linearly independent column vector solutions whose n components
belong to the class Lˆ1(C+).
(Vf ) The number of linearly independent square-integrable solutions X(y) to (4.22) in y ∈
R+ is equal to the nonnegative integer N given in (4.3). The matrix Fs(y) appearing
in the kernel of (4.22) is defined in (4.7).
(Vg) The homogeneous Riemann-Hilbert problem given in (4.23) has precisely N linearly
independent row vector solutions whose n components belong to the class H2(C+),
where N is the nonnegative integer specified in (4.3).
(Vh) The homogeneous Riemann-Hilbert problem given in (4.24) has precisely N linearly
independent row vector solutions whose n components belong to the class H2(C+),
where N is the nonnegative integer specified in (4.3).
(VI) The scattering matrix S(k) is continuous in k ∈ R.
As a result of the square integrability of S(k) − S∞ stated in (I) of Definition 4.3 it
follows that the Fourier transform Fs(y) given in (4.7) is square integrable in y ∈ R. For
easy referencing we state the result in the following proposition.
Proposition 4.4 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. If S satisfies either (I) of Definition 4.3 or (1) of
Definition 4.2, then Fs(y) defined in (4.7) is bounded in y ∈ R, integrable in y ∈ R+, and
square integrable in y ∈ R.
Having defined various properties for the scattering data set S, we are able to formulate
various characterizations for S so that it corresponds to a unique input data set D in
the Faddeev class specified in Definition 4.1. Such a typical characterization has the form
(1, 2, 3, 4), by which we mean S satisfies the properties (1), (2), either of the two properties
(3a) or (3b), and any one of the five properties listed as (4a), (4b), (4c), (4d), (4e). Another
48
typical characterization has the form (1, 2, III + V, 4), by which we mean S satisfies
(1, 2, 3, 4), except for the fact that instead of satisfying either of the two properties (3a)
or (3b), it instead satisfies two other properties, the first being one of the three properties
(IIIc), (IIIc), (IIIc) and the second being one of the eight properties (Va), (Vb), (Vc),
(Vd), (Ve), (Vf ), (Vg, ) (Vh). The notation used, although maybe awkward, enables us
to streamline all the characterizations of S. One such characterization, namely that S
satisfying (1, 2, 3a, 4a), enables us to define the Marchenko class of scattering data sets as
follows.
Definition 4.5 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. We say that S belongs to the Marchenko class M if S
satisfies (1, 2, 3a, 4a), i.e. if S satisfies the four properties (1), (2), (3a), (4a) specified in
Definition 4.2.
As stated in Theorem 5.1 in the next chapter we prove that ifD belongs to the Faddeev
class then there exists and uniquely exists a corresponding scattering data set S in the
Marchenko class. We provide the steps to construct S when D is given. Furthermore, we
show that, for each scattering data set S in the Marchenko class, there exists and uniquely
exists a corresponding input data set D in the Faddeev class. We provide the steps to
construct D when S is given.
Let us comment on the condition (3a) of Definition 4.2, which states that the physical
solution Ψ(k, x) constructed from the scattering data set S must satisfy the boundary con-
dition (2.4) where A and B are the boundary matrices constructed from S. One may then
question why we do not include in Definition 4.5 a separate condition that the bound-state
solutions Ψj(x) constructed as in (9.8) are required to satisfy the boundary condition (2.4).
The answer is given in the following proposition, which indicates that the fulfilment of (3a)
actually implies that the constructed bound-state solutions indeed satisfy the boundary
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condition (2.4).
Proposition 4.6 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S belongs to the Marchenko class, i.e. it
satisfies the conditions (1), (2), (3a), (4a) stated in Definition 4.5. Then, we also have
(Va) holding. We clarify this statement as follows. The scattering matrix S(k) and the
bound-state data {κj ,Mj}Nj=1 given in S yield n×n matrices Ψj(x) as in (9.8), where each
Ψj(x) is a solution to (2.1) at k = iκj . As stated in (3a) of Definition 4.2, the scattering
matrix given in S yields a pair of matrices A and B (modulo an invertible matrix) satisfying
(2.5) and (2.6). Our statement (Va) is equivalent to saying that (2.4) is satisfied if we use
in (2.4) the quantities Ψj(x), A, and B constructed from the quantities appearing in S.
PROOF: The result follows from Proposition 18.2(a).
Let us comment on Proposition 4.6. It states that, if the scattering data set S belongs
to the Marchenko class, then (3a) in Definition 4.2 implies (Va) of Definition 4.3. As
we show in Example 26.5, if S does not satisfy (3a), and hence if S does not belong
to the Marchenko class, it may still be possible that (Va) holds even though (3a) does
not hold. We remark that, in the absence of bound states, the condition (Va) stated in
Proposition 4.6 becomes redundant.
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5. THE CHARACTERIZATION OF THE SCATTERING DATA
Next we present one of our main results by showing that the four conditions given in
Definition 4.5 for the Marchenko class form a characterization of the scattering data sets
S that have one-to-one correspondence with the input data sets D in the Faddeev class
specified in Definition 4.1.
Theorem 5.1 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Consider also an input data set D as in (4.1) consisting
of an n × n matrix potential V satisfying (2.2) and (2.3) and a pair of constant n × n
matrices A and B satisfying (2.5) and (2.6). Let F be the Faddeev class of input data sets
D, as specified in Definition 4.1. Let M be the Marchenko class of scattering data sets S,
as specified in Definition 4.5. Then, we have the following:
(a) For each D ∈ F , there exists and uniquely exists a scattering data set S ∈M.
(b) Conversely, for each S ∈M, there exists and uniquely exists an input data set D ∈ F ,
where A and B are uniquely determined up to a postmultiplication by an invertible n×n
matrix T.
(c) Let S˜ be the scattering data set corresponding to D given in (b), whereD is constructed
from the scattering data set S. Then, we must have S˜ = S, i.e. the scattering data set
constructed from D must be equal to the scattering data set used to construct D.
(d) The characterization outlined in (a)-(c) can equivalently be stated as follows. A set
S as in (4.2) is the scattering data set corresponding to an input data set D in the
Faddeev class if and only if S satisfies (1), (2), (3a), and (4a) stated in Definition 4.5.
PROOF: First, when D belongs to the Faddeev class, the corresponding S belongs to the
Marchenko class, as proved in Theorem 15.10. Let us now turn to the inverse problem. The
unique construction ofD from S is outlined in Chapter 16, and in particular the uniqueness
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of the construction is proved in Proposition 16.2. As indicated in Proposition 16.1(a), when
(I) is satisfied, the Marchenko equation (13.1) is uniquely solvable and hence its solution
K(x, y) is uniquely constructed for each x ∈ R+. The condition (4a) assures that the
Marchenko equation (13.1) is uniquely solvable also at x = 0. The potential V (x) is then
uniquely constructed from K(x, y) as in (10.4). As indicated in Proposition 16.11(a) the
condition (1) ensures that the constructed potential V (x) satisfies (2.2), and as indicated in
Proposition 16.11(a) the condition (2) ensures that the constructed potential V (x) satisfies
(2.3). The boundary matrices A and B are uniquely constructed (modulo T ), as indicated
in Proposition 16.9, and they satisfy (2.5) and (2.6). The physical solution Ψ(k, x) is
constructed as in (9.4). As indicated in Proposition 16.11(b), the constructed Ψ(k, x)
satisfies (2.1), and the condition (3a) assures that Ψ(k, x) satisfies the boundary condition
(2.4). We still need to show that, in the direct scattering problem the constructed D
yields the same S that is used as input to the inverse scattering problem. Mathematically
speaking, we have D = D−1(S) and we need to show that D(D) = S. Let us use a tilde to
denote any quantity constructed by using D as input in the direct scattering map. Thus,
we have S˜ := D(D) and we would like to show that S˜ = S. The proof is obtained as follows.
We claim that the Jost solution f(k, x) constructed from S as in (10.6) is the same as the
Jost solution f˜(k, x) obtained from V as in [2,5,24]
f˜(k, x) = eikxI +
1
k
∫ ∞
x
dy [sin k(y − x)] V (y) f˜(k, y). (5.1)
This is true because, as indicated in Proposition 16.11(a), f(k, x) satisfies (2.1) and (9.1)
when V is used as the potential in (2.1). It is already known [2,5,24] that f˜(k, x) given
in (5.1) satisfies (2.1) and (9.1) when V is used as the potential in (2.1). Thus, as the
solution f˜(k, x) to (5.1) is unique, we have f˜(k, x) ≡ f(k, x).We then have the equivalence
of the Jost matrices, i.e. J˜(k) ≡ J(k) because both J(k) and J˜(k) are constructed as
in (9.2) using the same f(k, x) and the same A and B as input. As (9.3) implies, we
must also have the equivalence of the scattering matrices, i.e. S˜(k) ≡ S(k). Then, from
(4.6) it follows that we have the equivalence of the large k-limits of the scattering matrix,
i.e. S˜∞ = S∞. Because of (4.7), we get the equivalence F˜s(y) ≡ Fs(y). We already have
52
K˜(x, y) ≡ K(x, y), where K˜(x, y) constructed from f˜(k, x), or equivalently from f(k, x),
as in (10.1). For each x ∈ [0,+∞), as indicated in Proposition 16.1(b), the quantity
K(x, y) is integrable in y ∈ R+. Thus, we can view the Marchenko integral equation
(13.1) with K(x, y) as input and F (y) as the unknown. As indicated in the proof of
Theorem 13.2, the Marchenko equation then yields F (y) uniquely with the properties
stated in Proposition 16.7. Consequently, we have F˜ (y) ≡ F (y). Then, from (4.7) and
(4.12) we obtain
N˜∑
j=1
M˜2j e
−κ˜jy =
N∑
j=1
M2j e
−κjy, y ∈ R+. (5.2)
Since (5.2) holds for all y ∈ R+, we can use a recursive argument to prove that N˜ = N
and also κ˜j = κj for j = 1, . . . , N. Because κj-values are distinct, the functions e
−κjy are
linearly independent in y ∈ R+, and hence (5.2) also yields M˜2j = M2j . Then, from the
nonnegativity of Mj it follows that we must have M˜j = Mj . Thus, we have proved that
S˜ = S.
Let us now provide some remarks on the four characterization conditions appearing in
Definition 4.5. First, let us make some remarks concerning (1) and (4a) of Definition 4.2.
As shown in Example 26.5, even if the unitarity of S(k) in (1) does not hold, corresponding
to S we may be able to construct a unique D in the Faddeev class. However, the scattering
data set S˜ corresponding to D may not agree with S, a point emphasized in the proof of
Theorem 5.1. Concerning the symmetry relation of (1), namely S(−k) = S(k)† for k ∈ R
stated in the first equality in (4.4), we have the following remark. If that symmetry
relation does not hold, the hermitian property of various constructed quantities fails, and
the constructed potential may not be hermitian and the constructed Schro¨dinger operator
may no longer be selfadjoint. The condition that Fs(y) is bounded and integrable in y ∈ R
appearing in (1) assures that the Marchenko integral operator related to (13.1) is compact
and the Marchenko integral equation (13.1), for each x ∈ R+, has a unique solution
K(x, y) for y ∈ (x,+∞) and the potential V (x) can be constructed. However, without the
additional assumption (4a), it is possible that, for x = 0, the Marchenko integral equation
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may not have a solution and hence the constructed potential may be singular at x = 0, as
illustrated in Examples 26.7 and 26.14. The property (4.5) of (1) enables us to construct
the boundary matrices A and B.
Let us now comment on (2) of Definition 4.2. The condition (2) assures us that the
constructed potential V belongs to class L11(R
+). Let us remark that the characterization
result stated in Theorem 5.1 involving the Faddeev class and the Marchenko class still
holds if we modify the definitions of the Faddeev class and the Marchenko class in such a
way that we replace the L11(R
+) condition given in (2.3) by
∫ ∞
0
dx (1 + x)p |V (x)| < +∞, (5.3)
and replace (4.8) by ∫ ∞
0
dy (1 + y)p |F ′s(y)| < +∞, (5.4)
where p is any positive integer. We can summarize this by stating that the L11(R
+)
characterization provided in our monograph extends to the L1p(R
+) characterization for
any positive integer p. In fact, the idea behind the L12(R) characterization given by Deift
and Trubowitz in [16] for the full-line scalar Schro¨dinger equation was to modify the L11(R)
characterization given by Faddeev in [20].
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6. EQUIVALENTS FOR SOME CHARACTERIZATION CONDITIONS
The following result shows that the properties (4a), (4b), (4c), (4d), (4e) presented in
Definition 4.2 are all equivalent.
Proposition 6.1 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Then, the
property (4a) is equivalent to any of the four properties (4c), (4d), (4e), (4b).
PROOF: The equivalences among (4c), (4d), and (4e) are established in (c) and (d) of
Proposition 15.3. Note that (4c) and (4b) are equivalent because, comparing (4.14) and
(4.13) we see that each row of the matrix solution K(0, y) to (4.13) is a row vector solution
X(y) to (4.14) and, conversely, each row vector solution X(y) is a row of the matrix
solution K(0, y) to (4.13). Finally, the equivalence of (4a) and (4b) is established in
Proposition 16.1(c).
In the next proposition we show the equivalences among (IIIa), (IIIb), and (IIIc) of
Definition 4.3.
Proposition 6.2 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Then, the
properties (IIIa), (IIIb), and (IIIc) are equivalent.
PROOF: The result is a direct consequence of Proposition 15.11.
Next we show that, when the scattering data set S belongs to the Marchenko class, it
is possible to replace (3a) and (4a) by various equivalent conditions.
Proposition 6.3 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
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N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies the three conditions (1),
(2), (4a) stated in Definition 4.2. Then, the condition (3a) for the Marchenko class is
equivalent to (3b) of Definition 4.2
PROOF: Note that (3a) in Definition 4.2 is given in (4.9), where where A and B are the
boundary matrices constructed from S as described in Proposition 16.9 and Ψ(k, x) is the
physical solution constructed as in (9.4). Using (9.4) in (4.9) we obtain
− [B† f(−k, 0)− A† f ′(k, 0)]− [B† f(−k, 0)−A† f ′(k, 0)]S(k) = 0. (6.1)
With the help of (9.2) we can construct the Jost matrix J(k), and then we can write (6.1)
in terms of the constructed J(k) constructed as
−J(k)† − J(−k)†S(k) = 0, k ∈ R. (6.2)
As a result of the first equality in (4.4), we can replace S(k) by S(−k)† and hence rewrite
(4.23) as
− [J(−k) + S(k) J(k)]† = 0, k ∈ R, (6.3)
which is equivalent to (4.10).
In the next proposition we show that the property (3a) is equivalent to the combination
of the two properties (IIIa) and (Va).
Proposition 6.4 Consider a scattering data set S as in (4.2), which consists of an n ×
n scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a
set of N constant n × n hermitian and nonnegative matrices Mj with respective positive
ranks mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), and (4a)
of Definition 4.2. Then, the property (3a) is equivalent to the combination of the two
properties (IIIa) and (Va).
PROOF: The result is a direct consequence of Proposition 18.2.
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Next we show that the properties (Va), (Vb), (Vc), (Vd), (Ve), (Vf ), (Vg), (Vh)
listed in Definition 4.3 are all equivalent.
Proposition 6.5 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), and (4a) of
Definition 4.2 as well as (IIIa). Then, the property (Va) appearing in Proposition 4.6 is
equivalent to any of the seven properties (Vb), (Vc), (Vd), (Ve), (Vf ), (Vg), (Vh).
PROOF: The equivalences among (Vc), (Vd), (Ve) are established in (a) and (b) of
Proposition 15.7. The equivalences among (Vf ), (Vg), (Vh) are given in (a) and (b) of
Proposition 15.6. By (e) and (f) of Proposition 18.3 we know that (Va) and (Vb) are
equivalent. Since (IIIa) is also satisfied, by Proposition 6.4 we know that the combination
of (IIIa) and (Va) is equivalent to (3a). However, then S satisfies all the four conditions
(1), (2), (3a), (4a), in which case we know that Proposition 18.8 implies that (Vc) and
(Vf ) are equivalent and we also know that Proposition 15.8 implies that (Vc) is satisfied.
We also know from Proposition 18.7 that (Vf ) implies that (Vb) is satisfied. Thus, the
proof is complete.
The following result provides various other properties equivalent to the combination
of (3a) and (4a) on S stated in Definition 4.2.
Proposition 6.6 Consider a scattering data set S as in (4.2), which consists of an n× n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies the four conditions (1),
(2), (3a), (4a) of Definition 4.5, i.e. that S belongs to the Marchenko class, and hence
S correspond to a unique input data set D in the Faddeev class. Then, it is possible to
make any combination of the following changes in (3a) and (4a) in such a way that each
modified scattering data set set still uniquely corresponds to the original set D.
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(a) One can replace (3a) by (3b).
(b) One can replace (4a) by any one of the four conditions (4b), (4c), (4d), (4e).
(c) One can replace (3a) by two conditions, the first of which is any of the three conditions
(IIIa), (IIIb), (IIIc), and the second of which is any of the eight conditions (Va), (Vb),
(Vc), (Vd), (Ve), (Vf ), (Vg), (Vh).
PROOF: We note that (a) follows from Proposition 6.3, (b) follows from Proposition 6.1,
and (c) follows from Propositions 6.2, 6.4, and 6.5.
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7. ALTERNATE CHARACTERIZATIONS OF THE SCATTERING DATA
In this chapter we provide two alternate sets of characterizations of the scattering
data set S in the Marchenko class in Definition 4.5 so that it corresponds to the input data
set D belonging to the Faddeev class introduced in Definition 4.1.
First, in Theorems 7.1-7.6 we present six different versions of a characterization equiv-
alent to the characterization given in Theorem 5.1.
Next, in Theorems 7.9 and 7.10 we present two different versions of a different charac-
terization based on the use of Levinson’s theorem, where the details of this characterization
are developed in Chapter 21.
A slight drawback of using (3a) of Definition 4.2 as a characterization condition is that,
from the given scattering data set S, one first needs to construct the boundary matrices A
and B as well as the physical solution Ψ(k, x). Using the equivalent statements presented in
Proposition 6.6 for the characterization conditions (3a) and (4a), it is possible to arrange
various equivalent formulations of the characterization of S belonging to the Marchenko
class. For example, we can assemble a set of five conditions so that they will form the
characterization in the general selfadjoint case, generalizing the characterization presented
in the Dirichlet case in the seminal work [2]. In this formulation, the emphasis on the
conditions is on the Fourier transform of the scattering matrix. These five conditions can
directly be checked without first having to construct the boundary matrices A and B and
the physical solution Ψ(k, x). The proof is omitted because the result directly follows from
Proposition 6.6.
Theorem 7.1 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
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only if S satisfies the five conditions (1), (2), (IIIa), (4c), (Vc).
It is possible to have another characterization of the scattering data by modifying
the condition (Vc) of Theorem 7.1 and by replacing it with (Vf ) and this is done in
the next theorem. Again the proof is omitted because the result directly follows from
Proposition 6.6.
Theorem 7.2 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
only if S satisfies the five conditions consisting of (1), (2), (IIIa), (4c), and (Vf ).
In the next theorem, again with the help of Propositions 6.6, we present an alternate
set of five characterization conditions on the scattering data set S, where the emphasis
on the conditions is on the scattering matrix itself. We again omit the proof because the
theorem is a direct consequence of Propositions 6.6.
Theorem 7.3 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
only if S satisfies the five conditions consisting of (1), (2), (IIIb), (4d), and (Vd).
It is possible to have still another characterization of the scattering data by modifying
the condition (Vd) of Theorem 7.3 and by replacing it with (Vg) and this is done in the
next theorem. The proof is again omitted because the result is actually a corollary of
Proposition 6.6.
Theorem 7.4 Consider a scattering data set S as in (4.2), which consists of an n × n
60
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. The set S is the scattering data set corresponding
to a unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1
if and only if S satisfies the five conditions consisting of if and only if S satisfies the five
conditions consisting of (1), (2), (IIIb), (4d), and (Vg).
We next present another characterizations of the scattering data, which is a direct
consequence of Proposition 6.6, and hence by omitting the proof.
Theorem 7.5 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. The set S is the scattering data set corresponding
to a unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if
and only if S satisfies the following five conditions consisting of (1), (2), (IIIc), (4e), and
(Ve).
It is possible to have still another characterization of the scattering data by modifying
the condition (Vg) of Theorem 7.4 and by replacing it with (Vh) and this is done in
the next theorem. Again the proof is omitted because the result directly follows from
Proposition 6.6.
Theorem 7.6 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
only if S satisfies the four conditions consisting of (1), (2), (IIIc), (4e), and (Vh).
Next, we present a different characterization based on the use of Levinson’s theorem.
Levinson’s theorem is given in Theorem 21.1 and the details of the derivation of this
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characterization are presented in Chapter 21. Before we state the characterization and one
of its equivalent, we introduce the property (L) in the following definition.
Definition 7.7 The set of conditions (L) for the scattering data set S in (4.2) is defined
as follows:
(L) We say that S satisfies the property (L) if the scattering matrix S(k) in S is continuous
for k ∈ R and Levinson’s theorem (21.5) is satisfied with µ, nD, and N coming from S.
Here, µ is the algebraic (and geometric) multiplicity of the eigenvalue +1 of the zero-
energy scattering matrix S(0), nD is the algebraic (and geometric) multiplicity of the
eigenvalue −1 of the hermitian matrix S∞ defined in (4.6), and N is the nonnegative
integer equal to the sum of the ranks mj of the matrices Mj appearing in S.
We also introduce three new properties, namely, (4c,2), (4d,2), and (4e,2) that we need
in the characterizations using Levinson’s theorem. Actually, they resemble the respec-
tive properties (4c), (4d), and (4e) of Definition 4.2, but involving L
2(R+) and H2(C+),
respectively, instead of L1(R+) and Lˆ1(C+).
Definition 7.8 The properties (4c,2), (4d,2), and (4e,2) for the scattering data set S in
(4.2) are defined as follows:
(4c,2) The only square-integrable solution X(y), which is a row vector with n square-integrable
components in y ∈ R+, to the linear homogeneous integral equation
X(y) +
∫ ∞
0
dz X(z)F (z + y) = 0, y ∈ R+, (7.1)
is the trivial solution X(y) ≡ 0. Here, F (y) is the quantity defined in (4.12).
(4d,2) The only solution Xˆ(k) to the system
{
Xˆ(iκj)Mj = 0, j = 1, . . . , N,
Xˆ(−k) + Xˆ(k)S(k) = 0, k ∈ R, (7.2)
where Xˆ(k) is a row vector with n components belonging to the Hardy space H2(C+),
is the trivial solution Xˆ(k) ≡ 0.
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(4e,2) The only solution h(k) to the system{
Mj h(iκj) = 0, j = 1, . . . , N,
h(−k) + S(k) h(k) = 0, k ∈ R, (7.3)
where h(k) is a column vector with n components belonging to the Hardy spaceH2(C+),
is the trivial solution h(k) ≡ 0.
Next we present the characterization of the scattering data utilizing Levinson’s theo-
rem.
Theorem 7.9 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n nonnegative, hermitian matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
only if S satisfies the four properties consisting of (1) and (2) of Definition 4.2, (4e,2) of
Definition 7.8, and (L) of Definition 7.7.
PROOF: The proof is given at the end of Chapter 21.
A characterization equivalent to the one given in Theorem 7.9 is presented next. In
this equivalent characterization, the condition (4e,2) of Theorem 7.9 is replaced with either
of (4e,2) and (4e,2) of Definition 7.8.
Theorem 7.10 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
only if S satisfies the following conditions consisting of (1), (2) of Definition 4.2, (L) of
Definition 7.7, and either condition (4c,2) or condition (4d,2) of Definition 7.8.
PROOF: The proof follows from Proposition 21.2 and Theorem 7.9.
Let us comment on Levinson’s theorem and the property (L) used in Theorem 7.7.
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We know from Theorem 21.1, which was proved in Theorem 9.3 of [9], that if the scattering
data set S containing S(k) belongs to the Marchenko class, then the change in the argument
of the determinant of S(k) as k moves from k = +∞ to k = 0+ is related to the nonnegative
integer N given in (4.3). This result, mathematically related to an argument principle, is
known as Levinson’s theorem. The proof of (21.5) given in [9] essentially uses the property
stated in (3b), and it has an important consequence; namely, in the Marchenko class of
scattering data set, the scattering matrix S(k) itself reveals N even though in general it
does not reveal any further information on the bound-states. In other words, in general,
neither κj -values norMj appearing in (4.2), and in fact not even N itself, can be extracted
from S(k). As seen from (21.5), given S(k), one can extract the nonnegative integer µ as
the multiplicity of the eigenvalue +1 of S(0), extract the nonnegative integer nD as the
multiplicity of the eigenvalue −1 of S∞, extract the positive integer n from the size of the
n×n matrix S(k), and also evaluate the left-hand side of (21.5) directly from S(k). Thus,
using (21.5) we obtain the value of N associated with the given S(k). In case the value of
N predicted by (21.5) turns out to be negative, we know that the given S(k) cannot be
a part of the scattering data set S belonging to the Marchenko class no matter how we
choose {κj ,Mj}Nj=1 in S given in (4.2). If the value of N predicted by (21.5) turns out to
be zero, then we know that we cannot have any bound states in S if it must belong to the
Marchenko class. If the value of N predicted by (21.5) turns out to be one, then we know
that we must have exactly one bound state of multiplicity one if S(k) is to be a part of the
scattering data S in the Marchenko class. In other words, we must have N = 1 and M1
must have rank one. There may be certain restrictions on the positive constant κ1 and the
nonnegative, hermitian, rank-one matrix M1 so that S belongs to the Marchenko class. If
the value of N predicted by (21.5) turns out to be two, then we may be able to choose
{κj ,Mj}Nj=1 in S given in (4.2) in two different ways. In the first possibility we could have
N = 1, the value of κ1 could be chosen as a positive constant, andM1 could be chosen as a
nonnegative, hermitian matrix of rank two. In the second possibility we could have N = 2,
the values of κ1 and κ2 could be chosen as two distinct positive constants, and and M1
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and M2 could be chosen as two nonnegative, hermitian matrices of rank one. As shown in
some of the examples in Section 26, not all these choices may be viable and the condition
of being in the Marchenko class may restrict some of these choices. Clearly, the same
argument applies in how many different ways we might be able to choose {κj ,Mj}Nj=1 in
S when the value of N predicted by (21.5) is three or higher, but again the constraints for
belonging to the Marchenko class may restrict some of the available choices. In Section 26
various illustrative examples are provided to indicate how S(k) predicts N via (21.5) and
how such a restriction and other restrictions play a role on the bound-state information
for the scattering data set S to belong to the Marchenko class.
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8. ANOTHER CHARACTERIZATION OF THE SCATTERING DATA
In this chapter we provide yet another characterization of the scattering data set S
in the Marchenko class in Definition 4.5 so that it corresponds to the input data set D
belonging to the Faddeev class introduced in Definition 4.1.
This new characterization has some similarities and differences compared to the char-
acterization given in Section 5 and the alternate characterizations given in Section 7. Re-
lated to this new characterization, the construction of the potential in the solution to the
inverse problem is the same as in the previous characterizations; namely, one constructs
the potential by solving the Marchenko equation. Hence, the conditions (1), (2), (4a) of
Definition 4.5 in the first characterization, the conditions (1), (2), (4c) in the alternate
characterizations of Section 7, and the conditions (I), (2), (4c) in this new characterization
are essentially used to construct the potential. This new characterization differs from the
earlier ones in regard to the satisfaction of the boundary condition by the physical solution
Ψ(k, x) and by the bound-state matrix solutions Ψj(x). It is based on the alternate solution
to the inverse problem as summarized in Section 23. It uses six conditions, where five of
the conditions are already listed in Definitions 4.2 and 4.3; namely, (I), (2), (4c), either of
(Ve) or (Vh), and (VI). It also uses the condition (A), which is not listed in Definitions 4.2
and 4.3. The condition (A), stated in the following theorem, somehow resembles (IIIc) of
Proposition 4.3, but there are also some major differences. In (IIIc) a solution is sought to
the homogeneous Riemann-Hilbert problem (4.19) as a column vector with n components
where each of those components belongs to H2(C−), and the only solution is expected to
be the trivial solution h(k) ≡ 0. On the other hand, in (A) one solves a nonhomogeneous
Riemann-Hilbert problem and the solution is sought as a column vector where each of the
n components belongs the Hardy space H2(C+), and certainly the corresponding solution
is in general nontrivial and such a solution is not required to be unique. The condition
(VI), which is the continuity of the scattering matrix S(k), is mainly needed to prove that
the physical solution satisfies the boundary condition.
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Theorem 8.1 Consider a scattering data set S as in (4.2), which consists of an n × n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. The set S is the scattering data set corresponding to a
unique input data set D as in (4.1) in the Faddeev class specified in Definition 4.1 if and
only if S satisfies the following six conditions: (2) and (4c) of Definition 4.2, (I), (VI),
and either one of (Ve) or (Vh) of Definition 4.3, and the following condition named (A) :
(A) Consider the nonhomogeneous Riemann-Hilbert problem given by
h(k) + S(−k) h(−k) = g(k), k ∈ R, (8.1)
where the nonhomogeneous term g(k) belongs to a dense subset
◦
Υ of the vector space
Υ of column vectors with n square-integrable components and satisfying g(−k) =
S(k) g(k) for k ∈ R. Then, for each such given g(k), the equation (8.1) has a solution
h(k) as a column vector with n components belonging to the Hardy space H2(C+).
PROOF: The proof is given in Section 23, after the proof of Proposition 23.6.
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9. THE SOLUTION TO THE DIRECT PROBLEM
In this chapter we summarize the solution to the direct scattering problem of obtaining
the scattering data set S given in (4.2) from the input data set D given in (4.1). We assume
that D belongs to the Faddeev class specified in Definition 4.1. The proofs and details will
be provided in later chapters. We postpone the proof that S belongs to the Marchenko
class specified in Definition 4.5 when D belongs to the Faddeev class, because that proof
will be given in Theorem 15.10.
The relevant existence and uniqueness in the construction of S from D are implicit in
each step described below.
(a) When our input data set D belongs to the Faddeev class, regardless of the boundary
matrices A and B, the matrix Schro¨dinger equation (2.1) possesses the n× n matrix-
valued Jost solution f(k, x) satisfying the asymptotic condition
f(k, x) = eikx[I + o(1)], x→ +∞. (9.1)
The existence and uniqueness of f(k, x) as well as its relevant properties are summa-
rized in Proposition 10.1.
(b) In terms of the boundary matrices A and B inD and the Jost solution f(k, x) obtained
in (a), we construct the Jost matrix J(k), an n× n matrix-valued function of k, as
J(k) := f(−k∗, 0)†B − f ′(−k∗, 0)†A, k ∈ R, (9.2)
where the asterisk denotes complex conjugation. When D belongs to the Faddeev
class, the relevant properties of the Jost matrix are summarized in Proposition 10.2.
The redundant appearance of k∗ instead of k in (9.2) when k ∈ R is useful in extending
the Jost matrix analytically from k ∈ R to k ∈ C+.
(c) In terms of the Jost matrix J(k), uniquely obtained from D as indicated in (9.2), we
construct the scattering matrix S(k), an n× n matrix-valued function of k, as
S(k) := −J(−k) J(k)−1, k ∈ R. (9.3)
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When D belongs to the Faddeev class, the relevant properties of S(k) are summarized
in Proposition 10.3.
(d) In terms of the Jost solution f(k, x) obtained in (a) and the scattering matrix S(k)
obtained in (c), we construct the physical solution Ψ(k, x) as
Ψ(k, x) := f(−k, x) + f(k, x)S(k), k ∈ R. (9.4)
In Proposition 10.5, we show that the n × n matrix-valued Ψ(k, x) is a solution to
(2.1) and satisfies the boundary condition (2.4) and we also summarize the relevant
properties of Ψ(k, x).
(e) Instead of constructing the physical solution via (9.4), one can alternatively construct
it in an equivalent way as follows: When our input data set D belongs to the Faddeev
class, as indicated in Proposition 10.4, the matrix Schro¨dinger equation (2.1) possesses
a unique n× n matrix-valued solution ϕ(k, x) satisfying the initial conditions [5]
ϕ(k, 0) = A, ϕ′(k, 0) = B, (9.5)
where A and B are the matrices appearing in (2.4)-(2.6) and (4.1). The solution
ϕ(k, x) is known as the regular solution because it is entire in k for each fixed x ∈ R+.
In terms of the regular solution ϕ(k, x) and the Jost matrix J(k) appearing in (9.2)
we can introduce the physical solution as
Ψ(k, x) = −2ik ϕ(k, x) J(k)−1. (9.6)
One can show that the expressions given in (9.4) and (9.6) are equivalent, and this
can be shown by using the relationship given in (3.5) of [5], i.e.
ϕ(k, x) =
1
2ik
f(k, x) J(−k)− 1
2ik
f(−k, x) J(k), (9.7)
where we recall that f(k, x) is the Jost solution appearing in (9.1).
(f) As indicated in Proposition 10.2, the determinant of the Jost matrix J(k) has an
analytic extension from k ∈ R to k ∈ C+ and that determinant is nonzero in C+
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except perhaps at a finite number of k-values on the positive imaginary axis. We
assume that there are N such k-values occurring at k = iκj and use mj to denote the
multiplicity of the zero of det[J(k)] at k = iκj . Thus, the set of N distinct values of
positive κj appearing in S is uniquely constructed from D. Furthermore, the positive
integers mj are also uniquely determined by D as a result of the unique construction
of J(k). It is possible that the determinant of J(k) never vanishes in k ∈ C+, in which
case we have N = 0. When N = 0, the scattering data set S given in (4.2) consists of
S(k) alone, and the summation term appearing in (4.12) is absent.
(g) At k = iκj , as shown in Proposition 11.4, (2.1) has mj linearly independent column
vector-valued solutions, where we recall that the values of mj are already uniquely
determined from D, as indicated in the previous step. It is possible to rearrange those
linearly independent column vector solutions into an n × n matrix Ψj(x), in such a
way that Ψj(x) can be uniquely constructed as
Ψj(x) := f(iκj , x)Mj, j = 1, . . . , N, (9.8)
where Mj is an n×n nonnegative hermitian matrix of rank mj . The unique construc-
tion of Mj is given in (11.22) in terms of the projection matrix Pj appearing in (11.1)
and the matrix B
−1/2
j , where Bj is defined in (11.3). The relevant properties of Pj
are given in (11.1) and those of B
−1/2
j are summarized in Proposition 11.2.
(h) As a part of the direct problem, whenD belongs to the Faddeev class, we show that the
collection of the set ofN matrices Ψj(x) given in (9.8) and the physical solution Ψ(k, x)
given in (9.4) satisfy the orthonormalization condition and the completeness condition
(Parseval’s equality), which are summarized in Proposition 22.2 and Proposition 20.2,
respectively.
(i) As a part of the direct problem, when D belongs to the Faddeev class, we verify
that S belongs to the Marchenko class, by showing that the four conditions listed in
Definition 4.5 are satisfied by S. This is done in Theorem 15.10.
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(j) We show that the equivalence statements given in Proposition 6.6, hold when the
input data set D belongs to the Faddeev class.
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10. SOME RELEVANT RESULTS RELATED TO THE DIRECT PROBLEM
In this chapter we elaborate and justify some of the steps outlined in Section 3 for the
unique construction of the scattering data set S when our input data set D belongs to the
Faddeev class. The remaining steps outlined in Section 3 will be proved in later chapters.
Proposition 10.1 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Then, regardless of the boundary matrices A and
B, (2.1) has a unique n × n matrix-valued solution f(k, x), known as the Jost solution,
satisfying the asymptotics (9.1). Furthermore, we have:
(a) For each fixed x ∈ [0,+∞), the quantity f(k, x) has an analytic extension from k ∈ R
to k ∈ C+ and that extension is continuous in k ∈ C+.
(b) The quantity K(x, y) defined as
K(x, y) :=
1
2π
∫ ∞
−∞
dk [f(k, x)− eikxI] e−iky, (10.1)
vanishes when y < x, i.e.
K(x, y) = 0, x > y, (10.2)
and it is related to the potential via
K(x, x) =
1
2
∫ ∞
x
dz V (z), x ≥ 0, (10.3)
V (x) = −2dK(x, x)
dx
, x ∈ R+. (10.4)
The constant n × n matrix K(0, 0) is well defined, hermitian, and related to the po-
tential as
K(0, 0) =
1
2
∫ ∞
0
dz V (z). (10.5)
We remark that we useK(x, x) to denote K(x, x+) and use K(0, 0) to denoteK(0, 0+).
(c) The Jost solution f(k, x) has the representation
f(k, x) = eikxI +
∫ ∞
x
dyK(x, y) eiky, (10.6)
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where K(x, y) is the quantity given in (10.1).
(d) The quantity K(x, y) appearing in (10.1) satisfies
|K(x, y)| ≤ 1
2
eσ1(x) σ
(
x+ y
2
)
, y ≥ x ≥ 0, (10.7)
where σ(x) and σ1(x) are the scalar quantities defined in (3.96). Hence, the quantity
K(x, y) is integrable in y ∈ [x,+∞) for each fixed x ≥ 0.
(e) The quantity K(x, y) appearing in (10.1) is continuous in (x, y) in the region 0 ≤ x ≤
y.
(f) The quantity Kx(x, y), i.e. the x-derivative of K(x, y), exists a.e. and satisfies
Kx(x, y) = 0, x > y, (10.8)
|Kx(x, y)| ≤ 1
4
∣∣∣∣V
(
x+ y
2
) ∣∣∣∣+ 12 eσ1(x) σ
(
x+ y
2
)
σ(x), 0 ≤ x ≤ y. (10.9)
Hence, the quantity Kx(x, y) is integrable in y ∈ [x,+∞) for each fixed x ≥ 0.
PROOF: We refer the reader to Theorem 1.3.1 of [2] for (a)-(d), in particular to (1.3.11) of
[2] for (10.3). and to Lemma 1.3.1 of [2] for (f). We have the following remarks to complete
the proof. The hermitian property ofK(0, 0) in (10.5) is directly obtained by using in (10.5)
the hermitian property of the potential V (x). The properties that, for each fixed x ≥ 0,
the quantities K(x, y) and Kx(x, y) are each integrable in y ∈ [x,+∞) is proved as follows.
From (2.3) and (3.96) we know that |V (y)| and σ(y) are both in L1(R+). Furthermore, as
a result of (2.3) we know that σ(x) and σ1(x) are both finite for each x ≥ 0. Then, (10.7)
and (10.9) imply that K(x, y)and Kx(x, y), respectively, are integrable in y ∈ [x,+∞) for
each fixed x ≥ 0. The continuity stated in (e) can be proved as follows. The matrix K(x, y)
satisfies the integral equation (1.3.6) of [2]. That integral equation can be solved by the
method of successive approximation, by representing K(x, y) as a uniformly convergent
infinite series, where each term is continuous in the region 0 ≤ x ≤ y. As a result of the
uniform convergence, K(x, y) is continuous in the same region, proving (e). The property
(10.8) follows from (10.2). The estimate (10.9) can be found in (1.3.9) of [2] and can
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be obtained by solving the integral equation (1.3.8) of [2] iteratively. In general, in the
Faddeev class, the potential V (x) is not continuous in x ∈ R+ and hence V (x) exists a.e.
in x ∈ R+. Then, applying the method of successive approximation to (1.3.8) of [2], it
follows that the quantity Kx(x, y) in general exists only a.e.
We remark that the Jost solution f(k, x) appearing in (9.1) is only affected by the
potential V in the input data set D and not by the boundary matrices A and B appearing
in (2.4)-(2.6).
Next we present the relevant properties of the Jost matrix J(k) introduced in (9.2).
Proposition 10.2 Assume that the input data set D appearing in (4.1) belongs to the Fad-
deev class specified in Definition 4.1. Let J(k) be the corresponding Jost matrix constructed
as in (9.2). Then:
(a) The Jost matrix J(k) is invertible for k ∈ R \ {0}. It is either invertible at k = 0 or
it has a simple zero at k = 0. The matrix J(k)−1 has at most a simple pole at k = 0,
and hence k J(k)−1 is continuous in k ∈ R.
(b) The Jost matrix J(k) has an analytic extension from k ∈ R to k ∈ C+ in such a way
that J(k) is continuous in k ∈ C+. Furthermore, we have
J(k) = −ikA +B +K(0, 0)A+ o(1), k →∞ in C+, (10.10)
where A and B are the boundary matrices in the input data set D and K(0, 0) is the
constant n× n matrix given in (10.5).
(c) The determinant of J(k) in C+ is nonzero, except at a finite number of distinct k-
values on the positive imaginary axis, say at k = iκj for j = 1, . . . , N, where the
multiplicity of the zero at k = iκj is denoted by mj . The matrix J(k)
−1 is meromor-
phic in k ∈ C+ with simple poles at k = iκj for j = 1, . . . , N. If N = 0, then the
determinant of J(k) does not vanish in k ∈ C+ \ {0}.
(d) The multiplicity mj of the zero k = iκj for the determinant of J(k) is equal to the
nullity of the matrix J(iκj)
†.
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(e) We have
J(k) = J(iκj) + (k − iκj) J˙(iκj) +O
(
(k − iκj)2
)
, k → iκj in C+, (10.11)
J(k)−1 =
Nj
k − iκj + Lj +O (k − iκj) , k → iκj in C
+, (10.12)
for some constant n × n matrices Nj and Lj , where an overdot indicates the k-
derivative.
(f) The constant n× n matrices Nj and Lj , appearing in (10.12) satisfy
Nj J(iκj) = 0, Lj J(iκj) +Nj J˙(iκj) = I. (10.13)
(g) We have J(k)−1 = O(k) as k →∞ in k ∈ C+.
PROOF: A proof of (a) can be found in Theorems 5.1 and 6.3 of [5]. For the first statement
in (b) we refer the reader to Theorem 3.1(a) of [9]. The large-k asymptotics of the Jost
matrix J(k) in (10.10) is known from (7.11) of [9]. Let us now prove (c). For this, let us
first argue that the number of zeros of det[J(k)] in C+ must be finite, and the argument is
as follows. By (3.1) of [9] we know that any zero of det[J(k)] in C+ yields a bound state
for (2.1) and (2.4), and by the first paragraph of Section 8 of [9] we know that such a zero
can only occur on the positive imaginary axis in C+. From (a) we know that det[J(k)]
is nonzero for k ∈ R \ {0}. By (6.5) of [9] we know that det[J(k)] either does not vanish
at k = 0 or its zero at k = 0 has a finite multiplicity. Furthermore, by (7.17) of [9] we
know that det[J(k)] does not vanish as k →∞ in C+. From (b) we know that det[J(k)] is
analytic in k ∈ C+ and continuous in k ∈ C+. Hence, there cannot be any accumulation
points for the zeros of det[J(k)] in C+ and the number of zeros of det[J(k)] in C+ must be
finite. Having proved that the number of zeros of det[J(k)] in C+ is finite, the rest of (c)
follows from Theorems 8.4 and 8.4 of [9]. Similarly, (d) follows from Theorems 8.4 and 8.4
of [9]. As for the proof of (e), we remark that the results in (10.11) and (10.12) follow from
(8.26) and (8.32), respectively, of [9]. Concerning (f), we obtain (10.13) by using (10.10)
and (10.12) in the identity J(k)−1J(k) = I. Finally, we note that (g) follows from (5.8)
and (7.13) of [9]. Thus, the proof is complete.
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Next we present some relevant properties of the scattering matrix S(k) introduced in
(9.3).
Proposition 10.3 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Then:
(a) The scattering matrix S(k) defined in (9.3) is continuous for k ∈ R, and it satisfies
(4.4).
(b) The large-k asymptotics of S(k) is given by
S(k) = S∞ +
G(k)
ik
+O
(
1
k2
)
, k → ±∞, (10.14)
where S∞ is the constant n × n matrix defined in (4.6) and uniquely determined by
the boundary matrices A and B as
S∞ = lim
k→±∞
[−(B + ikA)(B − ikA)−1] , (10.15)
and the matrix G(k) is continuous and uniformly bounded for k ∈ R. In fact, we have
G(k) = G1 +G2(k), (10.16)
where G1 is the constant n× n matrix appearing in (4.5) and defined as
G1 :=W1 +
1
2
∫ ∞
0
dz V (z)S∞ +
1
2
∫ ∞
0
dz S∞ V (z), (10.17)
withW1 being some constant n×n hermitian matrix, S∞ the constant matrix appearing
in (4.6) and (10.14), and G2(k) the n× n matrix defined as
G2(k) :=
1
2
∫ ∞
0
dz V (z) e−2ikz +
1
2
∫ ∞
0
dz S∞ V (z)S∞ e
2ikz, (10.18)
with the property that G2(k) = o(1) as k → ±∞.
(c) The constant matrices S∞ and G1, defined in (4.6) and (10.17), respectively, are both
hermitian.
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(d) Each eigenvalue of the constant matrix S(0) is either +1 or −1.
PROOF: The continuity of S(k) is stated in Proposition 3.3 of [9]. We quote the property in
(4.4) directly from (3.11) of [9]. The large-k asymptotics in (10.14) is given in Theorem 7.6
of [9], where the properties of G(k) is obtained from (10.17) and (10.18) by using the fact
that V (x) is integrable in x ∈ R+ and hence the Riemann-Lebesgue lemma on the right-
hand side of (10.18) yields G2(k) = o(1) as k → ±∞. The hermitian property of S∞
directly follows from (4.4) and (10.14). Since W1, S∞, and V (x) are all hermitian, from
(10.17) we see that G1 is also hermitian. The fact that the eigenvalues of S(0) can only
be +1 or −1 is proved in Proposition 6.3 of [9].
The relevant properties of the regular solution ϕ(k, x) appearing in (9.5) are given in
the following proposition.
Proposition 10.4 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Then, (2.1) has a unique solution ϕ(k, x), known
as the regular solution, satisfying the initial conditions given in (9.5). For each fixed
x ∈ [0,+∞), the regular solution ϕ(k, x) is entire in k and it satisfies as k →∞ in C+
−2ik ϕ(k, x) eikx =− ik (1 + e2ikx)A+ (1− e2ikx)B
+
1
2
∫ x
0
dz
(
1 + e2ikz
) (
1− e2ik(x−z)
)
V (z)A+O
(
1
k
)
.
(10.19)
PROOF: The regular solution ϕ(k, x) satisfies the integral relation given in (3.7) of [5],
which is
ϕ(k, x) = A cos kx+B
sin kx
k
+
1
k
∫ x
0
dz [sin k(x− z)]V (z)ϕ(k, z). (10.20)
By iterating (10.20) one can establish [5] the existence and uniqueness of the regular
solution and also prove that ϕ(k, x) is entire in k for each fixed x ∈ [0,+∞). Multiplying
both sides of (10.20) with eikx, after some simplification, we obtain
eikxϕ(k, x) =
1
2
(
1 + e2ikx
)
A− 1
2ik
(
1− e2ikx)B
+
1
2ik
∫ x
0
dz [e2ik(x−z) − 1]V (z) [eikzϕ(k, z)].
(10.21)
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We obtain (10.19) from (10.21) via iteration.
Next, we establish some relevant properties of the physical solution Ψ(k, x) appearing
in (9.4) and in (9.6).
Proposition 10.5 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Let Ψ(k, x) be the physical solution defined in
(9.4). Then:
(a) The representation (9.6) for the physical solution Ψ(k, x) is equivalent to the repre-
sentation given in (9.4).
(b) For each fixed x ∈ [0,+∞), the quantity Ψ(k, x) is continuous in k ∈ R and mero-
morphic in k ∈ C+ with simple poles coinciding with the poles of J(k)−1 as indicated
in (10.12), i.e. simple poles at k = iκj for j = 1, . . . , N.
(c) The physical solution Ψ(k, x) satisfies (2.1) and the boundary condition (2.4).
(d) For each fixed x ∈ [0,+∞), we have
eikxΨ(k, x) =W2 +W3 e
2ikx +O
(
1
k
)
, k →∞ in C+, (10.22)
for some constant n× n matrices W2 and W3.
PROOF: We establish (a) in a straightforward manner with the help of (9.3) and (9.7). Let
us now turn to the proof of (b). As indicated in Theorem 3.1 of [5], J(k)−1 is continuous in
k ∈ R\{0} with a possible simple pole at k = 0.We know from Proposition 10.4 that ϕ(k, x)
is entire in k for each fixed x ∈ [0,+∞). Furthermore, as indicated in Proposition 10.2(c)
the matrix J(k)−1 is meromorphic in C+ with simple poles at k = iκj for j = 1, . . . , N.
With the help of (9.6), (10.12), and (10.19) we conclude (b). The proof of (c) is obtained
as follows. From Proposition 10.1 we know that each column of the Jost solution f(k, x)
satisfies (2.1). Since k appears as k2 in (2.1), each column of f(−k, x) is also a solution
to (2.1). As seen from (9.4), each column of Ψ(k, x) is a linear combination of columns of
f(k, x) and f(−k, x). Hence, the n×n matrix Ψ(k, x) is a solution to (2.1). From (2.5) and
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(9.5) we see that the regular solution ϕ(k, x) satisfies the selfadjoint boundary condition
given in (2.4), and from (9.6) we see that each column of the physical solution Ψ(k, x) is
a linear combination of columns of ϕ(k, x). Thus, the physical solution also satisfies the
boundary condition (2.4). Hence, the proof of (c) is complete. Let us now turn to the
proof of (d). From (10.8), (10.9), and (7.12) of [9], we respectively have
J0(k)
−1 =W4 +O
(
1
k
)
, k →∞ in C+, (10.23)
AJ0(k)
−1 = − 1
ik
W5 +O
(
1
k2
)
, k →∞ in C+, (10.24)
J(k)−1 = J0(k)
−1
[
I +O
(
1
k
)]
, k →∞ in C+, (10.25)
where W4 and W5 are some constant n × n matrices and J0(k) is the Jost matrix cor-
responding to the input data set D when V is the zero potential. Using (10.19) and
(10.25) on the right-hand side of (9.6), with the help of (10.23) and (10.24) and after some
simplification, we obtain (10.22).
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11. BOUND STATES
In this chapter, we continue our analysis of the direct scattering problem and continue
the justification of the steps outlined in Section 3 when our input data set D given in (4.1)
belongs to the Faddeev class specified in Definition 4.1. We prove various relevant prop-
erties of the corresponding scattering data set S given in (4.2), especially those properties
related to the bound-state information in S.
Concerning the bound states of the Schro¨dinger operator associated with (2.1) and
(2.4), we have the following basic facts. By definition, a bound state is a column vector
solution to (2.1) which also satisfies the boundary condition (2.4). Because of the self-
adjointness of the Schro¨dinger operator, a bound state, if it exists, must occur when the
spectral parameter k2 is real. When k2 > 0 or k2 = 0, none of 2n linearly independent
column vector solutions to (2.1) are square integrable, as argued in the first paragraph of
Section 8 of [9]. When k2 < 0, i.e. when k is on the positive imaginary axis in C+, we have
the following argument. Among the (2n) linearly independent column-vector solutions to
(2.1), only n of them are square integrable in x ∈ R+, and the columns of f(k, x) are such
solutions. Among the (2n) linearly-independent column-vector solutions to (2.1), only n
of them satisfy (2.4), and the columns of the regular solution ϕ(k, x) are such solutions.
Thus, a particular k-value on the positive imaginary axis in C corresponds to a bound
state provided a column vector at that k-value can be expressed as a linear combination of
the columns of f(k, x) and also of the columns of ϕ(k, x). It turns out that such k-values
correspond to the zeros of the determinant of the Jost matrix J(k) given in (9.2), which
occur at k = iκj for j = 1, . . . , N, as indicated in Proposition 10.2(c). Furthermore, at
k = iκj there are exactly mj linearly-independent column vectors satisfying both (2.1) and
(2.4). This is elaborated in Propositions 11.2 and 11.3. Below we provide a summary of
the basic facts on the bound states for the relevant Scho¨dinger operator, and for the proof
and further details on the bound states we refer the reader to [9].
Proposition 11.1 Assume that the input data set D appearing in (4.1) belongs to the
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Faddeev class. Then:
(a) The bound states corresponding to the Schro¨dinger operator related to (2.1) and (2.4)-
(2.6) occur only at the k-values on the positive imaginary axis in C where the de-
terminant of Jost matrix J(k) given in (9.2) vanishes. Such k-values are denoted
by k = iκj for j = 1, . . . , N, where the κj are distinct positive numbers and N is a
nonnegative integer. If N is zero, then there are no bound states.
(b) For each k = iκj there are exactly mj linearly independent square-integrable column-
vector solutions to (2.1) that also satisfy (2.4). Here, mj is the positive integer equal
to the dimension of the kernel of J(iκj)
†. The positive integer mj .
Let Ker[J(iκj)
†] denote the kernel of the matrix J(iκj)
†. We use Pj to denote the
orthogonal projection matrix onto Ker[J(iκj)
†]. Then, Pj is an n×n hermitian, idempotent
matrix, i.e. we have
P †j = Pj , P
2
j = Pj , j = 1, . . . , N. (11.1)
Having defined the orthogonal projections Pj , let us now define the normalization
matrices Mj at each bound state with k = iκj . Proceeding as on pp. 60–61 of [2], we
define the constant n× n matrices Aj and Bj as
Aj :=
∫ ∞
0
dx f(iκj, x)
†f(iκj , x), j = 1, . . . , N, (11.2)
Bj := (I − Pj) + PjAj Pj , j = 1, . . . , N, (11.3)
where f(k, x) is the Jost solution appearing in (9.1) and Pj is the hermitian projection
matrix appearing in (11.1). We remark that the definitions of Aj and Bj in (11.2) and
(11.3), respectively, are the same as the corresponding definitions appearing on pp. 61–62
of [2]. Because [2] uses the Dirichlet boundary condition instead of (2.4), the matrix Bj
appearing in (11.3) is a generalization of the corresponding matrix in [2]. The properties
of Bj are similar to those in [2] and are listed in the following proposition.
Proposition 11.2 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class. Then:
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(a) The matrix Bj defined in (11.3) is hermitian and positive definite.
(b) There exists a unique n × n matrix B1/2j such that B1/2j B1/2j = Bj . In fact, B1/2j is
also hermitian and positive definite.
(c) The matrices Bj and B
1/2
j are both invertible. The inverse of B
1/2
j , denoted by B
−1/2
j ,
is also hermitian and positive definite.
(d) Each of the matrices Bj, B
−1
j , B
1/2
j , and B
−1/2
j commutes with the projection matrix
Pj given in (11.1).
PROOF: A condensed proof in the Dirichlet case can be found on pp. 60–61 of [2]. For
the sake of establishing the notation and clarity, we provide a short proof. Using (11.1) in
(11.3), we see that Bj = B
†
j , and hence Bj is hermitian. For any column vector v ∈ Cn,
let us use ||v||1 to denote the standard length of v, i.e. let ||v||1 :=
√
v†v. Note that Bj
is positive definite if v†Bjv > 0 for any nonzero vector v ∈ Cn. From (11.1) and (11.3) it
follows that
v†Bjv = |(I − Pj)v|2 +
∫ ∞
0
dx |f(iκj , x)Pj v|2 . (11.4)
From (11.4) we see that v†Bjv ≥ 0 and that we have v†Bjv = 0 if and only if v = Pjv and
f(iκj , x) v ≡ 0.On the other hand, as seen from (9.1), we have f(iκj , x) v = e−κjxv+o(1) as
x→ +∞, and hence f(iκj , x) v ≡ 0 if and only if v = 0. Thus, we have completed the proof
of (a). The existence of B
1/2
j stated in (b) directly follows from (a). Since Bj is hermitian
and positive definite, all the eigenvalues of Bj are real and in fact positive. Thus, Bj can
be diagonalized, with the help of a unitary matrix U, into a diagonal matrix Dj , where
Dj = U
†BjU. It is clear that there exists a unique matrix D
1/2
j such Dj = D
1/2
j D
1/2
j
and that D
1/2
j is invertible with the inverse denoted by D
−1/2
j . Consequently, we have
B
1/2
j = UD
1/2
j U
† and that B
1/2
j is hermitian and positive definite. Thus, we have proved
(b). The invertibility of Bj and B
1/2
j directly follows from the invertibility of Dj and
D
1/2
j , respectively, and in fact we have B
−1
j = UD
−1
j U
† and B
−1/2
j = UD
−1/2
j U
†. Since
D
−1/2
j is a diagonal matrix with positive entries, it follows that B
−1/2
j is hermitian and
positive definite. Thus, the proof of (c) is complete. From (11.1) and (11.3) it directly
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follows that PjBj = BjPj . Multiplying the latter equation by B
−1
j on the left and on the
right, we establish PjB
−1
j = B
−1
j Pj . Since Bj = UDjU
†, in PjBj = BjPj let us replace
Bj with UDjU
†. With some minor algebra, this yields (U †PjU)Dj = Dj(U
†PjU). Thus,
U †PjU commutes with the diagonal matrix Dj . One can directly verify that U
†PjU must
also commute with each of the diagonal matrices D
1/2
j and D
−1/2
j . From (U
†PjU)D
1/2
j =
D
1/2
j (U
†PjU), using B
1/2
j = UD
1/2
j U
† and some minor algebra we get PjB
1/2
j = B
1/2
j Pj .
Multiplying PjB
1/2
j = B
1/2
j Pj by B
−1/2
j on the left and on the right, we also establish
PjB
−1/2
j = B
−1/2
j Pj .
Let us now clarify the relationship between the Jost solution f(k, x) and the regular
solution ϕ(k, x) at a bound-state value k = iκj .
Proposition 11.3 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class. Let Pj be the projection matrix appearing in (11.1), where the columns
of Pj belong to Ker[J(iκj)
†]. Let f(k, x) and ϕ(k, x) be the Jost solution and the regular
solution appearing in (9.1) and (9.5), respectively. Then:
(a) Corresponding to Pj , there exists a unique n× n matrix Qj whose columns belonging
to Ker[J(iκj)] in such a way that
f(iκj , x)Pj = ϕ(iκj , x)Qj. (11.5)
(b) The matrix Qj can be expressed explicitly in various equivalent forms such as
Qj = E
−2(A† + iB†) [f(iκj , 0)− if ′(iκj , 0)]Pj , (11.6)
Qj = E
−2
[
A†f(iκj , 0) +B
† f ′(iκj , 0)
]
Pj , (11.7)
where A, B, and E are the constant n× n matrices appearing in (2.4)-(2.9).
(c) The matrix Qj can also be expressed explicitly as
Qj = −2iκjNjAjPj , (11.8)
where Nj and Aj are the matrices appearing in (10.12) and (11.2), respectively.
83
PROOF: The existence of Qj and the fact that the columns of Qj belong to the kernel of
J(iκj) directly follow from Theorem 10.1(d) of [9]. To prove that Qj appearing in (11.5)
has the form given in (11.6), it is enough to prove that each side of (11.5) satisfies (2.1) at
k = iκj and that both sides agree at x = 0 and that the x-derivatives of both sides agree
at x = 0, due to the fact that the relevant initial-value problem has a unique solution.
Since every column of f(iκj , x) and of ϕ(iκj , x) satisfies (2.1) at k = iκj , it is clear that
each side of (11.5) satisfies (2.1) at k = iκj . Recall that Pj is the orthogonal projection
onto Ker[J(iκj)
†], and hence we have J(iκj)
†Pj = 0. With the help of (2.9), (9.2), (9.5),
and the fact that J(iκj)
†Pj = 0, one can directly verify that the right-hand side of (11.5)
at x = 0 with Qj as in (11.6) has the value equal to f(iκj , 0)Pj. Similarly, one can directly
verify that the x-derivative of the right-hand side of (11.5) at x = 0 with Qj as in (11.6)
has the value equal to f ′(iκj , 0)Pj. Thus, (11.6) is established. With the help of (9.2) and
J(iκj)
†Pj = 0, one can simplify (11.6) to (11.7). Let us now turn to the proof of (c). From
the first equality in (10.13) it follows that J(iκj)
†N †j = 0, and hence the columns of N
†
j
belong to Ker[J(iκj)
†]. Thus, we have PjN
†
j = N
†
j , yielding
Nj = Nj Pj , (11.9)
where we have used the first equality in (11.1). With the help of (11.9), we see that the
right-hand side of (11.8) satisfies
−2iκj Nj Aj Pj = −2iκj NjPj Aj Pj . (11.10)
From (11.2) and (11.5) we get
PjAjPj =
∫ ∞
0
dx [ϕ(iκj , x)Qj]
† [ϕ(iκj , x)Qj]. (11.11)
Using (8.22) of [9] at κ = κj , multiplying the resulting equation on the left and on the
right by Pj , and integrating the resulting equation over x ∈ R+, we obtain
−2iκj PjAjPj = Pj
[
−f(iκj , 0)† f˙ ′(iκj , 0) + f ′(iκj , 0)† f˙(iκj , 0)
]
Pj , (11.12)
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where we recall that Aj is the matrix in (11.2). The adjoint of (11.12) yields
2iκj PjAjPj = Pj
[
−f˙ ′(iκj , 0)† f(iκj , 0) + f˙(iκj , 0)† f ′(iκj , 0)
]
Pj , (11.13)
where we have used P †j = Pj and A
†
j = Aj , as seen from (11.1) and (11.2), respectively.
From (9.5) and (11.5) we see that
f(iκj , 0)Pj = AQj, f
′(iκj , 0)Pj = BQj , (11.14)
where A and B are the boundary matrices appearing in (2.4)-(2.6). Using (11.14) in (11.13)
we get
2iκj PjAjPj = Pj
[
−f˙ ′(iκj , 0)†A+ f˙(iκj , 0)†B
]
Qj . (11.15)
From the second equality of (8.11) of [9] and from the first equality of (8.12) of [9], we see
that
f˙(iκj , 0)
† = −df(−k
∗, 0)†
dk
∣∣∣∣
k=iκj
, f˙ ′(iκj , 0)
† = −df
′(−k∗, 0)†
dk
∣∣∣∣
k=iκj
. (11.16)
From (9.2) and (11.16) it follows that
f˙ ′(iκj , 0)
†A− f˙(iκj , 0)†B = J˙(iκj), (11.17)
where we recall that an overdot indicates the k-derivative. Thus, using (11.17) in (11.15)
we obtain
−2iκj Pj Aj Pj = Pj J˙(iκj)Qj. (11.18)
Using (11.18) on the right-hand side of (11.10) we obtain
−2iκj Nj Aj Pj = Nj Pj J˙(iκj)Qj . (11.19)
With the help of (11.9), we write (11.19) as
−2iκj Nj Aj Pj = Nj J˙(iκj)Qj. (11.20)
Using the second equality of (10.13) on the right-hand side of (11.20) we obtain
−2iκj Nj Aj Pj = [I − Lj J(iκj)]Qj . (11.21)
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By (a) we know that the columns ofQj belong to Ker[J(iκj)], and hence we have J(iκj)Qj =
0. Thus, (11.21) simplifies to (11.8).
As on p. 61 of [9], we define the normalization matrices Mj as
Mj := B
−1/2
j Pj , j = 1, . . . , N, (11.22)
where Pj and Bj are the matrices appearing in (11.1) and (11.3), respectively. Recall that
the existence of B
−1/2
j and its basic properties are stated in Proposition 11.2. Let us now
consider the n×n matrix-valued function Ψj(x) defined in (9.8). Some relevant properties
of Ψj(x) are indicated in the following proposition.
Proposition 11.4 Assume that the input data set D in (4.1) belongs to the Faddeev class
specified in Definition 4.1. Then:
(a) The normalization matrix Mj defined in (11.22) is hermitian and nonnegative and
has rank equal to mj , which is the dimension of Ker[J(iκj)
†].
(b) At each bound state k = iκj , the matrix Ψj(x) defined in (9.8) satisfies (2.1) and the
boundary condition (2.4).
(c) The matrix Ψj(x) is normalized in the sense that∫ ∞
0
dxΨj(x)
†Ψj(x) = Pj , j = 1, . . . , N, (11.23)
where Pj is the projection matrix appearing in (11.1). Furthermore, the matrices
Ψj(x) for j = 1, . . . , N are orthogonal in the sense that∫ ∞
0
dxΨl(x)
†Ψj(x) = 0, l 6= j. (11.24)
(d) For each j = 1, . . . , N, the normalized bound-state matrix solution Ψj(x) defined in
(9.8) yields mj linearly-independent column-vector solutions to (2.1) at k = iκj , where
mj is equal to the rank of the normalization matrix Mj given in (11.22).
(e) Any column-vector solution to (2.1) at k = iκj satisfying (2.4) can be written as
Ψj(x) v for some column vector v in C
n. Equivalently stated, any eigenfunction of
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the Schro¨dinger operator associated with (2.1) and (2.4) can be written as Ψj(x) v for
some v ∈ Cn and some positive integer j with 1 ≤ j ≤ N.
PROOF: The projection matrix Pj appearing in (11.1) hasmj linearly independent columns,
where mj is the dimension of Ker[J(iκj)
†]. Thus, the rank of Pj is mj . From (11.1) we
know that Pj is hermitian. By Proposition 11.2(c) we know that B
−1/2
j is hermitian and
invertible. Thus, from (11.22) we conclude thatMj is hermitian and has rank equal to mj .
The nonnegativity of Mj follows from (11.1), (11.22), the positive definiteness of B
−1/2
j ,
and B
−1/2
j Pj = PjB
−1/2
j , where the last two properties are assured by Proposition 11.2.
Let us now prove (b). With the help of (11.5), (11.22), and Proposition 11.2(d), we can
write (9.8) as
Ψj(x) = ϕ(iκj , x)QjPjB
−1/2
j , j = 1, . . . , N. (11.25)
Since ϕ(k, x) is an n× n matrix-valued solution to (2.1), each column of ϕ(iκj , x) satisfies
(2.1) at k = iκj . Hence, the right-hand side of (11.25) satisfies the corresponding matrix
Schro¨dinger equation at k = iκj . Using (9.5) in (2.4), with the help of (2.5) we conclude
that (2.4) is satisfied by the right-hand side of (11.25) and hence also by Ψj(x). Let us
now turn to the proof of (c). Using (11.25) we write the left-hand side of (11.23) as∫ ∞
0
dxΨj(x)
†Ψj(x) = B
−1/2
j Pj
∫ ∞
0
dx [ϕ(iκj , x)Qj]
† [ϕ(iκj , x)Qj]PjB
−1/2
j , (11.26)
where we have used the fact that Pj and B
−1/2
j are hermitian. Using (11.11) on the
right-hand side of (11.26) we obtain∫ ∞
0
dxΨj(x)
†Ψj(x) = B
−1/2
j Pj Pj Aj PjPj B
−1/2
j . (11.27)
With the help of (11.3) we replace PjAjPj on the right-hand side of (11.27) by Bj−(I−Pj)
and hence obtain∫ ∞
0
dxΨj(x)
†Ψj(x) = B
−1/2
j Pj [Bj − I + Pj ]Pj B−1/2j . (11.28)
Next, with the help of Proposition 11.2(d) and the second equality in (11.1), we simplify
the right-hand side of (11.28) and obtain (11.23). The proof of (11.24) will be given in the
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proof of Proposition 22.4(a). Let us now prove (d). Each of the n columns of f(iκj , x)
satisfies (2.1) at k = iκj . From (9.1) we get
f(iκj , x) = e
−κjx [I + o(1)] , x→ +∞, (11.29)
and hence from (11.29) we conclude that f(iκj , x) yields n linearly-independent column-
vector solutions to (2.1) at k = iκj . Thus, from (9.8) we conclude that Ψj(x) yields
as many linearly-independent column-vector solutions as the rank of the matrix Mj . By
(a) we know that the rank of Mj is mj , and hence we conclude that Ψj(x) yields mj
linearly-independent column-vector solutions to (2.1) at k = iκj . Hence, the proof of (d) is
complete. Let us now prove (e). From Theorem 8.1(c) of [9] it follows that any bound-state
column-vector solution to (2.1) at k = iκj must be a linear combination of the columns
of Ψj(x). Thus, any column-vector solution to (2.1) at k = iκj satisfying (2.4) must be a
linear combination of the columns of Ψj(x), indicating that such a column-vector solution
must be of the form Ψj(x) v for some constant column vector in C
n. By definition, an
eigenvector of the Schro¨dinger operator is a square-integrable column vector solution to
(2.1) satisfying the boundary condition (2.4). Thus, an eigenvector of the Schro¨dinger
operator must have the form Ψj(x) v for some v ∈ Cn and some positive integer j with
1 ≤ j ≤ N. This completes the proof of (e).
The following result is needed later on in the derivation of the Marchenko integral
equation (13.1).
Proposition 11.5 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Then, at each bound state with k = iκj , the Jost
solution f(k, x) appearing in (9.1) and the regular solution ϕ(k, x) appearing in (9.5) are
related to each other as
f(iκj , x)M
2
j = −2iκj ϕ(iκj , x)Nj, j = 1, . . . , N, (11.30)
where Mj is the normalization matrix defined in (11.22) and Nj is the residue matrix
appearing in (10.12).
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PROOF: Using (9.8) and (11.25), after multiplication with Mj on the right, we obtain
f(iκj , x)M
2
j = ϕ(iκj , x)Qj Pj B
−1/2
j Mj . (11.31)
Using (11.3), (11.8)-(11.10), (11.22), and Proposition 11.2(d), we simplify the right-hand
side of (11.31) and obtain (11.30).
The following result is also later needed in the derivation of the Marchenko integral
equation (13.1).
Proposition 11.6 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Let Ψ(k, x) be the physical solution appearing in
(9.4) and (9.6), f(k, x) be the Jost solution appearing in (9.1), andMj be the normalization
matrix given in (11.22). Then, for y > x ≥ 0 we have
1
2π
∫ ∞
−∞
dkΨ(k, x) eiky = −
N∑
j=1
f(iκj, x)M
2
j e
−κjy. (11.32)
PROOF: For each fixed x ∈ [0,+∞), let us consider the quantity eikxΨ(k, x) − (W2 +
W3 e
2ikx) appearing in (10.22). By Proposition 10.5, that quantity is continuous in k ∈ R,
behaves like O(1/k) as k → ∞ in C+, and is meromorphic in C+ with simple poles at
k = iκj for j = 1, . . . , N. Thus, for y > x ≥ 0, with the help of residues we have
1
2π
∫ ∞
−∞
dk
[
eikxΨ(k, x)− (W2 +W3 e2ikx)
]
eik(y−x) = i
N∑
j=1
Res
[
eikxΨ(k, x) eik(y−x), iκj
]
,
(11.33)
where the notation Res[g(k), iκj] is used to denote the residue of a function g(k) at k = iκj .
With the help of (9.6), (10.12), and Proposition 10.5(b), we evaluate each residue on the
right-hand side of (11.33) as
Res
[
eikxΨ(k, x) eik(y−x), iκj
]
= 2iκj e
−κjy ϕ(iκj , x)Nj. (11.34)
Using (11.30) we can write (11.34) as
Res
[
eikxΨ(k, x) eik(y−x), iκj
]
= −e−κjyf(iκj , x)M2j . (11.35)
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We have
1
2π
∫ ∞
−∞
dk (W2 +W3 e
2ikx) eik(y−x) =W2 δ(y − x) +W3 δ(y + x), (11.36)
where δ(x) is the Dirac delta distribution given by
δ(x) :=
1
2π
∫ ∞
−∞
dk eikx, x ∈ R. (11.37)
When y > x ≥ 0, the right-hand side of (11.36) vanishes. Thus, for y > x ≥ 0, using
(11.35) and (11.36) in (11.33) we obtain (11.32).
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12. FURTHER PROPERTIES OF THE SCATTERING DATA
In this chapter we continue to elaborate on the steps outlined in Section 3 to solve
the direct scattering problem, by establishing various properties of the scattering data set
S corresponding to an input data set D in the Faddeev class. Toward that goal, we obtain
some relevant properties of Fs(y) and F (y) defined in (4.7) and (4.12), respectively.
Theorem 12.1 Let the scattering data set S in (4.2) correspond to the input data set D
in (4.1) that belongs to the Faddeev class specified in Definition 4.1, where S(k) is the
corresponding scattering matrix defined in (9.3), the κj are the distinct positive constants
appearing in (9.8) related to the bound states, and Mj are the n×n normalization matrices
appearing in (4.12) and (11.22). Let Fs(y) and F (y) be the n× n matrix-valued functions
defined in (4.7) and (4.12), respectively. We then have the following:
(a) The matrices Fs(y) and F (y) are both hermitian, i.e. Fs(y)
† = Fs(y) for each y ∈
R+ ∪R− and F (y)† = F (y) for each y ∈ R+.
(b) The derivative matrix F ′s(y) is hermitian, i.e. F
′
s(y)
† = F ′s(y) for each y ∈ R+ ∪R−.
(c) The matrices Fs(y) and F (y) are continuous and bounded in y ∈ R+, and they both
vanish as y → +∞.
(d) The matrix Fs(y) is continuous and bounded in y ∈ R−, and it vanishes as y → −∞.
(e) The matrices Fs(y) and F (y) are each bounded and integrable in y ∈ R+.
(f) For y ∈ R− the matrix Fs(y) can be written as a sum as
Fs(y) = F
(1)
s (y) + F
(2)
s (y), y ∈ R−, (12.1)
where F
(1)
s (y) is bounded and integrable for y ∈ R− and F (2)s (y) is bounded and square
integrable for y ∈ R−. Consequently, Fs(y) itself is bounded and square integrable in
y ∈ R−.
(g) The matrix Fs(y) has a jump discontinuity at y = 0, which is given by
Fs(0
+)− Fs(0−) = G1 (12.2)
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where G1 is the constant matrix appearing in (10.17). Hence, F
′
s(y) contains a delta-
function term at y = 0, which is given by G1 δ(y).
(h) For y ∈ R−, the matrix F ′s(y) can be written as a sum of two matrix-valued functions,
one of which is integrable and the other is square integrable.
PROOF: Note that S∞ appearing in (4.6) and (4.7) corresponds to the scattering matrix
when the potential is zero. Hence, from Proposition 10.3(a) it follows that both S(k) and
S∞ satisfy (4.4). With the help of the first equality in (4.4) for S(k) and S∞, from (4.7) we
conclude that Fs(y) is hermitian. The matrixMj given in (11.22) is hermitian because the
matrix B
−1/2
j is hermitian as stated Proposition 11.2(c) and the matrix Pj is hermitian as
indicated by the first equality in (11.1). Since κj appearing in (4.12) is positive for each
j = 1, . . . , N, we also conclude that F (y) is hermitian. Thus, (a) holds. From (4.7) we
have
F ′s(y) =
1
2π
∫ ∞
−∞
dk ik [S(k)− S∞] eiky . (12.3)
Using the first equality in (4.4) for S(k) and S∞, from (12.3) we conclude that Fs(y) is
hermitian, and hence (b) is proved. For y ∈ R+, it is readily seen that the summation
part in (4.12) is continuous, bounded, and integrable on R+ and it vanishes as y → +∞.
Thus, it is sufficient to prove (c)-(f) only for Fs(y). Let us decompose S(k)− S∞ as
S(k)− S∞ =
[
S(k)− S∞ + iG(k)
k + i
]
− iG(k)
k + i
, (12.4)
where G(k) is the matrix appearing in (10.14) and (10.16). Using (12.4) in (4.7) we see
that
Fs(y) =
1
2π
∫ ∞
−∞
dk
[
S(k)− S∞ + iG(k)
k + i
]
eiky − 1
2π
∫ ∞
−∞
dk
iG(k)
k + i
eiky. (12.5)
With the help of Proposition 10.3, we conclude that the term in the brackets on the right-
hand side in (12.4) is continuous in k ∈ R and is O(1/k2) as k → ±∞. Hence, that term
is both integrable and square integrable in k ∈ R. Thus, the first integral in (12.5) is
continuous in y ∈ R, vanishes as y → ±∞, and is square integrable in y ∈ R. It is also
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bounded in y ∈ R as a result of the continuity in y ∈ R and the zero asymptotics as
y → ±∞. Thus, we only need to show that (c)-(f) hold for the second integral in (12.5).
From Proposition 10.3(b) we know that G(k) is the sum of G1 and G2(k) given in (10.17)
and (10.18), respectively. Hence, with the help of (10.17) and (10.18), we are able to
evaluate the second integral in (12.5) explicitly by using the residues, and we get
− 1
2π
∫ ∞
−∞
dk
iG(k)
k + i
eiky =
{
g+(y), y > 0,
g−(y), y < 0,
(12.6)
where we have defined
g+(y) := −1
2
∫ ∞
y/2
dz V (z) e−(2z−y), (12.7)
g−(y) := −G1 ey − 1
2
∫ ∞
0
dz V (z) e−(2z−y) − 1
2
∫ −y/2
0
dz S∞V (z)S∞ e
2z+y. (12.8)
Our proof for (c)-(f) will be complete if we can show that g+(y) given in (12.7) is continuous
and bounded in y ∈ R+, vanishes as y → +∞, and is integrable on y ∈ R+ and also that
g−(y) given in (12.8) is continuous and bounded in y ∈ R−, vanishes as y → −∞, and is
integrable on y ∈ R−. We will show that (2.3) guarantees the aforementioned properties.
In terms of σ(x) and σ1(x) defined in (3.96), from (12.7) we obtain
||g+(y)|| ≤ 1
2
∫ ∞
y/2
dz |V (z)| ≤ 1
2
σ
(y
2
)
. (12.9)
From (2.3), (3.96), and (12.9) it follows that g+(y) is bounded and integrable in y ∈ R+
and vanishes as y → +∞. Let us now prove the continuity of g+(y) in R+. From (12.7)
we see that
e−yg+(y) = −1
2
∫ ∞
y/2
dz V (z) e−2z, (12.10)
where the integrand is integrable as a result of (2.3). Thus, by the Lebesgue differentiation
theorem, the right-hand side is a continuous function of y. Since ey is continuous, the
function g+(y), being a product of two continuous functions, is also continuous in y ∈ R+.
In a similar manner, one can prove that g−(y) is continuous and bounded in y ∈ R−,
vanishes as y → −∞, and is integrable on y ∈ R−. Note that the first term, −G1 ey, on
the right-hand side of (12.8) is readily seen to satisfy these four properties. For the second
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term on the right-hand side of (12.8), by taking ey outside the integral, we see that the
second integral is the product of ey with a constant n × n matrix, and hence it readily
satisfies all the four properties. As for the third term on the right-hand side of (12.8), let
us break it into two terms as
−1
2
∫ −y/2
0
dz S∞V (z)S∞ e
2z+y =− 1
2
ey/2
∫ −y/4
0
dz S∞V (z)S∞ e
2z+y/2
− 1
2
∫ −y/2
−y/4
dz S∞V (z)S∞ e
2z+y.
(12.11)
For the first term on the right-hand side of (12.11) we have∣∣∣∣− 12 ey/2
∫ −y/4
0
dz S∞V (z)S∞ e
2z+y/2
∣∣∣∣ ≤12 ey/2|S∞|2
∫ −y/4
0
dz |V (z)|
≤1
2
ey/2|S∞|2σ(0).
(12.12)
For the second term on the right-hand side of (12.11) we get∣∣∣∣− 12
∫ −y/2
−y/4
dz S∞V (z)S∞ e
2z+y
∣∣∣∣ ≤12 |S∞|2
∫ −y/2
−y/4
dz |V (z)|
=
1
2
|S∞|2
[
σ
(
−y
4
)
− σ
(
−y
2
)]
.
(12.13)
The left-hand side of (12.12) is bounded and integrable in y ∈ R− and it vanishes as
y → −∞ because that left-hand side is bounded by a constant multiple of ey/2 on R−.
From (12.13) we see that its left-hand side is bounded by a constant multiple of σ(−y/4),
and we already know from (2.3) and the first equality in (3.96) that σ(−y/4) is bounded
on R− and vanishes as y → −∞ and we also know from (2.3) and the second equality in
(3.96) that σ(−y/4) is integrable in R−. Hence, the left-hand side of (12.13) is bounded
and integrable on R− and it vanishes as y → −∞. In order to complete the proof of our
theorem, we only need to prove that the left-hand side of (12.11) is continuous in y ∈ R−.
For a given y ∈ R−, we can find a constant a < 0 so that a < y.We can write the left-hand
side of (12.11) as
−1
2
∫ −y/2
0
dz S∞V (z)S∞ e
2z+y = −1
2
ey−a
∫ −y/2
0
dz S∞V (z)S∞ e
2z+a. (12.14)
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By the Lebesgue differentiation theorem, the integral on the right-hand side of (12.14)
is a continuous function of y in y ∈ [a, 0) because the integrand is integrable as a result
of (2.3). Since ey−a is also continuous, we conclude that the right-hand side of (12.14)
is continuous in y ∈ [a, 0) for every a < 0. Thus, we have completed the proof that the
left-hand side of (12.11) is continuous in y ∈ R−. Having completed the proof of (c)-(f),
let us now prove (g). Earlier in the proof, we have already indicated that the first integral
in (12.5) is continuous in y ∈ R. Thus, from (12.5) and (12.6), it follows that the left-hand
side of (12.2) is given by
Fs(0
+)− Fs(0−) = g+(0)− g−(0). (12.15)
Using (12.7) and (12.8) on the right-hand side of (12.15), we get (12.2). Thus, the proof
of (g) is complete. Finally, let us prove (h). From (10.14)-(10.18) it follows that
ik [S(k)− S∞]−G1 −G2(k) = O
(
1
k
)
, k → ±∞. (12.16)
By Proposition 10.3(a) we know that the scattering matrix S(k) is continuous in k ∈ R.
Hence, from (12.15) we conclude that the left-hand side of (12.16) is square integrable in
k ∈ R. Using (10.17), (10.18), (11.37), and (12.16) we conclude that
1
2π
∫ ∞
−∞
dk { ik [S(k)− S∞]−G1 −G2(k)} eiky
= F ′s(y)−G1 δ(y)−
1
2
V
(y
2
)
− 1
2
S∞ V
(
−y
2
)
S∞,
(12.17)
with the understanding that V (x) = 0 for x ∈ R−.When y ∈ R−, from (2.3) we know that
the last term on the right-hand side of (12.17) is integrable. The left-hand side of (12.17)
is square integrable in y ∈ R because it is the Fourier transform of a square-integrable
function of k ∈ R. Thus, from (12.17) we conclude (h).
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13. THE MARCHENKO INTEGRAL EQUATION
In this chapter, when the input data set D given in (4.1) belongs to the Faddeev
class, we derive the matrix Marchenko integral equation and provide the basic properties
of its kernel. We also introduce the derivative Marchenko integral equation (13.7), whose
kernel coincides with the kernel of (1.1) but whose nonhomogeneous term differs from the
nonhomogeneous term of (1.1). We remark that the kernel of (13.1) coincides with the
kernel of (13.7) and the two equations only differ by their nonhomogeneous terms. In
the Dirichlet case, the boundary matrix appearing A in (2.4) is the zero matrix and the
boundary matrix B then can be chosen as the identity matrix I. Thus, in the Dirichlet
case, as it is studied in [2], only the Marchenko equation (13.1) plays a relevant role in
the inverse problem, and the derivative Marchenko equation (13.7) is hardly relevant to
the inverse problem. On the other hand, in the case of the general selfadjoint boundary
condition, which we study in this monograph, the roles of (13.1) and (13.7) are equally
important in the analysis of the inverse problem.
Theorem 13.1 Let the scattering data set S in (4.2) correspond to the input data set D
in (4.1) that belongs to the Faddeev class specified in Definition 4.1, and let K(x, y) be the
quantity appearing in (10.1), and Fs(y) and F (y) be the quantities defined in (4.7) and
(4.12), respectively. Then, K(x, y) satisfies the Marchenko integral equation given by
K(x, y) + F (x+ y) +
∫ ∞
x
dz K(x, z)F (z + y) = 0, 0 ≤ x < y. (13.1)
PROOF: When D belongs to the Faddeev class, the existence of K(x, y) and its properties
are assured by Proposition 10.1. The existence of Fs(y) and F (y) and their properties are
assured by Theorem 12.1. Let us write (9.4) as
[f(−k, x)− e−ikxI]+[S(k)− S∞]eikx + [f(k, x)− eikxI][S(k)− S∞]
= Ψ(k, x)− e−ikxI − S∞eikx − [f(k, x)− eikxI]S∞.
(13.2)
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Taking the Fourier transform of both sides of (13.2) and using (10.1) and (11.37), we obtain
K(x, y)+Fs(x+ y) +
∫ ∞
x
dz K(x, z)Fs(z + y)
=
1
2π
∫ ∞
−∞
dkΨ(k, x) eiky − Iδ(y − x)− S∞δ(y + x)−K(x,−y)S∞.
(13.3)
When y > x ≥ 0, with the help of (10.2) we see that only the first term on the right-hand
side of (13.3) is nonzero and in fact that term is explicitly evaluated in (11.32). Thus,
using (11.32) in (13.3) we get
K(x, y) + Fs(x+ y) +
∫ ∞
x
dz K(x, z)Fs(z + y) = −
N∑
j=1
f(iκj , x)M
2
j e
−κjy. 0 ≤ x < y.
(13.4)
From (10.6) we obtain
f(iκj , x)M
2
j e
−κjy = e−κj(x+y)M2j +
∫ ∞
x
dz K(x, z) e−κj(z+y)M2j . (13.5)
Using (13.5) on the right-hand side of (13.4), with the help of (4.12), we write (13.4) as
(13.1).
By taking the x-derivative of the Marchenko integral equation (13.1) we obtain the
integral equation
Kx(x, y) + F
′(x+ y)−K(x, x)F (x+ y) +
∫ ∞
x
dz Kx(x, z)F (z + y) = 0, 0 ≤ x < y,
(13.6)
where we recall that the subscript x is used to denote the x-derivative. We call the integral
equation associated with (13.6), i.e.
L(x, y)+F ′(x+y)−K(x, x)F (x+y)+
∫ ∞
x
dz L(x, z)F (z+y) = 0, 0 ≤ x < y, (13.7)
the derivative Marchenko integral equation. We remark that (13.7) along with the Marchenko
equation (13.1) plays a key role in the analysis of the inverse scattering problem related to
(2.1) with the general selfadjoint boundary condition (2.4). Its solvability in the context
of the inverse problem is analyzed in Proposition 16.5.
97
We have the following further comment on comparing the Marchenko equation (13.1)
and the derivative Marchenko equation (13.7) when the input data set D belongs to
the Faddeev class. Concerning the Marchenko equation (13.1), as pointed out in The-
orem 12.1(c) the nonhomogeneous term F (x+ y) in (13.1) is continuous when y > x ≥ 0,
and as pointed out in Theorem 12.1(c) Proposition 10.1(e) the solution K(x, y) to (13.1)
is continuous when y > x ≥ 0. On the other hand, concerning the derivative Marchenko
equation (13.7), the nonhomogeneous term contains F ′(x+ y) and that term is in general
not continuous when y > x ≥ 0, and as indicated in Proposition 10.1(f) the quantity
Kx(x, y) is in general not continuous and exists a.e. but for each x ≥ 0 it is integrable in
y ∈ [x,+∞).
In the next theorem, certain relevant properties of the kernel of the Marchenko equa-
tion (13.1) is presented when the input data set D belongs to the Faddeev class.
Theorem 13.2 Let the scattering data set S in (4.2) correspond to the input data set D in
(4.1) that belongs to the Faddeev class specified in Definition 4.1, and let Fs(y) and F (y)
be the quantities defined in (4.7) and (4.12), respectively. We then have the following:
(a) The matrix F (y) satisfies
|F (y)| ≤ C σ
(y
2
)
, y ∈ R+, (13.8)
where C is a generic constant and σ(x) is the quantity defined in (3.96). Furthermore,
we have ∫ ∞
0
dy |F (y)| < +∞, (13.9)
∫ ∞
0
dy (1 + y) |F (y)|2 < +∞. (13.10)
(b) The derivative F ′(y) exists a.e. for y ∈ R+ and satisfies
∣∣∣∣F ′(y)− 14 V
(y
2
) ∣∣∣∣ ≤ C [σ (y2
)]2
, y ∈ R+, (13.11)
where C is a generic constant and V (x) is the potential appearing in the data set D.
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(c) The derivative F ′(y) satisfies
∫ ∞
0
dy (1 + y) |F ′(y)| < +∞. (13.12)
PROOF: The inequality in (13.8) can be found in (3.2.4) of [2], where the main idea behind
the proof in [2] is to view the Marchenko equation (13.1) with K(x, y) as being the input
and F (x+ y) as being the unknown quantity, to use (10.7), and to get the corresponding
property of F (x + y). The inequality in (13.11) is given in (3.2.7) of [2], where the basic
idea behind the proof is to get the appropriate property of F ′(y) from (13.6) with the
help of (13.8) and (10.9). Thus, it is enough to establish (13.9), (13.10), and (13.12). To
prove (13.9), we integrate both sides of (13.8) over y ∈ R+ and use the second definition
in (3.97) and obtain
∫ ∞
0
dy |F (y)| ≤ C
∫ ∞
0
dy σ
(y
2
)
= 2C σ1(0) < +∞, (13.13)
which establishes (13.9). Let us now prove (13.10). Squaring both sides of (13.8) and then
multiplying by (1 + y) and integrating over y ∈ R+, we obtain
∫ ∞
0
dy (1 + y) |F (y)|2 ≤ C2
∫ ∞
0
dy (1 + y) σ
(y
2
)
≤ C2 [2σ(0) σ1(0) + 4[σ1(0)]2] < +∞,
(13.14)
where we have used (3.98) and (3.99). Thus, (13.10) is established. Let us finally prove
(13.12). Since we have
|F ′(y)| ≤ 1
4
∣∣∣∣V (y2
) ∣∣∣∣+
∣∣∣∣F ′(y)− 14 V
(y
2
) ∣∣∣∣, (13.15)
after using (13.11) in (13.15), we can multiply both sides of the resulting inequality by
(1 + y) and integrate over y ∈ R+ in order to obtain
∫ ∞
0
dy (1 + y) |F ′(y)| ≤ 1
4
∫ ∞
0
dy (1 + y)
∣∣∣∣V (y2
) ∣∣∣∣+ C
∫ ∞
0
dy (1 + y)
[
σ
(y
2
)]2
. (13.16)
By (2.3) the first integral on the right-hand side in (13.16) is finite. The finiteness of the
second integral follows from (3.98) and (3.99). Thus, (13.11) is established.
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14. THE BOUNDARY MATRICES
In this chapter, when the input data set D belongs to the Faddeev class, we show that
the boundary matrices A and B appearing in (2.4)-(2.6) are related to the large-k limit of
the scattering matrix S(k).
Proposition 14.1 Let the input data set D in (4.1) belong to the Faddeev class specified
in Definition 4.1. Let S in (4.2) be the scattering data set corresponding to D, i.e. S(k)
be the scattering matrix defined as in (9.3), where the Jost matrix J(k) is defined as in
(9.2). Let S∞ be the constant n × n matrix appearing in (4.6), G1 be the constant n × n
matrix appearing in (10.14) and (10.17) and equivalently given as
G1 = lim
k→±∞
ik[S(k)− S∞], (14.1)
and K(0, 0) be the constant n × n matrix obtained as in (10.5) from K(x, y) appearing
in (10.1) and (13.1). Then, the boundary matrices A and B appearing in (2.4)-(2.6) and
(4.1) satisfy the linear homogeneous matrix system
{
(I − S∞)A = 0,
(I + S∞)B = [G1 − S∞K(0, 0)−K(0, 0)S∞]A.
(14.2)
PROOF: When D belongs to the Faddeev class, the scattering matrix is constructed as in
the steps of (a)-(c) of Chapter 9 leading to (9.3). From (9.3) we see that
−J(−k) = S(k) J(k), k ∈ R. (14.3)
The large-k asymptotics of the Jost matrix J(k) is given in (10.8), from which we get
−J(−k) = −ikA−B −K(0, 0)A+ o(1), k → ±∞. (14.4)
From Proposition 10.3(b) we have
S(k) = S∞ +
G1
ik
+ o
(
1
k
)
, k → ±∞. (14.5)
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Using (14.4) and (14.5) in (14.3), we obtain the expansion
−ikA−B−K(0, 0)A+o(1) = −ik S∞A+S∞B+S∞K(0, 0)A−G1A+o(1), k → ±∞.
(14.6)
By equating the coefficients of ik in (14.6) we obtain the first line of (14.2) and by equating
the next order terms, i.e. the constant terms, in (14.6), we obtain
(I + S∞)B = [G1 − S∞K(0, 0)−K(0, 0)]A. (14.7)
Since we already have S∞A = A from the first line in (14.2), we can use that identity in
(14.7) to obtain the second line of (14.2).
The following result is useful in the analysis of the selfadjoint boundary condition
given in (2.4).
Proposition 14.2 Let ψ(x) and φ(x) be two n× n matrices satisfying the boundary con-
dition (2.4), where the boundary matrices A and B satisfy (2.5) and (2.6). Then, we
have
ψ′(0)† φ(0)− ψ(0)† φ′(0) = 0. (14.8)
The result remains valid when ψ(x) and φ(x) are column vectors with n entries.
PROOF: Since ψ(x) and φ(x) satisfy (2.4) we have
−B† ψ(0) + A† ψ′(0) = 0, −B† φ(0) + A† φ′(0) = 0, (14.9)
The boundary matrices A and B appearing in (2.4) and satisfying (2.5) and (2.6) also
satisfy (2.9), where E is the invertible matrix defined in (2.7). The left-hand side in (14.8)
can be evaluated with the help of the first equality in (2.9) as
ψ′(0)† φ(0)− ψ(0)† φ′(0)
= ψ′(0)†
[
AE−2A† +BE−2B†
]
φ(0)− ψ(0)† [AE−2A† +BE−2B†]φ′(0), (14.10)
which can be written as
ψ′(0)† I φ(0)− ψ(0)† I φ′(0)
=
[
A† ψ′(0)
]†
E−2
[
A†φ(0)
]
+
[
B† ψ′(0)
]†
E−2
[
B†φ(0)
]
− [A† ψ(0)]†E−2 [A†φ′(0)]− [B† ψ(0)]† E−2 [B†φ′(0)] .
(14.11)
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Using (14.9) on the right-hand side of (14.11), we obtain
ψ′(0)† φ(0)− ψ(0)† φ′(0)
=
[
B† ψ(0)
]†
E−2
[
A†φ(0)
]
+
[
B† ψ′(0)
]†
E−2
[
A†φ′(0)
]
− [A† ψ(0)]†E−2 [B†φ(0)]− [A† ψ′(0)]† E−2 [B†φ′(0)] .
(14.12)
We can rewrite (14.12) by rearranging its right-hand side and we get
ψ′(0)† φ(0)− ψ(0)† φ′(0)
=ψ(0)†B E−2A† φ(0) + ψ′(0)†BE−2A† φ′(0)
− ψ(0)†AE−2B† φ(0)− ψ′(0)†AE−2B† φ′(0),
(14.13)
or equivalently we get
ψ′(0)† φ(0)− ψ(0)† φ′(0)
= ψ′(0)†
[
BE−2A† −AE−2B†]φ(0) + ψ(0)† [BE−2A† − AE−2B†]φ′(0), (14.14)
Using the second equality in (2.9) on the right-hand side of (14.14), we see that the right-
hand side vanishes and hence (14.14) yields (14.8). We remark that the result in (14.8)
also remains valid if ψ(x) and φ(x) are column vectors with n components because the
left-hand side in (14.8) is well defined in that case and is a scalar.
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15. THE EXISTENCE AND UNIQUENESS IN THE DIRECT PROBLEM
In this chapter we provide various results related to the solution of the direct problem
when the input data set D belongs to the Faddeev class specified in Definition 4.1. In
particular, we provide various results related to the solvability of the three key integral
equations given in (4.22), (4.14), and (4.17), respectively, as well as various functional
equations in k ∈ R appearing in Definitions 4.2 and 4.3. Such results are used to prove
that if the input data D belongs to the Faddeev class specified in Definition 4.1, then
a corresponding scattering data set S exists, is unique, and belongs to the Marchenko
class specified in Definition 4.5. We also provide a proof of the alternate formulations
of the characterization condition (4a) stated in Proposition 4.3, which is established in
Proposition 15.4.
In the following proposition we apply Propositions 3.3 to the specific operators related
to (4.22) and (4.14).
Proposition 15.1 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Let
Fs(y) and F (y) be the matrices defined in (4.7) and (4.12), respectively. Then we have the
following:
(a) The integral operator associated with (4.22) is compact on L1(R+).
(b) The integral operator associated with (4.14) is compact on L1(R+).
(c) Any solution X(y) in L1(R+) to (4.22) must actually belong to L1(R+) ∩ L∞(R+),
and in particular to L1(R+) ∩ L2(R+).
(d) Any solution X(y) in L1(R+) to (4.14) must actually belong to L1(R+) ∩ L∞(R+),
and in particular to L1(R+) ∩ L2(R+).
PROOF: Since the κj-values are all positive, we see that F (y) defined in (4.12) is also
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bounded and integrable in y ∈ R+ when Fs(y) is bounded and integrable in y ∈ R+,
which is assured by (I). Thus, from Proposition 3.3 we conclude that (a)-(d) hold.
Next, we apply Propositions 3.2 to the specific operator related to (4.17).
Proposition 15.2 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Then:
(a) The integral operator associated with (4.17) is compact on L2(R−).
(b) Any solution X(y) in L2(R−) to (4.17) must actually belong to L2(R−) ∩ L∞(R−).
PROOF: By (I) we already know that Fs(y) is bounded and square integrable in y ∈ R.
From Proposition 3.5 we then conclude that (a) and (b) hold.
One consequence of the following result is the equivalence among (4c), (4d), and (4e)
in Proposition 4.3.
Proposition 15.3 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Let
Fs(y) and F (y) be the quantities defined in (4.7) and (4.12), respectively, where S∞ is the
constant n× n matrix defined as in (4.6). Then, we have the following:
(a) Any solution Xˆ(k) in Lˆ1(C+) to (4.15) must actually belong to Lˆ1∞(C
+).
(b) Any solution h(k) in Lˆ1(C+) to (4.16) must actually belong to Lˆ1∞(C
+).
(c) The row vector Xˆ(k) with n components belonging to Lˆ1(C+) satisfies (4.15) if and
only if the column vector h(k) with n components belonging to Lˆ1(C+) satisfies (4.16),
where Xˆ(k) and h(k) are related to each other as h(k) = Xˆ(−k∗)†.
(d) The row vector X(y) whose n components belonging to L1(R+) is a solution to (4.14)
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if and only if Xˆ(k) ∈ Lˆ1(C+) satisfies (4.15), where X(y) and Xˆ(k) are related to
each other as in (3.67) and (3.68).
PROOF: From Proposition 15.1(d) we know that any solution X(y) in L1(R+) to (4.14)
must actually belong to Lˆ1(R+)∩L∞(R+). Since Xˆ(k) is related to X(y) as in (3.67) and
(3.68), it follows that we must have Xˆ(k) ∈ Lˆ1(C+) and in fact Xˆ(k) ∈ Lˆ1∞(C+). Thus
(a) is proved. Actually, (b) is a direct consequence of (c) because h(k) = Xˆ(−k∗)†. On the
other hand, the proof of (c) is obtained by taking the matrix adjoint of both sides (4.15)
and by using S(k)† = S(−k), which follows from (4.4). Thus, it only remains to prove (d).
As already mentioned, X(y) belongs to both Lˆ1(R+) and L∞(R+), and hence X(y) must
in particular belong to L2(R+). Therefore, it is sufficient to give the proof of (d) by only
assuming that X(y) ∈ L2(R+) and hence by only assuming that Xˆ(k) ∈ H2(C+). Let us
first show that if Xˆ(k) ∈ H2(C+) satisfies (4.15), then X(y) ∈ L2(R+) given in (3.67)
satisfies (4.14). From the second line of (4.15) we obtain
1
2π
∫ ∞
−∞
dk Xˆ(−k) eiky + 1
2π
∫ ∞
−∞
dk Xˆ(k)S(k) eiky = 0, (15.1)
Using (3.67) and (4.7) in (15.1), with the help of (11.36) we obtain
X(y) +X(−y)S∞ +
∫ ∞
−∞
dz X(z)Fs(z + y), y ∈ R. (15.2)
Using X(y) = 0 for y ∈ R−, from (15.2) we get
X(y) +
∫ ∞
0
dz X(z)Fs(z + y) = 0, y ∈ R+. (15.3)
Using (4.12) in (15.3) we get
X(y) +
∫ ∞
0
dz X(z)

F (z + y)− N∑
j=1
M2j e
−κj(z+y)

 = 0, y ∈ R+. (15.4)
With the help of (3.68) we can write (15.4) as
X(y) +
∫ ∞
0
dz X(z)F (z + y)−
N∑
j=1
Xˆ(iκj)MjMj e
−κjy = 0, y ∈ R+. (15.5)
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Each term in the summation is zero because of the first line of (4.15), yielding (4.14).
Thus, we have proved that (4.15) implies (4.14). Let us now prove the converse, namely,
show that if X(y) ∈ L2(R+) satisfies (4.14), then Xˆ(k) satisfies (4.15). It is clear that if
X(y) ≡ 0, then the assertion clearly holds. We can then proceed by assuming that X(y)
is a nontrivial solution to (4.14). Let us multiply both sides of (4.14) with X(y)† and
integrate over y ∈ R with the understanding that X(y) = 0 for y ∈ R−. Thus, if X(y)
satisfies (4.14) then we have
∫ ∞
−∞
dy
[
X(y) +
∫ ∞
−∞
dz X(z)F (z + y)
]
X(y)† = 0. (15.6)
Using (3.67), (4.7), and (4.12) in (15.6), with the help of (11.37) we simplify the resulting
equation and obtain
1
2π
∫ ∞
−∞
dk
(
Xˆ(−k) + Xˆ(k) [S(k)− S∞]
)
Xˆ(−k)† +
N∑
j=1
Xˆ(iκj)M
2
j Xˆ(iκj)
† = 0. (15.7)
Since the matrices Mj are hermitian, we can write the summation term in (15.7) as
N∑
j=1
Xˆ(iκj)M
2
j Xˆ(iκj)
† =
N∑
j=1
[Xˆ(iκj)Mj] [Xˆ(iκj)Mj]
† =
N∑
j=1
|Xˆ(iκj)Mj|2, (15.8)
which indicates that the right-hand side in (15.8) is nonnegative and that it is zero if and
only if we have each vector Xˆ(iκj)Mj is equal to zero for j = 1, . . . , N. We can simplify
the integral part of (15.7) further by using
1
2π
∫ ∞
−∞
dk Xˆ(k)S∞ Xˆ(−k)† =
∫ ∞
−∞
dy X(y)S∞X(−y)† = 0, (15.9)
which follows from (3.68) and the fact that X(y) = 0 for y ∈ R−. Thus, (15.7) is equivalent
to
1
2π
∫ ∞
−∞
dk
(
Xˆ(−k) + Xˆ(k)S(k)
)
Xˆ(−k)† +
N∑
j=1
|Xˆ(iκj)Mj|2 = 0. (15.10)
Note that (15.10) is equivalent to
1
2π
∫ ∞
−∞
dk
(
Xˆ(k) + Xˆ(−k)S(−k)
)
Xˆ(k)† +
N∑
j=1
|Xˆ(iκj)Mj|2 = 0. (15.11)
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By letting Xˆ1(k) := Xˆ(−k)S(−k), we notice that
||Xˆ1||2 = ||Xˆ||2. (15.12)
We remark that (15.12) is a consequence of the unitarity of S(k) and is seen from
(
Xˆ1, Xˆ1
)
=
∫ ∞
0
dk [Xˆ(−k)S(−k)][Xˆ(−k)S(−k)]†
=
∫ ∞
0
dk Xˆ(−k)S(−k)S(−k)† Xˆ(−k)†
=
∫ ∞
0
dk Xˆ(−k) Xˆ(−k)† ==
(
Xˆ, Xˆ
)
= ||Xˆ||2,
(15.13)
which is equivalent to
||Xˆ1||22 = ||Xˆ||22, (15.14)
which in turn is equivalent to (15.12). Writing the integral term in (15.11) in terms of the
scalar product on L2(R), from (15.11) we obtain
(
Xˆ, Xˆ
)
+
(
Xˆ1, Xˆ
)
+ 2π
N∑
j=1
|Xˆ(iκj)Mj|2 = 0. (15.15)
The first and third terms in (15.15) are real and in fact nonnegative. Thus, the second
term in (15.15) must be real. Applying the Schwarz inequality on that second term we get
|
(
Xˆ1, Xˆ
)
| ≤ ||Xˆ1||2 ||Xˆ||2. (15.16)
Using (15.12) in (15.16) we get
|
(
Xˆ1, Xˆ
)
| ≤ ||Xˆ||22. (15.17)
As indicated earlier,
(
Xˆ1, Xˆ
)
is real valued, and hence (15.17) yields
−||Xˆ ||22 ≤
(
Xˆ1, Xˆ
)
≤ ||Xˆ||22. (15.18)
The first inequality in (15.18) yields
(Xˆ, Xˆ) +
(
Xˆ1, Xˆ
)
≥ 0. (15.19)
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Then, from (15.15) and (15.19) we get


∑N
j=1 |Xˆ(iκj)Mj|2 = 0,
(Xˆ, Xˆ) +
(
Xˆ1, Xˆ
)
= 0.
(15.20)
The first line in (15.20) holds if and only if the first line of (5.15) holds. Let us now show
that the second line of (15.20) implies the second line of (4.15). The second line of (15.20)
implies that
−(Xˆ1, Xˆ) = (Xˆ, Xˆ). (15.21)
Comparing (15.21) with (15.17) we see that the Schwarz inequality yields an equality,
which happens if Xˆ1(k) = c Xˆ(k). Then, (15.21) yields
−c (Xˆ, Xˆ) = (Xˆ, Xˆ), (15.22)
which is possible only if c = −1, as we assume that Xˆ(k) is nonzero. Thus, we must have
Xˆ1 = −Xˆ(k), or equivalently Xˆ(−k)S(k) = −Xˆ(k), which yields the second line of (4.15).
Thus, the proof is complete.
The following proposition shows that if the scattering data set S given in (4.2) belongs
to the Marchenko class, then the S satisfies the properties (4c), (4d), (4e) of Definition 4.2.
Among other implications, it also indicates that if the input data set D belongs to the
Faddeev class, then the only solution to each of (4.14), (4.15), and (4.16) is the trivial
solution.
Proposition 15.4 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), (3a), and (4a) of
Definition 4.5. Let F (y) be the quantity constructed from S as in (4.12). Then:
(a) The only solution Xˆ(k) to (4.15), as a row vector with n components belonging to the
class Lˆ1(C+), is the trivial solution Xˆ(k) ≡ 0.
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(b) The only solution X(y), which is a row vector with n integrable components in y ∈ R+
to the integral equation given in (4.14) is the trivial solution X(y) ≡ 0.
(c) The only solution h(k) to (4.16), as a column vector with n components belonging to
the class Lˆ1(C+), is the trivial solution h(k) ≡ 0.
PROOF: It is enough to prove (a) because (b) and (c) directly follows from (a), as indicated
in Proposition 15.3(c) and Proposition 15.3(d). From (4.4) we see that we have
S(k) = [S(k)†]−1, k ∈ R. (15.23)
As a result of Proposition 5.1(c), the Jost matrix J(k) constructed from S satisfies the
properties listed in Proposition 10.2, and the results in Chapter 11 remain valid, and
in particular Proposition 11.2 holds and Mj appearing in S satisfies (11.22). Since the
constructed J(k) satisfies (4.10), using (4.10) and (15.23) we obtain
S(k) = −[J(−k∗)†]−1J(k∗)†, k ∈ R, (15.24)
where for convenience we have written k as k∗ for k ∈ R in (15.24). The reason for this
is that [J(−k∗)†]−1 can be extended from k ∈ R to k ∈ C+ meromorphically with simple
poles at k = iκj for j = 1, . . . , N, as a result of the fact that J(k) has a similar extension
from k ∈ R to k ∈ C+, as stated in Proposition 10.2(c). Consequently, [J(k∗)†]−1 can
be extended from k ∈ R to k ∈ C− meromorphically with simple poles at k = −iκj for
j = 1, . . . , N. Using (15.24) in the second line of (4.15) we obtain
Xˆ(k) [J(−k∗)†]−1 = Xˆ(−k) [J(k∗)†]−1, k ∈ R. (15.25)
Since Xˆ(k) ∈ Lˆ1(C+), it follows that Xˆ(k) has an analytic extension from k ∈ R to
k ∈ C+, it is continuous in k ∈ C+, and vanishes uniformly as k → ∞ in C+. On the
other hand, it follows from Proposition 10.2 that [J(−k∗)†]−1 is meromorphic in k ∈ C+
with simple poles at k = iκj for j = 1, . . . , N and that it is continuous for k ∈ R except
for a possible simple pole at k = 0. From (10.12) it follows that
[J(−k∗)†]−1 = − N
†
j
k − iκj +O(1), k → iκj in C
+. (15.26)
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Let us define
Ξ(k) :=


k Xˆ(k) [J(−k∗)†]−1 + k
N∑
j=1
2iκj Xˆ(iκj)N
†
j
k2 + κ2j
, k ∈ C+,
k Xˆ(−k) [J(k∗)†]−1 + k
N∑
j=1
2iκj Xˆ(iκj)N
†
j
k2 + κ2j
, k ∈ C−.
(15.27)
With the help of (15.25) we observe that Ξ(k) is analytic in k ∈ C+ and continuous
in k ∈ C+. Furthermore, Ξ(k) = o(k) as k → ∞ in k ∈ C+ because we know that
Xˆ(k) = o(1) because Xˆ(k) ∈ Lˆ1(C+) we know that [J(−k∗)†]−1 = O(1) as a result of
Proposition 10.2(g). Similarly, from the second line of (15.27), with the help of (15.26) we
observe that Ξ(k) is analytic in k ∈ C−, continuous in k ∈ C−, and o(k) as k →∞ in C−.
Thus, Ξ(k) must be entire and in fact a constant row vector. Then, from the first line of
(15.27) we obtain
k Xˆ(k) [J(−k∗)†]−1 + k
N∑
j=1
2iκj Xˆ(iκj)N
†
j
k2 + κ2j
= c, (15.28)
where c is a constant row vector with n components. Note that (15.28) yields
Xˆ(k) =
c J(−k∗)†
k
−
N∑
j=1
(
2iκj Xˆ(iκj)N
†
j J(−k∗)†
k2 + κ2j
)
, k ∈ C+. (15.29)
Similarly, from the second line of (15.27) we obtain
k Xˆ(−k) [J(k∗)†]−1 + k
N∑
j=1
2iκj Xˆ(iκj)N
†
j
k2 + κ2j
= c, (15.30)
which yields
Xˆ(−k) = c J(k
∗)†
k
−
N∑
j=1
(
2iκj Xˆ(iκj)N
†
j J(k
∗)†
k2 + κ2j
)
, k ∈ C−, (15.31)
or equivalently
Xˆ(k) = −c J(−k
∗)†
k
−
N∑
j=1
(
2iκj Xˆ(iκj)N
†
j J(−k∗)†
k2 + κ2j
)
, k ∈ C+. (15.32)
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Comparing (15.29) and (15.32) we see that c = 0 and
Xˆ(k) = −
N∑
j=1
(
2iκj Xˆ(iκj)N
†
j J(−k∗)†
k2 + κ2j
)
, k ∈ C+. (15.33)
We will now show that Xˆ(iκj)N
†
j = 0. From the first line of (4.15) we know that
Xˆ(iκj)Mj = 0. From (11.22) and the fact that Pj and B
−1/2
j commute, as assured by
Proposition 11.2(d), it follows that the first line of (4.15) can be written as Xˆ(iκj)Pj B
−1/2
j =
0. Since B
−1/2
j is invertible, as assured by Proposition 11.2(c), we have Xˆ(iκj)Pj = 0. From
(11.9) we have N †j = PjN
†
j , where we have used the first equality in (11.1). Thus, we obtain
Xˆ(iκj)N
†
j = Xˆ(iκj)Pj N
†
j = 0, j = 1, . . . , N, (15.34)
and hence, using (15.34) in (15.33) we conclude that Xˆ(k) ≡ 0. Thus, the proof is com-
plete.
The following proposition shows that if the scattering data set S given in (4.2) belongs
to the Marchenko class, then the Jost matrix J(k) constructed from S as in (9.2) satisfies
a certain useful property. Among other implications, it also indicates that if the input
data set D belongs to the Faddeev class, then the corresponding Jost matrix given in (9.2)
constructed from D satisfies that useful property.
Proposition 15.5 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), (3a), and (4a)
of Definition 4.5. Let J(k) be the Jost matrix constructed from S via (9.2). Let κj for
j = 1, . . . , N be the set of distinct positive numbers related to the zeros of det[J(k)], as
indicated in Proposition 10.2(c). Let Nj for j = 1, . . . , N be the set of n × n matrices as
in the first equality in (10.13), i.e each N †j belongs to the kernel of J(iκj)
† and has rank
mj , as indicated in in Proposition 10.2. Then, we have the following:
(a) For each j = 1, . . . , N the matrix J(k)Nj/(k
2+κ2j ) is analytic in k ∈ C+, continuous
in k ∈ C+, and O(1/k) as k →∞ as k →∞ in C+.
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(b) For each j = 1, . . . , N the matrix J(k)Nj/(k
2 + κ2j ) belongs to Lˆ
1(C+) and in fact to
Lˆ1∞(C
+). Hence, J(k)Nj/(k
2 + κ2j ) also belongs to the Hardy space H
2(C+).
(c) For each j = 1, . . . , N we have
J(k)Nj
k2 + κ2j
=
∫ ∞
0
dy eiky J (y), (15.35)
where J (y) belongs to L1(R+) ∩ L∞(R+) and is given by
J (y) :=e−κjy
[
B +K(0, 0)A
2κj
− A
2
]
Nj
+
1
2κj
∫ ∞
0
dz e−κj |y−z|
[
K(0, z)†B −Kx(0, z)†B
]
Nj , y ∈ R+.
(15.36)
Here, A and B are the boundary matrices constructed from S as in Proposition 14.1,
and K(x, y) is the unique solution to the Marchenko equation (13.1).
PROOF: From Definition 4.5 we know that S belongs to the Marchenko class and hence
from Theorem 5.1 we know that J(k) constructed from S satisfies Proposition 10.2. Thus,
J(k) is analytic in k ∈ C+ and continuous in k ∈ C+. Thus, the matrix J(k)/(k2 + κ2j )
is meromorphic in k ∈ C+ with a simple pole at k = iκj . On the other hand, with the
help of (10.12) we conclude that the matrix J(k)Nj/(k
2 + κ2j ) is analytic in k ∈ C+ and
continuous in k ∈ C+. Furthermore, from (10.10) it follows that J(k)Nj/(k2 + κ2j ) is
O(1/k) as k → ∞ in C+. Hence, the proof of (a) is complete. From (a) it follows that
J(k)Nj/(k
2+κ2j ) belongs to the Hardy space H
2(C+), and hence we have established the
existence of J (y) as in (15.35) belonging to L2(R+) with J (y) = 0 for y ∈ R−. From the
x-derivative of (10.6) we obtain
f ′(k, x) = ik eikxI −K(x, x) eikx +
∫ ∞
x
dyKx(x, y) e
iky, k ∈ R, x ≥ 0, (15.37)
We remark that the integral term in (15.37) is well defined because Kx(x, y) for each x ≥ 0
is integrable in y ∈ R+, as assured by Proposition 10.1(f). From (10.6) and (15.37) we
respectively obtain
f(k, 0) = I +
∫ ∞
−∞
dyK(0, y) eiky, (15.38)
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f ′(k, 0) = ik I −K(0, 0) +
∫ ∞
−∞
dyKx(0, y) e
iky. (15.39)
where we have used (10.2) and (10.8). Then, using (15.38) and (15.39) in (9.2) we write
the Jost matrix J(k) as
J(k) = B − ik A+K(0, 0)A+
∫ ∞
0
dy
[
K(0, y)†B −Kx(0, y)†A
]
eiky , (15.40)
where we have used the fact that K(0, 0)† = K(0, 0), which follows from (2.2) and (10.5).
From (d) and (f) of Proposition 10.1 we know that
(
K(0, y)†B −Kx(0, y)†A
)
belongs to
L1(R+). Let us replace ikA in (15.40) with [−κjA+ i(k − iκj)A] so that we have
B − ik A+K(0, 0)A = [B + κjA+K(0, 0)A]− i(k − iκj)A, (15.41)
and hence
B − ik A+K(0, 0)A
k2 + κ2j
=
B + κjA+K(0, 0)A
k2 + κ2j
− iA
(k + iκj)
. (15.42)
Note that
1
k2 + κ2j
=
1
2κj
[
i
k + iκj
− i
k − iκj
]
. (15.43)
On the other hand, we have the explicit expressions
i
k + iκj
=
∫ ∞
0
dy e−κjy+iky,
i
k − iκj = −
∫ 0
−∞
dy eκjy+iky. (15.44)
From (15.43) and (15.44) we get
1
k2 + κ2j
=
1
2κj
∫ ∞
−∞
dy e−κj |y| eiky. (15.45)
Using (15.40)-(15.45) we obtain
J(k)
k2 + κ2j
=
1
2κj
[B + κj A+K(0, 0)A]
∫ ∞
−∞
dy e−κj |y| eiky − A
∫ ∞
0
dy e−κjy eiky
+
1
2κj
∫ ∞
−∞
dy eiky
∫ ∞
0
dz e−κj |y−z|
[
K(0, z)†B −Kx(0, z)†A
]
.
(15.46)
Postmultiplying both sides of (15.46) with Nj , the resulting left-hand side satisfies the
properties listed in (a) and (b), and hence the integral in the resulting right-hand side
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vanishes over y ∈ R−. This yields
J(k)Nj
k2 + κ2j
=
1
2κj
[B + κj A+K(0, 0)A]Nj
∫ ∞
0
dy e−κjy eiky −ANj
∫ ∞
0
dy e−κjy eiky
+
1
2κj
∫ ∞
0
dy eiky
∫ ∞
0
dz e−κj |y−z|
[
K(0, z)†B −Kx(0, z)†A
]
.
(15.47)
Combining the first two integrals in (15.47) into one, we obtain (15.35) and (15.36). In
order to complete the proof, we need to show that J (y) is integrable and bounded in
y ∈ R+. Since e−κjy is bounded and integrable in y ∈ R+, we conclude that the first
terms on the right-hand side is belongs to L1(R+)∩L∞(R+). Thus, we only need to prove
that the integral term in (15.36) belongs to L1(R+) ∩ L∞(R+). Note that, that integral
term is essentially the convolution of e−κj |y|, which is bounded and integrable in y ∈ R,
with the matrix-valued function
[
K(0, y)†B −Kx(0, y)†A
]
. With the help of (3.37) and
(3.39) we conclude that that integral term belongs to L1(R+)∩L∞(R+). Thus, the proof
is complete.
One consequence of the following proposition is the equivalence among (Vf ), (Vg),
and (Vh) in Proposition 6.5.
Proposition 15.6 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Let Fs(y) be the quantity defined in (4.7). Assume that
S satisfies (I) of Definition 4.3. Then, we have the following:
(a) The row vector X(y) whose n components belonging to L2(R+) is a solution to (4.22)
if and only if the row vector Xˆ(k) with n components inH2(C+) is a solution to (4.23),
where Xˆ(k) and X(y) are related to each other as in (3.67) and (3.68). We remark
that any solution X(y) in L2(R+) to (4.22) actually belongs to L2(R+) ∩ L∞(R+).
(b) The row vector Xˆ(k) whose n components belonging to H2(C+) is a solution to (4.23)
if and only if the column vector h(k) with n components in H2(C+) is a solution to
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(4.24), where Xˆ(k) and h(k) are related to each other as h(k) = Xˆ(−k∗)†.
PROOF: Let us first remark that the fact that any solution X(y) in L2(R+) to (4.22) must
belong to L2(R+)∩L∞(R+) directly follows from the analog of Proposition 3.2. We remark
that the rest of the proof essentially follows by repeating the proof of Proposition 15.3, as
the following argument indicates. If we replace F (y) appearing in (4.14) by Fs(y) then we
get (4.22). Thus, the proof of Proposition 15.3 can be repeated by ignoring the portions
in that proof related to the bound states. In fact, the proof of Proposition 15.3 is given
when X(y) only belongs to L2(R+), and hence the results stated in (a) and (b) hold.
In the next proposition we present the result of Proposition 15.6 in a more restricted
class. One of its consequences is the equivalences among (Vc), (Vd), and (Ve) in Propo-
sition 6.5.
Proposition 15.7 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Let Fs(y)
be the quantity defined in (4.7). Then, we have the following:
(a) The row vector X(y) whose n components belonging to L1(R+) is a solution to (4.22)
if and only if the row vector Xˆ(k) with n components in Lˆ1(C+) is a solution to
(4.23), where Xˆ(k) and X(y) are related to each other as in (3.67) and (3.68).
(b) The row vector Xˆ(k) whose n components belonging to Lˆ1(C+) is a solution to (4.23)
if and only if the column vector h(k) with n components in Lˆ1(C+) is a solution to
(4.24), where Xˆ(k) and h(k) are related to each other as h(k) = Xˆ(−k∗)†.
(c) Any solution X(y) in L1(R+) to (4.22) must actually belong to L1(R+) ∩ L∞(R+).
(d) Any solution Xˆ(k) in Lˆ1(C+) to (4.23) must actually belong to Lˆ1∞(C
+).
(e) Any solution h(k) in Lˆ1(C+) to (4.24) must actually belong to Lˆ1∞(C
+).
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PROOF: We remark that if X(y) belongs to L1(R+), from (3.67) and (3.68) it follows
that Xˆ(k) belongs to Lˆ1(C+). Furthermore, from h(k) = Xˆ(−k∗)† it follows that h(k) also
belongs to Lˆ1(C+). Let us also remark that (c) directly follows from Proposition 3.1(c),
and (c) implies (d) and (e). Thus, we only need to prove (a) and (b). We note that (a) and
(b) directly follows from (a) and (b) of Proposition 15.6 because X(y) ∈ L1(R+)∩L∞(R+)
implies that X(y) ∈ L2(R+) and as a result Xˆ(k) ∈ Lˆ1∞(C+) implies that Xˆ(k) ∈ H2(C+)
and that h(k) ∈ Lˆ1∞(C+) implies that h(k) ∈ H2(C+). Thus, the proof is complete.
One implication of the following result is that if the scattering data set S belongs to
the Marchenko class then (Vf ), (Vg), and (Vh) of Definition 4.3 are satisfied. Among its
other implications, it also indicates that if the input data set D belongs to the Faddeev
class then the number of linearly independent solutions to each of (4.22), (4.23), (4.24) is
equal to the nonnegative integer N appearing in (4.3).
Proposition 15.8 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), (3a), and (4a) of
Definition 4.5. Let Fs(y) be the quantity constructed from S as in (4.7). Then:
(a) The number of linearly independent solutions Xˆ(k) to (4.23), as row vectors whose n
components belonging to H2(C+), is equal to N , where N is the nonnegative integer
defined in (4.3).
(b) The number of linearly independent solutions X(y) to (4.22), as a row vector whose
n components belonging to L2(R+), is equal to N .
(c) The number of linearly independent solutions h(k) to (4.24), as column vectors whose
n components belonging to H2(C+), is equal to N .
PROOF: By Proposition 15.7, we know that the solution X(y) to (4.22) and the solution
Xˆ(k) to (4.23) are related to each other as in (3.67) and (3.68). Furthermore, the same
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proposition indicated that the solution h(k) to (4.24) and the solution Xˆ(k) to (4.23) are
related to each other as h(k) = Xˆ(−k∗)†. Thus, it is enough to prove (a), and the results
in (b) and (c) follow from (a). For the proof of (a) we proceed as follows. We remark that
(4.23) is identical to the second line of (4.15). Hence, we equivalently need to solve the
second line of (4.15) and look for the general solution Xˆ(k) belonging toH2(C+). Thus, we
can repeat the beginning of the proof of Proposition 15.4 and show that if Xˆ(k) ∈ H2(C+)
is a solution to (4.23), then the quantity Ξ(k) defined in (15.27) is sectionally analytic in
k ∈ C, i.e. it is analytic in k ∈ C+ ∪ C−. However, for the rest of the proof we cannot
use the argument given in the proof of Proposition 15.4 because Xˆ(k) cannot be assumed
continuous in k ∈ C+ and cannot be assumed to have the behavior o(1) as k →∞ in C+.
So, we proceed as follows. First, we prove that the domain of analyticity of Ξ(k) given
in (15.27) but with Xˆ(k) ∈ H2(C+) extends to the entire complex plane C. This is done
as follows. Since Xˆ(k) ∈ H2(C+) we have Xˆ(k + iǫ) → Xˆ(k) as ǫ → 0+ a.e. in k ∈ R
and strongly in L2(R). For 0 < ǫ < 1, we use Cǫ to denote the positive boundary of the
rectangle in k ∈ C+ with respective corners located at a+iǫ, b+iǫ, b+i, a+i, where a and
b are some positive parameters with a < b. Similarly, we use C−ǫ to denote the positive
boundary of the rectangle in C− with respective corners located at b − iǫ, a − iǫ, a − i,
b− i. Since Ξ(k) defined in (15.27) is analytic in k ∈ C+ ∪C−, it follows from the Cauchy
integral formula that for any k inside Cǫ we have
Ξ(k) =
1
2πi
∫
Cǫ
dt
Ξ(t)
t− k +
1
2πi
∫
C−ǫ
dt
Ξ(t)
t− k , (15.48)
where the contribution by the second integral is zero. Let us choose a and b so that in the
limit ǫ → 0+ we have Ξ(a ± iǫ) → Ξ(a) and Ξ(b ± iǫ) → Ξ(b). Then, letting ǫ → 0+ in
(15.22) we get
Ξ(k) =
1
2πi
∫
C0
dt
Ξ(t)
t− k , (15.49)
where C0 is the positively oriented boundary of the rectangle with corners at −a − ib,
a − ib, a + ib, and −a + ib. From the representation in (15.49), we conclude that Ξ(k) is
analytic in the interior of the rectangle bounded by C0, including the segment of the real
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axis contained in that rectangle. Since we can let a → −∞ and b → +∞, we conclude
that Ξ(k) is in fact entire in k. With the help of (15.27) we conclude that Ξ(k) is an odd
function of k in C and we have
Ξ(−k) = −Ξ(k), k ∈ C. (15.50)
Since Ξ(k) defined in (15.27) has an analytic extension to the entire complex plane, in its
Maclaurin expansion of Ξ(k) given by
Ξ(k) =
∞∑
p=1
1
p!
[
Ξ(p)(0)
]
kp, k ∈ C, (15.51)
where the coefficient Ξ(p)(0) can be evaluated, with the help of the generalized Cauchy
integral formula as
Ξ(p)(0) :=
dp Ξ(k)
dkp
∣∣∣∣
k=0
=
p!
2πi
∫
Tr
dt
Ξ(t)
tp+1
, p = 0, 1, 2, . . . , (15.52)
where Tr is the circle of radius r centered at k = 0 traversed in the positive direction, with
r := |k|. Because of (15.50), from (15.52) we conclude that Ξ(p)(0) = 0 for even values of
p in (15.51). We will now estimate the integral in (15.52). Using (15.50), we have∣∣∣∣
∫
Tr
dt
Ξ(t)
tp+1
∣∣∣∣ ≤ 2
∫
T
+
r
|dt| |Ξ(t)|
rp+1
, (15.53)
where we use T+r to denote the upper semicircle of Tr. From Proposition 10.2(b) it follows
that there exists some positive number r0 such that
|J(k)| ≤ C |k|, |k| ≥ r0, k ∈ C+, (15.54)
for some generic constant C. On the other hand, since Xˆ(k) ∈ H2(C+), by (3.46) we have
|Xˆ(k)| ≤ C√|k| sin θ , k ∈ C+. (15.55)
Using (15.54) and (15.55) in the first line of (15.27), we have with k = r eiθ
|Ξ(r eiθ)| ≤ C
√
r√
sin θ
, r ≥ r0, k ∈ T+r , (15.56)
118
for some generic constant C. Using (15.56) in (15.53) we get the estimate
∣∣∣∣
∫
Tr
dt
Ξ(t)
tp+1
∣∣∣∣ ≤ Crp+1/2
∫ π/2
0
dθ√
sin θ
, (15.57)
where we have used |dt| = r dθ and that sin θ = sin(π − θ) for θ ∈ (0, π/2). The integral
on the right-hand side of (15.57) is convergent because the singularity of the integrand at
θ = 0 is an integrable singularity, as we have sin θ = θ + O(θ3) as θ → 0. In fact, that
integral is related to the complete elliptic integral of the first kind and we have
∫ π/2
0
dθ√
sin θ
=
√
2
∫ π/2
0
dθ√
1− 1
2
sin2 θ
= 2.62206, (15.58)
where we us an overline on a digit to indicate a round off. Thus, using (15.52), (15.57),
and (15.58), and letting r → +∞, we conclude that Ξ(p)(0) = 0 for p = 0, 1, . . . , and hence
from (15.51) we conclude that Ξ(k) ≡ 0. Then, from (15.27) we obtain Xˆ(k) as in the
adjoint of (15.45), i.e.
Xˆ(k) = −
N∑
j=1
(
2iκj Xˆ(iκj)N
†
j J(−k∗)†
k2 + κ2j
)
, k ∈ C+. (15.59)
Let us now investigate the general solution Xˆ(k) to (4.23) we have constructed in (15.59),
and let us show that it contains precisely N linearly independent row vector solutions.
For the proof we proceed as follows. From the first equality in (10.13) we know that
J(iκj)
†N †j = 0 and hence each column of N
†
j belongs to the kernel of J(iκj)
†. From
Proposition 10.2(d) we then conclude that the rank of N †j is equal to mj , which is the
nullity of the matrix J(iκj)
†. Since (4.23) is a linear homogeneous system, we then conclude
that the number of linearly independent solutions to (4.23) is equal to the sum of the ranks
of N †j for all j = 1, . . . , N, which is N given in (4.3). Let us remark that we can directly
infer from the explicit solution given in (15.59) that Xˆ(k) indeed belongs to the Hardy
space H2(C+). This can be argued as follows. From Proposition 10(b), (10.11), and
the first equality in (10.13) it follows that Xˆ(k) is analytic in k ∈ C+. Then, with the
help of Proposition 10(b) we conclude that Xˆ(k) is continuous in k ∈ C+. Then, from
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(10.10) we conclude that Xˆ(k) = O(1/k) as k → ∞ in C+. Thus, we can conclude that
Xˆ(k) ∈ H2(C+).
The following result is similar to the one given in Proposition 15.8. One of its impli-
cations is that if the scattering data set S belongs to the Marchenko class then (Vc), (Vd),
and (Ve) of Definition 4.3 are satisfied. Among its other implications, it also indicates
that if the input data set D belongs to the Faddeev class then the number of linearly
independent solutions to each of (4.22), (4.23), (4.24) is equal to the nonnegative integer
N appearing in (4.3), where the solutions are sought in a more restricted class than that
used in Proposition 15.8.
Proposition 15.9 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), (3a), and (4a) of
Definition 4.5. Let Fs(y) be the quantity constructed from S as in (4.7). Then:
(a) The number of linearly independent solutions Xˆ(k) to (4.23), as row vectors whose n
components belonging to Lˆ1(C+), is equal to N , where N is the nonnegative integer
defined in (4.3).
(b) The number of linearly independent solutions X(y) to (4.22), as a row vector whose
n components belonging to L1(R+), is equal to N .
(c) The number of linearly independent solutions h(k) to (4.24), as column vectors whose
n components belonging to Lˆ1(C+), is equal to N .
PROOF: By Proposition 15.7, we know that the solution X(y) to (4.22) and the solution
Xˆ(k) to (4.23) are related to each other as in (3.67) and (3.68). Furthermore, the same
proposition indicates that the solution h(k) to (4.24) and the solution Xˆ(k) to (4.23) are
related to each other as h(k) = Xˆ(−k∗)†. Thus, it is enough to prove (a), and the results
in (b) and (c) follow from (a). For the proof of (a) we proceed as follows. We remark that
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(4.23) is identical to the second line of (4.15). Hence, we equivalently need to solve the
second line of (4.15) and look for the general solution Xˆ(k) belonging to Lˆ1(C+). Thus,
we can repeat the proof of Proposition 15.4 from the beginning and obtain the solution
Xˆ(k) given as in the adjoint of (15.45), i.e.
Xˆ(k) = −
N∑
j=1
(
2iκj Xˆ(iκj)N
†
j J(−k∗)†
k2 + κ2j
)
, k ∈ C+. (15.60)
Since (4.23) and (4.15) differ from each other in the sense that the solution to (4.23)
does not need to satisfy the first line of (4.15), the solution Xˆ(k) given in (15.60) is the
general solution to (4.23). Let us show that the general solution Xˆ(k) given in (15.60)
contains precisely N linearly independent row vector solutions. For this we can use the
same argument given in the proof of Proposition 15.6, namely, that the rank of N †j is equal
to mj , which is the nullity of the matrix J(iκj)
†. Since (4.23) is a linear homogeneous
system, then from (15.60) we see that the number of linearly independent solutions to
(4.23) is equal to the sum of the ranks of N †j for all j = 1, . . . , N, which is N given in (4.3).
Let us remark that the solution Xˆ(k) in (15.59) and the solution Xˆ(k) in (15.60) coincide.
We know from Proposition 15.8 that Xˆ(k) of (15.59) belongs to the Hardy space H2(C+).
Let us now prove that Xˆ(k) of (15.60) indeed belongs to Lˆ1(C+). In other words, we would
like to prove that Xˆ(k) of (15.60) is analytic in k ∈ C+ and that it is the Fourier transform
of some function X(y), as in (3.67) and (3.68), where X(y) ∈ L1(R+) and X(y) = 0 for
y ∈ R−. In fact, this directly follows using Proposition 15.5 in (15.60).
In the next theorem, we show that if the input data set D given in (4.1) belongs to
the Faddeev class specified in Definition 4.1, then a corresponding scattering data set S as
in (4.2) exists, is unique, and belongs to the Marchenko class specified in Definition 4.5.
Theorem 15.10 For any input data set D in the Faddeev class specified in Definition 4.1,
there exists and uniquely exists a corresponding scattering data set S as in (4.2) belonging
to the Marchenko class specified in Definition 4.5.
PROOF: The existence and uniqueness of S(k) are implicitly given in the construction
steps (a)-(c) given in Chapter 9. The existence and uniqueness of the construction of
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the Jost function J(k) are implicitly given in the construction steps (a) and (b) given in
Chapter 9. Then, the existence and uniqueness of the constants κj , their multiplicities mj ,
and their number N are assured because such quantities are related to J(k) as described in
the step (f) in Chapter 9. The existence and uniqueness of the normalization matrices Mj
are implicit in the construction summary given in the step (g) in Chapter 9. Having proved
the existence and uniqueness of the corresponding S, let us now prove that S belongs to
the Marchenko class, i.e. that all the four conditions stated in Definition 4.5 are satisfied.
Let us first prove that (1) in Definition 4.5 holds when D belongs to the Faddeev class.
By Proposition 10.3(a) we know that S(k) satisfies (4.4). The property (4.5) follows from
Proposition 10.3(b). The boundedness of Fs(y) defined in y ∈ R and its integrability
in y ∈ R+ are given in Theorem 12.1 Thus, (1) is satisfied. Note that (2) follows from
Theorem 13.2(c) and the fact that the difference F (y)−Fs(y), as seen from (4.12), is a linear
combination of exponential functions with negative exponents in y ∈ R+ given by the right-
hand side of (5.2). The property (3a) in Definition 4.5 follows from Proposition 10.5(c).
Let us now prove (4a). By Proposition 15.1(b), the Marchenko integral operator for x = 0
is compact on L1(R+). Thus, (4.11) has a unique solution in L1(R+) if the only solution
in L1(R+) to (4.13) is the trivial solution. By Proposition 15.4(d) we know that the only
solution in L1(R+) to (4.14) is the trivial solution, and hence the only solution in L1(R+)
to (4.13) is also the trivial solution. Hence, (4a) holds.
The following proposition is related to the equivalences among (IIIa), (IIIb), and
(IIIc) of Definition 4.3.
Proposition 15.11 Consider a scattering data set S as in (4.2), which consists of an
n × n scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a
set of N constant n × n hermitian and nonnegative matrices Mj with respective positive
ranks mj , where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3.
Let Fs(y) be the quantity defined in (4.7), where S∞ is the constant n× n matrix defined
as in (4.6). Then, we have the following:
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(a) The row vector X(y) whose n components belonging to L2(R−) is a solution to (4.17)
if and only if Xˆ(k) related to X(y) as in (3.67) and (3.69) is a solution in the Hardy
space H2(C−) to (4.18).
(b) The row vector Xˆ(k) whose n components belonging to the Hardy space H2(C−) is a
solution to (4.18) if and only if the column vector h(k) with n components belonging
to H2(C−) satisfies (4.19), where Xˆ(k) and h(k) are related to each other as h(k) =
Xˆ(−k∗)†.
PROOF: We remark that the proof of (b) is obtained by taking the matrix adjoint of both
sides of (4.18) and by using S(k)† = S(−k) for k ∈ R, which follows from (4.4). So, we
only need to prove (a). From (3.67) and (3.69) we see that X(y) ∈ L2(R−) if and only if
Xˆ(k) ∈ H2(C−). Thus, we first need to show that if Xˆ(k) ∈ H2(C−) satisfies (4.18) then
X(y) ∈ L2(R−) satisfies (3.70). After that proof, we need to prove the converse. First, let
us show that (4.18) implies (4.17). From (4.18) we get
− 1
2π
∫ ∞
−∞
dk Xˆ(−k) eiky + 1
2π
∫ ∞
−∞
dk Xˆ(k)S(k) eiky = 0, (15.61)
Using (3.67) and (4.7) in (15.61), with the help of (11.36) we obtain
−X(y) +X(−y)S∞ +
∫ ∞
−∞
dz X(z)Fs(z + y), y ∈ R. (15.62)
Using X(y) = 0 for y ∈ R+, from (15.62) we get
−X(y) +
∫ 0
−∞
dz X(z)Fs(z + y) = 0, y ∈ R−. (15.63)
and hence we have proved that (4.18) implies (4.17). Let us now prove the converse. By
assuming that X(y) satisfies (4.17) we would like to show that Xˆ(k) satisfies (4.18). We
can extend X(y) to y ∈ R by letting X(y) = 0 for y ∈ R+. Let us multiply both sides
of (4.17) with X(y)† and integrate over y ∈ R with the understanding that X(y) = 0 for
y ∈ R+. We get
∫ ∞
−∞
dy
[
−X(y) +
∫ ∞
−∞
dz X(z)Fs(z + y)
]
X(y)† = 0. (15.64)
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Using (3.67) and (4.7) in (15.64), with the help of (11.37) we simplify the resulting equation
and obtain
1
2π
∫ ∞
−∞
dk
(
−Xˆ(−k) + Xˆ(k) [S(k)− S∞]
)
Xˆ(−k)† = 0. (15.65)
We can simplify the integral part of (15.65) further by using
1
2π
∫ ∞
−∞
dk Xˆ(k)S∞ Xˆ(−k)† =
∫ ∞
−∞
dy X(y)S∞X(−y)† = 0, (15.66)
which follows from (3.69) and the fact thatX(y) = 0 for y ∈ R+. Thus, (15.65) is equivalent
to ∫ ∞
−∞
dk
(
−Xˆ(−k) + Xˆ(k)S(k)
)
Xˆ(−k)† = 0. (15.67)
Note that (15.67) can be written as
∫ ∞
−∞
dk
(
−Xˆ(k) + Xˆ(−k)S(−k)
)
Xˆ(k)† = 0. (15.68)
By letting Xˆ1(k) := Xˆ(−k)S(−k), as indicated in (15.13) we know that (15.12) holds and
we have
||Xˆ1||2 = ||Xˆ||2. (15.69)
We can write (15.68) in terms of the scalar product on L2(R) as
−
(
Xˆ, Xˆ
)
+
(
Xˆ1, Xˆ
)
= 0. (15.70)
or equivalently as (
Xˆ1, Xˆ
)
= ||Xˆ||22. (15.71)
Applying the Schwarz inequality on the left-hand side of (15.71) we get
|
(
Xˆ1, Xˆ
)
| ≤ ||Xˆ1||2 ||Xˆ||2, (15.72)
where the equality holds if and only if Xˆ1(k) = c Xˆ(k) for some constant c. Using (15.69)
in (15.72) we get
|
(
Xˆ1, Xˆ
)
| ≤ ||Xˆ||22. (15.73)
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Comparing (15.71) and (15.73) we see that we must have the equality holding in the
Schwarz inequality and hence
Xˆ1(k) = c Xˆ(k). (15.74)
Using (15.74) in (15.71) we determine that either Xˆ(k) ≡ 0 or c = 1. In the former case
Xˆ(k) clearly satisfies (4.18), because (4.18) is a homogeneous Riemann-Hilbert problem.
In the latter case (15.74) with c = 1 yields
Xˆ(−k)S(−k) = Xˆ(k), k ∈ R, (15.75)
which is equivalent to (4.18). Hence, the proof is complete.
The following result shows that the only solution to the linear homogeneous integral
equation appearing in (IIIa) of Definition 4.3 is the trivial solution. The result is analogous
to a part of Theorem 3.5.1 of [2]. However, we could not rely on the proof given in [2]
because the proof in [2] assumes that the quantity Xˆ(k) given in (3.68) is analytic in
k ∈ C+, continuous in k ∈ C+, and uniformly o(1) as k → ∞ in C+ when the quantity
X(y) in (3.68) is only square integrable in y ∈ R+. In Example 26.2 we illustrate that
Xˆ(k) may not have such a nice behavior unless X(y) is also integrable.
Proposition 15.12 Consider a scattering data set S as in (4.2), which consists of an
n × n scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a
set of N constant n × n hermitian and nonnegative matrices Mj with respective positive
ranks mj , where N is a nonnegative integer. Assume that S satisfies (1), (2), (3a), and
(4a) of Definition 4.5. Let Fs(y) be the quantity constructed from S as in (4.7). Then:
(a) The only solution X(y) in L2(R−) to (4.17) is the trivial solution X(y) ≡ 0.
(b) The only solution Xˆ(k) in H2(C−) to (4.18) is the trivial solution Xˆ(k) ≡ 0.
(c) The only solution h(k)) in H2(C−) to (4.19) is the trivial solution h(k) ≡ 0.
PROOF: By Proposition 15.11 we know that X(y) ∈ L2(R−) satisfies (4.17) if and only if
Xˆ(k) ∈ H2(C−) satisfies (4.18), where X(y) and Xˆ(k) are related to each other as in (3.67)
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and (3.69). Furthermore, by the same proposition we know that h(k) ∈ H2(C−) is a solu-
tion to (4.19) if and only if Xˆ(k) ∈ H2(C−) is a solution to (4.18), where h(k) = Xˆ(−k∗)†.
Hence, to prove our proposition, it is enough to prove that Xˆ(k) ≡ 0. As also indicated in
the proof of Proposition 15.4, the Jost matrix J(k) constructed from the scattering data
set S satisfies (4.10) and possesses all the properties listed in Proposition 10.2. Thus, in
(4.18) we can replace S(k) by −J(−k) J(k)−1 and we get
Xˆ(−k) + Xˆ(k) J(−k) J(k)−1 = 0, k ∈ R, (15.76)
or equivalently
Xˆ(−k) J(k) + Xˆ(k) J(−k) = 0, k ∈ R, (15.77)
where Xˆ(k) is analytic in k ∈ C− and J(k) is analytic in k ∈ C+ and continuous in
k ∈ C+. We then consider the sectionally analytic function Ξ(k) defined on the complex
plane C as
Ξ(k) :=
{
Xˆ(−k) J(k), k ∈ C+,
−Xˆ(k) J(−k), k ∈ C−.
(15.78)
Since Xˆ(k) belongs to the Hardy space H2(C−), it follows that for any k ∈ R we have
Xˆ(k − iǫ) → Xˆ(k) as ǫ → 0+ a.e. in k ∈ R and strongly in L2(R). As in the proof of
Proposition 15.8, for 0 < ǫ < 1, we use Cǫ to denote the positive boundary of the rectangle
in C+ with respective corners located at a+ iǫ, b+ iǫ, b+ i, a+ i, where a and b are some
positive parameters with a < b. Similarly, we use C−ǫ to denote the positive boundary of
the rectangle in C− with respective corners located at b− iǫ, a− iǫ, a− i, b− i. Since Ξ(k)
defined in (15.78) is analytic in k ∈ C+ ∪C−, it follows from the Cauchy integral formula
that for any k inside Cǫ we have
Ξ(k) =
1
2πi
∫
Cǫ
dt
Ξ(t)
t− k +
1
2πi
∫
C−ǫ
dt
Ξ(t)
t− k , (15.79)
where the contribution by the second integral is zero. Let us choose a and b so that in the
limit ǫ → 0+ we have Ξ(a ± iǫ) → Ξ(a) and Ξ(b ± iǫ) → Ξ(b). Then, letting ǫ → 0+ in
(15.79) we get
Ξ(k) =
1
2πi
∫
C0
dt
Ξ(t)
t− k , (15.80)
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where C0 is the positively oriented boundary of the rectangle with corners at −a − ib,
a − ib, a + ib, and −a + ib. From the representation in (15.80), we conclude that Ξ(k) is
analytic in the interior of the rectangle bounded by C0, including the segment of the real
axis contained in that rectangle. Since we can let a → −∞ and b → +∞, we conclude
that Ξ(k) is in fact entire in k. With the help of (15.78) we conclude that Ξ(k) is an odd
function of k in C and we have
Ξ(−k) = −Ξ(k), k ∈ C. (15.81)
Since Ξ(k) defined in (15.78) has an analytic extension to the entire complex plane, in its
Maclaurin expansion of Ξ(k) given by
Ξ(k) =
∞∑
p=1
1
p!
[
Ξ(p)(0)
]
kp, k ∈ C, (15.82)
where the coefficient Ξ(p)(0) can be evaluated, with the help of the generalized Cauchy
integral formula as
Ξ(p)(0) :=
dp Ξ(k)
dkp
∣∣∣∣
k=0
=
p!
2πi
∫
Tr
dt
Ξ(t)
tp+1
, p = 0, 1, 2, . . . , (15.83)
where Tr is the circle of radius r centered at k = 0 traversed in the positive direction, with
r := |k|. Because of (15.81), from (15.83) we conclude that Ξ(p)(0) = 0 for even values of
p in (15.82). We will now estimate the integral in (15.83). Using (15.81), we have∣∣∣∣
∫
Tr
dt
Ξ(t)
tp+1
∣∣∣∣ ≤ 2
∫
T
+
r
|dt| |Ξ(t)|
rp+1
, (15.84)
where we use T+r to denote the upper semicircle of Tr. From Proposition 10.2(b) it follows
that there exists some positive number r0 such that
|J(k)| ≤ C |k|, |k| ≥ r0, k ∈ C+, (15.85)
for some generic constant C. On the other hand, since Xˆ(k) ∈ H2(C−), we have Xˆ(−k) ∈
H2(C+), and hence by (3.46) we have
|Xˆ(−k)| ≤ C√|k| sin θ , k ∈ C+. (15.86)
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Using (15.85) and (15.86) in the first line of (15.78), we have with k = r eiθ
|Ξ(r eiθ)| ≤ C
√
r√
sin θ
, r ≥ r0, k ∈ T+r , (15.87)
for some generic constant C. Using (15.87) in (15.84) we get the estimate
∣∣∣∣
∫
Tr
dt
Ξ(t)
tp+1
∣∣∣∣ ≤ Crp+1/2
∫ π/2
0
dθ√
sin θ
, (15.88)
where we have used |dt| = r dθ and that sin θ = sin(π−θ) for θ ∈ (0, π/2). From (15.58) we
know that the integral on the right-hand side of (15.88). is convergent Thus, using (15.58),
(15.83), (15.88), and letting r → +∞, we conclude that Ξ(p)(0) = 0 for p = 0, 1, . . . , and
hence from (15.82) we conclude that Ξ(k) ≡ 0, yielding Xˆ(k) ≡ 0. Thus, our proof is
complete.
Among various implications of Proposition 15.12, one consequence is that ifD belongs
to the Faddeev class then each of (IIIa), (IIIb), and (IIIc) of Definition 4.3 is satisfied.
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16. THE SOLUTION TO THE INVERSE PROBLEM
In this chapter, given the scattering data set S in (4.2) belonging to the Marchenko
class specified in Definition 4.5, our primary goal is to show that there exists a unique data
set D belonging to the Faddeev class, with the understanding that the boundary matrices
A and B are unique up to a multiplication from the right by an invertible matrix.
We summarize the construction of D from S as follows, where the existence and
uniqueness are implicit at each step:
(a) From the large-k asymptotics of the scattering matrix S(k), with the help of (4.6),
we determine the n × n constant matrix S∞. We then determine the constant n × n
matrix G1 specified in (14.1). As we show in Proposition 16.4, the matrices S∞ and
G1 are hermitian when S satisfies the condition (1) of Definition 4.5.
(b) In terms of the quantities in S, we uniquely construct the n×n matrix Fs(y) by using
(4.7) and the n× n matrix F (y) by using (4.12).
(c) One uses the matrix F (y) as input to the Marchenko integral equation (13.1). When
F (y) is integrable in y ∈ (x,+∞) for each x ∈ R+, we show in Proposition 16.1 that,
for each fixed x ∈ R+, there exists a solution K(x, y) integrable in y ∈ (x,+∞) to
(13.1) and such a solution is unique. The solution K(x, y) can be constructed by
iterating (13.1). Even though K(x, y) is constructed for y > x > 0, one can extend
K(x, y) to y ∈ R+ by letting K(x, y) = 0 for 0 ≤ y < x.
(d) Having obtained K(x, y) uniquely from S, one constructs the potential V (x) via (10.4)
and also constructs the Jost solution f(k, x) via (10.6). Then, as indicated in Proposi-
tion 16.11, by using (I) of Definition 4.3 and (2) and (4a) of Definition 4.2, one proves
that the constructed V satisfies (2.2) and (2.3) and that the constructed f(k, x) sat-
isfies (2.1) with the constructed potential V (x).
(e) Having obtained K(x, y) uniquely, one also obtains the n×n constant matrix K(0, 0)
via (10.5) and proves that K(0, 0) is hermitian.
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(f) With the help of the uniquely constructed n × n constant hermitian matrices S∞,
G1, and K(0, 0), one constructs the boundary matrices A and B by solving the linear
homogeneous system (14.2) in such a way that the rank of the 2n× n matrix
[
A
B
]
is
equal to n. The details of this step are provided in Proposition 16.9. One proves that
the solution pair of matrices A and B to (14.2) is unique up to a multiplication on
the right by an invertible matrix. One also proves that any solution to (14.2) satisfies
(2.5) and the full rank of the matrix
[
A
B
]
guarantees that (2.6) is satisfied. Note that,
if K(0, 0) were not well defined, then, as seen from (10.5), the potential V constructed
via (10.4) would not be integrable, which cannot happen if the scattering data set
belongs to the Marchenko class.
(g) Having constructed the Jost solution f(k, x), one then constructs the physical solu-
tion Ψ(k, x) via (9.4) and the normalized bound-state matrices Ψj(x) via (9.8). One
then proves that the constructed matrix Ψ(k, x) satisfies (2.1) and (2.4) and that the
constructed Ψj(x) satisfies (2.1) at k = iκj and also (2.4), where A and B are the
matrices constructed as explained in the previous step. In the proof that Ψ(k, x) and
Ψj(x) each satisfy (2.4), one uses (3a) of Definition 4.5.
The following proposition discusses the unique solvability of the Marchenko equation
(13.1), and it also indicates the equivalence of (4a) and (4b) of Definition 4.2.
Proposition 16.1 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Then:
(a) For each fixed x > 0, the Marchenko integral operator associated with (13.1) is compact
on L1(x < y < +∞), the corresponding homogeneous Marchenko equation has only the
trivial solution in L1(x < y < +∞), and the Marchenko equation (13.1) has a unique
solution K(x, y) in y ∈ L1(x < y < +∞). Moreover, for each fixed x > 0, the solution
K(x, y) to the Marchenko equation actually belongs to L1(x < y < +∞) ∩ L∞(x <
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y < +∞). Hence, K(x, y) in particular belongs to L2(x < y < +∞).
(b) Without any further assumption, the result in (a) may not hold at x = 0. If the
scattering data further satisfies (4a) of Definition 4.5, then the result in (a) also holds
at x = 0. In other words, if the scattering data set S satisfies (I) and (4a), then
for each fixed x ≥ 0 the Marchenko integral equation (13.1) is uniquely solvable in
L1(x < y < +∞), and the unique solution K(x, y) actually belongs to L1(x < y <
+∞) ∩ L∞(x < y < +∞). Hence, K(x, y) in particular belongs to L2(x < y < +∞).
(c) The condition (4a) and (4b) of Proposition 4.2 are equivalent.
PROOF: Because the scattering data satisfies (I), it follows that Fs(y) given in (4.7) is
bounded and integrable in y ∈ R+. Then, from (4.12) we see that F (y) given in (4.12) is
also bounded and integrable in y ∈ R+. Hence, the result of Proposition 3.3 applies. Thus,
for each fixed x > 0, the Marchenko integral operator is compact on L1(x < y < +∞).
It is proved in Theorem 3.4.1 on p. 82 of [2] that the Marchenko equation (13.1) has
a unique solution in L1(x < y < +∞). Then, from Proposition 3.3(c) it follows that
the solution K(x, y) to the Marchenko equation also belongs to L∞(x < y < +∞). The
integrability and the boundedness implies the square integrability, and hence K(x, y) in
particular belongs to L2(x < y < +∞). Thus, the proof of (a) is complete. As later shown
in Example 26.14, where (I) is satisfied but (4a) is not satisfied, the result in (a) does not
necessarily hold at x = 0. The further assumption (4a) assures that the result of (a) also
holds at x = 0. Thus, the proof of (b) is completed. As stated in Proposition 3.3(b), the
equivalence of (4a) and (4b) directly follows from the fact that the Marchenko integral
operator is compact on L1(R+), which is already established in (a).
As Proposition 16.1(a) indicates, the unique solvability of the Marchenko equation
(13.1) on L1(x,+∞) for each x ∈ R+ is solely determined by S(k) satisfying (I) and that
the unique solvability is unaffected by the bound-state data. In other words, for the unique
solvability of the Marchenko equation, it does not matter what N is, what the κj-values
are, and what Mj are as long as N is a finite nonnegative integer, the κj are distinct
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and positive, and the Mj are nonnegative hermitian n × n matrices of positive rank. On
the other hand, if we want to relate our scattering data set S in (4.2) to some data set
D in (4.1) belonging to the Faddeev class, where V is the potential and {κj ,Mj}Nj=1 is
the bound-state data set, then S must satisfy further restrictions. In other words, the
potential V (x) constructed from the unique solution K(x, y) to the Marchenko equation
(13.1) via (10.4) must satisfy (2.2) and (2.3) and that the physical solution Ψ(k, x) and
the bound-state solutions Ψj(x) constructed via (9.4) and (9.8), respectively, must satisfy
the boundary condition (2.4). We further impose (2) of Definition 4.2 on the scattering
data set S so that (2.3) is satisfied. We also impose (3a) of Definition 4.2 on the scattering
data set S so that Ψ(k, x) and Ψj(x) each satisfy (2.4).
The following result shows that when S is a scattering data set that belongs to the
Marchenko class, then the solution to the inverse problem S 7→ D must be unique, with
the understanding that the boundary matrices A and B are uniquely determined only up
to a postmultiplication by an invertible matrix.
Proposition 16.2 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S belongs to the Marchenko class
specified in Definition 4.5. Then, two distinct input data sets D1 := {V1, A1, B1} and
D2 := {V2, A2, B2} in the Faddeev class corresponding to the same S must be related to
each other as
V1(x) ≡ V2(x), A1 = A2 T, B1 = B2 T, (16.1)
where T is an n× n invertible matrix.
PROOF: As shown in Proposition 6.2, the scattering data set S yields a unique solution
K(x, y) to the Marchenko integral equation, and the potential V (x) is uniquely constructed
from K(x, y) via (10.4). Hence, we must have V1(x) ≡ V2(x). The Jost solution f(k, x) is
constructed from K(x, y) as in (10.6), and hence the constructed f(k, x) is unique. The
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physical solution Ψ(k, x) is constructed from f(k, x) and S(k) as in (9.4) and hence we
must have
Ψ1(k, x) ≡ Ψ2(k, x), Ψ′1(k, x) ≡ Ψ′2(k, x), (16.2)
where Ψ1(k, x) and Ψ2(k, x) are the constructed physical solutions associated with D1 and
D2, respectively. Let ϕ1(k, x) and ϕ2(k, x) be the constructed regular solutions associated
with D1 and D2, respectively. We then see from (9.5) that
ϕ1(k, 0) = A1, ϕ
′
1(k, 0) = B1, ϕ2(k, 0) = A2, ϕ2(k, 0) = B2. (16.3)
Let J1(k) and J2(k) be the constructed Jost matrices associated with D1 and D2, respec-
tively. From (9.6) we see that
Ψ1(k, x) = −2ik ϕ1(k, x) J1(k), Ψ2(k, x) = −2ik ϕ2(k, x) J2(k). (16.4)
Using (16.3) and (16.4) in (16.2) we obtain
A1 J1(k) = A2 J2(k), B1 J1(k) = B2 J2(k), k ∈ R \ {0}. (16.5)
By Proposition 10.2(a) we know that the constructed Jost matrix is invertible for k ∈
R \ {0}, from (16.5) we obtain
A1 = A2 J2(k) J1(k)
−1, B1 = B2 J2(k) J1(k)
−1, k ∈ R \ {0}, (16.6)
confirming the second and third equalities in (16.1) with T being equal to J2(k) J1(k)
−1
for any real nonzero k-value.
Analogous to (3.96), let us define
τ(x) :=
∫ ∞
x
dz |F ′(z)|, τ1(x) :=
∫ ∞
x
dz z |F ′(z)|, x ≥ 0, (16.7)
where F ′(y) is the derivative of the quantity F (y) appearing in (4.12). Comparing (16.7)
with (3.97)-(3.99), we see that
x τ(x) ≤ τ1(x),
∫ ∞
x
dz τ(z) ≤ τ1(x), (16.8)
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∫ ∞
0
dz (1 + z) [τ(z)]2 ≤ [τ(0) + τ1(0)] τ1(0). (16.9)
Comparing (4.8) and (16.7) we see that τ(0) and τ1(0) are both finite when the condition
(2) of Definition 4.2 holds.
In the next proposition, we continue to present certain properties of the solution
K(x, y) to the Marchenko equation (13.1).
Proposition 16.3 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Let Fs(y) and F (y) be the quantities defined in (4.7)
and (4.12), respectively. Assume that S satisfies (I) of Definition 4.3 and that F ′s(y) is
integrable in y ∈ R+. Then:
(a) The quantities Fs(y) and F (y) are continuous in y ∈ R+ and vanish as y → +∞.
Furthermore, they have finite limits, Fs(0
+) and F (0+), respectively, as y → 0+.
Consequently, they are uniformly bounded in y ∈ R+.
(b) The solution K(x, y) to the Marchenko equation satisfies
|K(x, y)| ≤ C τ(x+ y), 0 < x ≤ y, (16.10)
where C is a generic constant and τ(x) is the scalar quantity defined in (16.7). If S
further satisfies (4a), then we have
|K(x, y)| ≤ C τ(x+ y), 0 ≤ x ≤ y. (16.11)
PROOF: Since F ′s(y) is assumed to be integrable in y ∈ R+, we have
Fs(y) = −
∫ ∞
y
dz F ′s(z), y ∈ R+. (16.12)
Using Lebesgue’s dominated convergence theorem on (16.12) we conclude that Fs(y) is
continuous in y ∈ R+, Fs(y) vanishes as y → +∞, and Fs(0+) is finite. These three
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properties also hold for F (y) because F (y) is related to Fs(y) as in (4.12), where all κj are
positive. Hence, the second sentence of (a) is valid. Let us now prove (b). From (16.12)
we obtain
|F (y)| ≤
∫ ∞
y
dz |F ′(z)| = τ(y), y ≥ 0. (16.13)
From the Marchenko equation (13.1) we obtain
|K(x, y)| ≤ |F (x+ y)|+
∫ ∞
x
dz |K(x, z)| |F (z + y)|, 0 < x ≤ y. (16.14)
Using (16.13) in (16.14) we obtain
|K(x, y)| ≤ τ(x+ y) +
∫ ∞
x
dz |K(x, z)| τ(z + y), 0 < x ≤ y. (16.15)
Since τ(x) defined in (16.7) is a nonincreasing function in x ∈ R+, from (16.15) we get
|K(x, y)| ≤ τ(x+ y) + τ(x+ y)
∫ ∞
x
dz |K(x, z)|, 0 < x ≤ y. (16.16)
As asserted in Proposition 16.1(a), K(x, y) is integrable in y ∈ (x,+∞), and hence the
integral in (16.16) is bounded, yielding
|K(x, y)| ≤ τ(x+ y) + C τ(x+ y), 0 < x ≤ y, (16.17)
for some constant C. From (16.17) we obtain (16.10) for some generic constant C. Under
the further assumption that S satisfies (4a), the results in (16.14)-(16.17) hold also at
x = 0, and hence we conclude (16.11). Thus, the proof is complete.
In the next proposition, we study the relevant properties of some quantities related
to the scattering matrix S(k) and the solution K(x, y) to the Marchenko integral equation
(13.1).
Proposition 16.4 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Let
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Fs(y) and F (y) be the quantities defined in (4.7) and (4.12), respectively, where S∞ is the
constant n × n matrix defined as in (4.6). Let K(x, y) be the unique solution to (13.1),
whose existence and uniqueness for each fixed x > 0 are assured by Proposition 16.1(a).
Then:
(a) The matrix S∞ satisfies
S∞ = S
†
∞ = S
−1
∞ , (16.18)
and hence S∞ is hermitian and each eigenvalue of S∞ is either +1 or −1.
(b) The matrices Fs(y) and F (y) are hermitian for every y ∈ R+.
(c) The n × n matrix K(x, x) is hermitian for each fixed x ∈ R+. Under the further
assumption of (4a) of Definition 4.2, the matrix K(x, x) is hermitian for x ≥ 0. In
particular, the hermitian property of K(0, 0) is assured under the additional assump-
tion of (4a).
(d) If the scattering data set S satisfies (1) of Definition 4.2, then the n × n constant
matrix G1 given in (14.1) is hermitian.
PROOF: Note that (4.4) yields (16.18) and hence S∞ is hermitian and unitary. Thus,
each eigenvalue of S∞ must be real and equal to either +1 or −1, establishing (a). Let us
now turn to the proof of (b). The hermitian property of Fs(y) is obtained by using the
first equality of (4.4) as well as (a) in (4.7). Because the matrices Mj are hermitian, the
κj-values are real, and we have already proved that Fs(y) is hermitian for every y ∈ R+,
it follows from (4.12) that F (y) is hermitian for every y ∈ R+. Thus, the proof of (b) is
complete. The proof of (c) can be found on p. 122 of [2] and based on the fact that F (y) is
hermitian and that the Marchenko equation (13.1) is uniquely solvable for each x ∈ R+, as
indicated in Proposition 16.1(b). Under the additional assumption of (4a), the Marchenko
equation is uniquely solvable for each x ≥ 0 and the proof of the hermitian property of
K(x, x) for each x ≥ 0 again follows from p. 122 of [2]. Let us now turn to the proof of
(d). The assumption (1) assures the existence of G1, and the hermitian property of G1
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follows from the fact that S(k) is hermitian as stated in the first equality in (4.4) and that
S∞ is hermitian as stated in (a) and we have ik appearing as a factor on the right-hand
side of (14.1).
From Theorem 15.10 and Proposition 16.4(c) it follows that the matrix K(x, x) is
hermitian for each x ≥ 0 when the input data set D in (4.1) belongs to the Faddeev class.
On the other hand, we remark that, in the Faddeev class, in general the solution K(x, y)
to the Marchenko integral equation (13.1) is not hermitian when 0 ≤ x < y.
As mentioned in Chapter 13, in the analysis of the inverse problem for (2.1) with
the general selfadjoint boundary condition (2.4), the derivative Marchenko equation (13.7)
plays an equally important role as the Marchenko equation (13.1). Let us further elaborate
on this issue. In order to prove that the physical solution Ψ(k, x) constructed as in (9.4)
satisfies the boundary condition, one needs to construct both f(k, x) and f ′(k, x), where
f(k, x) is the Jost solution to (2.1) constructed as in (10.6) and K(x, y) is obtained by
solving the Marchenko equation (13.1). Thus, unless the boundary condition (2.4) is the
Dirichlet boundary, the construction of the physical solution also requires the construction
of f ′(k, x), and this requires the analysis of the derivative Marchenko equation (13.7). In
the special case with the Dirichlet boundary condition studied in [2], the analysis of the
derivative Marchenko equation (13.7) is not needed for the satisfaction of the boundary
condition. It turns out that, under appropriate restrictions on our scattering data, which
are all satisfied when the scattering data belongs to the Marchenko class, the derivative
Marchenko equation (13.7) is uniquely solvable and its unique solution is given by Kx(x, y),
where K(x, y) is the unique solution to the Marchenko equation (13.1). A proof of this is
given in Lemma 5.3.3 of [2] under the restriction that the derivative F ′(y) is continuous in
y ∈ R+, where F (y) is the quantity defined in (4.12). In general, when the input data set
D in (4.1) is in the Faddeev class, the constructed F ′(y) in the corresponding scattering
data set S is not necessarily continuous in y ∈ R+. We extend the proof in [2] without
requiring the continuity of F ′(y) in y ∈ R+, by only using the integrability of F ′(y) in
y ∈ R+. From Definition 4.2 we see that the integrability of F ′(y) in y ∈ R+ is assured if
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S satisfies the property (2).
Proposition 16.5 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Assume
also that F ′s(y) is integrable in y ∈ R+, where Fs(y) is the quantity defined in (4.7). Then:
(a) For each fixed x > 0, the derivative Marchenko integral operator associated with
(13.7) is compact on L1(x < y < +∞), the corresponding homogeneous derivative
Marchenko equation has only the trivial solution in L1(x < y < +∞), and the deriva-
tive Marchenko equation (13.7) has a unique solution L(x, y) in L1(x < y < +∞).
(b) For each fixed x > 0, the unique solution L(x, y) to (13.7) is equal to Kx(x, y), where
K(x, y) is the unique solution to the Marchenko equation (13.1), whose existence and
uniqueness are established in Proposition 16.1(a).
(c) Without any further assumption, the result in (a) may not hold at x = 0. If the
scattering data further satisfies (4a) in Definition 4.5, then the result in (a) also holds
at x = 0. In other words, if the scattering data set S satisfies (1) and (4a) and we
also have the integrability of F ′s(y) in y ∈ R+, then (13.7) is uniquely solvable with
the solution L(x, y) which is integrable in L1(x < y < +∞) for each x ∈ [0,+∞).
(d) When (4a) is also satisfied, the solution L(x, y) to (13.7) satisfies L(x, y) = Kx(x, y)
for 0 ≤ x ≤ y, where K(x, y) is the solution to (13.1), whose existence and uniqueness
is established in Proposition 16.1(b).
PROOF: The proofs of (c) and (d) under the additional assumption (4a) are similar to the
proofs of (a) and (b) under the assumption (I). Thus, we only present the proofs for (a) and
(b). Let us compare the Marchenko equation (13.1) and the derivative Marchenko equation
(13.7). They have the same kernel and they only differ in their nonhomogeneous terms.
The nonhomogeneous term in (13.1) is F (x+ y) and the nonhomogeneous term in (13.7)
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is F ′(x + y) − K(x, x)F (x+ y). We will show that both nonhomogeneous terms belong
to L1(x < y < +∞) for each fixed x > 0, and as a result, the unique solvability stated in
(a) directly follows from Proposition 16.1(a). After that, it only remains to prove (b) by
showing that the unique solution to (13.7) is given by Kx(x, y). Let us first prove that the
aforementioned nonhomogeneous terms are both integrable in y ∈ (x,+∞) for each fixed
x > 0. The integrability of F (x+y) for y ∈ (x,+∞) is assured by the integrability of Fs(y)
in y ∈ R+, which is ensured by (I), and the fact that F (y) and Fs(y) are related to each
other as in (4.12) where the κj are all positive. The integrability of F
′(x+y) is assured by
the assumed integrability of F ′s(y) in y ∈ R+ and again by the fact that F (y) and Fs(y)
are related to each other as in (4.7) where the κj are all positive. The integrability of
K(x, x)F (x+ y) is assured by (3.28) and by the fact that K(x, x) is bounded, as assured
by Proposition 16.1(a), and that F (x + y) is integrable when y ∈ (x,+∞). Thus, the
nonhomogeneous term in (13.7) belongs to L1(x < y < +∞) for each fixed x > 0, and the
proof of (a) is complete. Hence, it only remains to prove (b) by showing that the unique
solution L(x, y) to (13.7) is given by Kx(x, y). A proof of this is given in Lemma 5.3.3 of [2]
by assuming that F ′s(y) is continuous in y ∈ R+. We will extend that proof by assuming
that F ′s(y) is integrable in y ∈ R+ instead of assuming that F ′s(y) is continuous in y ∈ R+.
We proceed as follows. By Proposition 16.1(a) we know that (13.1) has a unique solution
K(x, y), which can be written as
K(x, y) = −F (x+ y) (I +Ox)−1 , (16.19)
where Ox is the integral operator on L1(x < y < +∞) defined as
(X Ox) (y) :=
∫ ∞
x
dz X(z)F (z + y), 0 < x ≤ y. (16.20)
From Proposition 16.1(b) we know that for each x ≥ 0 the Marchenko integral operator is
compact and the homogeneous Marchenko integral equation has only the trivial solution.
Consequently, the operator (I+Ox) is invertible and the inverse (I+Ox)−1 is bounded as
an operator on L1(x < y < +∞). By (a) we are assured that (13.7) has a unique solution
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and we use L(x, y) to denote that solution. With the help of (16.20) we get
L(x, y) = [F ′(x+ y)−K(x, x)F (x+ y)] (I +Ox)−1 , (16.21)
where K(x, x) is obtained from (16.19) as K(x, x+). Let us now approximate F (y) by an
appropriate sequence {F (m)(y)}∞m=1 converging to F (y). We will soon see how to choose
the sequence. Let us use K(m)(x, y) to denote the solution to (13.1) when F (m)(y) is used
there instead of F (y), i.e. we would like K(m)(x, y) to satisfy
K(m)(x, y) + F (m)(x+ y) +
∫ ∞
x
dz K(m)(x, z)F (m)(z + y) = 0, 0 < x ≤ y. (16.22)
From (13.1) and (16.22) we obtain
|K(m)(x, y)−K(x, y)| ≤|F (m)(x+ y)− F (x+ y)|
+
∫ ∞
x
dz |K(m)(x, z)−K(x, z)| |F (m)(x+ y)|
+
∫ ∞
x
dz |K(x, z)| |F (m)(x+ y)− F (x+ y)|.
(16.23)
We also would like K
(m)
x (x, y), the x-derivative of K(m)(x, y), to be the solution to (13.7),
i.e.
K(m)x (x, y) + F
(m)′(x+ y)−K(m)(x, x)F (m)(x+ y)
+
∫ ∞
x
dz K(m)x (x, z)F
(m)(z + y) = 0, 0 < x ≤ y,
(16.24)
where F (m)′(y) denotes the y-derivative of F (m)(y). From (13.7) and (16.24) we obtain the
analog of (16.23) given by
|K(m)x (x, y)− L(x, y)| ≤|F (m)′(x+ y)− F ′(x+ y)|
+ |K(m)(x, x)−K(x, x)| |F (m)(x+ y)|
+ |K(x, x)| |F (m)(x+ y)− F (x+ y)|
+
∫ ∞
x
dz |K(m)(x, z)−K(x, z)| |F (m)(x+ y)|
+
∫ ∞
x
dz |K(x, z)| |F (m)(x+ y)− F (x+ y)|.
(16.25)
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From (16.23) and (16.25) we see that it is appropriate to choose the sequence {F (m)(y)}∞m=1
in such a way that F (m)(y) belongs to C∞0 (R
+), is uniformly bounded, i.e. satisfying
|F (m)(y)| ≤ c for some constant c for all m ≥ 1 and y ∈ R+, and converging uniformly to
F (y) in every compact subset of R+, and also satisfying
lim
m→+∞
∫ ∞
0
dy |F (m)(y)− F (y)| = 0, (16.26)
lim
m→+∞
∫ ∞
0
dy |F (m)′(y)− F ′(y)| = 0. (16.27)
Our goal is now to prove that
Kx(x, y) = L(x, y), 0 < x ≤ y, (16.28)
where we recall that Kx(x, y) is the x-derivative of the unique solution K(x, y) to (13.1).
In analogy with (16.20) let us introduce the sequence of operators on L1(x < y < +∞)
given by {O(m)x }∞m=1 and converging to Ox as m→ +∞. We define(
X O(m)x
)
(y) :=
∫ ∞
x
dz X(z)F (m)(z + y), 0 < x ≤ y. (16.29)
Since the constructed sequence {F (m)(y)}∞m=1 converges to F (y), we have the convergence
||O(m)x −Ox||L1(x<y<+∞) → 0 as m→ +∞ in the uniform norm of the bounded operators
on L1(x < y < +∞). Then, for m large enough, the operator
(
I +O(m)x
)
is invertible and
we have
lim
m→+∞
∥∥∥∥(I +O(m)x )−1 − (I +Ox)−1
∥∥∥∥
L1(x<y<+∞)
= 0, (16.30)
in the operator norm on L1(x < y < +∞). To see these, we proceed as follows. The
invertibility of the operator (I +Ox) has already been established, as argued below (16.20).
Furthermore, the result in (16.30) follows from the bounded invertibility theorem, i.e.
Theorem 1.16 on p. 196 of [27]. From (16.30) we get
lim
m→+∞
F (m)(x+ y)
(
I +O(m)x
)−1
= F (x+ y) (I +Ox)−1 . (16.31)
Having constructed the sequence {F (m)(y)}∞m=1 converging to F (y), let us now consider
the Marchenko equation (13.1) but F (y) replaced with F (m)(y) there. Since
(
I +O(m)x
)
is
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invertible for large m, the unique solution to the corresponding Marchenko equation with
input F (m)(y) for large m is, analogous to (16.19), given by
K(m)(x, y) = −F (m)(x+ y)
(
I +O(m)x
)−1
. (16.32)
Proceeding in a similar manner, for the derivative Marchenko integral equation (13.7) but
F (y) and F ′(y) replaced with F (m)(y) and F (m)′(y), respectively, there, for large enough
m we obtain
K(m)x (x, y) =
[
F (m)′(x+ y)−K(m)(x, x)F (m)(x+ y)
] (
I +O(m)x
)−1
. (16.33)
In order to obtain (16.33) we have used the invertibility of the operator
(
I +O(m)x
)
for large
m as well as the fact that the unique solution to the derivative Marchenko equation (13.7)
with input F (m)(y) and F (m)′(y) for large m is given by K
(m)
x (x, y), which is established
in Lemma 5.3.3 of [2]. From (16.30) we obtain
lim
m→+∞
[
F (m)′(x+ y) −K(m)(x, x)F (m)(x+ y)
](
I +O(m)x
)−1
= [F ′(x+ y)−K(x, x)F (x+ y)] (I +Ox)−1 .
(16.34)
Then, we see that (16.31) and (16.32) yields
lim
m→+∞
K(m)(x, y) = K(x, y), (16.35)
and we also see that (16.21) and (16.34) yields
lim
m→+∞
K(m)x (x, y) = L(x, y). (16.36)
For large m, we know that K
(m)
x (x, y) for large m is integrable in y ∈ R+ for each fixed
x ≥ 0, and hence we have
K(m)(x, y) = K(m)(0, y) +
∫ x
0
dz K(m)x (z, y). (16.37)
Postmultiplying (16.37) by a test function ϕ(y) belonging to C∞0 (R
+), and integrating
over y ∈ R+ we obtain∫ ∞
0
dyK(m)(x, y)ϕ(y) =
∫ ∞
0
dyK(m)(0, y)ϕ(y) +
∫ ∞
0
dy
∫ x
0
dz K(m)x (z, y)ϕ(y).
(16.38)
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Since K
(m)
x (z, y) is integrable in (z, y) in the domain of its integration in (16.38), we can
change the order of integration there and obtain
∫ ∞
0
dyK(m)(x, y)ϕ(y) =
∫ ∞
0
dyK(m)(0, y)ϕ(y) +
∫ x
0
dz
∫ ∞
0
dyK(m)x (z, y)ϕ(y).
(16.39)
By letting m→ +∞ in (16.39), with the help of (16.35) and (16.36), we obtain
∫ ∞
0
dyK(x, y)ϕ(y) =
∫ ∞
0
dyK(0, y)ϕ(y) +
∫ x
0
dz
∫ ∞
0
dy L(z, y)ϕ(y). (16.40)
Because L(x, y) is integrable in (z, y) in its domain of integration in (16.40), we can change
the order of integration there and obtain
∫ ∞
0
dyK(x, y)ϕ(y) =
∫ ∞
0
dyK(0, y)ϕ(y) +
∫ ∞
0
dy
∫ x
0
dz L(z, y)ϕ(y). (16.41)
because of the arbitrariness of the test function ϕ(y) in (16.41), we obtain
K(x, y) = K(0, y) +
∫ x
0
dz L(z, y), (16.42)
and by taking the x-derivative of both sides of (16.42) we obtain (16.28). Thus, the proof
is complete.
In the next proposition we obtain a useful bound on the solution Kx(x, y) to the
derivative Marchenko equation (13.7).
Proposition 16.6 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Assume
also that F ′s(y) is integrable in y ∈ R+, where Fs(y) is the quantity defined in (4.7). Then:
(a) For each fixed x > 0, the unique solution Kx(x, y) to the derivative Marchenko integral
equation (13.7) satisfies
|Kx(x, y)| ≤ |F ′(x+ y)|+ C, 0 < x ≤ y, (16.43)
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where F (y) is the quantity defined in (4.12) and C is a generic constant.
(b) Without any further assumption, the result in (a) may not hold at x = 0. If the
scattering data further satisfies (4a) in Definition 4.2, then the result in (a) also holds
at x = 0, i.e. we have
|Kx(x, y)| ≤ |F ′(x+ y)|+ C, 0 ≤ x ≤ y. (16.44)
(c) If the scattering data further satisfies (4a) in Definition 4.2, then we have
||Kx(x, ·)||L1(x<y<+∞) ≤ C ||F ′(x+ ·)−K(x, x)F (x+ ·)||L1(x<y<+∞), x ≥ 0,
(16.45)
for some generic constant C.
PROOF: By Proposition 16.5(b) we know that Kx(x, y) exists and that Kx(x, y) is inte-
grable in y ∈ (x,+∞) for each fixed x > 0. From (13.6) we obtain
|Kx(x, y)| ≤ |F ′(x+y)|+ |K(x, x)| |F (x+y)|+
∫ ∞
x
dz |Kx(x, z)| |F (z+y)|, 0 < x ≤ y.
(16.46)
From Proposition 16.3(a) we know that F (y) is uniformly bounded in y ∈ R+. Hence,
(16.46) yields
|Kx(x, y)| ≤ |F ′(x+ y)|+ C |K(x, x)|+ C
∫ ∞
x
dz |Kx(x, z)|, 0 < x ≤ y. (16.47)
From the aforementioned integrability of Kx(x, y) we conclude that the integral in (16.47)
is finite. Furthermore, using (16.11) in the middle term in (16.47) we obtain
|Kx(x, y)| ≤ |F ′(x+ y)|+ C τ(x+ y) + C, 0 < x ≤ y. (16.48)
where τ(x) is the scalar quantity defined in (16.7). Since τ(x) is a nonincreasing function
in x ∈ R+, we have τ(x + y) ≤ τ(0) < +∞, where the finiteness of τ(0) follows from
the first definition in (16.7) with the assumption that F ′(y) ∈ L1(R+). Thus, (16.48)
yields (16.44). Hence, the proof of (a) is complete. If we further have (4a), then from
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Propositions 16.3(b), 16.5(c), and 16.5(d), it follows that (16.43) holds also at x = 0,
and hence (16.44) is justified, and the proof of (b) is completed. Let us now turn to the
proof of (c). As in (16.20) let us use Ox to denote the Marchenko integral operator on
L1(x < y < +∞). From Proposition 16.5 we know that the derivative Marchenko integral
equation is uniquely solvable and the solution is given by Kx(x, y). Thus, from (16.21) we
obtain
Kx(x, y) = [F
′(x+ y)−K(x, x)F (x+ y)] (I +Ox)−1 . (16.49)
In the proof of Proposition 16.5 we have seen that the term F ′(x+ y)−K(x, x)F (x+ y)
belongs to L1(x < y < +∞), holding for each x ≥ 0 under the additional assumption of
(4a). Since (I +Ox)−1 is bounded on L1(x < y < +∞), from (16.49) we obtain
||Kx(x, ·)||L1(x<y<+∞)
≤ ||F ′(x+ ·)−K(x, x)F (x+ ·)||L1(x<y<+∞) || (I +Ox)−1 ||L1(x<y<+∞)
≤ C ||F ′(x+ ·)−K(x, x)F (x+ ·)||L1(x<y<+∞),
(16.50)
yielding (16.45).
The next proposition provides certain properties of Fs(y) defined in (4.7) and of its
derivative F ′s(y) given in (12.3).
Proposition 16.7 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Further
assume that F ′s(y) given in (12.3) is integrable in y ∈ R+ and is the sum of an integrable
function and a square integrable function in y ∈ R−. Then, we have the following:
(a) The matrix Fs(y) given in (4.7) is continuous in y ∈ R \ {0}.
(b) The limits Fs(0
+) and Fs(0
−) exist and we have (12.2) satisfied, where G1 is the
constant matrix appearing in (4.5).
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(c) The matrix F ′s(y) can be written as
F ′s(y) = G1 δ(y) +
◦
F ′s(y), y ∈ R, (16.51)
where the regular part
◦
F ′s(y) of F
′
s(y) is defined as
◦
F ′s(y) :=
{
F ′s(y), y ∈ R+,
F ′s(y), y ∈ R−.
(16.52)
PROOF: Since F ′s(y) is integrable in y ∈ R+, we can conclude that Fs(y) is continuous
in y ∈ R+ and that Fs(0+) exists. Since F ′s(y) is the sum of an integrable function and a
square-integrable function in y ∈ R−, it is locally integrable in y ∈ R− and hence Fs(y) is
continuous in y ∈ R− and that Fs(0−) exists. Thus, we have proved (a) and the first part
of (b). Let us now prove the rest of the proposition. Since F ′s(y) exists in y ∈ R \ {0} and
the limits Fs(0
±) exist, using integration by parts and interpreting the derivative in the
distribution sense, we conclude that
F ′s(y) =
[
Fs(0
+)− Fs(0−)
]
δ(y) +
◦
F ′s(y), (16.53)
where
◦
F ′s(y) is the quantity defined in (16.53). It only remains to prove that (12.2) holds,
i.e. the coefficient of the delta-distribution in (16.53) is equal to G1. Let us define
H(k) :=
∫ ∞
−∞
dy
◦
F ′s(y) e
−iky. (16.54)
The quantity H(k) exists because it corresponds to the Fourier transform of the sum of an
integrable function and a square-integrable function in y ∈ R. Let us use H∞(k) to denote
the Fourier transform of the integrable part of
◦
F ′s(y) and use H2(k) to denote the Fourier
transform of the square-integrable part of
◦
F ′s(y). Thus, we have
H(k) = H∞(k) +H2(k), k ∈ R. (16.55)
We remark that H∞(k) is bounded in k ∈ R because it is the Fourier transform of an
integrable function, and furthermore, with the help of the Riemann-Lebesgue lemma, it
follows that
H∞(k) = o(1), k → ±∞. (16.56)
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On the other hand, H2(k) itself is square integrable in k ∈ R because it is the Fourier
transform of a square-integrable function. Let us use Fˆ ′s(k) to denote the Fourier transform
of F ′s(y), where we have defined
Fˆ ′s(k) :=
∫ ∞
−∞
dy F ′s(y) e
−iky. (16.57)
From (4.5) and (12.3) we see that Fˆ ′s(k) is given by
Fˆ ′s(k) = G1 +H3(k), k ∈ R, (16.58)
where, as seen from (4.5), we have H3(k) has the behavior of the product of ik and o(1/k)
as k → ±∞. Thus, we obtain
H3(k) = o(1), k → ±∞. (16.59)
From (16.53)-(16.59) we obtain
Fs(0
+)− Fs(0−) +H∞(k) +H2(k) = G1 +H3(k), k ∈ R. (16.60)
Let us write (16.60) as
Fs(0
+)− Fs(0−)−G1 +Hs(k) = H3(k)−H∞(k), k ∈ R. (16.61)
With the help of (16.56) and (16.59) we see that the right-hand side of (16.61) vanishes as
k → ±∞. In general, the Fourier transform of a square-integrable function does not vanish
as k → ±∞ and hence we cannot conclude that H2(k) = o(1) as k → ±∞. On the other
hand, since the right-hand side of (16.61) has the limit zero as k → ±∞, we conclude that
H2(k) must have a limit as k → ±∞ and, since H2(k) itself is square integrable in k ∈ R,
that limit must be zero. Thus, the left-hand side of (16.61) in the limit as k → ±∞ yields
Fs(0
+)− Fs(0−)−G1 = 0, (16.62)
proving that (12.2) holds, and hence (16.62) asserts that (16.51) holds.
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The following result is needed in the proof of Proposition 18.1.
Proposition 16.8 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Let Fs(y) be the quantity defined in (4.7). Assume
that S satisfies (I) of Definition 4.3. Furthermore, assume that F ′s(y) given in (12.3) is
integrable in y ∈ R+ and is the sum of an integrable function and a square integrable
function in y ∈ R−. Then, we have the following:
∫ ∞
−∞
dy Fs(y)Fs(y + x) = −Fs(−x)S∞ − S∞ Fs(x), x ∈ R, (16.63)
∫ ∞
−∞
dy Fs(z + y)Fs(y + x) = −Fs(z − x)S∞ − S∞ Fs(x− z), x, z ∈ R, (16.64)
∫ ∞
−∞
dy F ′s(y)Fs(y + x) = −F ′s(−x)S∞ + S∞ F ′s(x), x ∈ R \ {0}, (16.65)
∫ ∞
−∞
dy
◦
F ′s(y)Fs(y + x) = −
◦
F ′s(−x)S∞ + S∞
◦
F ′s(x)−G1 Fs(x), x ∈ R, (16.66)
where
◦
F ′s(y) is the quantity related to F
′
s(y) as in (16.52) and G1 is the constant matrix
appearing in (4.5).
PROOF: Note that (16.63) is obtained from (16.64) by setting z = 0 there and hence we can
skip the proof of (16.63). Let us first prove (16.64). If (1) holds, then from Proposition 4.4
we can conclude that Fs(y) is square integrable in y ∈ R. Hence, the integrand in (16.64),
being the product of two square-integrable functions, is integrable, and as a result the
integral on the left-hand side of (16.64) exists. Using (4.7) we evaluate the left-hand side
of (16.64), and with the help of (11.37) we get
∫ ∞
−∞
dy Fs(z + y)Fs(y + x) =
1
2π
∫ ∞
−∞
dk [S(k)− S∞] [S(−k)− S∞] eik(z−x). (16.67)
From (4.4) and (16.60) we have
[S(k)− S∞] [S(−k)− S∞] = − [S(k)− S∞]S∞ − S∞ [S(−k)− S∞] , k ∈ R. (16.68)
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Using (16.68) on the right-hand side of (16.67), with the help of (4.7) we obtain (16.64).
Let us now turn to the proof of (16.65). With the help of (4.7), (11.37), and (12.3), we
evaluate the left-hand side of (16.65) as∫ ∞
−∞
dy F ′s(y)Fs(y + x) =
1
2π
∫ ∞
−∞
dk ik [S(k)− S∞] [S(−k)− S∞] e−ikx. (16.69)
Using (16.68) on the right-hand side of (16.69), with the help of (12.3), we simplify the
right-hand side of (16.69) and establish (16.65). As seen from (16.51), F ′s(x) contains a
Dirac-delta distribution at x = 0, and hence we need to exclude x = 0 from (16.65). Finally,
(16.66) is obtained from (16.66) with the help of (16.51) and the fact that the integrand
in (16.66) is integrable. The integrability of the integrand follows from the fact that
◦
F ′s(y)
is integrable in y ∈ R+ and is the sum of an integrable function and a square-integrable
function in y ∈ R− and that Fs(y) is bounded in y ∈ R and integrable in y ∈ R+ and is
square integrable in y ∈ R−, as asserted by Proposition 4.4.
The next result shows that, if the scattering data set S given in (3.97) satisfies (1)
and (4a) of Definition 4.2, then the boundary matrices appearing in (2.4)-(2.6) can be
constructed by solving (14.2).
Proposition 16.9 Consider a scattering data set S as in (4.2), which consists of an
n × n scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a
set of N constant n × n hermitian and nonnegative matrices Mj with respective positive
ranks mj , where N is a nonnegative integer. Assume S satisfies (1) and (4a) specified in
Definition 4.2. Let A and B be any solution to (14.2) in such a way that the rank of the
2n× n matrix
[
A
B
]
is equal to n. Then:
(a) Such a solution exists.
(b) If A and B make up such a solution, then AT and BT also constitute such a solution
for any n× n invertible matrix T.
(c) Such a solution consisting of A and B satisfies (2.5) and (2.6).
(d) If (A,B) and (A˜, B˜) are any two solutions to (14.2), then we must have A˜ = AT and
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B˜ = BT for some n× n invertible matrix T.
PROOF: Let us write (14.2) in the block matrix form as[
I − S∞ 0
S∞K(0, 0) +K(0, 0)S∞ −G1 I + S∞
][
A
B
]
=
[
0
0
]
. (16.70)
Note that the coefficient matrix in (16.70) is a block lower-triangular matrix. By Proposi-
tion 16.4(a) we know that S∞ is hermitian and hence it can be diagonalized with the help
of a unitary matrix. The same unitary matrix diagonalizes the block diagonal matrices
(I − S∞) and (I + S∞) in the coefficient matrix in (16.70). Furthermore, by Proposi-
tion 16.4(a) we know that each eigenvalue of S∞ is equal to +1 or −1. Thus, with the
help of the unitary matrix that diagonalizes S∞, we can transform the coefficient matrix in
(16.70) into a lower-triangular matrix where exactly n of the diagonal entries are zero and
the remaining n diagonal entries are nonzero. Thus, the nullity of the coefficient matrix in
(16.70) is exactly n and hence the general solution of (16.70) contains n linearly indepen-
dent columns. Thus, (a) is proved. From (14.2) we see that (b) is valid for any invertible
n×n matrix T. Let us now turn to the proof of (c). By Proposition 16.4 we know that the
three constant matrices K(0, 0), S∞, and G1 appearing in (14.2) are all hermitian. From
the first line of (14.2) we have S∞A = A, and hence
A†S∞ = A
†, (16.71)
where we have used S†∞ = S∞. Since S∞, G1, and K(0, 0) are all hermitian, from the
second line of (14.2) we obtain
B†(I + S∞) = A
†[G1 −K(0, 0)S∞ − S∞K(0, 0)]. (16.72)
By multiplying (16.72) on the right by A we obtain
B†(I + S∞)A = A
†[G1 −K(0, 0)S∞ − S∞K(0, 0)]A. (16.73)
Using (16.72) on the right-hand side of (16.73) we get
B†(I + S∞)A = A
†(I + S∞)B. (16.74)
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Using S∞A = A and A
†S∞ = A
†, respectively, in (16.74) we simplify (16.74) and obtain
2B†A = 2A†B, (16.75)
which is equivalent to (2.5). Next, let us show that (2.6) is satisfied. Note that we can
write the left-hand side of (2.6) as
A†A+B†B = [A† B† ]
[
A
B
]
. (16.76)
We need to show that the matrix product appearing on the right-hand side of (16.76) is
positive. From the left-hand side of (16.76) we see that that product is itself hermitian
and hence it has n linearly independent eigenvectors with all real eigenvalues. To prove
the positivity it is enough to prove that none of the eigenvalues can be negative or zero.
Let v be an eigenvector of (A†A+B†B) with the corresponding eigenvalue λ. Then, from
(16.76) we get
λ〈v, v〉 = 〈v, (A†A+B†B) v〉 = 〈
[
A
B
]
v,
[
A
B
]
v〉 ≥ 0, (16.77)
and hence λ ≥ 0. On the other hand, we remark that λ cannot be zero because that would
imply that
[
A
B
]
v = 0 and hence the kernel of the matrix
[
A
B
]
would contain a nonzero
vector. That would mean that the nullity of the matrix would be at least one. Since the
nullity and the rank must add up to n, the rank of
[
A
B
]
would have to be strictly less
than n, contradicting the fact that the rank of
[
A
B
]
is equal to n. Thus, the proof of (c)
is complete. Let us now prove (d). Let us use
[
A(j)
B(j)
]
and
[
A˜(j)
B˜(j)
]
to denote the jth
column of the 2n × n matrices
[
A
B
]
and
[
A˜
B˜
]
, respectively. From the proof of (a) we
know that the general solution to (16.70) contains exactly n linearly independent column
vector solutions. The n columns of
[
A
B
]
must be linearly independent because the rank of[
A
B
]
is n. Similarly, the n columns of
[
A˜
B˜
]
must be linearly independent because the rank
of
[
A˜
B˜
]
is n. Thus, we can express
[
A˜(j)
B˜(j)
]
as a linear combination of columns of
[
A
B
]
as
[
A˜(j)
B˜(j)
]
=
n∑
l=1
[
A(l)
B(l)
]
Tlj , j = 1, . . . , n, (16.78)
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for some coefficients Tlj . Thus, (16.78) implies that
[
A˜
B˜
]
=
[
A
B
]
T, (16.79)
where T is the n× n matrix whose (l, j)-entry is equal to Tlj . A similar argument implies
that [
A
B
]
=
[
A˜
B˜
]
T˜ , j = 1, . . . , n, (16.80)
for some n× n matrix T˜ . From (16.79) and (16.80) we obtain
[
A˜
B˜
]
=
[
A˜
B˜
]
T˜ T. (16.81)
Let us multiply (16.81) by [ A˜† B˜† ] , which yields
[ A˜† B˜† ]
[
A˜
B˜
]
(T˜ T − I) = 0, (16.82)
or equivalently
(A˜†A˜+ B˜†B˜)(T˜ T − I) = 0, (16.83)
From the proof of (c), we know that the matrix (A˜†A˜ + B˜†B˜) has rank n and hence is
invertible. Thus, (16.83) implies that T˜ T = I, and hence T and T˜ are both invertible and
are inverses of each other. Then, from (16.79) we conclude that A˜ = AT and B˜ = BT,
completing the proof of (d).
As indicated in Proposition 10.1(b), K(x, x) denotes K(x, x+), where K(x, y) is the
solution to the Marchenko equation (13.1). In the next proposition we analyze the x-
derivative of K(x, x).
Proposition 16.10 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Let Fs(y) and F (y) be the quantities defined in (4.7)
and (4.12), respectively, where S∞ is the constant n × n matrix defined as in (4.4). Let
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K(x, y) be the quantity defined in (10.1). Assume that S satisfies (I) of Definition 4.3 as
well as (2) and (4a) of Definition 4.2. Then, we have∣∣∣∣dK(x, x)dx + 2F ′(2x)
∣∣∣∣ ≤ c [τ(x)]2, x > 0, (16.84)
where c is some constant and τ(x) is the quantity defined in (16.7). Furthermore, we have
∫ ∞
0
dx (1 + x)
∣∣∣∣dK(x, x)dx
∣∣∣∣ < +∞. (16.85)
PROOF: The proof of (16.84) can be found in the proof of Lemma 5.3.4 on p. 115 of [2]
and in the remark on p. 116 in [2]. Let us now prove (16.85). Using the triangle inequality,
we have ∣∣∣∣dK(x, x)dx
∣∣∣∣ ≤
∣∣∣∣dK(x, x)dx + 2F ′(2x)
∣∣∣∣+ 2|F ′(2x)|. (16.86)
Multiplying both sides of (16.86) with (1 + x) and integrating over x ∈ R+, with the help
of (16.84) we obtain
∫ ∞
0
dx (1 + x)
∣∣∣∣dK(x, x)dx
∣∣∣∣ ≤ c
∫ ∞
0
dx (1 + x) [τ(x)]2 + 2
∫ ∞
0
dx (1 + x) |F ′(2x)| (16.87)
Because we assume (2), from (4.9) we see that τ(0) and τ1(0) are both finite, where τ(x)
and τ1(x) are the quantities defined in (16.7). Then, we see that (16.9) implies that the
first integral on the right-hand side of (16.87) is finite. Furthermore, (4.8) implies that the
second integral on the right-hand side of (16.87) is also finite. Thus, (16.85) holds.
In the next proposition, we study the relevant properties of the potential and the Jost
solution constructed from the scattering data set S given in (3.97).
Proposition 16.11 Consider a scattering data set S as in (4.2), which consists of an
n×n scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set
of N constant n×n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Let Fs(y) and F (y) be the quantities defined in
(4.7) and (4.12), respectively, where S∞ is the constant n× n matrix defined as in (4.6).
Assume that S satisfies (I) of Definition 4.3 as well as (2) and (4a) of Definition 4.2. Let
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K(x, y) be the unique solution to (13.1), whose existence and uniqueness are assured by
Proposition 16.1(b). Then:
(a) The Jost solution f(k, x) constructed as in (10.6) satisfies (2.1) and (9.1) when the po-
tential V (x) appearing in (2.1) is constructed as in (10.4). Furthermore, the potential
V (x) constructed via (10.4) satisfies (2.2) and (2.3).
(b) The physical solution Ψ(k, x) constructed as in (9.4) satisfies (2.1) when the potential
V (x) appearing in (2.1) is constructed as in (10.4).
(c) The normalized bound-state matrix solution Ψj(x) constructed as in (9.8) satisfies
(2.1) with k = iκj when the potential V (x) appearing in (2.1) is constructed as in
(10.4).
PROOF: The part of the proof of (a) related to the satisfaction of (2.1) can be found in
Theorem 5.4.1 on p. 117 of [2] and in the Remark on p. 121 of [2], by recalling that the
integrability of the constructed potential V (x) in our case is assured by the integrability
of F ′(y) stated in (2), as indicated in Proposition 16.10. The fact that the constructed
f(k, x) satisfies (9.1) follows from (10.6) by using the fact that the solution K(x, y) to the
Marchenko equation (13.1) is integrable in y ∈ [x,+∞), as indicated in Proposition 16.1(b).
Hence, the proof of (e) is complete. Note that (9.4) indicates that each column of the
physical solution Ψ(k, x) is a linear combination of the columns of f(−k, x) and of f(k, x).
By (a) we know that each column of f(k, x) satisfies (2.1), but then we conclude that
each column of f(−k, x) also satisfies (2.1) because k appears as k2 in (2.1). Thus, from
(9.4) it follows that (b) holds. From (9.8) we see that each column of Ψj(x) is a linear
combination of the columns of f(iκj , x), and by (a) we know that f(k, x) satisfies (2.1).
Thus, the result stated in (c) holds.
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17. ADDITIONAL RESULTS RELATED TO THE INVERSE PROBLEM
In this chapter we present certain auxiliary results needed in later chapters.
The next proposition presents certain properties of the Jost solution f(k, x), the phys-
ical solution Ψ(k, x), and the bound-state matrix solutions Ψj(x).
Proposition 17.1 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3 and (4a)
of Definition 4.2. We then have the following:
(a) The Jost solution f(k, x) constructed from the scattering data as in (10.6) is uniformly
bounded, i.e.
|f(k, x)| ≤ C, k ∈ R, x ≥ 0, (17.1)
for some constant C independent of k and x.
(b) The physical solution Ψ(k, x) constructed from the scattering data as in (9.4) is uni-
formly bounded, i.e.
|Ψ(k, x)| ≤ C, k ∈ R, x ≥ 0, (17.2)
for some constant C independent of k and x.
(c) The matrix f(iκj , x) constructed from the scattering data as in (10.6) is uniformly
bounded, integrable, and square integrable for x ∈ [0,+∞), and it satisfies
|f(iκj , x)| ≤ C e−κjx, x ≥ 0, j = 1, . . . , N. (17.3)
(d) Each bound-state matrix solution Ψj(x) constructed from the scattering data as in
(9.8) is uniformly bounded, integrable, and square integrable for x ∈ [0,+∞), and it
satisfies
|Ψj(x)| ≤ C e−κjx, x ≥ 0, j = 1, . . . , N. (17.4)
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PROOF: Let us use C for a generic constant that may take different values in different
appearances. From (10.6), we obtain
|f(k, x)| ≤ 1 +
∫ ∞
x
dy |K(x, y)|, (17.5)
where K(x, y) is the solution to the Marchenko equation. From Proposition 16.1(b) we
know that K(x, y) is integrable in y ∈ (x,+∞) for each fixed x ≥ 0. Thus, the integral in
(17.5) is finite, and hence it (17.5) yields (17.1). Thus, (a) holds. Let us now prove (b).
From (9.4) we get
|Ψ(k, x)| ≤ |f(−k, x)|+ |f(k, x)| |S(k)|. (17.6)
Because S(k) is unitary, as assumed in (I), we have |S(k)| = 1 for k ∈ R. Thus, using
(17.1) in (17.6), we conclude (17.2), and hence the proof of (b) is complete. Let us now
turn to the proof of (c). From (10.6) we get
f(iκj , x) = e
−κjxI +
∫ ∞
x
dyK(x, y) e−κjy. (17.7)
From (17.7) we obtain
|f(iκj , x)| ≤ e−κjx + e−κjx
∫ ∞
x
dy |K(x, y)|. (17.8)
Again, as a result of the integrability of K(x, y) in y ∈ (x,+∞) for each fixed x ≥ 0, the
integral in (17.8) is finite and hence (17.8) yields (17.3).
Because each κj is positive, the right-hand side in (17.3) is bounded, integrable, and
square integrable in x ∈ [0,+∞). Thus, we conclude that |f(iκj , x)| has the properties
stated in (c). Let us now prove (d). From (9.8), since each Mj is a constant n× n matrix,
we see that (17.3) implies (17.4) and hence (c) implies (d).
The next proposition is the analog of Proposition 17.1 and presents certain properties
of the Jost solution f ′(k, x), the physical solution Ψ′(k, x), and the bound-state matrix
solutions Ψ′j(x).
Proposition 17.2 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
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N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3 and
(4a) of Definition 4.2. Assume also that F
′
s(y) is integrable in y ∈ R+, where Fs(y) is the
quantity defined in (4.7). We then have the following:
(a) The x-derivative of the Jost solution f(k, x) constructed as in (10.6), i.e. the matrix
f ′(k, x) satisfies
|f ′(k, x)| ≤ C (1 + |k|), k ∈ R, x ≥ 0, (17.9)
for some constant C independent of k and x.
(b) The matrix Ψ′(k, x), i.e. the x-derivative of the physical solution Ψ(k, x) constructed
from the scattering data as in (9.4), satisfies
|Ψ′(k, x)| ≤ C (1 + |k|), k ∈ R, x ≥ 0, (17.10)
for some constant C independent of k and x.
(c) Each matrix f ′(iκj , x), i.e. the x-derivative of the Jost solution f(iκj , x) constructed
from the scattering data as in (10.6), is uniformly bounded, integrable, and square
integrable for x ∈ [0,+∞), and it satisfies
|f ′(iκj , x)| ≤ C e−κjx, x ≥ 0, j = 1, . . . , N. (17.11)
(d) Each matrix Ψ′j(x), i.e. the x-derivative of the bound-state matrix solution Ψj(x)
constructed from the scattering data as in (9.8), is uniformly bounded, integrable, and
square integrable for x ∈ [0,+∞), and it satisfies
|Ψ′j(x)| ≤ C e−κjx, x ≥ 0, j = 1, . . . , N. (17.12)
PROOF: We again use C to denote a generic constant. Recall that f ′(k, x) is constructed
from the solution K(x, y) to the Marchenko equation (13.1) and its x-derivative given by
Kx(x, y). This is accomplished by using K(x, y) and Kx(x, y) in (15.37). We obtain
|f ′(k, x)| ≤ |k|+ |K(x, x)|+
∫ ∞
x
dy |Kx(x, y)|, x ≥ 0. (17.13)
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By Proposition 16.1(b) we know that K(x, y) is bounded when 0 ≤ x ≤ y and hence
|K(x, x)| ≤ C for x ≥ 0. By Proposition 16.5(c) and 16.5(d) we know that Kx(k, y) is
integrable in y ∈ (x,+∞) for each x ≥ 0, and hence the integral in (17.13) is finite. Thus,
(17.13) yields (17.9), proving (a). Let us turn to the proof of (b). From (9.4), we have
Ψ′(k, x) = f ′(−k, x) + f ′(k, x)S(k). (17.14)
and hence we obtain
|Ψ′(k, x)| ≤ |f ′(−k, x)|+ |f ′(k, x)| |S(k)|, (17.15)
Because S(k) is unitary, we have |S(k)| = 1 for k ∈ R. Hence, using (17.9) in (17.15) we
obtain (17.10), proving (b). Let us now turn to the proof of (c). From (15.37) we have
f ′(iκj , x) = −κj e−κjxI −K(x, x) e−κjx +
∫ ∞
x
Kx(x, y) e
−κjy, x ≥ 0. (17.16)
From (17.16) we get
|f ′(iκj , x)| ≤ κj e−κjx + |K(x, x)| e−κjx +
∫ ∞
x
dy |Kx(x, y)| e−κjy, x ≥ 0, (17.17)
which implies
|f ′(iκj , x)| ≤ e−κjx
[
κj + |K(x, x)|+
∫ ∞
x
dy |Kx(x, y)|
]
, x ≥ 0, (17.18)
As argued earlier, |K(x, x)| ≤ C for every x ≥ 0 and Kx(x, y) is integrable in y ∈ (x,+∞)
for every x ≥ 0. Thus, (17.18) yields (17.11). Since κj is positive, from (17.11) we conclude
the properties stated in (c). Thus, the proof of (c) is completed. We note that (d) directly
follows from (c) because as seen from (9.8), the matrices Ψ′j(x) and f
′(iκj , x) are related
to each other by the constant matrix Mj via
Ψ′j(x) = f
′(iκj , x)Mj. (17.19)
Thus, the proof is complete.
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The properties established in Proposition 16.1(b) for the solution K(x, y) to the
Marchenko integral equation enable us to define certain useful integral operators related
to K(x, y). Toward that goal, we first need the following result.
Proposition 17.3 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3 as well
as (2) and (4a) of Definition 4.2. Let K(x, y) be the solution to the Marchenko equation
(13.1), and consider the integral equation
M(x, y) +K(x, y) +
∫ y
x
dzM(x, z)K(z, y) = 0, 0 ≤ x < y, (17.20)
where M(x, y) is an n× n matrix. Then:
(a) The integral equation (17.20) is uniquely solvable for M(x, y).
(b) The solution M(x, y) to (17.20) satisfies
|M(x, y)| ≤ C τ(x+ y) , 0 ≤ x < y, (17.21)
where C is a generic constant and τ(x) is the scalar quantity defined in (16.7).
(c) For each fixed x ≥ 0, the entries of the matrix M(x, y) belong to L1(x < y < +∞)
and L∞(x < y < +∞), and hence they in particular belong to L2(x < y < +∞).
(d) The integral equation associated with (17.21), which is given by
M˜(x, y) +K(x, y) +
∫ y
x
dz K(x, z) M˜(z, y) = 0, 0 ≤ x < y, (17.22)
is also uniquely solvable for M˜(x, y). In fact, the unique solution M˜(x, y) to (17.22)
satisfies
M˜(x, y) ≡M(x, y), (17.23)
where M(x, y) is the unique solution to (17.20).
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PROOF: The Volterra equation (17.20) can be solved by using the method of successive
approximation as
M(x, y) =
∞∑
j=0
M (j)(x, y), (17.24)
where we have defined
M (0)(x, y) := −K(x, y), (17.25)
M (j)(x, y) := −
∫ y
x
dzM (j−1)(x, z)K(z, y), j = 1, 2, . . . . (17.26)
From the recurrence relations (17.25) and (17.26) we get
M (j)(x, y)
=(−1)(j+1)
∫ y
x
dzj
∫ zj
x
dzj−1 · · ·
∫ z2
x
dz1K(x, z1)K(z1, z2) · · · K(zj−1, zj)K(zj, y).
(17.27)
Since K(x, y) = 0 for x > y, we can write (17.27) as
M (j)(x, y)
=(−1)(j+1)
∫ y
x
dzj
∫ y
x
dzj−1 · · ·
∫ y
x
dz1K(x, z1)K(z1, z2) · · · K(zj−1, zj)K(zj, y).
(17.28)
With the help of (16.10), from (17.25) and (17.26) we get
|M (0)(x, y)| ≤ C τ(x+ y), |M (1)(x, y)| ≤ C τ(x+ y)
∫ y
x
dz C τ(x+ z). (17.29)
Using induction, from (17.29) we obtain
|M (j)(x, y)| ≤ 1
j!
C τ(x+ y)
[∫ y
x
dz C τ(x+ z)
]j
, j = 1, 2, . . . . (17.30)
Hence, the series in (17.24) converges uniformly and yields M(x, y) as the unique solution
to (17.20). Thus, the proof of (a) is complete. Using (17.30) in (17.29), for 0 ≤ x ≤ y we
obtain
|M(x, y)| ≤C τ(x+ y) exp
(
C
∫ y
x
dz τ(x+ z)
)
≤C τ(x+ y) exp
(
C
∫ ∞
x
dz τ(x+ z)
)
≤C τ(x+ y) eC τ1(0).
(17.31)
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The property (2) implies that τ1(0) is finite. Hence, (17.31) implies (17.21) with some
generic constant C not necessarily equal to C appearing in (17.31). Thus, (b) is proved.
Let us now turn to the proof of (c). Since we assume that (2) of Definition 4.2 holds,
(16.8) implies that τ(0) is also finite. Then, using the second inequality in (16.8) and the
fact that τ(x) is a nonincreasing function of x, we see from (17.21) that |M(x, y)| belongs
to L1(x < y < +∞) and L∞(x < y < +∞) for each fixed x ≥ 0. Any function that
belongs to L1 and L∞ must also belong to Lp(x < y < +∞) for 1 < p < +∞, and hence
|M(x, y)| belongs to L2(x < y < +∞) as well. These properties satisfied by the matrix
norm |M(x, y)| imply that each entry of the matrix also satisfy such properties related
to L1, L∞, and L2. Thus, the proof of (c) is complete. Let us now turn to the proof of
(d). We can solve (17.22) the same way we solve (17.20), As in (17.24.)-(17.28), we solve
(17.22) by the method of successive approximations as
M˜(x, y) =
∞∑
j=0
M˜ (j)(x, y), (17.32)
with
M˜ (0)(x, y) := −K(x, y), (17.33)
M˜ (j)(x, y) = −
∫ y
x
dz K(x, z) M˜ (j−1)(z, y), j = 1, 2, . . . . (17.34)
The recurrence relations (17.32) and (17.33) yield
M˜ (j)(x, y)
=(−1)j+1
∫ y
x
dz1
∫ y
z1
dz2 · · ·
∫ y
zj−1
dzjK(x, z1)K(z1, z2) · · · K(zj−1, zj)K(zj, y).
(17.35)
Since K(x, y) = 0 for x > y, as in (17.27) and (17.28), from (17.35) we obtain
M˜ (j)(x, y)
=(−1)j+1
∫ y
x
dz1
∫ y
x
dz2 · · ·
∫ y
x
dzj K(x, z1)K(z1, z2) · · · K(zj−1, zj)K(zj, y).
(17.36)
Comparing the pair of equations (17.25) and (17.28) with the pair of equations (17.33) and
(17.36), we see that
M (j)(x, y) = M˜ (j)(x, y). j = 0, 1, . . . , (17.37)
161
Since the iterates in (17.20) and (17.22) coincide, from the unique solvability of (17.20)
proved in (a) we conclude the unique solvability of (17.22). Furthermore, by comparing
(17.24) and (17.32), from (17.32) we also conclude (17.23).
Associated with the unique solution K(x, y) to the Marchenko equation (13.1), let us
define the operators K and P as
K : Y (x) 7→
∫ ∞
x
dyK(x, y) Y (y), (17.38)
P : Y (x) 7→
∫ x
0
dyK(y, x)† Y (y). (17.39)
Associated with the unique solution M(x, y) to (17.20) and also to (17.23), let us define
the operators M and Q as
M : Y (x) 7→
∫ ∞
x
dyM(x, y) Y (y), (17.40)
Q : Y (x) 7→
∫ x
0
dyM(y, x)† Y (y). (17.41)
The next proposition presents certain properties of the four operators in (17.39)-(17.41)
and some relationships among them.
Proposition 17.4 The four operators K,M, P, Q defined in (17.38)-(17.41), respectively,
are related to each other as
(I +M)(I +K) = I, (17.42)
(I +K)(I +M) = I. (17.43)
(I +Q)(I +P) = I, (17.44)
(I +P)(I +Q) = I. (17.45)
The operator equations (17.42)-(17.45) hold on L1(R+). They also hold on L2(R+).
PROOF: By postmultiplying (17.20) by Y (y) and integrating the resulting equation in
y ∈ (x,+∞), we obtain∫ ∞
x
dyM(x, y) Y (y) +
∫ ∞
x
dyK(x, y) Y (y) +
∫ ∞
x
dy
∫ y
x
dzM(x, z)K(z, y) Y (y) = 0.
(17.46)
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By interchanging the order of integration in the double integral in (17.46) we obtain∫ ∞
x
dyM(x, y) Y (y) +
∫ ∞
x
dyK(x, y) Y (y) +
∫ ∞
x
dz
∫ ∞
z
dyM(x, z)K(z, y) Y (y) = 0,
(17.47)
which can be written as
(MY )(x) + (KY )(x) + (MKY )(x) = 0, (17.48)
yielding
M+K+MK = 0, (17.49)
which is equivalent to (17.42). In a similar way, sinceM(x, y) solves (17.22), we postmulti-
ply (17.22), with M˜(x, y) replaced with M(x, y) there, by Y (y) and integrate the resulting
equation in y ∈ (x,+∞). By changing the order of integration in the term involving the
double integral, we get
(MY )(x) + (KY )(x) + (KMY )(x) = 0, (17.50)
which yields (17.43). Note that, by taking the matrix adjoint of both sides of (17.20), we
obtain
M(x, y)† +K(x, y)† +
∫ y
x
dz K(z, y)†M(x, z)† = 0, 0 ≤ x < y. (17.51)
Let us postmultiply (17.51) by Y (x) and integrate the resulting equation in x ∈ (0, y). We
then get∫ y
0
dxM(x, y)† Y (x) +
∫ y
0
dxK(x, y)† Y (x) +
∫ y
0
dx
∫ y
x
dz K(z, y)†M(x, z)† Y (x) = 0.
(17.52)
By interchanging the order of integration in the double integral in (17.52) we get∫ y
0
dxM(x, y)† Y (x) +
∫ y
0
dxK(x, y)† Y (x) +
∫ y
0
dz
∫ z
0
dxK(z, y)†M(x, z)† Y (x) = 0,
(17.53)
yielding
(QY )(y) + (PY )(y) + (PQY )(y) = 0, (17.54)
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which is equivalent to (17.45). In a similar way, since M(x, y) solves (17.22), we take the
matrix adjoint of (17.22), with M˜(x, y) replaced with M(x, y) there, and obtain
M(x, y)† +K(x, y)† +
∫ y
x
dzM(z, y)†K(x, z)† = 0, 0 ≤ x < y. (17.55)
By postmultiplying (17.55) with Y (x) and integrating the resulting equation in x ∈ (0, y),
after changing the order of integration in the term containing the double integral, we obtain∫ y
0
dxM(x, y)† Y (x) +
∫ y
0
dxK(x, y)† Y (x) +
∫ y
0
dz
∫ z
0
dxM(z, y)†K(x, z)† Y (x) = 0.
(17.56)
We recognize that (17.56) is equivalent to
(QY )(y) + (PY )(y) + (QPY )(y) = 0, (17.57)
which yields (17.44). We remark that the change of the order of integration in the double
integrals is justified with the help of (16.11), (17.21), and the analogous inequalities for
K(x, y)† and M(x, y)†.
Some further properties of the four operators K, P, M, and Q defined in (17.38)-
(17.41), respectively, are presented in the next proposition.
Proposition 17.5 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3 as well as
(2) and (4a) of Definition 4.2. Then, we have the following:
(a) Each of the four operators K, P, M, and Q defined in (17.38)-(17.41), respectively,
is a bounded operator from L1(R+) into L1(R+).
(b) Each of the four operators K, P, M, and Q is a bounded operator from L2(R+) into
L2(R+).
(c) Each of the four operators (I +K), (I + P), (I +M), and (I + Q) is invertible on
L1(R+). The corresponding inverses (I+K)−1, (I+P)−1, (I+M)−1, and (I+Q)−1
164
are bounded on L1(R+), and we have
(I+K)−1 = I+M, (I+M)−1 = I+K, (I+P)−1 = I+Q, (I+Q)−1 = I+P.
(17.58)
(d) Each of the four operators (I +K), (I + P), (I +M), and (I + Q) is invertible on
L2(R+). The corresponding inverses (I+K)−1, (I+P)−1, (I+M)−1, and (I+Q)−1
are bounded on L2(R+), and we have
(I+K)−1 = I+M, (I+M)−1 = I+K, (I+P)−1 = I+Q, (I+Q)−1 = I+P.
(17.59)
(e) The operator P on L2(R+) corresponds to the adjoint operator for K on L2(R+).
Similarly, the operator Q on L2(R+) corresponds to the adjoint operator for M on
L2(R+).
PROOF: Let us first remark that (16.11) and (17.21) hold and they also imply
|K(y, x)†| ≤ C τ(x+ y), 0 ≤ x ≤ y, (17.60)
|M(y, x)†| ≤ C τ(x+ y), 0 ≤ x ≤ y, (17.61)
for some generic constants C, not necessarily having the same value in different appear-
ances, and where τ(x) is the scalar function defined in (16.7). In proving (a) and (b), it
is enough to give the proof for only one of the four operators because those four operators
satisfy the same upper bound in the four inequalities (16.11), (17.21), (17.60), (17.61).
Thus, let us start the proof of (a) for the operator K appearing in (17.38). It is enough to
prove that ||KY ||1 ≤ C ||Y ||1, for some constant C and Y (x) ∈ L1(R+), where we recall
that || · ||1 denotes the standard norm in L1(R+). From (17.38) we get
||KY ||1 :=
∫ ∞
0
dx |(KY )(x)| ≤
∫ ∞
0
dx
∫ ∞
x
dy |K(x, y)| |Y (y)|. (17.62)
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Using (16.11) in (17.62) we get
||KY ||1 ≤C
∫ ∞
0
dx
∫ ∞
x
dy τ(x+ y) |Y (y)|
≤C
∫ ∞
0
dx τ(2x)
∫ ∞
0
dy |Y (y)|
=
1
2
C τ1(0) ||Y ||1.
(17.63)
Since τ1(0) is finite when (2) holds, from (17.63) we conclude that the operator norm of K
on L1(R) is bounded and hence (a) is proved for K. Since the proof of (a) can be repeated
for the other three operators in exactly the same way, the proof of (a) is complete. Let
us now return to the proof of (b) for the operator K. The operator norm |K|2 on L2(R+)
satisfies
|K|2 := sup
||Y ||2=1
||KY ||2 = sup
||Y ||2=1
(
sup
||Y˜ ||2
|(KY, Y˜ )2|
)
, (17.64)
and hence we will consider estimating (KY, Y˜ )2 when Y (x) and Y˜ (x) belong to L
2(R+).
From (17.38) we get
|(KY, Y˜ )2| ≤
∫ ∞
0
dx
∫ ∞
x
dy |Y (y)†K(x, y)† Y˜ (x)|
≤
∫ ∞
0
dx
∫ ∞
x
dy |Y (y)| |K(x, y)†| |Y˜ (x)|.
(17.65)
Using Young’s inequality
|Y (y)| |Y˜ (x)| ≤ 1
2
[
|Y (y)|2 + |Y˜ (x)|2
]
, (17.66)
from (17.65) we obtain
|(KY, Y˜ )2| ≤ 1
2
∫ ∞
0
dx
∫ ∞
x
dy |K(x, y)†| |Y (y)|2 + 1
2
∫ ∞
0
dx
∫ ∞
x
dy |K(x, y)†| |Y˜ (x)|2.
(17.67)
Using (17.60) in (17.67) we get
|(KY, Y˜ )2| ≤ C
2
∫ ∞
0
dx
∫ ∞
x
dy τ(x+ y) |Y (y)|2 + C
2
∫ ∞
0
dx
∫ ∞
x
dy τ(x+ y) |Y˜ (x)|2,
(17.68)
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which yields
|(KY, Y˜ )2| ≤ C
2
∫ ∞
0
dx τ(2x)
∫ ∞
x
dy |Y (y)|2+ C
2
∫ ∞
0
dx |Y˜ (x)|2
∫ ∞
x
dy τ(x+y). (17.69)
From (17.69) we obtain
|(KY, Y˜ )2| ≤ C
4
τ1(0) ||Y ||22 +
C
2
τ1(0) ||Y˜ ||22. (17.70)
Since τ1(0) is finite when (2) holds, from (17.64) and (17.70) we get |K|2 ≤ C, and hence
the operator K is bounded on L2(R+). Thus, the proof of (b) is complete for K. The same
proof can be repeated to prove that the remaining three operators on L2(R+) also have
finite operator norms, and hence the proof of (b) is complete. Let us now turn to the proof
of (c). From (a) it follows that the four operators (I + K), (I +M), (I + P), (I + Q)
are bounded on L1(R+). Then, from (11.11)-(11.13) we conclude that each of these four
operators are invertible on L1(R+) and their inverses are also bounded on L1(R+) and
(17.58) holds. The proof of (d) on L2(R+) is similar to the proof of (c) on L1(R+). As for
the proof of (e), we observe from the kernels in (17.38) and (17.39) that the operators K
and P on L2(R+) are adjoints of each. Similarly, from the kernels in (17.40) and (17.41)
we observe that the operators M and Q on L2(R+) are adjoints of each.
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18. FURTHER RESULTS RELATED TO THE INVERSE PROBLEM
In this chapter we provide some results related to the characterization conditions
presented in Chapters 4-7.
Recall that there are two essential parts in solving the inverse scattering problem.
Given the scattering data set S as in (4.2), the first part involves the construction of the
corresponding input data set D as in (4.1), i.e. to construct the corresponding potential
V (x) and the boundary matrices A and B appearing in (4.1). The second part involves
proving that the physical solution Ψ(k, x) constructed as in (9.4) as well as the matrix
bound-state solutions Ψj(x) constructed as in (9.8) satisfy the boundary conditions. Para-
phrasing, the second part involves showing that we have ∆(k) ≡ 0, where we have defined
∆(k) := −B†Ψ(k, 0) + A†Ψ′(k, 0), (18.1)
and showing that ∆j = 0 for j = 1, . . . , N, where we have defined
∆j := −B†Ψj(0) + A†Ψ′j(0), j = 1, . . . , N. (18.2)
We know that the property (3a) of Definition 4.2 is equivalent to saying ∆(k) ≡ 0 and the
condition (Va) of Definition 4.3 is equivalent to having ∆j = 0 for j = 1, . . . , N.
We are interested in analyzing ∆(k) defined in (18.1) carefully to understand it better.
The following proposition provides an integral representation of ∆(k) resembling a Fourier
transform. It expresses ∆(k) in terms of the solution K(x, y) to the Marchenko equation
(13.1) and the solution Kx(x, y) to the derivative Marchenko equation (13.7) as well as
Fs(y) in (4.7) and its derivative F
′
s(y).
Proposition 18.1 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), and (4a)
stated in Definition 4.5. Let Fs(y) be the quantity given in (4.7) in such a way that F
′
s(y)
for y ∈ R− is the sum of an integrable function and a square-integrable function. Then,
we have the following:
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(a) We can represent the quantity ∆(k) defined in (18.1) as
∆(k) =
∫ ∞
−∞
dy ∆ˆ(y) e−iky, (18.3)
where ∆ˆ(y) is the quantity given by
∆ˆ(y) := −B†Γ10(y) + A†Γ11(y), (18.4)
with Γ10(y) and Γ11(y) given by
Γ10(y) := K(0, y) + Fs(y) +K(0,−y)S∞ +
∫ ∞
−∞
dz K(0, z)Fs(z + y), (18.5)
Γ11(y) := Kx(0, y)+
◦
F ′s(y)+Kx(0,−y)S∞−K(0, 0)Fs(y)+
∫ ∞
−∞
dz Kx(0, z)Fs(z+y).
(18.6)
Here A and B are the boundary matrices constructed as in Proposition 16.9, S∞ is the
constant matrix defined as in (4.6), K(x, y) is the unique solution to the Marchenko
equation (13.1), and
◦
F ′s(y) is the quantity related to F
′
s(y) as in (16.52). Because of
(10.2) and (10.8), the lower integration limits x = −∞ in (18.5) and (18.6) can be
replaced with x = 0.
(b) The matrix ∆ˆ(y) is integrable in y ∈ R+, and it is the sum of an integrable function
and a square-integrable function in R−.
(c) For y ∈ R+, the matrix ∆ˆ(y) can be expressed in terms of K(0, y), Kx(0, y), Fs(y),
and F ′s(y) as
∆ˆ(y) = −Γ1(y)†B + Γ2(y)†A, y ∈ R+, (18.7)
where Γ1(y) and Γ2(y) are obtained from (18.5) and (18.6), respectively, by using
K(0,−y) = 0 and Kx(0,−y) = 0 and given by
Γ1(y) := K(0, y) + Fs(y) +
∫ ∞
0
dz K(0, z)Fs(z + y), (18.8)
Γ2(y) := Kx(0, y) + F
′
s(y)−K(0, 0)Fs(y) +
∫ ∞
0
dz Kx(0, z)Fs(z + y). (18.9)
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(d) For y ∈ R+, the matrix ∆ˆ(y) can be expressed in terms of the normalized bound-state
matrices Ψj(x) constructed as in (9.8) as
∆ˆ(y) =
N∑
j=1
[
B†Ψj(0)− A†Ψ′j(0)
]
Mj e
−κjy, y ∈ R+, (18.10)
or equivalently expressed in terms of the Jost matrix J(k) constructed as in (9.2) as
∆ˆ(y) =
n∑
j=1
J(iκj)
†M2j e
−κjy, y ∈ R+, (18.11)
and hence ∆ˆ(y) is in fact continuous in y ∈ R+ and vanishes as y → +∞.
(e) The matrix ∆ˆ(y) satisfies the integral equation
∫ ∞
−∞
dz ∆ˆ(z)Fs(z + y) = ∆ˆ(y)− ∆ˆ(−y)S∞, y ∈ R. (18.12)
PROOF: When (1) and (4a) of Definition 4.5 are satisfied, by Proposition 16.1 we are
assured the existence and uniqueness of K(x, y) as the solution to the Marchenko equation
(13.1). We also know that K(x, y) is integrable in y ∈ (x,+∞) for each fixed x ≥ 0.
Similarly, if (1), (2), and (4a) are satisfied, Proposition 16.5 implies that Kx(x, y) is
the unique solution to (13.7). For each x ≥ 0, the quantity Kx(x, y) is integrable in
y ∈ (x,+∞). By solving (13.1) and (13.7), we obtain K(0, y) and Kx(0, y). Then, with
the help of (10.6), we construct f(k, 0) and f ′(k, 0) in terms of K(0, y) and Kx(0, y) as
in (15.38) and (15.39), respectively. From the physical solution Ψ(k, x) constructed as in
(9.4) we get
Ψ(k, 0) = f(−k, 0) + f(k, 0)S(k), Ψ′(k, 0) = f ′(−k, 0) + f ′(k, 0)S(k). (18.13)
From (4.7) and (12.3), we respectively have
S(k) = S∞ +
∫ ∞
−∞
dy Fs(y) e
−iky, (18.14)
ik S(k) = ik S∞ +
∫ ∞
−∞
dy F ′s(y) e
−iky. (18.15)
170
Using (15.38) and (15.39) in (18.13), with the help of (11.37), (18.14), (18.15), and Propo-
sition 16.7 we can express ∆(k) given in (18.1) in terms of K(0, y) and Kx(0, y) as
∆(k) = −B† Γ12(k) + A† Γ13(k), (18.16)
where we have defined
Γ12(k) := I + S∞ +
∫ ∞
−∞
dy Γ10(y) e
−iky, (18.17)
Γ13 := −ik(I − S∞)−K(0, 0) (I + S∞) +
∫ ∞
−∞
dy [G1 δ(y) + Γ10(y)] e
−iky , (18.18)
with Γ10(y) and Γ11(y) are the quantities defined in (18.5) and (18.6), respectively. Using
(18.17) and (18.18) in (18.16), we obtain
∆(k) = Γ14 +
∫ ∞
−∞
dy
[−B† Γ10 + A† Γ11(k)] e−iky, (18.19)
where we have defined the constant matrix Γ14 as
Γ14 := −ik A†(I − S∞)−B†(I + S∞) + A† [G1 −K(0, 0)−K(0, 0)S∞] . (18.20)
Since the boundary matrices A and B satisfy (16.70), the left-hand side of (18.20) vanishes
and we get Γ14 = 0. Using Γ14 = 0 in (18.19), we see that with the help of (18.4) we can
write (18.19) as (18.3), completing the proof of (a). Let us now turn to the proof of (b).
For y ∈ R+, each term on the right-hand sides of (18.5) and (16.6) is integrable, where
this property of Fs(y) follows from (1), that of K(0, y) follows from Proposition 16.1(a),
K(0,−y) = 0 as a result of (10.2), Kx(0, y) is integrable as indicated in Proposition 16.5,
the integrability of
◦
F ′s(y) follows from (2) and (16.52), and each of the integrals in (18.5)
and (18.6) is integrable in y ∈ R+ because they are essentially the convolution of two
integrable functions. Thus, from (18.4) we conclude that ∆ˆ(y) is integrable in y ∈ R+.
Let us now show that for y ∈ R− the quantity ∆ˆ(y) is the sum of an integrable function
and a square-integrable function. From (18.4) we see that it is enough to show that each
term on the right-hand sides of (18.5) and (18.6) is either integrable or square integrable
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in y ∈ R−. For y ∈ R−, by Proposition 4.4 we know that Fs(y) is square integrable, by
Proposition 16.1 we know that K(0,−y) is integrable, by (10.2) we have K(0, y) = 0, by
Proposition 16.5 we know that Kx(0,−y) is integrable, by (10.8) we have Kx(0, y) = 0, as
seen from (16.3) the quantity
◦
F ′s(y) coincides with F
′
s(y) for y ∈ R−, and as indicated in
the statement of our proposition F ′s(y) is assumed to be the sum of an integrable function
and a square-integrable function for y ∈ R−. As for the integral in (18.5), K(0, y) is
square integrable in y ∈ R as result of (10.2) and Proposition 16.1(b), and moreover Fs(y)
is square integrable in y ∈ R as implied by Proposition 4.4. The integrals in (18.5) and
(18.6) are each essentially a convolution of an integrable and a square integrable functions
and hence from Young’s inequality for convolutions it follows that those two integrals are
each square integrable in y ∈ R−. Hence, the proof of (b) is complete. Let us now turn to
the proof of (c). For y ∈ R+, from (10.2) and (10.8) it follows that we have
Γ1(y) = Γ10(y), Γ2(y) = Γ11(y), y ∈ R+. (18.21)
Thus, using (18.21) in (18.4) we obtain (18.7), completing the proof of (c). Let us now
turn to the proof of (d). Using (4.7) and (4.12), we can write the Marchenko equation at
x = 0 given in (4.11) as
K(0, y) + Fs(y) +
∫ ∞
0
dz K(0, z)Fs(z + y)
= −
N∑
j=1
e−κjy
(
I +
∫ ∞
0
dz K(0, z) e−κjz
)
M2j , y > 0.
(18.22)
Using (15.38) we recognize the quantity in the parentheses on the right-hand side of (18.22)
as f(iκj , 0), and hence with the help of (9.8) we obtain(
I +
∫ ∞
0
dz K(0, z) e−κjz
)
M2j = Ψj(0)Mj, j = 1, . . . , N, (18.23)
where Ψj(x) is the bound-state matrix solution constructed as in (9.8). Using (18.23) in
(18.22) we obtain
K(0, y) + Fs(y) +
∫ ∞
0
dz K(0, z)Fs(z + y) = −
N∑
j=1
Ψj(0)M
2
j e
−κjy, y > 0. (18.24)
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We remark that (18.24) could also be obtained from (13.4) at x = 0 and by using (9.8).
Similarly, using (4.7) and (4.12) in (13.6) at x = 0, i.e. in the derivative Marchenko
equation at x = 0, we obtain
Kx(0, y)+F
′
s(y)−K(0, 0)Fs(y) +
∫ ∞
0
dz K(0, z)Fs(z + y)
= −
N∑
j=1
e−κjy
(
−κj I −K(0, 0) +
∫ ∞
0
dz Kz(0, z) e
−κjz
)
M2j , y > 0.
(18.25)
Using (15.39) we recognize the quantity in the parentheses on the right-hand side of (18.25)
as f ′(iκj , 0), and hence with the help of (9.8) we get(
−κj I −K(0, 0) +
∫ ∞
0
dz Kz(0, z) e
−κjz
)
M2j = Ψ
′
j(0)Mj, j = 1, . . . , N, (18.26)
and hence, using (18.26) in (18.25), for y ∈ R− we obtain
Kx(0, y)+F
′
s(y)−K(0, 0)Fs(y)+
∫ ∞
0
dz K(0, z)Fs(z+y) = −
N∑
j=1
Ψ′j(0)Mj e
−κjy. (18.27)
With the help of (18.8) and (18.9), we see that we can write (18.24) and (18.27), respec-
tively, as
Γ1(y) = −
N∑
j=1
Ψj(0)Mj e
−κjy, y ∈ R+, (18.28)
Γ2(y) = −
N∑
j=1
Ψ′j(0)Mj e
−κjy, y ∈ R+, (18.29)
where Ψj(x) is the bound-state matrix solution constructed as in (9.8). Premultiplying
(18.28) by −B† and premultiplying (18.29) by A† and adding the resulting equations, we
obtain
−B† Γ1(y) + A† Γ2(y) =
n∑
j=1
[
B†Ψj(0)− A†Ψ′j(0)
]
Mj e
−κjy, y ∈ R+. (18.30)
By taking the adjoint of both sides of (18.30) we obtain
−Γ1(y)†B + Γ2(y)†A =
n∑
j=1
Mj
[
Ψj(0)
†B −Ψ′j(0)†A
]
e−κjy, y ∈ R+, (18.31)
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where we have used the hermitian property ofMj . Comparing (18.7) with (18.31) we obtain
(18.10). Let us now show that (18.10) and (18.11) are equivalent. Using (9.2) and (9.8)
we see that
Ψj(0)
†B −Ψ′j(0)†A = Mj J(iκj), j = 1, . . . , N, (18.32)
or equivalently, by taking the adjoint of (18.32) we have
B†Ψj(0)− A†Ψ′j(0)† = J(iκj)†Mj, j = 1, . . . , N. (18.33)
Hence, using (18.33) in (18.10) we get (18.11).
−Γ1(y)†B + Γ2(y)†A =
n∑
j=1
M2j J(iκj) e
−κjy, y ∈ R+. (18.34)
From (18.10) or (18.11) we observe that the only y dependence of ∆ˆ(y) is through the
exponential factors e−κj and hence ∆ˆ(y) is continuous in y ∈ R+ and vanishes as y → +∞.
Thus, the proof of (d) is complete. Let us now turn to the proof of (e). Using (18.5) and
(18.6) in (18.4) and isolating the integral terms, we obtain
∫ ∞
−∞
dz
[−B†K(0, z) + A†Kx(0, z)]Fs(z+y) = ∆ˆ(y)+B† Γ15(y)−A† Γ16(y), y ∈ R,
(18.35)
where we have defined
Γ15(y) := K(0, y) + Fs(y) +K(0,−y)S∞, (18.36)
Γ16(y) := Kx(0, y) +
◦
F ′s(y) +Kx(0,−y)S∞ −K(0, 0)Fs(y). (18.37)
From (18.35), for x ∈ R we obtain
∫ ∞
−∞
dz
[−B†K(0, y) +A†Kx(0, y)]Fs(y + x) = ∆ˆ(x) +B† Γ15(x)− A† Γ16(x), (18.38)
∫ ∞
−∞
dz
[−B†K(0, y) +A†Kx(0, y)]Fs(y − x) = ∆ˆ(−x) +B† Γ15(−x)− A† Γ16(−x).
(18.39)
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In order to prove (e), let us start with the left-hand side of (18.12). Postmultiplying (18.4)
by Fs(y + x) and integrating the resulting equality over y ∈ R, we obtain∫ ∞
−∞
dy ∆ˆ(y)Fs(y + x) =
∫ ∞
−∞
dy
[−B†Γ10(y) +A†Γ11(y)] Fs(y + x) y ∈ R. (18.40)
We can evaluate the right-hand side of (18.40) with the help of (16.63), (16.64), and (16.66),
and we get∫ ∞
−∞
dy ∆ˆ(y)Fs(y+ x) = Γ31(x)+Γ32(x)+Γ33(x)+Γ34(x)+Γ35(x), x ∈ R, (18.41)
where we have defined
Γ31(x) :=
∫ ∞
−∞
dy
[−B†K(0, y)Fs(y + x) + A†Kx(0, y)Fs(y + x)] , (18.42)
Γ32(x) :=
∫ ∞
−∞
dy
[−B†K(0,−y)S∞ Fs(y + x) + A†Kx(0,−y)S∞ Fs(y + x)] , (18.43)
Γ33(x) :=B
† [Fs(−x)S∞ + S∞ Fs(x)] +A†
[
−
◦
F ′s(−x)S∞ + S∞
◦
F ′s(x)−G1 Fs(x)
]
+ A†K(0, 0) [Fs(−x)S∞ + S∞ Fs(x)] ,
(18.44)
Γ34(x) :=
∫ ∞
−∞
dz
[
B†K(0, z)Fs(z − x)S∞ − A†Kx(0, z)Fs(z − x)S∞
]
, (18.45)
Γ35(x) :=
∫ ∞
−∞
dz
[
B†K(0, z)S∞ Fs(x− z)− A†Kx(0, z)S∞ Fs(x− z)
]
. (18.46)
We observe that
Γ32(x) = −Γ35(x). (18.47)
Using (18.38) in (18.42), using (18.39) in (18.45), with the help of (18.47), we rewrite
(18.41) as∫ ∞
−∞
dy ∆ˆ(y)Fs(y + x) =∆ˆ(x) +B
† Γ15(x)−A† Γ16(x) + Γ33(x)− ∆ˆ(−x)S∞
−B† Γ15(−x) +A† Γ16(−x)S∞, x ∈ R,
(18.48)
Since A and B satisfy (16.70), the adjoint of (16.70) yields (16.71) and (16.72). With the
help of (16.71) and (16.72), we obtain
B† Γ15(x)− A† Γ16(x) + Γ33(x)−B† Γ15(−x) +A† Γ16(−x)S∞ = 0, x ∈ R, (18.49)
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and hence using (18.49) in (18.48) we obtain (18.12). Thus, the proof of (e) is complete.
From Proposition 18.1, we obtain several important results. The following proposition
indicates that (3a) of Definition 4.2 implies (Va) of Definition 4.3. Furthermore, it indicates
that (3a) is equivalent to the combination of two properties, namely (IIIa) and (Va) of
Definition 4.3.
Proposition 18.2 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Let Fs(y) be the quantity defined in (4.7), A and B be the
boundary matrices constructed as in Proposition 16.9 and Ψ(k, x) be the physical solution
constructed as in (9.4). Then:
(a) If (1), (2), (3a), and (4a) of Definition 4.2 hold, then (Va) of Definition 4.3 holds.
(b) If (1), (2), (4a) of Definition 4.2 hold then (3a) of Definition 4.2 is equivalent to the
combination of (IIIa) and (Va) of Definition 4.3.
PROOF: Let us first argue that Proposition 18.1 is applicable in both cases of (a) and (b)
because in both cases we have F ′s(y) for y ∈ R− is the sum of an integrable function and a
square-integrable function. In (a), since S satisfies (1), (2), (3a), and (4a) it belongs to the
Marchenko class, and hence by Theorem 5.1(b) there exists a corresponding unique input
data set D in the Faddeev class. Then, by Theorem 12.1(h) we see that F ′s(y) for y ∈ R−
is the sum of an integrable function and a square-integrable function. On the other hand,
in (b) it is assumed that (IIIa) holds and hence, by the definition of (IIIa), it follows that
F ′s(y) for y ∈ R− is the sum of an integrable function and a square-integrable function.
Thus, we are able to apply Proposition 18.1. As seen from (18.3) of Proposition 18.1,
∆(k) and ∆ˆ(y) are Fourier transforms of each other. Hence, if (3a) is satisfied, then we
must have ∆(k) ≡ 0, yielding ∆ˆ(y) ≡ 0. Then, we must have the right-hand-side of (18.10)
vanishing for all y ∈ R+. Since the κj are distinct, from (18.10) we conclude that
[−B†Ψj(0) + A†Ψ′j(0)]Mj = 0, j = 1. . . . , N. (18.50)
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Since Mj is hermitian, (18.50) can also be written as
[−B†Ψj(0) + A†Ψ′j(0)]M †j = 0, j = 1. . . . , N. (18.51)
From (18.51) we get
aj
[−B†Ψj(0) + A†Ψ′j(0)]M †j b†j = 0, j = 1, . . . , N, (18.52)
where aj and bj are arbitrary row vectors with n components each. Let f(k, x) be the Jost
solution constructed from the solution K(x, y) to the Marchenko equation as in (10.6).
Choosing bj in (18.52) as
bj = aj
[−B† f(iκj , 0) +A† f ′(iκj , 0)] , (18.53)
we see that (18.52) yields
aj
[−B†Ψj(0) + A†Ψ′j(0)]M †j [−B† f(iκj , 0) +A† f ′(iκj , 0)]† a†j = 0, j = 1, . . . , N,
(18.54)
or equivalently, after using (9.8), we have
aj
[−B†Ψj(0) + A†Ψ′j(0)] [−B†Ψj(0) + A†Ψ′j(0)]† a†j = 0, j = 1, . . . , N. (18.55)
From (18.55) we see that, for each j = 1, . . . , N, the row vector aj
[−B†Ψj(0) + A†Ψ′j(0)]
has zero length and hence it must be equal to the zero vector. On the other hand since aj
is arbitrary, we conclude that the matrix
[−B†Ψj(0) +A†Ψ′j(0)] must be zero, yielding
(4.20). Hence, the proof of (a) is complete. Let us now turn to the proof of (b). Since
(Va) is assumed to be satisfied, we have the right-hand side of (18.10) is zero and hence
(18.10) implies that ∆ˆ(y) = 0 for y ∈ R+. Then, from (18.12) we get
∆ˆ(y) +
∫ 0
−∞
dz ∆ˆ(z)Fs(z + y) = 0, y ∈ R−. (18.56)
Let us now prove that ∆ˆ(y) belongs to L2(R−). This is justified as follows. From Proposi-
tion 18.1(b) we know that ∆ˆ(y) is the sum of an integrable function and a square-integrable
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function in y ∈ R−.With the help of Propositions 3.3(c) and 3.4(c) we can conclude that if
a solution to (18.56) is the sum of an integrable function and a square-integrable function
then that solution must be bounded and hence also be square integrable. Since we assume
that (IIIa) holds, we know that the only solution in L
2(R−) to (18.56) is the trivial solu-
tion ∆ˆ(y) = 0 for y ∈ R−. However, then we have ∆ˆ(y) ≡ 0 because we have already had
∆ˆ(y) = 0 for y ∈ R+ as a result of (Va). Then, by (18.3) we see that ∆(k) ≡ 0, yielding
(3a) of Definition 4.2. Conversely, if (3a) holds, then ∆ˆ(y) ≡ 0, and as a result (Va) holds
because ∆ˆ(y) = 0 for y ∈ R+ as indicated by (18.10), and (IIIa) holds because ∆ˆ(y) = 0
for y ∈ R− as the trivial solution to (18.56).
With the help of Proposition 18.1 and 18.2, we get the following result, which also
indicates the equivalence of (Va) and (Vb) in Proposition 6.5.
Proposition 18.3 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), and
(4a) stated in Definition 4.2. Let A and B be the boundary matrices constructed as in
Proposition 16.9, J(k) be the Jost matrix constructed as in (9.2), Ψj(x) be the bound-
state matrix solutions constructed as in (9.8), ∆ˆ(y) be the quantity defined in (18.4) and
represented as in (18.7) for y ∈ R+, and Γ1(y) and Γ2(y) be the matrices appearing in
(18.8) and (18.9), respectively. Then, the following statements are equivalent:
(a) We have the matrix equality
∆ˆ(y) = 0, y ∈ R+. (18.57)
(b) We have the matrix equality
−Γ1(y)†B + Γ2(y)†A = 0, y ∈ R+. (18.58)
(c) The bound-state matrix solutions Ψj(x) satisfy (18.50).
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(d) The Jost matrix J(k) satisfies
J(iκj)
†M2j = 0, j = 1, . . . , N. (18.59)
(e) The bound-state matrix solutions Ψj(x) satisfy the boundary condition (2.4). This is
the same as saying that (Va) of Proposition 4.6 holds, i.e. (4.20) holds.
(f) The Jost matrix J(k) satisfies (4.21), i.e. the scattering data set S satisfies (Vb) of
Definition 4.3.
PROOF: From (18.7) we know that (a) and (b) are equivalent. From (18.30) we see that
(b) holds if and only if (c) holds, as a result of the functions e−κjy with j = 1, . . . , N
being linearly independent in y ∈ R+. Then, from (18.33) we see that (e) and (f) are
equivalent. From (18.33), after postmultiplying with Mj, we see that (c) and (d) are
equivalent. Hence, it is enough to prove the equivalence of (c) and (e). Note that (e)
implies (c), as seen by postmultiplying (4.20) with Mj. Let us now prove that (c) implies
(e). Arguing as in (18.50)-(18.55) in the proof of of Proposition 18.2, we prove that
aj
[−B†Ψj(0) +A†Ψ′j(0)] = 0 for any aj ∈ Cn when j = 1, . . . , N, which proves (4.20)
and hence confirms (e).
In the next proposition we explore a key feature of the solution X(y) to (4.22), which
will be used later in Proposition 18.6.
Proposition 18.4 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), and (4a)
of Definition 4.2. Let Fs(y) be the quantity given in (4.7) in such a way that F
′
s(y) for
y ∈ R− is the sum of an integrable function and a square-integrable function. We have the
following:
(a) Any solution X(y) in L1(R+) to (4.22) satisfies∫ ∞
0
dy X(y) ∆ˆ(y) = 0, (18.60)
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where ∆ˆ(y) is the quantity defined in (18.4) and whose value for y ∈ R+ is given by
(18.7).
(b) Any solution Xˆ(k) in Lˆ1(C+) to (4.23) satisfies
N∑
j=1
Xˆ(iκj)M
2
j J(iκj) = 0, (18.61)
where J(k) is the Jost matrix constructed as in (9.2).
PROOF: Note that Fs(y) and F (y) are hermitian as stated in Proposition 16.4(b), and
K(0, 0) is hermitian as stated in Proposition 16.4(d). Thus, from (18.8) and (18.9), we
respectively get
Γ1(y)
† = K(0, y)† + Fs(y) +
∫ ∞
0
dz Fs(y + z)K(0, z)
†, (18.62)
Γ2(y)
† = Kx(0, y)
† + F ′s(y)− Fs(y)K(0, 0) +
∫ ∞
0
dz Fs(y + z)Kx(0, z)
†. (18.63)
Let X(y) be the general solution in L1(R+) to (4.22). Using (18.62) and (18.63) we obtain∫ ∞
0
dy X(y)
[−Γ1(y)†B + Γ2(y)†A] =−
∫ ∞
0
dy X(y)Fs(y)B +
∫ ∞
0
dy X(y)F ′s(y)A
−
∫ ∞
0
dy X(y)Fs(y)K(0, 0)A− Λ1 + Λ2,
(18.64)
where we have defined
Λ1 :=
∫ ∞
0
dy
[
X(y) +
∫ ∞
0
dz X(z)Fs(z + y)
]
K(0, y)†B, (18.65)
Λ2 :=
∫ ∞
0
dy
[
X(y) +
∫ ∞
0
dz X(z)Fs(z + y)
]
Kx(0, y)
†A. (18.66)
Because X(y) satisfies (4.22), from (18.65) and (18.66) we see that
Λ1 = 0, Λ2 = 0, (18.67)
and hence the right-hand side of (18.64) only consists of the first three integrals there.
Recall that X(y) = 0 for y ∈ R− and F ′s(y) and
◦
F ′s(y) coincide when y ∈ R+, where
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◦
F ′s(y) is the regular part of F
′
s(y) defined in (16.52). Thus, with the help of (18.67), we
can write (18.64) as∫ ∞
0
dy X(y)
[−Γ1(y)†B + Γ2(y)†A] =
∫ ∞
0
dy X(y) Λ3(y), (18.68)
where we have defined
Λ3(y) := −Fs(y)B +
◦
F ′s(y)A− Fs(y)K(0, 0)A, y ∈ R. (18.69)
Note that we can replace the lower integration limit y = 0 by y = −∞ in the integral on
the right-hand side of (16.75) to have∫ ∞
0
dy X(y) Λ3(y) =
∫ ∞
−∞
dy X(y) Λ3(y). (18.70)
We justify (18.70) as follows. As asserted in Proposition 15.1(c), the solution X(y) in
L1(R+) to (4.22) is bounded in y ∈ R+. Since X(y) = 0 for y ∈ R−, it follows that X(y)
is bounded and integrable in y ∈ R. By (1) we know that Fs(y) is bounded in y ∈ R. Thus
the product X(y)Fs(y) is integrable in y ∈ R and vanishes for y ∈ R−. By (2) we know
that F ′s(y) is integrable in y ∈ R+, and for y ∈ R− it is the sum of an integrable function
and a square-integrable function. From (16.52) it follows that
◦
F ′s(y) is also integrable in
y ∈ R+, and for y ∈ R− it is the sum of an integrable function and a square-integrable
function. Thus, the product X(y)
◦
F ′s(y) is integrable in y ∈ R+, vanishes for y ∈ R−, and
is integrable in any finite interval containing y = 0. Thus, (18.70) is justified. With the
help of (3.67), (4.7), (11.37) we get∫ ∞
−∞
dyX(y)Fs(y) =
1
2π
∫ ∞
−∞
dk Xˆ(k) [S(k)− S∞] , (18.71)
and with the help of (3.67), (12.3), (16.51) we obtain∫ ∞
−∞
dy X(y)
◦
F ′s(y) =
1
2π
∫ ∞
−∞
dk Xˆ(k) [ik (S(k)− S∞)−G1] . (18.72)
Using (18.71) and (18.72) in (16.76), the integral on the right-hand side of (18.70) yields∫ ∞
−∞
dy X(y) Λ3(y) =
1
2π
∫ ∞
−∞
dk Xˆ(k) Λ4(k), (18.73)
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where we have defined
Λ4(k) := [−S(k) + S∞]B + (ik [S(k)− S∞]−G1) A− [S(k)− S∞]K(0, 0)A. (18.74)
Since X(y) satisfies (4.22), from Proposition 15.7 it follows that Xˆ(k) satisfies (4.23);
hence, we can replace Xˆ(k)S(k) on the right-hand side of (18.73) by −Xˆ(−k). We then
obtain
∫ ∞
0
dy X(y)
[−Γ1(y)†B + Γ2(y)†A] = 1
2π
∫ ∞
−∞
dk
[
Xˆ(−k) Λ5(k) + Xˆ(k) Λ6(k)
]
,
(18.75)
where we have defined
Λ5(k) := B − ik A+K(0, 0)A, (18.76)
Λ6(k) := S∞B − ik S∞A−G1A+ S∞K(0, 0)A. (18.77)
We can replace Xˆ(−k) Λ5(k) by Xˆ(k) Λ5(−k) in the integrand on the right-hand side of
(18.75). Then, using (18.76) and (18.77) in (18.75) we obtain
∫ ∞
0
dy X(y)
[−Γ1(y)†B + Γ2(y)†A] = 1
2π
∫ ∞
−∞
dk Xˆ(k) Λ7(k), (18.78)
where we have defined
Λ7(k) := (I + S∞)B + ik (I − S∞)A−G1A+K(0, 0)A+ S∞K(0, 0)A. (18.79)
When (1) and (4a) in Definition 4.2 hold, we have (16.70) satisfied, which makes the right-
hand side of (18.79) vanish. Thus, using Λ7(k) ≡ 0 on the right hand side of (18.78), we
see that (18.78) yields (18.60). Thus, the proof of (a) is complete. Let us now turn to the
proof of (b). Using (18.34) in (18.60), we obtain
n∑
j=1
∫ ∞
0
dyX(y) e−κjyM2j J(iκj) = 0. (18.80)
From (3.68) we see that
∫ ∞
0
dy X(y) e−κjy = Xˆ(iκj), j = 1, . . . , N. (18.81)
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and hence using (18.81) on the left-hand side of (18.80) we obtain (18.61). Hence, the
proof of (b) is complete.
In the next proposition we show that the results stated in Proposition 18.4 for the
solutions X(y) ∈ L1(R+) to (4.22) and Xˆ(k) ∈ Lˆ1(C+) to (4.23) actually hold for the
solutions X(y) ∈ L2(R+) to (4.22) and Xˆ(k) ∈ H2(C+) to (4.23).
Proposition 18.5 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), and (4a)
of Definition 4.2. Let Fs(y) be the quantity given in (4.7) in such a way that F
′
s(y) for
y ∈ R− is the sum of an integrable function and a square-integrable function. We have the
following:
(a) Any solution X(y) in L2(R+) to (4.22) satisfies
∫ ∞
0
dy X(y) ∆ˆ(y) = 0, (18.82)
where ∆ˆ(y) is the quantity defined in (18.4) and whose value for y ∈ R+ is given by
(18.7).
(b) Any solution Xˆ(k) in H2(C+) to (4.23) satisfies
N∑
j=1
Xˆ(iκj)M
2
j J(iκj) = 0, (18.83)
where J(k) is the Jost matrix constructed as in (9.2).
PROOF: In the proof of Proposition 18.4, let us replace the solution X(y) ∈ L1(R+) to
(4.22) withX(y) ∈ L2(R+) to (4.22). Then, the proof remains valid provided we can prove
that the integrability of X(y)Fs(y) in y ∈ R+ as well as the integrability of X(y)
◦
F ′s(y) in
y ∈ R+ are unaffected. The following argument shows that those integrabilities are indeed
unaffected. We know from Proposition 14.6(a) that any solution X(y) ∈ L2(R+) to (4.22)
must actually belong to L2(R+) ∩ L∞(R+). Thus, X(y)Fs(y) still remains integrable in
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y ∈ R+ because Fs(y) ∈ L1(R+) and X(y)Fs(y) is a product of a bounded quantity with
an integrable quantity. Similarly, X(y)
◦
F ′s(y) still remains integrable in y ∈ R+ because
◦
F ′s(y) ∈ L1(R+) and X(y)Fs(y) is a product of a bounded quantity with an integrable
quantity. Then, with the minor replacement that we use Proposition 15.6 instead of
Proposition 15.7 in the proof of Proposition 18.4, we know that the proof constitutes a
proof for Proposition 18.5.
The next proposition shows that the property (Vc) implies (Vb) in Proposition 6.6.
Proposition 18.6 Let S in (4.2) be the scattering data set consisting of a scattering ma-
trix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n × n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), and (4a)
of Definition 4.2. Then, the condition (Vc) of Proposition 4.1 implies (Vb) of Proposi-
tion 6.6.
PROOF: Let N be the nonnegative integer defined in (4.3). We would like to show that, if
(4.22) has N linearly independent solutions in L1(R+), then the Jost matrix constructed as
in (9.2) from the input scattering data satisfies (4.21). For the proof we proceed as follows.
Let X(l)(y) for l = 1, . . . ,N be linearly independent solutions in L1(R+) to (4.22). By
Proposition 15.7(a) we know that (4.23) has also N linearly independent solutions given
by Xˆ(l)(k) with l = 1, . . . ,N , where each Xˆ(l)(k) is related to X(l)(y) as in (3.67) and
(3.68). Thus, the general solution to (4.23) can be written as a linear combination as
Xˆ(k) =
N∑
l=1
γl Xˆ
(l)(k), (18.84)
where the γl are arbitrary scalar coefficients. From Proposition 6.1 we know that (4a)
and (4d) of Definition 4.2 are equivalent, and hence (4d) holds. Note that (4.23) and the
second line of (4.15) coincide. Thus, the quantity Xˆ(k) given in (18.84) satisfies the second
line of (4.15). Since (4d) holds, this means that if Xˆ(k) given in (18.84) also satisfies
Xˆ(iκj)Mj = 0, j = 1, . . . , N, (18.85)
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then we must have Xˆ(k) ≡ 0. Then, from (18.85) we can conclude that the linear homo-
geneous system given by
N∑
l=1
γl Xˆ
(l)(iκj)Mj = 0, j = 1, . . . , N. (18.86)
can only have the trivial solution γl = 0 for l = 1, . . . .N . We can write (18.86) in the
matrix notation as
[ γ1 · · · γN ]


Xˆ(1)(iκ1)M1 . . . Xˆ
(1)(iκN )MN
...
. . .
...
Xˆ(N )(iκ1)M1 . . . Xˆ
(N )(iκN )MN

 = [ 0 · · · 0 ] . (18.87)
We remark that in (18.87) the unknown is a row vector with N entries, the coefficient
matrix has the matrix size N × (nN), with Xˆ(l)(iκj)Mj being an 1×n matrix, and in the
zero vector on the right-hand side of (18.87) each zero represents the zero row vector with
n entries. Since the only solution to (18.87) must be the zero solution, the rank of the
coefficient matrix in (18.87) must be the same as the number of unknowns, i.e. must be
equal to N . This implies that any nonhomogeneous system associated with (18.87) must
have a unique solution. In particular, let us consider the nonhomogeneous system given
by
N∑
l=1
γl Xˆ
(l)(iκj)Mj = a
(j)Mj, j = 1, . . . , N, (18.88)
which we can write in the matrix notation as
[ γ1 · · · γN ]


Xˆ(1)(iκ1)M1 . . . Xˆ
(1)(iκN )MN
...
. . .
...
Xˆ(N )(iκ1)M1 . . . Xˆ
(N )(iκN )MN

 = [ a(1)M1 · · · a(N)MN ] ,
(18.89)
where each a(j) is a row vector with n components. Because of the full rank of the coefficient
matrix in (18.89), the corresponding nonhomogeneous system has a unique solution γl for
l = 1, . . . ,N for any choice of a(j) with j = 1, . . . , N. With those values of γl, the row
vector Xˆ(k) given in (15.59) is a solution to (4.23) and we have
Xˆ(iκj)Mj = a
(j)Mj, j = 1, . . . , N. (18.90)
185
By Proposition 18.4(b) we know that any solution to (4.23) must satisfy (18.61). Using
(18.90) in (18.61) we get
N∑
l=1
a(j)Mj M
†
j J(iκj) = 0, (18.91)
where we have used the fact that the matrixMj is hermitian. Since the a
(j) can be chosen
arbitrarily, we conclude that each term in the summation in (18.91) must vanish, i.e. we
have
a(j)Mj M
†
j J(iκj) = 0, j = 1, . . . , N. (18.92)
Let us multiply (18.92) by an arbitrary column vector b†j having n components. We get
a(j)MjM
†
j J(iκj) b
†
j = 0, j = 1, . . . , N. (18.93)
Choosing a(j) as a(j) = bj J(iκj)
†, from (18.93) we obtain
[
bj J(iκj)
†Mj
] [
M †j J(iκj) b
†
j
]
= 0, j = 1, . . . , N, (18.94)
or equivalently
[
M †j J(iκj) b
†
j
]† [
M †j J(iκj) b
†
j
]
= 0, j = 1, . . . , N. (18.95)
The left-hand side of (18.95) is the length of the vectorM †j J(iκj) b
†
j, and hence that vector
must be the zero vector, yielding
M †j J(iκj) b
†
j = 0, j = 1, . . . , N. (18.96)
Since b†j can be chosen arbitrarily, (18.96) implies that
M †j J(iκj) = 0, j = 1, . . . , N. (18.97)
Comparing (18.97) with (4.21) we conclude that (Vb) of Definition 4.3 is satisfied.
The next proposition shows that the condition (Vf ) of Proposition 6.6 implies (Vb)
there.
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Proposition 18.7 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), and (4a)
of Definition 4.2. Then, the condition (Vf ) implies (Vb) in Proposition 6.6.
PROOF: The proof of Proposition 18.6 also constitutes a proof for Proposition 18.7
with the following minor modifications. In the proof of Proposition 18.6 we replace
X(l)(y) ∈ L1(R+) with X(l)(y) ∈ L2(R+), replace the reference to Proposition 15.7 by the
reference to Proposition 15.6, replace the reference to Proposition 18.4(b) by the reference
to Proposition 18.5(b), and replace the mention of Xˆ(k) ∈ Lˆ1(C+) by the mention of
Xˆ(k) ∈ H2(C+). Hence, (Vf ) implies (Vb).
The following results shows the equivalence of (Vc) and (Vf ) when the scattering
data set S satisfies all the four conditions (1), (2), (3a), and (4a) of Definition 4.5.
Proposition 18.8 Let S in (4.2) be the scattering data set consisting of a scattering
matrix S(k), the constants κj as distinct positive numbers, and the matrices Mj as n× n
nonnegative hermitian matrices. Assume that S satisfies the conditions (1), (2), (3a), and
(4a) of Definition 4.5. Then, the properties (Vc) and (Vf ) of Definition 4.3 are equivalent.
PROOF: The general solution Xˆ(k) ∈ H2(C+) to (4.23) given in (15.59) and the general
solution Xˆ(k) ∈ L1(C+) to (4.23) given in (15.60) are identical. As argued in Proposi-
tions 15.8 and 15.9 they each contain N linearly independent row vector solutions. Thus,
(Vc) and (Vf ) are equivalent.
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19. INVERSE PROBLEM BY USING ONLY THE SCATTERING MATRIX
In this chapter we assume that our scattering data set S given in (4.2) does not contain
any information on the bound states and it consists of the scattering matrix S(k) alone.
We then investigate whether we can supplement S(k) with some appropriate bound-state
data so that the resulting S becomes a scattering data set for some input data set D as in
(4.1) belonging to the Faddeev class.
The following result shows that, if the scattering matrix S(k) satisfies (I) of Defini-
tion 4.3, then we can always find some bound-state data set so that the resulting S satisfies
also (4c) and (Vf ) of Theorem 7.2. The analogous result in the Dirichlet case is given in
Corollary to Lemma 5.6.1 of [2].
Proposition 19.1 If the scattering matrix S(k) satisfies (I) of Definition 4.3, then there
exists at least one bound-state data set {κl,Ml}pl=1 in such a way that the resulting scat-
tering data set {S, {κl,Ml}pl=1} satisfies (4c) and (Vf ) of Theorem 7.2. Here p is either
zero, in which case the resulting scattering data set consists of S(k) alone, or p is a positive
integer in such a way that the κl are distinct positive numbers and the n× n matrices Ml
are each nonnegative, hermitian, and of rank one.
PROOF: Consider the vector space of row vectors with n components as functions in
x belonging to L2(R+). For any arbitrary positive integer p, consider a p-dimensional
subspace of the aforementioned vector space, which is spanned by p linearly independent
vector-valued functions in x ∈ R+. As indicated in Lemma 5.6.1 of [2], one can explicitly
construct at least one set of p nonnegative, hermitian matrices Ml, each of which is an
n× n constant matrix of rank one, and p distinct positive numbers κl in such a way that
if X(y) is any vector in the aforementioned p-dimensional subspace and if we have
∫ ∞
0
dy X(y)Ml e
−κly = 0, l = 1, . . . , p, (19.1)
then X(y) ≡ 0. Note that the sum of the ranks of Ml is p because each Ml has rank one.
Given S(k) satisfying (I) of Definition 4.3, consider the integral equation (4.22), where
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Fs(y) is constructed as in (4.7). Since (I) holds, by Proposition 4.4 we know that Fs(y)
belongs to L2(R+). By Proposition 3.4(a), the operator associated with (4.22) is compact
on L2(R+). Any solution to (4.22) in L2(R+) must be an eigenfunction of that operator
with eigenvalue −1. From Theorem 6.26 on p. 185 of [27] it follows that any nonzero
eigenvalue of a compact operator on a Hilbert space must have finite multiplicity. Thus,
the number of linearly independent solutions in L2(R+) to (4.22) must be some finite
nonzero integer p. Thus, the solution space for (4.22) is a p-dimensional subspace of row
vectors with n components that belong to L2(R+). If p = 0, then we assume that there
are no bound states and hence (4.22) becomes the same as (4.14), as seen from (4.12). By
Proposition 15.7(c) we know that any solution in L1(R+) to (4.14) must be bounded and
hence must belong to L2(R+). Thus, if the only solution in L2(R+) to (4.14) is the trivial
solution then the only solution in L1(R+) to (4.22) must also be the trivial solution. Then,
(Vf ) of Theorem 7.2 and (4c) are both satisfied because the only solutions to (4.14) and
(4.22) in L2(R+) are X(y) ≡ 0. If p ≥ 1, then (4.22) has p linearly independent solutions
in L2(R+). Analogous to (4.12), let us set
F (y) = Fs(y) +
p∑
l=1
M2l e
−κly, y ∈ R+, (19.2)
where we recall that the sum of the ranks of Ml is equal to p. Then, using (19.2) we see
that the left-hand side of (4.14) satisfies
X(y) +
∫ ∞
0
dz X(z)F (z + y)
=X(y) +
∫ ∞
0
dz X(z)Fs(z + y)
+
p∑
l=1
[∫ ∞
0
dz X(z)Ml e
−κlz
]
Ml e
−κly, y ∈ R+.
(19.3)
From (19.3) and the conclusion associated with (19.1) we observe the following: Any
solution in L2(R+) to (4.22) satisfying (19.1) must be a solution in L2(R+) to (4.14), and
conversely any solution in L2(R+) to (4.14) can be expressed as a solution in L2(R+) to
(4.22) satisfying (19.1). Note that, by Proposition 15.3(d), X(y) satisfies (19.3) if any only
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if its Fourier transform Xˆ(k) given in (3.68) satisfies both lines of (4.15). The first line
of (4.15) implies that (19.1) is satisfied by X(y). By Proposition 15.7(a), the second line
of (4.15) implies, after using (3.67), that X(y) satisfies (4.22). Then, X(y) satisfies (19.1)
and (4.22), and furthermore it belongs to L2(R+) because it is in L1(R+) ∩ L2(R+) by
Proposition 15.1(c). By the construction of {κl,Ml}pl=1, we know that any solution X(y)
in L2(R+) to (4.22) satisfying (19.1) must be the trivial solution X(y) ≡ 0. Thus, the
scattering data set {S, {κl,Ml}pl=1} satisfies (4c) of Theorem 7.2. By construction, the
number of linearly independent solutions in L2(R+) to (4.22) is equal to p, and hence
(Vf ) of Theorem 7.1 also holds.
With the help of Proposition 19.1 we obtain the following result.
Proposition 19.2 The properties (1), (2), and (IIIa) are necessary and sufficient for an
n × n scattering matrix S(k) to be the scattering matrix for some input data set D as in
(4.1) belonging to the Faddeev class.
PROOF: By Theorem 7.1 we know that there exists a unique input data set D in the
Faddeev class if the scattering data set S satisfies (1), (2), (IIIa), (4c), and (Vc). If
the scattering matrix S(k) in S satisfies (1), then (I) of Definition 4.3 is automatically
satisfied. Then, as Proposition 19.1 implies we can always complete S(k) to a scattering
data set S satisfying (4c) and (Vc) by adding some bound-state data set {κl,Ml}pl=1 for
some nonnegative integer p, and such a procedure certainly does not affect (1), (2), (IIIa).
Thus, the resulting scattering data set {S, {κl,Ml}pl=1} satisfies all of (1), (2), (IIIa),
(4c), (Vc) of Theorem 7.1, and hence it corresponds to an input data set D in the Faddeev
class.
The following result is related to the characterization stated in Theorem 7.9, and it
states that unless a scattering matrix S(k) satisfies Levinson’s theorem, it is impossible
to supplement it with any bound-state data set so that the resulting scattering data set
corresponds to an input data set D in the Faddeev class.
Corollary 19.3 Consider a scattering data set S as in (4.2), which consists of an n × n
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scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. If N defined in (4.3) does not satisfy (21.5), i.e. if the
scattering matrix does not satisfy Levinson’s theorem, then as stated in Theorem 7.9, the
associated scattering data set S cannot belong to the Marchenko class and hence at least
one of the conditions in any of Theorems 5.1, 7.1-7.6 must be violated.
Based on an intrinsic property of the scattering matrix S(k), in some cases we might
be able to conclude that it is impossible that such a scattering matrix may correspond
to an input data set D in the Faddeev class. The following result directly follows from
Corollary 19.3.
Corollary 19.4 Consider an n× n scattering matrix S(k) satisfying (I) of Definition 4.3
and (2) of Theorem 7.1. Consider (21.5) related to S(k), where each term except N is
uniquely determined by S(k). If the value of N obtained by solving (21.5) algebraically is
negative, then the scattering matrix S(k) cannot be a scattering matrix for some input data
set D as in (4.1) belonging to the Faddeev class.
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20. PARSEVAL’S EQUALITY
Parseval’s equality is the completeness relation for the physical solutions Ψ(k, x) ap-
pearing in (9.4) and the normalized bound-state solutions Ψj(x) appearing in (9.8), and
it is formulated as
1
2π
∫ ∞
0
dkΨ(k, x)Ψ(k, y)† +
N∑
j=1
Ψj(x)Ψj(y)
† = δ(x− y) I, x, y ∈ R+. (20.1)
In this chapter we prove that if the scattering data set S given in (4.2) satisfies (I) of
Definition 4.3 and (2) of Definition 4.2 then Parseval’s equality holds. In this chapter, we
also show that if Parseval’s equality holds then the Marchenko integral equation (13.1) is
uniquely solvable.
The following proposition is needed in the proof of Parseval’s equality. Even though
the physical solution Ψ(k, x) appearing in (9.4) and (9.6) is not an even function in k ∈ R,
the following result shows that Ψ(k, x)Ψ(k, y)† is even in k for k ∈ R.
Proposition 20.1 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Then, for
any x, y ∈ R+, the physical solution Ψ(k, x) constructed from S as in step (9.4) satisfies
Ψ(−k, x)Ψ(−k, y)† = Ψ(k, x)Ψ(k, y)†, k ∈ R. (20.2)
PROOF: The physical solution is constructed from f(k, x) and S(k) via (9.4). In turn,
f(k, x) is constructed from the solution K(x, y) to the Marchenko equation (13.1) as in
(10.6). Proposition 16.1(a) assures the existence and the uniqueness of K(x, y) for each
x ∈ R+ if (I) holds. Using (9.4) on the right-hand side of (20.2) and simplifying the result
with the help of (4.4), we observe that the right-hand side of (20.2) is an even function of
k ∈ R.
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In the following theorem we show that Parseval’s equality holds if the Marchenko
equation (13.1) is uniquely solvable.
Proposition 20.2 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n hermitian and nonnegative matrices Mj with respective positive ranks
mj , where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Let
Ψ(k, x) be the corresponding physical solutions constructed from S as in (9.4) and Ψj(x)
be the normalized bound-state solutions constructed as in (9.8). Then, Parseval’s relation
(20.1) holds for x, y ∈ R+.
PROOF: Because of (20.2) the integral in (20.1) can be written in the equivalent form as
1
2π
∫ ∞
0
dkΨ(k, x)Ψ(k, y)† =
1
4π
∫ ∞
−∞
dkΨ(k, x)Ψ(k, y)†. (20.3)
From (9.4) we obtain
Ψ(k, x)Ψ(k, y)† =f(−k, x) f(−k, y)† + f(−k, x)S(k)† f(k, y)†
+ f(k, x)S(k) f(−k, y)†+ f(k, x) f(k, y)†,
(20.4)
where we have used the unitarity of S(k) expressed in the second equality in (4.4). With
the help of (20.4) and the first equality in (4.4), we obtain
1
4π
∫ ∞
−∞
dkΨ(k, x)Ψ(k, y)† =
1
2π
∫ ∞
−∞
dk
[
f(k, x) f(k, y)†+ f(k, x)S(k) f(−k, y)†] .
(20.5)
Let us replace S(k) in (20.5) by the sum of S∞ and [S(k)−S∞], where S∞ is the constant
n×n matrix given in (4.6). Furthermore, let us use (4.7) and (10.6) so that we can write the
right-hand side of (20.5) in terms of Fs(y) and K(x, y). As indicated in Proposition 16.1(a)
the existence and uniqueness of K(x, y) for x, y ∈ R+ is assured by (I) of Definition 4.3.
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With the help of
1
4π
∫ ∞
−∞
dkΨ(k, x)Ψ(k, y)†
=δ(x− y) I +K(y, x)† +K(x, y) + S∞ δ(x+ y)
+ S∞K(y,−x)† +K(x,−y)S∞ + Fs(x+ y)
+
∫ ∞
−∞
dξ K(x, ξ)K(y, ξ)†+
∫ ∞
−∞
dz K(x, z)Fs(z + y)
+
∫ ∞
−∞
dξ Fs(x+ ξ)K(y, ξ)
† +
∫ ∞
−∞
dξ K(x, ξ)S∞K(y,−ξ)†
+
∫ ∞
−∞
dξ
∫ ∞
−∞
dz K(x, z)Fs(z + ξ)K(y, ξ)
†,
(20.6)
where we have written the integration limits over R because, in the Marchenko equation
(13.1), we know that K(x, y) = 0 for y < x. We will consider the case 0 < x ≤ y and and
the case 0 < y < x separately. When we have 0 < x ≤ y, we see that the second, fourth,
fifth, sixth, and eleventh terms on the right-hand side in (20.6) vanish. We can group the
third, seventh, and ninth terms into one group and the eighth, tenth, and twelfth terms
into another group. Then, from (20.6) we obtain
1
4π
∫ ∞
−∞
dkΨ(k, x)Ψ(k, y)† − δ(x− y) I
=
[
K(x, y) + Fs(x+ y) +
∫ ∞
x
dz K(x, z)Fs(z + y)
]
+
∫ ∞
y
dξ
[
K(x, ξ) + Fs(x+ ξ) +
∫ ∞
x
dz K(x, z)Fs(z + ξ)
]
K(y, ξ)†,
(20.7)
where we have used K(x, y) = 0 for y < x. Let us now consider the summation term in
(20.1). With the help of (9.8) we get
Ψj(x)Ψj(y)
† = f(iκj , x)M
2
j f(iκj , y)
†, (20.8)
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where we have used M †j =Mj. Using (10.6) on the right-hand side of (20.8), we obtain
Ψj(x)Ψj(y)
† =M2j e
−κj(x+y) +
∫ ∞
x
dz K(x, z)M2j e
−κj(z+y)
+
∫ ∞
x
dξM2j K(y, ξ)
† e−κj(x+ξ) +
∫ ∞
y
dξ
∫ ∞
x
dz K(x, z)M2j K(y, ξ)
† e−κj(z+ξ)
(20.9)
Applying the summation
∑N
j=1 on both sides of (20.9), we can add the resulting equation
to (20.7). With the help of (4.12), we can combine the resulting four summation terms
with the four terms on the right-hand side of (20.7). This yields
1
2π
∫ ∞
0
dkΨ(k, x)Ψ(k, y)†+
N∑
j=1
Ψj(x)Ψj(y)
† − δ(x− y) I
= P (x, y) +
∫ ∞
y
dξ P (x, ξ)K(y, ξ)†,
(20.10)
where we have used (20.3) in the first term on the left-hand side and have defined
P (x, y) := K(x, y) + F (x+ y) +
∫ ∞
x
dz K(x, z)F (z + y). (20.11)
Since K(x, y) satisfies the Marchenko equation (13.1) for 0 < x ≤ y, comparing (13.1) and
(20.11) we see that P (x, y) = 0 for 0 < x ≤ y, and hence (20.11) yields (20.1). Let us now
consider the case 0 < y < x. In this case, we see that K(x, y) = 0 for x > y implies that
the third, fourth, fifth, sixth, and eleventh terms on the right-hand side of (20.6) vanish.
We can group the second, seventh, and tenth terms into one group and the eighth, ninth,
and twelfth terms into another group. Then, from (20.6), instead of (20.7), we get
1
4π
∫ ∞
−∞
dkΨ(k, x)Ψ(k, y)† − δ(x− y) I
=
[
K(y, x) + Fs(y + x) +
∫ ∞
y
dξ K(y, ξ)Fs(ξ + x)
]†
+
∫ ∞
y
dz K(x, z)
[
K(y, z) + Fs(y + z) +
∫ ∞
y
dξ K(y, ξ)Fs(ξ + z)
]†
,
(20.12)
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where we have used K(x, y) = 0 for x > y and also used Fs(y)
† = Fs(y), where the hermi-
tian property of Fs(y) follows from (I) as indicated in Proposition 16.4(b). Proceeding as
in the previous case 0 < x ≤ y, after (20.8) and (20.9), instead of (20.10) we get
1
2π
∫ ∞
0
dkΨ(k, x)Ψ(k, y)†+
N∑
j=1
Ψj(x)Ψj(y)
† − δ(x− y) I
= P (y, x)† +
∫ ∞
y
dz K(x, z)P (y, z)†,
(20.13)
where P (x, y) is the quantity defined in (20.11). In this case we have 0 < y < x, and hence
the Marchenko equation (13.1) yields P (y, x) = 0 for 0 < y < x. Thus, the right-hand side
of (20.10) vanishes for 0 < y < x. Hence, the proof is completed.
In the next proposition we show that the Marchenko equation (13.1) is satisfied if
Parseval’s equality (20.1) holds.
Proposition 20.3 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3 Let Ψ(k, x)
be the corresponding physical solutions constructed from S as in (9.4) and Ψj(x) be the
normalized bound-state solutions constructed as in (9.8). Assume further that Parseval’s
equality (20.1) holds for x, y ∈ R+. Then, for each x ∈ R+, the Marchenko equation (13.1)
is uniquely solvable for y > x > 0 where the solution K(x, y) in y belongs to L1(x,+∞).
PROOF: Let us look for a solution K(x, y) in y in L1(x,+∞) to (13.1) for 0 < x < y.
Thus, we can let K(x, y) = 0 for y < x.
If Parseval’s equality (20.1) holds for x, y ∈ R+, then the left-hand side of (20.10)
vanishes for 0 < x < y, yielding
P (x, y) +
∫ ∞
y
dξ P (x, ξ)K(y, ξ)† = 0, 0 < x < y. (20.14)
Let us view (20.14) as a homogeneous integral equation where P (x, y) is the unknown in
L1(x < y < +∞) for each x > 0 and K(y, ξ)† is the kernel of the integral operator. Since
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K(x, y) is considered in y to belong to L1(x,+∞), from Proposition 3.3(a), we conclude
that the integral operator associated with (20.14) is compact on L1(x,+∞). We notice
that (20.14) is a homogeneous Volterra integral equation. Thus, it is uniquely solvable
and its solution is given by P (x, y) = 0 for 0 < x < y. Then, from (20.11) we see that
K(x, y) must satisfy the Marchenko equation (13.1). Since (I) of Definition 4.3 holds, from
Proposition 16.1(a) it follows that (13.1) must have a unique solution, and hence we know
that K(x, y) must be the unique solution to (13.1). Thus, the proof is completed.
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21. ALTERNATE CHARACTERIZATION VIA LEVINSON’S THEOREM
In this chapter we give a new characterization where we use Levinson’s theorem. Let
us first recall this theorem.
For θj ∈ (0, π] with j = 1, 2, . . . , n, let us denote
A˜ := −diag{sin θ1, · · · , sin θn}, B˜ := {cos θ1, · · · , cos θn}. (21.1)
The matrix pair (A˜, B˜) satisfy (2.5) and (2.6), and the boundary conditions (2.4) for these
matrices is given by
(cos θj) ψj(0) + (sin θj) ψ
′
j(0) = 0, j = 1, . . . n. (21.2)
The particular case θj = π corresponds to the Dirichlet boundary condition, and the case
θj = π/2 corresponds to the Neumann boundary condition. In general there will be nD
values with θj = π, nN values with θj = π/2, and then, nM = n − nD − nN values with
θj ∈ (0, π/2)∪ (π/2, π), that correspond to mixed boundary conditions.
Let (A,B) be any matrix pair satisfying (2.5) and (2.6). It is proven in Proposition 4.3
of [9] that there exists a matrix pair (A˜, B˜) as in (21.1), a unitary matrix U, and invertible
matrices T1 and T2 such that
A = U A˜T1 U
†T2, B = U A˜T1 U
†T2. (21.3)
Furthermore, in Proposition 4.1 of [9] it is proven that under the transformation (A,B) 7→
(A˜, B˜) with (A˜, B˜) as in (21.1) and U, T1, and T2 as in (21.3), we have the Jost matrix
and the scattering matrix transforming, respectively, as
J(k) = U J˜(k)T1 U
†T2, S(k) = U S˜(k)U
†, (21.4)
where J˜(k) and S˜(k) denote the Jost matrix and the scattering matrix, respectively, for the
potential V˜ (x) := U † V (x)U and the boundary conditions (2.4) with the matrix pair (A˜, B˜)
instead of the pair (A,B). Note that V˜ (x) satisfies (2.2) and (2.3) because U is unitary
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and V (x) satisfies (2.2) and (2.3). This means that our problem with the general boundary
condition specified by (2.4)-(2.6) with the matrix pair (A,B) is actually equivalent to a
problem with the boundary conditions (21.2) given by the diagonal matrix pair (A˜, B˜)
and the potential V˜ (x) := U † V (x)U. Note that the transformation (A,B) 7→ (AT,B T )
with an invertible matrix T is just a reparametrization of the boundary condition and the
transformation V (x) 7→ U V (x)U † with a unitary matrix U is a change of representation
in the quantum mechanical sense.
We present Levinson’s theorem next.
Theorem 21.1 Suppose that the input data set D := {V,A,B} belongs to the Faddeev
class. Then, the number N of bound states (including multiplicities) is related to the
argument of the determinant of the scattering matrix as
arg[detS(0+)]− arg[detS(+∞)] = π [2N + µ− (n− nD)] , (21.5)
where µ is the algebraic (and geometric) multiplicity of the eigenvalue +1 of the zero-
energy scattering matrix S(0), and nD is the number defined after (21.2), namely it is
the number of Dirichlet boundary conditions in the representation where the boundary
conditions are given as in (21.2) by matrices A˜, B˜ that satisfy (21.1) and (21.3). The
quantity nD is also equal to the algebraic (and geometric) multiplicity of the eigenvalue
−1 of the hermitian matrix S∞ defined in (4.6). Furthermore, the number N of bound
states (including multiplicities) is equal to the sum of the ranks mj of the matrices Mj for
j = 1, . . . , N that appear in the definition (4.2) of the unique data set S that corresponds
to the input data set D, according to Theorem 5.1, N =∑Nj=1mj .
PROOF: This result is proven in Theorem 9.3 of [9].
Levinson’s theorem is a remarkable result, linking scattering information encoded in
the scattering matrix to bound state information.
Next we show that the three properties (4c,2), (4d,2), and (4e,2) of Definition 7.8 are
equivalent.
199
Proposition 21.2 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of
N constant n × n nonnegative, hermitian matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3. Then, the
three conditions (4c,2), (4d,2), and (4e,2) of Definition 7.8 are equivalent.
PROOF: The proposition is proved the same way as in (c) and (d) of Proposition 15.3.
Note that the proof of Proposition 15.3(d) amounts to reduce the problem to the case of
L2(R+) and of H2(C+), which we consider here.
Our main goal in this chapter is to prove the characterization results stated in The-
orems 7.9 and 7.10. The strategy of the proof of Theorem 7.9 is to prove that all the
conditions of Theorem 7.6 are satisfied. Then, the proof of Theorem 7.10 would follow as
a result of the equivalence indicated in Proposition 21.2.
Before we prove Theorem 7.9 we first obtain certain preliminary results that we need.
As in Lemma 1 on p. 265 of [2], the Corollary and Lemma 2 on page 268 of [2], we prove
that if conditions (1) and (2) hold then there is a nonnegative integer q such that the
matrix Sq(k) defined by
Sq(k) := S(k)
(
k + i
k − i
)2q
, (21.6)
satisfies the conditions (1), (2), and (IIIa) of Proposition 19.2. Then, this proposition
implies that there is a set of Nq distinct positive constants κq,j and a set of Nq nonneg-
ative, hermitian n × n matrices Mq,j with respective positive ranks mq,j, where Nq is a
nonnegative integer, such that Sq = {Sq(k), {κq,j,Mq,j}Nqj=1} is the scattering data set of
a unique input data set D := {Vq, Aq, Bq} in the Faddeev class.
Remark 21.3 Note that by (21.6) Sq(0) = S(0). Then, the algebraic (and geometric)
multiplicity of the eigenvalue +1 of Sq(0) is the number µ that appears in condition (L) in
Definition 7.7. Furthermore, by (21.6),
Sq,∞ := lim
k→∞
Sq(k) = lim
k→∞
S(k) = S∞. (21.7)
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Then, the algebraic (and geometric) multiplicity of the eigenvalue −1 of the hermitian
matrix Sq,∞ is the number nD that appears in condition (L) in Definition 7.7.
Let us denote by Jq(k) the Jost matrix for Sq. We have
Sq(k) = −Jq(−k) [Jq(k)]−1, k ∈ R. (21.8)
By (21.6) and (21.8), we have
S(k) = −
(
k − i
k + i
)2q
Jq(−k) [Jq(k)]−1, k ∈ R. (21.9)
Definition 21.4 Let h(k) be a column vector with n components, that is defined for k ∈ C+
in such a way that it is analytic in k ∈ C+. We say that h(k) is of finite order if for some
real number ν and some constant Cν we have
|h(k)| ≤ Cν (1 + |k|ν), k ∈ C+. (21.10)
The order of h(k) is the infimum of the ν-values such that (21.10) holds for some constant
Cν . The definition for order also applies for functions defined for k ∈ C−, analytic in C−,
and (21.10) holds in k ∈ C−.
We now consider the solutions to the following equation that appears in condition
(Vh) in Theorem 7.6:
h(−k) + S(k) h(k) = 0, k ∈ R, (21.11)
where h(k) is a column vector that is analytic in C+ and of finite order.
It follows from Proposition 10.2(a) that k [Jq(k)]
−1 is continuous in k ∈ R and
Jq(k) = Bq − ikAq +O(1), k →∞ in C+. (21.12)
Then, using (21.9) and (21.12) we prove as in Lemma 3 in page 270 of [2] that every
solution to (21.11) with finite order is of the form
h(k) = (k + i)2q Jq(k)

 Nq∑
j=1
2 i κq,j
k2 + κ2q,j
Nq,j d
(j) + p(k2)

 , (21.13)
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where iκq,j with j = 1, . . . , Nq are the poles of [Jq(k)]
−1 and Nq,j is the residue of [Jq(k)]
−1
at iκq,j . Moreover, p(k) is a column vector with n components that are polynomials in k,
and d(j) is the column vector with n components given by
d(j) := [ (k + i)−2q h1(iκq,j) · · · (k + i)−2q hn(iκq,j) ]T (21.14)
where we recall that the superscript T denotes the matrix transpose. By (21.12) and
(21.13), each component hl(k) with l = 1, . . . , n, of a solution of finite order behaves as
Cl k
βl as |k| → ∞, where Cl is a complex number different from zero, and βl is an integer.
The order, β, of the solution h(k) is equal to β := max{βl : l = 1, . . . , n}. Note that from
(21.13) it follows that β can be an even or an odd integer.
We have the following result.
Proposition 21.5 Suppose that conditions (1) and (2) of Definition 4.2 are satisfied.
Then, there are n solutions h(j)(k) of finite order for j = 1, . . . n to (21.11) with the
following properties:
(a) Each h(j)(k) is of order −βj , with −β1 ≥ −β2 ≥ · · · ≥ −βn. Moreover, −β1 is the
smallest possible order of all solutions to (21.11) with finite order. Note that from
(21.13) it follows that β1 is finite.
(b) For every j = 1, . . . , n, the solutions h(j)(k) cannot be represented in the form
h(j)(k) =
j−1∑
l=1
pl(k) h
(l)(k), (21.15)
where the pl(k) are polynomials.
(c) All the solutions h(k) to (21.11) with finite order can be represented as
h(k) =
n∑
j=1
pj(k
2) h(j)(k), (21.16)
for some polynomials pj with j = 1, . . . , n. Furthermore, any solution h(k) to (21.11)
of order smaller than −βl can be represented as
h(k) =
l−1∑
j=1
pj(k
2) h(j)(k), (21.17)
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for some polynomials pj(k) with j = 1, . . . , l − 1.
PROOF: This proposition is proven as in Appendix I of [2] (see also pages 393–404 of
[39]).
By (21.13), each of the h(j)(k) is of the form,
h(j)(k) = Jq(k) r
(j)(k), j = 1, . . . , n, (21.18)
where r(j)(k) is a column vector with n components that are rational functions of k. Let
ω(j)(k) := kβj h(j)(k), j = 1, . . . , n. (21.19)
Moreover, we define following n× n matrices:
Z(k) := [zi,j(k)] , zi,j(k) := h
(j)
i (k), 1 ≤ i, j ≤ n, (21.20)
Ω(k) := [ωi,j(k)] , ωi,j(k) := ω
(j)
i (k), 1 ≤ i, j ≤ n, (21.21)
R(k) := [ri,j(k)] , ri,j(k) := r
(j)
i (k), 1 ≤ i, j ≤ n. (21.22)
Then,
Z(−k) + S(k)Z(k) = 0, k ∈ R, (21.23)
and
Z(k) = Jq(k)R(k), k ∈ C+. (21.24)
Proposition 21.6 Suppose that conditions (1) and (2) of Definition 4.2 are satisfied.
Then, the following statements hold:
(a) The determinant of Z(k) is different from zero for all k ∈ C+ \ {0}.
(b) The following two limits exist:
ω(j)(∞) := lim
k→∞
ω(j)(k), (21.25)
[Ω(∞)] = lim
k→∞
[Ω(k)] , (21.26)
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and the determinant of Ω(∞) is different from zero.
(c) The order of
n∑
j=1
pj(k) h
(j)(k), (21.27)
where the pj(k) for j = 1, . . . , n are polynomials, is equal to the highest of the orders
of the individual terms in the summation in (21.27).
(d) The determinant of R(k) is different from zero for all k ∈ C+.
PROOF: This proposition is proven as in Appendix I of [2] (see also pages 393–404 of [39]).
We give some details for the reader’s convenience. Let us prove that (d) holds. Suppose
that for some k0 ∈ C+ the determinant of R(k0) is zero. Then, the columns of R(k0) are
linearly dependent and there are some λj with j = 1, . . . , n that are not all equal to zero,
such that
n∑
j=1
λj r
(j)(k0) = 0. (21.28)
Let
h(k) :=
1
k2 − k20
Jq(k)
n∑
j=1
λj r
(j)(k) =
1
k2 − k20
n∑
j=1
λj h
(j)(k). (21.29)
By (21.13) and (21.18) we have
h(k) =
1
k2 − k20
(k + i)2q Jq(k)
(
(k2 − k20)Q+O((k2 − k20)2
)
, k → k0, (21.30)
for some constant column vector Q. Then, h(k) is a solution to (21.11). Let λm be the
last of the coefficients in (21.29) that is different from zero. Hence, h(k) is a solution to
(21.11) of order (−βm − 2), and by Proposition 21.5(c) it can be represented as
h(k) =
m−1∑
j=1
pj(k
2) h(j)(k). (21.31)
By (21.29) and (21.31) we have
h(m)(k) =
1
λm

m−1∑
j=1
(k2 − k20)pj(k2) h(j)(k)−
m−1∑
j=1
λj h
(j)(k)

 . (21.32)
204
However, by Proposition 21.5(b) this is not possible, and then the determinant of R(k)
never vanishes. We prove in the same way that the determinant of Z(k) does not vanish
for k ∈ C+ using that Z(k) is analytic on C+. Moreover, by (21.24) the determinant of
Z(k) is different from zero on R \ {0}, because the determinant of R(k) and of Jq(k) are
nonzero on R \ {0}.
Remark 21.7 Let A˜q and B˜q be the matrices as in (21.1) related to Aq and Bq as in
(21.3), i.e.
A˜q := − diag {sin θq,1, · · · , sin θq,n}, B˜q := diag {cos θq,1, · · · , cos θq,n},
0 < θq,j ≤ π, j = 1, . . . , n,
(21.33)
where nD of the θq,j are equal to π and the (n − nD) remaining θq,j are different from
π. We can always reorder the θq,j in such a way that the first nD of the θq,j are equal to
π. By Theorem 7.6 of [9] the number of θq,j = π that appear in (21.33) is equal to the
algebraic (and geometric) multiplicity of the eigenvalue equal to −1 of the matrix Sq,∞,
where Sq(k) is the matrix defined in (21.8). By Remark 21.7 this is precisely the number,
nD, of eigenvalues −1 of the matrix S∞ that appears in condition (L) of Definition 7.7.
Proposition 21.8 Suppose that conditions (1) and (2) of Definition 4.2 are satisfied.
Then, among the solutions h(j)(k) with j = 1, . . . , n, we have nD of them having even
order and n− nD of them having odd order.
PROOF: Let A˜q and B˜q be the matrices that appear in Remark 21.7. Let P1 and P2 be
the diagonal matrices defined as
P1 := diag{1, · · · , 1, 0, · · · , 0}, (21.34)
with the first nD diagonal entries equal to one and the remaining (n−nD) diagonal entries
equal to zero, and
P2 := diag{0, · · · , 0, 1, · · · , 1}, (21.35)
with the first nD diagonal entries equal to zero and the remaining n−nD diagonal entries
205
equal to one. Then,
B˜q− ikA˜q = diag {−1,−1, · · · ,−1, cos θq,nD+1 + ik sin θq,nD+2, · · · , cos θq,n + ik sin θq,n} ,
(21.36)
with −1 in the first nD diagonal entries and the remaining ones different from zero. Hence,
P1(B˜q − ikA˜q) = diag {−1, · · · ,−1, 0, · · · , 0} , (21.37)
has −1 in the first nD diagonal entries and 0 in the remaining n − nD diagonal entries.
Furthermore,
P2(B˜q − ikA˜q) = diag {0, · · · , 0, cos θq,nD+1 + ik sin θq,nD+1, · · · , cos θq,n + ik sin θq,n} ,
(21.38)
has zeros in the first nD diagonal entries and the remaining n − nD diagonal entries are
nonzero. By (21.13) we have
kβj h
(j)(k) = kβj+2q
(
1 +
i
k
)2q
Jq(k) c
(j)(k2), (21.39)
for some column vector cj(k) with components that are rational functions. By (21.3) for
Aq, Bq and A˜q, B˜q, and (21.12), we have
U † Jq(k) =
(
B˜q − ikA˜q +O(1)
)
T1 U
† T2, k →∞ in C+. (21.40)
Hence, by (21.19), (21.25), and (21.37)-(21.40) we get
P1 U
† ω(j)(∞) = lim
k→∞
[Θ1 +O(1)]T1 U
† T2 k
βj+2q
(
1 +
i
k
)2q
c(j)(k2), (21.41)
and,
P2 U
† ω(j)(∞) = lim
k→∞
[Θ(k) +O(1)]T1 U
† T2 k
βj+2q
(
1 +
i
k
)2q
c(j)(k2) (21.42)
where
Θ1 := diag {−1, · · · ,−1, 0, · · · , 0} ,
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Θ(k) := diag {0, · · · , 0, cos θq,nD+1 + ik sin θq,nD+1, · · · , cos θq,n + ik sin θq,n} .
Suppose that the order of h(j)(k) is even. Then, the only way in which the limit on the
right-hand side of (21.42) can be finite is if that limit is zero. It follows that
P2 U
† ω(j)(∞) = 0, if βj is even. (21.43)
Similarly if the order of h(j)(k) is odd, then the only way in which the limit on the right-
hand side of (21.41) can be finite is if it is zero. As a result, we have
P1 U
† ω(j)(∞) = 0, if βj is odd. (21.44)
Let us introduce the following subspaces of Cn :
Veven :=

v ∈ Cn : v =
∑
(j: βj is even)
λj U
† ω(j)(∞), λj ∈ C

 , (21.45)
Vodd :=

v ∈ Cn : v =
∑
(j: βj is odd)
λj U
† ω(j)(∞), λj ∈ C

 . (21.46)
The subspaceVeven is the subspace of all linear combinations of the U
† ω(j)(∞) with h(j)(k)
of even order, and Vodd is the subspace of all linear combinations of the U
† ω(j)(∞) with
h(j)(k) of odd order. Let us denote by neven, the number of h
(j)(k) of even order and by
nodd, the number of h
(j)(k) of odd order. As by Proposition 21.6 the determinant of Ω(∞)
is different from zero, the ω(j)(∞) for j = 1, . . . , n are linearly independent. Then, from
the unitarity of U, (21.43), and (21.44) we get
Veven ⊂ P1Cn, dim [Veven] = neven ≤ dim[P1Cn] = nD, (21.47)
Vodd ⊂ P2Cn, dim [Vodd] = nodd ≤ dim[P2Cn] = n− nD. (21.48)
Then, Veven ∩Vodd = {0} , and consequently we have
dim [Veven +Vodd] = dim[Veven] + dim[Vodd] = neven + nodd. (21.49)
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Suppose that neven < nD. Then, by (21.47) and (21.48) we have
dim [Veven +Vodd] < nD + n− nD < n. (21.50)
This implies that the vectors U † ω(j)(∞) with j = 1, . . . , n generate a subspace of Cn of
dimension smaller than n. This is impossible because as the ω(j)(∞) with j = 1, . . . , n
are linearly independent, and U is unitary, the vectors U † ω(j)(∞) with j = 1, . . . , n are
linearly independent. Consequently, we have neven = nD and nodd = n− nD.
We can now compute the number of linearly independent solutions to (21.11) that
have negative order. Let us assume that there are d ≥ 0 orders βj that are positive, that
is to say
β1 ≥ β2 ≥ · · · ≥ βd > 0 ≥ βd+1 ≥ · · · ≥ βn. (21.51)
Proposition 21.9 Suppose that conditions (1) and (2) of Definition 4.2 are satisfied.
Denote by n{odd, +} the number of the βj-values for j = 1, . . . , d, that are odd. Then, the
number, N+, of linearly independent solutions to (21.11) that are of negative order satisfies
2N+ =
d∑
j=1
βj + n{odd, +}. (21.52)
PROOF: It follows from Proposition 21.5(c) and Proposition 21.6(c) that all solutions to
(21.11) of negative order, i.e. of order not exceeding −1, are of the form
h(k) =
d∑
j=1
pj(k
2) h(j)(k), (21.53)
where pj(k) is a polynomial of degree γj so that 2γj < βj . If βj is even this implies that
γj ≤ βj2 − 1. Since a polynomial of order βj2 − 1 has βj2 independent coefficients, for each
h(j)(k) of even order, βj , there are
βj
2
linearly independent solutions to (21.11) of negative
order. If βj is odd, the inequality 2γj < βj implies that γj ≤ βj2 − 12 . Then, for each h(j)(k)
of odd order βj , there are
βj
2 +
1
2 linearly independent solutions to (21.11) of negative order.
Then, the number, N+, of linearly independent solutions of negative order is given by∑
(j: 1≤j≤d, βj is even)
βj
2
+
∑
(j: 1≤j≤d, βj is odd)
(
βj
2
+
1
2
)
=
n∑
j=d+1
βj
2
+
n{odd,+}
2
. (21.54)
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Then, from (21.54) we obtain (21.52).
We now consider the equation that appears in condition (IIIc) in Theorem 7.6, i.e.
consider
−h(−k) + S(k) h(k) = 0, k ∈ R, (21.55)
where h(k) is a column vector with n components inH2(C−). Taking the adjoint of (21.23),
then taking the inverse, using S(k)† = S(k)−1 which appears in (4.4), and multiplying by
k we obtain
k
[
Z(−k)†]−1 + k S(k) [Z(k)†]−1 = 0, k ∈ R \ {0}. (21.56)
Let us define
Y(k) := k
[
Z(k∗)†
]−1
, k ∈ C− \ {0}. (21.57)
Then, by (21.56) we have
−Y(−k) + S(k)Y(k)S(k) = 0, k ∈ R \ {0}. (21.58)
Letting
Y(k) := [yi,j ] , yi,j(k) := y
(j)
i (k), 1 ≤ i, j ≤ n, (21.59)
we see that the columns y
(j)
i (k) of Y(k) are solutions of (21.55) analytic for k ∈ C−. Recall
that Proposition 10.2(a) indicates that k Jq(k)
−1 is continuous for k ∈ R. Moreover, from
Proposition 21.6(d) and (21.24) we conclude that Y(k) is continuous at k = 0. We prove
as in Appendix I of [2] that y
(j)
i are solutions of order equal to βj + 1 with j = 1, . . . , n
that Y(k) satisfies the analogs of (a) and (b) of Proposition 21.5, and that any solution to
(21.55) of finite order can be represented as
h(k) =
n∑
j=1
pj(k
2) y(j)(k), (21.60)
for some polynomials pj with j = 1, . . . , n, and the order of
n∑
j=1
pj(k) y
(j)(k), (21.61)
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where the pj(k) for j = 1, . . . , n are polynomials, is equal to the highest of the orders of
the individual terms in the sum in (21.61).
Proposition 21.10 Suppose that conditions (1) and (2) of Definition 4.2 are satisfied.
Denote by n{odd, -} the number of the βj with j = d + 1, . . . , n that are odd. Then, the
number, N−, of linearly independent solutions to (21.56) that are of negative order satisfies
2N− =
d∑
j=d+1
|βj | − n{odd, -}. (21.62)
PROOF: Since any solution to (21.55) of finite order can be represented as (21.60), and
since the order of (21.61) is equal to the highest of the orders of the individual terms in
the sum, it follows that any solution to (21.55) of negative order is of the form
h(k) =
n∑
j=d+1
pj(k
2) y(j)(k), (21.63)
where pj(k) is a polynomial of degree, γj , so that, 2γj+βj+1 < 0. If βj is even this implies
that γj ≤ |βj |2 − 1. Since a polynomial of order |βj |2 − 1 has |βj |2 independent coefficients,
for each y(j)(k) of even order, βj , there are
|βj |
2
linearly independent solutions to (21.55)
of negative order. If βj is odd, 2γj + βj + 1 < 0 implies that γj <
|βj |
2 − 12 − 1. Then, for
each h(j)(k) of odd order, βj , there are
|βj |
2 − 12 linearly independent solutions to (21.55)
of negative order. Hence, the number, N−, of linearly independent solutions of negative
order is given by,
∑
(j: d+1≤j≤n, βj is even)
|βj |
2
+
∑
(j: d+1≤j≤n, βj is odd)
( |βj |
2
− 1
2
)
=
d∑
j=1
|βj |
2
− nodd, -}
2
.
(21.64)
Equation (21.62) follows from (21.64).
Let us define the total index, β, of S(k) as
β :=
n∑
j=1
βj . (21.65)
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By Propositions 21.8, 21.9, and 21.10 and since n{odd, +} + n{odd, -} = n− nD, we have
β = 2N+ − 2N− − (n− nD). (21.66)
With the help of (21.19)-(21.21), (21.65), and Proposition 21.6(b), we obtain
det[Z(k)] = C k−β [1 + o(1)] , k →∞ in C+. (21.67)
Proposition 21.11 Suppose that conditions (1) and (2) of Definition 4.2 are satisfied.
Then:
(a) Every column vector h(k) that is a solution to (21.11) in H2(C+) is of negative order.
(b) Every column vector h(k) that is a solution to (21.55) in H2(C−) is of negative order.
PROOF: Suppose that h(k) is a solution to (21.11) in H2(C+). Let Xˆ(k) := h(−k∗)†.
Then Xˆ(k) is a solution to (4.23) in H2(C+). Then, by (21.9) we have
Xˆ(−k) =
(
k − i
k + i
)2q
Xˆ(k) Jq(−k) J−1q (k), k ∈ R, (21.68)
and as in the proof of (15.25) we obtain
(k − i)2q Xˆ(k) [J(−k∗)†]−1 = (k + i)2q Xˆ(−k) [J(k∗)†]−1, k ∈ R \ {0}. (21.69)
As in (15.27) we let
Ξ(k) :=


(k − i)2q

k Xˆ(k) [J(−k∗)†]−1 + k Nq∑
j=1
2iκq,j Xˆ(iκq,j)N
†
q,j
k2 + κ2q,j

 , k ∈ C+,
(k + i)2q

k Xˆ(−k) [J(k∗)†]−1 + k Nq∑
j=1
2iκq,j Xˆ(iκq,j)N
†
q,j
k2 + κ2q,j

 , k ∈ C−.
(21.70)
As in the proof of Proposition 15.8 we prove that Ξ(k) is an entire odd function and that
Ξ(p)(0) = 0 for p odd, p ≥ 2q − 1. Then, Ξ(k) is a polynomial order smaller or equal
to 2q − 1. Hence, Xˆ(k) is of finite order, but since it is in H2(C+) the order has to be
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negative. In consequence Xˆ(k) is of negative order, which proves that h(k) is of negative
order. Let us now prove (b). Suppose that h(k) is a solution to (21.55) in H2(C−). Then,
by (21.6) and since Sq(k) = Sq(−k)†, which follows from (4.4), we have
(−k − i)2q Jq(−k)† h(−k) = −(k − i)2q Jq(k)† h(k), k ∈ R. (21.71)
Let us define the sectionally analytic function
g(k) :=


(−k − i)2q Jq(−k∗)† h(−k), k ∈ C+,
−(k − i)2q Jq(k∗)† h(k), k ∈ C−.
(21.72)
As in the proof of Proposition 15.8 we prove that g(k) is an odd entire function and that
g(p)(0) = 0 for p odd, p ≥ 2q − 1. Then, g(k) is a polynomial order smaller or equal
to 2q − 1. Hence, h(k) is of finite order, but since it is in H2(C−) that order has to be
negative.
Next, we provide a proof of the characterization stated in Theorem 7.9.
Proof of Theorem 7.9: If the input data set D := {V,A,B} belongs to the Faddeev class
it is proven in Theorem 7.6 that conditions of (1) and (2) hold. The continuity of S(k) in
k ∈ R is proven in Proposition 10.3(a). The proof of Levinson’s theorem (21.5) is given
in Theorem 9.3 of [9]. It remains to prove that (4e,2) holds. By Proposition 21.2 we can,
equivalently, prove that (4d,2) is satisfied. By Theorem 5.1 we know that the conditions of
Proposition 15.4 hold. As in the proof of Proposition 15.4(a) we prove that (15.25) holds
and we define Ξ(k) as in (15.27). Then, as in Proposition 15.8 we prove that Ξ(k) ≡ 0.
We complete the proof that Xˆ(k) ≡ 0 as in the proof of Proposition 15.4(a). We now
prove that if conditions of (1), (2), (4e,2), and (L) are satisfied, then S is the scattering
data of a unique input data D := {V,A, , B} in the Faddeev class. For this purpose we
verify that all the conditions of Theorem 7.6 are satisfied. Conditions (1) and (2) hold by
assumption. By Corollary 6.2 of [9], we have
det[Jq(k)] = C k
µ (1 + o(1)) , k → 0. (21.73)
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By Proposition 21.6(d), (21.23), (21.24), (21.67), (21.73), and using contour integration
we prove, as in Appendix I of [2], that
arg[det[S(0+)]]− arg[det[S(∞)]] = π (β + µ). (21.74)
Furthermore, since by assumption (L) Levinson’s theorem (21.5) holds, and using (21.65)
we obtain
N = N+ −N−. (21.75)
Recall that N+ is the number of linearly independent solutions to (21.11) of negative
order. Then, arguing as in Appendix I of [2] we prove that N+ cannot be larger than N
because otherwise (4e,2) would be violated. Then, N+ = N and N− = 0. The order of
any solution to (21.11) of negative order is an integer not exceeding −1. Then, it follows
by a contour integration that the Fourier transform (3.5) of any solution to (21.11) of
negative order is zero for y ∈ R−. Hence, any solution to (21.11) that is of negative order
is in H2(C+). Since by Proposition 21.8 any solution to (21.11) that is in H2(C+) is
of negative order, it follows that N+ is the number of linearly independent solutions to
(21.11) that are in H2(C+). Hence, (Vh) of Theorem 7.6 holds. Finally N− is the number
of linearly independent solutions to (21.54) that are of negative order. Again, by a contour
integration we can show that these solutions are in H2(C−) and since by Proposition 21.8
any solution to (21.55) that is inH2(C−) is of negative order, N− is the number of linearly
independent solutions to (21.55) that are inH2(C−). Since we have proven that N− = 0 it
follows that (IIIc) holds. It only remains to prove that (4e) is satisfied. By Proposition 6.1
it is enough to prove that condition (4c) hods. On the contrary, suppose that (4.14) has
a nontrivial integrable solution, X(y). Since by condition (I) of Definition 4.3 the matrix
Fs(y) is bounded in y ∈ R and it is integrable for y ∈ R+, X(y), is bounded, and then
X(y) ∈ L2(R+). Then, condition (4c,2) will be violated, and by Proposition 21.2 also
condition (4e,2) will be violated. In consequence, condition (4c) holds.
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22. THE GENERALIZED FOURIER MAP
The Fourier transform between square-integrable functions of x and square-integrable
functions of k is an essential tool in the analysis of inverse scattering and spectral problems.
In the case of the Schro¨dinger equation with a matrix-valued potential the corresponding
Fourier transform acts between vectors with n components that are square-integrable func-
tions of x and vectors with n components that are square-integrable functions of k. It is
possible to generalize such a Fourier transform and introduce a generalized Fourier map F
acting from a Hilbert space involving functions of x into another Hilbert space involving
functions of k.
We use C0(R
+) to denote the subspace of L2(R+) consisting of column vectors with
n components that are continuous functions of x with compact support in R+. Thus,
any function Y (x) in C0(R
+) is continuous, bounded, integrable, and square integrable in
x ∈ R+. It is known that C0(R+) is a dense subspace of L2(R+).
We define the Hilbert space R as the direct sum given by
R := Ran[M1]⊕ · · · ⊕Ran[MN ]⊕ L2(R+), (22.1)
where N is the number of bound states appearing in (4.2) and Ran[Mj] denotes the range
of the matrix Mj appearing in (4.3) and (10.22). Let us use (Z1, . . . , ZN , Z) to denote an
element in R, where Zj is a constant column vector with n components and has the form
Mjvj for some vector vj in C
n, and Z is a column vector with n components that are
square-integrable functions of k ∈ R+. The scalar product in R is defined as
(
(Z1, . . . , ZN , Z), (Z˜1, . . . , Z˜N , Z˜)
)
R
:= Z†1Z˜1 + · · ·+ Z†N Z˜N +
∫ ∞
0
dk Z(k)†Z˜(k), (22.2)
and the norm || · ||R is defined to be the norm induced by the scalar product in (22.2).
Inspired by [42], we introduce the generalized Fourier map F acting on the subspace
C0(R
+) in terms of the components F1, . . . ,FN ,Fc as
FY = (F1Y, . . . ,FNY,FcY ), (22.3)
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where each component Fj is associated with the bound state at k = iκj , and Fc is as-
sociated with the continuous spectrum of the matrix Schro¨dinger operator. Here, the
component Fj is defined with the help of the bound-state matrix solution Ψj(x) appearing
in (9.8) as
Zj := FjY =:
∫ ∞
0
dxΨj(x)
† Y (x), j = 1, . . . , N, (22.4)
and the component Fc is defined with the help of the physical solution Ψ(k, x) appearing
in (9.4) as
Z(k) := (FcY )(k) :=
1√
2π
∫ ∞
0
dxΨ(k, x)† Y (x), k ∈ R+. (22.5)
Proposition 22.1 Consider a scattering data set S as in (4.2), which consists of an n×n
scattering matrix S(k) for k ∈ R, a set of N distinct positive constants κj , and a set of N
constant n× n hermitian and nonnegative matrices Mj with respective positive ranks mj ,
where N is a nonnegative integer. Assume that S satisfies (I) of Definition 4.3 and (4a)
of Definition 4.2. Then, we have the following:
(a) The map Fj defined in (22.4) maps C0(R
+) into Ran[Mj] appearing in (22.1). It can
be extended to a bounded map from L2(R+) into Ran[Mj].
(b) The Fourier map F defined in (22.3) maps the subspace C0(R
+) into the Hilbert
space R defined in (22.1). It is an isometry, i.e. (FY, FY )R = (Y, Y )2 for any
Y (x) ∈ C0(R+). It can be extended to an isometric map from L2(R+) into R.
(c) The map Fc defined in (22.5) maps C0(R
+) into L2(R+). It can be extended to a
bounded map from L2(R+) into L2(R+).
PROOF: The integrand in (22.4) is integrable when Y (x) belongs to C0(R
+) because
Ψj(x) is bounded in x ∈ R+, as stated in Proposition 17.1(d). That integrand remains
integrable when Y (x) belongs L2(R+) because the integrand now becomes a product of
two square-integrable quantities, as a result of Ψj(x) being square integrable in x ∈ R+,
as stated in Proposition 17.1(d). Thus, the extension of Fj from the domain of C0(R
+)
to the domain of L2(R+) is immediate. For any Y (x) ∈ L2(R+), from (9.8) and the fact
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that Mj is hermitian, it follows that Zj given in (22.4) has the form Zj =Mjvj , where vj
is the constant vector in Cn given by
vj =
∫ ∞
0
dx f(iκj, x)
† Y (x). (22.6)
Thus, we have shown that Fj maps C0(R
+) into Ran[Mj ], and its extension maps L
2(R+)
into Ran[Mj]. Let us now show that the extended map is bounded from L
2(R+), i.e. let
us show that |FjY | ≤ C ||Y ||2 for some constant C. Using the inequality
|Ψj(x)† Y (x)| ≤ |Ψj(x)| |Y (x)|, x ∈ R+, (22.7)
in (22.4) we obtain
|FjY | ≤
∫ ∞
0
dx |Ψj(x)† Y (x)| ≤
∫ ∞
0
dx |Ψj(x)| |Y (x)|. (22.8)
Applying the Schwarz inequality on the last integral term in (22.8) we get
|FjY |2 ≤
∫ ∞
0
dy |Ψj(y)|2
∫ ∞
0
dz |Y (z)|2. (22.9)
As stated in Proposition 17.1(d), Ψj(x) is square integrable in x ∈ R+, and hence the first
integral in (22.9) is bounded by a constant. Thus, we get |FjY | ≤ C ||Y ||2, completing the
proof of (a). Let us now turn to the proof of (b). For Y (x) ∈ C0(R+), using (22.4) and
(22.5) in (22.3) we obtain
(FY,FY )R =
N∑
j=1
∫ ∞
0
dx Y (x)†Ψj(x)
∫ ∞
0
dyΨj(y)
†Y (y)
+
1
2π
∫ ∞
0
dk
[∫ ∞
0
dx Y (x)†Ψ(k, x)
∫ ∞
0
dyΨ(k, y)† Y (y)
]
.
(22.10)
Since Y (x) belongs to C∞0 (R
+), the order of the integrations in (22.10) can be inter-
changed, and hence the right-hand side in (22.10) can be rearranged and we get
(FY,FY )R =
∫ ∞
0
dx
∫ ∞
0
dy Y (x)† q(x, y) Y (y), (22.11)
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where we have defined
q(x, y) :=
N∑
j=1
Ψj(x)Ψj(y)
† +
1
2π
∫ ∞
0
dkΨ(k, x)Ψ(k, y)†. (22.12)
From Parseval’s identity given in (20.1), we see that q(x, y) = δ(x− y) I and hence we get
(FY,FY )R = (Y, Y )2, Y ∈ C0(R+), (22.13)
which proves that the Fourier map F is an isometry from C0(R
+) into R. Since the
subspace C0(R
+) is dense in L2(R+), we can extend F to an isometry from L2(R+) into
R so that (22.13) remains valid when Y (x) ∈ L2(R+), i.e. we
(FY,FY )R = (Y, Y )2, Y ∈ L2(R+). (22.14)
Thus, we have completed the proof of (b). Let us now turn to the proof of (c). Using
(22.2) in (22.14) we obtain
Z†1Z˜1 + · · ·+ Z†N Z˜N + (Z, Z)2 = (Y, Y )2, Y ∈ C0(R+). (22.15)
Thus, (22.15) implies that
(Z, Z)2 ≤ (Y, Y )2, Y ∈ C0(R+), (22.16)
and hence Fc defined in (22.5) is a bounded operator from C0(R
+) into L2(R+). Since
C0(R
+) is a dense subspace of L2(R+), from (22.16) we conclude that Fc uniquely extends
to a bounded map from L2(R+) into L2(R+). Let us elaborate on such an extension. For
any Y (x) in L2(R+) there exists a sequence {Y (j)(x)}∞j=1 converging to Y (x) in the L2-
sense with Y (j)(x) belonging to C0(R
+) for all j ≥ 1. Using (22.5) we then define
Z(j)(k) :=
1√
2π
∫ ∞
0
dxΨ(k, x)† Y (j)(x), j = 1, 2, . . . . (22.17)
From (22.16) we know that
(Z(j), Z(j))2 ≤ (Y (j), Y (j))2, j = 1, 2, . . . , (22.18)
217
and hence Z(j)(k) is square integrable in k ∈ R+. Since the sequence {Y (j)(x)}∞j=1 is
convergent in the L2-sense, it follows from (22.18) that also the sequence {Z(j)(k)}∞j=1 is
convergent in the L2-sense to some limit Z(k) ∈ L2(R+). Using that limit, we then let
(FcY )(k) := Z(k). This approach allows us interpret (22.5) as the extension of Fc as a
bounded map on L2(R+) even though the integral on the right-hand side of (22.5) may
not literally exist for Y (x) ∈ L2(R+). Thus, the proof of (c) is completed.
From Proposition 22.1 it follows that (22.3), (22.4), and (22.5) can also be viewed as
the extensions of F, Fj , and Fc, respectively, where their domains are now L
2(R+). In
fact, unless otherwise stated, we will use F, Fj , and Fc, to denote such extensions.
Next, we analyze the component Fc of the Fourier map F further. Toward this goal
we first introduce the point subspace P associated with our Schro¨dinger operator related
to (2.1) and (2.4). By definition, the point subspace P is the span of all eigenfunctions of
the Schro¨dinger operator associated with (2.1) and (2.4). By Proposition 11.4(e) we know
that the eigenfunctions of the Schro¨dinger operator correspond to the eigenvalues −κ2j for
j = 1, . . . , N, and hence we can write P in the form of a direct sum as
P = P1 ⊕ · · · ⊕ PN . (22.19)
It follows from Proposition 11.4 that each Pj is the column space of the bound-state matrix
solution Ψj(x) appearing in (9.8), the dimension of Pj is equal to the rank mj of Mj, and
Pj is equal to the subspace of L2(R+) consisting of all column vectors of the form Ψj(x) v
for all v ∈ Cn.
Proposition 22.2 Assume that the input data set D in (4.1) belongs to the Faddeev class
specified in Definition 4.1. Let Fc be the map from L
2(R+) into L2(R+) appearing in
(22.5).
(a) The kernel of Fc is equal to the point space P defined in (22.19), i.e.
Ker[Fc] = P. (22.20)
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Thus, Ker[Fc] is consists of linear combinations of columns of all bound-state matrix
solutions Ψj(x) for j = 1, . . . , N defined in (10.7) and hence the dimension of Ker[Fc]
is equal to the nonnegative integer N appearing in (4.3).
(b) The subspace Ker[Fc] of L
2(R+) is a subspace of L1(R+) ∩ L∞(R+).
(c) The map Fc is unitary from (Ker[Fc])
⊥
onto L2(R+).
(d) The generalized Fourier map F defined in (22.5) is a unitary map from L2(R+) into
R, i.e. it is an isometry and onto R.
PROOF: For the proof of (22.20) and the unitarity property stated in (c), we refer the
reader to [42], where the proof is given in Theorem 6.7, (6.37), and (6.38) there. Actually,
the notation F−A,B is used in [42] to denote our map Fc. Hence, Ker[Fc] consists of the
columns of Ψj(x) for all j = 1, . . . , N and since the number of such columns contain exactly
N linearly independent columns, the dimension of the kernel of Fc is also N . Thus, the
proof of (a) is complete. From Proposition 17.1(d) we know that each column of Ψj(x)
is bounded and integrable in x ∈ R+ besides being square integrable there. Then, from
(a) we conclude that any column vector in L2(R+) belonging to Ker[Fc] must be bounded
and integrable in x ∈ R+. Thus, the proof of (b) is complete. Let us now prove (d). To
prove the unitarity of F from L2(R+) into R we need to prove that F is an isometry and
is also onto R. The former property is assured by Proposition 22.1(b) and hence we only
need to prove that F is onto. Since the kernel of the map F is a subspace of L2(R+), we
have the orthogonal decomposition
L2(R+) = Ker[Fc]⊕ (Ker[Fc])⊥ . (22.21)
From (22.1), (22.3), and (22.21) we see that F is onto if we can show that the map given
by
(F1, . . . ,FN ) : Ker[Fc]→ Ran[M1]⊕ · · · ⊕Ran[MN ], (22.22)
is onto and also the map Fc maps L
2(R+) onto L2(R+). The latter map, i.e. Fc is already
onto because it is unitary, as stated in (c). On the other hand, the map given in (22.22) is
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onto if and only if the map Fj given in (22.4) maps Ker[Fc] onto Ran[Mj] for j = 1, . . . , N.
On the other hand, from (22.19) and (22.20) we see that the map given in (22.22) is onto
if and only if Pj is isomorphic to Ran[Mj] for j = 1, . . . , N. The latter property follows
from Proposition 11.4(d) and Proposition 11.4(e). Thus, the proof of (d) is complete.
As shown in the next proposition, the adjoint of the Fourier map, denoted by F†,
can be expressed explicitly in terms of the physical solution Ψ(k, x) and the bound-state
matrix solutions Ψj(x).
Proposition 22.3 Assume that the scattering data set S appearing in (4.2) satisfies (I)
of Definition 4.3 and (4a) of Definition 4.2. Further, assume that the generalized Fourier
map F defined in (22.3) is unitary from L2(R+) onto R, the Hilbert space specified in
(22.1). Then, we have the following:
(a) The adjoint of the map Fj given in (22.4), denoted by F
†
j , maps Ran[Mj] into L
2(R+)
and is given by
F†jZj := Ψj(x)Zj, j = 1, . . . , N, (22.23)
where Ψj(x) is the bound-state matrix solution appearing in (9.8).
(b) The adjoint of the map Fc given in (22.5), denoted by F
†
c, maps L
2(R+) onto (Ker[Fc])
⊥
and is given by
(F†cZ)(x) :=
1√
2π
∫ ∞
0
dkΨ(k, x)Z(k), x ∈ R+, (22.24)
where Ψ(k, x) is the physical solution in (9.4).
(c) The adjoint of the Fourier map F given in (22.3)-(22.5), denoted by F, maps the
Hilbert space R given in (22.1) onto L2(R+) and described as
F†(Z1, . . . , ZN , Z) = F
†
1Z1 + · · ·+ F†NZN + F†cZ, (22.25)
where F†j and F
†
c are as in (22.23) and (22.24), respectively.
PROOF: Because F is unitary, it is onto. Hence, its respective components Fj are each
onto Ran[Mj] and Fc is onto L
2(R+). Thus, the domain of F† is R, the domain of F†j
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is Ran[Mj], and the domain of F
†
c is L
2(R+). Using the definition of the adjoint map
〈Zj ,FjY˜ 〉 =
(
F†jZj , Y˜
)
2
, where Zj ∈ Ran[Mj], Y˜ (x) ∈ L2(R+), and Fj as in (22.4),
we obtain (22.23), and hence (a) holds. Furthermore, we have
(
Z,FcY˜
)
2
=
(
F†cZ, Y˜
)
2
,
where Z(k) ∈ L2(R+), Y˜ (x) ∈ L2(R+), and Fc as in (22.5). Thus, we obtain (22.24), and
hence (b) holds. Moreover, by using the definition of the operator adjoint given by
((Z1, . . . , ZN , Z),FY˜ )R = (F
† (Z1, . . . , ZN , Z), Y˜ )2, (22.26)
where (Z1, . . . , ZN , Z) and Y˜ are some arbitrary vectors in R and L2(R+), respectively.
With the help of (22.2)-(22.5), one can verify directly that (22.26) yields (22.25). We see
from (22.23) that, for any Zj ∈ Ran[Mj] its image under F†j given by ΨjZj belongs to
L2(R+), as seen from (9.8) and Proposition 17.1(d). On the other hand, the integral in
(22.24) does not exist in the usual sense when Z(k) ∈ L2(R+) and needs to be understood
in the L2-sense, analogous to a similar description given in the proof of Proposition 22.1.
We provide a brief elaboration. For any Z(k) ∈ L2(R+) we can find a sequence {Z(l)(k)}∞l=1
converging to Z(k) in the L2-sense with Z(l)(k) belonging to L1(R+)∩L2(R+) for all l ≥ 1.
Using (22.24) we let
Y (l)(x) := (F†c Z
(l))(x) =
1√
2π
∫ ∞
0
dkΨ(k, x)Z(l)(k), l = 1, 2, . . . . (22.27)
By Proposition 22.2(c) we know that Fc is a unitary map from (Ker[Fc])
⊥
onto L2(R+),
and hence F†c is unitary from L
2(R+) onto (Ker[Fc])
⊥
. Thus, from (22.27) we obtain
||Y (l)||2 = ||F†c Z(l)||2 = ||Z(l)||2. (22.28)
Since Z(l)(k) converges to Z(k) in the L2-sense, it follows from (22.28) that Y (l)(x) must
converge in the L2-sense to some Y (x) ∈ L2(R+), where we have let
Y (x) := lim
l→+∞
(F†c Z
(l))(x) = lim
l→+∞
1√
2π
∫ ∞
0
dkΨ(k, x)Z(l)(k). (22.29)
Thus, the proof is complete.
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The following result indicates that the physical solution Ψ(k, x) appearing in (9.4)
and (9.6) along with the normalized bound-state matrix solutions Ψj(x) defined in (9.8)
satisfy certain orthonormality properties.
Proposition 22.4 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class specified in Definition 4.1. Then, the physical solution Ψ(k, x) appearing in
(9.4) and (9.6) and the normalized bound-state matrix solutions Ψj(x) appearing in (9.8)
satisfy ∫ ∞
0
dxΨl(x)
†Ψj(x) = δlj Pj , l, j = 1, . . . , N, (22.30)
∫ ∞
0
dxΨl(x)
†Ψ(k, x) = 0, l = 1, . . . , N, k ∈ R+, (22.31)
∫ ∞
0
dxΨ(k, x)†Ψl(x) = 0, l = 1, . . . , N, k ∈ R+, (22.32)
1
2π
∫ ∞
0
dxΨ(k, x)†Ψ(ℓ, x) = δ(k − ℓ) I, k, ℓ ∈ R+, (22.33)
where Pj is the projection matrix in (11.1), δjl is the Kronocker delta, and δ(k) is the
Dirac delta distribution.
PROOF: The normality in (22.30), i.e. (22.30) when j = l, directly follows from (11.23).
Let us prove (22.30) when j 6= l. We know from Proposition 11.4(b) that Ψj(x) satisfies
(2.1) with k = iκj , i.e.
−Ψ′′j (x) + V (x)Ψj(x) = −κ2j Ψj(x), x ∈ R+, (22.34)
Since the potential V satisfies (2.2), (22.34) yields
−Ψ′′l (x)† +Ψl(x)† V (x) = −κ2l Ψl(x)†, x ∈ R+, (22.35)
Premultiplying (22.34) by Ψl(x)
† and postmultiplying (22.35) by Ψj(x) and subtracting
the resulting matrix equations, we obtain
(κ2l − κ2j )Ψl(x)†Ψj(x) = Ψ′′l (x)†Ψj(x)−Ψl(x)†Ψ′′j (x), x ∈ R+, (22.36)
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or equivalently we have
(κ2l − κ2j )Ψl(x)†Ψj(x) =
d
dx
[
Ψ′l(x)
†Ψj(x)−Ψl(x)†Ψ′j(x)
]
, x ∈ R+. (22.37)
By integrating over x ∈ R+, from (22.37) we obtain
(κ2l − κ2j )
∫ ∞
0
dxΨl(x)
†Ψj(x) = Ψl(0)
†Ψ′j(0)−Ψ′l(0)†Ψj(0), (22.38)
where we have used the fact that Ψj(x) and Ψ
′
j(x) vanishes as x→ +∞ for j = 1, . . . , N,
as indicated by Proposition 17.1(d) and Proposition 17.2(d), respectively. By Proposi-
tion 14.2, the right-hand side of (22.38) vanishes because Ψl(x) and Ψj(x) each satisfy the
boundary condition (2.4), as indicated in Proposition 11.4(b). Hence, we obtain
(κ2l − κ2j )
∫ ∞
0
dxΨl(x)
†Ψj(x) = 0. (22.39)
Since κl 6= κj , from (22.39) we obtain (22.30). Let us next prove (22.31) By Proposi-
tion 9.6(c), the physical solution Ψ(k, x) satisfies (2.1) , i.e. we have
−Ψ′′(k, x) + V (x)Ψ(k, x) = k2Ψ(k, x), x ∈ R+. (22.40)
Postmultiplying (22.35) with Ψ(k, x) and premultiplying (22.40) with Ψl(x)
† and subtract-
ing the resulting equations we obtain the analog of (22.37), i.e. we obtain
(κ2l + k
2)Ψl(x)
†Ψ(k, x) =
d
dx
[
Ψ′l(x)
†Ψ(k, x)−Ψl(x)†Ψ′(k, x)
]
, x ∈ R+. (22.41)
When k ∈ R, from (17.2), (17.4), (17.10), and (17.12) it follows that, for each k ∈ R, we
have
Ψ′l(x)
†Ψ(k, x)−Ψl(x)†Ψ′(k, x) = o(1), x→ +∞, (22.42)
and that Ψl(x)
†Ψ(k, x) is integrable in x ∈ R+. Thus, integrating over x ∈ R+, from
(22.41) we obtain
(κ2l + k
2)
∫ ∞
0
dxΨl(x)
†Ψ(k, x) = Ψl(0)
†Ψ′(k, 0)−Ψ′l(0)†Ψ(k, 0), k ∈ R. (22.43)
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By Proposition 9.6(b) we know that Ψ(k, x) satisfies (2.4), and by Proposition 11.4(b) we
know that Ψl(x) satisfies (2.4). Hence, Proposition 14.2 indicates that the right-hand side
of (22.43) must vanish. For k ∈ R, we have κ2l + k2 > 0 and hence (22.43), with the
right-hand side being zero, yields (22.31). Note that (22.32) can be obtained by taking the
matrix adjoint of both sides of (22.31), and hence (22.32) is valid. It only remains to prove
(22.33). As stated in Proposition 22.2(c) the map Fc from (Ker[Fc])
⊥
onto L2(R+) given
in (22.5) is unitary. This implies [27] that we have F†cFc = I on (Ker[Fc])
⊥
and FcF
†
c = I
on L2(R+). The latter can be written as FcF
†
cZ = Z for Z ∈ L2(R+), or equivalently as
1
2π
∫ ∞
0
dxΨ(k, x)†
∫ ∞
0
dlΨ(l, x)Z(l) = Z(k), Z(k) ∈ L2(R+). (22.44)
Since C0(R
+) is a subspace of L2(R+), we can use (22.44) with Z(k) ∈ C0(R+). Then,
the integral on the left-hand side of (22.44) exists and we are allowed to interchange the
order of integration and obtain
1
2π
∫ ∞
0
dl
∫ ∞
0
dxΨ(k, x)†Ψ(l, x)Z(l) = Z(k), Z(k) ∈ C0(R+). (22.45)
Then, from (22.45) we conclude the formal expression (22.33) understood in the distribu-
tion sense.
In the following proposition we present some relations among the maps Fj , Fc, F
†
j ,
F†c appearing in (22.4), (22.5), (22.23), (22.24), respectively.
Proposition 22.5 Assume that the input data set D appearing in (4.1) belongs to the
Faddeev class. Then, the components Fj and Fc of the Fourier map F defined in (22.3)-
(22.5) satisfy 

FlF
†
jZj = δljZj , j, l = 1, . . . , N, Zj ∈ Ran[Mj],
FlF
†
cZ = 0, l = 1, . . . , N, Z ∈ L2(R+),
FcF
†
lZl = 0, l = 1, . . . , N, Zl ∈ Ran[Ml],
FcF
†
cZ = Z, Z ∈ L2(R+),
(22.46)
where we recall that δjl is the Kronocker delta, F
†
j is the adjoint map in (22.23), F
†
c is
the adjoint map in (22.24), and Z is a column vector with n components that are square-
integrable functions of k ∈ R+.
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PROOF: We know from Proposition 22.2(d) that the generalized Fourier map F from
L2(R+) into R is unitary. Consequently, we have F†F = I on L2(R+) and we also have
FF† = I on R. The latter property is equivalent to
FF†(Z1, . . . , ZN , Z) = (Z1, . . . , ZN , Z). (22.47)
where (Z1, . . . , ZN , Z) denotes a typical element in R.With the help of (22.25) we see that
(22.47) is equivalent to
F(F†1Z1 + · · ·+F†NZN +F†cZ) = (Z1, . . . , ZN , Z), (22.48)
From (22.3) we see that (22.48) is equivalent to

Fl
(∑N
j=1F
†
jZj +F
†
cZ
)
= Zl, l = 1, . . . , N,
Fc
(∑N
j=1F
†
jZj +F
†
cZ
)
= Z,
(22.49)
where Zl ∈ Ran[Ml] and Z ∈ L2(R+). Using (22.4) and (22.23), from (22.30) we obtain
Fl F
†
jZj = δljPj Zj , Zj ∈ Ran[Mj ]. (22.50)
Since Zj = Mjvj for some vector vj ∈ Cn, we have PjZj = PjMjvj . On the other hand,
using (11.1), the definition of Mj given in (11.22), and the fact that B
−1/2
j commutes with
Pj , as asserted by Proposition 11.2(d), we get
PjMj =Mj, j = 1, . . . , N, (22.51)
yielding PjZj =Mjvj or equivalently,
PjZj = Zj , j = 1, . . . , N. (22.52)
From (22.50) and (22.52) we see that the first line of (22.46) is satisfied. Using the first
line of (22.46) in the first line of (22.49), we get FlF
†
cZ = 0 and hence the second line of
(22.30) is satisfied. By postmultiplying (22.32) by Zl in the range of Ml, we obtain the
third line of (22.46). Then, using the third line of (22.46) in the second line of (22.49) we
get the fourth line of (22.46).
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23. AN ALTERNATE METHOD TO SOLVE THE INVERSE PROBLEM
In this chapter, we present an alternate solution to the inverse problem and this is
related to the characterization given in Theorem 8.1.
The part of the solution to the inverse problem involving the construction of the
potential is practically the same as the solution outlined in Chapter 16. However, the part
of the solution related to the boundary condition is different than the procedure outlined
in Chapter 16. We summarize the construction of D from S in this alternate method,
where the existence and uniqueness are implicit at each step:
(a) From the large-k asymptotics of the scattering matrix S(k), with the help of (4.6),
we determine the n× n constant matrix S∞. Contrary to the method of Chapter 16,
we do not deal with the determination of the constant n × n matrix G1 specified in
via (14.1). It follows from (4.4) that the matrix S∞ is hermitian when S satisfies the
condition (I).
(b) In terms of the quantities in S, we uniquely construct the n×n matrix Fs(y) by using
(4.7) and the n × n matrix F (y) by using (4.12). This step is the same as (b) of the
summary of the method outlined in Chapter 16.
(c) If the condition (4c) is also satisfied, then one uses the matrix F (y) as input to the
Marchenko integral equation (13.1). When F (y) is integrable in y ∈ (x,+∞) for
each x ≥ 0, as shown in Proposition 16.1, for each fixed x ≥ 0, there exists a solution
K(x, y) integrable in y ∈ (x,+∞) to (13.1) and such a solution is unique. The solution
K(x, y) can be constructed by iterating (13.1). Even though K(x, y) is constructed
for y > x ≥ 0, one can extend K(x, y) to y ∈ R+ by letting K(x, y) = 0 for 0 ≤ y < x.
This step is the same as (c) of the summary of the method outlined in Chapter 16.
(d) Having obtained K(x, y) uniquely from S, one constructs the potential V (x) via (10.4)
and also constructs the Jost solution f(k, x) via (10.6). Then, it follows from Propo-
sition 16.11 that, by using (I), (2), and (4c) of Theorem 8.1, one proves that the
226
constructed V (x) satisfies (2.2) and (2.3) and that the constructed f(k, x) satisfies
(2.1) with the constructed potential V (x). This step is the same as (d) of the sum-
mary of the method outlined in Chapter 16.
(e) Having constructed the Jost solution f(k, x), one then constructs the physical solution
Ψ(k, x) via (9.4) and the normalized bound-state matrices Ψj(x) via (9.8). One then
proves that the constructed matrix Ψ(k, x) satisfies (2.1) and and that the constructed
Ψj(x) satisfies (2.1) at k = iκj .
(f) Having constructed the potential V (x), one forms a matrix-valued differential operator
denoted by Lmin, which acts as (−D2xI + V ) with Dx := d/dx, with a domain that is
a dense subset of L2(R+). More precisely, the domain of Lmin consists of the column
vectors with n components each of which is a function of x belonging to a dense subset
of L2(R+). The constructed operator Lmin is symmetric, i.e. it satisfies Lmin ⊂ L†min,
but is not selfadjoint, i.e. it does satisfy Lmin = L†min. For the meaning of the operator
inclusion, we refer the reader to Chapter 3.
(g) One then constructs a selfadjoint realization of Lmin, namely an operator L in such a
way that Lmin ⊂ L and L = L†. The constructed operator L is a restriction of L†min,
i.e. we have L ⊂ L†min but not L = L†min.
(h) The construction of the operator L is achieved by using the generalized Fourier map
F and its adjoint F† introduced in Chapter 22, inspired by [42].
(i) Once the selfadjoint operator L is constructed, it follows from the results in [45] that
the domain of L is a maximal isotropic subspace, which is sometimes also called a
Lagrange plane. Once we know that the domain of L is a maximal isotropic subspace,
then it follows from Lemma 2.2 of [24] and Theorem 2.1 of [5] that the functions in the
domain of L must satisfy the boundary condition (2.4) for some boundary matrices
A and B satisfying (2.5) and (2.6), where A and B are uniquely determined up to a
postmultiplication by an invertible matrix T.
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(j) Finally, one proves that the constructed physical solution Ψ(k, x) and the bound-
state matrix solutions Ψj(x) satisfy the boundary condition (2.4) with the boundary
matrices A and B specified in the previous step; however, such a proof is different in
nature than the proofs for any of the previous characterizations. For the constructed
matrices Ψj(x), it is immediate that they satisfy the boundary condition because they
belong to the domain of L. Thus, it remains to prove that the constructed Ψ(k, x)
satisfies the boundary condition. We note that the matrix Ψ(k, x) does not belong
to the domain of L because its entries do not belong to L2(R+). On the other hand,
Ψ(k, x) is locally square integrable in x ∈ [0,+∞), i.e. it is square integrable in every
compact subset of [0,+∞). Hence, it is possible to use a simple limiting argument to
prove that Ψ(k, x) satisfies the boundary condition, and the condition (VI) is utilized
in that limiting argument.
(k) As in the previous characterization, we still need to prove that the input data set D
of (4.1) constructed from the scattering data set S of (4.2) yields S. The proof of this
step is the same as the proof given for the earlier characterizations and it is given in
the proof of Theorem 5.1.
Theorem 23.1 For any input data set D in the Faddeev class specified in Definition 4.1,
there exists and uniquely exists a corresponding scattering data set S as in (4.2) satisfying
the properties (I), (2), (A), (4c), either one of (Ve) or (Vh), and (VI), of Theorem 8.1.
PROOF: By Theorem 15.10 we know that for any input data set D in the Faddeev class,
there exists and uniquely exists a corresponding scattering data set S in the Marchenko
class, i.e. satisfying the properties (1), (2), (3a), (4a) of Definition 4.5. Hence, in order
to prove our theorem, it is enough to prove that those four conditions imply (I), (4c),
(
◦
5)′, (
◦
5)′′, and (VI). The property (1) implies (I), the confirmation of (VI) follows from
Proposition 10.3(a), and Proposition 6.6 indicates that (4c), (Ve), and (Vh) hold. Thus,
we only need to prove that (A) holds when D belongs to the Faddeev class. In other
words, we must prove that for any g(k) belonging to a dense subset
◦
Υ of the vector space
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Υ of column vectors with n components and satisfying g(−k) = S(k) g(k) for k ∈ R, the
corresponding equation (8.1) has at least one solution h(k) ∈ H2(C+). Since
◦
Υ can be any
dense subspace of Υ, we can certainly choose
◦
Υ as Υ. So, let us start with g(k) ∈ L2(R)
satisfying g(−k) = S(k) g(k) for k ∈ R and prove the existence of some h(k) satisfying
(8.1). Because g(k) ∈ L2(R), there exists Y (x) ∈ (Ker[Fc])⊥ ⊂ L2(R+) such that
(FcY )(k) = g(k), k ∈ R+. (23.1)
Here Fc is the map defined in (22.5), and the existence of the corresponding Y (x) is
guaranteed because Fc onto L
2(R+) from (Ker[Fc])
⊥
as indicated by Proposition 22.2(c).
We will construct a solution h(k) to (8.1) with the help of Y (x). We proceed as follows.
Using (22.5) we evaluate the left-hand side of (23.1) as
(FcY )(k) =
1√
2π
∫ ∞
0
dxΨ(k, x)† Y (x), (23.2)
where Ψ(k, x) is the physical solution constructed from D via the procedure outlined in
Chapter 9, i.e. constructed as in (9.4). Thus, using (9.4) on the right-hand side of (23.2)
we obtain
(FcY )(k) =
1√
2π
∫ ∞
0
dx
[
f(−k, x)† + S(k)† f(k, x)†] Y (x). (23.3)
Recall that f(k, x) is constructed from D via (10.6) and in turn K(x, y) is obtained as the
unique solution to the Marchenko equation. Thus, using (10.6) on the right-hand side of
(23.3) we obtain
(FcY )(k) =
1√
2π
∫ ∞
0
dx
[
eikx + S(−k) e−ikx]Y (x)
+
1√
2π
∫ ∞
0
dx
∫ ∞
x
dy
[
eiky + S(−k) e−iky]K(x, y)† Y (x), (23.4)
where we have also replaced S(k)† by S(−k), which follows from (4.4). Changing the order
of integrations in the second integral in (23.4) we obtain∫ ∞
0
dx
∫ ∞
x
dy
[
eiky + S(−k) e−iky]K(x, y)† Y (x)
=
∫ ∞
0
dy
∫ y
0
dx
[
eiky + S(−k) e−iky]K(x, y)† Y (x). (23.5)
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We remark that the change of the order of integrations in (23.24) can be justified by using
an argument similar to the one given at the end of the proof of Proposition 22.1, i.e. by
approximating Y (x) ∈ L2(R+) appearing in (23.4) with a convergent sequence in C0(R+).
In terms of the operator K† related to (17.38), we recognize the right-hand side of (23.4)
and obtain ∫ ∞
0
dy
∫ y
0
dx
[
eiky + S(−k) e−iky]K(x, y)† Y (x)
=
∫ ∞
0
dy
[
eiky + S(−k) e−iky] (K†Y )(y). (23.6)
Using (23.6) in (23.4), we get
(FcY )(k) =
1√
2π
∫ ∞
0
dy
[
eiky + S(−k) e−iky] [(I +K†)Y ( y)] , (23.7)
or equivalently we obtain
(FcY )(k) = h(k) + S(−k) h(−k), k ∈ R+, (23.8)
where we have defined
h(k) :=
1√
2π
∫ ∞
0
dy eiky
[
(I +K†)Y (y)
]
. (23.9)
From Proposition 17.5(e) we know that (I +K†) is a bounded operator on L2(R+) and
hence (I+K†)Y belongs to L2(R+) because Y ∈ L2(R+). Because the integrand in (23.9)
has support in y ∈ R+, we conclude that h(k) defined in (23.9) belongs to the Hardy space
H2(C+). Comparing (23.1) and (23.8) we see that for any g(k) ∈ Υ ⊂ L2(R), there exists
h(k) ∈ H2(C+) such that
h(k) + S(−k) h(−k) = g(k), k ∈ R+. (23.10)
By postmultiplying (23.10) with S(k) we get
S(k) h(k) + S(k)S(−k) h(−k) = S(k) g(k), k ∈ R+. (23.11)
From (4.4) we know that S(k)S(−k) = I for k ∈ R, and because g(k) ∈ Υ we have
S(k) g(k) = g(−k) for k ∈ R. Thus, (23.11) is equivalent to
S(−k) h(−k) + h(k) = g(k), k ∈ R−. (23.12)
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From (23.11) and (23.12) we conclude that for any g(k) ∈ Υ ⊂ L2(R), there exists h(k) ∈
H2(C+) such that
h(k) + S(−k) h(−k) = g(k), k ∈ R, (23.13)
which proves (A). Thus, we have shown that if D belongs to the Faddeev class, then there
exists and uniquely exists a corresponding scattering data set S as in (4.2) satisfying the
conditions (I), (2), (A), (4c), either one of (Ve) or (Vh), and (VI) of Theorem 8.1.
Proposition 23.2 Let
◦
Υ be a dense set in Υ, where Υ is defined in the statement of
Theorem 8.1. Let us denote by
◦
Υ+ the set of all the restrictions of vectors in
◦
Υ to R+,
i.e.,
◦
Υ+ :=
{
g(k) ∈ L2(R+) : g(k) = f(k), k ∈ R+, for some f(k) ∈
◦
Υ
}
. (23.14)
Then,
◦
Υ+ is dense in L
2(R+).
PROOF: Suppose that h(k) ∈ L2(R+) and that,
(h(k), g(k))2 = 0, ∀g(k) ∈
◦
Υ+. (23.15)
We will prove that h(k) ≡ 0, which implies that
◦
Υ+ is dense in L
2(R+). We extend h(k)
to a function in Υ defining h(k) := S(−k) h(−k) when k ≤ 0. Since by (4.4) we have
S(−k)S(k) = I, it follows that h(k) is indeed a vector in Υ. Then,
(h(k), g(k))2 = (h(k), g(k))L2(R+) + (h(k), g(k))L2(R−)
= (h(k), g(k))L2(R+) + (S(k)h(k), S(k)g(k))L2(R+)
= 2 (h(k), g(k))L2(R+) = 0,
(23.16)
where we used that by (4.4) S(k)† S(k) = I. Hence, h(k) is orthogonal in Υ to
◦
Υ, and
since
◦
Υ is dense in Υ we have h(k) = 0 for k ∈ R.
Proposition 23.3 Suppose that the following conditions are satisfied: Conditions (2) and
(4c) of Definition 4.2, (I), (VI), and either one of (Ve) or (Vh) of Definition 4.3 and
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(A) of Theorem 8.1. Then, the generalized Fourier map, F, defined in (22.3) is a unitary
operator from L2(R+) onto R, where R is the Hilbert space defined in (22.1).
PROOF: Under our assumptions Proposition 6.1 and Proposition 16.10 apply. Hence,
we construct the potential V (x) satisfying (2.2) and (2.3), the Jost solution f(k, x), the
physical solution, Ψ(k, x), and the normalized bound-state matrix solutions Ψj(x) for
j = 1, · · · , N . In consequence, the generalized Fourier map F is well defined. By Proposi-
tion 22.1 (b), the Fourier map F is isometric from L2(R+) into R. Hence, to prove that
it is unitary we only need to prove that F is onto R. But as the range of any isometric
operator is closed, it is enough to prove that the range of F is dense in R. We first consider
the case when condition (Vh) of Definition 4.3 holds. Suppose that Y (x) ∈ Ker [Fc], i.e.
we have
(FcY )(k) = 0, k ∈ R+. (23.17)
Then, (23.1) holds with g(k) = 0. Furthermore, arguing exactly as in the proof of Theo-
rem 23.1 we prove that equations (23.8) and (23.9) hold, i.e. we have
(FcY )(k) = h(k) + S(−k)h(k) = 0, k ∈ R+, (23.18)
h(k) :=
1√
2π
∫ ∞
0
dy eiky
[
(I +K†)Y (y)
]
. (23.19)
Then, exactly in the same way as in the proof of Theorem 23.1 we prove that (23.13) holds
with g(k) = 0, i.e., that,
h(k) + S(−k) h(−k) = 0, k ∈ R. (23.20)
By Proposition 17.5(d) and the equivalence of (4a) and (4c) given in Proposition 6.1,
(I + K†) is a bijection on L2(R+) and since the Fourier transform is a bijection from
L2(R+) onto H2(C+), we have that h(k) ∈ H2(C+). Hence, Y (x) ∈ Ker [Fc] if and only
if h(k) ∈ H2(C+) is a solution to (23.20). Then, the dimension of the kernel of Fc is equal
to the number of linearly independent solutions to (23.20) that are in H2(C+).
By condition (Vh) there are N linearly independent solutions to (23.20) in H2(C+)
and in consequence the kernel of Fc has dimension N .
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Let us define the following map from L2(R+) into Ran [M1]⊕ · · · ⊕Ran [MN ],
FpY := (F1Y, · · · ,FNY ) , Y (x) ∈ L2(R+), (23.21)
where the Fj , j = 1, · · · , N, are defined in (22.4). It follows from (22.3) that,
FY = (FpY,FcY ) , Y (x) ∈ L2(R+). (23.22)
By Proposition 22.1(b), the map Fp is isometric from Ker[Fc] into Ran [M1] ⊕ · · · ⊕
Ran [MN ] and since the dimension of Ker [Fc] and of Ran [M1] ⊕ · · · ⊕ Ran [MN ] is N ,
we have that Fp is unitary from Ker [Fc] onto Ran [M1]⊕ · · · ⊕Ran [MN ]. Furthermore,
L2 = Ker [Fc]⊕ (Ker [Fc])⊥ . (23.23)
Since Fp is unitary from KerFc onto Ran [M1] ⊕ · · ·Ran [MN ], to prove that the range
of F is dense in R it is enough to prove that the range of Fc is dense in L2(R+). By
Proposition 23.2 it is sufficient to prove that for every g(k) ∈
◦
Υ+ there is a function
Y (x) ∈ (KerFc)⊥ such that,
g(k) = (FcY )(k), k > 0. (23.24)
Since g(k) ∈
◦
Υ+, there is a f(k) ∈
◦
Υ such that g(k) = f(k), k ∈ R+. Furthermore, by
condition (A) there is a h ∈ H2+(C+) such that,
f(k) = h(k) + S(−k) h(−k), k ∈ R. (23.25)
Denote,
m(x) := (I +K†)−1
1√
2π
∫ ∞
−∞
e−ikxh(k) dk. (23.26)
The vector m(x) belongs to L2(R+), because the inverse Fourier transform is a bijection
from H2(C+) onto L2(R+) and (I+K†) is a bijection on L2(R+) . By (23.25) and (23.36)
we have
f(k) =
1√
2π
∫ ∞
0
dx
(
eikx + S(−k) e−ikx) [(I + K†)]m(x), k ∈ R. (23.27)
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As in the proof of (23.7) we prove that the right-hand side of (23.27) is equal to (Fcm)(k),
for k ∈ R+, and then,
f(k) = (Fcm)(k), k ∈ R+. (23.28)
Let us decompose m(x) as,
m(x) = m1(x) +m2(x), m1(x) ∈ Ker [Fc], m2(x) ∈ ( Ker [Fc])⊥ . (23.29)
Hence, by (23.28) and (23.29)
f(k) = (Fcm2)(k), k > 0, (23.30)
and since g(k) = f(k), k ∈ R+, we obtain that,
g(k) = (Fcm2)(k), k > 0. (23.31)
Then, (23.24) holds with Y (x) = m2(x), what proves that the range of Fc is dense in
L2(R+). Suppose now that condition (Ve) of Definition 4.3 holds. Then, there are N
linearly independent solutions to (23.20) that are in Lˆ1(C+), but by Proposition 15.7(e)
these solutions are in Lˆ1∞(C
+) and as Lˆ1∞(C
+) ⊂ H2(C+), there are N linearly indepen-
dent solutions to (23.20) in H2(C+). We complete the proof as in the case when condition
(Ve) of Definition 4.3 is satisfied.
Let us define the operator Lˆ in the Hilbert space R defined in (22.1),
Lˆ (Z1, · · · , ZN , Z) :=
(−κ21Z1, · · · ,−κ2NZN , k2Z(k)) , (Z1, · · · , ZN , Z) ∈ D(Lˆ),
(23.32)
where the domain of Lˆ, that we denote by D(Lˆ), is defined as follows,
D(Lˆ) := {(Z1, · · · , ZN , Z) ∈ R : k2Z(k) ∈ L2(R+)} . (23.33)
Since Lˆ is a multiplication operator defined on its maximal domain, it is selfadjoint, i.e.
Lˆ† = Lˆ.
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Using the generalized Fourier map F defined in (22.3), we define operator L in L2(R+),
L := F† LˆF. (23.34)
Then, we have that,
(LY )(x) = (F† LˆFY )(x), Y (x) ∈ D(L) :=
{
Y (x) ∈ L2(R+) : (FY )(k) ∈ D(Lˆ)
}
,
(23.35)
where by D(L) we denote the domain of L.
Proposition 23.4 Suppose that the following conditions are satisfied: Conditions (2) and
(4c) of Definition 4.2, (I), (VI), and either one of (Ve) or (Vh) of Definition 4.3 and (A)
of Theorem 8.1. Then, the operator L defined in (23.34) is selfadjoint and its domain,
D(L), is contained in H1(R+),
D(L) ⊂ H1(R+), (23.36)
where by H1(R+) we denote the Sobolev space of all vectors in L2(R+) with first derivative
in L2(R+).
PROOF: By Proposition 23.3 the generalized Fourier map F is unitary from L2(R+) onto
R. Then, L is selfadjoint because by its definition in (23.34), L is unitarily equivalent to Lˆ
that is selfadjoint because it is a multiplication operator defined on its maximal domain.
Let us prove (23.36). By definition D(L) ⊂ L2(R+). Hence, we only need to prove that
for any Y (x) ∈ D(L), we have that, Y ′(x) ∈ L2(R+). Recall that by Proposition 6.1
conditions (4a), and (4e) are equivalent. Let Y (x) belongs to D(L). Then by (23.35), and
since F†F = I, there is a (Z1, · · · , ZN , Z) ∈ D(Lˆ) such that
Y ′(x) = (F† (Z1, · · · , ZN , Z))′(x) =
N∑
j=1
(F†j Zj)
′(x) + (F†c Z)
′(x). (23.37)
By (17.12) and (22.4),
(F†j Zj)
′(x) ∈ L2(R+), j = 1. · · · , N. (23.38)
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By (9.4) and (22.24)
(F†c Z)
′(x) = Y1(x) + Y2(x), (23.39)
where
Y1(x) := − 1√
2π
∫ ∞
0
f ′(−k, x)Z(k) dk, (23.40)
and
Y2(x) :=
1√
2π
∫ ∞
0
f ′(k, x)S(k)Z(k) dk. (23.41)
Note that the derivation under the integral sign in (23.40), (23.41) is justified by Lebesque
dominated convergence theorem, since the integrands in (23.40), (23.41) are integrable
column vectors. This is proven using (17.12), that by (4.4), ‖S(k)‖ = 1, and that as
k2Z(k) ∈ L2(R+), we have that (1 + k)Z(k) ∈ L1(R+),
∫ ∞
0
(1 + k) |Z(k)| dk ≤
(∫ ∞
0
1
(1 + k)2
dk
) 1
2
(∫ ∞
0
(1 + k)4 |Z(k)|2 dk
) 1
2
<∞. (23.42)
Let us prove that Y1(x) ∈ L2(R+). Recall that, as in (5.1), the Jost solution can be
characterized as the unique solution of the integral equation,
f(k, x) = eikxIn +
1
k
∫ ∞
x
sin k(y − x)V (y) f(k, y) dy. (23.43)
Here, V (x) is the reconstructed potential obtained from (10.4).
We have that,
f ′(−k, x) = −ik eikxIn −
∫ ∞
x
cos k(y − x)V (y) f(k, y) dy. (23.44)
The differentiation under the integral sign is justified because by (17.11) and (2.3) the
integrand in (23.44) is integrable.
By (23.44),
Y1(x) = − 1√
2π
∫ ∞
0
f ′(−k, x)Z(k) dk = g1(x) + g2(x), (23.45)
where,
g1(x) :=
1√
2π
∫ ∞
0
eikx ikZ(k) dk ∈ L2(R+), since k Z(k) ∈ L2(R+), (23.46)
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and
g2(x) :=
1√
2π
∫ ∞
0
dk Z(k)
∫ ∞
x
cos k(y − x)V (y) f(k, y) dy. (23.47)
By Proposition 6.1, (10.4), (16.78), (17.1) and (23.42),
|g2(x)| ≤ C
(∫ ∞
0
|Z(k)| dk
) ∫ ∞
x
|V (y)| dy
≤ C(1 + x)−1
(∫ ∞
0
(1 + y) |V (y)| dy
)
∈ L2(R+).
(23.48)
Then, by (2.3), Proposition 7.1, (17.1), and (23.42), we have
Y1(x) ∈ L2(R+). (23.49)
Recall that by (4.4) ‖S(k)‖ = 1. This allows us to prove, as above,
Y2(x) ∈ L2(R+). (23.50)
Hence, by (23.39) and (23.49) we get
(F †c Z)
′(x) ∈ L2(R+). (23.51)
By (23.37), (23.38), and (23.51), we conclude that Y ′(x) ∈ L2(R+).
We now introduce some concepts from the spectral theory of differential operators
[4]. We denote by Lmax the maximal operator associated to −D2xI + V , where Dx is the
derivative operator d/dx, namely
LmaxY (x) := (−D2x + V (x)) Y (x), Y (x) ∈ D(Lmax), (23.52)
where the domain of Lmax, that we denote by D(Lmax), is defined as follows,
D(Lmax) =
{
Y (x) ∈ L2(R+) : Y (x), Y ′(x) are absolutely continuous on (0,∞)
and(−D2x + V (x)) Y (x) ∈ L2(R+)
}
.
(23.53)
We designate by Lmin the minimal operator associated to −D2x I + V ,
LminY (x) := (−D2x + V (x)) Y (x), Y (x) ∈ D(Lmin), (23.54)
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where the domain of Lmin, that we denote by D(Lmin), is defined as follows,
D(Lmin) = {Y (x) ∈ D(Lmax) : Y (x), has compact support in (0,∞)} . (23.55)
Clearly, Lmin ⊂ Lmax. By Theorems 3.7 in page 47 and Theorem 3.9 in page 49 of [42]
D(Lmin) is dense in L2(R+), Lmin is symmetric and Lmin ⊂ L†min = Lmax. We denote by
Lmin the closure of Lmin. Note the difference in notation. In [42] Lmin is called T ′0, Lmax
is called T0 and Lmax is called T .
Proposition 23.5 Suppose that the following conditions are satisfied: Conditions (2) and
(4c) of Definition 4.2, (I), (VI), and either one of (Ve) or (Vh) of Definition 4.3 and (A)
of Theorem 8.1. Then,
Lmin ⊂ L ⊂ Lmax, (23.56)
where Lmin is the closure of the operator Lmin defined in (23.54), L is the selfadjoint
operator defined in (23.34) and Lmax is the operator defined in (23.52).
PROOF: We first prove that L ⊂ Lmax. For this purpose we define L0, a restriction of L,
as
(L0Y )(x) := (LY )(x), Y (x) ∈ Dom[L0], (23.57)
where the domain of L0 is defined as
Dom[L0] :=
{
Y (x) ∈ L2(R+) : Y (x) = F†(Z1, · · · , ZN , Z) with
(Z1, · · · , ZN , Z) ∈ R, where Z(k) ∈ L2(R+) and Z(k) has compact support
}
.
(23.58)
As Z(k) has compact support, k2Z(k) ∈ L2(R+) and then, L0 ⊂ L. Moreover, L0 = L.
Furthermore, as L is closed because it is selfadjoint and since Lmax is closed because it is
the adjoint of Lmin, it is enough to prove that L0 ⊂ Lmax. Suppose that Y (x) ∈ Dom[L0].
Then,
L0Y (x) = F†
(−κ21Z1, · · · ,−κ2NZN , k2Z(k)) =
N∑
j=1
F†j(−κ2j )Zj + F†ck2Z(k). (23.59)
But,
F†j(−κ2j )Zj = Ψj(x)(−κ2j )Zj = (−D2x + V (x))F†jZj , j = 1, . . . , N, (23.60)
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because Ψj(x) is a solution to (2.1) with k = iκj for j = 1, . . . , N . Moreover,
(
F†c k
2 Z(k)
)
(x) =
1√
2π
∫ ∞
0
Ψ(k, x) k2Z(k) dk
= (−D2x + V (x))
1√
2π
∫ ∞
0
Ψ(k, x)Z(k) dk
= (−D2x + V (x))
(
F†cZ(k)
)
(x),
(23.61)
where we used that Ψ(k, x) is a solution of (2.1) and that Z(k) has compact support. By
(23.35), (23.59), (23.60), (23.61)
L0 Y (x) =
(−D2x + V (x))Y (x) ∈ L2(R+), Y (x) ∈ Dom[L0]. (23.62)
Furthermore,
D2x Y (x) = V (x) Y (x)− L0 Y (x). (23.63)
By Proposition 23.4 Y (x) and Y ′(x) belong to L2(R+). Then,
|Y (x)|2 = −
∫ ∞
x
(|Y (x)|2)′ dx = − ∫ ∞
x
((Y †)′(x)Y (x) + Y †(x)Y ′(x)) dx, (23.64)
and then, by Schwarz inequality,
|Y (x)|2 ≤ 2 ‖Y (x)‖2 ‖Y ′(x)‖2. (23.65)
Since V (x) satisfies (2.3), Y (x) is bounded by (23.65), and L0Y (x) ∈ L2(R+), we have
that D2xY (x) ∈ L1(0, R) for any R > 0. In consequence Y (x) and Y ′(x) are absolutely
continuous and since by (23.62) (−D2x + V (x))Y (x) ∈ L2(R+) it follows that Y (x) is in
the domain of Lmax, and we have proved that,
Dom[L0] ⊂ Dom[Lmax]. (23.66)
Equation (23.62) and (23.66) imply that L0 ⊂ Lmax. Let us now prove that Lmin ⊂ L.
Since L is closed, it is enough to prove that Lmin ⊂ L. Suppose that Y (x) ∈ Dom[Lmin].
Then, denote
Zj := Fj Y, j = 1, . . . , N, Z(k) := (FcY )(k). (23.67)
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We have that,
FY = (Z1, · · · , ZN , Z(k)) . (23.68)
Moreover,
FjLminY (x) = Fj(−D2x + V (x))Y (x)
=
∫ ∞
0
Ψ†j(x)(−D2x + V (x))Y (x)dx
= −κ2j Zj , j = 1, . . . , N,
(23.69)
where we used that Ψj(x) satisfies (2.1) and that Y (x) has compact support in R
+ in
order to integrate by parts. In a similar way we prove that
(Fc(LminY )(k) = (Fc(−D2x + V (x))Y (x))(k)
=
1√
2π
∫ ∞
0
Ψ(k, x)† (−D2x + V (x))Y (x) dx
= k2Z(k).
(23.70)
By (23.69), (23.70)
F(LminY (x)(k) =
(
F(−D2x + V (x))Y (x)
)
=
(−κ21Z1, · · · ,−κ2NZN , k2Z(k))
= Lˆ (Z1, · · · , ZN , Z(k)) ∈ R,
(23.71)
where we used that LminY (x) = (−D2x + V (x))Y (x) ∈ L2(R+) and that F is unitary
from L2(R+) onto R. In particular, this implies that k2Z(k) ∈ L2(R+). This means that
FY ∈ Dom[Lˆ], and then, Y (x) ∈ Dom[L]. It follows that,
Dom[L0] ⊂ Dom[L]. (23.72)
Multiplying by F† in both sides of (23.71), using F†F = I and (23.68) we obtain that,
LminY (x) =
(
F†LˆFY
)
(x) = LY (x), (23.73)
where we used (23.34). Equations (23.72) and (23.73) imply that Lmin ⊂ L.
Proposition 23.6 Suppose that the following conditions are satisfied: Conditions (2) and
(4c) of Definition 4.2, (I),(VI), and either one of (Ve) or (Vh) of Definition 4.3 and (A)
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of Theorem 8.1. Then, there is a pair of matrices (A,B), unique up to post multiplication
by an invertible matrix T , that satisfy (2.6), (2.7), and such that, all vectors Y (x) in the
domain of L satisfy
−B† Y (0) + A† Y ′(0) = 0, Y (x) ∈ Dom[L]. (23.74)
PROOF: As in the proof of Proposition 23.5 we prove that for any Y (x) ∈ Dom[L],
D2x Y (x) ∈ L1(0, R) for any R > 0. Then, Y (x) and Y ′(x) are absolutely continuo on
[0,∞) and in consequence, Y (0) and Y ′(0) are well defined so that (23.74) makes sense.
Let us define the quadratic form,
[Y,G]x :=
n∑
j=1
(
Yj(x)
∗G′j(x)− Y ′(x)∗j Gj(x)
)
, Y, G ∈ Dom[Lmax]. (23.75)
Furthermore (see page 28 of [2] and Section II of [9]), the matrix Schro¨dinger equation (2.1)
has the n× n matrix solution g(k, x) that satisfies for each k ∈ C+ \ {0} the asymptotics


g(k, x) = e−ikx
(
I + o
(
1
x
))
, x→ +∞
g′(k, x) = −ike−ikx
(
I + o
(
1
x
))
, x→ +∞.
(23.76)
Moreover, the combined 2n columns of f(k, x) and g(k, x) form a fundamental system of
solutions to (2.1). Then, any column vector solution Y (k, x) to (2.1) can be written as
follows,
Y (k, x) = f(k, x)Q1 + g(k, x)Q2, (23.77)
for some constant column vectors Q1, Q2. It follows from (23.76) that each of the n columns
of g(k, x) grows exponentially as x → +∞ for each fixed k ∈ C+. Then, all solutions to
(2.1) with k ∈ C+ (or equivalently with Im k2 6= 0 ) that belong to L2(R < x < ∞) for
R ≥ 0 must have Q2 = 0. Note that it follows from (10.6) that the n columns of f(k, x)
are linearly independent solution to (2.1) and that they decay exponentially as x → +∞
for each fixed k ∈ C+. Hence, for each fixed k2 with Im[k2] 6= 0 there are exactly n linearly
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independent solution to (2.1) that are in L2(R < x <∞) for R ≥ 0. Then, it follows from
Proposition 23.5 and Theorem 4.8 in page 61 of [42] that,
[Y,G]∞ := lim
x→+∞
[Y,G]x = 0, ∀Y (x), G(x) ∈ Dom[Lmax]. (23.78)
Hence, by Theorem 4.1 on page 53 of [42], we have that for Y (x), G(x) ∈ Dom[L],
[Y,G]0 = (LY,G)− (Y,LG) = 0, (23.79)
( what is obvious in our case because L is selfadjoint), and moreover, if Y ∈ Dom[Lmax]
and [Y,G]0 = 0 for all G ∈ Dom[L], then, f ∈ Dom[L]. This means that D(L) is a maximal
isotropic subspace for [·, ·]0. In consequence, by Lemma 2.2 of [29] and Theorem 2.1 of [5]
there exist matrices A,B that satisfy (2.6), (2.7) such that all the vectors on the domain
of L satisfy the boundary conditions (23.74).
Proof of Theorem 8.1 By Theorem 23.1 if the input data set D belongs to the Faddeev
class the conditions (2) and (4c) of Definition 4.2, (I), (VI), and either one of (Ve) or (Vh)
of Definition 4.3 and (A), are satisfied. Let us assume that the scattering data set S satisfies
the conditions: (2) and (4c) of Definition 4.2, (I), (VI), and either one of (Ve) or (Vh)
of Definition 4.3 and (A). Using Proposition 6.1 and Proposition 16.10 we construct the
potential V (x), that satisfies (2.2), (2.3), the Jost solution, f(k, x), the physical solution,
Ψ(k, x), and the normalized bound state matrix solutions Ψj(x) for j = 1, . . . , N . We
have to prove that the Ψj(x) for j = 1, . . . , N, and the physical solution Ψ(k, x) satisfy the
boundary condition (2.4). By Proposition 23.4 the operator, L defined in (23.34), (23.35),
is selfadjoint and by Proposition 23.6 the vectors in the domain of L satisfy the boundary
condition (23.74). For any constant column vectorZj ∈ RanMj with j = 1, . . . , N, let us
define
(0, · · · , 0, Zj, 0 · · · , 0) ∈ R, (23.80)
where the component at the position j is equal to Zj and all the others are equal to zero.
Then,
(0, · · · , 0, Zj, 0, · · · , 0) ∈ Dom[Lˆ], (23.81)
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where the operator Lˆ is defined in (23.32), (23.33). Then,
Ψj(x)Zj = F
†
jZj = F(0, · · · , Zj, 0 · · · , 0) ∈ Dom[L], (23.82)
where we used (23.35). Then, we have
−B†Ψj(0)Zj + A†Ψ′j(0)Zj = 0, ∀Zj ∈ Ran[Mj ], j = 1, . . . , N. (23.83)
Given any constant column vector Q ∈ Cn let us decompose it as follows,
Q = Zj + Q˜, Zj ∈ Ran[Mj ], Q˜ ∈ Ker[Mj], j = 1, . . . , N. (23.84)
Hence, by the definition of Ψj in (9.8) and (23.82)
−B†Ψj(0)Q+A†Ψ′j(0)Q = −B†Ψj(0)Zj +A†Ψ′j(0)Zj
= 0, j = 1, . . . , N, ∀Q ∈ Cn.
(23.85)
But then,
−B†Ψj(0) + A†Ψ′j(0) = 0, j = 1, . . . , N. (23.86)
Let us now prove that the physical solution Ψ(k, x) satisfies the boundary condition. For
any k0 ∈ (0,∞), ε > 0, we denote by χ[k0−ε,k0+ε](k) the characteristic function of [k0 −
ε, k0 + ε], i.e., χ[k0−ε,k0+ε](k) = 1 for k ∈ [k0 − ε, k0 + ε] and χ[k0−ε,k0+ε](k) = 0 if
k ∈ [0,∞] \ [k0 − ε, k0 + ε]. Let us define,
(0, · · · , 0, 1
2ε
χ[k0−ε,k0+ε](k)) ∈ R. (23.87)
Since k2 χ[k0−ε,k0+ε](k) ∈ L2(R+), we have
(0, · · · , 0, 1
2ε
χ[k0−ε,k0+ε](k)) ∈ Dom[Lˆ]. (23.88)
Then,
ψε(k0, x) : =
1√
2π
∫ k0+ε
k0−ε
ψ(k, x)
1
2ε
dk
= F†(0, · · · , 0, 1
2ε
χ[k0−ε,k0+ε](k)) ∈ Dom[L].
(23.89)
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In consequence, (−B†ψε(k0, 0) +A†ψ′ε(k0, 0)) = 0. (23.90)
By the definition (9.4) of the physical solution and since f(k, x) is continuous in k for each
fixed x and S(k is continuous in k , it follows from (23.89) and the mean value theorem
that,
−B†ψ(k0, 0) + A†ψ′(k0, 0) = lim
ε→0
(−B†ψε(k0, 0) + A†ψ′ε(k0, 0)) = 0, (23.91)
which proves that the physical solution Ψ(k, x) satisfies the boundary condition (2.4) for
k > 0, and by continuity also for k = 0. We prove that, in the direct problem, the
reconstructed input data set, D := {V,A,B} yields the same scattering data set S used
as input of the inverse scattering problem as in the proof of Theorem 5.1. The fact V is
unique and that (A,B) are unique up to the transformation (A,B) → (AT,BT ) for any
invertible matrix T follows from Proposition 16.2.
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24. A STAR GRAPH
In this chapter we show that a matrix Schro¨dinger equation with a diagonal potential
matrix is unitarily equivalent to a star graph. A star graph is a quantum graph with only
one vertex and a finite number, n, of semi infinite edges. The Hilbert space is given by
H := ⊕nj=1L2(R+,C), (24.1)
where by L2(R+,C) we denote the Hilbert space of square-integrable functions defined in
R+ and with values in C. An element Y of H is a finite sequence
Y := {Y1(x), · · · , Yn(x)}, (24.2)
and the scalar product of Y and W in H is described as
(Y,W) :=
n∑
j=1
(Yj,Wj)L2(R+,C). (24.3)
The Schro¨dinger equation on the star graph is given by
LY = k2Y, (24.4)
where
LY := (−Y ′′1 (x) + V1(x)Y1(x), · · · ,−Y ′′n (x) + Vn(x)Yn(x)), (24.5)
with the potentials Vj(x) for j = 1, . . . , n being real-valued functions satisfying (2.3). The
boundary conditions are given by
−B† Y (0) +A† Y ′(0) = 0, (24.6)
where the n× n matrices A and B satisfy (2.5) and (2.6).
Let us prove that the star graph is unitarily equivalent to a matrix Schro¨dinger equa-
tion with the diagonal matrix potential given by
V (x) := diag{V1(x), · · · , Vn(x)}, (24.7)
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and with the boundary condition (2.4) given by the same matrices A and B as in (24.6).
We define the unitary operator U from H onto L2(R+) as
ψ(x) = U Y :=


Y1(x)
...
Yn(x)

 . (24.8)
Clearly we have
||U Y||2 = ||Y ||H, Y (x) ∈ H, (24.9)
and U is onto H. Moreover, Y(x) is a solution to the system consisting of (24.4) and
(24.5) if and only if Ψ(x) := U Y(x) is a solution to (2.1) and Y (x) satisfies the boundary
condition (24.6) if and only if Ψ(x) := UY(x) satisfies the boundary condition (2.4) with
the same matrices A and B. Then U establishes a unitary equivalence between both
problems.
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25. THE SCHRO¨DINGER EQUATION ON THE FULL LINE
A 2× 2 matrix Schro¨dinger equation is unitarily equivalent to a Schro¨dinger equation
on the full line with a point interaction at x = 0. The Hilbert space for the Schro¨dinger
equation on the line is L2(R,C), where by L2(R,C) we denote the Hilbert space of square
integrable functions defined on R and with values in C. We define the unitary operator U
from L2(R+) onto L2(R,C) as
Y (x) = Uψ :=
{
ψ1(x), x ≥ 0,
ψ2(−x), x < 0.
(25.1)
Clearly we have
‖Uψ‖L2(R,C) = ‖ψ‖L2(R+), ψ(x) ∈ L2(R+), (25.2)
and U is onto L2(R,C). Suppose that the potential matrix V (x) is diagonal, i.e.
V (x) := diag{V1(x), V2(x)}. (25.3)
We conclude that ψ(x) satisfies the Schro¨dinger equation (2.1) if and only if Y (x) :=
U ψ(x) satisfies the Schro¨dinger equation on the line given by
−Y ′′(x) +Q(x) Y (x) = k2 Y (x), (25.4)
with the potential,
Q(x) :=
{
V1(x), x ≥ 0,
V2(−x), x < 0.
(25.5)
Moreover, ψ(x) satisfies the boundary condition (2.4) if and only if Y (x) satisfies the
point-interaction condition{ −(B†)11 Y (0+)− (B†)12 Y (0−) + (A†)11 Y ′(0+)− (A†)12 Y ′(0−) = 0,
−(B†)21 Y (0+)− (B†),2 Y (0−) + (A†)21 Y ′(0+)− (A†)22 Y ′(0−) = 0,
(25.6)
where (A†)ij and (B
†)ij denote the (i, j)-th entry of the matrices A
† and B†, respectively.
For example, suppose that ψ(x) satisfies the δ-type boundary condition ψ1(0) = ψ2(0)
and ψ′1(0) + ψ
′
2(0) = λψ1(0), where λ is a real number, for which the special case λ = 0
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corresponds to the Kirchhoff boundary condition. In this case, the matrices appearing in
(25.6) are given by
A :=
[
0 1
0 1
]
, (25.7)
B :=
[−1 λ
1 0
]
. (25.8)
The boundary conditions (25.6) corresponding to the matrices A and B given in (25.7)
and (25.8) are Y (0−) = Y (0+) and Y ′(0+) − Y ′(0−) = λY (0+), which is related to the
Schro¨dinger equation on the line with a δ-point interaction.
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26. SOME EXPLICIT EXAMPLES
In this chapter, through some explicit examples, we illustrate our theoretical results
obtained in previous chapters.
The explicit examples for the direct and inverse scattering problems mainly involve
scattering matrices S(k) that are rational functions of k in the complex plane. In this case,
the quantity F (y) defined in (4.12) yields a separable kernel for the Marchenko integral
equation (13.1). Then, it is possible to solve (13.1) explicitly by using methods of linear
algebra.
In the first example, we show that, by using a special case of the method of [3,4,10],
one can easily produce explicit examples for the input data set D and the corresponding
scattering data set S for any values of n when the scattering matrix S(k) is a rational
function of k. This amounts to [3,4,10] choosing F (y) as a matrix-valued function containing
a matrix exponential.
Example 26.1 For any constant n × n hermitian matrix a with positive eigenvalues, let
us choose F (y) given in (4.12) as
F (y) = c e−ay c, y ∈ R+, (26.1)
where c is a constant n×n hermitian matrix. We remark that we use a matrix exponential
in (26.1) because a is a matrix. The corresponding Marchenko equation has a separable
kernel and hence can be solved explicitly by algebraic means. Let m be the solution to
the linear system
am+ma = c2, (26.2)
where the existence and uniqueness of m is assured [17] and in fact it can be evaluated
explicitly by using
m =
∫ ∞
0
dy e−ay c2 e−ay . (26.3)
Using F (y) given in (26.1) as input to (13.1), one obtains the solution to (13.1) explicitly
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as
K(x, y) = −c (m+ e2ax)−1 ea(x−y)c, (26.4)
yielding
K(x, x) = −c (m+ e2ax)−1 c, K(0, 0) = −c (m+ I)−1 c. (26.5)
Using (26.4) in (10.6) and using the first equality of (26.5) in (10.4), we obtain the corre-
sponding Jost solution f(k, x) and the potential V (x) as
f(k, x) = eikx
[
I − c (m+ e2ax)−1 (a− ikI)−1 c] , (26.6)
V (x) = −4 c (m+ e2ax)−1 a e2ax (m+ e2ax)−1 c. (26.7)
From (26.6) we get
f(k, 0) = I − c (m+ I)−1 (a− ikI)−1 c, (26.8)
f ′(k, 0) = ikI + c (m+ I)
−1
[
2a− ikI + 2a (m+ I)−1
]
(a− ikI)−1 c, (26.9)
Along with any pair of constant n× n matrices A and B satisfying (2.5) and (2.6), using
(26.8) and (26.9) in (9.2) we obtain the corresponding Jost matrix J(k) and then obtain the
corresponding scattering matrix S(k) by using (9.3). The corresponding physical solution
Ψ(k, x) can be obtained via (9.4). One can certainly enhance this method by choosing
Fs(y) for y ∈ R− in a form similar to (26.1) by replacing a with some constant n × n
hermitian matrix with negative eigenvalues. The use of matrix exponentials allows us to
write the explicit solutions in the direct and inverse problems in a compact form. For
instance, by choosing
a =


3 −1 0
−1 3 0
0 0 2

 , c =


1 0 0
0 2 1
0 1 1

 , (26.10)
we get an example where a has eigenvalues 4, 2, and 2 and the matrix m is given by
m =


11/48 3/16 1/8
3/16 43/48 5/8
1/8 5/8 1/2

 , e−ay = 1
2


e−2y + e−4y e−2y − e−4y 0
e−2y − e−4y e−2y + e−4y 0
0 0 2e−2y

 ,
(26.11)
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(a−ikI)−1 = 1
(k + 2i)2(k + 4i)


i(k + 2i)(k + 3i) −(k + 2i) 0
−(k + 2i) i(k + 2i)(k + 3i) 0
0 0 i(k + 2i)(k + 4i)

 .
(26.12)
The purpose of the next example is to emphasize the fact that, in seeking a solution
to an integral equation such as (4.17), (4.22), and (7.1), it is important for us to state
whether we look for a square-integrable solution or an integrable solution. For example,
the class L1(R+) is different from L2(R+), and the class L1(R+) ∩ L∞(R+) is a proper
subspace of the class L2(R+) ∩ L∞(R+).
Example 26.2 Assume that n = 1 and that we have
X(y) =


1
1 + y
, y ∈ R+,
0, y ∈ R−.
(26.13)
We notice that X(y) is square integrable in y ∈ R+ but not integrable there. Using (3.68)
we can evaluate Xˆ(k) explicitly as
Xˆ(k) = −i e−ik
[π
2
− Si(k)− iCi(k)
]
, (26.14)
in terms of the sine integral function Si(k) and the cosine integral function Ci(k) defined
as
Si(k) :=
∫ k
0
dt
sin t
t
, Ci(k) :=
∫ ∞
k
dt
cos t
t
. (26.15)
Even though Si(k) is well behaved at k = 0, the function Ci(k) has a logarithmic singularity
at k = 0, which is seen from its representation
Ci(k) = γ + log k +
∞∑
j=1
(−k2)j
2j (2j)!
, (26.16)
where γ is the Euler-Mascheroni constant. Thus, Xˆ(k) given in (2.16b) is not continuous
at 0. This example indicates that the proof given in [2] for Theorem 3.5.1 of [2] needs
to be improved. For example, one can use a procedure such as that given in our own
Propositions 15.12 to prove Theorem 3.5.1 of [2].
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The purpose of the next example is to emphasize the fact that, in seeking a solution
to a Riemann-Hilbert problem such as (4.19), (4.24), and (7.2), it is important for us to
state whether we look for a solution in the Hardy space H2(C+) or in Lˆ1(C+). In the
next example we present a function that belongs to the Hardy space H2(C+) but not
continuous on R and hence not in Lˆ1(C+).
Example 26.3 Let
Xˆ(k) =
log k
k + i
, k ∈ C+, (26.17)
where log denotes the principal branch of the logarithm function with the argument of k
limited to the interval (−π, π). From (26.17), we see that Xˆ(k) is analytic in C+ but it is
not continuous at k = 0 and hence it is not continuous in k ∈ C+. Letting k = |k| eiθ with
θ ∈ (−π, π), we can write Xˆ(k) in C+ as
Xˆ(k) =
ln |k|+ iθ
|k| cos θ + i(1 + |k| sin θ) , |k| > 0, θ ∈ (−π, π). (26.18)
Let us use kR and kI for the real and imaginary parts of k. Because Xˆ(k) is continuous
on the line k = kR + ikI with kR ∈ R for any fixed positive kI , in order to prove the
integrability of |Xˆ(kR + ikI)|2 in kR ∈ R for each fixed kI > 0, it is enough to check the
integrability of |Xˆ(kR + ikI)|2 as kR → ±∞. From (26.18), we
|Xˆ(kR + ikI)|2 = (ln |k|)
2
+ θ2
|k|2 + 2 |k| sin θ + 1 , (26.19)
and hence we can find some constant c > 1 such that
|Xˆ(kR + ikI)|2 ≤ C (ln |k|)
2
|k|2 , |kR| ≥ c, (26.20)
for some generic constant C. Then, with the help of (26.20) we get
∫ ∞
−∞
dkR |Xˆ(kR + ikI)|2 ≤ C + C
∫ ∞
1
d|k| (ln |k|)
2
|k|2 ≤ C + C
∫ ∞
0
dα
α2
eα
< +∞, (26.21)
where we have used the substitution α = ln |k|. Thus, Xˆ(k) given in (26.17) belongs to
the Hardy space H2(C+). On the other hand, Xˆ(k) cannot be in Lˆ1(C+) because the
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Riemann-Lebesgue lemma requires that any function in Lˆ1(C+) must be continuous in
k ∈ R, whereas from (26.17) we know that Xˆ(k) is not continuous at k = 0 on the real
axis.
In the next example, we present a scattering data set S for which all the characteri-
zation conditions given in Theorem 5.1 are satisfied.
Example 26.4 Assume that n = 1 and that the scattering matrix S(k) is given by
S(k) = −k + i
k − i , k ∈ R, (26.22)
and that there are no bound states. Thus, from (4.3) we get N = 0. This is compatible
with (21.5) because S(0) = 1 and hence µ = 1, S∞ = −1 and hence nD = 1, and the
left-hand side of (21.5) is equal to π. By using the construction process outlined in the
beginning of Chapter 16, we uniquely obtain
S∞ = −1, G1 = 2, (26.23)
Fs(y) =
{
2e−y , y ∈ R+,
0, y ∈ R−,
(26.25)
F ′s(y)−G1 δ(y) =
{ −2e−y , y ∈ R+,
0, y ∈ R−,
(26.25)
K(x, y) =
{ −e−y sech x, y > x ≥ 0,
0, y < x,
(26.26)
Kx(x, y) =
{
e−y (tanhx)(sech x), y > x ≥ 0,
0, y < x,
(26.27)
K(0, 0) = −1, f(k, x) = eikx
[
1− i
k + i
e−x
coshx
]
, (26.28)
V (x) = −2 sech2 x, Ψ(k, x) = − 2ik
k − i sin kx−
1
k − i (cos kx)(tanhx), (26.29)
A = 0, J(k) =
k
k + i
B, Ψ(k, 0) = 0, Ψ′(k, 0) = −2i(k + i), (26.30)
where B is an arbitrary nonzero constant. One can directly verify that each of the four
conditions (1), (2), (3a), (4a) of Theorem 5.1 is satisfied.
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In the following example, we present a scattering data set S, for which, except for the
second equality in (4.4), all the remaining characterization conditions in Theorem 7.1 are
satisfied.
Example 26.5 Assume that n = 1 and that the scattering matrix S(k) is given by
S(k) =
k
k + i
, k ∈ R, (26.31)
and that there are no bound states. From (26.31) we get S(0) = 0, which indicates that
S(k) cannot be unitary for k ∈ R. Nevertheless, using the construction process outlined
in Chapter 16 we obtain
S∞ = 1, G1 = 1, (26.32)
Fs(y) =
{
0, y ∈ R+,
−ey , y ∈ R−,
(26.33)
F ′s(y)−G1 δ(y) =
{
0, y ∈ R+,
−ey, y ∈ R−,
(26.34)
F (y) = 0, y ∈ R+. (26.35)
Using the second line of (26.33) we determine that the only solution in L2(R−) to (4.17) is
the trivial solution, and by using (26.35) we see that the only solution in L1(R+) to (4.14)
is also the trivial solution. Since it is assumed that there are no bound states, (4.22) and
(4.14) coincide and hence the only solution in L1(R+) to (4.22) is also the trivial solution.
Then, we conclude that, in Theorem 7.1, all the conditions are satisfied, except for the
unitarity of S(k) in (1) stated in the second equality in (4.4). Equivalently stated, we have
(2), (IIIc), (4c), and (Vc) are all satisfied and only (1) is not satisfied. Nevertheless, if we
continue using the method of Chapter 16 to construct the corresponding input data set
D, we find that
K(x, y) ≡ 0, V (x) ≡ 0, f(k, x) = eikx, B = 1
2
A, (26.36)
where A is an arbitrary nonzero constant. For the input data set D given in (26.36), by
using the method of Chapter 9 we find that the corresponding Jost matrix J(k) and the
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scattering matrix S(k) are given by
J(k) =
(
1
2
− ik
)
A, S(k) =
k − i/2
k + i/2
. (26.37)
However, S(k) given in (26.37) is not compatible with Levinson’s theorem. This is because
for the scattering matrix S(k) in (26.37), the left-hand side of (21.5) is −π, µ = 1 because
S(0) = 1, nD = 0 because S∞ = 1, and hence (21.5) yields N = −1/2, which is not a
nonnegative integer.
In the following example, we present a scattering data set S, for which, except for
the first equality in (4.4), all the remaining characterization conditions in Theorem 7.1 are
satisfied.
Example 26.6 Assume that n = 1 and that the scattering matrix S(k) is given by
S(k) = i
k − i
k + i
, k ∈ R, (26.38)
and that there are no bound states. We observe that the property S(−k) = S(k)† in
(4.4) is not satisfied by S(k) given in (26.38). On the other hand, S(k) given in (26.38)
satisfies the second equality in (4.4) and hence it is unitary. Nevertheless, let us show
that, in Theorem 7.1, all the remaining characterization conditions are satisfied. Using the
construction process outlined in Chapter 16 we obtain
S∞ = i, G1 = 2i, (26.39)
Fs(y) =
{
0, y ∈ R+,
−2 i ey, y ∈ R−,
(26.40)
F ′s(y)−G1 δ(y) =
{
0, y ∈ R+,
−2 i ey, y ∈ R−,
(26.41)
F (y) = 0, y ∈ R+. (26.42)
Using the second line of (26.40) we determine that the only solution in L2(R−) to (4.17) is
the trivial solution, and by using (26.42) we see that the only solution in L1(R+) to (4.14)
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is also the trivial solution. Since it is assumed that there are no bound states, (4.22) and
(4.14) coincide and hence the only solution in L1(R+) to (4.22) is also the trivial solution.
Then, we conclude that, in Theorem 7.1, all the conditions are satisfied, except for the
symmetry of S(k) in (1) stated in the first equality in (4.4). Equivalently stated, we have
(2), (IIIc), (4c), and (Vc) are all satisfied and only (1) is not satisfied. We can continue
to use the method of Chapter 16 to construct the corresponding input data set D, and we
find that
K(x, y) ≡ 0, V (x) ≡ 0, f(k, x) = eikx, A = B = 0. (26.43)
Because the constructed A and B does not satisfy (2.6), we do not have a selfadjoint bound-
ary condition as in (2.4). Nevertheless, let us also explicitly construct the corresponding
physical solution Ψ(k, x) via (9.4) as
Ψ(k, x) = e−ikx + i eikx
k − i
k + i
. (26.44)
From (26.7) we obtain
Ψ(k, 0) =
(1 + i)(k + 1)
k + i
, Ψ′(k, 0) = −(1 + i)k(k − 1)
k + i
, (26.45)
and hence from (2.4) we see that (2.4) cannot be satisfied unless A = B = 0. One can
directly verify that (2) and (4a) in Definition 4.2 are satisfied but neither of (1) and (3a)
there are satisfied. This example indicates that the first equality of (4.4) given in (1) is
necessary in the characterization stated in Theorem 7.1.
In the following example, we present a scattering data set S for which some of the
characterization conditions are not satisfied.
Example 26.7 Assume that n = 1 and that the scattering matrix S(k) is given by
S(k) =
k + i
k − i , k ∈ R, (26.46)
and that there are no bound states. We remark that the scattering matrix in (26.46) differs
from that given in (26.22) only in the sign. By using the construction process outlined in
the beginning of Chapter 16, we uniquely obtain
S∞ = 1, G1 = −2, (26.47)
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Fs(y) =
{ −2e−y , y ∈ R+,
0, y ∈ R−,
(26.48)
F ′s(y)−G1 δ(y) =
{
2e−y, y ∈ R+,
0, y ∈ R−,
(26.49)
F (y) = −2 e−y , y ∈ R+. (26.50)
Using the second line of (26.48) in (4.17) we see that the only solution in L2(R−) to (4.17)
is the trivial solution. On the other hand, using (26.50) in (4.14) we observe that (4.14)
has a one-parameter family of solutions given by X(y) = αe−y for y ∈ R+, where α is
an arbitrary parameter. Since there are no bound states, we also obtain that (4.22) has
a one-parameter family of solutions given by X(y) = α e−y for y ∈ R+, where α is an
arbitrary parameter. We conclude that our scattering data set satisfies (1), (2), and (IIIc)
in Theorem 7.1, but (4c) and (Vc) there both fail. Using the method of Chapter 16, we
construct
K(x, y) =


e−y
sinhx
, y > x > 0,
0, y < x,
(26.51)
Kx(x, y) =


− coshx
sinh2 x
e−y, y > x > 0,
0, y < x,
(26.52)
K(0, 0) = −∞, f(k, x) = eikx
[
1 +
i
k + i
e−x
sinhx
]
, (26.53)
V (x) =
8e2x
(e2x − 1)2 , Ψ(k, x) =
2k
k − i cos kx−
1
k − i (sin kx)(cothx), (26.54)
V (x) =
2
x2
− 2
3
+
2x2
15
+O(x4), x→ 0. (26.55)
In this example, the boundary parameters A and B do not exist because K(0, 0) is not
finite. Both Ψ(k, 0) and Ψ′(k, 0) blow up at x = 0 and hence Ψ(k, x) does not satisfy a
boundary condition like (2.4). In the characterization conditions specified in Theorem 5.1,
we find that (1) and (2) are satisfied but (3a) and (4a) are not satisfied. Let us now check
the equivalences indicated in Chapter 6. We cannot have (3b) of Definition 4.2 or (Vb) of
Definition 4.3 satisfied because we cannot construct a Jost matrix J(k) in this example as
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we cannot construct the boundary matrices A and B. In the absence of bound states, none
of (4d), (4e), (Vd), (Ve), (Vg), (Vh) are satisfied because each of (4.15), (4.16), (4.23),
(4.24) has the one-parameter family of solutions of the form c/(k + i) for k ∈ C+ with c
being the arbitrary parameter. Note that neither (4c) nor (Vc) is satisfied because each
of (4.14) and (4.22) has the one-parameter family of solutions given by c e−y for y ∈ R+,
with c being the arbitrary parameter. Ironically, even though (3a) of Definition 4.2 fails,
each of (IIIa), (IIIb), (IIIc) in Definition 4.3 is satisfied because (4.17), (4.18), (4.19) each
have only the trivial solution. In this example, the potential V (x) constructed, although
hermitian, does not satisfy (2.3). In summary, in Theorem 7.1, (1), (2), and (IIIa) are
satisfied, but (4c) and (Vc) are not satisfied. In Theorem 5.1, (1) and (2) are satisfied,
but (3a) and (4a) each fail.
In Example 26.7 presented above, we have observed that each of (4.22), (4.23), (4.24)
has one linearly independent solution. Thus, in order for S(k) given in (26.46) to satisfy
the characterization conditions, there has to be exactly one bound state associated with the
corresponding scattering data. In the following example, we supplement the scattering ma-
trix of (26.46) with one bound state and obtain an example where all the characterization
conditions are met.
Example 26.8 Assume that n = 1 and that the scattering matrix S(k) is given by (26.46)
and that there is exactly one bound state at k = iκ1 with κ1 = 1 and the Marchenko
normalization constantM1 =
√
2. The number of bound states is consistent with Levinson’s
theorem. This is because from (26.8) we see that the left-hand side of (21.5) is π, µ = 0
because S(0) = −1, nD = 0 because S∞ = 1 and hence the value of N predicted by
Levinson’s theorem is equal to one. Since (26.46)-(26.49) still hold, and we also have
F (y) = 0, y ∈ R+, (26.56)
we see that (4.14) now has only the trivial solution and hence (4c) is satisfied. Using the
method of Chapter 16, we construct
K(x, y) ≡ 0, K(0, 0) = 0, V (x) ≡ 0, f(k, x) = eikx, (26.57)
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Ψ(k, x) =
2(k cos kx− sin kx)
k − i , Ψ1(x) =
√
2 e−x, J(k) = −iA(k + i), (26.58)
Ψ(k, 0) =
2k
k − i , Ψ
′(k, 0) = − 2k
k − i , Ψ1(0) =
√
2, Ψ′1(0) = −
√
2, (26.59)
with the boundary parameters B = A, where A is an arbitrary nonzero constant. One can
directly verify that each of the four conditions stated in Definition 4.5 is satisfied and that
each of the five conditions in Theorem 7.1 is satisfied.
Next, we present an example of the scattering data set S failing only (IIIa) in The-
orem 7.1, failing only (3a) of Theorem 5.1, and failing only (L) of Theorem 7.9, whereas
all the remaining conditions in those three theorems are satisfied.
Example 26.9 Assume that n = 1 and S consists of the scattering matrix
S(k) =
(
k − i
k + i
)2
, k ∈ R, (26.60)
and that there are no bound states. Using (26.60) in (10.14) we see that the constants S∞
and G1 appearing in (4.5) are given by
S∞ = 1, G1 = 4. (26.61)
Using (26.60) and (26.61) in (4.7), through some residue computations, we obtain
Fs(y) =
{
0, y > 0,
−4(1 + y) ey, y < 0.
(26.62)
Since there are no bound states, using (26.62) in (4.12) we obtain
F (y) = 0, y > 0. (26.63)
Using (26.60) and (26.62) we find that (1) and (2) in Theorem 7.1 are satisfied. Using
(26.63) in (4.14) we see that the only solution in L1(R+) to (4.14) is the trivial solution
and hence (4c) in Theorem 7.1 is satisfied. Similarly, using the first line of (26.62) in (4.22)
we see that the only solution in L1(R+) to (4.22) is the trivial solution and hence (Vc) in
Theorem 7.1 is satisfied. Let us use the second line of (26.62) in (4.17), which yields
−X(y) +
∫ 0
−∞
dz X(z)
[−4(1 + z + y)ez+y] = 0, y ∈ R−. (26.64)
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From (26.64) we see that its solution must have the form
X(y) = αey + βyey, (26.65)
for some constants α and β. Using (26.65) in (26.64) we find that α = 0 and β is arbitrary.
Thus, (26.64) has the nontrivial solution in L2(R−) given by X(y) = β y ey, where β is
arbitrary. Thus, (IIIa) in Theorem 7.1 is violated, although (1), (2), (4c), and (Vc) are
satisfied. In this example, the construction outlined in Chapter 16 by starting with (26.63)
yields
K(x, y) = 0, K(0, 0) = 0, V (x) ≡ 0, f(k, x) = eikx, (26.66)
Ψ(k, 0) =
2k2 − 2
(k + i)2
, Ψ′(k, 0) =
4k2
(k + i)2
. (26.67)
Using S∞ = 1, G1 = 4, K(0, 0) = 0 in (14.2) we obtain B = 2A with A being an arbitrary
nonzero constant. Thus, the boundary condition (2.4) is given by
ψ′(0)− 2ψ(0) = 0. (26.68)
However, using (26.67) in (26.68) we see that the physical solution Ψ(k, x) does not satisfy
the boundary condition, and hence (3a) in Theorem 5.1 does not hold. On the other hand,
the remaining characterization conditions (1), (2), and (4a) in Theorem 5.1 all hold. Let
us now check the compatibility of S(k) given in (26.60) with Levinson’s theorem. In other
words, let us check if (L) of Theorem 7.9 is satisfied. Using (26.60), we find that the left-
hand side of (21.5) is −2π, µ = 1 because S(0) = 1, nD = 0 because S∞ = 1, and hence
(21.5) predicts N = −1, which is not a nonnegative integer. Thus, (L) in Theorem 7.9 does
not hold. One can directly verify that the only solution in H2(C+) to (7.3) is the trivial
solution and hence all the four conditions in Theorem 7.9 are satisfied with the exception
of (L). One can use the procedure described in Chapter 9 to solve the direct problem and
show that the input data set D consisting of the zero potential and the boundary condition
(26.68) does not correspond to the scattering matrix S(k) given in (26.60) with no bound
states. In fact, with the help of (9.1)-(9.3) we get
f(k, x) = eikx, J(k) = −i(k + 2i)A, S(k) = k − 2i
k + 2i
, (26.69)
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and there are no bound states because J(k) does not vanish on the positive imaginary axis
and it vanishes only at k = −2i.
As we have seen in Example 26.9, for S(k) given in (26.60) Levinson’s theorem predicts
N = −1. Hence, as indicated in Corollary 19.4, it is impossible to supplement S(k) with
any bound-state data set so that the resulting scattering data set S can belong to the
Marchenko class.
Next, we present an example satisfying all the characterization conditions in Theo-
rem 7.1 except (4c) and (Vc).
Example 26.10 Assume that n = 1 and S consists of the scattering matrix
S(k) =
(
k + i
k − i
)2
, k ∈ R, (26.70)
and that there are no bound states. Let us use the construction outlined in Chapter 16.
Using (26.60) in (10.14) we see that the constants S∞ and G1 appearing in (4.5) are given
by
S∞ = 1, G1 = −4, (26.71)
Fs(y) =
{
4(−1 + y) e−y, y ∈ R+,
0, y ∈ R−,
(26.72)
F (y) = 4(−1 + y) e−y, y ∈ R+. (26.73)
One can directly verify that (1) and (2) in Theorem 7.1 are satisfied. Using the second
line of (26.72) in (4.17) we see that the only solution in L2(R−) to (4.17) is the trivial
solution and hence (IIIa) of Theorem 7.1 is satisfied. Using (26.69) in (4.14) we see that
the general solution in L1(R+) to (4.14) is X(y) = β(−1 + y) e−y, where β is arbitrary,
and hence (4c) of Theorem 7.1 is not satisfied. In the absence of bound states, (4.22) and
(4.14) coincide and their general solutions must also coincide. Thus, (Vc) of Theorem 7.1
is not satisfied because (4.22) has one linearly independent solution although there are
no bound states. Therefore, unless the scattering matrix of (26.70) is accompanied with
exactly one bound state, the corresponding scattering data set cannot correspond to an
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input data set D in the Faddeev class. Continuing with the method of Chapter 16, we
obtain
K(x, y) =
4 ex−y
[
1 + x+ e2x − x e2x + y (1 + e2x)]
−1 + 4 x e2x + e4x , (26.74)
K(x, x) =
4 + (4− 8x) e2x
−1 + 4x e2x + e4x , (26.75)
V (x) =
−32 e2x(1 + e2x) (−1− x+ (−1 + x) e2x)
(−1 + 4 x e2x + e4x)2 , (26.76)
f(k, x) = eikx
2
(
k2 x+ ik + x
)
+ 2ik cosh(2x) + (k2 − 1) sinh(2x)
(k + i)2 (2x+ sinh(2x))
. (26.77)
We have
K(x, x) =
1
x
− 2 +O(x), V (x) = 2
x2
− 4
3
+O(x2), x→ 0, (26.78)
Ψ(k, x) = O
(
1
x
)
, Ψ′(k, x) = O
(
1
x
)
, x→ 0. (26.79)
Because K(0, 0) is not finite, the boundary matrices A and B do not exist. Hence, (3a)
of Theorem 5.1 does not hold. By Proposition 6.1 we have the equivalence of (4a) and
(4c), and hence (4a) fails because (4c). In summary, in Theorem 5.1 we have (1) and (2)
satisfied and we have (IIIc), (4c, and (Vc) not satisfied. In Theorem 5.1, we have (1) and
(2) satisfied and we have (3a) and (4a) not satisfied. In this example, the number of bound
states predicted by Levinson’s theorem is not consistent with the absence of bound states.
This is because from (26.70) we see that the left-hand side of (21.5) is 2π, µ = 1 because
S(0) = 1, nD = 0 because S∞ = 1 and hence the value of N predicted by Levinson’s
theorem is equal to one, inconsistent with the absence of bound states in this example.
In the next example we use the scattering matrix of Example 26.10 and we choose
the number of bound states compatible withh Levinson’s theorem. We illustrate that we
can supplement the scattering data set of Example 26.10 with one bound state at k = iκ1
for any κ1 > 0 and with the normalization matrix M1 for any positive constant M1. The
resulting scattering data set belongs to the Marchenko class.
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Example 26.11 Assume that n = 1 and S consists of the scattering matrix S(k) given in
(26.70) and that there is one bound state at k = iκ1 for some κ1 > 0 and M1 > 0. Then,
(26.71) and (26.72) still hold, but instead of (26.73) we get
F (y) = 4(−1 + y) e−y +M21 e−κ1y, y ∈ R+. (26.80)
Using (26.79) as input to (4.14) we obtain the fact that the only integrable solution to (4.14)
is the trivial solution and hence (4c) is satisfied. We already know from Example 26.10
that (4.22) has the one-parameter family of solutions X(y) = β (−1 + y) e−y for y ∈ R+
and hence in this example (Vc) is satisfied. Thus, all the five characterization conditions
given in Theorem 7.1 hold Then, based on the equivalence results of Chapter 6, all the
four characterization conditions in Theorem 5.1 are satisfied, and hence the corresponding
scattering data set S belongs to the Marchenko class for any choice of positive κ1 and
positiveM1. Since the explicit expressions for the constructed quantities are fairly lengthy,
we display below the constructed quantities in the simplest choice of κ1 = 1 and M1 = 2.
In this case we have
F (y) = 4y e−y, y ∈ R+, (26.81)
K(x, y) =
2 e−x−y
[
1 + x− y − (x+ y) e2x]
1 + 2x+ sinh(2x)
, (26.82)
K(0, 0) = 2, V (x) =
4 coshx [2 coshx− (1 + 2x) sinhx]
[1 + 2x+ sinh(2x)]
2 , (26.83)
f(k, x) = eikx
[
1 +
2
(k + i)2
ik(e−2x − 2x) + 1 + 2x
1 + 2x+ sinh(2x)
]
, (26.84)
Ψ(k, 0) = 2
k + i
k − i , Ψ
′(k, 0) = −8 k + i
k − i , Ψ1(0) = 2, Ψ
′
1(0) = −8, B = −4A,
(26.85)
where A is an arbitrary nonzero constant.
In the next example, we elaborate on the compatibility with Levinson’s theorem.
Example 26.12 Let the scattering matrix be given by
S(k) =
(
k + i
k − i
)p
, k ∈ R, (26.86)
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where p is an integer. The left-hand side of (21.5) is then equal to pπ. We have S∞ = 1
and hence nD = 0. We have S(0) = (−1)p and hence µ = 1 if p is even and µ = 0 if p is
odd. Thus, Levinson’s theorem predicts that
N =


p
2
, p even integer,
p− 1
2
, p odd integer.
(26.87)
Thus, N predicted by Levinson’s theorem is always an integer. However, if p is negative
then N in (26.87) is negative, and hence the scattering matrix cannot be a part of a
scattering data set S in the Marchenko class. In Example 26.5 the predicted N is −1/2,
but in that example the scattering matrix given in (26.31) is not unitary.
In the next example we elaborate on the choices of supplementing a scattering matrix
with an appropriate bound-state data set so that the corresponding scattering data set can
belong to the Marchenko class. The elaborations can be found in Chapter 19. This also
provides an example where all the characterization conditions except (4c) may be satisfied
in Theorem 7.1. It also illustrates a case where in Theorem 7.9 we have all the properties
are satisfied except (4e,2) there.
Example 26.13 Consider the scattering matrix given by
S(k) =


(
k + i
k − i
)4
0
0 1

 , k ∈ R. (26.88)
Note that associated with S(k) in (26.88), using the procedure outlined in Chapter 16, we
obtain
Fs(y) =




(
−8 + 24 y − 16 y2 + 8
3
y3
)
e−y 0
0 0

 , y ∈ R+,
[
0 0
0 0
]
, y ∈ R−.
(26.89)
Using (26.89) in (4.17), as a solution to (4.17) we obtain X(y) = [ 0 0 ] for y ∈ R+. Thus,
(IIIc) of Theorem 7.1 is satisfied. Using (26.89) in (4.22) we get the two parameter family
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of solutions given by
X(y) =
[
α
(
1− 3y + 1
3
y3
)
e−y + β
(
y2 − 1
3
y3
)
e−y 0
]
, y ∈ R+, (26.90)
where α and β are arbitrary parameters. The fact that X(y) in (26.90) contains two
arbitrary parameters suggests that we must have N = 2. Thus, the property (Vc) of
Theorem 7.1 is satisfied if and only if we have N = 2. We can also get the same conclusion
from Levinson’s theorem stated in (21.5). We see this as follows. We have S∞ = I and
S(0) = I, and hence µ = 2 and nD = 0 in (21.5). Note that I here denotes the 2× 2 unit
matrix. The left-hand side of (21.5) is equal to 4π. Thus, Levinson’s theorem predicts that
we must have N = 2. In other words, if S(k) given in (26.88) is a part of a scattering data
S as in (4.2), then (4.2) must be compatible with (4.3). Note that we can achieve having
N = 2 in essentially two ways. The first way is to have one bound state at some k = iκ1
of multiplicity two, in which case the normalization matrix M1 must have rank two. The
second way is to have two simple bound states, say at k = iκ1 and k = iκ2 with κ1 6= κ2,
in which case the corresponding normalization matrices M1 and M2 each must have rank
one. In this specific example, we will show that the first way does not necessarily always
lead to a scattering data set in the Marchenko class. We see this as follows. Let us add
one bound state at k = i with M1 =
√
8 I. Since M1 has rank two, this ensures that the
property (L) of Theorem 7.9 is satisfies. Using (26.89) in (4.7) we then have
F (y) =


(
24 y − 16 y2 + 8
3
y3
)
e−y 0
0 8 e−y

 , y ∈ R+. (26.91)
Using (26.91) as input to (4.14) we obtain the general solution X(y) to (4.14) as
X(y) = [ γ
(
1− 3y + y2) e−y 0 ] , y ∈ R+, (26.92)
where γ is an arbitrary parameter. Thus, using the scattering data set S consisting of S(k)
in (26.88), N = 1, κ1 = 1, M1 =
√
8 I, we see that the properties (1), (2), (IIIc), (Vc) of
Theorem 7.1 are satisfied but (4c) is not satisfied. We also conclude that in Theorem 7.9
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the conditions (1), (2), (L) are satisfied but not (4e,2). Similarly, in Theorem 7.10 the
conditions (1), (2), (L) are satisfied but not (4c,2) or (4d,2).
Next, we present an example that does not satisfy all the characterization conditions
because the number of bound states predicted by the solution to (4.22) is inconsistent with
the number of bound states in the scattering data.
Example 26.14 Let S(k) be the scattering matrix
S(k) =
1
(k − i)
(
k − i
3
)

 k(k + i)
i
3
(k + i)
i
3
(k + i) k(k + i)

 , (26.93)
and assume that there are no bound states. From (26.93) we get
S∞ =
[
1 0
0 1
]
, S(0) =
[
0 1
1 0
]
, G1 =

−
7
3
−1
3
−1
3
−7
3

 , (26.94)
The determinant of S(k) given in (26.93) is given by
det[S(k)] =
(k + i)2(k + i/3)
(k − i)2(k − i/3) , k ∈ R. (26.95)
Using the first two equalities of (26.94) and also using (26.95) in (21.5), we see that the left-
hand side of (21.5) is equal to 3π, µ = 1 because S(0) has eigenvalues 1 with multiplicity
one, nD = 0 because S∞ = I with I denoting the 2× 2 identity matrix. Thus, Levinson’s
theorem predicts N = 2, which is not compatible with the assumption of no bound states.
Using the construction process described in Chapter 16, from (26.93) we obtain
Fs(y) =



−3e
−y +
2
3
e−y/3 −e−y + 2
3
e−y/3
−e−y + 2
3
e−y/3 −3e−y + 2
3
e−y/3

 , y ∈ R+,
[
0 0
0 0
]
, y ∈ R−.
(26.96)
F (y) =

−3e−y + 23 e−y/3 −e−y + 23 e−y/3
−e−y + 2
3
e−y/3 −3e−y + 2
3
e−y/3

 , y ∈ R+, (26.97)
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F ′s(y)−G1 δ(y) =



 3e
−y − 2
9
e−y/3 e−y − 2
9
e−y/3
e−y − 2
9
e−y/3 3e−y − 2
9
e−y/3

 , y ∈ R+,
[
0 0
0 0
]
, y ∈ R−.
(26.98)
Using (26.96) in (4.22) we obtain a two-parameter family of solutions to (4.22) given by
X(y) = [−(α1 + 6α2) e−y + α2 e−y/3 α1 e−y + α2 e−y/3 ] , (26.99)
where α1 and α2 are arbitrary constants. Hence the number of bound states including the
multiplicities must be two. In the absence of bound states, (4.22) and (4.14) coincide and
hence (4.22) has the general solution given in (26.99), which is not the trivial solution.
Thus, if we assume that there are no bound states, even though (1), (2), and (IIIa)
in Theorem 7.1 are satisfied, neither (4c) nor (Vc) are satisfied. Using the method of
Chapter 16, we construct
K(x, y) =
[
β1(x) β2(x)
β2(x) β1(x)
]
e−y + β7(x)
[
1 1
1 1
]
e−y/3, y > x, (26.100)
K(x, x) =
[
β3(x) β4(x)
β4(x) β3(x)
]
, V (x) =
[
β5(x) β6(x)
β6(x) β5(x)
]
, (26.101)
f(k, x) = eikx
([
1 0
0 1
]
+
i e−x
k + i
[
β1(x) β2(x)
β2(x) β1(x)
]
+
i e−x/3 β7(x)
k + i/3
[
1 1
1 1
])
, (26.102)
where we have defined
β1(x) :=
3 ex + 4 e5x/3 + 3 e7x/3
(e2x − 1)(e2x/3 + 1)2 , β2(x) :=
7 + 12 e2x/3 + 7 e4x/3 − 2 e8x/3
(e2x − 1)(e2x/3 + 1)2 , (26.103)
β3(x) :=
1 + e4x/3 − 2 e8x/3
3(e2x − 1)(e2x/3 + 1)2 , β4(x) :=
ex + e7x/3
3(e2x − 1)(e2x/3 + 1)2 , (26.104)
β5(x) :=
−8 e2x/3 + 16 e4x/3 + 68 e2x + 136 e8x/3 + 68 e10x/3 + 16 e4x − 8 e14x/3
9(e2x − 1)2(e2x/3 + 1)2 ,
(26.105)
β6(x) :=
−8 e2x/3 + 4 e2x − 8 e10x/3
9(1 + 2 e2x/3 + 2 e4x/3 + e2x)2
, β7(x) :=
−2 ex/3 + 2 ex − 2 e5x/3
3(e2x − 1)(e2x/3 + 1)2 . (26.106)
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We have
K(x, x) =
1
x
[
1 0
0 1
]
− 1
6
[
7 1
1 7
]
+O(x), x→ 0, (26.107)
V (x) =
2
x2
[
1 0
0 1
]
− 1
27
[
19 1
1 7
]
+O(x2), x→ 0, (26.108)
Ψ(k, x) = −x
2
9
[
6k2 + 7ik − 1 i(k + i)
i(k + i) 6k2 + 7ik − 1
]
+O(x3), x→ 0, (26.109)
Ψ′(k, x) = −2x
9
[
6k2 + 7ik − 1 i(k + i)
i(k + i) 6k2 + 7ik − 1
]
+O(x3), x→ 0. (26.110)
Even though Ψ(k, 0) = 0 and Ψ′(k, 0) = 0, there is no selfadjoint boundary condition of
the form (2.4). This is because K(0, 0) is not finite and hence the boundary matrices A
and B satisfying (16.70) with the further property (2.6) do not exist. As a result, (1) and
(2) in Theorem 5.1 are satisfied, but (3a) and (4a) there are violated. In Theorem 7.9, the
condition (L) is not satisfied but the remaining conditions (1), (2), (4e,2) are satisfied.
Next, we use the scattering matrix in Example 26.14 with one bound state of multi-
plicity two in order to have an example where all the five characterization conditions in
Theorem 7.1 are satisfied.
Example 26.15 Let S(k) be the scattering matrix given in (26.93) and assume that
we have one bound state of multiplicity two at k = iκ1 with κ1 = 1 and the rank-two
normalization matrix M1 given by
M1 =


1 +
1√
2
1− 1√
2
1− 1√
2
1 +
1√
2

 , M21 =
[
3 1
1 3
]
. (26.111)
Thus, using (26.70) and (26.94), from (4.12) we obtain
F (y) =
2
3
e−y/3
[
1 1
1 1
]
, y ∈ R+. (26.112)
Then, all the characterization conditions are met and we obtain
K(x, y) = −2
3
e−(x+y)/3
1 + 2e−2x/3
[
1 1
1 1
]
, V (x) = − 8e
2x/3
9(2 + e2x/3)2
[
1 1
1 1
]
, (26.113)
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f(k, x) = eikx
([
1 0
0 1
]
− 2i
(3k + i)(2 + e2x/3)
[
1 1
1 1
])
, (26.114)
K(0, 0) = −2
9
[
1 1
1 1
]
, B =
1
18
[−17 1
1 −17
]
A, (26.115)
Ψ(k, 0) =
1
3(k − i)
[
6k + i i
i 6k + i
]
, Ψ′(k, 0) =
1
27(k − i)
[−51k − 8i 3k − 8i
3k − 8i −51k − 8i
]
,
(26.116)
Ψ1(0) =
2
3
[
1 1
1 1
]
+
1√
2
[
1 −1
−1 1
]
, Ψ′1(0) = −
16
27
[
1 1
1 1
]
+
1√
2
[
1 −1
−1 1
]
,
(26.117)
with the boundary matrix A being any invertible 2 × 2 matrix. One can directly verify
that all the five conditions in Theorem 7.1 and all the four conditions in Theorem 5.1 are
all satisfied.
Next, we use the scattering matrix in Example 26.14 with two bound states, each with
multiplicity one in order to have an example where all five the characterization conditions
in Theorem 7.1 are satisfied.
Example 26.16 Let S(k) be the scattering matrix given in (26.93) and assume that we
have two bound states at k = iκ1 and k = iκ2 with κ1 = 1 and κ2 = 1/3 and with
respective rank-one normalization matrices M1 and M2 given by
M1 =
1√
2
[
1 1
1 1
]
, M2 =
1√
3
[
1 −1
−1 1
]
. (26.118)
With the help of (4.12), (26.96), and (26.118) we get
F (y) =
(
−2e−y + 4
3
e−y/3
)
I, y ∈ R+, (26.119)
where I is the 2× 2 identity matrix. The construction procedure described in Chapter 16
yields
K(x, y) =
(
α(x) e−(x+y) + β(x) e−(x+y)/3
)
I, K(0, 0) =
4
3
I, (26.120)
f(k, x) = eikx
[
1 +
i α(x) e−x
k + i
+
i β(x) e−x/3
k + i/3
]
I, B = −1
6
[
15 1
1 15
]
A, (26.121)
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V (x) =
(
16e2x/3
[
18e4x/3 + 32e2x + 18e8x/3 − 4e−4x − 1]
9
[
4e2x + 2e8x/3 − 2e2x/3 − 1]2
)
I, (26.122)
where A is any invertible 2× 2 matrix, and the quantities α(x) and β(x) are given by
α(x) :=
2e−x + 2e−5x/3
1 + 2e−2x/3 − e−2x − 1
2
e−8x/3
, β(x) :=
−4
3
e−x/3 − 2
3
e−7x/3
1 + 2e−2x/3 − e−2x − 1
2
e−8x/3
.
(26.123)
One can directly verify that all the five conditions in Theorem 7.1, all the four conditions
in Theorem 5.1, and all the four conditions in Theorem 7.9 are all satisfied.
In the next example we present a scattering matrix, which does not satisfy (1) in
Theorem 7.1 because it is not unitary.
Example 26.17 Let S(k) be the scattering matrix given
S(k) =
1
(k + i)
(
k +
i
3
)

 k(k − i)
i
3
(k − i)
i
3
(k − i) −k(k − i)

 , (26.124)
and assume that there are no bound states. The matrix in (26.124) is not unitary al-
though it satisfies S(−k) = S(k)† for k ∈ R. Going through the construction procedure of
Chapter 16, we obtain
Fs(y) =


[
0 0
0 0
]
, y ∈ R+,

−3e
y +
2
3
ey/3 ey − 2
3
ey/3
ey − 2
3
ey/3 3ey − 2
3
ey/3

 , y ∈ R−.
(26.125)
F (y) =
[
0 0
0 0
]
, y ∈ R+, (26.126)
S∞ =
[
1 0
0 −1
]
, G1 =


7
3
−1
3
−1
3
−7
3

 , K(x, y) ≡ 0, K(0, 0) = 0, (26.127)
V (x) ≡ 0, A = 0, B = 0. (26.128)
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In this example, it is impossible to construct the two boundary matrices A and B with
the rank of
[
A
B
]
being two. Using the second line of (26.125) in (4.17), one determines
that (4.17) has only the trivial solution and hence (IIIa) is satisfied. In summary, in
Theorem 5.1, the property (1) is not satisfied because S(k)† 6= S(k)−1 for k ∈ R, (2) is
satisfied, (3a) is violated because there does not exist a corresponding selfadjoint boundary
condition. From the first line of (29.96) we conclude that (4.22) has only the trivial solution
and hence (Vc) is satisfied. From (26.126) we conclude that (4.14) has only the trivial
solution and hence (4c) is satisfied. In Theorem 7.1, only (1) is violated because S(k) is
not unitary, while the remaining conditions (2), (IIIa), (4c), and (Vc) are all satisfied,
In the next example we present a unitary scattering matrix, which does not satisfy
(1) in Theorem 7.1 because the symmetry property S(−k) = S(k)† for k ∈ R does not
hold.
Example 26.18 Let S(k) be the scattering matrix given
S(k) =
1
(k + i)
(
k +
i
3
)

 k(k − i)
i
3
(k − i)
− i
3
(k − i) −k(k − i)

 , (26.129)
and assume that there are no bound states. Note that S(k) of (26.129) differs from S(k)
of (26.124) only in the sign of the (2, 1)-entry. The matrix in (26.129) is unitary but it
does not satisfy S(−k) = S(k)† for k ∈ R.
From (26.129) we get
S∞ =
[
1 0
0 −1
]
, S(0) =
[
0 −1
1 0
]
. (26.130)
The determinant of S(k) given in (26.129) is given by
det[S(k)] = −(k − i)
2(k − i/3)
(k + i)2(k + i/3)
, k ∈ R. (26.131)
Using (26.130) and (26.131) in (21.5), we see that the left-hand side of (21.5) is equal to
−3π, µ = 0 because S(0) has eigenvalues i and −i, nD = 1. Thus, Levinson’s theorem
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predicts N = −1, which contradicts the expectation that N is a nonnegative integer.
Going through the construction procedure of Chapter 16, we obtain
Fs(y) =


[
0 0
0 0
]
, y ∈ R+,

−3e
y +
2
3
ey/3 ey − 2
3
ey/3
−ey + 2
3
ey/3 3ey − 2
3
ey/3

 , y ∈ R−.
(26.132)
F (y) =
[
0 0
0 0
]
, y ∈ R+, (26.133)
G1 =


7
3
−1
3
1
3
−7
3

 , K(x, y) ≡ 0, K(0, 0) = 0, (26.134)
V (x) ≡ 0, A = 0, B = 0. (26.135)
In this example, Fs(y) is not hermitian for y ∈ R− and the matrix G1 is not hermitian.
One cannot construct the two boundary matrices A and B with the rank of
[
A
B
]
being
two. Using the second line of (26.132) in (4.17), one determines that (4.17) has only the
trivial solution and hence (IIIa) is satisfied. In summary, in Theorem 5.1, (1) is violated
because S(−k) 6= S(k)† for k ∈ R, (2) is satisfied, (3a) is violated because there does
not exist a corresponding selfadjoint boundary condition. From the first line of (29.100)
we conclude that (4.22) has only the trivial solution and hence (Vc) is satisfied. From
(26.133) we conclude that (4.14) has only the trivial solution and hence (4c) is satisfied.
In Theorem 7.1, only (1) is violated because S(−k) 6= S(k)† for k ∈ R, while the remaining
conditions (2), (IIIa), (4c), and (Vc) are all satisfied. In Theorem 7.9, (1) and (L) are
not satisfied while the remaining two properties (2) and (4e,2) are satisfied.
In the next example, we present a scattering data set that satisfies all the five condi-
tions in Theorem 7.1, except for the unitarity of the scattering matrix.
Example 26.19 Let S(k) be the scattering matrix given
S(k) =


k − i
k + i
1
k2 + 1
1
k2 + 1
k − 2i
k + 2i

 , (26.136)
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and assume that there are no bound states. The scattering matrix given in (26.136) satisfies
the first equality in (4.4), but it is not unitary and hence it does not satisfy the second
equality in (4.4). Going through the construction procedure of Chapter 16, we obtain
Fs(y) =



 0
1
2
e−y
1
2
e−y 0

 , y ∈ R+,

−2e
y 1
2
ey
1
2
ey −4e2y

 , y ∈ R−.
(26.137)
F (y) =

 0 12 e−y
1
2
e−y 0

 , y ∈ R+, (26.138)
S∞ =
[
1 0
0 1
]
, G1 =
[
2 0
0 4
]
, K(0, 0) =


2
15
− 8
15
− 8
15
2
15

 , (26.139)
K(x, y) =
ex−y
16e4x − 1
[
2 −8e2x
−8e2x 2
]
, B =


13
15
8
15
8
15
28
15

A, (26.140)
V (x) =
1
(16e4x − 1)2
[
256 e4x −32 e2x − 512 e6x
−32 e2x − 512e6x 256 e4x
]
, (26.141)
f(k, x) = eikx
([
1 0
0 1
]
+
i
(k + i)(16e4x − 1)
[
2 −8e2x
−8e2x 2
])
, (26.142)
where A is any invertible 2 × 2 constant matrix. One can directly verify that all the
five conditions in Theorem 7.1 are satisfied except for the unitarity of S(k) in (1). This is
because from the first line of (26.137) it is seen that (2) is satisfied. Using (26.138) in (4.14)
one determines that (4.14) has only the trivial solution and hence (4c) is satisfied. Using
the second line of (26.137) in (4.17) one determines that (4.17) has only the trivial solution
and hence (IIIc) is satisfied. Using the first line of (26.137) in (4.22) we determine that
(4.22) has only the trivial solution and hence (Vc) is satisfied. Similarly, one can determine
that (2) and (4a) in Definition 4.5 are satisfied but neither (1) nor (3a) are satisfied. As
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a result, the scattering data in this example does not belong to the Marchenko class. One
can evaluate the scattering data set corresponding to the potential V (x) is (26.141) and
the boundary matrices A and B specified in the second equality in (26.140). Using (26.142)
in (9.2), with the help of (9.3) one can construct the corresponding Jost matrix and the
scattering matrix and finds that
J(k) =
1
225(k + i)
[−i(225k2 − 510ik + 931) 16(15k + 34i)
16(15k + 34i) −i(225k2 − 510ik + 931)
]
A, (26.143)
S(k) =
[
(k + i)(k − i)2(225k2 + 2537) 480ik(k − i)(k2 − 1)
480ik(k − i)(k2 − 1) (k + i)(k − i)2(225k2 + 2537)
]
(k + i)(9k2 − 30ik + 59)(25k2 − 30ik + 43) . (26.144)
One can verify that S(k) given in (26.144) unitary. The determinant of J(k) given in
(26.143) is given by
det[J(k)] = −(9k
2 − 30ik + 59)(25k2 − 30ik + 43)
225(k + i)2
, (26.145)
and hence it vanishes in C+ at the two points k = iκ1 and k = iκ2, where
κ1 =
3 + 2
√
13
5
, κ2 =
5 + 2
√
21
3
. (26.146)
Using (11.1)-(11.3) we obtain
A1 =


5(583− 145√13)
1161
− 1
3(4 +
√
13)2
− 1
3(4 +
√
13)2
5(583− 145√13)
1161

 , (26.147)
B1 =


905
√
13− 2798
774
−3572− 905
√
13
774
−3572− 905
√
13
774
905
√
13− 2798
774

 , (26.148)
A2 =


3(779− 111√21)
7375
− 6
5(4 +
√
21)2
− 6
5(4 +
√
21)2
3(779− 111√21)
7375

 , (26.149)
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B2 =


4562− 633√21
2950
633
√
21− 1612
2950
633
√
21− 1612
2950
4562− 633√21
2950

 , (26.150)
and via (11.22) we explicitly evaluate the normalization matrices M1 and M2 as
M1 =
1
4
√
5
√
49 +
181√
13
[
1 1
1 1
]
, M2 =
1
12
√
147 + 211
√
3
7
[
1 −1
−1 1
]
. (26.151)
The scattering data set S consisting of S(k) in (26.144) with the corresponding two bound
states specified in (26.146) and (26.151) now belongs to the Marchenko class, and it cor-
responds to the input data set D consisting of {V,A,B} appearing in (26.141) and the
second equality in (26.140).
In the following example, we check the characterization conditions of Theorem 8.1
Example 26.20 Assume that n = 1 and that the scattering matrix S(k) is given by
S(k) = −(k + i)(k + 2i)
(k − i)(k − 2i) , k ∈ R, (26.152)
and that we have one bound state at k = iκ1 with κ1 = 1 and the normalization constant
M1 =
√
6. We will prove that the conditions (I), (2), (IIIe), (4c) , (Vh), and (VI) of
Theorem 8.1 are satisfied. From (26.152) we get
S∞ := lim
k→±∞
S(k) = −1. (26.153)
Using (26.152) in (4.7), with the help of a contour integration, we get
Fs(y) =
{ −6e−y + 12e−2y, y > 0,
0, y < 0.
(26.154)
Then, from (4.12) we obtain
F (y) = 12e−2y, y > 0. (26.155)
From (26.152), (26.153), and (26.154) we conclude that (I) and (2) are satisfied. Note that
(4.14) is given by
X(y) +
∫ ∞
0
dz X(z) 12e−2z−2y = 0, y ∈ R+, (26.156)
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and hence any solution to (26.156) must be of the form
X(y) = α e−2y, y ∈ R+, (26.157)
where α is a constant to be determined. We see that the solution given in (26.157) belongs
to L1(R+). Using (26.157) in (26.156), we obtain
4αe−2y = 0, y ∈ R+, (26.158)
and hence we must have α = 0, yielding X(y) = 0 for y ∈ R+. Thus, (4c) is also satisfied.
We now prove that conditions (IIIe) and (Vh) hold. We take as
◦
Υ the set given by
◦
Υ :=
{
X(k) : X(k) =
k − 2i
k + i
(U(k)− U(−k)), U(k) ∈ H2(C+)
}
. (26.159)
Note that
X(−k) = S(k)X(k), k ∈ R, X(k) ∈
◦
Υ, (26.160)
and then we have
◦
Υ ⊂ Υ. Let us prove that
◦
Υ is a dense set in Υ. Suppose that some
W (k) ∈ Υ is orthogonal to
◦
Υ, i.e. for any X(k) ∈
◦
Υ we have
(W (k), X(k))2 = 0, X(k) ∈
◦
Υ. (26.161)
However, by (26.159), for any U(k) in the Hardy spaceH2(C+), we have the scalar product
in L2(R) given by
(
k + 2i
k − i W (k)−
k − 2i
k + i
W (−k), U(k)
)
2
= 0, U(k) ∈ H2(C+). (26.162)
Since H2(C+) is dense in L2(R), from (26.162) we obtain
k + 2i
k − i W (k)−
k − 2i
k + i
W (−k) = 0. (26.163)
On the other hand, sinceW (−k) = S(k)W (k) it follows that (26.163) implies thatW (k) =
−W (k) and then, W (k) = 0 Since the only vector in Υ that is orthogonal to
◦
Υ is the zero
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vector,
◦
Υ is dense in Υ. For each X(k) =
k − 2i
k + i
(U(k) − U(−k)) ∈
◦
Υ we need to find a
column vector h(k) ∈ H2(C+) that solves the equation,
h(k) + S(−k) h(−k) = k − 2i
k + i
(U(k)− U(−k)), k ∈ R. (26.164)
The solution is given by
h(k) =
k − 2i
k + i
U(k) ∈ H2(C+). (26.165)
This prove that the property (IIIe) is satisfied. Let us prove that the property (Vh) is
satisfied. Note that
S(k) = −J(−k) J−1(k), where J(k) = k − i
k + 2i
. (26.166)
Then, by (21.13) with q = 0 and Proposition 21.11, every solution to (4.24) that is in
H2(C+) is of the form given by
h(k) = αJ(k)
1
k2 + 1
, for some α ∈ C. (26.167)
Hence, there is a one-parameter family of solutions and, as there is only one bound state
with multiplicity one, the property (Vh) holds. The property (VI) is also satisfied by the
definition of S(k) in (26.152).
In the following example, we elaborate on the necessity of the integrability of the
potential when non-Dirichlet boundary conditions are used.
Example 26.21 From Theorem 1.2.1 of [2], we know that if the potential V (x) satis-
fies
∫∞
0
dx x |V (x)| < +∞, then (2.1) has two linearly independent n × n matrix-valued
solutions G(k, x) and H(k, x) satisfying the initial conditions
G(k, 0) = x[I + o(1)], G′(k, 0) = I + o(1), x→ 0+, (26.168)
H(k, 0) = I + o(1), H ′(k, 0) = o
(
1
x
)
, x→ 0+. (26.169)
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Thus, any solution to (2.1) can be expressed as a linear combination of G(k, x) and H(k, x).
Let us express the regular solution ϕ(k, x) appearing in (9.5) as a linear combination of
G(k, x) and H(k, x) as
ϕ(k, x) = G(k, x)α+H(k, x) β, (26.170)
where α and β are two constant n×n matrices to be determined by the boundary condition
at x = 0. From the x-derivative of (26.170) we obtain
ϕ′(k, x) = G′(k, x)α+H ′(k, x) β, (26.171)
If the boundary condition (2.4) is the Dirichlet condition, which is the case considered in
[2], then we have A = 0 and B = I. From (26.168)-(26.171) we see that by choosing α = I
and β = 0 in (26.170) and (26.171), the regular solution ϕ(k, x) satisfies the Dirichlet
boundary condition. Then, as a result of (9.6), the physical solution Ψ(k, x) also satisfies
the Dirichlet boundary condition. On the other hand, if the boundary condition (2.4)
is non-Dirichlet, then the regular solution ϕ(k, x) and hence also the physical solution
Ψ(k, x) cannot be obtained from only G(k, x) appearing in (168.171). In the non-Dirichlet
case, the involvement of H(k, x) with the behavior given in (26.169) makes it impossible
to define a selfadjoint boundary condition at x = 0 if the potential V (x) only satisfies∫∞
0
dx x |V (x)| < +∞ but not (2.3). Such potentials are nevertheless important in physical
applications. For example, in the scalar case the truncated Coulomb potential given by
V (x) =


1
x
, 0 < x < 1,
0, x > 1,
(26.172)
although satisfying
∫∞
0
dx x |V (x)| < +∞, is a potential not integrable at x = 0 and hence
we cannot use a selfadjoint non-Dirichlet boundary condition of the form (2.4)-(2.6) if
(26.172) is used in the Schro¨dinger equation (2.1). In fact, the Schro¨dinger equation (2.1)
when k = 0 with V (x) given in (26.172) has two linearly independent solutions, one of
which is regular at x = 0 and can be expressed in terms of the Bessel function of the first
kind I1(
√
2x) and the other has a singular derivative at x = 0 and can be expressed in
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terms of the modified Bessel function of the second kind K1(
√
2 x). So, the general solution
to (2.1) at k = 0 has the behavior as x→ 0+ given by
ψ(0, x) = α
[
−x− x
2
2
+O(x5/2)
]
+ β
[
1 + (−1 + 2γ + log x)x+ x
2
2
log x+O(x2)
]
, x→ 0+,
(26.173)
where α and β are arbitrary constants and γ is the Euler-Mascheroni constant appearing
in (26.16). The derivative ψ′(0, x) has the behavior as x→ 0+ given by
ψ′(0, x) =α
[
−1− x− x
2
4
+O(x5/2)
]
+ β
[
2γ + log x+ (−2 + 2γ + log x)x++O(x2 log x)] , x→ 0+. (26.174)
When k 6= 0, the Schro¨dinger equation (2.1) with V (x) given in (26.172) has two linearly
independent solutions, one of which is regular at x = 0 and can be expressed in terms of
the Kummer confluent hypergeometric function 1F1(a, b, z), with some appropriate a, b, z
expressed in terms of k and x, and the other has a singular derivative at x = 0 and can
be expressed in terms of the Tricomi confluent hypergeometric function U(a, b, z) So, the
general solution to (2.1) with k 6= 0 has the behavior as x→ 0+ given by
ψ(k, x) = α
[
x+
x2
2
+
(
1
12
− k
2
6
)
x3 +O(x4)
]
+ β
[
1
Γ(1/(2ik))
+O(x)
]
, x→ 0+,
(26.175)
where Γ(1/(2ik)) is the gamma function evaluated at 1/(2ik). The derivative ψ′(k, x) has
the behavior as x→ 0+ given by
ψ′(k, x) =α
[
1 + x+
(
1
4
− k
2
2
)
x2 +O(x3)
]
+ β
[
log x
Γ(1/(2ik))
+O(1)
]
, x→ 0+.
(26.176)
As argued earlier, in the example of the truncated Coulomb potential (26.172), only in the
Dirichlet case with β = 0 we can have the regular and physical solutions to the Schro¨dinger
equation satisfy the self adjoint boundary condition at x = 0. In the non-Dirichlet case we
must have β 6= 0, and hence there are neither regular nor physical nontrivial solutions to
(2.1) with V (x) as in (26.172) satisfying a non-Dirichlet boundary condition of the form
(2.4)-(2.6).
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