3 ) algorithm which computes the SVD of a weakly diagonally dominant M-matrix to high relative accuracy. The algorithm takes as an input the offdiagonal entries of the matrix and its row sums.
Introduction
We consider a row weakly diagonally dominant M-matrix A for which we know the offdiagonal entries a ij ≤ 0, i = j and the row sums
a ij ≥ 0 accurately (i.e. with small relative error).
In this paper we present a new O(n 3 ) algorithm which, given a ij , i = j and s i , computes the SVD of A = U · · V T to high relative accuracy, meaning [4, 5] 
In other words, our algorithm can be arbitrarily faster than a conventional SVD algorithm that uses high enough precision (growing with κ(A)) to get the right answer. Similarly, our algorithm can be arbitrarily more accurate than a conventional SVD algorithm in fixed precision.
We consider the standard model of floating point arithmetic, which only assumes that the relative error of any arithmetic operation is small
where ∈ {+, −, * , /} and |δ| < for some fixed , called machine precision. We also assume that no underflow or overflow occurs. This model implies that products, quotients, and sums of like-signed quantities can be computed accurately (i.e. with low relative error), but expressions involving subtractive cancellation may not be (for example, the sum of three numbers can provably not be computed accurately in this model [6] ). We maintain the relative accuracy of all quantities throughout our algorithm by never performing any subtractions of quantities with the same sign.
We chose the offdiagonals and row sums as parameters to describe A because they reveal the weakly diagonally dominant M-matrix structure of A, and determine the entries of A, the entries of A −1 [1] , the smallest eigenvalue of A [2] and the SVD of A to high relative accuracy ( §5).
SVD algorithm
We compute the SVD of A in two steps. First, we compute the LDU decomposition of A, resulting from Gaussian elimination with complete pivoting (GECP), by using a slight modification of the GTH algorithm as discussed in [9] and referenced in [1] , obtaining each entry of L, D and U to high relative accuracy. Then we use the algorithm of Demmel et al. [5] which produces an accurate SVD of any matrix for which an accurate LDU decomposition is available.
The trick in computing an accurate LDU decomposition is in never subtracting quantities of the same sign in the process of GECP. The weakly diagonally dominant M-matrix structure of A is preserved during pivoting (which, if it occurs, is diagonal) and Schur complementation [3, 7] . Therefore it suffices to show how to perform one step of GECP accurately and proceed by induction.
Let A be obtained from A after one step of GECP. The row sums (s i ) and offdiagonal entries (a ij , i = j ) of A can be computed to high relative accuracy as follows. First, we compute the diagonal entries of A accurately as sums of positive quantities a ii = s i − j =i a ij . Then we compute the offdiagonal entries of A , which remain nonpositive
Finally, we update the row sums of A , which remain nonnegative
No subtractive cancellation can occur in computing (2) and (3) (since s k > 0, a kl < 0, k = l and a 11 > 0), therefore s i and a ij are computed to high relative accuracy. Now we can proceed by induction and conclude that every entry in the LDU decomposition of A resulting from GECP is computed to high relative accuracy. 
Error analysis
Because of (2) and (3), the relative error in the row sums will not exceed the relative error in the offdiagonal entries at every step of GECP. Then the error analysis in [9] goes over verbatim. The only difference between our algorithm and the GTH algorithm in [9] is that in our algorithm the diagonal entries that need to be computed at the kth step of Gaussian elimination are the sum of n − k + 1 quantities-the off diagonal entries and the row sums, whereas in [9] the row sums are zero and the diagonal entries are the sums of n − k quantities. The analysis in [9] however treats the computation of the diagonal entries as being a result of n − k + 1 arithmetic operations. Thus we can conclude that each entry of L, D and U has relative error no larger than 3n 3 [9] .
Perturbation theory
It is easy to see from the above error analysis that small relative changes in the initial data (offdiagonals and row sums) will cause only small relative changes in the entries of L and U. These in turn cause only small relative changes in the singular values [5] . Therefore the SVD is a well-conditioned problem, independent of the values of the singular values.
Numerical experiments
To test our algorithm, we randomly generated a number of very ill-conditioned matrices as follows The reason for Step 3 above is that without it, we will have one tiny singular value and the rest large, which is not much of a test. The resulting matrices had singular values, computed using our algorithm as implemented in MATLAB [8] , ranging over about 110 orders of magnitude. We present a typical example in Figure 1 .
We also computed the singular values using 200-digit arithmetic in Mathematica [10] , and every time got the same result to 14 digits. These correct singular values are shown as ×'s in Figure 1 . Note that we generated the random numbers in MATLAB, output them as decimal numbers to a file, read them into Mathematica, converted them to 200 decimal digit big floats, and then formed the explicit matrix of which we computed the SVD. In other words, we more than likely made some errors in the 16th place just in forming the matrix in Mathematica. But the tiniest singular values still agreed with the MATLAB results to 14 places, confirming our claims that the problem is well-conditioned, even for computing the tiniest singular values.
In contrast the traditional algorithm only computed the singular values greater than σ 1 with some relative accuracy (the singular values from the traditional algorithm are shown as +'s in Figure 1 , and the value of σ 1 is indicated by a horizontal dotted line). We could see from our tests (and is clear from the example above) the traditional algorithm tries to respect grading [5, §4] in the sense that the singular values that are less than σ 1 are not clustered around σ 1 , but are orders of magnitude smaller. Still, the tiny singular values computed by the traditional algorithm differ from the true singular values by orders of magnitude.
To verify the perturbation theory we perturbed the offdiagonal entries and the row sums of our test matrices with random noise in the 10th digit. Then computed the SVD of the thus perturbed matrices using Algorithm 1 and in Mathematica using 200 digit arithmetic. The singular values computed using each of these methods agreed with the singular values of the unperturbed matrices to 9 digits in each case confirming the fact that small relative perturbations in the initial data only cause small relative perturbations in the SVD.
