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Tato pra´ce se zaby´va´ na´vrhem a realizac´ı distribuovane´ho meˇˇric´ıho a sledovac´ıho
syste´mu slozˇene´ho z modul˚u s procesorem ARM, ktere´ jsou mezi sebou spojeny a syn-
chronizova´ny pomoc´ı rozhran´ı Ethernet a protokolu IEEE-1588. Kazˇdy´ modul je vybaven
takte´zˇ rozhran´ım USB, pomoc´ı ktere´ho mu˚zˇe by´t da´le rozsˇ´ıˇren. Soucˇa´st´ı pra´ce je take´
na´vrh testovac´ıho SW a HW, ktery´ pomoc´ı synchronneˇ zaznamenany´ch dat ze tˇrech
modul˚u s mikrofonem urcˇ´ı pozici zdroje zvuku.
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ABSTRACT
This thesis deals with design and construction of distributed measurement and soud
tracking system consisting of small modules with ARM microcontrller and necessary
SW equipment. The modules are connected to Ethernet network and synchronized via
PTP protocol (IEE-1588). The software equipment is capable of tracking sound source
and viualize its position using data measured by synchronous distributed measurement
system.
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1 U´VOD
Tato prace se zaby´va´ na´vrhem synchronn´ıho distribuovane´ho sledovac´ıho syste´mu,
ktery´ za pomoci sbeˇru dat z mikrofon˚u a jejich na´sledne´ho vyhodnocen´ı urcˇ´ı polohu
zdroje zvuku.
Prvn´ım krokem k realizaci sledovac´ıho syste´mu je vytvorˇen´ı distribuovane´ meˇrˇic´ı
u´strˇedny, ktera´ bude slozˇena z modul˚u s mikrokontrolerem Advanced RISC Ma-
chine (ARM). Moduly budou takte´zˇ vybaveny rozhran´ım Ethernet, prostrˇednictv´ım
ktere´ho bude prob´ıhat komunikace s nadrˇazeny´m pocˇ´ıtacˇem.
Aby nameˇrˇena´ data z jednotlivy´ch modul˚u bylo mozˇno da´le vyhodnocovat, je
nezbytne´ zna´t prˇesny´ cˇas, kdy byla porˇ´ızena. Zde maj´ı velkou vy´hodu centralizovane´
meˇrˇ´ıc´ı syste´my, ktere´ d´ıky bezprostrˇedn´ı bl´ızkosti rˇ´ıd´ıc´ı jednotky i meˇrˇ´ıc´ıch karet
(jsou uvnitrˇ jednoho meˇrˇ´ıc´ıho boxu) mohou mı´t rozvedeny centra´ln´ı zdroj hodin,
prˇ´ıpadneˇ synchronizacˇn´ı pulzy.
Jina´ situace nasta´va´ v prˇ´ıpadeˇ, kdy jsou od sebe jednotlive´ cˇa´sti meˇrˇ´ıc´ıho syste´mu
vzda´leny des´ıtky metr˚u (metalicke´ spoje) cˇi kilometr˚u (opticke´ spoje), jako je tomu
u distribuovane´ meˇrˇ´ıˇsc´ı u´strˇedny.
V takove´m prˇ´ıpadeˇ je nutne´, aby synchronizace cˇasu prob´ıhala prostrˇednictv´ım
komunikace po rozhran´ı Ethernet a v za´vislosti na zjiˇsteˇny´ch odchylka´ch od ref-
erencˇn´ıho cˇasu docha´zelo k u´praveˇ loka´ln´ıho cˇasu na jednotlivy´ch modulech.
Vy´sˇe zmı´neˇny´ pozˇadavek splnˇuje protokol Precision Time Protocol (PTP) defi-
novany´ normou IEEE-1588, ktery´ bude v te´to pra´ci pouzˇit k synchronizaci cˇasu
mezi jednotlivy´mi moduly a referencˇn´ım zdrojem cˇasu. Tento zdroj bude moci
prˇedstavovat jak nadrˇazeny´ pocˇ´ıtacˇ, tak i ktery´koliv z pouzˇity´ch modul˚u.
Druhy´m krokem k realizci synchronn´ıho distribuovane´ho sledovac´ıho syste´mu je
navrzˇen´ı vstupn´ı mikrofonove´ cˇa´sti, ktera´ bude poskytovat vhodneˇ zes´ıleny´ signa´l
z mikrofonu vhodny´ k dalˇs´ımu zpracova´n´ı.
Za´veˇrecˇnou cˇa´st´ı me´ pra´ce bude realizace sledovac´ıho syste´mu, ktery´ pomoc´ı syn-
chronn´ıho vzorkova´n´ı signa´lu z neˇkolika mikrofon˚u a na´sledne´ho urcˇen´ı zpozˇdeˇn´ı
mezi jednotlivy´mi signa´ly vypocˇte pozici zdroje zvuku.
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2 ROZBOR ZADA´NI´
2.1 Na´vrh synchronn´ı meˇrˇ´ıc´ı u´strˇedny
Jak jizˇ bylo zmı´neˇno v u´vodu, za´kladem modulu bude mikrokontroler s ether-
netovy´m rozhran´ım, na ktere´m je potrˇeba implementovat obsluzˇne´ programy pro
komunikaci.
Obr. 2.1: Blokove´ sche´ma za´kladn´ı mysˇlenky rˇesˇen´ı
Blokove´ sche´ma 2.1 nastinˇuje mozˇne´ rˇesˇen´ı cele´ho modulu a distribuovane´ho
syste´mu. Za´kladn´ım stavebn´ım kanemem je modul synchronn´ıho distribuo-
vane´ho syste´mu, ktery´ obsahuje mikrokontroler vykona´vaj´ıc´ı naprogramovane´
u´koly (meˇrˇen´ı, odes´ıla´n´ı dat, synchronizace cˇasu, atd.).
Jednotlive´ moduly komunikuj´ı mezi sebou a nadrˇazeny´m PC prostrˇednictv´ım
rozhran´ı Ethernet, ktere´ mu˚zˇe mı´t formu metalicky´ch, opticky´ch cˇi bezdra´tovy´ch
spoj˚u. Aby mohl mikrokontroler prˇistupovat k s´ıti, vyzˇaduje obvod zprostrˇedkova´vaj´ıc´ı
fyzicky´ prˇ´ıstup ke komunikacˇn´ımu me´diu, ktery´ je oznacˇen ”PHY”.
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Blok nazvany´ Real-Time Operating System (RTOS) symbolizuje prˇ´ıtomnost
operacˇn´ıho syste´mu v mikrokontroleru, jehozˇ pouzˇit´ı mu˚zˇe usnadnit realizaci cele´ho
synchronn´ıho distribuovane´ho syste´mu.
Potrˇeba extenzivn´ı komunikace po s´ıti vyzˇaduje programovac´ı rozhran´ı, ktere´
poskytne poskytne programa´torovi pohodlny´ prˇ´ıstup k s´ıti a s´ıt’ovy´m protokol˚um.
Takove´ rozhran´ı se v praxi oznacˇuje ”TCP/IP stack”.
Jednotlive´ moduly, aby mohli by´t synchroniova´ny, mus´ı mı´t sv˚uj vlastn´ı zdroj
hodin se zna´mou odchylkou od referencˇn´ıho cˇasu, ktery´ je v obra´zku oznacˇen jako
”PTP GM”.
2.1.1 Mikrokontroler
Aby mohl kazˇdy´ modul autonomneˇ vykona´vat napla´novane´ u´koly, vyzˇaduje vlastn´ı
rˇ´ıd´ıc´ı jednotku, kterou v tomto prˇ´ıpadeˇ bude realizovat mikrokontroler od spolecˇnosti
ST Microelectronics. Konkre´tneˇ bude pouzˇit mikrokontroler STM32F407, ktery´ je
da´n zada´n´ım.
Jedna´ se o mikrokontoler z rodiny ARM Cortex-M4, ktery´ disponuje dotatecˇny´m
vy´pocˇetn´ım vy´konem pro realizaci zada´n´ı. Disponuje take´ komuniacˇn´ım rozhran´ım
Ethernet, ale vyzˇaduje prˇ´ıtomnost fyzicke´ vrstvy rozhran´ı Ethernet aby byl schopen
komunikace s dalˇs´ımi zarˇ´ızen´ımi.
Vzhledem k male´ pameˇti RAM bude trˇeba navrhnout zp˚usob, jaky´m se budou
data docˇasneˇ ukla´dat v procesoru a vcˇas odes´ılat tak, aby bylo mozˇno kontinua´lneˇ
meˇrˇit a odes´ılat data, anizˇ by vlivem nedostatku pameˇti dosˇlo k jejich ztra´teˇ cˇi pa´du
operacˇn´ıho syste´mu.
Podrobny´ popis mozˇnost´ı mikrokontorleru i fyzicke´ vrstvy je obsahem sekce 3.1.
2.1.2 Program pro mikrokontroler
Zde popisovany´ distribuovany´ syste´m bude vykona´vat neˇkolik v´ıce cˇi me´neˇ
neza´visly´ch u´loh, ktere´ bude nutno v ra´mci pra´ce definovat a vytvorˇit. Takove´
programove´ vybaven´ı se v praxi oznacˇuje Firmware (FW), jak je naznacˇeno na
obr 2.1.
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Firmware pro modul mu˚zˇe by´t vytvorˇen v jazyce Assembler, ktery´ umozˇnˇuje
maxima´ln´ı vyuzˇit´ı vesˇkery´ch prostrˇedk˚u mikrokontroleru. Nevy´hodou tohoto jazyka
je ovsˇem mnozˇstv´ı zdrojove´ho ko´du, ktery´ by bylo nutne´ vytvorˇit k realizaci
takove´hoto projektu.
Dalˇs´ı nevy´hodou je sˇpatna´ orientace v ko´du, ktera´ komplikuje jeho na´sledne´
udrzˇova´n´ı a vylepsˇova´n´ı.
Jinou mozˇnost´ı je pouzˇit´ı jazyka C cˇi C++, ktery´ poskytuje programa´torovi
vy´razneˇ pohodlneˇjˇs´ı prostrˇed´ı pro vytva´rˇen´ı veˇtsˇ´ıch programovy´ch celk˚u a vy´razneˇ
zjednodusˇuje na´slednou orientaci v ko´du a jeho dalˇs´ı rozv´ıjen´ı.
Cenou za toto pohodl´ı je zpravidla veˇtsˇ´ı vy´sledny´ soubor programu, ktery´ je nutne´
nahra´t do mikrokontroleru, a s t´ım spojene´ pomalejˇs´ı vykona´va´n´ı programu.
Prˇes vy´sˇe zmı´neˇny´ na´r˚ust velikosti programu bude vesˇkere´ programove´ vybaven´ı
pro modul psa´no v jazyce C/C++, jelikozˇ je vzhledem k velikosti cele´ho projektu
vy´razneˇ vy´hodneˇjˇs´ı.
2.1.3 Operacˇn´ı syste´m mikrokontroleru
Vzhledem k pozˇadavk˚um plynouc´ım ze zada´n´ı i ze samotne´ podstaty zarˇ´ızen´ı je
jasne´, zˇe kazˇdy´ modul bude vykona´vat neˇkolik cˇinnost´ı za´rovenˇ (meˇrˇen´ı dat, odes´ıla´n´ı
dat, synchronizace cˇasu, aj.), proto se zde prˇ´ımo nab´ız´ı pouzˇit´ı RTOS. Operacˇn´ı
syste´m umzˇn´ı na jednom procesorove´m ja´drˇe beˇh neˇkolika neza´visly´ch u´loh pomoc´ı
rozdeˇlen´ı strojove´ho cˇasu na kra´tke´ cˇasove´ u´seky, ktere´ jsou na´sledneˇ prˇiˇrazova´ny
jednotlivy´m proces˚um dle jejich priorit.
Po kra´tke´ u´vaze byl zvolen FreeRTOS1. Jedna´ se o operacˇn´ı syste´m vhodny´
pro syste´my rea´lne´ho cˇasu prˇedevsˇ´ım d´ıky svy´m maly´m na´rok˚um na syste´move´
prostrˇedky. Poskytuje take´ pokrocˇile´ funkce pro rˇ´ızen´ı beˇhu jednotlivy´ch proces˚u
vcˇetneˇ mutex˚u a samafor˚u, ktere´ jsou v te´to aplikaci kl´ıcˇove´.
K d˚uvodu´m, procˇ vybrat pra´veˇ FreeRTOS prˇispeˇla take´ jeho bezplatnost pro
nekomercˇn´ı i komercˇn´ı pouzˇit´ı, d´ıky ktere´ patrˇ´ı mezi nejpouzˇ´ıvaneˇjˇs´ı a nejle´pe pod-
porovany´ RTOS mezi takrˇka vsˇemi vy´robci mikrokontroler˚u.
1Kompletn´ı informace je mozˇne´ naj´ıt na stra´ka´ch vy´robce: http://www.freertos.org/ .
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2.1.4 TCP/IP a UDP stack
Transmission Control Protocol (TCP) a User Datagram Protocol (UDP) stack je
kl´ıcˇova´ cˇa´st programu mikrokontroleru, jelikozˇ poskytuje uzˇivatelsky´m programu˚m
snadno pouzˇitelne´ rozhran´ı pro navazova´n´ı spojen´ı, vy´meˇnu dat a na´sledne´ ukoncˇen´ı
spojen´ı. Uzˇivatel d´ıky tomu nemus´ı zna´t (a prˇedevsˇ´ım programovat) do detailu celou
komunikaci prostrˇednictv´ım ethernetove´ho rozhran´ı, byt’ pochopen´ı ethernetove´ ko-
munikace na vsˇech u´rovn´ıch je bezesporu zˇa´douc´ı a pro na´vrh takove´hoto modulu
dokonce nezbytne´.
V me´ implementaci distribuovane´ho syste´mu slouzˇ´ı TCP prtokol k prˇenosu rˇ´ıd´ıc´ıch
a informativn´ıch zpra´v mezi rˇ´ıd´ıc´ım pocˇ´ıtacˇem a jednotlivy´mi moduly. Tento pro-
tokol da´le vyuzˇ´ıva´ webovy´ server, ktery´ je spusˇteˇn na kazˇde´m modulu a poskytuje
neˇktere´ doplnˇkove´ sluzˇby jako prohl´ızˇen´ı syste´movy´ch za´znamu˚ o cˇinnosti. Naproti
tomu UDP protokol je zde vyuzˇit prˇedevsˇ´ım pro prˇenos nameˇrˇeny´ch dat smeˇrem od
modul˚u do rˇ´ıd´ıc´ıho pocˇ´ıtacˇe.
Tento protokol byl zvolen pro prˇenost dat z d˚uvodu nizˇsˇ´ıch na´rok˚u na rezˇiji
prˇenosu, tj. prˇi konstantn´ım objemu odes´ılany´ch dat klade nizˇsˇ´ı na´roky na
prˇenosovou kapacitu sbeˇrnice nezˇ v prˇ´ıpadeˇ odes´ıla´n´ı stejny´ch dat protokolem
TCP.
Jednoduchost UDP protokolu ma´ ale i sva´ rizika, ktera´ u´st´ı v to, zˇe mus´ıme
kontrolovat, zda data z modulu dorazila cela´ (tj. ztra´tu packet˚u) a zda dorazila ve
spra´vne´m porˇad´ı, v jake´m byla vysla´na (tj. porˇad´ı packet˚u). Tyto proble´my rˇesˇ´ı
obsluzˇny´ SW pro pocˇ´ıtacˇ.
Jako vhodny´ TCP/IP stack pro mikrokontroler byl vybra´n
”
lightweight TCP/IP
stack“, v praxi cˇasteˇji oznacˇovany´ jako lwIP. Samozrˇejmost´ı je podpora TCP a UDP
protokol˚u.
Narozd´ıl od jiny´ch zvazˇovany´ch mozˇnost´ı (naprˇ. uIP TCP/IP stack) poskytuje
lwIP plnou implementaci protokolu Internet Group Management Protocol (IGMP),
ktery´ je nezbytny´ pro synchronizaci cˇasu pomoc´ı PTP (viz 2.2.3), a zdrojove´ ko´dy
jsou volneˇ dostupne´.
Velkou vy´hodou je v tomto prˇ´ıpadeˇ fakt, zˇe mnoz´ı vy´robci mikrokontroler˚u, stejneˇ
jako ST Microelectronics, poskytuj´ı jizˇ hotovou implementaci tohoto stacku pro sve´




2.2.1 Zp˚usoby synchronizace cˇasu
V meˇrˇ´ıc´ı, rˇ´ıd´ıc´ı a automatizacˇn´ı technice, kde je v syste´mu pouzˇito v´ıce neza´visly´ch
zarˇ´ızen´ı, je cˇasto vyzˇadova´no prˇesne´ cˇasova´n´ı teˇchto zarˇ´ızen´ı tak, aby bylo dosazˇeno
synchronizace jednotlivy´ch uda´losti resp. korelace nameˇrˇeny´ch dat.
Aby bylo mozˇno takove´to synchronizace dosa´hnout, jednotliva´ zarˇ´ızen´ı musej´ı mı´t
bud’ prˇ´ıstup k centra´ln´ımu zdroji hodinove´ho signa´lu, nebo si musej´ı synchronizovat
sve´ vlastn´ı zdroje hodinove´ho signa´lu podle referencˇn´ıho zdroje.
Za´stupcem prvn´ıho prˇ´ıpadu je naprˇ. syste´m PCI Extensions for Instrumenta-
tion (PXI), kde je v ra´mci jednoho chasis2 vsˇem modul˚um poskytnut prˇ´ıstup k re-
ferencˇn´ımu zdroji 10MHz hodinove´ho signa´lu s vysokou prˇesnost´ı. Toto rˇesˇen´ı je
ovsˇem u´nosne´ pouze v prˇ´ıpadeˇ, zˇe jsou jednotlive´ meˇrˇ´ıc´ı moduly pomeˇrneˇ bl´ızko
referencˇn´ıho zdroje taktu, jako v prˇ´ıpadeˇ PXI (vzda´lenost neprˇesahuje 1m).
Pomeˇrneˇ cˇasto se ale v praxi setka´me s potrˇebou mı´t jednotlive´ meˇrˇ´ıc´ı moduly
rozmı´steˇne´ ve veˇtsˇ´ıch vzda´lenostech a ojedineˇle´ nejsou ani prˇ´ıpady, kdy se jednotlive´
moduly v pr˚ubeˇhu meˇrˇen´ı pohybuj´ı a meˇn´ı svou vzda´lenost od rˇ´ıd´ıc´ıho modulu.
To jsou typicky distribuovane´ syste´my zalozˇene´ na autonomn´ıch meˇrˇ´ıc´ıch a rˇ´ıd´ıc´ıch
modulech, kde se zpravidla nerozva´d´ı hodinovy´ signa´l prˇ´ımo po komunikacˇn´ı sbeˇrnici
ve formeˇ periodicke´ho signa´lu o dane´ frekvenci.
Du˚vodem je fakt, zˇe se vzr˚ustaj´ıc´ı vzda´lenost´ı od zdroje signa´lu docha´z´ı k jeho
deformaci naprˇ. v d˚usledku elektromagneticke´ho rusˇen´ı nebo vza´jemne´ kapacity
vodicˇ˚u. Nav´ıc v prˇ´ıpadeˇ, zˇe meˇrˇ´ıc´ı modul meˇn´ı vzda´lenost od referencˇn´ıho zdroje,
docha´z´ı take´ ke zmeˇneˇ zpozˇdeˇn´ı, s jaky´m doraz´ı signa´l do synchronizovane´ho
zarˇ´ızen´ı, cozˇ se pomeˇrneˇ obt´ızˇneˇ kompenzuje.
2.2.2 Soucˇasne´ trendy cˇasove´ synchronizace v s´ıti Ethernet
Prˇestozˇe dnes existuje velke´ mnozˇstv´ı pr˚umyslovy´ch sbeˇrnic s vysokou spolehlivost´ı
prˇenosu dat, soucˇasny´m trendem na poli distribuovany´ch syste´mu˚ je sp´ıˇse pouzˇ´ıvat
s´ıteˇ typu Ethernet. Hlavn´ım d˚uvodem je nepochybneˇ cena takove´ho rˇesˇen´ı, ktera´
2Prˇ´ıstrojova´ skrˇ´ınˇ s napa´jec´ım zdrojem, sloty pro zasunut´ı jednotlivy´ch modul˚u a rozvodem
referencˇn´ıho cˇasove´ho signa´lu.
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je d´ıky masivn´ımu rozsˇ´ıˇren´ı Ethernetu v posledn´ıch letech zpravidla nizˇsˇ´ı nezˇ kon-
kurencˇn´ı mozˇnosti na ba´zi striktneˇ pr˚umyslovy´ch sbeˇrnic (naprˇ. RS-485, RS-422,
CAN, Profibus a pod.).
Dalˇs´ım pozitivn´ım faktorem masivn´ıho rozsˇ´ıˇren´ı Ethernetu je take´ fakt, zˇe vy´robci
mikrokontroler˚u dnes maj´ı tendenci nab´ızet ve svy´ch jednocˇipovy´ch rˇesˇen´ıch i eth-
ernetove´ rozhran´ı, anizˇ by to za´sadn´ım zp˚usobem navysˇovalo cenu vy´sledne´ho pro-
duktu.
V neposledn´ı rˇadeˇ je d˚ulezˇita´ univerza´lnost a modula´rnost ethernetove´ s´ıteˇ, d´ıky
ktere´ je mozˇne´ s´ıt’ da´le rozv´ıjet, meˇnit jej´ı strukturu, sˇka´lovat a v prˇ´ıpadeˇ potrˇeby
take´ zvysˇovat propustnost dat (rychlost komunikace).
S vy´hodou je take´ mozˇne´ pouzˇ´ıt jizˇ existuj´ıc´ıch ethernetovy´ch zarˇ´ızen´ı (prˇep´ı-
nacˇe, rozbocˇovacˇe, opakovacˇe, smeˇrovacˇe a dalˇs´ı), ktere´ jsou sice prima´rneˇ urcˇeny
naprˇ´ıklad do datovy´ch center velky´ch spolecˇnost´ı, ale d´ıky sve´ kvaliteˇ a spolehlivosti
mohou by´t nasazeny i v pr˚umyslove´m provozu.
Jednou z posledn´ıch vy´hod Ethernetu je take´ jeho neza´vislost na druhu me´dia,
prostrˇednictv´ım ktere´ho je komunikova´no. Lze tedy komunikovat po metalicke´ ve-
den´ı (nejcˇasteˇjˇs´ı), v prˇ´ıpadeˇ prostrˇedn´ı se silny´m elektromagneticky´m rusˇen´ım nen´ı
proble´m pr˚ubeˇzˇneˇ prˇej´ıt z metalicke´ho na opticke´ me´dium (opticke´ vla´kno) a stejneˇ
tak mu˚zˇe metalicke´ i opticke´ veden´ı prˇecha´zet v prˇ´ıpadeˇ potrˇeby v bezdra´tovou
komunikaci vzduchem, jakou je naprˇ´ıklad WiFi cˇi WiMax [4], [5].
Velkou nevy´hodou s´ıteˇ Ethernet z pohledu cˇasove´ synchronizace je fakt, zˇe
vys´ılana´ data (pakety) nemus´ı dorazit do c´ılove´ho bodu ve stejne´m porˇad´ı, v jake´m
byla vysla´na, cozˇ se v rozsa´hlejˇs´ıch s´ıt´ıch beˇzˇneˇ sta´va´. Dalˇs´ım prolbe´mem mu˚zˇe
by´t promeˇnna´ (naprˇ. v za´vislosti na vyt´ızˇen´ı s´ıteˇ) de´lka zpozˇdeˇn´ı mezi okmazˇiky
vysla´n´ı a prˇ´ıjmem dat, ktera´ se d´ıky n´ızke´ prˇedv´ıdatelnosti obt´ızˇneˇ koriguje.
Pro u´cˇely cˇasove´ synchronizace (nejen) v prostrˇed´ı s´ıteˇ Ethernet vznikla rˇada pro-
tokol˚u, ktere´ se od sebe liˇs´ı prˇedevsˇ´ım prˇesnost´ı, s jakou doka´zˇ´ı udrzˇovat stanoveny´
syste´movy´ cˇas.
Jedn´ım z takovy´chto protokol˚u je Reference Broadcast Time Synchronization
(RBTS), ktery´ pracuje na pomeˇrneˇ jednoduche´m principu. Takzvany´ broadcast bea-
con vysˇle vsˇem zarˇ´ızen´ım prˇipojeny´m ke komunikacˇn´ı sbeˇrnici znamen´ı k synchro-
nizaci, cozˇ je zpra´va, ktera´ neobsahuje informaci o aktua´ln´ım cˇase, ale pouze vy´zvu
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vsˇem u´cˇastn´ık˚um komunikace k tomu, aby si mezi sebou navza´jem synchronizovali
cˇas. Samotny´ broadcast beacon tedy pouze
”
odstartuje“ synchronizaci a da´le se na
n´ı nepod´ıl´ı.
Synchronizace prob´ıha´ prostrˇednictv´ım vy´meˇny cˇasovy´ch u´daj˚u mezi jednotlivy´mi
zarˇ´ızen´ımi a na´sledny´m dopocˇ´ıta´n´ım cˇasovy´ch posunut´ı v˚ucˇi kazˇde´mu u´cˇastn´ıkovi
komunikace.
Tato metoda se nejcˇasteˇji pouzˇ´ıva´ v bezdra´tovy´ch senzorovy´ch s´ıt´ıch. Jej´ı vy´hodou
je jednoducha´ implementace takove´ho protokolu a odstraneˇn´ı nejistoty, ktera´ u pro-
tokol˚u pracuj´ıc´ıch na ba´zi referencˇn´ıho cˇasu vys´ılane´ho jedn´ım zarˇ´ızen´ım (zpra´va
obsahuje u´daj o referencˇn´ım cˇase) vznika´ v d˚usledku prˇedem nezna´me´ho zpozˇdeˇn´ı
mezi vys´ılac´ı stranou a koncovy´mi body s´ıteˇ, ktery´m je zpra´va urcˇena.
Nevy´hodou je paradoxneˇ pra´veˇ absence referencˇn´ıho cˇasu, ktera´ zp˚usobuje, zˇe
syste´movy´ cˇas jednotlivy´ch zarˇ´ızen´ı neodpov´ıda´ jednomu konkre´tn´ımu cˇasu, ktery´
je povazˇova´n ze prˇesny´, ale sp´ıˇse se bl´ızˇ´ı aritmeticke´mu pr˚umeˇru syste´movy´ch cˇas˚u
jednotlivy´ch zarˇ´ızen´ı.
Vzhledem k prˇedpokla´dane´mu pouzˇit´ı v bezdra´tovy´ch senzorovy´ch s´ıt´ıch byl prˇi
na´vrhu tohoto protokolu kladen velky´ d˚uraz na n´ızkou spotrˇebu (jednotliva´ zarˇ´ızen´ı
by´vaj´ı cˇasto napa´jena z akumula´tor˚u) na u´kor prˇesnosti cˇasove´ synchronizace.
Dalˇs´ım protokolem pouzˇ´ıvany´m pro synchronizaci cˇasu je tzv. Flooding Time
Synchronization Protocol (FTSP), ktery´ jizˇ pracuje se zdrojem referencˇn´ıho cˇasu,
ktery´ periodicky vys´ıla´ zpra´vu s cˇasovou znacˇkou odpov´ıdaj´ıc´ı referencˇn´ımu cˇasu.
Tato zpra´va je adresovana´ vsˇem u´cˇastn´ık˚um komunikace. Kazˇdy´ u´cˇastn´ık po prˇ´ıjmu
takove´ zpra´vy zaznamena´ cˇas prˇijet´ı a slozˇen´ım obou cˇasovy´ch u´daj˚u z´ıska´va´ infor-
maci o posunut´ı sve´ho cˇasu oproti referencˇn´ımu.
Protokol ovsˇem nekompenzuje promeˇnne´ zpozˇdeˇn´ı mezi vysla´n´ım a prˇ´ıjmem
zpra´vy. Dı´ky tomu se pr˚umeˇrna´ chyba syste´move´ho cˇasu oproti referencˇn´ımu pohy-
buje v rˇa´du des´ıtek azˇ stovek mikrosekund. Stejneˇ jako v prˇ´ıpadeˇ prtokolu RBTS i
protokol FTSP byla navrhova´n s ohledem na n´ızkou spotrˇebu a to na u´kor prˇesnosti
cˇasove´ synchronizace.
Velice vyuzˇ´ıvany´m protokolem pro synchronizaci cˇasu uzˇ´ıvany´m prˇedevsˇ´ım mezi
osobn´ımi pocˇ´ıtacˇi a s´ıt’ovy´mi servery je Network Time Protocol (NTP). Tento pro-
tokol je pomeˇrneˇ slozˇity´ a existuje v neˇkolika verz´ıch (aktua´ln´ı verze ma´ porˇadove´
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cˇ´ıslo 4 a na´sleduj´ıc´ı verze je ve vy´voji), ktere´ jsou detailneˇ popsa´ny na stra´nka´ch
organizace zajiˇst’uj´ıc´ı jeho vy´voj: www.ntp.org. V s´ıti internet doka´zˇe pracovat s od-
chylkou v rˇa´du des´ıtek milisekund, v loka´ln´ıch s´ıt´ıch je mozˇne´ dosa´hnout prˇesnosti
na stovky mikrosekund.
Posledn´ı zde zminˇovanou mozˇnost´ı je tzv. Precision Time Protocol, jehozˇ imple-
mentac´ı na jednocˇipove´m mikropocˇ´ıtacˇi se zaby´va tato pra´ce. Vı´ce podrobnost´ı je
mozˇno nale´zt v sekci 2.2.3, ktera´ je tomuto protokolu veˇnova´na.
2.2.3 Protokol PTP
Pro u´cˇely synchronizace cˇasu v s´ıti Ethernet vznikl protokol definovany´ normou
Institute of Electrical and Electronics Engineers (IEEE-1588), te´zˇ oznacˇovany´ jako
PTP, ktery´ bude vyuzˇit i ve zde popisovane´m modulu. Jeho c´ılem je nab´ıdnout
alternativu synchronizace hodinove´ho signa´lu k synchronizaci pomoc´ı centra´lneˇ
rozva´deˇne´ho hodinove´ho signa´lu.
Toho je dosazˇeno periodicky´m vymeˇnˇova´n´ım informac´ı mezi master zarˇ´ızen´ım a
jednotlivy´mi slave moduly tak, aby si slave moduly mohly samy korigovat a
”
sladit“
jejich loka´ln´ı zdroje hodinove´ho taktu s master jednotkou.
PTP poskytuje standardizovany´ protokol pro synchronizaci hodin prostrˇednictv´ım
s´ıteˇ umozˇnˇuj´ıc´ı v jeden okamzˇik vyslat jednu zpra´vu v´ıce prˇ´ıjemc˚um 3, jako naprˇ´ıklad
Ethernet. Nab´ız´ı mozˇnost synchronizace heterogenn´ıch zdroj˚u hodinove´ho signa´lu,
nezateˇzˇuje s´ıt’ prˇ´ıliˇsny´mi na´roky na objem prˇeneseny´ch dat a nevyzˇaduje mnoho
vy´pocˇetn´ıho vy´konu.
Protokol byl standardizova´n institutem IEEE poprve´ v roce 2002, jeho druha´
verze byla vyda´na v roce 2008. Druha´ verze IEEE-1588 protokolu, oznacˇovana´ jako
IEEE-1588-2008 neboli PTP v2, poskytuje vysˇsˇ´ı prˇesnost, robustnost a spolehlivost
tohoto protokolu, ale nen´ı zpeˇtneˇ kompatibiln´ı s IEEE-1588-2002 neboli PTP v1, tj.
s verz´ı z roku 2002.
2.2.4 Zp˚usob synchronizace cˇasu pomoc´ı PTP
Loka´ln´ı cˇas slave zarˇ´ızen´ı se synchronizuje s master jednotkou pomoc´ı obousmeˇrne´
komunikace, ktera´ je naznacˇena na obr. 2.2. Na dvou svisly´ch osa´ch je vynesen loka´ln´ı
cˇas nadrˇazene´ (master) resp. podrˇazene´ (slave) jednotky. Mu˚zˇeme si vsˇimnout, zˇe
3V zahranicˇn´ı literaturˇe se tato vlastnost oznacˇuje jako tzv. multicast.
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obeˇ osy zacˇ´ınaj´ı s jiny´m pocˇa´tecˇn´ım cˇasem (osy jsou orientova´ny shora dol˚u). Toto
je beˇzˇny´ prˇ´ıpad, kdy jsou loka´ln´ı cˇasy jednotlivy´ch jednotek posunuty v˚ucˇi sobeˇ,
v anglitcke´ literaturˇe je tento jev oznacˇova´n jako offset.
Obr. 2.2: Synchronizace cˇasu mezi master a slave zarˇ´ızen´ım
Korekce posunut´ı se provede po tom, co master vysˇle periodicky vys´ılanou syn-
chronizacˇn´ı zpra´vu - Sync(100), ke ktere´ je prˇipojena´ cˇasova´ znacˇka uda´vaj´ıc´ı, kdy
byla zpra´va odesla´na mikrokontrolerem.
Po te´to zpra´veˇ mu˚zˇe prˇ´ıpadneˇ na´sledovat jesˇteˇ jedna zpra´va - Follow Up(100),
ktera´ obsahuje znacˇku s cˇasem, kdy byla zpra´va Sync(100) skutecˇneˇ odesla´na
fyzickou vrstvou Ethernetu. To dovoluje slave zarˇ´ızen´ı zjistit skutecˇny´ cˇas, kdy byl
da´n mikrokontrolerem povel k odesla´n´ı zpra´vy a t´ım pro slave zprˇesnit informaci
o referencˇn´ım cˇase master jednotky.
Toto ma´ vy´znam v s´ıt´ıch, kde cˇas vysla´n´ı paketu nemu˚zˇe by´t zna´m doprˇedu.
Za´stupcem takove´ s´ıteˇ je naprˇ´ıklad Ethernet, kde vlivem detekce kolize a na´sledne´ho
mechanismu rˇesˇen´ı takove´ kolize obecneˇ nemu˚zˇe4 by´t zna´m prˇesneˇ cˇas, kdy dosˇlo
k odesla´n´ı cele´ho paketu. Ve chv´ıli, kdy se podarˇ´ı odeslat cely´ packet, uzˇ nen´ı
zpravidla mozˇne´ meˇnit jeho obsah, tedy ani cˇasovou znacˇku.
4Dnes jsou k dispozici i specializovane´ ethernetove´ fyzicke´ vrstvy, ktere´ jizˇ doka´zˇ´ı cˇasovou znacˇku
injektovat do odes´ılane´ho paketu na HW u´rovni, jedna´ se naprˇ´ıklad o DP83848 od spolecˇnosti Texas
instruments.
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Pote´ se opakuje vysla´n´ı synchronizacˇn´ıho paketu na´sledovane´ dotazem slave
zarˇ´ızen´ı na zpozˇdeˇn´ı s´ıteˇ - Delay Request . Slave zaznamena´ cˇas, kdy odeslal
dotaz, a master po prˇijet´ı tohoto dotazu obratem odesˇle zpra´vu - Delay Re-
sponse(112) s cˇasovou znacˇkou okamzˇiku, kdy dorazil paket s zˇa´dost´ı. Po te´to
procedurˇe jizˇ slave zna´ jak cˇasove´ posunut´ı obou zdroj˚u cˇasu, tak i obousmeˇrne´
zpozˇdeˇn´ı prˇi prˇenosu zpra´vy zp˚usobene´ charakterem s´ıteˇ5. Slave nyn´ı zna´ referencˇn´ı
cˇas master jednotky s vysokou prˇesnost´ı6 a syste´movy´ cˇas je tedy sychronizova´n.
V souvislosti s vy´sˇe zmı´neˇny´m postupem synchronizace je vhodne´ poznamenat,
zˇe Sync() pakety jsou vys´ılany periodicky (periodu urcˇuje master zarˇ´ızen´ı). Slave
mu˚zˇe kdykoliv vyslat pozˇadavek na urcˇen´ı zpozˇdeˇn´ı s´ıteˇ (Delay Request), master
mu ale odpov´ı zpra´vou obsahuj´ıc´ı maxima´ln´ı pr˚umeˇrnou frekvenci, s jakou se smı´
dotazovat.
2.3 Mozˇnosti akusticke´ lokalizace
C´ılem pra´ce je vytvorˇen´ı distribuovane´ho syste´mu, ktery´ bude schopen synchronneˇ
meˇrˇit signa´ly z mikrofon˚u a z jejich zpozˇdeˇn´ı urcˇ´ı pozici zdroje zvuku v rovineˇ.
Obr. 2.3: Hyperbola dana´ zpozˇdeˇn´ım dvou signa´l˚u
Aby bylo mozˇno urcˇit pozici zdroje zvuku v rovineˇ, je nutne´ mı´t meˇrˇen´ı z ale-
sponˇ trˇech mikrofon˚u, ktere´ lezˇ´ı na odliˇsny´ch mı´stech[14]. Z teˇchto trˇech zmeˇrˇeny´ch
signa´lu´ lze utvorˇit dva pa´ry mikrofon˚u ( naprˇ. 3,1 a 2,1).
5Toto zpozˇdeˇn´ı se v praxi povazˇuje za konstantn´ı, prˇestozˇe se mu˚zˇe naprˇ´ıklad v d˚uskedku
promeˇnlive´ho vyt´ızˇen´ı s´ıteˇ meˇnit.
6Prˇesnost je za´visla´ na konkre´tn´ı implementaci, typicky je nizˇsˇ´ı nezˇ 1µs.
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Zpozˇdeˇn´ı z kazˇde´ho pa´ru mikrofon˚u (Mi,Mj) da´va´ informaci o tom, jak vypada´
hyperbola na obr. 2.3. Pokud ma´me dveˇ zpozˇdeˇn´ı ze trˇech mikrofon˚u, je mozˇne´
sestrojit dveˇ takove´to hyperboly a zdroj zvuku pak lezˇ´ı na jejich pr˚usecˇ´ıku.
Hyperboly pochopitelneˇ mohou mı´t v´ıce nezˇ jeden pr˚usecˇ´ık a pak bude trˇeba
stanovit, ktery´ pr˚usecˇ´ık odpov´ıda´ skutecˇne´ poloze zdroje. Tuto situaci bude ovsˇem
mozˇne´ podstatneˇ zjednodusˇit vhodnou volbou sourˇadne´ho syste´mu, jak uva´d´ı [13].
Kl´ıcˇovou cˇa´st´ı procesu lokalizace zdroje zvuku bude algoritmus pro odhad
zpozˇdeˇn´ı dvou signa´l˚u, ktery´ bude nutno zvolit a vhodneˇ implementovat.
Pro urcˇen´ı zpozˇdeˇn´ı dvou signa´l˚u slouzˇ´ı naprˇ´ıklad algoritmus Dominant Fre-
quency Selection Algoritm (DFSE), ktery´ nejprve urcˇ´ı dominantn´ı frekvenci
obsazˇenou v signa´lu a na´sledneˇ se snazˇ´ı hledat zpozˇdeˇn´ı v signa´lech pro tuto
frekvencˇn´ı slozˇku.
Jeho nevy´hodou je komplikovana´ implementace a zanedba´n´ı velke´ho mnozˇstv´ı
informace, kterou signa´ly nesou. V d˚usledku toho mu˚zˇe v urcˇity´ch situac´ıch docha´zet
k velke´ chybovosti odhad˚u zpozˇdeˇn´ı.
Jako vhodneˇjˇs´ı algoritmus by mohla by´t pouzˇita tzv. Generalized Cross Correla-
tion (GCC), ktera´ poskytuje pomeˇrneˇ dobre´ vy´sledky pro sˇiroke´ spektrum vstupn´ıch
signa´l˚u, d´ıky cˇemuzˇ se v praxi cˇasto pouzˇ´ıva´.
Nevy´hodou GCC je jej´ı za´vislost na informaci o amplitudeˇ signa´lu, ktera´ se ale
v mnou rˇesˇene´m prˇ´ıpadeˇ bude nepochybneˇ liˇsit, jelikozˇ vzda´leneˇjˇs´ı mikrofon bude
mı´t zcela jisteˇ nizˇsˇ´ı amplitudu nezˇ ten, co je bl´ızˇe ke zdroji zvuku.
Z vy´sˇe zmı´neˇny´ch d˚uvod˚u se jako nejvohdneˇjˇs´ı z prostudovany´ch postup˚u jev´ı tzv.
GCC-PHAT algoritmus. Jde v podstateˇ o rozsˇ´ızˇen´ı GCC o hodnot´ıc´ı funkci, kterou
se na´sob´ı jednotlive´ vektory signa´l˚u vstupuj´ıc´ı do algoritmu odhadu zpozˇdeˇn´ı.
Tuto hodnot´ıc´ı funkci, jak ukazuje sekce 4.3, bude mozˇno stanovit tak, aby ze
signa´l˚u odebrala informaci o amplitudeˇ, ale zanechala informaci o fa´zi signa´l˚u, ktera´
prˇ´ımo urcˇuje jejich zpozˇdeˇn´ı.
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2.4 C´ıl pra´ce
C´ılem te´to pra´ce je navrhnout synchronn´ı distribuovany´ sledovac´ı syste´m, jehozˇ
za´kladem bude distribuovana´ meˇrˇic´ı u´strˇedna, ktera´ bude slozˇena´ z jednotlivy´ch
modul˚u, ktere´ si mezi sebou synchronizuj´ı cˇas pomoc´ı protokolu PTP, ktery´ je defi-
nova´n normou IEEE-1588. Na kazˇde´m modulu bude osazen mikroprocesor typu
ARM z rodiny STM32, ktery´ disponuje neˇkolika AD prˇevodn´ıky, z nichzˇ kazˇdy´ ma´
v´ıcero kana´l˚u, na ktery´ch doka´zˇe meˇrˇit napeˇt´ı.
Jelikozˇ bude muset pouzˇity´ procesor krom meˇrˇen´ı take´ odes´ılat data po Ether-
netu, synchronizovat si sv˚uj cˇas a take´ komunikovat s nadrˇ´ızenou jednotkou (typ-
icky s osobn´ım pocˇ´ıtacˇem), bylo rozhodnuto o pouzˇit´ı real-time operacˇn´ıho syste´mu
- RTOS. Ten umozˇnˇuje soucˇasny´ beˇh neˇkolika proces˚u za´rovenˇ pomoc´ı pla´novacˇe,
ktery´ jim prˇideˇluje omezene´ cˇasove´ ra´mce, ve ktery´ch mohou vyuzˇ´ıvat procesor a
ostatn´ı syste´move´ prostrˇedky. RTOS umozˇnˇuje takte´zˇ vytva´rˇen´ı semafor˚u a mutex˚u,
ktere´ jsou kl´ıcˇove´ pro synchronizaci jednotlivy´ch beˇzˇ´ıc´ıch u´loh mezi sebou, cozˇ je
nezbytny´ prˇedpoklad pro korektn´ı implementaci zada´n´ı.
V dalˇs´ı cˇa´sti pra´ce bude da´le nutne´ vytvorˇit SW pro PC a oveˇrˇit zp˚usob prˇena´sˇen´ı
nameˇrˇeny´ch dat mezi jednotlivy´mi moduly a nadrˇazeny´m PC. Se vzr˚ustaj´ıc´ım
pocˇtem modul˚u rostou take´ na´roky na prˇenosovou kapacitu s´ıteˇ Ethernet a jej´ı
vyuzˇit´ı v cˇase.
Proto je potrˇeba navrhnout prˇenosovy´ protokol tak, aby minimalizoval kolize dat
na s´ıti a umozˇnil pr˚uchod takte´zˇ rˇ´ıd´ıc´ıch dat a dat slouzˇ´ıc´ıch k cˇasove´ synchronizaci
pro jednotlive´ moduly.
Rˇesˇen´ım by meˇl by´t cˇasoveˇ multiplexovany´ prˇistup na sbeˇrnici, kde ma´ kazˇdy´
modul vyhrazeno jedno ”cˇasove´ okno” a pouze v tomto oknu mu˚zˇe vys´ılat objemne´
soubory nameˇrˇeny´ch dat. Ovla´dac´ı SW pro PC bude takto odeslana´ data zapisovat
do Comma-Separated Values (CSV) soubor˚u, ktere´ na´sledneˇ mohou by´t snadno
nacˇteny ve velke´ veˇtsˇineˇ programu˚ urcˇeny´ch pro zpracova´n´ı dat.
Posledn´ı cˇa´st´ı me´ pra´ce bude oveˇrˇen´ı funkcˇnosti cele´ho syste´mu (prˇedevsˇ´ım
prˇesnosti cˇasove´ synchronizace) pomoc´ı lokalizace zdroje zvuku sn´ımane´ho mikro-
fony prˇipojeny´mi k jednotlivy´m deska´m. V te´to cˇa´sti odvod´ım rovnice pro vy´pocˇet
sourˇadnic zdroje zvuku ve 2-D ze zpozˇdeˇn´ı signa´l˚u mezi trˇemi mikrofony. Vy´sledna´
pozice zdroje zvuku se bude vypocˇ´ıta´vat a s mı´rny´m spozˇdeˇn´ım (me´neˇ nezˇ jedna
vterˇina) i zobrazovat v prostrˇed´ı MATLAB R©.
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3 SYNCHRONNI´ DISTRIBUOVANA´ MEˇRˇI´CI´
U´STRˇEDNA
Jak jizˇ bylo zmı´neˇno v kapitole 2, kl´ıcˇovou soucˇa´st´ı distribuovane´ho sledovac´ıho
syste´mu je meˇrˇ´ıc´ı u´strˇedna, ktera´ je tvorˇena moduly s mikrokontrolery ARM a do-
provodny´m softwarovy´m vybaven´ım pro PC.
Obr. 3.1: Blokove´ sche´ma synchronn´ı distribuovane´ meˇrˇ´ıc´ı u´strˇedny
Blokove´ sche´ma meˇrˇ´ıc´ı u´strˇedny ukazuje obr. 3.1. Jednotlive´ moduly distribuovane´
meˇrˇ´ıc´ı u´strˇedny (modul 1 azˇ modul k) meˇrˇ´ı napeˇt´ı na vstupech A/D prˇevodn´ık˚u
(CH 1 azˇ CH n) a nameˇrˇena´ data pos´ılaj´ı da´le prostrˇednictv´ım prˇep´ınacˇe (switch)
po rozhran´ı Ethernet do nadrˇazene´ho PC.
Nadrˇazene´ PC rˇ´ıd´ı vesˇkere´ moduly, sb´ıra´ z nich nameˇrˇena´ data a ukla´da´ je do
prˇehledneˇ organizovane´ho CSV souboru, ktery´ mu˚zˇe by´t na´sledneˇ da´le zpracova´n.
Rozhran´ı Ethernet (v obra´zku oznacˇeno cˇerveneˇ) kromeˇ prˇenosu rˇ´ıd´ıc´ıch zpra´v a
nameˇrˇeny´ch dat slouzˇ´ı take´ k synchronizaci jednotlivy´ch modul˚u mezi sebou pomoc´ı
protokolu PTP. Spoje rozhran´ı Ethernet mohou by´t vedeny klasicky´m metalicky´m
veden´ım na vzda´lenosi do 100m. Pokud je potrˇeba delˇs´ı spoj, je mozˇno vyuzˇ´ıt opticke´
cˇi bezdra´tove´ spoje, ktere´ mohou prodlouzˇit vzda´lenost mezi moduly a u´strˇednou
azˇ na des´ıtky kilometr˚u.
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3.1 HW vybaven´ı u´strˇedny
3.1.1 Modul u´strˇedny
Meˇrˇ´ıc´ı u´strˇedna je slozˇena z modul˚u o rozmeˇrech 86x49mm, ktere´ jsou osazeny
mikrokontrolerem ARM z rodiny STM32. Tento modul vznikl na katedrˇe meˇrˇen´ı
v ra´mci pra´ce na grantu Technologicke´ agentury Cˇeske´ republiky1 a jeho vzhled je
videˇt na obra´zc´ıch 3.2 a 3.4.
Obr. 3.2: Pohled na modul meˇrˇ´ıc´ı u´strˇedny shora
Na fotografii 3.2 mu˚zˇeme na leve´ straneˇ videˇt strˇ´ıbrny´ konektor rozhran´ı Ethernet,
pod n´ımzˇ je umı´steˇn konektor pro SD kartu, ktera´ mu˚zˇe slouzˇit naprˇ´ıklad k ukla´da´n´ı
konfigurace pro modul a umozˇnˇuje tak naprˇ´ıklad zmeˇnu parametr˚u modulu pouhou
vy´meˇnou pameˇt’ove´ karty, tedy bez za´sahu do programu mikrokontroleru.
Dominantn´ım prvkem na horn´ı straneˇ desky plosˇny´ch spoj˚u je kolmo zapa´jeny´
napa´jec´ı modul Power over Ethernet (PoE). Tento prvek umozˇnˇuje napa´jet cele´
zarˇ´ızen´ı z rozhran´ı Ethernet, cozˇ ve vy´sledku znamena´, zˇe stacˇ´ı k modulu ve´st pouze
jeden kabel, ktery´ na´sledneˇ prˇena´sˇ´ı jak data tak napa´jen´ı pro modul.
Napa´jec´ı PoE modul byl zakoupen jako jizˇ hotovy´ polotovar a je osazen cˇipem
AS1135 od spolecˇnosti Akros Silicon2, ktery´ je plneˇ kompatibiln´ı se standardem PoE
napa´jen´ı definovany´m normou IEEE 802.3at-2009.
1Webove´ stra´nky TACˇR je mozˇne´ naj´ıt zde: http://www.tacr.cz/index.php/cz/ .
2Webove´ stra´nky vy´robce: http://www.akrossilicon.com .
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Specializovany´ integrovane´ obvod je pro PoE napa´jen´ı nezbytny´, jelikozˇ vy´sˇe
zmı´neˇny´ stadard definuje sadu zpra´v a prˇ´ıkaz˚u, ktere´ si nejprve mus´ı vymeˇnit
prˇep´ınacˇ (zdroj PoE napa´jen´ı) a rˇ´ıd´ıc´ı elektronika napa´jec´ıho modulu (spotrˇebicˇe),
nezˇ je zapnuto napa´jen´ı pro dane´ zarˇ´ızen´ı. Pokud u´speˇsˇneˇ probeˇhne tato komu-
nikace, mu˚zˇe dane´ zarˇ´ızen´ı odeb´ırat azˇ 625mA, cozˇ je v´ıce nezˇ dvojna´sobek maximı´ln´ı
spotrˇeby zde popisovany´ch modul˚u synchronn´ı distribuovane´ u´strˇedny.
Obr. 3.3: Fotografie pouzˇite´ho prˇep´ınacˇe s PoE
Aby bylo mozˇno jednotlive´ moduly napa´jet z rozhran´ı Ethenret, je trˇeba pouzˇ´ıt
prˇep´ınacˇ (switch), ktery´ doka´zˇe poskytovat PoE napa´jen´ı pro jednotliva´ zarˇ´ızen´ı
k neˇmu prˇipojena´. Za´stupcem takovy´ch zarˇ´ızen´ı je prˇep´ınacˇ zobrazeny´ na obr. 3.3,
cozˇ je beˇzˇneˇ dostupny´ prˇep´ınacˇ TL-SF1008P od spolecˇnosti TP-LINK, ktery´ byl
pouzˇit prˇi vy´voji te´to diplomove´ pra´ce.
Obra´zek 3.2 take´ ukazuje, zˇe modul u´strˇedny je mozˇne´ napa´jekt krom PoE
takte´zˇ z beˇzˇne´ho cˇerne´ho souose´ho konektoru o vnitrˇn´ım pr˚umeˇru 2,5mm, nebo ze
strˇ´ıbrne´ho USB B konektoru, ktere´ jsou oba situova´ny na prave´ straneˇ modulu.
V prˇ´ıpadeˇ napa´jen´ı z 2,5mm souose´ho konektoru je potrˇeba vybrat takovy´ zdroj,
ktery´ poskytuje stejnosmeˇrne´ napeˇt´ı v rozstahu 4 azˇ 20V a doka´zˇe dodat proud
alesponˇ 300mA.
Pokud se rozhodneme napa´jet modul z USB konektoru, pak mus´ıme takte´zˇ
zajistit, zˇe bude mozˇno odeb´ırat proud azˇ 300mA, cozˇ znamena´, zˇe nen´ı doporucˇeno
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Obr. 3.4: Pohled na modul meˇrˇ´ıc´ı u´strˇedny zespodu
napa´jet tyto moduly ze stoln´ıho pocˇ´ıtacˇe cˇi laptopu, jelikozˇ jsou jejich USB porty
schopny poskytnout typicky pouze 100mA. Na vyzˇa´da´n´ı je jeden port USB 2.0
schopen poskytnout 500mA, ale mus´ı tomu prˇedcha´zet komuinkace s prˇipojovany´m
zarˇ´ızen´ım, cozˇ nen´ı pro tuto aplikaci pouzˇitelne´, jelikozˇ modul vyzˇaduje vysˇsˇ´ı
napa´jec´ı proud okamzˇiteˇ po prˇipojen´ı USB kabelu.
Pro napa´jen´ı pomoc´ı USB konektoru na modulu jsou vhodne´ s´ıt’ove´ adapte´ry
s 5V vy´stupem, ktere´ maj´ı USB konektor namı´sto klasicky´ch souosy´ch. Takove´to
adapte´ry se beˇzˇneˇ doda´vaj´ı naprˇ´ıklad jako nab´ıjecˇky k mobiln´ım telefon˚um cˇi MP3
prˇehra´vacˇ˚um.
Obr. 3.4 ukazuje pohled na modul zespodu. Zde jsou patrne´ dva kl´ıcˇove´ inte-
grovane´ obvody. Mı´rneˇ vlevo je videˇt pouzdro LQFP100, ktere´ patrˇ´ı mikrokontroleru,
a v prave´m spodn´ım rohu je pak umı´steˇna fyzicka´ vrstva rozhran´ı Ethernet.
Na obr. 3.4 jsou takte´zˇ patrne´ dva rozsˇiˇruj´ıc´ı konektory umı´steˇne´ na horn´ı a spodn´ı
straneˇ, z nichzˇ kazˇdy´ ma´ 56 pin˚u. Dı´ky tomuto pa´ru konektoru se da´ kazˇdy´ modul
rozsˇ´ıˇrit o dalˇs´ı desku plosˇny´ch spoj˚u, ktera´ se na konektory nasune a zajist´ı sˇrouby.
Konektory poskytuj´ı jak napa´jen´ı rozsˇiˇruj´ıc´ı desky, tak i vstupy A/D prˇevodn´ık˚u a
v´ıce jak 60 digita´ln´ıch vstupneˇ vy´stupn´ıch pin˚u mikrokontroleru.
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3.1.2 Mikrokontroler
Jako rˇ´ıd´ıc´ı prvek na modulu byl zvolen mikrokontroler ARM z rodiny 32-bitovy´
mikrokontroler s ja´drem ARM cortex-M3 od firmy ST Microelectronics (STM32),
konkre´tneˇ model STM32F407[9] z tzv. connectivity line, tj. MCU s rozsˇ´ıˇrenou
nab´ıdkou komunikacˇn´ıch periferi´ı integrovany´ch prˇ´ımo na cˇipu. Blokove´ sche´ma
pouzˇite´ho MCU z rodiny STM32 mu˚zˇeme videˇt na obr. 3.53.
Notes:
1. HS requires an external PHY connected to the ULPI interface
2. Crypto/hash processor on STM32F415, STM32F417, STM32F437 and STM32F439
Analog
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1x USB 2.0 OTG FS/HS1
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True random number 
generator (RNG)
Obr. 3.5: Blokove´ sche´ma Connectivity line MCU z rodiny STM32
Mikrokontroler obsahuje prˇedevsˇ´ım ethernetovou 10/100Mb Media Access Con-
trol (MAC) vrstvu s podporou IEEE-1588, cozˇ je pro danou aplikaci kl´ıcˇove´. Da´le
3Obra´zek byl prˇevzat ze stra´nek vy´robce: www.st.com.
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pak disponuje rˇadou beˇzˇny´ch periferi´ı jako jsou cˇasovacˇe, A/D, D/A prˇevodn´ıky, vs-
tupneˇ-vy´stupn´ı bra´ny, Universal Serial Bus (USB), Controller Area Network (CAN)
cˇi vy´pocˇetn´ı jednotka Cyclic Redundancy Check (CRC).
Samotny´ procesor jako takovy´ disponuje dostatecˇny´m vy´pocˇetn´ım vy´konem, ktery´
vy´robce uda´va´ jako 1,25 DMIPS/MHz4, tj. prˇi maxima´ln´ım taktovac´ı frekvenci ja´dra
MCU 168MHz doka´zˇe vykonat azˇ 210 milion˚u instrukc´ı za sekundu[9].
Pro ulozˇen´ı programu mikrokontroleru slouzˇ´ı flash pameˇt’, ktera´ ma´ u pouzˇite´ho
MCU velikost 1024kB. Pameˇt’ pro data je typu Static Random Access Memory
(SRAM) a jej´ı kapacita je 192kB.
K nahra´n´ı programu do pameˇti procesoru slouzˇ´ı Joint Test Action Group (JTAG)
resp. Serial Wire Debug (SWD) rozhran´ı, ktera´ za´roveˇn dovoluj´ı rˇ´ıdit beˇh programu
v MCU a prohl´ızˇet jednotlive´ registry v pameˇti i prˇ´ımo v ja´dru procesoru v pr˚ubeˇhu
vykona´va´n´ı programu. Vy´hodou SWD je n´ızky´ pocˇet vodicˇ˚u a s t´ım souvisej´ıc´ı maly´
konektor, kdezˇto JTAG ma´ standardneˇ dvacetipinovy´ konektor, ale na druhou stranu
dosahuje vysˇsˇ´ıch prˇenosovy´ch rychlost´ı.
V pr˚ubeˇhu vy´voje jsem vyuzˇ´ıval te´meˇrˇ vy´hradneˇ SWD rozhran´ı, ktere´ je mozˇno
videˇt na obr. 3.2. Teˇsneˇ za USB konektorem se nacha´z´ı cˇerny´ osmipinovy´ konektor
J2, ktery´ prˇedstavuje lad´ıc´ı konktor, na meˇmzˇ je krom SWD rozhran´ı vyvedeno take´
napa´jen´ı pro modul.
A/D prˇevodn´ıky mikrokontroleru
Velmi d˚ulezˇitou soucˇa´st´ı meˇrˇ´ıc´ı u´strˇedny jsou A/D prˇevodn´ıky, ktere´ jsou schopny
prˇeva´deˇt analogova´ napeˇt´ı na digita´ln´ı cˇ´ıslo uvnitrˇ pouzˇite´ho mikrokontroleru. Mezi
za´kladn´ı parametry kazˇde´ho A/D prˇevodn´ıku patrˇ´ı rozliˇsen´ı a rychlost vzorkova´n´ı.
Rozliˇsen´ı A/D prˇevodn´ık˚u se uda´va´ v pocˇtu bit˚u, ktere´ reprezentuj´ı konvertovanou
hodnotu. Mikrokontrolery z rodiny STM32 disponuj´ı dvana´ctibitovy´mi prˇevodn´ıky
a to jim umozˇnˇuje rozdeˇlit vstupn´ı napeˇt´ı na 4096 kvantizacˇn´ıch krok˚u, cozˇ je
dostatecˇna´ hodnota pro velkou veˇtsˇinu zamy´sˇleny´ch aplikac´ı.
Pokud by ovsˇem bylo vyzˇadova´no vysˇsˇ´ı rozliˇsen´ı, je mozˇne´ prˇipojit A/D prˇevodn´ık
s vysˇsˇ´ım rozliˇsen´ım prostrˇednictv´ım rozsˇiˇruj´ıc´ıch konektor˚u.
4DMIPS - pocˇet celocˇ´ıselny´ch operac´ı procesoru za sekundu v milionech
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Pokud by naopak bylo pozˇadova´no nizˇsˇ´ı rozliˇsen´ı, je mozˇno A/D prˇevodn´ık v MCU
nastavit korm dvana´cti bit˚u take´ na sˇest nebo osm bit˚u. Vy´hodou sn´ızˇen´ı rozliˇsen´ı
je nizˇsˇ´ı objem dat, ktere´ je nutno prˇene´s do nadrˇazene´ho PC, prˇicˇemzˇ prˇesnost mu˚zˇe
by´t pro konkre´tn´ı aplikac´ı sta´le dostatecˇna´.
Dalˇs´ım neme´neˇ d˚ulezˇity´m parametrem je vzorkovac´ı frekvence, ktera´ urcˇuje, jak
cˇasto je schopen dany´ A/D prˇevodn´ık odeb´ırat a konvertovat vzorky analogove´ho
signa´lu na vstupu prˇevodn´ıku.
Pouzˇity´ mikrokontroler z rodiny STM32 disponuje trˇemi A/D prˇevodn´ıky, ktere´
maj´ı dohromady 24 meˇrˇ´ıc´ıch kana´l˚u (vy´vod˚u MCU), z nichzˇ neˇktere´ jsou spolecˇne´
pro vsˇechny trˇi prˇevodn´ıky.
Kazˇdy´ z vnitrˇn´ıch A/D prˇevodn´ık˚u mu˚zˇe vzorkovat s maxima´ln´ı frekvenc´ı
2.4MSa/s (resp. 2.4MHz), nicme´neˇ pouzˇity´ mikrokontroler umozˇnˇuje takte´zˇ zrˇeteˇzit
vsˇechny trˇi dostupne´ prˇevodn´ıky a d´ıky spolecˇny´m kana´l˚um mohou meˇrˇit vsˇechny
trˇi na jednom pinu MCU (nen´ı potrˇeba jejich vstupy spojovat externeˇ). Toto
zrˇeteˇzen´ı a intern´ı spojen´ı vstup˚u A/D prˇevodn´ık˚u umozˇnˇuje vzorkovat maxima´ln´ı
rychlost´ı 7.2MSa prˇi maxima´ln´ım rozliˇsen´ı 12 bit˚u.
3.1.3 Fyzicka´ vrstva rozhran´ı Ethernet
Zde pouzˇity´ mikrokontroler obsahuje pouze MAC vrstvu, ktera´ se stara´ o spra´vne´
adresova´n´ı, rˇ´ızen´ı prˇ´ıstupu ke komunikacˇn´ımu kana´lu a prˇ´ıpadnou detekci koliz´ı
v prˇ´ıpadeˇ, zˇe v jeden okamzˇik zacˇne vys´ılat v´ıce stanic. MAC vrstva ovsˇem nen´ı
schopna sama vys´ılat data po s´ıti Ethernet. K tomu potrˇebuje Ethernet physi-
cal transceiver (PHY) - fyzickou vrstvu Ethernetu, cozˇ je integrovany´ obvod ob-
sahuj´ıc´ı standardizovane´ komunikacˇn´ı rozhran´ı Reduced Media Independent Inter-
face (RMII) (prˇ´ıpadneˇ Media Independent Interface (MII)) pro komunikaci s MAC
vrstvou, rˇ´ıd´ıc´ı a kontroln´ı obvody a vy´stupn´ı budicˇe pro pulsn´ı transforma´tor, za
n´ımzˇ je zapojen ethernetovy´ konektor. Celou situaci ilustruje obr. 3.6.
CPU MAC PHY transformátor konektorRJ45
STM32 DP83630
Obr. 3.6: Blokovy´ diagram propojen´ı mikrokontroleru a fyzicke´ vrstvy
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Central Processing Unit (CPU) spolu s MAC je obsazˇena na samotne´m cˇipu con-
nectivity line MCU z rodiny STM32. K STM32 je pomoc´ı RMII resp. MII rozhran´ı
prˇipojena fyzicka´ vrstva PHY, ktera´ je v tomto prˇ´ıpadeˇ rˇesˇena cˇipem DP83630
od spolecˇnosti Texas Instruments[10]. Na´sleduje pulsn´ı transforma´tor galvanicky
oddeˇluj´ıc´ı modul od s´ıteˇ Ethernet a standardn´ı ethernetovy´ konektor.
Vy´sˇe zminˇovana´ fyzicka´ vrstva je vhodna pro pouzˇit´ı v syste´mech, ktere´ vyuzˇ´ıvaj´ı
protokol PTP, jelikozˇ ji vy´robce vybavil neˇkolika funkcemi, ktere´ pra´ci s PTP
protokolem znacˇneˇ zjednodusˇuj´ı a prˇedevsˇ´ım umozˇnˇuj´ı dosahovat nizˇsˇ´ıch odchylek
od referencˇn´ıho cˇasu. Prvn´ı a nejd˚ulezˇiteˇjˇs´ı funkc´ı je prˇiˇrazovan´ı cˇasovy´ch znacˇek
k packet˚um jizˇ na HW u´rovni samotne´ fyzicke´ vrstvy, takzˇe cˇasova´ znacˇka opravdu
odpov´ıda´ dobeˇ, kdy byl packet odesla´n a nikoli dobeˇ, kdy byla v mikrokontroleru
zavola´na funkce pro odesla´n´ı dat po Ethernetu.
Dalˇs´ı velkou vy´hodou zde popisovane´ fyzicke´ vrstvy je fakt, zˇe disponuje prˇesny´m
vlastn´ım oscila´torem s maly´m jitterem (viz prˇ´ıloha B), jehozˇ odchylka od nomina´ln´ı
frekvence je nav´ıc neusta´le kompenzova´na dle u´daju´ poskytnuty´ch PTP protokolem.
Vy´stup oscila´toru fyzicke´ vrstvy je dostupny´ na jendom z jejich pin˚u, ze ktere´ho
je mozˇe´ prˇive´st hodinovy´ takt do mikrokontroleru. T´ımto lze usˇetrˇit jeden krystal
cˇi krystalovy´ oscila´tor, ktery´ by jinak byl nezbytny´ ke beˇhu MCU.
Posledn´ı velmi dobrˇe vyuyzˇitelnou vlastnost´ı pouzˇite´ fyzicke´ vstvy je prˇ´ıtomnost
dvana´cti GPIO pin˚u, ktere´ je mozˇno nakonfigurovat tak, aby v zadany´ cˇas prˇesly
z log. 0 do log. 1 a t´ım pa´dem mohou by´t pouzˇity pro vyvola´n´ı prˇerusˇen´ı v mikrokon-
troleru.
3.1.4 Mikrofonn´ı prˇedzesilovacˇ
Pro porˇebu akusticke´ lokalizace, ktere´ se veˇnuje na´sleduj´ıc´ı kapitola 4, byla
navrzˇena Deska Plosˇny´ch Spoj˚u (DPS), na n´ızˇ je realizova´n prˇedzesilovacˇ pro
mikrofonn´ı vozˇku.
Na obr. 3.7 mu˚zˇeme videˇt sche´ma mikrofonn´ıho prˇedzesilovacˇe. Samotna´ elektre-
tova´ mikrofonn´ı vlozˇka (konkre´tneˇ typ MCE100) je prˇipojena na vstupn´ı svorky
oznacˇene´ MIC1. Rezistor R5 poskytuje napa´jen´ı pro elektretovou vlozˇku, zat´ımco
kondenza´tor C1 slouzˇ´ı k oddeˇlen´ı tohoto stejnosmeˇrne´ho signa´lu.
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Obr. 3.7: Sche´ma mikrofonn´ıho prˇedzesilovacˇe
Zesilova´n´ı signa´lu z mikrofonu ma´ na starosti operacˇn´ı zesilovacˇ v invertuj´ıc´ım
zapojen´ı. Jelikozˇ nema´me k dispozici soumeˇrne´ napa´jen´ı vzhledem k zemi, je
potrˇeba vybrat takovy´ operacˇn´ı zesilovacˇ, ktery´ je schopen pracovat pouze s jedn´ım
napa´jec´ım napeˇt´ım. Za´stupcem te´to skupiny OZ je zde pouzˇity´ LM358.
Aby mohl zesilovacˇ spra´vneˇ pracovat, je potrˇeba prˇive´st na neinvertuj´ıc´ı vstup
OZ pomoc´ı napeˇt’ove´ho deˇlicˇe tvorˇene´ho rezistory R3,R4 prˇiblizˇneˇ polovinu
napa´jec´ıho napeˇt´ı. Toto zapojen´ı se v literaturˇe oznacˇuje jako ”virtua´ln´ı nula”a
umozˇnˇuje vy´stupu OZ rozkmit vy´stupn´ıho napeˇt´ı na obeˇ strany vzhledem k napeˇt´ı




Zes´ılen´ı operacˇn´ıho zesilovacˇe v invertuj´ıc´ım zapojen´ı je da´no vztahem 3.1. Pomoc´ı
se´rie experiment˚u jsem dospeˇl k za´veˇru, zˇe optima´ln´ı zes´ılen´ı pro toto zapojen´ı je
103. Rezistor R1 = 2,2kΩ jsem zvolil tak, aby byl stejny´ jako vy´stupn´ı impedance
elektretove´ vlozˇky. Rezistor R2 = 2,2MΩ lze pak snadno dopocˇ´ıtat z vy´sˇe zmı´eˇne´ho
vztahu.
Vzhledem k tomu, zˇe OZ LM358 obsahuje dvojici operacˇn´ıch zesilovacˇ˚u, byl by
jeden z nich nevyuzˇity´ a proto jsem se rozhodl na vy´sledne´ DPS realizovat hned
dvojici mikrofonn´ıch prˇedzesilovacˇ˚u.
Dı´ky pouzˇit´ı maly´ch SMD soucˇa´stek zbylo na plosˇne´m spoji jesˇteˇ dostatek mı´sta
pro budicˇ pro piezo reproduktor a LED diodu, ktera´ indikuje prˇ´ıtomnost napa´jec´ıho
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Obr. 3.8: Plosˇny´ spoj mikrofonn´ıho prˇedzesilovacˇe
napeˇt´ı.
Vesˇkere´ vy´robn´ı podklady vcˇetneˇ seznamu soucˇa´stek a jejich hodnot je mozˇne´
nale´zt v prˇ´ıloze A nebo na prˇilozˇene´m CD.
3.2 Program pro modul
Obsluzˇny´ program byl napsa´n v jazyce C a vyvinut ve vy´vojove´m prostrˇed´ı Sleepy
Cat IDE5. Jedna´ se o robustn´ı prostrˇed´ı, ktere´ pouzˇ´ıva´ kompila´tor GCC6 modifiko-
vane´ pro procesory ARM. Oba vy´sˇe zmı´neˇne´ na´stroje jsou dostupne´ zdarma a t´ım
pa´dem neovlivnily na´klady na vy´voj tohoto zarˇ´ızen´ı.
3.2.1 Operacˇn´ı syste´m modulu
Za´kladn´ım stavebn´ım kamenem, nad ktery´m je vystaveˇna architektura cele´ho
programu pro MCU, je FreeRTOS. Jedna´ se o real-time operacˇn´ı syste´m urcˇeny´
do maly´ch zarˇ´ızen´ı s omezeny´m mnozˇstv´ım pameˇti a vy´pocˇetn´ıho vy´konu. Jedna´
se o operacˇn´ı syste´m v plne´m slova smyslu, jelokozˇ spravuje vesˇkere´ syste´move´
prostrˇedky a prˇerozdeˇluje je pra´veˇ beˇzˇ´ıc´ım proces˚um dle jejich priorit. Hlavn´ı
prˇednosti FreeRTOS je mozˇne´ videˇt v na´sleduj´ıc´ım seznamu.
• mozˇnost preemptivn´ıho pla´nova´n´ı
5Vy´vojove´ prostrˇedi a dokumentaci je mozˇne´ nale´zt na webove´ stra´nce: http://pck338-
242.feld.cvut.cz/scide/ . Autorem je Ing. Jan Breuer z katery meˇrˇen´ı.
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Obr. 3.9: Zna´zorneˇn´ı cˇleneˇn´ı syste´mu FreeRTOS na jednotlive´ vrstvy
• mozˇnost kooperativn´ıho pla´nova´n´ı v´ıce proces˚u soucˇasneˇ
• velikost 6 azˇ 10kB v za´vislosti na konfiguraci
• mozˇnost obslouzˇen´ı HW prˇerusˇen´ı od MCU
• snadne´ prˇeda´va´n´ı zpra´v mezi jednotlivy´mi procesy
• mutexy s deˇdeˇnou prioritou
• bina´rn´ı a cˇ´ıtac´ı semafory
Jak ukazuje obr. 3.9, FreeRTOS se da´ rozdeˇlit na ko´d za´visly´ na pouzˇite´m HW
a na vysˇsˇ´ı SW vrstvy, ktere´ jsou jizˇ na HW neza´visle´. Z pohledu vy´voja´rˇe je kri-
ticka´ prˇedevsˇ´ım implementace prvn´ı cˇa´sti, tj. ko´du za´visle´ho na dane´m mikrokon-
troleru. Zde se da´ s vy´hodou vyuzˇ´ıt jizˇ hotove´ implementace od vy´robce MCU,
spolecˇnosti ST Microelectronics. Takto prˇipraveny´ ko´d je pouze nutne´ upravit pro
hladke´ zkompilova´n´ı ve vy´sˇe popisovany´ch vy´vojovy´ch prostrˇedc´ıch s ohledem na
specifika kompileru GCC.
Nejvysˇsˇ´ı cˇa´st´ı RTOS jsou uzˇivatelske´ procesy, ktery´ch je v ra´mci me´ pra´ce defi-
nova´no sˇest.




• Standard Command for Programmable Instruments (SCPI) server
• proces pln´ıc´ı nameˇrˇena´ data do odes´ılac´ıch za´sobn´ık˚u
• proces odes´ılaj´ıc´ı nameˇrˇena´ data ze za´sobn´ık˚u
• proces pla´nj´ıc´ı na´sleduj´ıc´ı cˇasy odes´ıla´n´ı dat
• Hypertext Transport Protocol (HTTP) server
Driver Ethernetove´ho rozhran´ı sesta´va´ ze dvou cˇa´st´ı, z nichzˇ prvn´ı se stara´ o rˇ´ızen´ı
MAC vrstvy mikrokontroleru a druha´ rˇ´ıd´ı fyzickou vrstvu PHY realizovanou obvo-
dem DP83630 popsane´m v sekci 3.1.3. Obeˇ tyto cˇa´sti jsou poskytova´ny vy´robcem
ST Microelectronics a to jak jako samostatne´ knihovny, tak i jako procesy pro FreeR-
TOS.
Jakozˇto TCP/IP a UDP stack byl pouzˇit lwIP stack popsany´ v sekci 2.1.4. Stejneˇ
jako vy´sˇe popsany´ Ethernetovy´ driver i lwIP stack, resp. jeho implementace pro
pouzˇity´ mikrokontroler STM32F407, je dostupny´ na stra´nka´ch vy´robce a prˇipraveny´
pro pouzˇit´ı.
Stejneˇ jako v prˇedchoz´ıch prˇ´ıpadech i PTPd server je jizˇ prˇipraven od vy´robce a
jedna´ se o upravenou verzi PTP daemonu pro prostrˇed´ı linux, jehozˇ p˚uvodn´ı zdrojove´
ko´dy vcˇetneˇ dokumentace lze naleznout na stra´nka´ch autora7.
Posledn´ım ze seznamu proces˚u je HTTP server, ktery´ v ra´mci cele´ho syste´mu
nehraje veloku roli a byl vyuzˇ´ıva´n prˇedevsˇ´ım prˇi vy´voji tohoto syste´mu pro zaz-
namena´va´n´ı d˚ulezˇity´ch zpra´v o stavu syste´mu a jejich na´sledne´m publikova´n´ı na
webove´ stra´nce. Samotny´ server nab´ız´ı sˇiroke´ mozˇnosti vyuzˇit´ı a to i z d˚uvodu, zˇe je
rozsˇ´ıˇreny´ o JavaScript Object Notation (JSON), cozˇ je nadsavba jazyka JavaScript,
ktera´ umozˇnˇuje generova´n´ı aktivn´ıch webovy´ch stra´nek, ktere´ jsou pak schopny
naprˇ´ıklad zobrazovat stav jednotlivy´ch pin˚u mikrokontroleru nebo doknce meˇnit
jejich stav v za´vislosti na uzˇivatelske´ akci.
Zbyle´ procesy FreeRTOS jsou popsa´ny v na´sleduj´ıc´ı sekci 3.2.2, ktera´ se veˇnuje
vlastn´ı implementaci distribuovane´ho meˇrˇ´ıc´ıho syste´mu.
3.2.2 Distribuovany´ syste´m
Za´kladem programu rˇ´ıd´ıc´ımm modul jsou cˇtyrˇi na´sleduj´ıc´ı procesy.
• SCPI server
• proces pln´ıc´ı nameˇrˇena´ data do odes´ılac´ıch za´sobn´ık˚u
7Stra´nky autora vcˇetneˇ dokumentace jsou na adrese: http://ptpd.sourceforge.net .
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• proces odes´ılaj´ıc´ı nameˇrˇena´ data ze za´sobn´ık˚u
• proces pla´nj´ıc´ı na´sleduj´ıc´ı cˇasy odes´ıla´n´ı dat
Rˇı´zen´ı distribuovane´ho syste´mu
Rˇ´ıd´ıc´ım prvkem meˇrˇ´ıc´ı u´strˇedny SCPI server, ktery´ ma´ za u´kol poskyto-
vat jednoduche´ a unifikovane´ rozhran´ı pro ovla´da´n´ı distribuovane´ho syste´mu
prostrˇednictv´ım rozhran´ı Ethernet. Tento server vyvinul pan Ing. Breuer 8. Dı´ky
ovla´da´n´ı pomoc´ı SCPI prˇ´ıkaz˚u je pra´ce s modulem distribuovane´ho syste´mu velice
podobna´ pra´ci naprˇ. s digita´ln´ım multimetrem prˇipojeny´m prˇes General Purpose
Interface Bus (GPIB) rozhran´ı. V na´sleduj´ıc´ım seznamu mu˚zˇeme nale´zt za´kladn´ı
SCPI prˇ´ıkazy, ktere´ slouzˇ´ı k ovla´da´n´ı distribuovane´ho syste´mu.
• DIST:RUN 1 - spusˇteˇn´ı meˇrˇen´ı a odes´ıla´n´ı dat
• DIST:RUN 0 - ukoncˇen´ı meˇrˇen´ı a odes´ıla´n´ı dat
• DIST:RUN? - dotaz na stav meˇrˇen´ı (spusˇteˇno/zastaveno)
• DIST:TIME? - dotaz na cˇas zacˇa´tku meˇrˇen´ı
• DIST:SYNC - prˇ´ıkaz vykona´vaj´ıc´ı synchronizaci meˇrˇ´ıc´ıch vla´ken mimo
stanovenou synchronizacˇn´ı periodu
Plneˇn´ı nameˇrˇeny´ch dat do za´sobn´ık˚u
Vzhledem k potrˇebeˇ meˇrˇit velke´ objemy dat bylo nutne´ vytvorˇit zp˚usob, jaky´m
se budou aktua´lneˇ nameˇrˇena´ data ukla´dat v pameˇti mikrokontroleru. Jak jizˇ bylo
zmı´neˇno v sekci 3.1.2, pouzˇity´ mikrokontroler disponuje pouze 192kB pameˇti SRAM,
ktera´ je nav´ıc jesˇteˇ z velke´ cˇa´sti obsazena operacˇn´ım syste´mem a daty z ostatn´ıch
beˇzˇ´ıc´ıch proces˚u. Proto zde bylo s vy´hodou vyuzˇito Direct Memory Access (DMA)
controlleru, ktery´ je soucˇa´sti mikrokontroleru. Ten umozˇnˇuje tzv. double-buffering,
cozˇ je periodicke´ ukla´da´n´ı vzork˚u do dvou neza´visly´ch za´sobn´ık˚u (buffer˚u), mezi
ktery´mi je prˇep´ına´no vzˇdy po naplneˇn´ı jednoho z nich.
Dı´ky tomuto mu˚zˇeme v urcˇite´m okamzˇiku prˇecˇ´ıst jeden ze za´sobn´ık˚u (ten do
ktere´ho se pra´veˇ nezapisuje) a ma´me jistotu, zˇe data v neˇm obsazˇena´ nebudou
v pr˚ubeˇhu cˇten´ı prˇepisova´na. Toto umozˇnˇuje kontinua´ln´ı meˇrˇen´ı a odes´ıla´n´ı dat,
o ktere´ se stara´ na´sleduj´ıc´ı proces.
Odes´ıla´n´ı nameˇrˇeny´ch dat
Pokud ma´me v za´sobn´ıku nameˇrˇena´ data, je potrˇeba je odeslat do PC. Vzhle-
dem k tomu, zˇe zacˇa´tek odmeˇru je pro vsˇechny moduly stejny´, je pro neˇ stejny´
8Dokumentace i zdrojove´ ko´dy josu zde: http://jaybee.cz/software/open-source-scpi—ieee-
488.2-parser-library/ .
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take´ okamzˇik, kdy maj´ı nameˇrˇene´ za´sobn´ıky a potrˇebovaly by data odeslat po
s´ıti Ethernet. Pokud by toto vsˇak deˇlaly vsˇechny moduly soucˇasneˇ, docha´zelo by
k mnohacˇetny´m koliz´ım na s´ıt´ı, ktere´ by vyu´stily ve ztra´tu dat.
Cˇasovy´ multiplex Aby k takovy´mto jev˚um nedocha´zelo, je nutne´ rozdeˇlit kapac-
itu prˇenosove´ho media (s´ıteˇ Ethernet) mezi jednotlive´ moduly prˇedem definovany´m




SC FU DRQ DRS
Ttdm
data 1 data 2 data N-1 data N SC FU DRQ DRS data 1E E
Obr. 3.10: Zna´zorneˇn´ı cˇasove´ho multiplexu
Tento proble´m jsem se rozhodl rˇesˇit pomoc´ı cˇasove´ho multiplexu, tj. rozdeˇlen´ı
prˇ´ıstupu k rozhran´ı Ethernet na cˇasove´ ra´mce, z nichzˇ kazˇdy´ je prˇiˇrazen jednomu
modulu. Zp˚usob rˇesˇen´ı ilustruje Obr. 3.10. Zde je videˇt, zˇe krom nameˇrˇeny´ch dat
z jednotlivy´ch modul˚u (data 1 azˇ data N ) je potrˇeba prˇena´sˇet takte´zˇ synchronizacˇn´ı
packety protokolu PTP (barevne´ sloupce SC, FU, DRQ, DRS ).
Vzhledem k tomu, zˇe cely´ distribuovany´ meˇrˇic´ı syste´m je postaven na synchro-
nizaci cˇasu pomoc´ı PTP je potrˇeba umozˇnit volny´ pr˚uchod teˇchto synchronizacˇn´ıch
zpra´v tak, aby nekolidovaly s odes´ılany´mi daty z jiny´ch modul˚u. Na toto navrzˇeny´
cˇasovy´ multiplex bere zrˇetel a zˇa´dny´ z modul˚u nezacˇne odes´ılat data dokud
neprobeˇhla vy´meˇna synchronizacˇn´ıch zpra´v v aktua´ln´ı synchronizacˇn´ı periodeˇ PTP
protokolu, ktera´ ma´ v me´m prˇ´ıpadeˇ standardn´ı trva´n´ı jednu sekundu.
Perioda cˇasove´ho mutiplexu je v obra´zku oznacˇena Ttdm a urcˇuje po jake´ dobeˇ
zacˇne znovu ten samy´ modul odes´ılat noveˇ nameˇrˇena´ data. Hodnotu periody je
potrˇeba zvolit tak, aby v jej´ım ra´mci bylo mozˇne´ prˇene´st vesˇkera´ nameˇrˇena´ data do
PC a vymeˇnit si synchronizacˇn´ı zpra´vy protokolu PTP.
Abych da´le omezil mozˇnost koliz´ı dat na s´ıti zp˚usobeny´ch naprˇ´ıklad mı´rneˇ
zpozˇdeˇny´m zacˇa´tkem odes´ıla´n´ı dat jednoho z modul˚u (toto zpozˇdeˇn´ı mu˚zˇe by´t
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zp˚usobeno naprˇ. cˇeka´n´ım na mutex, ktery´ v dano chv´ıli vlastn´ı jiny´ proces),
zavedl jsem tzv. chybove´ okno, cozˇ je v Obr. 3.10 naznacˇeno sˇedy´m obde´ln´ımkem
s popiskem E. Toto okno vymezuje cˇasovou oblast, ve ktere´ by zˇa´dny´ z modul˚u nemeˇl
vys´ılat data, pokud zacˇal vys´ılat data vcˇas. Pokud by vsˇak dosˇlo ke zpozˇdeˇne´mu
odes´ıla´n´ı, tak data odeslana´ po konci cˇasove´ho ra´mce modulu (tj. jizˇ odeslana´
v chybove´m okneˇ), doraz´ı v porˇa´dku do PC, jelikozˇ v chybove´m okneˇ vys´ıla´ pouze
onen ”zpozˇdeˇny´”modul a j´ım odeslana´ data nemohou kolidovat s daty od ostatn´ıch
modul˚u.
Planova´n´ı beˇhu jednotlivy´ch proces˚u
Funkce posledn´ıho procesu distribuovane´ meˇrˇic´ı u´strˇedny je pomeˇrneˇ jednoducha´.
Jedn´ım z u´kol˚u je zjiˇst’ovat aktua´ln´ı stav meˇrˇic´ıho a odes´ılac´ıho procesu (popsa´no
vy´sˇe) a blokovat/odblokova´vat jejich beˇh pomoc´ı mutex˚u v za´vislosti na aktua´ln´ıch
potrˇeba´ch syste´mu.
Druhy´m u´kolem tohoto procesu je pla´novat na´sleduj´ıc´ı cˇasy spousˇteˇn´ı meˇrˇ´ıc´ıho
a odes´ılac´ıho procesu v ra´mci vymezene´ho cˇasove´ho okna pro dany´ modul. Tento
proces, narozd´ıl od prˇedchoz´ıch dvou, spotrˇebuje pouze zanedbatelne´ mnozˇst´ı pameˇti
a vy´pocˇetn´ıho vy´konu, jelikozˇ krom vy´pocˇtu na´sleduj´ıc´ıho cˇasove´ho okna pouze
dohl´ızˇ´ı na spra´vny´ beˇh meˇrˇen´ı a odes´ıla´n´ı dat.
3.3 Ovla´dac´ı program pro PC
Vesˇkere´ moduly synchronn´ı distribuovane´ meˇrˇ´ıc´ı u´strˇedny jsou rˇ´ızeny z nadrˇazene´ho
PC, ktere´ takte´zˇ sb´ıra´ nameˇrˇene´ soubory dat z jednotlivy´ch modul˚u. Za t´ımto u´cˇelem
vznikla ovla´dac´ı aplikace pro PC, jej´ızˇ uka´zka je na obr. 3.11.
Aplikace byla napsa´na v jazyce JAVA a k jej´ımu vytvorˇen´ı bylo pouzˇito vy´vojove´
prostrˇedn´ı NetBeans, ktere´ je volneˇ dostupne´ ze stra´nek vy´robce9.
Program je multiplatformn´ı a ke sve´mu beˇhu vyzˇaduje beˇzˇne´ PC s 32-bitovy´m
nebo 64-bitovy´m operacˇn´ım syste´mem GNU/Linux, WindowsTM, Mac OS X nebo
SolarisTM. At’ jizˇ pouzˇijeme jaky´koliv operacˇn´ı syste´m, je nutne´, aby v neˇm bylo
nainstalova´no Java Runtime Environment (JRE) ve verzi 6 cˇi vysˇsˇ´ı10.
9Dokumentace je dostupna´ zde: www.netbeans.org .
10JRE je mozˇne´ sta´hnout zde: http://www.oracle.com/technetwork/java/javase/downloads/jre7-
downloads-1880261.html .
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Obr. 3.11: Uka´zka ovla´dac´ıho programu
Obr. 3.12: Menu umozˇnˇuj´ıc´ı spra´vu modul˚u
Program je mozˇne´ spustit dveˇma zp˚usoby. Bud’ pouzˇijeme prˇipraveny´ spousˇteˇc´ı
skript ’runDataCollector’ (resp. ’runDataCollector.bat’ pro WindowsTM), nebo
mu˚zˇeme spustit samostatny´ archiv s aplikac´ı v adresa´rˇ´ı, kde se nacha´z´ı, pomoc´ı
prˇ´ıkazu:
java − jar DataCollector v3.jar
Po spusˇt’en´ı programu je nejprve nutne´ prˇidat alesponˇ jeden meˇrˇ´ıc´ı modul, aby
mohl obsluzˇny´ program sb´ırat data. Prˇida´n´ı se provede pomoc´ı menu Device -¿ Add
device, ktere´ je mozˇne´ videˇt na obr. 3.12.
Pokud klikneme na Add device, objev´ı se dialogove´ okno (viz obr. 3.13), ktere´ se
dota´zˇe na konkre´tn´ı IP adresu prˇida´vane´ho modulu.
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Obr. 3.13: DIalogove´ okno pro zada´n´ı IP adresy
Pokud zada´me spra´vnou IP adresu a PC se doka´zˇe s modulem spojit (je prˇipojeno
ke stejne´ s´ıti), tak se prˇida´vany´ modul objev´ı jako posledn´ı rˇa´dka v tabulce tak, jak
ukazuje obr. 3.11.
Obr. 3.14: Okno upozornˇuj´ıc´ı na sˇpatneˇ zadanou IP adresu
V prˇ´ıpadeˇ zada´n´ı sˇpatne´ IP adresy se po dobu peˇti vterˇin snazˇ´ı aplikace spojit se
zarˇ´ızen´ım na zadane´ adrese, pokud dane´ zarˇ´ızen´ı neodpov´ıda´, zobra´z´ı se okno (viz
obr. 3.14) informuj´ıc´ı o nedostupnosti zadane´ho zarˇ´ızen´ı.
V praxi bude cˇasto potrˇeba od sebe odliˇsit meˇrˇ´ıc´ı kana´ly pomoc´ı jednoznacˇny´ch
jmen zadany´ch prˇed zacˇa´tkem meˇrˇen´ı. K tomu slouzˇ´ı sloupec s na´zvem Channel,
ktery´ po kliknut´ı zobraz´ı seznam mozˇny´ch na´zv˚u meˇrˇ´ıc´ıch kana´l˚u, ktere´ nesou na´zev
CH N, kde N lezˇ´ı v intervalu 1 azˇ 253 (maxima´ln´ı pocˇet prˇipojeny´ch modul˚u je 253).
Celou situaci ilustruje obr. 3.15.
Uzˇivatel si tedy mu˚zˇe definovat, jak se bude jmenovat sloupec nameˇrˇeny´ch dat ve
vy´stupn´ım CSV souboru, bez ohledu na IP adresu modulu cˇi porˇad´ı, v jake´m byl
prˇida´n do aplikace.
Pokud ma´me prˇidany´ alesponˇ jeden modul v aplikaci a nastaveno jme´no meˇrˇic´ıho
kana´lu, mu˚zˇeme odstartovat synchronn´ı meˇrˇen´ı pomoc´ı tlacˇ´ıtka Start.
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Obr. 3.15: Volba kana´l˚u pro jednotlive´ moduly
Toto tlacˇ´ıtko posˇle modulu zpra´vu o tom, zˇe mu˚zˇe zacˇ´ıt meˇrˇit a odes´ılat data,
ale samotny´ start meˇrˇen´ı nasta´va´ azˇ s prˇ´ıchodem synchronizacˇn´ıho pulzu, ktery´ je
veden z Pulse Per Second (PPS) vy´vodu fyzicke´ vrstvy.
Dı´ky tomu, zˇe PPS pulzy jsou generova´ny na za´kladeˇ cˇasu korigovane´ho PTP pro-
tokolem, je maxima´ln´ı cˇasovy´ rozd´ıl mezi prˇ´ıchodem na´beˇzˇne´ hrany PPS pulzu (ktera´
startuje meˇrˇen´ı) na jednotlivy´ch modulech maxima´lneˇ v rˇa´du stovek nanosekund, cozˇ
poskytuje synchronn´ı soubor dat z modul˚u, kde maxima´ln´ı odchylka cˇasu odmeˇru
se od referencˇn´ıho cˇasu liˇs´ı nanejvy´sˇ o 1µs.
Jak jizˇ bylo zmı´neˇno, nameˇrˇena´ data se zapisuj´ı do CSV souboru. Pro kazˇdy´ modul
se vytva´rˇ´ı separa´tn´ı soubor (jeho na´zev je stejny´ jako IP adresa, pouze jsou tecˇky
nahrazeny pomlcˇkami), kam jsou ulozˇena nameˇrˇena´ data.
Na prvn´ım mı´steˇ v CSV souboru je vzˇdy na´zev kana´lu tak, jak byl zvolen
v ovla´dac´ı aplikaci, na´sleduje zalomen´ı rˇa´dku a da´le jsou zapisova´na jzˇ nameˇrˇena´
data. Na jeden rˇa´dek prˇipada´ vzˇdy jedna hodnota, po ktere´ na´sleduje cˇa´rka (znak ’,’)
a cˇasova´ znacˇka, ktera´ uda´va´ okamzˇik, kdy byla hodnota zmeˇrˇena. Da´le na´sleduje
zalomen´ı rˇa´dky pomoc´ı znak˚u Carriage Return (0x13) a Line Feed (0x10). Na
na´sleduj´ıc´ı rˇa´dce pokracˇuje za´pis dalˇs´ı hodnoty.
Pokud modul vyuzˇ´ıva´ v´ıce nezˇ jeden kana´l A/D prˇevodn´ıku, jsou jeho podkana´ly
oznacˇeny maly´mi p´ısmeny CH Na, CH Nb, CH Nc, atd. Ke kazˇde´mu podkana´lu jsou
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dopocˇ´ıta´ny cˇasove´ znacˇky a vy´sledny´ CSV soubor je tvorˇen vzˇdy dvojic´ı sloupc˚u pro
kazˇdy´ podkana´l zapsany´ch vedle sebe (CH 1, cˇas 1, CH 2, cˇas 2, CH 3, cˇas3, . . . ).
Specia´ln´ı vlastnost´ı zde popisovane´ aplikace je schopnost kruhove´ho meˇrˇen´ı na v´ıce
kana´lech, ktere´ je vyuzˇito k implementaci akusticke´ho sledovac´ıho syste´mu popiso-
vane´ho v na´sleduj´ıc´ı kapitole. Kruhove´ meˇrˇen´ı se spousˇt´ı a vyp´ına´ pomoc´ı dvou
tlacˇ´ıtek na za´lozˇce Circular measurement, ktera´ je videˇt na obr. 3.11.
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4 AKUSTICKY´ SLEDOVACI´ SYSTE´M
Akusticky´ sledovac´ı syste´m slouzˇ´ı k urcˇen´ı pozice zdroje zvuku za pomoci vy-
hodnocova´n´ı signa´l˚u zaznamenany´ch trˇemi mikrofony. Odhad pozice je na´sledneˇ
vykreslen na obrazovce pocˇ´ıtacˇe.
4.1 Usporˇa´da´n´ı sledovac´ı soustavy
Slozˇen´ı cele´ho synchronn´ıho distribuovane´ho sledovac´ıho syste´mu je videˇt na
obr. 4.1. Zdroj zvuku je oznacˇen Z. Modrˇe jsou vyznacˇeny mikrofony sn´ımaj´ıc´ı zvuk,
ktery´ je zaznamena´n prˇ´ıslusˇny´m modulem a posla´n do PC. Na nadrˇ´ızene´m pocˇ´ıtacˇi
je spusˇteˇn progam pro meˇrˇ´ıc´ı u´strˇednu a take´ prostrˇed´ı MATLAB R© (v obra´zku
zeleneˇ), ktere´ prova´d´ı na´sledne´ zpracova´n´ı signa´lu a vykreslen´ı pozice zdroje zvuku.
Obr. 4.1: Usporˇa´da´n´ı sledovac´ı soustavy
4.2 Prˇedzpracova´n´ı nameˇrˇeny´ch dat
Data z´ıskana´ pomoc´ı kruhove´ho meˇrˇen´ı z meˇrˇ´ıc´ı u´strˇedny jsou ulozˇena do CSV
souboru, ktery´ je tvorˇen sˇesti sloupci hodnot. Data jsou ulozˇena tak, zˇe liche´ sloupce
obsahuj´ı nameˇrˇene´ hodnoty z jednotilvy´ch mikrofon˚u a sude´ sloupce obsahuj´ı cˇasove´
znacˇky odpov´ıdaj´ıc´ı prˇedchoz´ımu sloupci.
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Parametry signa´l˚u z mikrofon˚u Signa´l z mikrofon˚u je vzorkova´n s periodou
20µs a A/D prˇevodn´ık ma´ nastaveno osmibitove´ rozliˇsen´ı, ktere´ vstupn´ı analogove´
napeˇt´ı meˇn´ı na hodnotu mezi 0 a 255. Pocˇet rˇa´dk˚u v CSV souboru odpov´ıda´ pocˇtu
zmeˇrˇeny´ch vzork˚u + 1 (prv´ı rˇa´dek obsahuje na´zvy kana´l˚u). Mnozˇstv´ı odebrany´ch
vzork˚u je mozˇno meˇnit v programu popisovan´ım v sekci 3.3. Pokud bychom naprˇ´ıklad
chteˇli zaznamenat signa´ly v trva´n´ı jedne´ vterˇiny, nastav´ıme odbeˇr na 50 000 vzork˚u.
Do prostrˇed´ı MATLAB R©jsou data nahra´na pomoc´ı funkce csvread(), cozˇ ulozˇ´ı
nacˇteny´ soubor ve formeˇ matice do tzv. ”workspace” prostrˇed´ı MATLAB R©, kde
jsou jednotlive´ signa´ly (liche´ sloupce matice) ulozˇeny do slupcovy´ch vektor˚u poj-
menovany´ch signal1 azˇ signal3.
Vzhledem k tomu, zˇe pouzˇite´ kruhove´ meˇrˇen´ı startuje vesˇkere´ odmeˇry soucˇasneˇ
s maxima´ln´ı odchylkou v rˇa´du stovek nanosekund, ktera´ je pro akustickou lokalizaci
vzhledem k ryhclosti zvuku zanedbatelna´, nemus´ıme v tomto prˇ´ıpadeˇ bra´t v u´vahu
cˇasove´ znacˇky k jednotlivy´m signa´l˚um, nebot’ na´s zaj´ıma´ pouze vza´jemny´ cˇasovy´
posun signa´l˚u. Ten je mozˇne´ spocˇ´ıtat jako posun v pocˇtu prvk˚u vektoru vyna´sobeny´
vzorkovac´ı periodou.
Dı´ky soucˇasne´mu startova´n´ı odmeˇr˚u tedy stacˇ´ı nacˇ´ıtat z CSV souboru pouze
vektory signa´l˚u bez jejich cˇasovy´ch znacˇek. Tento prˇ´ıstup zjednodusˇuje na´slednou
prˇ´ıpravu na zpracova´n´ı. Pokud by nebylo vyuzˇito soucˇasne´ho startova´n´ı, bylo by
nutne´ nameˇrˇene´ signa´ly nejprve zarovnat dle stanovene´ cˇasove´ znacˇky a na´sledneˇ
vybrat vhodny´ cˇasovy´ interval signa´l˚u ke zpracova´n´ı.
Dalˇs´ım krokem v prˇedzpracova´n´ı signa´lu je zjiˇsteˇn´ı, zda nameˇrˇene´ signa´ly obsahuj´ı
dostatek informace na to, aby bylo mozˇno urcˇit jejich skutecˇne´ zpozˇdeˇn´ı.
Pokud naprˇ´ıklad nen´ı v okruhu neˇkolika ma´lo metr˚u kolem mikrofon˚u prˇ´ıtomen
zˇa´dny´ zdroj zvuku, je zaznamenany´ signa´l tvorˇen prˇeva´zˇneˇ vlastn´ım sˇumem mikro-
fon˚u a elektromagneticky´m rusˇen´ım, jak ukazuje obr. 4.2 nahorˇe. Takovy´ signa´l
pochopitelneˇ nema´ smysl da´le zpracova´vat, nebot’ neobsahuje zˇa´dnou informaci
o pozici zdroje zvuku.
Proto jsou u jednotlivy´ch signa´l˚u nejprve zjiˇsteˇna maxima a minima, ktera´
prˇedstavuj´ı jednoduche´ vod´ıtko pro urcˇen´ı, zda dane´ signa´ly mohou by´t pouzˇity
pro vy´pocˇet pozice.
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Obr. 4.2: Uka´zka signa´l˚u zaznamenany´ch mikrofonem
Pokud signa´l obsahuje pouze sˇum, nezmeˇn´ı se jeho amplituda o v´ıce nezˇ 4 (empir-
icky stanovena´ konstanta) od strˇedn´ı hodnoty signa´lu. Meze pro urcˇen´ı, zda jde
pouze o sˇum, nebo jizˇ signa´l vhodny´ ke zpracova´n´ı, jsou v obr. 4.2 naznacˇeny
cˇerveny´mi cˇarami.
V prˇ´ıpadeˇ, zˇe signa´l prˇekrocˇ´ı stanovene´ meze, jak ukazuje obr. 4.2 dole, je vy-
hodnocen jako vhodny´ ke zpracova´n´ı. Pokud neprˇekrocˇ´ı ani jednu z vyznacˇeny´ch
mez´ı, nebo prˇekrocˇ´ı pouze jednu, je vyhodnocen jako sˇum, da´le se nezpracova´va´ a
na´sleduje nacˇten´ı nove´ sady signa´l˚u.
4.3 Stanoven´ı zpozˇdeˇn´ı signa´l˚u
K odhadu podobnosti resp. vza´jemne´ho zpozˇdeˇn´ı dvou signa´l˚u slouzˇ´ı nejcˇasteˇji
korelace. Meˇjme da´ny dva diske´tn´ı signa´ly s1(k), s2(k) , pak je jejich vza´jemna´ ko-
relace Rs1s2(τ) v cˇasove´ oblasti da´na vztahem 4.1. Vza´jemne´ zpozˇdeˇn´ı je pak mozˇno




s1(t)s2(t− τ) τ = −N + 1 . . . N − 1 (4.1)
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τx = argmax(Rs1s2(τ)) (4.2)
Tento obecny´ prˇ´ıstup ovsˇem nen´ı prˇ´ıliˇs vhodny´, jelikozˇ da´va´ spolehlive´ vy´sledky
pouze pokud signa´ly obsahuj´ı minimum sˇumu. Rovnice 4.1 totizˇ ukazuje, zˇe jsou
bra´ny v u´vahu pouze amplitudy vstupn´ıch signa´l˚u.
Signa´ly s1(k), s2(k) ovsˇem nesou informaci take´ o frekvenci a fa´zi signa´lu, kterou
je mozˇno z´ıskat prˇechodem do frekvencˇn´ı oblasti pomoc´ı Fourierovy tranformace
rovnice 4.1. Pro tyto prˇ´ıpady je nejprve nutne´ prˇepsat rovnici tak, zˇe korelaci up-




s1(t)s2(−(τ − t)) = s1(t) ∗ s2(t) (4.3)
Nyn´ı mu˚zˇeme prove´st Fourierovu transformaci s vyuzˇit´ım znalosti, zˇe konvoluce
dvou vektor˚u v cˇasove´ oblasti prˇedstavuje ve frekvencˇn´ı oblasti proste´ na´soben´ı
jednoho vektoru Sˆ1 s vektorem komplexneˇ sdruzˇeny´ch cˇ´ıstel k vektoru Sˆ2, ktery´
bude da´le znacˇen jako Sˆ∗2 . Vy´sledek te´to operace ukazuje rovnice 4.4, prˇicˇemzˇ odhad










Nyn´ı se nab´ız´ı mozˇnost pouzˇit´ı GCC [12], cozˇ je korelace ve Fourieroveˇ spektru,







Tvar va´hove´ funkce Ψˆ(ejω) je mozˇno definovat tak, potlacˇil vliv amplitud signa´l˚u a
korelace se pocˇ´ıtala pouze na za´kladeˇ informace o fa´zi, kterou oba signa´ly obsahuj´ı.
Tato informace je obzvla´sˇteˇ d˚ulezˇita´, nebot’ jejich vza´jemny´ fa´zovy´ posuv prˇ´ımo
uda´va´ cˇasove´ zpozˇdeˇn´ı mezi nimi. Proto jsem se rozhodl pouzˇ´ıt va´hovou funkci,







Obr. 4.3: Prˇ´ıklad signa´l˚u zaznamenany´ch mikrofonem
Pouzˇit´ı GCC s vy´sˇe popsanou funkc´ı se cˇasto v literaturˇe nazy´va´ fa´zova´ trans-
formace a oznacˇuje se GCC-PHAT. Takto definovana´ korelace je velmi vhodna´ pro
zpracova´n´ı rea´lny´ch signa´l˚u, ktere´ se v prˇ´ıpadeˇ mikrofon˚u mohou vlivem vzda´lenosti
od zdroje zvuku vy´razneˇ liˇsit v amplitudeˇ, nicme´neˇ tvar signa´lu z˚usta´va´ zachova´n.
Praktickou uka´zku zpracova´n´ı rea´lny´ch signa´l˚u z obr. 4.3 pomoc´ı zde popsane´ho
postupu je mozˇne´ videˇt na obr. 4.4. Jak ukazuje kurzor v obra´zku, odhad zpozˇdeˇn´ı,
ktery´ prˇedstavuje maximum ve vy´stupn´ım vektoru algoritmu GCC-PHAT, vycha´z´ı
-404 vzork˚u (signa´l 1 prˇedb´ıha´ signa´l 2 o 404 vzork˚u, proto ma´ za´porne´ zname´nko).
Jejich cˇasove´ zpozˇdeˇn´ı v sekunda´ch je mozˇno spocˇ´ıtat vyna´soben´ım pocˇtu vzork˚u
vzorkovac´ı periodou. V tomto prˇ´ıpadeˇ je tedy signa´l 2 zpozˇdeˇn za signa´lem 1 o 404∗
0.00002 = 8, 08 ∗ 10−3 s.
Pro zvy´sˇen´ı spolehlivosti odhadu zpozˇdeˇn´ı je v ra´mci sledovac´ıho syste´mu imple-
mentova´n vy´pocˇet histogramu z deseti opakovany´ch meˇrˇen´ı a vybra´n je ten odhad,
ktery´ byl ze vsˇech pozorova´n´ı nejfrekventovaneˇjˇs´ı.
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Obr. 4.4: Vy´stupn´ı vektor algoritmu GCC-PHAT
4.4 Vy´pocˇet pozice zdroje zvuku
Meˇjme da´ny dva mikrofony M1,M2 se zna´my´mi sourˇadnicemi (x1, y1), (x2, y2).
Zpozˇdeˇn´ı, s jaky´m doraz´ı signa´l od zdroje Z s poic´ı (x, y) k jednomu z mikrofon˚u,





(x− x1)2 + (y − y1)2 (4.7)
Zpozˇdeˇn´ı, s jaky´m doraz´ı aktusticky´ signa´l ke vzda´leneˇjˇs´ımu z mikrofon˚u oproti
tomu blizˇsˇ´ımu, oznacˇ´ıme τij a lze ho vypocˇ´ıst na´sledovneˇ.
τij = τi − τj = 1
vz
(√
(x− xi)2 + (y − yi)2 −
√
(x− xj)2 + (y − yj)2
)
(4.8)
Rovnice 4.8 koresponduje s hyperbolou na obr. 4.5, v jej´ızˇ ohnisc´ıch jsou mikrofony
Mi,Mj a jej´ı hlavn´ı osa je da´na vzτij/2, kde vz je rychlost zvuku.
Pokud je zpozˇdeˇn´ı mezi signa´ly kladne´, lezˇ´ı zdroj zvuku na te´ cˇa´sti hyperboly,
ktera´ se nacha´z´ı v prave´ polorovineˇ kazte´zske´ sourˇadne´ soustavy (v obra´zku cˇerveneˇ).
Je-li zpozˇdeˇn´ı za´porne´, znamena´ to, zˇe zdroj zvuku lezˇ´ı v leve´ polorovineˇ.
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Obr. 4.5: Hyperbola dana´ zpozˇdeˇn´ım dvou signa´l˚u
Abychom byli schopni urcˇit jednoznacˇneˇ urcˇit polohu zdroje v rovineˇ, je potrˇeba
zna´t zpozˇdeˇn´ı z alesponˇ dvou pa´r˚u mikrofon˚u, ktere´ lezˇ´ı na rozd´ılny´ch sourˇadnic´ıch.
Dı´ky znalosti druhe´ho zpozˇdeˇn´ı mu˚zˇeme z rovnice 4.8 sestavit soustavu dvou hyper-
bolicky´ch rovnic, jejichzˇ rˇesˇen´ı je mozˇno hledat naprˇ´ıklad iterativneˇ.
Jiny´m prˇ´ıstupem k rˇesˇen´ı rovnic je postup, ktery´ popsal Dr. Y. T. Chan [14]. Ten
vytvorˇil algebraicke´ rˇesˇen´ı soustavy hyperbolicky´ch rovnic pro specia´ln´ı prˇ´ıpad trˇech








































Pokud ma´me vsˇechny trˇi mikrofony v jedne´ linii, jak ukazuje obr. 4.6, mu˚zˇeme
definovat sourˇadnou soustavu tak, zˇe osa x je da´na spojnic´ı mikrofon˚u. Osa y smeˇrˇuje
kolmo na membra´ny mikrofon˚u a procha´z´ı strˇedem mikrofonu M1.
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Umı´steˇn´ı vsˇech mikrofon˚u do jedne´ prˇ´ımky a mikrofonu M1 do pocˇa´tku sourˇadne´
soustavy ma´ za na´sledek vy´razne´ zjednodusˇen´ı rovnice 4.9. Ta se pak da´ upravit
do tvaru 4.10, ze ktere´ho mu˚zˇeme na´sledneˇ vyja´drˇit jednu ze sourˇadnic zdroje a
take´ jeho vzda´lenost r. V tomto prˇipadeˇ je ovsˇem snazˇsˇ´ı vyja´drˇit azimut θ pomoc´ı
pomeˇru xz
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x = r cos (θ) (4.13)
y = r sin (θ) (4.14)
Vy´sˇe uvedene´ rovnice umozˇnˇuj´ı ze znalosti zpozˇdeˇn´ı trˇech signa´l˚u zaznamenany´ch




Pro oveˇrˇen´ı funkcˇnosti vy´sˇe popsane´ho postupu jsem vytvorˇil sadu algoritmu˚,
ktere´ jsou pomoc´ı cˇasovacˇe periodicky spousˇteˇny a s 500ms periodou vykresluj´ı
vypocˇtenou pozici zdroje zvuku (sledovane´ho objektu).
• [s1, s2, s3] = loadDataFromCsv2(’jmenoSouboru.csv’)
– nacˇten´ı signa´l˚u ze souboru do workspace
• [s1n, s2n, s3n] = processData(s1, s2, s3)
– prˇedzpracova´n´ı signa´l˚u dle 4.2
• [τ21, τ31] = getTDOA(s1n, s2n, s3n)
– urcˇen´ı zpozˇdeˇn´ı signa´l˚u
• [τ ∗21, τ ∗31] = getTimeDifferencesHist(τ21, τ31)
– histogramovy´ filtr odhad˚u zpozˇdeˇn´ı dle 4.3
• plotPosition(τ ∗21, τ ∗31)
– vy´pocˇet pozice a jej´ı zobrazen´ı dle rovnic 4.11 azˇ 4.14
Zde popisovane´ pokusy prob´ıhaly v beˇzˇne´ mı´stnosti (bez protiodrazove´ho oblozˇen´ı
steˇn) o p˚udorysu 5,5 x 7m a vy´sˇce 2,6m. Vzda´lenost mezi jednotlivy´mi mikrofony
byla L1 = L2 = 0, 15m a rychlost zvuku byla stanovena na vz = 342.21m · s−1.
Jednotlive´ moduly meˇrˇ´ıc´ı u´strˇedny vcˇetneˇ mikrofon˚u jsem polozˇil na st˚ul o vy´sˇce
0,8m a rozmı´stil je prˇesneˇ dle obr. 4.6.
Vzhledem k tomu, zˇe v rovnic´ıch pro vy´pocˇet pozice zdroje zvuku figuruj´ı dveˇ
promeˇnne´ θ a r, je mozˇne´ pomoc´ı opakovany´ch meˇrˇen´ı prˇi zna´me´ (staciona´rn´ı) pozici
zdroje zvuku urcˇit strˇedn´ı hodnotu a smeˇrodatnou odchylku ze souboru nameˇrˇeny´ch
dat. Takto vypocˇtene´ hodnoty na´sledneˇ mohu porovnat s rea´lny´mi.
4.5.1 Odchylka urcˇen´ı azimutu θ
Pro urcˇen´ı statisticky´ch parametr˚u meˇrˇen´ı sluzˇil pokus, kde zdroj zvuku byl
umı´steˇn do prosturu a byly pecˇliveˇ zmeˇrˇeny jeho sourˇadnice, azimut a vzda´lenost
od pocˇa´tku sourˇadne´ho sourˇadne´ho syste´mu (radius). Vesˇkere´ u´daje jsou uvedeny
v tab. 4.1.
Na´sleduj´ıc´ı graf ukazuje jednotlive´ zmeˇrˇene´ hodnoty pro dvacet pozorova´n´ı






de´lka (x) xz 0,82m
vy´sˇka (y) yz 0,58m
Tab. 4.1: Parametry pokusu pro urcˇen´ı odchylky θ a r
Obr. 4.7: Se´rie dvaceti meˇrˇen´ı azimutu
Zelene´ cˇa´ry vyznacˇuj´ı pa´smo jedne´ smeˇrodatne´ odchylky a modra´ prˇerusˇovana´
cˇa´ra uda´va´ strˇedn´ı hodnotu souboru nameˇrˇeny´ch dat.
Z grafu a tab. 4.2 je patrne´, zˇe strˇedn´ı hodnota vypocˇtene´ho azimutu (z dvaceti
statisticky neza´visly´ch pozorova´n´ı) je 37, 72◦. Od skutecˇne´ se tedy v pr˚umeˇru liˇs´ı
o 2, 72◦. Smeˇrodatna´ odchylka tohoto meˇrˇen´ı byla 3, 39◦. Relativn´ı chyba meˇrˇen´ı cˇin´ı
6.05%.
symbol skutecˇna´ hodnota strˇedn´ı hodnota max min smeˇr. odchylka
θ 35, 0◦ 37, 12◦ 42, 37◦ 32, 72◦ 3, 39◦
Tab. 4.2: Vy´slekdy pokusu pro urcˇen´ı u´hlu θ
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4.5.2 Odchylka urcˇen´ı vzda´lenosti r
Urcˇen´ı odchylky radiusu (vzda´lenosti) r bylo provedeno se stejny´mi parametry (viz
tab. 4.1) jako v prˇedchoz´ım prˇ´ıpadeˇ. Bylo provedeno dvacet pozorova´n´ı staticke´ho
zdroje zvuku s 500ms rozestupy prˇi vzorkovac´ı frekvenci 50 kHz. Na obr. 4.8 mu˚zˇeme
videˇt vy´sledek jednotlivy´ch meˇrˇen´ı.
Obr. 4.8: Se´rie dvaceti meˇrˇen´ı vzda´lenosti r
Z grafu a tab. 4.3 je patrne´, zˇe strˇedn´ı hodnota vypocˇtene´ho radiusu je 0,95m. Od
skutecˇne´ se tedy v pr˚umeˇru liˇs´ı o 5 cm. Smeˇrodatna´ odchylka tohoto meˇrˇen´ı byla
8cm.
symbol skutecˇna´ hodnota strˇedn´ı hodnota max min smeˇr. odchylka
r 1,0m 0,95m 1,12m 0,82m 0,08m
Tab. 4.3: Vy´slekdy pokusu pro urcˇen´ı vzda´lenosti r
V tomto prˇ´ıpadeˇ bylo dosazˇeno mı´rneˇ prˇesneˇjˇs´ıch vy´sledk˚u nezˇ prˇi urcˇova´n´ı az-
imutu vzhledem k tomu, zˇe relativn´ı chyba meˇrˇen´ı cˇin´ı pouze 5.0%.
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4.5.3 Odchylky vypocˇteny´ch sourˇadnic
V tomto pokusu bylo provedeno deveˇt meˇrˇen´ı, vzˇdy trˇ pro kazˇdou pozici zdroje
zvuku. Signa´l z mikrofon˚u byl vzorkova´n frekvec´ı 50 kHz. Na obr. 4.9 jsou cˇerveny´mi
troju´hel´ıky vyznacˇeny skutecˇne´ pozice zdroje zvuku a body * ukazuj´ı zmeˇrˇenou
pozici.
Obr. 4.9: Rozlozˇen´ı mikrofon˚u v sourˇadne´m syste´mu
Tab. 4.4 porovna´va´ skutecˇne´ a zmeˇrˇene´ pozice zdroje zvuku pro vsˇech deveˇt
meˇrˇen´ı. Zde lze videˇt, zˇe maxima´ln´ı odchylka pro sourˇadnici xz byla 8cm a pro
yz 7cm.
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skutecˇna´ pozice (m, m) zmeˇrˇena´ pozice (m, m) odchylka (∆x(m), ∆y(m))
(0,82 , 0,58) (0,81, 0,51) (0,01, 0,07)
(0,87, 0,58) (-0,05, 0,00)
(0,84, 0,62) (-0,02, -0,04)
(0,50 , 0,50) (0,49, 0,44) (0,01, 0,06)
(0,53, 0,46) (-0,03, 0,04)
(0,55, 0,57) (-0,05, -0,07)
(0,30 , 0,70) (0,29, 0,70) (0,01, 0,00)
(0,38, 0,68) (-0,08, 0,02)
(0,35, 0,72) (-0,05, -0,02)
Tab. 4.4: Vy´sledky pokusu pro urcˇen´ı polohy zdroje zvuku
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5 ZA´VEˇR
C´ılem pra´ce bylo navrhout a realizovat synchronn´ı distribuovany´ sledovac´ı
syste´m, jehozˇ za´kladem bude distribuovana´ meˇrˇ´ıc´ı u´strˇedna, ovla´dac´ı SW pro stoln´ı
pocˇ´ıtacˇ a programove´ vybaven´ı pro vy´pocˇet pozice zdroje zvuku ze zpozˇdeˇn´ı signa´l˚u
zmeˇrˇeny´ch mikrofony.
V ra´mci pra´ce bylo vytvorˇen program pro mikrokontroler, ktery´ realizuje za´kladn´ı
meˇrˇ´ıc´ı funkce. Kazˇdy´ modul je mozˇne´ ovla´dat pomoc´ı komunikacˇn´ıch prˇ´ıkaz˚u defi-
novany´ch v kapitole 3.
Mikrokotroler je za´kladn´ım stavebn´ım kamenem modulu distribuovane´ho syste´mu.
Tento obvod rˇ´ıd´ı vesˇkere´ procesy, ktere´ modul vykona´va´ a spolu s fyzickou vrstvou
rozhran´ı Ethernet umozˇnˇuje komunikaci s ostatn´ımi moduly a PC.
Na modulech byl implementova´n synchronizacˇn´ı protokol PTP definovany´ normou
IEEE-1888 z roku 2008. Tento protokol umozˇnˇuje synchronizovat loka´ln´ı zdroje cˇasu,
ktere´ jsou soucˇa´st´ı kazˇde´ho modulu, s referencˇn´ım zdrojem cˇasu, ktery´ mu˚zˇe by´t
tvorˇen ktery´mkoliv z modul˚u, nadrˇazeny´m PC cˇi specia´ln´ım zdrojem prˇesne´ho cˇasu
odvozene´ho od Global Positioning System (GPS).
Bylo oveˇrˇeno, zˇe d´ıky vyuzˇit´ı protokolu PTP je odchylka loka´ln´ıch zdroj˚u cˇasu od
referencˇn´ıho mensˇ´ı nezˇ jedna mikrosekunda (rˇa´doveˇ stovky nanosekund). Prˇi vyuzˇit´ı
specia´ln´ıch s´ıt’ovy´ch prˇep´ınacˇ˚u s podporou PTP protokolu bylo dosazˇeno odhcylky
mensˇ´ı nezˇ sto nanosekund.
Aby nekolidovaly velke´ objemy nameˇrˇeny´ch dat z modul˚u (ktere´ data pr˚ubeˇzˇneˇ
odes´ılaj´ı do PC) se synchronizacˇn´ımi znacˇkami PTP protokolu, ktery´ je vzhledem
k distribuobvane´ povaze syste´m kl´ıcˇovy´, byl navrzˇen cˇasovy´ multiplex, ktery´ deˇl´ı
prˇ´ıstup ke sbeˇrnici Ethernet do cˇasovy´ch ra´mc˚u, ktere´ zasˇt’uj´ı vyhrazene´ pa´smo pro
synchronizacˇn´ı zpra´vy.
Cˇasovy´ multiplex take´ zajiˇst’uje separa´tn´ı cˇasove´ ra´mce pro odes´ıla´n´ı dat z jed-
notlivy´ch modul˚u, takzˇe jednotlive´ moduly neodes´ılaj´ı data soucˇasneˇ. T´ım je
prˇedcha´zeno periodicky´m na´por˚um na prˇenosovou kamacitu rozhran´ı Ethernet.
Da´le bylo vytvorˇeno SW vybaven´ı pro nadrˇazeny´ pocˇ´ıtacˇ, prostrˇednictv´ım ktere´ho
je mozˇne´ ovla´dat jednotlive´ moduly a ukla´dat data, ktera´ jsou prostrˇednictv´ım
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modul˚u meˇrˇena. Data jsou ulozˇena ve formeˇ CSV souboru, kde kazˇdy´ sloupec dat
reprezentuje jeden kana´l meˇrˇ´ıc´ı u´strˇedny.
Po vytvorˇen´ı funkcˇn´ıho prototypu distribuovane´ meˇrˇ´ıc´ı u´strˇedny bylo mozˇno
zacˇ´ıt realizovat akusticky´ sledovac´ı syste´m, jehozˇ vstupn´ı cˇa´st je tvorˇena mikrofony
s prˇedzesilovacˇem a byla v ra´mci pra´ce navrzˇena a realizovna´na na desce plosˇny´ch
spoj˚u.
K periodicke´ lokalizaci objektu byl rozsˇ´ıˇreno programove´ vybaven´ı meˇrˇ´ıc´ı u´strˇedny
o funkci kruhove´ho meˇrˇen´ı, ktere´ periodicky pln´ı nameˇrˇena´ data do souboru o kon-
stant´ı velikosti (tedy jednotliva´ data jsou posouva´na).
V ra´mci pra´ce byl navrzˇen a implementova´n algoritmus GCC-PHAT pro odhad
zpozˇdeˇn´ı signa´l˚u a vytvorˇeny metody prˇedzpracova´n´ı dat a filtrova´n´ı vy´stupn´ıch
hodnot s ohledem na fyzika´ln´ı za´konitosti spojene´ s akustickou lokalizac´ı v uzavrˇene´
mı´stnosti.
Fina´ln´ı fa´z´ı diplomove´ pra´ce bylo oveˇrˇen´ı spra´vnosti realizace cele´ zde popiso-
vane´ pra´ce na kontinua´ln´ı lokalizaci (sledova´n´ı) zdroje zvuku v rovnieˇ pomoc´ı trˇech
mikrofon˚u rozmı´steˇny´ch v mı´stonosti.
Vy´sledky vsˇech pokus˚u jsou zdokumentova´ny v sekci ?? a to jak pro urcˇen´ı
vzda´lenosti zdroje od pocˇa´tku sourˇadne´ soustavy cˇi azimutu, tak pro vy´pocˇet
samotny´ch sourˇadnic zdroje.
Dosazˇene´ vy´sledky jsou vzhledem k chybeˇ urcˇen´ı radiusu a azimutu pomeˇrneˇ dobre´
a souhlas´ı take´ s prˇesnost´ı popisovanou v literaturˇe [11], [13] nebo [14].
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
ARM Advanced RISC Machine
CAN Controller Area Network
CPU Central Processing Unit
CRC Cyclic Redundancy Check
CSV Comma-Separated Values
DFSE Dominant Frequency Selection Algoritm
DMA Direct Memory Access
DPS Deska Plosˇny´ch Spoj˚u
FTSP Flooding Time Synchronization Protocol
GCC Generalized Cross Correlation
GPIB General Purpose Interface Bus
GPIO General Purpose Input/Output
GPS Global Positioning System
HTTP Hypertext Transport Protocol
IEEE-1588 Institute of Electrical and Electronics Engineers
IGMP Internet Group Management Protocol
JSON JavaScript Object Notation
JTAG Joint Test Action Group
LED Light-Emitting Diode
MAC Media Access Control
MCU Mikrokontroler
MII Media Independent Interface
NTP Network Time Protocol
PC Personal Computer
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PCI Peripheral Component Interconnect
PHY Ethernet physical transceiver
PoE Power over Ethernet
PTP Precision Time Protocol
PXI PCI Extensions for Instrumentation
RBTS Reference Broadcast Time Synchronization
RISC Reduced Instruction Set Computer
RMII Reduced Media Independent Interface
ROM Read Only Memory
RTC Real-Time Clock
RTOS Real-Time Operating System
SCPI Standard Command for Programmable Instruments
SRAM Static Random Access Memory
STM32 32-bitovy´ mikrokontroler s ja´drem ARM cortex-M3 od firmy ST
Microelectronics
SWD Serial Wire Debug
TCP Transmission Control Protocol
UDP User Datagram Protocol
USART Universal synchronous/asynchronous receiver/transmitter
USB Universal Serial Bus
UTP Unshielded Twisted Pair
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Obr. A.1: Vrstva TOP, meˇrˇ´ıtko 1:1
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Obr. A.2: Vrstva BOT, meˇrˇ´ıtko 1:1
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A.3 Rozmı´steˇn´ı soucˇa´stek na DPS



























L1 68nH/Imax =500mA (R=0,38Ω) 1206






JP1 pinova´ liˇsta 24 pin˚u, dvourˇada´ RM = 2,54mm
JP2 pinova´ liˇsta 24 pin˚u, dvourˇada´ RM = 2,54mm
MIC1 dutinkova´ liˇsta 2 piny, dvourˇada´ RM = 2,54mm
MIC2 dutinkova´ liˇsta 2 piny, dvourˇada´ RM = 2,54mm
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B POUZˇITE´ NA´ZVOSLOVI´
Teorie cˇasove´ synchronizace s sebou nese znacˇne´ mnozˇstv´ı technicky´ch pojmu˚ a
termı´n˚u. Tato prˇ´ıloha poskytuje definici neˇkolika za´kladn´ıch pojmu˚, cˇtena´rˇi by to
meˇlo usnadnit porozumeˇn´ı a pochopen´ı textu te´to pra´ce.
Pojmem master budu da´le v textu oznacˇovat meˇrˇ´ıc´ı modul, Personal Computer
(PC) nebo jake´koliv jine´ zarˇ´ızen´ı, ktere´ v dane´ aplikaci funguje jako cˇasova´ reference,
podle ktere´ ostatn´ı zarˇ´ızen´ı v s´ıti synchronizuj´ı sv˚uj vlastn´ı loka´ln´ı cˇas.
Oznacˇen´ı slave bude pouzˇito pro meˇrˇ´ıc´ı modul, PC nebo jake´koliv jine´ zarˇ´ızen´ı,
ktere´ synchronizuje sv˚uj vlastn´ı loka´ln´ı cˇas podle referencˇn´ıho master zarˇ´ızen´ı.
Pojem jitter se v elektronice pouzˇ´ıva´ pro oznacˇen´ı nezˇa´douc´ı odchylky jedne´
nebo v´ıce charakteristik zdroje hodinove´ho taktu od vy´robcem uda´vane´ hodnoty.
V elektronice se termı´nem (frekvencˇn´ı) drift oznacˇuje nezˇa´douc´ı jev, prˇi ktere´m
docha´z´ı k posunu frekvence zdroje periodicke´ho signa´lu od jeho nomina´ln´ı hodnoty.
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