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Abstract
We de'ne the mixed ADE singularities, which are generalizations of the ADE plane curve
singularities to the case of mixed characteristic. The ADE plane curve singularities are precisely
the equicharacteristic plane curve singularities of 'nite Cohen–Macaulay type; we show that the
mixed ADE singularities also have 'nite Cohen–Macaulay type. c© 2002 Elsevier Science B.V.
All rights reserved.
MSC: 13C05; 13C14; 16G50
Let (R;m) be a (commutative Noetherian) local ring of Krull dimension d. A
nonzero R-module M is maximal Cohen–Macaulay (MCM) provided it is 'nitely
generated and there exists an M -regular sequence x1; : : : ; xd in the maximal ideal m. In
particular, R is a Cohen–Macaulay (CM) ring if R is a MCM module over itself. The
ring R is said to have &nite Cohen–Macaulay type (or 'nite CM type) if there are,
up to isomorphism, only 'nitely many indecomposable MCM R-modules.
The complete equicharacteristic hypersurface singularities of 'nite CM type have
been completely characterized [2,4,5,8,13]. A complete equicharacteristic hypersurface
singularity is a ring of the form R=A=(f), where A=k[[x0; : : : ; xd]] is the ring of formal
power series over an algebraically closed 'eld k and f is a non-zero element in the
square of the maximal ideal of A. For d¿ 1 and char(k) = 2 it is known that such a
singularity has 'nite CM type if and only if R ∼= k[[x0; : : : ; xd]]=(g+x22+· · ·+x2d), where
g ∈ k[x0; x1] de'nes a simple plane curve singularity. For char(k) = 2; 3; 5, these simple
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plane curve singularities are de'ned by the following polynomials, corresponding to
certain Dynkin diagrams:
(An) x20 + x
n+1
1 (n¿ 1);
(Dn) x1(x20 + x
n−2
1 ) (n¿ 4);
(E6) x30 + x
4
1;
(E7) x0(x20 + x
3
1);
(E8) x30 + x
5
1 :
When char(k) is one of 2; 3; or 5, there are some additional normal forms [5,14].
This paper is concerned with showing certain classes of complete one-dimensional
hypersurfaces of mixed characteristic have 'nite CM type. Recall that a complete
one-dimensional hypersurface of mixed characteristic has the form R= V [[y]]=(f(y)),
where (V; pV ) is a discrete valuation ring and p is a prime number. These classes,
which we call the mixed ADE singularities, are the natural extensions of the simple
plane curve singularities to the situation where R does not contain a 'eld. See De'nition
3.1. Since Herzog has shown [7] that a complete Gorenstein local ring of 'nite CM
type must be a hypersurface, these classes represent a step toward a full classi'cation
of the complete one-dimensional Gorenstein local rings of 'nite CM type.
To prove that a given ring has 'nite CM type, we compute the Auslander–Reiten
quiver. The AR quiver encapsulates much of the structure of the category of MCM
modules over the ring. This structure is given in terms of Auslander–Reiten sequences,
also known as almost split sequences. Section 1 brieKy reviews the relevant properties
of AR sequences and quivers.
When computing AR quivers, we need a way to know whether we have the complete
quiver. Section 2 is devoted to proving such a result in this context (Theorem 2.7). This
type of result is called a Brauer–Thrall type theorem in [16]. All existing versions of
Brauer–Thrall type theorems assume that ring in question contains a 'eld; we replace
this restriction by the much milder assumption that the residual characteristic p not be
a zerodivisor.
The third section consists of the de'nitions of the mixed ADE singularities and
computation of their AR quivers. Not surprisingly, the AR quivers for the mixed ADE
singularities closely resemble their equicharacteristic counterparts. The assumption of
mixed characteristic does, however, impose some technical diLculties. For instance,
in two of the mixed ADE singularities, (Dn) and (E′7), the residual characteristic p
is a zerodivisor. This prevents us from applying Theorem 2.7. We resort to verifying
conditions due to J.A. Drozd and A.V. RoMNter (Theorem 3.6) to prove that these rings
have 'nite CM type. While eOective, this approach does not allow us to enumerate all
the MCM modules as we can in the other cases.
One obvious question raised by the results in this paper is whether the mixed ADE
singularities are, up to isomorphism, the only one-dimensional complete hypersurfaces
of 'nite CM type. I suspect that the mixed ADE singularities do not exhaust the
mixed-characteristic hypersurfaces of 'nite CM type, but a full classi'cation is out of
reach at this time. Yoshino [17, Proposition 8:5] uses delicate changes of variable to
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show that the simple singularities above are the only classes of equicharacteristic exam-
ples. Changes of variable in mixed characteristic are much less Kexible, and standard
techniques have not yet been up to the task.
1. Auslander–Reiten quivers
For this section, (R;m) is a complete CM local ring with algebraically closed residue
'eld. The theory of Auslander–Reiten quivers, originally developed by Auslander and
Reiten for the representation theory of Artin algebras, has been extended to the rep-
resentation theory of maximal Cohen–Macaulay R-modules. In this context, they turn
out to have an intimate relationship with the singularity associated with R. They also
give a wealth of information about the structure of the category of MCM R-modules.
Most of the results cited here can be found in Yoshino’s excellent monograph [17].
Let M be an indecomposable MCM R-module. An Auslander–Reiten (AR) sequence
ending in M is a nonsplit short exact sequence
0 −→ N p−→E q−→M −→ 0 (1)
such that (a) N is an indecomposable MCM R-module, and (b) any homomorphism of
MCM R-modules L −→ M that is not a split surjection factors through q. AR sequences
are unique up to isomorphism of exact sequences when they exist. We say also that
(1) is an AR sequence starting from N. The ring R is said to admit AR sequences if
for every nonfree indecomposable MCM R-module M there is an AR sequence ending
in M . A signi'cant result of Auslander gives a necessary and suLcient condition for
the existence of AR sequences.
Theorem 1.1 (Auslander [1]). The ring R admits AR sequences if and only if R is an
isolated singularity (that is; each localization Rp with p ∈ Spec(R) \ {m} is a regular
local ring).
In this paper, we will be considering one-dimensional CM local rings; such a ring
is an isolated singularity if and only if it is reduced.
In the AR sequence (1), N is called the AR translation of M , and we write N=(M).
Closely related to AR sequences are irreducible homomorphisms. A homomorphism of
MCM R-modules ’ :M −→ N is irreducible provided (a) ’ is neither a split injection
nor a split surjection, and (b) if ’ factors through a MCM module X as in the diagram
then either  is a split injection or  is a split surjection. The next lemma follows
from [17, 2:12] and the proof there.
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Lemma 1.2. Let M and L be indecomposable MCM R-modules; and assume that
there exists an AR sequence (1) ending in M. The following conditions are equivalent:
(1) L is isomorphic to a direct summand of E.
(2) There is an irreducible homomorphism L −→ M .
(3) There is an irreducible homomorphism (M) −→ L.
Each of these implies that the composition L −→ E −→ M is an irreducible homo-
morphism.
In fact, the irreducible homomorphisms L −→ M form a 'nite-dimensional vector
space over the residue 'eld of R, and [17, 5:5] the dimension of this vector space is
equal to the number of copies of L in the direct-sum decomposition of E.
We encode all the above data into a graph, called the Auslander–Reiten quiver of R.
Denition 1.3. Assume R is an isolated singularity. The AR quiver  of R is a graph
consisting of vertices, arrows, and dotted lines. The vertices are the isomorphism classes
of indecomposable MCM R-modules. We draw n arrows [A] −→ [B] if and only if
the dimension of the k-vector space of irreducible homomorphisms A −→ B is n. We
draw a dotted line between [A] and [B] if A ∼= (B).
The following lemma will be essential to understanding the structure of the AR
quiver.
Lemma 1.4 (Yoshino [17, 5.9]). Assume R (complete with algebraically closed residue
&eld) is an isolated singularity. Then the AR quiver  of R is a locally &nite graph
(that is; each vertex of  has only &nitely many arrows starting from it or ending
in it).
2. A Brauer–Thrall theorem in mixed characteristic
In proving that certain complete hypersurface rings of equal characteristic have 'nite
Cohen–Macaulay type, Yoshino (like Buchweitz et al. [2]) uses the following theorem
[17, 6:2]:
Theorem 2.1. Let R be a complete equicharacteristic CM local ring. Assume that R
is an isolated singularity and that the residue &eld is algebraically closed. Let  be
the Auslander–Reiten quiver of R; and assume that 0 is a connected component of
 with bounded multiplicity type. Then 0 = and  is a &nite graph. In particular;
R has &nite CM type.
In the statement of Theorem 2.1, to say that 0 has bounded multiplicity type
means that there exists an integer a such that for any [M ] in 0; e(M)¡a. (Recall
that the multiplicity e(M) of a module M over a local ring R of dimension d is the dth
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derivative of the Hilbert polynomial of M . If R is an integral domain or, more generally,
M is free of constant rank at the associated primes of R, then e(M)= e(R) · rank(M).)
All issues of connectedness in  refer to the undirected graph obtained by replacing
each arrow by an undirected edge and ignoring the dotted lines.
Theorem 2.1 is called a Brauer–Thrall type theorem in [16], by analogy with the
First Brauer–Thrall Theorem in the representation theory of Artin algebras. We will
use a result of this form to help us classify the mixed characteristic hypersurfaces of
'nite CM type. See Theorem 2.7.
The following notations will be in eOect for the rest of this section. Let V be a com-
plete discrete valuation ring of characteristic zero with uniformizing parameter  and
algebraically closed residue 'eld of characteristic p¿ 0. Let R be a one-dimensional
hypersurface over V , that is, R = V [[y]]=(f(y)) for some nonzero power series f in
the square of the maximal ideal of V [[y]]. Denote the maximal ideal of R by m. We
assume that  is not a factor of f, that is,  is a nonzerodivisor in R.
Note 'rst that we may assume that f is a monic polynomial in y with coeLcients
in V . Write f=
∑∞
n=0 un
anyn, where the an are nonnegative integers and un are units
of V . Since  does not divide f by assumption, an = 0 for some n¿ 0. Let m be the
smallest integer such that am = 0. Then f is regular of order m (see [9, IV]). By the
Weierstrass Preparation Theorem [9, IV, 9:2], there is a linear change of variable, ",
such that R ∼= V [[y]]=("(f)) and "(f) is a monic polynomial in y of degree m in
which the coeLcient of yi is divisible by  for each i¡m. It follows from [9, IV,
9:1] that R is a 'nitely generated V -module, generated by {1; y; : : : ; ym−1}.
Recall that the Noether di:erent of R over V; NV (R), is de'ned as follows: Let
$ :R⊗V R −→ R be the multiplication map, and let J be the kernel, so we have the exact
sequence 0 −→ J −→ R⊗V R −→ R −→ 0. Set NV (R)=$(AnnR⊗V R(J )). Our interest in
the Noether diOerent NV (R) stems from the fact that reduction modulo a nonzerodivisor
x contained in NV (R) induces an embedding of the category of MCM R-modules into
the category of R=(x)-modules. Such an element x is called an e;cient parameter by
Yoshino [17]. The embedding will preserve indecomposability and multiplicity, and
will allow us to apply a lemma due to Harada and Sai [6] to prove a version of the
Brauer–Thrall theorem. The following lemma identi'es an eLcient parameter in our
context.
Lemma 2.2. Let V and R be as above; and further assume that R is reduced. Then
there is an integer t such that t ∈ NV (R).
Proof. Let K denote the quotient 'eld of V . Then R[−1] = K[y]=(f(y)) is a 'nite-
dimensional K-algebra. It is easy to see that, since f is squarefree over V , f is also
squarefree over K . So K[y]=(f(y)) is a product of simple 'eld extensions of K . Since
K has characteristic zero, the extensions are separable. Thus, there exist polynomials
g and h in K[y] such that gf+f′h=1. Clearing denominators and killing f, we see
that, for some t; t is in the ideal of R generated by f′(y), so it is enough to show
that f′(y) ∈ NV (R).
230 G.J. Leuschke / Journal of Pure and Applied Algebra 167 (2002) 225–257
Write f(y) =
∑n
i=0 viy
i, where vi ∈ V . Then f′(y) =
∑n
i=1 iviy
i−1. Put
=
n∑
i=1
i−1∑
j=0
vi(yj ⊗ yi−j−1):
It is easy to check that $() = f′. We claim that  ∈ AnnR⊗V R(J ). First note that an
easy calculation shows that (1⊗ y − y ⊗ 1) = 0.
(1⊗ y − y ⊗ 1) = (1⊗ y)− (y ⊗ 1)
=
n∑
i=1
i−1∑
j=0
vi(yj ⊗ yi−j)−
n∑
i=1
i−1∑
j=0
vi(yj+1 ⊗ yi−j−1)
=
n∑
i=1
i−1∑
j=0
vi(yj ⊗ yi−j)−
n∑
i=1
i∑
j=0
vi(yj ⊗ yi−j)
=
n∑
i=1
vi
 i−1∑
j=0
yj ⊗ yi−j −
i∑
j=1
yj ⊗ yi−j

=
n∑
i=1
vi(1⊗ yi − yi ⊗ 1)
=
n∑
i=1
1⊗ viyi −
n∑
i=1
viyi ⊗ 1
= 1⊗ (−v0)− (−v0)⊗ 1
= 0:
Since 1⊗ ys − ys ⊗ 1= (1⊗ y− y⊗ 1)(1⊗ ys−1 + y⊗ ys−2 + · · ·+ ys−1 ⊗ 1), we see
that (1⊗ ys − ys ⊗ 1) = 0 for all s ¿ 1. As pointed out before, R is generated as a
V -module by the powers of y, so this shows that (1⊗ r− r⊗1)=0 for every element
r in R. Since J is generated over R⊗V R by elements of the form 1⊗ r − r ⊗ 1, this
shows that J = 0.
The proofs of the following two statements are identical to those in [17] (Propositions
6:14 and 6:16).
Proposition 2.3. Let V and R be as above; and let M and N be MCM R-modules.
Assume that t ∈ NV (R) for some t ¿ 1. Then for any R-module homomorphism
’ :M=2tM −→ N=2tN; there exists a homomorphism  :M −→ N such that ’ ⊗R
R=(t) =  ⊗R R=(t).
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Corollary 2.4. Let V and R be as above; and assume that t ∈ NV (R) for some t ¿ 1.
Let M be a MCM R-module. Then M is indecomposable if and only if M=2tM is
indecomposable.
For the rest of this section, we assume that f (that is, R) is reduced, and we 'x
an integer t such that t ∈ NV (R). Since R has dimension 1 and is reduced, R has
an isolated singularity, and so R admits AR sequences (Theorem 1.1). Let  be the
AR quiver for R, and let 0 be a connected component. Assume that 0 has bounded
multiplicity type, that is, there exists an integer a such that e(M)6 a for any vertex
[M ] in 0. Then for any such M , the length ‘(M=2tM) is bounded above by ab,
where b is the smallest integer such that (; y)b ⊆ 2tR [17, 1.7].
In what follows, call a homomorphism ’ between two R-modules trivial modulo
2t if ’ ⊗R R=(2t) = 0. The next result is referred to as a Harada–Sai Lemma in
[16]. The original Harada–Sai Lemma is as follows [6]: Let S be a Artinian ring and
'x a nonnegative integer r. Let Ni; 0 6 i 6 2r , be indecomposable nonzero 'nitely
generated S-modules such that ‘(Ni) 6 r for i = 0; : : : ; 2r , and let gi :Ni−1 −→ Ni,
i = 1; : : : ; 2r , be homomorphisms which are not isomorphisms. Then the composition
g2r g2r−1 · · · g2g1 is zero.
Lemma 2.5 (Yoshino [16, 6.20]). Keep the notation introduced thus far; and &x an
integer r ¿ 0. Let Mi; 0 6 i 6 2r ; be indecomposable MCM R-modules; and
let fi :Mi−1 −→ Mi; i = 1; : : : ; 2r ; be homomorphisms which are not isomorphisms.
Assume that ‘(Mi=2tMi)6 r for i=0; : : : ; 2r . Then the composition f2rf2r−1 · · ·f2f1
is trivial modulo 2t .
Proof. In order to apply the original Harada–Sai Lemma to S=R=(2t); Ni=Mi=2tMi,
and gi =fi⊗R S, we need only show that Mi=2tMi is indecomposable for i=0; : : : ; 2r ,
and that no fi⊗R S is an isomorphism. The 'rst statement follows from Corollary 2.4.
For the second, assume that fj ⊗R S is an isomorphism for some j. Then by Eisenbud
[3, 21.13], fj is an isomorphism, a contradiction.
The proof of the next lemma is very similar to that of Ringel [12, p. 113].
Lemma 2.6. Keep the notation introduced thus far. Let M and N be two indecom-
posable MCM R-modules; and let ’ :M −→ N be a homomorphism that is not trivial
modulo 2t . Then [M ] ∈ 0 i: [N ] ∈ 0. Moreover; if either is in 0; then [M ] and
[N ] are connected by a path in 0 of length less than 2ab.
Proof. First assume that [N ] is in 0. Fix a nonnegative integer n, to be determined
later. Assume there is no path 1 in the undirected graph  such that (a) 1 connects
[M ] to [N ] and (b) 1 has length strictly less than n. We claim that there is a chain
of homomorphism between indecomposable MCM R-modules
M
g−→Nn fn−→Nn−1fn−1−→· · · −→ N1 f1−→N0 = N (2)
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such that each fi is irreducible and the composition f1f2 · · ·fng is not trivial modulo
2t . We construct chain (2) by induction on n. If n= 0, then we take g= ’, so there
is nothing to show. Assume n¿ 1. By the induction hypothesis, there is a chain
M
g−→Nn−1fn−1−→Nn−2 −→ · · · −→ N1 f1−→N0 = N
such that each fi; i = 1; : : : ; n − 1 is irreducible, each Ni is indecomposable, and the
composition f1f2 · · ·fn−1g is not trivial modulo 2t . The assumption that there is no
chain in the AR quiver of length less than n implies that g is not an isomorphism. We
will extend this chain.
First suppose that Nn−1 is not free. Then there is an AR sequence
0 −→ L −→ E q−→Nn−1 −→ 0 (3)
ending in Nn−1. Write E as a direct sum of indecomposable MCM R-modules, E =⊗s
i=1 Ei. Then we can decompose q =
∑s
i=1 qi, where each qi :Ei −→ Nn−1 is an
irreducible homomorphism by Lemma 1.2. The homomorphism g :M −→ Nn−1 is not
an isomorphism, so is not a split surjection since both modules are indecomposable.
The de'ning property of the AR sequence ending in Nn−1 then implies the existence
of a homomorphism h :M −→ E such that the triangle
commutes. Write h =
∑s
i=1 hi for homomorphisms hi :M −→ Ei. Note that if any hi
is an isomorphism, then M is a direct summand of E, and so there is an irreducible
homomorphism M −→ N . If this is the case, [M ] and [N ] are clearly connected
by a path (of length one!) in 0, so we may assume that no hi is an isomorphism.
Since f1f2 · · ·fn−1g is not trivial modulo 2t ; f1f2 · · ·fn−1(qh) is not trivial mod-
ulo 2t . We have qh =
∑s
i=1 qihi, so there is an index j; 1 6 j 6 s, such that
f1f2 · · ·fn−1(qjhj) is not trivial modulo 2t . This gives the chain of homomorphisms
M
hj−→Ej qj−→Nn−1fn−1−→· · · −→ N1 f1−→N0 = N
such that qj is an irreducible homomorphism between indecomposable MCM modules,
hj is not an isomorphism, and the composition is not trivial modulo 2t . We have
extended the chain and completed the proof of the claim in the case where Nn−1 is
not free.
Now suppose that Nn−1 ∼= R is free. Then since g is not an isomorphism, g(M) ⊆ m;
the maximal ideal of R. Since dim(R) = 1; m is a MCM R-module, and we have
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where h is the natural inclusion. We claim that h is irreducible. Suppose there is a
factorization
with X a MCM R-module. If  is not a split surjection, the (X ) ⊆ m, and since
(x) = x for every x ∈ m,  is a split monomorphism. This shows that the inclusion
h :m −→ R is irreducible. Decompose m=⊕si=1 Ei with each Ei indecomposable, and
write g′=
∑s
i=1 g
′
i ; h=
∑s
i=1 hi for maps g
′
i :M −→ Ei and hi :Ei −→ R. Then, as before,
f1f2 · · ·fn−1hjg′j is nontrivial modulo 2t for some j, and each hj is irreducible. This
extends chain (2) and completes the proof of the claim.
Suppose now that [M ] ∈ 0. Put n=2ab. Since there is no path 1 in  of length less
than n that connects [N ] to [M ], we obtain the chain of homomorphisms (2). Since
f1f2 · · ·fng is nontrivial mod 2t , so is f1f2 · · ·fn, and we have a contradiction to
Lemma 2.5.
Suppose, conversely, that [M ] ∈ 0. We use an argument exactly dual to the one
above to prove that [N ] ∈ 0: The claim this time is that if there is no path of length
less than n connecting [M ] to [N ], then there is chain of homomorphisms between
indecomposable MCM R-modules
M =M0
f1−→M1 f2−→· · · −→ Mn−1 fn−→Mn g−→N
such that each fi is an irreducible homomorphism, g is not an isomorphism, and the
composition is not trivial modulo 2t .
Theorem 2.7. Let (V; ) be a complete discrete valuation ring with algebraically
closed residue &eld; and set R=V [[y]]=(f) for some nonzero nonunit f ∈ V [[y]]. As-
sume that R is reduced and that  is not a factor of f. Let  be the Auslander–Reiten
quiver of R; and let 0 be a nonempty connected component of  with bounded mul-
tiplicity type. Then 0 =  and  is a &nite graph. In particular; R has &nite CM
type.
Proof. Let [M ] ∈ 0. Then, by Nakayama’s lemma, there exists a nonzero element
x ∈ M \ 2tM , so there is a homomorphism ’ :R −→ M , taking 1 to x, such that ’ is
nontrivial modulo 2t . Lemma 2.6 shows that [R] ∈ 0. Then for any [N ] ∈  we can
de'ne a homomorphism  :R −→ N in the same way and deduce that [N ] ∈ 0.
To see that  is a 'nite graph, note that by Lemma 2.6, any vertex of  is connected
to [R] by a chain of arrows of length less than 2ab. Since  is a locally 'nite graph
(Lemma 1.4),  is 'nite.
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3. Mixed ADE singularities
The goal of this section is to compute the Auslander–Reiten quivers of the mixed
ADE singularities, and thereby show that they have 'nite CM type. The mixed ADE
singularities are the natural generalizations of the simple plane curve singularities over
a 'eld, which are known to be precisely those plane curve singularities of 'nite CM
type (see the introduction). All our proofs in this section are modeled on those in
[16,17]. The matrix calculations that make up the bulk of this section are essentially
those of KnTorrer [8].
De&nitions and preliminaries: Throughout this subsection, we keep the notation of
Section 2: Let (V; ) be a complete discrete valuation ring of characteristic zero and
residual characteristic p¿ 0. Let R= V [[y]]=(f) be a hypersurface over V , where f
is a nonzero nonunit of S = V [[y]]. We always assume that f is square-free, that is,
R is an isolated singularity.
Denition 3.1. We say that R is a mixed ADE singularity if R is isomorphic to S=(g),
where g is one of the following:
(An) y2 + n+1 (n¿ 2); (A′n) 
2 + yn+1 (n¿ 2);
(Dn) (y2 + n−2) (n¿ 4); (D′n) y(
2 + yn−2) (n¿ 4);
(E6) y3 + 4; (E′6) 
3 + y4;
(E7) y(y2 + 3); (E′7) (
2 + y3);
(E8) y3 + 5; (E′8) 
3 + y5:
In order to apply Theorem 2.7 to conclude that the Auslander–Reiten quivers of these
rings are connected, we must assume that  is not a zerodivisor. This rules out (Dn)
and (E′7); we will deal with these separately.
We now brieKy review some relevant facts about extensions and Auslander–Reiten
quivers in the speci'c context of this section.
Lemma 3.2 (Yoshino [17, 9.8 and 3.11]). Let R=V [[y]]=(f) be as above. Let M be
a nonfree indecomposable MCM R-module. Then
(a) The AR translation of M is given by (M) ∼= syz1R(M).
(b) The socle of Ext1R(M; (M)) is a one-dimensional vector space over the residue
&eld of R; and any generator of this socle represents the AR sequence ending
in M.
We will use pullbacks extensively in the computations that follow. Given a ring A,
a short exact sequence of A-modules
0 −→ M ′ g
′
−→M g−→M ′′ −→ 0 (4)
and a homomorphism of A modules h :X −→ M ′′, we can form the pullback ('bred
product) of M and X over M ′′:
P = {(m; x) ∈ M ⊕ X : g(m) = h(x)}:
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The pullback 'ts into a commutative diagram with exact rows:
0 −→ M ′ −→ P −→ X −→ 0∥∥∥ ∣∣∣  h
0 −→ M ′ g
′
−→ M g−→ M ′′ −→ 0:
Denition 3.3. We will refer to the exact sequence 0 −→ M ′ −→ P −→ X −→ 0 as
the pullback of (4) by h.
The next lemma follows from the functoriality of Ext (see, for example, [10, Chapter
III]:
Lemma 3.4. With notation as above; assume that h :X −→ M ′′ factors through a
free A-module. Then the pullback of (4) by h is a split exact sequence.
We will also make heavy use of the theory of matrix factorizations over a hyper-
surface A = B=(f), where B is a regular local ring. We review this theory here, but
refer to [17, Chapter 7] for the details. Let M be a MCM A-module with no nonzero
free summands. There is an exact sequence of B-modules
0 −→ Bm ’−→Bm −→ M −→ 0
where m is the number of generators required for M . We can regard ’ as an m × m
matrix with entries in the maximal ideal of B. There is another m× m matrix  such
that both compositions ’ and  ’ are equal to f times the m×m identity matrix. The
pair (’;  ) is called the reduced matrix factorization corresponding to M . In fact, the
A-free resolution of M is periodic of period 2, and the matrices appearing in it are
’⊗B A and  ⊗B A.
Suppose now that N is another MCM A-module with no nonzero free summand, with
corresponding reduced matrix factorization (’′;  ′), and suppose h :N −→ syz1R(M) is
a homomorphism. Since the resolution of M is periodic of period 2, syz1A(M) has
reduced matrix factorization coker( ; ’). We can choose homomorphisms  and  to
make the following diagram commute:
Bm
’′−→ Bm −→ N −→ 0

  h
Bn
 −→ Bn −→ syz1A(M) −→ 0:
Since M is its own second syzygy, we have an exact sequence
0 −→ M −→ An −→ syz1A(M) −→ 0: (5)
Applying HomA(N;−) induces a surjection
3 : HomA(N; syz1A(M)) −→ Ext1A(N;M)
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(recall that A is a hypersurface, hence Gorenstein, so Ext1A(N; A
n) = 0). Now, the
image of the map h ∈ HomA(N; syz1A(M)) under 3 can be represented by a short exact
sequence 0 −→ M −→ L −→ N −→ 0, which is a pullback of (5) by h (see, for
example, [10, Lemma III:1:2]). These considerations lead us to the following lemma,
a major tool in the calculations to follow.
Lemma 3.5 (Yoshino [17, 7.8]). With notation as above; L is a MCM A-module; and
the reduced matrix factorization corresponding to L is([
’ 
0 ’′
]
;
[
 −
0  ′
])
:
We are now ready to begin computing the AR quivers of the mixed ADE singular-
ities.
The (An) singularities, n even. Let R = V <y==(y2 + n+1), where n ¿ 2 is an even
integer. Then R is a singularity of type (An). We will show that R has 'nite CM type.
The polynomial y2 +n+1 has no linear factors, since n+1 is odd. Therefore, we have
matrix factorizations of y2 + n+1 of the form
’j =
[
y j
n−j+1 −y
]
; 06 j 6 n+ 1 (6)
and we will see that these are all matrix factorizations up to equivalence. Set Mj =
coker’j. Since elementary row and column operations transform ’j into ’n−j+1, Mj ∼=
Mn−j+1 for 06 j 6 n=2. Further, each Mj is indecomposable; a decomposition would
lead to a linear factorization of f. Finally, note that M0 ∼= R, and each Mj is isomorphic
to the ideal (y; j)R.
We now compute the AR sequence ending in Mj. Choose j ¿ 1. Since Mj is
isomorphic to its own 'rst syzygy, we have an exact sequence
0 −→ Mj −→ R2 −→ Mj −→ 0: (7)
Consider the two endomorphisms of Mj ∼= (y; j) given by multiplication by −y
and multiplication by n. We claim that the pullback of (7) given by either of these
endomorphisms is a split exact sequence. We need only show that each of these en-
domorphisms of Mj factors through the free module R2. De'ne a map Mj −→ R2 by
x → (−x0 ); then composition with the surjection [y j] :R2 −→ Mj is equal to multipli-
cation by −y. On the other hand, the map Mj −→ R2 taking x ∈ Mj to ( 0n−jx ) gives
a factorization of the map given by multiplication by n through the free module R2.
Let h be the endomorphism of Mj de'ned by multiplication by n=y, an element of
the total quotient ring of R. Then yh is multiplication by n, and h is multiplication
by −y. By the previous paragraph, the images of yh and h in Ext1R(Mj;Mj) are zero.
This shows that the image of h is in the socle of Ext1R(Mj;Mj). If we show that the
pullback of (7) by h is not a split sequence, then we will have show that the image
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of h in Ext1R(Mj;Mj) generates the socle. We can take
 =−=
[
0 j−1
−n−j 0
]
in (3) to represent h as a pair of maps between free modules. Thus, pulling back by
h gives a short exact sequence 0 −→ Mj −→ L −→ Mj −→ 0, where
L= coker

y j 0 j−1
n−j+1 −y −n−j 0
0 0 y j
0 0 n−j+1 −y
 :
It is a fairly straightforward matrix-equivalence computation to check that L is isomor-
phic to Mj−1 ⊕Mj+1. To wit:
y j 0 j−1
n−j+1 −y −n−j 0
0 0 y j
0 0 n−j+1 −y
∼

y 0 0 j−1
0 −y −n−j 0
y −j y j
n−j+2 y n−j+1 −y

∼

y 0 0 j−1
0 −y −n−j 0
0 −j y 0
n−j+2 0 0 −y

∼

y j−1 0 0
n−j+2 −y 0 0
0 0 −y −n−j
0 0 −j y
 :
Since the result of the pullback by h is not split (Mj−1 ⊕Mj+1 ∼= Mj ⊕Mj), the AR
sequence ending in Mj is indeed 0 −→ Mj −→ Mj−1 ⊕ Mj+1 −→ Mj −→ 0. Hence,
we can draw a connected component of the AR quiver for R.
By Theorem 2.7, this is the complete quiver. Thus R has 'nite CM type.
The (An) singularities, n odd. Let R = V [[y]]=(y2 + n+1), with n an odd positive
integer. Then V contains an element i such that i2 = −1 (the residue 'eld does, and
use Hensel’s Lemma to lift it back up to V ). Now, when n is odd R is not a domain,
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for we have y2 + n+1 = ((n+1)=2 + iy)((n+1)=2 − iy). Set N+ = R=((n+1)=2 + iy),
N− = R=((n+1)=2 − iy), and Mj = coker’j, where
’j =
[
y j
n−j+1 −y
]
; 16 j 6 n+ 1:
Then, as before, Mj ∼= Mn−j+1 is an ideal for j = 1; : : : ; (n + 1)=2, and M0 ∼= R.
Furthermore, M(n+1)=2 ∼= N+ ⊕ N−. Since they arise as matrix factorizations, N+; N−,
and Mj are all MCM R-modules. The AR translations are given by (−) = syz1R(−),
so (Mj) ∼= Mj, (N+) ∼= N−, and (N−) ∼= N+.
As in the case where n is even, the AR sequence for Mj is 0 −→ Mj −→ L −→
Mj −→ 0 where
L= coker

y j 0 j−1
n−j+1 −y −n−j+1 0
0 0 y j
0 0 n−j+1 −y
 ∼= Mj−1 ⊕Mj+1:
To compute the AR sequence ending in N+, consider the endomorphism h of N+ given
by multiplication by (n−1)=2. We have h= (n+1)=2 and yh= y(n−1)=2. Pulling back
the short exact sequence 0 −→ N− −→ R −→ N+ −→ 0 via 2iy gives a middle term
with presentation matrix[
(n+1)=2 + iy 2iy
0 (n+1)=2 − iy
]
∼
[
(n+1)=2 + iy 0
0 (n+1)=2 − iy
]
;
so multiplication by 2iy splits the resolution of N+. It follows that y splits the sequence,
since 2i is a unit, and so y(n−1)=2 does as well. We also have yN+=y((n+1)=2− iy)=
(n+1)=2((n+1)=2− iy), so yN+=(n+1)=2N+. This shows that the map h=(n+1)=2 also
splits the exact sequence 0 −→ N− −→ R −→ N+ −→ 0. It remains only to show that
pulling back via h does not split the sequence, and we will have that h generates the
socle of Ext1R(N+; N−). The sequence obtained by pulling back via h is 0 −→ N− −→
P −→ N+ −→ 0, where
P = coker
[
(n+1)=2 + iy (n−1)=2
0 (n+1)=2 − iy
]
∼= coker
[
iy (n−1)=2
−(n−1)=2 + iy (n+1)=2 − iy
]
∼= coker
[
iy (n−1)=2−1
−(n−1)=2 −iy
]
∼= Mn=2−1:
Since this is nonsplit, 0 −→ N− −→ M(n−1)=2 −→ N+ −→ 0 is the AR sequence
ending in N+. Taking syzygies, we see that the AR sequence ending in N− is 0 −→
N+ −→ M(n−1)=2 −→ N− −→ 0.
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Thus a connected component of the AR quiver for R is as follows.
By Theorem 2.7, this is the whole quiver, and so R has 'nite CM type. This completes
the (An) singularities.
The (A′n) singularities. Let R = V [[y]]=(
2 + yn+1). The matrix calculations of the
previous section hold true if y and  are interchanged, so R has 'nite CM type.
The (Dn) singularities, n even. Let R = V [[y]]=(y2 + n−1), where n ¿ 4 is an
even integer. As before, there is an element i in R such that i2 = −1. Since  is
a zerodivisor in R, we cannot apply the methods of the previous section to draw a
connected component of the AR quiver for R and conclude that it is the whole quiver
using Theorem 2.7. Instead, to show that R has 'nite CM type we use criteria due to
Drozd and RoMNter. They asserted the theorem below, and proved it in the “classical”
case, where R is a localization of a 'nitely generated Z-algebra. It has since been
proved in the generality we need here by the work of Wiegand, Wiegand, and Cimen,
among others. See [15] for history and references.
Theorem 3.6 ([15, Theorem 3:3]). Let (R;m) be a one-dimensional reduced local ring
whose integral closure R˜ is &nitely generated as an R-module. Let $R(M) denote the
number of generators required for M as an R-module. Then R has &nite CM type
if and only if the following two conditions hold:
(DR1) $R(R˜)6 3,
(DR2) $R((mR˜+ R)=R)6 1.
In our context, R is a complete one-dimensional reduced local ring, so R˜ is always a
'nitely generated R-module [11, p. 264]. Condition (DR1) says simply that R has mul-
tiplicity at most 3, clearly true in this case. To verify (DR2), we must 'nd generators
for R˜ as an R-module.
Note that since n is even, R has three minimal primes: p=()R, q=(y+i(n−2)=2)R,
and r= (y− i(n−2)=2)R. The natural embedding of R into its total quotient ring Q(R)
factors through the product T = R=p× R=q× R=r. Since T is a module-'nite extension
of R which is contained in Q(R), R˜= T˜ . But
T ∼= V=()[[y]]× V [[y]]=(y + i(n−1)=2)× V [[y]]=(y − i(n−1)=2)
is a direct product of discrete valuation rings, so is integrally closed. So R˜=T . We claim
that as an R-submodule of Q(R), T is minimally generated by {1; n=2=y; n−2=y2}. To
see this, set a = 1 − n−2=y2, b =  + in=2=y, and c =  − in=2=y. Then a2 = a, and
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b and c both satisfy x2 − 2x = 0, so they are all integral over R. It is easy to see
that Ra × Rb × Rc ∼= R=p × R=r × R=q ∼= T . So T is generated over R by {1; a; b; c}.
Removing the redundant terms from a; b; c establishes the claim.
It is now easily checked that (mR˜ + R)=R requires exactly one generator, 3=y if
n= 4 and (n+2)=2=y if n¿ 6. By Theorem 3.6, R has 'nite CM type.
The (Dn) singularities, n odd. Let R=V [[y]]=(y2+n−1), where now n¿ 4 is an odd
integer. We again use Theorem 3.6 to show that R has 'nite CM type. Since n is odd,
R has only two minimal primes, p=()R and q=(y2 + n−2). The integral closure of
R is thus equal to the integral closure of T =R=p×R=q. In this case, T is not integrally
closed. We claim that generators for T˜ as an R-module are then {1; (n+1)=2=y; n−2=y2}.
Let a=n−2=y2 and b=1−a. Then a and b are idempotents, and Ra ∼= R=q, Rb ∼= R=p.
The integral closure of R=q = V [[y]]=(y2 + n−2) is well-known to be generated by
(n+1)=2=y. Since R=p is integrally closed, we see that {1; a; b; (n+1)=2=y} generate T˜
over R. Removing redundant terms gives the claim.
As before, criterion (DR2) now easily veri'ed: (mR˜+ R)=R is generated by 3=y if
n= 5 and by (n+3)=2=y if n¿ 7. By Theorem 3.6, R has 'nite CM type.
The (D′n) singularities, n odd. Let R = V [[y]]=(y
2 + yn−1), where n ¿ 4 is an odd
integer. Set
= [y];  = [2 + yn−2];
’j =
[
 yj
yn−j−2 −
]
;  j =
[
y yj+1
yn−j−1 −y
]
;
7j =
[
 yj
yn−j−1 −y
]
; 8j =
[
y yj
yn−j−1 −
]
: (8)
The index j runs from 0 to n−3. It is easy to check that (; ), (; ), (’j;  j), ( j; ’j),
(7j; 8j), and (8j; 7j) are all matrix factorizations of y2 + yn−1. Put
A= coker ; B= coker ;
Mj = coker’j; Nj = coker  j;
Xj = coker 7j; Yj = coker 8j: (9)
There is some collapsing here: M0 ∼= B, N0 ∼= A ⊕ R, and X0 ∼= Y0 ∼= R. Also,
X(n−1)=2 ∼= Y(n−1)=2, Mj ∼= Mn−j−2, Nj ∼= Nn−j−2, and Yj ∼= Xn−j−1 for j = 0; : : : ; n− 3.
In particular, they are all indecomposable (a module decomposition would give rise to
a nontrivial factorization of y2+n−1). Finally, before we compute the AR sequences,
note that Mj is isomorphic to the ideal (y; yi+1)R, and Yj is isomorphic to (; yj)R.
Using the fact that (−) ∼= syz1R(−) by Lemma 3.2, we can see that our collection of
modules is closed under AR translations. We now compute the AR sequences.
Note that B is isomorphic to the ideal (y)R. Consider the 'rst part of a free resolution
of B : 0 −→ A −→ R −→ B −→ 0. The endomorphism of B given by multiplication
by 2 factors through the free module R via x → −yn−2x. Similarly, the map on B
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given by multiplication by y factors through R via x → x. Hence both of these
endomorphisms of B split the resolution of B. We will show that the short exact
sequence given by pulling back the map given by multiplication by  represents the
socle element of Ext1R(B; A). The middle term of this sequence has presenting matrix[
 
0 
]
=
[
2 + yn−2 
0 y
]
∼
[
yn−2 
−y y
]
:
This is the presenting matrix for X1, so the result of pulling back via  is nonsplit,
and  maps to a nonzero socle element of Ext1R(B; A). Thus the AR sequence ending
in B is 0 −→ A −→ X1 −→ B −→ 0. Taking syzygies gives the AR sequence ending
in A : 0 −→ B −→ Y1 −→ A −→ 0.
On to the Mj. Recall that Mj ∼= (y; yj+1)R. We have the exact sequence 0 −→
Nj −→ R2 −→ Mj −→ 0. The endomorphism of Mj given by multiplication by −y
factors through the free module R2 via x → (−x0 ), while the map given by multiplication
by 2 factors through R2 via x → (−yn−2x0 ). Thus multiplication by both −y and 2
factor through R2, and so pulling back by either of these splits a free resolution of
Mj. If we show that pulling back by − does not split that resolution, we will have
identi'ed the element that generates the socle of Ext1R(Mj; Nj).
The map given by multiplication by − has a matrix factorization (:; ;), where
;=−:=
[
0 yj
−yn−j−2 0
]
and so the middle term of the short exact sequence obtained by pulling back via −
has presenting matrix
[
’j ;
0  j
]
∼

 yj 0 yj
yn−j−2 − −yn−j−2 0
0 0 y yj+1
0 0 yn−j−1 −y
∼

 yj 0 yj
yn−j−2 − −yn−j−2 0
−y −yj+1 y 0
0 0 yn−j−1 −y

∼

 yj 0 yj
0 − −yn−j−2 0
0 −yj+1 y 0
yn−j−1 0 yn−j−1 −y
∼

 yj 0 yj
0 − −yn−j−2 0
0 −yj+1 y 0
yn−j−1 −y 0 −y

∼

 0 0 yj
0 − −yn−j−2 0
0 −yj+1 y 0
yn−j−1 0 0 −y
∼

 yj+1 0 0
yn−j−2 −y 0 0
0 0 y yj
0 0 yn−j−1 −

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which is the presenting matrix for Xj+1⊕Yj. This shows that the image of − generates
the socle of Ext1R(Mj; Nj), and the AR sequence ending in Mj is 0 −→ Nj −→ Xj+1 ⊕
Yj −→ Mj −→ 0. For Nj, we can just take syzygies in the AR sequence ending in Mj.
This gives 0 −→ Mj −→ Yj+1 ⊕ Xj −→ Nj −→ 0 for the AR sequence ending in Nj.
Next we consider Yj, which is isomorphic to the ideal (; yj)R. Pull back the res-
olution 0 −→ Xj −→ R2 −→ Yj −→ 0 via the map given by multiplication by y on
Yj. Since y factors through R2 via x → ( xy0 ), the result splits. Now pull back by the
map given by multiplication by 2. Again, x → ( x0 ) is a map Yj −→ R2 which factors
2, so the result splits.
We now show that the result of pulling back by  is not split, so that multiplication
by  on Yj gives the socle element of Ext1R(Yj; Xj), that is, the AR sequence ending
in Yj. We can write = coker(:; ;), where
:=
[
0 yj
−yn−j−2 0
]
and
[
0 −yj−1
yn−j−1 0
]
:
A presenting matrix for the middle term of the extension obtained by pulling back by
 is thus

 yj 0 −yj−1
yn−j−1 −y yn−j−1 0
0 0 y yj
0 0 yn−j−1 
∼

 yj 0 −yj−1
yn−j−1 −y yn−j−1 0
y −yj+1 y 0
−yn−j−1 y 0 −

∼

 0 0 −yj−1
0 −y yn−j−1 0
0 yj+1 y 0
−yn−j−1 0 0 −

∼

 −yj−1 0 0
−yn−j−1 − 0 0
0 0 −y yn−j−1
0 0 yj+1 y
 :
This is the presentation matrix for Mj−1 ⊕ Nj, so the AR sequence ending in Yj is
0 −→ Xj −→ Mj−1⊕Nj −→ Yj −→ 0. As before, we take syzygies to see that the AR
sequence ending in Xj is 0 −→ Yj −→ Nj−1 ⊕Mj −→ Xj −→ 0.
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This allows us to draw a connected component of the AR quiver for R, and apply
Theorem 2.7 to conclude that it is the entire quiver and that R has 'nite CM type.
The (D′n) singularities, n even. Let R= V [[y]]=(y
2 + yn−1), where n¿ 4 is an even
integer. Then, as in the An singularities with n even, V contains an element i whose
square is −1. De'ne A; B; Mj; Nj; Xj, and Yj as in (8) and (9). Also let
C+ = coker(y(+ iy(n−2)=2)); C− = coker(y(− iy(n−2)=2));
D+ = coker(+ iy(n−2)=2); D− = coker(− iy(n−2)=2): (10)
Then, as in the case of n odd, M0 ∼= B⊕R, N0 ∼= A, and X0 ∼= Y0 ∼= R. Also, X(n−1)=2 ∼=
Y(n−1)=2, Mj ∼= Mn−j−2, Nj ∼= Nn−j−2, Xj ∼= Yn−j−1, and Yj ∼= Xn−j−1. Furthermore, Mj
is isomorphic to the ideal (y; yj+1)R, and Yj is isomorphic to (; yj)R. In this case,
however, M(n−2)=2 ∼= D+ ⊕ D− and N(n−2)=2 ∼= C+ ⊕ C−. Each of the new modules is
indecomposable, since each is isomorphic to an ideal of R. We already know that we
have AR sequences
0 −→ A −→ X1 −→ B −→ 0; 0 −→ B −→ Y1 −→ A −→ 0 (11)
and, for j = (n− 2)=2,
0 −→ Nj −→ Xj+1 ⊕ Yj −→ Mj −→ 0;
0 −→ Mj −→ Yj+1 ⊕ Xj −→ Nj −→ 0;
0 −→ Xj −→ Mj−1 ⊕ Nj −→ Yj −→ 0;
0 −→ Yj −→ Nj−1 ⊕Mj −→ Xj −→ 0: (12)
All that remains is to compute the AR sequences ending in C+ and D+. Clearly the AR
translation of C± is D±, and vice versa. From the decompositions M(n−2)=2 ∼= D+⊕D−
and N(n−2)=2 ∼= C+ ⊕ C− we get AR sequences
0 −→ D+ −→ X(n−2)=2 −→ C+ −→ 0;
0 −→ D− −→ X(n−2)=2 −→ C− −→ 0;
0 −→ C+ −→ Y(n−2)=2 −→ D+ −→ 0;
0 −→ C− −→ Y(n−2)=2 −→ D− −→ 0:
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Note that Y(n−2)=2 ∼= Xn=2, so we get the following connected component of the AR
quiver. Applying Theorem 2.7 again, we see that R has 'nite CM type.
The (E6) singularity. Let R= V [[y]]=(y3 + 4) and let
’1 =
[
y 
3 −y2
]
;  1 =
[
y2 
3 −y
]
;
’2 =
[
y 2
2 −y2
]
;  2 =
[
y2 2
2 −y
]
;
=

3 y2 y2
y −2 y2
y2 −y −3
 ;  =

 0 y
y −2 0
0 y −
 ;
7 =
’2
[
0 
−y 0
]
0  2
 ; 8=
  2
[
0 y
− 0
]
0 ’2
 :
Then each pair (’i;  i), (; ), (7; 8) is a matrix factorization of y3 + 4. Let Mi =
coker’i; Ni = coker  i; A = coker ; B = coker ; X = coker 7; Y = coker 8. We can
identify these modules more clearly. It is easy to check that M1 ∼= (y2; )R, N1 ∼=
(y; )R, N2 ∼= M2 ∼= (y2; 2)R, B ∼= (y2; y; 2)R, and A has rank 2. Also, X ∼= Y . Using
the fact that (−)=syz1R(−) we can see that our collection of modules is closed under
AR translations. It is clear that M1; N1; M2, and B, being ideals, are indecomposable;
since A is the 'rst syzygy of B (and vice versa), A is indecomposable as well. It will
follow from the computation of the AR quiver that X too is indecomposable. We now
compute the AR sequences.
Begin with N1 ∼= (y; )R. A presentation of N1 is given by 0 −→ M1 −→ R2 −→
N1 −→ 0. When we pull back along the endomorphism of N1 given by multiplication
by −3, we see that the map Nj −→ R2 given by x → ( 0−2x ) factors −3 through a
free module. Similarly, the map given by multiplication by y2 on N1 factors through
R2 via x → ( xy0 ). We will show that the endomorphism h of N1 given by multiplication
by −3=y gives the socle element of Ext1R(N1; M1), that is, the AR sequence ending in
N1. Note that yh = −3 and h = y2, so we need only show that pulling back by h
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does not split the short exact sequence 0 −→ M1 −→ R2 −→ N1 −→ 0. We can write
h= coker(:; ;), where
:=
[
0 1
−2 0
]
and ;=
[
0 −1
y2 0
]
:
A presenting matrix for the middle term of the AR sequence ending in N1 is thus’1
[
0 −1
y2 0
]
0  1
∼

y  0 −1
3 −y2 y2 0
0 0 y2 
0 0 3 −y
 ∼

0 0 0 −1
3 −y2 y2 0
−y −2 y2 
y2 y 3 −y

∼

0 0 0 −1
3 −y2 y2 0
−y −2 y2 0
y2 y 3 0
 ∼

1 0 0 0
0 3 y2 y2
0 y −2 y2
0 y2 −y −3
 :
Since this is the presenting matrix for A, the AR sequence ending in N1 is 0 −→
M1 −→ A −→ N1 −→ 0. As always, we take syzygies to see that the AR sequence
ending in M1 is 0 −→ N1 −→ B⊕ R −→ M1 −→ 0.
Now we compute the AR sequence ending in M2 ∼= (y2; 2)R. The resolution of
M2 starts out 0 −→ M2 −→ R2 −→ M 2 −→ 0. Pull back along the endomorphism of
M2 given by multiplication by y2. This map factors through R2, using x → ( x0 ) for
the splitting map M2 −→ R2. Similarly, the map x → ( 0−x ) factors the map given by
multiplication by −3 through R2.
These two maps are g and yg, respectively, where g is the endomorphism of M2
given by multiplication by −3=y. We will show that g gives the AR sequence ending
in M2. The map g has associated matrix factorization
(:; ;) =
([
0 
−y 0
]
;
[
0 −y
 0
])
;
so the middle term of the extension obtained by pulling back via g has presenting
matrix
8=
[
 2 ;
0  2
]
:
Since this extension does not split, g gives the socle element of Ext1R(M2; M2), and the
AR sequence ending in M2 is 0 −→ M2 −→ X −→ M2 −→ 0. (Recall that X ∼= Y .)
To 'nish the AR quiver, we use a process of elimination and count ranks. Consider
the AR sequence ending in A. The third term, A, has rank two and its 'rst syzygy,
B, has rank one. The middle term, then, must have rank three. It has a summand
isomorphic to M1, and the complement U must have rank two. Considering the AR
sequence for B, we see that the 'rst syzygy of U must have rank two as well. The
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AR sequences for N1 and M2 do not involve A, so U has no summand isomorphic to
either of those. The only option left is U ∼= X . This gives the AR sequence ending in
A : 0 −→ B −→ X ⊕ M1 −→ A −→ 0. The AR sequence ending in B is, taking 'rst
syzygies, 0 −→ A −→ X ⊕ N1 −→ B −→ 0.
Finally, the middle term of the AR sequence ending in X must have rank four, and
involves summands isomorphic to A; B, and M2. Hence the AR sequence is
0 −→ X −→ A⊕ B⊕M2 −→ X −→ 0:
The complete AR quiver is then as follows. We again use Theorem 2.7 to conclude
that it is indeed the whole quiver.
It is easy to see from the quiver that X is indecomposable. For example, if X had a
direct summand isomorphic to M2, then X ∼= M2 ⊕ M2, since X is isomorphic to its
own 'rst syzygy. But then the AR sequence ending in X splits, a contradiction. If, on
the other hand, X had a direct summand isomorphic to M1, then there would either
be an irreducible map from M2 to M1, or from M2 to N1, neither of which appears in
the quiver. The other cases are ruled out by observing again that X is isomorphic to
its own 'rst syzygy.
The (E′6) singularity. Let R= V [[y]]=(
3 + y4). This case is exactly symmetric to the
(E6) case just completed. So R has 'nite CM type.
The (E7) singularity. Let R=V [[y]]=(y3+y3). De'ne seven pairs of matrices over R:
= [y];  = [y2 + 3];
:=
[
y2 y
y2 −y2
]
; ;=
[
y 
2 −y
]
;
’1 =
[
y 
y2 −y2
]
;  1 =
[
y2 
y2 −y
]
;
’2 =
[
y 2
y −y2
]
;  2 =
[
y2 2
y −y
]
;
71 =

y2 −y2 −y2
y 2 −y2
y2 y y2
 ; 81 =

 0 y
−y y 0
0 −y 
 ;
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72 =

y2 −2 −y
y y −2
y2 y y2
 ; 82 =

y 0 
−y y2 0
0 −y y
 ;
73 =

y2 y  0
y2 −y2 0 
0 0 y 
0 0 2 −y
 ; 83 =

y  − 0
2 −y 0 −
0 0 y2 y
0 0 y2 −y2
 :
As usual, we put
A= coker ; B= coker ;
C = coker :; D = coker ;;
Mj = coker’j; Nj = coker  j;
Xj = coker 7j; Yj = coker 8j: (13)
It is an easy exercise to calculate the multiplicities of those modules, using, for instance,
[11, 14.7]. This will be useful later. We obtain
e(A) = 1; e(B) = 2;
e(C) = 4; e(D) = 2;
e(M1) = e(N1) = e(M2) = e(N2) = 3;
e(X1) = 6; e(Y1) = 3;
e(X2) = 5; e(Y2) = 4;
e(X3) = 6; e(Y3) = 6: (14)
The ring itself clearly has multiplicity 3. The modules A; B; C; D; M1; N1; M2, and
N2 are all indecomposable, since they are isomorphic to ideals. Indecomposability of
the remaining modules will follow from the form of the AR quiver.
First we compute the AR sequence ending in A. The beginning of a resolution of
A is 0 −→ B −→ R −→ A −→ 0. Since A ∼= R=(y), pulling back along the map given
by multiplication by y certainly splits this exact sequence. Since y2 kills A, we see
that 3A= (y2 + 3)A. Therefore, the map on A given by multiplication by 3 factors
through R by sending x ∈ A to x ∈ R, which then goes to (y2 + 3)x = 3x. We will
show that the socle of Ext1R(A; B) is generated by the image of 
2 ∈ HomR(A; A). A
presentation matrix for the middle term of the exact sequence obtained from 2 is[
y2 + 3 2
0 y
]
∼
[
y2 2
y −y
]
;
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which is the presenting matrix for N2. This exact sequence does not split, so the AR
sequence ending in A is thus 0 −→ B −→ N2 −→ A −→ 0. Taking syzygies gives the
AR sequence ending in B : 0 −→ A −→ M2 −→ B −→ 0.
Next, consider the AR sequence ending in D ∼= (y2; y)R. We will show that the
image of  generates the socle of Ext1R(D;C). Multiplication by 
2 on D factors through
R2 via the map D −→ R2 given by x → ( 0−x=2 ). Similarly, multiplication by y on D
admits a factorization x → (−x=30 ) through the free module R2. Thus, both these maps
give the zero element of Ext1R(D;C). Now, pulling back by  gives a nonsplit extension
with middle term
73 =

y2 y  0
y2 −y2 0 
0 0 y 
0 0 2 −y
 ;
so the AR sequence ending in D is 0 −→ C −→ X3 −→ D −→ 0. Taking syzygies
shows that the AR sequence ending in C is 0 −→ D −→ Y3 −→ C −→ 0.
Next, we compute the AR sequence ending in M1 ∼= (y2; )R. Consider the endomor-
phism h of M1 given by multiplication by y2=. Then yh is multiplication by −y2,
and h is multiplication by y2, both of which split a free resolution of M1, as we shall
show. The map on M1 given by −y2 factors through R2 via x → ( 0−yx ), so gives
the zero element of Ext1R(M1; N1). The map given by multiplication by y
2 admits a
factorization x → ( x0 ) through R2. So both of the maps yh and h result in split exact
sequences. All that remains is to show that h does not split a resolution of M1. The
map h is represented by the pair of matrices
=
[
0 1
−y2 0
]
;  =
[
0 −y
y 0
]
:
A presenting matrix for the middle term of the extension obtained by pulling back by
h is then
y2  0 −y
y2 −y y 0
0 0 y 
0 0 y2 −y2
 ∼

0 0 0 0
0  0 y
0 −y y 0
0 0 −y 
 :
This is the presenting matrix for R⊕ Y1, so the extension obtained by pulling back by
h is not split. Hence, the middle term of the AR sequence ending in M1 is R⊕Y1, and
the AR sequence is 0 −→ N1 −→ R⊕ Y1 −→ M1 −→ 0. Taking syzygies give the AR
sequence ending in N1; 0 −→ M1 −→ X1 −→ N1 −→ 0.
Continue with M2 ∼= (y2; 2)R. De'ne an endomorphism h of M by multiplication
by y2=. Then yh is multiplication by −y2, and h is multiplication by y2. The map
given by multiplication by −y2 admits the factorization x → ( 0−yx ) through the free
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module R2. Similarly, the map x → ( x0 ) from M2 to R2 factors multiplication by y2.
To show that h goes to the socle element of Ext1R(M2; N2), then, we need only show
that h does not split a free resolution of M2. A matrix factorization representing h is([
0 
−y2 0
]
;
[
0 −y
y 0
])
;
and so the middle term of the sequence obtained from h is presented by the matrix
y2 2 0 −y
y −y y 0
0 0 y 2
0 0 y −y2
 ∼

y 0 0 0
0 y2 −2 −y
0 y y −2
0 y2 y y2
 :
This gives the AR sequence ending in M2; 0 −→ N2 −→ A ⊕ X2 −→ M2 −→ 0, and
the AR sequence ending in N2 by taking syzygies: 0 −→ M2 −→ B⊕Y2 −→ N2 −→ 0.
In order to compute the rest of the AR sequences, we refer to the multiplicities
calculated earlier. Consider the AR sequence ending in Y3. Since Y3 and its 'rst syzygy,
X3, both have multiplicity 6, the middle term of the AR sequence must have multiplicity
12. We know that is isomorphic to D⊕ U for some U , which must have multiplicity
10 and not involve any of the other modules we have considered so far. Furthermore,
its 'rst syzygy must also have multiplicity 10. It is an easy process of elimination to
see that the only possibility is U ∼= X1 ⊕ Y2. Hence the AR sequence ending in Y3
is 0 −→ X3 −→ D ⊕ X1 ⊕ Y2 −→ Y3 −→ 0. Taking syzygies gives the AR sequence
ending in X3 : 0 −→ Y3 −→ C ⊕ Y1 ⊕ X2 −→ X3 −→ 0.
Next consider the AR sequence ending in X1. The middle term must have multiplicity
9. We already have arrows to X1 from X3 and M1, and M1 ⊕ X3 has multiplicity 9.
This gives the AR sequence 0 −→ Y1 −→ M1 ⊕ X3 −→ X1 −→ 0. Similar reasoning
gives the AR sequence ending in Y1 : 0 −→ X1 −→ N1 ⊕ Y3 −→ Y1 −→ 0.
Finally, the middle term of the AR sequence ending in X2 has multiplicity 9, and
has direct summands isomorphic to N2 and Y3, so is isomorphic to N2 ⊕ Y3. Taking
syzygies for the AR sequence ending in Y2, we get 0 −→ Y2 −→ N2⊕Y3 −→ X2 −→ 0
and 0 −→ X2 −→ M2 ⊕ X3 −→ Y2 −→ 0.
This completes a connected component of the AR quiver for R, and so we have the
whole quiver by Theorem 2.7.
As in case (E6), consideration of the structure of the AR quiver shows that all
the modules involved are indecomposable. For example, if X3 had a direct summand
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isomorphic to A, then there would be an arrow in the quiver from X2 to A, from C
to A, or from Y1 to A. None of these is present, so A is not a direct summand of X3.
The other possibilities for decompositions of Xi and Yi; i = 1; 2; 3, are all ruled out in
the same way.
The (E′7) singularity. Set R=V [[y]]=(
3+y3). The matrix calculations of the previous
section remain valid with y and  interchanged, but since  is a zerodivisor in R, we
cannot apply Theorem 2.7 to conclude that R has 'nite CM type. Instead, we use
Theorem 3.6 as in the case of the (Dn) singularities.
The minimal primes of R are p=()R and q=(2 +y3)R. Put T =R=p×R=q. Then
the embedding R ,→ T induces an embedding R˜ ,→ T˜ = R˜=p× R˜=q. Let a= 2=y3 and
b=1−a. Then a and b are idempotents, and we have Ra ∼= R=q; Rb ∼= R=p. since R=p ∼=
(V=())[[y]]; Ra is integrally closed. The integral closure of Ra ∼= V [[y]]=(2 + y3)
is generated over Rb by =y. Generators for T˜ as an R-submodule of Q(R) are thus
{1; a; b; =y}. We remove the redundant terms to obtain {1; =y; 2=y3}.
Criterion (DR2) is easily checked: (mR˜+R)=R is generated by 2=y2, and so R has
'nite CM type.
The (E8) singularity. Let R=V [[y]]=(y3+5), a simple singularity of type (E8). De'ne
eight pairs of matrices, and corresponding modules, over R:
’1 =
[
y 
4 −y2
]
;  1 =
[
y2 
4 −y
]
;
’2 =
[
y 2
3 −y2
]
;  2 =
[
y2 2
3 −y
]
;
1 =

 −y 0
0  −y
y 0 3
 ; 1 =

4 y3 y2
−y2 4 y
−y −y2 2
 ;
2 =

 −y 0
0 2 −y
y 0 2
 ; 2 =

4 y2 y2
−y2 3 y
−y2 −y2 3
 ;
:1 =

 y 0 3
y 0 −3 0
−3 0 −y2 0
0 −2 −y −y2
 ; ;1 =

0 y2 −3 0
−y2 y 0 −3
0 −2 −y 0
2 0  −y
 ;
:2 =
’2
(
0 
−y2 0
)
0  2
 ; ;2 =
  2
[
0 y
−2 0
]
0 ’2
 ;
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71 =
 2

0 0 y
−y 0 0
0 −y 0

0 2
 ; 81 =
 2

0 0 −y
y 0 0
0 y 0

0 2
 ;
72=

4 y2 0 −y2 0
−y2 y 0 −3 0
0 −2 −y 0 3
−y2 3 0 y2 0
3 0 −2 y −y2

; 82=

 −y 0 0 0
y 0 0 2 0
−2 0 −y2 0 −3
0 −2 0 y 0
0 0 2  −y

:
As always, we associate modules to these matrices by Mj=coker’j; Nj=coker  j; Aj=
coker j; Bj = coker j; Cj = coker :j; Dj = coker ;j; Xj = coker 7j; Yj = coker 8j for
j = 1; 2.
Some of these are ideals: M1 ∼= (y2; )R; M2 ∼= (y2; 2)R; N1 ∼= (y; )R; N2 ∼=
(y; 2)R; A1 ∼= (y2; y3; 4)R, and A2 ∼= (y2; y2; 4)R. The Ci and Di all have rank 2,
as does Y2. The remaining modules, X1; X2, and Y1, have rank 3.
The ideals among these modules are clearly indecomposable. The indecomposability
of the other modules will follow from the structure of the AR quiver computed below.
Let us compute the AR sequences ending in these modules, starting with M1 =
(y2; )R. Starting from a free presentation of M1; 0 −→ N1 −→ R2 −→ M1 −→ 0,
pull back along the endomorphisms of M1 given by multiplication by −4 and by y2
to get split extensions. Multiplication by y2 factors through R2 via x → ( x0 ), while
multiplication by −4 factors through R2 with x → ( 0−3x ).
The maps y2 and −4 are h and yh, respectively, where h is the endomorphism
of M1 de'ned by multiplication by y2=. We can show that h is in the socle of
Ext1R(M1; N1), and hence gives the AR sequence ending in M1. Write h= coker (; ),
where
=
[
0 1
−y3 0
]
and  =
[
0 −y
3 0
]
:
To identify the middle term of the extension given by h, consider

y2  0 −y
4 −y 3 0
0 0 y 
0 0 4 −y2
 ∼

0  0 −y
4 −y 3 0
y 0 y 
5 0 4 −y2
 ∼

0  0 −y
4 −y 3 0
y 0 y 
0 y 0 −y2

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∼

0  0 −y
0 −y 3 0
0 0 y 
0 y 0 −y2
 ∼

0  0 y
0 −y 3 0
0 y  0
0 0 0 0
 ∼

0  −y 0
0 0  −y
0 y 0 3
0 0 0 0
 :
This is the de'ning matrix for A1⊕R, so we get the AR sequence ending in M1 : 0 −→
N1 −→ A1 ⊕ R −→ M1 −→ 0. Taking syzygies implies that the AR sequence ending
in N1 is 0 −→ M1 −→ B1 −→ N1 −→ 0.
Now consider the 'rst part of a resolution of M2 ∼= (y2; 2)R : 0 −→ N2 −→ R2 −→
M2 −→ 0. Pull back by the map given by multiplication by 4 on M2. This admits a
factorization x → ( 02x ) through R2, so results in a split sequence. Similarly, the map
on M1 given by multiplication by −y2 factors through R2 with x → (−x0 ).
Let h be the endomorphism of M2 given by multiplication by 4=y. Then yh is mul-
tiplication by 4 and h is multiplication by −y2 on M2. Both of these endomorphisms
give split exact sequences, so if h does not give a split sequence, then h gives the
socle element of Ext1R(M2; N2). To identify the middle term of the sequence obtained
by pulling back by h, note that a matrix factorization for h is
([
0 
−y3 0
]
;
[
0 −y
−2 0
])
;
so the middle term of the sequence is given by the matrix ;2, which is a presentation
matrix for D2, and so the AR sequence is 0 −→ N2 −→ D2 −→ M2 −→ 0. Again,
syzygies give us that the AR sequence ending in N2 is 0 −→ M2 −→ C2 −→ N2 −→ 0.
Moving along, we consider a free resolution of A1 : 0 −→ B1 −→ R3 −→ A1 −→
0. Let h be the endomorphism of A1 given by multiplication by y2; then yh is
multiplication by −4 and h is multiplication by y2. Both of these maps factor through
the free module R3, via
x →

0
0
−x
 ; x →

x
0
0
 ;
respectively. Thus both h and yh induce split sequences. A matrix factorization rep-
resenting h is


0 0 3
− 0 0
0 3 0
 ;

0 0 −y2
y 0 0
0 y 0

 :
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A matrix computation shows that
4 y3 y2 0 0 −y2
−y2 4 y y 0 0
−y −y2 2 0 y 0
0 0 0  −y 0
0 0 0 0  −y
0 0 0 y 0 3

∼

0 y2 −3 0 0 0
−y2 y 0 −3 0 0
0 −2 −y 0 0 0
2 0  −y 0 0
0 0 0 0 y2 2
0 0 0 0 3 −y

which is not split, so that the middle term of the AR sequence ending in A1 is N1⊕D1.
This gives the AR sequence 0 −→ B1 −→ N1 ⊕ D1 −→ A1 −→ 0. Taking syzygies
gives the AR sequence ending in B1 : 0 −→ A1 −→ M1 ⊕ C1 −→ B1 −→ 0.
The computation for A2 ∼= (y2; y2; 4)R is very similar. Let h be the endomorphism
of A2 given by multiplication by 4=y. Then yh is multiplication by 4 and h is
multiplication by −y2 on A2. These both give split sequences: The maps
x →

−x
0
0
 ; x →

0
0
x

give factorizations of −y2 and 4, respectively, through R3. We can compute the middle
term of the exact sequence given by pulling back along h, and if it is nonsplit, we will
have identi'ed the AR sequence ending in A2. A matrix factorization representing

0 0 −3
2 0 0
0 2 0
 ;

0 0 y
−y 0 0
0 −y 0

 ;
the middle term is given by the matrix
71 =
 2

0 0 y
−y 0 0
0 −y 0

0 2
 ;
so the AR sequence ending in A2 is 0 −→ B2 −→ X1 −→ A2 −→ 0. Taking syzygies
gives the AR sequence ending in B2 : 0 −→ A2 −→ Y1 −→ B2 −→ 0.
In computing the rest of the AR sequences, we can use the process of elimination
and compute ranks, since R is a domain. First, consider the AR sequence ending in
C1. The 'rst term is D1, which has rank 2, so the middle term has rank 4. Since we
already have an arrow A1 −→ C1 in the AR quiver, we know that the middle term has
a direct summand isomorphic to A1. The complement has rank 3, and its 'rst syzygy
has rank 2 (since B1 has rank 2). So the complement is either X2 or a direct sum
of B1 and a rank-one module which has rank-one 'rst syzygy. If the latter, then the
rank-one would be one of M1; M2; N1, or N2. But we have already computed these AR
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sequences, and have no arrow from D1 to any of these. So X1 is the complement, and
the AR sequence ending in C1 is given by 0 −→ D1 −→ A1⊕X2 −→ C1 −→ 0. Taking
syzygies gives 0 −→ C1 −→ B1 ⊕ Y2 −→ D1 −→ 0, the AR sequence ending in D1.
Next, consider the AR sequence ending in C2. Since C2 and D2 have rank 2, the
middle term of the AR sequence has rank 4. We know that the AR quiver contains
an arrow M2 −→ C2, so M2 is a summand of the middle term, leaving a rank-three
complement with rank-three 'rst syzygy. This complement contains none of the mod-
ules we have treated up to now, so must be one of X1; X2; Y1, or Y2. We know that Y2
has the wrong rank, and the 'rst syzygy of X2 (that is, Y2) also has the wrong rank.
It can be checked that the map h on C2 taking the generators (elements of R4) to
y4
−y22
0
0
 ;

−y2
−4
0
0
 ;

0
y2
4
−y22
 ;

5
0
−y2
−y4

satis'es yh = 4 and h = −y2. Each of these splits a free presentation of C2. The
endomorphism of C2 given by multiplication by y2 factors through R4 by sending the
generators (columns of ;2) to the columns of
0 −2 0 0
−y3 0 y2 −4
0 0 0 y2
0 0 −3 0
 :
The endomorphism given by multiplication by 4 factors through R4 by sending the
generators to the columns of the matrix

0 −y 0 −y2
y22 0 −y2 0
0 0 0 −y2
0 0 y2 0
 :
We can factor h as a pair of maps between free modules


0 0 0 −y
0 0 −y 0
y2 2 0 −y
3 −y 2 0
 ;

0 y 0 y
−2 0 y 0
y 2 0 2
3 −y2 −2y2 0

 :
G.J. Leuschke / Journal of Pure and Applied Algebra 167 (2002) 225–257 255
Hence the middle term of the short exact sequence obtained by pulling back via h is
presented by the matrix
y 2 0  0 y 0 y
3 −y2 −y2 0 −2 0 y 0
0 0 y2 2 y 2 0 2
0 0 3 −y 3 −y2 −2y2 0
0 0 0 0 y2 2 0 y
0 0 0 0 3 −y −2 0
0 0 0 0 0 0 y 2
0 0 0 0 0 0 3 −y2

∼

y 2 0 0 0 0 0 0
3 −y2 0 0 0 0 0 0
0 0 4 y3 y2 0 0 y
0 0 −y2 3 y −y 0 0
0 0 −y2 −y2 3 0 −y 0
0 0 0 0 0  −y 0
0 0 0 0 0 0 2 −y
0 0 0 0 0 y 0 2

:
This is the presentation matrix for M2⊕X1, so the AR sequence ending in C2 is given
by 0 −→ D2 −→ M2 ⊕ X1 −→ N2 −→ 0. Taking syzygies gives the AR sequence
ending in D2 : 0 −→ C2 −→ N2 ⊕ Y1 −→ D2 −→ 0.
The middle term of the AR sequence ending in X1 has rank 6, and has summands of
B2 and D2 from existing arrows in our quiver. The only other rank-two is Y2. (Besides,
we know the complement must have rank 2 and a rank-three syzygy, so must be Y2.)
This gives the two AR sequences 0 −→ Y1 −→ B2 ⊕ D2 ⊕ Y2 −→ X1 −→ 0 and
0 −→ X1 −→ A2 ⊕ C2 ⊕ X2 −→ Y1 −→ 0.
Finally, consider the AR sequence ending in X2. Since X2 has rank 3 and Y2
has rank 2, the middle term has rank 5. We already have an arrow D1 −→ X2
and an arrow X1 −→ X2, so the middle term is D1 ⊕ X1, and the AR
sequence is
0 −→ Y2 −→ D1 ⊕ X1 −→ X2 −→ 0:
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Applying Theorem 2.7 shows that the AR quiver for R is as follows; in particular, R
has 'nite CM type.
The (E′8) singularity. Let R=V [[y]]=(
3 +y5). Once again, the symmetry of this case
with the (E8) singularity implies that R has 'nite CM type.
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