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Abstract
We report results about the redundancy of formulae in 2CNF form. In particular, we give a slight improvement over the trivial
redundancy algorithm and give some complexity results about some problems related to finding Irredundant Equivalent Subsets
(I.E.S.) of 2CNF formulae. The problems of checking whether a 2CNF formula has a unique I.E.S. and checking whether a clause
in is all its I.E.S.’s are polynomial. Checking whether a 2CNF formula has an I.E.S. of a given size and checking whether a clause
is in some I.E.S.’s of a 2CNF formula are polynomial or NP-complete depending on whether the formula is cyclic. Some results
about Horn formulae are also reported.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Problems related to redundancy in logic and similar fields has been investigated by a number of authors. Ginsberg
[9] and Schmolze and Snyder [25] studied the problem of redundancy of production rules. Several authors investi-
gated the problem of minimizing a formula, with particular emphasis on Horn formulae [1,11,12,19,20,28]. Gottlob
and Fermüller [10] gave results about the redundancy of a literal in a first-order clause. Liberatore [17,18] provided
complexity results for the CNF case and for some non-classical logics. Büning and Zhao [3] studied the problems of
equivalence and extension-equivalence of irredundant formulae. Various authors have studied the problem of minimal
unsatisfiability [2,7,21].
In this article, we report about the complexity of some problems related to the redundancy of formulae in 2CNF and
Horn form. In particular, the considered problems are that of checking whether a formula is redundant, establishing
the minimal size of an Irredundant Equivalent Subset (I.E.S.) of a formula, and checking whether a clause is in some
I.E.S.’s of a formula. The first problem is polynomial due to the polynomiality of consistency checking for 2CNF and
Horn formulae, but a slight improvement over the trivial algorithm exists. For the two other problems, complexity is
shown to be polynomial or NP-complete depending on the structure of the formula.
There are several reasons for checking redundancy of a formula and for finding an irredundant and equivalent
subset of it. Most of these reasons apply to all kind of formulae, regardless of whether they are general propositional
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and Horn.
Generally, a logic formula may come either from a user directly encoding a domain of interest or from an automated
translation from some formal language. In the first case, the presence of a redundant part of a formula may indicate that
some aspects of the domain are either of particular importance or not sufficiently understood. Intentional redundancy
of information about a particular part of a domain may indicate a will or need to be sure that part of the domain
is correctly encoded. On the other hand, an unintentional redundancy may indicate undetected problems with the
encoding, such as multiple people using the same names for expressing different concepts. Simplifying a formula
by removing redundancy shows which parts are really needed; this may result in error detection if redundancy was
unintentional, and in a confirmation of correctness if it was intentional.
If a formula results from a translation, its redundancy may give the same indications on the information in the
language it was originally expressed. However, it may also highlight problems that are introduced by the translation
itself. As an example, while each of a set of formulae may be correct by itself, their merging may result in an incon-
sistent formula because of the different meaning of the variables in different formulae [16]. The same problem may
however also generate redundancy. Depending on the particular scenario, redundancy may also results from several
sources providing the same information. Either way, detecting redundancy tells something significant.
On the technical side, redundancy has been sometimes intentionally added to formulae to speed-up consistency
and entailment solving. Removing redundancy is a way to make such formulae easier to understand to humans.
On the other hand, increasing the size of formulae generally makes solving harder. This is particular important for
those cases where consistency and entailment are polynomial problems, such as 2CNF and Horn. If a set of clauses
originally contains a large number of redundant clauses, removing some redundant ones may provide a speedup due
to the reduction in size of the original formula. This gain is useful when the same formula is for example checked
for consistency with or entailment to several different formulae, because the cost of redundancy removal is amortized
among several consistency or entailment tests.
The results presented in this paper differ from previous work in either the settings or in the specific analyzed
problems, or both. Related work regarding different settings are those by Ginsberg [9] and Schmolze and Snyder [25],
as they are about production rules and not propositional formulae. Gottlob and Fermüller [10] also worked in a
different logic, the first-order one, but also studied a different problem, that or redundancy within a single clause
rather than the redundancy of a clause within a set of clauses. Liberatore [18] investigated redundancy for some
non-classical logics.
Related work regarding propositional logic can be roughly divided into three classes. First, we have the investiga-
tions into making a propositional formula as small as possible while preserving equivalence. This problem originates
from the article where the polynomial hierarchy has been introduced [20], and has been then subject of a number of
other studies [1,11,12,19,28]; emphasis is often of Horn formulae. These results differ from the ones in the present
article because they are about a different problem. Minimizing a formula means producing an equivalent formula of
minimal size; such formula can be syntactically very different from the original one, to the point of not sharing any
recognizable part with it. Minimization and redundancy elimination are therefore different tasks, and they serve dif-
ferent purposes: minimization produces a formulae of strictly minimal size; redundancy elimination is not required to
reduce size as much as possible, but preserves the structure of the original formula by not adding any new part to it.
The other two classes of related work are about the problems where irredundancy is a restriction over the allowed
data and about subproblems of irredundancy. In the first class falls the work of Büning and Zhao [3], who studied
problems under the restriction that the involved formulae are irredundant. In the second class we have the problem of
minimal unsatisfiability [2,7,21]; this problem can be considered as the subcase of irredundancy when the considered
formula is assumed to be unsatisfiable. In this article, we also work in this settings by showing results for 2CNF
unsatisfiable formulae.
Liberatore [17] provided complexity results for the CNF case. The present article contains a similar study, but
for the 2CNF and Horn case. These special cases are generally considered of importance because consistency and
entailment is polynomial, rather than NP-complete, in them. While the Horn case is generally considered the most
important of these two subcases, attention to the 2CNF case has also been given, as shown by a number of recent
articles on the subject [4,5,13,26,27,29].
The rest of the paper is organized as follows. In the next section, we give a technical overview of the presented
results. We then give some general theorems that will be used for proving those results. In the following four sections,
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ular, Section 4 contains result about redundancy checking; Section 5 contains the easiest results about I.E.S.’s; Section
6 is about the size of I.E.S.’s; and Section 7 is about the problem of checking whether a clause is in some I.E.S.’s of a
given formula. Section 8 contains some results about Horn formulae. Technical lemmas and proofs are moved to the
appendix for ease of reading.
2. Overview of results
The first problem we consider is that of checking the redundancy of a 2CNF formula. Since a formula is redundant
if and only if it is equivalent to one of its subsets and checking equivalence for 2CNF formulae is polynomial, the
problem is polynomial. We slightly improve over the trivial algorithm by showing that redundancy can be checked in
time O(nm), where n is the number of variables and m is the number of clauses of the formula.
The other problems we consider are about the irredundant equivalent subsets (I.E.S.) of a formula. In particular, the
following problems are easily shown to be polynomial for formulae in 2CNF: check whether a formula is an I.E.S. of
another one; check whether a clause is in all I.E.S.’s of a formula; and check whether a formula has an unique I.E.S..
The last two problems are polynomial thanks to the following results [17]: a clause γ is in all I.E.S.’s of a formula Π
if and only if Π\{γ } |= γ ; a formula Π has an unique I.E.S. if and only if {γ ∈ Π | Π\{γ } |= γ } |= Π . Combined
with the fact that inference is polynomial for 2CNF formulae, these two results imply that checking the presence of a
clause in an I.E.S. and checking the uniqueness of I.E.S.’s are polynomial problems.
Two problems about I.E.S.’s require a more complicated complexity analysis: checking whether a clause is in
at least an I.E.S. of a formula and checking whether a formula has an I.E.S. of size bounded by an integer k. The
complexity of these two problems largely depend on the presence of cycles of clauses in the formula. Namely, if the
formula contains a cycle of clauses, defined as a sequence of clauses [¬l1 ∨ l2,¬l2 ∨ l3, . . . ,¬ln ∨ l1], these two
problems are typically NP-complete, while they are polynomial if the formula does not contain cycles.
The complexity analysis for the 2CNF form has been carried on separately on three different cases. As explained
in Section 3.4, equivalence of 2CNF formulae has different features depending on whether the formula is:
(1) inconsistent;
(2) consistent and implying some literals;
(3) consistent and not implying any literal.
We prove that the clauses not containing implied literals and the clauses containing implied literals can be consid-
ered separately. More precisely, the problem of redundancy can be solved in two steps:
(1) check the redundancy in Π of clauses l ∨ l′ such that Π |= l;
(2) remove from Π all clauses l ∨ l′ such that Π |= l, and check redundancy.
A similar procedure can be used for problems about I.E.S.’s: we indeed prove that every I.E.S. of a consistent
formula is composed of two parts, the second being an I.E.S. of the formula composed of the clauses not containing
any implied literal. An I.E.S. of a formula can be found by first finding an I.E.S. of this reduced formula and then
checking which clauses have to be added to allow the derivation of literals that are implied by the original formula.
While the three conditions of inconsistent formulae, formulae implying literals, and formulae not implying literals
require each a different analysis, the complexity is usually the same in all three cases. Namely, the complexity of
checking redundancy is always O(nm) regardless of these conditions, while the complexity of the problems of pres-
ence in an I.E.S. and of the uniqueness of I.E.S.’s depend more on the presence of cycles in the formula than on the
consistency or presence of implied literals.
3. Preliminaries
In this paper, we study CNF formulae that are either in 2CNF or in Horn form. Given a set of propositional
variables, a literal is a variable or a negated variable. A clause is a disjunction of literals; in particular, a unary/binary
clause is a clause composed of one or two literals. A Horn clause is a clause containing at most one positive literal.
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clauses is a Horn formula.
Redundancy of clauses and formulae are defined as follows.
Definition 1. A clause γ is redundant in a CNF formula Π if Π\{γ } |= γ .
This definition allows a clause γ not in Π to be classified as redundant in Π . However, we are typically interested
into the redundancy of clauses γ ∈ Π . Obviously, if γ ∈ Π is irredundant in Π , it is also irredundant in every Π ′ ⊆ Π .
Definition 2. A CNF formula is redundant if it contains a redundant clause.
In this paper we study the problem of checking the redundancy of 2CNF and Horn formulae, and some problems
related to making a formula irredundant by eliminating some redundant clauses. What results from this process is
formalized by the following definition.
Definition 3. (See [17].) An Irredundant Equivalent Subset (I.E.S.) of a CNF formula Π is a formula Π ′ such that
Π ′ ⊆ Π , Π ′ ≡ Π , and Π ′ is irredundant.
Every formula has at least one I.E.S. An irredundant formula has a single I.E.S., which is the formula itself.
A redundant formula can have a number of I.E.S.’s ranging from one to exponentially many [17]. The following
properties have been proved in a previous article.
Property 1. (See [17].) A clause γ is in all I.E.S.’s of a formula Π if and only if γ is irredundant in Π .
Property 2. (See [17].) A formula Π has a single I.E.S. if and only if {γ ∈ Π | Π\{γ } |= γ }} |= Π .
For reasons that will be explained shortly, the set of literals that are entailed by a formula is technically important
while studying redundancy. The following notation is used for the literals that are entailed by a formula.
Notation. Π|= = {l | Π |= l}.
The following notation for the clauses containing a literal in a set will be used.
Notation. Π |{l1, . . . , lm} = {γ | li ∈ γ, γ ∈ Π}.
We also use Π |l = Π |{l}, where l is a literal.
3.1. Unit propagation
The proofs of complexity of redundancy of 2CNF formulae are mostly done using unit propagation. The following
lemmas, whose proofs can be found in the appendix, show how entailment is related to unit propagation. We denote
by |=R the derivation by resolution and by |=UP the derivation by unit propagation.
In what follows, Π denotes a 2CNF formula, i.e., a set of clauses, each composed at most of two literals. We
assume that Π does not contain the empty clause. By resolution trees we mean regular resolution trees; their root is
labeled with a clause which is not necessarily ⊥. The following property immediately follows from resolution being
a complete inference method for prime implicates [22].
Property 3. For any set of clauses Π and clause γ , it holds Π |= γ if and only if there exists γ ′ ⊆ γ such that
Π |=R γ ′.
When applied to binary clauses, this property can be reformulated as:
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Π |=R l1
Π |=R l2
Π |=R l1 ∨ l2
Each of these three cases (inconsistency, entailment of at least one literal, entailment of the clause only), corre-
sponds to a property of unit resolution, as the following lemmas (proved in the appendix) show.
Lemma 1. For any 2CNF formula Π and two literals l1 and l2, if Π |=R l1 ∨ l2, then Π ∪ {¬l1} |=UP l2.
Lemma 2. For any 2CNF formula Π and literal l, if Π |=R l then Π ∪ {¬l} |=UP ⊥.
Lemma 3. A 2CNF formula Π is inconsistent if and only if there exists a variable x such that Π ∪ {x} |=UP ⊥ and
Π ∪ {¬x} |=UP ⊥.
These lemmas have the following easy consequence.
Lemma 4. For every 2CNF formula Π and literals l1 and l2, Π |= l1 ∨ l2 if and only if Π is inconsistent or Π ∪
{¬l1} |=UP ⊥ or Π ∪ {¬l2} |=UP ⊥ or Π ∪ {¬l1} |=UP l2.
3.2. Unit clauses
If Π only contains binary clauses (no unary clause), then Π ∪ {l} |=UP l′ means that l′ is obtained by propagating
l in Π , as l is the only unit clause of Π ∪ {l}. If this is the case, Π ∪ {l} |=UP l′ is equivalent to the reachability of l′
from l in the graph of Π induced by l.
We generally do not assume that Π is composed of binary clauses only. In particular, even if we start from a
formula made of binary clauses only, applying Corollary 1 or Lemma 3 leads to formulae containing unit clauses.
On the other hand, every unit clause l can be replaced with the logically equivalent pair {l ∨ x, l ∨ ¬x}, where x is
a new variable not occurring in the rest of the formula. Since {l} ≡ {l ∨ x, l ∨ ¬x}, the redundancy of l is equivalent
to the redundancy of the pair {l ∨ x, l ∨ ¬x}, and most of the properties related to I.E.S.’s are also unaffected by this
replacement.
The only property that is changed by replacing l with {l ∨ x, l ∨ ¬x} is about the size of I.E.S.’s of a formula, as
we are replacing a single clause with a pair of clauses. This problem will be taken care by counting such a pair as if it
were a single clause in the algorithms for checking the size of a minimal I.E.S. of a formula.
In the rest of this paper, whenever we have to check whether Π ∪ {l1} |=UP l2 or Π ∪ {l1} |=UP ⊥, we assume that
this transformation has been preliminary done on Π , so that Π only contains binary clauses. This way, checking unit
propagation can be done by looking at the graph of Π induced by l1. In particular, Π ∪ {l1} |=UP l2 means that, in the
graph of Π induced by l1, there is a path from l1 to l2.
By definition, Π ∪ {l1} |=UP ⊥ means that unit propagation from l allows reaching a pair of opposite literals l2 and
¬l2. Graphically, there exists a path from l1 to l2 and a path from l1 to ¬l2 in the graph of Π induced by l1. Let l3 be
the last common literal of these two paths.
Graphically, this condition can be represented as in Fig. 1. Since ¬l2 can be reached from l3, we have that ¬l3 can
be reached from l2. As a result, there exists a path from l1 to l3, from l3 to l2, and from l2 to ¬l3. In other words,
Fig. 1. Two ways of viewing a contradiction entailed by a literal.
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sequel, whenever we say “all clauses in a path from l1 to ⊥”, we mean a single path starting from l1 and ending with
the first literal that is the opposite of another literal in the path.
3.3. Cyclicity and induced graphs
The presence of cycles of clauses in a formula determines the complexity of some problems related to I.E.S.’s.
Formally, cycles are defined as follows.
Definition 4 (Simple cycle of binary clauses). A cycle of binary clauses is a sequence of clauses [¬l1 ∨ l2,¬l2 ∨
l3, . . . ,¬ln ∨ l1] such that no literal li occurs in more than one clauses (no variable occurs in more than two).
This definition only covers simple cycles of clauses, that is, we are not allowed to “cross” the same literal twice.
Defining a non-simple cycle of clauses is possible but not necessary in this paper because we only classify formulae
depending on whether they have cycles or not.
The graph of a 2CNF formula induced by a literal is, roughly speaking, the graph of literals that can be derived
from the given one by unit propagation.
Definition 5. The graph induced by a literal l on a 2CNF formula Π is the minimal (as of containment of the sets of
nodes and edges) graph (N,E) such that:
(1) l ∈ N ;
(2) if l′ ∈ N and ¬l′ ∨ l′′ ∈ Π , then l′′ ∈ N and (l′, l′′) ∈ E.
A property of acyclic formulae is that all their induced subgraphs are acyclic and vice versa.
Property 4. A 2CNF formula Π contains simple cycles if and only if some of its induced graphs contain cycles.
Formulae not containing cycles have some interesting properties. First, consistent acyclic 2CNF formulae not
entailing any literal have a single I.E.S., which makes some problems related to I.E.S.’s computationally simpler. The
second result about acyclic formulae is that, for every two literals l1 and l2 that are entailed by the formula, the choice
of a minimal subset of clauses entailing l1 is independent on the choice for l2. These two results are proved in two
later sections.
The following lemma shows that a chain of clauses that prove that Π ∪ {l} |=UP ⊥ cannot share clauses if the
formula is acyclic.
Lemma 5. In an acyclic 2CNF formula, the two chains of clauses from l to l′ and from l′ to ¬l′ do not share clauses.
Proof. If both chains contain the same clause l′′ ∨ l′′′, then the formula is cyclic, as these two chains cross the same
literal l′′ twice. If the first chain contains l′′ ∨ l′′′ and the second l′′′ ∨ l′′, then a cycle of clauses is l′′′ ∨ l′′, the chain
from l′′ to ¬l′, and the reverse of the chain from l′′′ to l′′. 
3.4. Analysis is done on three cases separately
As already mentioned, the analysis of the problem of redundancy checking and of the problems about I.E.S.’s is
done separately for three cases:
(1) the formula is inconsistent;
(2) the formula is consistent and implies some literals;
(3) the formula is consistent and does not imply literals.
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Fig. 4. An I.E.S. of an inconsistent formula.
We can now explain why these three cases require a different analysis. Let us consider first the last case: a formula
not implying any literal. By Lemma 4, a clause is entailed by a formula if and only if one of its literals can be derived
by unit propagation from the negation of the other one. If γ ∈ Π and Π ′ is an I.E.S. of Π , then Π ′ |= γ . As a result,
the problem of redundancy and the problems about I.E.S.’s can be reformulated in terms of formulae whose induced
graphs have the same reachability relation of the graphs of the original formula. Fig. 2 exemplifies this idea.
This requirement, however, is too restrictive when considering literals that are implied by the formula. For example,
if l2 is reachable from l1 in the original formula but ¬l1 is entailed by the formula, this reachability condition is not
necessarily true in all I.E.S.’s of the formula. Indeed, all that is needed is that unit propagation from l1 allows reaching
contradiction; the condition that l2 is reachable from l1 is not necessarily true in all I.E.S.’s of the formula. Such a
condition is shown in Fig. 3.
Finally, if a formula is inconsistent then its I.E.S.’s are only required to be inconsistent. Not only these I.E.S.’s can
have a reachability relation different from that of the original formula; they can even omit to mention some literals
at all. Indeed, a subset of an inconsistent formula can be inconsistent even if it does not mention some literals of the
original formula. Fig. 4 shows an example where an I.E.S. does not mention two variables l1 and l2 of the original
formula, and consistency is guaranteed via variable x.
Summarizing, the three cases are studied separately because of the different requirements on equivalent subsets:
in the first case, reachability using unit propagation is the same in the I.E.S.’s and in the formula; in the second case,
only reachability of ⊥ from the negation of implied literals is the same; in the third case, only the reachability of ⊥
from an arbitrary pair of opposite literals is the same.
3.5. Inconsistent 2CNF formulae
In this section we present some results about irredundant inconsistent 2CNF formulae. The first result is that such
a formula cannot be acyclic, if it contains no unary clauses but only binary ones.
Theorem 1. Every inconsistent set of binary clauses is cyclic.
In general, a 2CNF may contain unary clauses, and can therefore be cyclic and inconsistent at the same time. As
an example, {x,¬x ∨ y,¬x ∨¬y} is inconsistent but acyclic. If a 2CNF formula includes unary clauses, we generally
turn these clauses into equivalent binary clauses: x is for example replaced by ¬x ∨ z and ¬x ∨¬z, where z is a new
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inconsistent.
Lemma 6. Every 2CNF formula Π containing a unit clauses l is equivalent to Π\{l} ∪ {l ∨ y, l ∨ ¬y}, where y is a
new variable; this second formula is cyclic only if Π is either cyclic or inconsistent.
An acyclic 2CNF can be inconsistent only if it contains unary clauses. Since its I.E.S.’s are inconsistent as well,
they contain at least one unary clause each. On the other hand, an irredundant acyclic 2CNF formula contains at most
two unary clauses. This is proved using the following lemma.
Lemma 7. Every resolution tree rooted with ⊥ of a 2CNF formula has at most two unary clauses in the leaves.
This lemma proves that inconsistency of a 2CNF formula can always be proved using a resolution tree having at
most two unary clauses in the leaves. Since the set of leaves of such tree are sufficient to prove inconsistency, two
unary clauses are always sufficient to prove inconsistency.
Lemma 8. Every irredundant inconsistent 2CNF formula contains at most two unary clauses.
The following theorem shows that, if the binary clauses of a 2CNF formula are consistent while the whole formula
is inconsistent, this inconsistency can be proved using unit propagation.
Lemma 9. If Π is an irredundant inconsistent 2CNF, Π ′ and Π ′′ are the set of its unary and binary clauses, respec-
tively, and Π ′′ is consistent, then Π ′ ∪ Π ′′ |=UP ⊥.
These lemmas, together with Lemma 5, will be used to prove that the considered problems about I.E.S.’s are
polynomial on 2CNF formulae that are both inconsistent and irredundant. This is because one can test propagation
from one unit clause at time, checking the minimal number of clauses needed to reach, by unit propagation, either a
pair of opposite literals or the negation of another unit clause.
3.6. Formulae implying literals
A consistent 2CNF formula Π may imply some literals or not. We show that, as long as redundancy and I.E.S.’s
are concerned, we can treat the clauses containing an implied literal and those not containing them separately. A first
obvious property is that we can replace all clauses containing an entailed literal with the literal itself: if Π |= l, then
we can add l to Π and remove all clauses of the form l ∨ l′.
Lemma 10. If Π is a CNF formula such that Π |= l, then Π and Π\(Π |l) ∪ {l} are equivalent.
Replacing all clauses containing an entailed literal with the literal itself does not only preserve equivalence but also
the redundancy of clauses not containing the entailed literal.
Lemma 11. Let Π be a formula implying the literal l. If the clause γ ∈ Π does not contain l, then γ is redundant in
Π if and only if it is redundant in Π\(Π |l) ∪ {l}.
This lemma shows that clauses not containing literals entailed by the formula can be checked for redundancy
after the clauses containing entailed literals have been replaced by the entailed literals. The following corollary is an
obvious consequence of this lemma.
Corollary 1. If Π is a consistent 2CNF such that Π |= l, then Π contains a redundant clause not containing l if and
only if Π\(Π |l) ∪ {l} is redundant.
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irredundant, we can replace all such clauses with l. Repeating this procedure for all literals implied by the formula,
we obtain a formula with disjoint unit and binary clauses. This is because, if Π |= l, every clause l ∨ l′ is replaced by
l, while every clause ¬l ∨ l′ is replaced by l′ as Π |= l′. As a result, no binary clause contains a variable that is in a
unit clause in the resulting formula.
A similar result holds about I.E.S.’s: replacing clauses containing entailed literals with these literals both in the
formula and in one of its I.E.S.’s generates a formula and one of its I.E.S.’s.
Lemma 12. Let Π be a consistent 2CNF such that Π |= l. If Π ′ is an I.E.S. of Π then Π2 = Π ′\(Π |l) ∪ {l} is an
I.E.S. of Π\(Π |l) ∪ {l}.
The converse of this lemma does not hold. Even if Π2 is an I.E.S. of Π\(Π |l) ∪ {l}, it is not necessarily true that
an I.E.S. of Π can be obtained by simply adding some clauses of Π |l to it. Actually, even adding all clauses of Π |l
does not necessarily lead to a formula that is equivalent to Π , as the following example shows.
Π = {x ∨ x1, x ∨ x2,¬x1 ∨ y,¬x2 ∨ ¬y,¬x ∨ y}
l = x
Π\(Π |l) ∪ {l} = {¬x1 ∨ y,¬x2 ∨ ¬y,¬x ∨ y, x}
Π2 = {¬x2 ∨ ¬y,¬x ∨ y, x}
Π2\{l} ∪ (Π |l) = {¬x2 ∨ ¬y,¬x ∨ y, x ∨ x1, x ∨ x2}
It holds Π |= x: this can be proved by adding ¬x to Π and using unit propagation: x1 and x2 are derived, leading
to y and ¬y, respectively. It is also easy to prove that Π2 is equivalent to Π\(Π |l)∪ {l}: since ¬x ∨ y and x entail y,
the clause ¬x1 ∨ y is entailed by Π2. The irredundancy of Π2 is also easy to prove: removing a single clause from it,
either x, y, or ¬x2 cannot be derived any longer. Adding all clauses of Π |l to Π2, however, does not allow to derive
x any longer. Indeed, Π2\{l} ∪ (Π |l) has the model in which ¬x, x1, x2, and ¬y are true, which assigns false to x.
An analysis of this counterexample shows why the converse of Lemma 12 is false. The problem is with the clause
¬x ∨ y, which makes y true in the original formula. This clause allows to remove ¬x1 ∨ y, which was necessary in
Π to entail x. Without the clause ¬x ∨ y, indeed, the converse of Lemma 12 would hold for Π and l = x. In the
appendix we detail how this counterexample invalidates a candidate proof of the converse of Lemma 12.
The following easy lemma and corollary show a separation in the variables of some clauses.
Lemma 13. Every clause of a 2CNF formula Π either is in Π |Π|= or does not contain literals in Π|= nor their
negation.
Corollary 2. For every 2CNF formula Π , it holds that Π\(Π |Π|=) and Π|= do not share variables.
This corollary is the base of the next result. Indeed, it shows that Π\(Π |Π|=) ∪ Π|= is composed of two parts
Π\(Π |Π|=) and Π|= not sharing variables. The same result therefore holds when referred to an arbitrary subset of Π ,
and in particular it holds for all of its I.E.S.’s. The following lemma proves that replacing at once all clauses of Π |Π|=
with Π|=, the converse of Lemma 12 holds.
Lemma 14. Let Π be a consistent 2CNF formula. If Π2 is an I.E.S. of Π\(Π |Π|=)∪Π|=, then Π2\Π|= ∪ (Π |Π|=) is
equivalent to Π .
Proof sketch. Since Π and Π\(Π |Π|=)∪Π|= are equivalent and Π2 is an I.E.S. of Π\(Π |Π|=)∪Π|=, we have that
Π2 and Π are equivalent. The claim is proved by showing that Π2\Π|= ∪ (Π |Π|=) entails Π|=. This would prove that
Π2\Π|= ∪ (Π |Π|=) is equivalent to Π2\Π|= ∪ (Π |Π|=) ∪ Π|=, which is a superset of Π2 and is therefore equivalent
to Π .
Intuitively, the proof is as follows: if l ∈ Π|=, then there is a proof of l in Π . This proof involves some clauses of
Π |Π|= and some clauses in Π\(Π |Π|=). On the other hand, everything that is entailed in Π is also entailed in its
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not containing literals that are entailed by Π is derivable in Π2\(Π |Π|=). 
This lemma only proves that Π2\Π|= ∪ (Π |Π|=) is equivalent to Π , but does not prove it is an I.E.S. of Π . In
general, this is not true. However, we can show that an I.E.S. can be obtained from this set by removing only some
clauses of Π |Π|=.
Lemma 15. Let Π be a consistent 2CNF formula. If Π2 is an I.E.S. of Π\(Π |Π|=) ∪ Π|=, then there exists Π1 ⊆
Π |Π|= such that Π1 ∪ (Π2\Π|=) is an I.E.S. of Π .
Proof sketch. Lemma 14 shows that adding Π |Π|= to Π2\Π|= results in a set that is equivalent to Π . The statement
of the present lemma could be false only if an I.E.S. could be obtained by removing a clause of Π2\Π|=. This is
equivalent to the redundancy of such a clause in Π2\Π|= ∪ (Π |Π|=). This is in turn proved to be false by showing,
via some simple manipulation of formulae, that it is equivalent to the redundancy of Π2. 
The converse of this lemma is an immediate consequence of a repeated application of Lemma 12. We can therefore
conclude the following corollary.
Corollary 3. Π2 is an I.E.S. of Π\(Π |Π|=)∪Π|= if and only if there exists Π1 ⊆ Π |Π|= such that Π1 ∪ (Π2\Π|=) is
an I.E.S. of Π .
We show a lemma about clauses containing a literal that is entailed by the formula.
Lemma 16. Every consistent 2CNF formula Π implying a literal l and containing three or more clauses containing l
contains at least a redundant clause containing l.
Proof sketch. If l ∈ Π , any other clause containing l is redundant. If l /∈ Π , the proof is based on the fact that Π ∪
{¬l} |=UP ⊥ since Π is consistent. In turn, this is equivalent to ¬l implying two opposite literals by unit propagation,
which requires two (possibly disjoint) chains of clauses. The first two clauses of these chains are therefore the only
two clauses containing l that are necessary to entail l; all other clauses containing l are then entailed by l and therefore
redundant. 
An obvious consequence of this lemma is that every consistent and irredundant 2CNF formula implying a literal
contains at most two clauses containing that literal.
3.7. Acyclic consistent 2CNF formulae not implying literals have a single I.E.S.
We show that every acyclic consistent 2CNF formula not implying any literal has a single I.E.S. If Π is consistent
and Π |= l for every literal l, we have that Π |= ¬l ∨ l′ holds if and only if Π ∪ {l} |=UP l′. The same holds for all
subsets of Π and, in particular, for all its I.E.S.’s.
Lemma 17. If Π is a consistent acyclic 2CNF and Π ∪ {l} |=UP l′, then Π ′ ∪ {l} |=UP l′ holds for every I.E.S. Π ′
of Π .
Proof sketch. Both antecedent and consequent of the statement are equivalent to entailment of l ∨ l′, and a formula
and its I.E.S.’s are equivalent and therefore imply the same clauses. 
Every literal l partitions Π into the set of clauses that are involved in the first step of unit propagation from l and
the other ones:
DΠ(l) = {γ ∈ Π | γ = ¬l ∨ l′}
RΠ(l) = Π\DΠ(l)
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Fig. 6. RΠ(l) and MΠ(l).
The clauses in DΠ(l) are those used in the first step of unit propagation from l. The following set CΠ(l) is the set
of literals that would result from this propagation.
CΠ(l) = {l′ | ¬l ∨ l′ ∈ Π} =
{
l′ | ¬l ∨ l′ ∈ DΠ(l)
}
Since all clauses ¬l ∨ l′ in DΠ(l) are also in Π , they are entailed by every I.E.S. Π ′ of Π . Since Π is a consistent
CNF, so are all its subsets, and Π ′ in particular. Since Π ′ entails ¬l ∨ l′ and Π ′ is consistent and not entailing literals,
l′ is reachable from l in the graph induced by l on Π ′.
In turn, a given l′ ∈ CΠ(l) is reachable from l if and only if either ¬l ∨ l′ ∈ Π ′, or there is another literal l′′ such
that ¬l ∨ l′′ ∈ Π ′ and l′ is reachable from l′′ using the edges corresponding to the clauses of RΠ(l).
Fig. 5 shows an example of a graph induced by a literal l on a 2CNF formula. In this example, ¬l ∨ l4 cannot be
removed from Π because it is the only clause allowing l4 to be reached from l. The same holds for ¬l∨ l1. The clauses
¬l ∨ l2 and ¬l ∨ l3 are instead redundant because l2 and l3 can be reached from l by following the edge corresponding
to the clause ¬l ∨ l1 and then following some edges corresponding to clauses in RΠ(l).
This example shows that the irredundant clauses are those containing the literals of CΠ(l) that cannot be reached
from other literals of CΠ(l). Such literals necessarily exist because the formula (and therefore all its induced graphs)
is acyclic (and finite).
MΠ(l) = {l′ ∈ CΠ(l) | ∃l′′ ∈ CΠ(l) such that RΠ(l) ∪ {l′′} |=UP l′}
Formally, MΠ(l) is the set of literals that cannot be reached from other literals of CΠ(l) using unit propagation on
the clauses RΠ(l). In the example above, RΠ(l) and MΠ(l) are as shown in Fig. 6.
The nodes that cannot be reached from other nodes are l1 and l4. Therefore, MΠ(l) = {l1, l4}. The following
corollary states that MΠ(l) characterizes the irredundant clauses containing l. Its ancillary lemmas and their proofs
are in the appendix.
Corollary 4. A clause ¬l ∨ l1 is in an I.E.S. of the consistent acyclic 2CNF formula Π if and only if l1 ∈ MΠ(l).
Since the statement of this corollary is in an “if and only if” form, once l1 ∨ l2 is proved to be in an I.E.S. because
l2 ∈ MΠ(¬l1), we do not need to also check l1 ∈ MΠ(¬l2). The same holds if l1 ∨ l2 is proved not to be in an I.E.S.
in the same way. This result tells that every 2CNF consistent acyclic formula that does not imply literals has a single
I.E.S.
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Proof. For each clause l1 ∨ l2, check whether l2 ∈ MΠ(¬l1). If this is true, then l1 ∨ l2 is in all I.E.S.’s, otherwise it
is in no I.E.S. Therefore, the set composed of all clauses l1 ∨ l2 such that l2 ∈ MΠ(¬l1) is the single I.E.S. of Π . 
3.8. Implied literals not in a cycle of a consistent 2CNF formula
In this section, we consider the redundancy of clauses containing a literal that is entailed by a consistent formula
but is not in a cycle of clauses. We show that, if l′ and l′′ are two such literals, then we can independently choose
among clauses containing l′ and from clauses containing l′′ to form an I.E.S. In other words, an I.E.S. can be obtained
by choosing a subset of clauses containing l′ and a subset of clauses containing l′′, and these choices are independent
from each other.
By Lemma 2, since Π is consistent, Π |= ¬l holds if and only if Π ∪ {l} |=UP ⊥. Using the transformation of
Section 3.2, we can assume that Π does not contain unary clauses. Therefore, Π ∪ {l} |=UP ⊥ means that we can
reach a pair of opposite literals by propagating l in Π . The following notations have been introduced in the previous
section:
DΠ(l) = {γ ∈ Π | γ = ¬l ∨ l′}
RΠ(l) = Π\DΠ(l)
CΠ(l) = {l′ | ¬l ∨ l′ ∈ Π}
Since Π |= ¬l, every equivalent subset of Π allows reaching a pair of opposite literals from l. This is possible if
and only if either one of the two following conditions is true:
(1) ¬l ∨ l1 ∈ Π and Π ∪ {l1} |=UP ⊥;
(2) ¬l ∨ l2 ∈ Π and Π ∪ {l2} |=UP ¬l, which is equivalent to:
¬l ∨ l2 ∈ Π , Π ∪ {l2} |=UP ¬l3, and l3 ∨ ¬l ∈ Π .
If Π ′ is an I.E.S. of Π , these conditions hold for Π if and only if they hold for Π ′. In addition, if Π does not
contain a cycle including l, the same holds for Π ′. As a result, unit propagation from l1 to ⊥ or from l2 to ¬l3 cannot
include l, as otherwise l would be part of a cycle.
Consider the formula graphically represented in Fig. 7. All paths from l1 to ⊥ and from l2 to ¬l3 are entirely
contained in RΠ(l): otherwise, l would be part of a cycle. As a result, the same derivations are possible in an I.E.S.
Π ′ of Π if and only if they are possible using only clauses of RΠ(l), that is, they are possible in Π ′ ∩RΠ(l). In other
words, Π ′ ∪ {l1} |=UP ⊥ if and only if (Π ′ ∩RΠ(l))∪ {l1} |=UP ⊥, and the same for the derivation of ¬l3 from l2. As
a result, Π ′ ∩ RΠ(l) always entails l with the addition of either ¬l ∨ l1 or the pair ¬l ∨ l2 and ¬l ∨ l3.
Let us formally denote the sets of literals like l1 and of pairs of literals like l2 and l3.
Fig. 7. An example formula.
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{
l1 ∈ CΠ(l) | RΠ(l) ∪ {l1} |=UP ⊥
}
PΠ(l) =
{
(l2, l3) ∈ CΠ(l) | RΠ(l) ∪ {l2} |=UP ¬l3
}\SΠ(l)
In words, SΠ(l) is the set of literals we can reach contradiction from using unit propagation in RΠ(l) while PΠ(l)
is composed of pairs of literals such that the negation of one is reachable from the other in RΠ(l). The above reasoning
is formalized by the next lemma, which is formally proved in the appendix.
Lemma 18. If Π ′ is an I.E.S. of a consistent acyclic 2CNF formula Π such that Π |= ¬l and l is not in any cycle of
clauses of Π , then the following are all I.E.S.’s of Π :
(1) (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l1} with l1 ∈ SΠ(l);
(2) (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l2,¬l ∨ l3} with (l2, l3) ∈ PΠ(l).
This lemma shows a simple way for determining an I.E.S. of an acyclic consistent formula: for each literal l such
that Π |= ¬l, we choose either a clause l ∨ l1 with l1 ∈ SΠ(l) or a pair of clauses l ∨ l2 and l ∨ l3 with (l2, l3) ∈ PΠ(l).
By the above lemma, we can do this choice for all clauses containing a literal that is entailed by the formula.
4. Redundancy checking
In this section, we consider the problem of checking whether a 2CNF formula is redundant. If m is the number of
clauses of a 2CNF formula, the size such a formula is between m and 2m. Checking consistency of a set of binary
clauses can be done in linear time, and therefore in time O(m). The trivial algorithm of checking whether Π\{γ } |= γ
for each γ ∈ Π requires O(m) for each clause, and therefore O(m2) total time. We improve over this result by
showing algorithms that solve the problem in time O(nm), where n is the number of variables of the formula, in all
three possible cases (inconsistent formulae, formulae implying literals or not.) Cyclicity does not affect the problem
of checking redundancy. Here is a summary of the results in the various cases.
The formula is inconsistent. If a set is both inconsistent and irredundant, the number of its clauses is at most four
times the number of variables. Therefore, if the number of clauses is greater, the set is redundant. If it is
lower, we still have to check redundancy, but the running time O(mm) of the trivial algorithm is now the
same as O(nm).
The formula is consistent. For each literal l, we proceed differently depending on whether Π |= l holds or not.
The formula implies the literal. If Π |= l then either Π is inconsistent or Π |=R l. Since Π is by assumption
consistent, we have Π |=R l. By Lemma 2, we have Π ∪ {¬l} |=UP ⊥. We consider two cases
separately.
l is in three or more clauses. Formula Π is redundant by Lemma 16.
l is in one or two clauses. By assumption Π ∪ {¬l} |=UP ⊥. In order to check redundancy, just
remove any of the two clauses containing l and check whether UP still leads to ⊥ from l.
Two UP derivations, which are linear in the number of clauses, are needed for the literal l.
The formula does not imply the literal. Since Π |= l we have Π\{¬l ∨ l′} |= ¬l ∨ l′ if and only if Π\{¬l ∨
l′} ∪ {l} |=UP l′. Therefore, we can consider the graph induced by the unit propagation of l in Π ,
and check whether l′ is reachable from l without using the edge corresponding to ¬l ∨ l′. This test
can be done in linear time by a modified algorithm of graph reachability.
The description of the algorithms and their proofs of correctness are given in the following three sections.
4.1. Redundancy checking: inconsistent 2CNF formulae
Lemma 3 shows that every inconsistent 2CNF formula contains some clauses allowing both x and ¬x to derive ⊥
by unit propagation. In turn, this implies the existence of two acyclic chains of clauses that allow the derivation of two
opposite literals from x and ¬x, respectively.
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clauses like the following ones:
x ∨ l1, ¬l1 ∨ l2, . . . , ¬lm ∨ y, ¬y ∨ s1, . . . , ¬sm ∨ ¬y
¬x ∨ p1, ¬p1 ∨ p2, . . . , ¬pm ∨ z, ¬z ∨ q1, . . . , ¬qm ∨ ¬z
This lemma shows that every inconsistent and irredundant set of clauses is composed exactly of two chains of
clauses, each one not containing the same literal twice. The length of each such chain is at most the number of
literals; therefore, the number of clauses of such formula is at most two times the number of literals. Therefore, if an
inconsistent 2CNF formula contains a number of clauses that is greater than four times the number of its variables, it
is redundant. If it contains less clauses, O(nm) and O(mm) are the same. Therefore, checking the consistency of Π\γ
for each γ ∈ Π has complexity O(nm).
4.2. Redundancy checking: Consistent 2CNF formulae implying literals
When a formula is consistent but implies some literals, the redundancy of clauses l ∨ l′ such that Π |= l can be
checked in linear time: time O(m) is required for every literal l that is implied by Π . The redundancy of the other
clauses can be then checked by verifying the redundancy of Π\(Π |l) ∪ {l} by Lemma 1. Performing this step for
every literal that is entailed by Π produces the formula Π\(Π |Π|=)∪Π|=. The two parts Π\(Π |Π|=) and Π|= of this
formula do not share variables by Lemma 2; the first part does not entail any literal. The redundancy of the first part
can therefore be checked using the algorithm of the next section.
Let l be a literal such that Π |= l. By Lemma 2, we have Π ∪ {¬l} |=UP ⊥, which means that unit propagation
from ¬l derives both a literal and its negation. In other words, there exists a variable x such that Π ∪ {¬l} |=UP x and
Π ∪ {¬l} |=UP ¬x. By definition, there are then two acyclic paths in the graph of Π induced by ¬l, one from ¬l to x
and one from ¬l to ¬x. The first clause of each of these two paths are the only clauses that are necessary to derive x
and ¬x from ¬l. Regardless of whether these two clauses are the same or not, they are the only clauses containing l
that are necessary to prove Π ∪ {¬l} |=UP ⊥. As a result, if l is contained in more than two clauses of Π , this formula
is redundant.
In order to check the redundancy of clauses l ∨ l′ such that Π |= l, we first check whether the number of such
clauses is greater than two. If this is the case, the set is redundant. Otherwise, we check the redundancy of the clauses
l ∨ l′ by simply performing the linear-time entailment check Π\{l ∨ l′} |= l ∨ l′ for all such clauses l ∨ l′. Since there
are most two such clauses, this test only requires linear time. This test is repeated for all literals l such that Π |= l;
therefore, the total running time is O(nm).
4.3. Redundancy checking: Consistent 2CNF formulae not implying literals
We show that the redundancy of 2CNF consistent formulae not implying literals can be checked in time O(nm),
where n is the number of variables and m is the number of clauses of the formula.
Let Π be a consistent 2CNF formula not implying any literal, and let ¬l ∨ l′ be one of its clauses. Lemma 4
can be simplified thanks to the assumption that no literal is implied: Π\{¬l ∨ l′} |= ¬l ∨ l′ holds if and only if
Π\{¬l ∨ l′} ∪ {l} |=UP l′. Indeed, neither ¬l nor l′ are implied by Π , so they cannot be implied by Π\{¬l ∨ l′} either.
We therefore only have to check whether Π\{¬l ∨ l′} ∪ {l} |=UP l′, which can be done by checking whether the
graph induced by l on Π contains a path from l to l′ that does not contain the edge corresponding to the clause
¬l ∨ l′. We now show that this check can be done for all clauses containing ¬l at the same time in O(m). We recall
the definition of CΠ(l).
CΠ(l) = {l′ | ¬l ∨ l′ ∈ Π}
Redundancy of a clause ¬l ∨ l′ is equivalent to the existence of a path in the graph of Π induced by l from another
literal in CΠ(l) to l′. In general, if there is a path not containing l from a node in CΠ(l) to another node in CΠ(l), the
formula is redundant. Consider for example the following graph induced by l on a formula. This formula is redundant,
as we can delete the edge l → l′′, and still l′′ is reachable from l, as shown in Fig. 8.
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CΠ(l) does not prove redundancy.
The first step of the algorithm is to remove l and all its incident edges from the graph. The second step is that of
checking the existence of a path from CΠ(l) to CΠ(l) in the resulting graph. Note that no pair of opposite literals can
be reached from l because Π does not entail ¬l.
A variant of the algorithm for node reachability can be used for doing this check while visiting the graph only once.
The original algorithm for reachability is as follows:
(1) the starting node is marked 0 while all other nodes are marked ∞;
(2) at each step, take the set NH of nodes that are marked with the highest integer; let i be this integer:
(a) for each n ∈ NH , consider all its successors m;
(b) mark each m with the minimum among i + 1 and its previous marker;
(3) if no label has been changed during Step 2, stop.
The idea is that the label of the node is the distance from the starting node to it. By visiting the graph width-first,
we are considering an edge at most once in the whole process. This is why the algorithm is linear.
This algorithm can be applied to the problem of redundancy if the graph is acyclic: start with the nodes in CΠ(l)
(instead of a single node), and visit the graph until a node in CΠ(l) is reached. In other words, if we reach a situation
in which the successor m of a node n ∈ NH is in CΠ(l), then the set of clauses is redundant.
The algorithm does not work for cyclic graphs: the formula is redundant if a node in CΠ(l) can be reached from
another node in CΠ(l). On the contrary, if a node in CΠ(l) can be reached from itself, the formula is not necessarily
redundant: a cycle of this kind does not prove redundancy. Fig. 9 shows a node in CΠ(l) reachable from itself; while
a node in CΠ(l) is reachable from a node in CΠ(l), the set is not redundant.
The algorithm must be modified in such a way it checks whether a node of CΠ(l) can be reached from another
node of CΠ(l). This can be done by marking each node we visit not only with its distance from CΠ(l), but also with
the nodes of CΠ(l) it is reachable from.
This variant of the node reachability algorithm is however not linear because the set of nodes of CΠ(l) a node is
reachable from may grow to contain all nodes. However, when a node is reachable from two or more different nodes
of CΠ(l), we do not have to care about the node we started from any longer. Indeed, if a node l′ is reachable from two
(or more) different nodes l1, l2 ∈ CΠ(l), and a node of l3 ∈ CΠ(l) is reachable from l′, then either l1 or l2 is different
from l3. As a result, the graph contains a path from l1 to l3 or one from l2 to l3, and at least one between l1 and l2 is
different from l3. As a result, once a node l is known to be reachable from two different nodes of CΠ(l), we only need
to check whether a node of CΠ(l) can be reached from l.
The algorithm is as follows. In a first phase, labels of nodes can be either (i, n), where n ∈ CΠ(l) and i is an integer,
or the special mark two.
(1) each node of n ∈ CΠ(l) is marked with (0, n); take N0 = CΠ(l); set i = 0;
(2) set Ni+1 = ∅;
(3) let m ∈ Ni , and let (i, n) be its marker; for any of its successors t :
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(b) if t is marked with (j, n), it must be j  i; do not change its marker;
(c) if t is marked with (j, s), with n = s, mark it with two;
(d) if t is marked with two, do not change its mark.
(4) if Ni+1 is empty, stop; otherwise, set i = i + 1 and go to step 2.
This is almost the usual visit of the graph width-first. The point is that we mark the nodes not only with their
distance from CΠ(l), but also with the node they can be reached from. Whenever a node is found out to be reachable
from two nodes of CΠ(l), we mark it with two and do not continue the search from it. If a node m ∈ CΠ(l) is the
successor of a node marked with (n, i), and n = m, then the graph is redundant. Note that the whole algorithm is
linear, as each edge is at most traversed once.
We now have to visit the successors of the nodes we have marked with two, and check whether any node of CΠ(l)
can be reached from them. This can be done with the very same original reachability algorithm, which is still linear
in time.
This algorithm determines the redundancy of all clauses containing one literal in time O(m). Therefore, all clauses
can be checked in time O(nm).
5. Irredundant equivalent subsets (I.E.S.’s)
The following problems about I.E.S.’s are polynomial for 2CNF formulae because of the polynomiality of entail-
ment for this restriction.
check whether a formula is an I.E.S. of another formula. Check containment and irredundancy;
check whether a clause is in all I.E.S.’s. A clause γ is in all I.E.S.’s of a CNF formula Π if and only if
Π\{γ } |= γ [17];
uniqueness. A CNF formula Π has an unique I.E.S. if and only if {γ ∈ Π | Π\{γ } |= γ } |= Π [17].
Two other problems require a more detailed analysis: the size of I.E.S. (checking whether a formula has an I.E.S.
of size bounded by a number k) and the presence of a clause in an I.E.S. (checking whether a given clause is present
in an I.E.S. of a given formula).
As it is clear from the two tables below, complexity, in the cases that have been successfully classified, does not
depend on whether the formula is consistent or implies literals. However, the proofs are different in the various cases.
In the two tables below, “single” indicates formulae implying a single literal and “non-single” indicates formulae not
implying any literal.
Size of I.E.S.
inconsistent single non-single
acyclic P P P
cyclic ?? NP-hard NP-hard
Presence in a I.E.S.
inconsistent single non-single
acyclic P P P
cyclic NP-hard NP-hard NP-hard
We use the following order of the cases: first, all acyclic cases, then all the cyclic cases; in each case, we first
consider inconsistent formulae, then consistent formulae implying literals, and then consistent formulae not implying
literals. In the rest of this section, we prove the results that easily follow from previous ones.
The problems about inconsistent and acyclic 2CNF formulae can be easily proved polynomial. Acyclicity implies
that the set of binary clauses is consistent by Theorem 1. Therefore, Lemma 8 and Lemma 9 apply: every I.E.S.
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unary clauses.
This leads to the following algorithm for building an I.E.S. of minimal size: for every pair of literals, calculate
the minimal number of binary clauses (if any) that are necessary to derive the second literal from the first using unit
propagation. This can be done using an algorithm similar to the algorithm for the minimal distance in a graph. Given
these distances, one can compute, for every unit clause l and literals l′, ¬l′, the minimal number of clauses needed to
derive l′ from l and ¬l′ from l′. These two chains cannot contain the same clause by Lemma 5, so this is the minimal
number of clauses needed to derive inconsistency by unit propagation from l. In a similar way, one can compute the
minimal number of clauses to reach the negation of a unit clause from another unit clause.
As for the presence of a clause in an I.E.S., one can proceed as follows: for every unit clause and pair of opposite
literals, check whether there exists a path that comprises the clause and goes from the unit clause to the pair of opposite
literals. In the same way, one checks whether there exists a path from a unit clause to the negation of another unit
clause.
The following two results about consistent acyclic 2CNF formulae have already been proved.
• Acyclic consistent formulae not implying single literals have a unique I.E.S.
• Building an I.E.S. for an acyclic consistent formula implying the literals l1, l2, . . . , ln can be done by choosing
independently some of the clauses containing l1, some of the clauses containing l2, etc.
These two facts allow proving that, for acyclic consistent 2CNF formulae, one can determine presence and size of
I.E.S.’s in polynomial time.
Theorem 3. The unique I.E.S. of a consistent acyclic 2CNF formula not implying literals can be found in quadratic
time.
Proof. Let Π be a consistent acyclic 2CNF formula. Since it has a single I.E.S., a clause is in its I.E.S. if and only if
it is in all its I.E.S.’s. Since checking presence in all I.E.S.’s can be done by checking Π\{γ } |= γ , and this inference
is linear-time for 2CNF formulae, we can conclude that checking the presence of each clause in the unique I.E.S. of
the formula can be done in linear time. 
The proof of the theorem shows a quadratic algorithm for generating the single I.E.S. of Π based only one the
uniqueness of such an I.E.S. However, Lemma 4 allows for a slightly better algorithm: for each l, we can check all
clauses ¬l ∨ l1 at once by visiting the graph RΠ(l). Since the construction and visit of RΠ(l) takes linear time, the
overall running time is O(nm), where n is the number of variables and m is the number of clauses of the formula.
Theorem 4. The problems of presence of a clause in an I.E.S. and of existence of an I.E.S. of given size are polynomial-
time for acyclic consistent 2CNF formulae.
Proof. By Lemma 18, the presence of a clause l ∨ l′ with Π |= ¬l in an I.E.S. only depends on whether l′ ∈ SΠ(l)
or there exists l′′ such that (l′, l′′) ∈ PΠ(l). Since SΠ(l) and PΠ(l) can be checked in polynomial time by definition,
checking the presence of a clause l ∨ l′ in an I.E.S. is a polynomial-time problem if Π |= ¬l. All other clauses can be
checked in polynomial time thanks to Corollary 3 and Theorem 3.
One of the smallest I.E.S.’s of an acyclic formula can be built in a similar way but choosing ¬l or a clause ¬l ∨ l′
such that l′ ∈ SΠ(l) if possible, and a pair of clauses ¬l ∨ l′ and ¬l ∨ l′′ with (l′, l′′) ∈ PΠ(l) otherwise. To account
for the pair of clauses ¬l ∨ l′ and ¬l ∨¬l′ that replace the unit clause l by the transformation of Section 3.2, we count
such a pair as it were a single clause. 
6. Size of I.E.S.
In this section, we consider the problem of checking whether a formula has an I.E.S. of size bounded by a given
integer k. This problem has already been proved polynomial for inconsistent and consistent acyclic 2CNF formulae.
In this section, we prove the results for consistent cyclic formulae; the case for inconsistent cyclic formula is open.
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We show that Lemma 18 does not hold if the literal l under consideration is in a cycle of clauses. Consider the
following formula:
Π = {¬l′ ∨ l,¬l ∨ l′,¬l ∨ l′′,¬l′ ∨ x,¬l′ ∨ ¬x,¬l′′ ∨ y,¬l′′ ∨ ¬y}
The graph of Π induced by l is shown in Fig. 10, which clearly shows a simple cycle between the literals l and l′.
For this formula, SΠ(l) = {l′, l′′}, while PΠ(l) = ∅. According to Lemma 18, if Π ′ is an I.E.S. of Π , then we can
replace Π ′ ∩DΠ(l) with a single clause containing a literal of SΠ(l), and what results is still an I.E.S. of Π . We show
a counterexample. The formula Π is equivalent to {¬l,¬l′,¬l′′}. The following is an I.E.S. of Π .
Π ′ = {¬l′ ∨ l,¬l ∨ l′′,¬l′′ ∨ y,¬l′′ ∨ ¬y}
Π ′ is represented by the graph in Fig. 11. This subset is equivalent to Π because it entails all three literals ¬l, ¬l′,
and ¬l′′. Indeed, ¬l′′ is entailed by the clauses ¬l′′ ∨ y and ¬l′′ ∨ ¬y, while ¬l and ¬l′ are entailed by ¬l′ ∨ l and
¬l ∨ l′′, which make l′′ reachable by unit propagation from l and l′.
According to Lemma 18, we should be able to obtain another I.E.S. from Π ′ by replacing all clauses of DΠ(l)
with ¬l ∨ l′ in it, as l′ ∈ SΠ(l). Let Π ′′ = Π ′\DΠ(l) = {¬l′ ∨ l,¬l′′ ∨y,¬l′′ ∨¬y}. If Lemma 18 were true for cyclic
formulae, it would hold that Π ′′ ∪ {¬l ∨ l′} is another I.E.S. of Π . This is however false, as this set does not imply
neither ¬l nor ¬l′. Graphically, Π ′′ ∪ {¬l ∨ l′} is represented in Fig. 12.
This formula still entails ¬l′′, but no longer entails either ¬l or ¬l′. These are indeed the two literals involved in the
only cycle of this formula. Intuitively, Lemma 18 does not hold for cyclic formulae because, while Π ′ ∪ {l′} |=UP ⊥
still holds in any I.E.S. Π ′ of Π for every l′ ∈ SΠ(l), the unit derivation of ⊥ from l′ might involve the literal l.
Therefore, the choice of clauses containing l cannot be done independently on the choices of the other clauses.
We show that the problem of checking the existence of an I.E.S. of a formula is NP-complete and remains NP-hard
even if the formula entails a literal for all variables but one. The following lemma is a needed preliminary result that
is obtained by applying a result by Fortune et al. [8].
Lemma 20. Deciding whether a graph contains a simple cycle including two given nodes is NP-complete.
Fig. 10. The graph of Π induced by l. Fig. 11. An I.E.S. of the formula of Fig. 10.
Fig. 12. The graph of Π ′′ induced by l shows that Π ′′ is not an I.E.S. of Π .
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Hardness holds because the presence of such cycle is equivalent to the homomorphism of the graph G = 〈{a, b},
{a → b, b → a}〉 with a subset of the graph. This problem is NP-hard because G does not contain a node that is the
head of all edges or a node that is the tail of all edges [8]. 
This theorem shows that the problem of checking whether a set of clauses implying a single literal, and containing
cycles in the graph induced by the negation of this literal, is NP-complete.
Theorem 5. Deciding whether a consistent 2CNF formula has an I.E.S. of size k is NP-complete and remains NP-hard
even if the formula implies a literal for every variable but one.
Proof. Hardness is proved by reduction from the problem of checking the existence of a simple cycle in a graph
containing two given nodes x and y. We assume that y is reachable from x and vice versa, and that all nodes can be
reached and reach both x and y. If these conditions are not met, either the problem becomes trivial or the graph can
be purged of some nodes.
The reduction is as follows: for each node of the graph there is a variable. Another variable z is also used. For each
edge a → b of the graph we have a clause ¬a ∨ b. We also add the two clauses ¬x ∨ z and ¬y ∨ ¬z, where x and
y are the nodes that are checked for being in the same simple cycle. This set of clauses satisfy the condition of the
theorem, as both z and ¬z are reachable from any other positive literal.
Let k be the number of nodes of the graph plus two. Let us assume that the graph contains a simple cycle including
both x and y. In this case, an I.E.S. of size k is composed of the following clauses: ¬x ∨ z and ¬y ∨ ¬z; all clauses
corresponding to the edges of the cycle; and a clause for every other node obtained by recursively adding a clause
connecting a node to the cycle if not already. This I.E.S. is of size k because it contains a clause associated to an
outgoing edge of a node for each node of the original graph, with the only exception of x and y, for which the I.E.S.
also contains the clauses ¬x ∨ z and ¬y ∨ ¬z.
Let us assume that the graph does not contain simple cycles including both x and y. Since removing either ¬x ∨ z
or ¬y ∨ ¬z makes the formula not to imply literals any longer, any I.E.S. of this formula contains these two clauses;
more precisely, both z and ¬z must be reachable from any other positive literal in every I.E.S. of the formula. As a
result, x must be reachable from y and vice versa. However, since the graph does not contain any simple cycle, at
least one node w has two outgoing edges in these two paths. Since every positive literal but z must be associated an
outgoing edge in every I.E.S. of the formula, the total number of edges needed to form an I.E.S. is at least k + 1. 
6.2. Size of I.E.S.: Cyclic consistent formulae not implying literals
The problem of determining whether a formula has an I.E.S. of size at most k is NP-complete if the formula is
consistent and cyclic. This is in particular true even if the formula does not entail any literal.
Theorem 6. Deciding whether a 2CNF formula has an I.E.S. of size bounded by k is NP-complete, and remains
NP-hard even if the formula implies that all variables are equivalent and does not imply any single literal.
Proof. The problem of finding a minimum equivalent subgraph is NP-complete. In particular, it remains complete
even if the graph is strongly connected [14,24]. This is the problem of finding the minimum number of edges of the
graph that makes the resulting graph strongly connected.
We show a reduction from this problem to that of checking whether there exists an I.E.S. of a 2CNF formula Π
of size bounded by k. Let G = (N,E) be a graph. The set of variables of Π is the set of nodes N . For each edge
(i, j) the set Π contains the clause ¬i ∨ j . For any two nodes i and j , the node j is reachable from i if and only
if Π ∪ {i} |=UP j . In order to complete the proof, we only have to show that Π |= l for any literal l: if this is true,
then reachability is in one-to-one correspondence with entailment, thus showing that equivalence of graphs implies
equivalence of the corresponding formulae and vice versa.
Since each clause contains a positive and a negative literal, it is satisfied both by the model setting all variables to
true and by the model setting all variables to false. These are therefore both models of Π . However, if one of them
satisfies a literal l, the other one does not. Therefore, no literal l is implied by Π . 
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In this section, we study the problem of checking whether a clause is contained in some I.E.S.’s of a given 2CNF
formula. For acyclic sets, the problem has already been proved polynomial. This result holds even if some cycles are
present but none include the clause to check, in the case of consistent formulae; a formal proof of this statement is
given in Appendix A.8. We now prove that the problem is NP-complete for cyclic formulae, regardless of whether the
formula is consistent or implies some literals.
7.1. Presence in an I.E.S.: Cyclic inconsistent 2CNF formulae
The problem of deciding the presence of a clause in an I.E.S. of an inconsistent 2CNF formula is NP-hard if the
formula contains cycles. We use this simple preliminary lemma.
Lemma 21. The problem of checking in a graph the existence of a simple path from node x to node y including a
given edge is NP-complete.
We can now prove that the problem of presence of a clause in an I.E.S. is NP-complete if the formula is inconsistent
and cyclic.
Theorem 7. Deciding whether a cyclic inconsistent 2CNF formula has an I.E.S. that contains a given clause is NP-
complete.
Proof. Membership is obvious, as the problem can be solved by guessing a subset of the formula and then checking
whether it is an I.E.S. and contains the given clause. Hardness is proved by reduction from the problem of checking
whether a graph contains a simple path from a node to another one that includes a given edge.
Given the instance of the original problem (G,x, y, a, b), in which we want to determine whether there exists a
simple path from x to y including the edge a → b, we build a formula Π as follows: for each node of the graph, we
have a variable; for each edge n → m of the graph, we have the clause ¬n∨m; finally, we add the following clauses,
where z and w are new variables:
{¬y ∨ z,¬y ∨ ¬z, x ∨ w,x ∨ ¬w}
Graphically, Π can be represented as in Fig. 13.
Removing even a single clause containing z or w makes the formula satisfiable. Therefore, these clauses are in all
I.E.S.’s of the formula. Since a 2CNF formula is unsatisfiable if and only if Π ∪{w} |=UP ⊥ and Π ∪{¬w} |=UP ⊥ for
some variable w, these four clauses must necessarily be all included in the paths from w and ¬w to ⊥, as otherwise
one of these clauses would be redundant. As a result, Π ′ is an I.E.S. of Π if and only there exists a literal l such that
y is reachable from l and ¬x is reachable from ¬l. The second condition is equivalent to l being reachable from x;
therefore, the two conditions are equivalent to the existence of a path from x to y. As a result, Π ′ is an I.E.S. of Π if
and only if it contains the four clauses containing z and w, and a path from x to y.
If this path from x to y in a subset of the formula is cyclic, the formula is not irredundant because all clauses in
the cycle can be removed while preserving the reachability of y from x and therefore preserving unsatisfiability. As a
result, the I.E.S.’s of the formula are in a bijection with the simple paths from x to y. Such a formula contains ¬a ∨ b
if and only if there exists a simple path from x to y including the edge a → b. 
Fig. 13. Graphical representation of Π .
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In this section we consider the problem of presence of a clause in an I.E.S. of a cyclic consistent 2CNF formula
implying some literals. The case in which no cycle includes the clause to check is proved polynomial in Appendix A.8.
We now show that the general problem is NP-complete.
Theorem 8. The problem of checking the presence of a clause in some I.E.S.’s of a consistent 2CNF formula Π is
NP-complete and remains hard even if Π |= l for every positive literal l but one.
Proof. The proof is by reduction from the problem of deciding the existence of two vertex-disjoint paths in a directed
graph, which is NP-complete [6,8] (the corresponding problem for undirected graphs is polynomial [23].) This is the
problem of establishing whether a graph G contains a path from node s1 to node t1 and a path from node s2 to node t2
and these two paths do not share nodes. We can assume that, from each node of the graph, either t1 or t2 is reachable;
otherwise, the nodes not satisfying this condition can be removed from the graph in polynomial time. The formula we
consider is the one corresponding to the graph in Fig. 14.
This formula implies the negation of all positive literals beside x because the pair of nodes x and ¬x can be reached
from any other node of the graph. The same property must therefore be true for all I.E.S.’s of this formula. Since x
and ¬x form the only pair of opposite literals in the graph, the property holds only if both l3 and l4 are reachable from
any other node besides x and ¬x in the graph corresponding to the I.E.S.
If G has a pair of vertex-disjoint paths from s1 to t1 and from s2 to t2, respectively, there exists an I.E.S. containing
the clause ¬l1 ∨ l2. Let us consider the subformula Π ′ built as follows. First, Π ′ contains all clauses corresponding
to the edges of the subgraph in Fig. 15.
Second, Π ′ contains a number of clauses corresponding to edges making either t1 or t2 reachable from every node
of G not having already this property: this can be done by adding a clause ¬s ∨ t if either t1 or t2 is reachable from t
Fig. 14. The graph of the formula used in the proof.
Fig. 15. The first part of Π ′ .
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Fig. 17. s2 is connected to t2 but not to t1.
but not from s. The addition of these clauses does not make t2 reachable from s1 or t1 from s2 because a clause ¬s ∨ t
is only added if no other edge outgoing from s is already in the I.E.S.
The subformula Π ′ makes both l3 and l4 reachable from l1 and l1 reachable from any other node of the graph. As
a result, Π ′ ≡ Π . Since l4 is only reachable from l1 via the edge from l1 to l2, the corresponding clause is irredundant
in Π ′. Since ¬l1 ∨ l2 is irredundant in Π ′, every I.E.S. of Π ′ contains this clause by Property 1. Since Π ′ ≡ Π , every
I.E.S. of Π ′ is also an I.E.S. of Π . Therefore, ¬l1 ∨ l2 is contained in some I.E.S.’s of the original formula.
Let us now assume that G contains no vertex-disjoint paths from s1 to t1 and from s2 to t2, respectively. We prove
that ¬l1 ∨ l2 is redundant in every I.E.S. of the formula. Since x is the only variable that occurs both direct and negated
in the graph, in every I.E.S. of Π both l3 and l4 are reachable from any other variable besides x and ¬x. Fig. 16 shows
the edges that are necessarily contained in any I.E.S. of Π because either they are the only outgoing edges of a node
or they are the only edges that are incoming to l3 or l4.
Since s2 must be connected to nodes outside G (i.e., l3 and l4), it is either connected to t1 or to t2. If t1 is reachable
from s2, then both l3 and l4 are reachable from l1 without using the clause ¬l1 ∨ l2, which is therefore redundant. We
can therefore assume that s2 is connected to t2 but not to t1, as shown in Fig. 17.
By assumption, t1 is not reachable from s2 using only edges inside G. The node s1 can therefore be connected to l4
only via a path starting from t2. However, such a path can only go to l1, then l2, and finally s1. By assumption, however,
every path from s1 to t1 shares a node with the path from s2 to t2, which makes t1 reachable from s2, contradicting the
assumption. 
7.3. Presence in an I.E.S.: Cyclic consistent 2CNF formulae not implying literals
The problem of checking the presence of a clause in an I.E.S. of a 2CNF formula is polynomial if the formula is
acyclic and consistent, and does not entail any single literal. We now show that the same problem is NP-complete if
the formula is still consistent but cyclic. First of all, if a formula is consistent and does not entail literals, then every
clause l1 ∨ l2 can be made irredundant by the following lemma.
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appearing only in these two clauses, then Π is equivalent to Π ∪ {l1 ∨ l2}, and the two clauses l1 ∨ w and ¬w ∨ l2
are irredundant in Π .
Proof. Equivalence is due to the fact that l1 ∨ l2 is obtained from l1 ∨ w and ¬w ∨ l2 by resolution. Irredundancy is
due to the fact that Π ∪ {¬l1} |=UP w in Π because Π is consistent and does not entail literals. Since l1 ∨ w is the
only clause containing w positively, this clause is necessary. For the same reason, ¬w ∨ l2 is irredundant. 
If a clause is necessary in a formula, it is contained in all its I.E.S.’s. Whenever we have a formula Π that is
consistent and does not entail literals, and we want a clause l1 ∨ l2 to be contained in all its I.E.S.’s, we can replace it
with l1 ∨w and ¬w ∨ l2. The original clause is still implied by these two new ones by resolution, but the new clauses
are both irredundant. In order to keep proofs simple, we use the following notation.
Notation. l1
◦∨ l2 means {l1 ∨ w,¬w ∨ l2} where w is a new variable.
We use this notation because the clauses {l1 ∨ w,¬w ∨ l2} actually represent the single clause l1 ∨ l2 since w is
not used anywhere else. The circle over the symbol ∨ reminds us that these two clauses cannot be removed from a
formula without changing its semantics. We can now prove that deciding the presence of a clause in an I.E.S. of a
formula is NP-complete.
Theorem 9. Deciding whether a clause is in an I.E.S. of a cyclic and consistent 2CNF formula Π is NP-hard even if
no single literal is implied by Π and Π makes all literals equivalent.
Proof. We show a proof of hardness from 3sat. The set of clauses generated by this particular reduction is such that
all clauses are of the form ¬l ∨ l′. Such formulae can be represented by their induced graphs. In this proof, we use
l ⇒ l′ to denote the reachability of l′ from l and l ⇔ l′ to denote mutual reachability (l and l′ can be reached from
each other).
Given a set of clauses Γ = {γ1, . . . , γm}, we generate a formula Π and one of its clauses ¬l1 ∨ l2 in such a way
¬l1 ∨ l2 is in some I.E.S.’s of Π if and only if Γ is satisfiable. The graph corresponding to Π is strongly connected.
In particular, truth assignments on Γ correspond to subsets of Π in which l2 ⇒ n ⇒ l1 for every node n. Therefore,
the graph is strongly connected if and only if l1 ⇒ l2. The truth assignment satisfies Γ if and only if l1 ⇒ l2 does not
hold in the corresponding subformula, thus making the clause ¬l1 ∨ l2 necessary.
From now on, we consider Π as a graph. The graph corresponding to Γ is as follows: for each variable xi , we have
three nodes xi , x+i , and x
−
i . For each clause γj we have a node cj . The clauses of Π are the following ones:
(1) The clause to be checked for presence in an I.E.S.: ¬l1 ∨ l2;
(2) Nodes forming a strongly connected component containing l1:
(a) ¬l1 ◦∨ xi ;
(b) ¬xi ∨ x+i and ¬xi ∨ x−i ;
(c) ¬x+i
◦∨ l1 and x−i
◦∨ l1;
(3) Nodes forming a strongly connected component containing l2:
(a) ¬l2 ◦∨ x+i and ¬l2
◦∨ x−i ;
(b) ¬x+i ∨ cj if xi ∈ γj ;
(c) ¬x−i ∨ cj if ¬xi ∈ γj .
(d) ¬γj ◦∨ l2.
This graph is strongly connected. This must also be true for every graph representing an I.E.S. of Π . As an example,
the clause γ1 = x1 ∨ ¬x2 is represented as in Fig. 18 (this example uses a binary clause; clauses of three literals are
converted in a similar way). The nodes l1 and l2 have been omitted to keep the figure simple: if a node is missing at
the left of an arrow, it is l1; if it is at the right, it is l2. Arrows marked with a circle cannot be removed because they
correspond to irredundant clauses.
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Fig. 19. Dotted lines are clauses removed if M assigns true to both x1 and x2.
Every truth assignment on Γ can be associated to a set of clauses to remove from Π to the aim of obtaining an
I.E.S. In particular, if Π is satisfiable we can remove some of the clauses in such a way that l2 ⇒ n ⇒ l1 still holds
for every node n, but l1 ⇒ l2 does not. This way, ¬l1 ∨ l2 is necessary to make this graph strongly connected and
therefore equivalent to the original one.
Let us assume that Γ is satisfiable, and let M be one of its models. We build a subset of Π by removing the
following clauses:
(1) if xi is positive in M , remove the clause ¬xi ∨ x+i and all clauses from x−i to a node cj ;
(2) if xi is negative in M , do the other way around.
Fig. 19 shows the clauses that are removed from the formula above if M assigns true to both x1 and x2. In this
subgraph, l2 ⇒ n ⇒ l1 holds for all nodes. For nodes x+i and x−i there are edges from l2 to them and from them to
l1. The cycle l1 ⇒ xi ⇒ x+i ⇒ l1 or the cycle with x−i replacing x+i causes all nodes xi to be in the same strongly
connected component as l1 if xi is negative in M . A node cj is in the same strongly connected component as l2 thanks
to a cycle ¬l2 ∨ x+i ,¬x+i ∨ cj ,¬cj ∨ l2 if xi is positive in M and in cj , or a similar cycle if the literal of cj that is
true in M is a negative one.
Since l2 ⇒ n ⇒ l1 holds for all nodes, the addition of the clause ¬l1 ∨ l2 makes all nodes reachable from each
other, making this formula equivalent to the original one. On the other hand, l1 ⇒ l2 is not true in this graph: indeed,
all paths l1 ∨ xi,¬xi ∨ x+i ,¬x+i ∨ cj ,¬cj ∨ l2 have been broken because either the clause ¬xi ∨ x+i or the clause
¬x+ ∨ cj has been removed, and the same holds for the similar paths containing x− in place of x+.i i i
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all clauses of Γ . Since the graph of Π is strongly connected, the same holds for Π ′. Since removing ¬l1 ∨ l2 makes
the graph of Π ′ not strongly connected, we have that:
(1) l2 is not reachable from l1 in the graph corresponding to Π ′\{¬l1 ∨ l2};
(2) every node is reachable from either l1 or l2 and reaches either l1 or l2 in the graph corresponding to Π ′\{¬l1 ∨ l2}:
otherwise, the addition of ¬l1 ∨ l2 would not make the graph strongly connected.
Since xi is reachable from l1, it must reach either l1 or l2; however, it cannot reach l2 as otherwise we would have
l1 ⇒ l2. As a result, for every xi , either ¬xi ∨ x+i or ¬xi ∨ x−i is in Π ′. In other words, it cannot be that both clauses
are not in Π ′ for the same xi . As a result, the following is a partial model (a consistent set of literals).
M = {xi | ¬xi ∨ x−i /∈ Π ′} ∪ {¬xi | ¬xi ∨ x+i /∈ Π ′}
We show that all clauses of Γ are satisfied by M . Let γj be a clause. Since the clause ¬cj ∨ l2 is not removable,
l1 ⇒ cj cannot hold, as otherwise l2 would be reachable from l1. As a result, l2 ⇒ cj must hold. This implies that
there exists an index i such that either xi ∈ γj and ¬x+i ∨ cj ∈ Π ′ or ¬xi ∈ γj and ¬x−i ∨ cj ∈ Π ′. In the first case,
¬xi ∨ x+i /∈ Π ′ as this clause would create a path from l1 to l2. This however implies that xi is set to true by M . Since
xi ∈ γj , the clause γj is satisfied by M . The case ¬xi ∈ γj and ¬x−i ∨ cj ∈ Π ′ is similar. 
8. Horn formulae
When considering the complexity of redundancy for Horn formulae, the following problems are clearly polynomial:
(1) checking redundancy;
(2) a set is an I.E.S.;
(3) a clause is in all I.E.S.’s;
(4) uniqueness.
The problem of size is easily proved to be NP-complete: indeed, the corresponding proof for the case of consistent
acyclic 2CNF formulae not implying single literals uses clauses corresponding to the edges of a graph whose nodes
are all positive literals. These clauses are therefore all in the form ¬x ∨ y, that is, they are binary Horn clauses.
We show that the problem of size is NP-complete for inconsistent Horn formulae.
Theorem 10. Deciding whether a Horn formula Π has an equivalent subset of size k is NP-complete.
Proof. Membership is obvious. Hardness is proved by reduction from vertex cover. Let G be a graph. We build the
following set of Horn clauses: for each node i we have a unit clause xi ; for each edge z = (i, j) we have two clauses
¬xi ∨ az and ¬xj ∨ az; finally, we have the clause ¬a1 ∨ · · · ∨ ¬am.
Inconsistent subsets of this formula are composed of ¬a1 ∨ · · · ∨ ¬am, plus a pair xi and ¬xi ∨ az for each edge
z. This means that we have exactly one clause ¬xi ∨ az for each edge of the graph. Moreover, for each edge we have
to include a unit clause corresponding to one of its incident nodes. Therefore, minimal inconsistent subsets are in
one-to-one correspondence with vertex covers of the original graph. Namely, G has a vertex cover of k nodes if and
only if the formula has an inconsistent subset of m + 1 + k clauses, where m is the number of edges of G. 
9. Conclusions
The analysis of the problems of redundancy presented in this paper shows an interesting pattern: the complexity of
some problems is related to their cyclicity: some problems are polynomial on acyclic problems and NP-complete on
cyclic ones. Interestingly, complexity does not instead depends on whether the considered formula is consistent.
Quantitatively, we have shown that checking redundancy can be done with an algorithm that is slightly more
efficient than the trivial one. In particular, while checking redundancy for every possible clause requires time O(m2),
where m is the total size of the set of clauses, an algorithm running in time O(mn) exists, where n is the number of
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larger than the number of variables n.
A number of problems that are NP-hard for the general case turned out to be polynomial for the 2CNF case. In
particular, this is the case for the problem of checking redundancy, checking whether a set is an I.E.S. of another
one, checking whether a clause is in all I.E.S.’s of a given formula, and checking whether a formula has an unique
I.E.S. In particular, the two latter problems are polynomial thanks to previous results about I.E.S.’s: a clause is in all
I.E.S.’s if and only if its is not redundant and a formula has an unique I.E.S. if and only if the set of its irredundant
clauses is equivalent to it [17]. The problems of I.E.S. size and presence of a clause in an I.E.S. required a technical
analysis. This required a separate study for the restrictions to formulae that are either inconsistent, consistent and
implying some literals, or consistent and not implying literals. Surprisingly, these restrictions have not influenced the
final results: these problems are polynomial or NP-complete depending on whether the formula is acyclic or cyclic
but not on the aforementioned restriction.
One problem is still left open: that of checking the size of a I.E.S. for cyclic inconsistent formulae. Based on
the other results, it seems logical to assume that this problem is NP-complete. However, considering that each case
required a separate analysis, it is still possible that this case is different from the other one, and turns out to be
polynomial instead.
Appendix A. Proofs
A.1. Unit propagation
Lemma 1. For any 2CNF formula Π and two literals l1 and l2, if Π |=R l1 ∨ l2, then Π ∪ {¬l1} |=UP l2.
Proof. Since Π |=R l1 ∨ l2, there exists a resolution tree rooted with l1 ∨ l2. We prove the claim by induction on the
height of the tree. The base case of recursion is when the tree is a leaf. In this case, l1 ∨ l2 ∈ Π , which implies that
Π ∪ {¬l1} |=UP l2.
Let us therefore assume that the claim holds for any binary clause that can be proved with a tree of height k, and
prove it for clauses requiring trees of height k + 1. Let us therefore consider a tree of height k + 1 with l1 ∨ l2 in the
root. Its subtrees have height less than or equal to k, and their roots are labeled with l1 ∨ l3 and ¬l3 ∨ l2 for some
literal l3; note that resolution does not allow to derive l1 ∨ l2 from l1 or from l2. Fig. A.1 shows such a tree.
Since the resolution trees of l1 ∨ l3 and ¬l3 ∨ l2 have both height less than or equal to k, by the induction hypothesis
both Π ∪ {¬l1} |=UP l3 and Π ∪ {l3} |=UP l2 hold. As a result, Π ∪ {¬l1} |=UP l2. 
Lemma 2. For any 2CNF formula Π and literal l, if Π |=R l then Π ∪ {¬l} |=UP ⊥.
Proof. The claim is proved by induction on the height of the resolution tree rooted with l. In the base case, this tree
is a leaf; therefore, l ∈ Π holds. The claim Π ∪ {¬l} |=UP ⊥ therefore holds.
We now assume that the claim is true for any literal that is derivable from Π using a resolution tree of height less
than or equal to k and prove that the same holds for height k + 1. Let l be the root of a resolution tree of height k + 1.
The root of this tree is l, and its children can be either both binary, or a unary clause resolved with a binary clause.
Let us consider this latter case, depicted in Fig. A.2, first.
By induction, Π ∪ {¬l1} |=UP ⊥, as the subtree rooted with l1 have height less than or equal to k. By Lemma 1, ¬l
implies ¬l1 by unit propagation. As a result, Π ∪ {¬l} |=UP ⊥.
Let us now consider the situation in which the children of l are both binary clauses. Let us call l1 the literal they
are resolved upon, that is, the two clauses are l ∨ l1 and l ∨ ¬l1. Such a tree is depicted in Fig. A.3.
Fig. A.1. A resolution tree rooted by l1 ∨ l2.
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Since l ∨ l1 is the root of a resolution tree whose leaves are clauses of Π , it follows that Π |=R l ∨ l1. By Lemma 1,
Π ∪{¬l} |=UP l1 and Π ∪{¬l} |=UP ¬l1. Since ¬l allows deriving a pair of contradictory literals by unit propagation,
we have Π ∪ {¬l} |=UP ⊥. 
Lemma 3. A 2CNF formula Π is inconsistent if and only if there exists a variable x such that Π ∪ {x} |=UP ⊥ and
Π ∪ {¬x} |=UP ⊥.
Proof. The “if” direction is obvious, thanks to the soundness of unit propagation.
Let us consider a minimal regular resolution tree for Π . Its root is marked with ⊥, so its children have to be marked
x and ¬x for some variable x. Therefore, we have that Π |=R x and Π |=R ¬x. By Lemma 2, the claim is proved. 
Lemma 4. For every 2CNF formula Π and literals l1 and l2, Π |= l1 ∨ l2 if and only if Π is inconsistent or Π ∪
{¬l1} |=UP ⊥ or Π ∪ {¬l2} |=UP ⊥ or Π ∪ {¬l1} |=UP l2.
Proof. The “if” direction is due to the fact the unit propagation is a sound (but not complete) entailment method, that
is, if Π |=UP γ then Π |= γ .
The other direction is proved by applying Property 3. Indeed, Π |= γ implies that Π either is inconsistent or
implies either l1, l2, or l1 ∨ l2 by resolution. In turns, Π |=R l1 implies Π ∪ {¬l1} |=UP ⊥, and similarly for Π |=R l2
thanks to Lemma 2. Moreover, Π |=R l1 ∨ l2 implies Π ∪ {¬l1} |=UP l2 thanks to Lemma 1. 
A.2. Inconsistent 2CNF formulae
Theorem 1. Every inconsistent set of binary clauses is cyclic.
Proof. Let Π be a set of binary clauses. By Lemma 3, if Π is inconsistent then there exists a variable x such that
Π ∪{x} |=UP ⊥ and Π ∪{¬x} |=UP ⊥. Since Π contains only binary clauses by assumption, these two conditions are
equivalent to the existence of four paths of clauses: one from x to a variable y, one from x to ¬y, one from ¬x to a
variable z, and one from ¬x to ¬z. The second and fourth of these two paths can be reversed, thus leading to a path
from y to ¬x and one from z to x, respectively. These two paths, together with the first and third original ones, form
a cycle from x to y to ¬x to z to x. 
Lemma 6. Every 2CNF formula Π containing a unit clauses l is equivalent to Π\{l} ∪ {l ∨ y, l ∨ ¬y}, where y is a
new variable; this second formula is cyclic only if Π is either cyclic or inconsistent.
Proof. Equivalence is obvious. Let us assume that Π is acyclic while Π ′ = Π\{l} ∪ {l ∨ y, l ∨ ¬y} is not, and prove
that Π is inconsistent. Since Π is acyclic while Π ′ is not, every cycle of Π ′ contains either l ∨ y or l ∨ ¬y. Let
us assume that one such cycle contains l ∨ y. Since y is a new variable, the only possible next clause of the cycle is
¬y ∨ l. This means that the rest of the cycle is composed of clauses ¬l∨ z, . . . ,w∨¬l. This means that ¬l is obtained
by applying unit propagation from l on the clauses of Π\{l}. Since Π contains l, it is inconsistent. 
Lemma 7. Every resolution tree rooted with ⊥ of a 2CNF formula has at most two unary clauses in the leaves.
292 P. Liberatore / Artificial Intelligence 172 (2008) 265–299Proof. We prove that each subtree of the root contains at most a unary clause in the leaves. Since the root is labeled
with ⊥, its subtrees are rooted by x and ¬x. We prove the claim for the first subtree; the proof for the second is similar.
If this subtree is only composed of x, the claim is proved. Otherwise, x has two children, of which at most one can
be unary. Since a binary clause can only be obtained by resolving two binary clauses, all its descendants are binary
clauses. As a result, all binary clauses that are children of x have all binary clauses as descendants.
If x has a unary child, the same argument can be used on the subtree rooted by that child: at most one of its
children is unary, and all descendants of the binary clauses in its children are labeled with binary clauses. As a result,
this subtree has at most one unary leaf. The same argument applies to the other subtree, so the tree has to most two
unary clauses in the leaves. 
Lemma 8. Every irredundant inconsistent 2CNF formula contains at most two unary clauses.
Proof. Let Π be an irredundant inconsistent 2CNF formula. Consider one of its resolution proofs of inconsistency.
By Lemma 7, this tree contains at most two unary clauses in the leaves. As a result, if Π contained more than two
unary clauses, the ones that are not leaves of that tree would be redundant. 
Lemma 9. If Π is an irredundant inconsistent 2CNF, Π ′ and Π ′′ are the set of its unary and binary clauses, respec-
tively, and Π ′′ is consistent, then Π ′ ∪ Π ′′ |=UP ⊥.
Proof. Since Π ′′ is consistent, Π ′ cannot be empty. By Lemma 8, Π ′ contains either one or two unary clauses.
Let us first assume that Π ′ = {l}. Since Π ′ ∪ {l} |= ⊥, we have Π ′ |= ¬l. Since Π ′ |=R ⊥, by Property 3 we have
Π ′ |=R ¬l. By Lemma 2, Π ′ ∪ {l} |=UP ⊥.
Let us now assume that Π ′ = {l, l′}. Since Π ′ ∪ {l, l′} |= ⊥, we have that Π ′ |= ¬l ∨ ¬l′. Since Π is irredundant,
it holds neither Π ′ |=R ¬l nor Π ′ |=R ¬l′. As a result, Π ′ ∪ {l} |=UP ¬l′ by Lemma 4, which is equivalent to Π ′ ∪
{l, l′} |=UP ⊥. 
A.3. Formulae implying literals
Lemma 10. If Π is a CNF formula such that Π |= l, then Π and Π\(Π |l) ∪ {l} are equivalent.
Proof. Let M be a model of Π . By definition, M satisfies all clauses of Π . Since Π |= l, this model assigns true to l.
Since Π\(Π |l) ∪ {l} only contains clauses of Π and l, it is satisfied by M .
Vice versa, let M be a model of Π\(Π |l)∪ {l}. This model assigns true to l. Moreover, it satisfies all clauses of Π
not containing l. It also satisfies all clauses of Π containing l because it sets l = true; therefore, it satisfies all clauses
of Π . 
Lemma 11. Let Π be a formula implying the literal l. If the clause γ ∈ Π does not contain l, then γ is redundant in
Π if and only if it is redundant in Π\(Π |l) ∪ {l}.
Proof. Since γ does not contain l, it is both in Π and in Π\(Π |l)∪{l}. We therefore only have to prove that is entailed
by Π\{γ } if and only if it is entailed by (Π\(Π |l)∪ {l})\{γ }. We prove that these two formulae are equivalent. Since
γ is not a clause of Π |l, we have that (Π\(Π |l) ∪ {l})\{γ } is the same as (Π\{γ })\(Π |l) ∪ {l}. By Lemma 10, this
formula is equivalent to Π\{γ }. 
Lemma 12. Let Π be a consistent 2CNF such that Π |= l. If Π ′ is an I.E.S. of Π then Π2 = Π ′\(Π |l) ∪ {l} is an
I.E.S. of Π\(Π |l) ∪ {l}.
Proof. Since Π ′ is an I.E.S. of Π , we have that Π ′ ⊆ Π . As a result, Π ′\(Π |l) ∪ {l} ⊆ Π\(Π |l) ∪ {l}. Containment
is the first condition for a formula being an I.E.S. of another formula. We now show equivalence and irredundancy.
Since Π ′ is equivalent to Π , we have Π ′ |= l. By Lemma 10, Π ′ is equivalent to Π ′\(Π |l) ∪ {l}, which is indeed
Π2. As a result, Π2 is equivalent to Π ′, which is equivalent to Π , which is equivalent to Π\(Π |l)∪{l} by Lemma 10.
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mentioning the literal l. Therefore, there exists a clause γ not containing l such that γ is redundant in Π ′\(Π |l)∪ {l}.
By Lemma 11, γ is also redundant in Π ′, thus contradicting the assumption that Π ′ is an I.E.S. 
The converse of this lemma does not hold, as already shown by the following example.
Π = {x ∨ x1, x ∨ x2,¬x1 ∨ y,¬x2 ∨ ¬y,¬x ∨ y}
l = x
Π\(Π |l) ∪ {l} = {¬x1 ∨ y,¬x2 ∨ ¬y,¬x ∨ y, x}
Π2 = {¬x2 ∨ ¬y,¬x ∨ y, x}
Π2\{l} ∪ (Π |l) = {¬x2 ∨ ¬y,¬x ∨ y, x ∨ x1, x ∨ x2}
A possible (but incorrect) proof of the converse of Lemma 12 would go by considering that x1 and x2 should always
entail y and ¬y, respectively, in every I.E.S. of Π , and therefore in any I.E.S. of Π\(Π |l)∪ {l}, because this formula
is equivalent to Π . What makes this proof fail on the counterexample above is that ¬x1 ∨ y holds also because of x
and ¬x ∨ y, and this proof relies on x, which is removed while “coming back” from Π2 to Π\{l} ∪ (Π |l).
The problem with this proof is that the clause ¬x1 ∨ y, which is part of the proof of x, is not necessary because it
can be derived from l = x in Π\(Π |l)∪ {l}. On the other hand, l can only derive clauses of the form l ∨ something, or
y ∨ something where y is a consequence of l. In other words, what makes the proof fail is the possible entailment of
clauses containing literals that are derivable from l. On the other hand, Π |= l; therefore, Π |= y. The counterexample
therefore relies on the presence in Π\(Π |l) ∪ {l} of clauses containing literals that are entailed by Π . Replacing all
such clauses with that literal would therefore invalidate the counterexample. Since Π|= is the set of literals entailed by
Π , the set Π |Π|= contains all clauses of Π containing a literal that is entailed by Π .
Lemma 13. Every clause of a 2CNF formula Π either is in Π |Π|= or does not contain literals in Π|= nor their
negation.
Proof. Let l ∈ Π|=. All clauses containing l are in Π |Π|= by definition. On the other hand, all clauses containing the
negation of l are in the form ¬l ∨ l′. Since Π |= l, we have Π |= l′. Therefore l ∨ l′ ∈ Π |Π|=. 
Lemma 14. Let Π be a consistent 2CNF formula. If Π2 is an I.E.S. of Π\(Π |Π|=)∪Π|=, then Π2\Π|= ∪ (Π |Π|=) is
equivalent to Π .
Proof. Since Π and Π\(Π |Π|=) ∪ Π|= are equivalent and Π2 is an I.E.S. of Π\(Π |Π|=) ∪ Π|=, we have that Π2
and Π are equivalent. The claim is proved by showing that Π2\Π|= ∪ (Π |Π|=) entails Π|=. This would prove that
Π2\Π|= ∪ (Π |Π|=) is equivalent to Π2\Π|= ∪ (Π |Π|=) ∪ Π|=, which is a superset of Π2 and is therefore equivalent
to Π .
Intuitively, the proof is as follows: if l ∈ Π|=, then there is a proof of l in Π . This proof involves some clauses of
Π |Π|= and some clauses in Π\(Π |Π|=). On the other hand, everything that is entailed in Π is also entailed in its
equivalent formula Π2\(Π |Π|=)∪Π|=. Since Π2\(Π |Π|=) and Π|= are built over disjoint literals, every clause of Π
not containing literals that are entailed by Π is derivable in Π2\(Π |Π|=).
Let us formally prove the claim. Let l ∈ Π|=, that is, Π |= l. We show that Π2\Π|= ∪ (Π |Π|=) |= l. Since Π |= l,
two situations are possible: either l ∈ Π , or l /∈ Π . In the first case, l ∈ Π |Π|=, and the claim is true because l is in
Π2\Π|= ∪ (Π |Π|=).
Let us now consider the case l /∈ Π . Since Π |= l and Π is consistent, Π ∪ {¬l} allows deriving a pair of opposite
literals by unit propagation. Let the following be the chains of clauses used in the unit propagation from ¬l to these
pairs of opposite literals:
¬p1 ∨ p2, ¬p2 ∨ p3, . . . , ¬pn−1 ∨ pn
¬n1 ∨ n2, ¬n2 ∨ n3, . . . , ¬nm−1 ∨ ¬nm
where ¬l = p1 = n1 and pn = ¬nm
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share variables with Π|=. In the first case, li ∨ li+1 ∈ Π2\Π|=∪(Π |Π|=). We show that Π2\Π|=∪(Π |Π|=) |= ¬li ∨ li+1
holds in the second case.
Since ¬li ∨ li+1 is in Π , it holds Π2 |= ¬li ∨ li+1. On the other hand, Π2 = (Π2\Π|=) ∪ (Π2 ∩ Π|=). These two
parts of Π2 contain disjoint literals because of Corollary 2. Since Π2 |= ¬li ∨ li+1 and neither li , li+1, nor their
negations are in Π|=, then Π2\Π|= |= ¬li ∨ li+1 because the other part of Π2 contains literals that are mentioned
neither in Π2\Π|= nor in ¬li ∨ li+1.
Of the clauses of the two chains above, therefore, we have that a clause ¬li ∨ li+1 is either in Π |Π|= or is entailed
by Π2\Π|=. As a result, Π2\Π|= ∪ (Π |Π|=) entails all these clauses; therefore, unit propagation of ¬l in this formula
leads to a pair of opposite literals. 
Lemma 15. Let Π be a consistent 2CNF formula. If Π2 is an I.E.S. of Π\(Π |Π|=) ∪ Π|=, then there exists Π1 ⊆
Π |Π|= such that Π1 ∪ (Π2\Π|=) is an I.E.S. of Π .
Proof. Lemma 14 shows that adding Π |Π|= to Π2\Π|= results in a set that is equivalent to Π . We are now trying to
prove that an I.E.S. of Π can be obtained from Π2\Π|= ∪ (Π |Π|=) without removing any clause of Π2\Π|=. What
we actually prove is that no clause of Π2\Π|= is redundant in Π2\Π|= ∪ (Π |Π|=), thus proving that all I.E.S.’s of
Π2\Π|= ∪ (Π |Π|=) contain all clauses of Π2\Π|= by Property 1.
Let γ ∈ Π2\Π|=. Assume that γ is redundant in Π2\Π|= ∪ (Π |Π|=), that is:
(
Π2\Π|= ∪ (Π |Π|=)
)\{γ } |= γ
Since all clauses in Π |Π|= contain a literal in Π|= by definition, we have that Π|= |= Π |Π|=. As a result, Π|= is
logically stronger than Π |Π|=, and the above formula therefore implies:
(Π2\Π|= ∪ Π|=)\{γ } |= γ
This is the same as Π2\{γ } |= γ , contradicting the assumption that Π2 is irredundant. 
Lemma 16. Every consistent 2CNF formula Π implying a literal l and containing three or more clauses containing l
contains at least a redundant clause containing l.
Proof. If l ∈ Π , any other clause containing l is redundant. Let us assume l /∈ Π . Since Π is consistent, Π |= l
is equivalent to Π ∪ {¬l} |=UP ⊥. By definition, this formula is true if and only if ¬l allows deriving a pair of
complementary literals x and ¬x by unit propagation.
Let us first assume that neither l is neither x nor ¬x. Consider the sequences of clauses used in the derivation of
x and ¬x from l. Without loss of generality, we can assume that l is only contained in the first clauses of these two
sequences.
Removing all clauses containing l but the first clause in each of these two sequences, we obtain a formula that still
entails l, and therefore allows deriving all clauses that have been removed, contradicting the assumption that Π is
irredundant.
A similar proof can be used for the case in which l = x or l = ¬x. In this case, the first clause of the sequence of
clauses used in the derivation of ¬l from l allows deriving all other clauses containing l. 
A.4. Acyclic consistent 2CNF formulae not implying literals have a single I.E.S.
Lemma 17. If Π is a consistent acyclic 2CNF and Π ∪ {l} |=UP l′, then Π ′ ∪ {l} |=UP l′ holds for every I.E.S. Π ′
of Π .
Proof. Since Π ∪ {l} |=UP l′, it holds that Π |= ¬l ∨ l′, and the same therefore holds for Π ′ because this formula is
equivalent to Π . On the other hand, Π ′ is consistent and does not entail literals because it is equivalent to Π . As a
result, Π ′ |= ¬l ∨ l′ is equivalent to Π ′ ∪ {l} |=UP l′. 
The next two lemmas prove Corollary 4.
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contains ¬l ∨ l1.
Proof. Let us assume that Π ′ is an I.E.S. of Π . Since Π ∪ {l} |=UP l1, we have that Π ′ ∪ {l} |=UP l1 holds by
Lemma 17. Let us assume that ¬l ∨ l1 is not in Π ′. Then, the path of clauses from l to l1 is made of a clause
¬l ∨ l2 with l2 = l1 followed by a path from l2 to l1. This path cannot include l because otherwise Π would be
cyclic. Therefore, this path from l2 to l1 is all contained in RΠ(l). This is however in contradiction with l1 being in
MΠ(l). 
The second lemma is the converse of the previous one, stating that no I.E.S. contains a clause made of a literal not
in CΠ(l) and l.
Lemma 24. If l1 ∈ CΠ(l)\MΠ(l) then no I.E.S. of the consistent acyclic 2CNF formula Π contains ¬l ∨ l1.
Proof. By definition of MΠ(l), if a literal l1 is in CΠ(l) but not in MΠ(l), then there is a literal l′ in MΠ(l) such that
RΠ(l) contains a path from l′ to l1. Let Π ′ be a I.E.S. of Π . Since l1 is reachable from l′, it holds that Π ∪{¬l′} |=UP l1
and, therefore, Π ′ ∪ {¬l′} |=UP l1.
By the previous lemma, Π ′ contains ¬l ∨ l′. As a result, Π ′ ∪ {l} |=UP l′. Since Π ′ ∪ {¬l′} |=UP l1, we have that l1
can be reached from l by first using the clause ¬l ∨ l′. Since the formula is acyclic, the clauses used in the derivation
Π ′ ∪ {¬l′} |=UP l1 do not contain l. As a result, unit propagation allows to reach l1 from l without using the clause
¬l ∨ l1. In other words, Π ′\{¬l ∨ l1} ∪ {l} |=UP l1, thus proving that ¬l ∨ l1 is redundant in Π ′, contradicting the
assumption that Π ′ is an I.E.S. 
We can then conclude that MΠ(l) exactly identifies all clauses of DΠ(l) that are in an I.E.S. of Π , as stated by
Corollary 4.
A.5. Implied literals not in a cycle of a consistent 2CNF formula
Lemma 18. If Π ′ is an I.E.S. of a consistent acyclic 2CNF formula Π such that Π |= ¬l and l is not in any cycle of
clauses of Π , then the following are all I.E.S.’s of Π :
(1) (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l1} with l1 ∈ SΠ(l);
(2) (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l2,¬l ∨ l3} with (l2, l3) ∈ PΠ(l).
Proof. Π ′ ∩ RΠ(l) contains all clauses of Π ′ but those containing ¬l. As a result, if we can prove that the formulae
above entail ¬l, that would prove that they are equivalent to Π ′.
Let us consider (Π ′ ∩RΠ(l))∪{¬l∨ l1} first. Since l1 ∈ SΠ(l), we have that Π ∪{l1} |=UP ⊥. Since l is not part of a
cycle, all derivations of ⊥ from l1 are entirely contained in RΠ(l). Since Π ′ is equivalent to Π , it holds Π ′ ∪ {l1} |= ⊥;
since Π ′ is a subset of Π , all derivations of ⊥ from l1 only use clauses of RΠ(l). As a result, (Π ′ ∩RΠ(l))∪{l1} |= ⊥,
which implies that (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l1} ∪ {l} |= ⊥.
Since Π ′ is irredundant, Π ′ ∩ RΠ(l) is irredundant as well. In order to prove that (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l1} is
irredundant, observe that ¬l ∨ l1 is not redundant, as Π ′ ∩ RΠ(l) does not contain clauses containing ¬l and does
not therefore entail ¬l. Regarding the clauses of Π ′ ∩ RΠ(l), since they do not contain ¬l by definition, Lemma 11
applies: they are redundant in (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l1} if and only if they are redundant in Π ′ ∩ RΠ(l), which is
impossible because Π ′ is irredundant.
The proof for (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l2,¬l ∨ l3} with (l2, l3) ∈ PΠ(l) is similar. This formula implies ¬l because
¬l3 is reachable from l2, and all paths from l2 to ¬l3 are in RΠ(l). Since Π ′ is equivalent to Π , it contains one such
path, which is therefore entirely contained in Π ′ ∩ RΠ(l). As a result, the addition of the clauses ¬l ∨ l2 and ¬l ∨ l3
allows the entailment of ¬l.
The proof of irredundancy of (Π ′ ∩ RΠ(l)) ∪ {¬l ∨ l2,¬l ∨ l3} is also similar to the previous one. However, for
this proof to work we also need the fact that neither l2 nor l3 are in SΠ(l), and therefore one of them is not sufficient
for entailing ¬l. 
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Lemma 19. A 2CNF formula Π is inconsistent and irredundant if and only if it is composed of two simple chains of
clauses like the following ones:
x ∨ l1, ¬l1 ∨ l2, . . . , ¬lm ∨ y, ¬y ∨ s1, . . . , ¬sm ∨ ¬y
¬x ∨ p1, ¬p1 ∨ p2, . . . , ¬pm ∨ z, ¬z ∨ q1, . . . , ¬qm ∨ ¬z
Proof. If Π is inconsistent, by Lemma 3 there exists a variable x such that Π ∪ {x} |=UP ⊥ and Π ∪ {¬x} |=UP ⊥. In
turn, Π ∪{x} |=UP ⊥ implies the existence of a chain allowing the derivation of y and ¬y from x by unit propagation,
as explained in Section 3.2. The same holds for Π ∪{¬x} |=UP ⊥. The clauses of these two chains imply inconsistency.
Therefore, if Π contains other clauses, they are redundant. 
A.7. Presence in an I.E.S.: Cyclic inconsistent 2CNF formulae
Lemma 21. The problem of checking in a graph the existence of a simple path from node x to node y including a
given edge is NP-complete.
Proof. Membership is obvious. Hardness is proved by reduction from the problem path via a node: given a graph G
and three nodes x, y, and m, decide whether there exists a simple path from x to y including the node m. This problem
is NP-complete [15].
The reduction is as follows: replace the node m with two nodes a and b joined by an edge. Replace every edge
n → m with n → a and every edge m → n, with b → n, as shown in Fig. A.4.
By construction, every simple path containing the node m in the original graph contains an edge that is incoming
to m and is outgoing from m. This is possible if and only if the new graph has a simple path including the edge
m1 → m2. 
A.8. Presence in an I.E.S.: Clause not in a cycle
It has already been proved that the problem of presence of a clause in an I.E.S. of acyclic consistent 2CNF formulae
is polynomial. In this section, we extend this result to the case in which cycles are allowed, but none include the clause
to check.
Acyclic consistent 2CNF formulae not implying single literals have a unique I.E.S., which can be determined in
polynomial time; this result implies that checking the presence of a clause in an I.E.S. is easy. We extend this result to
the case in which the formula contains some cycles, but none include the clause under consideration.
Fig. A.5 explains the idea of the proof: if we box all literals that are equivalent to l1 and all literals that are equivalent
to l2, then ¬l1 ∨ l2 is in some I.E.S. if and only if all paths from the l1 box to the l2 box only contain nodes in the
boxes. In this case, removing all edges from the l1 box to the l2 box, the clause ¬l1 ∨ l2 is the only one that makes l2
reachable from l1. This clause is therefore necessary. On the other hand, if there is a path from l1 to l2 that includes
a node l not in the boxes, then every I.E.S. includes a path from the l1 box to l and from l to the l2 box because such
paths exist in the original formula. As a result, ¬l1 ∨ l2 is always redundant.
Fig. A.4. Replacement of a node by two nodes and an edge.
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Theorem 11. If Π |= l1 ≡ l2, then ¬l1 ∨ l2 is in a I.E.S. of Π if and only if all paths from l1 to l2 contain only literals
that Π makes equivalent either to l1 or to l2.
Proof. Let us assume that all paths from l1 to l2 only contains literals that are equivalent to either l1 or to l2. Since l1
and l2 are not equivalent, every such path can be written as (l1, . . . , l3, l4, . . . , l2), where Π makes literals l1, . . . , l3
equivalent and literals l4, . . . , l2 equivalent.
Let us now remove the clause ¬l3 ∨ l4. By assumption, l4 can still be reached from l3 by first going to l1, then to l2,
and then to l4. Iterating this process over all paths from l1 to l2, we end up with a set of clauses whose only path from
l1 to l2 is the single clause ¬l1 ∨ l2. This clause is now irredundant: removing other redundant clauses, we obtain a
I.E.S. containing ¬l1 ∨ l2.
Let us now assume the converse: there is a path from l1 to l2 that contains some literals that are not equivalent to l1
nor to l2. Such a path can be written as: (l1, . . . , l3, l4, . . . , l5, l6, . . . , l2), where l1, . . . , l3 are equivalent to each other,
as are l6, . . . , l2, but none of these literals are equivalent to any literal in l4, . . . , l5. We prove that no I.E.S. contains
the clause ¬l1 ∨ l2.
Let Π ′ be an equivalent subset of Π . Being equivalent to Π , it must contain a number of cycles that make all
literals l1, . . . , l3 equivalent to each other and all literals l6, . . . , l2 equivalent to each other. Note that ¬l1 ∨ l2 cannot
be in one of such cycles; otherwise, Π |= l1 ≡ l2.
Since Π |= ¬l1 ∨ l4 and Π |= ¬l4 ∨ l2, the set Π ′ must contain a path from l1 to l4 and a path from l4 to l2. If the
first path includes ¬l1 ∨ l2, then we would have a path from l2 to l4. Since Π contains a path from l4 to l2, then l4 and
l2 would be equivalent. For the same reason, the path from l4 to l2 does not contain the clause ¬l1 ∨ l2.
We have therefore proved that Π ′ includes some sets of clauses not containing ¬l1 ∨ l2 but allow to conclude that
l1, . . . , l3 are equivalent to each other, that l6, . . . , l2 are equivalent to each other, that l1 implies l4, and that l4 implies
l2. The clause ¬l1 ∨ l2 is therefore redundant. 
This theorem implies that checking whether ¬l1 ∨ l2 is in some I.E.S. is easy if l1 is not equivalent to l2. Indeed,
the set of nodes in the paths from l1 to l2 can be found by intersecting the sets of nodes that are reached from l1 and
the ones l2 is reachable from. The clause ¬l1 ∨ l2 is redundant if and only if this intersection contains a literal that is
not equivalent neither to l1 nor to l2.
We now consider the case where a literal of the clause to be checked for presence in an I.E.S. is entailed by the
formula.
The I.E.S.’s of a consistent acyclic 2CNF formula can be compactly expressed as a number of independent choices.
This makes the problem of checking the presence of a clause in an I.E.S. polynomial. We extend this result to the case
in which a literal of the clause to check is implied by the formula but the clause is not contained in any cycle of
clauses. The problem has already been proved to be NP-complete if the clause is contained in a cycle.
Theorem 12. The problem of deciding whether ¬l1 ∨ l2 is in an I.E.S. of a consistent 2CNF formula Π is polynomial
if Π |= ¬l1 and ¬l1 ∨ l2 is not in any cycle of clauses.
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are in a cycle with l1 can be determined in polynomial time. The clause ¬l1 ∨ l2 is in an I.E.S. of Π if and only if
either Π ∪ {l2} |=UP ⊥ or Π ∪ {l2} |=UP ¬l3, where l3 ∈ CCΠ(l).
This algorithm is correct because there is no path from l2 to l1. Therefore, there is no path from l2 to any node of
CCΠ(l). As a result, unit propagation from l2 to ⊥ or to ¬l3 do not generate any literal in CCΠ(l1).
Let Π ′ be an I.E.S. of Π . The derivations from l2 to ⊥ or to ¬l3 still hold in Π ′ and do not involve literals in
CCΠ(l1). If ⊥ is derivable from l2, we can obtain an I.E.S. by removing all clauses ¬l ∨ l′ with l ∈ CCΠ(l1) and
adding ¬l1 ∨ l2 and a minimal number of clauses to make l2 reachable from any literal in CCΠ(l1). This addition
makes the negation of all literals of CCΠ(l1) entailed. This is therefore an I.E.S. of Π because all clauses that have
been removed contain the negation of a literal in CCΠ(l1).
A similar proof can be given for the case Π ∪ {l2} |=UP ¬l3. 
Appendix B. Notation
CΠ(l) = {l′ | ¬l ∨ l′ ∈ Π}
DΠ(l) = {γ ∈ Π | γ = ¬l ∨ l′}
RΠ(l) = Π\DΠ(l)
MΠ(l) = {l′ ∈ CΠ(l) | ∃l′′ ∈ CΠ(l) such that RΠ(l) ∪ {l′′} |=UP l′}
SΠ(l) = {l′ ∈ CΠ(l) | RΠ(l) ∪ {l′} |=UP ⊥}
PΠ(l) = {(l1, l2) | l1, l2 ∈ CΠ(l) and RΠ(l) ∪ {l1} |=UP ¬l2}\SΠ(l)
CCΠ(l) = {l′ | l and l′ are in a cycle}
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