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Ligand spheres in asymmetric hetero Diels–Alder
reactions catalyzed by Cu(II) box complexes:
experiment and modeling†
V. Umamaheswari,a Pawel Cias,a Andreas Pöppl,b Martin Kauppc and
Georg Gescheidt*a
The stereoselective hetero Diels–Alder reaction between ethyl glyoxylate and cyclohexadiene catalyzed
by [Cu(II)t-Bu-(box)](OTf)2 was investigated. The reaction was performed step-by-step and the geometry
of the Cu(II) complexes formed in the course of the catalysis was analysed by EPR spectroscopy, advanced
pulsed EPR methods (ENDOR, and HYSCORE) and DFT calculations. Our results show that one triﬂate
counterion is directly coordinated to Cu(II) during the catalytic process (axial position). This leads to
penta-coordinated Cu(II) complexes. Solvent molecules are able to alter the geometry of the Cu(II) com-
plexes although their coordination is weak. These ﬁndings provide an explanation for the solvent and
counterion eﬀects observed in many catalytic reactions.
1. Introduction
Stereoselective catalysis provides an eﬃcient access for the
construction of complex molecules containing chiral
centers.1–4 A prominent strategy to introduce C–C bonds into
even complex molecular skeletons is the Diels–Alder reaction.
It is well known that the presence of Lewis acids activates di-
enophiles and leads to a substantial enhancement of the con-
version.5,6 In particular, Cu(II) complexes carrying chiral
ligands have been shown to be very eﬃcient catalysts.1,7,8
Here, C2-symmetric bis(oxazoline) (box) derivatives have been
particularly successful.2,9–18 and a number of related mole-
cules binding to Cu(II) via two nitrogen atoms have been
developed.19–24 However, not only the nature of the ligand but
also the solvent and counterions play a decisive role in the
eﬃciency and stereoselectivity of the catalytic reactions.25–30
This is particularly reflected in the recent developments of
ligand design and the involvement of alternative
counterions.31,32
Nevertheless, mechanistic details in terms of the arrange-
ment of ligands are scarce. In the models utilized for
theoretical investigations,30,33–40 stereoselectivity is particularly
ascribed to steric eﬀects in tetracoordinated Cu(II) environ-
ments; counterion and solvent eﬀects are mostly neglected. A
recent study of Cu(II)box complexes shows that environmental
eﬀects are crucial.41
EPR studies provide rather precise insights into the geo-
metry of transition-metal complexes.42,43 For Cu(II) bis(sulfoxi-
mine) complexes, we have shown that penta coordination
occurs in the course of (hetero) Diels–Alder reactions, with
counterions and solvent molecules participating in the first
coordination sphere.44,45 A compatible geometry was found by
X-ray analysis in the complex [Cu(II)t-Bu(box)(OH2)2](OTf)2.
10
The question is whether such an arrangement of ligands
(penta-coordination) represents a general concept within the
course of Cu(II) catalyzed Diels–Alder reactions. We therefore
investigated a hetero Diels–Alder reaction under “real con-
ditions”. This means that we utilised frequently used sub-
strates and performed the reactions under synthetic
conditions. Ethyl glyoxylate (1) serves as the dienophile which
adds to cyclohexadiene (2) with [Cu(II)t-Bu(box)](OTf)2 as the
catalyst in CH2Cl2 (the most commonly used solvent,
Scheme 1). The reaction is followed stepwise by EPR spec-
troscopy. The shape of the solid-state continuous-wave EPR
spectra indicates whether a paramagnetic system has a high or
low symmetry (e.g. axial symmetry). Interactions between the
Cu(II) and its nearest neighbors can be derived from anisotro-
pic hyperfine coupling constants (HFCs). In experimental EPR
spectra the corresponding splittings are often not resolved. To
obtain precise, orientation-dependent HFC values, we utilized
pulsed ENDOR (electron nuclear double resonance)46 and
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HYSCORE (hyperfine sub-level correlation).47 With the help of
theoretical DFT calculations, which also provide EPR para-
meters, these experimental parameters can be translated into
the geometry of the chemical environment around the para-
magnetic Cu(II) center.48–52
2. Experimental
Sample preparation: the Cu(OTf)2 and (S)-(−)-2,2′-isopropylidene-
bis(4-tert-butyl-2-oxazoline) ligand were dissolved in dry
CH2Cl2 in a molar ratio of 1 : 1.2 and stirred for 3 hours under
argon to form the catalyst, [Cu(II)t-Bu(box)](OTf)2 in solution.
Part of this solution was transferred to the quartz X-band EPR
sample tube, degassed by three freeze–pump–thaw cycles and
sealed. This forms the catalyst sample (sample S1). Then ethyl
glyoxylate in seven fold molar excess was added to the catalyst
solution and part of this solution was transferred to another
EPR sample tube under argon, degassed and sealed. This
forms the sample S2. To the solution forming sample S2, 1,3-
cyclohexadiene was added in a four fold molar excess to that of
ethyl glyoxylate, and this solution was transferred into the EPR
sample tube under argon, degassed and sealed. This forms the
sample S3. EPR measurements: the CW and pulsed EPR
measurements were performed using X-band (νmv = 9.7 GHz)
BRUKER ELEXYS E580 and ESP 380 spectrometers. The CW
EPR spectra were recorded at 7 K using an Oxford He flow cryo-
stat. The B0 modulation amplitude used was 0.4 mT, and the
modulation frequency was adjusted to νmod = 100 kHz. The
microwave power used was low enough to prevent the satur-
ation of spin systems. The simulations of the CW EPR spectra
were done using the Easyspin simulation package.53 Two pulse
field-swept electron spin echo (FS ESE) experiments were
carried out at 4 K using microwave pulses with pulse lengths
of 16 ns for π/2 and 32 ns for π pulses and a pulse delay of τ =
160 ns. Orientation-selective two dimensional ESEEM experi-
ments were performed at 4 K using the HYSCORE54 sequence
(π/2-τ-π/2-t1-π-t2-π/2-τ-echo). Pulse lengths of 16 ns for π/2 and
32 ns for π pulses were employed and three diﬀerent pulse
delays of τ = 32, 104 and 160 ns were chosen in the 2D experi-
ments to minimize blind spots in the HYSCORE powder pat-
terns. Since the dead time of the spectrometer exceeds 32 ns
in our experimental setup, in the case of τ = 32 ns the
HYSCORE echo was detected via a remote echo sequence
(π/2-τR-π/2-τR-π-τR-echo).55 The pulse delays of remote echo
sequence were tR = 4 μs and τR = 140 ns. A four-step phase
cycle suggested by Gemperle et al.56 was used to avoid interfer-
ence with the unwanted two- and three-pulse echoes. A 170 ×
170 2D data matrix was sampled with a dwell time of 16 ns.
Baseline correction was done by subtracting a third-order poly-
nomial of the experimental data set in both time domains.
Finally, the HYSCORE spectra recorded with diﬀerent τ values
were added and the 2D FT magnitude spectra were calculated
and presented as contour plots. The simulations of the
HYSCORE spectra were calculated in the time domain by exact
diagonalization of the spin Hamiltonian. Subsequently, the
computed time domain spectra were likewise zero filled and
transformed into the frequency domain by Fast Fourier Trans-
formation. For further information concerning the procedure
for the calculation of orientation selective HYSCORE spectra,
we refer to the paper by Pöppl et al.57 Selective microwave
pulses of tπ/2 = 96 and tπ = 192 ns, and a radiofrequency pulse
length of trf = 8 μs were used in orientation selective Davies
pulsed ENDOR experiments.46 In an eﬀort to suppress both
the proton and the fluorine signals and enhance those from
the two imine nitrogen atoms (from the t-Bu-box ligand) with
substantially larger hyperfine couplings (HFC) involved in the
coordination with the Cu(II), additional hyperfine contrast
selective ENDOR experiments were done with tπ/2 = 16 and
tπ = 32 ns.
The geometries of [Cu(II)t-Bu(box)](OTf)2 and [Cu(II)t-Bu-
(box)(ethyl glyoxylate)](OTf) complexes used for the hyperfine
structure and g-tensor computations were optimized in unrest-
ricted Kohn–Sham calculations at the B3LYP58–60 level using
the Turbomole package.61 The basis sets were of polarized
triple-ζ quality for all atoms (TZVP).62 The same holds for the
calculations of the energetic eﬀects of S3 formation. All hyper-
fine calculations were carried out with the ORCA63 program
package at the optimized geometries and using hybrid B3LYP
functional. The choice of this functional was based on pre-
vious computations which show that it is very successful in the
prediction of hyperfine coupling (HFC) and g-tensor in nitro-
gen and Cu(II) complexes.48,64–66 Ligand atoms were treated by
Huzinaga–Kutzelnigg type basis sets BII (denoted also as
IGLO-II).67,68 For the Cu center an accurate triply polarized
basis set CP(PPP) was employed.69 This basis set is especially
flexible in the core region and is believed to provide results
close to the basis set limit for the Fermi contact interaction.
Because the spin–orbit eﬀects are known to influence the
HFC results for 3d transition metal complexes, in the case
of the copper atom the contributions of spin–orbit
coupling (SOC) to the HFC were taken into account. It was
proven that the implementation of SOC contributions into the
HFC computations results in a significant improvement of cal-
culated parameters when compared to experiment.48,66 The
calculation of g-tensor values was carried out with the same
geometry and basis sets. A common gauge at the copper atom
was employed.
Scheme 1 A model hetero Diels–Alder reaction.
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3. Results and discussion
EPR ENDOR/HYSCORE and calculations
General – cw EPR Spectra: Frozen-solution EPR spectra
obtained at each single reaction stage (S1, S2, and S3,
Scheme 1) exhibit diﬀerences (Fig. 1). Whereas for stage S1
one EPR signal is recorded, the spectra taken after addition of
1 (S2) and subsequently 2 (S3) indicate an overlay of two com-
ponents (one resembling the preceding stage). The shapes of
these spectra were reproducible in several runs and are very
likely based on equilibria connecting the diﬀerent stages of
the reaction (for simulations and g-factors, see ESI†). In the
following sections we will describe and discuss the experi-
mental and calculated EPR parameters of S1–S3.
Reaction stage S1: the complex of t-Bu-box with Cu(II) tri-
flate has been described frequently since it is the basis of
several catalyses. Based on the shape of the EPR signal (Fig. 1),
the complex between Cu(OTf)2 and the t-Bu-box (box) ligand
S1 reveals a pseudo axial symmetry. Corresponding HYSCORE
spectra taken at the perpendicular and the parallel region
(Fig. 2a and b, respectively) reveal the hyperfine coupling con-
stants shown in Table 1. From the above obtained constants,
substantial distances between the Cu center and some of the
Fand H nuclei (indicated in Fig. 3) could be inferred (Table 2).
To do so, a clear-cut assignment of EPR coupling constants
was accomplished. In this context it was of benefit, that,
according to the calculations, only few distinct atoms revealed
characteristic coupling constants. This was particularly the
case for protons at the 4-positions of the box ligand (H1 in
Fig. 3) and the F atoms in the triflate counterions. This
finding essentially holds for all ligand spheres we have taken
Fig. 1 X-band CW EPR spectra obtained in the course of the reaction
sequence displayed in Scheme 1 corresponding to S1, S2, and S3. The
dotted lines point to the presence of lines stemming from the preceding
EPR spectrum in S2 and S3.
Fig. 2 Comparison of HYSCORE spectra of stage S1 and S3 at selected
orientations in the EPR spectra (a, perpendicular region of S1; b, parallel
region of S1; c, perpendicular region of S3; d, parallel region of S3).
Table 1 Experimental and calculated EPR parameters used for the
determination of the geometry of S1 (Scheme 1)
A⊥/MHz Ak/MHz Aiso/MHz
Exp. Calc. Exp. Calc. Exp. Calc.
63Cu 37 66 464 −487
14Na 34 29 40 39 36 32
1H1 −1.18 1.19 8.75 7.17 2.13 2.75
1H2 −2.28 −1.85 5.31 5.77 0.25 0.75
19F1 −2.23 −1.04 7.16 5.63 0.9 1.42
19F2 −2.30 −1.14 2.80 1.28 −0.6 −0.12
a The values for the 14N hfc have an error of ±4 MHz based on contrast-
selective ENDOR, cf. ESI.
Fig. 3 Calculated geometry of [Cu(II)t-Bu(box)](OTf )2.
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into account here, and substantially simplified the analysis of
the experimental data. Thus, distances could be determined
via a point-dipole approximation from the dipolar hyperfine
coupling constants (HFC) obtained from HYSCORE spectro-
scopy (see ESI†). These results, in principle, confirm the for-
merly established structure of the t-Bu-box ligand. In order to
support these spectroscopic data, however, we have computed
the geometry of S1 using the B3LYP/TZVP protocol. In line
with the X-ray structure determinations and the EPR data,
Cu(II) is surrounded by the two imino nitrogen atoms of the
box ligand and two oxygens of the OTf− counterions at (quasi)
equatorial positions. The geometry is displayed in Fig. 3 and
selected distances are summarized in Table 2.
To investigate whether the calculated geometries corres-
pond to those from the X-ray analysis we calculated the well-
described complex [Cubox]Cl2 as a reference. As shown in the
ESI,† the calculated and the experimental geometry are vir-
tually matching. Accordingly, the computed geometries can be
regarded as very suitable predictions for the experimental
data. Moreover, in Table 3, the calculated values are compared
with experimentally determined data of related Cu(II)-box
derivatives.10,37
The experimental and the DFT-calculated distances and
angles for this reference agree rather well (Table 3) and are in
line with X-ray structure data of related complexes.37,70
Reaction stages S2 and S3: the EPR spectra taken for these
two stages reveal almost matching 63,65Cu coupling constants
(S2: Ak = 424, A⊥ = 38 MHz: S3: Ak = 460, A⊥ = 38 MHz) indicat-
ing pseudo-axial symmetry. Moreover, the HYSCORE reson-
ances obtained from S2 and S3 are basically identical. It can,
therefore, be assumed that the first ligand sphere around
Cu(II) cation remains essentially unchanged when the diene is
added to S2, i.e. only the (activated) dienophile reveals direct
bonding with Cu(II) center. Therefore, we discuss the structure
of S2 and S3 jointly. For computational reasons it is more
straightforward to develop S2 first and then to add the diene,
to obtain S3. The HYSCORE spectra particularly reveal two
clearly discernible interactions: one set of 1H coupling con-
stants (Ak = 6.82, A⊥ = −1.46 MHz), one of 19F (Ak = 1.46, A⊥ =
−0.73 MHz), and of 14N (Ak = 48, A⊥ = 32 MHz, also corrobo-
rated by ENDOR). These experimental data have to be com-
pared to their calculated counterparts to obtain the shapes of
the ligand spheres (see Table 4). The 14N hfc of the two bis
(oxazoline) nitrogens compares very well with its calculated
counterpart (Aiso 37 MHz, vs. 41 MHz). The hfc values of the
63Cu center also agree closely with the calculated ones (A⊥ =
38 MHz, Ak = 424 vs. 52 and −536 MHz, respectively). The
same holds for the biggest 1H hfc of A⊥ = −1.46 Ak 6.82 MHz
(calc.: −1.40 and 4.60 MHz, resp.) and the 19F hfc of A⊥ =
−0.73 Ak = 1.46 MHz (calc.: −0.60 and 1.19 MHz, resp.) which
also translates into a Cu⋯F distance of 477 pm (calc.,
483 pm). A comparison with published investigations on the
popular Cu(II) bis(oxazoline)-based catalytic systems is in place
here. In most cases, the mechanism of Diels–Alder reactions
performed in the way shown in Scheme 1 is implied to
proceed via tetra coordinate 17-electron stages with the box
ligand and a substrate molecule (the dienophile) coordinated
to Cu(II). This concept was followed in computational
approaches.33,34,37 Rarely were solvent molecules explicitly
taken into account.37 Stereoselectivity has been predominately
ascribed to the steric congestion of the substituents at the 4.4′
position in the 1,3-bisoxazoline rings; moreover it has been
emphasized that the constitutional flexibility and the
dynamics of the ligands play an important role in stereo-
selectivity.37 Pentacoordination was reported in the course of
catalyses performed in zeolites containing the Cu(II) box
complexes43 and in enantioselective aldol reactions with
[(Cu(II)S,S)-pybox](OTf)2,71 where the five ligand atoms origi-
nate from the three nitrogens of a pyridylbox ligand and the
two oxygens of a glyoxylate. Moreover enzymes, e.g. galactose
oxidase display penta-coordinated Cu(II) centers.72,73 With this
background, we have calculated models for ligand spheres S2
but unlike for [Cu(II)t-Bu(box)](OTf)2, in this case, both the
counterion and solvent molecules are taken into account.
Three diﬀerent environments are constructed. They mirror the
composition of the reaction mixture and the experimentally
established finding that pentacoordination exists around Cu(II)
Table 2 Comparison of selected experimental and calculated Cu(II)⋯H
and Cu(II)⋯F distances (r) in S1. (For numbering, see Fig. 3)
Atoms r (EPRDipolexp)/pm r (calc.)/pm
Cu⋯H1 316 311
Cu⋯H2 280 291
Cu⋯F1 294 352
Cu⋯F2 360 353
Table 4 Experimental EPR parameters used for the simulation of the
EPR and the HYSCORE spectra attributed to S2 (Scheme 1) and calcu-
lated dataa
A⊥/MHz Ak/MHz Aiso/MHz
Exp. Calc. Exp. Calc. Exp. Calc.
63Cu 38 52 424 −536
14Nb 32 36 48 49 37 41
1H −1.46 −1.4 6.82 4.6 1.3 0.5
19F −0.73 −0.6 1.46 1.19 0.0 0.0
a See text for the explanation of the ligand spheres. b The values for the
14N hfc have an error of ±4 MHz based on contrast-selective ENDOR,
cf. ESI.
Table 3 Comparison of relevant interatomic distances of calculated
[Cu(II)t-Bu-(box)](OTf)2 and [Cu(II)t-Bu(box)]Cl2 complexes with reported
X-ray dataa
Cl Cla OTf OTfa
Cu–N (pm) 200.6 198.3 202.4 196.1
N–Cu–N (°) 90.9 90.5 90.1 93.6
Cu-ligand (pm) 224.7 223.2 195.4 195.9
a Ref. 35.
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(Fig. 4). For all calculations, the ligands were placed at clearly
non-bonding distances (<500 pm away from Cu(II)) as the start-
ing point and geometry optimizations were performed without
any constraints. The first ligand sphere (LP1, Fig. 4) comprises
the t-Bu-box ligand, and ethyl glyoxylate (1) and one triflate
anion representing an 18-electron complex providing two N,
and three oxygen atoms for coordination to Cu(II). However,
geometry optimization with this combination leads to a basi-
cally tetra-coordinate ligand sphere with an essentially tetrahe-
dral arrangement consisting of the two t-Bu-box N atoms
(NI, NII, Fig. 5), and two O atoms provided by the OTf
− and the
aldehyde oxygen of ethyl glyoxylate (OD2, OT, Fig. 5). The
second carbonyl oxygen belonging to the dienophile resides at
a significantly longer distance from the Cu(II) center (314 pm)
and can hardly be regarded as a coordinating ligand (OD1).
Moreover, this structure is not consistent with the experi-
mental results, which indicate that ethyl glyoxylate is co-
ordinated equatorially through its carbonyl oxygens in a
bidentate fashion while the triflate ligand is attached to the
Cu center in the axial position through the sulfonic oxygen
atom (revealed by the experimentally established Cu(II)⋯F dis-
tance). In LP2 (Fig. 4) one additional OTf− anion is added to the
components of LP1, to test the influence of charge compen-
sation by two counterions. This indeed leads to pentacoordina-
tion of Cu(II) with t-Bu-box N atoms (NI, NII), both glyoxylate
carbonyl oxygen atoms (OD1, OD2) and one triflate oxygen (OT).
The second OTf− resides at a distant position without directly
interacting with Cu(II). Again, there is a significant mismatch
between this calculated structure and the experimental data.
Only one carbonyl oxygen lies in the equatorial plane (OD2),
while the other (OD1) acts as the axial ligand. In contrast to the
findings by HYSCORE the triflate is coordinated at an equatorial
position. Finally, since it has been observed that CH2Cl2 is a
particularly good solvent for these catalyses and an additional
triflate does not coordinate directly but leads to a geometry
change of the complex,1 LP3 was constructed the following way:
it includes one t-Bu-box ligand, ethyl glyoxylate, one triflate
anion and, explicitly, one solvent molecule (CH2Cl2, Fig. 4). The
optimized environment of LP3, shows an equatorial (distorted)
square formed by the two t-Bu-box N atoms (NI, NII), the two
carbonyl O atoms of ethyl glyoxylate (OD1, OD2). Importantly,
one oxygen atom of the triflate anion (OT) serves as an axial
ligand at a distance of 226/223 pm (S2/S3). This arrangement is,
in fact, consistent with the experimental data. Table 5 presents
a comparison between the experimental and the calculated
interatomic distances Cu⋯F, Cu⋯H2 (for numbering of the
H-atom, see Fig. 3), for LP1, LP2, and LP3) together with the ϑ
angles with respect to gzz axis. Essential computed geometrical
parameters of the complexes LP1, LP2, and LP3 in Cu(II) center
proximity are listed in Table 6.
Fig. 4 Calculated geometries for ligand spheres LP1–LP3. The grey shades indicate the equatorial, square-type coordination whereas the arrows
highlight the axial oxygen atom, which for LP1 and LP2 is provided by ethyl glyoxylate 1 and for LP3 by one of the triﬂate oxygens.
Fig. 5 Detailed view of the ﬁrst coordination sphere around Cu(II) calculated for LP1–LP3. Calculated by DFT at B3LYP/TZVP level. NI and NII illus-
trate two nitrogen atoms of box, OT – oxygen atom coming from the triﬂate anion. OD1, OD2 depict two oxygen atoms of ethyl glyoxylate. The most
relevant bond lengths and dihedrals on which the comparison with the experiment is based are listed in Table 6.
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Energetic eﬀects found with the final stage S3 of the reac-
tion was also calculated for all three structures. The calcu-
lations confirm a high feasibility of the LP3 geometry (ΔE =
−12.4 kcal mol−1)) and render LP2 very unfavorable (ΔE =
0.9 kcal mol−1). The structure LP1 is favorable from the ener-
getic point of view (ΔE = −9.3 kcal mol−1), however, as shown
above, the calculated EPR parameters are not in such a good
agreement with the experiments like LP3. Deeper insight into
the structures and coordination spheres could be provided by
the calculations of full reaction pathways including the compu-
tations of the transition states. In the case of calculations of
transition state structures containing counterions and solvent
molecules, however, it was not possible to eliminate imaginary
frequencies corresponding to their relative motions. These
modes obviously caused the deviation in the TS energy of the
complexes. Due to this inaccuracy this part of the study is still
in progress and will be published in the next paper. Luckily
the calculations of the EPR parameters were free of such
incorrectness.
4. Conclusions
In several investigations based on product analysis, a distorted
square-type ligand sphere formed by the two N atoms of a box-
type ligand and two O atoms of the substrate (1) has generally
been suggested.1 Our results, however, show that penta-coordi-
nation at Cu(II) is potentially decisive in the course of stereo-
selective (hetero) Diels–Alder reactions. One triflate counterion
acts as an additional axially oriented ligand providing an
18-electron complex. Our calculations show that even (weakly
coordinating) solvent molecules have a subtle impact on the
geometry of the catalytically-active complex. Numerous
publications on stereoselective catalyses reveal that the
eﬃciency of these reactions substantially depends on the
parent Cu(II) salt and the solvent used. Our results lead to
the following suggestions: (i) an eﬃcient ligand providing an
additional site for axial coordination should diminish the
counterion dependence. (ii) One additional weakly binding
group should decrease the influence of the solvent. These
structural features are displayed in Fig. 6. These results could
serve as a basis for the development of eﬃcient catalytic
systems and may open an additional starting point for the
modeling of enzymatic activity.36
Our results elucidate the observations from the synthesis: it
was shown that box ligands with (4,4′-sulfonamidomethyl)
substituents allowing additional coordination sites (i.e. penta-
coordination)7 show higher conversion and stereoselectivity
even in the strongly coordinating solvent MeNO2.
74 Eﬃcient
penta-coordinate arrangements were shown for Cu(II)-contain-
ing tripodal bis(oxazoline) (“trisox”) derivatives75 and
enzymes,51,72,73 and recent NMR investigations show that sol-
vents and counterions substantially influence the geometry of
the transition-metal complexes in solution.76
Establishing the transition state responsible for the for-
mation of the Diels–Alder adduct in the presence of solvent
and counterion molecules will be the next step of our investi-
gations. The most likely starting point will be the geometry
found for state S3, however, the complexity of such an environ-
ment around the Cu center makes these calculations highly
challenging and demanding. We are now further elaborating
this concept by experiment and, particularly, by theory.
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higher catalytic eﬃciency.
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