Technology. Opinions on the amount and level of computer programming that is appropriate in a beginning Numerical Analysis course vary widely. It is possible to teach the basic ideas without any programming, although it can be argued that it is difficult to understand the real effects of using floating point arithmetic, for example, without firsthand experience on a computer. Most classes are taught using either a computing language (C, Java, Python etc.) or with a high-level package such as Maple, Mathematica, or Matlab. Each of these alternatives is quite sufficient, and the language is often determined by the preferences of the engineering/science faculty at the institution. Choosing between a course in which the students are expected to carry out low level coding in some computer language, and a course based on a software package, which allows the instructor to take a more high level conceptual view, in the end comes down to a choice of pedagogical philosophy: Do students need the hands-on coding experience to learn the concepts, or will the concepts be clearer with some inessential details automated? Both views are valid; the decision should depend on the makeup of the students and the class goals.
Modes of Delivery.
The first course can be effectively taught in either a small class or large lecture environment. In either case, it is important that there be ample opportunity for students to have personal contact with someone knowledgeable in the subject. Especially in a large lecture class, presentation of numerical methods should be designed to avoid excessive calculations, as this tends to distract from the overall understanding of underlying ideas. It is extremely useful to have a computer projection system in the classroom for demonstration purposes. Depending on the style of instruction, it may be advantageous for students to have the ability to compute during class or to have a computer classroom available for computer laboratory sessions. As more students acquire laptops, student access to computers in the classroom becomes less of an issue.
Cognitive goals
Analytical and critical thinking. This is an integral part of any Numerical Analysis course. When a problem calls for an approximate solution, students need to be able to choose the most effective technique to obtain that approximate solution to a specified degree of accuracy.
Problem-solving.
Numerical Analysis is likely to be one of the most intensive problem-solving courses an undergraduate student will take.
Creativity. Students are continually given opportunities to decide how to modify given techniques in order to solve problems that are similar and to modify algorithms to suit other situations. Most courses require some program or algorithm construction that requires considerable creativity on the part of the students.
Curiosity. The course should include an examination of problems that do not have the accuracy expected for a given method. This naturally leads to examining why methods might fail. It should also include an examination of algorithm or program construction to see how better results can be obtained with minimal computational effort and maximum accuracy. These topics and numerous others require the students to be curious, and at time somewhat ingenious.
Communication. Numerical analysis is a natural discipline for teamwork on the part of the students. Many classes require that solutions to assigned problems be written up independently, but suggest that students solve the problems together. Other classes assign problems to be worked on and written up in teams. Both of these approaches help improve the communication skills of the students.
Course coverage
The following describe standard topics covered in a Numerical Analysis course or sequence. The topics after the "preliminaries" listed in the description for Numerical Analysis I are somewhat independent so there is considerable movement of topics between a first and second course, depending on the preparation of the students. For instance, if a Differential Equations course is a prerequisite for Numerical Analysis I, then approximations to differential equations are commonly studied in the first course. However, if students do not have this background, then the first course might omit this topic and include elementary techniques for solving linear systems, instead. The suggested time frames are only approximate, since time allotted for the topics in both Numerical Analysis I and II could vary significantly, depending on the amount of time allotted to student problem-solving and projects.
Numerical Analysis I
Preliminaries: (2 weeks) brief review of calculus material needed for the course; discussion of various types of computational error and ways to minimize it; software that is valuable for high accuracy approximations.
Solutions of a single nonlinear algebraic equation:
(3-4 weeks) at a minimum, the bisection, secant and Newton's methods, with an analysis of the strengths and weaknesses of each; quadratic and linear convergence methods, and special techniques for improving convergence are often included.
Interpolation: (3 weeks) techniques for constructing polynomials and piecewise polynomials that agree with data or functional values at specified points---these include Lagrange polynomials in numerous forms with a discussion of error analysis; classical divided-difference methods are discussed as well as methods that approximate a function and its derivative(s) at various points; Hermite polynomials, cubic splines, and other interpolation techniques are frequently covered at this time or might be postponed to a second course.
Numerical differentiation and integration: (3 weeks) divided-difference methods are used to approximate derivatives of functions, and stability problems with these methods are considered; various numerical integration techniques are presented from the classical Newton-Cotes and Gaussian quadrature methods to the more sophisticated extrapolation and adaptive methods; multiple integration and improper integration might also be discussed.
Ordinary differential equations: (3-4 Weeks) first order initial-value problems and some theory concerning unique solutions might be discussed; classical methods based on Taylor series include Euler's method and, perhaps, the midpoint or modified Euler methods; Runge-Kutta methods are explored, with particular emphasis on the Runge-Kutta method of order 4; classical predictor-corrector methods based on the Adams techniques; if time permits, more sophisticated methods based on extrapolation, and/or variable-step size methods and adaptive methods with error control can be included; the course might also include approximations to systems of initialvalue problems and the consideration of special techniques for solving stiff systems.
The following is an alternative to treating numerical methods for ordinary differential equations.
Direct methods for linear systems: (3-4 Weeks) Gaussian elimination and the pivoting strategies needed to control the growth of round-off error; factoring matrices to reduce computation and the connection of factoring with Gaussian elimination; factoring techniques for special classes of matrices (for example, positive definite, strictly diagonally dominant, banded) that occur in important applications; introduction of common norms for vectors to measure accuracy of approximations.
Numerical Analysis II
Depending on what was covered in Numerical Analysis I, either ordinary differential equations or direct methods for linear systems: (3-4 Weeks)
Iterative methods for linear systems: (2-3 weeks) eigenvalues, eigenvectors, and norms of matrices; connection of these concepts to the convergence of iterative techniques; classical methods of Jacobi and Gauss-Siedel and their matrix representations; more modern methods such as the successive over-relaxation (SOR) method and the special problems posed by large, sparse matrices; condition numbers of matrices and their connection to the reliability of results obtained from approximation routines; other modern techniques such as the conjugate gradient method with preconditioning might be included.
Eigenvalue and eigenvector approximations: (2-3 weeks) introduction to or review of the theory from linear algebra that is required for numerical linear algebra; the power method (and its derivatives) used to determine a single specific eigenvalue and eigenvector of a matrix; The QR or similar method for determining all the eigenvalues of a matrix; the singular value decomposition (SVD) of a general matrix and some of its many applications may also be explored.
Depending on the emphasis and goals of the course, the instructor has a number of different choices for the final weeks of the course. Here are some possibilities:
