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Molecular simulations for dynamic nuclear
polarization in liquids: a case study of TEMPOL in
acetone and DMSO†
Sami Emre Ku¨çu¨k,a Petr Neugebauer,b Thomas F. Prisnerb and Deniz Sezer*a
A computational strategy for calibrating, validating and analyzing molecular dynamics (MD) simulations to
predict dynamic nuclear polarization (DNP) coupling factors and relaxivities of proton spins is presented.
Simulations of the polarizing agent TEMPOL in liquid acetone and DMSO are conducted at low (infinite
dilution) and high (1 M) concentrations of the free radical. Because DNP coupling factors and relaxivities
are sensitive to the time scales of the molecular motions, the MD simulations are calibrated to reproduce
the bulk translational diffusion coefficients of the pure solvents. The simulations are then validated by
comparing with experimental dielectric relaxation spectra, which report on the rotational dynamics of the
molecular electric dipole moments. The analysis consists of calculating spectral density functions (SDFs)
of the magnetic dipole–dipole interaction between the electron spin of TEMPOL and nuclear spins of the
solvent protons. Here, MD simulations are used in combination with an analytically tractable model of
molecular motion. While the former provide detailed information at relatively short spin–spin distances, the
latter includes contributions at large separations, all the way to infinity. The relaxivities calculated from the
SDFs of acetone and DMSO are in excellent agreement with experiments at 9.2 T. For DMSO we calculate
a coupling factor in agreement with experiment while for acetone we predict a value that is larger by
almost 50%, suggesting a possibility for experimental improvement.
I. Introduction
Over the last decade, the Overhauser effect1 (OE) has received
renewed attention as a means of increasing the NMR signal
intensity in liquids in magnetic fields of interest for MRI and
structural NMR.2 The phenomenon, known as OE dynamic
nuclear polarization (O-DNP), is well known,3 but its observation
at magnetic fields higher thanB3 T is recent.4,5 Presently, high-
field O-DNP measurements have been reported for protons of
various liquids: water at 3.4 T (ref. 6–9) and 9.2 T,10 toluene at
3.4 T (ref. 11) and 9.2 T,12 ethanol at 3.4 T,13 and acetone and
DMSO at 9.2 T.12
Most of these studies not only report the O-DNP enhance-
ment of the NMR signal but make an effort to explain its
magnitude in terms of the molecular motions of the polarizing
agent and the solvent.10,12,13 In all such cases, the molecular
dynamics is modeled as pure translational diffusion of hard
spheres with the electron spin, S, and nuclear spin, I, located at
the centers of their own spheres (‘‘outer sphere’’ relaxation).
Occasionally, additional rotational diffusion of a molecular
complex with fixed separation between I and S (‘‘inner sphere’’
relaxation) is introduced.14 For both models the spectral density
functions (SDFs) of the interaction between the electron and
nuclear magnetic dipoles15 are available analytically.16–18
While such simple models are probably good starting
approximations to the molecular motion in liquids, they clearly
miss many subtleties like the off-centered location of the spins,
the presence or absence of hydrogen bonding, hydrophobic
interactions, methyl rotation, etc. These details are expected to
be important for the fast (tps) relative dynamics between the
nuclear and electron spins, which is the main source of O-DNP
enhancement at high magnetic fields. In contrast to the idea-
lized analytical models, fully atomistic molecular dynamics (MD)
simulations account for all the geometric and energetic factors
mentioned above. Therefore, for some time now, we have been
advocating the calculation of the dipole–dipole SDF from MD
simulations.19
In the approach we have developed MD simulations provide
information about molecular motions as long as the molecules
are not farther than several nanometers.20 At larger intermole-
cular separations, where the precise molecular interactions and
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geometries are insignificant for small-molecule polarizing
agents in simple liquids,21 the contributions of the molecular
motions to the dipolar SDF are calculated employing the
analytical model of translational diffusion.17,18 The developed
methodology has been successfully applied to the nitroxide
radical TEMPOL in toluene20 and in water.22
It should be stressed, however, that in spite of their richer
detail compared to the model of translational diffusion of
spherical particles MD simulations are also models, even if
more complex. Depending on the employed energy force field
(e.g., united or explicit atoms, with or without representation
for lone pairs and atomic polarizability) the simulated properties
of the examined liquid may be in fair or poor correspondence
to reality. Even if not all liquid properties are manifested in the
O-DNP phenomenon, for its quantitative prediction the simula-
tions should correctly reflect not only the structure of the liquid
around the polarizing agent but also the time scales on which
this structure fluctuates and evolves. In fact, for a given energy
force field, the static and dynamic liquid properties important
for high-field O-DNP may be captured better for some liquids
and worse for others. Therefore, for every different choice of
solvent it is advisable to monitor some of the pure-liquid
properties and validate them against experiments.
The purpose of the present paper is to provide guidelines
for performing, validating and analyzing MD simulations with
the aim of producing quantitative predictions that can be
compared directly with high-field O-DNP experiments in simple
liquids. The examples considered to this end are the spin
polarization of acetone and DMSO protons by the free radical
TEMPOL, for which measurements at 9.2 T were published
recently.12 A comparative study of these two liquids is particularly
informative given their substantial structural similarity but very
different dynamic properties. In addition, the two molecules—
acetone and DMSO—nicely illustrate the effect of the employed
force field on the examined liquid properties and predicted spin
relaxation rates.
The object of main interest for proton O-DNP is the magnetic
dipole–dipole SDF J(o), which can be used to calculate the
relaxation rates RII1 and R
IS
1 :
16,19
RII1 = k[3J(oI) + 7J(oS)], R
IS
1 = k5J(oS). (1)
These rates account for the contribution of the nuclear and
electron spin polarizations (second superscript) to the nuclear
(first superscript) T1 as a result of the dipolar interaction
between the two spins. In (1), oI and oS are the Larmor
frequencies of the nuclear and electron spins. For I = 1/2 and
S = 1/2 the proportionality coefficient is k = (2p/5)(hgSgIm0/4p)
2NAC,
where gI and gS are the gyromagnetic ratios of the spins, NA is
Avogadro’s number, and C is the concentration of the para-
magnetic species.
Both the rates in (1) can be accessed experimentally. The
former, by measuring the nuclear T1 in the absence (T
0
1) and in
the presence (T rad1 ) of the radical. It is given as:
RII1 = 1/T
rad
1  1/T 01. (2)
In O-DNP the dimensionless combination f = RII1T
rad
1 = 1 T rad1 /T01
is known as the leakage factor.3 In nuclear magnetic relaxation
dispersion (NMRD) measurements the ratio of RII1 and the free
radical concentration is known as the relaxivity:14
r = RII1/C. (3)
Finally, the ratio of the two rates in (1) is the O-DNP coupling
factor,
c = RIS1 /R
II
1, (4)
which can be determined experimentally from the relationship
e = cfsgS/gI only if the enhancement of the NMR signal, e, and
the extent of electron spin saturation, s, are measured sepa-
rately (assuming that f is already known). Thanks to the
experimental access of the saturation achieved in ref. 12, here
we compare the theoretical predictions of both RII1 and c with
experimental values for acetone and DMSO at 9.2 T.
In the next section we present our results. These are dis-
cussed in the broader context of O-DNP methodology in
Section III. The paper ends with an outlook. The ESI† contains
two sections: Methods and Additional results. The former
provides details about the simulations as well as their valida-
tion and analysis. The latter includes figures and tables that did
not make it into the main text.
II. Results
A. Liquid structure and dynamics: validation
The molecules of acetone and DMSO have similar structures
(Fig. 1), containing the hydrogens to be polarized on methyl
groups. However, while the heavy atoms of acetone are on a
plane, they form a pyramid in DMSO due to the lone pair of
electrons on the sulfur. According to the MD simulations of the
pure solvents, the local structure of the two pure liquids—as
reflected by the radial distribution function (RDF) of the
molecular centers of mass—is also similar (Fig. 2).
By design (see ESI,† Methods), the translational diffusion
coefficients in the simulations match the experimental values
(Table 1). In addition to translation, the rotational diffusion of
the solvent molecules is also expected to be important for high-
field O-DNP, especially since it falls in the ps time window.
Access to molecular orientations in liquids is readily gained by
dielectric relaxation spectroscopy.23,24 Therefore, to further
assess the degree to which the simulated molecular dynamics
Fig. 1 Molecular structures of acetone (left), DMSO (middle), and TEMPOL
(right). Simulation parameters of acetone and DMSO are from ref. 43, of
TEMPOL from ref. 44. Simulations were performed with NAMD.45
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of the pure solvents correspond to reality, we examined the
frequency-dependent electric susceptibility of acetone and
DMSO. The calculated e00 (the imaginary part of the relative
permittivity) is compared with experiments in Fig. 3. The Debye
(acetone) and Davidson-Cole (DMSO) fits to the experimental
data25,26 are shown as black dashed lines. Although the mea-
surements for acetone extend up to 24 GHz, the analytical fit and
our prediction are drawn till 100 GHz in order to visualize the
position and amplitude of the peak. Unfortunately, the experi-
ments for acetone are at 20 1C (ref. 25) while our simulations are at
35 1C. However, considering that the static dielectric constant of
acetone drops only by 3 units when going from 25 1C to 53 1C, we
expect the peak of e00 at 351 to be about one unit lower than the one
shown in Fig. 3 for 20 1C. The position of the peak is also expected
to be slightly shifted towards higher frequencies. The experimental
data for DMSO are at 35 1C and extend up to 26 GHz.26
From the results in Fig. 3 (red solid line) and the calculated
static dielectric constant in Table 1, we conclude that the MD
simulations of acetone overestimate the magnitude of e by at
most 10% and capture very well the time window where e00 has a
maximum. Thus, the time scales of orientation of the electric
dipole moments of the acetone molecules in the simulated
solution are realistic. The situation for the MD simulations
performed with the CHARMM DMSO parameters27 is drasti-
cally different. Here, the static dielectric constant is larger by
almost 50% than the experimental value (Table 1).28 Similarly,
the peak of e00 in Fig. 3 (blue solid line) is higher than
experiment by about 60%. Furthermore, its position on the
frequency axis is shifted to the left, indicating somewhat slower
reorientation of the electric dipoles of DMSO in the simulated
solution compared to reality.
In an effort to address this discrepancy we changed the
partial charges of the heavy atoms of DMSO retaining all the
other parameters. It should be stressed, however, that develop-
ing a new DMSOmodel for MD simulations is not our objective.
Therefore, when modifying the DMSO partial charges we limited
ourselves to charges existing in the literature. The choice we
consider and refer to as DMSO* is from ref. 29. The partial
charges of the simulated solvents are compiled in Table 2. The
last column of the table reveals that the electric dipole moment
of the modified model, DMSO*, is smaller than DMSO. For the
pure liquid, this leads to a lower static dielectric constant
(Table 1) and e00 closer to experiment (Fig. 3, cyan line). In the
case of the latter, not only the amplitude of the peak but its
position on the frequency axis as well have improved. From the
point of view of dielectric response, the overall deviation of
DMSO* from experiment is seen to be about 20–25%, which is
half of the deviation of DMSO.
With this knowledge about the dynamic properties of the
simulated pure liquids we now proceed to the simulations with
doped TEMPOL.
B. Liquid properties in the presence of TEMPOL
Two different sets of simulations were performed for each solvent:
the first, containing one TEMPOLmolecule in the simulation box,
Fig. 2 RDFs between the centers of mass of the solvent molecules from
the pure-solvent simulations at 35 1C.
Table 1 Liquid properties calculated from MD simulations at 35 1C with
the given choice of thermostat damping (g): coefficients of translational
diffusion (D) and static dielectric constants (e) (One standard deviation in
parentheses)
g/ps1 Da/nm2 ns1 eb
Acetone 0.015 5.09 (0.37) 21.4 (0.7)
DMSO 0.072 0.94 (0.20) 68.1 (0.5)
DMSO* 0.050 0.92 (0.03) 54.3 (3.6)
a Targeted experimental values (35 1C): D = 5.19 nm2 ns1 (acetone),41
D = 0.889 nm2 ns1 (DMSO).42 b Experiment: e = 20.6 (acetone, 20 1C),25
e = 46.6 (DMSO, 35 1C).26
Fig. 3 Imaginary part of the dielectric response function. Experimental
data are available up to B25 GHz. For acetone, the analytical fit to the
experiment at 20 1C (ref. 25) (dashed line) and our computational predic-
tion at 35 1C (red solid line) are extended to 100 GHz to show the peak of
the response. MD calculations for the original DMSOmodel (blue solid line)
and the model DMSO* with modified charges (cyan --) are shown for
frequencies probed by the experiment26 (all at 35 1C).
Table 2 Partial charges (atomic units) of the specified atoms and the
resulting molecular dipole moments (Debye)
O C/S C H ma
Acetone 0.480 0.400 0.230 0.09 3.6
DMSO 0.556 0.312 0.148 0.09 5.2
DMSO* 0.437 0.117 0.110 0.09 4.8
a Gas phase: m = 2.9 D (acetone), m = 4.0 D (DMSO).
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the second, containing 1 M TEMPOL (see ESI,† Methods). The
simulations with one TEMPOL reveal that the solvent structure
around the ‘‘impurity’’ is also very similar for the two solvents
(Fig. 4a). For both solvents, the maxima and minima in density
are found to occur at identical distances from the polarizing
agent, with DMSO exhibiting somewhat larger amplitude of
oscillations compared to acetone. (Almost identical RDFs are
obtained for DMSO and DMSO*.) The RDFs are seen to flatten
only beyond about 2 nm from TEMPOL.
In Section IIC, where the dipole–dipole SDF is calculated by
dividing the space around TEMPOL into near and far regions,
couplings to solvent spins beyond d = 2.5 nm are accounted for
analytically using the model of hard spheres with centered
spins (HSCS).17,18 Although the contribution of distant dipoles
to the SDF is not very sensitive to the model parameter referred
to as the ‘‘distance of the closest approach,’’ we choose the
values of b to be the distance at which the RDFs are equal to 0.5
(first three rows of Table 4).
Previously, for 1 M TEMPOL in water, we found that the
TEMPOL molecules tend to form nanoclusters, from which the
solvent is substantially excluded.22 It is therefore of interest to
determine whether the polarizing agent is well accessed by
acetone and DMSO when present at high concentration. The
TEMPOL-solvent RDFs calculated from the MD simulations
with 1 M TEMPOL (Fig. 4b) are very similar to those shown in
Fig. 4a, demonstrating that solvent molecules access the polar-
izing agent as much as in the dilute case. A further check on
cluster formation is provided by the TEMPOL–TEMPOL RDFs
in the two solvents, which are shown in ESI,† Fig. S1. Constant
TEMPOL density is seen to be established in acetone and
DMSO* beyond about 2 nm from any given TEMPOL molecule.
Surprisingly, in DMSO (but not DMSO*) the free radicals show a
tendency to stay closer together (without forming clusters from
which the solvent is excluded). The absence of cluster forma-
tion is essential for the applicability of the analysis in the
following sections.
The coefficients of translational diffusion of the solvent and
the polarizing agent determined from the two sets of MD
simulations are compiled in Table 3. When only one TEMPOL
molecule is introduced in the simulation box the solvent diffu-
sion (first column of Table 3) remains practically unchanged
from its bulk value (Table 1). As expected, the diffusion of the
single TEMPOL in acetone is faster than its diffusion in DMSO
(third column of Table 3). In fact, the ratio of the MD diffusion
coefficients is close to the ratio of the solvent viscosities. How-
ever, scaling the diffusion coefficient of TEMPOL in water
(0.5 nm2 ns1 at 35 1C (ref. 22)) by the viscosities of the solvents
predicts slower translational diffusion in both acetone and
DMSO (1.27 nm2 ns1 and 0.22 nm2 ns1) compared to the
MD values in Table 3, indicating that the diffusion of TEMPOL
in water is different in nature than its diffusion in acetone
and DMSO.30
The 1 M TEMPOL simulations of acetone and DMSO
demonstrate that both the solvent and TEMPOL molecules
are slower at the elevated solute concentration (1 M columns
of Table 3). Surprisingly, the opposite trend is observed for the
simulation with DMSO*. Here, both the solvent and TEMPOL
molecules appear to be faster at the elevated TEMPOL concen-
tration. This qualitative difference between the two DMSO
parameter sets can be traced back to differences in the pre-
dicted density of 1 M mixture (see ESI,† Methods).
By adding the solvent and TEMPOL diffusion coefficients
from Table 3, an estimate of the translational coefficient for
relative solvent-TEMPOL motion can be obtained. These values,
given in the first three rows of Table 4, are used in the
calculation of the dipolar SDF in Section IIC. In Section IID it
is found that the relaxivities and O-DNP coupling factors
calculated for low and high radical concentrations reflect the
differences in the translational dynamics of the molecules
observed in the MD simulations.
How about the rotational dynamics of the molecules?
The solvent dielectric response from the simulations with
one TEMPOL is essentially identical to that of pure solutions
(data not shown). In the case of a mixture the absorption can be
written as e00 = eSS00 + eST00 + eTT00, where the subscripts denote
solvent–solvent (SS), solvent–TEMPOL (ST), and TEMPOL–TEM-
POL (TT) contributions (see ESI,† Methods). The dielectric
Fig. 4 RDFs between the centers of mass of TEMPOL and the specified
solvent molecules from simulations with (a) one TEMPOL molecule and
(b) 1 M TEMPOL.
Table 3 Diffusion coefficients (nm2 ns1) calculated from the simulations
with one TEMPOL (1), or 1 M TEMPOL (1 M) (One standard deviation in
parentheses)
Solvent TEMPOL
1 1 M 1 1 M
Acetone 4.93 (0.22) 4.54 (0.37) 3.18 (0.42) 2.66 (0.34)
DMSO 0.88 (0.01) 0.73 (0.03) 0.60 (0.02) 0.41 (0.01)
DMSO* 0.98 (0.01) 1.08 (0.08) 0.61 (0.09) 0.67 (0.04)
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response spectra calculated from the simulations of acetone
and DMSO with 1 M TEMPOL are shown in Fig. 5. Comparing
the profiles of e00 with those for pure solvents (Fig. 3) we see that
in all cases the magnitude of the peak has decreased by about
30%. For acetone and DMSO, the position of the peak on the
frequency axis remains practically unchanged. In other words,
the time scales of rotational diffusion of the solvent molecules
do not seem to be affected by the presence of 1 M TEMPOL. In
contrast, the peak of DMSO* in Fig. 5b (-- cyan line) has shifted
to higher frequencies compared to the pure solvent (Fig. 3). In
Section IID we find that this shift to faster time scales at
elevated TEMPOL concentration leads to predicted DNP cou-
pling factors which are larger than that for the dilute case.
C. Dipolar spectral densities
Magnetic dipole–dipole time correlation functions (TCFs) are
calculated from the MD simulations and Fourier transformed
to obtain the corresponding SDFs. In the calculation, the space
around a given TEMPOL radical is imagined to be composed of
a near region (N) and a far region (F), as depicted schematically
in Fig. 6. Because the TCF C(t) depends on the dipolar coupling
at two instances in time separated by t, four possibilities arise
for a given solvent molecule: it is in N at both times (Fig. 6,
black path), it is in F at both times (gray path), it has moved
from N to F (green path), and it has moved from F to N. The last
two possibilities contribute equally to the TCF. Furthermore, in
the analysis of the MD simulations solvent molecules farther
than a distance a from TEMPOL (dashed circle) are assumed to
disappear. The value of this cut-off distance is dictated by the
size of the simulation box.
The CNN and CNF contributions to the TCFs calculated from
the MD simulations with 1 TEMPOL are given in Fig. 7a and b,
respectively. The solid lines are calculated by taking the nuclear
spin to be at the position of a proton, and the electron spin to
be divided equally between the TEMPOL nitrogen and oxygen
atoms. The dashed lines, on the other hand, are calculated
from the same MD trajectories but pretending that the spins
are located at the centers of mass (COM) of the molecules.
Clearly, the exact position of the spins is inconsequential once
their separation is larger than our choice of d = 2.5 nm (Fig. 7b).
In contrast, for shorter separations, the locations of the spins
on the molecules influence CNN (Fig. 7a). The difference is
dramatic at shorter times, which are of particular importance
for O-DNP at high magnetic fields.
In the MD simulations the far region extends up to the edge of
the simulation box, which typically is a few nanometers. To correct
for its finite size, the far–far contribution to the SDF, JFF(o), is
calculated using the HSCS model.21 Analytical finite-size correc-
tions to JNF(o) and JNN(o) are obtained by calculating the difference
between the HSCS model and its finite-size version with absorbing
outer boundary.20,22 All these corrections, however, assume that the
approximations of hard spherical molecules with spins at their
centers hold for sufficiently large inter-spin separations.
Table 4 Values of b (nm) and D (nm2 ns1) determined from the fits to the
MD SDFs with the finite-size HSCS model.20 Numbers before and after the
slash are for the simulations with 1 TEMPOL and 1 M TEMPOL, respectively
Solvent b D
JFF Acetone 0.51/0.55 8.11/7.20
DMSO 0.51/0.55 1.48/1.14
DMSO* 0.51/0.51 1.59/1.75
JNF Acetone 0.40/0.45 6.16/5.20
DMSO 0.45/0.47 1.16/0.93
DMSO* 0.45/0.45 1.15/1.25
JNN Acetone 0.45/0.45 5.22/4.10
DMSO 0.45/0.43 0.96/0.81
DMSO* 0.45/0.43 0.88/1.07
Fig. 5 Dielectric response calculated from the simulations of 1 M
TEMPOL in (a) acetone and (b) DMSO.
Fig. 6 Definition of near (r o d) and far (d o r o a) regions around the
polarizing agent (a sphere of radius b). Trajectories of solvent molecules
that are in N at two instances separated by time t (black path) contribute to
CNN(t). Solvent molecules starting in N and moving to F in time t (green
path) contribute to CNF(t). The r = a boundary is assumed to be absorbing.
In our analysis, d = 2.5 nm and a = 3.4 nm.
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To validate these approximations, SDFs obtained by Fourier
transforming the COM TCFs from Fig. 7 are fitted by the finite-
size HSCS model. The best fits, shown in Fig. 8, demonstrate
that the analytical model reproduces the SDFs from the MD
simulations rather well. In light of Fig. 7b, the fit in Fig. 8b
implies that for solvent molecules starting in the near region
and reaching the far region the HSCS model is able to repro-
duce JNF with reasonable values of the model parameters b and
D (middle of Table 4). However, as with toluene20 and water,22
we find that the best-fit parameter D is smaller than the sum of
the coefficients of translational diffusion of the TEMPOL and
solvent molecules (first three rows of Table 4). In the case of
JNN, the agreement in Fig. 8a is with the calculations where
the spins are taken to be at the COM of the molecules, which is
one of the approximations of the HSCS model.31 In this case
the best fitting D is even smaller (last three rows of Table 4),
as observed previously.20,22
The same analysis was performed for the simulations with
1 M TEMPOL. The TCFs are shown in ESI,† Fig. S2. As expected
from the faster dynamics in DMSO* compared to DMSO,
substantial differences are visible between the two parameter
sets (the inset of ESI,† Fig. S2b). Fits to the Fourier transforms
of the TCFs are given in ESI,† Fig. S3 while their parameters are
compiled in Table 4.
The analytical fits to the SDFs calculated from the MD
simulations are used to calculate finite-size corrections, Dfs,
as described in our previous work.20,22 Putting everything
together, the dipolar SDF is calculated as
J = ( JMDNN + D
fs
NN) + 2( J
MD
NF + D
fs
NF) + J
HSCS
FF , (5)
where the superscripts indicate where each J comes from.
The three additive contributions on the right-hand side of
the equality in (5) and the total dipolar SDF are plotted as a
function of frequency in Fig. 9 for the dilute and in ESI,† Fig. S4
for the concentrated TEMPOL solutions. Because of the rela-
tively large size of the near region (d = 2.5 nm) most of the
contribution to the SDF comes from the near–near (NN) corre-
lation function. With the further choice of absorbing boundary
at a = 3.4 nm, the near–far (NF) and far–far (FF) contributions
end up being comparable in magnitude.
As evident from (1), in an experiment at a given magnetic
field the relaxivity (3) and the DNP coupling factor (4) probe
only two values of the dipolar SDF, J(oI) and J(oS). These are
indicated by symbols in Fig. 9 and ESI,† Fig. S4 for two different
choices of the magnetic field—0.33 T (blue) and 9.2 T
(red)—both of which have received considerable experimental
attention in the last five years. At the electron Larmor frequency
the NN contribution completely dominates the SDF for both
magnetic fields (triangles). At the proton Larmor frequency,
however, the finite-size corrections to MD become important
for the quantitative determination of the SDF (circles), espe-
cially at the lower field of 0.33 T.
D. Relaxivity and coupling factors
Armed with the dipolar SDFs we proceed to calculate the
relaxivity according to (3) and (1). To this end, one copy of
the SDF is multiplied by 3, while another copy is multiplied by
7 and shifted to the left along the frequency axis until the
same-colored symbols in Fig. 9 are aligned. Finally these two
contributions are added together and scaled appropriately.
Fig. 10 shows the two added parts (dashed lines) and their
Fig. 7 (a) Near–near and (b) near–far dipolar time correlation functions
for acetone (red) and DMSO (blue). Taking the spins to be at the centers of
mass (COM) of the molecules (dashed lines) makes a difference in (a) but
not in (b). The inset of (b) compares DMSO and DMSO*.
Fig. 8 (a) Near–near and (b) near–far dipolar spectral density functions for
acetone (red) and DMSO (blue). Analytical fits with the parameters given in
Table 4 (solid lines) agree with MD results for spins assumed to be at the
molecular COM (dashed lines). The inset of (b) compares DMSO and DMSO*.
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sum (solid line) for the dilute TEMPOL solutions of acetone and
DMSO. At 0.33 T (15 MHz/9.7 GHz) 3J(oI) and 7J(oS) contribute
equally to the relaxivity in acetone (Fig. 10a, blue symbols). In
the case of DMSO, 7J(oS) is about one fourth of 3J(oI) (Fig. 10b,
blue symbols). The relaxivity measurement at this field, there-
fore, encodes information about the dipolar SDF at both the
nuclear and electron Larmor frequencies. In contrast, the relax-
ivity at 9.2 T (400 MHz/260 GHz) is dominated by the contribu-
tion of 3J(oI) for both acetone and DMSO (Fig. 10, red symbols).
There is little hope, therefore, of accessing 7J(oS) on the back-
ground of 3J(oI) from measurements of the relaxivity at high
magnetic fields. The ability to separate these two contributions is
essential for predicting DNP coupling factors from NMRD
relaxivity measurements.
Our predictions of the relaxivity in Fig. 10 (solid lines) are
compared with published12 NMRD values (diamonds). The
agreement at 260 GHz is very good. At and around 10 GHz,
our predicted values for acetone are smaller than the NMRD
measurements (Fig. 10a). The agreement is better for DMSO,
where our values are somewhat larger (Fig. 10b). The same
analysis was performed for the MD simulations with 1 M
TEMPOL (plots not shown).
The NMRD measurements that we compare with were
performed with 40 mM TEMPOL solutions.12 To assess the
extent of variation of the relaxivity due to the experimental
uncertainty in the concentration of the polarizing agent, in
Fig. 11 we report the relaxivities deduced from nuclear T1
measurements of solutions with different TEMPOL concentra-
tions and at different temperatures. (The T1 values are given in
ESI,† Table S1.) For acetone (Fig. 11a), the temperature varia-
tion of the relaxivity is seen to be smaller than the variation
due to the TEMPOL concentration. The NMRD value at 35 1C
(black diamond) agrees very well with the other measure-
ments. Similarly, the relaxivities computed from the MD
simulations with 1 TEMPOL (black star at 2 mM) and 1 M
TEMPOL (black star at 1000 mM) are in very good agreement
with the experimental data.
The situation is different for DMSO (Fig. 11b). Here, the
variation of relaxivity with the concentration of TEMPOL is
smaller than its change due to temperature. A small decrease
of the relaxivity is measured at the largest two TEMPOL
concentrations of 500 mM and 1 M. The NMRD value at
35 1C (diamond) is closer to the experimental values at
39 1C, whereas the relaxivities calculated from the MD simula-
tions of DMSO (star) and DMSO* (asterisk) containing 1
TEMPOL are somewhat larger than the values at 39 1C, in
perfect agreement with what should be expected at 35 1C. The
MD calculations for 1 M TEMPOL differ between DMSO and
DMSO*. The former model predicts larger relaxivity, compar-
able with the experimental values for lower TEMPOL concen-
trations at 22 1C. This increase in relaxivity with an increase in
the TEMPOL concentration is due to the decreasing coefficient
of relative translational diffusion in the MD simulations
(Table 4). The relaxivity calculated from the DMSO* simula-
tions, on the other hand, agrees with what is expected from
the low concentration measurements at 39 1C. None of the
models, however, captures the decrease of the relaxivity at
TEMPOL concentrations above 0.5 M that is seen in the
experiment.
Having tested the ability of the calculated SDFs to predict
the relaxivity, we now use them to compute DNP coupling
factors for several different magnetic fields spanning the
Fig. 9 Dipolar SDF and its additive contributions from the simulations
with 1 TEMPOL in acetone (a) and DMSO (b). Symbols indicate SDF values
at proton (J) and electron (n) Larmor frequencies at 0.33 T (blue) and
9.2 T (red). The inset of (b) compares the SDFs of DMSO and DMSO*.
Fig. 10 TEMPOL relaxivities in (a) acetone and (b) DMSO. The relaxivity
(solid line) is the sum of two parts proportional to 3J(oI) and 7J(oS) (dashed
lines). ColoredJ and n the same as in Fig. 9. Solid diamonds are NMDR
values obtained from ref. 12.
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range of experimental interest (Table 5). As expected on the
basis of the viscosities of the two solvents, the coupling factors
of acetone are larger than DMSO. From a methodological
point of view, it is encouraging that the coupling factors for
the dilute DMSO solutions (before the slash) predicted by the
two models—DMSO and DMSO*—are very similar. In line
with the reduction of the diffusion coefficients (Table 3),
smaller coupling factors are predicted for acetone and DMSO
at the higher TEMPOL concentration. In contrast, again as
expected from the diffusion coefficients, the simulations with
DMSO* predict larger coupling factors at 1 M TEMPOL. In
Fig. 12 the 1 M TEMPOL values at 260 GHz are compared with
experiment.12 While both DMSO and DMSO* agree well with
the measurements (Fig. 12b), the latter is seen to perform
better. In contrast, the coupling factor of acetone in our
simulations is almost 50% larger than experiment (Fig. 12a).
This is in spite of the excellent agreement of the computed
relaxivity with measurements (Fig. 11a), demonstrating that
very similar values of the relaxivity can correspond to drasti-
cally different coupling factors, in line with the observations
of ref. 12.
III. Discussion
A computational strategy for calibrating, validating, and analyz-
ing MD simulations with the purpose of predicting proton DNP
coupling factors and relaxivities at high (43 T) magnetic fields
was presented. The methodology was illustrated for acetone
and DMSO solutions doped with the polarizing agent TEMPOL.
In the simulations TEMPOL was present at either infinite
dilution or at a concentration of 1 M. Although experimental
information about the physical properties of the solvent-
TEMPOL mixtures at elevated radical concentration is missing,
these simulations were necessary for the direct comparison
with experimentally determined DNP coupling factors at 9.2 T.
Due to the sensitivity of the relaxivity and DNP coupling
factors to molecular motions, at the calibration stage of the
procedure it was essential to know the coefficient of transla-
tional diffusion of the solvent, as already made clear in our
previous work.19,20,22 Here, in addition, we employed data from
dielectric relaxation spectroscopy to validate the MD simulations
in terms of the rotational motion of the solvent molecules.
Deficiencies in the force field parameters used to simulate the
dynamics of the molecules may become apparent at this stage,
as was the case for DMSO. The considered DMSO model with
reduced partial charges (Table 2) that we called DMSO* agreed
better with the dielectric response experiment (Fig. 3). However,
it should be emphasized that we have not attempted to illustrate
a general strategy for reparametrization of the molecular model,
since this is a step that requires a separate, full-blown effort.
Recently, the dielectric response and its relevance in the
quantitative analysis of O-DNP data have been discussed in
ref. 32. Observing that liquid-state DNP experiments are typically
performed under constant microwave irradiation, the authors
Table 5 Coupling factors (%) at the specified ESR(NMR) frequencies
(GHz/MHz) computed from the simulations with 1 TEMPOL (before the
slash) and 1 M TEMPOL (after the slash)
9.7(15) 34(50) 94(140) 260(400) 460(700)
Acetone 36.3/33.6 20.0/16.9 9.41/7.70 3.50/2.90 2.05/1.75
DMSO 13.4/10.3 4.88/3.60 1.53/1.15 0.69/0.56 0.44/0.38
DMSO* 13.1/13.9 4.79/5.28 1.50/1.71 0.65/0.74 0.43/0.48
Fig. 12 Coupling factors at 260 GHz for (a) acetone and (b) DMSO. Both
experimental (blue squares) and calculated (black stars) values are with 1 M
TEMPOL. DMSO* is indicated by an asterisk.
Fig. 11 Relaxivity in (a) acetone and (b) DMSO at 400 MHz. Comparison of
estimates from T1 measurements at 9.2 T for several temperatures and
TEMPOL concentrations (&, n, and ,) with values obtained from ref. 12
(E) and our computational predictions (% and ). The experimental T1
values are given in ESI,† Table S1.
Paper PCCP
Pu
bl
ish
ed
 o
n 
28
 Ja
nu
ar
y 
20
15
. D
ow
nl
oa
de
d 
by
 S
ab
an
ci
 U
ni
ve
rs
ity
 o
n 
20
/0
2/
20
15
 1
5:
45
:4
9.
 
View Article Online
6626 | Phys. Chem. Chem. Phys., 2015, 17, 6618--6628 This journal is© the Owner Societies 2015
examined the variation of the nuclear T1 of water with micro-
wave power and related it to the (undesired) coupling of the
water electric dipoles to the electric field component of the
microwaves.32 While the irreversible dipole orientations
(reflected by e00) can be compensated by active cooling, it has
been pointed out that the adiabatic dipole orientations
induced by the microwaves (reflected by e 0) lead to additional
molecular motions, which change the nuclear T1 and could
also influence the O-DNP coupling factor.
It has been shown, however, that under DNP conditions
the microwave influence on nuclear T1 is an issue only when
the concentration of the polarizing agent is less than about
100 mM.32 Because the coupling factors we compared with are
deduced from samples with 1 M TEMPOL (Fig. 12), proton T1 is
dominated by the radical concentration. Furthermore, since
e0 drops sharply in the frequency window corresponding to the
peak of e00 (Fig. 3 and 5), while e0 is substantial for both acetone
and DMSO at 10 GHz, the frequency examined in ref. 32, it is
negligibly small at 260 GHz. Thus, the complications for samples
with low radical concentration measured at the X-band are not
an issue in our case.
Once calibrated and validated, the MD simulations were
used to calculate the spectral density function (SDF) of the
magnetic dipole–dipole coupling of the electron and nuclear
spins. At this stage, the main strength of our procedure is the
combined use of MD simulations and analytical calculations.
While the former are rich in structural and motional details
they are limited in size. In contrast, analytical models effort-
lessly extend to infinite distances but rely on drastic simplifica-
tions of molecular structures and dynamics. The synergistic use
of these computational techniques in the regimes of their
respective applicabilities has been proposed in ref. 21 and
further developed in ref. 20 and 22.
Naturally, this methodology has its own range of applic-
ability: at distances sufficiently far from the polarizing agent
but still accessible to MD simulations all the simplifying
approximations of the analytical HSCS model should apply.
By fitting the near–far SDF obtained from the MD simulations
to the finite-size version of the HSCS model (Fig. 8b and
Fig. S3b, ESI†) we made sure that such an approximate
description is indeed possible once the solvent molecules
have moved to distances larger than d = 2.5 nm from TEMPOL.
This justified the analytical calculation of the far–far SDF
using the HSCS model and its inclusion according to (5).
Appealing to the HSCS model at sufficiently large distances
limits the application of the present methodology to homo-
geneous, spherically isotropic systems of small-molecule
solvents and radicals. It was, therefore, essential to establish
that at a concentration of 1 M the TEMPOL molecules are still
homogeneously dispersed in acetone and DMSO (Fig. 4b
and Fig. S1, ESI†). Because several force-field parameters
(e.g., Lennard-Jones and partial atomic charges) conspire to
determine whether the two components of a mixture will stay
well mixed or will form nanoscopic clusters, the outcome is
not easily predictable, especially in the case of nitroxides,
which are amphiphilic.
The SDFs from the dilute and 1 M TEMPOL simulations
were used to calculate proton relaxivities and DNP coupling
factors at 9.2 T (Fig. 11 and 12), where direct comparison
with experiments was possible. While the relaxivities for both
acetone and DMSO (especially DMSO*) were in excellent agree-
ment with experiments, only the coupling factor of DMSO (espe-
cially DMSO*) matched the measurements. Clearly, motional
models that agree with relaxivity need not be in agreement with
the coupling factor, as has been demonstrated in ref. 12. From
Fig. 10, which shows the relative contributions of 3J(oI) and 7J(oS)
to RII1, the poor link between the relaxivity and coupling factor is
expected to be the rule at high fields.
For acetone, the calculated coupling factor at 1 M was
almost 50% larger than the experimental value (Fig. 12a). This
discrepancy could be an indication that the physical properties
of the simulated acetone–TEMPOL mixture are flawed, in spite
of the very good dynamical behavior of the pure acetone solution,
reflected by its dielectric absorption spectrum (Fig. 3). On the
other hand, if the computational prediction is taken seriously,
the disagreement between theory and experiments could be an
indication that spin interactions that are not accounted for in
the analysis are actually operational. For example, additional
scalar coupling between the electron and proton spins will tend
to reduce the coupling factor due to pure dipolar interaction.
Although it is not clear why such hypothetical scalar coupling
does not occur for DMSO protons, one could envision perform-
ing ab initio calculations using the MD snapshots to quantify the
magnitude of the Fermi contact between the unpaired electron
and the acetone protons. The most optimistic possibility, of
course, is that future improvements in the experimental setup at
260 GHz could indeed lead to a measured DNP coupling factor in
agreement with the computational prediction for 1 M TEMPOL
in acetone. This would imply enhancements that are almost 50%
larger than what has been achieved so far. According to our
calculations (Table 5), even larger acetone enhancement should
be possible at lower TEMPOL concentrations in case the electron
spin saturation at 260 GHz is not compromised.
IV. Outlook
In conclusion, the presented methodology is now sufficiently
developed to be directly employed to compare with O-DNP and
T1 relaxivity measurements of nitroxide radicals in simple
liquids at intermediate (Z0.3 T) and high (43 T) magnetic
fields. It is especially powerful in illuminating subtle differences
between different types of protons on the same molecule (e.g.,
ring and methyl protons of toluene,11,12,33 or methyl, methylene
and hydroxyl protons of ethanol13) or between the same type of
protons on structurally similar molecules (e.g., methyl protons of
acetone and DMSO).
In the present study, whose main focus was high-field
O-DNP, the calculation of dielectric response spectra from MD
simulations was employed as a tool for validating the rotational
dynamics of the solvent molecules. In future work it should be
possible to employ the calculated dispersion relationship of e0 to
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estimate the magnitude of the adiabatic rotational motion
induced by the electric field of the microwaves and to quantify
its contribution to both the nuclear T1 and the coupling factor at
the X-band, thus critically assessing the magnitude of the effects
proposed in ref. 32.
The combined use of MD simulations in the near region
with analytical treatment in the far region, should also be
directly applicable to the calculation of intermolecular nuclear
Overhausser effect (NOE) in liquids. The structure and dynamics
of ionic liquids, for example, is extensively probed with MD
simulations.34,35 While dielectric spectroscopic relaxation has
been the experimental technique of choice to compare such
studies with,36 intermolecular NOE has also received attention.37
However, when comparing dipole–dipole SDFs from MD simula-
tions of ionic liquids with analytical expressions, the possibility
that the observed discrepancies could be due to the finite size of
the simulation box is often neglected.37 As should be clear from
Fig. 9, the SDF at the nuclear Larmor frequencies, which are of
relevance in NOE experiments, is especially sensitive to the size
of the atomistic region, in agreement with the long-ranged
nature of NOE interactions known from the literature.38
The HSCS model, which is used in combination with the
MD simulations, assumes a homogeneous and rotationally
isotropic environment. Unfortunately, this prevents the direct
application of the methodology to spin-labeled biological macro-
molecules, i.e., proteins, DNA and RNA, as well as to hetero-
geneous environments, like lipid micelles and bilayers, which
have been studied with O-DNP in the last few years.32,39,40 We are
currently exploring avenues of extending the outlined methodo-
logy to these more challenging settings.
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