We provide the explicit expression of first order q-difference system for the Jackson integral of symmetric Selberg type, which is generalized from the q-analog of contiguity relations for the Gauss hypergeometric function. As a basis of the system we use a set of the symmetric polynomials introduced by Matsuo in his study of the q-KZ equation. Our main result is the explicit expression of the coefficient matrix of the q-difference system in terms of its Gauss matrix decomposition. We introduce a class of symmetric polynomials called the interpolation polynomials, which includes Matsuo's polynomials. By repeated use of three-term relations among the interpolation polynomials via Jackson integral representation of symmetric Selberg type, we compute the coefficient matrix.
Introduction
The Gauss hypergeometric function satisfies the so-called contiguous relations
These contiguity relations for the Gauss hypergeometric function are extended to a difference system for the function defined by multivariable integral representation with respect to the Selberg type kernel
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For the integral e i := C e i (z)Ψ(z)dz 1 · · · dz n (i = 0, 1, . . . , n),
where e i (z) is the function specified by
and C is some suitable integral domain, the vector ( e 0 , e 1 , . . . , e n ) satisfies the following difference system. Let δ ij be the symbol of Kronecker's delta. T α ( e 0 , e 1 , . . . , e n ) = ( e 0 , e 1 , . . . , e n )M, (1.3) where the (n + 1) × (n + 1) matrix M is written in terms of its Gauss matrix decomposition as
Here L = (l ij ) 0≤i,j≤n , D = (d j δ ij ) 0≤i,j≤n , U = (u ij ) 0≤i,j≤n are the lower triangular, diagonal, upper triangular matrices, respectively, given by
d j = x j (α; τ ) j (α + γ + 2jτ ; τ ) n−j (α + γ + (j − 1)τ ; τ ) j (α + β + γ + (n + j − 1)τ ; τ ) n−j , u ij = (−1) j−i j i (β + (n − j)τ ; τ ) j−i (α + γ + 2iτ ; τ ) j−i (i ≤ j), and U ′ = (u ′ ij ) 0≤i,j≤n , D ′ = (d ′ j δ ij ) 0≤i,j≤n , L ′ = (l ′ ij ) 0≤i,j≤n are the upper triangular, diagonal, lower triangular matrices, respectively, given by
where (x; τ ) 0 := 1 and (x; τ ) i := x(x + τ )(x + 2τ ) · · · (x + (i − 1)τ ) for i = 1, 2, . . ..
In particular, when n = 1 the system (1.3) is written as T α ( e 0 , e 1 ) = ( e 0 , e 1 )
(1.5)
The system (1.5) is simply rewritten as the following simultaneous equations of three terms:
(α + β + γ)T α e 0 = x(α + β) e 0 − β e 1 , (1.6) and
γT α e 0 + (α + β)T α e 1 = α e 1 .
(1.7)
Since we have
when n = 1, we see that the equations (1.6) and (1.7) exactly coincide with the contiguity relations (1.1) and (1.2), respectively, after a suitable substitution of parameters. Therefore the difference system (1.3) expressed in terms of Gauss matrix decomposition (1.4) can be regarded as a natural extension of the contiguity relations (1.1) and (1.2) . For further applications of the difference system (1.3) for random matrix theory, see [7] . Now we would like to discuss about a q-analogue of the difference system (1.3) in Proposition 1.1. This is one of the aims of this paper. Throughout this paper we fix q ∈ C * with |q| < 1, and use the symbol (a) ∞ := ∞ i=0 (1 − q i a). For a point x = (x 1 , . . . , x n ) ∈ (C * ) n and a function f (z) = f (z 1 , . . . , z n ) on (C * ) n we define the following sum over the lattice Z n by x∞ 0 f (z) d q z 1 z 1 ∧ · · · ∧ d q z n z n := (1 − q) n (ν 1 ,...,νn)∈Z n f (x 1 q ν 1 , . . . , x n q νn ), (1.8) if it converges. We call it the Jackson integral of f (z). By definition the Jackson integral (1.8) is invariant under the q-shift x i → qx i (i = 1, . . . , n). Let Φ(z) and ∆(z) be the functions on (C * ) n specified by (z i − z j ), (1.10) where t = q τ . For a point x = (x 1 , . . . , x n ) ∈ (C * ) n and an arbitrary symmetric function φ(z) = φ(z 1 , . . . , z n ) on (C * ) n we set
which we call the Jackson integral of symmetric Selberg type.
In this paper we study two types of q-difference systems for the Jackson integral of symmetric Selberg type. One is the q-difference system with respect to the shift α → α + 1, and the other is the system with respect to the q-shifts a i → qa i and b i → q −1 b i simultaneously. For these purposes, we define the set of symmetric polynomials {e i (a, b; z) | i = 0, 1, . . . , n}, where e i (a, b; z) :
which we call Matsuo's polynomials. The symbol A means the skew-symmetrization (see the definition (2.1) of A in Section 2). With these symmetric polynomials, we denote
We assume that
for convergence of the Jackson integrals (1.12) . (See Lemma 3.1 in [9] for details of convergence.)
For the polynomials (1.11) let R be the (n + 1) × (n + 1) matrix defined by e n (a 2 , b 1 ; z), e n−1 (a 2 , b 1 ; z), . . . , e 0 (a 2 , b 1 ; z) = e 0 (a 1 , b 2 ; z), e 1 (a 1 , b 2 ; z), . . . , e n (a 1 , b 2 ; z) R.
(1.13) This transition matrix R is called the R-matrix in the context of [12] . Matsuo [12] gave the q-difference system with respect to the q-shifts a i → qa i and b i → q −1 b i simultaneously, using Matsuo's polynomials as follows.
Then, the Jackson integrals of symmetric Selberg type satisfy the q-difference system with respect to T −1 q,b i T q,a i (i = 1, 2) given as
x , e n−1 (a 2 , b 1 ), x , . . . , e 0 (a 2 , b 1 ), x = e n (a 2 , b 1 ), x , e n−1 (a 2 , b 1 ), x , . . . , e 0 (a 2 , b 1 ), x K i , (1.14) whose coefficient matrices K i are expressed as
where R is the (n + 1) × (n + 1) matrix given by (1.13), and D 1 , D 2 are the diagonal matrices given by
Remark. If we replace a i and b i as a i = x i and b i = q β i x −1 i , respectively, then the situation of (1.14) terns to Matsuo's setting [12] , and then T −1 q,b i T q,a i in (1.14) terns to the single q-shift operator T q,x i , and the system (1.14) coincides with the q-KZ equation. (See [12, 15] .) The problem finding the explicit form of the coefficient matrix K i was also studied by Mimachi [13, 14] in slightly different setting from this paper. Mimachi [14] gave one of expressions of K i introducing certain Schur polynomials, and evaluated the entries of K i explicitly when n = 1, 2 and 3. Another approach to evaluate the explicit form of K i is provided by Aomoto and Kato. They call their method the Riemann-Hilbert approach [3] for q-difference equation from connection matrix [4] , and they presented K i explicitly when n = 1 and 2 as an example of application of their method. (See [5] .) From Proposition 1.2, if we want to know the coefficient matrices K i of the above q-difference systems, it suffices to give the explicit expression of the transition matrix R or its inverse R −1 . [10] ) The matrix R is written in terms of its Gauss matrix decomposition as
,j≤n are the lower triangular, diagonal, upper triangular matrices, respectively, given by
,j≤n are the upper triangular, diagonal, lower triangular matrices, respectively, given by
Here we denote (v; t) 0 := 1 and (v; t) i :
To give a proof of the above result is one of our aims, which will be done in Section 6. The explicit expression of R −1 in terms of its Gauss matrix decomposition is also presented as Corollary 6.1 in Section 6.
Remark. After finishing this paper, the author had the information that Theorem 1.3 was already stated implicitly in [6, Section 5] and [10] . Consequently we came to provide another way to prove Theorem 1.3. From Theorem 1.3 we immediately obtain the determinant of R (or K i ).
Corollary 1.4
The determinant of the transition matrix R is evaluated as
The determinant of the coefficient matrices K 1 and K 2 given in (1.14) are evaluated as
Next, the other interest of ours is the q-difference system with respect to the shift α → α + 1 for the Jackson integral of symmetric Selberg type. Using Matsuo's polynomials {e i (a 1 , b 2 ; z) | i = 0, 1, . . . , n}, the q-difference system is given explicitly in terms of Gauss matrix decomposition. Theorem 1.5 Let T α be the shift operator with respect to α → α + 1, i.e., T α f (α) = f (α + 1) for an arbitrary function f (α) of α ∈ C. Then
where the coefficient matrix A is written in terms of its Gauss matrix decomposition as
Here
The former part of Theorem 1.5 will be proved in Section 5, while the latter part of Theorem 1.5 will be explained in the Appendix. Note that, from this theorem we immediately have the following.
The determinant of the coefficient matrix A is evaluated as T α e 0 (a 1 , b 2 ), x , e 1 (a 1 , b 2 ), x , . . . , e n (a 1 , b 2 ), x U −1 A = e 0 (a 1 , b 2 ), x , e 1 (a 1 , b 2 ), x , . . . , e n (a 1 , b 2 ), x L A D A , which might be convenient when we write it down as contiguous relations like (1.6) and (1.7), we just write the explicit expression of U −1 A in Section 4 as Proposition 4.4. For the same reason we also write the explicit expression of L ′ A −1 in Proposition A.4.
Remark 2. If we consider q → 1 case after replacing a i and b i as a 1 = 1, a 2 = x, b 1 = q β and b 2 = q γ x −1 on Theorem 1.5, then e i (1,
Then we can confirm that Theorem 1.5 for q → 1 is completely consistent to the result presented in Proposition 1.1.
The paper is organized as follows. After defining basic terminology in Section 2, we characterize in Section 3 Matsuo's polynomials by their vanishing property (Proposition 3.1), and define a family of symmetric polynomials of higher degree, which includes Matsuo's polynomials. We call such polynomials the interpolation polynomials, which are inspired from Aomoto's method [2] , [1, Section 8] , which is a technic to obtain the difference equation of the Selberg integral (see also [8] for q-analogue case of Aomoto's method). We state several vanishing properties for the interpolation polynomials, which are used in the subsequent sections. In Section 4 we present three term relations (Lemma 4.1) among the interpolation polynomials modulo integral representation. These are key equations to obtain the coefficient matrix of the q-difference system with respect to the shift α → α + 1. By repeated use of these three term relations we eventually obtain a proof of Theorem 1.5. Section 5 is devoted to the proof of Lemma 4.1. In Section 6 we explain the Gauss decomposition of the transition matrix R. For this purpose, we introduce another set of symmetric polynomials called the Lagrange interpolation polynomials of type A in the context [9] , which are different from Matsuo's polynomials. Both upper and lower triangular matrices in the decomposition can be understood as a transition matrix between Matsuo's polynomials and the other polynomials. In the Appendix we supplementary explain about the proof of the latter part of Theorem 1.5.
Lastly it should be mentioned about a motivation to announce the contents of this paper. Although the author had already known the results of this paper before publishing [7] , many years have passed since then. However, recently he had a chance to know an application of the qdifference systems of this paper, especially that with respect to the shift α → α + 1, to the Nekrasov correlation function in communication with Yasuhiko Yamada, and we are planing to write details in a forthcoming paper.
Notation
Let S n be the symmetric group on {1, 2, . . . , n}. For a function f (z) = f (z 1 , z 2 , . . . , z n ) on (C * ) n , we define action of the symmetric group S n on f (z) by
We say that a function f (z) on (C * ) n is symmetric or skew-symmetric if σf (z) = f (z) or σf (z) = (sgn σ) f (z) for all σ ∈ S n , respectively. We denote by Af (z) the alternating sum over S n defined by
which is skew-symmetric. Let P be the set of partitions defined by
We define the lexicographic ordering < on P as follows. For λ = (λ 1 , λ 2 , . . . , λ n ), µ = (µ 1 , µ 2 , . . . , µ n ) ∈ P , we denote λ < µ if the following holds for some k ∈ {1, 2, . . . , n}:
For λ = (λ 1 , λ 2 , . . . , λ n ) ∈ Z n , we denote by z λ the monomial z λ 1 1 z λ 2 2 · · · z λn n . For λ ∈ P the monomial symmetric polynomials m λ (z) are defined by
Interpolation polynomials
In this section we define a family of symmetric functions which extends Matsuo's polynomials. For a, b ∈ C * and z = (z 1 , . . . , z n ) ∈ (C * ) n let E k,i (a, b; z) (k, i = 0, 1, . . . , n) be functions specified by
and letẼ k,i (a, b; z) (k, i = 0, 1, . . . , n) be the symmetric functions of z ∈ (C * ) n specified bỹ
which, in particular, satisfỹ
as special cases. We sometimes abbreviateẼ k,i (a, b; z) toẼ k,i (z). The leading term of the symmetric
For arbitrary x, y ∈ C * , we set
The following gives another characterization of Matsuo's polynomials e i (a, b; z) =Ẽ 0,i (z).
4)
where the constant c i is given by
Remark. The set of symmetric functions {Ẽ 0,i (z) | i = 0, 1, . . . , n} forms a basis of the linear space spanned by {m λ (z) | λ ≤ (1 n )}. Conversely such basis satisfying the condition (3.4) is uniquely determined. Thus we can take Proposition 3.1 as a definition of Matsuo's polynomials, instead of (1.11).
Proof. By definition we can confirm thatẼ 0,
which coincides with (3.5).
Lemma 3.2 (Triangularity) Suppose
On the other hand, if η j := (z 1 , z 2 , . . . , z j , a, at, at 2 , . . . , at n−j−1
where c i is given by (3.5) . Therefore the constant c is evaluated as c = c i /(abt i ; t) n−i , i.e., we obtain the expression (3.7) ofẼ k,i (ξ i ). The evaluation (3.9) is done in the same way as above.
(3.10)
where c is some constant independent of x. Next we determine the explicit form of c. Put x = b −1 t −(i−1) on (3.13). Then, using (3.7), the left-hand side of (3.13) is written as
which coincides with (3.12).
As a counterpart of Lemma 3.3, we have the following.
Proof. If j < i, (3.16) is a special case of (3.8). Suppose i < j. Then the polynomialẼ 0,i (ζ j (a, y)) at y = at n−i , . . . , at n−2 , at n−1 satisfies the condition (3.8) of Lemma 3.2, so that it is equal to zero, which indicatesẼ 0,i (ζ j (a, y)) is divisible by (y/at n−1 ; t) i . The polynomialẼ 0,i (ζ j (a, y)) at
where c is some constant independent of y. Next we determine the explicit form of c. Put y = at n−i−1 on (3.19). Then, using (3.17), the left-hand side of (3.19) is written as
which coincides with (3.18).
Three-term relations
In this section we fixẼ k,
The following lemma is a technical key for computing the coefficient matrix A of (1.22) in Theorem 1.5. We abbreviate Ẽ k,i , x to Ẽ k,i throughout this section.
On the other hand, if i + k ≥ n, then,
Proof. The proof of this lemma will be given in Section 5. The rest of this section is devoted to computing the Gauss matrix decomposition of A in Theorem 1.5 using Lemma 4.1. By repeated use of Lemma 4.1, we have the following.
3)
where the coefficients L k,i k−l,i+j is expressed as
4)
where the coefficient U k,i k−l+j,i−j is expressed as
Proof. (4.3) and (4.4) are confirmed by double induction on l and j using (4.1) and (4.2), respectively.
In particular, we immediately have the following as a special case of Corollary 4.2.
Corollary 4.3 For 0 ≤ j ≤ n, E n−j,j is expressed as
5)
where the coefficientsl ij is expressed as
while, for 0 ≤ j ≤ n, E n,j is expressed as
where the coefficientsũ ij is expressed as
We now give the explicit expression of A in terms of Gauss decomposition.
Proof of Theorem 1.5. From (4.5), we have ( Ẽ n,0 , Ẽ n−1,1 , . . . , Ẽ 1,n−1 , Ẽ 0,n ) = ( Ẽ 0,0 , Ẽ 0,1 , . . . , Ẽ 0,n−1 , Ẽ 0,n )L, where the matrixL = l ij 0≤i,j≤n is defined by (4.6). Moreover, from (4.7) we have ( Ẽ n,0 , Ẽ n,1 , . . . , Ẽ n,n−1 , Ẽ n,n ) = ( Ẽ n,0 , Ẽ n−1,1 , . . . , Ẽ 1,n−1 , Ẽ 0,n )Ũ (4.9) = ( Ẽ 0,0 , Ẽ 0,1 , . . . , Ẽ 0,n−1 , Ẽ 0,n )LŨ , (4.10)
where the matrixŨ = ũ ij 0≤i,j≤n is defined by (4.8). Since T α Φ(z) = z 1 z 2 · · · z n Φ(z) and
T α ( Ẽ 0,0 , Ẽ 0,1 , . . . , Ẽ 0,n−1 , Ẽ 0,n ) = ( Ẽ n,0 , Ẽ n,1 , . . . , Ẽ n,n−1 , Ẽ n,n ). (4.11)
From (4.10) and (4.11), we eventually obtain the difference system T α ( Ẽ 0,0 , Ẽ 0,1 , . . . , Ẽ 0,n−1 , Ẽ 0,n ) = ( Ẽ 0,0 , Ẽ 0,1 , . . . , Ẽ 0,n−1 , Ẽ 0,n )LŨ .
Comparing this with (1.22), we therefore obtain A =LŨ = L A D A U A , i.e.,
Corollary 4.2 implies that l A,ij , d A,j and u A,ij coincide with (1.23), (1.24) and (1.25), respectively. The Gauss decomposition of A in the opposite direction, i.e., A = U ′ A D ′ A L ′ A can also be given in the same way as above, that will be explained later in Appendix.
Lastly we mention about the explicit forms of U −1 A .
Proposition 4.4 The inverse matrix U −1 A = u * A,ij 0≤i,j≤n is upper triangular, and is written as
where DŨ is the diagonal matrix defined by the diagonal elements ofŨ = ũ ij 0≤i,j≤n , i.e., DŨ = ũ ii δ ij 0≤i,j≤n , whereũ ij is given by (4.8) .
We first compute the explicit expression ofŨ −1 . From (4.9),Ũ −1 is regarded as the transition matrix as
namely, if we writeŨ −1 = ṽ ij 0≤i,j≤n , then (4.13) is equivalent to Ẽ n−j,j = j i=0ṽ ij Ẽ n,i . Similar to Corollary 4.2, by repeated use of the three-term relation (4.4) inductively, Ẽ k,i is generally expressed as
where the coefficients V k,i k+l,i−j is given by
In particular, the entriesṽ ij ofŨ −1 are explicitly expressed as 
which coincides with (4.12).
Proof of Lemma 4.1
The aim of this section is to give the proof of Lemma 4.1. Throughout this section we fixẼ k,i (z) = E k,i (a 1 , b 2 ; z). Let ∇ be the operator specified by
where T q,z 1 is the q-shift operator with respect to z 1 → qz 1 , i.e., T q,z 1 f (z 1 , z 2 , . . . , z n ) = f (qz 1 , z 2 , . . . , z n ) for an arbitrary function f (z 1 , z 2 , . . . , z n ). Here the ratio T q,z 1 Φ(z)/Φ(z) is expressed explicitly as Proof. See Lemma 5.3 in [9] . The rest of this section is devoted to the proof of Lemma 4.1. We show a further lemma before proving Lemma 4.1. For this purpose we abbreviateẼ k,i (a 1 , b 2 ; z) toẼ k,i (z), and (k) ofẼ (k) k,i (z), ∆ (k) (z) means that these functions are of k variables.
We set ϕ k,i (z) := F 1 (z)E (n−1) k−1,i (z 2 , . . . , z n ). Then
Letφ k,i (z) be the skew-symmetrization of ∇ϕ k,i (z), i.e.,
where (z j ) := (z 1 , . . . , z j−1 , z j+1 , . . . , z n ) ∈ (C * ) n−1 for j = 1, . . . , n, and
which satisfy the following vanishing property at the point z = ζ j (x, b −1 2 ) or z = ζ j (a 1 , y).
while, if i = 1, then F i (ζ j (a 1 , y)) = 0. If i = n and i = j, then G i (ζ j (a 1 , y)) = 0. Otherwise,
Proof. By direct computation.
Since the leading term of the symmetric polynomialφ k,i (z)/∆ (n) (z) is equal to m (1 n−k 2 k ) (z) up to a constant,φ k,i (z)/∆ (n) (z) is expressed as the linear combination of the symmetric polynomials E (n) l,j (z) in the following two ways:
where c lj and d lj are some coefficients.
Lemma 5.3 Suppose i + k ≤ n. Then, the coefficients c lj in (5.11) vanish except for three, and (5.11) is written asφ
Suppose i + k ≥ n. Then, the coefficients d lj in (5.11) vanish except for three, and (5.11) is written asφ
Remark. Once we had the above lemma, then we immediately have Lemma 4.1 via Lemma 5.1. Thus, for our purpose of this section it suffices to show Lemma 5.3 instead of Lemma 4.1.
Before proving Lemma 5.3 we show it for the following specific cases.
Lemma 5.4 If i + k ≤ n, then the equation (5.12) holds for the specific points z = ζ j (x, b −1 2 ) (j = 0, 1, . . . , n), while if i+k ≥ n, then the equation (5.16) holds for the specific points z = ζ j (a 1 , y) (j = 0, 1, . . . , n).
2 ), then the right-hand side of (5.12) with the coefficients given by (5.13)-(5.15) is written as
In the last equation above, the following relation is used:
which is confirmed from (3.11) and (3.12) . On the other hand, using Lemma 5.
2 )), the left-hand side of (5.12) at z = ζ j (x, b −1 2 ) has the following three terms as
.
(5.21)
The parts in (5.20) are computed as follows:
,
, (5.24) and
Applying (5.22)-(5.27) to (5.21), the left-hand side of (5.12) at z = ζ j (x, b −1 2 ) is eventually obtained asφ
Comparing (5.20) with (5.28), the claim of lemma is proved if we can check the identity
which is confirmed by direct computation.
Next we prove the latter part of Lemma 5.4. Suppose i + k ≥ n. If z = ζ j (a 1 , y), then the right-hand side of (5.16) with the coefficients given by (5.17)-(5.19) is written as a 1 , y) ) a 1 , y) ) y) ).
(5.29)
On the other hand, using Lemma 5. y) ), the left-hand side of (5.16) at z = ζ j (a 1 , y) has the following three terms as y) ) .
(5.30)
The parts in (5.30) is computed as follows:
and
(5.36) Applying (5.31)-(5.36) to (5.30), the left-hand side of (5.16) at z = ζ j (a, y) is eventually obtained asφ a 1 , y) ).
(5.37)
Comparing with (5.29) and (5.37), the claim of lemma is proved if we can check the identity
which is confirmed by direct computation. where the coefficients c ′ lm are some constants. We now prove ψ(z) = 0 identically, i.e., prove c ′ lm = 0 for all (l, m) ∈ D 0 inductively. Namely, we prove that, if c ′ lm = 0 for (l, m) ∈ D j+1 , then c ′ lm = 0 for (l, m) ∈ D j .
First we show that c ′ 0n = 0 as the starting point of induction. Using Lemma 3.3 for (5.38) at z = ζ n (x, b −1 2 ) we have ψ(ζ n (x, b −1 2 )) = c ′ 0nẼ 0,n (ζ n (x, b −1 2 )). From Lemma 5.4 we have ψ(ζ n (x, b −1 2 )) = 0, whileẼ 0,n (ζ n (x, b −1 2 )) = 0. Therefore c ′ 0n = 0. Next we suppose that c ′ lm = 0 for (l, m) ∈ D j+1 . Then using Lemma 3.3 for (5.38) at z = ζ j (x, b −1 2 ) we have
From Lemma 5.4 ψ(ζ j (x, b −1 2 )) vanishes as a function of x, whileẼ 0,j (ζ j (x, b −1 2 )) = 0. Thus, n−j l=0 c ′ lj x l t l(n−j)−( l+1 2 ) = 0, i.e., the coefficient c ′ lj t l(n−j)−( l+1 2 ) of x l vanishes for 0 ≤ l ≤ n − j. Therefore c ′ lj = 0 for 0 ≤ l ≤ n − j. This indicates c ′ lm = 0 for (l, m) ∈ D j . On the other hand, we prove the latter part of Lemma 5.3.
where d k,i , d k,i+1 and d k−1,i+1 are specified by (5.17)-(5.19), then the symmetric polynomial ψ ′ (z) is expressed as a linear combination ofẼ k,i (z), (k, i) ∈ D ′ n , i.e.,
where the coefficients d ′ lm are some constants. We now prove ψ ′ (z) = 0 identically, i.e., prove d ′ lm = 0 for all (l, m) ∈ D ′ n inductively. Namely, we prove that, if d ′ lm = 0 for (l, m) ∈ D ′ j−1 , then d ′ lm = 0 for (l, m) ∈ D ′ j . First we show that d ′ n0 = 0 as the starting point of induction. Using Lemma 3.4 for (5.39) at z = ζ 0 ((a 1 , y)) we have ψ ′ (ζ 0 (a 1 , y)) = d ′ n0Ẽ n,0 (ζ 0 (a 1 , y)). From Lemma 5.4 we have ψ ′ (ζ 0 (a 1 , y)) = 0, whileẼ n,0 (ζ 0 (a 1 , y)) = 0. Therefore d ′ n0 = 0. Next we suppose that d ′ lm = 0 for (l, m) ∈ D ′ j−1 . Then using Lemma 3.4 for (5.39) at z = ζ j (a 1 , y) we have ψ ′ (ζ j (a 1 , y)) = n l=n−j d ′ ljẼl,j (ζ j (a 1 , y)) = n l=n−j d ′ lj y l+j−n a n−j 1 t ( n−j 2 )−( l+j−n 2 ) Ẽ 0,j (ζ j (a 1 , y) ).
From Lemma 5.4 ψ ′ (ζ j (a 1 , y)) vanishes as a function of y, whileẼ 0,j (ζ j (a 1 , y)) = 0. Thus, n l=n−j d ′ lj y l+j−n a n−j 1 t ( n−j 2 )−( l+j−n 2 ) = 0, i.e., the coefficient d ′ lj a n−j 1 t ( n−j 2 )−( l+j−n 2 ) of y l+j−n vanishes for n − j ≤ l ≤ n. Therefore d ′ lj = 0 for n − j ≤ l ≤ n. This indicates d ′ lm = 0 for (l, m) ∈ D ′ j .
Transition matrix R
In this section we give the proof of Theorem 1.3. Before proving Theorem 1.3, we will show the results deduced from Theorem 1.3. By the definition (1.13) of the transition matrix R, we have
where the symbolR is the matrix R after the interchange (a 1 , b 1 ) ↔ (a 2 , b 2 ) and J is the matrix specified by
The explicit form of the inverse matrix of R is given by Corollary 6.1 The inverse matrix R −1 is written as Gauss matrix decomposition
where the inverse matrices L −1 R = l * R,ij 0≤i,j≤n , D −1 R = d * R,j δ ij 0≤i,j≤n , U −1 R = u * R,ij 0≤i,j≤n are lower triangular, diagonal, upper triangular, respectively, given by
,j≤n are upper triangular, diagonal, lower triangular, respectively, given by
Thus we immediately have the expressions l * R,ij = u R,n−i,n−j , d * R,j = d R,n−j and u * R,ij = l R,n−i,n−j . From Theorem 1.3 this gives the explicit forms (6.1), (6.2) and (6.3). On the other hand, we also have
Thus we obtain the expressions (6.4), (6.5) and (6.6) .
The rest of this section is devoted to the proof of Theorem 1.3. For this purpose we introduce another set of symmetric polynomials different from Matsuo's polynomials.
Let f i (a 1 , a 2 ; t; z) (i = 0, 1, . . . , n) be (symmetric) polynomials specified by f r (a 1 , a 2 ; t; z) := 1≤i 1 <i 2 <···<ir ≤n 1≤j 1 <j 2 <···<j n−r ≤n r k=1
where the indices {i 1 , i 2 , . . . , i r } and {j 1 , j 2 , . . . , j n−r } run disjointly in the above sum. In particular,
We remark that the polynomials f r (a 1 , a 2 ; t; z) are called the Lagrange interpolation polynomials of type A and their properties are discussed precisely in [9, Appendix B] . By definition the polynomial f i (a 1 , a 2 ; t; z) satisfies f i (a 1 , a 2 ; t; z) = f n−i (a 2 , a 1 ; t; z). (6.8)
When we need to specify the number of variables z 1 , . . . , z n , we use the notation f (n)
i (a 1 , a 2 ; t; z) = f i (a 1 , a 2 ; t; z). Lemma 6.2 (Recurrence relation) The polynomials (6.7) satisfy the following recurrence relations:
for i = 0, 1, . . . , n, where z n = (z 1 , . . . , z n−1 ) ∈ (C * ) n−1 .
Proof. It is immediately confirmed from direct computation.
For arbitrary x, y ∈ C * we set the point for j = 0, 1, . . . , n. Proposition 6.
3 The polynomial f i (a 1 , a 2 ; t; z) is symmetric in the variables z = (z 1 , . . . , z n ).
The leading term of f i (a 1 , a 2 ; t; z) is m (1 n ) (z) up to constant. The functions f i (a 1 , a 2 ; t; z) (i = 0, 1, . . . , n) satisfy f i (a 1 , a 2 ; t; ξ j (a 1 , a 2 ; t)) = δ ij . (6.10)
Proof. See [9, Example 4.3 and Eq.(4.7)]. Otherwise, using Lemma 6.2 we can also prove this proposition directly by induction on n.
Remark. The set of symmetric polynomials {f i (a 1 , a 2 ; t; z) | i = 0, 1, . . . , n} forms a basis of the linear space spanned by {m λ (z) | λ ≤ (1 n )}. Conversely such basis satisfying the condition (6.10) is uniquely determined. Thus we can take Proposition 6.3 as a definition of the polynomials f i (a 1 , a 2 ; t; z), instead of (6.7). Lemma 6.4 (Triangularity) Suppose that ξ j (a 1 ) := (a 1 , a 1 t, . . . , a 1 t j−1 j , z 1 , z 2 , . . . , z n−j ) ∈ (C * ) n .
If i < j, then f i (a 1 , a 2 ; t; ξ j (a 1 )) = 0. (6.11)
Moreover, f i (a 1 , a 2 ; t; ξ i (a 1 )) is evaluated as
On the other hand, suppose that η j (a 2 ) := (z 1 , z 2 , . . . , z j , a 2 , a 2 t, . . . , a 2 t n−j−1 n−j ) ∈ (C * ) n .
If i > j, then f i (a 1 , a 2 ; t; η j (a 2 )) = 0. (6.13)
Moreover, f i (a 1 , a 2 ; t; η i (a 2 )) is evaluated as
Proof. First we show (6.13) by induction on n. Here we simplicity write η i (a 2 ) as η i . Suppose i > j. Using Lemma 6.2 we have
where η (n−1) j = (z 1 , z 2 , . . . , z j , a 2 , a 2 t, . . . , a 2 t n−j−2 ) ∈ (C * ) n−1 . Since f
).
If i − 1 > j, then f (n−1)
i−1 (a 1 , a 2 ; t; η (n−1) j ) = 0 from assumption of induction, while if i − 1 = j, then a 2 t n−j−1 − a 2 t n−i = 0. In any case we obtain f (n) i (a 1 , a 2 ; t; η i ) = 0, which is the claim of (6.13). Next we show (6.14). If we put z l = a 2 t n−i for l ∈ {1, . . . , i} on the polynomial f i (a 1 , a 2 ; t; η i (a 2 )) of z 1 , . . . , z i , then we have f i (a 1 , a 2 ; t; η i (a 2 )) = 0 because f i (a 1 , a 2 ; t; η i (a 2 ))| z k =a 2 t n−i satisfies the condition of (6.13). This means f i (a 1 , a 2 ; t; η i (a 2 )) is divisible by l=1 (z l − a 2 t n−i ), so that we have f i (a 1 , a 2 ; t; η i (a 2 )) = c i l=1 (z l − a 2 t n−i ), where c is some constant. Then we have f i (a 1 , a 2 ; t; η i (a 2 )) (z 1 ,...,z i )=(a 1 ,a 1 t,...,a 1 t i−1 )
On the other hand, (6.10) implies that f i (a 1 , a 2 ; t; η i (a 2 )) (z 1 ,...,z i )=(a 1 ,a 1 t,...,a 1 t i−1 ) = f i (a 1 , a 2 ; t; ξ i (a 1 , a 2 ; t)) = 1.
We therefore obtain c = 1/ i l=1 (a 1 t l−1 − a 2 t n−i ), which implies (6.14). Lastly we show (6.11) and (6.12). From (6.8) we have f i (a 1 , a 2 ; t; ξ j (a 1 )) = f n−i (a 2 , a 1 ; t; ξ j (a 1 )) = f n−i (a 2 , a 1 ; t; η n−j (a 1 )).
If i < j (i.e., n − i > n − j), then using (6.13) we see that the right-hand side of the above is equal to zero. Moreover, using (6.14) we obtain f i (a 1 , a 2 ; t; ξ i (a 1 )) = f n−i (a 2 , a 1 ; t; η n−i (a 1 )) =
which completes the proof.
while if i ≥ j, then using (6.16) in Lemma 6.5, we have f n−j (a 1 , a 2 ; t; ξ n−i (a 1 , x)) = f j (a 2 , a 1 ; t; ξ n−i (a 1 , x)) = f j (a 2 , a 1 ; t; ξ i (x, a 1 ))
Combining this, (6.22) and (6.23), we therefore obtain the expression (6.20). Lemma 6.7 Suppose thatL ′ R is the (n + 1) × (n + 1) matrix satisfying e n (a 2 , b 1 ; z), e n−1 (a 2 , b 1 ; z), . . . , e 0 (a 2 , b 1 ; z)
,j≤n is lower triangular matrix given bỹ
,j≤n is upper triangular matrix given bỹ
Proof. Since both {e i (a 2 , b 1 ; z) | i = 0, 1, . . . , n} and {f i (b −1 1 , b −1 2 ; t −1 ; z) | i = 0, 1, . . . , n} form bases of the linear space spanned by {m λ (z) | λ < (1 n )}, the polynomial e i (a 2 , b 1 ; z) is expressed as a linear combination of f i (b −1 1 , b −1 2 ; t −1 ; z) (i = 0, 1, . . . , n), i.e.,
wherel ′ R,ij are some constants. From (6.10) we havẽ
(6.28)
If i < j, then using (3.10) in Lemma 3.3 we have e n−j (a 2 , b 1 ; ζ n−i (x, b −1 1 )) = 0, while if j ≤ i, then using (3.11) we have e n−j (a 2 , b 1 ; ζ n−i (x, b −1 1 )) = (xb 1 t n−j ; t) j (xa −1
A Appendix
This appendix is devoted to explanation for the latter part of Theorem 1.5, i.e., Gauss decomposition A = U ′ A D ′ A L ′ A . Since the method to compute A = U ′ A D ′ A L ′ A is almost the same as that to compute A = L A D A U A , we just mention the outline of the proof. For this purpose, we define another interpolation polynomialsẼ ′ k,i (a, b; z) slightly different from (3.2) . Set (1 − a −1 z j ) ∆(t; z).
We now specify a = a 1 , b = b 2 , i.e., we setẼ ′ k,i (z) =Ẽ ′ k,i (a 1 , b 2 ; z) throughout this section. Lemma A.1 (three-term relations) Suppose k ≤ i. Then,
Proof. Putφ where By repeated use of the three-term equations (A.1) and (A.2), we have the following.
where U ′k,i k−l,i−j = (−q α t n−k+l−1 ) j (a 2 t k−l ) l t ( l−j 2 ) (t; t) l (a 1 b 1 t n−i ; t) j (q α a 1 b 1 t 2n−k−i+j ; t) l−j (t; t) l−j (t; t) j (q α a 1 a 2 b 1 b 2 t 2n−k−1 ; t) l ,
As a special case of the above lemma we immediately have the following.
Lemma A.3 For 0 ≤ j ≤ n, Ẽ ′ j,j is expressed as
whereũ ′ ij = U ′j,j 0,i = (−q α t n−1 ) j−i a j 2 t ( i 2 ) (t; t) j (a 1 b 1 t n−j ; t) j−i (q α a 1 b 1 t 2n−i−j ; t) i (t; t) i (t; t) j−i (q α a 1 a 2 b 1 b 2 t 2n−j−1 ; t) j , (A.6)
while, for 0 ≤ j ≤ n, Ẽ ′ n,j is expressed as
wherel ′ ij = L ′n,j i,i = (−1) i−j a n−j 1 a −(i−j) 2 t ( n−i 2 )+( j 2 )−( i 2 ) (t; t) n−j (q α ; t) n−i (a 2 b 2 t j ; t) i−j (t; t) i−j (t; t) n−i (q α a 1 b 1 t n−i−1 ; t) n−i (q α a 1 b 1 t 2(n−i) ; t) i−j .
(A.8)
Proof of the latter part of Theorem 1.5. From (A.5), we have ( Ẽ ′ 0,0 , Ẽ ′ 1,1 , . . . , Ẽ ′ n−1,n−1 , Ẽ ′ n,n ) = ( Ẽ ′ 0,0 , Ẽ ′ 0,1 , . . . , Ẽ ′ 0,n−1 , Ẽ ′ 0,n )Ũ ′ where the matrixŨ ′ = ũ ′ ij 0≤i,j≤n is defined by (A.6). Moreover, from (A.7) we have ( Ẽ ′ n,0 , Ẽ ′ n,1 , . . . , Ẽ ′ n,n−1 , Ẽ ′ n,n ) = ( Ẽ ′ 0,0 , Ẽ ′ 1,1 , . . . , Ẽ ′ n−1,n−1 , Ẽ ′ n,n )L ′ = ( Ẽ ′ 0,0 , Ẽ ′ 0,1 , . . . , Ẽ ′ 0,n−1 , Ẽ ′ 0,n )Ũ ′L′ , (A.9)
where the matrixL ′ = l ′ ij 0≤i,j≤n is defined by (A.8). Since T α Φ(z) = z 1 z 2 · · · z n Φ(z) and z 1 z 2 · · · z nẼ ′ 0,i (z) =Ẽ ′ n,i (z), we have T α Ẽ ′ 0,i = Ẽ ′ n,i , i.e.,
T α ( Ẽ ′ 0,0 , Ẽ ′ 0,1 , . . . , Ẽ ′ 0,n−1 , Ẽ ′ 0,n ) = ( Ẽ ′ n,0 , Ẽ ′ n,1 , . . . , Ẽ ′ n,n−1 , Ẽ ′ n,n ). (A.10)
From (A.9) and (A.10), we eventually obtain the difference system T α ( Ẽ ′ 0,0 , Ẽ ′ 0,1 , . . . , Ẽ ′ 0,n−1 , Ẽ ′ 0,n ) = ( Ẽ ′ 0,0 , Ẽ ′ 0,1 , . . . , Ẽ ′ 0,n−1 , Ẽ ′ 0,n )Ũ ′L′ .
Comparing this with (1.22), we therefore obtain
Lemma A.3 implies that u ′ A,ij , d ′ A,j and l ′ A,ij above coincide with (1.26), (1.27) and (1.28), respectively, which completes the proof.
Lastly we mention about the explicit forms of L ′ A −1 .
Proposition A.4 The inverse matrix L ′ A −1 = l ′ * A,ij 0≤i,j≤n is lower triangular and is written as l ′ * A,ij = (a 1 a −1 2 t −j ) i−j (t; t) n−j (a 2 b 2 t j ; t) i−j (t; t) i−j (t; t) n−i (q α a 1 b 1 t 2n−i−j−1 ; t) i−j (i ≥ j).
(A.11)
Proof. Using (A.2) we can calculate the entries l ′ * A,ij of the lower triangular matrix L ′ A −1 by completely the same way as Proposition 4.4. We omit the details.
