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Abstract Even though considerable progress regarding the
technical perspective on modeling and supporting business
processes has been achieved, it appears that the human per-
spective is still often left aside. In particular, we do not
have an in-depth understanding of how process models are
inspected by humans, what strategies are taken, what chal-
lenges arise, and what cognitive processes are involved. This
paper contributes toward such an understanding and reports
an exploratory study investigating how humans identify and
classify quality issues in BPMN process models. Provid-
ing preliminary answers to initial research questions, we
also indicate other research questions that can be investi-
gated using this approach. Our qualitative analysis shows
that humans adapt different strategies on how to identify
quality issues. In addition, we observed several challenges
appearing when humans inspect process models. Finally, we
present different manners in which classification of quality
issues was addressed.
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1 Introduction
Much conceptual, analytical and empirical research has
been conducted during the last decades to advance our
understanding of conceptual modeling. Specifically, process
models have gained significant importance in recent years
due to their critical role for the management of business
processes [4]. Business process models help to obtain a com-
mon understanding of a company’s business processes [45],
serve as drivers for the implementation and enactment of
business processes and enable the discovery of improve-
ment opportunities [48]. Even though considerable progress
regarding process modeling languages andmethods has been
achieved, the question how humans can be efficiently sup-
ported in creating, understanding and maintaining business
process models is still a lingering problem. One conse-
quence is that process models still display a wide range of
quality problems impeding their comprehension and main-
tainability [58]. Similarly, literature reports on error rates
between 10 and 20 % in industrial process model collections
[29]. Moreover, process model smells like non-intention-
revealing or inconsistent labeling [30] are typical quality
issues, which can be observed in existing process model col-
lections. In addition, layout conventions are often missing
[46], resulting in models that lack a consistent graphical
appearance, thereby introducing an additional burden for
humans when building an understanding of process mod-
els.
While some quality issues, mostly syntactic, can be
detected automatically by verification algorithms (e.g., [61]),
many others cannot. Hence, human inspection of process
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models is still essential [53]. This manual inspection is cur-
rently not supported. Furthermore,wedonot have an in-depth
understanding of how it is conducted, what strategies are
taken, what challenges arise, and what cognitive processes
are involved. In addition, whether and how awareness of a
classification of quality issues supports this process is an
open question.
Taking afirst step toward such anunderstanding, this paper
reports a study which explores the model inspection process
(extending results from [18]). When exploring a question
which has not been addressed so far, a main issue is to iden-
tify an appropriate research approach and show that it can
be applied to the current question. In the reported study, we
investigate the strategies taken by humans when inspecting
a process model, the kinds of challenges that appear during
this process and different manners in which classification is
addressed.
In order to tackle these research objectives, an exploratory
study utilizing think-aloud is conducted, asking humans to
find different types of quality issues, i.e., syntactic, seman-
tic and pragmatic, in process models of varying sizes and
to classify them. By analyzing the think-aloud protocols,
we were able to identify different strategies how subjects
inspect process models. Further, we observed that for each
quality dimension of the SEQUAL [25] framework qual-
ity problems were spotted by a large number of subjects,
but also quality issues that gained less attention. This paper
extends the work presented in [18] by including results of
a substantial additional analysis of the data collected in
the study, yielding insights that were not included in [18].
For instance, we identified several challenges which explain
why subjects on the one hand were not able to spot quality
problems and, on the other hand, marked issues that were
neither errors nor process model smells. In particular, we
could trace challenges back to lack of BPMN knowledge,
lack of domain knowledge, unclear inspection criteria, prob-
lems with the context of quality problems and the trouble to
simply overlook quality issues. Additionally, we observed
different manners relating to the classification of quality
issues. We noticed that even though most quality problems
were classified correctly, some subjects had problems to dif-
ferentiate between semantic and pragmatic quality issues.
Our findings contribute toward a better understanding of
how humans inspect process models, guiding model inspec-
tion support for humans as well as pointing out typical
challenges to teachers and educators of future system ana-
lysts.
The remainder of the paper is structured as follows:
Sect. 2 gives background information. Section 3 describes the
setup of the study, whereas Sect. 4 deals with its execution.
Section 5 presents the findings of the study, and Sect. 6 a cor-
responding discussion. Related work is presented in Sect. 7.
Finally, Sect. 8 concludes the paper.
2 Background
This section discusses different types of quality issues along
the dimension of the SEQUAL [25] framework, i.e., syntac-
tic, semantic, and pragmatic quality. This classification of
quality issues was used for the exploratory study described
in Sect. 3.
2.1 Syntactic quality
Syntactic quality refers to the correspondence between the
model and the language the model is described in. Differ-
ent views exist in the literature on how to categorize quality
issues that are resulting from a violation of the soundness
property like deadlocks or the lack of synchronization (e.g.,
[20,26,41,53]). Classification used for this study subscribes
to the view of [20,41] that soundness can be attributed to the
syntactic layer of the SEQUAL framework. By giving spe-
cific examples as part of the task description, we aimed to
ensure that subjects are adhering to the same view. Note that
most syntactic errors can be detected automatically. Existing
works have analyzed typical syntactical errors at IBM [24],
in the SAP reference model [28] and other large industrial
model collections [47].
2.2 Semantic quality
Semantic quality refers to both the validity (i.e., statements
in the model are correct and related to the problem) and the
completeness (i.e., themodel contains all relevant and correct
statements to solve this problem) of themodel. Invalid behav-
ior and superfluous activities are typical examples violating
the validity of a process model. Typical errors regarding the
completeness of a model include missing activities. Seman-
tic quality issues have been addressed only to a limited extent
so far [54] and can only be identified by human.
2.3 Pragmatic quality
Finally, pragmatic quality can be described as the corre-
spondence between the model and people’s interpretation
of it, which is typically measured as model comprehen-
sion [25]. Significant research has been conducted in recent
years on factors that impact process model comprehension,
such as the influence of model complexity [44], modular-
ity [63,64], grammatical styles of labeling activities [30]
and secondary notation [50]. Respective insights led to the
development of empirically groundedguidelines for themod-
eling of business processes [32], describing process model
smells [32,58]. Examples of process model smells are non-
intention-revealing names of activities [58], crossing edges
[40] or reverse sequence flow direction [17]. While some of
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these issues can be handled automatically [58], a compre-
hensive quality inspection by human is still essential.
3 Designing the exploratory study
Despite the importance of human inspection of process mod-
els, there has been no considerable research on how subjects
identify quality issues. Hence, since no theories exist we
can base our investigation on, we address the topic in an
exploratory manner using a qualitative research approach
[2]. In particular, we use the think-aloud method, i.e., we
ask participating subjects to voice their thoughts, allowing
for a detailed analysis of their reasoning process [14]. Then,
we turn to grounded theory [9], where theory emerges when
analyzing data, identifying recurring aspects and grouping
them to categories. These categories are validated and refined
throughout the analysis process. First of all,wedescribe setup
and planning of the exploratory study.
3.1 Research questions
The goal of this study is to gain in-depth understanding how
humans identify quality issues in process models to guide
model inspection support for humans. In addition, typical
challenges of this process should be pointed out to teach-
ers and educators of future system analysts. The research
questions as well as most of our findings are generic to
imperative modeling languages. This is also supported by
[43], which presents a study showing that EPC users under-
stand BPMN diagrams equally well even though they were
never exposed to this modeling language before. BPMNwas
selected as a representative process modeling language due
to its prevalence and wide acceptance as a de facto standard
[42]. In particular, we are interested in common strategies
that humans apply for identifying quality issues. Research
question RQ1 can be stated as follows:
Research Question RQ1 What are common strategies that
humans take for inspecting and identifying quality issues in
BPMN process models?
Further, process model inspection is not easy and might
raise challenges. While focusing on BPMN, we expect some
of these challenges to be genericwhile somewould beBPMN
specific. In addition, the challenges might vary for different
types of quality problems, i.e., syntactic, semantic, and prag-
matic quality issues. Therefore, in research question RQ2
we investigate challenges humans face when inspecting a
process model:
Research Question RQ2 What are the challenges in identi-
fying quality problems in BPMN process models?
The investigated task relies on human cognitive processes.
We sought for effective yet applicable ways of supporting
these processes. Therefore, we turn to the use of classifica-
tion, which has been found effective for conceptualization
in general, and conceptualizing process behavior in partic-
ular [55]. Classification supports such tasks by providing a
structured and ready-to-use model by which observed phe-
nomena can be tagged and interpreted, prompting additional
conclusions that can be drawn [37]. Hence, we investigate
how classifying spotted quality problems according to the
dimensions of the SEQUAL [25] framework was done and
whether there is evidence that classification indeed helped:
Research Question RQ3 Can classifying issues with the
quality dimensions of the SEQUAL framework help humans
when inspecting a BPMN process model?
3.2 Subjects
In order to ensure that obtained results are not influenced by
unfamiliarity with BPMN process modeling, subjects need
to be sufficiently trained. Even though we do not require
experts, subjects should have at least a moderate understand-
ing of imperative processes’ principles. For information on
the actual subjects, see Sect. 4.
3.3 Objects
Since we were interested in how subjects identify quality
issues, we created two BPMN models (P1 and P2) from
informal process descriptions and introduced several quality
issues. The process models cover all essential control flow
patterns as well as message and timer events [33]. Table 1
summarizes the characteristics of the process models. They
vary regarding the amount of these modeling elements, e.g.,
the number of activities (between 13 and 45) and number of
message flows (between 4 and 8) which are realistic sizes for
business process models [15]. The process models are based
on two different domains describing an order-to-cash process
(i.e., a company selling self-mixed muesli) [13] and a new
product development process.
The process models do not only cover all essential mod-
eling elements, but also relevant quality issues of all three
dimensions, i.e., syntactic, semantic, and pragmatic (cf.
Sect. 2). Table 2 summarizes these introduced quality prob-
lems. P1 and P2 comprise between 5 and 9 syntactic, between
Table 1 Characteristics of P1 and P2
P1 P2
Number of pools 2 2
Number of activities 13 45
Number of gateways 10 16
Number of message events 8 1
Number of timer events 3 1
Number of edges 41 76
Number of messages flows 8 4
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Table 2 Number of quality issues in P1 and P2
P1 P2
Syntactic issues 5 9
Wrong modeling element usage 4 4
Missing transition conditions 0 1
Deadlock 1 2
Livelock 0 1
Lack of synchronization 0 1
Semantic issues 3 4
Superfluous activity 2 3
Invalid behavior 1 0
Switched lane labels 0 1
Pragmatic issues 6 12
Label issues 2 3
Line crossings 1 2
Message flow descriptions 1 0
Compact layout 1 0
Erratic sequence flow direction 1 0
Reverse sequence flow direction 0 3
Implicit gateways 0 2
Crooked alignment 0 2
All issues 14 25
3 and 4 semantic, and between 6 and 12 pragmatic qual-
ity issues. In particular, syntactic issues cover, for instance,
usage of wrong modeling elements and deadlocks. Regard-
ing semantic quality, validity is offended by invalid behavior
(i.e., it can happen that the customer has to pay more than
once for a product), superfluous activities (e.g., activity “Call
Claudia”), and switched lane labels. Since the subjects are not
domain experts, incompleteness could not be introduced to
the process models. Relating to pragmatic issues, for exam-
ple, label issues (e.g., non-intention-revealing labels), line
crossings, and reverse sequence flow direction were intro-
duced.1
For example, Fig. 1 shows process model P1.2 The model
consists of two pools. The first one represents the customer,
and the second one comprises the muesli mixing company.
3.4 Design
Figure 2 shows the overall design of the study: First, sub-
jects obtain introductory assignments and demographic data
are collected. Afterward, subjects are confronted with the
actual tasks. Each subject works on two process models. For
1 The study’s material can be downloaded from: http://bpm.q-e.at/
QualityIssuesBPMN.
2 A high resolution of this figure can be downloaded from: http://bpm.
q-e.at/QualityIssuesBPMN.
each model, the subjects are asked to find as many quality
issues as they can. Aswe are also interested if classification is
helpful, the subjects should classify each spotted quality issue
according to the dimensions of theSEQUAL[25] framework.
The different dimensions are listed at the task description in
the introductory assignments. In addition, small examples
are given, e.g., deadlocks and lack of synchronization for
syntactic quality. However, as we are interested in the way
subjects learnt, understood and expressed this classification,
giving too detailed descriptions would influence the subjects.
After each model, we ask for assessment of mental effort as
well as for feedback on domain knowledge, understandabil-
ity of the model, difficulties with think-aloud, and difficulties
understanding the model’s language (English). Finally, sub-
jects are shown the same processmodels withmarked quality
issues and are asked to comment on the quality issues they
were not able to find.
3.5 Instrumentation
For each model, subjects received separate paper sheets
showing the process models, allowing them to use a pen for
highlighting quality issues or write down the issue’s classifi-
cation. No written answers were required, only free talking.
Audio and video recording are used as it has proven being
useful for resolving unclear situations in think-aloud proto-
cols [62].
4 Performing the exploratory study
4.1 Execution
The study was conducted in October and December 2014
at the University of Innsbruck, i.e., a total of twelve subjects
participated.This number is considered appropriate for think-
aloud studies due to the richness of the collected data [10,
35]. Each session was organized as follows: First, the subject
was welcomed and instructed to speak thoughts out loudly.
One supervisor handed sheets containing the study’smaterial
out and collected them as soon as the subject finished the
task.Meanwhile, the subject’s actionswere audio- and video-
recorded to gather any uttered thoughts.
4.2 Data validation
In each session, only a single subject participated, allowing
us to ensure that the study setup was obeyed. In addition, we
screenedwhether subjects fitted the targeted profile, i.e., were
familiar with process modeling and BPMN. We asked ques-
tions regarding familiarity with process modeling, BPMN,
and domain knowledge; note that the latter may significantly
influence performance [23]. For this, we utilize a 7-point
Likert scale, ranging from “Strongly agree” (7) over “Neu-
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Fig. 1 Process model P1
Fig. 2 Design of the
exploratory study
tral” (4) to “Strongly disagree” (1). Results are summarized
in Table 3. Finally, we assessed the subjects’ professional
background: Six subjects were students, four subjects had an
academic background (i.e., were either PhD students or post-
docs), and two subjects indicated a professional background.
We conclude that all subjects had an adequate background in
process modeling (the least experienced subject had 2 years
of modeling experience) and were moderately familiar with
BPMN.
4.3 Data analysis
Our data analysis comprised the following stages. As a start-
ing point, we transcribed the subjects’ verbal utterances.
Afterward, we applied grounded theory methods to the tran-
scripts in order to answer our research questions.
4.3.1 RQ1
To investigate what kind of strategies the subjects applied to
identify quality issues, we inspected the transcripts, marking
aspects that pointed to the usage of a strategy. An example
for such an aspect would be a subject indicating to get an
overview of the process model before inspecting it. In a sec-
ond iteration, we revisited the marked areas and searched
for new aspects. This process of open coding analysis was
repeated until no new aspects could be found, so saturation
has been reached. Afterward, we performed axial coding,
i.e., we repeatedly grouped aspects to form high-level cat-
egories. We counted the number of identified markings per
category, i.e., the number of subjects belonging to one of the
three identified strategies (cf. Sect. 5.1).
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Table 3 Demographics (5–9
based on 7-point Likert scale)
Minimum Maximum Median
1) Years of modeling experience 2 6 4
2) Models read last year 2 250 5
3) Models created last year 0 50 2.75
4) Average number of activities 0 30 11
5) Familiarity BPMN 2 6 5
6) Confidence understanding BPMN 3 6 6
7) Confidence creating BPMN 3 6 5.5
8) Familiarity mixing muesli company 5 7 6
9) Familiarity new product development company 2 7 5
Toobtainmoredetailed insights into the strategies subjects
applied, we also investigated the reading direction or tem-
poral order of issue identification that humans adopt when
inspecting process models. Therefore, we ordered the qual-
ity issues of each model according to a sequential way of
reading the specific model. Since several alternative ways of
sequentially reading each model exist, we chose one specific
sequential ordering that conforms to the reading direction the
majority of the subjects chose. This allowed us to visualize
the way in which subjects inspected the models in diagrams
(cf. Figs. 3, 4, 5). The horizontal axis displays the temporal
order in which issues were identified, while the vertical axis
shows all issues sorted according to our sequential reading
order. If a subject would have identified issues in exactly
this sequential reading order, the diagram would show a lin-
ear line between point 1,1, and point 25,25. Afterward, we
extracted the temporal issue identification order for each sub-
ject from the transcripts to fill the diagrams with data. In
addition, we counted how often subjects iterated over the
models and howmany issues (i.e., true positives) were found
during these iterations (cf. Table 4).
4.3.2 RQ2
To examine challenges that appear when identifying quality
problems in processmodels,we observed the transcripts’ part
of subjects inspecting the models as well as the transcripts’
part of subjects commenting the models with highlighted
quality issues. We marked all parts of the transcripts relat-
ing to quality issues and thereby differentiated between true
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Fig. 3 Temporal-order issues were identified in P2 with T1
123
How do humans inspect BPMN models: an exploratory study
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Is
su
es
or
de
rb
y
a 
se
qu
en
a
lr
ea
di
ng
di
re
c
on
Temporal order in which issues were idenﬁed
S1
Fig. 4 Temporal-order issues were identified in P2 with T2
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Is
su
es
or
de
rb
y
a 
se
qu
en
a
lr
ea
di
ng
di
re
c
on
Temporal order in which issues were idenﬁed
S12S6
Fig. 5 Temporal-order issues were identified in P2 with T3
positives (correctly identified quality problems), false neg-
atives (quality issues present in the models that were not
mentioned by subjects), and false positives (marked issues
that are neither errors nor process model smells, which fur-
ther will be referred to as non-issues). Again, the process of
open coding was repeated until saturation has been reached.
Like before, we performed axial coding, i.e., we repeatedly
grouped aspects to form high-level categories describing
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Table 4 Number of correctly identified quality issues (i.e., true posi-
tives), spotted by subjects applying T1
S2 S3 S4 S5 S7 S8 S9 S10 S11
P1 overview – 0 – 0 0 0 0 0 0
P1 1st iteration – 2 – 8 6 7 5 6 3
P1 2nd iteration – 3 – 1 0 0 0 – –
P1 3rd iteration – 0 – – – – – – –
P2 overview 0 0 1 1 7 0 0 0 1
P2 1st iteration 14 18 14 14 15 16 13 18 15
P2 2nd iteration – – – 0 1 – – – –
challenges. Finally, we counted the number of identified
markings per category (cf. Sect. 5.2).
4.3.3 RQ3
Asmentioned in Sect. 3, we asked subjects to classifymarked
quality problems along the dimensions of the SEQUAL
framework, i.e., syntactic, semantic, and pragmatic. To
answer the question if the classification is helpful, we applied
grounded theorymethods to these comments, i.e., we focused
on aspects that indicate how classification was done. Again,
we repeatedly grouped these aspects to form high-level cat-
egories. In addition, we inspected if quality problems were
classified correctly (cf. Sect. 5.3).
5 Findings
In the previous section, we have discussed the design and
execution of the study. In the following, we use the gathered
data to investigate research questions RQ1 to RQ3.
5.1 R Q1: What are common strategies that humans
take for inspecting and identifying quality issues in
BPMN process models?
When analyzing the transcripts, we observed that subjects
consistently adopted similar strategies while identifying
quality issues in BPMN process models.3 We could identify
three different strategies:
5.1.1 Strategy T1
Themajority of subjects identified quality issues in themodel
by first getting an overview of the model and then checking
the whole model for quality issues. For P1 7 out of 12 sub-
jects (58.33 %) and for P2 additional 2 subjects (9 out of
3 A high resolution of both models can be downloaded from: http://
bpm.q-e.at/QualityIssuesBPMN.
12 subjects, 75.00 %) used strategy T1. In detail, there are
three ways how subjects overviewed the model. First, they
started by reading the pool and lane descriptions. Second,
they read through the whole model before they checked it for
any quality issue. Third, they looked at the structure of the
process model. Relating to P1 depicted in Fig. 1, 4 subjects
listed the pools (e.g., “First I’m looking at the different kinds
of lanes and pools…So apparently it’s the company ‘Mix
Your Muesli’ and the customer.”), 2 subjects read silently
the whole model, and one subject glanced over the structure
of the model (“Ok, so…first of all I look at the structure.”).
Afterward, they started reading the model while looking for
quality issues: “Let’s start at the start point. The customer
wants to customize muesli…Ok, this is the start event.”
The order in which errors were identified is closely related
to the respective strategy. Therefore, subjects that adopted
T1 started by getting an overview of a model. Then they
inspected the model in up to 3 iterations, i.e., starting with
the start event, they read the model following the sequence
or message flows. Table 4 shows the number of true positives
identified per iteration by subjects applying T1. For P1, no
issues were found while getting an overview of the model.
Nearly all issues were identified during the first iteration, i.e.,
only 2 out of 7 subjects who used this strategy found issues
after the first iteration (cf. Table 4, subjects S3 and S5). For
P2, the subjects that got an overview of the model by either
looking at the structure of the model or reading the labels of
the activities already marked quality problems in this phase
(cf. Table 4, subjects S4, S5, S7, and S11). In detail, 3 out
of 9 subjects marked one issue, one subject identified even 7
quality problems while getting an overview. The remaining
subjects got an overview of the model by reading the pool
and lane descriptions of P2 and therefore were not able to
find any issues in this phase (cf. Table 4, subjects S2, S3,
S8, S9, and S10). Like in P1, subjects identified most issues
in the first inspection iteration, i.e., only one subject marked
one issue afterward (cf. Table 4, subject S7).
For example, Fig. 3 shows the temporal order how 2 sub-
jects identified issues in P2. After looking at the lane and pool
descriptions, subject S3 identified all issues in one iteration.
The dashed line representing the order in which the subject
marked quality problems is almost linear and therefore shows
that he read the model rather sequentially like the majority of
subjects did. Small deviations in the line representing subject
S3 from the perfectly linear order are due to alternative ways
to sequentially read the model. The line representing subject
S7 has quite a distinct shape. The line is almost linear for the
first 7 issues, then a jump can be observed at issue 8. From
there the line again has a nearly linear shape until the jump
at position 22. Comparing this line to Table 4, subject S7
identified 7 issues while getting an overview of the model.
Then the subject started to check for quality problems from
the start event, leading to the spike at position 8 in the dia-
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gram. He marked 14 quality problems in the first iteration.
Afterward, as the jump at position 22 indicates, he spotted
one issue in a second iteration, before stopping to inspect the
model.
5.1.2 Strategy T2
Subjects adopting this strategy renounced getting an overvi-
ew of the process model and directly started with reading
the model while checking for quality issues. Regarding P1
(cf. Fig. 1), subjects began to read the model: “So let’s start
here. So we’re starting with muesli to select, then we order
the muesli.”). For P1 3 out of 12 subjects (25%) and for P2
only 1 out of 12 subjects (8.33%) used strategy T2. Note that
P2 (45 activities) was much larger than P1 (13 activities).
The subjects that used this strategy for P1 but not for P2
abandoned it for strategy T1, i.e., they got an overview of
P2 before they started identifying quality issues (cf. Table 4,
subjects S2 and S4).
All 3 subjects that read P1 directly without getting an
overview of the model first inspected it in one run. The one
subject that applied this strategy for P2 (subject S1) used two
iterations, but marked all issues in the first iteration. Figure 4
depicts the temporal order of this subject’s identified quality
problems in P2. The line is almost linear for the first 7 issues,
then a drop can be observed at issue 8, followed by a jump
at position 10. Afterward, the line again has a nearly lin-
ear shape. In particular, subject S1 started reading the model
sequentially like the majority of subjects did. However, in
relation to other subjects, he decided at a data-based exclu-
sive gateway to follow another path than the majority of the
subjects did, leading to the drop at position 7.After inspecting
this part of the model, he continued with the other path of the
data-based exclusive gateway, resulting in the spike at posi-
tion 10. Finally, he finished reading the model in a sequential
reading order. In summary, subject S1 read the whole model
sequentially, but in a different way than the majority of the
subjects.
5.1.3 Strategy T3
2 out of 12 subjects (16.67%) preferred to identify quality
issues in P1 and P2 by checking off a mental list of possible
quality problems, i.e., looking for specific types of quality
problems across the model. For example, one subject started
analyzing P1 (cf. Fig. 1) by checking properties of message
flows: “Well first I check if there are messages in between of
the lanes because that’s not allowed.” Afterward, she got an
overview of the process model by reading the pool descrip-
tions: “Now I check what kind of pools there are…” Then,
she validated if all labels were conform to the verb-object
style: “Now I check for the labels […] and there should
always be a verb and a subject.” She moved on to check-
ing the logic of the whole process: “Alright now I go over
the logic…Alright, first the customer selects the muesli…”
She continued to look for sequence flow line crossings and
controlling the correctness of loops: “I check for crossings
which are not necessary…but there aren’t. And I check for
loops…” Afterward, she checked if the placement of activ-
ities were correct regarding their lanes: “The payment is
in the accounting…that’s all production…product manage-
ment…yes, that’s customer activities.” After searching for
message flow crossings, she finished her analysis of P1 by a
quick scan of the whole model.
Regarding the reading order of the 2 subjects that applied
T3, theydid this in 2up to9 iterations, using anew iteration for
each quality problem they were looking for. Figure 5 shows
the order in which both subjects identified quality problems
in P2. The dashed line representing the order inwhich subject
S6 spotted quality problems starts by a small jump at position
2, followed by a small drop at position 3. Afterward, the line
is almost linear. The small agitations at the beginning of the
inspection of P2 can be explained by subject S6 searching
for incorrect labels. Then he decided to look for issues at
the control flow, resulting in a line that shows him reading
the model rather sequentially like the majority of subjects
did. The line representing subject S12 has quite a different
shape due to many jumps and drops. The mental list of sub-
ject S12 was more extensive than the mental list of subject
S6, resulting in many iterations and therefore a very spiky
line. However, during any iteration subject S12 inspected the
model along the sequence flow (e.g., from position 16 to 19
where the labels of the activities were checked).
5.2 R Q2: What are the challenges in identifying quality
problems in BPMN process models?
To answer this research question, we differentiated between
true positives, false negatives and non-issues. Table 5 gives
an overview of these issues. In particular, in P1 67 out of
168 quality problems (41.67%) were marked, i.e., 101 issues
remained unnoticed (58.33%). In more detail, 25 out of 60
syntactic (41.67%), 24 out of 36 semantic (66.67%), and
18 out of 72 pragmatic issues (25.00%) were found. In
turn, 35 syntactic, 12 semantic, and 54 pragmatic quality
problems remained unidentified. In addition, 42 non-issues
were mentioned, i.e., 29 syntactic, 4 semantic, 1 pragmatic,
and 8 additional non-issues were marked. Subjects identi-
fied more quality problems in P2, i.e., 199 out of 300 issues
(66.33%) were spotted, resulting in 101 problems that were
not mentioned (33.67%). In particular, 95 out of 108 syntac-
tic (87.96%), 31 out of 48 semantic (64.58%), and 73 out
of 144 pragmatic issues (50.59%) were marked, resulting in
13 syntactic, 17 semantic, and 71 pragmatic false negatives.
Additionally, 42 non-issues were mentioned, i.e., 15 syntac-
tic, 10 semantic, and 8 pragmatic non-issues were spotted.
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Table 5 Number of true
positives, false negatives and
false positives (i.e., non-issues)
per process model
P1 P2
True positives 67 out of 168 (41.67%) 199 out of 300 (66.33%)
Syntactic true positives 25 out of 60 (41.67%) 95 out of 108 (87.96%)
Semantic true positives 24 out of 36 (66.67%) 31 out of 48 (64.58%)
Pragmatic true positives 18 out of 72 (25.00%) 73 out of 144 (50.59%)
False negatives 101 out of 168 (58.33%) 101 out of 300 (33.67%)
Syntactic false negatives 35 out of 60 (58.33%) 13 out of 108 (12.04%)
Semantic false negatives 12 out of 36 (33.33%) 17 out of 48 (35.42%)
Pragmatic false negatives 54 out of 72 (75.00%) 71 out of 144 (49.41%)
False positives 42 42
Syntactic false positives 29 15
Semantic false positives 4 10
Pragmatic false positives 1 8
Other false positives 8 0
We investigated the specific quality issues in detail4 and
observed that subjects correctly identified some quality prob-
lems more often than others (cf. Table 6). To provide a better
overview, Table 6 divides the correctly identified quality
issues into two groups, issues that were frequently identi-
fied (i.e., issues that were marked by at least 6 out of 12
subjects in over 60%) and issues that gained less attention
(i.e., issues that were marked by at most 7 out of 12 subjects
in <40%).
In detail, all syntactical errors with respect to parallel and
data-based exclusive gateways (1 in P1 and 9 in P2) were
identified by at least 8 out of 12 subjects (66.67%). Overall,
87.50% of these issues were marked. Also, pragmatic issues
relating to gateways, i.e., implicit gateways (2 in P2), were
identified by at least 6 out of 12 subjects (50.00%, overall
75.00% issues marked).
We inserted in P1 2 and P2 3 superfluous activities. For
3 of these activities it was very obvious that they were out
of context, i.e., we named them “go for a smoke,” “com-
plain to boss” and “discuss where to go for lunch.” These
activities where identified by almost all subjects (at least 10
out of 12, 75.00%). Overall, these activities were marked
to 91.67%. Another superfluous activity labeled “call Clau-
dia” was identified by 9 out of 12 subjects (75.00%). For our
last superfluous activity, i.e., “check stock market news” it
was less obvious that it was out of context. The issue was
discovered by 6 out of 12 subjects (50.00%).
With respect to labels, P1 and P2 both contain 2 activities
with non-intention-revealing labels, P2 additionally 1 activ-
ity that is not according to verb-object style. Overall, 63.33%
of these quality issues were identified by at least 6 out of 12
subjects (50.00%).
4 The study’s data can be downloaded from: http://bpm.q-e.at/
QualityIssuesBPMN.
While the above-mentioned issueswere identified bymost
subjects, other quality problems gained less attention. For
example, all syntactical errors relating to event-based exclu-
sive gateways (2 in P1) were found by at most 3 out of 12
subjects (25.00%). In total, only 25.00%of these errors were
marked.
With respect to message flows, in P1, we deleted from 5
sending tasks the filled envelope marker that distinguished
these tasks from normal activities. Only 2 out of 12 subjects
(16.67%) marked each one of those 5 activities. Moreover, 1
out of 12 subjects mentioned that not all message flows have
a line description.
In addition to 5 superfluous activities,we added1 semantic
issue to each model. In P1, it can happen that the customer
has to pay more than once for his muesli. In P2, we switched
the labels of the lanes. Of these issues, 29.17% were marked
by at most 4 out of 12 subjects (33.33%).
Regarding line crossings, we introduced 1 unnecessary
line crossing to P1 and 2 to P2. However, only 3 out of 12
subjects (25.00%) ever mentioned a line crossing. One of
them identified all line crossings because she used a strategy
to identify quality issues where she explicitly looked out for
crossings of the sequence and message flows (cf. Sect. 5.1,
T3). Therefore, only 16.37% of line crossings in P1 and P2
were mentioned.
In P2, at 3 places in the model the sequence flow is from
right to left instead of the other way round. These issues
were identified to 38.89% by at most 7 out of 12 subjects
(58.33%).
5.2.1 Challenges
In order to obtain a better understanding of the challenges
that arose, we analyzed the spotted non-issues (i.e., false
positives) as well as the feedback from the subjects about
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Table 6 Overview of identified true positives
Syntactic Semantic Pragmatic
Easily identified
issues
Parallel gateways and data-based
exclusive gateways At least 8 out
of 12 subjects marked by 87.50%
Activities out of context (obvious)
At least 10 out of 12 subjects
marked by 91.67%
Implicit gateways At least 6 out of
12 subjects marked by 75.00%
Activities out of context (difficult)
At least 6 out of 12 subjects
marked by 62.5%
Labels At least 6 out of 12
subjects marked by
63.33%
Issues that gained
less attention
Event-based exclusive gateways At
most 3 out of 12 subjects marked
by 25.00%
Semantic issues At most 4 out of
12 subjects marked by 29.17%
Message flows description 1
out of 12 subjects
Message flows 2 out of 12 subjects Line crossings At most 3 out of 12
subjects marked by 16.37%
Reverse sequence flow direction At
most 7 out of 12 subjects marked
by 38.89%
Table 7 Overview of challenges in identifying quality problems
Challenge Syntactic Semantic Pragmatic
Lack of BPMN knowledge
False negatives 3 Subjects 1 Subject –
5 Times mentioned Once mentioned
False positives 29 Different issues (44 total) – –
Lack of domain knowledge
False negatives – 1 Subject –
Once mentioned
False positives – 5 Different issues (8 total) 6 Different issues (6 total)
Unclear inspection criteria
False negatives – – 3 Subjects
3 Times mentioned
False positives – – 7 Different issues (9 total)
Context
False negatives 4 Different issues (8 total)
Overlooked issues
False negatives – 3 Subjects 4 Subjects
4 Times mentioned 4 Times mentioned
the false negatives (i.e., while looking at the models with
marked quality issues subjects mentioned reasons why they
were not able to find specific quality issues). With the help of
grounded theorymethods, we abstracted different challenges
in identifying quality problems. In particular, Table 7 gives
an overview of the challenges we observed.
5.2.2 Lack of BPMN knowledge
One challenge when inspecting BPMN process models
relates to the lack of BPMN knowledge to determine if
an issue is a serious quality problem. We found 3 subjects
explaining that they were not able to identify a specific
issue because of lack of BPMN knowledge. Taking a closer
look, these subjects mentioned altogether 6 times that they
had troubles because they have insufficient knowledge about
BPMN, e.g., “Honestly I think I have some problems with
understanding these modeling elements [event-based exclu-
sive gateways], because the models I’ve created and models
I’ve seen so far have mainly used activities, and/or [gate-
ways], just simple processes without all those.”
In addition, we observed 29 different occurrences of syn-
tactical non-issues being identified (44 in total), which were
marked because of lack of BPMN knowledge. For instance,
a subject claimed that the throw message event “send noti-
fication” in the “product management” lane of P1 must be
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followed by two activities, even though there is no need for
that: “Here is an error because there should be at least two
tasks after such an event [throw message event].”
5.2.3 Lack of domain knowledge
Like BPMN knowledge, knowledge about the domain is also
crucial for determining if a model represents reality. For
instance, one subject had serious understandability issues
because she did not recognize that the activity “check stock
market news” in P2 is out of context. She got influenced by
this activity to the extent that she thought that the whole new
product development process is about stocks: “Stock mar-
ket news. It seems like that’s not a product, it’s more like,
stocks…That would make sense, because then you wouldn’t
have a development of the product itself.” Therefore, she
concluded that the parts of the model about the materials for
the product development are incorrect, because there is no
need for materials if the process is about stocks: “Are materi-
als available…it’s not are stocks available. That’s really bad!
That’s awful.”
Moreover, semantic non-issues were identified due to a
lack of domain knowledge.We found 5 different occurrences
of semantic non-issues being marked (8 in total). For exam-
ple, at P2 two subjects did not see any benefit in ordering
booth displays to advertise a new product because they did
not fully understand the intention behind this activity. There-
fore, they identified the activity “order booth displays” as
superfluous: “‘Order booth displays’, that’s also a semantic
error. There’s no meaning for me.”
In addition to semantic non-issues, 6 pragmatic non-issues
were also marked by subjects because activity labels were
not intention-revealing for them, i.e., subjects did not under-
stand the meaning behind a label and marked the activity as
an issue. For example, in P2 one needs to create an entry for
a new material supplier in a database. One subject marked
the activity “create supplier in database” as an error because
it does not represent her view of the domain: “This [‘cre-
ate supplier in database’] should also be a compound action
because it seems different level of granularity. I mean ‘cre-
ate supplier in database’ seems like you should first just find
one and do some discussion and stuff. You just don’t have a
supplier ready.”
5.2.4 Unclear inspection criteria
One reason for not finding quality issues could be traced
back to subjects not agreeing on particular pragmatic quality
issues. While 3 subjects were aware about these types of
quality issues in general, they felt that respective occurrences
are not hampering understandability. In detail, one subject
agrees in general that line crossings might be an issue, but
could not see how to prevent a line crossing in P1 and claimed
that there is no issue with this particular occurrence of a
line crossing: “That one for me is no problem at all because
you cannot avoid it.” Another subject mentioned that a line
crossing issue in P2 does not bother him: “That’s forme…it’s
ok like this, doesn’t make it harder to read.” A third subject
argued that reverse sequence flow directions in P2 are not
issues, but rather a personal matter: “Then we have the flow
going from right to left. […] That’s something personal I
think. I mean I wouldn’t start modeling a model from right
to the left, I also wouldn’t start a model from the top to the
bottom, but actually a number of modelers is modeling from
the top to the bottom and I think this is a personal thing. I
actually didn’t even realize that it’s going from the right to
the left. I think this is also a little bit of a space issue. I mean
in this example it would have been enough space to model
from the left to the right so yes, it’s actually probably nicer if
you can always read in one direction, but in that area it didn’t
disappoint me, so for me it was ok.”
Additionally, we identified 7 different occurrences of
pragmatic non-issues being marked (9 in total) which were
caused by lack of knowledge about pragmatic criteria. For
example, subjects criticized labels even though they were
conform to verb–object style, e.g., in P2 the activity “per-
form user acceptance testing” was marked as an issue, even
though it is correct: “‘Perform user acceptance testing’ is a
pragmatic error.”
5.2.5 Context
Another challenge was that subjects identified non-issues
without considering the context of the quality problem. In
particular, subjects marked 4 different non-issues (8 in total)
resolving the problem locally, but the issue was still incorrect
globally. For example, at P1 there is an event-based exclusive
gateway which is followed by one event and one activity (cf.
Fig. 6), which is incorrect because an event-based exclusive
gateway must be followed only by events. As the activity
should be an event, it is also named like one, namely “muesli
received.” Locally, the label is not conform to verb–object
style, which was mentioned by 3 subjects (e.g., “Here it’s
‘muesli received’. It should more be…it’s in the past, so it
should be ‘receive muesli’.”). However, these subjects failed
to identify the global issue, i.e., they did not see that the activ-
ity should be an event. We consider these kinds of issues as
non-issues, because even though the subjects resolved the
local quality problem, the global issue still remained.
5.2.6 Overlooking quality problems
One reason why issues gained rather less attention was
because the subjects simply overlooked these issues. In
particular, 6 subjects stated this reason at one or two not iden-
tified issues while inspecting the models with marked quality
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Fig. 6 Snippet of P1
problems. In more detail, 4 times it was directly mentioned
that the issue was overlooked, e.g., “And then what about this
one [issue], ‘check stock market news’. I haven’t read that
part actually.” Subjects stated 3 times that they were focused
too much on another issue, e.g., “Actually, I was thinking
about line crossing, but I didn’t talk about it and I also didn’t
mark it because I was thinking about this stuff down there
[pointing at another issue].” Another subject mentioned that
she was not able to see the reverse sequence flow direction
because the model was printed on paper: “Also, the reverse
flow. I just find it really difficult to spot if you have it on paper.
It’s very difficult to say it shouldn’t be here. […] Maybe it
would be easier if you could…if it were not on paper.”
5.3 R Q3: Can classifying issues with the quality
dimensions of the SEQUAL framework help
humans when inspecting a BPMN process model?
5.3.1 Lack of clarity about classification
Asdescribed inSect. 4,we inspected if quality problemswere
classified correctly. Out of 221 classified issues, 157 were
correctly classified (74,41%). For more details, see Table 8.
In general, there was a high percentage of correctly classi-
fied issues. However, in some cases subjects had difficulties.
In particular, the differentiation between semantic and prag-
matic quality issues caused problems for some subjects, e.g.,
“I really have problems to separate pragmatic and semantic.
Pragmatic is if the naming of the certain activity is wrong and
semantic is…[continuing on a different matter].” We could
also observe these difficulties in the transcripts for activities
that are superfluous or out of context, i.e., they were related
to either the semantic or the pragmatic quality dimension.
For example, some subjects correctly identified the activity
“check stock market news” in P2 as a semantic issue because
it is out of context: “‘Check stock market news’…So I don’t
knowwhywe check the stock market news…After we create
the purchase requisition…This here [strikes out ‘check stock
market news’] makes no sense, we can skip this one. And this
would be again something out of the context, it’s a semantic
error, process out of context.” Other subjects labeled it incor-
rectly as a pragmatic issue for the same reason: “‘Check stock
market news’, ok, that would also be pragmatic. Because, I
mean maybe I got it wrong but stock market would not be a
stock you would refer to, no, I think that it’s out of context
here.”
In general, issues about labels or the layout were cor-
rectly referred to as pragmatic issues, which some subjects
even called “layout issues.” For example, in P2 we used the
activity “develop product” as implicit gateway instead of
a data-based exclusive gateway. One subject classified this
issue as a “layout or pragmatic” issue: “Here [pointing at an
implicit gateway] once again we should have another XOR.
Otherwise, we have two incoming branches in one activity.
This would be a layout or pragmatic error.”
5.3.2 Use of classification
We identified 3 manners in which classification was addr-
essed, i.e., reactive classification, proactive classification
without reasoning and proactive classification with reason-
ing.
Reactive classification. The subject identified an issue and
was asked to classify it by the supervisor, so he/she did it. For
instance, one subject needed to be reminded to classify the
non-intention-revealing label “reminder” in P1: “‘Reminder’
is also not a really good name for an activity, so it should be
either ‘send reminder’ or something like that. [Supervisor:
Which kind of error?]Ok, thiswould be…I guess a pragmatic
error I would say.”
Proactive classification without reasoning The subject
used the classification proactively, but did not provide any
explanation why a certain quality dimension was chosen. For
example, a subject marked and classified a deadlock in the
production lane in P1 by just stating that the first gateway is
wrong and without giving further explanation why it would
be a quality problem or a syntactical issue: “So this [pointing
at a data-based exclusive gateway] has to be anANDgateway
I think, which is a syntactical one [error].”
Proactive classificationwith reasoningThe subject identi-
fied an issue and reasoned about it through the classification.
Using the example from before, even though one sub-
Table 8 Number of correctly
classified issues
Syntactic issues Semantic issues Pragmatic issues
P1 12 out of 20 (60%) 13 out of 21 (61.90%) 12 out of 12 (100%)
P2 63 out of 79 (79.75%) 15 out of 22 (68.18%) 42 out of 57 (73.68%)
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ject incorrectly classified the deadlock as a syntactic and
pragmatic quality problem, he correctly explained that the
data-based exclusive gateway should be a parallel gateway
because otherwise the customer either gets muesli without an
invoice or gets an invoice for muesli he did not receive: “It
doesn’t makes sense here [circles data-based exclusive gate-
way]. That’s a syntactical and pragmatic error because you
cannot just produce the meal or send invoice. When you’ve
produced everything hewill get an invoice, so that’s amistake
here.”
In general, subjects rather proactively classified quality
issues than having to be asked about them by the supervi-
sor. From 211 classified issues, 41 times (19.43%) quality
problems were classified by reactive classification. Subjects
applied the secondmanner, i.e., proactive classification with-
out reasoning, 91 times (43.13%). Subjects used the third
manner, i.e., proactive classification with reasoning, 79 times
(37.44%). For P1 the dominant manner was the third one (28
out of 54 classifications), while for P2 subjects favored the
second manner (76 out of 158).
Apart from these manners, one subject sometimes used
the issue type to classify issues. For instance, he did not state
that a specific gateway is wrong, but mentioned that there is,
e.g., a deadlock, and therefore the issue is syntactic: “Again,
we have here a deadlock [pointing to a deadlock], which is
syntactic.”
6 Discussion
6.1 Strategies
We could identify three different strategies that our sub-
jects adopted for inspecting and identifying quality issues
in BPMN process models (cf. Sect. 5.1). However, it is not
clear if there are any other strategies howhumans spot quality
issues, so further empirical research is needed. Our findings
indicate that humans that adopt either strategy T1 (first get-
ting an overview of the process model before checking it for
quality issues) or strategy T3 (having a mental list of possi-
ble quality problems to inspect a process model) use these
strategies irrespective of themodel’s size or complexity. Oth-
erwise, it seems that humans that renounced looking over the
process model before starting to read and check it (strategy
T2) mostly preferred to switch to strategy T1. In addition, we
observed that the order in which quality issues were spotted
was primarily driven by the respective strategy the subjects
applied for inspecting the process model and then followed
the temporal order of the process.
We do not know if humans with less BPMN knowledge
prefer other strategies than modeling experts. In our study,
subjects adopted strategies irrespective of their demographic
background, i.e., no strategywas only used by students, acad-
emics or professionals. In general, we observed several times
behavior that is characteristic for experts, i.e., the presence of
a systematic navigation or the usage of a mental list [39,49].
Further, a main question is whether certain strategies are
more effective. For this, our sample is too small. In addi-
tion, the question remains unsettled which strategy should
be used to spot a specific kind of quality issue, or, on the
contrary, which strategy should not be used to identify a spe-
cific kind of quality issue. The classification with which we
manipulated the inspection process did not seem to affect
the strategies taken (i.e., it did not serve as a mental list).
Additionally, how strategies change when more support is
provided, e.g., through checklists, remains an open question.
Yet, we indicated the existence of these strategies and further
research can relate to their effectiveness.
6.2 Challenges
For each quality dimension, we observed quality issues that
were spotted by a large number of subjects, but also quality
problems that gained less attention (cf. Sect. 5.2). One way
to deal with quality problems that gain less attention could
be checklists, as they are known to be an effective method
for software testing [38] or user interface evaluation (e.g.,
[22]). Detailed collections of possible syntactic errors are
given in [24,56]. Pragmatic issues are gathered in [58] and
[46]. Semantic quality problems refer to the validity and the
completeness of a model. Therefore, a checklist focusing on
semantic issues needs to be domain specific.
All in all, we could identify different challenges why our
subjects missed quality problems or marked non-issues (cf.
Sect. 5.2). Our data also showed that the types of challenges
subjects faced were closely related to the dimensions of the
SEQUAL framework. One challenge was clearly lack of
BPMNknowledge. This challengemostly relates to syntactic
quality issues, but never to pragmatic problems (cf. Table 7).
In particular, lack of BPMN knowledge was the main reason
for identified syntactic non-issues. This finding emphasizes
the need of profound knowledge of the modeling language.
Further, lack of domain knowledge challenged our sub-
jects. Lack of domain knowledge relates mostly to semantic
issues (cf. Table 7).According to [34], a problem-solving task
like inspecting a process model starts by a human formulat-
ing amental image of the problem, i.e., a mental model of the
domain of the process model to inspect. This mental model is
then used to argue about the solution (i.e., reasonwhy an issue
is a quality problem). [39] mentions that the act of deriving a
mental model of a system’s structure in a particular domain is
important to a professional performance. Our findings indi-
cate that obvious superfluous activities are identified easily.
However, it seems that one unapparent superfluous activ-
ity is enough to hamper the understandability of a whole
model, i.e., one subject’s mental model of P2 was biased
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by a single superfluous activity, leading to serious under-
standability issues. Moreover, as described in [16], humans
are not “empty vessels to be filled with model information,”
but beings that integrate the processed information from the
process model under inspection with their prior experience.
Some subjects’ mental models were biased by their domain
experience, resulting in marked non-issues (cf. example of
creating a new supplier in a database in Sect. 5.2). Therefore,
an additional textual process description or an approach like
literate modeling [1] which allows to explain certain design
decisions might mitigate the risk of a biased mental model.
Some subjects were challenged by their lack of clear
inspection criteria regarding pragmatic issues (cf. Table 7).
For instance, one subject argued that the direction of a
sequence flow in a model is a personal matter. [39] agrees
with this opinion and states that personal style and individual
skill are influencing the comprehension of a graphical repre-
sentation. This research is currently picked up by [6], which
investigates the visual layout of process models. In partic-
ular, it focuses on layout properties that are meaningful to
humans and suggests a set of measures for operationalizing
these layout properties, which are a key for clearer inspection
criteria.
Considering the context of a possible quality problem
posed a challenge. The importance of context is shown, for
example, in [7], which states that relevant contextual knowl-
edge is a requirement for understanding prose passages. One
way to support subjects in overcoming troubles with the con-
text of quality issues could be a test-driven approach [3], i.e.,
a manual step-by-step validation of the processmodel.While
there exists an implementation for declarative process mod-
els [62], this is not the case for BPMN process models. Also,
current proposals for validation of BPMNmodels (e.g., [26])
focus on syntactic issues only.
Another problem was that subjects overlooked quality
problems. Research on perception indicates that in visual
processing the ability to focus on the most relevant infor-
mation in a graphic representation is crucial to a expert
performance [39]. However, in a model inspection process
all parts of a process model should be considered, not only
themost relevant ones. Away to deal with this problem could
be a systematic approach, e.g., either the use of a test-driven
approach, or using a checklist for quality problems.
6.3 Classification
Our study results indicate 3 manners in which classification
was addressed (cf. Sect. 5.3). In the case of reactive classifica-
tion (i.e., the supervisor asked the subject to classify a quality
problem), the classification did not contribute positively to
identifying quality issues in process models, as otherwise the
subject would not have classified the issues at all. In case of
proactive classification without reasoning (i.e., the subject
classified a quality issue without further explanation), it is
not clear whether or not the classification helped in identify-
ing a specific issue. Proactive classification with reasoning
(i.e., the subject marked a quality issue and classified it while
reasoning about the classification) indicates a positive con-
tribution to the identification of quality problems. According
to the cognitive load theory [8], the use of schemas that allow
the classification ofmultiple elements as a single element can
reduce the burden on the limited capacity of working mem-
ory [36]. In particular, [55] argues that classification can ease
understanding and conceptualizing process behavior. Also,
[37] states that classification helps inferring by serving as a
cognitive schema to which current information is mapped. In
summary, classification can help to reduce cognitive load and
build a mental model of the process model domain (i.e., ease
the comprehension and abstraction of the process model).
For the majority of cases in our study, it is not clear if there
is a positive contribution of the classification (i.e., 91 of 211
classified issues were classified by proactive classification
without reasoning). However, in 79 of 211 cases the clas-
sification had a positive influence on identifying a quality
problem (i.e., the issues were classified with proactive clas-
sification with reasoning).
Even though the majority of issues was correctly classi-
fied, some subjects had difficulties to distinguish between
semantic and pragmatic quality issues. [57] gives a good
overview of heuristics and biases humans use when judging
under uncertainty. As classification can have a positive influ-
ence on cognitive load andmodel understandability, we want
to emphasize the importance of being able to classify quality
issues to teachers and educators of future system analysts.
6.4 Limitations
This study has to be viewed in the light of several generaliza-
tion limitations. Note that generalization was not aimed at.
Rather, the study is exploratory, highlighting future research
directions. Quantitative and more focused studies are still to
follow.
The detection of quality issues presumably also depends
on the support that is offered. In the sense of notational
support, models may be specifically designed for a group
of stakeholders, making the models particularly suitable for
understanding and thus detecting quality issues. In this work,
we focused on BPMN, i.e., a notation that is typically taught
to a large group of stakeholders [42]. Even so, our findings
might be difficult to generalize to more specifically tailored
notations [43]. In the sense of computer support, such as
scrolling or syntax highlighting, we specifically decided to
conduct our study without tool support to establish a base-
line further studies can be compared against. In addition,
we aim at a better understanding of the way users interact
with the process model and to use the obtained insights to
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inform the design of better tool support that takes the user’s
behavior into account. Caution should be taken when trans-
ferring our insights to tool-supported process models, but
basic applicability ismostly expected.Wewould like to stress
that these decisions were made deliberately and this study
should be seen as exploratory, highlighting future research
directions.
Regarding further limitations, the study is limited to two
process models created with BPMN (cf. Sect. 3), but BPMN
is a de facto standard [42], the models are realistic in size
[15] and designed to cover certainmodeling elements [33]. In
addition, both process models contain relevant quality issues
of all three dimensions (cf. Sect. 2).
Another limitation is relating to domain knowledge. As
shown in Table 3, it seems that knowledge about the domain
varied.We did not provide textual domain descriptions about
the processes since this might have strongly affected the
inspection process and obscure the strategies by a linear com-
parison between the text and the model.
Furthers, it should be noted that the number of subjects
in the study is relatively low (12 subjects). Nevertheless, it
is noteworthy that the sample size is not unusual for this
kind of empirical investigation due to the substantial effort
to be invested per subject [10,35]. Also, half of the participat-
ing subjects were students. However, all subjects indicated
profound background in business process management (cf.
Table 3).
7 Related work
The goal of this study is to investigate how humans iden-
tify quality issues in BPMN process models. Errors at the
syntactic level can be automatically detected for a large
class of process models using verification techniques, which
also support the incremental validation of process models
[26]. The identification of semantic errors can only be par-
tially automated [54]. For instance, [5] describes a two-step
procedure for measuring process model quality at the seman-
tic level by comparing a process model with a reference
model. First, activities present in the process model must
be mapped to the activities of the reference process model,
e.g., using measures like the Levenshtein distance for activ-
ity labels [27] or combining edit distances measures with
the detection of synonyms [11]. Similarly, the ICoP frame-
work [59] provides means to automatically detect potential
activity matches between process models. After establishing
an activity mapping, the similarity to the reference model
can be assessed [5] by measuring edit distances between
graphs, e.g., [11], focusing on causal dependencies of activi-
ties, e.g., [60]. In turn, [12] suggests a technique for detecting
redundant process fragments and for automatically extracting
them to subprocesses. Moreover, techniques for modulariz-
ing large process models and for automatically labeling the
extracted subprocess fragments are proposed in [51]. Fur-
ther, [40] looks for the layout aesthetic that has the greatest
effect on understandability, while [6] search for layout prop-
erties that are meaningful to humans. [52] offer an overview
of selected BPMN tools regarding their support for modeling
guidelines.
Similar to the study described in this paper, [21] describe a
study on how IT professionals inspect two types of diagrams
(entity-relationship diagrams and data flowdiagrams), focus-
ing on cognitive theory. The study’s results indicate that the
way how humans process information impacts processing
success. Another study described in [31] specifies under-
standability as a representative for quality of process models
and investigates factors that might influence the comprehen-
sion of process models. In contrast to our study, process
models modeled in an EPC-like notationwithout events were
chosen for the study. Another difference is that the attention
is on personal factors and model characteristics, instead of
the modeler’s behavior, i.e., the way how humans inspect
process models. While the study described in this paper cen-
ters on how quality issues are identified by humans, [19]
report from a case study in cooperation with a large Nor-
wegian oil company that focuses on how syntactic quality
influences pragmatic quality in BPMN enterprise process
models.
This paper takes a first step toward an in-depth under-
standing of how BPMN process models are inspected, what
strategies are taken, and what challenges are involved.
8 Summary and outlook
While some quality issues can be detected automatically,
many others cannot. Even though human inspection of
processmodels is still essential [53], thismanual inspection is
currently not supported. This paper takes a first step toward
an in-depth understanding of how BPMN process models
are inspected, what strategies are taken, and what cogni-
tive processes are involved. The presented exploratory study
investigates the strategies taken by humans when inspecting
BPMN process models, the kinds of challenges they face
while identifying quality problems, and how marked qual-
ity issues were classified. Our qualitative analysis shows
that humans adapt different strategies on how to identify
quality issues. We observed for each quality dimension qual-
ity issues that were spotted by a large number of subjects,
but also quality issues that gained less attention. We point
out different challenges why some quality problems were
not spotted and why issues that were no quality problems
were marked. Moreover, we identified different manners
how quality issues were classified. Further, we also indi-
cate other research questions that can be investigated using
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this approach. In this way, this paper constitutes another
building block toward a more comprehensive understand-
ing of how humans inspect process models, guiding model
inspection support for humans, as well as pointing out typ-
ical challenges to teachers and educators of future system
analysts.
Future research can build upon these initial findings
by performing more comprehensive studies. In particular,
future studies should contain question about the participants’
knowledge on any quality framework or classifications. In
addition, which quality issues should be supported with
appropriate tool support and which parts of a modeling nota-
tion are challenging while creating or maintaining a process
model remain open questions. Likewise, we plan to extend
our research focus by additionally asking practitioners and
business managers to inspect process models for quality
issues.
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