One possible solution to estimating the illumination for color constancy and white balance in video sequences would be to apply one of the many existing illumination-estimation algorithms independently to each video frame. However, the frames in a video are generally highly correlated, so we propose a video-based illumination-estimation algorithm that takes advantage of the related information between adjacent frames. The main idea of the method is to cut the video clip into different 'scenes.' Assuming all the frames in one scene are under the same (or similar) illuminant, we combine the information from them to calculate the chromaticity of the scene illumination. The experimental results showed that the proposed method is effective and outperforms the original single-frame methods on which it is based.
Introduction
Images recorded by a camera depend on three factors: the physical content of the scene, the illumination incident on the scene, and the sensitivity functions of the camera. The ability of a vision system to remove the effect of the illumination and recognize colors of objects independent of the light source is called color constancy [1] . The difficult problem in obtaining color constancy is to correctly estimate the chromaticity of the scene illumination. Once the scene illumination is determined, it can be used to transform the image so that it appears to be taken under a 'canonical', often white, light source. However, it is an ill-posed problem to determine the illumination chromaticity from the digital counts of an image. So only if additional assumptions are made, can the problem be solved. One such assumption is the Grayworld assumption, namely, that the average reflectance in the scene is achromatic. Under the Grayworld assumption, the illumination color is computed as the average RGB value of the image. The MaxRGB method makes a different assumption, namely, that the maximum digital count from each of the color channels taken separately represents the illumination color. Recent tests of this assumption indicate that it holds quite well [2] . A generalization of these two methods, called Shades of Gray [3] , combines them using the Minkowski norm function. Other approaches based on more complex statistics of the image chromaticity distributions include the neural network approach [4] , color by correlation [5] , and the Bayesian approach [6] . All these algorithms are based on the zero-order structure of images, which means using the statistical distributions of the original pixel values to estimate the light source color of the image. In contrast, Van de Weijer et al. [7] have introduced a method based on the Grayedge hypothesis that uses higher-order structures (image derivatives) as the basis for illumination estimation.
These algorithms, however, are all designed in the context of still images. Although any one of them could be used on video by applying it on every single frame, no use would be made of the information from nearby frames. Since a video clip contains a series of still images that are related in time and, generally, in scene content as well, we propose a video-based illumination-estimation algorithm that takes advantage of the related information between adjacent frames. The main idea of the method is to cut the video clip into different 'scenes,' and then assuming that all the frames in the scene were taken under the same (or similar) illuminant, we combine the information from them to calculate the chromaticity of the scene illumination. It is reasonable to expect that combining the information across frames might improve performance since it is well known that the accuracy of most illumination-estimation algorithms improves as the number of distinctly colored surfaces increases [8] . Tests described below show that the video-based method is better than the frame-based approaches on which it relies.
The paper is organized as follows. In Section 2, the color image formation process is reviewed. In Section 3, a video-based illumination estimation algorithm is proposed. In Sections 4 and 5, the experimental results and the conclusions are presented.
Color Image Formation
The image digital counts, ( , , )
, for a Lambertian surface are the integral products of the illumination spectra ( ) e λ , the surface reflectance spectra ( , ) s λ x and the camera sensitivity functions ( ) ( ( ), ( ), ( ))
where x is the spatial coordinate in the image, λ is the wavelength, and ω is the visible spectrum range. The goal of an illumination-estimation algorithm is to determine the illumination chromaticity (i.e., / ( )
) from the image values. This, however, is an ill-posed problem that cannot be solved without further assumptions. Grayworld, MaxRGB, Shades of Gray and Grayedge each make somewhat different assumptions, but they are all designed to solve for the illumination using only a single image frame as input. We will refer to them as frame-based (FB) methods. In contrast, we are proposing to use multiple frames from a video stream as input, which will refer to it as a video-based (VB) method.
Proposed Method
An overview of the proposed video-based illumination-estimation algorithm is shown in Fig.1 . There are four main steps. First of all, the illumination is estimated for each frame individually using one of the standard FB algorithms. Then using a scenecutting method, the video frames are sorted into different 'scenes.' Under the assumption that all frames within a single scene are lit by the same (or similar) illuminant, the information from them is combined to produce an estimate of the illuminant for the scene as a whole. This estimate is then also assigned to the scene's individual frames. The details of each step are discussed below. 
Step 1. Frame-Based Illumination Estimation
For each frame, an FB algorithm is used to estimate its frame illumination color. Five commonly used FB methods-Grayworld (GW), MaxRGB, Shades of Gray (SoG), 1 st and 2 nd order Grayedge (GE)-were tried. These particular methods are simple, unsupervised, fast, and sufficiently accurate to form a basis for the subsequent VB estimate. Of course, almost any other FB algorithm could be used instead.
The generalized edge-based framework proposed by van de Weijer et al. [7] is based on the Minkowski norm of the spatial image derivatives. The rgb color , , n p σ e of the illumination is estimated as
Frame-based Illumination Estimation
Step 1
Scene Cutting Scene Illumination Calculation
Frame Illumination Adjusting
Step 2
Step 3 Step 4
where n=1 or 2 indicates the 1 st or 2 nd order of the spatial derivative of the image; [1, ) p ∈ ∞ is the Minkowski norm; σ is the standard deviation of a Gaussian filter; [2] , which removes clipped pixels and applies a median filter to the image before computing the maxima of the color channels. For Shades of Gray and Grayedge, the choice of parameters is based on the results reported by van de Weijer et al. [7] . For every frame, the frame illumination color Fe is computed using equation (2).
Step 2. Scene Cutting
The VB algorithm must determine which frames are under the same (or similar) illuminant as accurately as possible, or in other words, to determine the point at which the scene illumination changes. Ideally, the scene cutting would be based on the true illumination chromaticity, but then, of course, the illumination-estimation problem would have already been solved. Alternatively, the less-than-perfect FB estimate of the illumination in each frame is used to determine when the illumination has changed significantly. Change is measured in terms of the angular difference between the illumination chromaticity estimated for the current frame and the overall scene illumination estimated from the preceding frames. The angular difference θ computed as
where t Fe is the FB estimated illumination chromaticity of frame t and s Se is the scene illumination chromaticity calculated from past frames that are contained in scene s. Given an angular threshold Thres
is the end frame of the scene s and t is the first frame of next scene s+1. This will be called Angular Difference (AD) cutting.
Clearly, this method of scene cutting will fail when the FB estimate is unreliable. As an alternative, we also considered scene cutting based on measuring the change in scene content from frame to frame. The assumption is that sequential frames with similar content are likely lit by the same illuminant. This is implemented in terms of color histograms [10] with large changes in the histogram between frames used as an indication that the scene has changed. The histograms were defined in RGB color space of size 8x8x8. The difference δ between color histograms is defined in terms of the Bhattacharyya [11] coefficient (a measure of their similarity) as: Of course, HD-based scene cutting also may fail at times so a third alternative is to combine the AD and HD methods in what will be termed Combined Difference (CD) cutting in the tables below. CD cuts a scene wherever either AD or HD or both would cut it.
Step3. Scene Illumination Calculation
Given a scene cut from a complete video along with the FB illumination estimate for each of its frames, the next step is the calculation of the overall scene illumination from the individual frame illuminations. This is done simply using either the mean or median of the frame estimates. The scene illumination for scene s, s Se , is calculated therefore either as
where {Fe} is the set of the FB illumination estimates for all frames in the scene, s the index of the scene and t is the index of the frame.
Step 4. Frame Illumination Adjusting
The last step of the VB algorithm is to replace the illumination estimate for each of the scene's frames with the newly calculated scene illumination:
where s Se is the scene illumination of scene s and t ′ Fe is the adjusted frame illumination of frame t. Based on ′ Fe , all the frames in the video clip could then be color balanced for the canonical illuminant using the von Kries coefficient rule.
Testing the Video-Based Illumination-Estimation Method
The video-based scene illumination method described above is tested on the gray-ball dataset presented by Ciurea and Funt [9] . This set contains 11,346 images extracted from about two hours digital video recorded with a Sony VX-2000 digital video camera. For each image, the ground-truth illumination is measured in terms of the RGB values of the pixels on a small gray ball attached in front of the camera (see Fig. 2 for example). The original images are 360x240 but are cropped to 240x240 in order to eliminate the gray ball. The dataset was originally presented as a test set for FB illumination-estimation methods, and as such the frames are at least 1/3 second apart. Fortunately, the ordering of frames in the dataset corresponds to their original ordering in the video. Hence, sequences of the still frames represent a 3-frame-per-second movie. In addition to having the ground-truth illumination available for every frame, this dataset has the advantage that it has been widely used in testing FB algorithms, thereby making comparison to these algorithms straightforward. The FB algorithms we compared here include the five methods mentioned in Section 3, Grayworld (GW), MaxRGB 
Note that chromaticities are necessarily unit vectors. For the dataset as a whole, the median, mean, RMS and maximum angular errors computed across all frames is reported as well. For the VB algorithm, there are three choices of cutting method (AD, HD, or CD) in Step 2, and two choices of combination method (mean versus median) in Step 3. In order to determine the best combination of choices, we first compare the use of mean versus median in Section 4.1, and then incorporate the better one with each of the three scene-cutting methods in Section 4.2. Finally, the performance of the VB algorithm using the optimal set of choices is compared to that of the FB algorithms in Section 4.3. 
Comparison of Methods for Combining FB Estimates
To test whether the using the mean or the median is better in terms of combining the estimates across a scene, and also to determine what the best possible result would be given a perfect scene cutting algorithm, we used the ground-truth illumination provided by the gray ball as the basis for scene cutting. For ground-truth illumination cutting, we computed the ground-truth illumination angular differences φ between neighboring frames, 1 1 ( ) cos ( )
where Te is the ground-truth illumination and i is the frame index. As with the other cutting methods, given an angular threshold Thres φ , if ( ) Thres i φ φ > , then i-1 is the end frame of the scene s and i is the first frame of next scene s+1. The ground-truth illumination angular differences for all pairs of neighboring frames are shown in Fig. 3 (left) , and their histogram is shown in Fig. 3 (right) . Table 1 as a function of the different FB methods with the FB results combined using either the mean or median. From this table, it is clear that generally the mean is slightly superior to the median as a combination strategy. Therefore, the mean is used in all subsequent tests. 
Scene Cutting Methods Comparison
As there are 15 images taken places in the 11346 set, we divided them into two nonoverlap subsets, one is for training and the other is for testing. In our experiments, we have 5618 images in the training set and 5728 images in the testing set. The training set is used to find out the optimal threshold values and the testing set is used to test. The three scene cutting methods (AD, HD, CD) described above were tested in terms of the effect each has on the average VB angular error measure. In order to get the best value for the threshold for AD, we tested the VB algorithm with Thres θ ranging from 0 to 40. The results are shown in Fig. 4 Table 2 compares the performance of the VB algorithm as a function of both the scene-cutting and the FB methods being used on the testing set. Although the differences are not large, Table 2 shows that overall CD performs as well or better than either AD or HD applied separately. In the following tests, CD will be used as the scene cutting method. 
Comparing to FB Existing Algorithms
Based on the tests in Sections 4.1 and 4.2, the VB algorithm should be based on combining the mean of the FB results across scenes cut using the CD (combine difference method using both inter-frame illumination and color histogram differences). The remaining question is the extent to which VB improves upon the FB result for each of the FB methods. Table 3 compares the results of VB employing each of the 5 FB algorithms. From this table, we can see that when using the VB algorithm for illumination-estimation, all the error measures-median, mean, RMS and maximum-decreased, in some cases by as much as 20%. Table 3 shows that video-based illumination-estimation, which makes use of information from multiple frames within a scene, although simple, is quite effective. 
Conclusion
By utilizing the information available from a contiguous set of frames from a video sequence, video-based estimates of the chromaticity of the scene illumination improved by as much as 20% over estimates based on single frames in isolation. The video-based method simply averages the illumination estimates of the frames taken individually. However, it is crucial to be able to determine when in the video sequence the scene illumination scene has changed such that the subsequent frames should not be included in the average. Scene cutting based on measuring both change in the frame-based illumination estimates and change in scene content quantified in terms of color histograms proved effective.
