Topological phases in the Fermi-Hofstadter-Hubbard model on hybrid-space
  ladders by Stenzel, Leo et al.
Topological phases in the Fermi-Hofstadter-Hubbard model on hybrid-space ladders
L. Stenzel,1, 2 A. L. C. Hayward,3 U. Schollwo¨ck,1, 2 and F. Heidrich-Meisner3, ∗
1Department of Physics, Arnold Sommerfeld Center for Theoretical Physics (ASC),
Ludwig-Maximilians-Universita¨t Mu¨nchen, D-80333 Mu¨nchen, Germany.
2Munich Center for Quantum Science and Technology (MCQST), Schellingstr. 4, D-80799 Mu¨nchen, Germany
3Institute for Theoretical Physics, Georg-August-Universita¨t Go¨ttingen,
Friedrich-Hund-Platz 1, D-37077 Go¨ttingen, Germany
(Dated: May 15, 2020)
In recent experiments with ultracold atoms, both two-dimensional (2d) Chern insulators and
one-dimensional (1d) topological charge pumps have been realized. Without interactions, both
systems can be described by the same Hamiltonian, when some variables are being reinterpreted. In
this paper, we study the relation of both models when Hubbard interactions are added, using the
density-matrix renormalization-group algorithm. To this end, we express the fermionic Hofstadter
model in a hybrid-space representation, and define a family of interactions, which connects 1d
Hubbard charge pumps to 2d Hubbard Chern insulators. We study a three-band model at particle
density ρ = 2/3, where the topological quantization of the 1d charge pump changes from Chern
number C = 2 to C = −1 as the interaction strength increases. We find that the C = −1 phase is
robust when varying the interaction terms on narrow-width cylinders. However, this phase does not
extend to the limit of the 2d Hofstadter-Hubbard model, which remains in the C = 2 phase. We
discuss the existence of both topological phases for the largest cylinder circumferences that we can
access numerically. We note the appearance of a ferromagnetic ground state between the strongly
interacting 1d and 2d models. For this ferromagnetic state, one can understand the C = −1 phase
from a bandstructure argument. Our method for measuring the Hall conductivity could similarly
be realized in experiments: We compute the current response to a weak, linear potential, which is
applied adiabatically. The Hall conductivity converges to integer-quantized values for large system
sizes, corresponding to the system’s Chern number.
I. INTRODUCTION
In the last years, various systems with topological prop-
erties have been realized in experiments with ultracold
atomic gases in optical lattices [1–3]. In lattices with
two spatial dimensions, both the Hofstadter model [4, 5]
and the Haldane model [6, 7] have been realized. The
Hofstadter model has also been implemented in synthetic
dimensions [8–11], where the spin degree of freedom is
interpreted as sites on the rungs of a ladder model.
As pointed out by Thouless [12], quantum Hall physics
can also be observed in a family of one dimensional mod-
els. Diagonalizing a two-dimensional (2d) quantum Hall
model along one spatial dimension, the resulting quasi-
momentum can be interpreted as the pump parameter.
The number of charges transported in each adiabatic
pump cycle is then quantized by the Chern number. Such
charge pumps have also been realized in ultracold-atom
experiments [13–15].
Studying the effects of particle interactions in all of
these experiments remains challenging: While on-site
interactions are typically present with ultracold atoms
[16], the experiments have been performed in the limit
of either vanishing or hard-core interactions. Accessing
strong but finite interactions and reaching the low-filling
regime remains elusive due to heating [6, 17], except for
the few-body limit [18] or certain 1d systems [13, 19].
∗ heidrich-meisner@uni-goettingen.de
In a previous work [20], we showed that Hubbard inter-
actions in a fermionic, one-dimensional charge pump can
change its topological properties: Without interactions,
the Chern number is C = 2, but strong repulsion changes
it to C = −1. Note that we change the sign convention for
C relative to [20]. This topological transition is related
to a series of two 1d quantum phase transitions, which
occur for certain values of the pump parameter. For these
configurations, the 1d charge pump corresponds to the
three-site ionic Hubbard model [21–32]. The interaction-
driven change of topological properties in charge pumps
with either fermions or bosons has also been studied in
related, earlier papers [33–35].
The analytic one-to-one correspondence of charge
pumps and 2d quantum Hall models breaks down when
interactions are introduced. In this paper, we study nu-
merically whether 1d charge pumps and 2d quantum Hall
models with Hubbard interactions are adiabatically con-
nected. In particular, we try to find a phase with Chern
number C = −1 in the Hubbard-Hofstadter model, which
is adiabatically connected to the C = −1 interacting
charge pump described in [20].
Our starting point is the Harper-Hofstadter model
[36, 37], which is a paradigmatic model for studying
the quantized Hall conductivity in a lattice [38]. We
study the three-band Hofstadter model with two spinful
fermions per every three lattice sites, corresponding to
parameters chosen previously [20]. In order to connect
1d and 2d physics, we express the model in a mixed real-
and momentum-space representation, called hybrid space
[39, 40]. In hybrid space, we can tune the interactions in
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2such a way that the 1d Hubbard charge pump and the 2d
Hubbard-Hofstadter model become the limiting cases.
Numerically, we are restricted in the lattice sizes we
can study. Increasing the system’s width is much more
expensive than its length. In hybrid space, we can use
a cylindrical geometry without increasing the numerical
cost [39, 40]. We use twisted boundary conditions along
the width and average over multiple twist angles to reduce
finite-size effects.
We compute the Hall conductivity by measuring per-
sistent currents as a response to an adiabatically applied
linear potential. We observe a finite Hall conductivity in
insulating phases, which converges to integer values as we
increase system size. We identify topological phases with
two non-zero Chern numbers.
Several experiments with ultracold atoms and artificial
gauge fields have already measured the response to an
external, linear potential [8, 9, 41, 42]. There are different
theoretical proposals to measure Chern numbers in such
setups using bosonic wave packets [43–45] or fermionic sys-
tems [46] under the action of a constant force. A method
for measuring non-quantized Hall responses in interacting
lattice models that is similar to ours has recently been
proposed [47].
We find that the C = −1 phase exists in large re-
gions in our space of interaction parameters. However,
our results suggest that the Hofstadter-Hubbard model
remains adiabatically connected to the band-insulating
phase with a Chern number C = 2, even for large inter-
actions. Thus, the 1d and 2d limits would be separated
by a topological transition. Most results are obtained in
the narrow-cylinder limit of width W = 2. We discuss
the existence of the strongly interacting C = −1 phase
for wider systems, up to W = 6.
Finally, we discuss the appearance of a ferromagnetic
(FM) ground state for some interaction parameters inside
the C = −1 phase. The FM phase exists for all system
sizes we consider, but does not extend to the 2d or 1d
limit. A FM state has the Chern number C = −1 since
the system is then equivalent to free spinless fermions.
The paper is structured in the following way: In Sec. II,
we describe our model and explain how it relates to both
the 2d Hubbard-Hofstadter model and to interacting 1d
superlattice charge pumps. The following Sec. III briefly
describes our numerical methods and discusses the ob-
servables used in this paper. Section IV discusses the
Hall conductivity depending on interaction parameters
of the model. We reproduce the topological transition of
the 1d charge pump in Sec. IV A and study the extended
parameter space in the numerically accessible regime of a
small system width in Sec. IV B. In Sec. IV C, we show
that both topological phases persist for wider systems. In
Sec. V, we discuss the ferromagnetic ground state, which
exists for some interaction parameters. We conclude with
a summary in Sec. VI.
FIG. 1. Sketch of the Hofstadter-Hubbard model. (a) Real-
space representation on a cylindrical geometry, with a twist
angle δ implemented via homogeneous, complex hopping rates
along the y direction. The magnetic field is implemented via
position-dependent complex phases, sketched here for flux
α = 1/3. The interaction is proportional to U and is purely
on-site. (b) Hybrid-space representation, obtained via a
Fourier transformation along the axis with periodic boundary
conditions (see also Ref. [48]). The flux α = 1/3 corresponds
to a three-site periodic superlattice potential and its amplitude
is shown in light blue. The interaction is now delocalized over
each ring: We split the terms Hˆint = Hˆint,o + Hˆint,d according
to Eq. (3) into terms which are diagonal (on-site) in the
hybrid-space basis, Hˆint,d, and the rest, which is off-diagonal
(ring-wise) in hybrid space, Hˆint,o. The interaction terms have
strengths Ud and Uo, respectively. The model sketched in (b)
maps to (a) only when U = Ud = Uo. Note that the number of
sites along each dimension is of course preserved when going
from (a) → (b). A different number of sites was chosen in (a)
and (b) for visualization purposes.
II. FERMI-HOFSTADTER-HUBBARD MODEL
The Hofstadter-Hubbard Hamiltonian for spinful
fermions, σ ∈ {↓, ↑}, on a cylinder of length L and cir-
cumference W can be written as,
Hˆ =
L∑
x=1
W∑
y=1
[∑
σ
(
− ty e2piiαx−iδ/W cˆ†x,y,σ cˆx,y+1,σ
− tcˆ†x,y,σ cˆx+1,y,σ + H.c.
)
+ Unˆx,y,↑nˆx,y,↓
]
.
(1)
The boundary conditions are implemented via cˆL+1,y,σ ≡
0 and cˆx,W+1,σ ≡ cˆx,1,σ. The on-site Hubbard repulsion
is of strength U . The model is sketched in Fig. 1(a). The
hopping term along the ring includes a complex phase: A
particle hopping around one plaquette gains a phase α,
3corresponding to a magnetic flux piercing each plaquette.
In this paper, we only consider the case of α = 1/3,
i.e., one flux quantum per three lattice sites. We choose
this value of the flux because 3 is the smallest integer
denominator for which the Hofstadter model exhibits
topologically nontrivial bands [38]. There is also a flux δ
piercing the cylinder along its height, which we interpret
as an angle twisting the boundaries. Twist angles can be
used to define many-body topological invariants [49]. We
will average over δ to reduce the effects of a finite width
W .
For the rest of this paper, we study the phases at fixed
particle density ρ = 2/3, i.e., two spin-1/2 fermions per
every three sites. For α = 1/3 and in the free case U = 0,
this corresponds to a band insulator with Chern number
C = 2, as the lowest band has C = 1 and is filled by
both spin species. We choose anisotropic tunneling rates
ty = 1.5t such that the parameters correspond to the
charge pump considered before [20].
A. Hybrid-space representation
By Fourier transforming Eq. (1) along the periodic
y-axis, we find a mixed real- and momentum-space repre-
sentation, which we call hybrid space,
Hˆ =
∑
x,k,σ
[
− 2ty cos(2pi(αx+ k/W )− δ/W )nˆx,k,σ
− tcˆ†x,k,σ cˆx+1,k,σ
]
+ Hˆint .
(2)
The hybrid-space model is sketched in Fig. 1(b). Not
taking Hˆint into account, Eq. (2) can be understood as a
set of uncoupled 1d chains, which are labeled by quasimo-
mentum k. There is an additional cosinusoidal potential
depending on k, a superlattice.
In the case of a strictly 1d charge pump, W = 1, the
topology of the Hofstadter bandstructure manifests itself
by an integer-quantized amount of charges transported
in each adiabatic pump cycle δ → δ + 2pi [12].
In hybrid space, the onsite Hubbard repulsion becomes
delocalized over each ring,
Hˆint =
U
2
∑
x,y
cˆ†x,y · cˆx,y
(
cˆ†x,y · cˆx,y − 1
)
=
U
2W
∑
x
∑
k,p,q
cˆ†x,k · cˆx,p × cˆ†x,q · cˆx,k+q−p
− U
2
∑
x,k
nˆx,k
=:UdHˆint,d + UoHˆint,o ,
(3)
where we use spinor operators, cˆ = (cˆ↑, cˆ↓)T to simplify
the notation. In the last line, we split the interaction
into two parts: Hˆint,d contains contributions that are di-
agonal in the hybrid-space indices x, k. All remaining,
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FIG. 2. Sketch of the parameter space created by splitting
the interaction term according to Eq. (3). At Uo = 0, the
interaction is onsite in the hybrid-space representation, such
that the system consists of uncoupled Hubbard chains with
a periodic potential. For the 1d model, there is a critical
interaction strength Uc,1d, where the Chern number changes
from C = 2 to C = −1 [20]. Due to the prefactor in Eq. (4),
we obtain a factor of W for the critical value of Ud. When
we fix U = Ud = Uo, we recover the original 2d Hubbard
interaction. Note that both Hˆint,d and Hˆint,d + Hˆint,o are
positive semidefinite, however Hˆint,o is not. Therefore, the
interaction can be attractive for Uo > Ud, which we do not
consider in this paper.
off-diagonal terms are grouped in Hˆint,o, which is delocal-
ized over each ring. Note that terms proportional to the
total particle number
∑
x,k nˆx,k only shift the chemical
potential and can be neglected when the particle num-
ber is fixed by the numerical method. Explicitly, the
interaction terms take the following form,
Hˆint,d :=
1
2W
∑
x,k
nˆx,k(nˆx,k − 1) , (4)
Hˆint,o :=
1
2W
∑
x,k
( ∑
p,q
(1− δk,pδk,q)cˆ†x,k · cˆx,p
× cˆ†x,q · cˆx,k+q−p − (W − 1)nˆx,k
)
.
(5)
The term Hˆint,d looks like the normal Hubbard interaction,
scaled by W−1. This term thus corresponds to the 1d
interaction in a charge pump as Ud = W U1d.
The parameterization of Eq. (4) allows us to relate
1d charge pumps with interactions (Uo = 0, Ud > 0) to
the interacting 2d Hofstadter model (Ud = Uo > 0), as
sketched in Fig. 2. In this figure, these limiting cases
are represented by the blue and orange lines. Note that
while both Hˆint = Hˆint,d + Hˆint,o and Hˆint,d are positive
semidefinite, Hˆint,o is not. Thus, for Uo > Ud, the interac-
tions can become attractive and we do not consider this
case in this paper.
As shown in Fig. 2, there is a topological phase tran-
sition from Chern number C = 2 to C = −1 for Uo = 0
4and a critical interaction strength Ud = W Uc,1d, corre-
sponding to uncoupled 1d superlattice chains. We studied
this 1d phase transition in the context of charge pumps
in a previous paper [20]. We expect weakly-interacting
systems with parameters Ud, Uo W · Uc,1d to be adia-
batically connected to the free model, and thus to have
Chern number C = 2.
For the strongly-interacting 1d charge pump with Chern
number C = −1, both bulk and spin gaps vanish for cer-
tain values of the pump parameter [20]. This corresponds
directly to the gap closing in the ionic Hubbard model
[22, 25]. While the system remains insulating, i.e., the
charge gap remains open, the topological quantization
could, in principle, break down as perturbations are added.
Here, we want to find out whether the C = −1 phase
obtained in the 1d limit, Ud > W Uc,1d, also exists with
2d interactions, 0 < Uo ≤ Ud.
III. METHODS AND OBSERVABLES
A. Methods
All numerical results presented in this paper are ob-
tained using the density-matrix renormalization-group
(DMRG) algorithm [50, 51]. We employ a single-site vari-
ant [52] of this algorithm, as implemented in the SyTen
toolkit [53, 54]. DMRG is a method for 1d systems, how-
ever, one can map Eq. (2) onto a W × L sites-long 1d
chain. Any lattice site, labeled by x and k, is mapped
onto a position i via i = W · x + k in a matrix-product
state (MPS). This mapping introduces long-range cor-
relations in the 1d description, generally increasing the
computational cost exponentially in W [55].
In DMRG, we enforce the conservation of particle num-
ber U(1) and spin SU(2) symmetry. Furthermore, we use
the k labels introduced in Sec. II A to fix the Zw sym-
metry sector of total quasimomentum along the y-axis.
For all parameters considered, the lowest energy state is
in the K :=
∑
x,k k〈nˆx,k〉 = 0 (mod W ) sector. We fix
particle density to ρ := N/(WL) = 2/3 and total spin to
be S = 0.
Large bond-dimensions m of the MPS are required
for convergence, especially with off-diagonal interactions,
Uo  t: We use mSU(2) = 8, . . . , 12×103 which would cor-
respond to mU(1) = 2, . . . , 10× 104, when only enforcing
the Abelian spin Sz symmetry.
Computing the error of a DMRG result can be more
expensive than the ground-state search itself. We use the
two-site variance of the Hamiltonian var2(Hˆ) as a measure
of DMRG convergence [56]. Especially for 2d models, this
approximation is much cheaper than computing the full
variance. However, var2(Hˆ) is still too expensive for
the largest systems and bond-dimensions used here and
in those case, we rely on studying the observables as a
function of bond dimension.
Studying short L = 12 systems of width W = 3 with
bond dimensions up to mSU(2) = 4000, we find a strong
dependence of var2(Hˆ) on system parameters. In many
cases, mSU(2) = 500 is sufficient to reach var2(Hˆ) <
10−6t2, but there are also parameters for which mSU(2) =
4000 only yields var2(Hˆ) < 10
−3t2. Extrapolating the
energy in var2(Hˆ) [56], it seems that for these models and
parameters, the error in the energy is on the same order as
the two-site variance, EDMRG − Eexact = O(var2(Hˆ)/t).
Since we use much higher bond dimensions for longer
systems, we are confident in the accuracy of our results
for narrow cylinders W = 2, 3. For the largest cylinders
of width W = 5, 6, errors are certainly larger and in
these systems, we might not capture the position of the
topological phase transition accurately. However, we can
still find phases with different signs of χHall, consistent
with data for narrow systems.
To access the quality of the numerical data, we compare
DMRG results for different initial states and different pa-
rameters. In particular, we apply a weak linear potential
V , as described below in Sec. III B, and verify the linear
behavior of Egs(V ), see Appendix B.
In Sec. V, we also compute the energy of the ferromag-
netic state, S = N/2. Due to the Pauli principle, double
occupation is prohibited both in real and hybrid space.
Therefore, both 〈Hˆint,d〉 and 〈Hˆint,d + Hˆint,o〉 vanish and
it is sufficient to solve the noninteracting Hamiltonian,
which does not require DMRG.
B. Hall current
In the first part of this section, we describe our setup for
computing the Hall response and define the observables.
Then, we show how these measurements can be related
to topological quantization for simulations performed in
finite-size systems.
We use a method to compute the Hall conductivity,
which could very similarly be realized in experiments
with cold atoms. In order to probe the Hall current, we
add a weak (V  t) linear potential to the Hamiltonian.
The potential is constant along the y (equivalently: k)
direction and increases linearly along the x direction,
Vˆ = V
∑
x,k,σ
x nˆx,k,σ . (6)
This corresponds to a constant electric field along the
x-direction. We can apply Vˆ exactly adiabatically by
performing consecutive ground-state DMRG runs for dif-
ferent field strengths V .
Eventually, we are only interested in the limit V → 0 in
order to stay in the regime of a linear Hall response [57].
In our simulations, we consider 5 to 10 different values of
V in the range 0 ≤ V ≤ 0.1, . . . , 1× 10−2t and fit a linear
function to the computed currents. A larger number of
different potential strengths improves our estimate of the
fit’s accuracy. The range of V for which a linear behavior
is observed depends on the size of the system and the
many-body gaps.
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FIG. 3. Response to a potential gradient Vˆ in hybrid space.
We show the system at a short time τ t = 0.2 after switching
on a potential gradient of strength V = 0.01t: We use a
time-dependent simulation for this illustration as there are
no currents along the x direction in the ground state on a
cylinder. Data are shown for the bulk of a noninteracting
system of size W = 9, L = 60, with twist angle δ = 0.2pi.
The size of an arrow indicates the amplitude of the particle
current in the x direction, the size of the circles encodes the
occupation number 〈nˆx,k〉 on a lattice site. Colors indicate
the particle number difference compared to before the quench,
∆n = 〈nˆ(τ)〉− 〈nˆ(0)〉. Note that in the free model, the hybrid-
space legs are uncoupled and the current 〈jˆy(x, k)〉 appears
as a quasi-momentum k dependent polarization along the x
direction.
The cylindrical geometry sketched in Fig. 1(a) allows for
persistent ground-state currents along the rings. Taking
the twist angle δ and anisotropic tunneling rates into
account, we can express the intra-ring current as
jˆy(x) :=
ity
W
∑
y,σ
e2piiαx−iδ/W cˆ†x,y,σ cˆx,y+1,σ + H.c.
=
2ty
W
∑
k,σ
sin(2pi(αx+ k/W )− δ/W )nˆx,k,σ .
(7)
Note that in the hybrid-space representation, jˆy is a sum of
operators acting on a single site. This is related to the fact
that the legs in the free hybrid-space Hamiltonian given
in Eq. (2) are not coupled. The Hall-current response to
V 6= 0 is thus due to a polarization along the direction of
the potential gradient, which depends on k and x. This
is sketched in Fig. 3: In response to a weak potential Vˆ ,
which is switched on instantaneously, particles hop along
the x direction in such a way that a Hall current 〈jˆy〉 as
defined in Eq. (7) is created. We choose a quench for
Fig. 3 because there are no currents along the x direction
in the ground state of an open system.
We define the linear Hall response to a weak potential
gradient as
χHall := 2pi ∂V
〈
jˆy(x)
〉
x∈bulk
∣∣∣∣
V→0
, (8)
where we restrict the average to rings in the bulk of the
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FIG. 4. Dependence of the Hall susceptibility on the twist angle
δ. Data are shown for a narrow cylinder of W = 3 and L = 24.
χHall is extracted from a linear fit as the potential Vˆ is applied
adiabatically. The Hall response χHall depends strongly on the
twist angle δ and interaction parameters. Only the δ average is
integer quantized: The dashed lines indicate the corresponding
averages and assume integer values up to finite-size effects,
which are on the order of 10−3. We observe that for each
parameter combination of Ud and Uo, the response χHall has
the same sign for all values of δ.
cylinder. In most cases, we find it sufficient to ignore 3 or
6 rings on either end of the cylinder, in order to observe
bulk behavior.
1. Quantized Hall response
The Hall response defined in Eq. (8) can be computed
in any interacting, finite-size system, but does not take
integer values, which one would like to see for topologically
quantized systems.
To define the Chern number for a finite, interacting
model, one usually employs twisted boundaries for both
spatial dimensions to define the Berry curvature on the
parameter space of twist angles [49]. This approach is com-
monly used with numerical methods to compute exactly
integer-quantized Chern numbers from a finite number
of finite-size ground states [58]. Previously, we have also
used this method in the limit of 1d systems [20].
To recover the integer quantization of the Hall response
χHall, we need to average over the twist angle δ
〈χHall〉δ = C ∈ Z . (9)
We show the dependence of the Hall response χHall
on the twist angle δ for different interaction strengths in
Fig. 4. The amplitude of χHall depends strongly on δ for
the narrow width W = 3 considered here. Computing the
average over δ, we recover integer values for 〈χHall〉δ, up
to a precision of 5 · 10−3. We found a discrepancy of the
same order when studying finite, open chains of similar
length L [20].
Compared to the method by Fukui et al. [58] to numeri-
cally integrate the Berry curvature, our δ average does not
6give integer values by design. Instead, we may converge
to a integer as the number of samples and the system size
increases. We expect this to happen if and only if the
system is in a topologically nontrivial, insulating phase.
IV. HALL CONDUCTIVITY IN THE S = 0
GROUND STATE AT ρ = 2/3
In this section, we study the adiabatic Hall response
χHall to a weak gradient Eq. (6) for different parameters
of the model Eq. (2). We restrict the DMRG ground-state
search to the spin-singlet sector, S = 0.
This section is structured as follows: In Sec. IV A,
we reproduce the 1d topological phase transition [20].
Specifically, we run simulations for width W > 1, but
fix the off-diagonal interaction strength to Uo = 0. In
Sec. IV B, we extend the parameter space to Uo ≤ Ud, but
restrict ourselves to width W = 2. Finally, in Sec. IV C,
we present data for wider cylinders and Uo 6= 0, and
discuss how critical interaction strengths scale with the
width.
A. Quasi 1d limit Uo = 0
For Uo = 0, Eq. (2) can be interpreted as a series of
W uncoupled 1d superlattices with different superlattice
phases δ. In this section, we verify that computing χHall
reproduces the topological transition that we discussed in
a previous paper [20]. Unlike for chains, we do not keep
particle numbers on each leg fixed individually, which
could in principle yield a different behavior.
In Fig. 5, the Hall conductivity for a cylinder of width
W = 2 is shown for various interaction strengths Ud and
twist angles δ. We find that the Hall conductivity depends
both on the twist angle δ and the interaction strength Ud.
The average 〈χHall〉δ shown in gray assumes the quantized
values C = 2 (C = −1) for weak (strong) interactions.
We cannot resolve the topological transition accurately
due to the short length of the simulated systems.
For most values of δ, the Hall response crosses
χHall(Ud) = 0 continuously at the topological transition.
Even though the susceptibility is not quantized in a sin-
gle, finite-size system, we can observe the change of sign
and amplitude of χHall associated with the topological
transition from a single twist angle δ. The exception are
values close to δ = 0, for which χHall diverges. We discuss
this in the next section.
1. Divergence at the phase transition
Without twist angle, δ = 0, and for Uo = 0, the k = 0
leg corresponds to the AB2 ionic Hubbard model [21, 23,
32]. This 1d model exhibits two phase transitions as a
function of the interaction strength: from a band insulator
(BI), to a spontaneously dimerized insulator (SDI), to a
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FIG. 5. Hall response for an adiabatically applied potential Vˆ
for W = 2. Data are shown without off-diagonal interaction
terms, i.e., Uo = 0. Therefore, we expect to observe the
topological transition known from 1d systems at Ud ≈ W ·
8t. The thin colored lines represent data for different twist
angles δ ∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} × pi. The
dashed, black line is the average over these δ values. Close
to the 1d quantum phase transition for δ = 0 at Ud ≈ 16t,
the conductivity diverges, such that an extrapolation in L
is necessary, see Fig. 6. The χHall axis is logarithmic for
|χHall| > 1 in order to emphasize the values between χHall =
C ∈ {−1, 0, 2} and the behavior close to the transition.
correlated Mott insulator (MI) [22]. For the parameters
chosen in this paper, we cannot resolve both transitions
because the critical values of the interaction strength Ud
are very close to each other and much longer systems
would be required [20].
In the intermediate SDI phase, different dimer orienta-
tions create a two-fold ground-state degeneracy [22]. For
the ionic Hubbard model, this causes a diverging electric
susceptibility [25, 59], due to the different center-of-mass
(COM) positions of both dimer configurations. In the
hybrid-space representation, the different COM positions
along the x direction for fixed quasimomentum k = 0
correspond to different currents 〈jˆy〉, see Eq. (7).
In Fig. 6, Hall currents close to the topological transi-
tion are shown for different system lengths. To reduce the
numerical cost, results are computed for W = 2. However,
since the divergence of 〈jˆy〉 is only due to the k = 0 leg,
increasing W should not make a qualitative difference
when the legs are uncoupled at Uo = 0.
We find that for longer cylinders, the interaction
strength Ud at which χHall = 0 approaches the critical
value W · Uc,1d ≈ 16t from below. The diverging Hall
response indicates a discontinuity in 〈jˆy〉 for L→∞.
B. Thin cylinder limit
In order to study a broad range of interaction strengths
Ud, Uo, we choose a width of W = 2, which is the easiest
to study numerically. In the real-space representation,
the case of W = 2 seems to be special: If there are only
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FIG. 6. Finite-length dependence of the Hall current close to
the topological phase transition. Data are shown for W = 2 at
Uo = 0 and δ = 0 for L ∈ {18, 24, 30, 36, 42, 48, 54, 60}. Unlike
for other plots, we do not perform a linear fit of χHall because
the response can be nonlinear close to the transition. Here,
we compute the Hall current as ∆jy := jy(V )− jy(0), where
jy = 〈jˆy〉 is computed for ground states and V = 2.8 · 10−3t.
For L → ∞, the Hall current diverges and changes its sign
at the phase transition Ud ≈ 16t, where the 1d superlattice
model exhibits a spontaneously dimerized phase. For other
twist angles δ, the response χHall does not diverge, but crosses
through zero continuously, as shown in Fig. 5.
two legs, a particle cannot move around the “cylinder”,
thus all complex tunneling rates vanish and there is no
flux, cf. [60],
HˆW=2 =
∑
x,y
[(
− ty cos(2piαx− δ/2)cˆ†x,y · cˆx,y+1
− tcˆ†x,y · cˆx+1,y + H.c.
)
+ Hˆint
]
.
(10)
However, we argue that this is rather due to the chosen
basis: in the hybrid-space representation in Eq. (2), there
are no complex phases or tunneling along the y direction,
anyway. We discuss the effect of a larger width in the
following Sec. IV C.
Figure 7 shows the Hall conductivity for various inter-
action strengths Ud and Uo. We find that the C = −1
phase extends to the region Uo > 0 for strong interactions
Ud > 16t, depicted by the blue region. As we further
increase Ud, the C = −1 region becomes larger, such
that it approaches the Hubbard-Hofstadter limit on the
diagonal, at Ud = Uo.
The data in Fig. 7 are averaged over 10 values of the
twist angle δ. This is not necessarily sufficient to verify
integer quantization, as one can see by the slight variations
in color. However, as the quantization is topological, it
suffices to verify integer values for single combinations of
interaction strengths Ud and Uo, as shown in Fig. 4.
The gray line in Fig. 7 shows our estimate of the phase
boundary between C = −1 and C = 2 phases. Up to
U = Ud = Uo = 60t, the Hofstadter-Hubbard model
seems to remain in the C = 2 phase, which is adiabati-
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FIG. 7. Topological phase diagram as a function of interac-
tion strengths for W = 2. The horizontal cut at Uo = 0,
corresponding to the 1d model, is shown in Fig. 5. We find
that the C = −1 phase extends to finite values of the ring-
wise interactions Uo. For large Ud, the topological transition
approaches the diagonal Ud = Uo. However, the Hofstadter-
Hubbard model (Ud = Uo) remains in the C = 2 phase, which
is adiabatically connected to the band insulator, for all inter-
action strengths considered. A cut of this plot at Ud = 40t
is shown in Fig. 11. The gray line indicates the topolog-
ical phase transition, it is estimated from the shown data
set. Data are shown for L = 30, W = 2 and averaged over
δ ∈ {0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8} × pi. We have
computed χHall for the parameters indicated by gray dots, in
between those points, we use an interpolation for visualization
purposes.
cally connected to the free model. This result indicates
that there is a topological phase transition between inter-
acting 1d charge pumps and the interacting 2d Hofstadter
Hubbard model.
C. Transition in wider cylinders
As stated in Sec. IV B, the case of W = 2 seems to
be different from wider cylinders. While we expect the
C = −1 phase to exist in the quasi-1d limit (Uo = 0)
for any system size, the required interaction strength Ud
is proportional to the width W due to the prefactor in
Eq. (4). Thus, the C = −1 phase might not exist in the
2d thermodynamic limit.
In Fig. 8, we show the boundary of the C = −1 phase
for Uo < Ud at widths W = 2, 3, 4, 5, 6. The data are
obtained from a single value of δ = pi such that we can
measure the sign of the response, but χHall(δ) is not
quantized, cf. Fig. 5.
We observe that the shape of the phase boundary
changes with width: For W ≥ 4, there exist regions
of C = −1 at smaller Ud than what we would expect from
scaling up W = 2 data, i.e., Ud,c(Uo > 0) < W Uc,1d.
The data in Fig. 8 might indicate that parts of the
phase boundary do not change with W . Close to Ud =
25t, Uo = 15t, there might be a point where the phase
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FIG. 8. Topological transition for different widths. The
colored regions indicate the C = −1 phase, the lines are
guides to the eye. Parameters in the gray region, Uo > Ud
have not been considered for this plot. For Uo = 0 the critical
interaction strength Ud,c scales proportional to W , for finite
Uo the dependence on width decreases. Data were obtained for
length L = 30. For W = 2, we use data from Fig. 7, averaging
10 twist angles δ, results for wider cylinders were computed
only for δ = pi.
boundaries for W = 2, 3, 4 coincide. However, we could
not obtain reliable data for W = 5, 6 to confirm this obser-
vation. If any part of the phase boundary is independent
of the width, the C = −1 phase will also exist in the 2d
thermodynamic limit for finite Ud and Uo.
V. FERROMAGNETIC GROUND STATE
In the previous Sec. IV, we have restricted the DMRG
algorithm to the S = 0 spin-singlet symmetry sector. The
singlet is the lowest energy state, both for the 1d super-
lattices [20] and for the 2d Hofstadter-Hubbard model.
However, for a region between both models, the ferromag-
netic S = N/2 sector is the lowest in energy.
A. Width W = 2
In Fig. 9, we show the energy difference between the
ground-state energy in the ferromagnetic (FM) sector
EFM and the lowest energy spin-singlet state ES=0. De-
picted by the blue region, there exists a FM region for
strong interactions Ud & 40t and finite, but smaller inter-
action strength 0 < Uo < Ud. Deep in the red, spin-singlet
(blue, FM) region, the energy increases (decreases) mono-
tonically as a function of total spin S. At the boundary,
energy sectors with 0 < S < N/2 can be energetically
favorable. The precise position of EFM = ES=0 also
depends on the twist angle δ.
In Fig. 9, we also show the gray line depicting the
topological phase boundary from Fig. 7. The region with
the FM ground state lies entirely inside the C = −1 phase.
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FIG. 9. Energy difference between the lowest energy ferro-
magnetic state and the ground state in the spin-singlet sector.
The spin singlet is the true ground state both for the 1d super-
lattice model and the 2d Hofstadter model. Data correspond
to the systems shown in Fig. 7, the gray line indicates the
topological transition that we show in that plot. The gap is
averaged over twist angles δ and computed for L = 30 and
W = 2 for the interaction parameters indicated by the gray
dots. The shading is interpolated for visualization purposes.
For a FM state, we would indeed expect a Chern number
C = −1: Double occupation is prohibited by Pauli’s
principle, both in real space and hybrid space. Therefore,
both 〈Hˆint,d〉 and 〈Hˆint〉 = 〈Hˆint,o + Hˆint,d〉 vanish, and
the spatial component of the wave function equals that
of free, spinless fermions. A single species of fermions
at particle density ρ = 2/3 would occupy the lowest
two bands of the Hofstadter model, such that the total
Chern number would be the sum of the lowest two bands,
C = 1− 2 = −1.
B. Existence for wider cylinders
In Fig. 10, we show how the extent of the FM ground
state changes for wider cylinders. The boundary does
not seem to change significantly as the system gets wider.
Some fluctuations have to be expected, because the bound-
ary also depends on the twist angle δ and going to larger
W effectively changes δ.
This result seems to indicate that the FM phase also
exists for large systems at finite Ud and Uo. If the appear-
ance of the FM phase is related to the fact that we observe
C = −1 in the spin-singlet state, this would suggest that
the C = −1 phase also exists for larger systems at finite
Ud when Uo > 0.
We note that DMRG tends to overestimate the extent
of the ferromagnetic ground state in the Uo, Ud diagram,
especially for wide cylinders: The energies ES=0 are an
upper bound to the true value, while we compute EFM
numerically exactly.
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FIG. 10. Region with a ferromagnetic ground state for different
widths. The shaded region indicates where the ferromagnetic
state is lower in energy than the spin singlet, i.e., the blue
area in Fig. 9. The lines are only guides to the eye, error
bars indicate the step size used for the interaction strength Uo.
Data are shown for L = 30, δ = pi, except for W = 2, which is
averaged over 10 values of δ as in Fig. 9. The boundaries do
not seem to change strongly when going to wider systems. We
expect the dependence on W to be smaller, when an average
over the twist angle δ is also taken into account.
VI. SUMMARY
We studied the fermionic Hofstadter model numerically
on a cylinder, in a hybrid-space representation. We con-
sidered tuneable interactions such that on-site repulsion
in hybrid space (1d superlattice limit) and on-site repul-
sion in real space (2d Hubbard-Hofstadter limit) are the
limiting cases. This parameterization allows us to con-
nect interacting 1d charge pumps to interacting 2d Chern
insulators.
For weak interactions, the 1d and 2d models are adi-
abatically connected to the same free model, thus, they
exhibit the same topological properties. The 1d model is
known to undergo quantum phase transitions for strong
interactions [21–32], changing its topological properties
[20, 35].
In the quasi-1d case, where the hybrid-space legs are
uncoupled, we reproduced the interaction-driven topolog-
ical transition from a C = 2 topological insulator to one
with Chern number C = −1. Depending on system size,
averaging the Hall currents over twisted boundaries may
be necessary to show topological quantization.
The interacting C = −1 insulator is robust under
changes of the interaction strength. In our parameter-
ization, it almost reaches the 2d Hubbard-Hofstadter
limit. We verified the existence of the interacting C = −1
phase for numerically accessible cylinder widths W ∈
{2, 3, 4, 5, 6}, and found that it extends to larger param-
eter regions than we would expect from scaling up data
for W = 2.
We computed the Hall response directly by applying a
weak potential gradient adiabatically. Similar setups have
already been realized in experiments with ultracold atoms
[8, 9, 41]. We showed that we can measure an integer-
quantized Hall response even for strongly-interacting sys-
tems. Our approach relies on periodic boundaries along
the width of the system, which may be realizable in syn-
thetic dimensional lattices [61]. However, weak quenches
in open systems should yield similar results.
We also observed a region between 1d and 2d Hubbard
interaction, where a ferromagnetic (FM) state is lower
in energy than the spin-singlet sector. This region lies
entirely inside the C = −1 phase. We showed that the
FM phase exists for all widths considered. The phase
boundary does not seem to depend strongly on the width
W , indicating that the FM phase is robust for larger
systems. A FM ground state necessarily has Chern num-
ber C = −1, due to the bandstructure of the Hofstadter
model. This may indicate that the C = −1 phase in the
spin-singlet symmetry sector is related to the FM ground
state. Putting this observation onto firmer grounds is left
for future research.
The family of models studied in this paper is clearly
motivated from theoretical considerations. However, tune-
able on-site and leg-wise interactions can be realized in
synthetic-dimensional lattices [62]. While our results show
that two-leg ladders suffice to observe a topological tran-
sitions, further research on more readily realizable models
is necessary.
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Research Unit FOR 2414 under project number 277974659.
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Appendix A: Additional plots of Hall response
In this section, we show plots for the Hall conductivity
χHall, complementary to Fig. 5 and Fig. 7 in the main
text. In Fig. 11, we show a cut through Fig. 7 for finite
Uo ≥ 0 and fixed Ud = 40t. We observe the topological
phase transition from C = −1 to C = 2 close to Uo = 36t.
The sign of the response χHall does not depend on the
twist angle δ, except close to the transition, where a finite-
size extrapolation would be required, cf. Sec. IV A 1. The
errors of the fits are larger than in Fig. 5 because the
increased number of terms in Hˆint,o makes the problem
numerically harder.
We show a plot for the Hall response in the quasi-1d
case, when Uo = 0, in Fig. 12. This plot corresponds
to Fig. 5, but for width W = 3, which is commensurate
with the magnetic unit cell at α = 1/3. As expected,
we observe the transition from C = 2 to C = −1 at
Ud ≈ 8Wt. We cannot resolve the behavior of χHall at
the phase transition for δ ≈ 0. For other values of δ, the
error of χHall is small and the curves are smooth, even at
the point where χHall changes sign. In the quasi-1d case,
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FIG. 11. Hall response for a cut through Fig. 7 at Ud = 40t.
Thin, colored lines show the fitted value of χHall, the corre-
sponding shaded regions indicate the uncertainty as measured
by the cost of the fit: Higher cost corresponds to less linear
behavior of 〈jˆy〉(V ), due to numerical errors and finite-size
effects. Errors are larger than in Fig. 5, because the terms
of Hˆint,o greatly increase the numerical complexity. The av-
erage over all δ values is shown as dashed, black line. It
takes the value χHall = −1 up to Uo = 30t and χHall = 2
for Uo & 37t. Data are show for W = 2, L = 30, δ ∈
{0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8} × pi. Greater numerical
precision and more samples would be required to show integer
quantization. The χHall axis is logarithmic for |χHall| > 1, in
order to suppress the outliers for δ = 0, see Sec. IV A 1, and
to focus on the topological transition.
the Hall response for systems of different widths can be
related via
χHall(2W, δ, 2Ud, Uo = 0) =
[
χHall(W, δ, Ud, Uo = 0)
+ χHall(W, δ + pi, Ud, Uo = 0)
]
/2 . (A1)
We verified this relation numerically with simulations for
width W = 6.
Appendix B: Energy based filtering
As described in Sec. III A, estimating the error of
DMRG results is generally difficult, especially for ob-
servables other than the energy. We are primarily con-
cerned with errors of the Hall current 〈jˆy〉: We compute
the current for 5 to 10 values of the linear potential
0 ≤ V ≤ 10−2t. The difference of measured currents
〈jˆy(V + ∆V )〉 − 〈jˆy(V )〉 is thus on the order of 10−3t,
such that slight convergence issues can drastically affect
the quality of the results. This section describes our
method to control the convergence of DMRG simulations.
When studying numerically challenging system sizes,
we use a method to filter DMRG results, which were
obtained for different strengths of the linear potential V .
Since V  t is small and Vˆ is positive semidefinite, we
assume a linear response in energy, Egs(V ) = Egs(0)+c V ,
for some non-negative number c. DMRG is a variational
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FIG. 12. Hall conductivity across the quasi-1d phase tran-
sition, when Uo = 0, for W = 3, L = 24. The
thin colored lines are data for different twist angles δ ∈
{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1} × pi. The dashed,
black line is the average over these values of δ. Close to the
1d quantum phase transition for δ = 0 at Ud ≈ 8tW , the con-
ductivity diverges such that an extrapolation in L is necessary,
see Fig. 6. The χHall axis is logarithmic for |χHall| > 1, in
order to suppress outliers for δ = 0, see Sec. IV A 1, and to
focus on the topological transition.
method and therefore, we can estimate the true ground-
state energy Egs(V ) by fitting a lower, linear envelope to
the numerical data.
In Fig. 13, we show such fits for different twist an-
gles δ. We then ignore data from DMRG states, which
have energies above the fit, by some threshold. The plot
only illustrates the method rather than showing its result
because the threshold is too small to see all discarded
states.
The data for Fig. 13 are obtained by reusing previous
MPS: To compute a state for V +∆V , we use the truncated
MPS for a potential of strength V as the initial state.
However, multiple runs with different random states for
V = 0 and different step sizes ∆V have been used.
Appendix C: Quench dynamics
In Sec. IV, we compute the Hall response χHall adia-
batically, meaning that we perform DMRG sweeps for
each value of the potential strength V . Numerically, this
is a rather cheap approach, requiring data for only a few
values of V to obtain quantitative results.
In an experiment, it might be easier to prepare the
ground state for V = 0 and to observe its evolution upon
quenching a weak potential 0 6= V  t. In Fig. 14, we
show that the change of the Chern number can also be
measured in such quench experiments. While the system
size shown in Fig. 14 is too small to observe quantization,
both the sign and the amplitude of χHall change as the
interaction strength crosses the critical value Ud ≈ 24t.
We show data for a single twist angle δ, since averaging
over twist angles might not be possible in experiments,
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FIG. 13. Filtering DMRG results by comparing variational
energies. The data are shown for L = 12, W = 6, Ud =
18t, Uo = 0. Markers represent variational DMRG results for
different values of twist angle δ. The lines are a linear fit to
the lower envelope of the DMRG data. Markers with gray
outline lie above the fit by some threshold δE , and are thus
discarded. In this plot, we choose δE ≈ 10−4t, such that only
extreme outliers can be seen with the bare eye.
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FIG. 14. Time-dependent response of the Hall current 〈jˆy〉
after quenching a linear potential from V = 0 to V = 0.02t.
The data are shown for L = 18, W = 3, δ = 0, Uo = 0 for
different interaction strengths Ud. We average the current
over time τ to suppress oscillations. The gray, horizontal
lines indicate values for C ∈ {−1, 0, 2}. For a finite system
size, we would have to average over several twist angles δ in
order to observe quantization and the topological transition
at Ud ≈ 24t. However, there is a change of the sign and
amplitude of 〈jˆy〉 as we cross this transition. We restrict the
simulation time to τ t ≤ 10 for small and large Ud, because
there was no ambiguity in the sign of 〈jˆy〉.
either.
In order to probe the regime of linear response, we
switch on a weak potential t  V > 0, such that the
state remains “close” to the ground state. Therefore,
the entanglement entropy does not increase strongly, and
rather long times τ t > 10 can be reached at small bond
dimensions.
The data in Fig. 14 is obtained using a single-site variant
of the TDVP algorithm [63, 64]. We use a step size of
∆τ t = 0.1 and fix the bond dimensions at mSU(2) = 3000.
We verify the results up to τt = 10 by comparing with
other simulations: There is good agreement with the two-
site TDVP method and with the result of simulations
performed with ∆τ t = 0.05 as well as mSU(2) = 5000.
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