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a b s t r a c t
A cop–robber guarding game is played by the robber-player and the cop-player on a graph
G with a partition R and C of the vertex set. The robber-player starts the game by placing
a robber (her pawn) on a vertex in R, followed by the cop-player who places a set of cops
(her pawns) on some vertices in C . The two players take turns in moving their pawns to
adjacent vertices in G. The cop-player moves the cops within C to prevent the robber-
player from moving the robber to any vertex in C . The robber-player wins if it gets a turn
to move the robber onto a vertex in C on which no cop situates, and the cop-player wins
otherwise. The problem is to find the minimum number of cops that admits a winning
strategy to the cop-player. It has been shown that the problem is polynomially solvable
if R induces a path, whereas it is NP-complete if R induces a tree. In this paper, we show
that the problem remains NP-complete even if R induces a 3-star and that the problem is
polynomially solvable if R induces a cycle.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Cops and Robbers is one of the classical pursuit-evasion games on graphs [1,5,6]. The cop–robber guarding game (guarding
game for short) is initiated by Fomin et al. [2,3] as a discrete version of the guarding-the-target problem. The guarding game
is specified as a (directed or undirected) graph G = (V , E) and a bipartition {R, C} of the vertex set V . The game is played
by two players, the robber-player and the cop-player, who have a robber and cops, respectively, as their pawns. The feature
of the game is that the entire graph consists of two induced subgraphs, the robber-region G[R] and the cop-region G[C]. The
aim of the cop-player is to prevent the robber-player from moving the robber onto G[C] from G[R]without being caught.
The robber-player and the cop-player take alternating turns. In the first turn, the robber-player places a single robber on
a vertex in R. In the second turn, the cop-player places c cops on some vertices of C (possibly more than one cop on the same
vertex). In each turn with an odd number, the robber-player leaves the robber at the current vertex or moves the robber to
one of the neighboring vertices, and in each turn with an even number, the cop-player moves the c cops in such a way that
each of the c cops stays at its current vertex or moves to one of the neighboring vertices in C (no cop is allowed to move
to a vertex in R). A robber cannot go to a vertex of C with a cop on it. We say that a cop on vertex v guards the vertex v (as
the robber cannot move onto v). We assume that both players know the positions of the cops and the robber in G at any
moment of the game.
We say that the robber-playerwins if it can (at some turn) move the robber onto a vertex in C with none of the c cops on
it. Otherwise (if the cop-player can forever prevent the robber-player to win) we say that the cop-player wins the game.
The guarding problem is, given a graph G with partition {R, C}, to compute a minimum set of cops that allows the cop-
player to have a strategy to guard the region C against all possible strategies by the robber-player. We assume that G[R] is
connected since each component of G[R] can be treated separately to solve the problem.
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Fomin et al. [2,3] derived complexity results on the problem for several special structures of graph G[R]. Among them,
they proved that the problem is NP-hard even if G[R] is a tree, and that the problem is polynomially solvable if G[R] is a path
by establishing a reduction to a path covering problem. However, the complexity of the case where G[R] is a cycle was not
known, as posed as an important open problem in [3], which reports a 2-approximation algorithm for the cycle case. This
paper shows that the guarding game remains NP-complete even if G[R] is a 3-star (a star with exactly 3 leaves), and that the
cycle case can be solved by a method based on a min–max formula between path coverings and antichains.
The paper is organized as follows. Section 2 gives a proof of the NP-completeness for the case where G[R] is a 3-star.
Section 3 reviews a min–max formula between path coverings and antichains, and introduces a ‘‘periodic strategy" by the
cop-player. Section 4 gives a polynomial-time algorithm for determining the minimum number of cops to guard the region
C . Finally Section 5 makes some concluding remarks.
2. NP-completeness for 3-star protected region
For two subsets X, Y of vertices in a directed (resp., undirected) graphG, let E(X, Y ) denote the set of directed edges (x, y)
from x ∈ X to y ∈ Y (resp., edges (x, y) joining x ∈ X and y ∈ Y ). For a (directed or undirected) graph G, let V (G) denote its
vertex set, and G[X] denote the graph induced from G by a subset X ⊆ V (G).
The guarding game is shown to be NP-complete even if G[R] is a star by a reduction from the set cover problem [2,3]. We
show that it remains NP-complete even if G[R] is a 3-star, i.e., a star with exactly 3 leaves, which indicates that the guarding
game is NP-complete even if the maximum degree of vertices is bounded by 3.
Theorem 1. The guarding game is NP-complete even if G[R] is a 3-star.
Proof. Since the decision version of the guarding game belongs is in the class NP [2,3], it suffices to give a polynomial
reduction from a NP-hard problem to the guarding game. For this, we use 3-Dimensional Matching (3DM) [4], which is
described as follows. Instance: SetM ⊆ X×Y×Z , where X , Y and Z are disjoint sets having the same number q of elements.
Question: Does M contain a matching, i.e., a subset M ′ ⊆ M such that |M ′| = q and no two elements of M ′ agree in any
coordinate?
Given an instance I = (X, Y , Z,M = {a1, a2, . . . , a|M|}) of 3DM, we construct an instance G = (R∪ C, E) of the guarding
game by creating a 3-star Si for each ai ∈ M and joining the leaves of 3-stars Si to one of the leaves of the 3-star G[R]
(see Fig. 1). Formally, G[R], G[C] and E(R, C) are given as follows. Let
R = {v0, v1, v2, v3}, the set of edges in G[R] be {(v0, v1), (v0, v2), (v0, v3)},
W = {wi | i = 1, 2, . . . , |M|}, C = X ∪ Y ∪ Z ∪W ,
Si = {(wi, x), (wi, y), (wi, z)} for each ai = (x, y, z) ∈ M , the set of edges in G[C] be ∪ai∈MSi, and
E(R, C) = {(v1, x) | x ∈ X} ∪ {(v2, y) | y ∈ Y } ∪ {(v3, z) | z ∈ Z}.
We easily see that the reduction can be done in polynomial time.
Clearly, the cop-player needs at least q cops for the resulting instance G. We show that q cops suffice if and only if M
contains a matchingM ′ with |M ′| = q.
If such a matching M ′ exists, then the cop-player can protect G[C] by moving a cop on each 3-star Si, ai ∈ M ′. Assume
that the cop-player can protect G[C] with q cops. When the robber is on vertex v1, all the q cops must be on the vertices in
X . When the robber moves onto v0 from v1, the cop-player can move all the q cops on some vertices in W without losing
an optimal strategy for the cop-player. Note that no two cops share a vertex in W . Similarly for the case when the robber
moves onto v0 from vi, i = 2, 3. Now consider the situation that the robber is situated on vertex v0 and all the q cops are
on some vertices inW . When the robber-player moves the robber onto v1 (resp., v2 and v3), the cop-player must be able to
move the q cops on X (resp., Y and Z) with no cops on the same vertex. This means that the set of vertices in W on which
cops are placed give rise to a matchingM ′ with |M ′| = q. 
The construction also tells that the guarding game is NP-complete even if G[R] contains only three vertices that are
adjacent to vertices in C .
3. Cop strategy via path covering
We first reviewmin–max results on path coverings in digraphs. In a digraph, a vertex v is called reachable from (resp., to)
a vertex u if there is a directed path from u to v (resp., from v to u). A subset A of vertices is called an antichain if no vertex
in A is reachable to any other vertex in A. A set of paths covers a set B of vertices if each vertex in B is contained in at least
one of the paths.
Lemma 2 ([7]). Let G = (V , E) be an acyclic digraph, and B ⊆ V be a subset of vertices. The minimum number of paths in G that
cover all vertices in B is equal to the maximum size |A| of an antichain A ⊆ B in G. A minimum set of paths that covers B and an
antichain A ⊆ B with maximum size |A| can be found in O(|V |(|B| + |E|)) time.
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Fig. 1. Instance G = (R ∪ C, E) of the guarding game obtained from an instance I = (M = {a1, a2, . . . , a|M|}, X, Y , Z) of 3DM.
a b
Fig. 2. (a) An example of undirected graph G = (R ∪ C, E); (b) Digraph H and a strategy by s∗ = 3 cops to the graph G, where the three cops move along
paths Q1 : u2 → u2 → u3 , Q2 : u3 → u3 → u0 , and Q3 : u5 → u6 → u8 .
Proof. A min–max result on path covering is described in terms of edge subsets and directed cuts [7], where a directed cut
is the set of edges outgoing from a subset X of vertices such that no edge enters X . More precisely, the min–max result tells
that, for any acyclic digraph G′ = (V ′, E ′), the minimum number of paths that cover an edge subset B′ ⊆ E ′ is equal to the
maximum of |F ∩ B′| over all directed cuts F ⊆ E ′ of G′. Given an acyclic digraph G = (V , E) and a subset B ⊆ V of vertices,
we choose G′ as the digraph obtained from G by replacing each vertex v ∈ Bwith two vertices v′ and v′′ together with a new
directed edge ev = (v′, v′′), where the edges entering (resp., outgoing) v enter v′ (resp., outgo v′′) inG′. Let B′ = {ev | v ∈ B}.
The above result on G′ and B′ implies that themin–max result in the lemma, since an antichain inG corresponds to a directed
cut in G′. In fact, a directed cut F in G′ gives an antichain A = {v | ev ∈ F ∩ B′} ⊆ B in G, while an antichain A ⊆ B in G gives
a directed cut F = {ev | v ∈ A} ∪ E(Vto(A), V − Vto(A)), where Vto(A) denotes the set of vertices in G that are reachable to
some vertex in A. It is also shown [7] that a minimum set of paths covering B′ and a directed cut F maximizing |F ∩ B′| can
be computed in O(|V ′||E ′|) time, from which the claimed time complexity in the lemma follows. 
Throughout the paper, we denote an instance of the guarding game by an undirected graph G = (R ∪ C, E) with a
bipartition {R, C} of V (G). Let R = {v0, v1, . . . , v|R|−1}, C = {u0, u1, . . . , u|C |−1}, and r = |R|. Note that E = E(R, R) ∪
E(R, C) ∪ E(C, C). The induced graph G[C]may contain a component to which no edge in E(R, C) is incident. Since we can
remove such components without losing the optimality of the robber-player’s strategy, we assume that each component of
G[C] contains at least one vertex adjacent to a vertex in R.
In this paper, we consider the case where G[R] is a cycle. Before we proceed to our solution to the problem, we briefly
review the solution by Fomin et al. [2,3] to the case where G[R] is a path. Fig. 2 illustrates such an example. It is observed
that the cop-player only needs to find a strategy against the movement of the robber along path G[R] in one direction [2,3].
When the robber visits vertices v0, v1, v2 ∈ R in this order, all possible movements of cops on G[C] are represented by the
auxiliary digraph H in Fig. 2(b), where each ith row shows the set of vertices in C when the robber is placed on vertex vi.
The vertices depicted by circles with thick lines in the ith row are the vertices to be guarded from the robber on vertex vi.
It is shown that a set of paths that cover all the vertices to be guarded will be a winning strategy for the cop-player. Thus,
the problem of finding the minimum number of cops to admit a winning strategy for a path G[R] can be reduced to a path
covering problem in the auxiliary digraph H [2,3]. In this example, the cop-player needs at least three cops to protect the
region G[C], and a set of three paths against the robber’s movement v0 → v1 → v2 is given by Q1 : u2 → u2 → u3,
Q2 : u3 → u3 → u0, and Q3 : u5 → u6 → u8.
However, when G[R] is a cycle, it is not straightforward to apply the method. For example, Fig. 3(a) shows an instance
with cycle G[R]. For this example, the digraph H in Fig. 2(b) also shows the vertices to be guarded when the robber visits
vertices v0, v1, v2 ∈ R in this order. However, as will be shown in the next section, three cops are not sufficient to protect
the region G[C] in this example.
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Fig. 3. (a) An example of undirected graph G = (R ∪ C, E); (b) Digraph H[0, 3] and a compact strategy by s∗ = 4 cops to the graph G, where the four cops
move in H[0, 3] periodically along paths Q1 = (u02, u13, u20, u33), Q2 = (u03, u12, u22, u32), Q3 = (u05, u16, u28, u36), and Q4 = (u06, u15, u25, u35).
4. Algorithm for a cycle protected region
This section shows that the guarding game is solvable if R induces a cycle. The cyclic strategy by the robber-player is
the movement such that the robber starts from v0 at time 0, visits v1, v2, . . . at time 1, 2, . . . , and keeps moving in the
same direction along the cycle G[R]. We first observe that the cop-player only needs to consider the cyclic strategy by the
robber-player to find his winning strategy.
We mean by time j the (j − 1)th turn of the robber-player. A movement by the robber-player is given by a sequence
σ of vertices vij ∈ R on which the robber is placed at time j = 0, 1, . . . , where vij and vij+1 (j ≥ 0) are adjacent in
G[R]. A strategy by the cop-player against a movement σ = (vi0 , vi1 , vi2 , . . .) by the robber-player is given by a sequence
π of distributions α(j) = (aj0, aj1, . . . , aj|C |−1) (j = 0, 1, . . .) with the number aji of cops that situate at vertex ui ∈ C at
time j, where α(j) = (aj0, aj1, . . . , aj|C |−1) and α(j + 1) = (aj+10 , aj+11 , . . . , aj+1|C |−1) are adjacent in the sense that the two
distributions can be obtained from each other by moving some of the cops to the neighboring vertices. A strategy π by the
cop-player against the cyclic strategy is called periodic if π = (α(0), α(1), . . .) is given by a repetition of a finite sequence
of distributions; i.e., there is an integer T ≥ 0 such that α(j) is given by (aj′0, aj
′
1, . . . , a
j′
|C |−1), j′ = j(mod rT ).
Lemma 3. Assume that G[R] is a cycle.
(i) If the cop-player has awinning strategywith a set of s cops against the cyclic strategy, then there is a periodic winning strategy
with a set of s cops against the cyclic strategy.
(ii) If the cop-player has a periodic winning strategywith a set of s cops against the cyclic strategy, then there is a winning strategy
with a set of s cops.
Proof. (i) Let the cop-player have a winning strategy ψ with s cops against the cyclic strategy. For each distribution
α(j) = (aj0, aj1, . . . , aj|C |−1) in ψ , we define the state vector βj = (j(mod r), aj0, aj1, . . . , aj|C |−1). Since there are less than
r|C |s different state vectors, there are integers t1 and t2 with 0 ≤ t1 < t2 ≤ r|C |s such that βt1 = βt2 (note that a particular
cop may situate at different vertices at time t1 and time t2). Let T = (t2 − t1)/r , and t ′ ∈ [t1, t2] be the smallest integer that
is a multiplication of r . Then the strategy that uses the distributions α(t1), . . . , α(t1 + rT ) repeatedly after time t1 remains
a winning strategy against the cyclic strategy. Moreover the sequence α(t ′), α(t ′+ 1), . . . , α(t2), α(t2+ 1), . . . , α(t ′+ rT )
suffices. By repeating the sequence from time 0, the cop-player obtains a periodic winning strategy against the cyclic
strategy, as required.
(ii) Let the cop-player have a periodic winning strategy π with s cops against the cyclic strategy. Assume that r ≥ 3, since
otherwise anymovement by the robber-player is the cyclic strategy.We say that the robbermoves in the clockwise direction
(resp., in the anti-clockwise direction) if it moves from a vertex vi ∈ R to the vertex vi+1(mod r) ∈ R (resp., vi−1(mod r) ∈ R).
We assume that the initial position of the robber is v0, since otherwise we can add the movement from v0 to any initial
position in the clockwise direction, during which the cop-player can protect the region G[C] according to π . After the robber
is placed on vertex v0 ∈ R at time 0, the cop-player moves the s cops according to the periodic strategy π as long as the
robber moves in the clockwise direction. Whenever the robber starts moving in the anti-clockwise direction, the cop-player
moves the s cops according to the periodic strategy π in the reverse way; i.e., when the robber moves from vertex vi to vi−1,
the cop-player changes the distribution of cops from (ai0, a
i
1, . . . , a
i




1 , . . . , a
i−1
|C |−1). This is possible because
G[C] is an undirected graph. In this way, the cop-player can prevent the robber from entering the graph G[C]. 
The lemma implies that if we develop the cycle G[R] into a sufficiently long path then the auxiliary digraph H
corresponding to the path contains a winning strategy for the cop-player which induces a periodic strategy over the cycle
G[R]. Note that, or this, a path covering must satisfy an additional requirement such that, in the resulting winning strategy
obtained from H , the initial distribution of cops matches the final distribution of cops. However, no method for finding a
minimum path covering in a general digraph under such a constraint is known.
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We call a periodic strategy with T = 1 compact. For example, Fig. 3(b) shows a compact strategy π by s∗ = 4
cops to the example in Fig. 3(a), where π is given by α(0) = (0, 0, 1, 1, 0, 1, 1, 0, 0), α(1) = (0, 0, 1, 1, 0, 1, 1, 0, 0),
α(2) = (1, 0, 1, 0, 0, 1, 0, 0, 1), and α(3) = (0, 0, 1, 1, 0, 1, 1, 0, 0).
In what follows, we give a polynomial-time algorithm for determining the minimum number s∗ of cops to protect the
region G[C] and show that a winning strategy with s∗ cops can be given by a compact one.
For an integer i, time imeans that the robber situates at vertex vi(mod r) in the cyclic strategy. For integers i < j, we define
an auxiliary digraph H[i, j] = (V [i, j], E[i, j]) that represents all possible movements of cops during the period from time i
to time j. The vertex set is given by
V [i, j] = {vi, vi+1, . . . , vj} × C = {vh · u | i ≤ h ≤ j, u ∈ C},
where vertex vh · u is denoted by uh for simplicity, and the edge set is given by
E[i, j] = {(uh, wh+1) | i ≤ h ≤ j− 1, (u, w) ∈ E(C, C)}
∪{(uh, uh+1) | i ≤ h ≤ j− 1, u ∈ C}.
The set of vertices to be guarded by cops during the period from time i to time j is denoted by
B[i, j] = {uh ∈ V [i, j] | (vh(mod r), u) ∈ E(R, C)}.
For an integer q ≥ 0, let b∗[0, q] denote the maximum size |A| of an antichain A ⊆ B[0, q] in the digraph H[0, q]. Clearly,
b∗[0, q] ≤ |C | for all integers q. Let b∗ = maxq≥0 b∗[0, q]. We see that the cop-player needs at least b∗ cops to guard the
region C against the cyclic strategy.
Lemma 4 (Lower Bound). Let s∗ be the minimum number of cops that has a winning strategy against the cyclic strategy. Then
s∗ ≥ b∗.
We first show that b∗ can be computed in polynomial time. Let d be the maximum diameter of all components of G[C].
Lemma 5. The digraph H[0, r + d− 2] has an antichain A ⊆ B[0, r + d− 2] with |A| = b∗ = maxq≥0 b∗[0, q].
Proof. Choose an integer q ≥ 0 such that the digraph H[0, q] has an antichain A ⊆ B[0, q] with |A| = b∗. Antichain A
can be represented by {uhii | i ∈ I} for some subset I ⊆ {0, 1, . . . , |C | − 1}. Assume that A is chosen so that
∑
i∈I hi is
minimized among all such antichains. Then by the choice of A, each component G′ of G[C] contains a vertex ui ∈ V (G′) such
that 0 ≤ hi ≤ r−1 and uhii ∈ A. Since all vertices in G′ can be reached from ui by paths of length atmost d, all vertices uh with
u ∈ V (G′) and h ≥ hi+ d are reachable from uhii ∈ A in digraph H[0, q]. Thus, any other vertex uh ∈ Awith u ∈ V (G′)− {ui}
must satisfy h ≤ hi+d−1 ≤ r+d−2. This means that the antichain A exists in the digraph H[0, r+d−2], as required 
By Lemmas2 and5,we candetermine b∗ as themaximumsize of an antichain inH[0, r+d−2] inO((|R|+d)2|C |(|C |+|E|))
time since |V [0, r + d− 2]| = O((d+ r)|C |) and |E[0, r + d− 2]| = O((d+ r)|E|).
We next show that a set of b∗ cops suffices to admit a winning strategy against the cyclic strategy. In fact, a compact
strategy can be constructed as follows.
Algorithm PathRejoin
Step 1 (computing b∗). Find an antichain A ⊆ B[0, r + d− 2] in H[0, r + d− 2] with b∗ = |A| such that there is a vertex
uh ∈ Awith 0 ≤ h ≤ r − 1. Let hmax = maxuh∈A h.
Step 2 (constructing an auxiliary digraph). Let A+r = {uh+r | uh ∈ A}. Let Vfrm(A) (resp., Vto(A+r)) be the set of vertices
in H[0, hmax + r] that are reachable from a vertex in A (resp., to A+r ). Let H∗[0, hmax + r] be the acyclic digraph
induced from H[0, hmax + r] by the vertices in Vfrm(A) ∩ Vto(A+r), and let B∗ = B[0, hmax + r] ∩ Vfrm(A) ∩ Vto(A+r)
(see Fig. 4(b) for an example).
Step 3 (computing a winning strategy). Find a set P = {P1, P2, . . . , Pb∗} of b∗ paths that covers all vertices in B∗ in
H∗[0, hmax + r].
Step 4 (constructing a compact strategy). Wemodify the paths in P into b∗ paths in H[0, r] as follows.
For each path P ∈ P and an integer i with 0 ≤ i ≤ ⌈hmax/r⌉, let P[ir, (i + 1)r] be the path induced from P by
the vertices in V [ir, (i+ 1)r].
Let P−ir [ir, (i+1)r] be the path in V [0, r] that corresponds to P[ir, (i+1)r]; i.e., vertex uhj (0 ≤ h ≤ r) belongs
to P−ir [ir, (i+ 1)r] if and only if vertex uh+irj belongs to P[ir, (i+ 1)r]. The union of these paths in V [0, r] form b∗
paths in H[0, r], which represents a compact strategy for b∗ cops.
Before proving the correctness of algorithm PathRejoin, we apply algorithm PathRejoin to the example in Fig. 3(a). For
example, Step 1 finds antichain A = {u42, u43, u35, u28} ⊆ B[0, r + d − 2] with |A| = b∗ = 4 and hmax = 4 (see in Fig. 4(b)).
Step 2 constructs the digraph H∗[0, hmax + r] = H∗[0, 7] in Fig. 4(b), and then Step 3 finds a set P = {P1, P2, P3, P4} of
b∗ = 4 paths in H∗[0, 7] that covers the vertices in B = {u42, u43, u35, u28, u72, u73, u65, u58, u50, u62, u46} as follows.
P1 = (u42, u52, u62, u73), P2 = (u43, u50, u63, u72),
P3 = (u35, u46, u58), P4 = (u28, u36, u45, u55, u65).
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(a) H[0, 7]. (b) H∗[0, 7].
Fig. 4. (a) Digraph H[0, r + d− 2]with r = 3 and d = 6; (b) Digraph H∗[0, hmax+ r]with r = 3, hmax = 4, A = {u42, u43, u35, u28} and A+r = {u72, u73, u65, u58}.
Note that all vertices in B[i, j] for any integers i ≤ j can be covered by a repetition of the paths inP . Hence we need to repeat
a set of four paths that appear during the interval [0, r] = [0, 3], which will be a compact strategy. For this, Step 4 computes
subpaths
P1[3, 6] = (u42, u52, u62), P1[6, 9] = (u62, u73),
P2[3, 6] = (u43, u50, u63), P2[6, 9] = (u63, u72),
P3[3, 6] = (u35, u46, u58),
P4[0, 3] = (u28, u36), P4[3, 6] = (u36, u45, u55, u65),
P−31 [3, 6] = (u12, u22, u32), P−61 [6, 9] = (u02, u13),
P−32 [3, 6] = (u13, u20, u33), P−62 [6, 9] = (u03, u12),
P−33 [3, 6] = (u05, u16, u28),
P4[0, 3] = (u28, u36), P−34 [3, 6] = (u06, u15, u25, u35).
Then finally we obtain a compact strategy as follows.
Q1 = P−61 [6, 9] ∪ P−32 [3, 6] = (u02, u13, u20, u33),
Q2 = P−62 [6, 9] ∪ P−31 [3, 6] = (u03, u12, u22, u32),
Q3 = P−33 [3, 6] ∪ P4[0, 3] = (u05, u16, u28, u36),
Q4 = P−34 [3, 6] = (u06, u15, u25, u35).
For the correctness of algorithm PathRejoin, we first show that Step 3 of the algorithm is executable.
Lemma 6. H∗[0, hmax + r] contains a set of b∗ paths that covers all vertices in B∗.
Proof. Let A ⊆ B[0, r + d− 2] be the antichain obtained in Step 1. In the following, we claim that any antichain A′ ⊆ B∗ in
H∗[0, hmax + r] remains an antichain in H[0, hmax + r]. This proves the lemma, because if H∗[0, hmax + r] needs more than
b∗ paths to cover all vertices in B∗, then it would have an antichain A′ with |A′| > b∗, contradicting the maximality of b∗.
To show the claim, we indirectly assume that, for an antichain A′ ⊆ B∗ in H∗[0, hmax + r], there are vertices uh, u′h′ ∈ A′
such that H[0, hmax+ r] contains a directed path P from uh to u′h′ . Note that A′ is an antichain in the digraph H∗[0, hmax+ r]
induced from H[0, hmax + r] by Vfrm(A) ∩ Vto(A+r). Hence P must visit a vertex uˆhˆ ∈ V [0, hmax + r] − (Vfrm(A) ∩ Vto(A+r)).
By the structure of H[0, hmax + r], it holds 0 ≤ h < hˆ < h′ ≤ hmax + r . Since uh ∈ Vfrm(A) and u′h′ ∈ Vto(A+r), we see by
transitivity that uˆhˆ is reachable from a vertex in A and that uˆhˆ is reachable to a vertex in A+r . Since 0 ≤ h < hˆ < h′ ≤ hmax+r ,
it must hold uˆhˆ ∈ Vfrm(A) ∩ Vto(A+r), a contradiction to uˆhˆ ∉ Vfrm(A) ∩ Vto(A+r). This proves the lemma. 
We next show that Step 4 of the algorithm is executable. For a path P in H[0, hmax+ r], let P−ir denote the path obtained
by replacing each vertex uh in P with the vertex uh−ir (extending the digraph H[0, hmax + r] introducing vertices uh′ with
h′ < 0 if necessary).
Lemma 7. The set of paths in P−ir = {P−ir1 , P−ir2 , . . . , P−irb∗ }, i = 0, 1, . . . , ⌈hmax/r⌉ gives a set P ∗ of b∗ paths that cover all
vertices in B[0, r].
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Fig. 5. H(0, 23) for the example with k = 6 and h = 7, where d = p(k+ 1) = 49 holds.
Proof. Let A−ir = {uh−ir | uh ∈ A}, i = 0, 1, . . . , ⌈hmax/r⌉.
We first claim that B[0, hmax + r] ∩ (Vfrm(A) − Vfrm(A+r)) ⊆ B∗ and B[0, hmax + r] ∩ (Vto(A+r) − Vto(A)) ⊆ B∗ hold.
For a vertex uh ∈ B[0, hmax + r] ∩ (Vfrm(A) − Vfrm(A+r)), if uh is not reachable to any vertex in A+r , then A+r ∪ {uh}
would be an antichain in H[0, hmax + r] since uh ∉ Vfrm(A+r), a contradiction to the maximality of |A+r | = b∗. Hence
B[0, hmax + r] ∩ (Vfrm(A) − Vfrm(A+r)) ⊆ B∗. We can obtain B[0, hmax + r] ∩ (Vto(A+r) − Vto(A)) ⊆ B∗ analogously. Hence
the claim is proved.
For each i = 0, 1, . . . , ⌈hmax/r⌉, the b∗ paths in P−ir cover only the vertices in Vfrm(A−ir) ∩ Vto(A−(i−1)r) and join the b∗
vertices in A−ir and the b∗ vertices in A−(i−1)r as their endvertices.
Note that subsets Vfrm(A−ir)∩Vto(A−(i−1)r) and Vfrm(A−jr)∩Vto(A−(j−1)r) are disjoint for any i, jwith 0 ≤ i < j ≤ ⌈hmax/r⌉
(except for i+ 1 = j, where they have an intersection A−ir = Vfrm(A−ir) = Vto(A−(j−1)r)), since H[0, hmax + r] is acyclic and
no directed path joins any two vertices in an antichain A−kr . Therefore, the paths in∪0≤i≤⌈hmax/r⌉P−ir give rise to a setP ∗ of
b∗ paths that covers all vertices in B[0, hmax + r]which belong to Vfrm(A−ir)∩ Vto(A−(i−1)r) for some i = 0, 1, . . . , ⌈hmax/r⌉.
Thus the set P ∗ of b∗ paths cover also all vertices in B[0, r], as required. 
By Lemma 7, Step 4 can construct the b∗ paths in V [0, hmax + r].
It is not difficult to see that the entire running time of algorithm PathRejoin is dominated by the computation in Step 1.
By summarizing the above argument, we establish the following result.
Theorem 8. Given an undirected graph G = (R ∪ C, E) such that G[R] is a cycle, the minimum number s∗ of cops to win against
the robber and a compact strategy by s∗ cops can be found in O((|R| + d)2|C |(|C | + |E|)) time.
5. Concluding remarks
The polynomiality of our algorithm partly relies on Lemma 5, which provides the upper bound r+d−2 on the sufficient
size q of digraph H[0, q]which remains to contain a maximum antichain in H[0,∞]. Hence it would be natural to consider
whether the bound is achievable or improvable. We show that the bound cannot be improved up to a constant factor
since there is an example G such that for any antichain A ⊆ B[0, r + d − 2] with b∗ = |A| in H[0, r + d − 2] it holds
hmax = Ω(d). Such an example is constructed as follows. Choose any integers k ≥ 1 and p ≥ 1. Let R = {v0, v1, . . . , v2k−1}
and C = {u0, u1, . . . , up(k+1)}. The edge sets are defined as
E(R, R) = {(vi, vi+1) | 0 ≤ i ≤ 2k− 2} ∪ {(v2k−1, v0)},
E(C, C) = {(ui, ui+1) | 0 ≤ i ≤ p(k+ 1)− 1},
E(R, C) = {(vjk(mod 2k), uj(k+1)) | 0 ≤ j ≤ p, uj(k+1) ∈ C, vjk(mod 2k) ∈ R}.
Hence R induces a path from G, and d = |C | − 1 = p(k + 1) holds. Also b∗ ≤ p + 1 holds. See Fig. 5 for the example with
k = 6 and h = 7. The set of the vertices to be guarded in H[0, r + d− 2] is
B[0, r + d− 2] = {uij(k+1) | 0 ≤ j ≤ p, 0 ≤ i = jk(mod 2k)+ ℓr ≤ r + d− 2 for some integer ℓ}.
Antichain A = {ujkj(k+1) | 0 ≤ j ≤ p}maximizes its size |A| = p+ 1 = b∗, and satisfies hmax = pk.
For each j = 0, 1, . . . , p− 1, two vertices uij(k+1), ui′(j+1)(k+1) ∈ B[0, r + d− 2] form an antichain if and only if i′ = i+ r
(see Fig. 5). Therefore no other antichain with size p+ 1 can have smaller hmax than pk, implying that hmax = Ω(d) holds.
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In this paper, we considered only undirected graphs G = (R ∪ C, E). For directed graphs G = (R ∪ C, E), if G[R] induces
a directed cycle, then we can obtain a periodic strategy with the minimum number of cops in the same algorithm since the
robber-player can take only the cyclic strategy and Lemma 3(i) remains valid.
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