Penalized Splitting in Modelling Structures of Live Tissues by Myklebust, Caroline
Penalized Splitting in Modelling
Structures of Live Tissues
by
Caroline Myklebust
Master of Science Thesis in






This thesis presents an addition to current mathematical models of vascular tissue.
The hypothesis is that by penalizing splitting points in a structure, the optimal
solution will include fewer splittings. As this becomes a matter of optimal resource
allocation, the theory of Optimal Transport is presented. This is followed by describ-
ing a recent model of the structures of interest. To gain a deeper understanding of
how to classify splitting points, their properties are studied both dynamically and
using image processing. The results are two proposed PDEs that incorporate the
splitting penalty properties.
Experiments show that both of the derived models can penalize splitting points.
However, they both focus on removing the smallest splitting points of the structure.





Firstly, I would like to thank my friends and family for all the love and support
through this time. I have greatly appreciated all the encouraging messages and well
wishes. These past years have been a journey both personally and academically, and
I am thankful for the opportunity and the possibilities ahead.
Secondly, I would like to give gratitude to my advisors Jan Martin Nordbotten and
Erik Hanson. On this journey you have shown enthusiasm in the field of work, you
have advised me with patience even when asked the same questions twice and shown
trust in me as a student and mathematician to be able to execute the task at hand. I
would not have been able to complete this thesis without your advice and guidance.
I would also like to thank the University of Bergen, and more specifically the Depart-
ment of Mathematics, for teaching me everything I know over the past five years.
Many great professors have motivated me to stay curious through the years, and I




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Chapter overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Optimal Transport 4
2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 The Monge Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Kantorovich Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 The Kantorovich Dual Formulation . . . . . . . . . . . . . . . . . . . 10
2.5 The Wasserstein Metric . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Existence and Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Examples of Optimal Transport . . . . . . . . . . . . . . . . . . . . . 15
3 Building The Mathematical Model 17
3.1 Discrete Model - Modelling The Dynamics of Biological Tissues . . . 18
3.2 Continuous Model - DMK . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Existence and Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Lyapunov Candidate Functional . . . . . . . . . . . . . . . . . . . . . 24
3.5 Extended Formulation - eDMK . . . . . . . . . . . . . . . . . . . . . 25
4 Describing Splitting Structure 27
4.1 Justification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Examples and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5 Expanded Models and Solution Strategies 36
5.1 An unexpected splitting penalty model . . . . . . . . . . . . . . . . . 37
5.2 Model for splitting penalty based on image processing . . . . . . . . . 39
5.3 Existence and Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . 40
5.4 Solution Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
v Contents
6 Experiments 47
6.1 Image Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Testing the FV Models . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.3 Applying to Frog Tongue Data . . . . . . . . . . . . . . . . . . . . . . 66
7 Discussion 70
7.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Appendices 76
A Additional Theory 77
A.1 Matrix Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.2 Norms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.3 Singular Value Decomposition . . . . . . . . . . . . . . . . . . . . . . 80
A.4 Finite Differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82





R: The set of all real, additive numbers
C: The set of complex numbers
Cb(X): The set of all continuous and
bounded functions in the set X.
T (f+, f−): The set of all transport maps
from f+ to f−.
Π(f+, f−): The set of all transport plans
from f+ to f−.
• Operators
∇: The gradient operator
∇·: The divergence operator
∆: The Laplacian
D2u: The Hessian of a scalar function u.
I: The identity matrix
det: The determinant of a matrix.
tr: The trace operator of a matrix.
Id: The identity map
• Properties
max: The number, x, in a set, Z, s.t. all
other numbers zi ≤ x for zi ∈ Z.
min: The number, y, in a set, Z, s.t. all
other numbers, zi ≥ y for zi ∈ Z.
sup: The smallest upper bound of a set.
inf : The largest lower bound of a set.
• Relations
≈ : Approximately equal to
> : Greater than
≥ : Greater than or equal to
:= : Defined as
Abbreviations
OT - Optimal Transport
OTP - Optimal Transport Problem
MK - Monge Kantorovich
DMK - Dynamic Monge Kantorovich
BTP - Branched Transport Problem
OR - Operational Research
FD - Finite Differences
FV - Finite Volumes






Many things act as optimal as possible. Examples are how water droplets form
together, how root systems optimally gather the most nutrients for a plant, road
networks, and how the blood is transported to support all vital organs as efficiently
as possible. The thing all of these have in common is a pre-determined pattern. We
are in this thesis interested in describing these patterns by mathematics.
First, look at how biology often can be represented by fractals, which are repetitive
patterns. See the example in fig. 1.1. By knowing more about how these structures
can be described mathematically, we will know more about their patterns.
That is why we will begin by introducing Optimal Transport, which is the field of
studying optimal resource allocation. By building a model for these structures using
the concepts of Optimal Transport, our goal is to mimic the real optimal structures
by a pre-determined pattern from the model.
The main motive is to model vascular tissue. However, it can be noted that the
mathematics closely resemble models of other structures shown to exhibit tendencies
based on cost and energy efficiency. This is why we can relate the vascular models,
to models of road networks, etc.
Existing models describing such patterns end up with a lot of small branches, see fig.
1.2. It is hard to explain that these small branches make it an optimal structure. By
comparison, imagine a driveway placed directly by a highway. The large difference
in speed will make it hard to match both scenarios. The more common structure is
to have a driveway at the end of a smaller road from the highway. In this scenario,
the speed slowly slows down along the way. It can also be thought that veins follow
Chapter 1. Introduction 2
(a) ’Fluitenkruidbloemen’ by Rasbak under
the GFDR license.
(b) Generated in MATLAB.
Figure 1.1: A figure of how biology can be mimicked by repetitive patterns. Figure
a) is an image of a Wild Chervil plant and figure b) is generated in MATLAB by
programming a decreasing figure with random angles and random branches.
Figure 1.2: A model of the veins on a frog tongue. Notice how the structure has a
lot of small branches directly from the main artery.
this structure, which is the reason why we have the main arteries transporting blood
to major body parts, and smaller arteries distributing to the whole body.
In this thesis, we wish to convey these properties by investigating how to penalize
branches who break with this idea. We will regard the transportation system as
a splitting structure, and it will be referred to as a splitting structure throughout.
In this thesis, we will work on creating a continuous splitting penalizing function
3 1.2. Chapter overview
whose goal is to add an extra cost to the ”driveways” placed by the ”highways” such
that an optimal allocation model would not want to include these, as they would
be expensive to build. The idea is that including these properties in the existing
models will yield structures without the additional, and unnatural branches.
1.2 Chapter overview
This section gives a brief overview of each chapter.
Chapter 1 – Introduction This chapter.
Chapter 2 – Optimal Transport Presents the theory of Optimal Transport.
Chapter 3 – Building the Mathematical Model Builds the most recent math-
ematical model, the eDMK, for structures of interest.
Chapter 4 – Describing Splitting Structure Derives an original continuous
functional to describe the added cost of splitting.
Chapter 5 – Expanded Models and Solution Strategies Introduces a second
original splitting penalty strategy based on graph structure dynamics, then sets up
the full proposed PDEs and discusses solution strategies.
Chapter 6 – Experiments Tests the mathematical models through different
numerical experiments.
Chapter 7 – Discussion Discusses the outcomes of the experiments and the
limitations of the models.
Appendices There is only one appendix, namely Appendix A.
The appendix includes topics that are used and referred to throughout the thesis. It
also links to great resources that provide more information about each of the topics
included there.
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Chapter 2
Optimal Transport
The theory of Optimal Transport was first introduced by Gaspard Monge in 1781
[Monge, 1781]. He introduced the notion of an optimal way to allocate military
resources from one location to another in the most efficient way. Today this resource
allocation theory has applications within many fields such as Machine Learning,
Operational Research, and Economics. Throughout this chapter, we will see some
examples, as well as direct our attention towards a biologically inspired formulation
of Optimal Transport. This chapter is structured as follows:
First, we will start by introducing some definitions of sets and transport maps in
section 2.1, as it is important to have a certain understanding of this before venturing
into the Optimal Transport theory.
Section 2.2 will introduce the Monge Problem, which is the fundamental formulation
for the study of Optimal Transport. Some physical examples of the Monge Problem
will also be provided here, giving motivation for Kantorovich formulation presented
in section 2.3.
The Dual Kantorovich formulation is introduced in sec. 2.4. It will also present the
direct link between the Dual Kantorovich Problem and Linear Programming, which
might be more familiar to the reader.
Section 2.6 discusses the general properties necessary in order to establish existence
and uniqueness for the Optimal Transport problems.
Finally, Branched Optimal Transport is mentioned in sec. 2.7. This becomes an
essential topic later in this work, and creates a prelude to the next chapter.
This chapter closely follows the presentation of Optimal Transport done in [Hamfeldt, 2019]
based on the works of [Villani, 2009] and [Santambrogio, 2015]. However, the no-




Here are some important definitions when discussing the theory of Optimal Trans-
port. Also, see [Villani, 2009] for these and more definitions used when studying
Optimal Transport.
Definition 2.1 (Measures). In Mathematical Analysis, a measure of a set is a
way of assigning a number to each subset of the set. We can think of the measure
as assigning a sense of magnitude to each subset within the set. y
A measurable set then directly follows from the definition above as a set to which
we can apply a notion of magnitude.
Definition 2.2 (Density). A density usually refers to the magnitude or quantity
of a certain item within a fixed amount of space (ie. a volume or a set). y
Definition 2.3 (Transformation). Transformation is a function that maps values
from one set to another, ie. T : Rd → Rn where possibly d = n. Note: the different
sets can also be more specifically defined. y
Definition 2.4 (Map). A map or a mapping is a function describing the rela-
tionship between structures or objects. y
Definition 2.5 (Transport Map). A transport plan is a map T T : M → F
That maps a set M to a set F where M and F are one-to-one. y
2.2 The Monge Formulation
The Original Monge Problem is based on finding the optimal map T moving soil
from an excavation, f+, to an embankment, f−, of equal volume.
Pointwise transporting all the points from f+, onto their final state, f−, this problem
can be expressed as follows:
min
∫
|x− T (x)|df+(x) (2.1)
In other words, we seek to minimize the distance weighed by the change of mass.
This formulation is set up using Monges original cost function c(x, T (x)) = |x−T (x)|,
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Figure 2.1: A visualizaition of the transformation made from the initial measure,
f+, to the target measure f−.
but it can also be stated for an arbitrary cost function, c(x, T (x)):
min
∫
c(x, T (x))df+(x) (2.2)
Later this will be regarded using a few different costs.
Given a source measure f+ and a target measure, f−, then f+(E) tells us how
much mass is in the set E. The mass balance needs to be enforced, ie. f+(Rn) =
f−(Rn). This ensures that the two sets are of equal volume.
We then seek a transport map T (x) st. T : X → Y where X and Y are separable
spaces supporting the source and target measures. Usually, we assume X = Y = Ω,
where Ω is an open, bounded, convex and connected domain in Rn.
The measure T#f
+ is called the pushforward or image measure of f+ through
T and is defined as T#f
+(A) = f+(T−1(A)) for a measurable set A.
In order to ensure mass conservation, T#f
+(A) = f−(A) is required for all A,
A ⊂ Y . This implies that T#f+ = f−, ie. all of the mass can be mapped from one
measure to the other.
The set of all possible transport maps can be denoted as T (f+, f−) where:
T (f+, f−) =
{





The properties stated above can be summarized into the following problem:
7 2.2. The Monge Formulation
Figure 2.2: The two different measures f+ and f− with a transported point mass,
x.
The Monge Problem Given two nonnegative measures, f+ and f− on X and Y







c(x, T (x))df+(x)} (2.4)




All of these will be discussed in more detail later, as well as solution strategies to
these types of problems. First recall that the problem described by Monge uses
the case c(x, y) = |x − y|. We will now study what happens with the uniqueness
and existence of an optimal solution by changing the cost function in the following
example.
Example 2.6 (Book Shifting Problem). Given two books and a desired final
location 1 unit length away from the initial location. There are two different ways
of moving the books, one is to collectively shift them, and the second is to move
one of the books two units over (see fig. 2.3). Looking at different costs, is there an
optimal transport map?
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Figure 2.3: The two different configurations for shifting the books over to their
desired final state.
Cost 1: c(x, y) = |x− T (x)|
Configuration 1: c1 = |5− 4|+ |6− 5| = 2
Configuration 2: c2 = |5− 5|+ |4− 6| = 2
For this cost, the optimal map is non-unique, as both configurations require the
same cost.
Cost 1: c(x, y) = |x− T (x)|2
Configuration 1: c1 =
1
2
|4− 5|2 + 1
2
|6− 5|2 = 1
Configuration 2: c2 =
1
2
|5− 5|2 + 1
2
|4− 6|2 = 2
Hence, using this cost function yields an optimal solution.
We see that the original Monge cost c(x, y) = |x−y| does not yield a unique solution
as both of the scenarios obtain the same cost, whereas it becomes more efficient to
move both of the books instead of one by using the quadratic cost.
y
Example 2.7 (Mines to Factories). Say we have a mine producing a mass 1 unit
of coal to be distributed, and two factories each with capacity 0.5 (see fig. 2.4). The
optimal solution would be to split the mass and distribute 0.5 units to each factory.
Since the Monge formulation does not allow for this, the current problem does not
have a solution. y
To be able to discuss a solution of problems such as the one in example 2.7, we need
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Figure 2.4: A figure representing the distribution of coal from mines to factories.
to introduce the Kantorovich relaxation.
2.3 Kantorovich Formulation
This is a generalization of the Monge formulation that allows for mass splitting. The
original Kantorovich formulation is stated in [Kantorovich, 2006].
Instead of trying to find a map as in the previous section, we now seek a Transport
plan that allows for mass splitting. This means that mass from one point can go to
multiple points, or even to the continuum.
This formulation works with measures instead of densities, where the source measure
is denoted f+ and the target measure is denoted f−. They have support on the sets
X and Y respectively.
We want to know how much mass gets moved from a point x to y. This information
will be stored in another measure π which needs to exist on the product space of
the two variables, X × Y .
If A ⊂ X, B ⊂ Y , then π(A,B) yields how much mass is transported from A to B.
The constraints that impose mass conservation will then be:
Choose some point x ∈ X. Then we require:
π(x, Y ) = f+(x) (2.5)
This means that the mass transported from a point x to all of Y , needs to be equal
to the mass of x.
More generally for a set A ⊂ X
π(A, Y ) = f+(A). (2.6)
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We say that f+ is the marginal of π on X. The same can be said the other way
around. Now c(x, y) needs to be weighted by the amount of mass that is transported
between x and y.
The Kantorovich Primal Problem Given two non-negative finite measures,
f+ and f− on X and Y respectively satisfying f+(X) = f−(Y ), and a given cost






c(x, y)dπ(x, y)} (2.7)
Where Π(f+, f−) consists of measures whose marginals on X and Y are f+ and f−
respectively. Minimizing the cost of going from x to y weighted by how much is
moved from x to y. Notice that this formulation ends up having a linear constraint
in π.
This problem is feasible (ie. well-posed w/ existing infimum) if:
• If we have a mass balance between the two measures.
• If c is bounded below and X, Y are bounded, we will have a finite infimum.
The following theorem summarizes the existence of a solution for the Kantrovich
Problem:
Theorem 2.8. Suppose X,Y ⊆ Rn are compact and that c(x, y) is continuous, then
the Kantorovich problem (eq. 2.7) has a minimum.
The proof of this theorem is stated in full in [Santambrogio, 2015].
Most common cases where we find the Kantorovich problem:
• Discrete OT (f.ex. mines to factories, dirac masses to dirac masses etc.)
• Continuous OT (f+ ,f− are nice continuous measures with densities df+(x)
and df−(x).)
• Semi discrete OT
2.4 The Kantorovich Dual Formulation
We will start this section by looking at an example of the discrete version of eq. 2.7.
Then we will use Linear Algebra to introduce the duality and finally state the formal
Dual Kantorovich Problem.
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Example 2.9. (The Discrete Kantorovich Problem) [Hamfeldt, 2019] Given a finite









π is finite dimensional, and πi,j tells us how much mass is transported from xi to yj.
Constraints:
π(x, Y ) = f+(x)


















The discrete optimization problem is to minimize the objective function subject
to the constraints. This is a linear problem very familiar to those familiar with linear
programming.

















j j = 1, . . . ,m
πi,j ≥ 0 i = 1, . . . , n, j = 1, . . . ,m
(2.10)
From a linear problem like this, we are able to construct a dual formulation. More
explicitly, it can be stated as follows.
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The Primal Problem y
min bTy





s.t Ax ≤ b
(2.12)
The proof of these being equivalents can be found in [Villani, 2009]. Back to
the Discrete Kantorovich formulation, its dual formulation can be written as fol-
lows: (Note that the vector x from the previous example is now represented by
u1, . . . , un,v1, . . . , vm)












st. ui + vj ≤ ci,j i = 1, . . . , n j = 1, . . . ,m
(2.13)
Moreover: The max of The Dual equals the min of The Primal. We will formally
state this in the following theorem.
The Dual Kantorovich Problem Suppose that we have two nonnegative mea-
sures f+ and f− on X, Y satisfying f+(X) = f−(Y ), and a given cost function
c : X × Y → R. Let Lc be the set
Lc :=
{
(u, v) ∈ Cb(X)× Cb(Y ) s.t.:
u(x) + v(y) ≤ c(x, y) ∀ (x, y) ∈ X × Y
}
(2.14)








Where Cb(X) denotes the set of all continuous and bounded functions on X. We
can state the following theorem about the existence of the solution for this problem:
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Theorem 2.10 (Kantorovich Duality). Given two nonnegative measures f+ and
f− on X, Y satisfying f+(X) = f−(Y ), and a given, semi-continuous, cost function













The full proof can be found in [Villani, 2009]. We can then apply Thm. 2.8 for
existence of the Dual Problem satisfying the conditions of Thm. 2.10.
2.4.1 Cyclicity and Monotonicity
The Dual Kantorovich Problem is also cyclically monotone [Villani, 2009]. That
property leads to the following:
Theorem 2.11 (Rockafellar). A cyclically monotone map can be expressed as the
gradient of a convex function.
This means that we can write T (x) = ∇u(x) where u is a convex function.
From mass-preservation, we had that det(∇T (x)) = f(x)
g(T (x))
=⇒ det(D2u(x)) = f(x)
g(∇u(x))
(2.17)
Which is the Monge-Ampere equation.
Notice that this becomes an elliptic PDE. This exemplifies the connection between
the MK equations and PDEs. We will use these properties later.
2.5 The Wasserstein Metric
The idea behind using a Wasserstein metric is to get some kind of indication of
the required cost of transporting something from one location to another. A larger
distance or a larger volume of the quantity being transported would naturally lead to
an increase in total transportation costs. It can identify an optimal transportation
cost between two probability measures (f+, f−)





c(x, y)dπ(x, y), (2.18)
where c(x, y) denotes the cost of transporting one unit from x to y.
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Definition 2.12 (The Wasserstein Distance). For ∀ p ∈ [1,∞), the Wasser-
stein distance is defined as:
Wp(f








Theorem 2.13. Wp defines a metric on the space of probability measures.
Conditions
1. Triangle inequality Wp(f
+, f−) ≤ Wp(f+, σ) +Wp(σ, f−) where σ ∈ [f+, f−]
2. Symmetry : Wp(f
+, f−) = Wp(f
−, f+)
3. Positivity: Wp(f
+, f−) ≥ 0, Wp(f+, f−) = 0 =⇒ f+ = f−.
Proof. (1): Triangle Inequality. Fully derived in [Villani, 2009] and [Hamfeldt, 2019].
(2): Immediate.
(3): Wp(f
+, f−) ≥ 0. Suppose Wp(f+, f−) = 0, Then ∃ π ∈ π(f+, f−) s.t.∫
X×Y |x− y|
pdπ(x, y) = 0.
π is supported on the set: (x, y) ∈ X × Y |x = y.






A×Y dπ(x, y) =
∫
A×A dπ(x, y) =
∫
X×A dπ(x, y) = f
−(A) =⇒
f+ = f−
2.6 Existence and Uniqueness
There are a lot of studies done on proving the existence and uniqueness of an optimal
transport plan in Optimal Transport Theory. Here we will only re-give the main
conjecture done, but interested readers are advised to also read Villani’s full work.
The existence and uniqueness theorem is based on the importance of having a convex
function, so we will start this section by defining convexity:
Definition 2.14 (Convex function). A function g is convex if ∀ x, y ∈ Ω(g)
and λ ∈ [0, 1], then g(λx+ (1− λ)y) ≤ λg(x) + (1− λ)g(y). (Ie. all secant lines lie
above the function.) y
Properties of Convex Functions
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• Convex functions are locally Lipschitz continuous, see Def. A.11.
• Convex functions are differentiable on their domain.
More commonly, if f ∈ C2, then f is said to be convex if D2f ≥ 0 ∀ x ∈ Ω.
Convex Optimization When a function is known to be convex, it is common
to be interested in finding its minimum. Generally, if a function is continuous and
differentiable, we can obtain its minimum by setting its derivative to zero.
This leads to the following theorem:
Theorem 2.15. Consider a compact domain Ω ∈ Rd, two probability measures,
f+, f− such that . Assume that the transport cost has the form c(x, y) = g(|x− y|),
where g is a strictly convex function, then there exists a unique transport plan, π∗ ∈∑
(f+, f−) of the form π∗ = (Id, T ∗)#, f
− , with T ∗ ∈ T (f+, f−). Moreover, there
exists a Kantorovich potential u and T ∗ who satisfy the following:
T ∗(x) = x− (∇g)−1(∇(u∗(x))) (2.20)
The proof is stated in [Villani, 2009].
This is reliant on using a strictly convex cost function, which excludes the original
Monge problem which uses the cost: c(x, y) = |x − y|. We refer the reader to
[Facca, 2017] for analysis done using the Monge cost.
2.7 Examples of Optimal Transport
2.7.1 Branched Optimal Transport
Branched Optimal Transport is a type of Optimal Transport that encourages moving
objects together and then splitting into their final destinations. This might make
transportation costs cheaper. This type of Optimal Transport can be found naturally
in problems such as road construction, distribution, and resource allocation (rivers,
plants, etc.). The Gilbert-Steiner Problem [Gilbert, 1967] creates the basis of what
encourages a ”Y” type transport instead of a ”V” type transport (see fig. 2.5). We
will use these properties when building the dynamic model on a graph structure in
the subsequent chapter.
Chapter 2. Optimal Transport 16
(a) ”V” transport. (b) ”Y” transport.
Figure 2.5: Two different ways of transporting coal from mines to factories. Depend-
ing on transportation cost, it might be beneficial to transport them together along
the common direction.
2.7.2 Congested Optimal Transport
Although these are important topics when discussing Optimal Transport theory, this




Building The Mathematical Model
The goal of this chapter is to describe the existing mathematical model of a vascular
structure. To do this, we use both the dynamics on a discrete graph structure and we
couple this with the Optimal Transport theory formulated in the previous chapter.
This chapter is important, as the model derived here will be a fundamental building
block for subsequent chapters. This chapter is structured as follows:
In section 3.1 we build the governing equations based on the structure of the discrete
flow system. Starting with the Fick-Poiseville flux between nodes, Kirchoff’s law for
mass conservation, and the conductivity dynamics. Finally, we present the full
model for the discrete system.
Section 3.2 will up-scale resulting equations from section 3.1. This entails to gener-
alize the properties of the graph structure to the whole continuum. Then we will
compare this result and the Monge-Kantorovich equations from Chapter 3.
In section 3.3 we will look at the existence and uniqueness of the PDE in section
3.2. We will also discuss the potential problems with the existence of a solution to
the model.
For an update to the most recent models in the literature, section 3.5 will look at
the improved measures of adding an extra branching inclination. This will be the
base of which we are directly building upon in the following chapters.
The main resources followed in this chapter are [Tero et al., 2006] and [Facca, 2017].
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3.1 Discrete Model - Modelling The Dynamics of
Biological Tissues
All vascular tissue consist of veins and arteries. ”Arteries deliver blood from the
ventricles to vascular beds, while veins return it to the atria” ([Li, 2004] p.18). What
we will study is the path taken by arteries transporting blood from the whole domain
of interest to some sink that will further transport it to the heart. The exact opposite
could be studied by changing the initial conditions and therefore changing the nature
of the system. A very interesting problem would be to couple the two processes to
simulate a full system.
In this section, we will closely follow the work of [Tero et al., 2006] to describe any
graph structure. To construct the discrete model based on the physical principles of
our medium, we start by identifying that the branched structure of the arteries can
be regarded as a network transportation system with splitting in the nodes, see fig.
3.1. Already by looking at the figure, we can note that in order to describe a trans-
port plan describing the graph, we need to use the Monge Kantorovich formulation,
as we need to allow for splitting.
Figure 3.1: Image a) is the continuous shape of the vein being discretized in image
b). This is how any vascular structure can be regarded as the graph structure. We
will use this structure to build our model starting with the dynamic properties of
the discrete case.
The model by [Tero et al., 2006] describes a connected planar graph where we have
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an equation describing the density transported. The density equation is typically a
conservation law coupled with a nonlinear dynamic equation for the flow conductiv-
ity along the edges of the graph.
Consider a graph, G = (V,E) with n vertices (nodes) 1, . . . , n ∈ V and m edges,
1, . . . ,m ∈ E. We can define a length of each edge, Le, as the length between the
nodes of e and the conductivity, De, as the connectivity between nodes. Say we
have a variational function, p, connected to the potential, or pressure, on G. The




(pu − pv) (3.1)
We impose mass conservation in all nodes except for the source and the sink nodes.
This means that the total flow into a node equals the total flow out of a node, and
so their flux is zero. We also impose that the source and sink nodes are equal of




Qe = f(v) :=

0 v 6= v0, vf ,
1 v = v0,
−1 v = vf
(3.2)
Where σ(v) signifies the set of all edges containing the node v.
To express the change of conductivity in time, we want to impose the property
that larger fluxes will reinforce the density transported along an edge, while smaller
fluxes will result in smaller conductivity [Tero et al., 2006]. Because the flux can be
either positive or negative, we need to include an absolute sign to reflect that we
are only interested in the magnitude of the flux, not its sign. The resulting equation
becomes an ODE for the time-development of the conductivity along each edge:
d
dt
De(t) = g(|Qe(t)|)−De(t) (3.3)
Where g is an increasing function from R+ to itself with g(0) = 0, and the decay
term −De(t) is introduced to prevent non-boundedness.
This means that we can use the following set of equations summarized by [Facca, 2017]
to describe our dynamic model pair (De, pv) yielding the optimal distribution on the




Qe = f(v) :=

0 v 6= v0, vf ,
1 v = v0,
−1 v = vf




(pu − pv) ∀e ∈ E Fick-Poiseville (3.4b)
d
dt
De(t) = g(|Qe(t)|)−De(t) ∀e ∈ E Conductivity Dynamics (3.4c)
De(0) = D̂e(0) > 0 ∀e ∈ E, initial data (3.4d)
In [Tero et al., 2006], multiple variations of g were tested. It was shown that using
g(x) = x, the conductivity converges to zero in every edge except the edges forming
the shortest path connecting the start and end node. This could be an indication that
it was successful in finding the shortest path. The mass densities also accumulated
along the edges with nonzero conductivity.
Moreover, [Bonifaci et al., 2012] showed that for using g(x) = x, we have equivalence









Qe = fv ∀v ∈ V
(3.5)
Which, under certain assumptions on the graph structure, the solution of our discrete
equations (3.4) converges to a stationary solution, Q, which is also the solution of
the above Optimal Transport problem.
3.2 Continuous Model - DMK
Now, we rewrite the equation (3.4), extending it to the continuum. We start by
discussing assumptions that need to be made to upscale the model, and end by
presenting the full, continuous PDE and link this back to the work done in Ch. 2.
This section will follow the notation of [Facca, 2017].
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3.2.1 Extension to the Continuum
Starting from a 1D graph structure as defined in sec. 3.1, certain assumptions need
to be made to upscale this to the continuum. It is important to note that since
the dimensionless model does not have a spatial direction, the literature only points
towards indications that the difference between nodes can be approximated by the
gradient. This leads to the following approximation:
1
Li,j
(pi − pj) ≈ ∇p. (3.6)
For more on this, see Xia’s work, as referred to in [Facca, 2017]. Moreover, this is
how the gradient is approximated discretely later when solving the equations, which
verifies that these directly correspond to each other.
3.2.2 Building the Continuous Model
Say we remove the graph structure, and instead consider an open, bounded domain,
Ω ⊂ Rd. From here on, we will only study the case g(x) = x, ie. a linear relation.
Setting the flux, Q, as Q = µ∇u, the potential function p on the graph structure
as u. Set u, v ∈ V to be two nodes in the graph, De the connectivity between them,
and Le the length between them. Recall that µ denotes the transport map. The
flux is the transport multiplied by the change in pressure/potential. From this, and




(pu − pv) =
µ
h
(ui − uj) = µ∇u (3.7)
Setting this into the equation 3.2 yields:
∑
e∈σ(v)
Qe = Qe1 +Qe2 = ∇ ·Qe = ∇ · (µ∇u) = f (3.8)
For all nodes v that are not edge nodes.







µ′ = µ(g|∇u| − 1)
(3.9)
Provided that µ is strictly positive.
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The generalizations into the continuum Ω ⊂ Rn as made above can be summa-
rized as the PDE system referred to as the Dynamic Monge Kantorovich (DMK)
equations:
−∇ · (µ(t, x)∇u(t, x)) = f(x) = f+(x)− f−(x) (3.10a)
µ′(t, x) = µ(t, x)(|∇u(t, x)| − 1) (3.10b)
µ(0, x) = µ0(x) (3.10c)
with (µ, u) : ([0,+∞)×Ω)→ (R+,R), zero Neumann boundary conditions, as well
as f satisfying the conditions specified and µ0 being the initial condition on µ.
Note: Using the Neumann boundary conditions on all boundaries does naturally
lead to non-uniqueness, as all the derivatives are determined at the boundaries, but
the actual values are not. This leads to an unknown integration constant, C.
3.2.3 Connection with Monge-Kantorovich
Solving eq. 3.10 to equilibrium would entail that the system has converged, and
no longer has a time evolution, ie. dµ
∗
dt
(x, t) = 0 ⇒ 0 = µ∗(x)∇∗(x) = f(x). The
system can be rewritten as:
−∇ · (µ∗(x)∇u∗(x)) = f(x),
|∇u∗(x)| = 1 where µ∗(x) > 0,
no assumption on (|∇u∗(x)| − 1) where µ∗(x) = 0
(3.11)
Which are the Monge-Kantorovich Equations [Facca, 2017].
3.3 Existence and Uniqueness
In this section we will follow Facca’s notation derived in [Facca, 2017] and [Facca et al., 2018]
closely to state the existence and uniqueness of the DMK. Later on, no proofs of the
further extensions will be conducted, and we will only refer to this section as proof
of existence for the base model. The following theorem states the existence of eq.
3.10:
Theorem 3.1. Given Ω an open, bounded, convex and connected domain in Rd
with smooth boundary, f ∈ L∞(Ω) with zero mean and µ0 ∈ Cδ(Ω) with µ0 > 0 and
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0 < δ < 1 there exists τ0 > 0 depending on f and µ0, such that the system∫
Ω
µ(t, x)∇u(t, x)∇φ(x) =
∫
Ω
f(x)φ(x)dx ∀ φ ∈ H1(Ω) (3.12a)
∂tµ(t, x) = µ(t, x)|∇u(t, x)| − µ(t, x) (3.12b)
µ(0, x) = µ0(x) > 0 (3.12c)∫
Ω
u(t, x)dx = 0 (3.12d)
admits a solution pair
(µ, u) ∈ C1([0, τ0[Cδ(Ω))× C1([0, τ0[, C1,δ)(Ω)) (3.13)
The full proof is derived in [Facca, 2017], but we will here discuss some of the main
parts contributing to this proof.
The Procedure of showing Existence and Uniqueness
1. Showing that the elliptic problem in 3.10a) is well posed on the domain.
2. Showing that the ODE 3.10b) is at least locally Lipschitz continuous on the
domain.
Part(1) In order to show the existence and uniqueness of a solution pair (µ, u)
of the equation 3.10, we start by examining equation 3.10a). This equation can be
classified as an elliptic equation. The general procedure for an elliptic equation is
to multiplying by a test function, v ∈ V and integrate over the whole domain:








a(u, v) = L(v)
(3.14)
Note: That this form is only obtained if µ = C ∈ Rn. As the µ is not assumed to
obtain a constant value here, see [Facca, 2017] for the proof done on non-constant
µ.
The eq. 3.14 is directly applicable to the Lax Milgram Lemma:
Theorem 3.2 (Lax Milgram Lemma). Assuming that a(., .) is symmetric, bilin-
ear, coercive and continuous, L(.) is linear and bounded, and (V, ||V ||) is Banach,
then the variational problem:
Find u ∈ V s.t. a(u, v) = L(v) ∀ v ∈ V (3.15)
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Where ML,m ∈ R
The proof of the Lax Milgram Lemma can be found in [Johnson, 1987].
Part (2) By denoting this solution, u, as U , we need to prove the existence and
uniqueness of a solution µ solving the equation
µ′ = µ(|∇U|2)− 1 (3.17)
This equation can also be rewritten as:
∂tµ(t) = Q(µ(t))− µ(t) (3.18)
The following proposition states that U and Q are locally Lipschitz. See sec. A.5
for the definition of Local Lipschitz continuity.
Proposition 3.3. The potential and Flux operators U and Q are Lipschitz contin-
uous and bounded in D(a, b) for all a and b, 0 < a < b < ∞. This yields that for
every µ ∈ D(a, b),
||U(µ)||C1,δ(Ω) ≤ C1(a, b)
||Q(µ)||Cδ(Ω) ≤ C2(a, b).
(3.19)
Moreover, there exists constants L(U)(a, b) and L(Q)(a, b) such that, for every µ1,µ2 ∈
D(a, b):
||U(µ1)− U(µ2)||Cδ(Ω) ≤ C1(a, b)
||Q(µ)||cδ(Ω) ≤ C2(a, b)
(3.20)
A full proof can be found in [Facca, 2017].
3.4 Lyapunov Candidate Functional
The Lyapunov Candidate Functional was first introduced in [Facca et al., 2018] as
a functional whose minimizer is the equal of the solution of Eq. 3.10.
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The Lyapunov Functional, S, is made up of the sum of the energy functional εf
and a mass functional M given by:
S(µ) := εf (µ) +M(µ)





















Where Uf (µ) identifies the solution of eq. 3.10 given µ. It has also been shown
that the OT density µf is the unique minimizer of the functional S and that the
minimum equals the Wasserstein distance between f+ and f− with a cost equal to
the Euclidian distance [Facca et al., 2018] (Recall the definition of the Wasserstein
Distance from sec. 2.5).
Proposition Given Ω and open, bounded, convex, and connected domain in Rd
with a smooth boundary. Consider f ∈ L1(Ω) with zero mean, then the Beckmann










Where L1+(Ω) denotes the space of non-negative functions in L
1(Ω). Moreover, the
OT density µ(Ω) and f ∈ S(Ω).
3.5 Extended Formulation - eDMK
Moreover, [Facca, 2017] showed that introducing a new parameter significantly im-
proved the branching ability of the medium. He also provided indications that this
numerically resembles the Branched Optimal Transport theory. The difference is
that the dynamical flux, q = |µ(t)∇u(t)| is raised to the power of βF > 0. For
the remainder of the work, we will use the following equations called the extended
Dynamic Monge Kantorovich (eDMK):
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−∇ · (µ(t)∇u(t)) = f(x) = f+(x)− f−(x) (3.24a)
∂tµ(t) = (µ(t)|∇u(t)|)βF − µ(t) (3.24b)
µ(0) = µ0(x) > 0 (3.24c)
with Neumann boundary conditions. Note that for βF = 1, the model remains the
same as before, while 0 < βF < 1 and βF > 1 will change the equation. We will
here only summarize the analysis done by [Facca, 2017].
βF = 1: The solution pair (µ, u) solves the Monge Kantorovich equation. This
connection was described in section 3.2. The existence condition and Lyapunov
functional were presented in sections 3.3 and 3.4 respectively.
0 < βF < 2: The Lyapunov candidate functional has been shown to be strictly











0 < βF ≤ 1: The solution, w of
∇ · (−|∇w|p−2∇w) = f (3.26)
with p = 2−β
1−β , zero Neumann boundary conditions and (u, µ) = (w, |∇w|
p−2) is the
steady state of the eq. 3.24.
1 < βF < 2: These values yield a loss of regularity, however, numerical experiments
indicate a convergence towards Branched Optimal Transport models even though
the exact connection is not known.
Despite the loss of regularity, we will continue to build on the model presented in





This chapter includes an original derivation of a continuous function that penalizes
splitting points arising in structures. The aim is to explore the properties of a
splitting point in an image. The chapter is structured as follows:
In section 4.1, we will motivate the need for the functional we are about to derive and
discuss how this would fit into current models and how it is useful. The expression
will be derived in section 4.2, where we will also present the resulting functional,
as well as provide a summarizing table describing the parameters that go into the
expression. In section 4.3, we will apply the expression to a few images that will be
of the same type of structures we expect to encounter. Finally, we will in section 4.4
discuss the results from section 4.3, as well as any limitations this expression might
have. It is important to note that this chapter will only be verified with the few
examples in section 4.3. More test will be conducted in chapter 6.
4.1 Justification
What we mean by a splitting point is a branch that either splits into two or more
smaller branches, or has any offspring stemming from it (see fig. 4.1a)). Recall the
graph figure in fig. 3.1 which had all the splitting points at the nodes.
The motivation for detecting a splitting point arises from the hypothesis that any
flow through a tube or vein that splits will slow the speed of the flow [Quohar et al., 2020].
This increases the total cost of distributing to the whole domain. The current math-
ematical model for biological optimal transport in Ch. 3 does not consider this, and
as a result, ends up with some branches that are only mathematically justified. The
hope is that by being able to detect the splitting of any branching structure, we
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would be able to allocate extra cost to the points of interest and hence be able to
get rid of the excess branches.
The target here is then to propose a functional locating the splitting points in a 2D
structure that can be used as an extra term in the optimal transport problem. The
2D structures will be seen as images, a note on how to upscale the dimensionality
will be given in Section 4.4.3.
4.2 Derivation
To mathematically determine the qualities of a branching point, we start by looking
at images containing branching structures. For a simple black and white image as
we will study here, the value of the image will either be or at least can be scaled
to be, one or zero, see figure 4.1a) and hence it is discrete and discontinuous. To
ensure that we have continuity, the initial image must be convoluted with a test
function, namely any function from the Gaussian scale space with zero mean. The
convolution process can be expressed as:




Where the function f is the initial image and g is the test function which is a Gauss
filter with zero mean and variable standard deviation, σ. A visual image as to what
happens when convolution is applied, see figure 4.1.
One can note that when the Gaussian filter is applied to the structure, it becomes
continuous, and the point where the structure splits can be described as a minimum
point, see figure 4.1d).
4.2.1 Finding Local Minima
Multiple approaches could be taken to detect local minimum points. Firstly, one
could try a discrete approach, and simply compare the locally smallest values on
a cell to cell basis using a discretization of the image. This does not guarantee
an accurate result however since the minima will mostly reside on a sub-cell posi-
tion, and a rough partition of the domain would not be able to detect this. See
[Kuijper, 2004] for a more in-depth tutorial on detecting extremum points using a
hexagonal grid. As well as a discussion of when using the discrete approach could be
useful. Secondly, the mathematical definition of something being a local minimum
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(a) A simple branching structure in 2D (b) Image with Gaussian filter.
(c) A 3D view of the initial structure. (d) Image with Gauss filter.
Figure 4.1: visualization of what happens when a Gaussian filter with standard
deviation σ is applied.
is the existence of two positive eigenvalues in a point. It is this definition we will
use in the following section.
The literature also supports the use of eigenvalues, as they are closely related to
singular values, λ2 = σ. This means that the singular values are always positive, and
we will not be able to differentiate between positives and negatives. This notation
can be confusing since both the singular values and standard deviations are denoted
as σ. However, except for this paragraph, and Appendix A.1, we will always be
discussing the standard deviation when mentioning σ.
A low-rank approximation (See section A.3) is an approximation of the matrix or
image using rank-1 components. As stated by [Drineas et al., 2006]: ’Often only a
few of the singular vectors are needed to extract the major appearance characteristics
of an image’. This means that low-rank approximations work so well because they
draw out the characteristics of an image. In other words, low-rank approximations
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will draw out all top and bottom points to a specified rank n. When only interested
in the bottom points, however, we must consider the eigenvalues, as they reveal the
orientation of the image value.
4.2.2 Deriving a Function for Continuous Detection
Any point (x, y) inside a domain Ω is a local minima if both of the eigenvalues
eig(D2u) = λ+, λ− are positive, where D2u is the Hessian of the scalar function







Figure 4.2: Stencils used for Dxx, Dxy and Dyy respectively.





(Ui−1,j − 2Ui, j + Ui+1,j)
Dxy = Dyx =
1
h2




(Ui,j−1 − 2Ui,j + Ui,j+1)
(4.3)
Where Ui, j is a discrete grid function approximation of u in the points (xi, yj) ∈ Ω,
and h is the mesh size step (Note: granted that ∇x = ∇y). The elements are
described using a stencil like the one described in fig. 4.2. We expect to obtain
2nd order accuracy from these all these discretizations [LeVeque, 2007]. More on
approximating derivatives can be found in section A.4.
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Both of the eigenvalues will be positive when the smallest eigenvalue is positive, the
function for the smallest eigenvalue can, therefore, be defined as:
λ− = tr(D2u)−
√
(tr(D2u))2 − 4det(D2u) (4.4)
This function can return all real values, but we are only interested in the positive
ones. When creating a functional taking these values λ− ∈ R we would like the cost
functional to only return a positive cost when a branching point is encountered, ie.
the branching point in penalized with the cost f(u).
f(u) ∈ R : R→ R+
An example of a function that takes the whole real line of values and only returns a
positive value or zero is the exponential function. The only clear issue with using this
function is the fact that it is not upper-bounded, and could rapidly grow unlimited
unless otherwise stated. By using a limiting parameter, β, we can restrain f(u) from
becoming very large. β requires that the magnitude of λ− is known a-priori. This
parameter can roughly be determined by the boldness of the branching structure, ie.
β can be related to the standard deviation σ, used in the convolution discussed in
section 4.2.
This will result in that any λ− > β will still be positive, while the rest will be
negative, and by this, limiting the maximum value of the exponential expression.
Another parameter used in the definition of the functional f(u) is α which represents
an amplification factor. After β is subtracted from λ− there will be a lot of values
surrounding 0. Then one can expect that the output will be very monotonous with
a lot of values equal to 1 since e0 = 1. To differentiate between the positive values
and the negative values, they are multiplied by α such that the differences will be
more clear. All negative values will tend to zero and the positive values will be
amplified. Also, we add an extra parameter, γ, in front to scale the magnitude of
the whole expression. This parameter becomes important when weighing this term







Numerical results of the equation stated above are listed in the following section.






λ− Function returning the smallest value of
the eigenvalues in any given point, λ−(x) ∈ R,wherex ∈ Ω
f(u) Functional highlighting the points with large positive eigenvalues
4.3 Examples and Results
All of the following examples use the same parameters but with varying initial images
u.
Parameter Input Data





Note: The Gauss filter is applied to all of the images before returning the cost
map of the functional. The σ in the table above refers to the standard deviation
used for the Gauss filter. Also, since we here only look at the structure by itself, γ
is set to 1 throughout this chapter.
From figure 4.3 we see that in all of the examples above, the functional returns a
higher value exactly in the splitting points. We regard this as a successful way to
continuously penalize a structure only in the splitting points. There are, however, a
few comments to be made about the differences in the examples above.
4.4 Discussion
From the examples, we see that the output function is roughly depending on the
scaling of the parameters, a value between 0 and 1. The splitting points become
visually amplified, so one can think of the functional as an amplification factor of
the splitting points of the initial image.
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(a) A simple branch structure (b) Resulting cost map of functional
(c) Multiple brances of same width (d) Resulting cost map of functional
(e) Multiple branches with decreas-
ing width (f) Resulting cost map of functional
Figure 4.3: Examples of different types of structures exhibiting a splitting feature
and their resulting cost maps from applying functional f(u).
The first image in fig. 4.3 is the image of the initial function u to which the functional
f(u) is applied. Note: The displayed image is before adding the Gaussian filter. In
the second image, we see that the structure shows something looking like a delta
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function in exactly the points where the splitting point is, indeed verifying that the
value increases in the splitting point.
As seen in the figure above, having a structure that splits multiple times but all while
having the same branch thickness will return multiple points of the same magnitude.
The only one that differs is the initial point as this does not trigger the exponential
function as much as the other ones. This might be because the point is surrounded
by more ’air’ and is blurred more easily by the Gaussian filter.
As a natural sequel to the previous example we now look at the same structure but
with the branches decreasing branch width as the structure keeps splitting, see fig.
4.3e). This might appear more natural in contrast to studying relevant structures
as veins or other transport problems. Here the initial splitting point is the largest
one and this one triggers the functional more than the sequential points.
4.4.1 More examples
More examples will be done in Ch. 6 on the functional to test things like how the
parameters change the output and the cost difference between an ’ideal branch’ vs.
a non-ideal branch.
4.4.2 Further Implementation
The whole motivation for this functional was to use it in the implementation of
optimal transport. As what we essentially want to do is to penalize the splitting
points, adding this functional to any image with branching points, the functional
will extract the branching point only. For an optimization problem, the optimal cost
will occur when the number of branches emitted from the structure is limited. In
the following chapters, we will be adding this new term to existing formulations of
describing these types of structures to see if it changes the overall appearance of the
structures created. Further testing of this expression will be done at the very end
of this work.
4.4.3 Limitations
As briefly stated earlier, there are multiple limitations to using this functional. The
main one being that the prediction of branching points becomes severely in-accurate
for self-crossing structures. In reality, for our main purposes, this will not be of any
concern as we do not see any instances of this happening in biological examples, or a
simple up-scaling of n+ 1 dimensions could also be applied to extract this crossing.
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Also stated was the suggestion of up-scaling to 3D which will be more applicable
to studying vascular tissue in the brain and in general 3D structures. This can be
done simply by extending the dimension of the x coordinate from 2 to 3 dimen-
sions (x, y, z). Even though this is simple in practice, visualization becomes difficult
because a full overview requires 4 dimensions, so this is skipped for the time being.
Another issue mentioned was the significance of differentiating between noise and
the structure itself when the branches become very small. Again, de-noising the
image will result from applying the Gaussian filter. All positive values will still
trigger the functional, but to a very small extent, as was visualized in figure 4.3.
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Chapter 5
Expanded Models and Solution
Strategies
This chapter will include a proposition of a new functional derived from the dynamics
of the structure. This functional, and the one derived from the previous, chapter
will be included in the full DMKe model derived in Ch. 3. Finally, we will propose a
solution strategy by using Finite Volumes. The result from this chapter will be two
original models representing the added splitting penalty we want to obtain. They
will both be tested thoroughly in Ch. 6. This chapter is structured as follows:
In sec. 5.1 we derive an original splitting penalty formulation based on the dynamics
of the structures we regard throughout this work. This is also added to the DMKe
derived in sec. 3.5, and up-scaled to the continuum similarly as presented in 3.2.1.
Section 5.2 will be using the same strategies as 5.1 to take the proposed penalty
functional from Ch. 4 into the DMKe model.
In sec. 5.3 we briefly discuss the existence and uniqueness of the two proposed PDEs
from sec. 5.1 and 5.2, followed by a proposition of solution strategies in sec. 5.4.
Here we will propose the full Finite Volume formulations of the models, solvers of
the resulting systems of equations and a mesh.
This chapter uses the approach of [Tero et al., 2006] and [Facca, 2017] to extend the
DMKe from eq. 3.24 to include the original splitting penalties. In section 5.4, we use
the definitions from [Nordbotten, 2019] to define the grid and solution strategies.
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5.1 An unexpected splitting penalty model
By going back to the discrete case from sec. 3.1, one can notice that the only change
from adding a no splitting condition is how the conductivity changes over time. In
addition to having tubes of smaller flux degenerate, we also want nodes with large
pressure differences to be penalized, as these are assumed to be a small branch
emerging from a large one.
Looking at the way our discrete model is set up, introducing this new property will
still yield the same flux. What will be changed, however, is the conductivity between
two nodes who vary widely in size. This means that the new property is making it
more expensive to have flow going from a big node to a small node. This can also
be seen in image examples where we have shown that every time, a branch emerging
form the main branch will trigger the cost functional in a more severe way than a
branch emerging from the smaller branched further out in the structure, see figures
in sec. 4.3.
With this in mind, it makes sense that it is the conductivity that will be updated
to reflect our property. The previous condutivity was the time-varying function:
d
dt
De(t) = g(|Qe(t)|)−De(t) (5.1)
Recall that we are still using g(Q) = Q as discussed in Ch. 3. Satisfying the
increasing and g(0) = 0 conditions.
To add the additional penalty, we need to decrease the conductivity where the
pressure differences are high. To ensure that this becomes a positive number, roughly
on the desired scale, we use the exponential function, and some scalable parameters,
to get a continuous function taking all real numbers and returning positive ones, as
described in Ch. 4. This can be expressed as:
e(pi−pj)−β (5.2)
Which, when put into the ODE for conductivity, we might want to express this term
in terms of flux Q, and conductivity, D.
Note: We do not need to include an absolute sign, as one of the conditions of the
structure is that it cannot create a larger branch from a smaller one, and hence
(pi − pj) > 0 ∀ i, j ∈ N (nodes), as long as j > i holds. We can at least expect this
from the discrete model on the 1D graph, but for the sake of generalizing to the
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=⇒ (pi − pj) = Qij
Lij
Dij






As in Ch. 4, we also here want to introduce a few parameters to this term that help
us regulate the magnitude of its output. See Ch. 4 for more explanation behind
















When constructing the time varying ODE, subtracting the conductivity signifies
the smaller branches degenerating, so that the flux would concentrate along the
bigger branches. We still want this to hold, but we also want extra degeneration of
branches with splitting. Therefore, we multiply the conductivity with the term just
introduced, and it will look as follows:
And that then gives us the time varying ODE
d
dt




Which is the discrete case. Rewriting these equations into being valid for the whole










µ = µ|∇u| − γµeα(∇x∇u−β) − µ
d
dt
µ = µ(|∇u| − 1− γeα(∇x∇u−β))
(5.7)
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As the conditions of µ require it to be strictly positive.
=⇒ The PDE we want to solve becomes:
−∇ · (µ∇u) = f
µ′ = µ(|∇u| − 1− γeα(∇x∇u−β))
µ(0, x) = µ0(x)
(5.8)
Now note, we can again begin to discuss how much this resembles our original image
filter, plus the scaling of the different terms. We can also discuss if the ∇x needs to
be included in the equation at all, or if it could be a part of the β parameter since
it is just a threshold to limit the exponential function output.
5.1.2 Branched Transport Model
Recall the parameter βF shown to encourage branching in Ch. 3. Adding this
property to the previous extension yields the following:

−∇ · (µ∇u) = f
µ′ = µ(|∇u|)βF − µ− γµeα(∇x∇u−β)
µ(0, x) = µ0(x)
(5.9)
We will later refer to this model as the Grad Formulation Model, as the splitting
penalty is based on the gradient of the solution.
5.2 Model for splitting penalty based on image
processing
In Ch. 4, we derived a function that adds additional cost to splitting points. This
is the feature we want to include in our full model. Similarly to sec. 5.1, we now
want to include this term into the existing model.
Again, as our term affects how the fluxes in the tubes are reinforced, the term will
affect the conductivity of the flow. The new time-varying ODE becomes:
d
dt
D(t) = |Q| −D − γeα(λ−−β) (5.10)
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Directly inputted into the eDMK model from eq. 3.24, we end up with:

−∇ · (µ∇u) = f
µ′ = µ(|∇u|)βF − µ− γµeα(λ−−β)
µ(0, x) = µ0(x)
(5.11)
Which looks a lot like eq. 5.9, but thresholding on the eigenvalues instead of the
gradient. We will later refer to this model as the Lambdaminus formulation.
5.3 Existence and Uniqueness
Since we end up having two full models, and both are using the βF parameter that
has different senses of regularity for the different cases, we will not conduct any solid
proofs of the existence and uniqueness here. Instead, we will conduct a number of
numerical experiments later, that give indications of at least an existing solution, as
well as we again refer the reader to the analysis done on the model, not including
our new terms.
Although a full analytical solution for these types of problems is yet to be found,
we still need to show that there are at least indications as to whether they should
exist. The procedure for showing existence and uniqueness is the same as the one
we used for the DMK in Ch. 3.
• Showing that the elliptic problem in eq. 5.9 a) and eq. 5.11 a) are well posed
on the domain.
• Showing that the ODEs 5.9 b) and 5.11 b) are at least locally Lipschitz on the
domain.
See Theorem A.13 for a definition of something being only locally Lipschitz, and sec.
A.5 for work on Nonlinear ODEs.
Point 1) remains equal across the chapters as eq. 5.9 a) and eq. 5.11 a) are the
same, so we refer the reader to sec. 3.3 for this proof. For point 2), see [Facca, 2017]
for a proof of the previous term behind locally Lipschitz. What remains to show is
that the terms µe∇u and eα(λ
−−β) are locally Lipschitz in terms of µ and u, which
suffices as conditions for existence in the cases of 0 < βF ≤ 1 and βF = 2.
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5.4 Solution Strategies
In order to solve the models, we will proceed to put our equations into the Finite
Volumes framework. Advantages from choosing the finite volume approach is that
we can ensure mass conservation and that we can expect a lower error from using a
rectangular grid. Especially the mass conserving property becomes vital as we are
interested in the transport variable, µ. We are also able to easily use the Divergence
Theorem on the equations 3.10. Solving these equations using FV is an original
idea by [Nordbotten, 2019]. For more on finite volumes and finite elements see
[Nordbotten and Celia, 2011] and [Johnson, 1987].
5.4.1 Finite Volume Formulation of the eDMK
Writing out eq. (3.10) into a finite volume approximation, we use the standard
framework for converting it. Starting from the Poisson equation 3.10a) we get:
−∇ · (µ∇u) = f∫
Ω










Where q is the transport flux. [Nordbotten, 2019] introduces η = log µ to ensure
that µ = eν > 0 in the distance scheme. Taking the logarithm also ensures that we
will end up with a more managable magnitude on the variables. Using the suggested
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variable changes in the finite volume formulation yields the following:
q = −eη∇u η = lnµ
d
dt













βF ) − eη
d
dt


























Paired with the conditions:
q · n = 0 on δΩ× [0, T ]
η(x, 0) = log(µ0(x))
(5.14)








(I −∆t∇ · (ε∇·))ηn+1 = ∆t( |q
n|βF
eηn
− 1) + (I −∆t∇ · (ε∇·))ηn
(5.15)








(I −∆t∇ · (ε∇·))ηn+1 = ∆t( |q
n|βF
eηn
− 1) + (I −∆t∇ · (ε∇·))ηn
q · n = 0 on δΩ× [0, T ]
η(x, 0) = log(µ0(x))
(5.16)
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5.4.2 Finite Volume Equations of Grad Formulation
The process of sec. 5.4.1 can also be applied to the new model propsed in eq. 5.9.
Recall the properties:
q = µ∇u µ = eη (5.17)
Note: If we need to rewrite the equation to not include u, the ∇u could be rewritten
according to the property of q as follows:





























































The full system of equations we will end up solving in the finite volume formulation
looks as follows (see sec 5.4.1 for transforming the other lines of the equation):
∫
∂Ω












−β) in Ω (5.20b)
q · n on ∂Ω (5.20c)
η(x, 0) = log(µ0(x)) onΩ (5.20d)
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Solving The Coupled System Similarly to sec. 5.4.1, we would like to add
some stabilization to the system. This changes eq. 5.20b) to:






−β)) + (I −∆t∇ · (ε∇·))ηn (5.21)
5.4.3 Finite Volume Equations of the Lambdaminus Formu-
lation
Applying the same procedure on the Lambdaminus Formulation in eq. 5.11, we
end up with the following finite volume model:
∫
∂Ω









− 1− γeα(λ−−β) in Ω (5.22b)
q · n = 0 on δΩ× [0, T ] (5.22c)
η(x, 0) = log(µ0(x)) onΩ (5.22d)
Where again, eq. 5.22b) with added stabilization becomes:
(I −∆t∇ · (ε∇·))ηn+1 = ∆t( |q
n|βF
eηn
− 1− γeα(λ−−β)) + (I −∆t∇ · (ε∇·))ηn (5.23)
Stencil for eigenvalues As we now discuss the flux along edges instead of cell
centers, a new stencil is proposed for approximating the eigenvalues on the edges.
Notice that this indexation only uses the fluxes on edges in the vertical direction,
see fig. 5.1.
We can propose the following stencil for the approximation of the 2nd derivatives:
∂2u
dx2
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Figure 5.1: Since the flux exists on edges, u(i, j) now denotes the edge marked in
red. We denote i as the horizontal index, and j as the vertical index.
Where h and k denote ∆x and ∆y respectively. As this is again a central difference,
we expect to obtain second order accuracy similar to the proposed stencil in Ch. 4.
5.4.4 Spatial Mesh
We need to establish the properties of the mesh we are solving our equations on.
The following definitions will be true for all of the formulations stated previously
in this chapter. In sec. 3.1, we talked about solving the Monge Kantorovich on a
discrete graph structure. We will now discuss how to discretize the continuum in
order to obtain a numerical solution.
Say we denote a Finite Volume mesh by the pair D = (T ,F), which represents the
mesh Tesselation and the mesh Faces, s.t.
• The Tesselation, T describes a partition of the domain Ω ie. a set of non-
overlapping units K ∈ T .
• The faces, F is a set of all the faces of the partition T .
For every unit K ∈ T , we can denote its cell center as xk, its faces as FK , and its
diameter as a 1-dimensional measure dk. Every face e ∈ F can be described with
the 1-dimensional measure me. The face e has an outward normal with respect to
the current cell, denoted as nK,e, an Euclidian distance to the cell center, d
e
K , and
neighboring cells Te. Along the boundaries Te will include one element while it will
have two elements for all internal cells.
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We will here and throughout only focus on a 2D rectangular grid, and so many of the
important properties usually looked at (such as the angle condition and connectivity
of vertices) for triangular or hexagonal grids are of less importance here.
5.4.5 Solvers
The resulting system is a sparse nonlinear set of equations. The solution strategy
approach is to do one Newton iteration to emit the nonlinearity and solve the re-
sulting system with Conjugate Gradients. These procedures are both conducted
iteratively and interchanging until a certain sense of time convergence is reached.
More on both Newton Iteration and Conjugate gradients can be found in section
A.5. Further numerical experiments will be stated in Ch. 6, s.a. discussing the
convergence of the system and stability. We will also conduct comparisons between




This chapter will include several numerical experiments for the proposed models of
Ch. 5. The goal is to present experiments that showcase the performance of the
expressions derived in earlier chapters. This chapter is structured as follows:
We will in section 6.1 see how the cost functionals alone act on images. This will
both serve as complementary tests to the experiments conducted in Ch. 4 and give
an insight into how the functionals change as the parameters vary.
Section 6.2 will be testing the full finite volume formulations of the extended Dy-
namic Monge Kantorovich with added splitting penalties. Here the stability will
be shown in the form of convergence plots. Section 6.2.4 will investigate extreme
parameters/term weightings whereas section 6.2.5 tests the parameters yielding a
more stable convergence. In section 6.3, simulations will be run on frog tongue data
using the stable parameters from sec. 6.2.
6.1 Image Filtering
As a large portion of the work was done considering the graph structure as a black
and white image, experiments will be conducted on this to test the reasoning of the
two models proposed in Ch. 5. Throughout this chapter, eq. 5.22 is referred to
as The Lambdaminus Formulation and eq. 5.20 as The Grad formulation.
Recall that Ch. 4 only covered a few examples of how the image filter acted on the
images. This section will cover more scenarios and compare the two formulations.
This initial section will again discuss the functionals as image filters. The derived
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functionals will be addressed as follows:
The Lambdaminus Functional:f(u) = γeα(λ
−−β) (6.1a)
The Grad Functional:f(u) = γeα(∇u−β) (6.1b)
Note: Using the same parameter names might be a little misleading as they are
not the same. They are, however, describing the same properties and so the same
Greek letters are being used in each formulation. The value of each parameter will
be clearly stated in the following examples.
6.1.1 Experiment 1: Comparing The cost of Different Struc-
tures
In Ch. 4 we only looked at the structure of the functionals and saw that they
penalized the splitting point more than the rest of the structure. This section will
discuss how much each point is penalized.
(a) Decreasing fractal branch-like structure. (b) More unnatural looking structure.
Figure 6.1: Images used for inputting into the functional.
As the initial motivation was to reduce the number of small branches stemming from
the main branch, we need to test whether such a structure would yield a higher cost
overall. Recall that we are minimizing a function, and so, we expect it to always opt
for the cheapest alternative. We then need to test whether the ideal looking branch
is the cheapest alternative.
Take two structures as in figure 6.1. They have the same number and sizes of lines
(branches). The thing that sets them apart is that figure 6.1 a) has the smallest
lines at the very ends of the branches whereas figure 6.1 b) has the smallest lines
along the main stem. From the definitions of Optimal Transport in Ch. 2, one can
expect the cost of fig. 6.1a) to be cheaper.
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Parameter Lambda Formulation Grad Formulation
u1 fig. 6.1 a) fig. 6.1 a)




f(u) eq. 6.1a) eq: 6.1b)
Table 6.1: Table of parameters used in experiment 1
Lambdaminus Formulation cost map
(a) Resulting cost map of fig. 6.1 a) (b) Resulting cost map of fig 6.1 b)
(c) Total cost: C = 467.9701 (d) Total cost: C = 549.5614
Figure 6.2: Illustration of returned cost map using the Lambdaminus formulation,
see table 6.1. Bottom figures are scaled to start at the zero axis in order to easier
compare the two.
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Grad Formulation Cost map
(a) Resulting cost map of 6.1 a) (b) Resulting cost map of figure 6.1 b).
(c) Total cost: C = 803.7851 (d) Total cost: C = 829.4769
Figure 6.3: Cost map return using gradient formulation on the two figures 6.1. The
top two images are directly returned while the bottom two are scaled to start at
zero. This is to simplify the comparison between them, but would not influence the
overall solution. Note the added noise/inconsistency along the main stem.
From figures 6.2 and 6.3, we see that both formulations return an increased cost
from figure 6.1 b). The figures are the outputs of the functionals respectively when
using the parameters listed in table 6.1.
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6.1.2 Experiment 2: Varying β parameter
In this section, we will look at what happens to the structures produced when we
change the parameters. This will also serve as an explanation of the reasoning
behind choosing the exact parameters used in the previous examples, and the ones
conducted in sec. 4.3. The following table include the inputted parameter values
used to produce figures 6.4 and 6.5.
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Parameters - Experiment 2
Parameter Eigenvalue Approach Gradient Approach




β Varying, see fig. 6.6 Varying
Table 6.2: Table of parameters used in experiment 2
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Lambdaminus formulation Varying β parameter
(a) Same figure as fig. 4.3c). (b) β = 0.0183, optimal β
(c) β = 0.05 (d) β = 0.015
Figure 6.4: Image in 6.4a) and the returning output of the Lambdaminus functional
with varying the β parameter. The optimal β value in image 6.4b represents the β
value yielding a max output value 1.
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Grad Formulation Varying β parameter
(a) Same figure as fig. 4.3c). (b) β = 0.1057, Optimal β
(c) β = 0.5 (d) β = 0.05
Figure 6.5: Inputted image, fig. 6.4a), and the returning output of the Grad func-
tional with varying the β parameter. The optimal β value in image 6.5b) represents
the β value yielding a max output value 1.
From figures 6.4 and 6.5, one can notice that the β parameter only changes the order
of magnitude of the structure, not the overall shape of it. Therefore, it will penalize
the splitting points the most regardless of the value of β.
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(a) Lambdaminus formulation plot. (b) Gradient Approach plot.
Figure 6.6: A plot of β values along the x-axis vs. the maximum output of the
functionals along the y-axis. Note that the only β values that yields a reasonable
output (ie. a constant size C), are the β values used in figures 6.4 and 6.5.
Notice that the span of β values used in figures 6.4 and 6.5 is not very large. Figure
6.6 demonstrates what happens to the magnitude of the functional output of β
values outside this interval. When coupling this to the rest of the model in section
6.2, the optimal β threshold parameter will automatically limit the max output to
1. We can then not expect that the optimal value of β in the following examples
will correspond to the ones presented on these images, as they are solely dependant
on the input.
6.1.3 Experiment 3: Varying α parameter
This experiment uses the already optimal value of β discussed in sec. 6.1.2. Now
we will see how the α parameter changes the outputs of the functionals. Figures 6.7
and 6.8 shows the resulting functional outputs given the parameters in table 6.3.
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Parameters - Experiment 3
Parameter Eigenvalue Approach Gradient approach




f(u) eq. 6.1a) 6.1b)
Table 6.3: Table of parameters used in experiment 3.
Lambdaminus Formulation Varying α parameter
(a) α = 1 (b) α = 100
(c) α = 500 (d) α = 1000
Figure 6.7: Returned Lambdaminus functional output with varying α parameter.
Plots a)-d) all have a max value of 1, but their structure is different.
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Grad Formulation Varying α parameter
(a) α = 1 (b) α = 100
(c) α = 500 (d) α = 1000
Figure 6.8: Returned Grad functional output with varying α parameter.
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From the figures 6.7 and 6.8, we see that increasing the α parameter focuses the
cost penalty to only the splitting points found. The problem, however, is that they
find different points. This will be discussed more closely in sec. 7.1.1.
6.2 Testing the FV Models
In this section we will set up a small test problem that runs both the eDMK model
5.16 with a finite volume solution method described in sec. 5.4 , and the newly full
derived models 5.22 and 5.20, with the added splitting penalties. The goals are to
see on a small scale if any changes happen to the produced optimal maps found
by the models using the same data and through this section become confident in
using the models on a higher resolution image in section 6.3. Both in the fact that
it looks like our desired results, and that we have a sense of numerical stability and
convergence.
6.2.1 Setup
The following experiment runs a small test problem. This was mainly done to
increase total run-time, but also keeping the scale large enough to visually see the
forming branching properties from the models. It was also important to re-scale
images to a rectangular grid to ensure that the code would be general enough to
handle any grid size.
The input data is a point source, an equally distributed sink map with a total value
equal to the sink, and an initial configuration map for the flow. As we can see in fig.
6.9, the initial flow map is chosen at random.
Input Data
Figure 6.9: Images of the input data specified. From left to right: The source, the
sink and the initial flow map.
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Note: The use of a random configuration like this will act a little differently every
time. The main point, however, is to compare the different formulations which were
all done using the same configuration. We can, therefore, expect to obtain a slight
difference in our configurations every simulation. This difference might also be due
to the non-uniqueness described in section 3.2.2 in addition to the randomness in
data.
6.2.2 Testing The βF parameter
Figure 6.10 is the given output for different values of the βF parameter. This is first
to test that it works with the finite volume formulation and to test how changing
the βF parameter changes the output. Again, see [Facca, 2017] for more on this
parameter.
Regular FV DMK with varying βF parameter
(a) βF = 1 (b) βF = 1.5
(c) βF = 1.85 (d) βF = 2
Figure 6.10: The Finite Volume Test problem from eq. 5.16 using same initial data
but different values of βF .
The plots above obtain the results we expected according to [Facca, 2017]. The
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code therefore also works while using the Finite Volume formulation. We can then
test with inputting the splitting penalty conditions. Throughout the rest of the
experiments, we will be using βF = 1.85.
Note: It is worth to mention that there is a threshold set to which parts of the
figure are visible. This is because we are mostly concerned about the overall struc-
tural changes in the figures. This threshold will be kept consistent throughout this
section.
6.2.3 Testing Added Splitting Penalties
Based on the parameters tested in sec. 6.1, we run the models 5.16, 5.22 and 5.20
using the parameters from table 6.4. The computed solutions of the different models
are plotted in fig. 6.11.
Parameters
Parameter Regular DMK Eigenvalue Approach Gradient approach
γ - 1 1
α - 1 1
βF 1.85 1.85 1.85
β - Optimal Optimal
Equation eq. 5.16 eq. 5.22 eq. 5.20
Table 6.4: Table of parameters for testing the proposed models.
Resulting Transport Maps of Different Models
Figure 6.11: Resulting plots of first testing the splitting penalty properties. The
plots obtained by the different models are figured from left to right: The Regular
DMKe, The Lambdaminus Formulation and The Grad Formulation.
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From fig. 6.11 we see that the new models keep a similar base structure as the origi-
nal, but both of our proposed formulations have managed to remove small branches
along the main stem. It does appear that the Lambdaminus formulation was more
successful in removing the larger unwanted branches. This will be discussed more
thoroughly in sec. 7.1.
Figure 6.12: Returned Convergence, difference between two consecutive time steps.
By looking at the convergence plots in fig. 6.12, we see that the added terms do add
some inconsistencies in the convergence rate. Such sharp peaks are a concern as this
could quickly spike the values resulting in an ill-posed system. Figure 6.12 shows
that the grad formulation is more sensitive to this than the lambda formulation.
From the fig. 6.13, we see that the functionals have only picked out the largest point
to penalize. This is due to the fact that we have large differences in the points. In
contrast to the image example, we have not here applied the Gauss filter to the
initial conditions. The contrast between the largest point found and the remaining
points may then get very large, which is the reason that we only see one point on
the plots in fig. 6.13.
To correct this, we can use the Gauss function on the transmissibility map itself.









Applying this with standard deviation, σ = 5 as used in the image examples in sec.
6.1, should yield a more similar map. See fig. 6.14 below for new functional maps.
One can also argue that by the property of exponential functions, this standard
deviation could be accounted for in the already existing α parameter, which has
previously been regarded as a sharpening parameter. By setting it to a value lower
than 1 it transforms into a diffusing parameter.
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Points of Flow Map Penalized by Functionals
(a) Lambdaminus flux at T = 160 (b) Lambda Functional output
(c) Grad flux at T = 160 (d) Grad Functional Output
Figure 6.13: The flow maps and their respective functional output. Note that they
are penalizing different points due to discretization. Also note that at T = 160,
the systems have already started converging which is why the structures are slightly
different even when using the same input data.
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Points of Flow Map Penalized by Functionals added Gauss
(a) Lambdaminus flux at T = 160 (b) Lambda Functional output
(c) Grad flux at T = 160 (d) Grad Functional Output
Figure 6.14: The flow maps and their respective functional output. This is after
adding a Gaussian filter.
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Figure 6.15: Resulting plots of testing the splitting penalty properties with added
Gauss filter.
Figure 6.16: Convergence plots of different models.
6.2.4 Testing Extreme Parameter Values
Here we will test with adding the largest weighing of γ possible and still running.
Note: The random configuration of the initial data creates uncertainty here, as one
map might get lucky and run. What we mean by the largest weighing of the term, is
the one that consecutively runs. The parameters in table 6.5 were the largest ones
to still run.
Parameters
Parameter Regular DMK Eigenvalue Approach Gradient approach
γ - γ = 5 γ = 15
α - α = 0.000001 α = 0.0001
βF 1.85 1.85 1.85
β - Optimal Optimal
Equation eq. 5.16 eq. 5.22 eq. 5.20
Table 6.5: Table of parameters used to test max weight of extra terms.
These had the resulting convergence plots shown in fig. 6.18.
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Figure 6.17: Resulting plots of testing highest splitting penalty weight.
Figure 6.18: Convergence plots of different models for highest possible weighing of
penalty term.
Note: That although the Grad Formulation has the most unstable convergence
map with high periodic spikes (see fig. 6.17 c)), the Lambdaminus Formulation did
not manage to run until final time even with a much smoother map.
6.2.5 Testing Stable Parameter Values
Here we will focus on running models that alter the initial image to the desired
outcome, while still maintaining a stable enough convergence plot. These are the
parameter values that will be used for the run on a larger scale simulation. See tab.
6.6, fig. 6.19 and fig. 6.20.
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Parameters
Parameter Regular DMK Eigenvalue Approach Gradient approach
γ - 2 2
α - 0.000001 0.0001
βF 1.85 1.85 1.85
β - Optimal Optimal
Equation eq. 5.16 eq. 5.22 eq. 5.20
Table 6.6: Table of parameters shown successive simulations of semi-stable conver-
gence.
Figure 6.19: Resulting plots of first testing the splitting penalty properties.
Figure 6.20: Returned Convergence using more stable parameters.
6.3 Applying to Frog Tongue Data
This section will test how the models built in previous chapters performs at simu-
lating the vascular structure of real input data. We will run tests using the most
stable parameters testes in section 6.2. See table 6.6 for a list of these parameters
and values.
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6.3.1 Data
The data used for setting up this problem is the image of the frog tongue from
[Cohnheim, 1872] segmented by [Hanson and Lundervold, 2013]. The results are
the drawn-out vein characteristics used as initial data seen in fig. 6.21 b).
Figure 6.21: Images of the input data specified. From left to right: The domain, the
initial flow map and the source.
6.3.2 Simulation
Fig. 6.22 shows the returned structures calculated by the model with a viewpoint
0.7, ie. only the main branches are visible on the plot.
Figure 6.22: Plots of the main structures returned by models. From left to right:
The eDMK, The Lambdaminus Formulation and The Grad Formulation.
All of the figures resemble the input data, but there is no visible difference made by
the added penalties on this threshold. Getting a closer look by setting the visibility
to 0.01:
A zoomed-in version of this plot can be found in figure 6.24, where one can notice
a difference between the models.
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Figure 6.23: Viewpoint 0.01. From left to right: The eDMK, The Lambdaminus
Formulation and The Grad Formulation.
Figure 6.24: Zoomed in version of previous figure. From left to right: The eDMK,
The Lambdaminus Formulation and The Grad Formulation.
6.3.3 Random Initial Data
As the previous experiment seems to end up with a structure closely resembling the
initial data, we now look at what happens when we initialize at random, similarity
to what was done in section 6.2.
Note that also here the same random configuration is used in all formulations. The
plots in fig. 6.26 are the returned results of the simulation.
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Figure 6.25: Zoomed in version of previous figure mapped onto vascular image.
From left to right: The eDMK, The Lambdaminus Formulation and The Grad
Formulation.
Frog Tongue Simulation With Random Initial Data
(a) Resulting structure (b) Regular DMKe
(c) Lambdaminus Formulation (d) Grad Formulation
Figure 6.26: The resulting structures from running on the frog tongue using a ran-
dom initial configuration of the flow pattern. Figure a) is the overall resulting
structure by limiting the viewpoint. This structure is equal across formulations,
similar to what was shown in fig. 6.22. Figures b)-d) show a zoomed-in version of
the same locations in the images. Again, notice that the two new formulations yield
a refinement of the original one.
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Chapter 7
Discussion
This chapter serves as a discussion and summary of the experiments in Ch. 6. We
will discuss how the experiments turned out versus the initial goal, and include a
list of relevant limitations. This chapter is sectioned as follows:
Section 7.1 will discuss the overall performance of the new models relative to the
eDMK. It will discuss the results of each section in the previous chapter separately.
Section 7.2 summarises the limitations encountered, which give rise to further work
of interest within this topic. Finally, section 7.3 provides the conclusion of the thesis.
7.1 Discussion
7.1.1 Discoveries made from Image Filtering Experiments
In sec. 6.1, experiments were done to see whether the functionals could detect
splitting points in an image. Both of the functionals were successful in returning a
higher cost at the splitting points compared to the rest of the image.
By further comparison between figures 6.4 and 6.5, we see that the Grad Formulation
only has detected 3/6 of the splitting points, whereas the Lambdaminus formulation
has targeted 5/6 of all splitting points in the image. This is due to the discretization,
as the Grad Formulation only approximates the gradient by two points, whereas the
eigenvalues are approximated by second derivatives using a central difference scheme.
This leads to a higher directional dependency for the Grad Formulation, which is
the reason why it does not find the same amount of points. Note that this is due to
the discretization, not the continuous equation itself. The effect of the discretization
weakness can also be seen in fig. 6.13. It would be interesting to see how a better-
suited discretization would improve this.
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As for the parameters, both the α and β parameters were shown important to the
output of the functional. In Ch. 4 we mentioned that the β is always automatically
set to the max value and acts as a threshold to limit the max output of the functional
to 1. The downside to this, however, is that it will still penalize the minimum point
in any image even though this point might not represent a splitting point. There
has not been put a huge emphasis on this here, as the natural branching properties
of the rest of the model always has shown to yield branches spanning the domain.
7.1.2 Discussing Test Problem Cases
From section 6.2, both of the new formulations show signs of removing small details
otherwise included in the finite volume solution of the eDMK. Note that all exper-
iments conducted in this section ran until T = 200. This was done mainly from
the convenience of maintaining a consistent size throughout, but also to see how the
convergence plots acted over time. Even by setting the stopping criteria as tol = 1,
did not strike in before T = 200. All resulting structures end up having a line
crossing the domain diagonally. This relates to optimal transport, as the smallest
path between two points is straight through.
This section focused on varying the α and γ parameters, as β was already determined
from sec. 6.1. After adding a small diffusion to the problem to both improve
numerical stability and increase the amounts of points penalized, the test cases
showed the ability to limit the number of small flow outside of the main structure.
The main structure, however, stayed roughly the same.
It can be seen in fig. 6.18, that the simulation only ran for small enough γ, as the
larger weightings made the model unstable. From fig. 6.18, we see that even for the
γ tested, the Lambdaminus Formulation was unable to run until completion. This
suggests that perhaps the wrong solution strategy was chosen for this term, or that
the extreme cases do not yield a solution.
Aside from the computational stability, the extreme cases would be very interesting
to look at. We can imagine that a structure heavily focused on the no-splitting-
conditions would not include any splitting points at all, as these points would be
very expensive to build. This might yield zig-zag structures spanning the whole
domain. Again, the automatic β could create problems in this case.
7.1.3 Frog Tounge Simulation
By running the new models using the frog tongue data in sec. 6.3, we notice that
the overall structure stays the same for all formulations. By a closer comparison in
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fig. 6.25, one can notice differences made on a more detailed level. The differences
made here correspond to the results seen from the previous examples. As a result,
both of the models were able to refine the structure and end up with more defined
branches.
To ensure that these results do not only come from rigid initial conditions, section
6.3.3 initialized the same model with a random flow map. The results in fig. 6.26,
show that the branch structure turned out a little differently than fig. 6.24, but
all the models again yielded the same overall structures. By a closer examination,
also here, the new models, and especially the Lambdaminus model, refined the tree
structure by removing small branches next to the main stem. This is the most visible
near the beginning of the structure, as this is the area focused on by the functionals.
7.2 Limitations
7.2.1 Dimensions
As discussed in Ch. 4, the proposed cost functionals are very sensitive to crossings
in an image. Recall the definition of splitting point in the image sense is given in
section 4.1. When defining something as a splitting point or not, it will, at least in
2D, count an overlap as an additional splitting point.
The working dimension has been 2D throughout. In the description of the grid setup
in sec. 5.4.4, it becomes clear that the model will struggle to compute arbitrary
3D data. This becomes a restriction as there are many interesting 3D cases of
branching structures to look at. This could be computed by running on each 2D
slice individually.
7.2.2 Parameter dependency
Having a lot of parameters gives us a lot of control, but also a lot of time can be
spent fine-tuning these parameters to ensure that we get the optimal output. Making
them dependant on the input itself has eliminated some of these issues, but creates
new ones as the functional will always retrieve the smallest point as mentioned in
sec. 7.1.1.
In sec. 7.1 we discussed that the models only penalized small branches on the sub-
structures. By changing the parameters, the models might be able to make changes
to larger branches as well.
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7.2.3 Discretizations
Again, one of the main limitations is that the discretizations used creates a biased
directional dependence.
7.2.4 Computational Stability
The plots from sec. 6.2 show that there are some numerical stability issues. This
also yields a limitation of the cases tested. Ideas to improve numerical stability
is to perhaps introduce a pre-conditioner to matrix A, as the matrix might be ill-
conditioned. Another thing that could improve the stability would be to lower the
time-step.
7.2.5 Analytic proof
As mentioned in sec. 3.5, the regularity of the problem disappears for 1 < βF < 2.
Because these are the values that show the best branching properties, and the values
used throughout the experiments, we have not been able to conduct formal proof
that the solution exists. We do, however, see a strong inclination towards numerical
convergence, and this is the reasoning behind relying on numerical evidence.
7.3 Conclusion
The proposed functionals specify a penalty for points with large gradients or large
eigenvalues. By implementing these into the existing eDMK model, the points re-
moved are the small points next to the main branches. Results of the tests show that
they yield a refinement to the branches, but not a change to the overall structure as
hoped for.
The presented theory is an interesting approach to the current model of branched
structures. More work needs to be done on the applications, but it is thought that
by changing the parameters, the functionals will be able to influence larger branches
as well. When working through some of the limitations, this approach yields a more
visually optimal result. Hence, this answers the motivating question of the ability
to find such a penalty function.
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The Appendix includes properties and theories that are mentioned in the thesis.
They are summarized here to shorten previous sections and serves as a checklist to
read through before and alongside the other chapters. The sections in the Appendix
are structured as follows: Section A.1 discusses matrix properties such as orientation,
eigenvalues, and singular values. Section A.2 discusses norms, which relates to cost
functions used in Optimal Transport. Section A.3 describes the components of the
SVD and its usages for Image Processing. Section A.4 introduces Finite Differences.
Finally, section A.5 will describe the solution strategies and properties for nonlinear
ODEs.
The Appendix utilizes many textbooks encountered in graduate courses in applied
mathematics. The main resources for the Appendix are [LeVeque, 2007], [Trefethen, 1997]
and [Moler, 2004]. No proofs will be stated here, but they can be located in their
sources.
A.1 Matrix Properties
A matrix A ∈ Cm×n has full rank m where m ≥ n. We also have that the column
rank of A is n and the row rank m. This means that the rank of the matrix is
equal to its column rank if it is linearly independent. This is summarized in the
following theorems.
Theorem A.1. A matrix A ∈ Cm×n with m ≥ n has full rank if and only if it maps
two distinct vectors to the same vector.
Theorem A.2 (Fundamental Theorem of Linear Algebra). For A ∈ Cm×n,
the following conditions are equivalent:
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1. A has an inverse A−1
2. rank(A) = m,
3. range(A) = Cm,
4. null(A) = {0},
5. 0 is not an eigenvalue of A,
6. 0 is not a singular value of A,
7. det(A) 6= 0.
Definition A.3 (Sparse). A matrix A is said to be sparse if many of its entries
are said to have a magnitude lower than machine epsilon. y
Definition A.4 (Symmetric). A matrix A is said to be symmetric if A = AT ,
where AT denotes the transpose of the matrix A. y
Definition A.5 (Positive Definite Matrix). A matrix A is said to be Positive
Definite if λi > 0, ∀ λi = λ1, . . . , λn ∈ eig(A) y
Proofs can be found in [Trefethen, 1997].
A.1.1 Eigenvalues
Definition A.6 (Eigenvalue). An eigenvalue and an eigenvector of a square ma-
trix A are a scalar λ and a nonzero vector x so that
Ax = λx (A.1)
y
Definition A.7 (Singular Value). A singular value and pair of singular vectors
of a square or rectangular matrix A are a non-negative scalar σ and two nonzero





Where superscript H denotes the Hermetian Transpose.
Eigenvalues are very important for solving systems of ordinary differential equations.
’The values of λ can correspond to frequencies of vibration, or critical values of
stability parameters, or energy levels of atoms’ [Moler, 2004].
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A.2 Norms
A norm is defined as a measure of length or distance. Different norms measure
magnitudes in different ways, and hence some will be better suited for specific ap-
plications than others. Here we will introduce the most common ones along with
where one can expect to naturally encounter them.
Definition A.8 (Norm). [Trefethen, 1997] A norm is a function ||.|| : Cm → R
that assigns a real-valued length to each vector. In order to conform to a reasonable
notion of length, a norm must satisfy the following three conditions. For all vectors
x and y and for all scalars a ∈ R,
1. ||x|| ≥ 0, and||x|| = 0 =⇒ x = 0 , (Nonzero condition)
2. ||x+ y|| ≤ ||x||+ ||y||, (Triangle inequality)







The 1-norm is also sometimes referred to as the Manhattan norm. This is because it
visually represents the measure of distance actually traveled for taxi drivers driving
around blocks.







The 2-norm is also often referred to as the Euclidean norm. This norm is the most
common to talk about when discussing general distance between two objects, as this
norm will equal the length of a straight line drawn between two objects.











p (1 ≤ p <∞) (A.6)
A.3 Singular Value Decomposition
After defining the singular values in section A.1, we can define the Singular Value
Decomposition as follows:
Definition A.9 (Singular Value decomposition). The Singular Value Decom-
position of any m× n matrix A can be expressed as
A = UΣV T (A.7)
Where U and V are orthogonal matrices, and Σ is a diagonal matrix whose entries
σk are called singular values. y
More on the SVD can also be found in [Trefethen, 1997] or [Moler, 2004].
A.3.1 Low Rank Approximation
A low-rank approximation, also called Principal Component Analysis, approximates
full rank matrices by multiple rank one matrices (recall the definition of the rank of
a matrix from section A.1). Let
A = UΣV T (A.8)
Be the SVD of a m× n real matrix A. Then SVD can be rewritten as:
A = E1 + E2 + ...+ Ep, (A.9)





where σ = diag(Σ), and uk , vk are the k-th columns of matrix U and V .
81 A.3. Singular Value Decomposition
The norm of each component matrix is the corresponding singular value
||Ek|| = σk. (A.11)
The number of rank-one matrices used in the approximation (starting from E1) is
the rank number approximation of the matrix.
Low-rank approximations are used in a number of fields such as statistics, archaeol-
ogy, and image processing. Because of the variation in fields, the notation also varies.
Note that this will often be described as finding the eigenvalues and eigenvectors
from ATA since
ATAV = V Σ2. (A.12)
This notation transforms the cross-product matrix into the correlation matrix known
from statistics. The following figure showcases the low-rank approximations of an
initial image:
Figure A.1: Visual representation of image and its low rank approximations. The
first image is the original image; Black Bear. Copyright photos courtesy of Robert
E. Barber, Barber Nature Photography (REBarber@msn.com)
Figure A.1 shows that the first low approximation has pointed out all the major
dark and light parts in the image. The low rank approximation with rank 100 is
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Figure A.2: Singular values of image in fig. 2.4.
almost as clear as the initial image, which has a rank of 394, as it is a 600 × 394
pixel image. This means that a majority of the characteristics can be stored with
1/4 of the singular values.
When looking at the singular value curve in fig. A.2, the curve starts out steep
as the first values hold a lot of information. For other images this curve will look
differently. See [Moler, 2004] for another experiment like this.
A.4 Finite Differences
The study of finite differences is to approximate the derivatives or partial derivatives
in an equation. By substituting derivatives with their discrete approximations, one
can obtain the numerical solutions of ODEs and PDEs. This section will describe









This is called the Forward difference where h (also sometimes denoted ε) is a
small discretization step, here in space.
Note: The approximations of the derivatives yield a small error. These errors can
be found by performing a Taylor expansion to get information about the quality of



























(2f(x)− f(x− h)− f(x+ h)) (A.16)

























As all of the ODEs in this work will be nonlinear, this section will discuss how to
treat these types of problems.
A nonlinear ODE will have the form
u′′ = f(u), (A.18)
where f(u) is a nonlinear function (f.ex eu, u2, sin(u) etc.). We can discretize this
equation similarly as we would an ordinary one:
1
h2
(ui+1 − 2ui + ui−1)− f(ui) = 0 (A.19)
with i = 1, . . . , n, h = T/(n + 1). We can also set the boundary conditions to be
u0 = α, un+1 = β. This now becomes a system of n equations and n unknowns. But
it will also be a nonlinear system of the form:
F (u) = 0 (A.20)
Where F : Rn → Rn. Instead of a direct method, we must use an iterative method
such as Newtons method.
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Newtons method If u[k] is an approximation of the solution u at timestep k, then
Newtons method is derived via the Taylor expansion
F (uk+1) = F (uk) + F ′(uk)(uk+1 − uk) + 1
2
F ′′(uk)(uk+1 − uk)2 + . . . (A.21)
Setting F (uk+1) = 0 as desired (because of eq. A.20) and dropping the higher order
terms, results in
0 = F (uk) + F ′(uk)(uk+1 − uk) (A.22)
And we end up with the Newton update
uk+1 = uk + δk, (A.23)
where δk solves the system
J(uk)δk = −F (uk). (A.24)
and J is the Jacobian matrix, J(u) ≡ F ′(u). Note that for every time-step we have
to solve a tridiagonal system until it has reached the final time. This is similar to
the single tridiagonal system solved in the linear case. Note that we need an initial
guess to use the Newton iteration. The following can be said about the stability:
Definition A.10. The nonlinear difference method F (u) = 0 is stable in some
norm ||.|| if the matrices (Ĵh)−1 are uniformly bounded in this norm as h→ 0, i.e.,
there exists constants C and h0 such that
||(Ĵh)−1|| ≤ C for all h < h0. (A.25)
y
Note: ’Stability of the difference method does not imply that Newton’s method
will converge from a poor guess’ [LeVeque, 2007].
See [LeVeque, 2007] p. 38 for a more specific example.
A.5.1 Lipschitz Continuity
Lipschitz continuity plays an important role in determining whether an ODE has a
solution or not.
Definition A.11 (Lipschitz Continuous). We say that the function f(u,t) is
Lipschitz continuous over some domain
D = {(u, t) : |u− η| ≤ a t0 ≤ t ≤ t1} (A.26)
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if there exists some constant L ≥ 0 so that
|f(u, t)− f(u, t)| ≤ L|u− u| (A.27)
for ∀ (u, t), (u, t) ∈ D. y
The Lipschitz constant, L, retrieves information on how smooth the nonlinearity in
the equation is. It also expresses how much a solution diverges or converges at a
certain point, which tells how much the function changes. Note that it does not
differ between rapid convergence and rapid divergence.
If f(u, t) is differentiable with respect to u in D and its derivative, fu = ∂f∂u , is





Theorem A.12. If f is Lipschitz continuous over a region, D, then there is a unique




This can be generalized to only requiring that a function is Locally Lipschitz.
Locally Lipschitz Although it is easier to show that an equation has an existing
and unique solution when it is globally Lipschitz continuous, we also sometimes
need the weaker form of the Lipschitz continuity. This will enable us to include
more functions of which we can be certain that their solution exists before we start
looking for it numerically, as will be described in the following section.
Theorem A.13 (Local Lipschitz Continuity). Let X be a normed space and
f : X → R. If f is continuously differentiable in a neighborhood V of a point
x0 ∈ X, then f is locally Lipschitz at x0.
In other words, given x0, use the continuity of f
′ to find a neighborhood U of x0
st. ||f ′(x) − f ′(x0)|| ≤ 1 ∀ x ∈ U . =⇒ ||f ′(x)|| ≤ ||f ′(x0)|| + 1 in U =⇒ f is
Lipschitz on U .
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A.5.2 Solvers
Although nonlinear equations might have an existing unique solution, they generally
do not have an analytical solution. This means that we need to solve nonlinear
equations numerically.
Note: Any well-posed ODE can be solved numerically, but linear ODEs also often
have an analytical solution as well. If both are known, the analytical solution can
be used to verify the accuracy of the numerical solution.
For any nonlinear equation, we need to solve it numerically and march in time.
Methods that can be used for this are Explicit Euler update, Taylor expansion, and
both Runge Kutta and Newton that build on Taylor expansion, see [LeVeque, 2007].
A.5.3 Iterative Solvers for Linear Systems
Large matrices can be computationally expensive to solve directly, and so iterative
solvers are very beneficial. For large matrices arising from discretizations of differ-
ential equations, we generally end up with large sparse systems easier solved with
iterative solvers. For a full overview of iterative methods, see literature such as
[LeVeque, 2007], [Trefethen, 1997]. Here we will only include Conjugate Gradients,
as this is the algorithm used to solve the resulting system of equations in this thesis.
Conjugate Gradient Algorithm Conjugate gradients are used to solve Au = b
when A is a symmetric, positive definite matrix. The algorithm works as follows:
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Algorithm 1: Conjugate Gradient Algorithm.
Input : Initial guess u0, possibly zero vector.
Output : Solution approximation uk after k iterations.
// Initial residual.
1 r0 = f − Au0;
2 p0 = r0 ;
3 for k = 1, 2, . . . do
4 wk−1 = Apk−1;





6 uk = uk−1 + αk−1wk−1 ;
7 if ||rk|| < tol then stop ;





9 pk = rk + βk−1rk−1 ;
10 end
