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Abstract
In predictive microbiology, the (induced) lag-phase is a phenomenon of specific interest, as it has a large
impact on the assessment of safety and quality of food products. This lag phase has been studied mostly
on a macroscopic level. However, a quest for more mechanistically-based predictive models has started,
for example through the integration of a metabolic reaction network into widely used macroscopic model
structures. This multi-scale modeling approach is called dynamic metabolic flux analysis (dMFA). In this
contribution, a recently developed algorithm for dMFA is used to estimate the metabolic fluxes in Escherichia
coli K12 during an experimentally induced lag phase through a sudden shift in temperature. To study this
phenomenon, controlled bioreactor experiments were performed: on the one hand at a fixed and optimal
temperature for growth (37◦C), and on the other hand starting at 20◦C, with a sudden temperature shift
to 37◦C during the exponential growth, inducing an intermediate lag phase. The evolution of biomass and
metabolite concentrations was monitored during these experiments. After dMFA analysis of the gathered
measurements, some interesting patterns in metabolic activity during the different growth phases are revealed.
The described case study is a first practical test case to assess the capabilities of the recently developed dMFA
methodology in an experimental predictive microbiology setting.
Keywords: Dynamic metabolic flux analysis, B-spline parametrization, Experimental validation, Predictive
microbiology
1. Introduction1
The concept of predictive microbiology entails that a detailed knowledge of the behavior, i.e., growth,2
survival and inactivation, of microorganisms in food products can be expressed in mathematical models,3
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which enable an objective evaluation of the microbiological safety and quality of foods [22]. An important4
phenomenon studied in predictive microbiology is the lag phase, which is a period in which no growth occurs5
as microorganisms have to adapt to a (sudden) change in environmental conditions. This can happen because6
of inoculation of the organism in a new medium, in which case the phase is called initial lag, or due to a7
change in one or more environmental variables, e.g., temperature or pH, during an exponential growth phase,8
in which case the period is called an intermediate or induced lag phase. Because of the frequent changes in9
environmental conditions taking place during the production, distribution and consumption of food products,10
a good understanding of the lag phase is of vital importance for the assessment of microbial safety and quality11
of food products. Once the influence of environmental conditions on the occurrence and the length of the12
lag phase is determined, shelf-life of food products can be determined more accurately, and strategies can be13
developed to inhibit the growth of microorganisms by keeping them in this lag phase for extended periods of14
time.15
16
For these reasons, the lag phase has been studied extensively in recent years in predictive food microbi-17
ology [27]. Examples include studies of (i) the initial lag phase at different temperatures [4, 35], or for18
individual cells [16]; (ii) the lag phase due to a sudden shift in temperature for different microorganisms,19
e.g., Escherichia coli [28], Listeria monocytogenes [12] and Klebsiella oxytoca [23]; and (iii) the lag phase20
due to a fluctuating temperature and water activity [25]. The main difference between [27] and this paper21
is the focus on, on the one hand the macroscopic lag phase description (the past work), and on the other22
hand the estimation of intracellular fluxes during this lag phase (the present work). In the former, the lag23
phase is quantified on a macroscopic level so pH and dissolved oxygen are controlled on-line while the off-line24
measurements concerned only the cell density, glucose and acetate concentration. In contrast, in order to25
estimate the intracellular behavior, a more detailed set of measurements are taken, i.e., biomass, O2, CO2,26
ammonium and hydrocarbons. A more detailed description is provided in the materials and methods section.27
28
All these studies focus on a description of the lag phase from a macroscopic point of view, i.e., the mod-29
els describing the phenomenon are based on the cell and population level. However, a quest for more30
mechanistically-based predictive models has started recently [21]. The applicability and reliability of existing31
models will be improved by looking inside the black box and unraveling the underlying mechanisms [9]. One32
way of adding mechanistic information to a macroscopic model is by integrating the information contained33
in a metabolic reaction network into the model [29]. These networks are a representation of (a part of) the34
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metabolic reactions occurring inside the cell, and between the cell and its environment. The rates of these35
reactions, the so-called fluxes, provide important information on the distribution of resources by the cell over36
the different pathways in its metabolism. These fluxes can be calculated based on extracellular concentrations37
and fluxes through (dynamic) metabolic flux analysis techniques [36, 2]. Furthermore, metabolic reaction38
networks can be used to build predictive models through (dynamic) flux balance analysis, in which a cellular39
objective is used to obtain the fluxes [19]. One application of this technique in predictive microbiology is40
given in Metris et al. [24], in which osmotic stress is modeled through flux balance analysis. Other potential41
application is in the assistance of drug development to determine relevant/critical pathways [5]. Furthermore,42
bioreactor operation has been shown to increase when the metabolic network is considered in the optimization43
procedure [11].44
45
The application of metabolic reaction network-based techniques in predictive microbiology is, however, still46
in the starting blocks. To prove the relevance of this methodology in this field, more practical applications47
are needed. The aim of this contribution is the experimental validation of a recently developed technique for48
dynamic metabolic flux analysis [30, 31] to estimate the dynamic metabolic fluxes in E. coli K12 during a lag49
phase induced through a sudden shift in temperature. The developed method enables to take the nonlinear50
nature of the dMFA-problem into account. The free fluxes are parametrized with B-splines to ensure smooth-51
ness of the flux profiles and state-of-the-art tools for solving dynamic optimization problems are used to solve52
the dMFA-problem as a dynamic parameter estimation problem. The controls and states are discretized by53
an orthogonal collocation scheme on finite elements and as solver an interior point optimizer, i.e., IPOPT [34],54
is used. For the calculation of exact first and second order derivatives, CasADi [1] provides the automatic55
differentiation. The experimental materials and methods used in the bioreactor experiments are described56
in Section 2, along with the employed metabolic reaction network. Section 3 starts with a description of the57
measurements gathered during these experiments, subsequently the employed dynamic flux estimation algo-58
rithm is briefly described. The section concludes with a detailed description of the results from the dynamic59
metabolic flux estimation. Finally, Section 4 summarizes the main conclusions of this contribution.60
2. Materials and methods61
2.1. Culture media62
Two different culture media were used for the experiments: (i) a liquid medium for cell reactivation,63
preculture and growth experiments in the bioreactors, and (ii) a solid culture medium to quantify cell64
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concentration by viable plate counting.65
2.1.1. Liquid medium66
This medium is the M9 minimal medium described for E. coli K12 in [15] and [26]. It is based on glucose67
as a limiting carbon source, a phosphate buffer, salts and micronutrients. This medium contains, per liter:68
5 g D-glucose (Acros), 1 g NH4Cl (VWR Prolabo), 0.5 g NaCl (VWR Prolabo), 6 g Na2HPO4 anhydrous69
(Acros), 3 g KH2PO4 (Fisher Scientific). The following components are then added separately from a stock70
solution: 2 mL of 1 M MgSO4· 7 H2O (Chem-Lab), 1 mL of 0.1 M CaCl2 (Sigma), 0.3 mL of 1 mM thiamine71
HCl (Sigma) and 10 mL of trace element solution. This trace element solution contains, per liter: 1 g FeCl3·72
6 H2O (Acros), 0.18 g ZnSO4· 7 H2O (Chem-Lab), 0.12 g CuCl2· 2 H2O (Fluka), 0.12 g MnSO4· H2O (Acros)73
and 0.18 g of CoCl2· 6 H2O (Riedel de Hae¨n). This growth medium is sterilized according to the protocol74
in Nanchen et al. [26]. The different solutions containing glucose, salts and phosphate buffer are separately75
autoclaved (VWR Vapour Line) and mixed afterwards. Then, the separately sterilized micronutrient solution76
is added after cooling of this mixture. Thiamine HCl is filter sterilized through a 0.2 µm pore size filter (TRP77
Filtermax) due to thermal instability, as well as the trace element solution, to prevent precipitation of any78
poorly soluble salts during or after autoclaving.79
2.1.2. Solid medium80
The plate medium (BHIA) contains 37 g/L of Brain Heart Infusion (BHI, Oxoid Ltd.) and 12 g/L of81
Agar Technical (Oxoid Ltd.).82
2.2. Experimental protocols83
The experimental protocol for the batch bioreactor experiments starts with cell reactivation, preculture84
and inoculum preparation. Subsequently, the autoclaved bioreactor and growth medium are inoculated.85
Measurements of viable cell concentration and metabolites are performed on samples taken at regular time86
intervals.87
2.2.1. Preculture88
The bacterial strain used for all experiments is E. coli K12 MG1655. The strain is acquired from the Coli89
Genetic Stock Center (Yale University), and stored at -80◦C in a mixture of BHI broth and 20% (v/v) of90
glycerol.91
92
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For all the experiments, a purity plate is prepared in BHIA by streaking a loopful of the frozen stock93
culture, and incubated at 37◦C (Binder). After 24 h, a single colony is inoculated in a 50 mL Erlenmeyer94
flasks containing 20 mL of the liquid growth medium previously defined. After 24 h incubation at 37◦C, 8095
µL are transfered to six 250 mL Erlenmeyer flasks containing 80 mL of fresh growth medium and incubated96
under the same conditions. From the second preculture, 45 mL is transferred into six 50 mL sterile tubes97
with cap (Falcon). The tubes are centrifuged at 30◦C and 5000 rpm for 15 minutes (Eppendorf Centrifuge98
5810R), the supernatant is discarded and the respective pellets are resuspended in 5 mL fresh growth medium.99
Finally, the bioreactor is inoculated with these cell suspensions (30 mL) to obtain an optical density of 0.03.100
2.2.2. Bioreactor101
The batch experiments are conducted in a 5 L bioreactor (BioFlo 3000, New Brunswick Scientific). The102
reactor is filled with 3.5 L of liquid growth medium. It is equipped with online sensors and PID control103
for temperature, pH, aeration, agitation speed and dissolved oxygen (DO). The control of all variables is104
executed by the AFS BioCommand software (Advanced Fermentation Software, New Brunswick Scientific).105
An antifoaming agent (Y-30, Sigma) is added to prevent foam formation on the medium.106
107
pH is measured using a glass electrode (Mettler Toledo), which is calibrated before autoclaving the reac-108
tor. During the experiment the pH is kept constant at a value of 7 for all experiments, by adding sterile109
acid (H2SO4) or basic (KOH) solutions using peristaltic pumps. The total amount of acid and base added is110
recorded by the software. Aeration is achieved by an air sparger system, pumping sterile air into the reactor111
at a constant rate of 2 L/min. Mixing is done by a six bladed turbine rotating at 400 rpm. Baﬄes are112
introduced into the reactor to prevent vortices and to create additional turbulence. The temperature is mea-113
sured by a resistance temperature probe. Temperature is controlled through the external jacket of the reactor.114
115
Two bioreactor experiments were performed. The first one was conducted at the optimal temperature of116
37◦C, the second one was started at 20◦C, after which, during the exponential growth phase, a sudden tem-117
perature shift to 37◦C was implemented to induce an intermediate lag phase. This specific temperature shift118
was chosen because it leads to a relatively long and pronounced lag phase, as described in Swinnen et al. [28].119
2.2.3. Measurements120
Samples were taken at regular intervals via the sampling port of the bioreactor. The volume of the121
sample was always approximately 12 mL, and was measured to keep track of the reactor volume. For the122
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first experiment, measurements were started immediately after inoculation, and were taken once every hour123
during 11 h. At the end of this period, the cell population was just approaching the stationary phase. In the124
second experiment, measurements were started during the exponential growth phase, 12 h after inoculation,125
i.e., three hours before the temperature shift, and continued for 12 h. Samples were taken every 30 min126
in the three hours before and three hours after the temperature shift, and every hour for the rest of the127
experimental horizon, resulting in a total of 19 samples.128
Biomass. Dry cell weight and viable plate counting methods are used in this work to measure biomass con-129
centration.130
131
For each sample, serial decimal dilutions were prepared and plated in duplicate onto BHIA using a spi-132
ral plater (Eddy Jet, IUL Instruments). The plates were incubated at 37◦C for 24 h. The remaining sample133
was filtered through a 0.2 µm filter (Filtropur S0.2) and stored in the freezer (Siemens) at -20◦C for later134
measurements.135
136
The dry weight is measured by filtering the sample and weighing it after drying. A filter of 0.2 µm pore size137
(Porafil membrane filter) is dried for 24 h in a 105◦C oven (Binder). The filter is then placed in a desiccator138
for 15 min and weighed. Subsequently, a 5 mL sample is filtered and the filter is allowed to dry for 24 h in139
a 105◦C oven. Then, the filter is placed in a desiccator and weighed again. The difference between the final140
weight and the initial weight is the dry weight of the sample. This sample dry weight includes the cells and141
any retained particles from the medium.142
143
A calibration curve was determined to convert viable plate counts into grams of dry weight (gDW). The144
viable plate counts and dry weight were determined for cell suspensions with different concentrations. The145
following equation is derived for the conversion of CFU/mL to gDW/mL:146
DW = 6.07× 10−13 · CFU (1)
with DW the cell dry weight [gDW/mL] and CFU the total viable plate count [CFU/mL]. This equation is147
used to prepare the biomass data for usage in the dMFA algorithm.148
Hydrocarbons. Most of the extracellular metabolites are hydrocarbons, either sugars such as glucose or acids149
such as acetic acid. These hydrocarbon concentrations were measured via HPLC. For each filtered sample150
6
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from the bioreactor, dilutions were prepared with ultrapure water and analyzed using an Agilent 1200 series151
HPLC equipped with absorbance and refractive index detectors and a fermentation monitoring column (Bio-152
Rad). The analysis was performed at 50◦C using 5 mM H2SO4 as mobile phase. The flow rate was 0.6153
mL/min and the injection volume was 20 µL. Glucose was detected by the refractive index detector (RID)154
and organic acids are detected by the UV-VIS absorbance detector at 210 nm.155
O2 and CO2. The O2 and CO2 headspace concentrations are measured using off-gas analysis. The outlet156
gas is sent through a condenser to a gas analysis unit (BlueSens). The incoming air via the sparger system is157
assumed to be known and calibrated at 20.97% O2 and 0.04% CO2. The Oxygen Uptake Rate (OUR) [mol/L158
h] and CO2 Transfer Rate (CTR) [mol/L h] can be calculated via a mass balance. The following formulas159
apply for the respective rates [17]:160
OUR =
F in
V (t) · Vm
·
(
xinO2(t)− x
out
O2
(t) ·
1− xinO2 (t)− x
in
CO2
(t)
1− xoutO2 (t)− x
out
CO2
(t)
)
(2)
CTR =
F in
V (t) · Vm
·
(
xoutCO2(t) ·
1− xinO2 (t)− x
in
CO2
(t)
1− xoutO2 (t)− x
out
CO2
(t)
− xinCO2(t)
)
(3)
with Fin the incoming gas flow rate [L/h], V (t) the reactor volume [L], Vm the standard molar volume161
[L/mol], xinO2 (t) and x
in
CO2
(t) the molar fraction of O2 and CO2 in the incoming air, and x
out
O2
(t) and xoutCO2(t)162
the molar fraction of O2 and CO2 in the outgoing air.163
Ammonium. The ammonium concentration is spectrophotometrically determined using a predosed cuvette164
test (LCK303, Hach Lange) based on the indophenol blue method. The use is facilitated by a bar code on165
the cuvette, allowing automatic detection and simple reading of the measurement on the spectrophotometer166
(Hach Lange DR5000).167
2.3. Metabolic reaction network168
The metabolic reaction network that is used for the dMFA estimation, is an adapted version of the net-169
work found in Antoniewicz et al. [3]. The full list of reactions in the metabolic reaction network used in the170
estimations can be found in the Supplementary data.171
172
The network consists of the most important parts of the E. coli metabolism, including the central carbon173
metabolism and amino acid biosynthesis. The adaptations made to the model of Antoniewicz et al. [3]174
include the removal of a number of pathways. First, the Entner-Doudoroff pathway is removed, as its ATP175
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yield is lower than glycolysis and therefore considered to only be active when glycolysis is not possible176
(due to lack of enzymes). The 1,3-propanediol biosynthesis pathway is removed as this pathway is only177
present in metabolically engineered strains. Furthermore, the amphibolic reactions, which are only present in178
gluconeogenesis, are removed. Phosphoenolpyruvate carboxylation is considered, as it provides an alternative179
route into the tricarboxylic acid cycle, which is important in this study. Additionally, the transhydrogenation180
of NADH is removed as this balance is already provided by another reaction. The exchange fluxes are chosen in181
function of the metabolites that were identified experimentally. In this case, alpha-ketoglutarate and acetate182
were exchanged in addition to the glucose uptake. Citrate was not exchanged and therefore its uptake is183
excluded from the network. These modifications result in a network consisting of 58 metabolites and 62184
reactions. If pseudo steady-state is assumed, this means 4 free fluxes have to be determined. A mathematical185
network description can be considered as a linear system of equations which needs to be solved. So, the186
notion of 4 free fluxes means that once values for these free fluxes are established, e.g., on the basis of187
experiments, the remaining 58 fluxes are implicitly set by the reaction network description (the linear model188
network description). If these are subsequently determined during the estimation algorithm based on the189
measurements taken in the experiment, the remaining fluxes are also set. However, any uncertainty in this190
estimation propagates through to all fluxes.191
The network describes the central carbon metabolism of E. coli. This comprises the fueling reactions which192
provide the cell with energy and precursors for building blocks. It starts with a nutrient or carbon source193
such as glucose which is broken down to pyruvate through glycolysis. Pyruvate is then further converted via194
either aerobic respiration or fermentation, resulting in a number of different possible end products. The most195
important pathways are glycolysis, the pentose phosphate pathway (PP) and the tricarboxylic acid cycle196
(TCA). Figure 1 shows these pathways and their sources and products graphically. As a simplification, not197
all intermediate metabolites are shown.198
2.3.1. Glycolysis199
The set of reactions participating in the breakdown of glucose to pyruvate is called glycolysis. The200
extracellular carbon source, for example glucose, enters the glycolysis pathways by phosphorylation at the201
C-6 position, using one ATP molecule. The glycolysis pathway is the main energy conversion pathway in202
the breakdown of sugars to pyruvate. It results in a net gain of 2 ATP molecules and 2 NADH molecules203
per molecule of glucose. Glucose enters the pathway through phosphorylation to glucose-6-phosphate (G6P)204
using 1 ATP. It is then further broken down to fructose-6-phosphate (F6P) and again phosphorylated to205
1,6-fructose-biphosphate (FBP) using another ATP. This FBP is splited into two C3 molecules which are206
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interconvertible, glyceraldehyde-3-phosphate (G3P) and dihydroxyacetone-phosphate (DHAP) and further207
converted to pyruvate. In this process 4 molecules of ATP are released, resulting in the previously mentioned208
net gain of 2 ATP molecules.209
2.3.2. Pentose phosphate pathway210
The PP pathway is an oxidative pathway producing necessary precursor metabolites for biosynthesis211
routes. Additionally, it is a source of NADPH, which provides reducing power in biosynthesis. It starts from212
G6P, the same starting point as the glycolysis pathway. This is converted to pentose-5-phosphate (P5P),213
which results in 2 molecules of NADPH. This P5P can then be further converted to F6P or G3P through a214
non-oxidative pathway, which links it back to the glycolysis pathway. The ratio at which glucose is broken215
down through the PP pathway depends on the precursor, ATP and NADPH requirements of the cell. Usually216
these are increased with biomass production.217
2.3.3. Tricarboxylic acid cycle218
The tricarboxylic acid cycle or Krebs cycle is responsible for the complete oxidation of pyruvate in aerobic219
circumstances. First, pyruvate is decarboxylated to Acetyl-Coenzyme A (AcCoA) and CO2. AcCoA enters220
the TCA cycle by condensation with oxaloacetate (OAA) to citrate. The cycle is then completed through a221
number of intermediates. In this cycle NAD+ and FAD are used as oxidizing agents. The cycle gives a net222
result of 3 CO2, 1 ATP, 4 NADH and 1 FADH2 molecules. The cycle can then only continue if NADH and223
FADH2 are recycled to NAD
+ and FAD. This occurs through oxidative phosphorylation which results in a224
gain of 3 ATP per NADH molecule and 2 ATP per FADH2 molecule. The TCA cycle is responsible for a net225
gain of 30 ATP molecules per molecule of glucose that is metabolized.226
227
The TCA cycle is of great importance in many microorganisms. It provides a large portion of the228
cell’s energy demand and its intermediates, such as alpha-ketoglutarate (AKG), are important precursors for229
biosynthesis of amino acids. Some intermediates can be secreted, among which AKG and acetate. If oxygen230
is not present, the cell cannot use the TCA cycle as oxidative phosphorylation becomes impossible. In this231
case, pyruvate is metabolized through fermentation, leading to production of a number of carbohydrates such232
as ethanol, lactic acid and formic acid.233
9
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3. Results and Discussion234
3.1. Batch growth experiment measurements235
To study the induced lag phase of E. coli K12 using dMFA, two bioreactor experiments were performed236
to collect data for the dMFA estimation. The first one was performed at the optimal growth temperature for237
E. coli of 37◦C, while the second experiment included a sudden temperature shift to induce an intermediate238
lag phase. The temperature profile for this experiment is shown in Figure 3. The measurements gathered239
during these experiments are now described.240
3.1.1. Biomass241
The growth curves for both experiments are given in Figure 3. In the experiment at the optimal growth242
temperature, after a short initial lag phase of about one hour, the cells start to grow exponentially until243
a slight decrease in the growth rate is visible at the end of the experiment, indicating the start of the244
stationary phase. The data from the optimal temperature experiment are, however, only used as an initial245
proof of concept for the dMFA methodology, so no extensive conclusions need to be drawn from this data.246
The measurements of the second experiment start in the exponential growth phase at low temperature, which247
is followed by a short intermediate lag phase, a second exponential phase at optimal temperature and a clear248
stationary phase at the end of the experiment.249
3.1.2. Oxygen and carbon dioxide headspace concentrations250
The oxygen and carbon dioxide concentrations in the headspace of the reactor are shown in Figure 4 for251
both experiments. As these measurements are performed online, a far higher sampling rate was obtained252
than for the other measurements.253
254
In the optimal temperature experiment, the oxygen concentration decreases until about 10 h, while the255
carbon dioxide concentration increases accordingly over the same time range. This is the time during which256
glucose is metabolized and aerobic respiration takes place due to activity of the TCA cycle. When glu-257
cose is depleted, the uptake of oxygen slows down and finally the growth stops completely. In this phase,258
acetate is still metabolized, but this leads to a lower activity of the TCA cycle. Also in the temperature259
shift experiment, this behavior can be observed. The oxygen concentration decreases initially, during the260
first exponential growth phase, but starts increasing again when the temperature shift is executed. Three261
effects contribute to this change. Due to the temperature change, the oxygen saturation concentration in the262
medium decreases, but the oxygen transfer coefficient increases, i.e., although oxygen transfer to the medium263
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will be faster because of the higher transfer coefficient, less oxygen can be potentially transferred because of264
the lower saturation level. Also, due to the slower growth because of the temperature shift and induced lag265
phase, an increase in the oxygen level can be expected. In the carbon dioxide level, there is no clear effect266
from the temperature shift. After the temperature shift, the same phenomena as in the experiment at the267
optimal temperature for growth can be observed.268
3.1.3. Metabolite concentrations269
The measurements for the concentrations of glucose, acetate, AKG and ammonium are summarized in270
Figure 5 for both experiments. Glucose and ammonium are taken up by the cells until depletion over the271
course of the experiment. Initially the uptake rates are slow, but as biomass growth reaches the exponential272
phase, the glucose and ammonium uptake rates increase as well. Parallel to the increase in biomass and the273
uptake of glucose, acetate and AKG are secreted. At the end of the exponential growth phase, after the274
depletion of glucose, acetate is taken up again in the temperature shift experiment.275
276
277
3.2. dMFA flux estimation278
Finally, after gathering the necessary data and choosing a metabolic reaction network, the dMFA flux279
estimation can be performed. In this section, the preparation of the data for flux estimation is described,280
along with the final dMFA problem to be solved and the results, i.e., the estimated fluxes.281
3.2.1. Data preparation282
The stoichiometry in the network is only valid for molar units, therefore all concentrations gathered must283
be converted to either mmol/L or mCmol/L, for the biomass. The plate counts are converted to dry weight284
using the calibration curve previously defined in Equation (1). An empirical formula for the molar compo-285
sition of E. coli is found in [33] as C4H7O2N. This suggests that a conversion factor of
4
101 can be used to286
convert gDW to Cmol. Dividing by the reactor volume results in the biomass concentration.287
288
In practice, only one measurement at each sampling point and for each measured variable has been per-289
formed. Measurement variances are based on qualitative arguments for the measuring techniques and are290
assumed to be Gaussian distributed with zero mean. So, the general variability in the time series data is291
considered as follows:292
11
Postprint version of paper published in Food and Bioproducts Processing 2017, vol. 102, p. 1-19. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: https://www.journals.elsevier.com/food-and-bioproducts-processing/ 
Original file available at: http://www.sciencedirect.com/science/article/pii/S0960308516301110 
 
• For the AKG, acetic acid and biomass measurements: the standard deviation was set at 5% relative to293
the measured value.294
• For glucose and ammonia: the standard deviation was set to 20% relative to the measured value.295
• All non-offgas variances were subject to a minimum value of 0.001, so if a calculated variance based on296
the above considerations was smaller than 0.001, it was set to 0.001 exactly.297
• For oxygen a standard deviation of 0.04 is assumed.298
• For carbon dioxide a standard deviation of 0.015 was taken.299
Remark : Since the offgas data are sampled at a much higher frequency than the oﬄine measurements, these300
data are downsampled so that they were in line with the oﬄine measurements, i.e., only the data at the time301
points where oﬄine samples were taken, were retained.302
303
Finally, both datasets have been visually inspected for outliers. Based on the biological insight for the304
two experiments that both glucose and ammonium are consumed at a very slow rate initially, three points305
have been identified as outliers in the optimal temperature experiment: the glucose measurements at 1 h and306
5 h, and the ammonium measurement at 5 h. These points have been removed from the dataset. Also in307
the temperature shift experiment, three outliers are detected. The resulting sets of measurements for both308
experiments after these modifications are shown in Figures 6 and 7. For the optimal temperature experiment,309
7 variables were measured at 12 time points, after removing 3 outliers, this results in a dataset of 81 data310
points with associated variances. For the temperature shift experiment, the dataset contains measurements311
for 7 variables at 19 time points, with 3 outliers, this results in 130 data points with associated variances.312
3.2.2. The dMFA estimation problem313
Based on the specified network and the measurements that were gathered, the following dMFA problem314
is defined:315
minimize
uˆ(t),x0,K
ntime∑
i=0
nout∑
j=1
(
yj(ti)−mij
σij
)2
(4)
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subject to:316
x˙(t) = Se ·K · uˆ(t) · q
⊺
bio · x(t) (5)
0 =
xhead,in · F ·M
Vliq
−
xhead(t) · F ·M
Vliq
·
1−
∑
i
xhead,in,i
1−
∑
i
xhead,i(t)
−Kgas · uˆ(t) · q
⊺
bio · x(t) (6)
x(0) = x0 (7)
y(t) =
[
xsel xhead
]⊺
(8)
z(t) = Iirr ·K · uˆ(t) (9)
x(t) ≥ 0,xhead(t) ≥ 0, z(t) ≥ 0 (10)
This is an infinite dimensional estimation problem using a weighted least squares objective function in which317
the difference between the simulated output and the measurements is minimized. In this objective function,318
ntime is the total number of time points at which measurements are taken, nout is the number of outputs of319
the system, i.e., the total number of variables that are measured at each time point, yj(ti) is the simulated320
output of the model for output j at time ti, andmij and σij are the measurement and the standard deviation,321
respectively, for output j at time ti.322
323
The first two constraints define the dMFA model. In these equations, x(t) is the vector of metabolite con-324
centrations, while xhead(t) contains the headspace molar fractions of oxygen and carbon dioxide, as defined325
in Table 1. The vector x0 denotes the initial condition of the system of ordinary differential equations which326
is also estimated in the discussed algorithm (and common practice in (moving horizon) estimation [18, 32]).327
In Equation (5), Se contains the rows of the stoichiometric matrix corresponding to the medium metabolites328
and the biomass, K is the null space basis of the intracellular stoichiometric matrix, uˆ(t) are the free fluxes329
to be estimated, and q⊺bio is a row vector that selects the biomass from x(t). The full description of the330
dynamic model is given in Vercammen et al. [30] and Vercammen et al. [31].331
332
Apart from the dynamic model, algebraic equations (Equation (6)) that describe the evolution of the333
headspace states, based on Equations (2) and (3), are added. In this equation, Kgas is the matrix com-334
posed of the rows of K corresponding to the oxygen and carbon dioxide exchange fluxes, i.e., reactions 60335
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and 61 according to the list of reactions in the Supplementary data. The fractions in the inlet gas xhead,in(t)336
are defined in Table 1, as well as the metabolite states that were selected for measurement xsel. Apart from337
these selected metabolite concentrations, also the headspace mole fractions are measured. Irreversibility338
constraints on the fluxes are represented in Equation (9). In this equation, the values in z(t) represent the339
irreversible fluxes, and these values are required to be positive. These values are selected from the full set of340
fluxes by the matrix Iirr. Descriptions and numerical values for the parameters F , M and Vliq are given in341
Table 2.342
343
Solution strategy In this contribution, the dMFA methodology described previously in Vercammen et al.344
[30] and Vercammen et al. [31] is employed. The infinite-dimensional estimation problem ((4)-(10)) is trans-345
formed into a series of nonlinear programming problems using direct collocation on finite elements for the346
states and B-spline parametrizations for the fluxes. In the developed approach, every free flux is parametrized347
as a polynomial function, based on B-spline basis functions [14]. These B-spline functions are defined by348
three factors: (i) the degree k, (ii) the location of the g + 2 knots t0, t1, . . . , tg, tntime , of which the middle349
ones are the g internal knots, and (iii) the control points, or spline parameters pu. The start and end knots350
(t0 and tntime) are fixed at the start and end times of the experimental time horizon. Consequently three351
entities are left to be calibrated: the number of internal knots, their locations, and the spline parameters.352
The Cox-de Boor algorithm [13] allows for an efficient evaluations of these spline functions. Each free flux is353
represented by a corresponding spline function, and thus has its own set of internal knot locations and spline354
parameters. The total number of parameters (np) for each free flux is given by:355
np = 2 · g + k + 1 . (11)
Three aspects with respect to splines need to be considered. The first is to constrain a knot to its specific356
measurement interval in order to prevent knots from straying too far from their initial optimal location. The357
second is inserting a knot at the end of a specified time frame. Knot insertion, a feature inherent to B-splines,358
is used to insert a knot without changing the spline profile. This way, the next optimization can be started359
from a good initial guess, with an extra knot inserted. This also accounts for the bounds which were placed360
on previously added knots, i.e., the knot is inserted in the time frame at the end, where no knot has yet361
been inserted. The last aspect is the spline prolongation, which only changes the ending knot tntime to a new362
value. This means that the spline profile is slightly changed, because the spline parameters stay the same,363
but is still close to the previous profile.364
14
Postprint version of paper published in Food and Bioproducts Processing 2017, vol. 102, p. 1-19. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: https://www.journals.elsevier.com/food-and-bioproducts-processing/ 
Original file available at: http://www.sciencedirect.com/science/article/pii/S0960308516301110 
 
365
The dynamic optimization problem needs to be discretized to solve it. In this work, as mentioned pre-366
viously direct collocation on finite elements is chosen [8]. The resulting nonlinear programming problems367
are solved using the interior-point optimization routine IPOPT [34]. Gradient, Jacobians and Hessian are368
generated exactly using automatic differentiation with CasADi [1]. Note that in [20] a different type of B-369
spline dMFA approach is presented which is only linear in the parameters to be optimized. It requires the370
predetermined positioning of knots and does not consider the null space as an additional optimization vari-371
able. It is computationally cheaper but can result in a less approprate fit due to the lack of decision variables.372
373
Incremental free flux estimation algorithm The number of internal knots directly controls the number of374
other parameters. As the least squares objective decreases with increasing number of parameters, the opti-375
mal number of knots tends to infinity, rendering a perfect fit of the measurement noise instead of the trend.376
For this reason, a mechanism to prevent overfitting has to be used. Furthermore, although the polynomial377
spline functions are linear functions of the spline parameters, both the system of ordinary differential equa-378
tions is nonlinear, and the splines are also nonlinear in the knot locations. These nonlinearities can result379
in local minima in the optimization solution. To address these issues, a systematic, incremental strategy380
for estimating the free flux parameters and knot locations has been devised, based on Akaike’ s model dis-381
crimination criterion. This criterion [10] is used to discriminate between different models which describe the382
same phenomenon. It takes into account both the model error and the number of parameters needed. The383
corrected AIC criterion (AICc) is used, as it is more suited in cases where the number of measurements is384
close to the number of parameters:385
AICc = f + (2 · np · (np + 1))/(nmeas − np − 1) , (12)
with f the weighted least squares error, as defined in Equation (4), and nmeas the total number of measure-386
ments. From this definition it is clear that nmeas ≥ np+2, as otherwise the denominator can become zero or387
negative.388
389
The method is started by estimating splines without knots on a reduced dataset (Step 1), i.e., the first l390
time points, where l is the number of time points needed to make sure that the denominator of Equation (12)391
is strictly positive. After selecting the correct number of time points, the polynomials are fitted and the opti-392
mal AIC value is saved as F , together with the optimal splines U (Step 2). After this, additional optimization393
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problems are generated, in which every time one knot is inserted into one free flux spline at a time (i.e., in394
Step 3a as long as there is a sufficient number of measurements to add a new knot, else a time point is added395
and the splines are prolongated in Step 3b if there are still points to be added). The problems are solved,396
and the minimum AIC value over these problems is saved as AIC∗, along with the corresponding optimal397
splines U∗, in which there is now one knot in one of the splines (Step 4a). Now, two possibilities arise. If398
AIC∗ is smaller than F , a new, better solution is found (Step 5a), and another knot can be added. If AIC∗399
is bigger than F , however, the old optimum was better than the new one, and so the old one is kept. An400
optimal solution for this number of time points has been found, and a new time point can be added if there is401
still one left to be added. After adding the time point, the splines are prolonged, and the prolonged problem402
is solved to get the new starting values for F and U for the next iteration. Once all time points have been403
added, U contains the final, optimal set of free flux profiles for the specified dataset. For a more detailed404
explanation, the interested reader is referred to [30]. The overall approach employed in the incremental free405
flux algorithm is schematically depicted in Figure 2.406
3.2.3. Results for the optimal temperature experiment407
In this section the flux estimation for the experiment at optimal temperature is described. The full dMFA408
methodology is performed on the data for the optimal temperature experiment, including the estimation of409
the null space basis for the intracellular stoichiometric matrix. This resulted in spline knot locations located410
at 8.26 and 9.75 h for the first free flux, 6.50 h for the second, 4.35 h for the third and 5.67 h for the last411
free flux. Since the null space basis is estimated, these free fluxes do not correspond to real fluxes, so these412
knot locations are not that informative, but are mentioned here for completeness. The estimated outputs413
and fluxes will be discussed below in more detail.414
415
416
Goodness of fit with respect to measurements. First, the calculated concentration profiles and exchange fluxes417
resulting from the optimal flux distribution are compared to the measurements of these concentrations. A418
good fit ensures that the calculated flux distribution corresponds to the real situation. If no good fit with419
the measurements is observed, either the metabolic network is not sufficient to describe the intracellular420
dynamics or the measurements are not accurate enough. In the former case any reduction of the complexity421
causes inaccuracy in the model, for example the potential absence of reactions that take place due to the422
choice of network model. In the latter case, the measurements are too inaccurate to allow an appropriate fit423
16
Postprint version of paper published in Food and Bioproducts Processing 2017, vol. 102, p. 1-19. 
The content is identical to the published paper, but without the final typesetting by the publisher. 
Journal homepage: https://www.journals.elsevier.com/food-and-bioproducts-processing/ 
Original file available at: http://www.sciencedirect.com/science/article/pii/S0960308516301110 
 
in correspondence with the model.424
425
The fitted measurement data is depicted in Figure 6. If the estimated concentration profiles are within426
the confidence bounds of the measurements defined by the error bars (note that these denote the 95% confi-427
dence interval), the fit is considered to be satisfactory. In general, these figures show a good fit of the data,428
with a slight overestimation of glucose, and a slight underestimation of the last point in the AKG, acetate and429
biomass fits. However, in general, the fit is satisfactory. When the reduced chi-squared measure is computed,430
a value of 3.36 is obtained. The optimal value for this measure is equal to 1. For this experiment, it indicates431
that not all data is completely captured which is in line with the observations of e.g., the glucose evolution432
where all residuals have the same sign.433
434
435
Analysis of metabolic pathways. Based on the estimated fluxes, the activity of the important pathways in the436
central carbon metabolism is now analyzed. This serves as a reference for optimal growth, which can later437
be compared to results for the induced lag phase experiment. The differences in metabolic activity during438
this phase are then highlighted.439
440
The profiles of the fluxes are divided into four figures according to the pathway which they belong to:441
the glycolysis pathway, the PP pathway, the TCA cycle or the exchange fluxes. Figure 8 displays the reac-442
tions of glycolysis and pyruvate decarboxylation. This is the direct route from glucose uptake to the entry443
into the TCA cycle. This cycle cannot take place without the necessary regeneration of strong reductants444
provided by this oxidative phosphorylation. For this reason they are shown in Figure 10 together with the445
oxidative phosphorylation reactions. These reaction pathways are active when the cell requires energy, as446
they generate the most ATP. The PP pathway, shown in Figure 12 is an alternative to glycolysis providing447
the cell with precursors for biosynthesis of macromolecules. Finally, the exchange fluxes are shown in Figure448
14. From these figures it is possible to link activity of certain pathways to phases in the growth of the culture.449
450
First, the glycolysis and TCA cycle pathways become active, about 2 h after inoculation. The cells re-451
quire energy in the form of ATP in order to grow, which is provided in abundance by the TCA cycle. Due to452
imbalance of the partial reactions in these pathways, secretion of accumulating intermediates occurs, mainly453
in the form of acetate, as demonstrated by the measurements and the calculated exchange fluxes.454
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455
Subsequently, about 5 h after inoculation, the PP pathway is activated. In this pathway important pre-456
cursors for amino acid and polymer biosynthesis are produced. However, the production of these amino457
acids and macromolecules requires energy, which is provided by glycolysis and TCA cycle. This explains why458
the cells first prioritizes energy generation and starts producing macromolecules later. These amino acids459
contribute to the growth as well, leading to an even increased growth rate. In the exponential growth phase,460
the glycolysis, TCA cycle and PP pathway are all active.461
462
This optimal temperature experiment leads to the identification of active metabolic pathways during dif-463
ferent phases of microbial growth. This knowledge is now used to study the metabolic activity during an464
induced lag phase.465
3.2.4. Results for the temperature shift experiment466
Finally, also the flux estimation for the temperature shift experiment is described. Also in this case, the467
null space basis was estimated from the data, together with the spline parameters and knots. This resulted468
in spline knot locations located at 4.41, 4.50, 5.50, 6.51, 9.00 and 10.00 h for the first free flux, 2.95, 6.00,469
9.00 and 9.13 h for the second, 7.43 and 8.00 h for the third and 5.00, 7.00, 9.00 and 10.26 h for the last free470
flux. The estimated outputs and fluxes will now be discussed.471
472
473
Goodness of fit with respect to measurements. The full set of measurements along with the simulated outputs474
of the dynamic model after the estimation are given in Figure 7. Again, also in this case, a satisfactory fit is475
obtained. The only real discrepancy between the data and the model is in the biomass concentration at the476
end of the experiment, where the model slightly underestimates the data. This should be taken into account477
when drawing conclusions from the estimates, but as the difference lies at the end of the experimental horizon,478
there will be no implications on the results regarding the induced lag phase. When the reduced chi-squared479
measure is computed for this experiment, a value of 6.93 is obtained. Also for this experiment, this value480
indicates that not all data is completely captured which is for this experiment in line with the observations481
of e.g., the biomass evolution.482
483
484
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Analysis of metabolic pathways. The flux estimates for the different pathways are given in Figures 9 to 15. As485
the experimental horizon is started in the middle of an exponential growth phase, the fluxes in the beginning486
of the experiment are not zero, but very low. The growth rate is low, as the temperature is far below optimal.487
The glycolysis (Figure 9), TCA cycle (Figure 11) and PP pathway (Figure 13) are simultaneously active,488
but at a very low level (≤ 0.02 mmol/L.h) due to the suboptimal temperature. As soon as the temperature489
shift is imposed, the flux distribution changes and the glycolysis and TCA cycle gain activity along with490
the exchange rates. As in the optimal temperature experiment, the PP pathway only becomes active 2 h491
after the TCA cycle and glycolysis have been activated. Subsequently, they all go through a maximum, after492
which they quite sharply return to a very low or inactive level, marking the beginning of the stationary phase.493
494
This change in activity of metabolic pathways during the induced lag phase is possibly a characteristic495
response. The conclusions from the experiment at optimal temperature can be extended to this experiment.496
As soon as the environment of the cells changes, for example by this sudden temperature shift, they behave497
similarly to the phase of initial growth during an experiment at constant temperature. Energy generation498
seems to be prioritized as a response to the induced lag phase, and the TCA cycle becomes more active. As499
the cells gain energy, the PP pathway is reactivated, while the TCA cycle activity decreases again. Growth500
proceeds similarly to the experiment at optimal temperature. Unfortunately, the data available before the501
induced lag phase is not optimal due to the low temperature. The cells were not in a fast exponential502
growth phase (with fast biomass growth and acid secretion) before the induced lag phase. A response to the503
temperature profile can be observed, but the dynamics before this induced lag phase are not well known.504
4. Conclusions505
The goal of this research is to validate a novel algorithm which estimates the dynamic fluxes in an induced506
lag phase in predictive microbiology. The optimization procedures were carried out on data obtained from507
different experiments, one at the optimal growth temperature and one with an imposed temperature profile.508
The analysis revealed some interesting patterns in metabolic activity during different phases of growth.509
510
Initially, energy or ATP production is prioritized by activity of the glycolysis and TCA cycle pathways.511
This happens because energy is required for activation of the more complex processes and metabolic path-512
ways. Oxygen is required to keep the TCA cycle active, and CO2 is released as a result of the carbon balance.513
Excess intermediates such as acetate are secreted. Subsequently, the metabolic pathways for precursor and514
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amino acid production become active. These pathways require the energy provided by the TCA cycle. There-515
fore, they only become more active later in the growth process, when the culture is growing exponentially.516
517
A similar behavior is noticed for the induced lag phase after a temperature shift. The cells respond to518
this environmental change by activation of energetic pathways and shutting down the PP pathway, which is519
responsible for important metabolic precursor production.The generation of ATP is prioritized and glucose520
is used as an energy source. This behavior makes sense, as the new environment allows an increased growth521
rate, for which energy is required. Once the cells re-enter the exponential growth phase, the PP pathway522
is activated again, combined with amino acid production. Glucose is used as both an energy source and523
metabolite production source.524
525
This response may be characteristic for the behavior of cells in an induced lag phase, however, more526
experimental research might be required to confirm this assumption. The focus of this contribution has been527
to investigate the capability of the developed methodology to describe the time-varying metabolic activity of528
a batch culture. All steps necessary to set up such a study have been described in this contribution, and the529
estimates show promising results for its future applicability.530
531
Furthermore, it is suggested in future research to reduce the uncertainty in the measurements. This is532
in particular important to determine the source of the unexplained behavior. In the presented results, the533
difference between the observed and estimated behavior can be attributed to two different sources: the large534
uncertainty in the measurements or a potential lack of model accuracy. At the moment it is not yet possible535
to discriminate between the two potential causes.536
537
Furthermore, there are two ways the authors envision the use of the described methodology in predictive538
microbiology in foods. On the one hand, dMFA can be used to estimate the fluxes during relevant experiments,539
as it was used in this contribution, and these estimated fluxes can then be used to gain more insight on the540
intracellular level, which can be integrated into existing macroscopic model structures. On the other hand, the541
dMFA model structure can also be integrated directly into the widely used macroscopic models, resulting in542
a next generation predictive model that can be used in a wider range of conditions, see [11] for an application543
where the network model is employed to optimize growth in a bioreactor.544
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List of symbols and abbreviations548
3PG 3-phosphoglycerate
6PG 6-phosphogluconate
AA amino acid
Ac Acetic acid
AcCoA Acetyl-Coenzyme A
AIC Akaike information criterion
AICc corrected AIC criterion value
AKG alpha-ketoglutarate
ATP adenosine triphosphate
Ala Alanine
Arg arginine
Asn Asparagine
Asp Aspartate
CFU total viable plate count (colony forming units)
Cit citrate
cin vector of inlet tank concentrations
cint vector of intracellular metabolite concentrations
CTR carbon dioxide transfer rate
Cys cysteine
d number of free fluxes
DHAP dihydroxyacetone-phosphate
dMFA dynamic metabolic flux analysis
DW dry weight
E4P erythrose-4-phosphate
F objective function
F in incoming gas flow rate
F6P fructose-6-phosphate
FBP 1,6-fructose-biphosphate
FTHF formyltetrahydrofolate
Fum fumarate
549
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g number of internal spline knots
G3P glyceraldehyde-3-phosphate (G3P)
G6P glucose-6-phosphate
GAP glyceraldehyde-3-phosphate
Gln glutamine
Glu glutamate
Gluc glucose
Gly glycine
His histidine
HPLC high performance liquid chromatography
Icit isocitrate
Ile isoleucine
I identity matrix
Iirr irreversibility matrix
K basis for the null space of the intracellular stoichiometric matrix
k spline degree
l minimum number of time points for starting the free flux estimation
L-DAP L-diaminopimelate
Leu Leucine
Lys Lysine
Mal malate
METHF Methyltetrahydrofolate
MEETHF methylentetrahydrofolate
Met Methionine
m total number of metabolites/concentration states
mext number of extracellular metabolites
mij average measurement for output j at time point ti
mint number of intracellular metabolites
n total number of reactions
NAD nicotinamide adenine dinucleotide
NADPH nicotinamide adenine dinucleotide phosphate
550
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ng total number of spline knots over all free fluxes
nirr number of irreversible reactions
nmeas number of measurements
nout number of outputs
np number of parameters
nrev number of reversible reactions
ntime number of measurement time points
nx number of states
ny number of outputs
OAC oxaloacetate
OUR oxygen uptake rate
p parameter vector
Phe phenylalanine
Pro proline
P5P pentose-5-phosphate
PEP phosphoenolpyruvate
PP pentose phosphate
Pyr pyruvate
pu vector of spline parameters
qbio biomass selection vector
R5P ribose-5-phosphate
RID refractive index detector
Ru5P Ribulose-5-phosphate
S full stoichiometric matrix
S7P seduheptulose-7-phosphate
Ser Serine
Suc succinate
SucCoA succinyl-Coenzyme A
sbio row of the stoichiometric matrix corresponding to the biomass pseudometabolite
Se combined extracellular and biomass stoichiometric matrix
Sext rows of the stoichiometric matrix corresponding to extracellular metabolites
551
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σij measurement standard deviation for output j at time point ti
Sint rows of the stoichiometric matrix corresponding to intracellular metabolites
T temperature
TA transaldolase
TCA tricarboxylic acid
Thr Threonine
TK transketolase
Trp tryptophane
Tyr tyrosine
t0 initial time
tf final time
tknot vector containing the knot locations for each free flux
u vector of free fluxes
V reactor volume
Vm ideal gas standard molar volume
x vector of (concentration) states
x0 vector of initial values for the states
xext vector of extracellular metabolite concentrations
Kgas gases null space basis matrix
xhead vector of headspace molar fractions
xhead,in vector of inlet gas mole fractions
xinCO2 incoming air molar fraction of carbon dioxide
xinO2 incoming air molar fraction of oxygen
xoutCO2 outgoing air molar fraction of carbon dioxide
xoutO2 outgoing air molar fraction of oxygen
xsel vector of states selected for measurement
Val Valerate
X5P xylulose-5-phosphate
y vector of model outputs
ym vector of measured values for the outputs
z vector of algebraic states
552
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Figure 1: Simplified metabolic reaction network.Reaction network of E. coli central carbon metabolism [6]. The glycolysis
pathway is indicated by the solid box, the pentose phosphate pathway by the box in dotted lines and the tricarboxylic acid cycle
by the box in dashed lines.
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Step 1: 
Solve problem without internal knots for all free fluxes
AIC*, U*
Step 2:
Update F, U
F=AIC*
U= U*
Step 4b: 
Solve prolongated problem
AIC*, U*
Enough
measurements
to insert new 
knot?
Step 3b: 
Add time point and
prolongate splines
Step 5a: 
Constrain newly added knot
U*=U*constr
Step 3a: 
For each free flux i, starting from U: 
Insert knot at end and solve resulting problem.
AICi ,Ui
Yes
No More time 
points to be
added?
STOP
No
Yes
Step 4a:
Update AIC*, U*
AIC*=min(AICi)
U*= Ui
AIC*<F?
Yes No
Figure 2: Schematic algorithm description. Schematic description of the employed incremental free flux estimation algo-
rithm (adapted from [30]).
Table 1: States in the dMFA model. Overview of the states in the dMFA model, with inlet concentrations for the headspace
states. The checkmarks indicate whether a state is measured or not.
Metabolite Measured Inlet conc.
Metabolite states x
AKG ✓
Ace ✓
Amm ✓
Sulph
Glu ✓
O2
CO2
Bio ✓
Headspace states xhead
O2 ✓ 0.2097
CO2 ✓ 0.0004
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Table 2: Parameter values. Model parameter values for the dMFA model.
Parameter Symbol Value Units
Bioreactor medium volume Vliq 3.5 L
Reciprocal of ideal gas molar volume M 40.82 mmol/L
Inlet air flow rate F 120.0 L/h
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Figure 3: Temperature profiles and growth curves. Temperature profiles (top) and biomass growth curves (bottom)
for the experiment with optimal growth temperature (left) and with a temperature shift (right). A simulation with the same
exponential growth rates, but without intermediate lag phase is shown by the solid line in the bottom right figure, illustrating
the presence of an induced lag phase in the experimental data.
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Figure 4: Headspace gas concentrations. The concentration of O2 (on the top) and CO2 (on the bottom) in the headspace
of the bioreactor during the experiment at optimal growth temperature (on the left) and the temperature shift experiment (on
the right).
Table 3: Glycolysis fluxes.
Flux Reaction
flux 1 1 G6P ↔ 1 F6P
flux 2 1 F6P + 1 ATP → 1 FBP
flux 3 1 FBP ↔ 1 DHAP + 1 GAP
flux 4 1 DHAP ↔ 1 GAP
flux 5 1 GAP ↔ 1 3PG + 1 ATP + 1 NADH
flux 6 1 3PG ↔ 1 PEP
flux 7 1 PEP → 1 Pyr + 1 ATP
flux 17 1 Pyr → 1 AcCoA + 1 CO2 + 1NADH
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Figure 5: Extracellular metabolite concentrations. Concentrations of extracellular metabolites for the experiment at the
optimal growth temperature (on the left) and during the temperature shift experiment (on the right), measured using HPLC or
testkits.
Table 4: Tricarboxylic acid cycle fluxes.
Flux Reaction
flux 18 1 OAC + 1 AcCoA → 1 Cit
flux 19 1 Cit ↔ 1 ICit
flux 20 1 ICit ↔ 1 AKG + 1 CO2 + 1 NADPH
flux 21 1 AKG → 1 SucCoA + 1 CO2 + 1 NADH
flux 22 1 SucCoA ↔ 1 Suc + 1 ATP
flux 23 1 Suc ↔ 1 Fum + 1 FADH2
flux 24 1 Fum ↔ 1 Mal
flux 25 1 Mal ↔ 1 OAC + 1 NADH
flux 26 1 PEP + 1 CO2 → 1 OAC
flux 27 1 AcCoA ↔ 1 Ac + 1 ATP
flux 52 1 NADH + 0.5 O2 → 3 ATP
flux 53 1 FADH2 + 0.5 O2 → 2 ATP
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Figure 6: Dataset and fitted state evolutions for experiment at optimal growth temperature. Fitted measurements
for the optimal temperature experiment. The 95% confidence intervals for the estimated outputs are shown in gray, also the
measurement error bars denote a 95% uncertainty interval.
Table 5: Pentose phosphate pathway fluxes.
Flux Reaction
flux 8 1 G6P → 1 6PG + 1 NADPH
flux 9 1 6PG → 1 Ru5P + 1 CO2 + 1 NADPH
flux 10 1 Ru5P ↔ 1 X5P
flux 11 1 Ru5P ↔ 1 R5P
flux 12 1 X5P ↔ 1 TK-C2 + 1 GAP
flux 13 1 F6P ↔ 1 TK-C2 + 1 E4P
flux 14 1 S7P ↔ 1 TK-C2 + 1 R5P
flux 15 1 F6P ↔ 1 TA-C3 + 1 GAP
flux 16 1 S7P ↔ 1 TA-C3 + 1 E4P
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Figure 7: Dataset and fitted state evolutions for experiment for temperature shift experiment. Fitted measurements
for the temperature shift experiment. The 95% confidence intervals for the estimated outputs are shown in gray, the measurement
error bars denote a 95% uncertainty interval. The time where the temperature shift was performed is indicated with a gray
vertical line, i.e., at 3 h.
Table 6: Exchange fluxes.
Flux Reaction
flux 55 1 Gluc[e] + 1 ATP → 1 G6P
flux 56 1 AKG → 1 AKG[e]
flux 57 1 Ac ↔ 1 Ac[e]
flux 58 1 CO2 → 1 CO2[e]
flux 59 1 O2[e] → 1 O2
flux 60 1 NH3[e] → 1 NH3
flux 61 1 SO4[e] → 1 SO4
flux 62 0.488 Ala + 0.281 Arg + 0.229 Asn + 0.229 Asp + 0.087 Cys
+ 0.250 Glu + 0.250 Gln + 0.582 Gly + 0.090 His + 0.276 Ile
+ 0.428 Leu + 0.326 Lys + 0.146 Met + 0.176 Phe + 0.210 Pro
+ 0.205 Ser + 0.241 Thr + 0.054 Trp + 0.131 Tyr + 0.402 Val
+ 0.205 G6P + 0.071 F6P + 0.754 R5P + 0.129 GAP + 0.619 3PG
+ 0.051 PEP + 0.083 Pyr + 2.510 AcCoA + 0.087 AKG + 0.340 OAC
+ 0.443 MEETHF + 33.247 ATP + 5.363 NADPH → 39.68 BIOMASS
+ 1.455 NADH
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Figure 8: Estimated glycolysis fluxes. Estimated flux profiles for the optimal temperature experiment, for the glycolysis
fluxes. The flux numbers correspond to the reaction numbers in the Supplementary data. The 95% confidence intervals for the
estimated outputs are shown in gray. These fluxes are related with the ones depicted in Table 3.
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Figure 9: Estimated glycolysis fluxes. Estimated flux profiles for the temperature shift experiment, for the glycolysis fluxes.
The flux numbers correspond to the reaction numbers in the Supplementary data. The time where the temperature shift was
performed is indicated with a gray vertical line, i.e., at 3 h. The 95% confidence intervals for the estimated outputs are shown
in gray. These fluxes are related with the ones depicted in Table 3.
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Figure 10: Estimated TCA cycle fluxes. Estimated flux profiles for the optimal temperature experiment, for the TCA cycle
fluxes. The flux numbers correspond to the reaction numbers in the Supplementary data. The 95% confidence intervals for the
estimated outputs are shown in gray. These fluxes are related with the ones depicted in Table 4.
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Figure 11: Estimated TCA cycle fluxes. Estimated flux profiles for the temperature shift experiment, for the TCA cycle
fluxes. The flux numbers correspond to the reaction numbers in the Supplementary data. The time where the temperature shift
was performed is indicated with a gray vertical line, i.e., at 3 h. The 95% confidence intervals for the estimated outputs are
shown in gray. These fluxes are related with the ones depicted in Table 4.
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Figure 12: Estimated PP pathway fluxes. Estimated flux profiles for the optimal temperature experiment, for the PP
pathway fluxes. The flux numbers correspond to the reaction numbers in the Supplementary data. The 95% confidence intervals
for the estimated outputs are shown in gray. These fluxes are related with the ones depicted in Table 5.
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Figure 13: Estimated PP pathway fluxes. Estimated flux profiles for the temperature shift experiment, for the PP fluxes.
The flux numbers correspond to the reaction numbers in the Supplementary data. The time where the temperature shift was
performed is indicated with a gray vertical line, i.e., at 3 h. The 95% confidence intervals for the estimated outputs are shown
in gray. These fluxes are related with the ones depicted in Table 5.
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Figure 14: Estimated exchange fluxes. Estimated flux profiles for the optimal temperature experiment, for the exchange
fluxes. The flux numbers correspond to the reaction numbers in the Supplementary data. The 95% confidence intervals for the
estimated outputs are shown in gray. These fluxes are related with the ones depicted in Table 6.
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Figure 15: Estimated exchange fluxes. Estimated flux profiles for the temperature shift experiment, for the exchange fluxes.
The flux numbers correspond to the reaction numbers in the Supplementary data. The time where the temperature shift was
performed is indicated with a gray vertical line, i.e., at 3 h. The 95% confidence intervals for the estimated outputs are shown
in gray. These fluxes are related with the ones depicted in Table 6.
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