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C HAPITRE 0 
INTRODUCTION. 
0 - 0 Dans ce chapitre, nous nous proposons de définir l'orientation 
de notre trava i 1 _: 
- en suivant r apidement 11évolution des ordinateurs, nous com-
mencerons par rappeler ce qu'est la micro-programmation et 
dans quel but el le a été créée (0-1 ). 
- nous décri r ons ensuite deux nouvelles voies de recherche qu'elle 
a ouvertes (0-2 , 0-3). 
- nous situerons enfin notre application par rapport à ces deux 
voies de r echerche (0-4). 
'\ 
0-2 
0-1. Par définition, tout ordinateur est toujours constitué (V. fig. 0-1): 
- d'une part i e électronique figée (hardware) et 







Dans les premiers ordinateurs le langage machine ( 1) formait 
1 'interface entre ces deux parti es; i I était défini et figé avant la 
construction du hardware et sur des cr itères purement ut i I ita ires; 
le hardware était alors formé de séquenceurs déclenchés par les 
codes opérations des instructions machine; ces sé•quenceurs 
'révei liaient I aux moments voulus I es différentes uni tés du 
hardware; cette optique présentait deux inconvénients : 
- nécessité de figer au départ et définitivement le jeu d'instruc-
tions machine (2); 
- difficulté d e conception d 1un tel hardware (3). 
Vers 1951, Wilkes systématisa 11organisation du hardware en 
introduisan t le concept de micro-programmation (R 18). 
Il défendait l'idée que 11on pouvait considérer 11exécution d 1une 
instruction machine comme l 1exécution d 1un certain nombre de 
transferts synchronisés d'informations de registre - à - registre 
à travers d e s unités effectuant certaines opérations (4); chaque 
étape de transfert pouvait être comprise comme 11exécution d 1une 
instruction (appelée micro-instruction) sur une machine inconnue du 
------------------------------------------------
( 1) nous défini rons le 'langage machine' comme le langage le plus 
élémentaire dans lequel I tuti I isateur peut programmer ses traite-
ments; cett e définition reste assez vague; en effet, dans ce 
chapitre, n ou s verrons varier le niveau de ce langage avec 
1 tévolution d es idées qui se sont développées. 
(2 ) le hardwar e est en effet non restructurable au niveau de 11util isa-
teur et diff ic i I ement restructurable au niveau du constructeur. 
(3) complexité du hardware au point de vue conception et matériel 
uti I isé, d 1o ù coût élevé. 
(4) certains tran sferts se déroulent en parallèle, d 1autres en s é r i e. 
0-3 
programmeur (appe lée host machine) (V. fig. 0-2); 1 'étape d'exécution 
d'une instruction dans la machine uti I isateur (Vir tua I machine) était 
alors constituée par un micro-programme (lJ; l 'ensemb le des micro-
programmes formait un interpréteur micro- programmé du langage 
machine; par opposition à la partie programmée au niveau le plus 
haut (2•), on dési gna par firmware l 'ensemble des micro-programmes 





micro - programmé 
L angage micro-programme 






La micro-programmation offre de n ombreux avantages; nous ne 
développerons pas ce point, mais l e lecteur se référera avantageuse-
ment à REIGEL,FABER,FISHER (R 12), ROSIN (R13) et BROADENT 
(R2). 
0-2. Une des conséquences indirectes les plus importantes de l'emploi de 
la micro-programmation est sans doute: 
la revalorisat ion des méthodes d 1in terprétation par rapport aux 
méthodes de compilation lorsgu 1elles sont supportées par un hardware 
adéquat. 
Sous peine de perdr e sa souplesse et de demander des capacités gi-
gantesques de mémo ire, l 'Ïmpl émen tat ion de la micro-programmation 
exige en effet l 1emp loi d 1un interpréteur; or lorsque Wilkes émit 
, ses idées sur la micro-pro grammat ion, la plupart des constructeurs 
rejetaient l 1interpré tation, basant leur argumentation sur leurs 
( 1) 1 e micro-programme assure donc l e séquencement des transferts. 
(2) Software. 
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expériences softw are antérieures ou sur certaines caractéristiques 
des deux méthodes de traduction (V. fig. 0-3 et ses commentaires). 
En vue de compenser la lenteur relative des interpréteurs tout en 
profitant des caractéristiques 1place 1 qu 1ils apportaient, on rechercha 
alors un moyen de les accélérer; c 1est seulement plus tard (1), grâce 
à l 1apparition sur le marché de nouvel les technologies de mémoires 
que l 1on trouva la solution; les tailles relativement faibles des inter-
préteurs leur permettaient de jou i r des temps d 1accès très courts de 
certaines mémoires, alors qu'un programme utilisateur ne le pouvait 
en principe pas (2 ). 
Pour mieux comprendre l 1effet de l 1introduction des mémoires rapides, 
nous regarderons la fig. 0-4; el I e décrit 1 'exécution d'une instruction 
machine comme l 1appel et l 1exécution d 1un micro-programme se trou-
vant en mémoire rapide; une grande partie de l 1exécution du program-
me uti I isateur se passe donc en mémoire rapide; grâce à l 'interpré-
tation, l'utilisateur profite donc, à la fois à travers son langage 
machine 
- d 1un gain de place sur le programme objet grâce à 11interprétation. 
- des temps d'accès très faibles de mémoires rapides. 
Le bilan en temps n 1est cependant pas nécessairement positif; il 
variera selon les considérations suivantes : 
- plus la différence de vitesse en t re les deux mémoires est grande, 
meilleur sera le bilan en temps ; 
- plus les micro- programmes situés en mémoire rapide seront longs 
(3), mei I leur s era le bilan en temps (4); 
( 1) c 1est ce qui explique l'apparition tardive sur le marché des premiers 
ord inateurs mi c ro-programmés : 
1958 première description d 1un ordinateur micro-programmé sur le 
modèle de Wilkes (RS). 
1964 première implantation sur IBM360 (Rl, R15). 
( 2) la taille des mémoires est limitée par trois facteurs principaux (R16) 
- facteur temps d'accès : pour une même technologie, plus une mé-
moire est grosse, plus les temps d 1adressages et de lecture/ 
écriture sont longs. Il y a donc un compromis entre la taille d'une 
mémoire et l a vitesse d 1accès aux informations. 
- facteurs physiques : dissipation et proximité ••• 
- coût : les mémoires les plus rapides étant généralement les plus 
coûteuses (coût par bit). 
( 3) une I imite sur la longueur est cependant imposée par la grandeur 
de la mémoire rapide; sinon, l 1idéal serait d 1avoir un programme 
utilisateur entièrement micro-programmé. 
(4) ici, se pose tout le problème de structuration; en gros, l 1idéal est 
d 1avoir rempli la mémoire rapide des traitements les plus employés; 
cela pose le problème du choix des instructions machine; nous en 
parlerons en 0 - 3. 
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- plus le temps passé à la 'traduction dynamique' (1) est court, 
meilleur sera le bilan en temps. 
Ces considérations posent donc le problème de la recherche du 
meilleur langage machine (Voir paragraphe 0-3). 
instruction Programme uti I isateur 
machine écrit en mémoire utili-
___ ..,._ _ _;.;..;.,;:c.._;.;.._;.;..;;;___ -1,r-_____ -"II:,--------
sa teur ( temps d I accès 
1 vs). 
Interpréteur micro-
---1--1--1--1--1--1--+-+-+-+-1...,..;f,.+--+---+--+--+--+--+--+--+-_,.. pro gr am m é é cr i t en 
mémoire rapide (temps 
micro-programme 
interprétant 11 instruction 
machine. 
Fig. 0-4 
d, accès 1 0~µs). 
Depuis peu, de nouvel les voies de recherche ont généralisé cette 
configuration initiale en une configuration possédant plusieurs ni-
veaux d'interprétation, avec en pa r allèle des hiérarchies de 
mémoires, de programmes et de données (R14, R19). 
Les réalisations dans ce domaine sont encore peu nombreuses; 
certains hardware ont fait les premiers pas vers de tel les configu-
rations; nous ci t erons : 
- l Iordinateur Q M l de Nanodata Corporation (R22) ; 
- et I e projet EPRON des facu I tés N. D. de I a Paix à Namur. 
Remarques à propos de la terminologie employée : 
- la mémoire rapide est généralement appelée mémoire de contrôle 
(CS = control s tore); elle peut être de deux types: 
- soi t accessible uniquement en lecture (ROM= read 
onl y memory); 
- soi t accessible également en écriture (WCS = writable 
con trol store). 
------------------------------------------------(1) la traduction dynamique implique, en fait, I Iexécution d'opérations 
qui ne sont pas nécessaires dans tous les cas, mais qui sont ma lgré 
tout conservées pour donner au micro-programme un interface 
standard (ex. : positionnemen t du code condition, addition d Iun 
déplacement nul dans un ca lcul d Iadresse ••.• ). 
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Caractérist iques logiques 
COMPILATION INTERPRETAT ION 
A Traduction préliminaire à Traduction pendant l 1exécution 
l'exécution 
B Traduction globale Traduction locale 
C Traduction statique Traduction dynamique 
D Perte de temps à l 1exploitation 
par rapport à une méthode de 
compilation (V. note 1 p. 0 -5). 
E Le programme objet prend 
plus de place que par la 
méthode d 1in terprétation. 
Fig. 0-3 
Commentaires de la fig. 0-3. 
A - la compilat ion se passe dans une phase préliminaire à l'exécu-
tion; elle n'est donc exécutée qu'une seule fois (1); lînterpré-
tation par contre, est réalisée à chaque exécution. 
B - la compilat i on est une traduction globale, c'est-à-dire qu'en 
principe chaque instruction est traduite en tenant compte du 
contexte da ns lequel el le se trouve (2), l'interprétation associe 
à chaque instruction, au moment de l 1exécution, un module 
prédéfini; el le est donc locale. 
C - la compilation traduit une seule fois chaque instruction; elle est 
donc statique par rapport à 11 interprétation qui traduit chaque 
instruction du programme autant de fois que l 1on passe dessus à 
l 1exécution (3). 
D - E - résument l e s caractéris tiques logiques finales de ces deux 
méthodes s ans tenir compte de leur implémentation. 
( 1) lorsque le programme est prê t à être exploité. 
(2) ce qui introdu it la notion d'optimisation du code généré par un 
compilateur; en général, ces optimisations sont réduites, ce qui 
limite 11intérê t relatif de la compilation au point de vue temps 
d'exécution. 
(3) c'est-à-dire en théorie de O à l 1infini. 
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0-3. Une deuxièm e voie de recherche s 1est ouverte à parti r d 1un 
avantage ind i scutable de la micro-programmation : 
la souplesse d 1adaptation du langage machine. 
Celle-ci all a i t pousser les chercheurs à se poser un nou veau 
problème~comment adapter au mieux un langage machine pour 
qu'il satisfasse à la fois les deux considérations suivantes 
- qu 1il soit 1n aturel 1 pour le(s) compilateur(s) (t); 
- qu'il soit efficace pour 11exécution des programmes exploi -
tables (2) . 
Ce problèm e t rès complexe a déjà suscité de nombreuses 
recherches mais est encore loin d 1être résolu. 
La plupart des constructeurs ont adopté un langage machine 
unique, compromis entre les besoins des différents compila -
teurs; l'interpréteur figé et statique se trouvait alors dans 
une mémoire ROM; cette solution est cependant réalisée au 
détriment d e l 1efficacité du système; certains chercheurs se 
sont penchés sur la reconfiguration d 1un langage machine en 
fonction de b esoins particuliers; ces recherches ont montré 
que la rajoute de quelques nouvel les instructions plus complexes 
(3) à un langa ge machine existant peut améliorer considérable-
ment le temp s d 1exécution des programmes; nous citerons à ce 
sujet une exp érience tentée sur un IBM 360/40 (R6) et l'article 
de Tucker e t Flynn (R17). 
Encouragés p ar les résultats obtenus, un grand nombre de 
chercheurs s 1orientèrent vers la construction d'un langage 
machine pa r ti c ulier pour chaque langage de haut-niveau; les 
interpréteur s restèrent donc figés, mais la configuration de la 
WCS devint d ynamique (4); deux directions furent prises dans 
ce domaine : 
( 1) selon le cho i x du constructeur, un langage machine peu t serv ir 
à tous les compilateurs, ou chaque compilateur peut avo i r son 
langage machine. 
( 2) l ' eff icacité se résume en deux points 
- p r endr e l e mo ins de place p o ssible pour le programme exp loi-
table; 
- prendr e l e moins de temps possible pour l 1exécution de ce 
programme. 
( 3) T UCKER et F LYNN (Rl 7) décrivent : 
- calcul d'adresses des éléments des Tableaux 
- génération d es suites œ FIBONACC 1, 
- Algorithm e de recherche en tables , 
d 1autres ex emples peuvent être cités : 
- fonction de Tris sur GE58 (Honeywell Bul 1) 
- Algorithm e de compactage/décompactage de fichier s sur P7 
(Honeywel l Bull) 
- Dispatcher micro-programmé sur P7 
- Multiplica tion des matrices 
- fonctions t r igonométriques. 
( 4) ce la pose de nouveaux problèmes de gestion de la WCS et de 
p rotection ; c es problèmes sont esquissés par ROSIN (Rl 3). 
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Burroughts créa dans le B 1700 (R21} trois langages 
machine conventionnels en rapport direct avec les compi -
lateurs COBOL, FORTRAN et RPG. 
Dans une autre direction,on prit pour langage machine les 
langages intermédiaires générés par la compilation (R3, R9) 
et en général la notation polonaise postfixée; nous citerons 
dans ce domaine (RS, Rl 1, R20); remarquons tout de même 
que cette deuxième orientation réduit la compilation à un 
strict minimum. 
L'etficacité d 1un langage machine adaptable encouragea 
certaines firmes (1) à répondre aux besoins croissants de 
d~namicité au niveau de l 1utilisateur (2); elles fournirent 
à celui-ci : 
- un jeu d I instructions, standard et figé en ROM; 
- une 'vVCS Ei des moyens d'accès à cette WCS. 
Malheureusement, malgré les recherches concernant des 
langages de micro-programmation de haut-niveau (R 7, Rl0), 
il reste difficile (3) pour un ut i lisateur non averti de micro-
programmer efficacement; de tel les configurations restent, 
en pratique, inu ti I isables. 
Nous résumerons dans la Fig. 0-5 les différents types de con-
figurations décrites; nous ferons remarquer que le passage de 
la mono-programmation à la multi-programmation dans des confi-
gurations où 11 interpréteur est dynamique, pose deux types de 
problèmes : 
- probl èmes de sécurité; 
- prob lèmes de gestion de I a WCS. 
Dans notre app lication, nous nous limiterons à la mono-program-
mation ; nous laisserons au lecteur le soin de rechercher et de 
résoudre les p roblèmes nouveaux qui se poseraient dans une 
conf i guration de multi-programmation. 
( 1) Hewl ett Pack a rd (HP21 MX, HP21 00), lnterda ta (MSS) et 
Var ian 72 .•. 
(2 ) Cette dynamic i té n 1est prévue que sur des petits systèmes tra-
vaillant en mono-programmation; elle pose en effet un problème 
délicat de protection; celui qui à la possibilité de micro-pro-
grammer devi ent en effet le maître absolµ de la machine. 
(3 ) cette difficulté provient du fait que micro-programmer demande 
à l 1uti I isateur de se détacher de son problème logique pour se 
pencher sur de s considérations d'implémentation dépendant uni-
quement de pa r ticulari tés du hardware. 
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Caractéristiques de l 'Ïnterpré- Mono-pro- Multi-pro- Exemples teur chez 11utilisateur grammation grammation 
- statique (unique en ROM) la plupart 
X X des 
- figé (par le constructeur) systèmes 
- Dynamique (plusi eu rs se 
partagent la WCS, d 1où pro-
blème de gestion de la WCS) X X Burroughts 
- Figés (par le constructeur) 
-
1ère eartie stat ique 
figée 
- 2ème eartie dynamique 
modifiable (par X Varian ••• 




0-4. Poursuivant la I igne de recherche tracée en 0-3, et tenant compte 
des considéra ti ons suivantes : 
A - la plus grande dynamicité du code machine (et donc de l 'in-
terpréteu r associé) semb le apporter les meilleurs résu I tats 
au point de vue temps d 1exécution ( 1) et place de stockage 
des programmes objets : l a mei I leure chose à faire, semble 
donc d'adopter le langage machine au niveau d 1une applica-
tion (1 programme); 
B - obliger le programmeur normal à micro-programmer, c•est 
réduire les facilités qui lui sont offertes par les langages 
de haut-niveau en lui demandant de se détacher de son 
applicat ion logique pour se pencher sur des considérations 
souvent complexes et en rapport direct avec le hardware; 
de plus, pour les problèmes de protection, l 1utilisateur ne 
peut avo ir le droit de m icro-programmer; dans une situa-
tion idéal e, 11uti I isateur sera donc totalement inconscient 
de ce qui se passe derrière le langage machine qu 1il utilise; 
( 1 ) pourvu que l e s temps de gestion de la WCS ne deviennent pas trop 
importants; cette gestion peut être définie au niveau du programme 
ou de parties indépendantes de celui-ci (tâches, parties indépen-
dantes d 1une tâche) ; les temps de gestion dépendent à la fois de 
caractéristiques hardware et de la configuration des programmes; 
ne possédant aucun outil capable d 1estimer de manière précise ces 
temps, nous avons été amenés à faire le choix le plus vraisemblab le: 
une dynamicité de la WCS au n i veau du programme. 
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nous avons été amenés à définir une nouvel le configuration conte-
nant entre au tre un interface sof tware entre les traitements écrits 
dans un langage de haut-niveau et les micro-programmes à générer; 




( programme écr it en langage 
de haut-niveau 
TRADUCTEUR/ (B) 1 
OPTIMISATEUR 
LOAD 
MICALL STORE USER STORE 
.------- ---------- 1 
USER STORE 
, (dynam i que) 1 
~~~~~~~J~~~~~~~~~~n~I 
1 MICALL STORE I 
.__ __ _ 
1 
(dynam ique) 1 
-~~~~~~I lnterpré ta t ion_J 2 
1 MIDEF STORE : 
1 (statique) 1 L------1-;:;c:~:;--~ 
HARDWARE 






( 1) ..E..L contient l e programme obje t sous forme relogeable et écrit dan~; 
un langage machine dont l'interpréteur se trouve dans F2 • 
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Dans une premièr e étape (V. fig. 0-6) (A), l'utilisateur programme son 
traitement dans un langage de haut-niveau; à partir de ce programme 
un TRADUCTEUR/OPTIMISATEUR dont nous décrirons la logique de 
fonctionnement au chapitre 1, construit : 
- un programme objet écrit dans un langage machine non défini 
à priori (fichier Fl); 
- un interp r éteur de ce langage machine qui a pour but de l e 
définir (f i chier F2). 
Lors de chaque ex écution, le contenu des fichiers Fl et F2 est 
chargé (C) respec tivement dans la USER STORE et la MICALL STORE. 
Le mécanisme d 1ex écution (D), représenté à la fig. 0- 6 et décrit par 
J. Demarteau (R4) , se compose de deux étapes d'interprétation aux-
quel les sont associés trois niveaux de mémoire, appelés (par ordre de 
vitesses croissan tes) : USER STORE, MICALL STORE et la MIDEF 
STORE; le contenu exact de ces mémoires sera précisé au chapitre 1; 
sachons cependan t que la MIDEF STORE a un contenu statique, et que 
les deux autres on t un contenu dynamique. 
Le mécanisme s 1appuie sur le courant de recherche décrit en 0-2 (1); 
les avantages que nous comptons en retirer sont les suivants : 
- gain évident de place mémoire pour tous les programmes objets 
et un gain probable en temps d'exécution (V. page 0-4); 
- facilité d e génération de l'interpréteur dynamique par le tra-
ducteur/ op tim i sateur en dégageant celui-ci de toutes I es 
contraint e s hardware (2). 
Nous n 1approfondirons pas plus la logique de ce mécanisme d 1exécution, 
notre but étant de décrire le traductPur/optimisateur. Nous 
décrirons cependan t brièvement 1 'implantation physique de ce mécanisme; 
elle résulte d 1un compromis entre les nécessités de notre application et 
les possibilités d'un hardware disponible, celui du Varian 72 (R23, R24); 
celui-ci ne possède en effet que deux niveaux de mémoire : USERMEMORY 
et WCS; n ous avon s donc été obi igés de partager la mémoire rapide WCS 
en deux parties l og iques représentant la MICALL STORE et la MIDEF 
S T ORE, ce qui provoquera une cer taine perte d 1efficacité au point de 
( 1) concernant I es hiérarchies de mémo ires et de données associées 
au mécanisme d'interprétation. 
(2) tous les pr oblèmes concernant les simultanéités et les contrain-
tes hardwar e peuvent être résolus manuellement et définitivement 
par un micro-programmeur, plus apte à résoudr e efficacement 
ces problèm es qu'un programme spécialisé. 
L'in terpréteu r ainsi figé sera mis dans la mémoire MIDEF. 
La mémoire MICALL contiendra des appels aux micro-program-
mes prédéf in is se trouvant dans la mémoire MIDEF. 
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vue temps; on peut cependant espérer que la dégradation { 1) ne sera 
pas trop importante; de toute façon l 1avantage place subsiste et peut 
être un facteur très important sur un o r dinateur ne possédant que peu 
de mémoire utilisateur. 
------------------------------------------------
(1) attention ! il s 1agit d 1une dégradation en temps par rapport aux 
performances attendues; mais il se peut que le bilan 1temps 1 
global reste tout de même posi t i f . 
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CHAPITRE 
LES GRANDES E T APES LOGIQUES DE L 1APPLICATION ET SON 
INTEGRATION DANS UNE CONFIGURATION EXISTANTE 
1-0. Dans la fig. 0-6, nous avions illustré l'idée générale que nous 
poursuivons, c 1est-à-dire créer un software spécialisé (TRADUC-
TEUR/OPTIMISATEUR) capable de: 
- traduire un programme écrit dans un langage de haut-niveau en un 
programme écrit dans un langage machine:, à priori , non défini; 
- de définir le langage machine et de générer 1 'interpréteur associé. 
Ce software peu t donc être divisé en deux parties logiquement 
distinctes mais interagissant entre-el les : la COMPILATION et 
l'OPTIMISATION ; nous ne nous intéresserons pas à la partie 
COMPILATION; nous réutiliserons les compilateurs existant 
sur l 1ordinateur VARIAN 72; cela imposera, bien sûr, certaines 
con traintes qui n 1affecteront en rien les principes fondamentaux 
de notre applicat ion, mais nous obligeront à prendre certaines 
options. 
Les buts de ce chapitre seront : 
- de définir la structure de l'interpréteur à générer et d'exprimer 
1 es avantages que nous en attendons ( 1-1); 
- de définir la logique générale de l'OPTIMISATEUR et de préciser 
1 es gains que n ous espérons ( 1-2); 
- de défin ir les relations entre l'OPTIMISATEUR et les COMPILA-
TEURS existan t et de justifier les options prises ( 1-3); 
- de signaler quelques problèmes de fiabilité (1-4). 
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1-1. DEFINITION D E LA STRUCTURE DE L'INTERPRETEUR. 
Le principe de la double interprétation que nous avons adopté trouve 
sa justification dans la structure même des interpréteurs micro-
programmés couramment utilisés. 
En effet, au niveau de son exécution logique, une instruction machine 
peut être décomposée en un nombre plus ou moins grand (1) d 1étapes 
indépendantes (2), certaines étant identiques pour toutes les instruc-
tions machine d 1u n même type (3). 
Lors de l'implémentation des ins tructions en micro-programmes, la 
structure logiqu e se conserve plus ou moins (4), ce qui entraîne une 
certaine modulari té de 1 'interpréteur micro-programmé. 
L'exécution apparaît donc (Fig. 1-1) comme l 1exé·cu tion d 1un certain 
nombre de modu l es chaînés à l 1intér ieur de la mémoire de contrôle; 
ce chaînage possède deux caractéristiques: 
- il est souple, en ce sens qu 1il est conditionné par le code 
opération de l'instruction en cours (5); 
- i I est I imi t é, en ce sens qu 1un certain nombre de chaînages 
ont été pr évus et que les au tres ne peuvent être réalisés • 
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F i g. 1-1 : lnter.e_réteur m icro-.e_ro_gr:arimé courant (V. légende) 
(1) ce nombre dépend de la complexité des instructions machine• . 
(2) par exemple: calcul d 1adresses,l ecture des données, opérations parti-
culières (Addition .•. ), lecture de 11 instruction suivante. 
(3) par exemple: un langage machine ne possède qu 1un nombre limité de 
formats d 1adresses différents; . les calculs de ces adresses seront 
donc standardisés. 
(4) cela est surtout vrai dans les mini -ordinateurs ne possédant que peu 
de faci I ités hardware. 
(5) par exemple, dans la fig. 1-1, selon que fion aura une additron ou 
une soustraction , toutes. le;; étapes seront communes sauf 1 'étape c/c ,. 
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Légende : (- - ..., conditionnement des branchements par le code opération 
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Fig. l-2 lnter_gréteur micro:-pro.9.rammé à deux éta_ges d 1 inter:prétation. 
(V. légende) 
L'idée d 1assouplir ce chaînage (1) ouvre la voie au principe de la double 
interprétation. Un ensemble de modules prédéfinis (2) et n 1ayant, à priori, 
aucune relation physique entre-eux sont placés dans la mémoire MIDEF 
(V. fig. 1-2); lors d 1une exécution, u n programme spécialisé se trouvant 
dans la mémoire MICALL assure le conditi onnement des chaînages. 
Ce programme est en réalité une suite d 1adresses des modules à chaîner; 
la souplesse désirée est donc acquise. 
(1) cet assouplissement se fera en passant d 1un chaînage limité une fois 
pour toute lors de la conception, à un chaînage illimité lors de la 
conception, mais limité au niveau de chaque programme par le contenu 
de la mémoire tv'ICALL. 
(2) ces modules seront au départ les modules constituant les instructions 
machine actuel les; dans la suite, on adaptera empiriquement ces 
modules aux besoins de nos applications; le software que nous allons 
décrire aidera à cette adaptation. 
1-4 
Ce mécanisme possède trois avan tage s fondamentaux : 
1. li permet d' avoir des instructions machine plus complexes et 
mieux en rapport avec notre application, ce qui entraîne un gain 
de place e t de temps; 
2. Il évite de gaspiller trop de place en mémoire rapide (1) malgré 
la complex i té des traitements implémentables ; il permet donc de 
profiter au maximum de la rapidité de cette mémoire; 
3. Il permet une génération plus aisée et donc plus rapide par 
rapport à une génération di recte de micro-programmes. 
Pour profiter a u mieux des avantages qu 1offre l'ordinateur VARIAN, 
notre mécanism e sera un compromis entre les deux mécanismes 
précédents, c'est-à-dire: 
- que nous conserverons un langage machine de base (2); 
- que nous assouplirons ce deuxième langage machine grâce 
au deuxième mécan i sme se trouvant dans la WCS. 
--------- ----- -- ---------- -----------------------
(1) un traitement complexe entièrement micro-programmé prendrait 
beaucoup plus de place en mémoire rapide que l e programme de con-
ditionnement généré en mémoire MICALL. 
(2) celui de l •ordinateur VARIAN dont l 1interpréteur est figé en ROM. 
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1-2, LOGIQUE GENERALE DE L 10PTIMISATEUR. 
Le principe même de l 1optim isateur peut se résumer par la descrip-
tion de ses troi s grandes étapes logiques (V. fig. 1-3):. 
A. la sélection recherche dans un programme ( 1) se trouvant 
dans FILE. BIBLI. NOOPTIM des séquences d'instructions 
identiques et choisit parmi les séquences détectées, celles 
dont la génération en mémo i re MICALL fournira le gain 
maximum; elle construit les schémas (2) des séquences 
sélectionnées et produit deux fichiers : 
- FILE. DESCRI. SQ. A. GEN qui contient les numéros des 
schémas et leurs descriptions; 
- FILE. ADR. MODIF qui contient la correspondance entre 
- 1 •adresse d'une séquence sélectionnée; 
- le numéro du schéma correspondant; 
- les paramètres actuels décrits dans le même ordre 
que les paramètres formels du schéma correspondant. 
Cette étap e constitue la partie maîtresse de l •optimisateur; 
elle nous amènera à faire des choix qui risquent d 1être déter-
minant quan t à l 1efficacité de l'interpréteur généré; c 1est sur 
cette é tap e que nous concentrerons tout notre intérêt dans la 
suite de c e mémoire. 
B. la généra tion traduit une liste de codes opérations se trouvant 
dans un schéma en un programme pour la mémoire MICALL (3); 
en fait, elle peut se résumer à remplacer (4) chaque code opé-
ration par les adresses des modules associés (V. paragr. 1-1} 
qui se trouvent dans la mémoire MIDEF, en tenant compte ce-
pendant: 
- que certains -modules ne sont plus nécessaires (5); 
- qu 1un arrangement adéquat des modules est à souhaiter 
( 6) ; 
(1) le langage dans lequel se trouvera ce programme sera défini en 1-3. 
(2) la description précise du schéma sera donnée dans la suite de ce 
mémoire; signalons déjà qu 1 il contiendra: la liste des codes opéra-
tions des instructi ons, la description de la structure des branchements 
internes , la description de la répartition des paramètres formels. 
(3) ce programme est en fait constitué des adresses des micro-program-
mes de la mémo ire MIDEF que l 1on veut appeler, 
(4) le remplacement se fera en consultant une table. 
(5) par exemple, certaines lectures mémoire ne seront plus nécessaires 
vu 1 •unification des paramètres répétés et la suppression de certains 
paramètres devenus implicites. 
(6) notamment pour minimiser les temps de lecture mémoire qui ne se 
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Fig. 1-4 
Schéma 
A B OPER Xl X2 
~ 
Exemple de Mod i fication pour la séquence représentant 
(A-G)+(A+G ) (Test une Var iable teïnporaire) 
C. 
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La génération produit deux f i chiers : 
- FILE. BIBLI. LOAD. MICALL qui contient l'interpréteur 
à charger dans la mémoire MICALL lors de chaqu e 
exécution; 
- FILE. DESCRI. ZONPARAM qui décrit le format d e chaque 
nouvelle instruction, c'est-à-dire son code opération (1) 
et la position relative de chaque paramètre forme l. 
la modification remplace dans le programme origine (V. fig. 1-4-) 
chaque séquence sélectionnée, par l 1instruction machine c r éée 
lors de la génération et dans laquelle on a remplacé les par a-
mètres formels par les paramètres actuels. La mod ification 
pose donc essentiellement un problème de suppress i on physique 
d'instructions à l 1int érieur d 1un programme, suivie du compactage 
de celui-ci; ce problème es t simple lorsque toutes les adresses 
sont encor e sous la forme symbolique; il se compliqu e l o rsque 
le programme est sous la forme absolue (adresses absolues) ou 
relogeable (adresses relatives) ; la seule solution consiste 
alors à garder des adresses symboliques dans le programme 
et à associer une table de correspondance entre les adresses 
symboliques et les adresses absolues ou relatives. 
Une question s e pose : 1quels gains pouvons-nous espérer du regrou-
pement de plus ieurs instructions machine en une nouvel le instruction 
machine plus complexe ? 1 (2). 
Nous les résum erons en : 
- un gain en place mémoire u ti I isa t eur , vu que : 
- l e s codes opérations des ins tructions disparaissent; 
- l e s paramètres iden t iques fusionnen t; 
- certains paramètres peuvent devenir imp I ici tes. 
- le gain en temps de lecture mémoire associé; cependant ce 
gain n 1est pas aussi grand que nou s ne pourrîons ! ·'espérer ; 
en effe t, un grand nombre de lectures mémo i re se déroulent 
en para ll èle avec l e processeur et n e freinent donc pas celui-
ci; cependant l 1autre part i e consti tu e un t emp s mort pour le 
proces seur. 
En dim inuant le nombre de :lec tures m émo i r e nous pouvons 
espérer diminuer ces tem p s mor ts no tammen t en répartissant 
plus un iformément ces lectu res . 
- un gain en temps d'interfac e en t r e l e s ins tructions; il pro-
vient d 1un gain sur les calculs d' adress es, su r les charge-
ments d e registres intern es, s u r l e posi t i onnement de cer-
tains codes condit ions ... 
( 1) ce code opérat ion sera en relation directe avec 1 'ad r esse en mé-
moire MICALL. 
(2 ) Attention ! ces gains sont à ajouter à ceux déjà obtenus grâce au 
mécanisme de l a double interpré t ation a sso c ié à la h i é rarchie des 
Mémoires. 
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1-3. RELATION ENT RE L•OPTIMISATEUR ET LES COMPILATEURS. 
Comme nous 11avons dit au paragraphe 1-0, notre but n 1est pas de 
redéfinir un nouveau software contenant une partie compilation et une 
partie optimisation, mais d'intégrer un OPTIMISATEUR dans une 
configuration exi stante. 
Nous imposons en plus deux types de contraintes : 
contraintes de souplesse d 1emploi de l'optimisateur 
A. L 1optimisateur ne peut perturber la configuration 
existante (1); 
B. Tous les langages de haut-n iveau doivent pouvoir 
profiter de cette optimisation; à l 1entrée de 1 •opti-
misateur, l e programme doit donc se trouver sous 
une forme unique quelque soit le langage de haut-
niveau de départ. 
- contraintes en vue de fac i I iter I a tâche de 1 •optim i sateur : 
C. Le format d 1entrée de 11optimisateur doit être faci-
lement ana l ysable ; 
D. L e format sera si possible sous une forme symbolique 
(pour faciliter la modification). 
En vue de situer plus faci l ement l'optimisateur, nous décrirons 
brièvement la configuration actuelle (V. fig. 1-5); elle se compose 
d 1un compilateur. Comme le décrit Gries (R26),un compilateur 
peut être divisé en deux grandes parties: 
- 11ANALY SE dont le rôle est de découvrir la syntaxe et la 
sémantique du programme écrit en langage de haut-niveau 
et de construire le programme sous une forme interne (Triples, 
quadrup les ••• ); 
- la SYNTHESE qui, elle-même, peut être divisée en deux 
parties : 
- La PREPARATION qui produit une deuxième forme 
interne plus proche du langage machine, al loue la 
mémoire et optimise éventuellement le code; 
- La GENERATION qui traduit la deuxième forme interne 
en langage machine. 
(1) en effet, l'empl oi de l'optimisateur ne se révèle utile que lorsque 
le programme a été mis au point et est explo ité couramment; il 
faut donc permettre aux ut i I isateurs, de continuer à camp i Ier 
leurs programmes comme ils le faisaient avant. 
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( PROGRAMM E 





première forme interh e du programme ( 1_1) 
SYNTHETISEUR 
PREPARATEUR 
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GENERATEUR 
1 
programme relogeable écrit en langage 




Description des différentes représentations du 
programme dans un compilateur 
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La fig. 1-5 nou s montre également les différents formats du program-
me au cours de la compilation; nous allons choisir, par élimination, 
un de ces formats comme entrée de 11optimisateur : 
- en tenant compte du rôle pa r ticulier de l'analyseur et de la 
nécessité d'avoir à l 1entrée de 11optimisateur un format 
unique pour tous les compilateurs (condition D, P, 1-8), nous 
ne pouvon s choisir un format antérieur à la fin de l 1analyse. 
- le premier format qui s•offre donc à nous est le format Il 
(V. fig. 1-5) (triples, quadruples ••• ); il satisfait bien les 
quatre conditions de la page 1-8; cepe-ndant dans la partie 
pr.éparg fi on C:u compilateur doivent encore se dérouler des 
optimisations (1) qui peuvent se résumer en des suppressions 
de c;:ode inutile (2); si l 1on intercale avant cette partie, notre 
OPTIMISATEUR dont le but n•est pas de supprimer du code, 
mais d'accélérer du code existant en profitant de la techno-
logie, on risque de garder du code inutile et de 1 •optimiser, 
ce qui est ridicule; le format Il est donc à rejeter. 
- dans le format Ill (V. fig. 1-5), le code intermédiaire a déjà 
été optimisé par le compilateur; pour autant que ce code 
existe (3) et soit standard isé au niveau de tous les compila-
teurs, il nous para ît être le code idéal; nous n'emploierons 
cependan t pas ce format vu le peu de documentation que nous 
possédons sur les compilateurs Varian et la difficulté de 
s 1 introduire dans un programme existant lorsque tous les 
interfaces ne sont pas bien définis. 
- dans le cas de l'ordinateur Varian, le format IV (V. fig. 1-5), 
c 1est-à-dire le code chargeable, nous a semblé beaucoup trop 
lourd pour être manipulé efficacement ; sa complexité pro-
vient du fait que le chargeur contribue à la deuxième passe 
de 11Assembleur. 
- finalement, nous avons choisi le langage machine absolu en 
nous rappelant qu 1il ne véri f ie pas la condition D p. 1-8, ce 
qui comp liquera le modificateur. 
(1) ces optimisations sont plus ou mo ins élaborées selon le compilateur. 
(2) Exemple : Load su ivi de Store. 
(3) rien en nous dit qu e tous les compilateurs respectent exactement 
le modèle de Gri es. 
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1-4. PROBLEMES DE FIABILITE. 
Nous signalerons ici quelques problèmes de fiabilité que nous avons 
détectés; nous ne les détaillerons pas car leur étude pourrait à elle 
seule faire l'objet d'un travail. 
Le problème peut se poser à deux niveaux 
- Niveau Software : i I faut en effet se rappeler que notre 
COMPILATEUR/OPTIMISATEUR joue un rôle de protection 
dans le système en empêchant l'utilisateur de micro-pro-
grammer .(et de devenir ainsi le maître de la machine). 
Si un micro-programme généré est faux ou si un appel à un 
micro-programme est faux toute la protection risque de tomber 
et l 1on ne peut savoir quel traitement va être effectué1 ni 
quel les données vont être modifiées. 
Il est donc très important d'avoir un software fiable. 
- Niveau Firmware: une protection au niveau firmware est 
nécessaire : 
- contre les fautes du programme se trouvant en mémoire 
MICALL (par exemple, une adresse fausse d 1un module 
de la mémoire MIDEF) (1); 
- contre les fautes du programme se trouvant en mémoire 
utilisateur (mauvais code opération ou mauvais para-
mètres) (2). 
Cette protection pourrait être assurée par : 
- un mécanisme d 1 indirect ion lors de chaque appel (comme c ' est 
le cas dans la plupart des firmware actuels); 
- des tests de validité dans les modules de la mémoire MIDEF. 
Nous n'entrerons pas dans les détails de cette protection. 
( 1) ces fautes peuvent provenir de fautes software (COMPILATEUR/ 
OPTIMISA TEUR). 
(2) ces fautes peuvent provenir de fautes software (COMPILATEUR/ 
OPTIMISATEUR) ou d'erreurs lors de l'exécution du programme 
(exécution de données). 
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CHAPITRE 2 
DESCRIPTION LOGIQUE DU 'SELECTEUR'. 
2-0. Jusqu'à présent, nous avons situé notre application: ·te SELECTEUR> 
- d'abord parmi les grands courants de recherche (Ch. O); 
- ensuite dans un software décrit sur une machine donnée, l 'ordina-
teur VARIAN 72 (Ch. 1) 
Nous allons maintenant étudier cette application à un niveau logique 
( 1) ; 
- nous commencerons en 2- 1 par : 
- introduire les grandes étapes logiques de la SELECTION; 
- justifier leur présence; 
- préci ser le type de méthodologie employée dans chacune 
d'e lles. 
- nous détaill erons ensuite la logique de chacune d 1elles (2-2, 2-3, 
2-4). 
-------------------------------------------------(1) l'implantation ph ys ique sera décrit e au chapitre 3. 
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2-1. LES GRANDES ETAPES LOGIQUES. 
En résumant ce que nous avons déjà dit au sujet du SELECTEUR, 
nous pouvons énoncer le problème qu'il résout de la manière sui-
vante; 1 étant donné un programme écrit en langage machine sous 
forme absolue, découvrir dans ce programme, les séquences 
d 1instructions qu 'i I est préférable de générer en mémoire MICALL 
pour avoir le rendement maximum; rechercher la structure de ces 
séquences.' 
Comme nous le montre la fig. 2-1 , le SELECTEUR peut être divisé 
en deux grandes parti es logiques : 
- la PREPARATION dont les deux buts sont les suivants : 
- mettre le programme sous la forme la mieux adaptée 
pour la recherche des séquences d'instructions; 
- fou rn ir des renseign emen ts supplémentaires concernant 
la structure du programme; 
- le REPERAGE et le CHOIX des séquences qui sont les plus aptes 
a etre généré es en mémoire MICALL. 
La PREPARATION peut elle-même être subdivisée en deux phases: 
- la PHASE PRELIMINAIRE de PSEUDO-CHARGEMENT (V. fig. 2-1) 
qui traduit le programme chargeable se trouvant dans 
FILE.BIBLI.NOOPTIM en un programme absolu stocké dans FILE. 
MOD. CHARG; cette traduction I rendue nécessaire par le choix d'un 
progr·amme absolu comme entrée du SELECTEUR, peut être réalisée 
par le chargeur standard de l'ordinateur VARIAN 72; 
- la PHASE 1 d 1ANAL YSE DES STRUCTURES DU PROGRAMME 
(V. fig. 2-1 ) qui construit à partir du programme absolu se trou-
vant dans FI L E. MOD. CHARG et de renseignements supplémentai-
res ( 1) se tr ouvant dans FILE. BIBLI. NOOPTIM : 
- la I iste des codes opérations des instructions du programme 
(programme décomposé); 
- un fichier FILE. GRAPH contenant la structure des branche -
ments et les paramètres des instructions. 
Si 11on se r appelle que, dans un programme sous forme absolue, 
une donnée ne peut être différenciée d •une instruction tant que l'on 
ne connait pas la structure des branchements, cette phase semble 
indispensabl e avant toute ana yse des instructions du programme. 
( 1) les rense'ignemen ts concernent les références externes (EXTRN) et 
les entrées (ENTRY) du programme. 
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Cette phase utilise la théorie des graphes, non seulement pour 
représenter la structure du programme ( 1 ), mais aussi pour 
découvrir certaines propriétés de cette structure. 
La deuxième partie, REPERAGE et CHOIX, est constituée, e l le 
aussi de deux phases indépendantes : 
- la PHASE 2 de REPERAGE DES SEQUENCES IMPLEMENT ABLES 
(V. fig. 2-1) qui repère des séquences d 1instructions, regroupe 
celles qui ont la même structure et élimine celles qui ne sont pas 
implémentables (2); elle génère deux fichiers: 
- FILE. SITUE. CONTEXT qui décrit les séquences dans 
1 eur contexte (3); 
- FILE. DESCRI. SQ qui décrit les schémas des séquences 
(4). 
Nous emploierons la théorie des ensembles en vue de visual iser 
le classement. 
- la PHASE 3 de CHOIX DES SEQUENCES A IMPLEMENTER 
(V. fig. 2-1} qui commence par évaluer les gains individuels 
qu'apporteraitchaqùeschéma de séquences-si on l'implémenta i t en 
mémoire MICALL; elle résou t ensuite le problème suivant: 
1étant donné un ensemb le de schémas1 lesquels vais-je générer en 
mémoire MICALL pour avoir le gain maximum, en tenant compte 
cependant que la place en mémoire MICALL est limitée'; en 
fonct ion des résultats obtenus , elle met .à jour les fichiers FILE. 
SITUE. CONTEXT et FILE. DESCRI. SQ pour en faire des f ichiers 
FILE. ADR. MODIF. et FILE. DESCRI. SQ. A. IMPL • . 
Cette phase fera largement appel à la programmation linéaire. 
( 1) la correspondance exacte entre la structure du programme et le 
graphe sera faite. au paragraph e 2-2 -1. 
(2) ce point sera précisé au paragraphe 2-3. 
(3) c 'est-à-dire leur adresse, leur longueur et les paramètres actuels., . 
(4) une notion intuitive des schéma s de séquences a déjà été donnée, 
nous la préciserons au paragraphe 2-3. 
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FILE. ADR. MODIF FILE. DESCRI. SQ. A. IMPL. 
' 8 A ~ / 
_Fig. 2-1 
Description logique générale du SELECTEUR 
2-2. PHASE 1 : ANALYSE DES STRUCTURES LOGIQUES DU 
PROGRAM1v1E. 
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2-2-0. Comme nous l 1avons déjà dit , la théorie d es graphes constitue 
la base de cette phase. 
Dans ce paragraphe nous nous intéresseron s tout d'abord à la 
correspondance exacte entre la structure d u programme et sa 
représentation sous forme de graphe (2-2 - 1 ). 
Nous porterons ensuite notre attention sur l e s deux grandes 
parties qui constituent cette phase (V. fig. 2-2), c'est-à-dire 
- la création du graphe du programme (2 - 2-2 ) ; 
- la détection des circuits é lémentaires d ans le graphe (2-2-3). 



















2-2-1. STRUCTURE DU PROGRAMME ET REPRESENTAT ION SOUS 
FORME DE GRAPHE. 
Nous appelons •structure du programme' , 1 'ensemble des branche-
ments et des références de ce programme et les différentes 
liaisons qui existent entre ces éléments. 
La cor.respondance entre la structure d 1un programme et sa repré-
sentation sous forme de graphe semble donc évidente; la fig. 2-3 
nous montre les principaux cas de cette correspondance sur un 
programme schématisé. 
La correspondance peut se résumer comme suit : 
1. à chaque branchement et à chaque référence du programme est 
associé un sommet du graph e; cependant à un branchement 
référencé n'est associé qu 1un seu I sommet; 
2. un sommet initial est généré et correspond au début du 
programme; 
3, à chaque 'flèche de branchement' et à chaque séquence 
d'instructions na, interrompue ( 1) par un qranchement ou une 
référence est associé un a r c orienté du graphe; 
4. un sommet supplémentaire (et les arcs orientés correspon-
dants) est associé à chaque appel d'un module externe et 
représente le corps dece module vu à partir du programme (2). 
( 1) la première instruction d 1une telle séquence peut être référencée. 
(2) la ou les fins de programmes sont assimilées à des branchements 







( 1) Q 
( 1 1 ) .----... L : ~~( 
(2) 
-











( 1 0) BC 
( 9 1 
I 
I 
- ~ ' 
( 1 2) 
t:L" ( 12 
'-...._/ 
Fig. 2-3 
Correspondance entre la structure d 1un programme 
et sa représentation sous forme de graphe. 
Légende: - instruction normale. 
BC Branchement conditionnel 
BI Branchement inconditionnel 
L : référence 
:te modu I e ex terne 
zone blanche = zone· de données. 
2-7 
Les chiffres entre parenthèses marquert l 1ordre de cons truction des 
sommets du graphe; les lettres marquent l 1ordre de parcours du 
programme. 
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2-2-2. CREAT ION DU GRAPHE DU PROGRAMME. 
En vue de détecter la structure d 1un programme, nous décrirons 
une méthode dérivée du principe d'exécuti on. 
El le consiste en un balayage systématique du programme à partir 
de l 1entrée principale, en tenant compte à chaque pas de la 
longueur de 11 instruction en cours de sa nature; dans le cas où 
l'instruction en cours est un branchement, chacune des directions 
est parcourue successivemen t ( 1 ) , ce qui nous permet d 1exam iner 
chaque instruction une et une seule fois, contrairement à ce qui 
se passe généralement lors d 1une exécution. 
L'algorithme, simple en apparence, pose tout de même deux pro-
blèmes: 
- lorsque l 1on appel le un module externe au programme, le bran-
chement vers ce module peut être détecté, par contre, le ou les 
retours ne pourrqient être connus qu 1en analysant le module 
appelé, ce qui n'est pas notre but; 
- l 1algorithme suppose la connaissance de toutes les adresses de 
branchements sous ureforme absolue; or, si l 'on regarde les 
différents branchements qu 'offre le jeu d'instructions VARIAN 
72 (V. fig. 2-4), on constate que dans le cas du saut indexé 
( IJMP), l 1adresse es t le résu I tat d 1un catcu I dépendant plus ou 
moins directement des données et ne peut donc être connue qu 1au 
moment de 11exécut ion. 
En vue de résoudre ces deux problèmes, nous commencerons par 
analyser la manière dont est réalisé par un compilateur VARIAN 
72 l 1appel à un module externe (V. fig. 2-5). 
L 1appel proprement dit consiste en un branchement avec stockage 
de l 1adresse suivanteUMPM) dans une zone mémoire (ADR); ce 
branchement est généralement suivi de quelques paramètres (Pi). 
L'appe l des paramètres et le branchement de retour se font au 
moyen d 1adresses indirectes post indexées (ADR * + dpp) ; le 
saut de retour est donc un saut indexé (IJMP). 
L'appe l d 1un module externe pose donc simultanément le problème 
du saut indexé et le problème de l'adresse de retour d'un module 
externe, mais ceux-ci peuvent être facilement résolus si 11on se 
rappel le: 
- que les déplacements (dpp 2 , dpp 4 ••• ) sont connus par le 
compilateur (2) et 
- qu e seul le programme principal est analysé. 
( 1) sauf si certaines direct ions ont déjà été parcourues. 
(2) c'es t le rÔI e des renseignements supplémenta ires que nous avons in-
troduits au paragraphe 2-1. 
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Le problème du saut indexé n'es t c ependan t pas entièrement résolu; 
le saut indexé pourrait être empl oyé à d'au tres usages, à 11 intérieur 
du programme; i I ne s emb I e pas que ce soi t I e cas dans I e code 
généré par les compila teurs VAR IAN; de toute façon nous prenons 
l 'option de bloquer la construc t ion du graph e si de tels cas se 
présentaient. 
Avant d 'approfondir l 1al gorithme d e construction du graphe, nous 
donnerons une définition : 
A un moment donné de l 1algorithme, nous appe llerons 'entrée du 
progr amme' une référence déjà détectée, mai s non encore explorée; 
au départ nous posséderons donc u ne seule en trée appelée •entrée 
principale' et, à chaque branchem ent, l 'algorithme créera de nou-








Fig. 2-4 Types de branchements du VARIAN 72. 
Jump; saut conditionne l ou inconditionnel à une adresse 
absolue. 
Jump and mark; saut cond it ionnel ou incond itionnel à une 
adresse absolue avec rangement de l'adresse suivante. 
Skip if register equal; saut conditionnel deux mots plus 
loin. 
Bit test; saut conditionnel à une adresse absolue. 
Jump and return address; saut inconditionnel à une adresse 
absolue et stockage de l 1adresse suivante dans un registre. 
lndexed jump; saut inconditionnel à une adresse absolue 
indexée par le contenu d 1un registre. 
Remarque: tous ces 1jump 1 permettent des indirections. 
Légende 
Fig. 2-5 Appel à un module externe. 
programme 
• • 1 orinc1oa 














-Pl • ~' -Adresse de PZ 







- IJMP à l 'adres-
-








- une instruction normale 
Pl, P2, P3 = p<;1ramètres à passer au module externe 
dpp2, dpp4 = déplacemen ts connus à la compilation du module 
externe et du programme pr incipa 1. 
ADR = adresse de la zone où l 1on va stocker l'adresse suivante. 
ADR* adresse indirecte. 
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Nous pouvons maintenant détailler 11algorithme: 
A .§.' i I reste encore des entrées du programme, 
B 
a lors - choisir une de ces entrées ( 1); 
sinon 
- lire la première instruction se trouvant à c ette 
entrée; 
- al Ier en B; 
fin de l 1algorithme. 
si l'instruction en cours est référencée par un 11abel' déjà 
découvert par l 1algorithme, 
alors .§.l l 'Instruction référencée a déjà été explorée, 
alors aller en A; 
sinon aller en C; 
sinon al Ier en C • 




.§..L le branchement est un IJMP1 
alors fin de 11algorithn 11i' ; 
sinon - créer les deux sommets du grap h e correspon-
dant à l'origine et à la destina ti on du branche-
ment si ces sommets n 1ex istent p a s déjà (3); 
- créer les arcs orientés assoc iés; 
- .:?.L le branchement est incond itionnel , 
alors aller en A ; 
sinon aller en o; 
aller en o. 
I Ire 1 'instruction suivante en séquence (2) 
- aller en B. 
Remarque: 
Dans la fig. 2-3, les chiffres entre parenthèses montren t l'ordre de 
création des sommets du graphe sur un exemple schématisé. 
(1) logiquement il n'y a pas de critères de choix, phys iquement , i l 
sera lié à une optimisation de lectures sur disque (V. ch. 3). 
(2) cela suppose un calcul de la longueur de l'instruct i on en cours. 
(3) la destination du branchement peut être une référence non encore 
explorée, c•est-à-dire une nouvel le entrée du programme. 
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2-2-3. DETECTION DES CIRCUITS ELEMENTAIRES DU GRAPHE. 
Cette deuxième partie de la PHASE2 recherche les circuits 
élémentaires (1) du graphe (2) et leurs niveaux d'imbrication (3). 
Plusieurs algorithmes existent pour .détecter les circuits 
élémentaires d 1un graphe (4) ; pour différentes raisons, ils 
sont généralement mal adaptés à notre application : 
- la plupart emploient une représentation (5) matriciel le du 
graphe (6); or, dans notre application, nous avons chois i 
(v. paragraphe 3-1-3) une représentation sommet par sommet 
(7); 
- l'adaptat i on de ces algorithmes à certaines particularités de 
notre graphe semble diffic i le. 
--~--------------------------------------~---------
(1) un circuit élémentaire est'un circuit qui ne contient pas deux fois 
le même somme ; il représente en fait une boucle du programme ; 
la nécessité de la détection de ces circuits sera évoquée dans la 
suite de ce mémoire. 
(2) en réalité, le graphe comme nous l 1avons défini est un 2-graphe 
(c 1est-à-dire qu 1un sommet est relié à un autre sommet par deux 
arcs au plus); on s 1en convaincra grâce à la figure suivante: 
.[8C---· -···-··· 
. L: - ·- · · ---· -·-
Différencier de x circuits du graph e pour de tels cas ne nous inté-
resse pas; aussi négligerons-nous un des deux arcs dans l •algo-
rithme de détection des circuits. 
(3) le niveau d'imbrication d 1une boucle est le nombre de boucles qui 
la contiennent; le calcul de ce ombre ne pose pas de difficultés. 
(4) (R31) méthode de la mul tip I icat ion de la matrice booléenne, méthode 
de la multiplica t ion latine, méthode des approximations successives •• 
(5) cette raison tient compte de 1 'imp lémentation physique du graphe. 
(6) c 1est-à-dire une matrice nxn (où n est le nombre de sommets du 
graphe) et dans laquelle un élément spécifie si un arc du graphe 
existe. 
(7) la représentation sommet par sommet fait correspondre à chaque 
sommet la I iste de ses suivants. 
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L'algorithme choisi dans notre application s'inspire (1) de l'algorithme 
E. C. de TIERNAN (R33); le principe de base de celui-ci est relative-
ment simple et naturel; parallèlement à son développement, le lecteur 
pourra suivre pas à pas l 1évolution sur un exemple (v. fig. 2-6 a, b, c). 
Au départ, les sommets doivent être numérotés (2). On considère 
alors un à un, chaque sommet dans l'ordre de la numérotation (étape A 
p 2-15 ) et pour chacun d 1eux on recher che tous les circuits élémen-
t.aires possibles, qui ne contiennent pas de sommets 'inférieurs' (3) 
au sommet de départ (étapes B, C, D, E p . 2-15). 
La recherche des circuits correspondant à un sommet de départ se 
fait par extension pas à pas d 1un chemin à partir de celui-ci; à chaque 
pas, on rajoute au chemin un sommet suivant (4) du dernier sommet de 
ce chemin qui vérifie 3 conditions (étape C p 2-15),elles ont respective-
ment pour but : 
- de construire un chemin élémentaire; 
- de ne pas construire un chemin déjà construit au début de 
l 1algorithme; 
- de ne considérer chaque circuit qu 1une seule fois (5). 
Si l 1on ne parvient p lus à trouver un tel sommet, on regarde si le 
sommet de départ du chemin est un suivant du dernier sommet de ce 
chemin; dans ce cas, on a découvert un circuit. 
Slil ne reste plus qu 1un seul sommet dans le chemin, on choisit un 
nouveau sommet de départ. 
Sinon, on enlève le dernier sommet du chemin et on essaye d'étendre 
le nouveau chemin dans une autre direction (étape E P.2-15), 
fig. 2-6-a. 
--------------------------------------------------
( 1) Les modifications qui y sont apportées pour tenir compte des parti-
cularités du graphe, seront décr ites ci-après. 
(2) L 1ordre de numérotation importe peu. 
(3) La relation d'ordre est induite par la numérotation. 
(4) Un sommet suivant dans le graphe. 
(5) Le point ne pourra être pleinement compris qu 1après 11expl ication 










1, 2, 3 
1, 2, 3, 4 
1, 2, 3, 4, 5 
1, 2, 3, 4, 5, 6 
1,2,3,4,5 
1, 2, 3, 4 
1, 2, 3 
1,2,3,S 
1, 2, 3, 5, 6 
1,2,3,S 
1, 2, 3 
1, 2 
1 











2, 3, 4, 5, 6 
B 2,3,4,5 B 








fig. 2 - 6 - b : 




3, 4, 5 4,5 , 6 
3, 4, 5, 6 4, 5 
3, 4, 5 4 
3,4 
3 5 
3,5 5, 6 
3, 5, 6 s 
3,5 
3 6 
Légende B signifie qu 1une boucle est détectée. 
fig. 2-6- c : description de l'évolution du chemin 
élémentaire. 
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A : pour chaque sommet du graphe pris dans 11ordre croissant de 
la numérotation, 
à la fin 
B: considérer ce sommet comme sommet de départ d 1un 
chemin élémentaire. 
C : rechercher dans le graphe un sommet suivant du dernier 
sommet du chemin élémentaire, qui vérifie 3 conditions 
t. il n 1appartient pas encore au chemin; 
2. i I n 1est pas pour le moment 1fermé' à l'extension; 
( 1) 
3. il est 1plus grand 1 que le sommet de départ du 
chemin. 
D §1. 1 ion a trouvé un tel sommet, 
alors étendre le chemin avec le sommet trouvé; 
al Ier en C; 
sinon si le sommet de départ est un suivant du dern ier 
- sommet du chem in élémentaire, 
alors (2,'1.,.a_uu s_ïr:,_c~_i!); al Ier en E; 
sinon aller E. 
E : .§l le chemin ·élémentaire ne contient qu 1un sommet, 
alors (tous l.es circui ts contenant c~ somm~ ont été 
f.QP..ê.L®r:.ti.sl; al Ier en A (pour prendre le sommet 
suivant); 
sinon enlever le dern i er sommet du chemin élémentaire; 
al Ier en C • 
fin de 11algorithme. 
(1) Un sommet 1fermé à 11extension 1 à un moment de flalgorithme 
correspond à une 1direction 1 dans laque! le le chemin actuel a 
déjà été étendu; par exemple (v. fig. 2-6-c) à la 7ème ligne de 
la première colonne, le sommet 6 est 'fermé à l'extension', à la 
13ème, les sommets 4 et S sont 1fermés à l 1extension '• 
En déhors des améliorations que nous avons apportées au niveau 
de 1 'implantation ( 1), nous avons pris une option importante au 
niveau logique pour tenir compte d 1une particularité du graphe. 
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Nous restreignons 11ensemble des sommets de départ de l 1extension 
aux sommets représentant des I labels' référencés par des branche-
ments arrières (2); il est en effet év ident que toutes les boucles 
d'un programme doivent au moins avoir un branchement arrière. 
En dehors du fait que l 1algorithme choisi est théoriquement le plus 
efficace (R33) pour un graphe quelconque, cette petite rajoute risque 
de nous faire gagner un temps considérable (3). 
Une autre option a été prise quant à la définition de la numérotation 
des sommets; nous la définirons implicitement par l 1ordre dans 
lequel se trouvent les instructions corr·espondant à ces sommets dans 
le programme. 
-------------------------------------------------
( 1) TIERNAN présente l'algorithme en uti I isant trois matrices (R33) 
G (nxn) dont chaque ligne représente l 1ensemble des sommets 
suivant du sommet correspondant; nous transformerons 
chaque ligne de la matrice en une liste, ce qui ne pose 
aucun problème au niveau de l 1algorithme; 
H (nxn) dont chaque ligne contien t à un moment donné tous les 
sommets qui sont fermés à l 1extens ion à partir du sommet 
correspondant à la I igne; nous remplacerons cette matrice 
par un pointeur dans chacune des chaînes du graphe et 
nous prendrons pour conv ention que seuls les sommets 
décrits à droite de ce pointeur sont fermés à 11extension; 
P (n) qui contient le chemin élémentaire et joue en fait le rôle 
d'un •stack•. 
(2) Ceux .. ci peuvent être détectés facilement lors de la création du 
graphe. 
(3) Dans ••exemple, les colonnes 3 et 4 n 1existent plus (v. fig. 2-6-c). 
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2-3. PHASE 2 REPERAGE DES SEQUENCES IMPLEMENT ABLES 
ET CONSTRUCTION DES SCHEMAS. 
2-3-0. Comme nous le montre la fig. 2- 7 cette phase peut être 
divisée en deux part i es logiques qui s'appellent mutuellement ; 
chaque séquence est d'abord repérée dans le programme, puis 
elle est classée (1); c ependant ces deux parties ne sont pas 
aussi bien séparées qu 'elles ne le paraissent (2); les séquences 
sont en effet repérées dans un certain ordre, et le repérage 
contribue donc à la prem ière étape du classement. 
Dans les paragraphes s uivants, 
- nous commencer ons par exposer le principe de repérage 
des séquences (2-3-1); 
- nous étudierons ensuite les différentes sortes de classe-
ments et leur nécessité (2-3-2); 
- nous décrirons enfin les algorithmes de repérage et de 























F ILE. SITUE. CONTEXT FILE. DESCRI. SQ 
ô 8 
produc tion ou uti I isation de fichiers 
-- - - - séquence de l 1exécution. 
Fig. 2- 7 
ASE2 
----------------------------------------------
( 1) le rôle exa ct du classement sera précisé au paragraphe 2-3-2. 
(2) nous détaillerons ce point au paragraphe 2-3-3. 
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2-3~1. PRINCIPE DE REPERAGE DES SEQUENCES. 
Jusqu 1 à présent, la séquence corresponda lt . pour nous I à 
la notion intuitive de 'suite d'instructions• ·; nous ne nous 
étions pas encore occupés de la manière dont était repérée 
cette suite dans un programme. 
Plusieurs solutions sont possibles; dans notre application, 1 es 
instructions sont prises dans l'ordre décrit dans le programme 
( 1 ). On associe à chaque instruction d'un programme une 
famil l e de séquences ayant la même origine (2); les séquences 
de cette famille s'obtiennent par extension pas à pas à partir 
de l'instruction origine (V. fig. 2- 8) en suivant l'ordre de 
description des instructions dans le programme. 
L 1union de toutes les familles d'un J?rogramme constitue l'en-





famille des séquen 
ces associées à 
!'Instruction ori-
gine 
• 1 1 
1 1 
t-----1 
une instruction I Fin de 
du prfgramme f rogramme 
, programme 
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Fig. 2- 8 






( 1) une autre solution consisterait à prendre les instructions dans 
1 'ordre décrit par le programme , c'est-à-dire en tenant compte 
de la structure du programme ( branchements); cette solution 
permettrait en principe de découvrir plus de séquences mais pré-
senterait en revanche de sérieuses difficultés d'implémentation et 
risquerait de donner un algorithme lourd et peu efficace. 
(2) cette instruction est l 'origine. 
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2-3-2. NECESSITE ET DESCRIPTION DES DIFFERENTES SORTES 
DE CLASSEMENTS. 
Deux types de critères assurent le classement de l'ensemble des 
séquences d'un programme : 
1. Les premiers sont des critères de regroupement ; leur emploi 
se justifie aisément; en effet, bien que l'implémentation d'une 
séquence particulière nous permette de générer en mémoire 
MICALL le programme le plus efficace ( 1 ), la contribution 
de cette implémentation au niveau du programme reste géné-
ralement faible car ce ga in n,est pas répété ; on peut donc 
penser que la mémoire MICALL est mal utilisée (2). 
La nécessité de considérer des séquences répétées (3) 
s'impose donc, or en pratique, les séquences identiques 
au point de vue codes opérations et paramètres sont rares; 
par contre dans les codes générés par les compilateurs, on 
rencontre fréquemment des séquences possédant la même 
suite de codes opérations et la même structure interne de 
branchements; de telles séquences peuvent avoir la même 
implémentation en mémoire MICALL à condition ~e l ' on2uisse 
décrire leurs_pftramètres de manière unigu~ il est donc 
normal de la regrouper. 
Ce regroupement peut être vu comme une suite de deux parti-
tionnements (V. fig. 2-10): 
- le partitionnement de l 1ensemble des séquences d"un 
programme; un élément de cette partition s 1appel le un 
~ de séquences et contient toutes les séquences pos-
sédant la même su ite de codes opérations j 
- le partitionnement de chaque type de séquence$ ; un 
élément de ces partitions s'appelle un modèle de sé-
quences et contient toutes les séquences d 1un même type 
qu i possèdent la même structure de branchements 
internes. 
( 1) cette efficaci té p;:-ovient d~ f;i t qC°e-~;n-peu tte~~-zo~pte-de-U>~~-; 
les particularités de la séquence pour l'implémenter; ainsi . tous 
I 
les paramètres peuvent devenir internes, ce qui entra Îne un gain 
de place mém o ire uti I isateur lors de l 'appel et un gain de temps 
probable. 
(2) notre but est , en effet 1 d'implémenter en mémoire MICALL les 
traitements fournissant 'la densité de gain maximum (au niveau du 
programme) par unité de mémoi re MICALL utilisée'. 
(3) deux sortes de répétitions ex istent : 
- Répé~itions statiques, c'est -à-di re des répétitions dans la descrip-
tion du programme; ellesfournissent à la fois une augmentation 
du gain en temps d'exécution et en place mémoire utilisateur ; 
- Répétitions dynamiques, c'est-à-dire provoquées à l ' exécution 
par les boucles du programme ; elles n'augmentent que le gain en 
temps d 1exécu tion. 
MODE 








Ensemble des séquences 
d 1un programme 
D'après ce que nous venons de dire, toutes les séquences appar-
tenant à un même 'sous-ensemble d'un modèle'(appelé sous-modèle 
(1) : V. fig. 2-11) peuvent jouir de la même représentation en 
mémoire MICALL si l'on peut uniformiser leurs_paramètres. 
SMO = MODELE 
(SM signifie sous-modèle) 
Fig. 2-11 
Pour mieux situer le problème de l 1uniformisation des paramètres 
nous nous baserons sur les quatre séquences décrites à la fig. 2-12-a 
(2); nous résumons l'uniformisation des paramètres des séquences 
d 1un sous-modèle, par les deux règles suivantes : 
A: .§..!._ dans toutes les séquences d'un sous-modèle1 la même 
instruction a les mêmes paramètres, 
alors ce paramètre devient interne (3) ; 
sinon ce paramètre devient un paramètre externe et est 
représenté dans les caractéristiques du sous-modèle 
par un paramètre formel (noté Pi) (4). 
(1) en particulier, lem·odèle lu i -même est un sous-modèle. 
(2) elles appartiennent à un même type et à un même modèle dont nous 
donnons les caractéristiques à la fig. 2-12-b (1ère et 2ème colonne). 
(3) exemple : paramètre T de la cinquième. instruction des séquences du 
sous-modèle 1 (V. fig. 2-12-a et b) 
(4) exemple: paramètre de la première instruction qui a pour valeur 
A i W, L, B dans les séquences du sous-modèle 1 (V. fig. 2-12-a et b). 
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B: si dans une séqu ence, plusieurs paramètres formels possè-
dent la même va l eu r actu e l le; 
et si cela reste v r a i au niveau de toutes les séquences du 
- sous-modèle, 
alors ces paramèt r e s formel s peuvent fusionner ( 1 ). 
Il nous reste maintenant à savoir quel(s) sous-modèle(s) il faut 
implémenter, car il para ît évident que l'implantation de deux 
sous-modèles différents e n m émoire MICALL donne des gains 
différents; en théorie on peut même dire que: 
~ un nombre croissan t de séquences jouissent de la même re-
présentation en mémo ire MICA LL, 
~ cette représentation est génér ale (2) 1 
~ le gain individuel est petit. 
Le gain au niveau du programme étant le produit du gain indivi-
duel et du nombre de r épé titions de ce gain, un compromis doit 
donc être réalisé entre ces deux facteurs; la philosophie adoptée 
dans notre application est la suivante: 
A : Dans chaque modè l e du programme1 nous détectons tous les 
sous-modèles et nous les classons par caractéristiques 
différen tes (3) ; dans chaque classe, nous retenons unique-
ment le sous-modèle qui contient le plus de séquences. 
B: Nous calculons les gains associés à chaque sous-modèle 
retenu (4). 
C Nous choisisson s parmi tous les sous-modèles retenus, ceux 
qui fourn issen t le gain maximum; c 1est le rôle du programme 
1 inéa ire (4). 
En réa lisant l e choi x globalement au niveau de tous les sous-modèles 
existant dans le programme, nous sommes assurés de faire le 
'mei ! l eur choix'· 
Avant de passer au d euxième type de critères de classement, nous 
donnons une définition; nous appelons schéma de séquences, la 
descr iption des s équences d 1un sous-modèle qui comprend (V. fig. 
2-12-b et c): 
(1) exemp le: paramètre formel de la première et de la sixième instruc-
tion dans les séquenc e s du sous-modèle 1 (V. fig. 2-12-a et b). 
(2) cette généralisation peut être illustrée,par l'exemple, au niveau des 
paramètres (V. fig. 2- 12-c) : 
- l e premier sous- modè l e contient 4 séquences et demande 4 para-
mè tres externes ; 
- l e deuxième sous-modèle contient 3 séquences et demande 2 para,.. 
mètres externes ; 
- le troisième sous-modèle contient 3 séquences et demande 3 para-
mè tres externes. 
(3) les paramètres internes et les paramètres formels constituent les 
caractéristiqu e s d 1u n sous-modèle. 
(4) cett e partie e s t r é al isée dans la PHASE3 (V. paragraphe 2-4). 
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SEQUENCES DE DEPART (machine à 1 accumulateur) 
1 2 3 4 
LOAD A LOAD w LOAD L LOAD B 
SUB B SUB B SUB B SUB A 
TEST nul TEST néga- TEST néga- TEST néga-
tif tif tif 
BC FIN BC FIN BC FIN BC FIN 
STORE T STORE T STORE T STORE T 
LOAD A LOAD w LOAD L LOAD B 
ADD B AOD B ADD B ADD K 
MULT T MULT T MULT T MULT T 
FIN: STORE A FIN: STORE w FIN: STORE L FIN: STORE B 
Fig. 2- l 2-a 
C aractéristi- caractéristi- Caractér istiques des SOUS-MODELES (1) 
ques du TYPE ques du 1 2 3 4 MODELE -
1 1 1 
L OAD Pt 1 Pl Pl 1 Pl 1 
1 1 1 
S UB P2 1 B P2 1 1 B 
1 1 1 
TEST P31 P2 1 néga- 1 néga-
1 1 tif 1 tif 1 1 1 
BC . , 1 ' - 1 1 
STOR E T T 1 T 1 T 1 1 
L OAD Pt Pt Pt 1 Pl 1 1 1 
AOD P4 B P3 1 1 B 1 1 
MULT T T 1 T 1 T 1 1 
STORE - Pt Pl Pl 1 Pt 1 1 1 
1 1 1 
Fig. 2-12-b 
(1) les sous-modè les contiennent respectivement les groupes de séquences (1 1 2 ,3 1 4 ), ( l , 2 ; 3), (2 , 3); la première partie de chaque colonne décrivant les caractér ist iqu es 
d'un sou s-modèle contient les paramètres formels (Pi)
1 
la deuxième, les paramè tres 
internes. 
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Numéros de PARAMETRES N ° de Si=:.- ; PARAMETRES 
S CHEMA tTYPE MODELE SOUS- FORMELS QUENCES ACTUELS 
MODELE 
1 1 1 1 Pl, P2, P3, P4 1 A, B, nul, B 
2 W, B, négatif ,B 
3 L, B, négatif, B 
4 B, A, négatif, K 
2 1 1 2 Pl , P2 1 A, nul 
2 w, négatif 
3 L, négatif 
3 1 1 3 Pl , P2 , P3 2 W, B,B 
3 L, B,B 
4 B, A, K 
4 1 1 4 Pl 2 w 
3 L 
Fig. 2-1 z--c 
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- les caractéristiques du type (liste des codes _opérat ions), 
- les caractéristiques du modèle (structure interne des branche-
ments); 
- les caractér i stiques du sous-modèle (1 iste des paramètres inter-
nes et liste des paramètres formels en correspondance avec la 
1 iste des instructions). 
2. Si nos seuls critères de classement étaient des critères de 
regroupement I le volume des informations et le temps passé dans 
la partie 1choix des sous-modèles à implémenter' (t) deviendraient 
vite très importants; on peut donc penser qu 'i I serait préférable 
d 1éliminer (2) au fur et à mesure (3) 1 les classes de séquences (4) 
qui ont peu de chance d 1être implémentées en mémoire MICALL. 
Nous aurions pu baser cette élimination sur le calcul précis des 
gains réalisés; nous avons préféré, pour des questions de temps 
d 1éxécution (de notre sélecteur ), nous baser sur des estimations 
de ces gains. 
Les critères de rejet que nous avon s adoptés peuvent être de trois 
types : 
A: le critère de répétition basé sur le fait qu 1un sous-modèle 
peu répété produit généralement peu de gain au niveau du 
programme; ce critère s 1énonce : 
~ une classe (4) formée p ar les critères de regroupement 
contient un nombre de séquences< NBMIN, 
alors si on ne demande pas de considérer les répétitions 
-dynamiques (NOREPDYN = YES)J 
alors rejet de la classe; 
sinon si aucune de-s séquences de la classe n · appar-
- tient à une boucle de niveau~ BOUNIV, 
alors rejet de la classe; 
sinon accepter la classe; 
sinon accepter la classe. 
( 1) problème de programmation I inéa ire (V. paragraphe 2-4). 
(2) d 1où la création de type rejet, modèle rejet, sous-modèle rejet. 
(3) en théor ie , cela est contraire à une efficacité maximale; en effPt 
la ques tion à se poser n'est pas 'telle séquence vais-je 11implémenter 
ou la rejeter ? ', mais bien 'parmi toutes ces séquences, lesquelles 
vais-je implémenter et lesquelles vais-je rejeter ? ' 
(4) ces classes de séquences sont les types, modèles et sous-modèles. 
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Ce critère de rejet est tout à fait arbitraire et vise uniquement 
à diminuer la place mémoire occupée par les tables et le 
temps d 1exécution du sélecteur; il se pourrait en effet 
qu'une séquence non répétée et même à la limiteJ un petit 
programme puisse être implémenté en mémoire MICALL 
s'il reste de la place inoccupée dans celle-ci. 
C 1est pour cela que nous avons laissé toute la souplesse au 
niveau de l'utilisateur en lui permettant de paramètrer le 
rejet (NBMINJ NOREPDYN, BOUNIV) et même de l'annuler 
en choisissant les 1valeurs neutres' des paramètres (1) YES, 
0). 
B. les critères de longueur, basés sur le fait que plus le nombre 
d'instructions regroupées est grand, plus le gain au niveau 
d 1un emploi risque d 1être grand (1); il semblerait donc 
intéressant de ne conserver que la séquence la plus longue 
d 1une famille; malheureusement le gain global dépend aussi 
du nombre de répétitions1 et il est évident que plus une sé-
quence est longue, moins el le est répétée; un compromis doit 
donc être trouvé. 
De nouveau, ce compromis sera réalisé au niveau du choix 
(V. paragraphe 2-4); lors de l 1extension des séquences . un 
premier critère, appelé critère de la longueur maximum 'ne 
conservera parmi toutes les séquences d 1une famille que 
celle qui a la plus grande longueur pour un nombre de répé-
titions fixées (2). 
Un deuxième critère, appelé critère de la longueur minimum, 
fixera la longueur minimum d 1une séquence, à LGMIN; 
ce critère est tout aussi arbitraire que le critère de répéti-
tion puisque, à la limite, il peut être intéressant d 1implémen-
ter en mémoire MICALL une instruction qui reviendrait tou-
jours avec le même paramètre. 
C. le critère de standardisation d I interfaces; une séquence telle 
que nous l 1avons décrite peut posséder plusieurs entrées et 
plusieurs sorties (3). 
Lorsque l 1on implémente d e tel les séquences en mémoire 
MICALL, les interfaces de sorties posent peu de problèmes, 
car ils se résument généralement à un positionnement de 
codes-conditions et à une mise à jour du compteur de pro-
gramme. 
( 1) par exemple : le rapport entre le nombre de paramètres de la sé-
quence d'Ïnstructions initiale et le nombre de paramètres formels 
du schéma sera beaucoup plus gran d. 
(2) ces répétitions sont des répétition s de séquences d'un même type 
mais appartenant à des familles différentes. 
(3) c 1est-à-dire qu 'el I e peut posséder plusieurs instructions référen-
cées de l 1extérieur et plusieurs branchements vers l 1extérieur. 
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Par contre, les interfaces d'entrées sont beaucoup plus 
compliqués; si l'on permet plusieurs entrées, des problèmes 
délicats peuvent se poser lors de l'implémentation du pro-
gramme en mémoire (MICALL, notamment en ce qui concerne 
fa lectu re des paramè tres; souvent, une nouvel le entrée 
demande des traitements supp lémentaires : lectures mémoire 
calculs d 1adresses .•• (V. fig. 2-13) , ce qui entraîne une 
perte d 1efficacité. 
Pour cette raison, nous avons décidé, dans notre application 
















description d 1une partie de traitement 
en mémoire MICALL 
nécessité d'introduire une lecture de A. 
Fig.2-13 
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2-3-3. ALGORITHMES DE REPERAGE ET CLASSEMENT. 
Dans les paragraphes précédents, nous avons tout d'abord 
décrit le principe du repérage des séquences (2-3-1) puis 
exposé les différents critères employés pour classer les 
séquences repérées (2-3-2); nous nous intéresserons ici 



























parti tionnemen1 - - - - -- regroupement pour cha- des séquences d 1un TYPE en que MO-
MODELES DELE d
1un MODELE 
détecté en SOUS-MO-i"" ·- ----- DELES 
t 
FILE. DESCRI. SQ FILE.SITUE. 





utilisation ou production de fichiers 
séquence de l'exécution. 
Fig. 2-14 (1) 
Nous uti I iserons trois grandes parties (V. fig. 2-14), chacune 
employant un critère de regroupement et un ou plusieurs cri-
tèl'eS de rejet : 
(1) l'utilisation des fichiers doit être mise en rapport avec le rôle 
joué par les différentes parti es de la PHASE 2. 
1. 
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La première est la plus compl iquée parce qu '~lle combine à 
la fois :' le repérage des séquences par fami I lei; , le classe-
ment des séquences par types et ' le rejet qe' certains types à 
partir du critère de répétiti:on, du critère de la longueur 
maximum et du critère de la longueur minimum. ' 
1 
Pour mieux comprendre le principe de cette partie, nous com-
mencerons par suivre pas à pas, sur un exemple, l'algorithme 
employéj la liste des codes opérations du programme (1) et la 
progression de I 1algorithme sont décrits respectivement dans 
les .:figures 2-1 S et 2-16. 
Dan~ une première étç1.pe (V. fig. 2-16) . nous repérons tou tes 
les séquences de longueur 1 et nous les classons par types. 
Dans l 1étape 2-1 1 nous étendons de 1 chaque séquence apparte-
nant au premier type de la première étape (H) et nous classons 
les nouvel les séquences par types ( (H1 G) et (H, J) ). 
De même; dans les étapes 2-i I nous étendons de 1 chaque sé-
quence appartenant à un type de la première étape, à condition 
qu'il vérifie le critère de répétition (2); il est en effet éviden t 
que si un type de la première étape ne vérifie pas le critère de 
répétitiQn) les types qui pourraient en découler par extensi on 
ne v~rifieraient Pê!S non plus ce critère , nous abandonnons donc 
(Ab) l'extension des séquences de ce type (3). 
Lorsque l 1extension des séquences de la première étape prend 
fin , on commence à étendre les séquences de la deuxième étape 
et ainsi de suite jusqu 'au moment où tous les types d'une étape 
doivent être abandonnés (4). 
Lorsque 11on abandonne l 1extension des séquences d'un type 
(par exemple , le type (H, G, J) de l'étape 3-1 ) 1 deux choses sont 
à remarq1..1er : 
le type que I 1on abandonne (H , G 1 J) ne vérifie pas le critère 
de répétition (car il ne con t ient qu 'une seule séquence) ; ce 
type doit donc être rejeté ; 
le type dont provient le type abandonné (H , G) vérifie le 
cr itère de répétition (car i I contient 3 séquences). 
Le type dont provi ent le type abandonné (H , G) est donc un des 
types qui n 1est pa s rejeté par le critère de la longµyur maximum 
et l 1on peut m~me dire (V. déf. p. 2-25) que tous les types non 
rejetés par ce critère peuvent être détectés de cette manière. 
Le critère de la long_ueur min imum provoque un dernier rejet 
parm i les types restants(S) . 
Finalement, les types non rejetés sont décrits dans la fig. 2- 16 
par la I iste des codes opération s et les adresses d 'occurrence 
des séquences qu I i I s ~ont i ennen t. 
( 1) les codes opérations sont notés : A 1 B ... , K L; le symbol e ff 
représente la fin de I iste . 
(2) c Iest -à-dire , dans le cas de l ' exemple; 'qu 1 il contienne au moins 
2 séquences 1. 
(3) l 1abandon correspond à un premier rejet. 
(4) dans notre exemple, ce la se passe à l'étape 4. 
(5) c'est ainsi que toutes les séquences abandonnées à ( 'étape 2 
donnent des types rejetés. 
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Adresses 1 5 10 15 20 23 
Liste des 






Programme et I i s te des ségu en ces retenues 
Etape 
2-1 
Caractéristiques Adresses des sé 
-du TYPE quences apparte-
nant à ce TYPE 
H 1,8,18,21 
G 2 1 9, 19 
A 3, 10, 15 
B 41 16 
C S,12,17 
D 6, 13 
E 7 
F 1 1 
J 14,20,22 
# 23 
H 1 G 1, 8, 18 
H, J 21 
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2-3 A ; B 
A,F 













2-7 J , A 14 Ab 
J, H 20 Ab 
J,# 22 Ab 
3-1 H,G,A 1, 8 
H, G,J 18 Ab TYPE 1 H, G ( 1, 8 1 1 8:,c) 
--3- 2 1- G, A, 8 - 2 -Ab - l TYPE2 G
1 
A ( 1 * > 9:,i:) 
G, A ,F 9 Ab 
~----~-----------------------------------------------
3-3 A,B, C 3, 15 
-----~------------------------~----------------------
3-4 B,C,D 
B, C,, H 
4 









1~ ) TYPE4 C, D(S:1c, 12:t) 
1~ ) TYPES H I G, A( 1*, 8:,c) 
-----~------------~-----------~----------------------





A ., B> C, H 15 
Légende * repère les adresses des séquences ayant provoqué 11 abandon. 
Ab signifie 'abandon de l'extension des séquences d'un type pour 
qu'il ne vérifie plus le critère de répétition'. 
Fig. 2-16 
Application de l 'algorithme à l 'exemple de la fig. 2-15 pour les valeurs 
(2 1 2, YES) des· paramètres (LGMIN, NBMIN 1 NOREPDYN) 
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A: - repérer dans la suite des codes opérations toutes les séquen-
ces de longueur 1 et les classer par types; 
- LGCUR = O; 
- aller en B. 
Abandon et rejet : 
B : pour chaque type que l 1on vient de repérer1 
~ le type ne vérifie pas le ~J.~.r.~g~.r:~J.!].!J.Q'l , 
alors - abandonner l'extension des séquences de ce t ype; 
- rejeter ce type et tous ceux qui suivent ; 
- ~ LGCUR < LGMIN {s.r:U~~-~J1!J.Q..n-9~~u_r_11J_i!J. !..:-
!!l~'!!.L_ 
alors passer au type suivant (1); 
sinon - accepter un nouveau type (2); 
- appeler la deuxième partie pour créer 
les modèles; 
- passer au type suivant ( 1 ); 
sinon rejeter ce type (critère de la lon_gueur maximum ): 
- passer au type suivant ( 1); 
à la fin aller en C. 
Détection de la fin de 1 'algorithme 
C : si I étape Ba abandonné tous les types> 
alors fin de l 1algorithme; 
sinon al Ier en D. 
Création d 1une nouvel le étape 
D : - LGCUR = LGCUR + 1; 
- pour chaque type non abandonné par 1 'étape B, 
étendre toutes les séquences de 1 et les regrouper 
dans de nouveaux types; 
à la fin aller en B. 
2. La deuxième partie se charge de part i tionner en modèles chaque type 
qu'elle reçoit; outre le critère de regroupement en modèles, cette 
partie utilise deux critères de rejet; le critère de ré~étition et le 
critère de standardisation d 1interfaces; !"algorithme qui représente 
cette partie peut être décrit de la manière suivante: 
-------------------------------------------------(1) passer au type suivant signifie continuer la boucle qui se trouve en B 




pour chaque séquence contenue dans le type 1 
- détecter sa structure interne de branchements; 
- _tl la séquence ne vérifie pas le S:c..i.!.è...r~..9~..Ë.!.~2~-9.!..S.2.!..Ï.2'2. 
2. ~ 'l.t ~ d'.2. s e_ê , 
alors - rejeter cette séquence; 
- passer à la séquence suivante; 
sinon si la structure interne de branchements correspond à 
- celle d 1un modèle (1) déjà créé, 
alors - rajouter la séquence à ce modèle; 
- passer à la séquence suivante; 
sinon - créer un nouveau modèle; 
- passer à la séquence suivante; 
à la fin pour chaque modèlei 
,tl le modèle ne vérifie pas le critère de rée_étition, 
alors rejeter le modèle; 
sinon - appeler la troisième partie pour créer des 
sous-modèles> 
- passer au modèle suivant; 
à la fin retourner à la première partie. 
3 . La troisième partie se charge de la création des sous-modèles; ell e 
utilise l e cr itère de regroupement en sous-modèles et le critère de rejet 
concernant les répétitions; l'algorithme est le suivant : 
Tro isième partie : 
- créer tous les sous-modèles du modèle, en tenant compte des deux 
règles de la page 2-20 . 
- pour chaque sous-modèle , 
~ le sous-modèle ne vérifie pas le cr itère de répétition, 
alors - rejeter le sous-modèle ; 
- passer au sous-modèle suivant; 
sinon passer au sous-modèle suivant 
à la fin retour à la deuxième partie. 
(1) il s ·agit bien sûr 1 d'un modèle appartenant au même type. 
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2-4. PHASE 3 : CHOIX DES SEQUENCES A IMPLEMENTER. 
2-4-0. La situatiori au début de cette phase est la suivante: 
- pour chaque adresse du programme, on connaît la I iste des 
schémas qui représentent une séquence commençant à cette 
adresse (fichier FILE. SITUE. CONTEXT); 
- on connaît les caractéristiques de chaque schéma 
(FILE. DESCRI. SQ). 
On voudrait connaître les schémas à implémenter pour avoir le 
gain maximum au niveau du programme en tenant compte que la 
place en mémoire MICALL est lim itée. 
Le problème posé ressemble donc au problème de la répartition 
d'un budget entre différents proj ets (R 34) et peut s 1énoncer : 
ion possède un certain budget à investir (place disponible en 
mémoire MICALL : C mica'r 1) i 
un certain nombre de projets sont proposés (projet d'implan ter 
en mémoire MICALL le schéma j ); 
chaque projet demande un investissement de départ (place occu-
pée par l 1implantation en mémoire MICALL: Cj) , 
pour chaque projet, on a estimé l e profit que l 1on pourrait en 
retirer (gain mémoire utilisateur et gain en temps d 1exécut ion 
réalisés au niveau du programme: Gj) ; 
on se demande quels projets on va sélectionner pour avoir le 
profi t maximum, en tenant comp te que le projet ne peut être 
sélectionné au maximum qu 1une seule fois. 1 
Il s'agit donc d 1un problème de programmation mathématique en 
nombres entiers et en variables O ou 1; formellemen t, i I s 1énonce 
comme sui t ( 1 ) : 
max. G = ~- t j Gj j 
sous les contraintes : 
[_ ,Ç' j Cj ~ C . 11 j mica 
[ j = o ou 1. 
~ j? (j parcourt l 1ensemble des 
schémas du programme) 
Mais en réalité, d 1autres contra intes doivent être ajoutées ; 
i I s'agit des contraintes d'exclus ion entre les schémas; nous les 
décrirons dans l e~ paragraphes suivants; disons déjà qu'elles 
ont la forme: ~ J i ~ 1 (où i parcourt un sous-ensemble de 
l 1ensembl e des schémas du programme.) 
( 1) b j = 0 si le schéma n 1est pas implémenté et= 1 dans le cas contrair e; 
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La fig. 2-17 décrit les principa les parties de la configuration 
adoptée pour la PHASEJ; c'est-à-dire 
- la création des contraintes; 
- la création de la fonction économique; 
- le problème de programmation mathématiquej 
- le programme de modification des fichiers. 
Dans les paragraphes suivants (2-4-1, 2-4-2), nous ne décrirons 
que la logique des deux premières parties, la troisième pouvant 
être résolue par un programme standard existant et la quatrième 
se résumant à une simple suppression d'enregistrements dans des 
fichiers. 





-----contra in tes 
FILE. DESCRI. SQ 
création de la 
fonction économique 
.... , 
problème de programmation 
mathématique 
modification des fichiers 
P HASEJ j 
FILE. ADR. MODIF FILE. DESCRI. SQ. A. IMPL. 
8 8 
Fig. 2-17 
utilisation des fichiers et création. 
----- séquence de l 1exécu t ion. 
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2-4-1. CREATION DE LA FONCTION ECONOMIQUE. 
La description de _la fonction économique: i b j Gj , demande 
quelques précisiç>ns au sujet du c a lcul du gain Gj (1) associé à 
1 'implantation d 1un schéma en mémoire MICALL. 
Celui-ci peut être décomposé en deax parties : 
le gain en place •mémoire utilisa teur• occupée: GMMj (1) qui 
s'exprime en nombre de mots; 
le gain en temps d•exécution: GTJ ( 1) qui s•exprime en_l(, s. 
Le gain Gj peut alors être décrit par : 
Gj = K 1 [ 1/mot] * GMMj [ mot] + K2 [1/4s] * GTjH , 
où K 1 et K2 sont deux constantes qui ont pour rôle: 
- d 1ajuster les échelles •;us• et 1mo t 1 et de permettre ainsi d 1ex-
primer le gain en absolu (pas d 1unité); 
- de permettre d 1équilibrer le compromis temps/place en accentuant 
plus ou moins 11 influence de chacun des deux termes. 
Le calcul de ces constantes se ré èle assez compliqué parce qu'il 
est influencé par le type de calcul des nombres GMMj et GTj; aussi 
avons-nous opté pour une recherche empirique de ces constantes. 
Les gains GMMj et GTj sont réalisé s au niveau du programme ori-
gine, par l'implémentation du schéma j en mémoire MICALL suivie 
du remplacement des séquences d 1 instructions du programme par 
un appei au programme généré en émoire MICALL. 
Ces gains proviennent en fait des gains unitaires GMMlJ et GTlJ 
calculés pour le remplacement d 1une séquence du programme 
origine par l 1appel correspondant : 
- Le calcul du gain mémoire GMMl · est évident puisque fion connaît 
la séquence d I instructions du programme origine et le nombre de 
paramètres de l'appel (2); 
- Quant au calcul des gainsentemp s GTlj, il est facilité par la 
méthode de génération que nous avons choisie (3). Une table du 
système met en correspondance chaque instruction machine avec 
tous les modules dont elle est fab riquée (V. ch. 1), leurs temps 
respectifs d 1exécution (4) et les conditions dans lesquelles ils 
deviennent inutiles; 
-------------~-------------------------------------( 1) ce gain est réal lsé au niveau du programme. 
(2) ceux-ci sont décrits dans la parties'caractéristiquesdu sous-modèle'. 
(3) génération en mémoire MICALL d 1appels de module préfabriqués se 
trouvant en mémoire MIDEF (V. ch. 1). 
(4) ces temps peuvent dépendre des données; il s 1agira alors · de temps 
moyens. 
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el le nous permet de prévoir g ossièrement I~ génération d 1un 
schéma, de connaître les modules qui disparaissent (1) et 
d 1estimer ainsi le temps gagné au niveau d•un appel (2). 
Dans cette estimation, nous devons tenir compte des boucles 
internes qui augmentent le gain en temps lorsqu 1un module 
qu 1elles contiennent est suppr imé (3);malheureusement cette 
augmentation nous est généralement inconnue car el le dépend 
des données; la seule chose q e nous pouvons faire, c•est 
pondérer le gain par une fonction dépendant du niveau d'imbri-
cation de la boucle; mais il fa t être prudent dans le choix de 
cette pondération parce qu 1el le peut mener à des erreurs graves. 
De plus, le gain unitaire en temps GTlj doit lui-même être 
pondéré lorsque la séquence remplacée dans le programme 
appartient à une boucle de ce programme; cette pondération est 
tout aussi arbitraire et donc dangereuse que celle décrite 
ci-dessus, mais el le est nécessaire. 
Pour calculer les gains réalisés au niveau du programme origine 
GMMj et GTL il suffit de sommer les gains unitaires GMMlj et 
GTlj sur le nombre de remplacements de séquences d'instruct ions 
(par un appel à la mémoire MICAL L) effectivement réalisés dans 
le programme origine; il est nécessaire de bien voir la différence 
entre : 
- le nombre de séquences représentées par le schéma (4) et 
- le nombre de remplacements ef ectivement réalisés lors d 1une 
implémentation; 
ce dernier tient compte en effet, des différents schémas implémentés 
simultanément et en particulier des positions relatives des séquences 
qu'ils contiennent; en effet, si deux séquenceS,!l~!l..sllsJ<2JD.~§. (5) 
dans le' programme ont deux représentations différentes possibles 
(deux schémas (V. fig. 2-18)),, une seule séquence et une seule 
représentation seront effectivement choisies lors du remplacement 
et le nombre de remplacements effectifs d•un des deux schémas sera 
diminué de 1 (6). 
(1) la plupart du temps, il s 1agit de modules de lecture de paramètres et de 
c al culs d 1adresses; leur disparition est liée au gain mémoire. 
(2) il suff it de faire la somme des temps de chaque module supprimé en tenan t 
comp te, éventuellement, des parties se déroulant en simultanéité. 
(3) il faut en plus remarquer que l'implantation des schémas ayant une 
longueur statique (nombre d'instructi ons décrites) minimum et une 
longueur dynamique (nombre d'instructions exécutées) maximum améliore 
en principe flutilisation de la mémoire MICALL. 
(4) ce nombre est, en fait, le nombre de séquences appartenant au sous-
modèle correspondant au schéma; i I peut être calculé en PHASE2. 
(5) à la limite on peut considérer deux au tres cas: 
- une séquence appartenant à deux schémas différents (ce point sera dé-
veloppé dans la suite) (séquence 1 de la fig. 2-18) 
- deux séquences non disjointes appartenant au même schéma; ce cas , 
bien que rare en pratique mérite tout de même d•être signalé (par exem-
ple, la suite d'instructions L, ST, L, ST, L contient deux séquences 
L, ST, L non disjointes, mais appartenant au même schéma). 
(6) par exemple (V. fig. 2-18), la séquence 1 et la séquence 8 ne sont pas 
disjoin tes et sont représentées respec t ivement par les schémas (1, 2) e t 
4; si 11on choisit de représenter la séquence 1 par le schéma 1, le nom-






15 20 23 
schéma 1 ( ( 1) 54 1 S< ~ 54 l : Pro-
1 
schéma 2 ([ 2) 54 1 s l ~ gram 
schéma 3 CS" 3) 5( 4 ' se 5 5( 6 s 7 
schéma 4 ( r 4) s l E se 9 se tc 
- b i = variable du problème de p ogrammation mathématique; 
- sqi = séquence; 
- l'axe orienté représente la suite d'instructions du programme ; 
- chaque I igne représente les séquences appartenant à un même 
schéma. 
Fig. 2-18 
Le nombre de remplacements effectifs correspondant à un schém a 
n 1est donc connu qu 1après le choix, ce qui pose de sérieux pro-
blèmes; plusieurs solutions sont possibles pour les résoudre : 
- La première consiste à exclure entre eux les schémas représen-
tant des séquences non disjointes ou des séquences communes ; 
on rajoute alors des contraintes d 1exclusion ( 1) et l 1on prend 
pour nombre de remplacements effectifs, le nombre de séquences 
représentées par le schéma; un simple exemple (2) va nous 
prouver l'inefficacité d 1une telle solution; supposons que nous 
ayons les trois schémas dont les caractéristiques sont reprises 
à la fig. 2-19; en employant la solution décrite ci-dessus , on 
génère une contrainte$; 1 + b2 < 1 et on implémente en mémoire 
portion de la nombre de gain 
mémoire séquences Interférence MICALL oc- représen- unitaire 
cupée tées 
schéma 1 ( ,Ç 1) 2/3 9 sq. 10 
schéma 2 ( ;) 2) 1/3 4 sq. 20 avec le schéma 1 
(3 sq) 
schéma 3 ( 0 3) 1/3 3 sq. 2 
Fig. 2-19 
( 1) dans 11exemple nous aurions les con raintes (V. fig. 2-18) 
~ 1 + ~ 2 + S 3 ~ 1 et ~ 1 + i\ 2 + S 4 ~ 1. 
(2) cet exemple sera bien sûr fort s imp I ifié, mais les principes restent 




MICALL le schéma 1 qui donne un gain de 90 et le schéma 3 qui 
donne un gain de 6; le gain total réalisé est donc de 96; par 
contre, si 11on décidait d'implémenter les 4 séquences du schéma 2 
(gain= 80) et les 6 séquences restantes du schéma 1 (gain 60), le 
gain total serait de 140. 
- Cette deuxième miéthode peut s•énoncer comme suit : 
1 si deux schémas ( 1) interfèrent (2) entre eux, et si l •on désire 
les implémenter simultanément, les séquences d'instructions 
disjointes sont remplacées pqr l 1appel correspondant à I eur 
schéma respectif et les séquences non disjointes, par l'appel 
correspondant au schéma offrant le plus grand gain unitaire•; en 
pratique, cependant, cette méthode ne peut nous satisfaire car 
el le rend la fonction économique non linéaire (3). 
- Une troisième solution cçmsiste à linéariser la fonc tion économique 
précédente; pour cela, chaque fois qu 'i I y a interférence entre 
plusieurs schémas, nous considérons toutes les combinaisons 
possibles de ces schémas comme étant implémentables (4) et nous 
rajoutons une contrainte excluant toutes les interférences parmi 
les combinaisons et les schémas d e départ (5). Une combinaison 
est donc un groupe fixé de schémas qui interfèrent entre eux; 
l 1interférence étant prévue avant le choix (6), nous pouvons calcu-
ler (7) le nombre de remplacements qui a effectivemen t I ieu dans 
chaque schéma de la combinaison , si on décide (dans le programme 
de choix) ,d'implémenter celle-ci; ainsi, les gains Gj sont connus 
en absolu et la fonction économique est donc linéai re. 
Le seul désavantage de cette méthode est l 1augmentat ion du nombre 
de variables~ i et du nombre de contraintes. 
(1) la généralisation à plus de deux schémas est immédiate. 
(2) on dit que deux schémas interfèrent entre eux lorsqu'ils possédent 
au moins une séquence commune ou deux séquences (chacun une) 
non disjointes. 
(3) si l 1on reprend l 1exemple de la f ig. 2-19, les coefficients de la 
fonction économique (Gj) dépende t en effet des variables ~ i pro-
venant des 'nombres de remplacements effectifs ' (9-3 ~ 1, 4, 2). 
(4) à chaque combinaison est donc associée une nouvel le variable~ i, 
lors du choix on pourra donc déci d er d'implémenter soit un schéma, 
soit une combinaison de schémas( groupe fixé de schéma). 
(5) cette contrainte d 1exclusion a le même rôle que celle décrite dans 
la première solution; la troisième solution est donc inspirée des 
deux précédentes. 
(6) puisque une combinaison est un gro upe fixé de s chémas. 
(7) ce calcul est inspiré de la deuxième méthode. 
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Dans le paragraphe suivant, nous allons détailler la génération des 
combinaisons et des contraintes d'exclusion. 
2-4-2. GENERATION DES CONTRAINTES. 
Comme nous l 1avons déjà dit, nous considérons deux types de 
contraintes : 
la contrainte de limitation de ca acité de la mémoire MICALL 
(~ ~ j Cj ~ C . 11 ; un coefficient Cj de cette contrainte 
représente la 8Jk't'è qu 1occuperait en mémoire MICALL, le 
schéma ou la combinaison co respondante; il peut être estimé 
facilement puisque fion connaît les modules intervenant dans 
la génération d 1un schéma (V. paragraphe 2-4-1 ); 
les contraintes d'exclusion qui proviennent des interférences 
entre I es schémas (V. paragraphe 2-4- t)ll);la génération de 
ces contraintes se fait paral lèlement à la génération des corn-
/ binai sons (2); el le est réali s ée par un parcours séquentiel du 
fichier FILE.SITUE. CONTEXT en tenant compte à chaque pas 
(3) des ·interférences; celles-ci peuvent être détectées grâce 
à la connaissance à chaque p a s : 
- des séquences commençant à cette adresse et du schéma cor-
respondant; 
- de la I iste des schémas en c ours. 
L 1a.lgorithme décrit ci-après peut être suivi (sur la fig. 2-20) 
pour l'exemple décrit à la fig. 2-18: 
fl) deux types d'interférences p a rticulières méritent d 1être signa-
lés 
- une même séquence peut être représentée par plusieurs sché-
mas caractérisés par les mêmes types et modèles, mais par 
des sous-modèles différents ; ce type d 1 interférences entre 
schémas provient du fait qu e le compromis nombre de paramè-
tres formels (c 1est-à-dire place mémoire occupée par appel)/ 
nombre de répétitions (V. paragraphe 2-3) n 1a pas encore été 
résolu; 
- chaque séquence d•un modèle peut conten ir une séquence de la 
même famille appartenant à un autre modèle (unique); cela est 
dû au fait que le compromis longueur des séquences/nombre de 
répétitions n 1a pas encore é té résolu (V. paragraphe 2-3). 
(2) et donc des variables 2, i associées. 
(3) une entrée de ce fichier correspond à une adresse du programme 
et contient entre autre pour c aque séquence commençant à cette 
adresse dans le programme origine, la longueur de la séquence 
et le ou les numéros des sché as qui la représen tent. 
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pour chaque entrée du fichier FILE. SITUE. CONTEXT (1) 
si 11entrée du fichier ne contient aucun numéro de 
- schémas (2), 
alors passer à l 1entrée suivante; 
sinon - générer toutes les combinaisons possibles des 
schémas appartenant à 11entrée et à la I iste à 
condition que ces combinaisons n 1aient pas 
déjà été générées (3), 
- ~ l'on a généré au moins une nouvelle combinai-
son, 
alors générer une contrainte d'exclusion entre 
toutes les nouvel les combinaisons créées et 
les schémas intervenant dans ces combinai-
sons; aller en A; 
sinon al Ier en A; 
A : - mettre les numéros des schémas de l 1entrée, dans 
la I iste; 
- supprimer de la liste les numéros de schémas dont 
les séquences correspondantes se terminent (4); 
- passer à l'entrée suivante; 
à la fin fin de 11algorithme. 
-------------------------------------------( t) équ iva I en t à : pour chaque adresse du programme. 
(2) c 1est-à-d ire qu 1aucune séquence retenue ne commence à cette 
adresse. 
(3) les combinaisons déjà générées sont notamment celles uti I i-
sant uniquement des éléments de la liste. 
(4) on peut savoir quand une séquence se termine puisque 11on 
connaît l 1endroit où el le commence et sa longueur. 
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Adresse schémas 1 iste des 
dans le d 1entrée schémas Combinaisons et contraintes 
program- ( 1 ) en cours d 1exclusions créées 
me 
1 1, 2, 3 
-
Ct(t,2); C2(1,3); C3(2,3); C4(1 , 2, 3); 
EX(t, 2, 3, Cl, C2, C3, C4); 
2 
-




4 4 1, 2 ~ CS( 1, 4); C6(2, 4); 

















13 1, 3 
-
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19 1, 2, 3 - _ __G_l--{---l-,zt-; ~ . .G..l(2,a+, _ç 4 ( J , 2 , ~) 
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Cl (l, 2) désigne la combinaison 1 contenant les schémas 1 et 2 . 
E X(t, Cl, 3) identifie une contrainte d 1exclusion entre le s chéma 1, la 
combinaison Cl et le schéma 3. 
Fig. 2-20 
( 1) V. fi chier FILE. SITUE. CONTEXT. 
3-1 
CHAPITRE 3 
IMPLANTATION PHYSIQUE DU SELECTEUR 
3-0. Nous venons de décrire les grands problèmes logiques soulevés 
par le sélecteur; nous nous proposons dans les paragraphes suivants 
d 1exam iner son implantation physiqu e. 
Elle peut être vue à deux niveaux q ue nous décrirons parallèlement: 
- structure physique du programme; 
- organisation des tables en mémoi r e. 
A un niveau assez général,, nous pouvons déjà dire que 
- la structure logique du programme (V. fig. 2-1) se conserve par-
faitement lors de l 1implémentation ; 
- la mémoire est organisée en plus ieurs 1blocs 1 (V. fig. 3-1), chaque 
phase et ses données propres sont contenues dans des zones de 4KB 
maximum, dont l'adresse de base est donnée par le registre BASPROG; 
une zone commune de travail, ZOON, contiendra les tables , elle 
peut atteindre 64KB et son adresse de base est donnée par le registre 
RBASE. 
BASPROG BASPROG BASPROG 
PHASE PHASE 2 PHASE 3 




Organisation générale de la mémoire 
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Avant de poursuivre tous développ ements , nous al Ions citer quelques 
options d'implantation que nous avons prises : 
- nous avons choisi l'ordinateur Siemens 4004 pour implémenter le 
sélecteur ( 1) ; tenant compte de cette option , une configuration 
s'est imposée (V. fig. 3-2) (2); 
- le sélecteur est écrit en langage machine , ce qui se justifie d'abord 
pour réduire le volume des tables, ensuite pour réduire les temps 
d'exécution; 
- les parties en rapport avec les répétitions dynamiques sont prévues 
mais non implémentées (3) ; 
- le problème de programmation linéaire est résolu par un programme 
standard existant; 
- la description de l'implémentation physique de la PHASE3 n'est 
pas reprise ici, mais elle paraît assez évidente. 
( 1) l'ordinateur VAR IAN n 1étant pas encore opérationnel. 
(2) dans cette configuration, les intermédiaires entre les deux machines 
sont des fichiers cartes, ce qui enlève une certaine souplesse d 'emploi; 
il faut cependant se rappeler que l'optimisation ne doit. en théorie, se 
passer qu 1une seule fois dans la 'Vie' d'un programme et seulement 
pou r des programmes fréquemment exploités. 
(3) le test de NOREPDYN permettra de diriger l'exécution selon les 
besoins; nous n 1avons pas implémenté cette partie pour diverses 
raisons dont la principale est que le gain attendu par les répétitions 
dynamiques paraît moins évident que celui des répétitions statiques. 
Ordi nateur VARIAN 72 
P rogramme écrit en 
1 an gage d e haut-nive au 
COMP ILATEUR 
LE. B IB LI . NOOPTIM perforation qes paramètres 
supplémentaires 
3 - 3 
Ordinateur SIEMENS 4004 
-- ------ - --- - - --- - -, 
'pseudo-ch~rgement' 
et perforation du 
programme chargé 




• ( CARTE 1 ( • CARTE 2 
SELECTEUR 
---_,.;_----FILE.DESCRl.,SQ.-\JMP 






MÇ)D IF ICATEUR 







FILE. DESCRI. zà'PARAM 
-
---
___.. --- --- --- ---
Fig. 3-2 
Description d'une configuration poss ible 
CARTE 3 
3-1. IMPLEMENTATION PHYSIQUE DE LA PHASE 1 : 
1ANALYSE DE LA STRUCTURE DU PROGRAMME 1 • 
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3-1-0. La structure physique (V. fig. 3-3a) de la PHASE 1 se déduit 
directement de sa structure logique (V. fig. 2- 2); nous remar -
querons cependant : 
- que la création du graphe se fait en deux parties dont une 
partie d'initialisation; 
- qu'un test de NOREPDYN permet de ne pas exécuter la partie 
'détection des circuits élémentaires• dans le cas où l'on ne 
désire pas considérer les répétitions dynamiques; 
- que deux parties supplémenta ires PPHASEl D et PPHASEl E 
créent les fichiers d'interfac e entre la PHASEl et la PHASE2 
et entre la PHASEt · et l'uti l isateur, 
Dans la fig. 3-3b,, nous décr ivons l 1évolution de la zone commune 
de mémoire durant les différentes parties de la PHASEl; cette 
évolution est directement en rapport avec le traitement opéré 
durant ces parties de la PHASEl. 
Dans ' les paragraphes suivants nous décrirons successivement: 
- les fichiers d 1entrées CARTEt, CARTE2 (3-1-t}; 
- le fichier ·FILE, MOD. CHARG et la nouvel le structure d'adres-
sage qu 'i I entraîne (3- t -2); 
- la représentation du graphe en mémoire et la description des 
modules associés à sa gestion (3-1-3); 
- les deux parti es qui contribuent à la construction du graphe : 
PPHASEtA2 et PPHASEtB (3-1-4); 
- les fichiers d'interface (LISTl, ZIN, FILE. GRAPH) et les 
deux parti es de programme qu i I es génèrent : PPHASE 1 D e t 
PPHASEt E (3-1-5). 
PHASEl 
fichier CARTE t 
(programme absolu) 
PPHASE1A1 
Constli'uction du fichier 
FILE. MOD. CHARG 
PPHASEtB 
Construction du graphe 
NOREPDYN 











Initialisation du graphe 1 
r ______ _J 
PPHASElC (1) . 
' 1 Détection des circuits él~-
men ta ires dans I e graphe 
PPHÀSE1D 
- Impression de LISTl 
- Char ement de ZIN 
PPHASElE 
- Sauvetage du graphe 
..,_ _ __. _ _.. L 1ST 1 
1 
1 
1 L ___ ~·- L __ _J 
P r ogr amme décomposé 
en mémoire dans la 





+ Fig. 3-Ja 
Structure physique de la PHASE t (2) 
Z OON ZOON ZOON 
-IOAREAl IOAREAl ZIN 






GRAPHE GRAPHE GRAPHE 
,, 
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pendant PPHASE 1 A2 , 






.Configuration de la zone commune durant la PHASE 1 
( 1) Par ti e non implémentée. 
(2) - f i chic.:r s employés ou cré~s 
s équ ence de l 1exécution. 
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3- 1-1. DESCRIPTION DES FICHIERS CARTEl, CARTE2. 
Ces fichiers contiennent l 1un le programme absolu, l 1autre les 
renseignements supplémentaires; le format des enregistrements 
est donné dans les fig. 3-4 et 3-5; ils utilisent la même zone de 
lecture qui se trouve dans la zone commune (V. fig. 3-6). 
4d1) 6C 4C 6C 4C 6C 4C 4C 6C 
1 (A) 1 (B) l?B>I (B) l~ I (B) ! 
(A) Adresse VARIAN en octal (2) du code décrit par les champs 
(B) de la carte; 
(B) Code en octa 1 (6 caractères octaux = 2 bytes hexadécimaux) 
fin de fichier détectée par (A) = :ic:6:,ic 
Fig. 3-4 
Descript i on d 1un enregistrement du fichier 
CARTEl 
4C 6C 











fu:M (D) 1 
(A) Adresse VARIAN en octal d 1un module externe où l'on 
branche ; 
(B) Nom dU module externe; 
(C) Nombre de mots VARIAN(3) occupés par les paramètres lors 
de chaque appeJ. 
(Voir description de l 1appel d 1un module externe fig. 2 .,.5) , 
(D) Adresse dans le programme d 1un branchement à ce module 
externe ; 
fin de fichier détectée par (A) = $ $ $ 
Fig. 3-5 
Description d 1un enregistrement du fichier 
CARTE2 
(1) C signifie 1caractère 11 , B signifie 'byte' , b signifie 1bit', 
(2) l'or dinateur VARIAN travaille sur des mots de 16 bits et tous ses 
interfaces avec l'ut i lisateur sont exprimés en octal. 
(3) un mot VARIAN contient 16 bits . 
4B 
l (A) l 
t fcARTES LECTCART 
80B 
(B) 
(A) Bytes réservés au système 
(B) Contenu de la carte. 
Fig. 3-6 
Description de la zone de lecture des 




3-1-2. GENERATION DU FICHIER FILE. MOD. CHARG. PAR PHASElAl 
ET DESCRIPTION DE LA STRUCTURE D 1ADRESSAGE QU 11L 
A 
ENTRAINE. 
PHASElAl traduit (1) le programme absolu se trouvant dans le 
fichier CARTEl, le 1bufférise 1 et le stocke par page de 256 bytes 
(V. fig. 3-7) dans le fichier FILE. MOD. CHARG(2); nous ne nous 
attarderons pas sur la description de PHASElAl qui ne pose aucun 
problème particulier; nous analyserons plutôt la nouvelle structure 
d'adressage engendrée par le stockage et sa relation avec l 1ancien-
ne. 
L'adressage d'un mot dans le programme VARIAN se fait au moyen 
de la clé de la page et du déplacement dans celle-ci; la correspon-
dance avec le mode d'adressage traditionnel est i ! lustrée à la 
fig. 3-8. 
--) Page O 
---~--- ___ - __ ) Page 1 
) Page 2 PROGRAMME 
----------------
Fig. 3-7 
Découpage du programme en pages 
Adresse VARIAN (2B) 
1 1 1 1 l 1 1 1 1 11 1 1 11 11 
1 
~
1 l L ____ ----0 dép lacement dans la page 
•--- ---- 0000 0000 clé de la page 
bit d 'indi rection 
Fig. 3-8 
Découpage d 1une adresse VARIAN 
( 1) traduction des caractères octaux en bytes hexadécimaux. 
(2) fichier indexé séquentiel. 
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Pour connaitre la partie de code se trouvant à une adresse 
VARIAN, on appliquera l 1algorithme suivant : 
A: à partir d e l'adresse, calculer la clé de la page et le dépla-
cement dans cette page (V. fig. 3-8) . 
B: ~ la clé calculée=ACTKEYl' (V. fig. 3-9) 1 
alors al Ier en C; 
sinon ~ la clé calculée= ACTKEY2, 
a lors aller en D; 
sinon si Pon est en train de résoudre une indirection, 
alors mettre la clé calculée dans ACTKEY2; 
lire la page correspondante; aller en D ; 
sinon mettre la clé calculée dans ACTKEYl ; 
lire la page correspondante; aller en C. 
C RESUL T = DEB101 + déplacement calculé; al Ier en E. 
D RESUL T = DEBBUFF + déplacement calculé; aller en E 
E: ~le bit d 1indirection est positionné, 
alors al Ier en A; 
sinon fin du calcul d'adresse; l 1adresse finale se trouve dans 
RESULT, 
2B 2B 256B 
(C) 










(A) clé de la page actuellement présente en mémoire 
(B) clé servant lors des accès (n 'est pas nécessairement égale à (A)) 
(C) données proprement dites. 
Fig. 3-9 
Descr iption des zones de lecture/écriture de 
FILE. MOD. CHARG 
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3-1-3. REPRESENTATION DU GRAPHE ET DESCRIPTION DES MODULES 
ASSOCIES A SA GESTION. 
Le graphe peut être représenté physiquement de plusieurs man ières 
- re résentation matriciel le qu i pour chaque couple de sommet spé-
cifie si la liaison existe (1 ; 
- représentation sommet par sommet qui à chaque sommet associe 
ta rist_e des sommets suivants. 
Dans notre cas, le choix de la représentation sommet par sommet 
s'impose pour deux raisons: 
- un graphe de programme, tel que nous 11avons décrit , possède 
certaines pa ticularités dont nous devons tenir compte, notam-
ment un faible degré entrant (2) et un faible degré sortant (3) 
pour chaque sommet; vu les particularités des deux types de 
représentations physiques décrits ci-dessus et tenant compte du 
nombre génér alement .faible de liaisons entre deLXsommets du 
graphe; i I semble évident, pour de-s questions de taille mémoire 
occupée , de préférer la deuxième représe.ntat1on; 
- de plus , lors de la création du graphe l'évolution de la matrice 
(V. fi~. 3-10) poserait de sérieux problèmes de gestion de mé-
moire étant donné que la taille maximale de cette matrice n•est pas 








Evolution de la matrice lors de la création 
_du graphe 
(1) un élément de la matrice spécifie si le sommet correspondant à 
la I igne a pour suivant le sommet correspondant à la colonne• 
(2) l e degré entrant d 1un sommet est le nombre de flèches aboutis -
sant à ce sommet. 
(3) le degré sortan t d 1un sommet est le nombre de flèches partant 
de ce sommet; i I est au maximum égal à 2. 
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Le graphe se trouve dans la zone commune de mémoire et à la 
fin de celle-ci (V. fig. 3-11 ); lors de sa création, son extension 
évolue vers les basses adresses ; la limite inférieure est en tous 
temps définie par PTGRAPH. 
ZOON 
PTG RAPI-





1 , 1 o 1 
.· ! f 







1 O I J 1 
Fig. 3-11 
Représentation du graphe dans la zone 
commune 
Dans cette zone sont stockés les éléments représentant les 
sommets du graphe; leur description est donnée à la fig. 3-12. 
Les éléments sont chaînés de deux manières : 
- chaînages cor r espondant aux arcs du graphe; ces chaînages 
se trouvent dans les cases (F) de 11élément; 
- chaînages par adresses croissantes et décroissantes (1); nous 
appellerons cette chaîne, la chaîne principale (2); elle commence 
en DEBGRAPH et finit en FINGRAPH. 
---------------------------------------------------( 1) les adresses sont bien sûr les adresses dans le programme des 
instructions correspondant au sommet du graphe; ce chaînage 
est utile pour : 
- choisir I 'entrée suivante dans l'a lgorithme de construction du graphe : 
- savoir lors de l'analyse de chaque instruction d'une séquence, si 
cette instruction n'a pas déjà été vue. 
(2) appelée ainsi pa r opposition à la chaîne secondaire qui relie tous 






1B 1B 2B 2B 2B 2B 2B 2B 2B 2B 2B 
(A) (C) l (D) (E) (F) (F) (F) (F) (B) 
+RBASE 
+RBASEI 
2B 2B 2B 2B 2B 2B 
(D) (E) (F) (F) (F) (F) 
Fig. 3-12 
Descr iption d 1un élément du graphe 
(A) FLAGl - caractérisent la nature du sommet du graphe cor-
lb lb 
respondant 
- donnent certains renseignements lors de la construction 
du graphe 
lb lb lb lb lb lb 
lsortie de programme (EXTRN) 
entrée de programme (ENTRY) 
au moins une boucle y passe (1) 
branchement arrière ( 1) 





( 1) correspond à des extensions futures dans les cas oLJ l •on implé-
menterait la partie correspondant aux répétitions dynamiques. 
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(B) Voir utilisation dans PPHASE1D, sert à faire des conversions 
d 1adresses; 
(C) Contient l'adresse VARIAN de l 1élément et sert de clé de clas-
sement pour la chaîne principale, 
(D) Peut avoir deux signification s 
- si le nom bre contenu est~ 3, il est égal au nombr e d 'items 
de type (F) - 1 
- sinon c Iestunpointeur de la chaîne secondaire. 
(E) FLAG2 
2b 2b 2b 2b 2b 2b 2b l><C><l><IXI (G) (G) (G) 
(G) décrit le contenu ees élémen ts de type (F) 
00 élément vide 
01 adresse où l 1on branche (suivant) 
1 0 adresse d 'oÙ 11on vient (précédent) ( 1) 
11 numéro de boucle ( 1) 
2b 
(G) 
(F) contient une adresse relative à RBASE dans le cas o ù le 
FLAG2 correspondant = 01 ou 10 et contient un descrip teur 
de boucle s i le FLAG2 = 11 ceux-ci ont la forme: 
1B 1B 
(H) ( 1 ) 
(H) est le numér o de boucle (1) 
(1) es t le niveau d I imbrication de la boucle (1) . 
La gestion du graph e est assurée par trois modul e s . 
- module RECHCRE : 
Etant donn~e une adresse \/ARIAN contenue dans le registre 1, ce 
module recherche dans la chaîne principale l'élément du graphe cor-
repondant à cette adresse; 
..ê._L cet élément n Iexiste pas, 
alors il le crée à la bonne place dans la chaîn e principale et gère 
1 es cha Înages :; 
s inon il passe la main au module ELRECH. 
Q'an s les deux cas le retour se fait dans les conditi ons spécifiées 
à la fig. 3-13 
( 1) correspond à des extensions futures dans l e cas où l'on implé-
menterait la p artie correspondant aux répé tit ion s dynamiques. 
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- module ELRECH : 
Lorsque 11élément de la chaîne principale est connu (K étant 
l'adresse absolue de cet élément), le module ELRECH détecte le 
premier élément libre de la chaîne secondaire e t gère éventuelle-
ment la chaîne secondaire s'il ne reste plus de pl ace; le retour 
donne les valeurs I et J de la f i g. 3-13. 
module STFLAG2 
Ce module stocke une valeur contenue dans la zone F L A G,dans 
les FLAG2 correspondant à l'élément désigné par les v aleurs de 




K = Adresse de l 1élément de la cha Îne principale 
= Adresse du dernier élém en t de la chaîne secondaire 
J = Adresse du premier item libre de la ch aîne 
Fig. 3-1 3 
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3--1-4. PPHASE1A2, PPHASEl B ET LA CONSTRUCTION DU GRAPHE. 
La construction du graphe s'opère en deux parties : 
- PHASE,1A2 prépare le graphe en 
- introduisant l 1élément représentant l 1entrée principale et en 
- créant les éléments et les chaînages correspondant aux 
appels de modules externes décrits dans le fichier CARTE2. 
El le consiste, en fait, en un simple stockage du fichier CARTE2 
en employant les modules de gestion du graphe; sa description 
n'offre donc aucun intérêt particulier. 
- PHASEl B construit le graphe à partir du programme en se 
basant sur l'algorithme logique décrit en 2-2-2; l'implantation 
physique de celui-èi pose deux problèmes : 
1. pouvoir détecter le moment où le balayage séquentiel du 
programme doit être interrompu pour faire le choix d'une 
nouvel le entrée. Deux causes peuvent provoquer cette 
interruption : 
- la détection d •un branchement incond itionnel; 
- la détection d Iune instruction déjà explorée (1). 
Cette deuxième cause nous obi ige à connaître à tous mo-
ments les éléments du graphe correspondant aux instruc-
tions déjà explorées; ce qui peut se faire grâce à un bit 
dans chaque élément du graphe (2). 
Le.positionnement de ce bit peut se faire à deux moments 
précis : 
- soit au moment de la création d 1une référence cor-
respondant à une instruction déjà analysée; 
- soit avant chaque nouveau choix d Iune entrée,pour tous 
les él éments du graphe correspondant aux instructions 
que 11on vient d Ianalyser. 
Pour f aci I iter la détection des instructions déjà explorées , 
après chaque choix d Iune nouvelle entrée, on recherche 
(V. fig. 3-14) (3) et l 1on stocke dans PTEXAM l'adresse 
de la première instruction (en séquence) référencée déjà 
analys ée. 
( 1) cette instruction est obi igatoirement référencée, 
(2) bit 'exploré' qui se trouve dans les FLAGl (V. fig. 3-12). 
(3) cette recherche peut se faire grâce à la chaîne principale. 
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POINTEURS PROGRAMME GRAPHE 
BI- ------ E • --=:;..._.. ______ __, 
Entrée choisie 
------------- L: NE 
BC 




----- -------- L: E .. 
t 
chaîne principale 
Légende: L:, BC, BI ont les significations déjà explicitées 
E = exploré 
NE= non exploré 
Fig. 3-14 
2. Choisir l 1entrée . Le choix tient compte des entrées connues à ce 
moment et de la position de ces entrées par rapport à la p~ge actuel-
lement en mémoire; il est conçu en vue de minimiser le nombre d'accès 
disque; la recherche de 11entrée peut être décrite comme suit (V. 
fig. 3-15): 
A : parcourir les éléments du graphe à partir des plus hautes 
adresses jusqu 1à la fin de la séquence d'instructions que l 1on 
vient d 1examiner en vue de découvrir les entrées; sélectionner 
la dernière entrée trouvée. 
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B: si on n 1a pas trouvé une telle entrée, examiner les entrées possibles 
à partir du début de la séquence que 11on vient d 1exam iner jusqu'au 
début du programme et prendre la première entrée satisfaisante. 















~I ___,ff-,-o _ __.1-----------
loEaGRAPH] (2) ! . 
~ RBASE : : 
• 
(B) 
l..--+----..J ue 1 · on 
------------Jéquence 
...--"--+----. vient 









Ou tre ces deux problèmes viennent se rajouter des problèmes de gestion 
des appels de pages , reconstitution d1instructions à cheval sur deux 
pages .•• 
La structure générale de PPHASE1B est décrite à la fig. 3-16; en vue 
de la rendre plus compréhens ible, nous avons adopté une structure mo-
dula ire : 
le module TESTBR analyse l 'instruction dont le code opération se 
trouve dans COINST en vue de découvrir un éventuel branchementJ 
classe ceux-ci en deux types (conditionnels et inconditionnels) et 
joue le rôle d 1aigu i l lage en fonction du type de branchement détecté. 
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le module CALCLG calcule la longueur de l'instruction dont le 
code opération se trouve dans COINST et charge cette longueur dans 
LGINST; 
le module BESTCHOI positionne tous les bits 1explorés 1 des éléments 
du graphe correspondant à la séquence d 1 instructions que Iton vient 
d'analyser, choisit la nouvelle entrée et recherche le"PTEXAM'cor-
respondant; 
le modul-e REALBRAD calcule 11adresse en cas dtindirection, le 
nombre d'indirections est à priori, illimité; 
le module ·BRANCH (1) lance la création et le remplissage des élé-
ments du graphe nécessaires; i I uti I ise pour cela les modules de 
gestion du graphe (V. paragraphe 3-1-3). 
( 1) appe lé lorsqu 1un branchement a été détecté. --
PPHASElB 
y 
Initialisation des pointeurs et des 
clés; prise en charge de la pre-
mière entrée 
1 ire la page dans 
IOAREAl 
1 ire le code opération 
de l'instruction en . 













a-t-on dépassé PTEXAM. 
Non 
Non BESTCH01 
.,_ __ ---ta-t-on changé de page ? 
Oui 
Fig. 3 - 16 
3 - 19 
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3-1-5. GENERATION DES FICHIERS INTERFACE. 
Pour mieux comprendre les opérations effectuées par la 
PHASElD et la PHASElE, il suffit de connaître la structure des 
trois fichiers interface et leurs relations. 
- le fichier LISTl (v. fig. 3-17) permet à un uti I isateur averti 
de retrouver plus facilement une erreur dans ses données (1) 
et lui donne en plus un aperçu assez net de la structure de 
son programme en visualisant les boucles et leurs imbrications. 
ADR CODE FLG BOUCLES 
-, 17 1-, 17 n 
1 1 1 1 
1 1 1 
1 1 1 1 1 1 1 1 1 
(A) (B) (c) 1Qj Id 1~ Kcil 
1 1 LJ I_J I_J 
4C 2C SC 2C 2C 7C 2C2C 
• ..... 
-• d P4 ........ 
4C 6C 
-------• 
(A) liste des adresses VARIAN des instructions 
(B) 1 iste des instructions VARIAN du programme 
Kàl••· 
1_1 
(C) flags spécifiant la nature de 1 'instruction (branchement, 
label ••• ) 
(D) numéros de boucle. 
Fig. 3-17 
Fichier LIST 1 
- le fichier ZIN (2) contient une liste d 1éléments de même lon-
gueur (LGC9) qui peuvent être de deux types : 
1 - des codes opérations du programme; nous devons 1c1 
préciser la limite exacte entre le code opération et les 
paramètres d 1une instruction du langage machine VARIAN; 
en effet, si l 1on s'accorde généralement pour dire qu 1un 
code opération décrit une opération fondamentale et que 
les paramètres permettent à cette opération une certaine 
souplesse, on est loin de pouvoir définir de façon géné-
rale et précise la notion de paramètre; 
( 1) une telle erreur peut provenir de causes mu I tip les : erreur de 
perforation 
(2) ce fichier se trouve en mémoire au début de la zone commune. 
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cette no t ion étant beaucoup trop I iée à la s t ructure de 
chaque langage machine particu I ier ( 1); dans le cas du 
jeu d'instructions 11achine VARIAN72, nous avons décidé 
de considérer deux types de paramètres : les adresses 
mémoire et les paramètres immédiats.(3) 
2 - des codes opérations particuliers (v. fig. 3-18) qui rem-
placent certains codes opérations du programme et ont été 
introduits pour faciliter le repérage des endr o its de ZIN 
auxque I s correspond un sommet du graphe 
b I 0000 0010 0000 0000 1 (2) = branchemen t inconditionnel 
b I 0000 001-CONDITIONS I == branchement c onditionnel 
b 1 0000 0000 0000 0000 1 = référence devant une instruc-
tion normale 
b 1 0000 0100 0000 0000 1 = référenc e dev ant un branct-e-
ment incond iti onnel 
b 1 0000 01 0-CONDITIONS I = référence devant un branct-e-
ment cond i t i onne l 
Fig. 3-18 
Codes opérations particuliers 
(1) prenons l'exemple d 1u n numér o de registre ; es t-ce un paramètre? 
Si l 1on prend le cas du langage mach ine IBM360, i I est certain que 
la réponse sera 'oui' ; par contre dans u ne machine à un accumula-
teur , on ne considèrera certainemen t pas l 1accumulateur comme un 
paramètre; dans le cas VARIAN72, le problème es t mo ins évident; 
les t r ois registres v i sibles à travers le langage machine jouent 
des rôles bien défini s dans la plupar t des instructi ons machine; i 1 
n Ies t donc généralement pas possible de les subs tituer l'un à 1 'autre 
sauf dans des instru c tions tel le que le I Ioad'; nous ne le considère-
rons p as comme un paramètre. 
(2) b 1 •• •• 1 signifie que le contenu est une valeur binai re. 
(3) pour plus de détails concernant le format des instructions VARIAN 
on consultera R24. 
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- fichier FILE GRAPH : ce fichier contient tous les renseignements 
contenus dans le graphe et les paramètres des instructions 1norma les r 
(1); on accède au fichier (v. fig. 3-19) grâce à une clé qui n'est 
autre que l 1adresse dans ZIN (relative à ·RBASE) (v. fig. 3-21) du 
code opération correspondant; à chaque clé correspond un ou plu-
sieurs enregistrements dont le format est décrit à la fig. 3-20; ces 
éléments sont chaînés séquentiel lement (fichier indexé séquentiel). 








(A) = c I é de deux bytes 
2B 
(c) 
(B) = nature du contenu de (c); ses valeurs sont : 
'A': le contenu de (C) est 11adresse VARIAN correspondante; 
1 P 1 : le contenu de (c) est l'adresse d'un élément précédent 
cet élément dans le graphe (adresse dans ZIN relative à 
RBASE) (2); 
's': le contenu de (c) est l 1adresse d 1un élément suivant 
's': le contenu de (c) correspond à une boucle (2); 










( 1) c'est-à-dire différentes des b r anchements. 




A partir de ces descriptions, les rô les jou és par PHASEl D et 
PHASElE paraissent évidents : 
- PHASE1D prépare les données à sor ti r sur imprimante LISTl), 
remplit ta zone ZIN de la liste des c odes opérations et met en cor-
respondance les adresses VA~IAN et les adresse s c o rrespondante s 
dans ZIN (relatives à RBAS~) en stockant dans les deux premi ers 
bytes de chaque élément c;:lu graphe l 1a d resse correspondante de 
ZIN (v. fig. 3-12) • ) 
.,. PHASElE traduit toutes les adresses VARIAN en adr e sses ZIN, 
prépare les différents enregistrements et les stocke dans FILE. 
GRAPH. 
A la fin cle ces deux phases, toutes le s adresses s on t donc transfor -
mée~ en adresses ZIN et ce sera le seul mode d'adres sage dans tes 
phases suivantes. 
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3-2. IMPLEMENTATION PHYSIQUE DE LA PHASE 2: 
1REPERAGE ET CLASSEMENT DES SEQUENCES IMPLEMEN-
T ABLES 1. 
3-2-0. Le passage de la structure logique (V. fig. 2-14) à ia structure 
physique (V. Hg. 3-22-a) de la PHASE2, ne pose pas de grosses 
difficultés, les trois parties logiques se retrouvent respective-
ment dans (PPHASE2A et PPHASE2B), PPHASE2C et PPHASE2D ; 
nous remarquerons cependant : 
- l'éclatement de la partie 1repérage des séquences et classemen t 
par types 1 en deux parties PPHASE2A et PPHASE2B (1); 
la première initialise les tables en repérant et en classant 
les séquences de longueur 1; la deuxième étend pas à pas les 
séquences et les classe par types. 
- la séparation entre le traitement proprement dit (repérage et 
classement) et la création des fichiers de sortie,conçue en vue 
de clarifier le programme. 
Les algorithmes représentant ces différentes phases sont directe-
ment déduits des algorithmes logiques en tenant compte de 11orga-
nisation des tables en mémoire; celles-ci se trouvent dans la zone 
commune (ZOON, V. fig. 3-22b) et seront décrites au fur et à 
mesure des besoins. 
Dans les paragraphes suivants , nous étudierons successivement 
(2) : . 
- PPHASE2A, PPHASE2B, les tables associées en mémoire et 
les modules s 1occupant de leur gestion (3-2-1} , 
- PPHASE2C et ses tables (3-2-2); 
- PPHASE2D et ses tables (3-2 - 3); 
- PPHASE2E, PPHASE2F et les fichiers qu 1el les générent 
(3-2-4). 
( 1) l 1éclatement était déjà visible au niveau de 11algorithme logiqu e. 
(V. p. 2-31). 
( 2) les fichiers d 1entrée ZIN et FILE. GRAPH ont déjà été décrits au 
paragraphe 3- 1 - 5). 
H ASE 2 
PP,- iASE2A 
In i tia lisation des 
tab les de 
PPHASE28 
P P H ASE28 
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PPHASE2E 
Créat ion du 
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fichiers utilisés ou construits 





- création de, 
- F ILE, SITUE. CONTEXT 































Légende : Z IN zone entrée de la PHASE2 (programme 
décomposé). 
TSQ table de description des types de séquences. 
QSCRMOD table de description des modèles d•un type 
partlcu I ier. 
DSCRSMOD table de description des sous-modèles d 1un 
modèle particulier. 
TRAV zone contenant des chaînages. 
( ces zones seront décrites dans la suite). 
Fig. 3-22-b 
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3-2-1. PPHASE2A, PPHASE2B ET LES TABLES ASSOCIEES EN 
MEMOIRE. 
PPHASE2A et PPHASE2B sont la représentation physique de 
11algorithme décrit à la page 2--31. 
La configuration mémoire associée (V. fig. 3-22-b) contient 
en plus de la zone servant de fichier d 1entrée (ZIN (1) ), deux 
tables TSQ et TRAV (V. fig. 3-24) qui sont en fait une simple 
transposition d'un tableau, semblable à celui utilisé dans 
llexemp le des fig. 2-15 et 2-16. 
Une entrée de la table TSQ et la chaîne qui lui est associée 
dans la table TRAV représentent une ligne de ce tableau et 
décrivent donc un type de séquences. 
La chaîne contient les. adresses (2) des séquences appartenant 
à ce type (colonne 3 dlJ tableau de la fig. 2- 1,)et est organisée 
demanièreà réduire le nombre de parcours lors de sa cr~ation 
(3). Un élément de la table TSQ contient en plus du pointeur 
début de chaîne (V. fig. 3-24) : 
- le nombre de séquences qui appartiennent au type (NB) (4) et 
le niveau de répétition (Nl\1dynamique maximum de cessé-
quences, en vue de faciliter l'emploi du critère de répétition 
(5); 
- le code opération (CO) de la dernière instruction d 1une sé-
quence appartenant au type; ce code opération sert de clé de 
classement des séquences dans l'algorithme (V. p. 2-31) ; il 
faut en effet se rappeler (6) que le classement ne se fait 
qu•entr.e séquences étendues à partir d 1un même type, ce qui 
signifie que ces séquences ont les mêmes codes opérations 
sauf, peut-être, le dernier. 
Tif-,e-~~ te~~~i; z,N-;-;;-dé~; ii~~-;;:;;ag;~;""j:~s ~t, ;~;;-nti°g~;at ion 
des pointeurs de cette zone est développée à la fig. 3-.23. 





les nouveaux éléments sont rajoutés au début de la chaîne; les 
seules places libres dans celle-ci, à un moment donné de 11algo-
rithme, se trouvent dans le premier élément (V. fig. 3-24). 
c 1est-à:..dire, le nombre d 1adresses dans la chaîne. 
ces nombres évitent des parcours de chaîne et des accès au fichier 
FILE. GRAPHj NIV est prévu en vue d•extensions futures (répéti-
tions dynamiques); il représente le niveau dlimbrication maximum 
d 1une séquence dans une boucle. 
le principe de 11algorithme (V. p. 2.31) peut en effet s 1énoncer: 
'prendre un type de 1 •étape précédente, étendre de 1 toutes les sé-
quences de ce type et classer les nouvelles séquences par types•. 
.---- -------------- ----- ----,--------
LGCO LGCUR+LGCO LGCO 
ZIN ~r------+œ=C~-----+1=s=é=q=ue=n=c=e;;:t1==:i-1------__,.;13-28 
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Les tables TSQ et TRAV sont gérées par le module CONSTTAB; 
étant donné 11adresse dans ZIN d•une séquence (1), ce module 
recherche dans la partie E (2) de la table TSQ ! •entrée ayant la 
même clé, puis rajoute dans la chaîne correspondante l 1adresse 
de la séquence; il assure éventuellement la création de l 1élément 
de la table TSQ et la gest i on des chaînages associés à cet élément. 
En réalité, la table TSQ ne reprend pas tout le tableau de la Fig. 2-16, 
mais seulement les deux parties qu 1emploie à un moment donné, 
l 1algorithme, c 1est-à-dire : 
- la partie du tableau correspondant à l 1étape précédente : TSQl ; 
- la partie du tableau correspondant à 1 •étape en cours : TSQ2. 
A chaque changement d'étape, le module NVET APE (3) 1 ibère TSQl 
et change la table TSQ.2 en TSQt par simple modification des 
pointeurs; en agissant de , la sorte, les parties inutiles sont I ibérées 
mais non récupérées; les tables TSQl et TSQ2 évoluent donc vers 
les hautes adresses, laissant derrière elles une zone libre (A et B: 
V. fig. 3-24) (2). 
Lorsque l'espace mémoire disponible vient à manquer, (par exemple, 
lors de la rencontre des tables TSQ et TRAV), le module GARBAG 
récupère les zones A et B (V. fig. 3-25) par un simple déplacement 
des zones C, D, E (V. fig. 3-24 et note 2) au début de la 
table TSQ. 
De plus, au fur et à mesure de la libération des éléments dans la 
table TSQ, les chaînes associées sont récupérées et forment la 
chaîne r'ibre (pointée par PT L.IBR); ·c'est dans cette chaîne que 
sont pris par:- le module CQNSTTA~tous les nouveaux éléments 
nécessaires; le module CHAINVID assure la création de nouveaux 
éléments dans cette chaîne, ce qui est nécessaire notamment au 
début de l'algorithme (V. fig. 3-26). 
----------------------------------------------~-( 1) 1 •adresse de la séquence est donnée dans PT ZIN, sa longueur = 
(L.GCUR + 1) ,ic LGC0. 
(2) à un moment donné de l 1algorithme, la table TSQ comprend cinq 
parties (V. fig. 3-24) : 
(A) la zone I ibérée parce qu 1elle correspond à des étapes antérieures ; 
(B) les éléments libérés parce que les types qu'ils décrivent appar-
tiennent à l 1étape précédente et ont déjà subi la procédure 
d 1extension; 
(C) les éléments de l 1étape précédente qui attendent de pouvoir subir 
cette procédure; 
(D) les éléments déjà créés dans l 1étape en cours; 
(E) les éléments correspondant aux types en cours de création à 
partir du type décrit en PTTSQt; 
Ces différentes parties et leurs rôles seront décrits dans la suite 
de ce paragraphe. 
(3) Il incréme,nte en plus L GC U R DE 1. 
3-30 
Enfin le module REDUCT, appelé chaque fois que toutes les sé-
quences d•un type ont été étendues, détecte les types à abandonner 
(critère de répétition), supprime les entrées de la table TSQ 
associées, récupère dans la chaîne I ibre les chaînes correspondantes , 
et passe éventuellement (critère de la longueur minimum) la main à 




















Action du module QARBAG 
















... . l 










PPHASE2A et PPHASE2B sont en fait une suite d 1appels à ces 
modèles et peuvent être définis par les ordinogrammes des 
fig. 3-27 et 3-28 
PPHASE2A 
? 
Initialisation de LGCUR et des 
pointeurs correspondant à 
TSQ, TRAV et ZIN 
1 
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.Prendre la première entrée 
Fig. 3-27 
de· la TSQl (correspondant au 
premier type de l 1étape précédente) 
~---------------Prendre la première séquence 
de ce t 
CONSTTAB 
.._ _ __.prendre la séquence suivante de ce type 
i l n'y en a plus 
REDUCT 
prendre l 1entrée suivante de la TSQl 
(t pe suivant) 
i I n'y en a p I us 
la TSQ2 contient-el le encore au 
moins une entrée ? 
Fig. 3-28 
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3-2-2. PPHASE2C ET SES TABLES. 
Cette phase, décrite logiquement à la page 2-32, a pour bu't de 
partitionner en modèles, le type décrit par 1 •élément de la 
table TSQ pointé par PTTSQl (V. fig. 3-29). 
Les modèles sont décrits de manière semblable aux types, par 
un élément dans la table DSCRMOD et une chaîne associée dans 
TRAV (V. fig. 3-22-b et 3-30). 
Cette chaîne contient les adresses des séquences appartenant 
au modèle et est gérée de la même manière et par les mêmes 
modules que les chaînes correspondant aux types. 
L 1entrée dans la table DSCRMOD contient (V. fig. 3-30) : 
- LG, c 1est-à-dire la longueur de l'entrée (1) et KEY, la clé 
d'accès au modèle dans le fichier FILE. DESCRI. SQ (2); 
- le pointeur début de éhaîne; 
- les nombres NIV et NB qui ont la même signification que celle 
employée pour le type; 
- la description proprement dite du modèle (champs C). 
La création des modèles se passe comme suit : 
pour chaque séquence appartenant au type (parcours de la 
chaîne)(V. fig. 3-29); 
- on crée sa structure de branchement (modèle candidat : 
V. fig. 3-30); 
- si aucun modèle homologué n 1a les mêmes caractéristiques 
que le modèle candidat, 
a :fo~s on homologue le modèle candidat (3); 
sinon on rajoute 1 'adresse de la séquence dans la chaîne 
de ce modèle homologué et on recalcule le NIVet NB; 
à la fin pour chaque modèle homologué, 
.21. NIV et NB vérifient le critère de répétition , 
alors passer en PPHASE2D; prendre le modèle homo-
logué suivant ; 
sinon prendre le modèle homologué suivant. 
à la fin retourner en PPHASE2B. 
( 1) i I faut bien remarquer que DSCR MOD ne contient, à un moment donné 
que la description des modèles d 1un seul type; la longueur des entrées 
de DSCRMOD est donc constante dans une de ces tables; el le est 
contenue dans LGMOD. 
(2) ces. deux zones ont été prévues pour faciliter l'écriture sur disque 
dans PPHASE2E. 
(3) l 1homologat ion consiste en fait en un dép lacement des pointeurs (V. 
fig. 3-30) et à un remplissage de NIV, NB, LG, KEY et de la chaîne. 
PTTSQ1 
DEBMOD 
:: F INTSQ2 
PTMOD 











(C) (C) (C 
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J.-:GCUR-._GCO• 











LFINMODJ(4) · ''""''' ll/1/IJJ 
(A) Modèles homologués. 
(B) Modèle candidat. 
(C) tous les éléments de ce type décrivent la structure interne corres-
pondant au modèle; il y en a autant que d'instructions dans la sé-
quence; la valeur d 1un élément est : 
- l 1adresse de branchement relative au début de la séquence si 
11 instruction correspondante est un branchement interne; 
- X 1FF 1(1) si l'instruction correspondante est un branchement 
externe; 
- X 100 1 si l'instruction correspondante n•est pas un branchement. 
Fig.3-30 
---------------------------------------------------------
11) X 1 • • • 1 signifie que la valeur représente un Byte et est décrite en hexadécimal. 
[DEBSMOD](Lv 
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3-2-3. PHASE2D ET SES TABLES. 
Cette phase décri te logiquement à la p. 2- 32, a pour but de re-
grouper en sous-modèles des séquences du modèle pointé pa r 
PTMOD dans la table DSCRMOD (v. fig. 3-30). 
L'organisation mémoire des sous-modèles (v. 3-31) est i dentique 
à cet le des modèles (v. fig. 3-30) et la création proprement dite 
se fait de nouveau par la constitution d'un sous-modèle candidat 
et la comparaison avec les sous-modèles déjà homologués; 
cependant les caractéristiques du sous-modèle candidat sont 
construites à partir des règles de la page 2-20 app I iquées dans un 
groupe de séquences; tous les groupes possibles de séquences 
doivent être considérés. 
ZIN 
DSCRSMOD TRAV 
[ F INMOD J (4 Sous-modèle 1 
Sous-modèle 2 
[ FINSM0~(4) // / /// ////// 
(A) Sous-modèles homologués 
(B) Sous-modèle candidat 
0 0 
0 
(c) Ces éléments décrivent la structure des paramètres des séquences du 
soL:s-modèle; il yen a autant que d'ins tructions dans le programme, 
chaque élément a la structure suivante : 
(c) (D) (E) 
(D) Numéro du paramètre formel (numéroté de à 255). 
(E ) Valeur du paramètre interne. 
(Zéro est la valeur neutre de ces deux champs). 
Fig. 3-31 
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3-2-4. PHASE2E, PHASE2F ET LES FICHIERS ASSOCIES. 
PHASE2E sauve au fur et à me~ure, les zones mémoires qui 
vont être récupérées; el le construit trois fichiers : 
- le fichier indexé séquentiel, FILE. DESCRI. SQ, travaille 
en longueur variable et contient la description des caractéris-
tiques de tous les types, modèles et sous-modèles. 
Le format des enregistrements est décrit à la fig. 3-32, 
pour les types; i I correspond exactement à celui des tables 
en mémoire (v. fig. 3-30 et 3-31) pour les modèles et sous-
modèles. 
LG I KEY légende 
1 
- LG et KEY ont la même signi-




- (A) est la I iste des codes opéra-
tions caractérisant le type 
La c ,1é d'accès décrite à la fig. 3-33 est construite au fur et à 
mesure de 1 'écriture dans le fichier, grâce à la mise à jour de 
trois compteurs CMPTTYPE, CMPTMOD, CMPTSMOD. 
El le aura le format suivant : 
pour un type : (A, B, C, D) = (i, o, o, o); 
pour un ·modèle: (A,B,C,D) = (i,j,o,o); 
pour un sous-modèle : (A, B, C, D) = (i, j, k, o); 




• SB .,SB 2B 
1 (B) .f (c) 1 (D) 
fig. 3-33 
(A) identification du type (=1 à 255) 
{B) identification du modèle (= 1 à 15) 
{C) identifica t ion du sous-modèle {=1 à 15) 
{D) identifica t ion d'une combinaison (voir paragraphe 
2-4). 
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le fichier indexé séquentiel, FILE. SITUE. CONTEXT, travaille 
en longueur variable et associe a chaque adresse du programme(t) 
la liste des numéros de sous-modèles (2) qui contiennent une 
séquence commençant à cette adresse; pour chaque sous-modèle, 
i I donne la I iste des paramètres actuels en correspondance avec 
les paramètres formels; la fig. 3-34 reprend le format d 1un 
élément de ce fichier-, 
LG 1 KEY 
numéro du sous-modèle 
longueur de la séquence 
1 iste des paramètres 
actuels 
Fig.3-34 
------ Structure d 1un élément 
le fichier imprimante LIST2(3) reprend la description des types 
modèles et sous-modèles ; ce fichier est décrit à la fig. 3-35. 
Fig.3-35 
Fichier LIST2 
(A) (B) (B) IDENTIFICATION: 










(F) (G) (F) (G) 
. . . . . ... 
(H) (H) 
( 1) ( 1) 
--------------------------------------------.-------
(1) l'adresse dans ZIN relative à RBASE sert de clé (KEY: v. fig. 
3-34). 
(2) les numéros sont formés comme à la page précédente. 
(3) ce fichier peut être refusé par l'utilisateur (NOLST2=YES). 
légende (A) numéro du modèle 
(B) numér o des sous-modèles 
(C) adresse relative au début de la séquence 
(D) code opération 
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(E) adresse de branchement interne relative au début 
de la séquence, ou ü** dans le cas d'un branche-
ment externe 
(F) paramètres forme I s 
(G) paramètres internes 
(H) nombre d 'occurrences statiques du modèle ou sous-
modèle -
(1) niveau d 'imbrication maximum dans une boucle 
d'une séquence du modèle ou du sous-modèle. 
PHASE2F recopie le ficbïer FILE. SITUE. CONTEXT sur 







f ig. 3-36: fichier LIST3. 
(A) = adresse dans le programme 
(B) = identification d 1un sous-modèle. 
(1) Ce fich ier peut être refusé par l'utilisateur {NOLST3=YES). 
4-1. 
CONCLUSION. 
Si l'on tient compte de l'évolution actuelle, notre 
travail se situe plutôt dans le cadre nes mini-ordina-
teurs. 
La plupart des ordinateurs actuels utilisent en effet, 
une hiérarchie de programmation à deux niveaux (1): 
- le niveau utilisateur auquel correspond le langage 
machine et 
- le ni veau micro-pro.gramme, 
chaque instruction machine étant interprétée par un 
micro-programme. 
Dans les mini-ordinateurs cependant, une nouvelle voie 
se dessine; pour compenser les tailles énormes des pro-
grammes dues au manque de hardware, on commence à s'orien-
ter vers des hiérarchies plus complexes; c'est la direc-
tion que nous avons prise en choisissant trois niveaux 
de programmation: 
- le niveau utilisateur (instructions machine); 
- le niveau :programme EICALL (instructions FICALL); 
- le niveau programme EIDEF (micro-instructions). 
L'orientation 'mini-ordinateurs' se marque également 
dans la manière de résoudre le problème de la répartition 
des informations dans les différentes mémoires; ce 
problème joue un rôle déterminant dans les performances 
d'un système; en principe, trois facteurs doivent être 
considérés: 
- la demande de l'utilisateur (c'est-à-dire les trai-
tements qu'il ex6cute); 
- les possibilités du hardware; 
- les capacités et les temps d'accès des di f férentes 
mémoires. 
--------------------~------~-------------------~---------~ 
(1) la configuration est vue sous l'angle 'exécution'; on 
ne considère donc pas les langages de haut-niveau. 
4-2. 
Dans les ordinateurs à deux niveaux de programmation, 
ce problème se résume en l'adaptation du langage 
machine aux besoins des traitements. 
La plupart des gros ordinateurs utilisent un langage 
machine choisi arbitrairement et figé. Cette rigidi-
té produit bien s~r, une perte de temps et de place, 
mais il semble qu'elle ne soit pas critique au niveau 
des performances du système. 
Dans les mini-ordinateurs, le problème est plus délicat; 
laisser une certaine souplesse au langage machine 
semble indispensable si l'on veut garder une rentabi-
lité convenable; la solution généralement adoptée 
consiste alors, à mettre cette souplesse à la disposi-
tion de l'utilisateur .en lui permettant de créer ses 
propres micro-programmes et d'adapter ainsi le jeu 
d'instructions standards à ses propres besoins. 
Laisser ce nouvel interface à la disposition d'un 
programmeur non spécialisé est à la fois dangereux et 
peu réaliste; nous avons pensé qu'il serait plus sage 
de laisser à un software spécialisé, le soin de prendre 
en charge cette souplesse et de la gérer automatique-
ment en .tenant compte des traitements. 
C'est dans ~e cadre que s'inscrit ce travail, en tenant 
compte cependant d'une configuration à trois niveaux; 
deux de ces niveaux restent à adapter; mais leur adapta-
tion simultanée nous a semblé trop complexe pour être 
réalisée automatiquement; aussi avons-nous choisi la 
solution intermédiaire suivante: 
- nous gérons automatiquement la souplesse du 
langage machine au ni veau du program:ne; 
- nous adaptons manuellement et empiriquement le 
jeu d'instructions ~.ICALL selon les besoins, 
cette adaptation pouvant être réalisée au niveau 
d'un centre pour une période plus ou moins lon-
gue. 
4-3. 
Le programme réa lisé (1) constitue une partie du 
software assurant l'adaptat ion automatique. 
A brève échéance, outre la poursui te de ce prograrr.me, 
nous comptons r éaliser en foncti on des besoins une 
adaptation moyenne du langage machine standard. 
A plus longue échéance, l orsque l' adaptation du pre-
mier niveau sera devenue au tomatique, nous commencerons 
à analyser l'adaptation du deuxième niveau; à ce propos, 
la seule solution qui nous SPmble actuellement possible 
est de partir des modules consti t uant les instructions 
machine et de les adapter empiriquement au fur et à mesu-
re des besoins; il est probable qu'une telle adaptation 
demandera de nombreux tests statistiques. 
Les choix que nous avons f aitsconstituent une direction 
parmi d'autres dans le domaine très vaste des recherches 
concernant les hiérarchies de mémoires et les répartitions 
des programmes et des données dans celles-ci. 
Il est probable que ces recherches auront un bel avenir 
dans les mini-ordinateurs, et peut-P.tre qu'un jour 
l es gros or di nateur s s'inspireront eux aussi de ces 
te chnique.s. 
-------------------------------------------------------
(1 ) ce programme, constitué d'environ 2000 instructions 
as sembleur, es t disponible au secrétariat. 
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