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ABSTRACT
This study focuses on simultaneous decision making for stochastic multi-echelon inventory opti-
mization problems. Mixed supply chain networks are considered that may contain assembly or
distribution nodes, or both, and may use nonlinear cost structure. We present a framework which
uses deep neural networks as agents responsible for finding order-up-to levels for any desired com-
ponents of the general supply chain network. Agents simultaneously interact with the environment
in an unsupervised manner to minimize total inventory cost. Not only does this study consider sev-
eral decision-makers simultaneously for stages of a general supply chain network, but it also presents
clear and interpretable order-up-to levels. First, we numerically show the effectiveness of the method
by solving newsvendor and serial supply chain networks and compare the results with the available
closed form solutions for these settings. Then, we investigate a mixed supply chain network and a
more general case study. The findings indicate that the proposed method performs better in terms
of objective function values and the number of interactions with the environment compared to al-
ternatives. In addition, the method finds inventory policies similar to simple base-stock policies for
general SCNs. Moreover, we generally notice that for echelons closer to the source, fixed optimal
order-up-to levels can be considerably larger than the expected demands these echelons observe.
Keywords: Stochastic multi-echelon inventory optimization; Deep neural networks; Mixed supply chain networks;
Base-stock inventory policies; Simultaneous decision making
1 Introduction
The Stochastic multi-echelon inventory optimization (SMEIO) framework has been studied for decades. Seminal
theoretical papers have identified optimal or near-optimal inventory policies for serial [1], assembly [2] and distribution
[3] supply chain networks (SCN) considering stochastic demand at the end node(s). In contrast to these early works,
which consider restrictive assumptions, finding optimal inventory structures in more realistic cases appears to be
intractable and therefore heuristic and numerical algorithms are common approaches [4].
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The central issue to address in SMEIO is to maintain optimal inventory levels by regulating the order quantities to
optimize a cost function. The cost function for the most part contains shortage (penalty) plus holding costs which
brings the notion of trade-off between the quantity one should order compared to the stochastic demand mean. In this
study, we focus on identifying near-optimal order-up-to levels (OULs) for multiple echelons of a complex inventory
network simultaneously. Customer demands are stochastic with a known distribution; order and shipment lead-times
exist as constants; and we are provided with the inventory information of the SCN as the central decision maker. To
this end, we use the deep neural network (DNN) paradigm [5] as a means for decision-making. We simulate general
SMEIO network environments where several DNNs possibly regulate the SCN inventory levels jointly together and
by interacting with other parts of the SCN environment.
Early machine learning (ML) studies on SCNs are mainly based on finite Markov decision processes (FMDP), dating
to about two decades ago. Giannoccaro and Pontrandolfo [6] introduce a simulation-based RL with an average reward
criterion for a three-stage serial SCN. Several modified Q-learning [7] algorithms have been presents with Q-tables
containing possible joint state-action spaces for SMEIO [8].
Recently, Oroojlooyjadid et al. [9] explore the well-known beer game inventory problem (a four-stage serial SCN)
via the deep Q-learning [10] framework by integrating the DNN concept with a Q-learning algorithm. Previous ML
studies are mainly focused on cost comparisons between their proposed approach and some known optimal or heuristic
policies, and no further inventory policy behaviors have been reported [8, 9]. Moreover, previous studies restrict the
SMEIO settings to fit their assumptions. For instance, the action spaces (decisions made by ML approaches) are
discretized in advance to make the problem tractable.
In this study, not only do we consider general complex SCNs with multiple joint decisions to be made by DNN agents
at several echelons of the SCN, but we also suggest OULs. In other words, the proposed framework is capable of
suggesting interpretable inventory levels for which the SCN environment achieves stability. We further make an effort
to allow the most general SMEIO settings. We interpret OULs by directly taking them as the DNN outputs, and
therefore there is no specific restriction on the order quantities (action space) and/or inventory levels (state space) of
the proposed method.
We validate the optimality of the proposed method decisions for single-stage (newsvendor) and serial SCNs by com-
paring our results with their analytical solutions. Then, we assume mixed SCNs in which a node can have multiple
predecessors (in an assembly/convergent echelon) and/or multiple successors (in a distribution/divergent echelon).
The rest of the paper is as follows: We concisely review the literature in Section 2, divided into two separate parts, one
on the SMEIO background and one on ML in the SMEIO framework. Then we explain our model in Section 3. We
investigate the numerical experiments in Section 4 and we conclude the paper in Section 5.
2 Literature Review
2.1 Stochastic multi-echelon inventory optimization
SMEIO can be classified according to several aspects. The number of echelon layers as well as their topology structure
are essential factors. One can categorize SMEIO into single-, two-, and many-layered networks with serial, divergent,
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convergent, or mixed structures [11]. Furthermore, inventory reviews can be continuous or periodic, meaning that the
system’s inventory levels evolve smoothly over time or update step-wise at the beginning of each decision horizon.
Demands can be discrete (mainly Poisson [12], compound Poisson [13], and Erlang [14]), continuous (mainly normal
[15]) or general stochastic [16].
solution approaches is another dimension along which to classify SMEIO. Simulation-optimization [17], computa-
tional and numerical [9], approximate [12], and exact (theoretical) methods [16] are among the most common solution
approaches. In most of the approaches, an algorithm is used to obtain a near-optimal set of parameters for a known
policy to optimize the objective function [4]. This brings some limitations. The methods become dependent on the
problem settings and further adjustments in the chosen policy or system structure require the algorithm to be initiated
once again. We aim to reduce these limitations by using trainable DNN algorithms in which one can transfer the
knowledge (learned weights of agents’ networks) from a SCN to a modified one, and further we will not force the
DNN decision makers to follow a known fixed policy in advance.
2.2 ML in SMEIO
ML approaches for stochastic inventory optimization have been studied for a long time. Global supply chains man-
agement (GSCM) has been studied [18] via the semi-Markov average reward technique (SMART). Stockheim et al.
[19] train RL agents to explore an optimal job acceptance strategy in decentralized SCN. Many early works modify
different versions of the Q-learning algorithm. Competitive supply chains are studied by [20] where, SCN nodes take
their decisions separately and independently in an interconnected system.
Oroojlooyjadid et al. [9] study a four-stage serial system via deep Q-learning [10]. They further study cases in which
nodes display irrational behavior and diverge from their expected inventory policy. Zhao and Sun [21] investigate a
multi-agent RL framework model to solve SMEIO considering multiple echelons and multiple commodities. Cha-
harsooghi et al. [8] analyze supply chain ordering management (SCOM) with a focus on the beer game and suggest
a reinforcement learning ordering mechanism (RLOM). Recently, Gijsbrechts et al. [22] extensively investigate dual
sourcing, lost sales, and multi-echelon optimization problems via deep reinforcement learning.
To the best of our knowledge, all previous studies consider discrete state and/or action spaces. For instance, a countable
action set is a necessity for Q-learning convergence [7]; therefore, papers using Q-learning discretize the agent’s
possible action values. For instance, Giannoccaro and Pontrandolfo [6] explain that in SMEIO, inventory position (IP)
has no bound, which implies an infinite-size MDP. Then, they discretize the IP values and associate an integer number
to an actual IP interval. New advances in the integration of deep neural networks into the RL framework open further
opportunities to explore complex SCNs. There exist very few studies in which the policies are approximated by deep
neural networks [9], but even these studies do not report the optimal OULs. In other words, the ML framework aims
to minimize the SCN cost function, but the appropriate interpretation of the solution into a near-optimal OULs for an
echelon remains unexplored. We further aim to provide a framework to present clear OULs for general mixed SCNs.
3
3 SMEIO Model and Environment
We assume there exists an infinite source of raw material. We consider dummy nodes for customer(s) and infinite
source(s). In addition, for traversing through the SCN graph, we number the graph nodes with integer values. We
use the shipment lead-times from the upstream nodes to the downstream ones for numbering the SCN graph, in an
ascending fashion. That is, any node that has a longer shipment lead-time as calculated from the infinite source must
be assigned a larger integer number with no repetition. G = (N , E) represents the SCN graph in whichN is the sorted
sets of all nodes, and E ⊆ {(m,n) : m,n ∈ N} is set of all edges. Moreover,N∞,NC , and N¯ are sorted set of nodes
directly connected to the infinite source (graph roots), customers (graph leaves), and reversed sorted set of all nodes,
respectively. Figure 1 illustrates an example of an SCN, which we will come back to in the future. We assume the
following:
• Demands are stochastic (we assume normally distributed except when stated otherwise).
• We assume holding, shortage (stockout), and in-transit holding costs per unit.
• New orders can create ordered items, and meeting customer demand can destroy ordered items and nothing
else can destroy or create ordered items. This suggests all the unsatisfied items would be fully backordered.
• Lead-times are constant, but due to possible upstream shortages, downstream nodes might experience stochas-
tic lead-time.
• If we call a node an “assembly receiver” node, it has multiple suppliers, and to make one unit of the product,
it needs one (a number of) unit(s) from each of its predecessors. In other words, it is an “and” relationship,
not an “or” relationship.
• If we call a node a “distributing receiver” node, it has multiple suppliers and the summation of the items
received from its suppliers should equal the demand of the “distributing receiver” node. In other words, it is
an “or” relationship, not an “and” relationship.
• We assume periodic review with the following sequence of events for each time-step t:
– We observe the inventory level.
– We realize the demand value.
– The decision maker (either DNN or other specified inventory policies) place a replenishment order.
– We compute the holding cost, stockout cost, and subsequently the inventory level (IL).
For the SMEIO in this study, we consider the following notation and variables:
T Length of the decision horizon
Ui Set of all upstream nodes directly connected to i
Di Set of all downstream nodes directly connected to i
hij Holding cost for edge (i, j), where i ∈ N , j ∈ Ui
pij Shortage cost for edge (i, j), where i ∈ N , j ∈ Ui
dijt Demand that node i receives from node j at time-step t, where i ∈ N , j ∈ Di, t = 1, . . . , T
dit Total demand that node i receives from all its successors at time-step t, where i ∈ N , t = 1, . . . , T
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Figure 1: Mixed SCN.
LOij Order lead-time corresponding to edge (i, j), where i ∈ N , j ∈ Ui
LSij Shipment lead-time corresponding to edge (i, j), where i ∈ N , j ∈ Di
AOijt Arriving order from node i to node j at time-step t, where i ∈ N , j ∈ Ui, t = 1, . . . , T
ASijt Arriving shipment from node i to node j at time-step t, where i ∈ N , j ∈ Di t = 1, . . . , T
AOij Arriving order vector from node i to node j, where i ∈ N , j ∈ Ui
ASij Arriving shipment vector from node i to node j, where i ∈ N , j ∈ Di
OOijt On order items that node i has requested from node j at time-step t, where i ∈ N , j ∈ Ui, t = 1, . . . , T
OSijt Outbound shipment from node i to node j at time-step t, where i ∈ N , j ∈ Ui, t = 1, . . . , T
Qijt Order quantity that node i requests from node j at time-step t, where i ∈ N , j ∈ Ui, t = 1, . . . , T
ILijt Cumulative inventory level for edge (i, j) from time-steps 1, . . . , t, where i ∈ N , j ∈ Di, t = 1, . . . , T
ILt Set of all inventory levels at time-step t, where t = 1, . . . , T
IILijt Instantaneous inventory level for edge (i, j) at only time-step t, where i ∈ N , j ∈ Di, t = 1, . . . , T
IBijt Instantaneous backorder edge (i, j) experiences at only time-step t, where i ∈ N , j ∈ Di, t = 1, . . . , T
Bijt Base-stock level for edge (i, j) at time-step t, where i ∈ N , j ∈ Di, t = 1, . . . , T
∗ : For the SMEIO root and leaves we consider a dummy set of {0}.
For the SCN shown in Figure 1, N = {1, 2, 3, 4, 5}, N∞ = {1}, NC = {4, 5}, N¯ = {5, 4, 3, 2, 1} and E =
{(1, 2), (1, 3), (2, 4), (2, 5), (3, 4), (3, 5)}. In addition, we always initialize the sets AOij and ASij with zeros of the
appropriate size, such as AS12 = {0, 0}. Hence, if, for instance, we have AS121 = 5, AS122 = 7, and AS123 = 2,
then, AS12 evolves through time-steps as {0, 0} → {0, 5} → {5, 7} → {7, 2}.
Let’s once again look at the SCN shown in Figure 1. If the third-echelon nodes, 4 and 5, are assembly receivers (which
we assume they are), then this SCN should be considered as a mixed one. Moreover, for newsvendor-type systems
(single-stage SCN), the position of the second and third event in the sequence of the events are reversed because the
only source of stochasticity for newsvendor-type problems comes from the unknown demand. However, in general,
for SCNs, it is common to assume that the realization of the demand value occurs before the placement of the order
by the decision maker.
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3.1 Environment
The SCN evolves through the interactions of separate echelons and the realization of the customer demands. Algorithm
1 displays the evolution of the SCN inventory network for SMEIO, with the following additional comments:
• The function Policy takes the updated vector of all inventory levels as its input and decides the OULs
and then the order quantities that a node requests from its upstream stages. This function can be a simple
base-stock policy, the DNN agent policy or something else.
• The function A.Sub(a), removes A[0], the oldest element of A, shifts the elements one step and adds the
input a at the end, as the newest element. This is to make sure the lead-times are considered.
Algorithm 1 SMEIO environment
1: Initialize: AOij = ASik =
#»
0 ,∀i ∈ N , j ∈ Ui, k ∈ Di
2: for t = 1, . . . , T : do
3: for all i ∈ NC : do
4: AOcit := dict
5: AOci.Sub(AOcit)
6: end for
7: for all i ∈ N¯ : do
8: for all j ∈ Ui: do
9: Qijt := Policy(ILt)
10: OOijt+ = Qijt
11: end for
12: end for
13: for all i ∈ N∞: do
14: AScit := dit
15: ASci.Sub(AScit)
16: end for
17: for all i ∈ N : do
18: for all j ∈ Ui: do
19: OOjit− = ASjit
20: IILjit := max
( #»
0 , ILjit
)
+ASji[0]
21: IBjit := max
( #»
0 ,−ILjit
)
22: ILjit+ = ASji[0]
23: for all k ∈ Di: do
24: dikt+ = AOkit
25: end for
26: ILjit− = dikt
27: end for
28: for all l ∈ Di do
29: OSilt := min (IILilt, IBilt + dilt)× (AOlit/dilt)
30: ASil.Sub(OSilt)
31: end for
32: end for
33: end for
3.2 Agents’ interaction with the environment
In general, a DNN (agent) is assigned for every edge (i, j), i ∈ N , j ∈ Ui requiring a decision maker to analyze
its inventory level. An episode containing t = 1, . . . , T time-steps is initiated, through which the agent(s) interacts
with the environment. The agent state and action at time-step t are ILt and OUL, respectively. Subsequently, Qijt is
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Order quantity
Hidden layers
Input
Output
ILt
Figure 2: DNN agent receives SMEIO inventory level ILt and outputs OUL.
obtained using the OULs. We consider cases in which both ILt and Qijt can be continuous. The agent sends back the
value to the environment.
The environment updates ILt and observes the following cost:
ct =
∑
i∈N
∑
j∈Ui
hij max(0, ILjit) + pij max(0,−ILjit) + hijASjit
 , (1)
which is the total holding plus shortage and in-transit holding costs. The agent observes the cost plus the updated
inventory once again, and the process continues until we reach T . The cumulative cost under the agent’s policy, from
time-step k up to the end of the horizon, is defined as follows:
Ck =
T∑
t=k
ct, k = 1, . . . , T . (2)
The Ck values are used throughout the episode to optimize the DNN weights. Figure 2 illustrates how a neural networks
is being used. It is worth mentioning that ILt values, the input of each DNN, are variables directly used to calculate
ct, t = 1, 2, . . . T . Figure 3 shows a framework of the proposed system in which a deep neural network is responsible
for deciding the optimal quantities of items ordered from node j to node i.
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Figure 3: DNN-SMEIO framework.
4 Numerical Experiments
In this section, we first discuss the framework details for the numerical studies. Thereafter, we focus on the newsvendor
problem. Next, serial SCN is studied. We further explore a mixed SCN. Finally, we introduce a case study with more
realistic settings such as nonlinear holding and penalty costs as well as clearing strategies for the remaining items at
the end of the episode horizon.
4.1 Network Structure, Optimization Algorithm and Hyperparameter Tuning
In this study, each agent is responsible for an order quantity corresponding to a deep neural network. We consider fully
connected deep neural networks with several possibly hidden layers for each decision maker. In addition, we allow
the agents to be possibly connected via sharing layers. That is, networks corresponding to different decisions can be
completely separate or can share their first few layers.
ILt is considered as the input to the model. As can be seen in equation 1 the input is directly used in the loss function.
Therefore, we consider the inputs themselves as variables to be learned during the process. This idea has not been
explored in previous studies so far. Moreover, a batch normalization procedure is considered after every network layer
which considerably stabilizes the learning procedure.
We consider adaptive moment estimation (Adam) optimizer [23] with fixed learning rate. Each environment consists
of many hyperparameters which might need to be tuned. In this study, we utilize Spearmint Bayesian optimization
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• Initialize parameters
• Define Ck as the tuning loss function
Gaussian Process (GP):
Consider prior Gaussian distribution y ∼ N (f(x), ν) for hyperparameters where ν is the noise variance
Train DNN-SMEIO
environment
(loss: Ck)
Find the up-
to-order levels
Evaluate the
loss function
Expected Improvement (EI):
Find the next best feasible point
DNN-SMEIO
train episodes
DNN-SMEIO
validation episodes
While function
evaluation budget left
Figure 4: Tuning DNN-SMEIO via GPEI Bayesian optimization
Table 1: Hyperparameter values for DNN-SMEIO framework.
Parameter Possible values Extra explanation
1 Agents Structure {0,1} 0: Totally separated, 1: Sharing first layers
2 # Hidden layers {1,2,3,4,5} Total number of layers is this number plus 2.
3 # Shared layers {1,2,3} This value must be less than total number of layers minus 1.
4 Activation function Softplus, leakyReLU, ReLU
5 # Nodes in each layer {8,12,16,24,36,48}
6 Mini-batch size {1,2,5,10}
7 Learning rate {0.0005,0.001,0.005,0.01,0.02}
and in particular Gaussian process expected improvement (GPEI) method [24]. Figure 4 exhibits a sketch of GPEI
Spearmint. Number of shared layers (if any) between separate networks, number of hidden layers for each network,
learning rate, activation function type, number of nodes in each layer and the size of the mini-batches are considered
as the tuning parameters of the DNN-SMEIO environment.
Table 1 shows the possible values for parameters to be tuned. In most cases, Softplus, 0, 0.01, and 4 are the best
activation function, decision maker structure, learning rate, and number of hidden layers respectively. Furthermore,
we observed that the results are quite insensitive to the mini-batch size.
We, indeed, consider finite horizon episodes for numerical computations, which by itself brings some challenges.
Initializing inventory levels at the beginning of an episode and salvaging values (penalties) at the end of an episode
are two examples of these challenges. We initiate the inventory levels with distribution means times the summation of
lead-times for every decision maker. This is because any order quantity signal that the decision maker sends, requires
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the summation of order plus shipment lead times to be completed and during this interval, the decision maker observes
on average the demand mean at each time-step.
Furthermore, as long as there is no penalty cost at the end of an episode for excessive orders, the DNN-SMEIO agent
might order many extra items at the beginning to avoid any shortage cost although for limited number of time-steps, the
agent experiences extra holding costs. Hence, one might use penalty costs for extra ordered items to make the episodes
closer to infinite horizon ones. In subsequent numerical examples, we still use zero salvage penalties but readers can
consider imposing salvage penalties. Moreover, in many general cases, one can use salvage values (incentives) as well
to clear the extra items at the end of an episode.
4.2 Newsvendor
In this section, we consider the newsvendor problem. [11]. The newsvendor model is a one-stage inventory optimiza-
tion problem of short-life-cycle and perishable products. The model seeks the optimal amount of inventory to order
in the face of stochastic demand, taking into account two expected costs: 1) If we order too little, then we incur a
stockout cost. 2) If we order too much, we incur a holding cost. The cost function is as follows:
min
q
C(q) = E
[
p(D − q)+ + h(q −D)+] , (3)
where x+ = max{0, x}, h, and p are the per-unit holding and shortage costs, respectively. D represents stochastic
demand and q is the order quantity. In our experiments, we consider two different sequence of events (See sequence
of events in Section 3). If the single decision maker first sees the demand and then orders, there is no stochasticity
involved anymore. The optimal act is simply to order what it realizes as the demand value. Therefore, both the optimal
OUL and the optimal cost equal to zero. This is not considered as the classical newsvendor setting, but it can be
examined at to evaluate the learning process of DNN-SMEIO framework.
The second case is when the decision maker orders first and then observes the stochastic demand. This problem, as
long as D has a continuous probability distribution, has a closed form solution of
q∗ = F−1
(
p
p+ h
)
, (4)
where F−1 represents the inverse cumulative distribution function of D and the optimal cost for the case of D ∼
N (µ, σ2) is given by:
C(q∗) = (h+ p)φ(zα)σ, (5)
where φ(z) is the standard normal distribution probability, zα = F−1(α) and α =
(
p
p+ h
)
(see e.g., [11]). We call
the former and the latter cases zero lead-time and one lead-time respectively. Table 2 reports 7 different newsvendor
problem settings. We report BS-levels and cost values considering their optimal closed form formulas as well as those
obtained by the DNN-SMEIO framework. In the DNN-SMEIO framework, we simulate the newsvendor problem
considering all the initial inventory levels equal to their demand’s mean and T = 2. The framework provides us with
the OULs. Subsequently, we calculate the newsvendor cost for each of the presented levels. One can see that the
results are very close and the DNN could find the optimal OULs for the newsvendor problems.
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Table 2: OUL and cost comparison for newsvendor inventory problems
# Case Demands Holding cost Shortage cost Zero lead-time One lead-time
(per item) (per item) Analytical DNN Analytical DNN
OUL cost OUL cost OUL cost OUL cost
1 N (10, 1) 10 30 0 0 0 0 10.67 12.71 10.68 12.71
2 N (10, 2) 10 30 0 0 0 0 11.35 25.42 11.50 25.47
3 N (50, 1) 10 30 0 0 0 0 50.67 12.71 50.58 12.75
4 N (50, 5) 10 30 0 0 0 0 53.37 63.56 53.30 63.59
5 N (100, 1) 10 30 0 0 0 0 100.67 12.71 100.77 12.75
6 N (100, 5) 10 30 0 0 0 0 103.37 63.56 103.28 63.58
7 N (100, 10) 10 30 0 0 0 0 106.74 127.11 106.79 127.12
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Figure 5: Loss function and OUL convergence curves for cases 1 and 7.
Figure 5 illustrates loss function and OUL convergence curves for cases 1 and 7 in Table 2. We train the DNN-SMEIO
for 50000 training episodes. The x axes contain 500 points. After each 100 episodes of training, a new set of episodes
are conducted for testing. The cost and OULs are calculated which corresponds to a single point in their figures.
One can stop the training much sooner than 50000 episodes. For instance, case 1 reaches its best result after only
1500 training episodes. We let the process continue to only present the method stability. The black dotted lines for
OULs are the true analytical values. However, for the loss function, we simulate the process identical to the one that
DNN-SMEIO is trained over, (i.e., we consider same initialization and episode horizon.)
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Figure 6: Three echelon serial SCN.
Table 3: OUL and cost comparison for a serial SCN
# stages Demands Holding cost Shortage cost lead-time Analytical DNN
(per item) (per item) OULs cost OULs cost
3 N (5, 1) (2, 4, 7) (0, 0, 37.12) (2, 1, 1) (10.69, 5.53, 6.49) 48.76 (10.08, 5.39, 6.64) 48.90
4.3 Serial SCN
For this section, we consider a three echelon serial system illustrated in Figure 6 and used as an example by Snyder
and Shen [11]. The network has 3 nodes, a single customer with normally distributed demandN (5, 1) and 3 inventory
decisions to be made; 3 ascending holding costs plus 1 shortage cost at the closest node connected to the customer
are considered. Considering an infinite horizon continuous review environment, Snyder and Shen [11] report the
optimal base-stock levels based on Clark-Scarf analytical recursive method. However, as mentioned previously our
environment is a finite (here we consider T = 10), discrete review inventory environment involving certain nuances.
Therefore, we consider the analytical base-stock levels and simulate the environment similar to the environment used
by DNN-SMEIO and then compare the costs.
We recall the fact that three stages require decision-making for finding their optimal OULs and DNN-SMEIO simul-
taneously finds these values. The framework neither sees the optimal base-stock levels at the initialization nor during
the process for any of the levels. The problem setting is reported in Table 3 along with analytical and DNN-SMEIO
results. As one can see, the difference between the best cost achieved by the proposed framework (48.9) and the
optimal cost obtained by analytical OULs (48.76) is 0.2 %. The convergence curves for loss function and OULs are
provided in Figure 7. Training and testing procedures are similar to those discussed in the previous section. One can
see that the first and second echelon inventories reported by the DNN approach are slightly less than their analytical
counterparts and instead the third echelon is slightly excessive. This is mainly due to the fact that the system incurs
no shortage cost for the first two echelons. In general, it can be observed that the DNN-SMEIO framework finds the
near-optimal base-stock levels and keeps the inventory levels in a way similar to the classical base-stock inventory
policies.
We, further, investigate the decision making process of the already trained DNN for a single episode with T = 1000.
Figure 8 shows the DNN decision making behavior. The network weights are fixed. Moreover, it is worth mentioning
that the network is never explicitly set to follow a fixed base-stock inventory policy but rather at each time-step the
OULs decided by the approach are observed. One can see, for all three echelons, DNN suggests levels pretty close to
the best levels it found previously and consistently throughout the whole episode. Furthermore, we observe that the
closer the echelon is to the source, the more the fluctuations are.
4.4 Mixed SCN
From the inventory optimization perspective, there are no known analytical solutions for mixed SCNs. Therefore,
providing a stable numerical approach is greatly desirable. In this section, we empirically aim to find suitable inventory
12
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Figure 7: Total cost and OUL decisions for three echelon SMEIO
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Figure 8: One episode decision-making with trained DNN for serial SCN
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Table 4: Mixed SCN parameters
Echelon Edge Holding cost Shortage Cost Shipment lead-time Order lead-time Initialization
(per item) (per item)
1 (0,1) 2 4 2 0 40
2 (1,2) 4 12 1 0 10
2 (1,3) 4 12 1 0 10
3 (2,4) 7 37.12 1 0 5
3 (2,5) 7 37.12 1 0 5
3 (3,4) 7 37.12 1 0 5
3 (3,5) 7 37.12 1 0 5
policies between multiple nodes of a mixed SCN simultaneously. We consider the SCN illustrated in Figure 1. The
network has 3 echelons, 5 nodes, 7 edges and two customers having independent stochastic normal distributions
N (5, 1) as their demands. Third echelon nodes 4 and 5 are “assembly receivers” (see the definition in Section 3 for
review) so the SCN is a mixed one. We consider T = 10. All 7 OULs are required to be optimized simultaneously.
Table 4 shows the parameters used in the study. Figure 9 illustrates the convergence curves of the DNN approach. The
black dotted lines are the best results corresponding to the minimum achieved costs by DNN.
We restart the learning procedure from scratch for a couple of times until we make sure there is no extra improvement
in the objective value. This is due to two facts. First, we do not know whether mixed SCN inventory problems are
convex or nonconvex. In the case that we are minimizing a nonconvex objective, we do not wish the optimization
algorithm to be stuck in one of the descent local minima. Second, due to several different cost policies we have no
idea how far away the initial inventory levels are from the optimal OULs. Considering that we are dealing with a
finite horizon (T = 10) episodes, this can significantly degrade the performance of the method. Hence, each time we
consider the found optimal OULs as the initial inventory levels of the next learning procedure. A reasonable stopping
criteria as mentioned earlier can be set as seeing no change in the objective value and/or OULs.
One can observe the followings based on Figure 9:
• The jumps in the subplots are due to the restart procedure discussed previously. The importance of a better
initialization can be seen in the total cost spike by the restart. Although the OULs are around decisions are
random and not close to their optimal values, after the restart, the total cost is almost as half of the beginning
of the procedure.
• The farther the distance from the source, the noisier will be the OULs are.
• Similar to the previous examples, the agents closer to the source are optimized needing fewer episodes com-
pared with the ones closer to the customers.
We enumerate over several independent simulation runs considering different possible OULs as an alternative to
compare with the DNN-SMEIO framework. For a fair comparison, one should consider equal number of environment
(or episode) calls between alternative methods. As we see in earlier sections, and also in this example (Figure 9),
the DNN-SMEIO reaches its best results at most in order of 1e + 4 episodes. We also empirically observe that any
simulation independent run needs at least the order of 1e+ 3 episodes to converge to a stable solution for this specific
instance. Therefore, considering 7 possible inventory levels, the number of candidates for enumeration becomes very
limited. This shows the importance of the DNN learning process. Having said that, we still consider 100 separate
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Figure 9: Total cost and OUL decisions for mixed SMEIO.
Table 5: Top 5 simulation runs and DNN results comparison for mixed SCN
Top 5 simulation runs DNN
OUL decisions
Echelon Edge Choosing random level
1 (0,1) 40 + |N (0, 4)| 40.00 43.58 41.22 45.50 41.19 42.87
2 (1,2) 10 + |N (0, 2)| 13.54 12.84 10.57 12.49 13.07 11.65
2 (1,3) 10 + |N (0, 2)| 13.72 12.02 11.57 10.62 13.21 11.58
3 (2,4) 5 + |N (0, 2)| 6.31 7.58 5.08 6.99 8.03 6.73
3 (2,5) 5 + |N (0, 2)| 6.50 5.85 5.77 5.36 9.07 6.73
3 (3,4) 5 + |N (0, 2)| 5.84 7.79 7.54 6.36 5.14 6.99
3 (3,5) 5 + |N (0, 2)| 5.16 5.16 9.45 5.39 8.00 6.41
Total Cost 215.05 214.72 214.45 212.97 211.9 208.8
simulation runs and for each run we average over 2000 episodes. This is more than 20 times that DNN approach
requires to interact with the environment. In addition, instead of randomly choosing the OULs, we use reasonable
designed choices to make the simulation results more accurate. According to Table 4, every decision maker faces
shortage and holding costs. Because logically, the shortage costs are considerably larger, we should expect the OULs
to be larger than the mean of the demand that the decision maker sees. Therefore, we generate OULs by summing up
the demand mean of the agent plus absolute value of a random zero-mean normal distribution. We consider bigger
standard deviations for those with bigger demands to further cover more accurate interval of possible solutions. Table
5 shows the comparison between the top 5 simulation runs and DNN approach. As one can see, the DNN performs
better than all the simulation runs.
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Figure 10: One episode decision-making with trained DNN for mixed SCN
Similar to the previous section, we explore the behavior of the already trained DNN for a single episode with T =
1000. In this section, we want to investigate whether DNN follows a simple base-stock policy over the long period
of time. Figure 10 presents the DNN actions over the long decision horizon. Comparing with the serial case, more
fluctuations are observed but the DNN suggestion levels are consistent throughout the episode and very close to the
optimal values the DNN found through the training. For (0 ← 1), (3 ← 4) and (3 ← 5) decisions, the DNN actions
oscillate over the best value the structure found. We conclude that the DNN approach finds fixed OULs and behaves
quite similar to a simple base-stock policy even for this mixed SCN.
Moreover, we compare the performance of the proposed method with two alternatives: derivative-free optimization
(DFO) [25] and Spearmint Bayesian optimization [24]. We use Spearmint algorithm for hyperparameter tuning of our
proposed approach and Figure 4 shows Gaussian process expected improvement (GPEI) method [24, 26] as one of the
effective Spearmint approaches. We use the Trust Region DFO (DFO-TR) method [27, 28] which is a model-based
DFO and is well-known to use function evaluations as minimum as possible.
DFO or Spearmint are not capable of suggesting an inventory policy but rather they can be used to explore best possible
parameters under a specified policy. Hence, for the comparison, it is assumed that the decisions are made under simple
base-stock policy and the alternatives are required to provide the best base-stock levels. So, in this case the results are
comparable with what DNN-SMEIO method presents.
Each DFO/Spearmint step can be reduced to three sections: First, a suggestion of inventory levels; second, an inde-
pendent simulation run to obtain the objective value for that suggestion; third, suggesting a new set of inventory levels
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Table 6: Comparison results between DFO, Spearmint and DNN approaches for Mixed SCN
Alternatives
DNNInitial Value Choosing Results with 25 function evaluations Best results without restrictions
OUL decisions
Echelon Edge DFO Spearmint DFO Spearmint DFO Spearmint
1 (0,1) 40 [40, 48] 47.69 41.45 43.73 43.80 42.87
2 (1,2) 10 [10, 14] 12.45 12.34 11.46 11.45 11.65
2 (1,3) 10 [10, 14] 12.62 11.76 11.46 11.49 11.58
3 (2,4) 5 [5, 9] 5.51 5.39 5.77 5.80 6.73
3 (2,5) 5 [5, 9] 5.58 5.54 5.77 5.77 6.73
3 (3,4) 5 [5, 9] 5.53 7.02 5.77 5.78 6.99
3 (3,5) 5 [5, 9] 5.40 5.63 5.78 5.78 6.41
Total Cost 215.21 214.66 206.35 206.36 208.80
based on an optimization algorithm. We consider 2000 episodes for each simulation run to converge. We either assume
no explicit bound on the number of function evaluations or we restrict them to make sure the number of interactions
between agents and environment stays equal for DFO, Spearmint, and DNN approaches. For this instance, 25 function
evaluations for DFO or Spearmint were conducted such that each of them contains 2000 episodes and adds up to 50
thousand episodes that DNN uses to reach its result. The only stopping criteria for the cases without upper bound
on the number of function evaluations are either having 100 algorithm steps without any improvement or having the
last 10 improvements be less than 0.5% of the cost function value. In addition, DFO-TR requires an initial guess to
start the algorithm. We use the lead-time demand means for this purpose. Spearmint, however, requires an interval for
each decision variable. We consider lead-time demand means as the lower bounds and an acceptable range to cover
possible solutions. Both algorithms might suffer from depending on these initial conditions.
Table 6 shows the comparison results. DFO and Spearmint find marginally better values in terms of objective function
cost for the cases without any upper bound on the number of function evaluations. Otherwise, restricting them to
have the same number of interactions as DNN has with the environment, would result in inferior performance of these
alternatives. Furthermore, we argue that the optimal OULs for this mixed SCN structure are close enough to the lead-
time demand means which makes the Spearmint intervals small enough and the initial DFO guesses promising. In the
next section, however, we investigate a more realistic case study and explore the comparison further.
4.5 Complex SCN
In this section, we consider a mixed SCN shown in Figure 11. The SCN contains 7 nodes and 13 edges. Nodes 5, 6 and
7 are “assembly receivers”. That is, to produce any item in one of these stations, items from all of their predecessors
are required. In this case study, holding costs are considered to be piecewise linear instead of linear. When the amount
of holding items goes higher than a certain threshold, the cost per item reduces. On the other hand, shortage penalty
costs are considered to be nonlinear and the cost per item increases when the shortage amount itself is larger. There are
three customers. One follows independent normal distributionN (5, 1), the other follows discrete uniform distribution
U{1, 2, . . . , 5}, and the third one follows two-sided truncated Poisson distribution T P(λ = 3, 6, 10) where 3 is the
distribution parameter and 6 and 10 are the beginning and the end of the possible values, respectively. We consider
T = 10 as the episode horizon.
Furthermore, at the end of each episode, we consider separate salvage policies for the three customers. For the first
two, a linear reward is assumed with different slops. For the third one, however, we assume a nonlinear salvage reward
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Figure 11: Case study mixed SCN with customer demands and salvage policies.
policy to clear the market. At the beginning up to a threshold, the price per item is considered to be high because
there are only few items left. The price per item then reduces drastically to reach the second threshold and thereafter
it is fixed. Table 7 shows all the necessary information. (x < threshold, f1(x), f2(x)) means before the threshold
we consider f1(x) and afterwards f2(x). The inventory initializations are considered to be the demand mean. For
instance, E (T P(λ = 3, 6, 10)) = 7.58 is considered as the initialization values for (2 ← 7), (3 ← 7) and (4 ← 7)
decisions.
Figure 12 illustrates the learning process and the optimal values for all 13 OULs to be optimized. The jumps in the
subplots are related to the restarting procedure discussed in previous section. We stop the procedure simply when
there is no gain anymore in terms of objective function values. The best cost values found before restarting training
procedures are 626.17, 479.68, and 478.61. Therefore, we stop restarting the training procedure after two times. Figure
12 provides the following insights:
• When the cost policies are more advanced such as nonlinear (potentially huge) shortage penalties, the optimal
quantity solutions are biased towards ordering extra items at the first echelons. DNN-SMEIO method reports
the (0 ← 1) optimal OUL as 101.44 while the average lead-time demand that the node 1 realizes is only
around 3 × 15.08 = 45.24. The difference between the two values is considerable and if a practitioner
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Table 7: Case study mixed SCN parameters
Edge Holding cost Shortage Cost Shipment lead-time Salvage reward Initialization
(for x units) (for x units) (for x units)
(0,1) 2x 4x 2 — 45.24
(1,2) (x < 3, 4x, 3x) (x < 3, 12x, 4x2) 1 — 15.08
(1,3) (x < 3, 4x, 3x) (x < 3, 12x, 4x2) 1 — 15.08
(1,4) (x < 3, 4x, 3x) (x < 3, 12x, 4x2) 1 — 15.08
(2,5) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 1.25x 5
(2,6) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 1.5x 2.5
(2,7) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 (x < 2, 15− 0.5x,max(−3.5x2 + 14x, 3)) 7.58
(3,5) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 1.25x 5
(3,6) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 1.5x 2.5
(3,7) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 (x < 2, 15− 0.5x,max(−3.5x2 + 14x, 3)) 7.58
(4,5) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 1.25x 5
(4,6) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 1.5x 2.5
(4,7) (x < 3, 7x, 6x) (x < 3, 36x, 12x2) 1 (x < 2, 15− 0.5x,max(−3.5x2 + 14x, 3)) 7.58
Table 8: Top 5 simulation runs and DNN results comparison for mixed SCN
Top 5 simulation runs DNN
OUL decisions
Echelon Edge Choosing random level
1 (0,1) 45.24 + |N (0, 50)| 110.73 102.56 111.44 100.40 100.40 101.44
2 (1,2) 15.08 + |N (0, 5)| 19.51 17.96 22.71 22.75 15.91 18.75
2 (1,3) 15.08 + |N (0, 5)| 14.25 14.51 18.72 18.81 19.84 20.82
2 (1,4) 15.08 + |N (0, 5)| 15.50 15.10 20.05 20.51 21.85 21.48
3 (2,5) 5 + |N (0, 5)| 8.65 6.91 6.06 5.33 6.26 7.29
3 (2,6) 2.5 + |N (0, 5)| 7.72 10.38 5.51 8.95 7.16 6.95
3 (2,7) 7.58 + |N (0, 5)| 9.38 8.83 12.52 12.29 9.84 10.28
3 (3,5) 5 + |N (0, 5)| 8.09 7.87 9.65 9.39 6.47 7.21
3 (3,6) 2.5 + |N (0, 5)| 6.93 6.55 4.08 5.19 5.73 6.06
3 (3,7) 7.58 + |N (0, 5)| 12.88 11.14 8.17 8.52 9.17 9.48
3 (4,5) 5 + |N (0, 5)| 7.06 7.23 9.11 5.16 5.02 6.11
3 (4,6) 2.5 + |N (0, 5)| 11.60 6.70 8.85 5.54 5.15 6.5
3 (4,7) 7.58 + |N (0, 5)| 13.10 9.84 10.48 8.25 7.71 9.38
Total Cost 581.07 526.75 522.18 519.68 514.69 478.61
without this knowledge enumerates over independent simulation runs, it is very probable that the best value
found by DNN-SMEIO method would not even be in the interval selected by the practitioner.
• DNN-SMEIO can handle general discrete or continuous distributions including uniform, truncated Poisson
and normal.
• In consensus with what we observed in the previous examples, the echelons closer to the source learn their
OUL values quicker than those closer to the customer.
We compare the method with enumeration over independent simulation runs. We consider 400 runs of each 5000
episodes. Table 8 shows the results of this comparison. The intervals of possible OULs used for simulation runs
contain the best solution found by DNN-SMEIO. One can see the clear advantage of the proposed method over all
simulation results.
We, further, investigate a comparison between DFO, Spearmint, and the proposed DNN approaches. The way we
conduct the comparison is similar in details to what has been discussed in the previous section for cases without upper
limits on function evaluations. In other words, the alternatives performs without any limitations. Table 9 tabulates the
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Figure 12: Total cost and OUL decisions for the case study SCN.
results. One can see the clear advantage of the proposed method over other alternatives. Both DFO and Spearmint fail
to present results nearly as good as the pure enumeration of simulations. We also emphasize the fact that choosing a
suitable interval for the Spearmint method requires either trial or error or multiple runs of the algorithm. For instance,
based on results reported in Table 8, we already knew that amounts more than 100 items should be considered for
0← 1 decision. Consequently, we assumed a large interval of [45, 150] for this decision variable but without this prior
knowledge, one might miss including important regions for the decision variable.
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Table 9: Comparison results between DFO, Spearmint and DNN approaches for case study SCN
Alternatives
DNNInitializing results
OUL decisions
Echelon Edge DFO Spearmint DFO Spearmint
1 (0,1) 45.24 [45, 150] 99.15 93.86 101.44
2 (1,2) 15.08 [15, 45] 15.94 29.93 18.75
2 (1,3) 15.08 [15, 45] 16.01 24.40 20.82
2 (1,4) 15.08 [15, 45] 15.99 26.01 21.48
3 (2,5) 5 [2.5, 15] 5.20 5.08 7.29
3 (2,6) 2.5 [2.5, 15] 3.13 3.24 6.95
3 (2,7) 7.58 [2.5, 15] 7.62 8.02 10.28
3 (3,5) 5 [2.5, 15] 5.41 5.21 7.21
3 (3,6) 2.5 [2.5, 15] 2.84 3.41 6.06
3 (3,7) 7.58 [2.5, 15] 7.52 8.22 9.48
3 (4,5) 5 [2.5, 15] 5.44 5.17 6.11
3 (4,6) 2.5 [2.5, 15] 2.77 3.37 6.5
3 (4,7) 7.58 [2.5, 15] 7.52 8.37 9.38
Total Cost 644.41 618.44 478.61
5 Conclusion
This research studies simultaneous decision-making for general stochastic multi-echelon inventory optimization con-
sidering deep neural networks as decision makers. DNNs constantly interact with their environment (supply chain
network) and aim to learn the OULs minimizing the total network cost. We assume that the demand distribution
as well as the inventory levels are known to all agents. This work is one of the first works considering multiple
decision-makings in SMEIO as well as suggesting clear and interpretable OULs as an output.
The findings indicate efficiency of the method both in terms of the accuracy compared to closed form solutions and the
computational expenses compared to simulation results. The convergence curves shown for the single stage newsven-
dor, serial, and mixed systems validate the stability of the framework. Although the agents are not explicitly asked to
achieve a fixed OUL, in many cases the optimal solutions found by DNNs are fixed levels. For mixed supply networks
with more advanced cost schemes findings suggest that first echelons hold more items compared to their demand ex-
pectations. The optimal OUL reported by DNN-SMEIO for first echelon (0 ← 1) is more than twice the demand it
sees.
This study can be extended to the cases in which the demands are auto-correlated and/or the OULs are considered
to have a known distribution with unknown parameters to be calculated by the agents. Another future study can be
conducted to investigate the closed-loop supply chain networks.
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