Abstract When solving many machine learning problems such as classification, there exists a large number of input features. However, not all features are relevant for solving the problem, and sometimes, including irrelevant features may deteriorate the learning performance. Therefore, it is essential to select the most relevant features, which is known as feature selection. Many feature selection algorithms have been developed, including evolutionary algorithms or particle swarm optimization (PSO) algorithms, to find a subset of the most important features for accomplishing a particular machine learning task. However, the traditional PSO does not perform well for large scale optimization problems, which degrades the effectiveness of PSO for feature selection when the number of features dramatically increases. In this paper, we propose to use a very recent PSO variant, known as competitive swarm optimizer (CSO) that was dedicated to large-scale optimization, for solving high-dimensional feature selection problems. In addition, the CSO, which was originally developed for continuous optimization, is adapted to performing feature selection that can be considered as a combinatorial optimization problem. An archive technique is also introduced to reduce computational cost. Experiments on six benchmark datasets demonstrate that compared to the canonical PSO based and a state-of-the-art PSO variant for feature selection, the proposed CSO-based 
feature selection algorithm not only selects a much smaller number of features, but result in better classification performance as well.
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Introduction
In machine learning and data mining, the target concepts of a dataset is usually described by a group of features. To build reliable models for solving problems such as classification, it is expected that the features contain as much useful information as possible, and the number of features can be as small as possible. However, since there is often little priori knowledge on the dataset, it is difficult to distinguish which features are relevant and which are not. As a consequence, there are usually a large number of features to be taken into consideration, including many irrelevant and redundant features. Unfortunately, irrelevant and redundant features will not only reduce the training efficiency, but also negatively influence the performance of machine learning thus trained with them, which is mainly caused by the curse of dimensionality [16] .
To eliminate the negative impact of the irrelevant and redundant features, various feature selection methods have been proposed [6] . The main target of feature selection is to choose relevant features from a large feature set [24, 17] . From the optimization point of view, feature selection is a difficult combinatorial optimization problem [16] . Firstly, since the size of the feature subset is not known a priori, the dimensionality of the decision space is non-reducible. Secondly, since the features may have complementary or contradictory interactions with each other, the decision space is non-separable. Thus, given an m-dimensional feature set, the number of all possible feature subsets is as large as 2 m , which makes it very unlikely (if not impossible) to solve it with traditional exhaustive search approaches.
Due to the inefficiency of traditional search approaches in solving complex combinatorial optimization problems, various metaheuristics have been proposed, such as genetic algorithms (GAs) [19] , differential evolution (DE) [31] , and particle swarm optimization (PSO) [4] , among many others [5] . Among various metaheuristics, PSO is well known for its algorithmic simplicity and computational efficiency. Recently, some researchers have proposed to apply PSO to feature selection [36, 13] . However, canonical PSO has many limitations for feature selection [41, 42] . Firstly, PSO was originally proposed for continuous optimization problems, while feature selection is a combinatorial optimization problem. Secondly, although PSO shows promising performance on low-dimensional problems, it suffers from the curse of big dimensionality [43] . Very recently, Cheng and Jin have proposed a PSO variant, known as competitive swarm optimizer (CSO), for large-scale optimization [10] . In CSO, both the global best position and the personal best position are removed. Instead of learning from the global and personal best positions, the particles in CSO learn from randomly selected competitors. CSO shows promising performance on a variety of continuous test problems of a dimension up to 5000, in comparison with some state-of-the-art algorithms for large-scale optimization.
In this work, we propose to adopt CSO for high-dimensional feature selection. To this end, CSO is modified to be suited for combinatorial optimization. The modified CSO variant is then embedded in a wrapper feature selection approach. The remainder of this paper is organized as follows. Section 2 briefly describes related work, including the canonical PSO algorithm and its relevant variants. Section 3 details the proposed method. We present the experimental results and discussions in Section 4. Finally, Section 5 concludes this paper.
Background

The Canonical PSO Algorithm
The canonical PSO algorithm was developed by Kennedy and Eberhart in 1995 to solve optimization problems by emulating social swarm behaviors of animals like bird flocking [21] .
In PSO, each particle maintains a position and a velocity in an n-dimensional search space, representing a candidate solution and direction to a potentially better solution. To search for the position of the global optimum, each particle is iteratively updated as follows:
where t denotes the generation number, x t i and v t i denote the position and velocity of the i-th particle in the t-th generation, respectively, ω is termed inertia weight [33] , φ 1 and φ 2 are acceleration coefficients, R t 1 and R t 2 are two randomly generated vectors within the range [0, 1] n ,ĝ t is the best solution found by all particles so far, also known as the global best position, andx t i is the best solution found by i-th particle so far, also known as the personal best position.
Although PSO has witnessed a great success over the past two decades, its performance is still limited when the optimization problem has a highdimensional and complex search space [25, 11] . In order to enhance the performance of PSO, a number of PSO variants have been proposed, including the parameter adaptation based variants [44, 20] , the new topological structure based variants [26, 9] , and the hybridization based variants [7, 37] , to name a few.
The CSO Algorithm
Despite many PSO variants have been proposed, not much work has been done on developing PSO for large-scale optimization. The performance improvement of most existing PSO variants is at the cost of higher computational complexity and more complex algorithmic implementation. In addition, existing PSO variants attempt to modify the global or personal best positions, resulting in only limited performance improvement for large-scale optimization.
The recently proposed CSO [10] has shown to be efficient for large-scale optimization. In CSO, the particles learn from randomly selected competitors, instead of from the global or the personal best position. In each iteration, the swarm is randomly divided into two groups and pairwise competitions are carried out between the particles from each group. After each competition, the winner particle is directly passed to the next iteration, while the loser particle will update its position and velocity by learning from the winner particle:
where t is the iteration counter, R
are three randomly generated vectors within [0, 1] n , x t w and x t l denote the winner particle and the loser particle, respectively,x t denotes the mean position of current swarm in iteration t, and φ controls the influence ofx t . The detailed procedure of CSO is summarized in Algorithm 1.
Algorithm 1
The CSO algorithm
initialize position x t i and velocity v t i 4: end for 5: while termination criteria is not met do 6: for all particle p t i do 7:
calculate fitness f (x t i ) 8:
end for 9:
P t+1 ← ∅ 10:
while P t = ∅ do 11:
randomly chose two different particles p t r1 and p t r2 from P t 12:
if f (x t r1 ) is better than f (x t r2 ) then 13:
14:
end while 22:
t ← t + 1 23: end while
Metaheuristics for Feature Selection
Traditional feature selection approaches can be roughly categorized into two classes, filter approaches and wrapper approaches. Filter approaches are independent of any specific learning algorithms [22, 2] , while wrapper approaches involve learning algorithms as part of the evaluation procedure [39, 23] . Some representative wrapping methods include Sequential Floating Selection (SFS) [39] , Sequential Forward Floating Selection (SFFS) [32] and sparse logistic regression based methods [27, 29, 14, 34] .
Using metaheuristics for feature selection has been popular recently. For example, Zhu et al. have proposed to use a GA combined with local search in a hybrid wrapper and filter feature selection algorithm [45] . Neshatian and Zhang designed a genetic programming (GP) based multi-objective algorithm for filter feature selection in [30] . Chen et al. have applied ant colony optimization (ACO) together with rough set theory for feature selection [8] . In particular, PSO, as a popular metaheuristics, has also been widely adopted for feature selection [40] . Chuang et al. have developed an improved binary PSO algorithm for feature selection using gene expression data [12] . Wang et al. have suggested a filter feature selection approach based on rough set and PSO [38] . Li and Chen have reported a wrapper feature selection algorithm based on PSO and a linear discrimination analysis (LDA) algorithm, known as the PSOLDA [28] . Xue et al. have presented a multi-objective PSO algorithm for feature selection in [41] . In spite of the various metaheuristics applied to feature selection, however, little study has been dedicated to selecting a subset from a large-scale feature except some recent works [15, 35] .
Proposed Method
In our proposed method, feature selection can be formulated as the following minimization problem: min
where X ∈ R N denotes the feasible solution set. To represent the selected feature sets, x is encoded by a number of N binary bits, where N is the total number of features in the original feature set. For each bit in x, '1' and '0' denotes that the corresponding feature is or is not selected, respectively. In this way, feature selection becomes a combinatorial optimization problem where the objective is to find the best feature subset x * to minimize the error rate of the classification models thus trained with the selected features, which is represented by the fitness function f (x).
To solve high-dimensional feature selection problem presented in (5), CSO algorithm is employed in this work. However, in feature selection, the search landscape is discrete, while the original CSO algorithm has been proposed for continuous optimization. In order to address this issue, we use a threshold parameter λ to determine whether a feature is selected or not, as shown in Algorithm 2.
Algorithm 2 Converting continuous values to discrete (binary) values for feature selection
1: S ← ∅, S is the selected feature subset; 2: for all d i ∈ x, i = 1, . . . , N do, x is the particle, d i is the i-th dimension of x; 3:
S ← S ∪ {i}; 5:
end if 6: end for It is worth noting that since training a classifier model with large amount of data is usually highly time-consuming, fitness evaluations in a high-dimensional feature selection is computationally very expensive. As we found empirically that many particles may have the similar positions, it is possible to avoid some computationally expensive fitness evaluations that will result in the same selected feature subset. For this purpose, an archive is designed to record the historical fitness values of all previous selected feature subset such that we can check if a certain feature selection result has already been evaluated before performing real fitness evaluation for it. 1. Lookup the archive H if the current selected feature has been evaluated; 2. If it has been evaluated, extract the fitness value and assign it to the particle; 3. If it has not been evaluated, build the classifier model with selected features, and test its error rate. Assign the fitness, i.e., the average error rate, to the particle and add the selection and fitness into H.
Our empirical tests show that this simple strategy has significantly reduced the time consumption in the search, especially when the swarm is converging and many particles have a similar position.
The proposed CSO based feature selection method together with the above two strategies is summarized in Algorithm 3, where H denotes the archive that records the fitness values of all the particles in history.
Experimental Studies
Experimental Settings
To assess the performance of proposed algorithm, we conducted a set of experiments on several datasets from UCI Machine Learning Repository [3] . The properties of datasets are listed in Table 1 .
For each dataset, we use 70% samples in the dataset as training data, and the rest for testing. The selection of training and test sets is randomized, while the original ratio of class distribution is preserved in both sets.
Algorithm 3
The proposed algorithm
initialize position x t i and velocity v t i 4: end for 5: while termination criteria not met do 6: for all particle p t i do 7:
end if 12:
end for 13:
calculate fitness f (S t i ) by n-fold cross validation 17:
end if 19:
end for 20:
while
randomly chose two different particles p t r1 and p t r2 from P t 23:
25:
end while 33:
t ← t + 1 34: end while The algorithms are implemented on Java SE 8 (revision 1.8.0 45), using Weka [18] data mining library version 3.7.12 for the base classification algorithm.
In order to test the effectiveness of the feature selection, we chose to use only simple classification models, i.e., the k-nearest-neighbour (kNN) classifier [1] with k = 5. In order to reduce the risk of overfitting, we use the average error rates of n-fold cross-validation (with n = 10) on training data as the fitness function. PSO, four variants of PSO proposed in Xue's paper for feature selection [41] and the principal component analysis (PCA) are compared with the proposed algorithm, along with classification with all features.
To make comparisons between CSO and PSO-based feature selection, we accordingly modify the PSO algorithm to be suited for feature selection. The modification consists of the conversion from continuous values into discrete values for feature selection and the archive strategy. The swarm size is set to 100 for both algorithms, and the maximal number of generations is set as 200. Note that, as CSO only updates half of the population in each iteration, it only generates a half of new solutions that the PSO-based algorithms generate.
The PSO variants in Xue's paper are denoted as Xue1-kNN, Xue2-kNN, Xue3-kNN and Xue4-kNN, respectively. The major difference between Xue's algorithms is the number of features selected in the initial population, while Xue1-kNN uses the traditional initialization strategy in which about half of the features are selected in each individuals, Xue2-kNN uses small initialization strategy where only about 10% features are selected in each individuals, Xue3-kNN uses large initialization strategy where more than half (we used about 2/3 in the experiment) of the features are selected in each individuals, and Xue4-kNN uses a combined initialization where a major (we used 2/3 in the experiment) of the individuals are initialized with the mall initialization strategy (about 10% features in the experiment), while the rest are initialized with the large initialization strategy (about 2/3 features in the experiment). Another main difference between Xue's algorithms and traditional PSO-based algorithms is that in Xue's algorithm, the threshold parameter λ is set to 0.6 while the traditional algorithm uses 0.5 as the threshold parameter.
Other parameters of the training algorithms are: w in the PSO-kNN is set to 0.7298, and both c1 and c2 are 1.49618; φ in the CSO-kNN is set to 0.1. The particles in all algorithms are randomly initialized between [0, 1] and the threshold parameter λ = 0.5 is applied on CSO-kNN and PSO-kNN while λ = 0.6 is applied on Xue's algorithms. The variance covered in PCAbased feature selection (PCA-kNN) is 0.95. To obtain statistical results, each algorithm is run for 30 times independently.
Results
Error rate
The ultimate target of classification is to improve generalization ability, which means a lower error rate on unseen data. Therefore we firstly examine the average error rate of all compared algorithms. The results are summarized in Table 2 . We also adopted the Wilcoxon rank sum test to compare the results obtained by the CSO-kNN algorithm and other compared algorithms at a significance level of 0.05. The result is also listed in Table 2 , where symbol '+' denotes the particular algorithm is significantly outperformed by the CSO-kNN algorithm according to the Wilcoxon rank sum test, while '-' denotes the particular algorithm is significantly better than the CSO-kNN algorithm, and '=' denotes that there is no statistically significant difference between the results obtained by the CSO-kNN algorithm and the particular algorithm. The experimental results show that the CSO-kNN has achieved a statistically lower error rate than all other compared algorithms on all the six datasets. On some datasets, e.g., the musk dataset and the madelon dataset, the error rate achieved by the CSO-kNN is even smaller than half of that achieved by most other algorithms. Compared with the kNN, the CSO-kNN is always better while all other algorithms have instances on which they performed worse than kNN. From these results, we can also see that PCA-kNN is the least effective algorithm as most results it has obtained are worse than those of kNN. This can be attributed to the fact that PCA is sensitive to noises and outliers, in other words, PCA is less efficient in reducing the accuracy degradation of class-irrelevant attributes.
Performance
In the proposed algorithm, the fitness function is to minimize the average error rate on the training data. The fitness convergence profiles of the algorithms are plotted in Fig. 1 . In the figure, X-axes and Y-axes are the generations and the fitness values, respectively.
From Fig. 1 , it can be seen that the CSO-kNN is able to always find better solutions, although it may be a bit slower at the early search stage. The PSOkNN and Xue's algorithms tend to be trapped in a premature convergence around generation 20. The only exception is found on the first dataset, where the difference between the CSO-kNN and compared algorithms is negligible, which might be due to the fact that the dimension of this dataset is relatively low (only 90), on which the difference in search performance between PSO and CSO is minor.
As fitness selection is a combinatorial optimization problem, small changes in the particle positions may not result in a change in the selected features. Thus, it is easy to understand that many new solutions are found at the beginning of the evolutionary optimization. As the evolution proceeds, the number of new solutions that can be found may dramatically reduce. Thus, the number of new solutions found can be used as another indicator for convergence, which are presented in Fig. 2 .
The plots in Fig. 2 visually show that the PSO-based algorithms seem to converge faster than the CSO-kNN, since the PSO-based algorithms have found only few solutions at the later stage of evolution. However, a slower convergence rate of CSO-kNN than the PSO variants is expected, which indicates that CSO-kNN has better exploration ability that helps maintain a better swarm diversity, which has also been confirmed by the empirical analyses presented in [10] . Comparing these plots with those in Fig. 1 , we can see that the fitness of the PSO-based algorithms improves much more slowly than that of the CSO-kNN. The best fitnesses achieved by the PSO-based algorithms were always worse than those by the CSO-kNN, which strongly indicates that the PSO-based algorithms have got trapped in a local optimum. By contrast, the CSO-kNN can always find better solutions in term of the fitness value. The only exception was on the first dataset, i.e., the dataset movement. Both PSO-based algorithms and CSO-kNN have found a small number of new solutions probably because of the low dimensionality of this dataset. The fact that CSO-kNN continues to find new better feature subsets implies that feature selection is naturally a multi-modal optimization problem, i.e., many different combinations of feature subsets may have similar or the same generalization performance. It also worth mentioning that, apart from the CSO-kNN on the last two datasets, most other experiments have many identical solutions produced during search, meaning that many fitness evaluations may be redundant. As fitness evaluations are very time-consuming for high-dimensional feature selection, it would have taken significantly more time if we do not use the archive mechanism proposed in the proposed algorithm.
Selected features
The second target of feature selection is to remove irrelevant features to enhance classification performance. Therefore, we have also taken a look at the average number of selected features obtained the PSO-based algorithms and the CSO-kNN. The results are presented in Table 3 .
In this comparison, we can see that CSO-kNN selects statistically fewer features than most compared algorithms, except for Xue2-kNN, which initializes its population with only 10% of the total features. We found that the number of features selected by the PSO-based algorithms are proportional to the number of features initialized at the first generation. In other words, if particles are initialized with a large number of features, the number of features selected in the final population will be larger, and vice versa. Therefore, Xue2-kNN is more likely to outperform CSO-kNN in terms of the number of selected features. Furthermore, as Xue4-kNN has a mixed initialization, depending on the characteristics of the dataset, the best particle may be evolved from those particles initialized with a small or large number of features. As a result, the best solution in the final population selects either much more or Further observations regarding the number of features that have been selected during the search procedure by each algorithm can be found in Fig. 3 . We can see that CSO-kNN not only finds smaller feature subsets than the PSO-based algorithms on large-scale problems, but the number of selected features also decreases much faster. The only exception is again the Xue2-kNN algorithm due to the same reason that we have discussed above.
From Table 2 and Fig. 3 , we can conclude that CSO-kNN performs higher degree of exploration than the PSO-based algorithms, which enables it to explore the search space to find a solution that selects a smaller number of features and better performance. In addition to the number of features that have been selected, it is also of interests to see what features have exactly been selected. To this end, we have also plotted the number of selected features over the generations during the evolution in Fig. 4 and 5 . Fig. 4 shows the results on the movement dataset, which has the least number of features among the six tested datasets. On this dataset, all algorithms seem to have found a reasonable feature subset that gives the lowest testing error possible (refer to Table 2 and Fig 3) , and a similar number of features is selected, which is indicated by the similar overall darkness of in the plots. However, there are still visible differences between Xue2-kNN and Xue3-kNN, as the initial numbers of selected features are significantly different. Furthermore, these figures also show that CSO-kNN explores much more potential solutions in comparison to other compared algorithms. Fig. 5 presents the results on the arrhythmia dataset, where the CSOkNN has selected much fewer features and achieved a considerably lower error rate than the compared algorithms. In general, the darkness of the plot for CSO-kNN is much lighter than that of the PSO-kNN, Xue1-kNN and Xue3-kNN, which implies that the general number of features selected by CSOkNN is much smaller than the these algorithms in all independent runs. It is also seen that the overall darkness among CSO-kNN, Xue2-kNN and Xue4-kNN are similar. However, by close inspection, we can find that the early populations of CSO-kNN are much darker than the other two algorithms, and during the population evolves, the overall darkness becomes lighter. By contrast, all PSO-based algorithms have a similar overall darkness across the generations. This difference indicates that the CSO-kNN is capable of escaping from local optima due to its better exploration ability than the PSO-based algorithms. Nevertheless, a few clearly discernible vertical dark lines can be seen in the plots, especially in the CSO-kNN, Xue2-kNN and Xue4-kNN. These lines represent the most commonly selected features over all independent runs, while most other lines remain light indicating the scarcely (or even never) selected features. The plots clearly show that the PSO-based algorithms tend to select many other features, which are mostly not helpful, if not harmful to improve the generalization ability.
Conclusion
This paper aims to propose an efficient feature selection algorithm to select a small feature subset from a large number of features while maintaining similar or even better classification performance than using all features. The objective has been successfully achieved by adapting the competitive swarm optimization algorithm to feature selection.
Our experimental results demonstrate that the proposed CSO-kNN outperforms the conventional PCA-based method, the PSO-kNN, and a few recently reported PSO variants on all large-scale datasets with a significant margin. Furthermore, we find that the number of new solutions found by CSO-kNN is considerably larger than that found by the PSO-based methods. Unlike the PSO-based methods whose final optimal results heavily rely on the initialization in term of the number of selected features, the purposed method performs consistently well and is less sensitive to initialization.
In the future, we will investigate further the selection mechanism of the metaheuristics, for example by introducing the multi-objective approach that simultaneously maximizes the classification performance and minimizes the number of selected features.
