INTRODUCTION
FMS is a highly automated and sophisticated system in the field of manufacturing to achieve high flexibility and productivity in mid-variety and midrange of products [1, 2] . The great demand for goods needs new way to enhance productivity with existing manufacturing system and available resources. FMS has emerged as a viable alternative to the conventional manufacturing system and showed benefits in cost reduction, enhanced utilizations, reduced work-inprocess levels, etc. The problems encountered in the life cycle of a FMS are classified in to design, planning, scheduling and control [3] . The task of scheduling and controling problems plays an important role during operation owing to the dynamic nature of the FMS such as flexible parts, tools, AGV routings [4] and AS/RS storage assignments [5] .scheduling of machines in FMS is made through sequencing of jobs on machines, and routing of jobs through the system [6, 7] . Other resources in the system,(e.g. material-handling devices like AGVs and AS/RS) need to be considered. To have flexible and efficient production, automated guided vehicle systems (AGVS) and the material-handling system (MHS) are being employed [8, 9] . The AGVs effectiveness depends on several factors. Function of a well-designed vehicle management are: Dispatching the process of selecting and assigning tasks to AGV; Routing the process of selecting specific paths by AGVs; and Scheduling -the process of determining the arrival and departure dates. The demand for goods enhances pressure on manufacturing systems seeking ways to increase productivity with available resources. Scheduling is a critical function for the control and operation of any FMS [10] .
Dispatching rules
Over the last four decades, the sequencing and scheduling problem has been solved using dispatching rules (also called scheduling rules, sequencing rules, decision rules, or priority rules). These dispatching rules are used to determine the priority of each job. The priority of a job is determined as a function of job parameters, machine parameters, or shop characteristics. When the priority of each job is determined, jobs are sorted and then the job with the highest priority is selected to be processed first. Baker [11] and Morton and Pentico [12] classified dispatching rules as follows:
Local rules
Local rules are concerned with the local available information.
Global rules
Global rules are used to dispatch jobs using all information available on the shop floor.
Static rules
Static rules do not change over time, and ignore the status of the job shop floor.
Dynamic rules
Dynamic rules are time dependent, and change according to the status of the job shop floor.
Forecast rules
Forecast rules are used to give priority to jobs according to what the job is going to come across in the future, and according to the situation at the local machine. Several dispatching rules have been reported by many researchers. The following are some of the dispatching rules that have been developed, investigated, and implemented by several researchers and practitioners: 1. SPT 
JST:
Job Slack Time. The job with minimum slack is processed first. The job slack time is computed as the difference between the job due date, the work remaining, and the current time.
CR:
Critical Ratio. The job with the smallest ratio is processed first. The CR is determined by dividing job's allowance by the remaining work time. 6. RANDOM: Service in Random Order. A job is randomly selected from the set of jobs which are queued at the machine. 7. FCFS or SORT: First Come, First Served or Smallest Ready Time. The job which arrives first at the machine will be served first. 8. LCFS: Last Come, First Served. The job which arrives last will be served first. 9. LFJ: Least Flexible Job. The job with the least flexibility is processed first. 10. FOFO: First Off, First On. The job with the operation that could be completed earliest will be processed first even if this operation is not yet in the queue. In this case, the machine will be idle until the operation arrives. 11. LAWINQ: Least Anticipated Work in Next Queue. From the set of jobs waiting for a specific machine, a job will be selected that will encounter the smallest queue at the next machine in its route. 12. COVERT: Cost OVER Time. COVERT is a composite rule that puts the job with the largest COVERT ratio in first position. The COVERT ratio is computed by dividing an anticipated tardiness for the associated job and its operation processing time.
Most Operation Remaining Rule (MOPNR):
Every job has a number of operations and according to this rule the operation which has more number of succeeding operations will be given the first priority. 14. Preferred Customer Order (PCO): Sometimes jobs belonging to a particular customer may be given priority for different reasons like the business offered by them is more than that offered by others or because of their regular business orders etc.
Least Slack (LS):
Generally there is always a difference between actual finishing time of the job and the due date by which it is supposed to be finished, which is known as "slack". According to this rule the job with the least slack is given first priority as mentioned earlier.
SCHEDULING WITH DISPATCHING RULES
Scheduling provides a basis for assigning jobs, whereas sequencing (also referred as dispatching) specifies the priority for completion of jobs in a systematic way at WorkCentre.Hanssmann and Hess [13] have adopted the Linear Programming (LP) in a model to achieve maximum profit or lowest cost. Held and Karp [14] have applied the dynamic programming (DP) while solving a large problem. Ignall and Schrage [15] have developed branch and bound algorithms for the permutation flow shop problem with makespan minimization. Bomberger [16] has followed the DP approach considering the production scheduling of different items over the same facility in the system on a repetitive basis. The facility in the system is: only one item can be produced at a time associating with setup cost and setup time under constant demand rate. Campbell et al. [17] have applied heuristic algorithm in stages. Lockett and Muhlemann [18] have used the branch and bound algorithm for scheduling jobs with sequencing suitable for small size problems. Crowin and Esogbue [19] have considered two different flow shop scheduling problems for minimizing makespan. After establishing the optimum permutation schedules, an efficient DP formulation has been developed. Holland [20] has invented the algorithms based on Darwin's theory of natural selection and survival. These were invented by. Rinnooy Kan [21] has formulated mathematical programming models and obtained unsatisfactory results. Majority of these techniques are unable to provide feasible solutions and have limited practical use. Panwalkar and Iskander [22] have utilized have classified 100 scheduling rules into static and dynamic rules. Tripathy [23] and, Arani et al. [24] have shown better results applying the integer programming on vehicle scheduling problem. Holthaus and Rajendran [25] have utilized the dispatching rules to optimize the job-shop scheduling problems in the manufacturing world. Pan and Fan [26] have used branch and bound algorithm for the problem and reduced the size of the problem including dominance properties. However, the algorithm is limited to 18 jobs. Chen et al. [27] have applied DP approach to Lagrangean relaxation for complex scheduling problems and found optimal solution for single and parallel machine problem. Papakostas and Chryssolouris [28] have proposed a dispatching rule (viz., RTSLACK) by maximizing the slack time of the remaining tasks in the manufacturing resources in a series of single machines and hybrid flow shop scheduling instances. Barman and Lisboa [29] have utilized a combination of dispatching rules for cost performance and minimized both mean and variable waiting cost. Ko et al. [30] have proposed a dispatching rule for non-identical parallel machines with sequence dependent setups and quality restrictions. Kayvanfar et al. [31] have examined a single machine scheduling problem with controllable processing times. Ying et al. [32] have studied the single-machine scheduling problem with a Common Due Window (CDW) having constant size and position to minimize the total weighted earliness and tardiness penalties in jobs completion. Ling et al. [33] minimizing total deviation of job completion time on a single machine scheduling. Dispatching rules have a significant role due to ease of implementation and compatibility with the dynamic nature of manufacturing systems.
FMS DESCRIPTION
The FMS considered in this work has the configurations as shown in Fig 1. There are four Machines having Computer Numerical Controlled Machines (CNCs) each equipped with an independent and self sufficient tool magazine, one Automatic Tool Changer (ATC) and one Automatic Pallet Changer (APC). Fig. 1 . the layout configurations adopted in example problems
FMS Envirnoment
The environment within which the FMS under consideration operates can be described as follows: 1. The types and number of machines are known.
Operations are no preemptive. There is sufficient input/output buffer space at each machine 2. Processing, set-up, loading and unloading times are available and are deterministic. 3. Number of AGVs is given and the AGVs are all identical in the sense that they have the same speed and load carrying characteristics. 4. Flow path layout is given and travel times on each segment of the path are known. 5. A load/unload (L/U) station serves as a distribution center for parts not yet processed and as a collection center for parts finished. All vehicles start from the L/U station initially and return to after accomplishing all their assignments. There is sufficient input/output buffer space at the (L/U) station. 6. AGVs carry a single unit-load at a time. They move along predetermined shortest paths, with the assumption of no delay due to congestion. Preemption of trips is not allowed. The trips are called loaded or deadheading (empty) trips depending on whether a part is carried or no part is carried during that trip, respectively. The durations for the deadheading trips are sequence dependent and are not known until the vehicle route is specified. 7. It is assumed that all the design and set-up issues within the hierarchy of OR/MS problems in an FMS as suggested by Stecke [34] have already been resolved. Machine loading, i.e., the allocation of tools to machines and the assignment of operations to machines, is made. Pallets and other necessary equipment are allocated to parts. The set of part types to be produced during the planning period and the routing of each part type are available before making scheduling decisions. In other words, routing flexibility is not considered. The routing for a part type can be selected based on considerations of technological feasibility and processing efficiency, or by formulating the set-up phase problems in a manner that can also handle the routing decisions. 8. Ready-times of all jobs are known. Initially, partially processed parts might be available at machines waiting for further processing, and they can be treated as jobs having zero ready times and their routing consists of the remaining operations. 9. Such issues as traffic control, congestion, machine failure or downtime, scraps, rework, and vehicle dispatches for battery change are ignored here and left as issues to be considered during real-time control. 
Assumptions

Input data
The input data i.e. travelling time matrix from table 1.1 and Job sets for the problem is taken from a paper by Bilge U and Ulusoy G [35] . Data given in Table 1 . gives the distances from load/unload stations to machines and distances between machines in metres for all the four layouts .The Ten job sets are given in Table  2 . given below each containing four to eight different job sets, machines in each job set to be used and numbers with in the parenthesis is the processing time of particular job on specified machine. The load/unload (L/U) station serves as a distribution center for parts not yet processed and as a collection center for parts finished. All vehicles start from the L/U station initially. Trips follow the shortest path between two points either between two machines or between a machine and the L/U station. Preemption of trips is not allowed the trips are called loaded or deadheading (empty) trips. The durations for the deadheading trips are sequence dependent and are not known until the vehicle route is specified. 
Objective function
Operation completion time=Oij=Tij+Pij T ij =Traveling time for j th operation and i th job P ij =operation processing time 
Vehicle scheduling methodology
Jobs are scheduled based on the operation sequence derived by the Sheep Flock Heredity algorithm. Initially AGVs carry jobs from the load/unload station to the respective workstations where the first operations are scheduled. AGVs make two types of trips, a loaded trip where it carries a load and a deadheading trip where the vehicle moves to pick up a load. Deadheading trip can start immediately after the delivery and vehicle demand at different workstations are considered and the subsequent assignments are made. If both AGVs are available task is assigned to the earliest available vehicle. If no vehicle is available, the earliest available times of the AGVs are computed and the assignment is made. If the vehicle is idle and no job is ready, assign the operation that is going to be completed early and is identified the vehicle is moved to pick up that job. This type of vehicle scheduling methodology helps in reducing the waiting times and thus helps in improving the resource utilization and the throughput. The flow chart of the vehicle assignment methodology is given in Fig. 2. 
IMPLEMENTATION OF SEQUENCING RULES
Scheduling provides a basis for assigning jobs to a work center. Sequencing (also referred to as dispatching) specifies the order in which jobs should be completed at each centre. The sequencing methods are referred to as priority rules for sequencing or dispatching jobs to a work center. In the manufacturing world, scheduling problems are extensively adopting the dispatching rules to provide good solutions to complex problems in a real-time production environment.
First cum First Serve(FCFS)
For implementation of First cum first serve rule, Job set 5 and Layout1 is considered.
7 8 9 10 11 12 13 In FCFS continuous numbers are marked initially for the operations in a job set by following precedence relation, i.e., operation of the same job set must be in increasing order but anywhere in the sequence. According to this rule the sequence is. 1 2 3 4 5 6 7 8 9 10 11 12 13
Shortest processing time (SPT)
For implementation of shortest processing time rule, Job set 3 and Layout 2 are considered.
In SPT continuous numbers are marked initially for the operations in a job set by following precedence relation. And the total process time for each and every job is found out. For example in the above Job set total processing times are job1-31, job2-33, job3-30, job4-25, job5-50, and job6-44. According to this rule the priority of job is 4, 3, 1, 2, 6, 5 and the sequence is: 8 5 6 12 3 4 14 15 16 9 10 11 12  Job set 3  Job 1  Job 2  Job 3  Job 4  Job 5  Job 6  M1 M3  M2  M4  M1  M2  M3  M4  M1  M2  M3  M4  M2  M3  M4 M1   16  15  18  15  20  10  15  10  8  10  15  17  10  15  8  15  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16 
Longest processing time (LPT)
For implementation of longest processing time rule, Job set 9 and Layout 3 are considered.
In LPT continuous numbers are marked initially for the operations in a job set by precedence relation. The total process time for each and every job is found. For example in job set No 9 total processing times are job1-36, job2-36, job3-46, job4-53, and for job5-52, since both the process times are same first one is selected as priority. According to this rule the priority of job is 4, 5, 3, 1, 2 and the sequence is: 11 12 13 14 15 16 17 8 9 10 1 2 3 4 5 6 7 And the test results obtained by simulating FCFS, SPT and LPT for simultaneous scheduling problems are given below in Table 3 . and Table 4 
RESULT AND DISCUSSION
Ten different job sets with different processing sequences, and process times are generated and presented. Different combinations of these ten job sets and four layouts are used to generate 82 example problems. In all these problems there are two vehicles. Table 3 . consists of problems whose t i /pi ratios are greater than 0.25, and whose t i /pi ratios are lesser than 0.25 ratios are represented in Table 4 . A code is used to designate the example problems which are given in the first column. The digits that follow 1.1 indicate the job set and the layout. In Table 2 another digit is appended to the code. Here, having a 0 or 1 as the last digit implies that the process times are doubled or tripled, respectively, where in both cases travel times are halved. Table 4 . Performance evaluation for t/p<0.25 considering FCFS, SPT and LPT procedures
CONCLUSIONS
In this paper the optimal sequence of machines and AGVs are determined by using FCFS, SPT and LPT from Table no 3. and table 4 . it is observed that from table 3. out of 40 problems 22 problems gives better results using FCFS when compared with SPT and LPT, 8 problems gives better results using SPT when compared with FCFS and LPT and 24 problems gives better results using LPT when compared with SPT and FCFS and also it can be observed that from table 4. out of 42 problem 30 problems gives better results using FCFS when compared with SPT and LPT, 14 problems gives better results using SPT when compared with
