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Abstract The aim of this study is to develop and describe a new ambulatory Holter electrocardiogram
(ECG) events detection–delineation algorithm via segmentation of an information-optimized decision
statistic. After implementation of appropriate pre-processing, a uniform length sliding window is applied
to the pre-processed trend and in each slide, some geometrical features of the excerpted segment are
calculated to construct a newly proposed Discriminant Analyzed Geometric Index (DAGI), by application
of a nonlinear orthonormal projection. Then the α-level Neyman–Pearson classifier is implemented to
detect and delineate QRS complexes. The presented method was applied to several databases and the
average values of sensitivity and positive predictivity, Se = 99.96% and P+ = 99.96%, were obtained for
the detection of QRS complexes, with an average maximum delineation error of 5.7 ms, 3.8 ms and 6.1 ms
for P-wave, QRS complex and T-wave, respectively. Also the method was applied to DAY general hospital
high resolution holter data (more than 1500,000 beats, including Bundle Branch Blocks-BBB, Premature
Ventricular Complex-PVC, and Premature Atrial Complex-PAC) and average values of Se = 99.98% and
P+ = 99.97% were obtained for QRS detection. High accuracy in a widespread SNR, high robustness and
processing speed (146,000 samples/s) are important merits of the proposed algorithm.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The heart is a special myogenic muscle whose constitutive
cells (myocytes) possess two important characteristics, namely,
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Open access under CC BY-NC-ND license.nervous (electrical) excitability and mechanical tension with
force feedback. The heart’s rhythm of contraction is controlled
by the Sino-Atrial node (SA node) called the heart pacemaker.
This node is part of the heart’s intrinsic conduction system,
made up of specialized myocardial (nodal) cells. Each beat of
the heart is set in motion by an electrical signal from the SA
node located in the heart’s right atrium. The automatic nature
of the heartbeat is referred to as automaticity, which is due to
the spontaneous electrical activity of the SA node. The superpo-
sition of allmyocyte electrical activity on the skin surface causes
a detectable potential difference whose detection and registra-
tion together are called electrocardiography [1]. If according to
any happening, the electro-mechanical function of a region of
myocytes encounters a failure, corresponding abnormal effects
appear in the ECG signal and in the hemodynamic performance
of the heart. Today, long-duration ECG holters with high sam-
pling frequencies are widely used in ICUs to monitor and assess
M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104 87Nomenclature
DAGI Discriminant Analyzed Geometrical Index
GI Geometrical Index
PCA Principal Component Analysis
LDA Linear Discriminant Analysis
GDA Generalized Discriminant Analysis
HT Hilbert Transform
FAP False Alarm Probability
pdf Probability Density Function
LR Likelihood Ratio
ECG Electrocardiogram
DWT Discrete Wavelet Transform
SNR Signal to Noise Ratio
QTDB QT Database
MITDB MIT-BIH Arrhythmia Database
TWADB T-Wave Alternans Database
FP False Positive
FN False Negative
PVC Premature Ventricular Contraction
PAC Premature Atrial Contraction
RCA Retrograde Conduction into Atrium
FCP Full Compensatory Pause
BBB Bundle Branch Block
TP True Positive
P+ Positive Predictivity (%)
Se Sensitivity (%)
SMF Smoothing Function
FIR Finite-Duration Impulse Response
LE Location Error
CHECK#0 procedure of evaluating obtained results using
MIT-BIH annotation files
CHECK#1 procedure of evaluating obtained results con-
sulting with a control cardiologist
CHECK#2 procedure of evaluating obtained results con-
sulting with a control cardiologist and also at
least with 3 residents
the long-term function(s) of a patient’s heart. Although holter
monitoring has remarkable merits, in high sampling rates, for
short or long time duration, strong noise and motion artifacts
may be seen in some channels of the holter data, which can
decrease the performance accuracy of the implemented ECG
events detector. On the other hand, the statistical analysis of
ECG parameters under long-term conditions can yield accu-
rate and prompt solutions for the treatment and diagnosis of
some certain phenomena, such as T-Wave Alternans (TWA)
[2,3], Atrial Fibrillation (AF) [4,5] and QT-prolongation [6]. In
addition, proper delineation of ECG waveforms can help to
achieve more accurate results in applications such as pattern
recognition or arrhythmia clustering and classification [7,8].
Therefore, parameterization and detection of ECG signal events
using a reliable algorithm are early stages in the computer
analysis of the ECG signal. Numerous approaches have been
developed with the aim of detecting ECG events including
mathematicalmodels [9], Hilbert transformand the first deriva-
tive [10–12], multiple higher order moments [13], second or-
der derivative [14], wavelet transform and filter banks [15–17],
soft computing (neural networks, Neuro-fuzzy, genetic algo-
rithm) [18], HiddenMarkovModels (HMM) application [19] etc.
It should be noted that, up to now, diverse numbers of studies
have concentrated on their method using PhysioNet databases,
such as MITDB [20], QTDB [21], EDB [22], TWADB [23] andTable 1: Classification of the cardiac recorded signals events.
Signal/Nature Impulsive Non-impulsive
ECG Q , R, S P, T ,U
PCG S1, S2 S3, S4
ABP D-SBP Dicrotic
PTBDB [24]. For the detection and delineation of ECG impulsive
events, the original works of Ghaffari et al. [11,13,16], Martinez
et al. [15], Li et al. [25], Hamilton and Tompkins [26], Pan and
Tompkins [27] and Moody and Mark [28] can be mentioned.
In the area of ECG non-impulsive event detection–delineation,
the techniques proposed by Ghaffari et al. [11,13,16], Laguna
et al. [29] and Vila et al. [30] are important fundamental meth-
ods. The performance of QRS detection algorithms can easily be
verified using standard databases, such as theMIT-BIH Arrhyth-
mia Database [20]. However, validation of a proposed algorithm
for the detection–delineation of P- and T-waves has turned out
to be a difficult problem, due to the lack of a gold standard as a
universal reference [15].
The DWT has three important and useful properties:
description of the original signal in several spatial resolutions,
filtering of the signal with several passband frequencies,
and simple real-world implementation of the DWT structure
[15–17].
From a general point of view, themajor events of the cardiac
measured quantities, such as ECG, Arterial Blood Pressure (ABP)
and Phonocardiogram (PCG), can be divided into two impulsive
and non-impulsive natures. The classification of ECG, ABP and
PCG events is demonstrated via Table 1.
According to the following reasons, detection of the
characteristic locations as well as corresponding parameter
identification are accompanied by complexities, ambiguities
and challenges, making this problem an important critical
research field in the area of cardiovascular engineering:
• Measurement noises. Measurement noises (high-frequency
disturbances) are usually generated by electronic probes
and medical transducers, which are important sources for
demolition of the delineation algorithm accuracy.
• Holter monitoring. Because a holter system records the pa-
tient’s signal during motion and dynamical movements,
strong noises and motion artifacts can be seen in the
holter data, causing the accuracy decrement of a detec-
tion–delineation algorithm.
• Heart disease and arrhythmia. Sometimes, occurrence of se-
vere arrhythmias, mechanical disorders and acute dysfunc-
tions drastically changes the morphology of events, whose
detection and delineation might be associated with certain
false detections.
Thus, using a multi-step algorithm, it might be possible to
detect strong, weak and very weak waves. This feature should
be noted as one of the most significant characteristics of the
wavelet transform, which can be implemented to obtain more
accurate results. By adding some innovations andmodifications
to previous methods, it would be possible to apply them to
more challenging data, including an ambulatory holter ECG
containing high-level noise, strong motion artifacts, as well as
severe arrhythmia with abnormal morphologies, such as PVCs,
and PACs, a combination of these two, multifocal PVCs with
complicatedmorphologies etc. The corrections considered to be
added to the previous methods will make them more safe and
robust in these hard and critical cases [16].
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were compared with the clinical manual annotations of dif-
ferent databases, such as MIT-BIH Arrhythmia Database (Fs =
360 Hz) [20], QT (Fs = 250 Hz) [21], and TWA Challenge 2008
Database (Fs = 500 Hz) [23], as well as high resolution holter
data (MEDSET r⃝-1000 Hz, 3-Channel, 32-bits) [16,17]. As a re-
sult, the average values of Se = 99.96% and P+ = 99.96% were
obtained for the detection of QRS complexes, with the average
maximum delineation error of 5.7 ms, 3.8 ms and 6.1 ms for
P-wave, QRS complex and T-wave, respectively. Also, the pro-
posed method was applied to DAY general hospital high reso-
lution holter data (including BBB, PVC and PAC), and average
values of Se = 99.98% and P+ = 99.97% were obtained for
sensitivity and positive predictivity, respectively. The organiza-
tion of this paper is as follows. In Section 2, DWT pre-processing
via à trous method and the DAGI structure with corresponding
elements are described. In Section 3, technical information of
the implemented databases, obtained results from application
of the detection–delineation algorithm, and procedure of ver-
ification of the DAGI-based detection–delineation method, are
extensively illustrated. Finally, in Section 4, some conclusions
obtained during the course of this study will be presented.
2. Materials and methods
2.1. Discrete wavelet transform using à trous method
Generally, it can be stated that the wavelet transform is
a quasi-convolution of the hypothetical signal, x(t), and the
wavelet function, ψ(t), with the dilation parameter, a, and
translation parameter, b, as follows:
Wax(b) = 1√a
∫ +∞
−∞
x(t)ψ ((t − b)/a) dt, a > 0. (1)
Parameter a can be used to adjust the wideness of the basis
function and, therefore, the transform can be adjusted in
temporal resolutions. Suppose that function Yax(b) is obtained,
based on a quasi-convolution of signal x(t) and function θ(t), as
follows:
Yax(b) =
∫ +∞
−∞
x(t)θ ((t − b)/a) dt. (2)
If the derivative of Yax(b) is calculated relative to b, then:
∂Yax(b)
∂b
= −1
a
∫ +∞
−∞
x(t)θ ′ ((t − b)/a) dt. (3)
On the other hand, if ψ(t) is the derivative of a smoothing
function, θ(t), i.e. ψ(t) = θ ′(t), then:
Wax(b) = − 1√a
∂Yax(b)
∂b
. (4)
Accordingly, it can be concluded that the wavelet transform at
scale a is proportional to the quasi-convolution derivative of the
signal, x(t), and the smoothing function, θ(t). Therefore, if the
wavelet transformof the signal crosses zero, it will be indicative
of local extremum(s) existence in the smoothed signal, and the
absolute maximum value of the wavelet transform in different
scales represents a maximum slope in the filtered signal.
Thus useful information can be obtained using the wavelet
transform in different scales. If scale factor a and the translationparameter, b, are considered as a = 2k and b = 2kl, the dyadic
wavelet with the following basis function will be resulted [15]:
ψk,l(t) = 2−k/2ψ(2−kt − l), k, l ∈ Z+. (5)
To implement the à trous wavelet transform algorithm, filters
H(z) and G(z) should be used, according to the block diagram
represented in Figure 1 [15]. According to this block diagram,
each smoothing function (SMF) is obtained by sequential low-
pass filtering (convolving with H(z2k) filters), while after high-
pass filtering of a SMF (convolving with G(z2k) filters), the
corresponding DWT at an appropriate scale, is generated.
For a prototype wavelet, ψ(t), with the following quadratic
spline Fourier transform;
9(Ω) = jΩ

sin(Ω/4)
Ω/4
4
, (6)
transfer functions, H(z) and G(z), can be obtained from the
following equation:
H(ejω) = ejω/2 (cos(ω/2))3 ,
G(ejω) = 4jejω/2 (sin(ω/2)) , (7)
and therefore:
h[n] = (1/8){δ[n+ 2] + 3δ[n+ 1] + 3δ[n] + δ[n− 1]},
g[n] = 2{δ[n+ 1] − δ[n]}. (8)
It should be noted that for frequency contents of up to 50Hz, the
à trous algorithm can be used in different sampling frequencies.
Therefore, one of the most prominent advantages of the
à trous algorithm is the approximate independency of its results
from the sampling frequency. This is because of the main
frequency content of the ECG signal concentrate on a range
less than 20 Hz [15,16]. After examination of various databases
with different sampling frequencies (ranging between 136 to
10 kHz), it has been concluded that in low sampling frequencies
(less than 750 Hz), scales 2λ (λ = 1, 2, . . . , 5) are usable, while
for sampling frequencies more than 750 Hz, scales 2λ (λ =
1, 2, . . . , 8) contain profitable information that can be used for
the purpose of wave detection, delineation and classification.
2.2. Discriminant Analyzed Geometrical Index (DAGI) metric
structure
Generally, nonlinearly amplified Hilbert Transform (HT),
first and second order derivatives, curve length, area and
second order statistical moment (variance) quantities are
the basic constitutive elements of the DAGI metric. Below,
some justifications for the selection of each measure are
presented. The overall block-diagram of this study is shown in
Figure 2. According to this diagram, first, the original PCG signal
is pre-processed by application of an appropriate bandpass
(frequency selective) Finite-duration Impulse Response (FIR)
filter and, then, by application of a suitable linear or nonlinear
transformation to facilitate further processing and analysis
of the signal. Then, a uniform-length sliding window is
moved on the preprocessed signal, sample by sample, and
in each slide, some geometrical-based features such as area,
curve length, standard deviation, first-order derivative, second-
order derivative, Hilbert transform etc. are calculated. After
appropriate feature selection and computation, in order to
generate a suitable decision statistic, a properly designed
transformation, either linear or nonlinear or a combination
of both types, is required to generate an efficient decision
statistic, which essentially should possess the following vital
specifications:
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generation of detail coefficient scales and reconstruction of the input signal. (b) Four-step implementation of DWT for extraction of dyadic scales.Figure 2: General block-diagram illustrating themajor steps of a periodic signal
events detection algorithm.
• Detection metric should act similar to a low-pass filter.
• Detection–delineation metric should have a stationary
(static) baseline to be used as a reliable reference.
• Detection metric should be able to react against low-power
waves, either medium-frequency or low-frequency.
• The computational burden of the designed decision metric
should be affordable.• This metric should be differentiable as much as possible.
So, the detection–delineation technique can be significantly
established based on the first or second order differentiation
operations.
• The detection metric should be able to discriminate the
adjacent close events and not merge them in a unit event.
• Application of this metric should not impose large delin-
eation error due to application of the windowing operation.
In the presented study, we have been trying to build a
decision statistic with the aforementioned key properties.
Nonlinearly amplified Hilbert Transform (HT), first and
second order derivatives, curve length, area and second
order statistical moment (variance) are the basic constitutive
elements of the DAGI metric. Below, some justifications for the
selection of each measure are presented.
2.2.1. Summation of nonlinearly amplified Hilbert transform
A quadrature filter with the following transfer function
is called Hilbert Transform (HT), which is an all-pass filter
changing the phase of the input signal −90°, and has a
continuous impulse response of 1/(π t) [15],
G(ω) = −j sign(ω) =
−j ω > 0
0 ω = 0
+j ω < 0.
(9)
Therefore, the HT of the signal, s(t), can be obtained from the
following convolution:
sH(t) = s(t) ∗ 1
π t
= 1
π
∫ +∞
−∞
s(λ)
t − λdλ. (10)
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maxima and minima values of the original signal to the values
crossing the zero [11,12].
As abovementioned, the HT rotates the phase of its input
signal−90°. To show themain characteristic of the HT, suppose
that the hypothetical signal, x(t), is represented by the Fourier
series expansion, xˆ(t) [31], as follows:
x(t) ≈ xˆ(t) =
+∞−
n=0
Xn sin(ωnt + φn), (11)
whereXn andφn are the nth termof the Fourier series expansion
amplitude and phase, respectively. Thus the approximate HT,
xˆH(t), of the original signal, x(t), can be obtained as follows:
xH(t) ≈ xˆH(t) = H[xˆ(t)] = H
+∞−
n=0
Xn sin(ωnt + φn)

=
+∞−
n=0
Xn sin(ωnt + φn − π/2)
= −
+∞−
n=0
Xn cos(ωnt + φn). (12)
According to Eq. (12), it is seen that if signal x(t) crosses from
its absolute extremum points, then by rotation of the argument
phase,ωnt+φn, by−90°, the dominant value of the trigonomic
components will push the xH(t) signal to cross from zero
[11,12]. For instance, in Figure 3 a generic test signal, x(t) =∑2
n=1 Xn sin(ωnt + φn), given X1 = 1.0, X2 = 1.25, ω1 = 7.85,
ω2 = 4.712, φ1 = 0, φ2 = 7.2° and its HT are shown for
numerical validation of the HT property. In the next step, by
applying a nonlinear exponential transformation to the HT of
the original signal, x(t), the zero crossing locations of the HT
are amplified, while other points are pushed toward zero:
xN(t) = exp (−ξ |xH(t)|) , ξ > 0, (13)
where ξ is the attenuation coefficient, and if chosen large
enough, only zero crossing (or zero vicinity) locations of xH(t)
are magnified toward unity, while other points are weakened
to zero. In other words, if the x(t) curve includes absolute
extremums, the xN(t) will approximately be greater than zero
in the vicinity of each absolute extremum location. According to
this conclusion, in the kth slide of the analysis windowwith the
length of WL samples, the HT-based measure can be obtained
from the following summation:
MH(k) =
k+WL−
t=k
xN(t). (14)
From another point of view, MH(k) qualitatively shows the
number of impulses occurred in the analysis window.
2.2.2. Summation of absolute first-order derivative
If signal x(t) is sampled from the continuous waveform by
sampling frequency Fs, then summation of the absolute first
order derivative of the x(t) signal in the analysis window is
obtained as:
MdfI(k) = Fs
k+WL−1−
t=k
[|x(t + 1)− x(t)|] . (15)
This measure clearly detects the activity extent of the high-
frequency components of the original signal. In other words,
in weak P- or T-waves whose amplitude and area are not large
enough, this quantity shows better sensitivity to the occurrence
of such phenomena.Figure 3: (a) Illustration of the main characteristic property of the HT of an
embedded-in-noise signal. This figure shows that by crossing of the original
signal from its extremums, equivalently its HT crosses from zero value. (b) Zero-
crossing of theDWTandHTmethods applied to an excerpted ECG in comparison
with each other.
2.2.3. Summation of the absolute second-order derivative
Summation of the absolute second-order derivative of signal
x(t), with sampling frequency Fs in the kth slide of the analysis
window, can be obtained as:
MdfII(k) = F 2s
k+WL−2−
t=k
[|x(t + 2)− 2x(t + 1)+ x(t)|] . (16)
This measure indicates the ascend/descend rate or kurtosis
of the signal, x(t), detecting the activity period of the signal
generation source. The measure, MdfII(k), shows remarkable
fluctuations during the activity of individual events of the heart.
A large value of MdfI and MdfII indicates a sharp transition from
low tohigh or fromhigh to lowvalues in the excerpted segment.
Consequently, these measures detect the probable edges of the
signal in the analysiswindow,making theDAGImetric sensitive
to the behavior of the signal at the edges.
2.2.4. Curve length
The curve length of the signal, x(t), in the kth slide
of the analysis window, can be obtained approximately as
[16,17]:
MCL(k) ≈ 1Fs
k+WL−1−
t=k

1+ [(x(t + 1)− x(t)) Fs]2. (17)
The curve length is a suitable quantity to measure the duration
of the signal, x(t), events, either being strong or weak.
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The approximate area under curve, x(t), in the kth slide of
the analysis window is obtained from the following equation:
MAR(k) ≈ 1Fs
k+WL−
t=k
|x(t)| . (18)
A large MCL value of a signal points out a sharp ascending or
descending regime, and consequently this quantity make the
DAGI metric sensitive to the high-slope parts of the signal in
the analysiswindow, either ascending or descending. Generally,
the MCL measure indicates the extent of flatness (smoothness
or impulsive peaks) of samples in the analysis window.
This measure allows detection of sharp ascending/descending
regimes that have occurred in the excerpted segment [32,33].
2.2.6. Centralized mean square value
An estimate of the centralized mean square value of the
signal, x(t), excerpted segment can be obtained as:
MMS(k) = 1WL
k+WL−
t=k
[x(t)− µk]2 , (19)
whereµk is the samplemean of the x(t) in the analysis window
and can be obtained from the following summation:
µk = 1WL
k+WL−
t=k
x(t). (20)
The physical meaning of MMS(k) is the average power of the
events, while this quantity graphically shows the dispersion of
the samples around the mean value [13]. MMS(k) indicates the
difference between absolutemaximum andminimum values of
an excerpted segment. This difference may not be seen via the
mean value, because it is possible that the mean of a segment is
a small value, whilst the difference between its maximum and
minimum values is large.
2.2.7. Weighting and optimizing the obtained feature trends
In order to improve the delineation quality of the proposed
algorithm, the geometrical center of Mj(k), j = H , dfI , dfII ,
CL, AR, MS, is changed by application of a simple weighting
procedure. To this end, suppose that in the kth slide of the
analysis window, the excerpted signal is weighted as follows:
M(RH)j (k+ n) = f (n+WL/2)Mj(k+ n)
M(LH)j (k+ n) = f (WL/2− n)Mj(k+ n)
−WL/2 ≤ n ≤ WL/2,
j = H, dfI, dfII, CL, AR,MS, (21)
where superscripts RH and LH are acronyms for right-handed
and left-handed, respectively, and f (n) is the weight function.
It is noted that the weight function, f (n), can be chosen as
several appropriate mathematical functions, such as f (n) =
n, f (n) = n2, f (n) = K/((n − WL/2)2 + 1), f (n) =
exp(−λ(n − WL/2)2) etc. The main reason for application
of the weighting function, f (n), is to sharpen left and right
hand sides of the Mj signals coinciding with the edges of an
event, such as the QRS complex or other waves. By application
of an appropriate weight function, f (n), the maximum slope
relative to the minimum slope value of the excerpted segment
is increased, and therefore the edges identification sub-routine
can better discriminate the difference between minimum andmaximum slopes in the analysis window, thus more accurate
location for edges can be achieved. It should be noted that
according to the statistical analysis fulfilled to investigate the
effect of obtained measures Mj(k) weighting on delineation
error improvement, itwas concluded that an approximate value
of ±3 ms is achieved by the RH and LH weighted version,
validated by the cardiologist. It should be noted that the
largeness extent (order) of the M(w)j (k), j = H , dfI , dfII , CL, AR,
MS (superscript w indicates the weighted version, either LH or
RH), are not analogous to each other, and sometimes onemaybe
greater than the other(s) by more than 1000 times. Therefore,
by considering all raw trends together, the effects of relatively
small quantities are eliminated from the decision statistic. To
solve this problem, if M(w)j (k), j = H , dfI , dfII , CL, AR, MS,
represents the vector consisting of M(w)j (k) components with
sample standard deviation, σj, it can be shown that the new
measures, MNj = M(w)j /σj, j = H , dfI , dfII , CL, AR, MS, are of
unity variance, i.e.:
E[M(w)j /σj] = µj/σj ⇒ E[(M(w)j σj  
MNj
−µj/σj)2]
= E[(Mj − µj)2/σ 2j ]
= σ 2j /σ 2j = 1.0. (22)
Therefore, by application of this simple algebraic transforma-
tion, the maximum value ratios between all MNj vectors are
mapped into a common interval and can be comparedwith each
other. To generate the DAGI, allMNj vectors are synthesized into
a single trend as shown in the next section:
DAGI = GDA(MNH , MNdfI , MNdfII , MNCL,MNAR, MNMS), (23)
where operator GDA(.) indicates application of the Generalized
Discriminant Analysis (GDA) to the input argument trends.
2.2.8. Construction of the DAGI metric
In this section, the procedure of the DAGI construction using
the M(w)j , j = H , dfI , dfII , CL, AR, MS, via GDA algorithm is
described. Suppose that:
Fp×6 = ⌊

MNH

p×1 ,

MNdfI

p×1 ,

MNdfII

p×1 ,
MNCL

p×1 ,

MNAR

p×1 ,

MNMS

p×1⌋,
is the matrix that includes vectors MNj , j = H , dfI , dfII , CL, AR,
MS, of length p. The aim of the GDA application is to project
matrix Fp×6 into a new vector (DAGI)1×p to generate a single
measure including all the information of theMNj , j = H , dfI , dfII ,
CL, AR,MS, vectors.
The Discriminant Analyzed Geometrical Index method can
be assumed as a post-processing technique for improving the
accuracy of a detection–delineation algorithm, since in this
method, a train phase can be imagined. In order to perform
the train stage of the proposed DAGI method, first, the decision
statistic (here the DS is called as DAGI) and its histogram are
generated, then, an adequate length of DAGI, chosen from an
arbitrary interval of the whole DAGI. In the next step, using a
designed Neyman–Pearson hypothesis test, the samples of the
excerpted segment are categorized into two groups: QRS and
non-QRS. Therefore, each sample will have a 0 (non-QRS) or 1
(QRS) label. Using this information, the constitutive elements of
the DAGI metric, as well as each sample label, are put into the
feature matrix, Fp×6, and the LDA or GDA algorithm is applied
to reduce the number of feature matrix columns to 1.
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duction technique, the maximum extent of feature separabil-
ity in terms of maximization of the between-class dispersion to
within-class dispersion ratio will be achieved.
To justify the application of GDA or LDA rather than the
other dimensionality reductionmethods, such as PCAor ICA, the
following reasons can be presented:
• After application of an orthonormal projection method,
either linear or nonlinear, the formation (shape and
location) of the feature space is changed completely,
which results in a probable increase of ambiguity for the
detection–delineation process. It should be noted that due
to the train stage existence in the LDA or GDA method, as
a limiting constraint, the formation of the feature space is
not deformed as much as the aforementioned PCA or ICA
methods.
• The LDA- or GDA-based methods require the train stage
for each recorded holter signal. Although, by this adoption,
an off-line train phase is added to the method, several
assessments indicate that in high-level noises and low-
quality recorded signals, this method results in better
accuracies and noise-artifact robustness specifications.
Linear Discriminant Analysis (LDA). LDA is one of the feature
dimensionality reduction techniques by which to achieve the
maximum extent of feature separability, the ratio of between-
class to within-class variance in an understudy dataset is
maximized. As a comparison, after application of a linear
orthonormal projection method, such as PCA transformation,
the formation (shape and location) of the feature space changes,
whilst this change does not happen by application of LDA [33].
In the following paragraphs, a brief mathematical description
for illustration of the LDA structure is presented. Suppose that:
τFG = {(f1, g1), (f2, g2), . . . , (f6, g6)}
= MNH ,MNdfI ,MNdfII ,MNCL,MNAR,MNMS ,
with feature vectors (fj)p×1, g ∈ G = {1, 2, . . . , q}, q = 6,
which is the label set for training feature vectors, and p is the
length of MNj vector. The within-class, SW , and between class,
SB, scatter matrices can be obtained as:
SW =
−
g∈G
Sg ,
Sg =
−
i∈Ug
(fi − µi)(fi − µi)T ,
SB =
−
g∈G
ng(µg − µ)(µg − µ)T , (24)
where Ug consists of training features attributed to the new
feature space and ng is the number of training features in the
subsets of Ug . µ and µg vectors can be obtained from the
following summations as:
µ = 1
q
p−
i=1
fi,
µg = 1n g
−
g∈G
fg . (25)
If a linear transformation is defined to project the features to a
new feature space as:
z = T f, (26)then LDA is obtained by maximizing the separability criterion
below, which is a function of weight matrix:
ε() = det(S˜B)
det(S˜W )
, (27)
where S˜B and S˜W are between-class and within-class matrices,
respectively, obtained for the transformed data, z. In order
to maximize Eq. (27) to obtain the optimal weight matrix,
, several methods, based on Generalized Singular Value
Decomposition (GSVD), have been proposed by the authors and
can be seen in [33].
Generalized Discriminant Analysis (GDA). The GDA is the
nonlinear version of a conventional LDA and, in this case,
τFG = {(f1, g1), (f2, g2), . . . , (f6, g6)}
= MNH ,MNdfI ,MNdfII ,MNCL,MNAR,MNMS ,
with feature vectors (fj)p×1, g ∈ G = {1, 2, . . . , q}, q = 6. In
GDA projection, the input training set is mapped from feature
space, F , to a low-dimensional feature space, H , as F : GDA−→H .
Then conventional LDA is applied to the mapped data. During
this transformation, the features of space F are projected by a
kernel function, k(.), and bias term, b, as follows:
z1×p =

T

1×6 (k(f))6×p + b1×1, (28)
where,  is the weight matrix and b is bias vector, both of
which should be determined via an optimization approach. It
should be noticed that the optimum parameters (, b) can
be calculated by maximizing of the difference between the
between-class andwithin-class scatter of the τZG = {(z, 1)} and
z ∈ R. More detail about themethods to solve this optimization
problem can be seen in [33]. To facilitate the application of the
LDA technique, the pseudo-code associated with this algorithm
is presented as follows:
function output= lda(input,newdim)
% Input:
% input [struct] Input labeled data:
% .X [dim x num_data] Data sample.
% .y [1× num_data] Labels.
% Ouput:
% output [struct] Linear projection:
% .W− > Projection Matrix.
% .b− > Bias.
% .mean_X [dim× 1] Mean value of data.
% .SwWithin-class scatter matrix.
% .Sb Between-class scatter matrix.
input= c2s(input);
[dim, num_data]= size(input.X);
nclass=max(input.y);
mean_X =mean(input.X , 2);
Sw = zeros(dim, dim); % Matrix initialization
Sb= zeros(dim, dim); % Matrix initialization
for i = 1: nclass,
inx_i= find(input.y = i);
X_i= input.X(:,inx_i);
mean_Xi=mean(X_i, 2);
Sw = Sw + cov(X_i′, 1);
Sb= Sb+ length(inx_i) * (mean_Xi-mean_X) *
(mean_Xi-mean_X)′;
end;
(continued on next page)
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resulted DAGI metric to illustrate the behavior of each measure.
[V ,D] = eig(inv(Sw) * Sb);
[D,inx]= sort(diag(D),1,‘descend’);
output.W = V (:,inx(1:new_dim));
output.eigval= diag(D);
output.b= -output.W ′*mean_X;
output.Sw = Sw;
output.Sb= Sb;
output.mean_X =mean_X;
return;
% END OF FILE
In Figure 4, an example of the MNj (k), j = H , dfI , dfII , CL,
AR, MS, and the calculated DAGI obtained from an arbitrary
holter data is shown. As a summary of all aforementioned parts,
the DAGI reacts in edges, maximum (minimum) slope locations
and maximum (minimum) elevation locations. Therefore,
this quantity is a suitable decision statistic to detect edges
and extremums of an excerpted segment in the analysis
window. In the DAGI, several geometric parameters, such as
maximum to minimum value ratio, area, extent of smoothness
or being impulsive, and distribution asymmetry, can be
found (see Figure 4). The capacities of the DAGI-based
detection–delineation algorithmare shown in thenext sections.
2.3. Detection of QRS complexes via α-level Neyman–Pearson
based classifier
2.3.1. Design of False Alarm Probability (FAP) — bounded classifier
In this study, in order to detect QRS complexes via
segmentation of the DAGI metric, α-Level Neyman–Pearson,
which is of controlled FAP, is designed by implementation of
a Gaussian (normal) stochastic structure.
In order to cast the detection of QRS complexes into a
probabilistic framework, suppose that the observation set
samples {Z = z|Z ∈ Ω,Ω = Γ0 ∪ Γ1} consist of two states
of nature, Hypo. 0 and Hypo. 1, i.e. the samples of observation
(in this study, the observation set is DAGI metric), Z = z,
are distributed according to two probability density functions
(pdf), p0(z) and p1(z). The structure of hypotheses, Hypo.0
and Hypo.1, is shown in Eq. (29) in which A0 and A1 are
the parameters of the hypothesis test problem and N is a
stationary stochastic processwith the correspondingmodel and
parameters.
Hypo.0 : Z = N + A0
Hypo.1 : Z = N + A1 A1 > A0. (29)In this study, it is supposed that N is a Gaussian zero mean
stationary process with standard deviation, σ . Therefore, the
pdf of observation under states of nature, Hypo.0 and Hypo.1
(p0(z) and p1(z), respectively), can be calculated from Eq. (29)
as follows:
p0(z) = 1√
2πσ
exp
[ −1
2σ 2
(z − A0)2
]
p1(z) = 1√
2πσ
exp
[ −1
2σ 2
(z − A1)2
]
.
(30)
In order to construct a FAP-controlled Neyman–Pearson
classifier, the Likelihood Ratio (LR), which is the ratio between
Hypo.1 and Hypo.0 pdfs, should be obtained as follows:
L(z) = p1(z)
p0(z)
=
1√
2πσ
exp

−1
2σ 2
(z − A1)2

1√
2πσ
exp

−1
2σ 2
(z − A0)2

= exp
[ −1
2σ 2
(z − A1)2 + +12σ 2 (z − A0)
2
]
. (31)
By taking log(.) (natural logarithm) from the obtained LR (the
resulted ratio is consequently called log-LR), and solving the
inequality log(L(z)) > τ for finding the equivalent inequality
for z, the following result is obtained:
log(L(z)) = +1
2σ 2

(z − A0)2 − (z − A1)2

,
log(L(z)) > τ ⇒ +1
2σ 2

(z − A0)2 − (z − A1)2

> τ ⇒ z > τ ′. (32)
According to Eq. (32), if z > τ ′, where τ ′ is a threshold that
is determined according to the FAP value and the other test
parameters, then z will belong to class Hypo.1. The FAP of this
test is the integration of pdf p0(z) over the Γ1(z > τ ′) region as
follows:
FAP = P0(Γ1) =
∫ +∞
τ ′
p0(z)dz
=
∫ +∞
τ ′
1√
2πσ
exp
[ −1
2σ 2
(z − A0)2
]
dz
= 1− Φ

τ ′ − A0
σ

, (33)
where Φ(x) is the unit variance and zero mean Gaussian
cumulative probability distribution function,with the following
integral definition:
Φ(x) = 1√
2π
∫ x
−∞
e
−1
2 t
2
dt. (34)
By equaling the latest term of Eq. (33) to the given FAP value, α,
and by solving it to find the threshold, τ ′, as a function of A0, σ
and α, the following result is obtained:
1− Φ

τ ′ − A0
σ

= α, (35)
τ ′ = A0 + σΦ−1(1− α), (36)
where α represents the level (false-alarm probability) of the
binary Neyman–Pearson test and is chosen as 0.005 ≤ α ≤
0.05 [34]. It should be noted that although Eqs. (30)–(36)
were derived based on simplifying assumptions (independent
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via estimation of the DAGI metric histogram (discrete probability distribution
function). The depicted histogram is obtained from an arbitrary high-resolution
holter data.
samples, identical distribution, etc.), similar to the derivation of
Kalman filtering equations, its operation depends only on the
first and second-order moments of the signal. Consequently,
it can be easily implemented in actual cases and a high
performance would be resulted from the algorithm in practical
applications [34]. The parameters, A0 and σ , are the test
parameters and should be determined properly to achieve
acceptable results. In order to find A0, according to Figure 5, first
a histogram (discrete probability distribution function) of the
DAGI metric is estimated using an existing simple method [32]
and, then the maximum value of the obtained histogram is
assigned as A0. In other words, A0 is the maximum distribution
(or equivalently A0 is the value of the DAGI metric baseline). As
shown in Figure 5, σ is the distance between the A0 value and
the first corner of the histogram taking place immediately after
A0. It should be noted that histogram estimation can be fulfilled
recursively (on-line) or cumulatively (off-line). The accuracy
of the second method is higher than the on-line methods, but
at the expense of a heavier computational burden, as well as
missing real-time implementation of the method. More details
relating to this section are omitted and left to be seen in
[31–34].
3. Databases, results and evaluation of the DAGI-based ECG
events detection–delineation algorithm
3.1. Technical descriptions of the utilized databases
Thehigh-resolution holter database ofDAYhospital contains
24 h 3-lead records of about 150 patients including diverse ECG
arrhythmias, such as BBB, PVC, PAC,myocardial infarction, heart
failure, ischemia and T-wave alternans. The sampling frequency
of this database is 1000 Hz with 32-bits of resolution [16].
The electrodes of each holter are attached to the subjects
chest skin surface at positions 1, 3, 5 via suitable vacuum
cups. The MIT-BIH Arrhythmia Database contains 48 half-
hour excerpts of two-channel ambulatory ECG recordings,
obtained from 47 subjects studied by the BIH Arrhythmia
Laboratory. The recordings were digitized at 360 samples per
second per channel with 11-bit resolution over a 10 mV
range. Two ormore cardiologists independently annotated each
record; disagreements were resolved to obtain the computer-
readable reference annotations for each beat (approximately
110,000 annotations in all) included in the database [20]. TheQT records were chosen primarily from among existing ECG
databases including the MIT-BIH Arrhythmia Database, the
European Society of Cardiology ST–T Database, and several
other ECG databases collected at Boston’s Medical Center. All
records were sampled at 250 Hz [21]. The European ST–T
Database is intended to be used for evaluation of algorithms
for the analysis of ST- and T-wave changes. This database
consists of 90 annotated excerpts of ambulatory ECG recordings
from 79 subjects. The database includes 367 episodes of ST
segment change, 401 episodes of T-wave changewith durations
ranging from 30 s to several minutes, and peak displacements
ranging from 100 µV to more than 1 mV [22]. The TWA
database has been assembled for the PhysioNet/Computers
in Cardiology Challenge 2008. It contains 100 multichannel
ECG records sampled at 500 Hz with 16 bit resolution over a
±32 mV range. The subjects include patients with myocardial
infarctions, transient ischemia, ventricular tachyarrhythmias
and other risk factors for sudden cardiac death, as well as
healthy controls and synthetic cases with calibrated amounts
of T-wave Alternans [23]. Those which were not originally
sampled at that rate were converted using the MIT Waveform
Database Software Package [24].
3.2. Procedure of the proposed DAGI-based ECG waves detec-
tion–delineation algorithm
3.2.1. Bandpass FIR filtering to remove noise and motion artifacts
A general block diagram of a multi-lead based ECG events
detection–delineation algorithm is illustrated in Figure 6.
According to this flow-chart, first three-lead high resolution
24 h holter ECG signals are extracted, and using a bandpass
FIR filter with (0.40–40) Hz passband characteristics, each lead
is filtered to remove contaminating effects, such as baseline
wander, motion artifacts and high frequency measurement
noise. It can be stated that the main components of the
ECG signal relating to the heart’s electrical activity, have
frequency specifications with uttermost concentration on the
(0.40–40) Hz interval [16].
3.2.2. Application of à trous discrete wavelet transform
In order to increase the robustness of the DAGI-based
detection–delineation algorithm, after appropriate noise and
baseline wander removal from each lead, the Euclidean norm
between samples is calculated as:
xT [n] =

x21[n] + x22[n] + x23[n], n = 1, 2, . . . ,N. (37)
As will be shown, by application of this norm instead of a
single individual lead, when a lead contains transient or even
permanent disturbances, other clean leads compensate the lack
of information caused by the noisy lead, and consequently
the algorithm shows more endurance against probable noise
and motion artifacts. Then, using à trous discrete wavelet
transform algorithm, appropriate scales, 2λ(λ = 1, 2, . . . , 6),
are extracted from the resulted norm. In order to amplify the
effects of important events of the ECG signal, such as P-wave, T-
wave andQRS complex, and also toweaken disturbing effects to
a possible extent, a synthetic quantity is extracted from scales,
2λ(λ = 3, . . . , 6), as follows:
WT [n] =
6−
λ=3
W2λ [n]W22 [n], n = 1, 2, . . . ,N. (38)
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obtained DAGI metric.
96 M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104Figure 7: Example of α-level Neyman–Pearson based detected-delineated P-
wave, QRS complex and T-wave of high resolution ambulatory holter ECG
via segmentation of DAGI measure (detection–delineation of normal QRS
complexes, delineation of a PVC complex and delineation of T- and P-waves).
3.2.3. Resampling of the obtained synthetic scale into a target
frequency (unified parameters adjustment)
It should be noted that almost all parameters of the
proposed detection delineation algorithms [11,13,16,17] are
highly dependent on the sampling frequency of the holter
systems. For example, sampling frequencies 128 Hz, 250 Hz,
500 Hz, 750 Hz, 1 kHz, 2 kHz and 10 kHz can be seen among
holter-based databases [35]. In order to introduce a unified ECG
individual events detection framework that is applicable for all
sampling frequencies, after calculation of the synthetic scale as
described previously, the original signal in the core sampling
frequency is mapped to a new trend with target sampling
frequency 750 Hz. By this operation, once the parameters of
the algorithm are properly regulated for the target sampling
frequency, the algorithm can be implemented to the holter data
sampled with any rate.
3.2.4. DAGI metric generation and normalization
A window with the length of L ∼ (40–50 ms) samples is
then slid sample to sample on the resampled version of signal
WT [n], and the measure DAGI is calculated in each window.
In the next step, the obtained trend DAGI metric is
normalized. Normalization of the signal DAGI is an algebraic
linear transformation that maps the signal DAGI, so that its
first and second moments are transferred to zero and unity,
respectively, i.e.:
(DAGI)N = [DAGI−mean(DAGI)]/std(DAGI),
mean[(DAGI)N ] = 0, std[(DAGI)N ] = 1.0, (39)
where mean (.) and std (.) are mean value and standard
deviation operators, respectively. The aim of normalization
is to diminish subject dependency of the signal DAGI. If so,
once applied thresholds and decision criteria are tuned, their
performance is preserved during application of the method to
any subject [13].
3.3. Detection and delineation of holter ECG events
3.3.1. Detection and delineation of the QRS complexes (normal,
ectopy)
According to Eq. (36) of the previous section, after deter-
mination of the test parameters, A0 and σ , using histogram
estimation and given FAP, α, the threshold, τ ′, is determined
and used to segment the DAGI metric into QRS (Hypo.1) andFigure 8: The obtained decision statistic DAGI from three different patterns
of the holter ECG signal. (a) A subject with the Bundle Branch Block (BBB)
and ectopic (premature) ventricular arrhythmia; (b) a patient with premature
ventricular contraction; and (c) a patientwith couplet (twin) ventricular ectopic
arrhythmia.
non-QRS (Hypo.0) regions. The decision function, δ(n), is then
obtained with the following structure:
δ(n) =

QRS Complex DAGI(n) ≥ τ ′
non-QRS Complex DAGI(n) < τ ′. (40)
To this end, first, all samples of the DAGI signal are analyzed
via decision rules presented by Eq. (40), and the edges of each
obtained rectangular pulse are determined using appropriate
calculations and assigned as the edges of the detected QRS
complex (see Figure 7). These points are then transferred
to the 23 scale and the index for extremum values are
specified between edges. If the minimum is occurred before
the maximum, a dominant local minimum value would exist
in the original signal and vice versa. In this way, the sign of
the QRS complex (upward or downward) can be realized. In
order to detect Q and S waves, the mean value of the index
corresponding to the number of crossings of zero is calculated
for movement between the R-wave and right and left edges. To
illustrate several patterns of the DAGI metric associated with
several arrhythmia types (Figure 8), this measure for subjects
M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104 97Figure 9: An excerpted segment from total delineated from lead I (left) of record # 108 MITDB ECG. Delineated (a) P-waves, (b) QRS complexes, and (c) T-waves.
Lead II (right) of record # 108 MITDB ECG. Delineated (d) P-waves, (e) QRS complexes, and (f) T-waves.with ectopic Bundle Branch Block (BBB), Premature Ventricular
Contraction (PVC) and couplet (twin-ectopy) PVC is plotted.
3.3.2. Detection and delineation of P- and T-waves (normal,
biphasic, inverted)
In order to detect P- and T-waves, a local search for two local
maxima is conductedbetween two successive extremumvalues
in the GI signal. The local maximum close to the right R-wave is
specified as a P-wave index and the one close to the left R-wave
is specified as the T-wave index of the preceding beat. In the
next step, in order to determine the onset and offset of P- and
T-waves, a segment of the signal, GI, between two consequent
QRS complexes is chosen and a local search is conducted to find
four local minima, as follows:
(a) A search between the endof the precedingQRS complex and
T-wave peak (beginning of the preceding T-wave).
(b) A search between the T-wave peak and half of the RR
interval (end of the preceding T-wave).
(c) A search between the half of the RR interval and the P-wave
peak (beginning of P-wave).
(d) A search between the P-wave peak and the beginning of the
next QRS complex (the end of P-wave).
Examples of QRS, P-wave and T-wave detection and
delineation are depicted in Figures 9–12. In these figures, solid
circles represent the wave edges (beginning and end), solid
triangles show the extremums of the waves and solid squares
marks the offset of the detected events.
3.4. Validation of the presented algorithm
Generally, all obtained results in this study are strictly
validated in three sequential layers called: CHECK#0, CHECK#1
and CHECK#2. In CHECK#0, the obtained results are compared
with the annotation files associated with the signal file. In
CHECK#1, the confusing obtained results are visually validatedby the cardiologist of the team. In CHECK#2, more misleading
outcomes are shared with at least 3 cardiology residents in
the hospital to gain their votes and choose the best guess as
the final decision. These three steps are frequently used to
validate results obtained from implementation of the designed
computer programs [13,20–22].
Numerous databases with different sampling frequencies
and signal to noise ratios are used in this study to validate the
performance of the proposed detection algorithm. To validate
the QRS detection and delineation algorithm, MITDB (Fs =
360 Hz), TWADB (Fs = 500 Hz), and QTDB (Fs = 250 Hz),
which contain annotation files, are used (CHECK#0). It should
be noticed that in challenging cases, results were delivered to
the cardiologist, and accordingly the detection algorithm was
re-validated (CHECK#1). In cases of QRS with very abnormal
morphologies, the results were also checked by some residents
(CHECK#2).
Many approaches have yet been developed in the area of
wave detection, which are all applied only to lead I. Thus in
order to validate the performance of the proposed detection
algorithm, it was applied to lead I. If so, it would be possible
to compare the presented algorithm with other researches.
MITDB, QTDB and TWADB include 48, 105 and 100 subjects,
respectively. All these data were converted to MAT-files using
the WFDB Software [27]. The presented detection algorithm
was validated in a sequential order in three steps:
1. Detection of QRS Complexes: in order to detect QRS
complexes, the presented algorithm was applied to all
MITDB, QTDB, and TWADB signals and the results of QRS
detection and annotation fileswere compared in a computer
program (CHECK#0). These results were then delivered to
a cardiologist in graphical format (such as Figures 9 and
10), and accordingly the detection algorithm was modified
(CHECK#1). The results of this study are presented in
Tables 2–4 to be compared to other work. As an instance,
record #207 includes 2385 annotated complexes which are
98 M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104Figure 10: Two-lead detected-delineated trends of a high resolution holter ECG including a PVC with Full Compensatory Pause (FCP). An excerpted segment from
total delineated from lead V1 (left) of an arbitrary holter ECG. Delineated (a) P-waves, (b) QRS complexes, and (c) T-waves. Lead V2 (right) delineated (d) P-waves,
(e) QRS complexes, and (f) T-waves.Figure 11: Three-leads detected-delineated trends obtained from a high resolution ambulatory holter record. (a) Lead V1 , (b) lead V2 and (c) lead V3 . Although
SNR value in some QRS complexes of the third lead is lower than the corresponding ones in other leads, the probable errors are eschewed by compensation of the
information lack by the other leads.Table 2: Performance evaluation of several QRS detection algorithms: Application to MITDB.
Detection algorithm # of
annotations
TP FP FN Error (%) Se (%) P+(%)
This study 109,428 109,375 81 53 0.12 99.95 99.93
Ghaffari et al. [13] 109,428 109,367 89 61 0.14 99.94 99.91
Ghaffari et al. [16] 109,428 109,327 129 101 0.21 99.91 99.88
Ghaffari et al. [11] 109,428 109,215 160 213 0.34 99.80 99.85
Martinez et al. [15] 109,428 109,208 153 220 0.34 99.80 99.86
Li et al. [25] 104,182 104,070 65 112 0.17 99.89a 99.94a
Hamilton and Tompkins [26] 109,267 108,927 248 340 0.54 99.69 99.77
Pan and Tompkins [27] 109,809 109,532 507 277 0.71 99.75 99.54
Moody and Mark [28] 109,428 107,567 94 1861 1.79 98.30 99.91
a In this case, a discrepancy is found between the published result and the review paper [10].amixture of normal complexes and ventricular flutter. In the
next step, for the results of the algorithm to be compared
with those of Martinez et al., the VF beats were eliminated.
The presented algorithm was applied to this record and the
statistical values of FP = 4 and FN = 8 were achieved,which yield to the values of Se = 99.60% and P+ = 99.72%,
respectively.
2. Delineation of QRS Complexes, P- and T-Waves: The QTDB
includes 105 files with the sampling frequency of 250 Hz
containing the beginning, end and peak of the P-wave
M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104 99Figure 12: This figure shows qualitatively the robustness of the presented algorithm against low SNR in a lead. Detection and delineation of two-lead trends of
a high resolution holter ECG including a PVC with Retrograde Conduction into Atrium (RCA). A segment excerpted from a delineated lead V1 (left). Delineated
(a) atrial depolarization (P-event) waves, (b) ventricular depolarization (QRS complexes) and (c) ventricular repolarization (T-waves). Delineation of lead V2 (right):
(d) P-waves, (e) QRS complexes, and (f) T-waves.Table 3: Performance evaluation of QRS detection algorithms: Application to QTDB.
Detection algorithm # of annotations TP FP FN Error (%) Se (%) P+ (%)
This study 86,892 86,869 61 23 0.10 99.97 99.93
Ghaffari et al. [13] 86,892 86,854 70 38 0.12 99.96 99.92
Ghaffari et al. [16] 86,892 86,845 79 47 0.15 99.94 99.91
Ghaffari et al. [11] 86,892 86,819 94 73 0.19 99.92 99.89
Martinez et al. [15] 86,892 86,824 107 68 0.20 99.92 99.88
Moody and Mark [28] 86,892 84,458 459 2434 3.33 97.2 99.46Table 4: Performance evaluation of QRS detection algorithms: Application to TWADB.
Detection algorithm # of annotations TP FP FN Error (%) Se (%) P+ (%)
This study 11,789 11,784 7 5 0.11 99.96 99.94
Ghaffari et al. [13] 11,789 11,782 11 7 0.15 99.94 99.91
Ghaffari et al. [16] 11,789 11,776 18 13 0.26 99.89 99.84
Ghaffari et al. [11] 11,789 11,760 24 29 0.45 99.75 99.80and QRS complex, as well as the peak and end of the
T-wave in the corresponding annotation files. Using this
information, it would be possible to completely detect and
delineate P-waves and detect the beginning and end of
QRS complexes (CHECK#0, CHECK#1). Also it is possible
to detect the peak and end of the T-wave using QTDB.
Nonetheless, detection of all waves in the QRS complex and
the beginning of the T-wave using these two databases is
not possible. To meet this end, the CHECK#1 and CHECK#2
approaches were implemented. The results of delineation
of P-wave, detection of QRS edges, and detection of the
end and peak of the P-wave using the QTDB are presented
in Table 5. In this table, sensitivity percentage, positive
predictivity percentage and minimum–maximum location
error in milliseconds are presented.3. As a final step in the validation of the proposed algorithm, it
was applied to 3-lead holter data of 4 subjects (1 h long) and
the results of application of the CHECK#1 and CHECK#2 are
presented in Table 6.
As the final step of the accuracy performance checking,
in each case, the trend of the RR-tachogram is obtained and
plotted. It should be noted that if the RR-interval is remarkably
less than the mean value, a probable False Positive (FP) error
may exist. On the other hand, if the RR-interval is significantly
greater than the mean value, the false negative error may
probably exist. In Figure 13, two examples of a RR-tachogram
obtained from theholter data of twohospital patients, including
PVC and PAC beats, are shown.
In Table 7, some specifications of the proposed ECG
events detection–delineation algorithm are shown. According
100 M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104Table 5: Performance evaluation of delineation algorithms on QTDB.
Method Accuracy
parameters
PON Ppeak POFF QRSON QRSevents QRSOFF TON Tpeak TOFF
This
study
Se (%)
P+(%)
LEa (µ± σ )
(ms)
99.69
99.21
−1.1± 3.4
99.69
99.21
3.4± 6.3
99.69
99.21
−0.1± 3.1
99.97
99.95
−0.6± 3.3
99.97
99.95
0.7± 1.9
99.97
99.95
−0.1± 5.4
99.93
99.92
−1.0±3.7
99.93
99.92
−0.2± 2.6
99.93
99.92
−0.1± 5.2
Ghaffari
et al.
[13]
Se (%)
P+(%)
LE (µ± σ )
(ms)
99.64
99.00
−1.1± 4.7
99.64
99.00
3.6± 7.7
99.64
99.00
−0.2± 3.4
99.97
99.95
−0.6± 4.9
99.97
99.95
0.7± 2.4
99.97
99.95
−0.1± 5.9
99.93
99.92
−1.1±4.1
99.93
99.92
−0.2± 3.1
99.93
99.92
−0.1± 6.8
Ghaffari
et al.
[16]
Se (%)
P+(%)
LE (µ± σ )
(ms)
99.46
98.83
−1.2± 6.3
99.46
98.83
4.1± 10.5
99.46
98.83
0.7± 6.8
99.94
99.91
−0.6± 8.0
99.94
99.91
1.1± 2.8
99.94
99.91
0.3± 8.8
99.87
99.80
−1.4±5.7
99.87
99.80
0.3± 4.1
99.87
99.80
0.8± 10.9
Martinez
et al.
[15]
Se (%)
P+(%)
LE (µ± σ )
(ms)
98.87
91.03
2.0± 14.8
98.87
91.03
3.6± 13.2
98.75
91.03
1.9± 12.8
99.97
NAb
4.6± 7.7
NRc
NR
NR
99.97
NA
0.8± 8.7
NR
NR
NR
99.77
97.79
0.2± 13.9
99.77
97.79
−1.6±18.1
Laguna
et al.
[29]
Se (%)
P+(%)
LE (µ± σ )
(ms)
97.7
91.17
14.0±13.3
97.7
91.17
4.8± 10.6
97.7
91.17
−0.1±12.3
99.92
99.91
−3.6± 8.6
NR
NR
NR
99.92
NA
−1.1± 8.3
NR
NR
NR
99.0
97.74
−7.2±14.3
99.0
97.71
13.5± 27.0
Vila
et al.
[30]
Se (%)
P+(%)
LE (µ± σ )
(ms)
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NR
NR
NR
NA
NA
NA
NR
NR
NR
92.6
NR
−12± 23.4
92.6
NR
0.8± 30.3
a LE: Location Error.
b NA: Not Applicable.
c NR: Not Reported.Table 6: Performance evaluation of the proposed algorithm on 3-lead 24 h high resolution holter data (CHECK #1 and 2).
Method Accuracy
parameters
PON Ppeak POFF QRSON QRSevents QRSOFF TON Tpeak TOFF
Lead I (#)
LEa (µ± σ )
(ms) [16]
LE (µ±σ ) [13]
LE (µ± σ )
[this study]
(14310)
−4.2±8.3
−2.7±5.9
−2.3±5.1
(14310)
2.3±11.2
1.1± 8.3
1.0± 4.1
(14310)
3.1± 6.6
1.7± 4.0
1.1± 2.1
(14340)
−2.4±8.1
−2.1±5.4
−2.1±4.3
(14340)
3.8± 6.7
2.1± 3.9
2.1± 2.6
(14340)
8.3± 11.1
5.1± 7.7
5.1± 6.8
(14310)
−5.3± 9.9
−2.9± 7.1
−2.4± 7.0
(14310)
−2.4± 7.1
−1.8± 6.6
−1.7± 5.3
(14310)
3.8± 12.1
2.8± 4.5
2.0± 3.7
Lead II (#)
LE (µ± σ )
(ms) [16]
LE (µ±σ ) [13]
LE (µ± σ )
[this study]
(14293)
−4.3±8.8
−3.4±6.9
−2.9±6.1
(14293)
2.6±11.1
1.8± 7.1
1.1± 5.9
(14293)
3.0± 7.1
2.1± 3.9
1.8± 2.7
(14307)
−2.6±8.2
0.9± 5.8
0.9± 3.9
(14307)
3.6± 6.1
1.0± 4.5
1.0± 3.1
(14307)
8.7± 11.2
5.7± 9.5
5.7± 8.2
(14293)
−5.7± 9.1
−3.6± 4.7
−3.1± 3.3
(14293)
−2.5± 7.0
−1.0± 4.3
−0.7± 3.4
(14293)
4.9± 14.1
2.8± 9.5
2.3± 8.4
Lead III (#)
LE (µ± σ )
(ms) [16]
LE (µ±σ ) [13]
LE (µ± σ )
[this study]
(14315)
−5.6±7.4
−2.5±4.7
2.2± 3.5
(14315)
4.1± 9.6
1.8± 5.1
1.1± 4.0
(14315)
2.9± 5.8
0.6± 3.2
0.4± 2.4
(14296)
−3.1±7.8
−1.4±3.3
−1.4±2.7
(14296)
4.7± 7.6
2.1± 5.2
2.1± 3.5
(14296)
7.1± 12.0
3.4± 4.2
3.4± 3.1
(14287)
−5.8± 10.8
−3.4± 6.1
−2.8± 5.0
(14287)
−1.4± 11.1
−0.6± 4.9
−0.4± 3.4
(14287)
3.1± 10.9
0.8± 4.8
0.6± 4.0
a LE: Location Error.to this table, the presented detection–delineation algorithm
possesses the best performance characteristics, namely, speed
of processing, accuracy and robustness against noise and
motion artifacts. The C++/MEX code of the presented algorithm
was compiled and built in the MATLAB environment via the
Microsoft Visual Studio 2008 compiler. The code was executed
using a computer with Intel single core 2.40 GHz CPU, 2.00 GB
of RAM and 4 MB of cache memories.3.5. Noise robustness assessment of the proposed DAGI-based ECG
events detection delineation algorithm
In this section, in order to analyze the performance of the
DAGI-based ECG events detection algorithm in the presence of
noise, a single-beat holter signal is embedded into a Gaussian
noise with diverse variances (powers), and the proposed
algorithm is applied to the resulted signal. It should also be
M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104 101Figure 13: The detected RR-tachogram to estimate the number of FP and FN type errors. (a) This trend shows a FP error during the PAC-induced heart rate turbulence.
(b), (c) A trend with no FP and FN errors during the PVC-BBB induced heart rate turbulence.Table 7: Performance characteristics of some proposed detection–delineation algorithms to be compared with each other.
Detection algorithm Development
environment
Speed
samples/s
Detection/
delineation
Dependency of parameters
to sampling frequency
Maximum delineation
error ms (RMS)
Se/P+(%)
Conventional Hilbert
transform [12]
Matlab 52,710 Yes/No Yes NAa 99.61/99.42
Modified Hilbert transform [11] Matlab 43,830 Yes/No Yes NA 99.70/99.75
Conventional discrete wavelet
transform [15]
Matlab 47,934 Yes/Yes Yes 12.33 99.80/99.86
DWT-based area curve length
method [16]
C++/MEX (Matlab) 101,701 Yes/Yes Yes 7.26 99.91/99.88
DWT-based multiple higher
order moments method [13]
C++/MEX (Matlab) 148,943 Yes/Yes Yes 6.14 99.94/99.91
DAGI (this study) C++/MEX (Matlab) 146,781 Yes/Yes No 5.29 99.96/99.96
a NA: Not Applicable.Table 8: Performance evaluation of the DAGI-based algorithm using the single-beat embedded in noise holter ECG signal.
Test # SNR (dB) # of Beats TP FP FN Error (%) Sea (%) P+b (%) Delineation
errorc (%)
1 −8 1695 – – – – Failed Failed Failed
2 −6 1695 1383 628 312 55.46 81.59 68.77 7.3
3 0 1695 1649 58 46 6.14 97.29 96.60 4.6
4 6 1695 1678 26 17 2.54 98.99 98.47 3.1
5 12 1695 1692 6 3 0.53 99.82 99.65 2.0
6 18 1695 1694 3 1 0.24 99.94 99.82 1.6
7 24 1695 1694 3 1 0.24 99.94 99.82 1.4
a Se = TPTP+FN × 100.
b P+ = TPTP+FP × 100.
c Error = FP+FNTP+FN × 100.noted that there are various methods for the generation of
random sequences, such as Monte-Carlo algorithms, which are
used in this study [19]. In the next step, the performance
of the DAGI algorithm was evaluated for different values
of SNR and, after conducting numerous simulations, it was
concluded that for positive values of SNR, the algorithm will
lead to suitable results. However, for negative SNR values, the
performance of the algorithm gradually decreases, and finally
for SNR = −8 dB or lower, the performance of the algorithm
is suddenly decreased and rapidly misses its accuracy until
complete failure. Examples of the single-beat holter ECG signal
embedded into noises with different SNR are illustrated in
Figure 14.
The SNR value is altered from 30 dB to −10 dB and,
during each decrement, the accuracy of the proposed ECG
detection–delineation algorithm is assessed. According to this
investigation, by decreasing the SNR value from 35 to 10, the
delineation error increases from 1.4 to 7.3 ms. Also in SNR
values lower than−8 dB, the algorithm fails to properly detectand delineate the P-QRS-T cycles. The quantitative assessment
of the noise-robustness of the proposed method is described
in Table 8. In Figure 15, the Receiver Operation Characteristics
(ROC) proposed ECG events detection–delineation algorithm
is depicted in terms of sensitivity and positive predictivity
percents versus SNR values. Also, in Figure 16, the delineation
error of the algorithm versus SNR is depicted showing uniform
accuracy demolition versus increment of the SNR value.
4. Conclusion
In this study, a new ambulatory holter ECG events de-
tection–delineation algorithm with the major focus on the
bounded FAP segmentation of an information-optimized deci-
sion statistic was developed and described. After implemen-
tation of an appropriate bandpass filter and calculation of the
Euclidean norm between three leads, á trous DWT was ap-
plied to the resulted norm and a synthetic measure was cal-
culated between some obtained dyadic scales. Then a uniform
102 M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104(a) SNR = −6 dB. (b) SNR = −4 dB.
(c) SNR = −2 dB. (d) SNR = 0 dB.
(e) SNR = +2 dB. (f) SNR = +4 dB.
(g) SNR = +6 dB. (h) SNR = +8 dB.
Figure 14: A single-beat holter signal embedded into several SNR values for the noise-robustness assessment of the proposed Neyman–Pearson-based ECG events
detection algorithm. The original test segment was added with a noise as: (a) SNR = −6 dB, (b) SNR = −4 dB, (c) SNR = −2 dB, (d) SNR = 0 dB, (e) SNR = +2 dB,
(f) SNR = +4 dB, (g) SNR = +6 dB and (h) SNR = +8 dB.
M.R. Homaeinezhad et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 86–104 103Figure 15: The variations of two statistical performance parameters sensitivity
and positive predictivity versus different SNR values.
Figure 16: Delineation error variations versus SNR values. According to
this figure, by decrement of the SNR value, the delineation error increases
monotonically.
length window was slid, sample to sample, on the synthetic
scale and, at each slide, six feature vectors as summation
of the nonlinearly amplified Hilbert transform, summation of
the absolute first order differentiation, summation of the ab-
solute second order differentiation, curve length, area and
variance of the excerpted segment were calculated. Then all
feature trends are normalized and utilized to construct the
DAGI by application of a nonlinear orthonormal projection. In
the next step, a α-level Neyman–Pearson classifier was imple-
mented to detect and delineate QRS complexes. The presented
method was applied to MITDB, QTDB and TWADB, and as a re-
sult, the average values of Se = 99.96% and P+ = 99.96% were
obtained for the detection of QRS complexes with the average
maximum delineation error of 5.7 ms, 3.8 ms and 6.1 ms for
P-wave, QRS complex and T-wave, respectively. Also, the pro-
posed method was applied to the DAY general hospital high
resolution holter data and average values of Se = 99.98%
and P+ = 99.97% were obtained for QRS detection. In sum-
mary, a marginal performance improvement of ECG events
detection–delineation process in widespread values of SNR,
reliable robustness against strong noise, artifacts and probable
severe arrhythmia(s) of high resolution holter data, and the pro-
cessing speed of 146 ksamples/s can bementioned as important
merits and capabilities of the proposed algorithm.
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