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CHAPTER1
Introduction
When we talk about the Universe, most of people immediately think of huge structures such
as galaxies, or stars and planets. Black holes also speak to the imagination. What most people
usually do not imagine is that molecules exist everywhere in space. Although they are tiny
structures when compared to the stars, molecules are of key importance to understand how the
Universe works. The field of science that studies molecules in space is called astrochemistry.
This is an exiting era for astrochemistry. Since the first observation of a molecular species
in the interstellar medium (ISM) back in the 1930’s, molecules have found to be present in
all astronomical environments and objects ever observed (apart from regions of hot ionized
gas), from stars to planets, from diﬀuse clouds to dense regions of protoplanetary discs, in
other galaxies, in exoplanets atmospheres, and in interstellar and cometary ices. The range
of diversity of species is very broad, ranging from simple diatomic to more complex species.
Molecules play an important role on the evolution of astronomical objects as they act as
coolants and radiation shielders, and they influence the appearance and evolution of life on a
planet. Therefore, the study of astronomical molecules is essential for our comprehension of
the Universe and ourselves. This is not only of interest for the scientific community, but also
for the general public, making astrochemistry an excellent tool for science education.
To date, a new generation of telescopes is available producing an enormous amount of
molecular data which promises to significantly enlarge our knowledge about the molecular
Universe. Almost seventy years back in time, when scientists discovered the first extraterres-
trial molecules, they could not imagine the Universe to be so chemically rich.
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1 Introduction
1.1 Stellar evolution and life cycle
The interstellar medium consists of gaseous and dusty regions called clouds and are found
all over the Galaxy. In terms of mass, about 99% of these clouds consists of gas, in which
molecular hydrogen is the most abundant species. The dust is composed of a grain nucleus
of silicate and/or carbonaceous material (Li & Greenberg 2003, Henning 2010), covered by a
mantle of diﬀerent volatile molecular species. Water is known to be the most abundant species
present in those mantles, but carbon monoxide, carbon dioxide, and methanol, among others,
also exist. The density and temperature of those clouds are extremely low compared to terres-
trial standards. Even in modern laboratories it is impossible to perfectly reproduce the inter-
stellar physical conditions. The density, for instance, ranges typically from 10 to 104 cm−3,
while the best vacuum that can be created in the laboratory is one thousand times denser. Dif-
ferent kinds of interstellar clouds exist. Those with lower densities (10−100 cm−3) are called
diﬀuse clouds where the gas phase is mostly atomic in nature, although molecules have been
observed as well (McCall 2005). Others are denser (104 cm−3) and colder (10−20 K). Those
colder darker clouds are called molecular clouds. Clouds are not static objects, although
their evolution may take millions of years. Explosions of nearby stars induce gravitational
instabilities, which drive the collapse of dense clouds (Mac Low & Klessen 2004). As a con-
sequence of such collapse, new stars and ultimately planetary systems are formed. Therefore,
molecular clouds are nurseries of planetary systems in the Galaxy.
After the collapse of the parental molecular cloud, a protostar is formed in the center of
the collapsed region. At this stage, the new born star is still surrounded by a disk of gas and
dust that conserves the angular momentumof the cloud. As the star evolves and liberates heat,
the surrounding envelope is finally dispersed. However, during the protoplanetary stage, the
dust grains present in the envelope stick together. Later on, this sticking process gives birth
to rocks and ultimately to planets, building the planetary system surrounding the young star.
The whole process may take several millions of years. Our own Solar System is a result
of this collapsing process and, after 4.6 billions of years, the old circumstellar envelope is
completely dispersed. Remains of the protoplanetary stage exist as comets and uncountable
asteroids surrounding the Sun. These objects present the most pristine material in the solar
system, and are key to study the chemical history that took place during the formation of
the sun and planets, since it was not heavily processed during the formation of the planetary
system.
The fate of a star depends primarily on its mass. Low-mass stars, with mass less than
eight solar masses, evolve to red giants and subsequently to planetary nebulae, a stage where
the star loses its atmosphere until only the nucleus remains, becoming what is called a white
dwarf. High-mass stars (mass more than eight solar masses) have a diﬀerent destination.
Those stars evolve to red supergiants, expanding their atmosphere before exploding as super-
novae, feeding the ISM with new material (see Fig. 1.1).
1.2 Interstellar ices and grains
It is widely accepted that saturated molecules are formed on the surface of grains present in
the interstellar medium. This hypothesis has been investigated since the conclusion that only
2
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Figure 1.1: Schematic view of the life cycle of stars, including the production of new material and the delivery to
the interstellar medium when the star dies. Figure reproduced from http://www.space.com/2711-organic-molecules-
diverse-space-places.html. Credit: Bill Saxton, NRAO/AUI/NSF
gas-phase reactions would not be enough to explain the high abundance of H2 observed in the
ISM (van de Hulst 1949). At that moment, the existence of dust grains was already evident
from the detection of interstellar extinction (Trumpler 1930). From this moment on, the study
of chemistry on the surface of interstellar grains became a fast developing subject matter and
a large number of studies dedicated their attention to the formation of H2 (Gould & Salpeter
1963) and other molecules on grain surfaces (Watson & Salpeter 1972).
Let us have a closer look at astrophysical grains. Originating in the atmospheres of car-
bon and oxygen-rich stars (Zubko et al. 2004, Draine 2003), the presence of grains can be
inferred from the spectra of background stars which exhibit extinction features. Studying this
absorption at UV and visible wavelengths, it was found that the grains are very small objects,
ranging from 0.1 to 1 µm. Studies also suggest that the grain size follows a power law dis-
tribution (Mathis et al. 1977). The chemical composition, on the other hand, can be inferred
from features in the infrared.
The evolution of many astronomical objects is influenced by the presence of grains. For
instance, reactions on the grain surface can explain the huge abundance of H2, since the
excess energy produced when H2 is formed is absorbed by the grain. Grains also absorb and
scatter radiation in wavelengths ranging from UV to far-infrared, causing the characteristic
darkness of molecular clouds. As mentioned earlier, grains are covered by a mantle of volatile
species, rich in chemical diversity in the dark regions, where the mantle is shielded from the
harsh radiation field. Some species may freeze out from the gas phase to the grain surface,
increasing the thickness of the mantle. Through IR spectroscopy it is possible to address the
composition of the mantle, where water is identified as the most abundant species. However,
species such as CO, CO2, and CH3OH are present as well (Boogert et al. 2015). As we will
discuss in the next chapters, it is believed that the mantles are stratified, in such a way that
3
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Figure 1.2: Schematic representation of the three main mechanisms leading to formation of new species on the grain
surface. Figure reproduced from Karssemeijer, L. PhD thesis.
not all species are intimately mixed, following the chemical evolution of the cloud.
Diﬀerent mechanisms exist to explain howmolecules are formed on grain surfaces. Those
most common are: the Eley-Rideal process, when a species lands on the grain and hits another
species directly, causing a reaction; the Langmuir-Hinshelwoodprocess, when, first, a species
lands on the surface and then diﬀuses before encountering another species; and the hot-atom
process, which is a combination of the previous mechanisms, where adsorbing species move
superthermally and find a reactant. These mechanisms are outlined in Fig. 1.2. Grains are
exposed to a wide range of physical conditions. In diﬀuse clouds, H2 is basically the only
species present in the mantle, because of the strong UV radiation that prevents other species
to survive. Molecular clouds, on the other hand, present more friendly conditions for other
species to form and persist. Water is easily formed on the surface of grains, while CO freezes
out from the gas phase at higher density (Chiar et al. 1994) an thus later in the evolution of
the cloud. Through hydrogenation of CO, other species are then formed, such as CH3OH,
enriching the variety of solid phase chemistry (Watanabe et al. 2004, Fuchs et al. 2009).
Those species are protected from the harsh environment by outer layers. However, when the
young stellar object phase starts, the incident radiation coming from the new born star heats
and processes the ice, which destroys at least part of the mantle, allowing some species to
desorb back to the gas phase. It is still unknown whether the ices can survive the collapsing
process until the formation of new planets. However, recent studies of comets can bring new
insight on this topic. The most pristine material known in the Solar System is present in small
bodies such as meteorites, asteroids, and comets (Mumma & Charnley 2011), which might
carry material from the early stages of the formation of the planetary system.
1.3 Observations
Observation of the sky is an old human tradition and is the heart of astronomy. Telescopes
have been developed along the centuries, in which every new technology opens a new area
of research and brings new challenges to explain the observations. Nowadays we are able
to observe at many diﬀerent wavelengths, not only visible light, by using ground-based or
space telescopes. For the content of the present thesis, infrared light is the main source of
information. A short review of infrared observations is presented here.
Observations at infrared wavelengths is essential for astrochemistry because ices are ob-
served in spectral features of sources embedded or located behind a cloud. Most of the
4
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Figure 1.3: Schematic representation of the opacity of the Earth’s atmosphere on diﬀerent wavelengths. Figure
reproduced from http://www.ipac.caltech.edu/outreach/Edu/Windows/irwindows.html.
wavelengths are not able to penetrate and transverse eﬃciently through the clouds of gas and
dust. Infrared radiation, however, can transpose this obstacle, revealing information about
the cloud and the emitting infrared source itself. Another important characteristic of infrared
spectroscopy is that both gas and solid material can be observed in absorption and emis-
sion. Grains can also be studied via infrared spectroscopy, since they cause extinction in the
near-infrared and emit thermal radiation at far-infrared wavelengths. The infrared part of the
electromagnetic spectrum is conventionally divided into four parts: near-infrared, ranging
from 0.75 to 5 µm, mid-infrared, from 5 to 25 µm, far-infrared, from 25 to 350 µm, and sub-
millimeter, which ranges from 350 to 1000 µm. While microwave spectroscopy can address
the rotational movement of molecules, vibration, relevant for solid species, on the other hand
can be addressed by infrared spectroscopy. Intense vibrational bands of ices and silicates are
identified at mid- and far-infrared wavelengths.
Despite its importance, infrared spectroscopy presents some limitations. One of the dis-
advantages of infrared spectroscopy lies in the fact that only functional groups of molecules
can be identified. Since many species are formed by the same functional groups, only a hand-
ful of species can be uniquely detected. Another disadvantage is that infrared observations
of cold sources need to be in absorption and are hence limited to the line of sight towards
infrared sources. Moreover, many of the infrared bands of interest lie in the high opacity re-
gions of the Earth’s atmosphere. As shown in Fig. 1.3, most of the infrared radiation cannot
reach the surface of Earth, mainly due to the absorption by water vapor present in the atmo-
sphere. Although the first two limitations are intrinsic to the technique, the latter one can be
circumvented by space observations.
The first infrared telescope to operate from above the atmosphere was the InfraRed Astro-
nomical Satellite (IRAS) followed by the Infrared Space Observatory (ISO) (van Dishoeck
2004), which allowed astronomers for the first time to study star forming regions. Other
important telescopes are the Spitzer Space Telescope, which has detected light from extra-
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solar planets for the first time (Werner et al. 2006), and the Hershel Space Observatory,
which revealed molecular transitions not previously detected and showed in more details
how cold dust is distributed in diﬀerent astronomical objects (Pilbratt et al. 2010). Unfor-
tunately, launching observatories to space implies severe size restrictions for the telescopes.
This means that space telescopes have small apertures. Therefore, although the sensitivity
was greatly increased by these space missions, the angular resolution became very limited
compared to ground-based telescopes, due to restrictions implied by bringing equipment to
space.
However, significant advances have also been carried out on ground-based telescopes.
Some of the most important of those facilities are: the Very Large Telescope (VLT), which
is able to observe regions of the optical and infrared wavelength ranges; the Subaru tele-
scope, which is supplied with optical/infrared detectors; and the Keck telescope, which is
also equipped with optical and near-infrared detectors.
A new generation of telescopes promise to enlarge even more our knowledge about
the Universe. Among these new facilities are the ground based Atacama Large Millime-
ter/submillmeter Array (ALMA), which is able to observe between infrared light and radio
waves, the European Extremely Large Telescope (E-ELT), which is currently in first stages
of construction and will be the largest optical/near-infrared telescope in operation, and the
future infrared space-based James Webb Space Telescope (JWST). When these facilities be-
come fully operational, a detailed multiwavelength study of astronomical objects will be a
reality. For instance, the high spatial resolution and sensitivity of these new telescopes will
allow the study of rotational lines produced by products desorbed from the grain surface, and
the study of distant and faint objects, such as galaxies at high redshift. Therefore, in the near
future, the amount of data will increase considerably, as well as the complexity of the chem-
istry occurring not only in our Galaxy, but also in galaxies far way. The primordial chemistry
of the Universe will be revealed, oﬀering new challenges to modelers who will have to imple-
ment improvements in their models, in order to include, for instance, a distinction between
surface and bulk chemistry, layering of the mantle, and a better description of bulk diﬀusion.
1.4 Modelling
To study molecular processes in interstellar grains it is necessary to develop models able to
describe the chemistry in interstellar clouds. Such models must consider the physical charac-
teristics of these environments, such as the temperature of the gas and dust, the presence of
radiation fields, and the elemental abundances. Moreover, these models must also consider
the fact that chemistry in the gas phase and reactions on grain surfaces take place simulta-
neously in dense interstellar clouds (van Dishoeck & Blake 1998). We will not describe all
methods in detail here, instead we give just a short overview about the most important ones
used in astrochemistry. For further reading, we refer to reviews by Agúndez & Wakelam
(2013) and Cuppen et al. (2013).
The first and most widely used method to study interstellar gas-grain reactions is based
on rate equations (RE). With this method a set of diﬀerential equations is built to describe the
time variation of the concentration of each species under consideration. Since the abundance
of each species depends on the abundance of others, these ordinary diﬀerential equations are
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coupled. The number of equations is as high as the number of species. Often, a set of hun-
dreds of equations is used, which in turn are commonly linked by thousands of reactions.
This set of equations is then numerically solved. This method was first applied by Pickles &
Williams (1977), who demonstrated that reactions on grains surfaces may contribute signifi-
cantly to the densities of interstellar molecules. The RE approach was extended by Hasegawa
et al. (1992) to model the chemistry of complex organic molecules in dense clouds, showing
that more complex species can be formed on the surface of grains. The RE approach has then
been continually developed over the years. The work by Taquet et al. (2012) is a good exam-
ple of the complexity already reached, where the rate equations method is applied to describe
the chemical evolution of complex organic molecules on a porous grain surface covered by a
multilayer mantle.
The RE method takes into account the following processes: (1) the accretion rate of
molecules from the gas-phase to the grain surface, (2) the diﬀusion of species through the
surface, (3) reaction with some other species already sticked to the surface, and (4) the des-
orption of the new molecules once formed on the surface of the grain. There are, however,
a few intrinsic problems related to RE. This method can only be applied for solid-phase pro-
cesses when the average number of reactive species on the surface is large, so that the discrete
nature of the problem can be neglected (Tielens & Hagen 1982, Charnley et al. 1997). This is
known as the “accretion limit problem”. The time scale for a species to roam the grain surface
is much smaller than the time of accretion of other molecules — this “limit” depends on the
environment which is under consideration, like temperature and density. Another problem is
related to the unknown location of species in the ice. The structure of the ices is therefore not
considered in RE. This leads to the same treatment of reactions in the bulk and on the surface
where the diﬀusion rate is very diﬀerent.
Moreover, the bulk may be stratified, as many observations suggest (Tielens et al. 1991,
Pontoppidan et al. 2008, Whittet et al. 2011). The incorporation of ice structure into the RE
method is still a challenge for modelers. Nevertheless, the RE method is still widely used
because of its simplicity and its limited computational load, which is a huge advantage over
other methods.
Eﬀorts to develop other methods have been made, focusing on the stochastic characteris-
tic of the gas-grain chemistry. Diﬀerent from a deterministic method like RE, the stochastic
approaches solve the master equation for the probability of finding a specific composition
of the grain mantle at some moment in time. This is done for species with small surface
abundances and, thus, can solve the “accretion limit” problem. There are, basically, two ap-
proaches to treat the stochastic nature of gas-grain reactions, which are by using Monte Carlo
(MC) methods (Charnley 1998) or by solving numerically rates for more complex species
(e.g. Biham et al. 2001, Green et al. 2001) — an approach known simply by “master equa-
tion” (MasE). Another stochastic method is the microscopic kinetic Monte Carlo (mKMC)
(Chang et al. 2007), which is able to follow the position of the species on the grain and can
take the structure of the ice into account.
Nevertheless, attempts to solve the inherent problems related to the RE approach have
been made. Caselli et al. (1998) demonstrated that a few empirical modifications to the
diﬀusion rates on grain surfaces, approach known as “modified rate equation” (MRE), can
yield results in good agreement with those obtained using the MC approach, and could be
a useful substitute of MC since it is computationally less expensive. Although MRE is an
7
1 Introduction
eﬃcient approach, it misses a physical foundation and can therefore not be trusted for all
conditions. More recently, a new modified rate equations approach (NMRE) was proposed
by Garrod (2008), which does not consider changes in the rates but modifications on the
functional form of the equations. Garrod et al. (2009) extended this method to study a large-
scale system in order to verify its precision and applicability.
1.5 Laboratory experiments
1.5.1 Infrared spectra of ice
Light is the only source of information from the interstellar ices that we can access (excluding
access to cometary samples that start to be a reality to date). Infrared observations can be
used to obtain information from the solid material of the clouds. The position and shape
of the spectral bands highly depend on the composition of the ice, temperature and level
of processing. All these conditions can be recreated in laboratory experiments, which are
therefore essential because they provide valuable information necessary for the interpretation
of observations (Gerakines et al. 2001). Although it is not possible to reproduce the observed
spectra in the same detail as they are presented, it is however possible to recreate parts of the
solid material in the lab under physical conditions typically found in the interstellar medium
and extract spectra from ice analogues that can be compared to the observations. Experiments
are performed using diﬀerent ice compositions at diﬀerent temperatures and with diﬀerent
levels of processing (Hudgins et al. 1993).
In the laboratory, the ice analogues are deposited on a large flat substrate. However, real
astrophysical dust particles are tiny and irregular objects, and the grain size is small compared
to the wavelength, i.e., the Rayleigh limit. As a consequence, the observed spectra present
features which may have a change in peak position and shape with respect to laboratory
spectra of the same ice under similar conditions (Tielens et al. 1991). For this reason, a direct
comparison between observations and laboratory data is not straightforward, and grain shape
corrections using the Kramers-Kronig analysis of the laboratory spectra are required. With
this analysis, the optical constants are obtained from the laboratory data and then applied to
generate new grain shape corrected spectra.
It is also important to keep in mind that laboratory ice analogues in combination with the
grain shape correction analysis is only a model aiming to recreate a real astrophysical ice, so it
will always be an approximation. This is satisfactory, however, when comparing to relatively
low spectral resolution observations obtained with telescopes such as ISO and AKARI. We
will show in the present thesis that the latest observations using the Keck telescope present
such a high spectral resolution that some of the approximations start to be challenged.
1.5.2 Binding energies of molecular species to the grain
Binding energies are an important input for astrochemical models. This quantity determines
the availability of species for reaction on the grain surface. Species with lower binding en-
ergy values are desorbed from the surface at lower temperatures compared to species with
higher values. Standard procedures are used in laboratory experiments to extract data from
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ice analogues. One of the most established experimental technique used is called tempera-
ture programmed desorption (TPD). With this technique, important information about solid
phase species can be extracted, which afterwards is used as input for astrochemical models.
A review of this technique is given by King (1975). The main characteristic of TPD exper-
iments is that the temperature of the substrate can be controlled. First, the ice is deposited
at a constant temperature, and then the temperature is gradually and linearly increased. In
the first stage, the temperature is kept constant until the deposition is completed. The variety
of species deposited can change according to needs, and one or multiple layers are created.
In the second stage a mass spectrometer is usually used to record the desorption of species
from the surface. TPD experiments are performed in high-ultra vacuum conditions and start
at very low temperature (usually around 20 K), which is gradually increased leading to des-
orption of species from the surface. The outcome of TPD experiments are desorption rates
versus temperature plots, which are fitted by the well-known Polanyi-Wigner equation. The
components of this equation are the prefactor, the order of the desorption process, the binding
energy and heating rate.
Unfortunately, it is not so simple to obtain all parameters from the experiments at once
because the prefactor and the binding energy are interdependent quantities. Therefore, the
prefactor is usually assumed, while the binding energy is obtained from the TPD curves. The
nature of the desorption is expressed by the desorption order. Diﬀerent amount of species
initially deposited will deliver diﬀerent TPD curves. During zeroth order desorption, the
species at the surface available to desorb remains the same. When a molecule desorbs, the
species underneath becomes part of the surface, so the species belonging to the bulk are not
allowed to desorb. Zeroth order TPD curves show common leading edges, and this usually
occurs when multiple layers composed by the same species are deposited. On the other hand,
first order desorption is typical for the monolayer regime. In this regime, all species are
available to desorb. Because there is only one layer deposited, all TPD curves will present
the peak at the same temperature, regardless of the amount deposited. Finally, second order
desorption is a signature for either a distribution of binding sites in the substrate surface, or
desorption of species produced after a second order surface reaction. According to Collings
et al. (2015) this is the case of O2, CO, and N2 desorbing from amorphous silica substrate.
The TPD curves of second order desorption present symmetric peak shape, with common
trailing edges. During the experiment, part of the adsorbed species may get trapped in the
ice. When this happens, an extra peak is observed in the TPD curves, corresponding to the
co-desorption of the adsorbed species when the substrate also desorbs. A representation of
TPD curves is shown in Fig. 1.4.
Binding energies have been determined mostly for pure ices, which gives the binding
energy of the species to a substrate composed of the same species. However, a range of
possibilities was also experimented, such as diﬀerent morphologies of grain surface, and
substrates of diﬀerent characteristics, such as pure, layered and mixed ices of diﬀerent mixing
ratios and thickness.
For some species, large uncertainties in their binding energies are quoted. This can have
and experimental origin or be due to a degeneracy in the fitting of the data, but it can also
be because of an inhomogeneous distribution of binding sites in the substrate (for instance,
due to the existence of pores in the surface), which is an intrinsic characteristic that cannot
be avoided. Also, information from radical species are not straightforward to obtain, since
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Figure 1.4: Schematic representation of TPD curves. Zero order desorption is shown on the left, while first order is
shown in the middle panel, and second order desorption is shown on the right. Figure reproduced from Cuppen et al.
(2013)
these species are not stable. Therefore, uncertainties on binding energies have to be taken
into account when modeling the evolution of species in the interstellar medium.
1.6 This thesis
This thesis addresses diﬀerent aspects of astrochemistry. The multidisciplinary characteristic
of this science is clearly presented here. Observational andmodelling studies of the chemistry
of the interstellar medium are presented in the next chapters, while the focus of the final
chapter is turned to science outreach.
We start with observational studies of the chemistry of ices towards young stellar objects.
This is done in Chapters 2 and 3, using laboratory data as support to explain the observations.
The prominent infrared absorption band characteristic of solid CO is studied in detail. The
hypothesis of CO ice mixed with methanol is investigated. In Chapter 2 a methodical spectro-
scopic study of CO ices mixed with H2O or CH3OH of multiple mixing ratios is performed.
The spectral characteristics of the observed CO band feature presented in the spectra of 39
young stellar objects are compared with the spectral characteristics of laboratory data. The
same hypothesis is taken further in Chapter 3 by comparing observed high quality spectra of
two diﬀerent sources with the grain shape corrected laboratory spectra of multiple CO and
CH3OH mixtures. Diﬀerent CH3OH features are taken into account as constraints. With the
results presented in these chapters we reinforce the idea that the ices are stratified, and a gra-
dient in the CO:CH3OH mixing ratio may occur. These results are in agreement with models
and experiments concerning CH3OH formation in the interstellar medium.
The next two chapters present a modelling study of the evolution of abundances of molec-
ular species in the interstellar medium based on the rate equations approach. In Chapter 4,
we present a study of the eﬀect of elemental abundance on the gas-phase chemistry of molec-
ular clouds, where the initial abundances are varied according to a model for the elemental
evolution of the Galaxy. This study provides information on the chemistry not only of our
Galaxy, but also of distant and fainter galaxies since these objects are expected to present
lower elemental abundances. As a new generation of instruments starts to be operational, it is
expected that the interstellar chemistry will be revealed in its total complexity. Many species
may be discovered with these new instruments, such as ALMA and the James Webb Space
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Telescope, which will be able to study the chemistry of distant galaxies and look at star form-
ing regions with more detail. A study based on uncertainties in input data for astrochemical
models is presented in Chapter 5. This rate equations model is used to describe the evolution
of abundances of species in both gas and solid phase. As mentioned before, many quantities
are necessary as input for astrochemical models. Binding energy is one of those inputs. Un-
fortunately, there are large uncertainties on the real value of binding energy of many species.
This is taken into account by providing a distribution of binding energy values as input for
the model. The output is then analyzed and compared to observations.
Finally, science outreach is the theme of Chapter 6. In a world more and more dependent
on science and technology, it is important to spread science knowledge among citizen, espe-
cially young people. In the year of 2014, an astronomy outreach project brought astronomy
to students of all ages, teachers and citizen living in the Amazon region of Bolivia and Brazil.
This chapter describes this experience, starting from the organization of the expedition, then
the work in the field, and finally the post-expedition analysis.
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CHAPTER2
CO ice mixed with CH3OH: the answer to
the non-detection of the 2152 cm−1 band?
With this paper we provide a solution to a disagreement between astronomical- and laboratory-
based CO-ice spectroscopic data. In observations towards icy sources, the CO-ice stretching
band comprises a prominent and broad ‘red component’ around 2136.5 cm−1. This feature
is generally attributed to solid CO mixed in a hydrogen-bonded environment like H2O, but,
as far as we are aware, laboratory spectra have not been able to fully reproduce this feature.
Water-containing CO ice cannot reproduce the observed band position and bandwidth with-
out simultaneously producing a shoulder at 2152 cm−1 (4.647 µm). This band, believed to
originate from the interaction of dangling-OHbonds with CO, is not observed in astronomical
spectra. Fraser et al. suggested that the 2152 cm−1 feature is suppressed in astronomical ices
by blocking of dangling-OH bonds by other species such as CO2 and CH3OH. In the present
paper, we test this hypothesis by a systematic spectroscopic study of diﬀerent H2O:CO:CO2
mixtures. It is shown that even though the 2152 cm−1 band is suppressed in low-temperature
spectra, the width and peak position of the red component cannot be reproduced at the same
time. An ice mixture containing only CO and CH3OH, however, does reproduce the spectra
at low temperatures, both in terms of peak position and width of the red component, and the
2152 cm−1 band does not appear. This indicates that CO may reside in water-poor (rather
than water-rich) ice in space. The astrophysical implications are discussed.
This chapter has been published as:
H.M. Cuppen, E.M. Penteado, K. Isokoski, N. van der Marel, H. Linnartz, "CO ice mixed
with CH3OH: the answer to the non-detection of the 2152 cm
−1 band?", Monthly Notices of
the Royal Astronomical Society, 417, 2809 (2011).
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2.1 Introduction
The comparison of observational and laboratory infrared spectra of interstellar ices is a pow-
erful tool to study their composition and structure. Since the shape, width and position of
the absorption bands are sensitive to the molecular environment, temperature and level of
energetic or chemical processing, infrared spectroscopy can be exploited not only to obtain
the overall composition of interstellar ices, but also to know whether the ice components
are mixed or layered, for which separate fractions exist, and under which temperature and
radiation conditions the ice was formed.
The astronomically observed CO-ice absorption feature consists of multiple components:
two relatively narrow features around 2139.7 and 2143.7 cm−1 and a broader component
around 2136.5 cm−1. These components are usually referred to as the middle, blue and red
component, respectively. The middle component is usually attributed to CO in an ‘apolar’
environment, i.e. an environment where weak van der Waals interactions dominate, like in
a pure CO ice. The small blue component at 2143.7 cm−1 is either ascribed to mixtures of
solid CO and CO2 (Boogert et al. 2002b, van Broekhuizen et al. 2006) or to crystalline CO
ice (Pontoppidan et al. 2003b). The so-called broad (Tielens et al. 1991) or red (Pontoppidan
et al. 2003b) component of the CO absorption band occurs around 2136.5 cm−1 and is the
focus of the present work. This feature has been observed along many lines of sight (Tielens
et al. 1991, Ehrenfreund et al. 1997, Teixeira et al. 1998, Boogert et al. 2002b, Pontoppidan
et al. 2003b, and references therein), and CO in a hydrogen-bonding environment, like H2O-
and CH3OH-containing ices, is generally considered to be responsible for the observed com-
ponent (Sandford et al. 1988, Tielens et al. 1991). Since H2O is the most abundant interstellar
ice species, a CO:H2O mixed ice is usually considered to be the carrier of the red component.
A CH3OH mixture with CO has previously been suggested as another possible carrier (Sand-
ford et al. 1988, Tielens et al. 1991), but this concept has been largely ignored and has so far
not been verified experimentally.
Most interstellar ice spectra are consistent with low-temperature and non-processed hy-
drogenated ices. The red component of the CO absorption band forms an exception to this.
As mentioned earlier, this feature is generally attributed to solid CO mixed in water, but, as
far as we are aware, laboratory spectra have not been able to fully reproduce this feature. The
large width and redshifted position of the CO band are only reproduced by spectra of mixed
H2O:CO ices with large concentrations of water (Kerr et al. 1993, Chiar et al. 1994, Boogert
et al. 2002b). Under these circumstances the laboratory spectra show a shoulder at 2152 cm−1
(4.647 µm) which is not present in the observed astronomical spectra (Sandford et al. 1988,
Palumbo 2006).
The 2152 cm−1 feature is associated with CO adsorbed on ‘dangling-OH’ bonds at the
H2O−ice−vacuum interface (Al-Halabi et al. 2004). ‘Dangling-OH’ features have been ex-
perimentally shown to disappear upon energetic processing by for instance heating (Men-
nella et al. 2004) or ion bombardment (Palumbo 2005). Processed ices have therefore been
suggested to be responsible for the red component (Mennella et al. 2004, Palumbo 2005,
2006). However, the profiles for ice mixtures at higher temperature have a full width at half-
maximum (FWHM) that is too small to reproduce the observational feature. Moreover, no
other signatures of irradiation like the presence of OCN− or aliphatics have been seen along
many of the lines of sight where the red component is detected (Pontoppidan et al. 2003b).
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In the past the astronomical non-detection of the 2152 cm−1 feature was explained by the
low spectral resolution or low signal-to-noise ratio (S/N) in the observations (Ehrenfreund
et al. 1997, Sandford et al. 1988) or by other overlapping features at this wavelength (Schmitt
et al. 1989). However, observations by Pontoppidan et al. (2003b) showed indisputably that
the 2152 cm−1 feature is not present in the observational spectra and stringent upper limits
could be derived.
Fraser et al. (2004) have therefore tested whether a layered ice of CO and H2O could ex-
plain the discrepancy between astronomical and laboratory spectra. They found that CO−H2O-
containing interstellar ices are better represented by the evolution of a layered ice model than
by a mixed ice, since a strong 2152 cm−1 feature would appear in the case that H2O and CO
are intimately mixed. When CO and H2O are layered, CO only interacts with dangling-OH
at the interface which suppresses the 2152 cm−1 feature below the detection limit. Moreover,
gas-phase CO only depletes in the densest parts of interstellar clouds, and solid H2O has been
observed in regions where CO was still in the gas phase. However, a purely layered model
cannot explain the presence of the red component, and Fraser et al. (2004) suggested that a
small fraction of CO diﬀuses into the H2O component, which would in turn lead to a shoulder
at 2152 cm−1. They further proposed that this feature is suppressed in astronomical spectra by
blocking of the dangling-OH by other species such as CO2 and CH3OH. In the present paper,
we test this hypothesis by a systematic spectroscopic study of diﬀerent H2O:CO:CO2 mix-
tures and we show that although the 2152 cm−1 band can be suppressed in low-temperature
spectra, the width and peak position of the red component cannot be reproduced at the same
time.
A mixture of CO and CH3OH, however, reproduces the astronomical spectra, i.e. the
laboratory features match the astronomically observed red component data and the 2152 cm−1
feature does not show up. This is consistent with a number of recent findings. Laboratory
experiments show that CH3OH can be formed on icy grains from CO (Watanabe et al. 2004,
Fuchs et al. 2009), and model simulations of CH3OH formation in dense cores indeed result
in grain mantles with CO and CH3OH intimately mixed (Cuppen et al. 2009). Bottinelli et al.
(2010) recently showed for Spitzer observations of solid methanol lines that the methanol
profiles are consistent with CH3OH:CO = 1:1 mixtures. Although, a separate CH3OH-rich
and H2O-poor component fits the observations as well.
The present Chapter is structured as follows. Section 2.2 presents the experimental pro-
cedure for obtaining the laboratory spectra. Section 2.3 gives the fitting procedure used to
extract the spectral characteristics from observed CO-ice absorption bands. Section 2.4 tests
the hypothesis of the suppression of the 2152 cm−1 band by CO2, and Sec. 2.5 extends this
to the case of methanol and discusses CO:CH3OH mixtures as carriers for the red component
at 2136.5 cm−1. Section 2.6 concludes and gives the astrophysical implications of this work.
2.2 Experimental procedure
All experiments are performed in a high-vacuum set-up, which has a base pressure of 5×10−7
mbar at room temperature and is described in detail by Gerakines et al. (1995) and Bouwman
et al. (2007). In short, the CsI sample window is cooled to 15 K by a closed-cycle helium
cryostat and the samples are then deposited from the gas phase on the window with the
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direction along the surface normal. To enable a direct comparison of the spectra obtained for
the diﬀerent ice mixtures, the amount of deposited H2O and CH3OH is kept constant at 3000
ML for H2O:CO:CO2 and CH3OH:CO mixtures, respectively.
Transmission Fourier transform infrared spectra of the ice mixtures are recorded in a sin-
gle pass with a Bio-Rad 40-A spectrometer and a Varian 670-IR Fourier Transform Infrared
(FTIR) spectrometer for H2O:CO:CO2 and CH3OH:CO mixtures, respectively. Spectra are
taken between 4000 and 400 cm−1 (2.5−25 µm) with a resolution of 1 cm−1 using a total
of 256 scans per spectrum to increase the S/N. The spectrometer is flushed with dry air to
minimize background fluctuations due to atmospheric absorptions. Background spectra are
acquired prior to deposition for each experiment. Each sample is measured at fixed tempera-
tures between 15 and 135 K, at 15, 22, 25, 30, 45, 60, 75, 90, 105 and 135 K. The sample is
heated with a resistive heater, using a Lakeshore temperature controller unit. The temperature
is measured by a silicon diode. After each heating step, the sample is allowed to stabilize for
2 min.
The gas mixtures are prepared separately in a glass vacuum line with a base pressure of
10−5 mbar. The gases CO (Praxair, 99.999 per cent purity for H2O:CO:CO2 mixtures, and
Linde, 99.997 per cent for CH3OH:CO) and CO2 (Praxair, 99.98 per cent purity) are directly
used from the high-pressure gas bottle, whereas deionized H2O and CH3OH (Sigma-Aldrich,
99.9 per cent purity) are further purified by three freeze−pump−thaw cycles. In the present
study, the following mixtures are used: CH3OH:CO = 9:1, 4:1, 2:1, 1:1, 1:2, 1:4 and 1:9
and H2O:(CO+CO2) = 4:1, 2:1, 1:1, 1:2 and 1:4, with five diﬀerent CO:CO2 ratios for each
H2O:(CO+CO2) ratio. Figure 2.1 shows a selection of spectra at 15 K for diﬀerent mixtures.
The H2O:CO spectrum is taken fromBouwman et al. (2007). A pure CO ice has an absorption
band at 2139.7 cm−1 (4.65 µm; dot-dashed curve) (Ehrenfreund et al. 1997). All spectra are
normalized to the maximum of this feature. Figure 2.1 clearly shows the broadening of the
band by the presence of other constituents in the ice as well as the appearance of the shoulder
at 2152 cm−1. All features have a line shape that is close to a Gaussian. The peak position
and presence of the shoulder at 2152 cm−1 are highly dependent on the exact composition
of the ice mixture. In the next paragraphs we will extract characteristics such as width, peak
position and presence of the 2152 cm−1 shoulder from the experimental spectra and compare
these to the characteristics of astronomically observed CO-ice spectra.
2.3 Observations of the red component
Pontoppidan et al. Pontoppidan et al. (2003b) performed a Very Large Telescope spectro-
scopic survey of 39 young stellar objects with high S/N and high spectral resolution. We use
these data to extract information about the red component in astronomical observations and
compare this to laboratory spectra. For this, a phenomenological approach is used that has
the advantage that spectral characteristics can be compared to a wide range of diﬀerent exper-
imental data. Another method that is often adopted is the so-called mix-and-match approach,
in which observational spectra are fitted with a small selection of experimental templates of
typical ice mixtures. However, often a degeneracy exists between laboratory spectra recorded
under diﬀerent experimental conditions.
Our phenomenological approach is more geared towards a comparison with the exper-
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Figure 2.1: Experimental spectra of CO absorption band in H2O:CO:CO2 mixtures (solid curves) and CH3OH:CO =
1:1 mixture (dashed curve) at 15 K. The H2O:CO:CO2 mixtures have a ratio of H2O:(CO+CO2) = 4:1 and diﬀerent
CO:CO2 ratios as indicated in the legend. A pure CO spectrum is shown by the dot-dashed curve.
imental data. For instance, Pontoppidan et al. (2003b) used a Lorentzian line shape to fit
the red component and two Gaussians for the blue and middle components, since this would
better describe the observational results. They argued that a Lorentzian shape may be a better
representation of IR band profiles of CO in an environment which is dominated by weak van
der Waals interactions. The blue and middle components have a high CO content, since they
are most likely due to a CO:CO2 ice or crystalline CO ice and a CO-dominated ice, respec-
tively. Because of the high CO content, grain shape eﬀects are important and these could
distort the Lorentzian profile to emulate Gaussian line shapes. We, however, obtain better
fits of both the experimental and observational spectra by using Gaussians for all the three
components as can be seen in Fig. 2.2. Since the red component is most likely caused by CO
in a hydrogen-bonding environment, we argue that the simple model of Lorentz oscillators
breaks down for this component. This is an additional argument to use a Gaussian line shape
for our fits.
In addition to the three CO components, some observational spectra show a band around
2175 cm−1, which can be attributed to the stretching mode of CN bonds. The most likely
carrier for this bond is OCN− (Schutte & Greenberg 1997, Pendleton et al. 1999, Novozamsky
et al. 2001). This extra component is fitted with a Gaussian as well.
The following fitting procedure has been applied to all spectra. Four Gaussians are fitted
to the data in the 2185−2120 cm−1 range. The peak positions are free for all components.
The FWHM is only allowed to vary for the 2175 cm−1 feature, similar to the fitting procedure
of Pontoppidan et al. (2003b). The FWHMs of the blue and middle components are also
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Figure 2.2: A comparison between fits of the red CO-ice profile by Gaussian line shapes (dashed curves) and by
Lorentzian line shapes (dot−dashed). Top: the Gaussian fit yields the best-fitting result for Elias 32 and is used in
this study; the Lorentzian result is taken from Pontoppidan et al. (2003b).
taken from this work as 3.0 and 3.5 cm−1, respectively. Since the width of the red feature is
sensitive to the exact composition of the polar ice, 56 independent fits are performed for each
spectrum in which this FWHM is fixed by 56 diﬀerent values between 3 and 14 cm−1. The
final sum-of-squares errors as a function of FWHM determine the best value of the FWHM
and its uncertainty (error within 1 per cent of best value). The uncertainty in the peak position
is taken from the spread obtained in the fits within the FWHM range. Figure 2.3 shows an
example of a fitted observational spectrum. Here, the spectrum of Elias 32 is shown which
has an average FWHM (8.9 ± 0.7 cm−1) and peak position (2136.7 ± 2.4 cm−1) for the red
component.
Figure 2.4 plots the results for all fits. Outcomes with a small red contribution are ex-
cluded from this plot. Most objects lie in the circle 8.5 ± 3.8 cm−1 and 2136.7 ± 2.4 cm−1
which serves as a guide to the eye and will later be used to compare to the experimental data.
The circle is based on the median value of the position and FWHM and three times the me-
dian absolute deviation. The median position is in close agreement with Pontoppidan et al.
(2003b) who obtained 2136.5 cm−1, whereas the present FWHM value of 8.5 cm−1 is smaller
than the value of 10.6 cm−1 found by Pontoppidan et al. (2003b), even though this was for a
Lorentzian instead of a Gaussian profile.
As mentioned before, none of the observational spectra shows a 2152 cm−1 feature. Pon-
toppidan et al. (2003b) obtained lower limits on the ratio between the red component at
2136.5 cm−1 and the 2152 cm−1 dangling-OH band for the highest quality interstellar spec-
tra. For most sources these limits fall between 6 and 9 as plotted in their Fig. 21, but several
sources have even higher lower limits. In order to explain the observational spectra, labo-
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Figure 2.3: The observational spectra, here Elias 32, are fitted by four Gaussians representing the red
(FWHM = 8.9 cm−1), middle and blue component, and the 2175 cm−1 band (shown in the inset and likely due
to OCN−).
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Figure 2.4: The spread in FWHM and position of the red component in the observational spectra (Pontoppidan et al.
2003b). The circle serves as a guide to the eye.
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ratory spectra should have a CO-2136/CO-2152 ratio of at least 6 and a FWHM and peak
position of the main band that are in agreement with 8.5 ± 3.8 cm−1 and 2136.7 ± 2.4 cm−1.
Since CO is probably only a minor species in the ice mixture responsible for the observed
2136.5 cm−1 feature, grain shape eﬀects are assumed to be minimal and the observational
data and laboratory data can be directly compared.
2.4 Dangling-OH blocking by CO2
As mentioned in Sec. 2.1, one of the suggestions for the astronomical non-detection of the
2152 cm−1 band is blocking of the dangling-OH site of water by other molecules in the
interstellar ice. Since one of the other main ice components, besides H2O and CO, is CO2,
this species was proposed as a potential candidate (Fraser et al. 2004). Since this hypothesis
has not been tested by laboratory experiments yet, we performed a systematic spectroscopic
study of H2O:CO:CO2 mixtures and compared their spectral characteristics to the observed
spectra. Spectra of 25 diﬀerent H2O:CO:CO2 mixtures at 10 diﬀerent temperatures between
15 and 135 K were recorded. As explained in Sec. 2.2, the diﬀerent mixing ratios are given
by H2O:(CO:CO2) = 4:1, 2:1, 1:1, 1:2 and 1:4 with CO:CO2 = 10:1, 4:1, 1:1, 1:4 and 1:10
for each combination. Each of the 250 spectra thus obtained is fitted by two Gaussians:
one representing the 2152 cm−1 feature and the other the main feature between 2136.5 and
2139 cm−1.
Figure 2.5 shows a limited set of the spectra (45 out of 250 spectra) to illustrate the
eﬀect of ice composition and temperature on the CO absorption feature, together with the
fitted Gaussians. Again all spectra are normalized to the maximum of the CO feature. The
most diﬀering mixtures are used, and the lower temperatures have been selected. At higher
temperatures a large fraction of CO has desorbed. The individual panels clearly show that
the CO profile is strongly aﬀected by the presence of CO2 and H2O. In general, the presence
of H2O and CO2 appears to have orthogonal eﬀects: more H2O leads to a redshift and an
increase of the 2152 cm−1 feature, whereas more CO2 leads to a blueshift and a suppression
of the 2152 cm−1 feature.
The fitted Gaussians are used for the comparison with the observations. The main Gaus-
sian is compared to the red component, and the ratio between the optical depths between the
CO-main and CO-2152 is compared to the lower limit of the CO-2136/CO-2152 ratio that
was observationally determined. Since not all experimental spectra have a feature peaking at
2136.5 cm−1, the main CO feature is used instead. At a later stage we will consider the exact
band position of the main feature, and the spectra that do not reproduce the astronomically
observed position are excluded in that process.
For five mixing ratios, a CO-main/CO-2152 larger than 6 was found at low tempera-
tures. Four of these mixing ratios fulfil H2O:(CO+CO2) = 1:4 or 1:2 and CO:CO2 = 1:4
or 1:10 and the fifth mixing ratio is H2O:CO:CO2 = 25:90:9 [H2O:(CO+CO2) = 1:4 and
CO:CO2 = 10:1]. The latter only just fulfils the CO-main/CO-2152> 6 criterion and only for
three low temperatures: 22, 25 and 30 K as can be seen in Fig. 2.5. Other compositions reach
CO-main/CO-2152 ratios larger than 6 at elevated ice temperatures (T > 60 K) well above the
CO desorption temperature ((Öberg et al. 2005), T ∼ 28 K). The top panel of Fig. 2.6 plots
the position and FWHM of the spectra of the first five mixing ratios at diﬀerent temperatures.
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Figure 2.5: A limited set of CO profiles for diﬀerent H2O:CO:CO2 mixtures at diﬀerent temperatures, to illustrate
how the CO profile — width, position and presence of the 2152 cm−1 feature — changes with composition and
temperature. All ices are deposited at 15 K and then subsequently heated to measure the higher temperatures.
Spectra are normalised to the maximum of the CO feature.
A series of identical symbols reflects the same mixing ratio but for diﬀerent temperatures, as
annotated below each symbol. The circle in this panel is the same circle as plotted in Fig. 2.4
is drawn to simplify the visual comparison between observations and experiments. One can
clearly see that the observed combination of position and FWHM is obtained only for a few
spectra. These spectra are for H2O:CO:CO2 = 25:90:9, which has a CO-main/CO-2152 ra-
tio only just above the threshold value of 6, whereas the astronomical limits are often much
higher and only cover a region at the edge of the circle. This ice combination therefore cannot
represent the majority of the astronomically observed red CO-ice components.
Summarizing, one can conclude that the addition of CO2 to a H2O:COmixture can indeed
reduce the dangling-OH leading to the disappearance of the 2152 cm−1 at low temperatures,
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Figure 2.6: The FWHM and position of the CO absorption band in laboratory spectra of a range of diﬀerent
H2O:CO:CO2 (top panel) and CH3OH:CO (bottom panel) ice mixtures at diﬀerent temperatures. The circles serve
as a guide to the eye to allow easy comparison to the observational data in Fig. 2.4.
but this requires such large quantities of CO2 that H2O is no longer the major ice species
and the position and width of the main feature no longer agree with the characteristics of
the astronomically observed features. The width and position in this case resemble better a
CO:CO2 ice. Mixtures with smaller fractions of CO2 reproduce the width and position, but
also show substantial shoulders at 2152 cm−1. The addition of CO2 therefore cannot explain
the observed spectral features of the red component of the CO absorption band.
2.5 CO mixed with CH3OH
The present section tests whether a mixture of CO with CH3OH can explain the observed
characteristics. As far as we are aware, spectroscopy on unprocessed CO- and CH3OH-
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Figure 2.7: Similar to Fig. 2.5 but for CO:CH3OH ice mixtures.
containing mixtures has not been directly linked to the 2136 cm−1 component (Palumbo &
Strazzulla 1993) or has only been performed in the presence of H2O causing a shoulder at
2152 cm−1 (Sandford et al. 1988, Hudgins et al. 1993), except in Bisschop (2007). Here we
investigate CO solely mixed with CH3OH. Recent observations of solid CH3OH (Boogert
et al. 2008) showed that CH3OH is most likely present in a water-poor environment and that
a mixture of CO:CH3OH is consistent with the observed width and position of the methanol
band (Bottinelli et al. 2010). Furthermore, since CO is a precursor of CH3OH throughH-atom
addition reactions (Watanabe et al. 2004, Fuchs et al. 2009), they are likely to be present in
the same ice component on the grains.
The dashed curve in Fig. 2.1 plots the CO absorption band for CO:CH3OH = 1:1 mixture
at 15 K. It shows that the addition of CH3OH results in a broad, redshifted peak without a
shoulder at 2152 cm−1. The seven ice compositions used in present work (CO:CH3OH = 9:1,
4:1, 2:1, 1:1, 1:2, 1:4 and 1:9) cover a large range in mixing ratios, and the spectra do not
exhibit a shoulder at 2152 cm−1 as can be seen in Fig. 2.7. This figure gives an overview of the
CO band profile in a CH3OH environment for diﬀerent mixing ratios and temperatures. The
figure shows that the feature becomes more redshifted and wider with CH3OH content. These
spectra are again fitted to extract the spectral characteristics. In this case a single Gaussian
is used, because of the absence of the shoulder at 2152 cm−1. The resulting fits are plotted
in grey with a dashed curve and overlap with the data in most cases. The corresponding
positions and FWHMs are given in Tab. 2.1.
The bottom panel of Fig. 2.6 plots the FWHM versus the position of the CO absorption
band for diﬀerent CO:CH3OH mixing ratios at diﬀerent temperatures between 15 and 45 K.
The circle that marks the observational range is now clearly filled. Moreover, mainly the low-
temperature spectra fall in the circle. The exact position in the circle depends on the mixing
ratio of CO and CH3OH. Ratios between 1:9 and 9:1 are within the boundaries defined by
the circle and reproduce the spectral characteristics of the observations. The majority of the
observational spectra are best reproduced by ratios between CO:CH3OH = 1:2 and 4:1.
The ratios based on spectral characteristics are indeed consistent with interstellar CO:CH3OH
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Table 2.1: The peak position and FWHM for diﬀerent CO:CH3OH ice mixtures and temperatures.
CO:CH3OH Position (cm−1) FWHM (cm−1)
15 K 25 K 30 K 45 K 15 K 25 K 30 K 45 K
1:9 2134.6 2134.1 2134.0 2133.9 9.35 9.32 9.26 8.94
1:4 2135.3 2135.0 2135.0 2134.7 9.59 9.30 9.20 8.76
1:2 2135.8 2135.6 2135.5 2135.1 9.40 8.98 8.83 8.45
1:1 2136.3 2136.1 2136.0 2135.4 9.07 8.65 8.46 8.26
2:1 2137.0 2136.9 2136.8 2135.5 8.37 7.96 7.81 8.25
4:1 2137.6 2137.5 2137.4 2135.5 7.69 7.17 7.12 8.32
9:1 2138.1 2138.4 2138.4 2135.7 6.57 5.76 5.47 8.64
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Figure 2.8: The observed column densities of polar CO versus CH3OH with respect to H2O ice. The dotted lines
indicate diﬀerent mixing ratios (9:1, 4:1, 2:1, 1;1, 1:2, 1:4, 1:9).
ice ratios based on observed ice abundances as can be seen from Fig. 2.8. This graph shows
the ‘polar’ CO abundancewith respect to water ice derived from the red component versus the
solid CH3OH abundance. Column densities for polar CO are taken from Pontoppidan et al.
(2003b) and for H2O and CH3OH ice from Boogert et al. (2008). The error bars represent 3
σ limits. The dotted lines indicate the diﬀerent mixing ratios as studied experimentally: from
CO:CH3OH = 1:9 (top left) to 9:1 (bottom right). The two additional sources are W33A and
GL 2136. The figure shows that based on the column densities most observational ratios fall
between CO:CH3OH = 1:2 and 4:1, which is in close agreement with the conclusions based
on the spectral characteristics. Note that for large CO:CH3OH ratios grain shape eﬀects can
have an influence on the observed spectra, and the experimental spectra should be adjusted
for this. Since the optical constants are not available for the measured spectra, this eﬀect is
ignored for the moment in this comparison.
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2.6 Conclusions and astrophysical implications
The combined astronomical and laboratory data discussed in the present paper show that the
red component of the CO absorption band can be explained by a mixture of solid CO and
CH3OH without the presence of H2O. Previously considered water-containing mixtures re-
sulted in the appearance of a shoulder at 2152 cm−1 in laboratory spectra, which posed a
problem, since this feature is not observed astronomically. The discrepancy is solved in the
present paper by considering a water-poor mixture. It is credible that other species, chemi-
cally related to CH3OH, are able to reproduce this result as well, but given the direct relation
between CO and CH3OH, methanol is a very likely candidate.
This provides additional proof that CO only freezes out after H2O has formed on the
grain, leading to at least two separate ice components: a H2O-rich and a CO-rich layer.
Observational studies already showed that CO mainly freezes out in the centres of dense
cold cloud cores (Pontoppidan 2006, Pontoppidan et al. 2008) where most of the gas is in
molecular form and H2 and CO are the dominant species. In these centres, most of the
elemental oxygen is in the form of CO or frozen out on to grains in the form of H2O.
The spectral characteristics of the red component require a high fraction of CH3OH to
be present. This means that almost all CH3OH is present in the CO:CH3OH component.
This is in general agreement with observations of solid CH3OH. It is hard to constrain the
percentage of CH3OH mixed with water observationally, since the 9.75-µm band profile of
CH3OH hardly changes with ice composition, neither in peak shape nor in position. The
feature only becomes redshifted when water ice is dominant, i.e., >90% (Bottinelli et al.
2010, Skinner et al. 1992). The 3.54- µm CH3OH feature can also be applied to constrain the
CH3OH ice environment (Dartois et al. 1999, Pontoppidan et al. 2003a, Thi et al. 2006). All
of these studies generally conclude that at least a fraction of the CH3OH ice is in a water-poor,
CH3OH-rich environment.
The observation that CH3OH is predominantly mixed with CO in a H2O-poor environ-
ment leads to the conclusion that CH3OH is mainly formed through hydrogenation of CO
(Watanabe et al. 2004, Fuchs et al. 2009) and not by for instance UV or ion processing of
a H2O-containing ice (Hudson & Moore 1999). Grain surface chemistry simulations of CO
in a water-poor environment indeed showed that CH3OH can be formed in this way and that
CH3OH is mainly present in the grain mantles in its pure form or mixed with CO, and that it
is not in a water-rich phase (Cuppen et al. 2009).
The presence of separate H2O-rich and CO/CH3OH-rich ice fractions has to be taken
into account by modellers and experimentalists. In models, often H2O and CH3OH are
formed simultaneously, since gas-phase CO and O are simultaneously deposited. Here we
have shown that the subsequent formation of H2O and CH3OH is more likely. This should
be reflected in the modelled conditions. The same holds for ice experiments, where often
CO:H2O or CH3OH:H2O mixtures are used to represent typical interstellar ices. The present
study shows again that not all species are intimately mixed in the ice and that the composition
of astrophysically relevant ice mixtures should therefore be treated with care.
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CHAPTER3
Spectroscopic constraints on CH3OH
formation: CO mixed with CH3OH in ice
sources towards Young Stellar Objects
The prominent infrared absorption band of solid CO − commonly observed towards young
stellar objects (YSOs) − consists of three empirically determined components. The broad
“red component” (2136 cm−1, 4.681 µm) is generally attributed to solid CO mixed in a
hydrogen-bonded environment. Usually, CO embedded in the abundantly present water is
considered. However, CO:H2O mixtures cannot reproduce the width and position of the ob-
served red component without producing a shoulder at 2152 cm−1, which is not observed in
astronomical spectra. Cuppen et al. showed that CH3OH mixtures do not suﬀer from this
problem. Here, this proposition is expanded by comparing literature laboratory spectra of
diﬀerent CO-containing ice mixtures to high-resolution (R = λ/∆λ = 25, 000) spectra of
the massive YSO AFGL 7009S and of the low-mass YSO L1489 IRS. The previously un-
published spectrum of AFGL 7009S shows a wide band of solid 13CO, the first detection
of 13CO ice in the polar phase. In this source, both the 12CO and 13CO ice bands are well
fitted with CH3OH mixtures, while respecting the profiles and depths of the methanol bands
at other wavelengths, whereas mixtures with H2O cannot. The presence of a gradient in the
CH3OH mixing ratio in the grain mantles is also suggested. Towards L1489 IRS, the pro-
file of the 12CO band is also better fitted with CH3OH-containing ices, although the CH3OH
abundance needed is a factor of 2.4 above previous measurements. Overall, however, the
results are reasonably consistent with models and experiments about formation of CH3OH
by the hydrogenation of CO ices.
This chapter has been published as:
E.M. Penteado, A.C.A. Boogert, K.M. Pontoppidan, S. Ioppolo, G. A. Blake, H.M. Cuppen,
"Spectroscopic constraints on CH3OH formation: CO mixed with CH3OH in ice sources
towards Young Stellar Objects", Monthly Notices of the Royal Astronomical Society, 454,
531 (2015).
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3.1 Introduction
The absorption profile of interstellar solid CO around 2140 cm−1 has proven to be a great
source of information about the chemical composition, structure, and evolution of interstellar
ices (Tielens et al. 1991). As described by Pontoppidan et al. (2003b), this prominent feature
can be decomposed into diﬀerent components: a broad component peaking at 2136.5 cm−1,
named the red component, and two other narrower features peaking at 2139.7 and 2143.7
cm−1, called the middle and blue components, respectively. According to these authors,
the physical explanation for this decomposition is that solid CO resides in a maximum of
three molecular environments. Comparisons between laboratory-based infrared spectra of
ice analogues and observations of ice sources towards young stellar object (YSO) have been
used to identify the molecular environment responsible for the observed absorption features
and to characterize the chemical and physical properties of the environments where the ices
are found.
The middle component has been attributed to CO in an apolar environment, like pure
CO, while the blue component has been attributed to CO mixed with other apolar species,
such as CO2, N2, or O2. In view of the high cosmic abundance of N and O, and the fact
that their desorption temperature is similar to that of CO (Öberg et al. 2005, Acharyya et al.
2007), these species might easily be mixed with CO in the ice (Elsila et al. 1997). The red
component, on the other hand, has been explained as being caused by CO mixed with some
polar species (i.e. CO in a hydrogen-bonded environment). Since water is the main species
present in ice mantles, it was mainly considered as the species responsible for this component
(Sandford et al.1988; Tielens et al.1991). However, discrepancies between observed and
laboratory infrared spectra of ice analogues has raised doubts about H2O and CO mixtures
in ice mantles. Although experiments have shown the presence of a shoulder at 2152 cm−1
due to the interaction of CO with dangling OH bonds in amorphous ice when CO is mixed
with H2O, such a feature has never been observed. Therefore, observational issues have
been suggested as explanation for the non-detection of the 2152 cm−1 absorption band. The
spectral features from other species equally present in the ice, for instance the CN stretch
vibrational mode at 2165 cm−1, could hide the 2152 cm−1 band (Schmitt et al. 1989) or
the lack of suﬃcient resolution could prevent the spectrum to be suﬃciently resolved in this
range (Sandford et al. 1988, Ehrenfreund et al. 1997). Pontoppidan et al. (2003b) showed
indisputably in a higher resolution observational study that the 2152 cm−1 band is not present
in any line of sight towards 39 YSOs. An explanation based on the chemistry of ices was
then suggested by Fraser et al. (2004). These authors proposed that the 2152 cm−1 band is
suppressed by the interaction of CO with dangling OH at the interface between CO and H2O
in layered ices. However, the presence of the red component cannot be explained by this
supposition. Therefore, in addition to the layering hypothesis, Fraser et al. (2004) proposed
that the presence of species like CH3OH or CO2 could block the dangling OH which, in turn,
would eliminate the 2152 cm−1 band from astronomical spectra.
Unlike CO:H2O ices, laboratory mixtures of CO and methanol, the second most abundant
polar molecule in interstellar ices, do not present a shoulder at 2152 cm−1. Moreover, since
methanol has been shown to be the final product of the hydrogenation of CO ice, methanol
could potentially be a good candidate for the red component. With this in mind, we recently
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published a study (Cuppen et al. 2011) in which the widths and positions of infrared labo-
ratory spectra of CO:CH3OH ice mixtures were compared with those of the red component
of the aforementioned survey by Pontoppidan et al. (2003b). This comparison showed that
the observed spectral characteristics correspond to the characteristics of laboratory spectra
of CO:CH3OH mixtures with ratios between 1:9 and 9:1. On the basis of these results, we
concluded that this provides extra evidence that the ice mantle is likely composed of sepa-
rate H2O- and CO-rich layers, in which the latter is mixed with CH3OH in diﬀerent mixing
ratios. Here we take the proposition that the red component is due to CO+CH3OH in an
intimate mixture further to the test. This is a polar environment, not unlike that of H2O,
similarly giving rise to a broad, redshifted band compared to that of pure CO or CO in an
apolar environment. This is supported by models which show that CH3OH can be formed by
hydrogenation of CO ice. Furthermore, H2O:CO:CO2 mixtures of diﬀerent ratios and tem-
peratures were also tested by Cuppen et al. (2011) and the conclusion was that such mixtures
can indeed suppress the 2152 cm−1 feature, but (1) the amount of CO2 needed for that is
unrealistic, and the spectral characteristics of the red component cannot be properly repro-
duced, and (2) more realistic ratios can make the 2152 cm−1 feature weaker only for annealed
ices. However, Cuppen et al. (2011) did not consider the shape and depths of the CH3OH and
H2O bands, nor did they consider grain shape eﬀects. As pointed out by Tielens et al. (1991),
grain shape can induce changes in the profiles of ice mixtures which contain CO in a high
concentration. In the present study, shape eﬀects are taken into account by correcting the lab-
oratory spectra following a Continuous Distribution of Ellipsoids (CDE) model as described
by Bohren & Huﬀman (1983).
Here, we present a high-resolution, high signal-to-noise ratio spectrum of the high-mass
YSO AFGL 7009S. This source presents a prominent red component in the solid CO band,
indicating a high abundance of polar species mixed with CO. To test the methanol-in-CO
hypothesis, we not only consider the CO band but also diﬀerent methanol bands of AFGL
7009S, to further constrain the results. These are necessary constraints to justify the pres-
ence of methanol in the ice mantle. Therefore, here we focus on CO:CH3OH mixtures to
reproduce the red component, and give only one example of CO:H2O mixture to illustrate the
mismatch of such mixture with observations. We also present the detection of solid 13CO in
AFGL7009S in addition to 12CO. The first detection of solid 13CO in the interstellar medium
was reported by Boogert et al. (2002a). This band is a tracer for the ice composition, since its
characteristics and position do not depend on grain shape eﬀects due to the low concentration
of 13CO. The 12CO band is broader than the 13CO band, which reflects the potential eﬀect
that grain shape eﬀects have on the feature of the 12CO band (Boogert et al. 2002a).
The same fitting procedure is also applied to the low-mass YSO L1489 IRS. This source
also shows a salience at long wavelengths of the CO feature, and the detection of CH3OH has
also been reported (Boogert et al. 2002b, 2008), but with lower abundance. Althoughwework
with a smaller sample than Cuppen et al. (2011), the present study includes new details, such
as grain shape corrections and direct comparison between laboratory and observed spectra.
The latter are taken at much higher resolution than the observations used in the earlier study.
The present Chapter is structured as follows: the observations of the YSOs are described
in Sec. 3.2 and the laboratory spectra are presented in Sec. 3.3. The fitting procedure is
described in Sec. 3.4, including briefly the method to extract the optical constants from the
laboratory spectra (Sec. 3.4.1), the method of correction for grain shape eﬀects (Sec. 3.4.2),
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and a description of the ice components and the constraints (Sec. 3.4.3). The results are
presented in Sec. 3.5. In Sec. 3.6 we present a discussion and the astrophysical implications
of our results.
3.2 Observations
The vibrational modes of solid 12CO and 13CO were observed at high resolution (R =
λ/∆λ = 25,000) towards the low-mass YSO L1489 IRS and the massive YSO AFGL 7009 S
obtained with the near-infrared echelle spectrograph (NIRSPEC) spectrometer (McLean et al.
1998) at the Keck II telescope. The spectrum of L1489 IRS covers the wavelength range of
4.615-4.819 µm and was first published in Boogert et al. (2002b). We refer to that work
for details about the data reduction procedure. The final, unsmoothed signalto-noise ratio is
∼45, and regions with less than 50 per cent of the maximum atmospheric transmission were
removed from the data. The M−band spectrum of AFGL 7009 S was obtained on 2003 July
11, covering the wavelength ranges of 4.648-4.720 and 4.763-4.830 µm, at airmasses of 1.33
and 1.18, respectively. Telluric absorption lines were divided out using the standard star HR
7950 (B9.5 V). The data reduction procedures applied were the same as for L1489 IRS. The
final signal-to-noise ratio in the unsmoothed spectra is ∼100 and 300 in the 4.648-4.720 and
4.763-4.830 µm ranges, respectively.
The vibrational modes of H2O and CH3OH were studied in wide-band spectra of L1489
IRS and AFGL 7009S, previously published in Boogert et al. (2008). The L−band spectrum
of L1489 IRS (2.85-4.15 µm), obtained with Keck/NIRSPEC at Keck II, has a resolution of
R ∼ 2000. The spectrum above 5.3 µm was obtained with the Infrared Spectrometer (IRS) at
the Spitzer Space Telescope at a resolving power of R ∼ 60− 120 in the 5.3-10 µm range, and
R ∼ 600 at longer wavelengths. The spectrum of AFGL 7009 S was obtained with the Short
Wavelength Spectrometer (SWS) on board the Infrared Space Observatory (ISO) in SWS01,
speed 3, mode, covering the wavelength range of 2.3-40 µm at a resolving power of R ∼ 400.
The ISO spectrum of AFGL 7009 S was scaled to the Keck spectrum to obtain a larger
baseline for the absorption features. The observation covering the 3.45-4 µm range of AFGL
7009 S was taken from Dartois et al. (1999) (obtained with United Kingdom Infrared Tele-
scope) and the reader is guided to this reference for details. Finally, the high-resolution
spectra of 13CO and 12CO bands of both sources are shown in Fig. 3.1, as well as the lower
resolution ISO spectrum of the XCN band of AFGL 7009 S.
3.3 Experimental spectra
All laboratory spectra are obtained from standard experimental procedures and were not mea-
sured as part of this paper. Experiments with all mixtures were performed at the Sackler
Laboratory for Astrophysics, Leiden University, Netherlands, except for CO:O2:N2:CO2 =
1:5:1:0.5, whichwas performed at the NASAAmes Research Center, CA, USA. The CO:CH3OH
spectra are taken from Cuppen et al. (2011). The mixtures CO:CH3OH= 9:1 and 4:1 are sat-
urated. Therefore, those mixtures are not used here. Pure CO, CO:H2O, and CO:O2:N2:CO2 =
1:0.5:0.25:0.32 spectra are taken from Ehrenfreund et al. (1996) and CO:O2:N2:CO2 =
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Figure 3.1: Observed high-resolution (R = 25, 000) Keck spectrum of AFGL 7009S (black) and L1489 IRS (blue).
(a) Solid 12CO (green dashed line) and XCN (orange double-dots dashed line) spectral ranges are highlighted.
Observation of AFGL 7009S with ISO (grey, lower resolution, R ∼ 400) show a strong feature in the XCN band,
which is not seen in the L1489 IRS spectrum. (b) 13CO band (spectral range highlighted in red dot–dashed line) of
AFGL 7009S observed with Keck. (c) Same as (b) but for L1489 IRS, for which no 13CO ice band was detected.
Deepest narrow lines in all panels are caused by gas-phase CO.
1:5:1:0.5 spectrum is taken from Elsila et al. (1997). Details about the laboratory ices used
here are summarized in Tab. 3.1.
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Table 3.1: Laboratory ices used in this work.
Ice composition Ratio Temperature Spectral range Resolution Thickness n0 Reference Used in Figure
(K) (cm−1) (cm−1) (µm)
CO:CH3OH 2:1 15 400−4000 1 0.32 1.30 1 3.2
CO:CH3OH 1:1 15 400−4000 1 0.25 1.315 1 3.3, 3.5, 3.8
CO:CH3OH 1:2 15 400−4000 1 0.12 1.33 1 3.5, 3.8
CO:CH3OH 1:4 15 400−4000 1 0.14 1.33 1 3.3, 3.8
CO:CH3OH 1:9 15 400−4000 1 0.11 1.33 1 3.2, 3.8
CO:H2O 1:10 10 455−4555 1 0.13 1.32 2 3.4, 3.6
CO pure 10 2000−2200 1 0.09 1.30 2 3.4, 3.5, 3.6
CO:O2:N2:CO2 1:0.5:0.25:0.32 10 570−4685 1 0.097 1.30 2
CO:O2:N2:CO2 1:5:1:0.5 12 2065−2228 0.9 0.185 1.24 3a
References: (1) Cuppen et al. (2011); (2) Ehrenfreund et al. (1996); (3) Elsila et al. (1997).
Note.aData can be found in http://www.astrochem.org/data/COMix.php
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3.4 Fitting procedure
When comparing interstellar spectra with laboratory spectra, the size and shape of the inter-
stellar grains must be taken into account. For grains smaller compared to the wavelength, i.e.
in the Rayleigh limit (2πa/λ≪ 1), grain shapes start to play a role. In this regime, the polar-
ization of the grains by the electromagnetic radiation leads to resonances with the molecular
dipoles, which changes the profile and peak position of the ice absorption bands. To calculate
grain shape corrected spectra, optical constants are needed. Therefore, the fitting procedure
involves several steps: first the optical constants are extracted from the laboratory data; these
are then applied to generate the grain shape corrected spectra which are used to fit the spectra
observed towards YSOs.
3.4.1 Optical constants
The optical constants are the real (n) and the imaginary (k) parts of the total complex re-
fractive index n, where (n = n+ ik). These were determined by using a Kramers−Kronig
analysis of the infrared laboratory spectra following Hudgins et al. (1993).1 The values of n0
(optical refractive index) used here are equal to Hudgins et al. (1993): n0 =1.30 for pure CO
and CO-dominated ices, n0 =1.33 for ices dominated by CH3OH, and n0 =1.32 for H2O-rich
ices. For ices with the same ratio of CO and CH3OH, we used the average of n0 =1.315. The
ice thickness h is estimated through the depth of the ice features using the band strengths,
1.2×10−16, 1.0×10−17, and 4.9×10−18 cm molec−1 (Grim et al. 1991) for the 3247, 2976,
and 2828 cm−1 methanol features, and a band strength of 1.1×10−17 cm molec−1 (Gerakines
et al. 1995) for the CO stretch mode. The values of n0 and the estimated thickness are noted
in Tab. 3.1. We estimate the ice densities by a combination of the pure methanol density
(Galvez et al. 2009) and pure CO density (Loeﬄer et al. 2005). For H2O-rich ices, we use
the band strength of 1.2×10−17 (Gerakines et al. 1995) for the 1660 cm−1 water O−H bend
integrated over the 1250−2000 cm−1 range. No baseline subtraction of the raw laboratory
spectra is performed until this stage.
3.4.2 Grain shape corrections
The new spectrum which takes grain shape corrections into account can be found by calcu-
lating the average absorption cross-section over the distribution of ellipsoidal homogeneous
shapes and over all orientation in space, i.e., ⟨⟨Cabs⟩⟩. Here we use a CDE model (Bohren &
Huﬀman 1983). The new spectrum is then calculated as follows:
⟨⟨Cabs⟩⟩
V
= νIm
{
2ε
ε − 1
[ln|ε|+ iarg(ε)]
}
, (3.1)
where V is the volume of the ellipsoid, ν is the wavenumber, and ε is the dielectric function
(which is related with the optical constants n and k by ε = n2 − k2 + i2nk), and arg(ε) is
the argument of ε. The eﬀect of applying grain shape corrections to the laboratory spectra is
shown in 3.2.
1Note that in Equation 5 of Hudgins et al. (1993) the term 1/h should multiply the remainder of the equation.
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Figure 3.2: Laboratory spectra. Mixtures shown here are CO:CH3OH = 2:1 (blue) and 1:9 (orange) in both panels.
Raw laboratory spectra are represented by solid lines, while dashed lines represent grain shape corrected spectra
(CDE). Panel (a) shows the 1026 cm−1 methanol band and 12CO band is shown in panel (b). The spectra are all
normalized. The relevant molecule and its correspondent mode are highlighted in each panel.
The raw and grain shape corrected laboratory spectra of two CO:CH3OH mixture ratios
are shown for two diﬀerent bands: 1026 cm−1, dominated by methanol, and 2140 cm−1,
dominated by CO. For clarity, the spectra are normalized to the maximum of each band. The
main eﬀect of grain shape corrections on the laboratory spectra is a shift of peak position
towards higher wavenumbers. As expected, this eﬀect is more pronounced on the bands that
correspond to the species that dominate the mixture.
3.4.3 Ice components and constraints
The observed CO profile shows deep and narrow lines which are caused by gas-phase CO, as
shown in Fig. 3.1. In order to fit the cm−1 12CO band, we first remove the gas-phase peaks
from the observed spectra so that the fit can be performed along the solid phase only. All
grain shape corrected spectra are then baseline subtracted in a linear piece-wise fashion. A
linear least-squares fit is then performed between diﬀerent mixtures in order to fit the 12CO
band. To reproduce the polar component, we use the following mixtures: CO:CH3OH= 2:1,
1:1, 1:2, 1:4 and 1:9, as well as CO:H2O= 1:10. The blue component is less well understood
and not many appropriate laboratory spectra are available. Therefore, a Gaussian with full
width at half-maximum=3 and centre at 2143.7 µm is used to account for the blue component
(Pontoppidan et al. 2003b).
When fitting the 12CO band with mixtures containing methanol, we want to ensure that
this will not produce an overshoot at some other spectral range with a methanol feature,
even if the 12CO is fitted well. The same holds for water-containing mixtures for the water
bendingmode. For CH3OH, these bands are the C−O stretching mode at 1026 cm−1, the CH3
deformation band at 1455 cm−1, the C−H stretching band at 2828 cm−1, and the 2538−2604
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cm−1 combination modes. The C−O stretching band is blended with silicate and the CH3
deformation band is blended with other species. As suggested by Bottinelli et al. (2010), a
fourth-order polynomial was used to account for the local continuum due to silicates. For
the 1026 cm−1 band, the polynomial was fitted to the points 800–960 cm−1, 1083−1087
cm−1, and 1163–1282 cm−1. For the 1460 cm−1 band, the points within the 1280−1284
cm−1, 1333–1370 cm−1, and 1785−2000 cm−1 ranges are used. The combination of these
intervals produces continuum profiles that look reasonable upon visual inspection. When
water containing mixtures are used, we take the O−H bend at 1660 cm−1 as constraint. This
feature is also blended with silicates. Therefore, the continuum was subtracted by using a
fourth-order polynomial fitted to the same points as for the 1460 cm−1 band.
The 13CO band is also an important constraint. The 12CO/13CO ratio from the laboratory
mixtures can be diﬀerent from the ratio found in space. Therefore, the fitting of both bands is
performed separately. To fit the 13CO we use the same procedure and mixtures as used to fit
the 12CO band. However, for the 13CO band, the contamination by gas-phase CO is stronger
than for the 12CO band, enough to preclude distinction of all gas-phase peaks in order to
remove them from the observed spectra. Therefore, the fit is performed normally for both
solid- and gas-phase 13CO and then adjusted by visual inspection until a reasonable final fit
is reached.
3.5 Results
This section presents the resulting fits for the 12CO, 13CO, CH3OH, and H2O bands observed
in the YSOs AFGL 7009S and L1489 IRS spectra. Only the best fits are shown.
3.5.1 AFGL 7009S: a high-mass YSO
The observed spectra of AFGL 7009S are shown in Fig. 3.1, including the first detection of
solid 13CO in the ‘polar’ phase. High-quality Keck observation of 12CO and 13CO bands is
presented in panel ‘a’ as well as in panel ‘b’, respectively. Panel ‘a’ also presents a lower
resolution ISO spectrum which shows how the 12CO band overlaps with a XCN band at
shorter wavelengths. Figure 3.2 shows a zoom of the same spectra with the gas-phase lines
subtracted along with the fit of these bands for AFGL 7009S, which is the result of a linear
combination of the mixtures CO:CH3OH= 1:1, 1:4, and the Gaussian described before. The
first two mixtures account for the red component, while the Gaussian accounts for the blue
component. The contributions of these components are shown in detail in Fig. 3.3(a). We
can see that a linear combination of these mixtures provides a satisfactory fit to the 12CO
and 13CO bands and no overshooting appears in the other bands (Figs 3.3 c–f). Finally, we
derived the solid CO and methanol column densities by dividing the integrated optical depth
by the appropriate band strength A (see references in Sec. 3.4.1). We then obtained N(CO)
= 1.95 × 1018 molec.cm−2 and N(CH3OH) = 3.63 × 1018 molec.cm−2. These findings are
in agreement with previous studies, e.g. Dartois et al. (1999) and Boogert et al. (2008). Our
results lead to N(CH3OH)/N(CO) ≈ 1.85, which shows that methanol is the second most
abundant species towards AFGL 7009S (Dartois et al. 1999). The column density values are
summarized in Tab. 3.2.
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Figure 3.3: Observed spectra of AFGL 7009S and the resulting fit derived from the linear combination of a specific
set of mixtures. In all panels, the orange continuous line represents the resulting fit. Panel (a) shows the observed
12CO band (Keck spectrum, solid phase in black, and gas phase in light grey), and the mixturesCO:CH3OH = 1:4
(I, double-dot dashed red line), CO:CH3OH = 1:1 (II, dashed red line), and Gaussian (III, dot−dashed blue line).
All mixtures are grain shape corrected (CDE). Panel (b) shows the 13CO band (Keck spectrum, solid and gas phase
in black). Panel (c) shows the 1026 cm−1 methanol band (ISO spectrum) with a fourth-order polynomial fit (dashed
grey line) to subtract the silicate contribution. The same in panel (d), but for the 1460 cm−1 methanol band. Panels
(e) and (f) show the United Kingdom Infrared Telescope spectra of 2540−2600 and 2828 cm−1 absorption methanol
bands, respectively. The relevant molecule and its correspondent mode are highlighted inside boxes.
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Figure 3.4: (a) Observed 12CO band (Keck spectrum, solid phase in black, and removed gas phase in light grey), (b)
observed 13CO (Keck spectrum, gas and solid phase in black), and (c) 1660 cm−1 water band of AFGL 7009S (ISO
spectrum, black). In all panels, orange line is the fit resulting from the linear combination of the following mixtures:
CO:H2O = 1:10 (T=10 K; unannealed), pure CO, and Gaussian. All mixtures are corrected for CDE grain shapes.
With this set of mixtures, the contributions of pure CO and the Gaussian are null. Grey dashed line in panel (c)
represents the continuum subtraction.
As already discussed in Sec. 3.1, CO mixed with H2O has been argued to be the carrier
of the red component of the 12CO band. Therefore, we also investigated the fit resulting
from such a mixture. Figure 3.4 shows the results of the application of a CO:H2O= 1:10
mixture to fit the red component. A pure CO spectrum is used to fit the middle component,
and the Gaussian to fit the blue component. Here, the constraint is the 1660 cm−1 water band
due to the OH-bend mode. In order to get an appreciable width of the CO band, a strong
dilution factor is required, but the spectrum is no longer sensitive to the exact ratio. As can
be observed, the overall fit is much poorer, since both position and width are not correctly
reproduced, in both short and long wavelengths. The blue component of the 12CO band is
overshot, which can be explained by the fact that CO mixed with H2O produces a shoulder
at 2152 cm−1 as described above, and the red component is not reproduced at all. Here we
cannot see the shoulder at 2152 cm−1 present in the spectra of CO:H2O mixtures because
the fit is correlated with the Keck spectrum, which does not cover this band. Although the
presence of a shoulder is an important constraint against CO:H2O mixtures, a conclusion
hardly can be extracted here because the short wavelength of the 12CO band overlaps with the
long wavelength of the XCN band. This overlap brings extra uncertainties on the presence
of CO and H2O mixtures towards AFGL 7009S. However, another constraint exists in the
long wavelength side of the CO feature. Since the fit there is extremely poor, this is an extra
and stronger argument against CO:H2O mixtures than the presence of a shoulder at 2152
cm−1. Thus, comparing results presented in Figs 3.3 and 3.4, we conclude that CO mixed
with CH3OH produces better fits for the CO bands towards the AFGL 7009S source.
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Table 3.2: CO and methanol column densities.
Source Molecule Band position
∫
τdτ A∗ N
(cm−1) (cm−1) (cm/molec) (molec cm−2)
AFGL 7009S CO 2140 21.51 1.1(-17) 1.95(18)
CH3OH 1026 54.40 1.5(-17) 3.63(18)
L1489 IRS CO 2140 7.66 1.1(-17) 6.97(17)
CH3OH 1026 10.82 1.5(-17) 7.21(17)
a(−b) = a×10−b
∗References: A(CO) taken from Gerakines et al. (1995), and A(CH3OH) taken from Grim et al. (1991).
3.5.2 L1489 IRS: a low-mass YSO
The present section reports results for the source L1489 IRS. It is known that low-mass YSOs
also showmethanol bands in their spectra (Boogert et al. 2008), although generally with much
lower abundance. The same methanol bands described in the previous section are used here
as constraints for the L1489 IRS source. A water-containing mixture is also used to fit the
12CO and 13CO bands. The observed spectrum of L1489 IRS is shown in Fig. 3.5. The
observed 12CO and 13CO absorption bands are shown in panels ‘a’ and ‘c’, respectively. A
zoom of the spectrum is reproduced in Figs 3.5(a) and (b). Middle and bottom panels show
the four methanol bands used as constraints. The mixtures used here are: CO:CH3OH =
1:1, CO:CH3OH = 1:2, pure CO and a Gaussian with the same full width at half-maximum
and position as used for AFGL 7009S. The 12CO band is fitted well with this set of mixtures
and no overshooting is observed at the other bands. It is necessary to use lower CH3OH/CO
ratios to fit L1489 IRS than the previous source, which reflects the fact that low-mass YSOs
have a lower methanol content than high-mass YSOs. The contamination by gas-phase CO
is so strong in the 13CO band that we cannot expect a good fit at this band (3.5b. The 1026
and 1460 cm−1 are also satisfactory, since no overshooting is observed. The spectrum of
L1489 IRS shows that no feature is observed around 2538–2604 cm−1 (Figs 3.5e and f). For
this source, we found N(CO) = 6.97 × 1017, and N(CH3OH) = 7.21 × 1017 molec.cm−2,
following the same procedure as described in Sec. 3.5.1 for the previous source. Our value
of N(CO) is in agreement with Boogert et al. (2002b), but our N(CH3OH) value, however,
is higher compared to Boogert et al. (2008) by a factor of at least 2.4. According to our
results, the N(CH3OH)/N(CO) is close to unity, which means that both species have similar
abundances towards L1489 IRS. Values of column densities are summarized in Tab. 3.2. We
will come back to possible origins of this discrepancy in the next section.
Figure 3.6 shows the fit using the 1660 cm−1 water band as a constraint for the observed
12CO and 13CO absorption bands. The mixtures used here are as follows: CO:H2O = 1:10,
pure CO, and Gaussian. Although the resulting fit is in better agreement with the observed
L1489 IRS spectrum than it is for AFGL 7009S when the same set of mixtures is used, the
fit is still poor. A mismatch is observed in the red component, and we can see clearly the
shoulder produced by CO:H2O mixtures at 2152 cm−1. Therefore, we reinforce the fact that
CO:H2O mixtures do not produce the red component of the 12CO band.
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Figure 3.5: Observed spectra of L1489 IRS and the resulting fit derived from the linear combination of a specific
set of mixtures. In all panels, the orange line represents the resulting fit. Panel (a) shows the observed 12CO band
(Keck spectrum, solid phase in black, and gas phase in light grey) and the contribution of the mixtures CO:CH3OH
= 1:2 (I, double dot−dashed red line), CO:CH3OH = 1:1 (II, dashed red line), pure CO (III, dot−double dashed
green line), and Gaussian (IV, dot−dashed blue line). All mixtures are corrected for CDE grain shapes. Panel (b)
shows the observed 13CO band (Keck spectrum, solid and gas phase in black), the region where absorption by 13CO
ice is expected, although no detection is claimed. Panel (c) shows the 1026 cm−1 methanol band (ISO spectrum)
with a fourth order polynomial fit (dashed grey line) to subtract the silicate contribution. The same in panel (d), but
for the 1460 cm−1 methanol band. Panels (e) and (f) show the ISO spectra of 2540−2600 and 2828 cm−1 absorption
methanol bands, respectively. The relevant molecule and its correspondent mode are highlighted inside boxes.
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Figure 3.6: Same as for Fig. 3.4 but now for L1489 IRS. Panel (a) shows the contributions of CO:H2O = 1:10
(T=10 K; unannealed) (I, dashed red line), and pure CO (II, dot−double dashed green line). The contribution of
Gaussian is null. All mixtures are corrected for CDE grain shapes.
3.6 Discussion and concluding remarks
We have put our hypothesis that the red component in spectra of solid CO is caused by CO
mixed with CH3OH further to the test by looking at two specific sources: AFGL 7009S, a
high-mass YSO, and L1489 IRS, a low-mass YSO. We applied corrections for grain shape
eﬀects and used diﬀerent methanol bands to constrain the mixtures used to fit the 12CO band.
Water-containing mixtures were also tested.
We want to stress that the mixtures used to fit the red component represent the ratio
localized in the mantles, which does not necessarily represent the ratios along the line of sight.
The high spectral resolution of the observed spectra allowed us to confirm that unannealed
spectra of water-containing mixtures cannot be reconciled with the polar CO component in
both the high- and low-mass source studied.
Here, we used CO:CH3OH = 1:1 and 1:4 for AFGL 7009S, and 1:1 and 1:2 for L1489
IRS to fit the red component. However, this does not mean that the grain mantles in these
sources contain two distinct layers of exactly that composition (see Fig. 3.7) top-left). As can
be seen in Fig. 3.8, spectra of ices of two diﬀerent compositions, in this case CO:CH3OH =
1:1 and 1:9, can be used to construct spectra of intermediatemixtures, in this case CO:CH3OH
= 1:2 and 1:4. We can observe that CO:CH3OH = 1:2 and 1:4 ratios can be reproduced
almost perfectly by a linear combination of the raw and grain shape corrected spectra of
CO:CH3OH = 1:1 and 1:9 ratios. However, this breaks down when using CO:CH3OH =
2:1 instead of 1:1 ratios to fit the other mixtures since grain shape eﬀects start to dominate
(although this is not shown here). This indicates that mantles could also consist of one homo-
geneous intermediate layer (top right of Fig. 3.7)). We think, however, that it is more likely
that a gradient of diﬀerent ice compositions exists (bottom left Fig. 3.7)). This is in line
with kinetic Monte Carlo simulations of methanol formation in dense clouds (Cuppen et al.
2009) where a gradient was found as well, caused by a changing CO/H ratio in gas phase
during CO freeze-out. Although we cannot say exactly which range exists in the mantles, our
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results indicate that CO/CH3OH ratios are limited, so that one should not expect extremes
like CO:CH3OH = 2:1 or 1:9 ratios to be present in the ice mantles. Another interpretation
is that mantles change in composition along the line of sight (bottom right Fig. 3.7)). Most
likely it is a combination of both. Considering the evolution of grain surface mantles, it can
indeed be easily explained why CO is in a CH3OH rather than a H2O environment. Observa-
tional studies show that H2O freezes out at much lower extinctions (Whittet et al. 2001, Chiar
et al. 2011, Boogert et al. 2013, Whittet et al. 2013) than CO, which needs a higher density
to freeze out (Chiar et al. 1994). Methanol forms at even higher extinction as shown by ice
observations (Boogert et al. 2011, Chiar et al. 2011, Whittet et al. 2011), which is consistent
with the picture that a relatively high density is needed to eﬃciently convert CO into CH3OH
(Cuppen et al. 2009, Boogert et al. 2015).
For the sources used here we can reproduce the 12CO band well by using a linear combi-
nation of diﬀerent mixtures containing methanol to represent the red component. Moreover,
the high-mass source required mixtures with a higher content of methanol than the low-mass
source, in agreement with the CH3OH abundances. According to our results, the column of
CH3OH of AFGL 7009S is in agreement with previous studies, while the same column is
overestimated for L1489 IRS.
Due to the grain shape corrections, we need to include mixtures with large concentration
of CH3OH. For spectra with ratios CH3OH:CO ≤ 1, spectra of intermediate mixtures can
no longer be obtained by a linear combination of two extreme mixtures as was done for
CH3OH:CO ≥ 1 in Fig. 3.8. Moreover, the eﬀect of CDE is a shift of the laboratory spectrum
with several wavenumbers. Since we work with binary mixtures, the methanol serves two
purposes: to change the band profile of the laboratory spectra and to change the eﬀect of
the grain shape corrections by changing the dilution ratio. Adding multiple components
or changing the grain shape CDE model could make the amount of CH3OH needed for a
reasonable fit less severe. Moreover, it might also explain the minor disagreement that can be
observed at short wavenumbers (see Figs 3.3a and 3.5a).
The CDE model assumes only a single and homogeneous ice layer instead of a gradient
as we suggest. Moreover, we ignore the presence of intermediate species, such as H2CO,
in the CO:CH3OH mixtures. It is known from laboratory experiments that CH3OH is pro-
duced via hydrogenation of CO in interstellar ices (Watanabe et al. 2004, Fuchs et al. 2009),
which leads to intermediate species such as H2CO. This would be more important for low-
mass YSO, since these sources are less processed due to their lower temperature and density.
Therefore, the conversion of the CO content into methanol takes longer, which means that
the abundance of intermediate species might be higher than for high-mass YSO. However, as
far as we are aware, there are no CO:H2CO:CH3OH mixtures currently available to put this
hypothesis to test. Therefore, the eﬀect of grain shape correction in the laboratory spectra of
CO:H2CO:CH3OH mixtures is unknown. Nevertheless, based on the good fit shown by our
results especially for AFGL 7009S, we reinforce that methanol is the more likely species to
be mixed with CO and compose the red component of the 12CO band.
Finally, we like to make a few considerations on the blue component. The apolar blue
component has been argued to be caused by pure CO or CO mixed with CO2. However, as
pointed out by Boogert et al. (2002a), in astrophysical environments it is more likely that CO
is mixed with other species as well, such as N2 and O2. Therefore, we tested the following
mixtures: one O2-rich (CO:O2:N2:CO2 = 1:5:1:0.5), and one CO-rich (CO:O2:N2:CO2 =
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Gradient along
the line of sight
Figure 3.7: Possible interpretation of mantle structure of astrophysical ices. Top left panel: the ice mantle is
composed by an intermediary composition distributed homogeneously. Top right panel: traditional view of ice
mantles, where diﬀerent layers of specific composition each take place. Bottom left panel: mantles are composed by
a gradient of ice composition. Bottom right: mantles of diﬀerent composition distributed along the line of sight.
1:0.5:0.25:0.32). These mixtures are used here to test possible dependency on the choice
of the blue component. The observed 13CO and 12CO absorption bands and the methanol
features were fitted using also these two mixtures. CO- or O2-rich mixtures do not exert a
strong influence on the final fit: the red component is not aﬀected by the blue component.
Moreover, the inclusion of a pure CO component does not improve the quality of the fit
substantially for AFGL 7009S. The columns derived from all combinations of fits are similar,
although the N(CO)/N(CH3OH) ratio can be approximately 10 per cent higher than the ratio
from standard mixtures, but still in agreement with previous studies for AFGL 7009S. For the
L1489 IRS source, the CO and CH3OH columns are all similar and the N(CO)/N(CH3OH)
ratios are all close to unity. In conclusion, the red components of both AFGL 7009S and
L1489 IRS are not aﬀected by the choice of the blue component. However, for L1489 IRS, a
pure CO component is necessary to have acceptable fits.
We can summarize the main conclusions as follows.
(1). Unannealed water-containing mixtures do not reproduce the 12CO band of both high-
and low-mass YSOs.
(2). The red component of the 12CO band can be reproduced by CO:CH3OHmixtures. The
previous conclusion that the mantle is stratified still holds.
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Figure 3.8: Linear combination of two diﬀerent CO:CH3OH mixtures to fit a third one. The fit for the 12CO band
is shown in all panels. Left-hand panels show raw laboratory spectra while right-hand panels show the spectra after
grain shape corrections (CDE). Panels (a) and (b) show CO:CH3OH = 1:1 (dashed blue line), and 1:9 (dot–dashed
green line) ratios fitting 1:2 ratio (dot black line). The same in panels (c) and (d), but now the fitting mixture is the
CO:CH3OH = 1:4 ratio (dot black line).
(3). A gradient of diﬀerent ratios of CO:CH3OH mixtures might exist in the grain mantles.
(4). Themethanol constraints put limits on the CO/CH3OH ratio, so that values of CO:CH3OH
might not diﬀer much from the 1:1 to 1:4 range.
(5). The spectrum of high-mass YSOs requires a higher content of methanol than the low-
mass YSOs to reproduce the red component of the 12CO band;
Although the present work shows that the red component of observed 12CO band of YSO
can be reproduced by CO:CH3OH mixtures, we want to stress that other combinations of
ice mixtures might also produce equally good fits. However, our hypotheses are theoret-
ically well-motivated and appear to be consistent with observations. Nevertheless, future
work might take into account laboratory spectra of CO:H2CO:CH3OH to provide a more
complete picture of the chemical content of ice mantles. Moreover, the CDE model is not
completely accurate, and might fail specially in the case of mantle stratification. Therefore,
future work should also test other grain shape models. Ultimately, other mixtures, including
follow-up experiments with UV photolysis and thermal processing, and diﬀerent grain shape
models should be tested in a bigger sample of YSO to allow a statistical analysis of the re-
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sults presented here. This could shine a new light on the comprehension of the evolution of
astrophysical ices and their role in the evolution of YSOs.
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CHAPTER4
Modelling the chemical evolution of
molecular clouds as a function of
metallicity
The Galaxy is in continuous elemental evolution. Since new elements produced by dying
stars are delivered to the interstellar medium, the formation of new generations of stars and
planetary systems is influenced by this metal enrichment. We aim to study the role of the
metallicity on the gas phase chemistry of the interstellar medium. Using a system of coupled
ordinary diﬀerential equations to model the chemical reactions, we simulate the evolution of
the abundance of molecules in the gas phase for diﬀerent initial interstellar elemental compo-
sitions. These varying initial elemental compositions consider the change in the ‘elemental
abundances’ predicted by a self-consistent model of the elemental evolution of the Galaxy.
As far as we are aware, this is the first attempt to combine elemental evolution of the Galaxy
and chemical evolution of molecular clouds. The metallicity was found to have a strong eﬀect
on the overall gas phase composition. With decreasing metallicity, the number of long carbon
chains was found to increase, the time-scale on which small molecular species are increases,
and the main form of oxygen changed from O and CO to O2. These eﬀects were found to be
mainly due to the change in electron, H+3 , and atomic oxygen abundance.
This chapter has been published as:
E.M. Penteado, H.M. Cuppen, H.J. Rocha-Pinto "Modelling the chemical evolution of molec-
ular clouds as a function of metallicity", Monthly Notices of the Royal Astronomical Society,
439, 3616 (2014).
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4 The chemical evolution as a function of metallicity
4.1 Introduction
Molecular clouds are chemically rich environments where over 180 molecular species have
been observed and these are the sites of star and planet formation (Herbst & van Dishoeck
2009). Molecules play a central role in determining the thermal budget of astrophysical bod-
ies and provide crucial building blocks during star and planet formation. The understanding
of such environments has always been a challenge and, for decades, astrochemists have devel-
oped diﬀerent models to describe the rich and complex chemistry of the interstellar medium
(ISM), which might consider only reactions occurring in the gas phase (Herbst & Klemperer
1973) or also chemistry taking place on the surfaces of interstellar dust grains (Tielens &
Hagen 1982). Although it is well known that many molecules are more eﬃciently formed on
the surface of astrophysical ices, gas phase chemistry has an important role on the chemical
evolution of dense molecular clouds and its study is still necessary to deepen our knowledge
about the evolution of the ISM. Models to describe gas phase (e.g. Wakelam et al. 2012) and
grain surface chemistry (e.g. Vasyunin & Herbst 2013) of the ISM are continuously elabo-
rated and are improved by comparisons with laboratory results and with observations.
The most commonly used method to model interstellar gas phase chemistry is based on
reaction rate equations. In this method, a set of ordinary coupled diﬀerential equations, in
which each equation describes the time variation of the concentration of a molecule, is built
accordingly to the reactions under consideration. This set of diﬀerential equations can only
be solved numerically and the number of equations follows the number of species considered,
typically hundreds, which are normally connected by thousands of reactions. The final aim
of astrochemical models is to understand how the abundances of the molecules change with
time according to a set of initial abundances and to a set of astrophysical parameters.
Many molecules are expected to be discovered in the near future because of the develop-
ment of a new generation of ground-base interferometers, like the Atacama Large Millime-
ter/submillimeter Array (ALMA), forcing the development of new models able to describe
such complex environment in more details. Moreover, these instruments will allow us to
look at the molecular complexity beyond our own Galaxy, probably even at higher redshift.
Studies of formation of simple molecules at high redshift have been developed (Cazaux &
Spaans 2009) and detection of molecules in extragalactic sources has already been reported
(Pereira-Santaella et al. 2013, and references therein).
The present work presents simulations of the variation of abundances of molecules in
a cold dense molecular cloud computed by taking into account the elemental evolution of
the Galaxy. Wakelam et al. (2010) have also studied the eﬀect of the change in the initial
elemental abundances and other input parameters but, diﬀerently from our study, their choice
of the initial abundances did not take into account the elemental evolution of the Galaxy.
Elements heavier than hydrogen and helium are delivered to the ISM during stellar deaths.
This process continuously enriches molecular clouds so that new generations of stars and
planetary systems are born with a diﬀerent initial elemental composition. To this process of
element formation and delivery to the ISM, we refer as ‘elemental evolution of the Galaxy’.
To the production and evolution of molecules in dense cold molecular clouds, we refer as
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‘chemical evolution’.1 Figure 4.1 shows schematically how the production of new elements
by dying stars influences the production of molecules deeply inside dense and cold molecular
clouds. The elemental evolution of the Galaxy can be interpreted as a clock, in which the
metallicity, denoted by [Fe/H], increases as time passes, so that the Galaxy must be more
rich in metals in late than in early times. This can also be thought of in terms of redshift,
so that galaxies at higher redshift must have lower metallicity, whereas galaxies at lower
redshifts must have higher metallicity. Therefore, the metallicity represents a chronometer,
which describes the accumulation of iron in the ISM. Wheeler et al. (1989) have already
noted that the accumulation of iron in the ISM increases monotonically with time. Therefore,
by connecting the elemental evolution of the Galaxy with the chemical evolution of the ISM,
the study of the chemistry occurring in primordial gas of higher redshift is possible, as well
as a comparison to the chemistry of present higher metallicity gas.
As mentioned before, we will limit our study to gas phase chemical models. Ultimately,
one would like to repeat this study applying a full gas−grain model. However, a pure gas
phase chemical model will be a good first step in understanding the influence of redshift on
the gas phase composition. It is a representative model of quiescent cold clouds. Grains will
mostly contribute in depleting the gas phase from certain species, but this is more dominant
at high densities (> 105 cm−3), and in the formation of new molecules that will enter the
gas phase in later stages of the star formation sequence where the grains heat up and release
their ice mantles. In the present study we will therefore limit ourselves to description of
the gas phase composition at cold cloud conditions and we aim to understand how the gas
phase chemistry changes with metallicity. We will further speculate on the possible further
reactions that could occur on the grain surfaces. One might ask whether it is reasonable to
study the galactic chemistry without considering the presence of grains. Gas−grain models
are still in development and many issues still wait to be solved. The present work is the
first attempt to combine both elemental and molecular evolution, connecting two diﬀerent
formalisms. This brings the necessity of starting with simple considerations, like excluding,
for now, the presence of grains.
Details of the method and the process to find the initial elemental composition are de-
scribed in Sec. 4.2, while the results and discussion are presented in Sec. 4.3. Finally, Sec. 4.4
gives our concluding remarks.
4.2 Method
The applied method consists of three steps: first, the initial abundances of a selection of
elements are determined on the basis of a standard self-consistent model for the elemen-
tal evolution of the Galaxy described by Timmes et al. (1995). These abundances are then
depleted to account for the dust and finally given to a chemical code which calculates the
time-dependent chemical evolution of the molecular cloud.
1Since this work tracks both elemental and molecular evolution, we decided to use the term “chemical evolution”
to refer only to the evolution of the abundance of molecules in clouds and “elemental evolution” to refer to the
production of elements by dying stars. Therefore, the term “elemental evolution” is a synonymous for the term
“chemical evolution” used by other authors.
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Figure 4.1: Chemical evolution of molecular clouds connected to the elemental evolution of the Galaxy. Top-
left: schematic representation of the process of production and delivery of new elements to the ISM. Top-right:
an example of chemical evolution of a molecular cloud for one specific metallicity. Bottom: representation of the
elemental evolution of the Galaxy, where molecular clouds evolve with diﬀerent initial metallicity along the lifetime
(redshift) of the Galaxy.
4.2.1 Initial elemental abundances
The initial elemental abundances as a function of metallicity were obtained from a model
for the elemental evolution of the Galaxy presented by Timmes et al. (1995). These authors
simulated the production of 76 stable isotopes by Type I and II supernovae, from hydrogen
to zinc, through a dynamical and chemical model for the Galaxy, where they present the
evolution of such elements with respect to the metallicity, i.e. [X/Fe] versus [Fe/H]. The
relation [Fe/H] is used as a measure for the metallicity, which is defined as
[
Fe
H
]
= log
[
ϵ(Fe)
ϵ(H)
]
− log
[
ϵ(Fe)
ϵ(H)
]
⊙
. (4.1)
This equation compares the logarithms of the abundances of Fe and H, ϵ(Fe) and ϵ(H),
respectively, in the molecular cloud under consideration (first term) and solar abundances
(second term). The [Fe/H] ratio can be interpreted as a chronometer which describes the
accumulation of iron in the ISM. Timmes et al. (1995) covered the scale from −3.0 to
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0.0, where [Fe/H] = 0 clearly represents solar metallicity. Our model covers an approx-
imate range, from −2.5 to 0.0. In terms of oxygen abundance, this range corresponds to
6.19 ≤ log(O/H) + 12 ≤ 8.69, where the first refers to [Fe/H] = −2.5 and the latter to solar
metallicity (Asplund et al. 2009). Apart from their standard model to describe the elemen-
tal evolution, they made two refinements: [N/Fe] calculated with convective overshoot and
[X/Fe] calculated with a factor of 2 in the iron yields. This leads to a total of four diﬀerent
sets of elemental abundances:
(1). the standard model;
(2). same as (1) but [N/Fe] calculated with convective overshoot;
(3). [X/Fe] calculated with a factor of 2 in the iron yields, but without convective over-
shoot;
(4). same as (3), but with convective overshoot.
At solar metallicity these sets coincide. The largest diﬀerence between the sets is for
nitrogen at high redshift; the standard model predicts a very low nitrogen abundance under
these conditions. Observations suggest that nitrogen is primarily produced in low-metallicity
massive stars, and Timmes et al. (1995) could only reproduce this by artificially enlarging
the numerical parameter which treats convective overshoot (models 2 and 4). When applying
this, the nitrogen abundance increases with several orders of magnitude, in better agreement
with the observations. In general, model (4) gives the best agreement with observational
data for all elements and we therefore use this model to obtain the abundance of all elements
throughout this study.
There are however a few exceptions. This is the case for phosphorus and chlorine. The
dominant molecular forms of these elements show only weak lines in synthetic stellar spec-
tra, making it diﬃcult to determine their abundances in dwarf or field giants. For this reason,
Timmes et al. (1995) used only their standard calculations to predict the chlorine and phos-
phorus abundances relative to iron. These calculations were used in this work to predict the
initial abundances of these elements for all models.
The program nahoon (Wakelam et al. 2012), which is used to simulate the chemical evo-
lution of a particular molecular cloud, requires elemental abundances to be provided with
respect to hydrogen and these values are obtained using
[
X
H
]
=
[
X
Fe
]
+
[
Fe
H
]
, (4.2)
and considering the definition
[
X
H
]
= log
[
ε(X)
ε(H)
]
− log
[
ε(X)
ε(H)
]
⊙
, (4.3)
where ε(X) is the abundance of certain element. Solar abundances are taken from As-
plund et al. (2009) and are reproduced in Tab. 4.1.
Timmes et al. (1995) determined the total elemental abundance for each species. Clearly,
some species are depleted from the gas phase to form grains (Graedel et al. 1982) and the
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Table 4.1: Solar abundances Asplund et al. (Asplund et al. 2009)
X log ϵ(X)⊙
H 12.00
He 10.93
C 8.43
N 7.83
O 8.69
F 4.56
Na 6.24
Mg 7.60
Si 7.51
P 5.41
S 7.12
Cl 5.50
Fe 7.50
initial abundances given to nahoon need to account for this. A percentage was therefore
removed from the initial gas phase abundances following Flower & Pineau des Forêts (2003)
(see Tab. 4.3). The resulting initial abundances increase smoothly and monotonically with
metallicity, which is a reflection of the elemental evolution of the Galaxy. These abundances,
before applying depletion, are listed in Tab. 4.2, and the electron abundances are set to be the
sum of the initial ions abundances. All species are shown with respect to atomic H.
Apart from the atomic and molecular species, the chemical network that we will apply
considers grains; so their abundances need to be computed as well. These can be directly
determined from the depletion factors that we applied, listed in Tab. 4.3. We assume two
dust compositions: carbonaceous grains (all depleted carbon) and silicate material (all other
depleted elements), and we calculate the total mass of each composition. The resulting dust-
to-gas mass ratio is in close agreement with observational studies of the variation of this
quantity with metallicity (Reshetnikov 2000, Galametz et al. 2011). The total dust volume can
be derived from this by applying densities of 3.5 and 1.8 g cm−3 for silicate and carbonaceous
material, respectively (Li & Greenberg 1997). Assuming a spherical grain shape and a grain
size distribution proportional to ngrain(r) ∝ r−3.5 (Mathis et al. 1977), the number density
of grains can be calculated. Here we assume two grain sizes: large grains represented by
r=0.1µm which cover the range from 0.05 to 0.25 µm, and small grains, ranging from 0.005
to 0.05 µm, represented by a grain with radius of r = 0.01 µm.
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Table 4.2: Initial elemental abundances with respect to H nuclei for model (4).a
Species [Fe/H]
-2.5 -2.0 -1.5 -1.0 -0.5 0.0
H 1.00(+00) 1.00(+00) 1.00(+00) 1.00(+00) 1.00(+00) 1.00(+00)
He 0.08(+00) 0.08(+00) 0.08(+00) 0.08(+00) 0.08(+00) 0.08(+00)
N 9.21(-08) 2.05(-07) 4.97(-07) 1.53(-06) 1.50(-05) 5.62(-05)
O 6.12(-06) 1.50(-05) 3.94(-05) 1.11(-04) 3.07(-04) 5.84(-04)
F 2.70(-10) 5.55(-10) 1.46(-09) 6.16(-09) 2.50(-08) 6.81(-08)
C+ 1.22(-06) 3.34(-06) 1.09(-05) 4.70(-05) 1.82(-04) 3.39(-04)
Cl+ 5.30(-10) 2.49(-09) 7.30(-09) 2.33(-08) 1.02(-07) 4.71(-07)
Mg+ 3.47(-07) 7.96(-07) 2.05(-06) 5.99(-06) 1.75(-05) 3.67(-05)
Na+ 3.03(-09) 7.16(-09) 2.13(-08) 9.59(-08) 5.85(-07) 1.83(-06)
P+ 3.91(-10) 1.46(-09) 4.03(-09) 1.31(-08) 6.76(-08) 3.51(-07)
S+ 1.10(-07) 3.32(-07) 8.79(-07) 2.38(-06) 7.18(-06) 1.67(-05)
Si+ 3.73(-08) 1.30(-07) 4.88(-07) 1.79(-06) 5.99(-06) 2.60(-05)
Fe+ 1.00(-07) 3.16(-07) 1.00(-06) 3.16(-06) 1.00(-05) 3.16(-05)
e 1.82(-06) 4.92(-06) 1.54(-05) 6.04(-05) 2.23(-04) 4.52(-04)
Small grains 1.85(-12) 4.81(-12) 1.39(-11) 4.70(-11) 1.55(-10) 3.41(-10)
Large grains 5.78(-15) 1.50(-14) 4.33(-14) 1.46(-13) 4.85(-13) 1.06(-12)
C+/O 1.99(-01) 2.22(-01) 2.77(-01) 4.23(-01) 5.93(-01) 5.80(-01)
Dust to gas mass ratio 5.40(-05) 1.39(-04) 3.93(-04) 1.26(-03) 3.99(-03) 8.77(-03)
Grain densityb 3.03(+00) 3.01(+00) 2.97(+00) 2.79(+00) 2.67(+00) 2.77(+00)
aThe notation α(β) stands for α × 10β.
bGrain density is given in g cm−3.
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Table 4.3: Percentage of elemental abundances remaining in the gas phase
Species Per cent in gas phase
H 100
He 100
N 100
O 70
F 100
C 40
Cl 50
Mg 0
Na 50
P 50
S 80
Si 0
Fe 0.04
4.2.2 Chemical model
The kida chemical network kida.uva.20112 is used to describe the gas phase chemistry. This
network contains more than 470 atomic and molecular species connected by more than 6000
gas phase reactions. All reactions occur between only two reactants, since molecular clouds
are not dense enough to allow three-body reactions and are exothermic with no or small
reaction barriers. In total 13 elements are included: H, He, C, N, O, Na, Mg, Cl, F, S, Si, P,
and Fe.
kida was used in combination with the publicly available numerical code nahoon to cre-
ate and integrate the system of rate equations. This code, written in fortran90 and available
through the same web page as the kida chemical network, computes the gas phase chem-
istry of cold dense molecular clouds and uses the solver dlsode from the odepack package to
solve the system of equations. The chemical evolution was computed at fixed astrophysical
parameters (which is normally referred as to zero dimension model, 0D) like, for instance,
temperature and total H density. In nahoon, electrons, neutral grains, and grains with one
electron charge are considered as species and their abundances are also computed. The net-
work includes neutralization reactions between positively charged species with negatively
charged grains and reaction between electron and neutral grains (see Tab. 3 in Wakelam et al.
(2012) for a complete list of reactions involving grains). The rates of these processes depend
on the collision cross-section and are therefore diﬀerent for our two grain size populations.
The grain surface reaction leading to H2 is included in an artificial eﬀective way and this
is the only grain process which is accounted for.
2http://kida.obs.u-bordeaux1.fr/models
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Table 4.4: Physical parameters
Parameter Diﬀuse cloud Dense cloud
T 100 K 10 K
nH 1×103 cm−3 2×104 cm−3
ζ 1.3×10−16 s−1 1.3×10−17 s−1
AV 1 mag 30 mag
4.2.3 Physical conditions
Dense clouds are thought to evolve from diﬀuse clouds. We therefore first compute the steady
state chemistry of a diﬀuse cloud and use the obtained abundances as initial condition for
the simulations of dense clouds, with appropriate physical parameters. Each diﬀuse cloud
simulation starts with all elements ionized, apart from H, N, O, and F, and all in the atomic
form.
Our choice of physical parameters is similar to the parameters used in most of gas phase
astrochemical models. For easy comparison we chose the parameters as close as possible
to the ones used by Wakelam et al. (2012), where the nahoon program and kida network
was presented. For dense clouds, the total H density is 2×104 cm−3, temperature T is 10
K, visual extinction AV is 30 mag and the cosmic ray (CR) ionization rate ζ is chosen to
be 1.3×10−17s−1. For clouds of such high visual extinction CR-induced photons are the
dominant radiation source and similar results are expected using other high values for AV.
The dependence on ζ will be discussed in more detail in Sec 4.3.8. The physical parameters
for both diﬀuse and dense clouds are summarized in Tab. 4.4. Unless explicitly stated, all
simulations were run with this set of physical parameters. The abundance of He does not
vary with respect to the metallicity. All simulations were performed for 108 yr, when steady
state is expected to be already reached.
4.3 Results and discussion
4.3.1 Influence of elemental model
As explained in Sec. 4.2.1, diﬀerent sets of initial conditions could be obtained from the
calculations by Timmes et al. (1995). Figure 4.2 plots the chemical evolution of a number
of selected species for these four models. Additional depletion of the elements according to
Tab. 4.3 has been applied. The metallicity is [Fe/H] = −2.5 in all cases. Since the models
give similar elemental abundances at solar metallicity and deviation is largest for [Fe/H] =
−2.5, these results should show the strongest eﬀect. The figures show very similar behaviour
for all species, except for N2 and HC3N. The abundance of nitrogen-bearing species is much
higher in the models with convective overshoot for [N/Fe] (models 2 and 4), since the amount
of available nitrogen is several orders of magnitude higher.
The results presented in the remainder of this section apply model (4) to obtain the initial
elemental abundances with additional depletion due to the formation of grains. The percent-
ages of elements remaining in the gas phase are given in Tab. 4.3. All simulations were run
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Figure 4.2: The chemical evolution of a dense molecular cloud for [Fe/H] = −2.5. The initial elemental abundances
are determined from four diﬀerent models taken from Timmes et al. (1995).
using the physical parameters summarized in Tab. 4.4.
Given a set of elemental abundances, diﬀerent scenarios can be for the initial conditions
in which these elements exist (ionized, atomic, or molecular form). Here we introduce three
possible scenarios and chose one of them to present the results. Figure 4.3 shows the evolu-
tion of important species for two extreme metallicities according to the following scenarios:
scenario 0 represents conditions typically used when simulating a dense cloud: all species
ionized and hydrogen completely in molecular form; in scenario 1, we first simulate the evo-
lution of diﬀuse clouds and use the steady state abundances as initial condition for dense
clouds; scenario 2 is similar to scenario 1 but here the final abundances of H and H2 obtained
from the dense cloud simulation are taken as initial abundances for another round of dense
cloud simulation. The latter scenario is normally chosen when one wants to study the eﬀect
of the H abundance on chemical evolution. The steady state is more or less the same for all
cases, but it is reached in diﬀerent ways. For solar metallicity, the absence of H atoms (sce-
narios 0 and 2) pushes the chemical evolution to later times. For [Fe/H] = −2.5 scenario 0
is very diﬀerent from the other scenarios. The results presented in the remainder of the paper
are based on scenario 1.
4.3.2 Metallicity dependence
The chemical evolution of a few species that are crucial in the chemical network is shown
in Fig. 4.4. Clear diﬀerences in evolution can be observed as a function of metallicity. An
obvious diﬀerence is the level of CO that is formed. This is a direct consequence of the
amount of C and O available as a function of metallicity. The other oxygen-bearingmolecules
in Fig. 4.4 reach steady state much faster for low metallicity as compared to solar metallicity.
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Figure 4.3: Evolution of important species for the gas phase chemistry according to three diﬀerent scenarios (see
text). Left-hand panels show results for low metallicity whereas right-hand panels show results for high metallicity.
This is mainly because of the abundance of H+3 . This species kick starts the oxygen chemistry
by
H+3 +O→ H2O
+ +H. (4.4)
From H2O+ chain of reactions follows that lead to OH and ultimately to O2. Since more
H+3 is available at low metallicity, as can be seen in Fig. 4.4 as well, O atoms are much
more eﬃciently converted to O2 at low metallicities. The main reason that H+3 decreases
with metallicity is the increase in abundance of CO. CO is the main destructor of H+3 at
high metallicities, whereas for low metallicities the CO abundance is so low that the reaction
OH + H+3 becomes the main destruction pathway for H
+
3 .
Other important species in the gas phase reaction network are electrons. The initial elec-
tron density increases with metallicity, since the initial abundance of free electrons is deter-
mined by the ionization of metals. So for higher metallicity, more electrons will initially be
available. At early times, these electrons are mainly absorbed by H+3 and by ionized elements.
Since at low metallicity the abundance of H+3 is high, this becomes an important reaction. At
high metallicities, less H+3 is available, while the initial abundance of ionized elements is
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Figure 4.4: Simulation of the chemical evolution of a molecular cloud for diﬀerent initial elemental compositions,
represented by [Fe/H]. Results are shown for species that are crucial in the chemical network.
higher. Therefore electrons react mainly with charged species. At later times, oxygen reacts
eﬃciently with carbon chain species, destroying them and leading to more free electrons.
Figure 4.5 shows the gas phase abundance of a few species. One can see that steady
state is reached later in the molecular cloud’s lifetime as the metallicity increases. CO, for
instance, has reached its constant final abundance as early as 1× 105 yr for [Fe/H] = −2.5
whereas 5 ×105 yrs are required at [Fe/H] = 0. For N2 the steady state time-scales are 2×105
and 3×106 yrs, respectively. It is unclear what the exact lifetime of a cloud is, especially at
higher redshift, but it is usually assumed to be 105 − 106 yr, after which the cloud becomes
dynamically unstable. If this is the case, the cloud has already reached steady state for low-
metallicity conditions whereas it may not have done so for solar conditions.
Species can be classified as being formed, destroyed, or in steady state on the basis of their
relative slopes [ dn(X)dt /n(X)]. Visual inspection of the relative slopes shows that steady state
is reached when this parameter falls within −1 × 10−8 and 1 × 10−8 yr−1. Figure 4.6 shows
this classification in terms of percentage for four times and all six metallicities. Generally,
three regimes can be distinguished: species are first predominantly formed, some reach a
maximum abundance and later become predominantly destroyed and finally in steady state.
We see that the second and third regimes are reached earlier for low metallicity than for high
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Figure 4.5: Simulation of the chemical evolution of a molecular cloud for diﬀerent initial elemental compositions,
represented by [Fe/H]. Results are shown for simple molecules, which are representative of the gas phase chemistry.
metallicity. This can be explained by the abundances of H+3 and O. At low metallicity, the
high H+3 abundance leads to a fast formation of species; an example of this is the oxygen
chemistry discussed earlier. At high metallicity, the high O abundance aids in the destruction
of species at late times, which makes the destruction process longer. Steady state is already
completely reached at 108 yr for all metallicities.
4.3.3 Oxygen chemistry
This section discusses the behaviour of oxygen-containingmolecules as a function of redshift.
The two most important reservoirs for elemental oxygen in molecular clouds are water and
carbon monoxide. Water is predominantly formed through grain surface chemistry, which
is not included in our model and the main reservoir of oxygen will therefore be CO in our
models. We will return to the formation of H2O at the end of this section.
Figure 4.7 plots the contribution of the diﬀerent species to the total oxygen budget. This
is done for 24 diﬀerent situations: for all six metallicities at 105, 106, 107, and 108 yr. Our
chemical network involves 97 oxygen-bearing species both neutral and ionized ones. Only
four species are needed to account for at least 90 per cent of all available oxygen in all 24
situations: CO, O, OH, and O2. In the previous section we have already discussed part of
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Figure 4.6: Percentage of molecules being destroyed (blue, oblique line), formed (green, horizontal line), or in
steady state (gold, solid) at diﬀerent moments of the molecular clouds lifetime for six diﬀerent metallicities: from
left to right ranging from [Fe/H] = −2.5 to 0.0. Species are considered in steady state if their relative slope satisfies
−10−8 < dn(X)dt /n(X) < 10
−8.
the oxygen chemistry and how H+3 starts the reactions to convert O to OH and finally O2.
This can also be seen again in Fig. 4.7. Molecular oxygen holds around 40 per cent of all
elemental oxygen in molecular clouds with low metallicity. This percentage increases with
time. However, this behaviour changes as the metallicity increases. In environments of solar
metallicities most of the O is in the atomic form, for early times, while for late times, the
oxygen is almost equally shared between the three main O-containing species: O, O2 and
CO. The contribution of CO to the overall oxygen budget increases with metallicity. This is
mainly because of the increase in C/O ratio. Figure 4.8 shows how the C/O ratio increases
with metallicity, but always stays below unity. This means the amount of elemental carbon
is the determining factor in maximum amount of CO which is formed. The CO contribution
to the oxygen budget at late times follows the C/O ratio closely, indicating that indeed nearly
all carbon is contained in CO.
On the basis of our models, one might suggest that the gas phase abundance ratio of
O2/CO as a function of metallicity would be a good observational diagnostic to test the valid-
ity of our models. Unfortunately, cold O2 is very hard to observe since it has no permanent
dipole, thus it is impossible to use O2/CO as a test of our model.
Molecular and elemental oxygen are both precursors for the formation of water ice through
grain surface reactions. Water can form by diﬀerent surface mechanisms as was postulated
by Tielens & Hagen (1982): through the hydrogenation of O, O2, and O3. Recent experi-
mentally studies have shown that these three routes can indeed lead to the formation of H2O
(Ioppolo et al. 2008, Miyauchi et al. 2008, Cuppen et al. 2010, Dulieu et al. 2010, Romanzin
et al. 2011). Hydrogenation of O2 and O3 have H2O2 and OH as intermediates whereas O
hydrogenation only has OH as intermediate. OH can react further with H or H2 to form H2O
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Figure 4.7: Contribution of diﬀerent oxygen-bearing species to the total oxygen elemental abundance as a function
of [Fe/H] for four diﬀerent times. Only the most abundant species that together account for at least 90 per cent of
oxygen are shown.
(Oba et al. 2012). The exact route will determine the amount of formed H2O2, which was
recently detected in ρ Oph A (Bergman et al. 2011) as well as the deuterium fractionation
and therefore the HDO/H2O ratio. The freeze out of O2 on to grains can also explain the low
detection of gas phase O2 in ρ Oph A (Liseau et al. 2012). Although grain surface chem-
istry is not included in our models, we can speculate on the formation route based on the
gas phase composition, since the reactants for surface reactions reach the grain surface by
impinging from the gas phase (Cuppen & Herbst 2007). Since at low metallicity, oxygen is
predominantly present in the form of O2, the O2 hydrogenation route is the most likely reac-
tion channel leading to the formation of water ice, especially since the abundance of atomic
hydrogen is relatively high because of the low grain density. At solar metallicity, the forma-
tion route of O + H becomes more likely, since here O atoms dominate. In the intermediate
regime, O3 hydrogenation could be more important, since here O and O2 can react to form
O3. Moreover, the atomic hydrogen abundance is also lower, allowing the oxygen species to
react before new H atoms land on the surface.
4.3.4 Nitrogen chemistry
Another element of interest is nitrogen. Nitrogen is an important element in many biomolecules.
Its chemistry might give hints whether it will be chemically available for the formation of
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Figure 4.8: C/O ratio versus [Fe/H] (solid line) and the diﬀerence between O and C initial abundances (dashed
line). Data are shown after depletion of the elements.
more complex molecules. N2 is for instance fairly inert, whereas NO is much more reactive;
NH3 is somewhere in between. Our network contains 123 N-bearing species. Figure 4.9
shows the contribution of the species to the total nitrogen budget. Again only a handful
species is needed to account for a minimum of 90 per cent of the total nitrogen; in this case
four: N, N2, NO, and NH3. In most case, however, only one or two species (N and N2) are
already enough to account for almost the totality of the nitrogen atoms. NO and NH3 are
mostly important at low metallicities, especially for early times. Figure 4.9 shows the ele-
mental evolution of the Galaxy along the x-axis, while the time evolution can be extracted by
comparing the four panels top to bottom. If we analyse the top panel, which represents the
moment when it is believed that the molecular clouds start the process of collapse (105 yr),
it is clear that atomic nitrogen is the main holder of nitrogen, for all metallicities. This is
converted to molecular nitrogen in time (second and third panel). This conversion is slower
at high metallicity than at low metallicity. Again the diﬀerence in oxygen chemistry plays a
crucial role, since the main reaction route to N2 is
N+OH→ H+NO (4.5)
followed by
NO+N→ O+N2. (4.6)
Since the OH abundance is high for low metallicities, this conversion will proceed faster
for low metallicity. For high metallicities, nearly all nitrogen is eventually converted to N2
whereas at low metallicities a substantial fraction is in the form of NO, N, and NH3. The
nitrogen chemistry completely changes as a function of metallicity.
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At [Fe/H] = −2.5, the most dominant process which involves NO at late times is its
conversion to HNO+:
NO+H+3 → HNO
+ +H2 (4.7)
and back
HNO+ + e− → H+NO, (4.8)
whereas this is completely unimportant at [Fe/H] = 0.0. Here,
O+HNO→ NO+OH (4.9)
is an important channel to form NO, which is highly improbable at [Fe/H] = −2.5. At
solar metallicity, many of the common N-chemical reactions involve phosphorus species or
carbon chain molecules whereas these are rather insignificant at [Fe/H] = −2.5.
The nitrogen-bearing species NH2 can lead to the formation of NH3 through
NH2 +H+3 → NH
+
3 +H2, (4.10)
NH+3 +H2 → NH
+
4 +H, (4.11)
and
NH+4 + e
− → NH3 +H, (4.12)
or be destroyed by O
NH2 +O→ HNO+H (4.13)
→ NH+OH. (4.14)
The first is dominant for low metallicity leading to the formation of NH3 whereas the
latter is dominating at high metallicity.
As explained earlier the gas phase composition can have consequences on possible further
surface reactions. Congiu et al. (2012) proved experimentally that hydroxylamine (NH2OH),
a precursor molecule in the formation of amino acids, is eﬃciently produced by hydrogena-
tion of NO in interstellar ice analogues. This process would be favoured in low-metallicity
environments because of the higher abundance of NO. On the other hand, atomic nitrogen,
available at mainly solar metallicities, could land on the grains and lead to the production of
NH3 through grain surface hydrogen atoms.
4.3.5 Carbon chemistry
Since the C/O ratio always stays below unity, most of the carbon will be the form of CO.
However, still some carbon is available to form more complex species. Figure 4.10 shows
the abundance of species with the general formula CnH (top panels), CnH+ (middle pan-
els) and CnH− (bottom panels) at the two extreme metallicities. The figure shows that for
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Figure 4.9: Similar to Fig. 4.7 but for the nitrogen budget.
[Fe/H] = −2.5 the abundance builds up more slowly than for [Fe/H] = 0.0. Probably,
because less carbon is available which slows down the chemistry. This also results in a lower
peak abundance. So for the more complex species the chemistry is slower; contrary for the
small species where the chemistry is faster for low metallicity due to the higher concentration
of H+3 .
For the positively charged species a weak odd–even behaviour can be observed, where the
odd species (in number of C) are more abundant. The neutral and negatively charged species
do not appear to show this dependence. After approximately 106 yr, the abundance quickly
drops for solar metallicity and the final abundances are below the [Fe/H] = −2.5 values. This
is due to the destruction of neutral carbon species by atomic oxygen. For lowmetallicity, most
of the O atoms are locked up in O2. Moreover, the elemental oxygen abundance is lower to
begin with. For other carbon species similar trends can be observed, but these are not plotted
here.
Figure 4.11 plots the abundance of carbon-bearing species versus number of carbon atoms
in the molecule. This can be taken as the length of the carbon chain, although cyclic structures
like c-C3H and C6H6 are included as well. This is plotted at four diﬀerent times for each
metallicity. There is a decreasing behaviour as can be expected since small molecules are the
precursors for the larger ones.
At 105 yr, the plots are all more or less the same at first glance. The total amount of
carbon-bearing species however increases with metallicity, which seems logical since more
carbon is available. This increase mostly occurs for the short carbon chains. At later times, a
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Figure 4.10: Evolution of carbon-bearing species with general formula CnH (top panels), CnH+ (middle panels)
and CnH− (bottom panels) as a function of time for [Fe/H] = −2.5 (left-hand panels) and [Fe/H] = 0.0 (right-hand
panels).
clear drop in the large molecules can be observed, especially for high metallicity. So contrary
to what one might initially expect, high metallicity leads to less chemical complexity. This
is mainly due to the high oxygen abundance. Graedel et al. (1982) also observed a decrease
in carbon chains as a function of the number of metals in the gas phase. This was attributed
to destruction by electrons. Free electrons are formed through the ionization of metals. So
with more metals, more electrons will be available and a larger fraction of the molecular ions
will be destroyed. Graedel et al. (1982) found that better agreement with observations is ob-
tained under “low metal” conditions. For this reason astrochemical simulations are usually
performed under these “low metal” conditions, where a large fraction of the gas phase metals
are depleted into grains and mantles (Graedel et al. 1982, Flower & Pineau des Forêts 2003).
Please notice that in our simulations we performed this depletion as well. So our high metal-
licity corresponds more to the “low metallicity” conditions applied in other papers, since
there only one metallicity (solar) is normally considered. As mentioned in Sec. 4.3.2, ion-
ized carbon chain species are mainly destroyed by oxygen at late times and high-metallicity
condition. This reaction leads to more free electrons, which will react with neutral carbon
chain species. The final result is a continuous decrease in carbon chain species and increase
in electron abundance.
Similar results have been described by Millar & Herbst (1990) after performing pseudo-
time-dependent models to simulate the chemistry of dark clouds located in our Galaxy and
in the Large and Small Magellanic Clouds (LMC and SMC, respectively). They found that
the abundances of hydrocarbons vary in an unexpected way as one goes from an environment
of higher metal abundance (Galaxy) to lower ones (LMC and SMC). It was expected that
63
4 The chemical evolution as a function of metallicity
Figure 4.11: Eﬀect of metallicity on carbon chain length. The abundances of carbon-bearing molecules are shown
for four diﬀerent times (105, 106, 107, and 108 yr) according to the number of carbons in the molecules.
the abundances of hydrocarbons would also decrease in the same order, following the avail-
ability of elements. However, they found that the atomic oxygen destroys the hydrocarbons
in accordance with our results. Moreover, they found the abundance of atomic O to depend
on the quantity O−C instead of O/C, which can be seen in Fig. 4.8. The lower metallicity
[Fe/H] = −2.5 has also the lowest O−C value although the O/C ratio is also the highest
one. This shows that there is less atomic oxygen available to react and destroy complex
species when the metallicity is lower. Figure 4.4 indeed shows that the abundance of atomic
oxygen is lower for [Fe/H] = −2.5 during all the molecular cloud’s lifetime compared to
[Fe/H] = 0.0.
4.3.6 Sulphur chemistry
This section will discuss the sulphur chemistry. Although this element is present in a small
number of species, 46 in total, still plays an important role. S-bearing molecules are often
used as molecular clocks to predict the age of the sources where it is observed, because of
the relatively fast evolution of their chemistry (Charnley 1997b, Wakelam et al. 2004). It is
widely accepted that in star-forming regions the formation of S-bearing molecules is largely
determined during the cold collapse phase. Atomic sulphur freezes out on grains and probably
forms H2S. After formation of the protostar, H2S evaporates from the surface and starts an
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active chemistry in the warm gas (T > 100 K), where it reacts with H to form sulphur atoms
which in turn react with the abundantly present OH and O2 to form SO and later SO2 (e.g.
Charnley 1997b). Since this process occurs on time-scales of roughly 104 yr the relative
amounts of H2S, SO and SO2 can be used as a chemical clock for warm gas in hot cores and
hot corinos, but also in outflows and shocks (Pineau des Forets et al. 1993, Chernin et al.
1994, Bachiller & Perez Gutierrez 1997).
Since we limit our study to the cold cloud stage, it would be interesting to see howmuch S
is available for depletion on to grains where it can form H2S, which will kick start the sulphur
chemistry at a later stage. Figure 4.12 shows the main sulphur-bearing species as a function of
metallicity. Here three species are needed to account for a minimum of 90 per cent of the total
sulphur abundance. At early times, all sulphur is in the elemental form, while at late times,
most of the sulphur ends locked up in SO2, having SO as intermediary species. The amount
of conversion increases with metallicity: for low metallicity S remains the dominant form,
for solar metallicity SO2 contains most of the sulphur, whereas at intermediate metallicity SO
is more important. This is surprising since SO usually forms from reaction of S with OH and
O2 and Fig. 4.7 shows that both species are predominantly present at low metallicity. The
key reactions to explain this behaviour are however the follow up reactions with SO as one
of the reactants:
SO+H+3 → HSO
+ +H2 (4.15)
and
SO+O→ SO2. (4.16)
The first moves the systems down in the S → SO → SO2 chain, whereas the latter con-
tinues the chain reaction. From Fig. 4.4 it can be easily understood that the first reaction
dominates at low metallicity, whereas the latter is the main reaction route at solar metallic-
ity, converting a large part of the sulphur into SO2. According to Ruﬄe et al. (1999) the
S-depletion time-scale on grains is 2.5 × 106 yr. Figure 4.12 shows that within this time
frame, a significant fraction of the gas phase S has been converted to SO and SO2 at high
metallicity, which can freeze out on the grains as well. This makes the sulphur chemistry a
less reliable clock for these conditions. At low metallicity, on the other hand, much more S is
available to form H2S on the grain surfaces with the S-depletion time frame, with hardly any
SO2 contamination, making it a more clean mechanism at these conditions.
All graphs show that the majority of the species are in neutral form. This is because under
these conditions the cloud is shielded from most ionization processes.
4.3.7 Density dependence
Extragalactic sources are usually not spatially resolved and the observations consist of con-
tributions by diﬀerent density regions, mainly those regions of low densities. We there-
fore performed simulations of a translucent cloud, with a lower total hydrogen density of
nH = 103 cm−3, temperature T = 50 K, and visual extinction AV = 5 mag, to compare to
the dense cloud results. This comparison is shown in Fig. 4.13. The left-hand panels show
the time evolution of the translucent cloud whereas the right-hand panels show the evolution
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Figure 4.12: Similar to Fig. 4.7 but for the sulphur budget.
of the dense cloud. In both cases the initial chemical composition of the cloud was taken
from a diﬀuse cloud simulation. For the translucent cloud, the chemical time-scale remains
more or less the same for low metallicities whereas the chemical time-scale is much more
constraint for high metallicity. Chemistry starts later because of the lower density, but steady
state is reached much faster. The absolute relative abundances are also quite diﬀerent going
from the dense to the translucent cloud. The stable species O2 decreases whereas all other
species increase.
The search for observational evidence of molecules in external galaxies started already
a few decades ago. Up to the present date, around 60 molecules have been detected in ex-
tragalactic sources (see “http://www.astro.uni-koeln.de/cdms/molecules" for an updated list).
Most of these molecules are detected in nearby galaxies (e.g. Rickard et al. 1975, Martín
et al. 2003). To relate our model results to observations, we will first need to relate metal-
licity to redshift, which depends on the cosmological model applied. Figure 9 in Chiappini
et al. (1999) shows this relationship for diﬀerent cosmologies. For more standard values, a
metallicity of [0/Fe] = 0.6, which corresponds to [Fe/H] = −2.5 according to Timmes
et al. (1995), results in a redshift between 3.8 and 3. Species have been detected at such
high redshift and even higher (e.g. Walter et al. 2003, Wagg et al. 2005, Guélin et al. 2007),
but fractional abundances have not been derived. The Hershel Dwarf Galaxy Survey has
observed lines like [CII], [OI], [OIII], and [NII] for low-metallicity galaxies (Madden et al.
2013). Unfortunately, again no abundances have been presented so far. This makes it diﬃcult
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Figure 4.13: Comparison between lower and higher densities. Left-hand panels: time evolution of dif-
fuse/translucent clouds with total hydrogen density nH = 103 cm−3, temperature T = 50 K, and visual extinction
AV = 5 mag. Right-hand panels: time evolution of dense clouds with the physical parameters described in Tab. 4.4.
Top panels show results for low metallicities whereas high metallicity is shown on bottom panels. A CR ionization
rate of ζ = 1.3 × 10−17 s−1 was used in all simulations.
at the present stage to make a direct comparison between our model results and observations.
4.3.8 Cosmic ray ionization dependence
CRs play a crucial role on the chemistry of the ISM since they are the main ionization mech-
anism capable to ionize many of the most abundant species and, therefore, initiating the
reaction network. For example, reaction between CRs and H2 produces electrons
H2 + CR → H+2 + e
− + CR′, (4.17)
and triggers the formation of H+3 in the follow-up reaction:
H+2 +H2 → H
+
3 +H. (4.18)
As discussed in Sec. 4.3.2, these are two of the most determining species for the chemical
evolution of our molecular clouds. The outcome of our simulations will therefore strongly
depend on the value chosen for the CR ionization rate. Unfortunately, this rate is highly
uncertain. Theoretical and observational studies give a range that covers orders of magnitude:
from 10−18 to 10−15 s−1; although recent studies point to a value on the order of 10−16 s−1 for
diﬀuse clouds and about 0-2 orders of magnitude lower in dense clouds (Indriolo & McCall
2012). Our initial choice of ζ = 1.3× 10−16 s−1 for diﬀuse clouds and ζ = 1.3 × 10−17 s−1
for dense clouds is in accordance with this data.
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Figure 4.14: Dependence on the CR ionization rate in the evolution of crucial molecules in dense molecular clouds.
Simulations were performed for the two extreme metallicities. The CR ionization rate used is noted and each
simulation was preceded by the simulation of a diﬀuse cloud with CR ionization rate of one order of magnitude
higher.
Figure 4.14 shows the impact of diﬀerent values of CRs ionization rate on the evolution
of the crucial species. Four diﬀerent CR ionization rate values, ranging from ζ = 10−19 to
10−16 s−1, were chosen to investigate the impact on the chemical evolution at the two extreme
metallicities. Each simulation was performed using the parameters described in 4.4 but with
the CR ionization rate as noted in the Fig. 4.14. The CR ionization rate in the preceding
diﬀuse cloud simulations was chosen to be one order of magnitude higher.
It is clear that the steady state of the considered molecules is reached earlier as the CR
ionization rate increases, for both metallicities. The production of e− and H+3 increases with
the CR ionization rate as is expected, since these species are direct products of interaction
between CRs and H2. Their steady state abundance together with OH follows a power-law
dependence on the CR ionization rate as can be seen in Fig. 4.15. The abundances of O, O2,
and CO appear to remain unaﬀected by the CR ionization rate except for high CR rates in
translucent clouds at low metallicity. Notice that for the lowest CR ionization rates at solar
metallicity steady state was reached beyond 107 yr.
It is well established that the chemistry of dense molecular clouds may present bistability
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Figure 4.15: Dependence of the steady state abundance on the CR ionization rate for two diﬀerent total hydrogen
density.
when varying physical parameters like the CR ionization rate and depletion level (e.g. Le
Bourlot et al. 1993, 1995, Lee et al. 1998). This phenomenon is suggested to be a math-
ematical consequence of the non-linearity of the rate equations that describe the chemical
evolution of molecular clouds (Shalabiea & Greenberg 1995). Species involved in this phe-
nomenon are H+3 , O2 and S
+ and the reactions connecting them, as described by Boger &
Sternberg (2006). In this section we vary both the initial elemental abundance and the CR
ionization rate. We see no signs of bistability in Figs 4.14 and 4.15, since here the steady
state abundances change smoothly with CR ionization rate; the O2 steady state abundance
appears even to be unaﬀected by the CR ionization rate in most cases, except for the case of
low total hydrogen density and high metallicity, where it increases monotonically. Although
no sign of bistability was found with the described simulations, this phenomenon could still
be present here. To explore the presence of bistable solutions in detail, one needs to perform
simulations with a range of random initial conditions. However, such performance is beyond
the scope of the present work.
4.4 Conclusions
We have studied the role of the elemental evolution of the Galaxy on the chemical evolution
of cold and dense molecular clouds. Violent processes leading to the death of stars deliver
to the ISM new elements produced in the interior of the stars. Such elements enrich the
surrounding gas, which will evolve and form new stars and planetary systems. Therefore,
new generations of stars are born with diﬀerent metallicities. In this paper, we simulate the
69
4 The chemical evolution as a function of metallicity
chemical evolution of molecular clouds from a set of diﬀerent initial elemental abundances,
reflecting the change on the metallicity leaded by the elemental evolution of the Galaxy. Our
main results are listed below.
(1). The changes in gas phase chemistry can be explained by the changes in abundance of
three species: electrons, H+3 , and O.
(2). Electrons mainly charge carbon chain species at high metallicity, which in turn will be
destroyed by atomic oxygen.
(3). Since CO is less abundant at low [Fe/H] because of the low availability of elemental
C and O, H+3 can sustain higher abundances. This triggers the formation of OH and O2
from atomic oxygen. It further destroys SO and PO and facilitates the conversion of
NH2 into NH3.
(4). Because of the low O abundance in general and its quick conversion into O2, less O
atoms are available at low [Fe/H] to destroy large carbon species, to convert SO into
SO2, and to prevent the formation of NH3 from NH2.
(5). Higher CR ionization leads to higher abundances of H+3 , OH, and electrons. The steady
state is reached earlier with higher CR ionization rate.
The new generations of ground-base interferometers, such as ALMA, will increase the
sensitivity of observations allowing unequivocal detection of molecules in extragalactic sources,
at higher redshifts, forcing a new development of astrochemical models able to take into ac-
count the new chemical complexity that will come up with these new facilities. In the near
future, it will be possible to have a better comprehension of the chemistry happening in dif-
ferent redshift from the observational point of view, putting the current work to the test.
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CHAPTER5
Sensitivity analysis of grain surface
chemistry to binding energies of ice
species
We present in this chapter a systematic study of the eﬀect of uncertainties in the binding
energies on an astrochemical two-phase model of a dark molecular cloud, using the rate
equations approach. A list of recommended binding energy values based on an extensive
literature search of published data is presented. We ran thousands simulations of a cold dark
cloud model, and in each simulation a value for the binding energy of hundreds of species
is randomly chosen from a normal distribution. Pearson correlation coeﬃcients between the
logarithm of abundances of dominant ice species and binding energies are calculated, from
which the binding energy of HCO, HNO, H, N, CH2, and H2, were found to correlate most
strongly with many ice abundances. Our results also show that the binding energy of H2
(Ebind,H2) is critical for the chemistry of important solid-phase astrochemical species. We
found that the surface chemistry drastically changes around Ebind,H2 = 460 K. Moreover, the
formation route of complex organicmolecules was found to be very sensitive to the branching
ratios of H2CO hydrogenation. Finally, abundances derived with Ebind,H2 < 460 K are in
better agreement with astronomical observations.
A manuscript of this Chapter is in preparation for submission with authors: E.M. Penteado,
C. Walsh, and H.M. Cuppen
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5.1 Introduction
The newt generation of telescopes, e.q., ALMA and JWST, will provide us with an unprece-
dented wealth of molecular information. For ALMA this is at very high spatial resolution,
which depends on both the observing frequency and the maximum baseline. Despite the fact
that ALMA observes these molecules in the gas phase through rotational emission, many of
the more complex saturated organic molecules are thought to originate from the mantles of
dust grains, since either they or their precursor are formed through grain surface chemistry.
To interpret all this information it becomes more and more pressing to have reliable gas-
grain chemical models. Astrochemical models have developed over the decades to understand
the molecular processes in the interstellar medium (ISM). Although diﬀerent approaches have
been applied, most studies use the rate equation method because of its simplicity and its
advantageous computational time. The gas phase part of these models have been extensively
reviewed and the error propagation of the input parameters in the form of rate constants for
gas phase reactions has been considered in the calculation of final abundances (Wakelam et al.
2010).
Here we will extend this eﬀort to the grain surface part of gas-grain codes by looking at
the eﬀect of uncertainties in the binding energy (Ebind) of species to the grain, by applying the
same methodology used for the gas phase reaction rates as Wakelam et al. (2006, 2010). This
parameter determines the upper value of the temperature range in which species are available
for reactions on the grain surface. Moreover, since in most models the diﬀusion barrier is
obtained from the binding energy, it also, indirectly, determines the onset temperature for
surface reactions through the diﬀusive Langmuir-Hinshelwood mechanism.
Binding energies can be determined experimentally by the Temperature Programmed
Desorption (TPD) technique, which will be briefly explained in the next section. But it is
not straightforward to provide binding energy information for radical species using TPD,
since these species are very unstable when in laboratory conditions. In some cases com-
putational studies can provide valuable information. However, the first gas-grain chemical
models (Tielens & Hagen 1982, Hasegawa & Herbst 1993b, Charnley 1997a) predate TPD
experiments. The binding energies in these early works were estimated from the polarisabil-
ity of the molecule or atom which provides an estimate of the strength of the van der Waals
interaction with the surface.
In the present Chapter, we present an extensive literature search in which we arrive at
recommended values for the binding energies and their uncertainties. Next, thousands of
simulations are performed, where each simulation uses a set of binding energies that is ran-
domly picked from a Gaussian distribution considering the recommended binding energies
and their uncertainties. The species that provide the strongest eﬀect on the abundance of key
ice components, such as H2O, CO and CH3OH, will be discussed and compared against ice
observations.
5.2 Binding energies
The chemical network used in the present work (Drozdovskaya et al. 2014, 2015, Garrod
et al. 2008, Walsh et al. 2015, and references therein) contains 190 surface species for which
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we need to provide a binding energy. As mentioned before, binding energies are typically
obtained by experiments that use the Temperature Programmed Desorption (TPD) technique.
This well-established technique consists of two stages: first, the temperature of the substrate
is kept constant while the species of interest is deposited; secondly, the temperature is linearly
increased until the species are desorbed from the substrate while the desorbing species are
recorded using a mass spectrometer. Next, the Polanyi-Wigner equation
dN
dt
= −kmN
mexp
[
−
Ebind,i
kBT
]
, (5.1)
where N and T are respectively the total number of absorbed species and the surface tem-
perature both at a certain time t, is fitted to the measured desorption spectra of a species i to
obtain Ebind,i, a prefactor, and in some cases also the desorption order m. Since the prefac-
tor and binding energy are highly correlated, several experiments need to be performed with
diﬀerent amounts of predeposited species. The final results depend on the nature of the sub-
strate from which the species desorbs. As an example we would like to mention the reported
experimental values of Ebind for water, which may range from 4800 K, as reported by Dulieu
et al. (2013) from studies of formation of water on amorphous silicate surfaces, to 5930 K, as
reported by Collings et al. (2015), based on experiments of desorption from amorphous sil-
ica. But also whether experiments are performed in the monolayer or multilayer regime and
whether the deposited ice is pure, mixed, or layered has an eﬀect. In the multilayer regime,
desorption occurs from the species itself and the eﬀect of the underlying substrate becomes
negligible as pointed out by Green et al. (2009). Most experiments concentrate their attention
on a few important species, such as H2O, CO, CO2, and CH3OH. Data on more complex
species is far more sparse. Our collected data is presented in Tab.5.2. Here we take the bind-
ing energies from experiments with an amorphous water ice substrate where possible, as an
attempt to use homogeneous data, since the diﬀerences between diﬀerent substrates can be
large, although small in the multilayer regime (Green et al. 2009). The quoted uncertainties
in the table are a combination of experimental errors, fitting errors and intrinsic variety of
the binding energies due to the inhomogeneity of the substrate. The latter is especially im-
portant in the case of amorphous substrates. Some values are based on several independent
experiments.
In some cases, computational studies can help to derive binding energies. For instance,
Al-Halabi & van Dishoeck (2007) simulated adsorption of H atoms to amorphous solid water
using classical trajectory calculations. The oﬀ-lattice kinetic Monte Carlo approach was used
by Karssemeijer & Cuppen (2014) to estimate binding energies of CO and CO2. For the
majority of species, however, there are still no laboratory data available nor computational
estimates.
In a few experimental studies, TPD spectra are presented in figures, but no binding en-
ergy data is provided by the authors. An example is the paper by Collings et al. (2004). They
present an extensive experimental study of a collection of astrophysically relevant molecular
species using the TPD technique. Three kinds of experiments were performed, diﬀerentiated
according to the substrate used: 1) deposition of each species on a pure gold substrate; 2)
deposition on a H2O substrate; and 3) co-deposition of each species with water forming a
mixture as a substrate. Collings et al. (2004) classified the studied species into three cate-
gories based on their desorption behavior. One of these categories is the defined CO-like
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Table 5.1: Estimated T des, and Ebind from TPD experiments.
Species T des (K) Ebind (K) Ref.
C2H2 70 2090 ± 85 1
CH3CN 127 3790 ± 130 1
CH3OH 128 3820 ± 135 1
CH4 42 1252 ± 65 2
CO 39 1163 ± 400 1a
50 1490 ± 400 1b
38 1135 ± 60 2
CO2 78 2325 ± 95 1
CS2 95 2832 ± 105 1
H2S 77 2296 ± 90 1
HCOOH 152 4532 ± 150 1
N2 30 895 ± 55 1a
46 1305 ± 70 1b
33 984 ± 55 2
NH3 91 2715 ± 105 1
O2 29 865 ± 55 1a
45 1342 ± 65 1b
36 1075 ± 60 2
OCS 78 2325 ± 95 1
SO2 101 3010 ± 110 1
References: Ebind and T des estimated from: (1) Collings et al. (2004); (2) Ayotte et al. (2001).
aFirst desorption temperature peak.
bSecond desorption temperature peak.
species. These species present two desorption temperature peaks, especially evident for N2,
and O2. The other two categories are H2O-like, showing a desorption behavior similar to
H2O, such as NH3, CH3OH, and HCOOH, and the intermediate species category. In the
latter category we can find H2S, OCS, CO2, C2H2, SO2, CS2, and CH3CN. Here, we have
estimated the binding energies based on the results presented in Collings et al. (2004) for the
deposition of each of those species on a H2O substrate. Our estimation is very simple and
was done as follows:
Ebind,X =
Tdes,X
Tdes,H2O
× Ebind,H2O (5.2)
where T des,X is the desorption temperature of species X deposited on a H2O film, Tdes,H2O is
the desorption temperature of H2O, and Ebind,H2O is the binding energy of H2O. The binding
energy of water has been determined for a range of diﬀerent substrates and preparation meth-
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ods for the water ice (Sandford & Allamandola 1988, Fraser et al. 2001, Brown & Bolina
2007, Dulieu et al. 2013, Collings et al. 2015). Here we chose Ebind,H2O = 4800 K, which is
the result of a compilation of the amorphous water results taking into account the prefactor
used in the gas-grain model. It agrees closely with the water binding energy to amorphous
silicate (Dulieu et al. 2013). The values of Tdes,H2O and T des,X were obtained by visual in-
spection of figure 2 of Collings et al. (2004), from where Tdes,H2O was estimated as 161 K,
and T des,X varies according to the species. Similar experiments were performed by Ayotte
et al. (2001), which we used to estimate the Ebind for CH4, CO, N2, and O2, following the
same procedure. These estimations were conducted from TPD results performed on desorp-
tion of species from dense amorphous solid water (ASW), and are summarized in Tab. 5.1.
The value we estimated for the Ebind,CO2 is in close agreement with those found by Noble
et al. (2012) for diﬀerent substrates. Our estimations for Ebind,N2, based on Collings et al.
(2004) using the first peak, and based on Ayotte et al. (2001), agree with each other and are
similar to those found in other studies (Fuchs et al. 2006, Öberg et al. 2005, Collings et al.
2015). The reported binding energies for carbon monoxide, on the other hand, show a large
deviation. Öberg et al. (2005), for instance, found Ebind,CO = 855 K based on experiments of
pure CO ice, while computational binding energies of Karssemeijer & Cuppen (2014) of CO
on various diﬀerent water substrate ranged between 1555 K and 1700 K. Other experimental
studies (Sandford et al. 1988, Acharyya et al. 2007, Collings et al. 2003, 2015, Fuchs et al.
2006, Noble et al. 2012) obtained values within these extremes. Our recommended value
is based on our estimation from Collings et al. (2004) which is an intermediate value and
is representative of CO on water ice surface. Addtitionally, we use an error high enough to
account for those lower and higher extreme values found by laboratory and computational
work, as mentioned above. Like the value of N2, it is based on the first desorption peak.
For the uncertainties, we use a relatively high value of 400 K to account for the large spread
found by the aforementioned studies. Our estimation of Ebind,O2 also agrees well with results
from Noble et al. (2012).
The binding energies and the correspondent uncertainties used here are summarized in
Tab. 5.2. Experimental binding energy values are used for the following species: C2H2,
CH3CN, CH3OH, CH4, CO, CO2, H2, H2CO, H2O, H2S, HCOOH, N2, NH3, O, O2, OCS,
OH, and SO2. For some species we used our estimations mentioned above. He & Vidali
(2014) could only constrain the binding energy of OH to fall between 1656 K to 4760 K. We
used here the average with an uncertainty to cover this range. For H2, experiments deliver
a large spread in the results. We chose to use here the intermediate value Ebind,H2 = 500 K,
which is very similar to the value found by Acharyya (2014) using TPD experiments. Tab 5.2
also shows the binding energies recommended by the UMIST1 Database for Astrochemistry
UDfA (McElroy et al. 2013), which is commonly used. It is clear that for most of the species
the values of binding energies recommended by the present work and by the UDfA present
large diﬀerences. These diﬀerences are better visualized in Fig. 5.1, where the values of
binding energies recommended by this work and by the UDfA database are plotted in a com-
mon diagram for a selection of species. For some species these diﬀerences reflect a diﬀerent
choice in substrate. For other cases the UDfA list simply predates the experimental work on
which our value is based.
1http://www.udfa.net
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For all other species, we adopt the initial list from Hasegawa & Herbst (1993a), which
in turn is based on previous work (Allen & Robinson 1977, Tielens & Allamandola 1987),
Aikawa et al. (1996), and from Garrod & Herbst (2006). For these cases an uncertainty of
500 K has been used when the value is higher than 1000 K, otherwise the uncertainty is set
to half of the binding energy.
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Table 5.2: Molecular binding energies. Species for which experimental values have been derived are highlighted.
Ebind (K) Ebind (K) Ebind (K)
Species this work UDfA Species this work UDfA Species this work UDfA
C 715 ± 360 f 800 CH2OHCHO 6680 ± 500 HNO 1510 ± 500d 2050
C2 1085 ± 500 f 1600 CH2OHCO 6230 ± 500 HNOH 5230 ± 500
C2H 1330 ± 500 f 2137 CH2PH 1200 ± 500 HNSi 1100 ± 500 1100
C2H2 2090 ± 85a 2587 CH3 1040 ± 500 f 1175 HOCN 2850 ± 500
C2H3 1760 ± 500d 3037 CH3C3N 3880 ± 500d 6480 HONC 2850 ± 500
C2H4 2010 ± 500d 3487 CH3C4H 3830 ± 500d 5887 HPO 1200 ± 500
C2H4CN 5930 ± 500 CH3C5N 5080 ± 500d 7880 HS 1350 ± 500 f 1500
C2H5 2110 ± 500d 3937 CH3C6H 5030 ± 500d 7487 HS2 2300 ± 500d 2650
C2H5CN 6380 ± 500 CH3C7N 6290 ± 500d 9480 HCl 900 ± 450 900
C2H5OH 3470 ± 500d 5200 CH3CCH 4290 ± 500 2470 F 450 ± 225
C2H6 2320 ± 500d 2300 CH3CHCH2 5190 ± 500 Fe 3750 ± 500 f 4200
C2N 2010 ± 500d 2400 CH3CHO 2870 ± 500d 3800 Mg 4750 ± 500 f 5300
C2O 2010 ± 500d 1950 CH3CN 3790 ± 130a 4680 N 715 ± 358 f 800
C2S 2500 ± 500d CH3CO 2320 ± 500 N2 895 ± 55a 790
C3 2010 ± 500d 2400 CH3COCH3 3300 ± 500 N2O 2400 ± 500 2400
C3H 2270 ± 500d 2937 CH3COOH 6300 ± 500 NCCN 1300 ± 500 1300
C3H2 2110 ± 500d 3387 CH3NH 1760 ± 500d 3553 NH 542 ± 270 f 2378
C3N 2720 ± 500d 3200 CH3NH2 5130 ± 500 NH2 770 ± 385 f 3956
C3O 2520 ± 500d 2750 CH3O 2655 ± 500 5080 NH2CHO 5560 ± 500 5556
C3P 1650 ± 500 CH3OCH3 2820 ± 500d 3300 NH2CN 1200 ± 500 1200
C3S 3000 ± 500d 3500 CH3OH 3820 ± 135a 4930 NH2CO 5110 ± 500
C4 2420 ± 500d 3200 CH4 1252 ± 65b 1090 NH2OH 2770 ± 500d 6806
C4H 2670 ± 500d 3737 CN 1355 ± 500 f 1600 NH3 2715 ± 105a 5534
C4H2 2920 ± 500d 4187 CNO 2400 ± 500 NO 1085 ± 500 f 1600
C4H3 2970 ± 500d 4637 CO 1163 ± 400a 1150 NO2 2400 ± 500 2400
C4H6 5990 ± 500 5987 CO2 2267 ± 70 j 2990 NS 1800 ± 500 f 190077
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Table 5.2 – Continued from previous page –
Ebind (K) Ebind (K) Ebind (K)
Species this work UDfA Species this work UDfA Species this work UDfA
C4N 3220 ± 500d 4000 COOCH3 3650 ± 500 Na 10600 ± 500 f 11800
C4P 1950 ± 500 COOH 5120 ± 500 O 1660 ± 60i 800
C4S 3500 ± 500d 4300 CP 1050 ± 500 O2 898 ± 30 j 1000
C5 3220 ± 500d 4000 CS 1800 ± 500 f 1900 O2H 1510 ± 500d 3650
C5H 3470 ± 500d 4537 Cl 850 ± 425 850 O3 2100 ± 100c 1800
C5H2 3730 ± 500d 4987 ClO 1250 ± 500 1250 OCN 1805 ± 500 f 2400
C5N 3930 ± 500d 4800 H 650 ± 100k 600 OCS 2325 ± 95a 2888
C6 3620 ± 500d 4800 H2 500 ± 100e 430 OH 3210 ± 1550i 2850
C6H 3880 ± 500d 5337 H2CCC 2110 ± 500 2110 P 750 ± 375
C6H2 4130 ± 500d 5787 H2CN 2400 ± 500 2400 PH 800 ± 400
C6H6 7590 ± 500 7587 H2CO 3260 ± 60 j 2050 PH2 850 ± 425
C7 4430 ± 500d 5600 H2CS 2025 ± 500 f 2700 PN 1100 ± 500
C7H 4680 ± 500d 6137 H2O 4800 ± 100c 4800 PO 1150 ± 500
C7H2 4930 ± 500d 6587 H2O2 6000 ± 100c 5700 S 985 ± 495 f 1100
C7N 5130 ± 500d 6400 H2S 2290 ± 90a 2743 S2 2000 ± 500d 2200
C8 4830 ± 500d 6400 H2S2 2600 ± 500d 3100 Si 2400 ± 500 f 2700
C8H 5080 ± 500d 6937 H2SiO 1200 ± 500 1200 SiC 3150 ± 500 f 3500
C8H2 5340 ± 500d 7387 HC2O 2010 ± 500d 2400 SiC2 1300 ± 500 1300
C9 5640 ± 500d 7200 HC2P 1400 ± 500 SiC2H 1350 ± 500 1350
C9H 5890 ± 500d 7737 HC3N 2685 ± 500 f 4580 SiC2H2 1400 ± 500 1400
C9H2 6140 ± 500d 8187 HC5N 4180 ± 500d 6180 SiC3 1600 ± 500
C9N 6340 ± 500d 8000 HC7N 5390 ± 500d 7780 SiC3H 1650 ± 500 1650
C10 8000 ± 500 8000 HC9N 6590 ± 500d 9380 SiC4 1900 ± 500 1900
C10H 8540 ± 500 HCCN 2270 ± 500d 3780 SiCH2 1100 ± 500 1100
C10H2 8990 ± 500 HCN 1580 ± 500 f 2050 SiCH3 1150 ± 500 1150
C11 8800 ± 500 HCNO 2850 ± 500 SiH 2620 ± 500 f 3150
CCP 1350 ± 500 HCO 1355 ± 500 f 1600 SiH2 3190 ± 500d 3600
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Table 5.2 – Continued from previous page –
Ebind (K) Ebind (K) Ebind (K)
Species this work UDfA Species this work UDfA Species this work UDfA
CCl 1150 ± 500 1150 HCOOCH3 4000 ± 500 4000 SiH3 3440 ± 500d 4050
CH 590 ± 295 f 925 HCOOH 4532 ± 150a 5000 SiH4 3690 ± 500d 4500
CH2 860 ± 430 f 1050 HCP 1100 ± 500 SiN 3500 ± 500 3500
CH2CCH 3840 ± 500 HCS 2000 ± 500d 2350 SiNC 1350 ± 500 1350
CH2CCH2 4290 ± 500 HCSi 1050 ± 500 1050 SiO 3150 ± 500 f 3500
CH2CHCCH 5090 ± 500 He 100 ± 50d 100 SiO2 4300 ± 500 4300
CH2CHCN 5480 ± 500 5480 HF 500 ± 250 SiS 3400 ± 500 f 3800
CH2CN 2470 ± 500d 4230 HNC 1510 ± 500d 2050 SO 1800 ± 500 f 2600
CH2CO 2520 ± 500d 2200 HNC3 4580 ± 500 4580 SO2 3010 ± 110a 5330
CH2NH 1560 ± 500 3428 HNCHO 3980 ± 500
CH2OH 2170 ± 500d 5084 HNCO 2270 ± 500d 2850
References: aEstimated from Collings et al. (2004); bEstimated from Ayotte et al. (2001); cDulieu et al. (2013); dHasegawa & Herbst
(1993a); eSimilar to Acharyya (2014); fAverage between Hasegawa & Herbst (1993a) and Aikawa et al. (1996) values; hAverage
between Tielens & Allamandola (1987) and Aikawa et al. (1996) values; iHe & Vidali (2014); jNoble et al. (2012); kAl-Halabi & van
Dishoeck (2007)
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Figure 5.1: Comparison of binding energies recommended by the present work (black circles) based on an extensive
literature review and those binding energies currently recommended by UDfA (red triangles). Most of species shown
here are those for which experimental values have been derived. The dashed gray line is a guide to the eye to identify
the correspondent species.
5.3 Chemical model
We have simulated the time-dependent gas-grain chemistry of an homogeneous dark cloud
with constant physical conditions. This is a two-phase chemistry model, since it treats the
gas and solid phase; however, without using location information of ice species within the
ice mantle. The model, therefore, does not diﬀerentiate between reactions between species
located on the ice surface and in the bulk mantle; however, grain-surface reactions are limited
to occur within two monolayers worth of material in the ice mantle only. Here we give a brief
explanation of the model. For more details we refer to Walsh et al. (2015) and references
therein.
5.3.1 Gas-grain network and physical conditions
The gas-phase network is the UDfA Database for Astrochemistry (McElroy et al. 2013),
known as Rate12. This network does not account for three-body reactions, since these are
not important at the density used here. Photoreactions and direct cosmic ray ionization are
included. The cosmic ray ionization rate (ζ) used is 1.3 × 10−17 s−1 (Indriolo et al. 2015).
The solid phase chemistry is based on the Ohio State University (OSU) network2 (Garrod
2http://faculty.virginia.edu/ericherb/
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et al. 2008), which includes gas-grain interactions such as desorption and adsorption pro-
cesses, and grain surface chemistry. We neglect cosmic-ray-induced thermal desorption and
reactive desorption because the rates for these processes remain very uncertain compared
with thermal desorption and photodesorption. The model also includes grain-cation recom-
bination. We assume a spherical and compact grain with radius of 0.1 µm for simplicity. The
grain abundance is fixed to 1.3 × 10−12 with respect to H nuclei, and the density of grain sur-
face sites is 1.5 × 1015 cm−2. The ratio between the diﬀusion barrier (Ediﬀ) and the molecular
binding energy is assumed to be Ediﬀ = 0.3 × Ebind. The value of Ediﬀ/Ebind is still under
debate, and most modelers (Hasegawa et al. 1992, Ruﬄe & Herbst 2000, Garrod & Herbst
2006, Cuppen et al. 2009) have used values ranging from 0.3 to 0.8, although the consensus
is that for stable species this ratio should be between 0.3 and 0.4 (Karssemeijer & Cuppen
2014). Here we chose 0.3, which is an optimistic value that allows the radicals in the grain
mantle to diﬀuse with some eﬃciency at low temperatures.
In the subsequent sections, we present results for many thousands of simulations for a
fixed set of physical conditions and input parameters, except for the set of molecular binding
energies. The physical conditions used here are those typical for a dark cloud. The initial
abundances are taken fromMcElroy et al. (2013), which are identical to those used in Garrod
et al. (2009). These initial abundances follow the lower metallicity set from Graedel et al.
(1982). The total H nuclei density is 2 × 104 cm−3, and the visual extinction (AV) is 10 mag.
Both gas and dust temperatures are 10 K. All simulations were performed over a timescale of
108 years, the time which steady state is expected to be reached. Table 5.3 summarizes the
initial elemental abundances, while Tab. 5.4 summarizes the assumed physical parameters.
This is a 0D model, which means that all physical parameters are kept constant during the
simulations.
In each simulation, a value of the binding energy for each grain-surface species is chosen
at random from a normal probability distribution. The mean value of the normal distribution
is the binding energy and the uncertainties correspond to a 3 σ error. The diﬀusion rates for
each species i are than calculated using
kthermal,i = ν exp
(
− 0.3
Ebind,i
kBT
)
(5.3)
and
kquantum,i = ν exp
(
−
2a
h¯
√
0.6µEbind,i
)
, (5.4)
by assuming thermal or quantum processes. Quantum diﬀusion is only allowed for light
species such as H and H2. In the equations above, ν, a, and µ are the frequency, the barrier
width, and the reduced mass, respectively. These equations show that the binding energies
have strong influence on the diﬀusion rates. Typical values for ν are 10−12 s−1 and we adopt
a barrier width between surface sites of 1.5 Å
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Table 5.3: Initial abundances with respect to H nuclei.
Species Abundances
H 5.00(-05)
H2 5.00(-01)
He 9.75(-02)
C 1.40(-04)
N 7.50(-05)
O 3.20(-04)
F 2.00(-08)
Na 2.00(-09)
Mg 7.00(-09)
Si 8.00(-09)
P 3.00(-09)
S 8.00(-08)
Cl 4.00(-09)
Fe 3.00(-09)
Grain density 1.30(-12)
NOTE. - The notation α(β) stands for α×10β
Table 5.4: Dark cloud physical parameters. The notation α(β) stands for α × 10β.
nH 2×104 cm−3
Tdust 10 K
Tgas 10 K
AV 10 mag
ζ 1.3 × 10−17 s−1
5.4 Results
5.4.1 Updating the network
The first set of models used the standard network from Drozdovskaya et al. (2014, 2015), and
Walsh et al. (2015), which adopt the surface network from Garrod et al. (2008). We ran a
thousand simulations using the standard network. For the key ice species, CO, HCO, H2CO,
CH3OH, HCOOH, H2O, CO2, CH4, and NH3CO, we then calculated the Pearson correlation
coeﬃcient between the logarithm of the abundance at diﬀerent times and the binding energy
of each of the species listed in Tab. 5.2
P(A, B) =
cov(log(n(A)), Ebind(B))
σ(log(n(A)))σ(Ebind(B))
, (5.5)
82
5.4 Results
where cov stands for the covariance and σ is the standard deviation. This coeﬃcient gives a
measure of linear correlation or anti-correlation between the logarithm of the ice abundance
and the binding energy, and lies between -1 and 1. We selected those species that have an
absolute correlation coeﬃcient larger or equal to 0.3, i.e. |P| ≥ 0.3. The binding energy of
HNO was found to correlate with the log of the abundance of several species, which is rather
unexpected since HNO is not a direct precursor to any of these species. HNO acts, however,
as a good producer of OH radicals via the reaction
HNO+O→ NO+OH. (5.6)
HNO is formed through hydrogenation of NO. A dominant destruction reaction for HNO in
our standard network is the reaction with H leading to NO and H2. NO catalyzes in this
way the production of OH from O and H by making H temporarily unavailable for other
reactions. However, laboratory experiments (Congiu et al. 2012, Fedoseev et al. 2012) show
that hydrogenation of HNO leads predominantly to the formation of NH2OH through
HNO+H→ H2NO (5.7)
followed by
H2NO+H→ NH2OH. (5.8)
These reactions will take HNO out of the loop and block the formation of new OH radi-
cals that can lead to the formation of CH3OH, HCOOH, CO2, and H2O. We have therefore
updated the network by adding the chemistry for NH2OH, which includes the gas phase
chemistry of the neutrals and all intermediate ions. We have also included the chemistry for
NH2CHO (formamide), and CH3NH2 (methylamine), both gas and surface reactions. This
first set of simulations shows clearly how important new laboratory experiments are to in-
vestigate chemical pathways that are not yet considered in most of astrochemical models but
are fundamental to obtain more reliable results. The final network contains 8971 reactions
connected by 689 species.
5.4.2 Varying the binding energies
Using this new network we performed 10,000 simulations selecting the set of binding en-
ergies at random from their normal distributions. Figure 5.2 shows the evolution of the ice
abundance of some key ice species – CO, HCO, H2CO, CH3OH, HCOOH, H2O, CO2, CH4,
and NH3. The abundance is taken with respect to H nuclei. Clearly there is a large variation in
steady state abundance, especially for the species with CO as one of their precursors, but also
in the time evolution of the abundances. To assess the origin of these diﬀerences, we again
determined the Pearson correlation coeﬃcient between the binding energies and the log of
the abundance with respect to H nuclei. The binding energy of H2 was found to be the most
strongly correlating parameter. This is evident in Fig. 5.3, which shows the ice abundance
at three diﬀerent times – 105 (black), 5×105 (red), and 106 (green) years – as a function of
H2 binding energy. There is a clear change in chemistry around Ebind,H2 = 460 K. For some
species this change occurs somewhat earlier than for others. Two groups can be identified
according to similar general behavior. A group, including CH4 and NH3, that have a high
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Figure 5.2: Evolution of the ice abundance of important species. Each panel shows 10,000 simulations, where the
binding energies used were randomly chosen from a normal distribution. All abundances are shown with respect to
H nuclei. Please note that not all panels cover the same range.
abundance for high Ebind,H2 and a group with CO, HCO, H2CO, CO2, and HCOOH which
show a sharp decrease with increasing Ebind,H2. Water and methanol are relatively abundant
for both low and high binding energies of H2.
To determine the origin of this bistability, we have analyzed the two populations contain-
ing runs with Ebind,H2 < 460 K and Ebind,H2 > 465 K separately. By identifying correlations
between ice abundances and binding energies in both simulation populations separately, we
hope to gain insight into the change in chemistry that is causing this eﬀect. Table 5.5 shows
the species with |P|≥ 0.3 and their correlation coeﬃcients for Ebind,H2 < 460 K, while Tab. 5.6
shows the same but for Ebind,H2 > 465 K. The binding energy of H2 still correlates most fre-
quently with the diﬀerent ice abundances, mainly at later times. Other species whose binding
energies appear to correlate strongly are HCO, H, N, CH2, and HNO.
Using these correlations together with information on the most important formation and
destruction reactions for the ice species of interest, we identify the limited reaction network
that explains the observed trends in the results. This network is depicted in Fig. 5.4. Important
precursors in this network are NH2 (formed from N), and C. With increasing H2 binding
energies, the residence time of H2 on the surface increases whereas the diﬀusion barrier for
all cases is low enough for H2 to be mobile. For a suﬃciently high Ebind,H2 C and NH2 react
with H2 to form CH4 and NH3, respectively. This is indicated in blue in the schematic. Water
is predominantly made through
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Figure 5.3: Abundance of ice species as a function of H2 binding energy. Each panel shows abundances from
10,000 simulations, each one derived from a diﬀerent set of binding energies. Results for 105 years are shown in
black, while in red are shown results for 5×105 years, and for 106 years in green. All abundances are calculated with
respect to H nuclei.
OH+H2 → H2O+H (5.9)
and its abundance therefore increases with H2 binding energy. The hydroxyl radical, OH,
can be formed in diﬀerent ways. We found the dominant channel to be H + O. For low H2
binding energies,
O+HCO → CO+OH (5.10)
and
H+H2O2 → H2O+OH (5.11)
becomes important as well.
At some critical H2 binding energy, the H2 residence time becomes too short to be able
to compete with oxidation reactions of both C and NH2, leading to the formation of CO and
HNO, respectively. This opens up a new type of chemistry leading to the species indicated in
yellow, CO, HCO, H2CO, CO2, and HCOOH.
Methanol is not only a precursor for more complex saturated organic molecules (COMs)
but also one of their main destruction products. We find that for high H2 binding energies,
CH3OH is formed exclusively via hydrogenation of CH3O and CH2OH, which are direct
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Table 5.5: Species with Pearson correlation coeﬃcients |P| ≥ 0.3 and their correspondent values for Ebind,H2 < 455
K. Results are shown for 105, 5× 105, and 106 years.
1×105 yr 5×105 yr 1×106 yr
Species corr. P corr. P corr. P
CH3OH CH2 0.32 CH2 0.41 H2 0.46
H2 0.40 HCO 0.40
C 0.30 CH2 0.34
CO HCO 0.51 HCO 0.72 HCO 0.66
CO2 HCO -0.61 HCO -0.82 HCO -0.83
H2 -0.31
H2O HNO -0.53 HCO 0.51 HCO 0.52
HCO 0.35 HNO -0.38 H2 0.35
H2 0.31 CO 0.30
CH4 C 0.69 C 0.70 C 0.60
HCO -0.39 HCO -0.42 HCO -0.46
H2 0.34 H2 0.34 H2 0.35
CH2 0.32
HCO HCO 0.79 HCO 0.90 HCO 0.84
C -0.37
H2CO HCO 0.66 HCO 0.91 HCO 0.87
NH3
HCOOH HCO 0.48 HCO 0.48
products of H2CO + H, even though most of the carbon is initially converted to CH4. For low
H2 binding energies, however, the ice abundance of HCO increases and CH3O and CH2OH
are found to react with HCO instead of H leading to more complex species. In this way,
methanol is more or less “skipped” in the reaction network and is predominantly formed
through the destruction of more complex species (i.e., there opens up a “top-down” interstel-
lar formation route to methanol ice).
Figure 5.3 shows for some species that there is a clear change in the dispersion of the
data points with varying Ebind,H2. Considering the range of the abundance axis, the most
obvious example is CO2 which exhibits a very large dispersion for low binding energies
and little for high values of Ebind,H2. This dispersion is caused by correlations with binding
energies of species other than H2. As can be seen in Tables 5.5 and 5.6, CO2 shows a strong
correlation with the HCO binding energy for low Ebind,H2 because an important formation
route is through HCO + O, whereas for high H2 binding energies this correlation disappears
since CO + OH becomes more important. Similarly we can attribute the change in dispersion
of NH3 to the binding energies adopted for NH and H. For CH4, the dispersion for high
Ebind,H2 disappears since it simply becomes the main reservoir for elemental carbon and the
dispersion is mainly from the timescale at which this occurs.
Figure 5.3 also clearly shows the orders of magnitude diﬀerence between the ice abun-
dances for low and for high Ebind,H2. To make the correlation between diﬀerent abundances
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Table 5.6: Species with Pearson correlation coeﬃcients |P| ≥ 0.3 and their correspondent values for Ebind,H2 > 470
K. Results are shown for 105, 5× 105, and 106 years.
1×105 yr 5×105 yr 1×106 yr
Species corr. P corr. P corr. P
CH3OH CH2 -0.47 H2 -0.68 H2 -0.79
CO H -0.55 H -0.50 H2 -0.84
C 0.34 H2 -0.40
N 0.32 0.30
CO2 H2 -0.37 H2 -0.60 H2 -0.61
H2O NH 0.57 H2 0.63 H2 0.74
CH2 0.36
CH4 CH2 0.36 H2 0.62 H2 0.73
NH 0.30
HCO C 0.40 H2 -0.44 H2 -0.72
N 0.38 N 0.34
C 0.32
H2CO H -0.55 H -0.50 H2 -0.69
C 0.33 H2 -0.39
N 0.32 N 0.30
NH3 N 0.37 N 0.43 N 0.44
NH 0.37
HCOOH H -0.45 H -0.57 H2 0.59
H2 -0.42 N 0.34
C 0.30
more apparent, we have performed a Principal Component Analysis (PCA) of the logarithm
of the abundances of the main species obtained at 106 years. In a PCA analysis an axis
transformation is performed where the new dimensions, Principal components, are linear
combinations of the original dimensions; in this case the log of the ice abundances. These
principal components are chosen such that the first describes as much as the variance in the
data as is possible, followed by the second, etc. The PCA analysis was performed separately
for both populations of abundances, i. e., those obtained using low and high H2 binding en-
ergies. Here, we show results only for the low H2 binding energies since those abundances
are more representative of observations (see Sec. 5.4.5). The results of the PCA analysis
are shown in Fig. 5.5. Each gray dot in this figure represents an individual simulation pro-
jected onto the first and second principal components. The lines in the graph represent the
loadings, which are the coeﬃcients in the transformation matrix. The length of the line is a
measure for the amount of variance in the original dimension. The length of the lines were
multiplied by a factor of ten for better visualization. In accordance with Fig. 5.3, the species
that present the largest variance in abundance are CH4 and CO2, followed by HCO, H2CO,
CO, HCOOH, H2O, and NH3, respectively. The directions of the lines reveal correlations
between the abundances, where overlapping lines indicate species with similar variance pat-
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Figure 5.4: A limited surface network explaining the very diﬀerent behavior between models with Ebind,H2 > 465 K
(indicated in blue) and those with Ebind,H2 < 460 K (indicated in yellow).
terns. We indeed see that the CO hydrogenation products, HCO, HCOOH, H2CO, as well as
CO correlate. CO2 and CH3OH on the other hand do not correlate so tightly indicating that
other routes are involved in their formation. CO2 nearly anticorrelates with H2O, reflecting a
similar precursor, OH. CH4 and NH3 do not show a strong correlation with any of the other
species, reflecting their rather separate formation routes. The PCA analysis hence confirms
the scheme depicted in Fig. 5.4.
5.4.3 The HCO radical and the importance of branching ratios
The Pearson correlation coeﬃcients and the network depicted in Fig. 5.4 show that HCO
plays a pivotal role the grain surface network. Here we will look at its formation and de-
struction routes more closely. Its main formation routes are through hydrogenation of CO
and H2CO; destruction also mainly occurs through hydrogenation of H2CO. The reaction
H + H2CO has three product channels: formation of CH3O or CH2OH and abstraction of
a hydrogen atom leading to HCO and H2. Using the standard network, the combination of
reaction rates and branching ratios leads to an eﬀective branching ratio of 0.97 for the latter
channel. The remainder is equally shared between CH3O or CH2OH. Whereas this might
reflect the gas phase chemistry, we find, however, no laboratory data to support these ex-
treme branching ratios on the surface. In a recent experimental study Chuang et al. (2016)
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Figure 5.5: Principal component analysis of the sample of abundances for the main solid species obtained using low
H2 binding energies. The distribution of abundances over the first and second principal components are shown in
gray. The size of the bars represents the dispersion of abundances of each species, where the angle among the bars
represents the strenght of the correlation between the abundances of these species.
investigated these reactions, but they do not quote branching ratios. They find that indeed the
addition reaction to CH3O and the abstraction to H2 + HCO occur, and they cannot exclude
the channel to form CH2OH. Here, we alter the network by adopting equal ratios for all three
channels and performed a hundred simulations using this network. For this, 50 sets of bind-
ing energies were chosen from the initially used sets with Ebind,H2 > 465 K and another 50
sets with Ebind,H2 < 460 K. The evolution of the ice abundance of the species involved in the
hydrogenation of CO is shown in Fig. 5.6 in the lighter colors. A comparison is made be-
tween the original 100 runs of our standard network (darker colors). Runs with high Ebind,H2
are depicted in blue and with low Ebind,H2) in orange and yellow.
For the blue curves – high Ebind,H2 – H2CO and CH3OH are increased whereas the abun-
dance of HCO is decreased. Because of the logarithmic scale only the latter is clearly visible.
As explained earlier, under these conditions, the CO hydrogenation route is less active and
therefore less connected to other reaction routes. For the yellow and orange curves, on the
other hand, the overall peak abundance is less aﬀected, except for HCO, but the timescale
of conversion of HCO to H2CO and CH3OH is reduced by a few million years, since there
are less back reactions. Moreover, as a consequence of the reduction in HCO, an increase in
the methanol abundance can be observed, since CH3O and CH2OH will now predominantly
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Figure 5.6: Evolution of ice abundances according to two diﬀerent branching ratios: 0.97 / 0.02 / 0.02 (standard
network) and 0.33 / 0.33 / 0.33 (updated network). Results using the standard network are shown in dark colors (blue
for Ebind,H2 > 465 K and orange for Ebind,H2 < 460 K). Light colors show results using the updated network (blue
for Ebind,H2 > 465 K and yellow for Ebind,H2 < 460 K). Abundances much lower than 10
−20 are negligible, therefore
not shown here.
react with H to form methanol. For the more complex species, like HCOOCH3, CH3OCH3,
CH2OHCHO, and CH2OHCO, both a reduction in the peak intensity and a change in the
formation timescale can be observed.
This example clearly shows the importance of accurate branching ratios. In this case, for
grain-surface reactions with multiple product channels the ratio between the forwards and
backwards reactions is crucial since this determines the timescale of CH3OH formation and
the route of complex molecule formation: through CH3OH or through reactions with HCO.
We presume that, using the standard network, reactions forming complexmolecules involving
HCO are over expressed. Numerous other reactions in the grain surface network have several
reaction channels and we believe that the branching ratios used should be carefully scrutinized
as they can have strong eﬀects.
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5.4.4 The eﬀect of initial conditions on COMs production
The results indicate that the lowH2 binding energies results are more in line with observations
of COMs. As depicted in Fig. 5.4, we believe that this diﬀerence originates in the initial
reaction of C with H2 or C with O which decides whether methanol or methane is formed.
The initial form of elemental carbon in the simulations is atomic carbon. However, depending
on the history of the molecular cloud a substantial fraction could also already be in the form
of CO. In this case, one would expect the methanol route to be favored. Here we will look at
the extreme case in which all elemental carbon is initially in the form of CO.
We follow a similar procedure to the previous section by performing another 100 simula-
tions – 50 for low Ebind,H2 and 50 for high Ebind,H2 – but with all carbon initially in the form
of CO. The initial atomic oxygen abundance is reduced accordingly. The standard network
is used and the results are again compared to the previous results. The results are shown in
Fig. 5.7.
We expect the largest eﬀect for high Ebind,H2 which are the blue curves. Indeed a decrease
in CH4 can be observed at early times and an increase in H2CO, CH3OH and most of the
COMs. Notably the ice abundance of CO2 is reduced and we believe this to be due to a
reduction of available atomic oxygen. The graphs however also clearly show that the eﬀect
of the change in initial conditions last relatively briefly and it does not increase the amount
of COMs formed to a level that is in accordance with ice observations. This means that the
binding energy of H2 should indeed be below 460 K.
This leaves us with the low binding energy results, which show an unexpected reduction in
H2CO, CH3OH and COMs abundancewhen we start with all C in the form of CO. The crucial
radical to explain this eﬀect is CH3. By starting exclusively from CO, the production rate of
this radical is reduced by at least an order of magnitude. It can react with for instance HCO
to form CH3CHO which can fall back to H2CO upon hydrogenation or lead to more complex
molecules, which in turn reduce to methanol again. Overall, this careful analysis of the
reaction network shows that rather than being a final product, COMs also play a crucial role
as an intermediate to form main grain mantle species such as formaldehyde and methanol.
This already occurs in dark conditions and no photoprocesses are needed for COMs to form
provided that reactants have suﬃcient mobility at low temperatures (∼10 K). In hot core
models, photodissociation of methanol is used as formation mechanism of radical species
that can then recombine to form more complex molecules upon warm up triggered by the
birth of the central star (Garrod & Herbst 2006, Garrod et al. 2008). Here we see that they
already form at low temperatures, but that they are destroyed by abstraction reactions with
atomic hydrogen. The latter reactions become less important for higher temperatures since
the residence time of H atoms is significantly reduced at temperatures above 20 K.
5.4.5 Comparison with observations
Depending on the binding energy of H2 that has been chosen in the model, the obtained
abundances for the simple ice species show a very large spread as has been discussed in the
previous sections. Here we constrain the binding energy of H2 by comparing the obtained
model abundanceswith observational abundances taken from a recent review by Boogert et al.
(2015) where we have taken the background star observations as representative of observa-
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the standard network is used, i.e. the branching ratio of 0.97 / 0.02 / 0.02 for the hydrogenation reactions of H2CO.
Abundances much lower than 10−20 are negligible, therefore not shown here.
tions of quiescent clouds and cores. The obtained ice abundances with respect to H nuclei are
listed in Tab. 5.7 for H2O, CO, CO2, CH3OH, NH3, and CH4, which are all securely identified
in these type of objects. What is clear is the very large spread in observational abundances,
from upper limits to relatively large values compared with water ice observations. Inspection
of Fig. 5.3 shows that the models with Ebind,H2 < 460 K show a better agreement with the
observations than the models with the strong H2 binding energy. This finding agrees favor-
ably with the experimental values by Amiaud et al. (2006) for the binding energy of H2 on
amorphous solid water.
Table 5.7 also lists the model abundances at three diﬀerent times for the low H2 binding
energy simulations. The best agreement is obtained at relatively early times of 105 years,
which also for gas phase observations is considered as the early time of best overall agreement
between models and observations for a large number of species. It is worth to note that
although the maximum or the minimum abundances show a large spread the majority of
the simulations fall in a much narrower range, which is in better agreement with the quoted
observational data.
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Table 5.7: Simulated ice abundances for both low and high Ebind,H2 and for three diﬀerent times and compared to abundances derived from observations. The full range
of abundances are shown, all relative to H nuclei. The notation α(β) stands for α×10β .
Ebind,H2 < 460 K Ebind,H2 > 465 K
Simulations at diﬀerent times (yr) Simulations at diﬀerent times (yr) Observation
Ice species 105 5×105 106 105 5×105 106 BG Starsa
CO 2.1(-5)-1.2(-7) 6.8(-5)-8.3(-7) 8.3(-5)-1.2(-6) 2(-8)-5.2(-11) 3.5(-8)-4.5(-11) 1.5(-8)-9.6(-15) 21-3
CO2 2.1(-5)-5.2(-8) 7.3(-5)-1.5(-7) 9.9(-5)-1.4(-7) 4.7(-7)-3.4(-8) 3.7(-7)-3.4(-8) 2.6(-7)-2.4(-8) 26-5.2
CH4 2.8(-5)-1.3(-7) 3.1(-5)-6.5(-7) 3.2(-5)-7.2(-7) 3.1(-5)-2.6(-6) 7(-5)-1.4(-5) 1(-4)-2.8(-5) < 1.2
H2O 6.6(-5)-1.9(-5) 1.6(-4)-5.1(-5) 2(-4)-6.3(-5) 7.4(-5)-6.2(-5) 2(-4)-1.7(-4) 2.7(-4)-2.2(-4) 62-(< 9)
NH3 4.3(-7)-1.5(-9) 3.2(-6)-1.2(-8) 2.6(-6)-4.2(-8) 1.9(-5)-1(-8) 5.3(-5)-1.5(-8) 6.5(-5)-2.5(-8) < 4
CH3OH 9.7(-6)-2.2(-9) 1.2(-5)-7.3(-7) 1.1(-5)-1.2(-6) 1.3(-5)-1.7(-6) 5.5(-5)-2(-5) 6.5(-5)-2.4(-5) 6.6-(< 0.6)
aAbundances for quiescent clouds and cores. See Boogert et al. (2015) for references. All observational abundances are to be multiplied by 10−6.
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5.5 Discussion and conclusions
With this paper we set out to study the influence of binding energies of surface species on
simulated ice abundances in order to constrain some of the binding energies. We found that
the chemistry was most sensitive to the binding energy adopted for H2, of which the binding
energy was found to cause a bistability in the outcome of the surface network and we found
that studying the correlations between binding energies and simulated ice abundances served
as an excellent tool to scrutinize the reaction network. As a result we obtained more informa-
tion on the reaction network than actually constraining certain binding energies, other than
Ebind,H2. One reason for this could be the low temperature of 10 K applied in the simulations.
At these temperatures, most species are stationary for their full range of binding energies. Hot
core or disk models that probe a larger spread in temperature might be more suited for this
purpose. However, analyzing the data of a simple dark cloud to really understand the depen-
dencies is already very complex and hence serves as a good starting point of similar studies
for more complex astrophysical environments and we leave this to future work. Finally, we
want to stress that only the binding energies were varied and that all other parameters are held
constant. We expect these to have an eﬀect as well, in particular the diﬀusion-to-desorption
ratio. This is also a topic for future study. Moreover, it would be valuable to extend the
present work to a more realistic three-phase model, so that the bulk and the grain surface can
be treated separately. We arrived at the following set of conclusions and recommendations.
1. The binding energy of H2 determines the type of surface chemistry that occurs in two-
phase gas-grain models. The results with Ebind,H2 < 460 K are most consistent with
astronomical observations.
2. For dark cloud models, the binding energies of H2, HCO, HNO, and CH2 are the most
determining for the final ice abundances. Since diﬀusion barriers are inferred from
binding energies, these dependencies most likely involve diﬀusion rates. Obtaining ac-
curate diﬀusion rates or binding energies for these species would result in a significant
improvement in the reliability of grain surface models.
3. The branching ratios of reaction products resulting from hydrogenation of H2CO were
found to play a crucial role in determining the timescale for COMs formation as well
as their formation routes. We believe that with the network used here reactions forming
complex molecules involvingHCO are too eﬃcient. We recommend that experimental-
ists study branching ratios more closely and quote numbers for modelers to use. Since
numerous other reactions in the grain surface network have several reaction channels,
we recommend modelers on the other hand to carefully scrutinize the branching ratios
they use as these ratios can have strong eﬀects.
4. COMs play a crucial role as intermediates for formaldehyde and methanol and are
not only the final product in the reaction network. COMs are thus mainly formed
through reactions with HCO, the abundance of which highly depends on the H +H2CO
branching ratio, and subsequently destroyed by abstraction reactions with atomic H.
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CHAPTER6
The Brazil-Bolivia (BraBo) Expedition to
the Amazon
A GalileoMobile project
The so called BraBo project consisted of a science outreach expedition to the Amazon region
shared by Brazil and Bolivia. From July 21st to August 25th 2014, seven teammembers of the
GalileoMobile project, accompanied by local collaborators and two film producers, visited
schools and villages to perform astronomy-related activities with students and teachers. More
than 235 people were involved in the project organization. The project was sponsored by 20
institutions and 69 individuals who contributed through a crowdfunding campaign. The team
travelled 4,210 km visiting 22 institutions and schools of the Bolivian Department of Pando
and the neighbouring Brazilian states of Acre and Rondônia. In total 3,081 students took
part of BraBo’s activities and 427 teachers and 156 undergraduates followed the promoted
workshops. We also have visited two indigenous schools and two institutions for visually
impaired people. We donated material to each school and institution visited, including a
telescope with tripod to encourage continuous education. Over 50 interviews were given to
local and national media. The final product of the expedition is a documentary movie entitled
Ano-luz (Light-Year), which has been disseminated in 2015 as part of the commemorations
of the International Year of Light.
This Chapter is based on the GalileoMobile report for the BraBo expedition, which can be
found in its completeness as:
S.H. Benítez, P. Kobel, E.M. Penteado, M. Rodrigues, P.F. Spinelli, M. Vasquez, and J.R.
González "The Brazil-Bolivia (BraBo) Expedition", http://www.galileo-mobile.org/
galileomobile-expeditions/galileomobile-brabo2014
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6.1 Introduction
GalileoMobile is a non-profit itinerant science outreach initiative that brings astronomy closer
to young people in areas with little or no access to outreach programs. We perform astronomy-
related activities in schools and communities we visit, and we encourage follow-up activi-
ties through teacher training workshops and by donation of telescopes and other educational
resources. GalileoMobile also extends its impact to a worldwide audience through deliv-
erable products. Our work is shared worldwide through the production of documentaries,
books, and a wide range of internet resources (Oﬃcial Website and Blog, Facebook page,
Google+,Twitter, Vimeo, Youtube and Soundcloud). GalileoMobile is an unprecedented ini-
tiative promoting science knowledge and the interaction beyond borders through astronomy
while raising awareness for the diversity of human cultures, conveying the message of “unity
under the same sky”.
GalileoMobile is currently composed of 13 volunteer team members and more than 30
collaborators from diﬀerent countries. Several of our expeditions were initially motivated
by the desire of one or more of our volunteers to bring GalileoMobile to their country of
origin, in communities where they had witnessed first-hand the lack of access to science out-
reach programs. Since its creation in 2008, we have organised expeditions in Chile, Bolivia
and Peru (2009), Bolivia (2012), India (2012), Uganda (2013), Bolivia and Brazil (2014),
Colombia (2014) and extended actions in Portugal (2012, 2013), Nepal (2013), Guatemala
(2013), Dominican Republic (2013), the United States (2013) and Haiti (2014), reaching over
12,400 students, 1,300 teachers and 1,700 community persons. Figure 6.1 shows a few pic-
tures of some of these expeditions. Our eﬀorts and activities have been shared with the public
in over 80 conferences and talks, including a TEDx talk. Today, we continue our eﬀorts
with the support of Universe Awareness (UNAWE)1 and the collaboration of Galileo Teacher
Training Program (GTTP)2 and A Touch of the Universe3.
Building on the success of the pilot expedition in the Bolivian Amazon in 2012, Galileo-
Mobile decided to organise an extended expedition in 2014, named BraBo. During 5 weeks,
from July 21st to August 25th, GalileoMobile went to the Bolivian Department of Pando and
the neighbouringBrazilian states of Acre and Rondônia. Seven GalileoMobile teammembers
took part in the field activities along with two filmmakers and several local collaborators. The
dates of the expedition were carefully chosen to fit school holidays, and to avoid the rainy
season in the Amazon and the 2014 FIFAWorld Cup, which took place in Brazil in that year.
The choice of this destination was driven by the desire of various local collaborators to bring
a GalileoMobile project to the region. Moreover, the rich astronomical culture of indige-
nous communities in the Amazon oﬀered a unique opportunity for cultural exchange, making
astronomy a starting point for a dialogue between diﬀerent traditions and world views.
The BraBo expedition preceded the celebration of the International Year of Light and
Light Based Technologies (IYL2015)4 and thus the activities performed were also oriented
to the understanding of astronomical observations as a manifestation of cosmic light. To
1www.unawe.org
2www.galileoteachers.org
3http://astrokit.uv.es/
4International Year of Light and Light-based Technologies 2015 (IYL2015) website,
http://www.light2015.org/Home.html
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Figure 6.1: Children performing activities during diﬀerent GalileoMobile expeditions: India (left-hand panel),
Uganda (central panel), and Peru (right-hand panel).
support these eﬀorts, a documentary was recorded during the expedition which had both the
aim to portray the encounter of the scientific and traditional interpretation and the presence of
light through a beautiful manifestation. The activities performed in schools and communities
were developed during previous expeditions. Four main innovations were included: (1) the
implementation of GalileoMobile activities for visually impaired people; (2) the organization
of roundtable debates and astronomy training to undergraduate students in the field of Natural
Sciences from local universities; (3) the visit to indigenous schools; (4) the promotion of
cultural activities such as a Cineclub and a Shadow Puppetry during sky-party nights, to link
topics of astronomy, cinema and light.
The GalileoMobile members who participated in the expedition were Eduardo M. Pen-
teado, Jorge R. González, Mayte Vasquez, Nuno Gomes, Patrícia F. Spinelli, Philippe Kobel
and Sandra Benítez, together with two film producers, Felipe Carrelli and Fernanda Liga-
bue, and six main local collaborators, Alcilene Balica Monteiro, Antônio Oliveira da Costa,
Cleyton Assis Loureiro de Souza, Manuel de la Torre, Ingrid Justiano and Maria do Carmo
Barcellos.
This chapter is structured as follows: Sec. 6.2 describes the itinerary and route of the
expedition, while the activities performed in the field and the heterogeneous audiences are
described in Sec. 6.3. Section 6.4 describes the documentary produced as one of the products
from this expedition. Finally, Sec. 6.5 presents follow up activities and concluding remarks.
6.2 Itinerary and route
Located at the heart of South America, the Amazon region is an enormous land covered by
a forest, and house to remarkable cultural identity and biological diversity. The region is
isolated from the main urbans areas of the continent, and transport to this region is mainly
done by flight due to the enormous distances and to the diﬃculties to access through ground.
For time and budget reasons, three areas were selected that are easily accessible by ground
transportation:
(1). Pando Department, whose capital is Cobija, is the northernmost region of Bolivia,
covering an area close to 64,000 km2;
(2). Acre, a Brazilian State, located in the north of the country. Sharing borderswith Bolivia
and Peru, the capital is Rio Branco and covers an area of approximately 164,000 km2;
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Figure 6.2: BraBo road map. The blue tags indicate the main towns where our team was based while visiting the
schools in the region.
(3). Rondônia, another Brazilian State sharing border with Bolivia, covering an area of
approximately 238,000 km2, which capital is Porto Velho.
Together, these three areas cover an area of roughly 466,000 km2. The population is
spread in mainly small towns and villages and one town can be separated from another by
hundreds of kilometers. All displacements were made by car, totalling approximately 3,620
km. The only exception was the displacement from Rio Branco to Porto Velho, which was
made by air.
The starting point of the expedition was Cobija, Bolivia, which was followed by the lo-
cations of San Lorenzo, El Sena, and Puerto Rico, where the team spent two days in each
location. The following week in Bolivia was based in Cobija and in the surrounding areas,
including Porvenir, the municipality of Filadelfia, and Bolpebra, where the team had the op-
portunity to visit the Yaminahua indigenous community. It was a two weeks term of activities
in Bolivia, travelling over 1,270 km.
After the activities in the Bolivian territory were accomplished, the team crossed the
border with Brazil towards Rio Branco, Acre. There the team spent a few days before moving
to the west, towards the municipalities of Sena Madureira, followed by Cruzeiro do Sul, and
by Mâncio Lima. The latter one is the westernmost municipality of Brazil. This was the last
stop and the end of the activities in Acre. The team then moved back to Rio Branco in order
to take a flight to Porto Velho, the capital city of the State of Rondônia. In Rondônia, the
activities took place in the city of Cacoal and rural regions. Cacoal was the ending point of
activities for the BraBo expedition. The filming crew and one GalileoMobile member flew
back home and the remaining three members flew to Rio de Janeiro to participate in a meeting
about “Science Outreach Projects on Hard-to-reach locations”. Counting from the starting
point in Brasiléia until the final stop of GalileoMobile in Rondônia, the total distance covered
inside the Brazilian territory was approximately 2,940 km. In total, the BraBo expedition
covered over 4,210 km. Figure 6.3 shows the typical landscape of the Amazon region visited
by GalileoMobile.
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Figure 6.3: Typical landscape. The areas visited by GalileoMobile were a mixture of forested and non-forested
areas due to human settlements.
Travelling to Amazon requires a few common characteristics from those who plan to join
such an expedition. Language can be a barrier since the inhabitants of these regions only
speak the oﬃcial language of their country, which is Spanish in Bolivia and Portuguese in
Brazil. Apart from some native languages spoken by members of indigenous communities,
other languages, including English, are not commonly spoken in the region. Therefore, it
was necessary that the travelling team were able to speak at least one of the oﬃcial languages
so that the communication with the public could flow smoothly. Moreover, availability for
travelling when the expedition was planned was another aspect to decide which GalileoMo-
bile members would take part on the field work activities. So those who could be travelling
for longer periods of time had preference, so that expenses with international flights could be
minimised. In total we were seven members of GalileoMobile in the field, accompanied by
two film producers, and eight local collaborators. In addition, there was always at least one
experienced driver accompanying the team. Other three GalileoMobile members were part of
the BraBo task force even though they did not travel. They were in charge of communicating
with the travelling team and updating the rest of the GalileoMobile members on the advances
of the expedition and feeding social media.
The role of the GalileoMobile members was to lead and organise the activities during the
visits. The role of the local collaborators was to help with the selection of the schools to be
visited and to advertise the Teacher Workshops among teachers of other schools. During the
expedition, some of the collaborators also lead their own activities, while others helped us
with the logistics, introducing us to the school staﬀ, organising the groups which would take
part of diﬀerent activities, taking photos, etc.
6.3 Activities
The activities are the central aspect of this project since they are our tools for transmitting
the excitement for astronomy. During BraBo, we performed schools visits, visits to insti-
tutions for visually impaired people, teacher workshops, workshops for undergraduates of
Natural/Earth Sciences, night-sky observations, and cultural activities to the lay public. All
planned groups of audience were successfully reached by BraBo’s project. In this section we
summarise the activities performed with each particular group.
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Figure 6.4: Opening Talk in Filadelfia School in Bolivia (left) and Cora Coralina School in Brazil (right).
6.3.1 Working with students
The activities in schools were developed during the early phases of our first expedition in
20095, and have been improved over the years based on the experience of the team in the
expeditions undertaken after the International Year of Astronomy 20096 experience. Our
major eﬀort over the years was to implement a more clear description of the learning goals
of each activity and the inquiry-based learning methodology applied to astronomy.
These hands-on activities were chosen from diﬀerent online sources (e.g. UNAWE,
GTTP, NASA) based on their use of cheap and readily available materials and being fun and
interactive. They were then adapted to the GalileoMobile needs and compiled into a Hand-
book of Activities7. Previous to the BraBo expedition, the latest version of our handbookwas
an adaptation for the Uganda project, and thus its language was English. The BraBo activities
group translated it into Spanish and Portuguese to adapt for the BraBo expedition.
The school visits were planned to last two days, targeting both the students and teachers.
The duration of the school visits was based on our previous projects and was a compromise
between having enough time to work with teachers and reach a substantial number of schools
while on the road. This gives us enough time to fully develop the activities with students and
cover all the topics planned to revise with teachers. Furthermore, the schools’ population is
normally large, and thus, there is the possibility to engage more students in our activities.
Moreover, the extra time allowed us to answer questions and doubts that arose during the
first day as well as to organise star parties on the first night of the visit. Another fact worth
emphasizing is that normally the students are shy at the moment they meet GalileoMobile
members, but once the “ice is broken” they gain confidence to interact with the team. Thus, it
is important to have this time to creating empathy. The activities in schools comprised of (1)
an opening talk to assess the level of astronomy knowledge of the students, (2) the activities
with students, selected from our handbook according to the schools needs and age of the
students, and (3) day and night-sky observations and other cultural activities. Figure 6.4
illustrates the opening talk in two diﬀerent moments.
5The GalileoMobile 2009 − 2011 report, https://drive.google.com/file/d/0B6k0cDTz-
CUTOE1mV1I2VlFvUEU/view
6International Year of Astronomy 2009 (IYA2009) website, www.astronomy2009.org
7The GalileoMobile Handbook of Activities, http://www.galileo-mobile.org/galileomobile-
resources/galileomobile-handbooks
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The activities sessions with students were usually programmed to take place after the
opening talk in the first day, and during the second day. Each session lasted over 2 hours
plus overheads. At the beginning of the session everyone gathered in a common place and
we divided the students into four or five groups (one of them being outside with the tele-
scope) depending on the number of activities we had chosen for that day and the number of
GalileoMobile members available. Each group was assigned to one activity along with up to
two teachers and one GalileoMobile member. The maximum number of students we had to
work with was of 150, so that each group was comprised of 30 students. We felt this number
was an upper limit, even if we were two people leading each group. In other schools where
we worked with a lower number of students, the communication was better and we could
perform the activities more eﬃciently and with enough time to answer individual questions.
There was, however, one school in Brazil that we had to deal with larger groups of students.
Each activity lasted on average 45 minutes so that after this time the groups would ro-
tate to the next activity. One person, usually a local collaborator or a staﬀ member from
the school, would coordinate the rotation of groups to ensure that the changes were made
simultaneously. We repeated every activity twice, allowing for each group of students the op-
portunity to take part on all activities. We felt that doing the same activity twice was enough
for the teachers to learn in depth how to perform it by themselves with the rest of their stu-
dents in other times. After the end of the students session, we gathered in a common place
with all students to perform an activity all together. The purpose of this was to create a feel-
ing of community with the students and to have a moment of fun all together. We also have
donated educational material to the schools in this moment. Figure 6.5 shows a mosaic of
photos of the students during the activities session.
When the activities of the first day were over, we had around two hours for organising
the material and to take some rest before the night-sky observations. In a few occasions the
weather conditions were poor but, in general, the night observations were a success where
many students, teachers and few locals enjoyed looking at planets, the Moon, stars, and
constellations. We usually had at least one middle-size telescope, a Galileoscope and a laser
pointer for the observations.
6.3.2 Working with teachers
Besides the workshops in schools, we also planned four large Teacher Training Workshops
(TTW) in collaboration with the GTTP project to reach teachers who could not be included
in the School Visits. This was a request made by our Brazilian local collaborators which
was extended to Bolivia. The TTWs were held in the cities of Cobija, Rio Branco, Cruzeiro
do Sul and Cacoal. The workshops consisted of a one-day program including talks about
GalileoMobile and exhibition of the “Bajo mismo cielo” documentary, inquiry-based learning
methodology, solar observations, instructions for hands-on activities and a workshop about
Stellarium8, a free software about sky recognition.
The main goals of the workshops were, firstly, to explain how to use the donation material
and to show to the teachers how to mount the telescope, and secondly, to perform with the
teachers the activities selected from our handbook, prior to work with the students. The
workshops lasted for 5 hours in total. During the TTWs, we used some time to describe the
8http://www.stellarium.org/
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Figure 6.5: Activities with students in schools. (A) and (B): Cinema, astronomy and light activity. (C): Solar
projection. (D): Exploring the Solar System. (E): Classifying galaxies. (F) and (G): Interaction activity, forming a
galaxy and playing with the Earthball.
inquiry-based learning methodology applied to astronomy and to explain in detail the Earth’s
orbit activity, which is a good example of the way scientific reasoning is usually done in
research. Afterwards, we briefly covered other 2 or 3 activities from our handbook, chosen
based on the age of the students. These were the same activities we would perform during the
students session. At this point, we often received suggestions from the teachers regarding the
level of the activities. If needed, we would then adapt the activities accordingly. We also made
and introduction to Stellarium software so that teachers would have means of recognising the
sky. Sometimes, local collaborators would also contribute to the TTWs, by presenting their
own work. For instance, Manuel de la Torre presented a talkabout Archeoastronomy and
Acre collaborators introduced their project called GamaHidra.
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Figure 6.6: Workshop with teachers in schools. From left to right: Showing how to assemble the Galileoscope,
practising telescope pointing and solar projection and practising “The Earth’s orbit” activity and the inquiry-based
learning methodology applied to astronomy.
The TTWs held in Cobija and Cacoal had high attendance. In Rio Branco and Cruzeiro
do Sul, few teachers showed up. In Sena Madureira, we had planned to hold a workshop
for the teachers from the school GalileoMobile was visiting. However, teachers from various
schools showed up and another large TTW workshop was promoted. In total, 427 teachers,
from 84 diﬀerent schools, were trained during GalileoMobile BraBo project. All of them got
certificates endorsed by GTTP. In addition, their emails were sent to the GTTP headquarters
in Portugal so that they can be included in the GTTP network and newsletter. At the end of
the workshop, we encouraged the teachers to perform the activities on their own during the
students sessions, having us only for support. Therefore, we asked for one to two volunteers
per activity so that they could choose the activity they felt most comfortable with. Figure 6.6
shows some pictures of the teachers in action during the workshops.
6.3.3 Working with undergraduate students
We planned a one-day workshop to meet with the undergraduate students of Natural/Earth
Sciences in Rio Branco and Cruzeiro do Sul. These undergraduates were studying to become
teachers and wanted to help us to promote the Schools Visits in those cities. We promoted
scientific talks about astronomy, a roundtable to discuss opportunities for them to engage in
scientific and outreach programs as well as advice to those interested in pursuing scientific
careers, and instructions for some hands-on activities of our Handbook.
6.3.4 Working at indigenous schools
The first idea of performing astronomical activities at indigenous communities came from
our collaborator Maria do Carmo Barcellos, an indigenist with decades of experience work-
ing with the Suruí people in Cacoal, Rondônia, Brazil. This group had the first contact with
non-natives over 50 years ago. The Suruí people faced a deep change in their way of living,
suddenly having to leave behind their traditions and fighting against opportunistic individuals
trying to make profit from their land. The Suruís are currently going through a moment of
recovery, making huge eﬀorts to save and maintain their cultural identity and their original
land. In Barcellos’ view, talking about astronomy would be one more eﬀort in this direc-
tion, specially now that elderly people, the holders of their main traditional knowledge, are
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Figure 6.7: Suruís experimenting the Galileoscope lenses (upper left) and practising telescope pointing (upper right).
Teacher Adriano in blue t-shirt on the back, translating the astronomy concepts to the school students (bottom left).
Teacher Adriano explaining how to perform the sun observation (bottom right).
becoming older and older. Furthermore, in most of the non-isolated indigenous villages in
Brazil, there is a primary school which usually follows a regular educational program and has
both natives and non-natives teachers. Thus, the promotion of activities in this kind of school
meets with the GalileoMobile’s goals.
This was the first time that GalileoMobile approached indigenous communities as part of
its public outreach. It was rather challenging because only one member had a brief previous
experience working with native communities in Brazil. However, GalileoMobile’s motto are
sharing knowledge under the same sky and learning from diﬀerent cultures their own view
about the Universe. Therefore, this was an extraordinary opportunity to address those who
still look up to the sky at night without light pollution, and have their own cosmological view
about the origin and destiny of the Universe.
After the activities in Cacoal finished, the team went to the Indigenous Territory called
Sete de Setembro and visited two Suruí villages. In the first community, the inhabitants spoke
Tupi-Mondé as first language, except for the children and the community leaders, who are
fluent also in Portuguese. The literacy is made in both languages. We opted for starting
our activities with an opening talk addressed to the whole community, presenting as many
pictures of the Universe as possible to catch the attention and interest of all participants. They
showed to be participatory, asking many questions and expressing a deep curiosity about the
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Nature as a whole.
We adapted our schedule to the community daily habits, which are diﬀerent from those
we are used to. After the talk, it was the moment for resting and bathing in the river, thus the
activities were resumed a couple of hours later. Since it was a very sunny and warm day, we
decided to perform the Sun observation activity. Prior to that, we showed the Galileoscope
and explained how to assemble and point it, and then we performed the observations. They
quickly they found another use for the telescope: to locate the ripe fruits from distant trees!
At night, we performed a play articulated with shadow puppets, which was promoted by
the filming crew, making a link among topics of astronomy, light and culture. This activity
was followed by sky observation. The sky was very clean at the moment, which allowed to
observe some constellations. The whole community participated enthusiastically, expressing
their appreciation and connection with the Nature.
At the day after we gathered with the community to listen to their stories and myths
related to the sky phenomena. Those stories were were narrated by their leader, who also
painted our bodies with pigments extract from local plants. Traditional Suruí paintings were
part of festivals and war rituals, but in our case it meant a welcoming gesture. One of the
stories we learnt that day is captured in our documentary Ano-luz.
The same activities were performed in another, though smaller, Suruí village. It was
quite harder to present a talk there since the kids were younger and not all of them spoke
Portuguese. As an attempt to overcome this diﬃculty, we showed many images from planets
and space exploration. One of the teachers oﬀered to be our translator. A remarkable moment
was when the small kids could locate in the Earth’s images the place where they live. As for
the other activities, we opted for a more ludic approach, using theatre techniques, so that the
kids could participate directly. The Earth-Moon-Sun system and its movements showed to
be a very eﬀective topic for this kind of activity. This was followed by an introduction on
how to handle the telescope and its internal characteristics. Once the telescope was ready for
use, everybody went outdoors for another round of Sun observations. We could project the
image of the Sun in a piece of paper and observe a few Sun spots. When the night came,
we performed sky observation. Once again, the whole community participated with great
enthusiasm. Figure 6.7 shows some moments with the Suruís. In both schools, we performed
a teacher training workshop. We managed to train 10 teachers, being all of them natives. We
also reached 55 Suruí students.
6.3.5 Institutions for Visually Impaired People
Two institutions for visually impaired people were visited during the BraBo expedition, one
in each country. At the first school, located in Cobija, the activities were conducted with
people of ranging from 6 to 65 years old. A general introduction of the team was given to all
the students. In order to perform the activities in an eﬃcient way, the students were divided
according to their ages in small groups. The groups were rotated to execute various activities
each conducted by a diﬀerent GalileoMobile member in the presence of the teachers. In
the school located in Rio Branco, the activities were conducted with teachers and visually
impaired material evaluators, who are also blind. Figure 6.8 shows the activities in these two
institutions.
Regarding the material, one of the evaluators had a comment on the tactile constellations
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Figure 6.8: Activities for visually impaired students and educators: showing the planets and the Sun using Galileo-
Mobile handmade models (right); showing the Moon’s surface (middle) and constellations (right) using the material
from the A Touch of The Universe project. Also, on the right picture, a journalist interviews one of the evaluators
about the experience with GalileoMobile.
with the labels located on the upper left corner of some of the models. He found it a bit
diﬃcult to touch the Braille symbols since visually impaired persons require of both hands
to read and their way through the symbols was being interrupted by the constellations. It was
suggested to place these labels at the bottom. Another important input came from the teachers
in Brazil, saying they needed more training on astronomy, since the main diﬃculty was not
to produce material for students with special needs students but, instead, to be capable of
understanding astronomy concepts so that they could create such materials by themselves.
The experience was very unique in every sense. All students showed a great curiosity to learn
astronomy. We even met a student who spoke about black holes and galaxies. He told us how
he had learned about concepts in astronomy by listening documentaries on the television and
wanted to become an astronomer someday.
One of the lessons learnt by working with visually impaired students was that it would
be better to plan a longer session for this type of activity. The students preferred to take a bit
more of time exploring the diﬀerent models to learn about all diﬀerent features and explana-
tions. Another important aspect is that the teachers showed to be very innovative regarding
material creation but lack of information on basic astronomy concepts. Thus, we believe that
if these teachers have the access to the right astronomy content to instruct themselves, they
can come up with other ideas to perform activities with their students.
6.4 Ano-Luz (Light-Year) documentary
Taking the International Year of Light 2015 as an inspiration, the directors, in collaboration
with GalileoMobile, have produced the Ano-luz (Light-Year) 2015 documentary. The film
documents the experiences of the team during the five weeks spent in Bolivia and Brazil and
constitutes an attempt to record the voice of all people involved in the expedition. In a lyric
style, the personal beliefs of the various people encountered during the trip on topics such
as science, religion or reality, are shaped into a consistent story, where the work carried out
by GalileoMobile appears as a bridge for bringing diﬀerent people and diﬀerent ideas closer
together, though always under a spirit of unity. The post-production of the documentary was
concluded in March, 2015.
The oﬃcial languages of the documentary are Spanish and Portuguese. However, thanks
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to the voluntary eﬀorts of several team members and collaborators, we have translated subti-
tles into English, French and Greek, to give the product a global and international dimension.
A specific website 9 was created to advertise the film and to make it easier to access the
trailer or any other information regarding the documentary. Moreover, in order to facilitate
the distribution of the documentary, we have produced 1,000 DVDs which were sent to all
schools and local collaborators who participated in the expedition. At the moment this report
was being written, more than 400 DVDs were distributed. The rest will be used to promote
the project world wide and organise public screenings around the globe. In fact, some screen-
ings were held already in Brazil, and few others are being organised by team members and
IYL2015 nodes. The impressions of the public during the three screenings taking place in
Brazil, can be read on our blog (to access the post click here).
Besides Ano-luz webpage, a trailer, various teasers, Facebook, Twitter and Vimeo profiles
were also created to disseminate the movie. The public release of the movie was scheduled
to October, 5th 2015.
6.5 Concluding remarks and follow-up activities
GalileoMobile BraBo travelled 4,210 km across the Amazon region of Bolivia and Brazil
and reached 4,045 persons. More than 230 people were involved in the project organization.
The expedition lasted for 5 weeks, but 2 years of preparation were required plus 1,5 years
of post-production. The expedition was sponsored by 20 institutions and companies and by
69 crowdfunders. Over 50 articles about BraBo were published in the local media. The final
product of the expedition is a documentary movie entitled Ano-luz (Light-Year), which has
been disseminated in 2015 as part as the commemorations of the International Year of Light.
Table 6.1 lists the project’s estimated audience.
Country Students Teachers Undergraduates General Public Institutions Visited Schools reached
Bolivia 1,414 210 0 41 10 36
Brazil 1,667 217 156 340 12 48
Total 3081 427 156 381 22 84
Table 6.1: BraBo audience. The total amount of individuals reached was 4,045. The last row lists the number of
visually impaired students who attended our activities and their teachers.
Follow-up activities in the visited schools are of utmost importance since this will give
continuity to our eﬀorts during this expedition. In Rondônia, the schools that participated
in BraBo are now part of the GalileoMobile Constellation project (2015)10, which aims to
establish a South American network of schools committed to the long-term organization of
astronomical outreach activities amongst their pupils and local communities and AstroPando
students from Bolivia are performing activities from our Handbook.
9http://www.ano-luz.com/
10GalileoMobile Constellation website, http://www.constellationproject.org/
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Summary
Astrochemistry is a multidisciplinary field in which astronomical observations, laboratory
experiments, and computational simulations are combined to obtain new information on the
chemical composition of the Universe and its consequences for star and planet formation.
Progress is trigged by a new generation of telescopes, by new experimental techniques, which
aim to reproduce the interstellar environments in the laboratory, and by the development of
state-of-the-art computational models, which aim to explain the observational information
often using experimental data as input. Observational facilities, such as ALMA and JWST,
promise to revolutionize our understanding of the interstellar chemistry. For instance, for the
first time it will be possible to observe in detail the chemistry taking place in planet forming
regions, and in faint objects, such as distant galaxies.
The aim of the present thesis is to study the chemistry of cold dark molecular clouds and
young stellar objects (YSOs). These two types of astronomical environments probe diﬀer-
ent stages in the star formation evolution: molecular clouds collapse gravitationally, leading
to new stars and planetary systems. The strategy used to achieve our goal is to use mod-
els with support from observationally and experimentally obtained data, which indicates the
need for multidisciplinary source of data. In Chapters 2 and 3, we present a comparison
between observational and experimental and InfraRed (IR) spectra, while in the following
two other chapters we present models with experimental and theoretical data as input for our
simulations.
In Chapter 2 we propose a solution to a longstanding problem in CO ice observations
in YSOs. The absorption feature of solid CO is very prominent in the spectra of YSO. The
red component of this feature is assigned to CO in a hydrogen bonded environment. Since
water is the main ice species, CO mixed in a water-rich environment was proposed to be
responsible for the observed features. However, laboratory experiments were not able to
reproduce this component using water-rich ices without producing an extra shoulder in the
spectra. We propose that a mixture with methanol is responsible for this spectral component.
This hypothesis is supported by observational and experimental evidence, since CO is found
to freeze out after water has formed and methanol can be formed on the grain surface by
hydrogenation of CO. We present a systematic spectroscopic study of ices containing CO
and methanol in diﬀerent ratios, and show that some of these mixtures can reproduce spectral
characteristics such as width and peak position of observed features of a survey of 39 YSOs,
without producing an extra shoulder. Consequently, we reinforce previous concept that the
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mantles are stratified, and CO is likely to settle in a water-poor environment.
The hypothesis of CO being mixed with methanol is taken further in Chapter 3. In this
Chapter we directly compare grain shape corrected laboratory spectra to high resolution ob-
servational spectra of two YSO sources. We show that the CO feature of the observed spectra
can be well fitted with methanol mixtures, while the profiles and depths of the methanol
bands present in other regions of the spectra are simultaneously respected. We therefore sug-
gest that a stratification in the CO and methanol mixtures exist in the grain mantles, and that
the methanol constraints limit the ratios between CO and methanol.
In the next two chapters we present a study of the chemical evolution of molecular clouds
using a modelling approach. The rate equation method is used to describe the gas phase
chemistry in Chapter 4, while both the gas phase and the grain surface chemistry are ad-
dressed in the Chapter 5. In Chapter 4 we model the chemical evolution of dark molecular
clouds with diﬀerent metallicities as initial conditions, following a model for the elemental
evolution of the Galaxy. We study environments where the initial amount of elements heaver
than H and He is lower compared to the solar abundances, e.g. more similar to the metallicity
characteristic of fainter distant galaxies. This was the first attempt to connect both the ele-
mental and the chemical evolution of the Galaxy. The most intriguing finding shown in this
Chapter is that the number of carbon chains species decreases with metallicity. The reason
for this behavior is that these species are charged by free electrons, and then subsequently
destroyed by atomic oxygen. Both are more available at high metallicity. Free electrons are
formed by ionization of metals, which are more abundant at solar metallicity. At the same
time, there is less H+3 because of the high abundance of CO that eﬃciently destroys H
+
3 . The
latter species triggers a sequence of reactions that ultimately converts O to O2. These results
can be put to the test when new chemical data from distant galaxies become available.
In Chapter 5 we take a step further in the modelling of dark molecular clouds by con-
sidering both gas and solid phase chemistry. Also using the rate equations approach, in this
chapter we attempt to study the eﬀect of uncertainties in binding energies of grain surface
species on the evolution of ice abundances. We have compiled a list of binding energies to-
gether with their uncertainties for a selection of species which we recommend modelers to
use in their models. This list is based on an extensive literature research, following the most
recent experimental and computational data available. Using this list, we have found that the
binding energy of H2 is responsible for the bistability observed in the evolution of species,
where a change of behavior is observed around 460 K. We also found that binding energies of
CH2, HCO, H, N, and HNO correlate with many solid species. Furthermore, we identified the
importance of the branching ratios on the chemical evolution, in particular for H + H2CO
reaction. We therefore recommend modellers to carefully scrutinize their models – including
branching ratios – using the latest experimental results.
Finally, in Chapter 6 we move our attention from scientific research to science outreach,
reporting on an astronomy outreach project that took place at the Amazon region. In this
Chapter we describe the so called BraBo expedition, accomplished by the GalileoMobile,
which is a non-profit itinerant science outreach project that brings astronomy related activities
to places where this kind of activities are rare. Astronomy is a powerful tool that can be used
to bring science closer to the public because of its appealing images and its close connection
to many diﬀerent subjects. During the BraBo expedition, diﬀerent audiences were reached:,
students from all scholar ages, teachers, as well as visually impaired people, and members of
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the Suruí group, a native ethnicity of the Amazon. As one of the final products, a documentary
was recorded and released, showing in details the activities performed in the field.
This thesis aims to probe the chemistry of diﬀerent astronomical objects and, at the same
time, to show how important is a close collaboration among modelers, experimentalists and
observers to accomplish progress in astrochemistry. We have provided to the scientific com-
munity valuable information about the chemical composition and the structure of astrophys-
ical ices, as well as information about the chemical evolution of cold dark molecular clouds.
The results presented here represent one more step up ahead in the development of this mul-
tidisciplinary science, which is developing fast thanks to the new generation of observato-
ries recently available, and to new experimental improvements and to modern computational
methods available. Moreover, science goes beyond the boundary between academia and the
public and we recognize the need to disseminate scientific knowledge, specially among young
people. Astronomy and astrochemistry are powerful tools for teaching science to a broad au-
dience. Therefore, we encourage projects such as the one presented in the final chapter of
this thesis, as an attempt to make the discoveries about the Universe available to everyone.
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Samenvatting
Astrochemie is een multidisciplinair onderzoeksgebied waar astronomische observaties, lab-
oratoriumexperimenten en computersimulaties worden gecombineerd ommeer inzicht te kri-
jgen in de chemische samenstelling van het universum en de implicaties voor het vormen van
sterren en planeten. Het is een snel ontwikkelend veld, onder meer door de nieuwe generatie
telescopen, door nieuwe experimentele methoden die de interstellaire omgeving nabootsen in
het laboratorium, en door geavanceerde rekenmodellen die observaties proberen te verklaren,
vaak met experimentele gegevens als invoer. Observatiefaciliteiten zoals ALMA en JWST
doen de belofte ons begrip van de interstellaire chemie drastisch te veranderen. Zo wordt het
bijvoorbeeld voor het eerst mogelijk om gedetailleerde observaties te doen van planeetvor-
mende regio’s en verre sterrenstelsels.
Het doel van dit proefschrift is het bestuderen van de chemie van koude donkere molecu-
laire wolken en jonge stellaire objecten (YSO). Deze twee types astronomische omgevingen
stellen verschillende stadia van de evolutie van sterren voor: Moleculaire wolken storten on-
der invloed van hun eigen zwaartekracht in, wat leidt tot ster- en planeetvorming. De gevolgde
strategie is het gebruik van astrochemische modellen gebaseerd op data uit experimenten en
observationele studies. Hieruit blijkt de noodzaak voor een discipline-overstijgende bron van
gegevens. In Hoofdstukken 2 en 3 presenteren we een vergelijking tussen experimentele en
geobserveerde infrarood (IR) spectra, die in de daaropvolgende hoofdstukken als invoer voor
onze simulaties worden gebruikt.
In Hoofdstuk 2 stellen we een verklaring voor voor een oud probleem in CO ijs obser-
vaties in YSOs. De absorptiekenmerken van vast CO zijn prominent aanwezig in de spectra
van YSOs. De rode component hiervan wordt toegekend aan CO wat waterstofbindingen aan-
gaat met zijn omgeving. Omdat water hier het meest veelvoorkomende molecuul is werd dit
absorptiekenmerk toegekend aan CO in een waterrijke omgeving. Echter kon deze rode com-
ponent in laboratorium experimenten niet gereproduceerd worden met waterrijke mengsels.
Dit levert een extra schouder in de absorptiespectra op die niet waargenomen wordt. Wij
stellen voor dat een mengsel met methanol verantwoordelijk is voor dit absorptiekenmerk.
Deze hypothese wordt ondersteund door experimenteel en observationeel bewijs, omdat CO
pas bevriest nadat water is gevormd en methanol gevormd kan worden door hydrogenering
van CO op het oppervlak. Wij presenteren een systematische spectroscopische studie van
ijzen van CO en methanol in verschillende verhoudingen, en laten zien dat deze mengsels de
spectrale karakteristieken zoals piekbreedte en -positie van 39 YSOs kunnen verklaren zon-
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der extra niet-waargenomen schouders in de spectra. Dit versterkt het bestaande beeld dat de
ijsmantels uit lagen bestaan, waarbij CO zich in een waterarme omgeving bevindt.
De hypothese dat CO voorkomt als mengsel met methanol word verder onderzocht in
Hoofdstuk 3. In dit Hoofdstuk vergelijken wij direct laboratorium spectra, met correcties
voor de korrelvorm, met hoge-resolutie observaties van twee YSOs. Wij laten zien dat de CO
kenmerken in de geobserveerde spectra goed gefit kunnen worden met methanol mengsels,
zonder in andere gebieden van de spectra de CO bijdrage te overschatten. Dit suggereert
opnieuw dat de korrelmantels uit lagen bestaan, en stelt grenzen aan de mengverhouding van
CO en methanol.
In de twee daaropvolgendeHoofdstukkenwordenwordt de chemische evolutie vanmolec-
ulaire wolken onderzocht met een modelleer aanpak. In Hoofdstuk 4 wordt de snelhei-
dsvergelijking methode gebruikt om de gasfase chemie te beschrijven, en in Hoofdstuk 5
beschrijven we zowel de gasfase als de korreloppervlakken. In Hoofdstuk 4 modelleren we
de chemische evolutie van donkere moleculaire wolken met verschillend metaalgehalte als
beginvoorwaarden, met een model voor de elementaire evolutie van het sterrenstelsel. We
bestuderen omgevingen waar de initiële concentratie van elementen zwaarder dan H en He
lager is dan in de zon, en daarmee dichter bij het metaalgehalte van verre sterrenstelsels. Dit
was de eerste poging om zowel de elementaire als chemische evolutie van een sterrenstelsel
te simuleren. De meest intrigerende vondst is dat de lengte van koolstofketens af neemt met
het metaalgehalte. De reden is dat deze moleculen worden geladen door botsingen met vrije
elektronen, en vervolgens vernietigd door atomair zuurstof. Beide zijn verhoogd aanwezig
bij hoger metaalgehalte. Vrije elektronen worden gevormd in de ionisatie van metalen, die
verhoogd aanwezig zijn bij het metaalgehalte van de zon. Tegelijkertijd is er minder H+3 door
de verhoogde concentratie van CO, wat eﬀectief H+3 vernietigt. Dit is van belang omdat H
+
3
een reeks reacties initieert die uiteindelijk O omzetten in O2. Deze resultaten kunnen getest
worden als nieuwe data van verre sterrenstelsels beschikbaar wordt.
In Hoofdstuk 5 gaan we nog een stap verder in het modelleren van donkere moleculaire
wolken, door zowel gasfase als vaste fase chemie mee te nemen. Opnieuw gebruikmakend
van de snelheidsvergelijkingsaanpak, laat dit hoofdstuk zien wat het eﬀect van onzekerheden
in de bindingsenergieënvanmoleculen op het korreloppervlak is op de evolutie van ijs samen-
stelling. We hebben een lijst van bindingsenergieën en hun onzekerheden samengesteld, die
wij aanbevelen voor gebruik in astrochemischemodellen. Deze lijst is gebaseerd op extensief
literatuuronderzoek van de meest recente experimentele en computationele data. Met deze
lijst hebben we gevonden dat de bindingsenergie van H2 verantwoordelijk is voor een bista-
biliteit in de chemische evolutie, rond een bindingsenergie van 460 K. Verder vinden we dat
de bindingsenergieën van CH2, HCO, H, N, en HNO correleren met het voorkomen van veel
moleculen in de vaste fase. Ook laten we het belang zien van de product verhouding, in het
bijzonder voor de reactie van H + H2CO. We bevelen modelleerders aan om hun modellen te
herzien gebruikmakende van de laatste experimentele resultaten.
In Hoofdstuk 6 verleggen we onze aandacht van wetenschappelijk onderzoek naar de ver-
breiding van wetenschap, waarbij we verslag doen van een astronomie outreach project wat
plaatsvond in de Amazone. In dit Hoofdstuk wordt de BraBo expeditie van GalileoMobile
beschreven. GalileoMobile is een non-profit outreach project wat astronomie en aanverwante
activiteiten brengt waar ze normaal gesproken niet komen. Astronomie is een krachtig mid-
del om wetenschap dichter bij de mensen te brengen door de verbeeldingskracht en relatie
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met uiteenlopende onderwerpen. De BraBo expeditie kwam in aanraking met uiteenlopend
publiek: studenten en leerlingen van alle leeftijden, leraren, maar ook mensen met een vi-
suele beperking en leden van het inheemse Suruí volk. Er is een documentaire gemaakt en
uitgebracht over de BraBo expeditie, wat een gedetailleerd beeld van de activiteiten geeft.
Dit proefschrift behandelt de chemie van verschillende astronomische objecten en tegeli-
jkertijd laat dit proefschrift zien hoe belangrijk nauwe samenwerking tussen modelleerders,
experimentatoren en observatoren is om vooruitgang in de astrochemie te bewerkstelligen.
Wij stellen de wetenschappelijke gemeenschap waardevolle informatie beschikbaar over de
chemische samenstelling en structuur van astrofysische ijzen, en over de chemische evolu-
tie van donkere moleculaire wolken. De hier gepresenteerde resultaten stellen een nieuwe
stap voor in de ontwikkeling van een multidisciplinaire wetenschap, die snel groeit door de
ontwikkeling van de volgende generatie observatoria, nieuwe experimentele technieken en
moderne computationele methoden. Astronomie en astrochemie zijn krachtige middelen om
wetenschap naar een breed publiek te brengen. Om deze reden moedigen wij projecten aan
zoals gepresenteerd in het laatste hoofdstuk van dit proefschrift, om de ontdekking van ons
universum voor iedereen toegankelijk te maken.
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Resumo
A astroquímica é uma área multidisciplinar do conhecimento, onde observações astronômi-
cas, experimentos de laboratório e simulações computacionais são combinadas para obter-se
novas informações sobre a composição química do Universo e investigar sua influência na
formação estelar e planetária. O desenvolvimento da astroquímica é estimulado por novas
gerações de telescópios, pelo advento de técnicas experimentais – que têm como objetivo
reproduzir em laboratório os ambientes interestelares – e pelo desenvolvimento de modelos
computacionais que intencionam explicar as informações obtidas por observações, e normal-
mente usando dados experimentais. Observatórios astronômicos, tais como o ALMA e o
JWST, prometem revolucionar o nosso entendimento a respeito da química interestelar. Por
exemplo, pela primeira vez será possível observar detalhadamente a química de regiões de
formação planetária de objetos pouco brilhantes como as galáxias distantes.
O objetivo desta tese é estudar a química das nuvens moleculares escuras e de objetos
estelares jovens (do inglês YSOs). Esses dois tipos de ambientes astronômicos representam
diferentes estágios da formação estelar: nuvens moleculares colapsam gravitacionalmente,
dando origem a novas estrelas e sistemas planetários. A estratégia usada para alcançarmos
estes objetivos é através do uso de modelos computacionais para simular a evolução química,
tendo como suporte dados obtidos através de observações astronômicas e de experimentos em
laboratório, explicitando a necessidade de se trabalhar com dados obtidos de fontes diversas.
Nos capítulos 2 e 3 apresentamos uma análise dos espectros na região da radiação infraver-
melha, levando-se em conta tanto aspectos observacionais como experimentais, enquanto que
nos dois capítulos seguintes apresentaremos modelos utilizando dados experimentais e teóri-
cos como entrada de nossas simulações.
No capítulo 2 propomos uma solução para um problema de longa data sobre observações
de moléculas de monóxido de carbono (CO) em YSOs. Os espectros de YSOs apresentam
absorções muito proeminentes de CO solidificado. A chamada componente vermelha dessa
absorção é atribuída ao CO em ambientes químicos favoráveis à existência de ligações de
hidrogênio. Uma vez que água é a principal molécula presente no manto que cobre os gelos
astrofísicos, o CO embebido num ambiente rico em água foi proposto como sendo respon-
sável pelas características observadas no espectro. Entretanto, experimentos de laboratório
não conseguiram reproduzir essa componente usando gelos ricos em água sem ao mesmo
tempo produzir uma saliência extra no espectro. Para abordar o referido problema, nossa
proposta consiste basicamente em considerar uma mistura com metanol como responsável
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por esse componente observado nos espectros. Essa hipótese é apoiada por evidências ob-
servacionais e experimentais, uma vez que o CO congela na superfície dos gelos astrofísicos
apenas após a formação da molécula de água, e o metanol pode ser formado na superfície dos
grãos por hidrogenização de CO. Com isso, apresentamos um sistemático estudo sobre ge-
los astrofísicos contendo CO e metanol em diferentes proporções, e mostramos que algumas
dessas misturas podem reproduzir as características espectrais observadas, tais como largura
e posição do pico presentes numa amostra de 39 espetros observados de YSOs, sem a pre-
sença de uma saliência extra. Consequentemente, reforçamos concepções já apresentadas de
que os mantos são estratificados, e CO é provavelmente encontrado em ambientes pobres em
água.
A hipótese de mistura de CO com metanol é levada adiante no capítulo 3. Neste capítulo
comparamos diretamente espectros obtidos em laboratório e corrigidos por efeito de forma
dos grãos, com observações de alta resolução de duas fontes YSOs. Mostramos que car-
acterísticas de CO presentes nos espectros observados podem ser muito bem ajustadas com
misturas de metanol, enquanto que os perfis e as profundidades das bandas de metanol pre-
sentes em outras regiões do espectro são simultaneamente respeitados. Nós então sugerimos
a existência de estratificação nas misturas de CO e metanol nos mantos dos grãos, e que a
presença de metanol impõe restrições à proporção da mistura de CO e metanol ali presentes.
Nos dois capítulos seguintes apresentamos um estudo da evolução química de nuvens
moleculares usando modelagem computacional. O método chamado equações de taxa é us-
ado para descrever no capítulo 4 a química na fase gasosa, enquanto que tanto a fase gasosa
como a química na superfície dos grãos são abordados no capítulo 5. No capítulo 4 nós
modelamos a evolução química de nuvens moleculares tendo diferentes metalicidades como
condições iniciais, seguindo ummodelo de evolução elementar da Galáxia. Estudamos ambi-
entes onde a quantidade inicial de elementos mais pesados que H e He é menor se comparada
com as abundâncias solares, isto é, similares à metalicidade de galáxias distantes. Essa foi a
primeira tentativa de se conectar as evoluções química e elemental da Galáxia. O resultado
mais intrigante encontrado neste capítulo é que a abundância de cadeias carbônicas decai
com a metalicidade. A razão desse comportamento é que essas espécies são carregadas por
elétrons livres, e então subsequentemente destruídas por átomos de oxigênio. Tanto elétrons
quanto oxigênio são mais abundantes em ambientes de alta metalicidade. Elétrons livres são
formados por ionização de metais, os quais são mais abundantes em ambientes de metali-
cidade solar. Ao mesmo tempo, há menos H+3 devido à alta abundância de CO que destroi
eficientemente moléculas de H+3 . Essa última espécie dá início à sequência de reações que
por fim convertem O em O2. Esses resultados podem ser colocados à prova quando novos
dados químicos de galáxias distantes se tornarem disponíveis.
No capítulo 5 nós damos um passo à frente na modelagem de nuvens moleculares con-
siderando tanto a química da fase gasosa como a da fase sólida. Ainda usando a abordagem
de equações de taxa, nesse capítulo estudamos os efeitos de incertezas relacionadas às en-
ergias de ligação das moléculas nas superfícies dos grãos sobre a evolução das abundâncias
de diferentes moléculas nos mantos dos grãos. Compilamos uma lista de energias de ligação
junto com suas incertezas para uma coleção de espécies as quais recomendamos que se-
jam usadas em modelos de evolução química. Essa lista é baseada numa extensiva pesquisa
literária, seguindo os mais recentes dados experimentais e computacionais disponíveis na lit-
eratura. Usando essa lista, encontramos que a energia de ligação do H2 é responsável pela
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biestabilidade observada na evolução de muitas espécies moleculares. Além disso, identi-
ficamos a importância das ramificações das reações para a evolução química, em particular
para H + H2CO. A partir dos resultados obtidos, sugerimos que os modelos computacionais
sejam cuidadosamente examinados – incluindo a proporção entre as ramificações – usando
os últimos resultados experimentais.
Por fim, no capítulo 6 nós mudamos nossa atenção para a popularização da ciência, onde
discutimos a respeito de um projeto de divulgação de astronomia que aconteceu recente-
mente na região amazônica. Nesse capítulo descrevemos a expedição BraBo, realizada pelo
GalileoMobile, um projeto itinerante de divulgação científica que leva astronomia a lugares
onde atividades de ensino e divulgação deste tema são raros. Astronomia é uma poderosa
ferramenta que pode ser usada para aproximar a ciência à população devido às suas ima-
gens atrativas e sua estreita conexão com outros temas diversos. Durante a expedição BraBo,
diferentes audiências foram alcançadas: estudantes de idade escolar, professores, bem como
pessoas com deficiência visual, e membros do grupo Suruí, uma etnia nativa da Amazônia.
Como um dos produtos finais, um documentário foi produzido e divulgado, mostrando em
detalhes as atividades realizadas em campo.
A presente tese tem por objetivo investigar a química de diferentes objetos astronômicos
e, ao mesmo tempo, mostrar o quão importante é a estreita colaboração entre modeladores,
experimentalistas, e observadores para se alcançar um progresso em astroquímica. Nós
fornecemos à comunidade científica valiosa informação a respeito da composição química e
estrutura dos gelos astrofísicos, bem como informação sobre a evolução química das nuvens
moleculares escuras. Os resultados aqui apresentados representammais um passo em direção
ao desenvolvimento dessa ciência multidisciplinar, a qual se desenvolve rapidamente devido
às novas gerações de observatórios disponíveis atualmente para pesquisa avançada, e também
devido a novos avanços experimentais e a modernos métodos computacionais disponíveis.
Além disso, a ciência extrapola os limites entre a academia e o público e nós reconhece-
mos a necessidade de se disseminar o conhecimento científico especialmente entre os jovens.
Astronomia e astroquímica são ferramentas poderosas para se ensinar ciência a uma ampla
audiência. Por esse motivo, encorajamos projetos tais como aquele apresentado no capítulo
final desta tese, numa tentativa de se fazer as descobertas sobre o Universo acessíveis a todos.
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