Robustness is particularly important in the design of controllers for time-delay systems, since such systems are usually subject to different types of uncertainties. In this work, a frequency-dependent robustness bound is first derived based on the multivariable Nyquist stability theorem. Then, using this bound, a controller design approach is proposed. Apart from the derivation of the robustness bound, the proposed approach is completely based on the nominal model of the system. Satifying a simple condition, however, guarantees that the actual system is robustly stable. The proposed approach is also demonstrated by an example.
Introduction
Many systems may include time-delays in their dynamics. When the amount of the time-delay is small, compared to the time-constant of the system, usually it is either ignored or approximated by finite-dimensional dynamics (e.g., using Padé approximations [1] ). When the amount of the time-delay is large, however, it must be explicitly considered [2] . The controller design problem for a time-delay system is especially challenging, since such a system is infinite-dimensional [3] . Furtheremore, robustness is particularly important in the design of controllers for timedelay systems, since such systems are usually subject to different types of uncertainties [4] .
One of the earliest controller design methods especially designed for time-delay systems is the wellcelebrated Smith predictor approach which has been introduced by Smith [5] . This approach, however, is valid only for single-input single-output systems with a single input or output time-delay and is not robust with respect to the uncertainty in the time-delay. Robust controller design approaches, some of which are also applicable to multi-input multi-output systems but with a single input or output time-delay, have later been introduced by a number of researchers (e.g., [6] - [8] ). Systems with multiple input/output time-delays have been considered more reThis work is supported by the Scientific Research Projects Commission of Anadolu University under grant 1306F116.
cently (e.g., [9] - [12] ). In the case the system possesses time-delays in its states, besides in its inputs and/or outputs, perhaps the easiest way to approach the problem is by using Lyapunov methods (e.g., see [13] - [23] ). Besides the Lyapunov approaches, however, operator [24] - [26] and eigenvalue-based [27] approaches are also available.
In this work, we propose a Nyquist-based approach for the robust controller design problem for time-delay systems. The systems considered may have multiple timedelays in both their inputs/outputs and states. In this approach, a frequency-dependent robustness bound is first derived based on the multivariable Nyquist stability theorem [28] . Then, a controller is designed using the nominal model of the system. Satifying a simple condition, which involves the derived robustness bound, however, guarantees that the actual system is robustly stable.
We remark that the idea of using a frequencydependent bound based on the Nyquist stability theorem was explored earlier in [29, 30] . In [29, 30] , however, finite-dimensional sytems, rather than time-delay systems were considered. Furthermore, the bound derived in [29, 30] was a bound on the interaction effects of a decentralized/interconnected control system, rather than on the uncertainties of the system (no uncertainties were considered in [29, 30] ). In fact, the bound in [29, 30] was called interaction measure, rather than robustness bound.
Throughout, R denotes the set of real numbers. For a positive integer k, R k denotes the space of k dimensional real vector functions of a real variable. For x ∈ R k , x(·) is the derivative of x(·). I denotes the identity matrix of appropriate dimensions. j := √ −1 is the imaginary unit.σ(·) and σ(·) respectively denote the maximum and the minimum singular values of the indicated matrices and rank(·) denotes the rank of the indicated matrix.
Problem Statement
The class of systems we consider can be described as follows: Here, x ∈ R n , u ∈ R p , and y ∈ R q are, respectively, the state, the input, and the output vectors of the system. t is the time variable. τ i > 0, i = 1, . . . , ν, are the time-delays. ν is the number of different time-delays involved. A i , B i , i = 0, . . . , ν, and C are known matrices of appropriate dimensions. ∆ i and Γ i , i = 0, . . . , ν, are unknown matrices which represent uncertainties in the system dynamics. The norms of these matrices are assumed to be bounded as
where δ i and γ i , i = 0, . . . , ν, are known bounds. The time-delays are also assumed to be uncertain. It is assumed that each time-delay can be represented as
where h i > 0 is the known nominal part and θ i is the uncertain part. The uncertain part of each time-delay is also assumed to be bounded as
whereθ i , i = 1, . . . , ν, are known bounds. It is assumed that the system (1)- (2) has the same number of unstable modes (or possess this property following a preliminary feedback -see Remark 2) for all uncertainties satisfying (3) and (5).
Remark 1:
Since the input/output time-delays and uncertainties can be represented either at the input or at the output of a system, in this work the output equation (2) is taken as free of any time-delays and uncertainties. That is, in here, we choose to represent all the input/output timedelays and uncertainties at the input rather than at the output. The nominal model of the system can be obtained from (1)- (2) by simply ignoring the uncertainties:
The problem considered in this work is to design a controller based on the nominal model, described by (6)- (7), so that the actual closed-loop system obtained by applying the designed controller to the actual system, described by (1)- (2), is robustly stable for all uncertainties satisfying (3) and (5).
Proposed Approach
The transfer function matrix (TFM) of the actual system (1)- (2) can be obtained aŝ
whereÂ
The TFM of the nominal system (6)- (7), on he other hand, can be obtained as
whereĀ
andB
Let us call the TFMĜ(s) as the true TFM, since it is the TFM of the actual system, and call the TFMḠ(s) as the design TFM, since the controller design is to be based on the nominal model. Then, following the main idea of [29, 30] , the multiplicative error matrix, E(s), can be defined as the matrix which satisfieŝ
Note that, since the true TFMĜ(s) involves uncertainties, the multiplicative error matrix E(s) can not be determined. However, a frequency-dependent upper bound on its norm can be obtained as follows:
where
and
where, for i = 1, . . . , ν,
By premultiplying both sides by sI −Â(s) and by rearranging terms we obtain H(s) = J(s)E(s), where
and ρ i (s) := e −sτi − e −shi . Note that, from (4) and (5),
Also note that, for any real τ i ,
Now, by using standard inequalities on singular values 1 , the bounds (3), and (19) and (20), we obtainσ (H(jω)) ≤ e n (ω) and σ (J(jω)) ≥ e d (ω). The desired result now follows. ⋄ Remark 2: To use the bound in Lemma 1, we need e d (ω) > 0, ∀ω ∈ R. That is we need
This may hold only if the left hand side of (21) is positive. This condition, however, is equivalent to
which simply means that there are no redundant inputs for the nominal system (6)- (7). If there are any redundant inputs, however, they can be removed before hand. Once this is done, to satisfy (21), for any given δ(ω) ≥ 0,σ (G o (jω)) must be sufficiently small. A necessary condition for this is that, G o (s) should not have any poles on or close by the imaginary axis. However, any pole of G o (s) is a mode of the nominal system (6)-(7). As long as such modes are spectrally observable [31] , however, they can be moved away from the imaginary axis (as to be explained below). If any one of such modes is not spectrally observable, on the other hand, no controller can move this mode, and hence, for any controller, the closed-loop system is either unstable (if this mode is on or to the right of the imaginary axis) or near unstable (if it is to the left of the imaginary axis but close by it). Thus, assuming that all such modes are spectrally observable, we can design a preliminary controller K 0 and apply the feedback
where U , U 0 , and Y indicate the Laplace transforms of, respectively, u, u 0 , and y, where u 0 ∈ R p is the new input, to move away the modes from the imaginary axis and to adjust the gain of G p (jω), where
so that (21) with G o replaced by G p is satisfied. In short, we can ensure that e d (ω) > 0, ∀ω ∈ R, (where e d is now given by (17) with G o replaced by G p ) as long as the given system is stabilizable by feedback. Now, let us turn to our main problem stated at the end of Section 2. We first let
be the new nominal system TFM, if a preleminary feedback has been applied as explained in Remark 2 (otherwise, we simply let G 1 (s) =Ḡ(s)). Furthermore, we also use the new input u 0 , as given in (23), if such a preleminary feedback has been applied (otherwise, we let u 0 = u). Then to solve our main problem, we propose to design a controller K 1 , to be applied as
so that the nominal closed-loop system is stable and the constraintσ
is satisfied, where
is the complementary sensitivity function for the nominal closed-loop system. Theorem 1, given below, proves that this controller will in fact guarantee robust stability of the actual closed-loop system. Before presenting the theorem, however, note that the overall feedback control (both for the nominal and the actual system) can be desribed as
where K(s) := K 1 (s) + K 0 (s), if a preliminary feedback of the form (23) has been applied, and K(s) := K 1 (s), otherwise. Now we state our main result. Theorem 1: Suppose that the closed-loop system obtained by applying (29) to the nominal system (6)- (7) is stable and that (27) is satisfied. Then the actual closed-loop system, obtained by applying (29) to the actual system (1)- (2), is robustly stable for all uncertainties satisfying the bounds (3) and (5).
Proof: By the multivariable Nyquist stability theorem (e.g., see [32] ), under the stated assumptions, the actual closedloop system is stable if
where T (s) is given by (28) . Using (15), however, (27) implies (30) . Thus, the desired result follows. ⋄
Example
To demonstrate the proposed approach, let us consider a system with a single input delay (thus, we have ν = 1), whose nominal value is assumed to be unity, i.e.,
We assume a 10% uncertainty on the actual delay. Thus,
The system is described by equations (1)- (2) with
Furthermore, we have A 1 = ∆ 1 = 0 (here 0 indicates the zero matrix of appropriate dimensions), since we assume no state delay, and B 0 = Γ 0 = 0, since we assume all the input channel is subject to delay τ 1 . The matrices ∆ 0 and Γ 1 are unknown, but they are assumed to be bounded as in (3) with δ 0 = γ 1 = 0.1. We verify that the system has exactly one unstable mode for all uncertainties bounded as above.
The robustness bound (15) can be calculated as
whereρ 1 (ω) is given by (18) , with i = 1 andθ 1 = 0.1, and
The robustness bound e(ω) is plotted in Figure 1 , together with e n (ω) and e d (ω). It is observed that e d (ω) > 0 for all ω ∈ R. Therefore, a preliminary feedback of the form (23) is not needed in the present case. Let us first consider a static, constant gain controller of the form Figure 1 . Plots of e(ω) (in blue -plot with lowest lowfrequency gain), e n (ω) (in green -plot with medium lowfrequency gain), and e d (ω) (in red -plot with highest lowfrequency gain).
to solve our problem, where κ is to be determined. To determine whether such a controller can stabilize the nominal system, let us draw, in Figure 2 , the Nyquist plot of
−s s 2 + 2s − 1 is the TFM of the nominal system. The plot indicates that the Nyquist plot of K 1 (jω)G 1 (jω) encircles the −1 point once in the counter-clockwise direction if κ is chosen in the range:
On noting that the nominal system has exactly one unstable mode, by the Nyquist stability theorem [33] , this implies that the controller (31) stabilizes the nominal system if κ is chosen in the range (32) . However, it can be shown that the condition (27) can not be satisfied for any κ within this range with the controller (31) . Therefore, a controller of the form (31) can stabilize the nominal system, but may not achieve robust stability for the actual system. Next, let us try a first order stable controller of the form
with α = 1 + √ 2, β = 10, and κ is to be determined. Essentially we cancel the stable pole of the nominal plant and replace it by a pole at −10. The Nyquist plot for this case, for κ = 1, is shown in in Figure 3 . In this case, the Nyquist plot of K 1 (jω)G 1 (jω) encircles the −1 point once in the counter-clockwise direction if κ is chosen in the range:
which implies that the controller (33) stabilizes the nominal system if κ is chosen in this range. Furthermore, we verify that the condition (27) is satisfied if κ is chosen in the range (see Figure 4) : 2.5 < κ < 4.4
Figure 4 also indicates that a good choice for κ is κ = 3.5. Theorem 1 implies that the controller (33), with κ chosen in the range (35), robustly stabilizes the actual system for all uncertainties satisfying the given bounds.
Conclusion
A robust controller design approach, based on the multivariable Nyquist stability theorem, has been introduced for time-delay systems. In this approach, a frequencydependent robustness bound is first derived. Satisfying a simple condition, which involves this bound, guarantees the robust stability of the actual system. The main advantage of the proposed approach is that, apart from the Figure 4 . Plots of 1/e(ω) (in blue -plot with highest gain) andσ (T (jω)) for κ = 2.5 (in green -plot with lowest high-frequncy gain), for κ = 3.5 (in red -plot with second lowest high-frequncy gain), and for κ = 4.4 (in cyan -plot with third lowest high-frequncy gain).
derivation of the robustness bound, the design process is completely based on the nominal model of the system.
