Introduction
The risk-based performance measures reliability, vulnerability, and resilience were first introduced to the water resources community by Heshimoto et el. [1982] , although similar concepts (e.g., frequency, magnitude, and duration of failure) had previously been used to assess water supply systems [Fiering, 1969] and to describe natural hazards [e.g., Ketes, 1970] . Heshimoro et el. [1982] define reliability as the frequency that a system is in a satisfactory state, vulnerability as the likely magnitude of a failure, if one occurs, and resilience (or resiliency) as the inverse of the expected value of the length of time a system's output remains unsatisfactory after a failure. These definitions are adopted in this paper. These criteria or variations thereof [e.g., Burn 
G(X) =R -L.
(1)
The failure (limit state) surface, G = 0, separates all combinations of X that lie in the failure domain (F) from those in the survival domain (S). Consequently, the probability of failure, pp is given as pf = Pr{X • F} = Pr{G(X) < 0} = fc, fx(X) dx, (2)
where fx(X) is the joint probability density function (PDF) of X. In most realistic applications, the integral in (2) is difficult to 
First-Order Reliability Method (FORM)
FORM was originally developed to assess the reliability of structures [Hasofer and Lind, 1974; Rackwitz, 1976] . More recently, FORM has been used in water resources engineering. It has been applied primarily to groundwater problems [e.g., Jang et al., 1994; Sitar et al., 1987; Skaggs and Barry, 1997], although there have been some surface water applications. For example, Tung [1990] compared the performance of MFOSM, FORM, and MCS for evaluating the probability of violating various dissolved oxygen (DO) standards for a hypothetical case study. A similar study was carried out by Melching and Anmangandla [1992] , who used the hypothetical DO case studies of Burges and Lettenmaier [1975] and Tung and Hathhorn [1988] . In both papers, the performance of FORM was very similar to that of MCS. However, MFOSM did not perform as well, especially at the extremes of the range of DO standards investigated. Melching et al. [1990] used FORM to determine the uncertainty of the peak discharge predictions obtained from a rainfall-runoff model for the Vermillion River watershed, Illinois. Melching [1992] carried out a comparison between MFOSM, FORM, and MCS for the same case study. There was good agreement between FORM and MCS for a wide range of storm magnitudes and types. MFOSM did not perform as well in cases where nonlinearities were significant.
An outline of the principles underlying FORM are given below. Detailed descriptions are given by Madsen et al. [1986] , Sitar et al. [1987] , Melching [1992] , and Skaggs and Barry [1997] . As mentioned in section 2.1, the objective of FORM is to obtain an estimate of the integral in (2) and hence the probability of failure. A "reliability index,"/3, is computed which is then used to obtain the probability of failure by pt= cI) (-/3),
where cI)( ) is the standard normal cumulative distribution function (CDF). In the n-dimensional space of the n random variables, /3 can be interpreted as the minimum distance between the point defined by the values of the n variable means (mean point) and the failure surface (Figure 1) . Consequently, /3 may be thought of as a safety margin, as it indicates how far the System is from failure when it is in its mean state. The point on the failure surface closest to the mean point generally is referred to as the design point, X*, which may be thought of as the most likely failure point. In other words, the design point yields the highest risk of failure among all points on the failure surface.
Determination of the design point, and hence/3, is a constrained nonlinear minimization problem. Suitable optimization techniques include the Rackwitz-Fiessler method [Madsen et al., 1986] , the generalized reduced gradient algorithm [see Cheng, 1982] [1997] suggest that the computational efficiency of SORM is no greater than that of MCS when the number of random variables is large (-100).
The probability estimated by MCS generally closely approximates the exact value, provided the number of iterations is sufficiently large [Melching, 1992] . Testing for convergence by applying MCS with different numbers of realizations can be used to assess the accuracy of MCS. In contrast, as discussed in section 2.2, the accuracy of FORM and SORM depends on the shape of the failure surface and thus is problem dependent. As such, the accuracy of FORM and SORM can only be assessed in comparison with MCS. However, the first-and second-order approximations given by FORM and SORM, respectively, generally give good results in standard normal space, as the probability density decays exponentially with distance from the origin (FigUre 1). As a result, most of the probability content in the unsafe region is in the vicinity of the design point, where the first-and second-order expansions are good approximations to the failure surface [Sitar et al., 1987] .
Apart from its computational efficiency, FORM also provides a measure of the sensitivity of the probability of failure to the input parameters, X, and their statistical moments in the vicinity of the design point with little or no additional computational cost [Sitar et Reliability is a measure of the probability of system survival. Hashimoto et al. [1982] define the reliability of a system, a, at time t as ot: Pr{Xt • S},
which is the complement of the probability of failure. Using (3), reliability can thus be estimated as a = 1 -ps = 1 -•(-/3) = •(/3).
It should be noted that the above relation is only exact if the failure surface is a hyperplane. Otherwise, it is only an approximation as discussed in section 2.2.
Vulnerability
Vulnerability is a measure of the magnitude of a system's failure. Hashimoto et al. [1982] define vulnerability, v, as fol- 
whe re DL is the CDF of the load, L. Consequently, vulnera- 
Consequently, DL(R) = 1 -4)(-/3) = 4)(/3).
Combining (8) and (10), vulnerability can be expressed in terms of the reliability index,/3, as follows:
Pf= Pfl + Pf2 -Pf12 = Pr{G1 < 0} + Pr{G2 < 0} -Pr{G1 < 0 and G2 < 0},
where pf 1 and Pf2 are the probabilities of failure due to failure modes 1 and 2, respectively, Pfl2 is the joint probability of 
In water resources applications, (12) has generally been used to obtain estimates of resilience. This is undertaken by examining a time series (real or synthetic) of the system performance variable and counting the number of consecutive time steps the system remains in failure, once failure has occurred. However, Kundzewicz [1989] and Tickle and Goulter [1994] show that crossing theory (also known as renewal theory or the theory of run durations), which has been used in a number of hydrologic applications [e.g., Rosjberg, 1977; Sen, 1976] , can be used to obtain estimates of resilience in accordance with (13).
FORM also can be used to obtain estimates of resilience based on the conditional probability definition of resilience (13), as outlined below.
In many instances in structural engineering, there is a need to consider multiple failure modes. For example, a beam may fail in bending or in shear, or a retaining wall may fail by overturning or by sliding. If there are two failure modes, the probability of failure is given by
Pf•2 = Pr{Xt • F and Xt+ 1 • S} '-' (I)(-j•l, -j•2, P12). (21)
It should be noted that the conventional definition of the performance function (see (1)) is used in (17). However, the order of L and R is reversed in (18), so that the probability of failure, as defined in (2), is actually the probability that the system will return to a nonfailure state (see ( There have only been limited applications of reliability, vulnerability, and resilience to water quality problems [Bain and Loucks, 1999; Hiiggl6f, 1996] . However, the need to consider the frequency, magnitude, and length of violations of water quality standards has been recognized for some time. Loucks and Lynn [1966] suggest that the specification of a rigid water quality standard, which assumes that water quality is satisfactory above a certain level and unsatisfactory below it, is inadequate, as it does not reflect the stochastic nature of water quality systems. They propose that a more realistic approach would be to specify water quality standards in terms of the maximum allowable probability for the event that a water quality parameter drops below or exceeds a specified level (depending on the parameter in question) for a given length of time. Hathhorn and Tung [1988] emphasize the need to consider the relative severity of water quality standard violations, thus reflecting the different levels of tolerance aquatic biota have to various pollution levels. Of course the setting of water quality standards is very dependent on the nature of the parameter in question. For example, for acutely toxic constituents, an instantaneous standard would be best, whereas for a chronic constituent, a long-term average would be most appropriate.
As mentioned in section 2.1, in water quality systems, resistance generally is expressed as the water quality standard, and load is expressed as the ambient water quality under a given set of emission levels and environmental conditions. In some cases (e.g., ammonia management) the conventional form of the performance function (1) can be used, as failure (G < 0) occurs when load, i.e., the ambient water quality, is greater than resistance, i.e., the water quality standard (see (24)). In other cases (e.g., dissolved oxygen management), failure (G < 0) occurs when load, i.e., the ambient water quality, is less than resistance, i.e., the water quality standard (see (25)).
where Qa(X) is the ambient water quality, which is generally estimated using a water quality response model, and Q s is a fixed water quality standard at a critical location. When response models are used to obtain ambient water quality values, they are subject to inherent, model, and parameter uncertainties [see Burges and Lettenmaier, 1975 1966-1986, 1988-1991, 1993-1997 1966-1986, 1988-1991, 1993-1997 1966-1986, 1988-1991, 1993-1997 1977-1978, 1980-1981, 1983, 1985-1987 [1993, 1995a] . Instead, temperatures are assumed to increase uniformly from the headwaters to the mouth of the river. In this study, this relationship is maintained while randomly varying temperature at one location. This approach is reasonable because it is consistent with Tetra Tech [1993, 1995a] , and temperature data in the Willamette are sparse. The temperature data used are obtained from the USGS, and the information related to the USGS temperature measurement station considered is also summarized in Table   1 . Salem is chosen as the location at which the temperature variable is based, as it is the site with the best temperature record.
All data analyses are carried out using only values from July to September, as this is the time of year for which the QUAL2EU model is calibrated. For the reliability and vulnerability calculations, the 7-day moving average is obtained for all data, and the statistics for the random variables are obtained using the annual extreme low-flow values. Seven-day moving average temperatures occurring on the same day as the annual extreme low-flow values are used as the raw temperature data. The mean, standard deviation, and distribution type for the flow and temperature data considered are shown in Table 2 . The correlations between the random variables are shown in Table 3 . Only correlations >0.7 are used in this study, since preliminary results showed that ignoring correlations less than this had a negligible impact on the results. For the resilience calculations, the statistics for the random variables are obtained using 13-day independent averages of flow and temperature and are summarized in Table 4 . The reason for using 13-day averages of flow and temperature for resilience are discussed in section 4.5. The cross correlations and autocorrelations used for the resilience calculations are given in Table 5 . Tables 2 and 4 In summary, the random variables considered in this study are four tributary flows, one temperature, two SOD coefficients, and four K, coefficients. For the reliability and vulnerability estimations then, there are 11 random variables in total considered in the analysis. For the resilience estimation, since two time steps are considered, this set of random variables must be generated twice, and thus a total of 22 random variables are used in the analysis.
As shown in

Resilience Estimation
The resilience estimate obtained for this case study refers to the probability that given a set of inputs leading to system failure at steady state in the previous time step, the inputs in the next time step will result in the system recovering from failure at steady state. The time step by time step evaluation of resilience is conducted for the Willamette River over the entire low-flow season. This resilience estimate is with respect to the steady state system inputs and not strictly with respect to the speed of system recovery as measured by the DO at Portland. For example, owing to the spatial differences in the model inputs, the DO at Portland may actually recover from failure before steady state is reached. The conditional definition of resilience used in this study does not require a time series of inputs to be generated. Instead, it only requires estimates of the lag 1 correlation between consecutive time steps. This definition allows the resilience of the system to be estimated by generating repeated events of two time steps in duration. The implementation of the resilience approach is limited by the water quality response model used and the system being modeled. For example, when using the steady state DO model for the Willamette River, the resilience time step should equal the travel time of the river, as the DO model does not respond to more rapid changes in the system.
The travel time for the Willamette River during an average annual 7-day moving average low-flow event is ---13 days.
Therefore the statistics used for the resilience estimation are based on 13-day independent averages of flow and temperature from July 1 to September 29 of each year. These 13-day averages, input to QUAL2EU, are assumed to produce approximately similar DO estimates to those that would result from a dynamic estimate of DO as a function of a 13-day time series of inputs. Owing to the length of this averaging period this assumption may not hold at all times for the Willamette River. However, in general, the validity of this assumption should increase as the travel time in the modeled system decreases.
Comparison With Monte Carlo Simulation
As mentioned in section 2.2, FORM has already been found to be a suitable tool for evaluating the probability of violating DO standards in a number of hypothetical cases [e.g., Tung, 1990] . However, only few such comparisons have been extended to actual case studies. Consequently, the reliability estimates obtained using FORM are compared with those obtained using MCS for the case study considered. The use of Table 7 . It should be noted that the failure states pertain to the adult life stages of cold water fish, as the reach of the river investigated is generally only used for anadromous fish passage [ODEQ, 1995] . The numerical indicators of severity are assumed to be zero at DO concentrations above the adopted standard, as failure is defined in terms of violation of a particular DO standard. This is despite the fact that some deleterious effects can occur at higher DO concentrations. The set of numerical indicators of severity in Table 7 
5.
Results and Discussion A plot of the cumulative probabilities of failure for achieving different DO standards obtained using MCS and FORM is shown in Figure 3 . It can be seen that the probabilities of failure obtained using both methods are similar. If it is assumed that the results obtained when MCS is used are accurate, FORM slightly overpredicts the actual probabilities of failure. This is in agreement with the results obtained by Tung [1990] , who carried out a similar comparison for a hypothetical case study using the Streeter-Phelps equation. The absolute differences between the failure probabilities obtained using FORM and MCS vary from 0.00 to 6.1%. This is comparable with the range of 0.2-5.6% obtained by Tung [1990] . Consequently, FORM appears to be a suitable tool for predicting the probabilities of failure for the system investigated.
For the case study considered, the computational efficiency variables is moderate, the FORM-based approach is likely to be more attractive than MCS when the system response model is computationally intensive, when many estimates of the performance measures are needed (e.g., for optimization approaches that employ iterative search techniques), and when the time steps of the data used are small. In the latter case, the generation of the synthetic data needed for each MCS realization is complicated by persistence among the data. These features are important in many water quality and quantity management problems. Moreover, the estimates of reliability, vulnerability, and resilience may be combined to evaluate other performance measures, which can be functions of vulnerability and resilience [see Dracup et al., 1980] or reliability and resilience [Duckstein and Bernier, 1986 ]. The failure surface generated for the Willamette River case study using the QUAL2EU water quality response model is sufficiently linear, so that FORM is an adequate estimator of the failure probabilities for DO standards ranging from 3 to 8 mg L-1. The trade-off curves developed show that reliability, In water resources applications, the distribution of resilience has generally not been considered. However, knowledge of the probabilities associated with failure periods of various lengths is useful in certain situations. For example, Loucks and Lynn [1966] suggest that water quality standards should be specified in terms of the maximum allowable probability level associated with a particular length of violation for a given water quality standard. Kundzewicz [1989] and Tickle and Goulter [1994] derive probability distributions for resilience based on the assumption that the model variables follow a first-order Markov Process. If sufficient data are available, the probability distribution of resilience also can be estimated by carrying out a frequency analysis on the durations of individual failure periods for a given level of resistance [see Weisman, 1978] . In future work the use of FORM for estimating the probabilities associated with the occurrence of failure periods of various lengths will be investigated.
Risk-based performance measures should be considered in addition to traditional water quality management goals such as minimizing social and financial costs. In a classical optimization framework, the management solutions obtained and the insights gained by incorporating the risk-based performance measures as objectives or constraints may depend on the problem investigated. For example, there may be cases where a strict threshold value for a given measure must be observed, for example, a limit on the length of time that an acute water quality standard may be violated, or cases where the cumulative effects on water quality need to be minimized. As the risk-based performance measures are time-dependent, the optimization formulations that include them may be difficult to solve with classical optimization techniques. Heuristic iterative search techniques that use FORM to estimate the performance measures at each iteration may be effective for solving such problems and these approaches, as well as different optimization-model formulations for determining water quality management solutions, will be investigated in future work.
