We propose an exact penalty approach for solving mixed integer nonlinear programming (MINLP) problems by converting a general MINLP problem to a finite sequence of nonlinear programming (NLP) problems with only continuous variables. We express conditions of exactness for MINLP problems and show how the exact penalty approach can be extended to constrained problems.
Introduction
One way for relaxing the integer constraints on the variables of a problem is adding an appropriate penalty term to the objective function to create a new problem with only continuous variables. This approach was first introduced by Ragavachari [1] to solve 0-1 linear programming problems and was used by several researchers for solving real nonlinear discrete programming problems [2] [3] [4] [5] . Recently, Murray and Ng [6] have extended this approach for large scale 0-1 nonlinear programming problems with linear constraints.
In [7] , the exact penalty approach was extended to nonlinear integer programming problems. In [3, 8] , several penalty functions were presented and the exactness of some of them were proved in [9] . Here, using ideas of Lucidi [9] we introduce conditions for exactness of a penalty function for mixed integer nonlinear programming (MINLP) problems. Then, we extend the exact penalty approach to constrained mixed integer nonlinear programming problems. Notation 1. Let denote the optimal value of problem .
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Penalty Method for Unconstrained MINLP Problems
An unconstrained mixed integer nonlinear programming problem is expressed as:
where, f is a real-valued continuous function on
, X is a finite subset of in the form {0 , and Y is a compact subset in .
n  LP The continuous relaxation of can be expressed as:
We construct the following problem by adding some constraints to the relaxed problem : 
It is easy to see that   
and consider the following penalty problem for the : 
, define a punctured neighborhood of in [0, as follows:
Note that if f has bounded derivatives, then it satisfies Assumption 1(i), and as an example, ( 1) satisfies Assumption 1(ii).
The following theorem shows that we can find a solution of an unconstrained MINLP problem by solving a finite sequence of NLP problems. 
Since any feasible point for (UMINLP) is also feasible for , the above relation implies: 
Relations (3) and (4) x y is an optimal solution for both problems.
Exact Penalty Functions
The following penalty functions have been suggested [3, 9] for zero-one problems ( ):
log log 1 ,
where, , > 0 p  , 0 < < 1 2  and . Penalty functions were introduced in [9] . Here, to have (1) satisfied, we add a fixed number to every function
Also, two other penalty functions for zero-one problems can be defined as follows:
where, > 0  . Note that any bounded MINLP problem can be reformulated as a mixed zero-one programming problem by using the following representation for the integer variables (see [7] ):
where, M is an upper integer bound for log i x . Thus, we can use the penalty functions for all bounded integer problems.
Also, note that direct use of penalty functions for MINLP problems (not zero-one) is not suitable, because due to the structure of the i (see (1)), the resulting nonconvex optimization problem, in general, may have many local minimizers (see [4] ). . Note that exactness of have already been proved in [9] . Here, by using Theorem 1, we prove the exactness corresponding to all of
q ( 3) ( 1 q  Let us suppose that f satisfies Assumption 1 1). We then need to show that Assumption 1 2) holds for every one of ( 3 For ) ( 11) .
It is easy to show that for the functions we have 
Extension to Constrained Problems
A constrained mixed integer nonlinear programming problem is expressed as:
where, Y is a compact subset in .
A penalty function for   MINLP is defined as follows:
, . is exact for   MINLP . Note that exactness for some penalty functions, such as absolute-value penalty function, for the nonlinear programming (NLP) problems or nonlinear integer programming (NLIP) problems has already been proved (see [10, 11] ), that is, it has been shown that for a finite value of the penalty parameter, the main problem and the corresponding penalty problem are equivalent. Here, we prove exactness for the constrained 
Summary
We proposed an exact penalty approach for solving mixed integer nonlinear programming (MINLP) problems and showed how to convert a MINLP problem to a finite sequence of NLP problems. We stated conditions for exactness of a penalty function for MINLP problems and showed how exact penalty functions for NLP problems could serve as exact penalty functions for MINLP problems.
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