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ОДНОЗНАЧНО РАЗРЕШИМЫЕ ЗАДАЧИ ДЛЯ АБСТРАКТНОГО
УРАВНЕНИЯ ЛЕЖАНДРА
Аннотация.Для нагруженного абстрактного уравнения Лежандра найдены достаточные усло-
вия разрешимости задачи Коши и граничной задачи управления. Рассмотрена также нело-
кальная задача, содержащая дробный интеграл от функции по функции.
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Abstract. For the loaded Legendre's abstract equation the sucient conditions of solvability
Cauchy problem and the boundary control problem are found. And nonlocal task is also con-
sidered, which contains fractional integral of a function with respect another function.
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Исследование ряда физических процессов опирается на решение уравнений, содержащих
оператор Лапласа, которые путем разделения переменных в системах криволинейных коор-
динат приводят к дифференциальным уравнениям, содержащим сингулярность. При нали-
чии определенной симметрии эти уравнения превращаются в уравнения Эйлера-Пуассона-
Дарбу (ЭПД) и Лежандра.
Начальные задачи для классического и абстрактного уравнения ЭПД были исследованы
в ряде работ, а результаты этих исследований приведены в монографии [1]. Дальнейшие
результаты в этом направлении были получены в работах автора [2], [3].
В настоящей работе мы рассмотрим постановку дополнительных условий и разрешимость
соответствующих задач еще для одного абстрактного сингулярного уравнения — уравнения
Лежандра.
Пусть A — замкнутый оператор в банаховом пространстве E с плотной в E областью
определения D(A). При k > 0 рассмотрим уравнение Лежандра
Lku(t)  u00(t) + k cth t u0(t) + (k=2)2u(t) = Au(t); t > 0: (1)
Дифференциальный оператор Lk в левой части уравнения (1) возникает при решении
уравнения Лапласа в координатах вытянутого эллипсоида вращения [4], с. 138. Если A
— оператор умножения на скаляр, то уравнению (1) при k = 2 удовлетворяют сфериче-
ские функции, рассматриваемые в [5], с. 53. Отметим также работы [6] – [11], в которых
изучались уравнения в частных производных, содержащие сингулярный оператор, рассмат-
риваемого нами типа.
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Как следует из результатов работы [12], корректная постановка начальных условий для
абстрактного уравнения Лежандра (1) состоит в задании в точке t = 0 начальных условий
u(0) = u0; u
0(0) = 0; (2)
при этом, если k  1, то начальное условие u0(0) = 0 снимается, что характерно для ряда
уравнений с особенностью в коэффициентах при t = 0.
Задача (1), (2) при k = 0 равномерно корректна только тогда, когда оператор A — гене-
ратор косинус-оператор-функции (КОФ) C(t) и этот факт будем записывать в виде A 2 G0.
По поводу терминологии см. обзорные работы [13], [14].
В работе [12] приведены условия на оператор A, обеспечивающие корректную разреши-
мость задачи (1), (2). Множество операторов A, с которыми задача (1), (2) равномерно
корректна, обозначим через Gk, а разрешающий оператор этой задачи — через Pk(t) и на-
зовем операторной функцией Лежандра (ОФЛ).
Введенная в [12] ОФЛ Pk(t) была использована автором в [15] при установлении крите-
рия стабилизации решения задачи Коши для абстрактного дифференциального уравнения
первого порядка. Она также может быть использована и при решении весовой задачи Коши
для уравнения Лежандра. Если 0 < k < 1, то корректна более общая чем в (2) постановка
начальных условий. Рассмотрим начальные условия вида
u(0) = u0; lim
t!0

sh t
t
k
u0(t) = u1: (3)
При u0; u1 2 D(A) и A 2 Gk  G2 k единственное решение задачи Коши (1), (3) имеет
вид (см. [12])
u(t) = Pk(t)u0 +
1
1  k

sh t
t
1 k
P2 k(t)u1:
Заметим, что если A 2 Gk и k  1, то задача (1), (3) корректной не является. В после-
дующих разделах настоящей работы для нагруженного уравнения Лежандра исследуются
другие постановки дополнительных условий, позволяющие установить однозначную разре-
шимость соответствующих задач.
1. Задача Коши для слабо нагруженного уравнения Лежандра. В этом пункте
мы рассмотрим уравнение
u00(t) + k cth t
 
u0(t)  ch
2 k(t=2)
ch t
u0(0)
!
+
k2
4
u(t) = Au(t); t > 0; (4)
которое, в отличие от уравнения (1), содержит значение производной неизвестной функ-
ции в точке t = 0. Уравнение (4) будем называть слабо нагруженным уравнением Ле-
жандра (терминологию см. во введении к монографиям [16], [17]). Растущий интерес к
изучению нагруженных дифференциальных уравнений объясняется расширяющимся объ-
ёмом их приложений и тем фактом, что нагруженные уравнения составляют особый класс
функционально-дифференциальных уравнений со своими специфическими задачами. Об-
зор публикаций по нагруженным дифференциальным уравнениям также можно найти в
монографиях [16], [17].
Важно отметить, что наличие в уравнении (4) заданной при t = 0 нагрузки меняет
постановку начальной задачи. В отличие от весовой задачи (1), (3) при k > 0 мы установим
корректность задачи Коши
u(0) = u0; u
0(0) = u1 (5)
для слабо нагруженного уравнения (4) и укажем явный вид разрешающего оператора.
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Всюду в дальнейшем будем предполагать g(t) = ch t. Рассмотрим дробный интеграл от
функции f(t) по функции g(t) = ch t (см. [18], с. 248)
Ig f(t) =
1
 ()
tZ
0
(ch t  ch s) 1 sh s f(s) ds:
Пусть также k =
2k=2 (k=2 + 1=2)p
  (k=2)
, а для компактности будем использовать запись
P 0k(t)u0 = (Pk(t)u0)
0. В работе [12] доказана следующая теорема.
Теорема 1. Пусть оператор A является генератором КОФ C(t), u0 2 D(A). Тогда за-
дача (1), (2) равномерно корректна, т.е., A 2 Gk, и соответствующая ОФЛ представима
в виде
Pk(t)u0 = k sh
1 k t
tZ
0
(ch t  ch s)k=2 1C(s)u0 ds = k  (k=2) sh1 k t Ik=2g

C(t)
sh t

u0; (6)
при этом
P 0k(t)u0 =
sh t
k + 1
Pk+2(t)

A  k
2
4
I

u0: (7)
Из теоремы 1 следует, что если u1 = 0, то определяемая равенством (6) функция u(t) =
Pk(t)u0 является единственным решением задачи Коши (4), (5).
В частном случае, когда оператор A = (+1=2)2;  2 R является оператором умножения
на число, ОФЛ Pk(t) выражается через присоединенную функцию Лежандра первого рода
P  () (см. [19], с. 661)
Pk(t) =  (1  )

1
2
sh t

P  (ch t);  =
1  k
2
:
В дальнейшем нам понадобятся следующие равенства (см. [12]), которые были использо-
ваны при доказательстве теоремы 1:
Lk

sh1 k t u(t)

= sh1 k t L2 ku(t); (8)

1
sh t
d
dt
 
u(t) =
1
 ()
tZ
0
(ch t  ch s) 1 sh s u(s) ds = Ig u(t);  > 0   (9)
это определение отрицательной дробной степени оператора весового дифференцирования,
которое, учитывая связь с дробным интегралом по функции g(t) = ch t, можно распростра-
нить (см. [18], с. 248) на все  2 R;
если u(0) = 0, то
Lk+2

1
sh t
d
dt

u(t) =

1
sh t
d
dt

Lku(t); (10)
заметим, что при  2 N условие u(0) = 0 не накладывается.
Отметим, что равенство (10) означает, что и к рассматриваемым в данной статье задачам
применим метод операторов преобразования, который используется в гл. 2 [1] и является
основным в работах [7], [11].
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Из равенств (8) – (10) вытекают соотношения
Lk
 
sh1 k t

1
sh t
d
dt
 k=2 u(t)
sh t
!
= sh1 k t L2 k
0@ 1
sh t
d
dt
 k=2 1
sh t
d
dt
tZ
0
u() d
1A =
= sh1 k t L2 k
0@ 1
sh t
d
dt
1 k=2 tZ
0
u() d
1A = sh1 k t  1
sh t
d
dt
1 k=2 d2
dt2
tZ
0
u() d =
= sh1 k t

1
sh t
d
dt
1 k=20@ tZ
0
u00() d + u0(0)
1A =
= sh1 k t

1
sh t
d
dt
 k=2 u00(t)
sh t
+ sh1 k t

1
sh t
d
dt
1 k=2
u0(0): (11)
Вычислим далее входящее в (11) выражение

1
sh t
d
dt
1 k=2
u0(0). Если 0 < k < 2, то,
учитывая (9), получим
1
sh t
d
dt
1 k=2
u0(0) =
1
sh t
d
dt

1
sh t
d
dt
 k=2
u0(0) =
=
1
sh t
d
dt
0@ 1
 (k=2)
tZ
0
(ch t  ch s)k=2 1 sh s u0(0) ds
1A =
=
1
 (k=2 + 1) sh t
d
dt

(ch t  1)k=2

u0(0) =
1
 (k=2)
(ch t  1)k=2 1u0(0):
Если k = 2, то

1
sh t
d
dt
1 k=2
u0(0) = u0(0), наконец, если k > 2, то в силу (9)

1
sh t
d
dt
1 k=2
u0(0) =
1
 (k=2)
(ch t  1)k=2 1u0(0):
Таким образом, равенство (11) можно переписать в виде
Lk

sh1 k t Ik=2g

u(t)
sh t

= sh1 k t Ik=2g

u00(t)
sh t

+
sh1 k t
 (k=2)
(ch t  1)k=2 1u0(0): (12)
Отметим, что равенство (12), записанное для функции u(t) = C(t)u0, u00(t) = AC(t)u0,
u0(0) = 0 и было использовано при доказательстве теоремы 1. Как мы увидим в дальнейшем,
это же равенство определяет множитель при нагрузке u0(0) в уравнении (4).
Далее рассмотрим задачу Коши (4), (5) в случае, когда u0 = 0. Пусть k = k2k=2 1.
Введем в рассмотрение синус-оператор-функцию (СОФ)
S(t) =
tZ
0
C(s) ds:
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Теорема 2. Если u0 = 0; u1 2 D(A) и оператор A является генератором КОФ C(t), то
функция u(t) = Qk(t)u1, где
Qk(t)u1 = k sh
1 k t
tZ
0
(ch t  ch )k=2 1S()u1 d = k  (k=2) sh1 k t Ik=2g

S(t)
sh t

u1 (13)
является решением задачи (4), (5), и при этом
Q0k(t)u1 =
sh t
k + 2
Qk+2(t)

A  k
2
4
I

u1 +
u1
chk(t=2)
: (14)
Доказательство. Проверим, что функция Qk(t)u1 удовлетворяет уравнению (4). Для
этого подставим в равенство (11) функцию u(t) = S(t)u1, u00(t) = AS(t)u1, u0(0) = u1. После
элементарных преобразований получим
LkQk(t)u1 = Lk

k  (k=2) sh
1 k t Ik=2g

S(t)
sh t

u1

=
= k  (k=2)
 
sh1 k t Ik=2g

AS(t)
sh t

u1 +
sh1 k t
 (k=2)
(ch t  1)k=2 1u1
!
=
= AQk(t)u1 +
k 2k (2 sh2(t=2))k=2 1
sh t (2 sh(t=2) ch(t=2))k 2
u1 = AQk(t)u1 + k cth t
ch2 k(t=2)
ch t
u1;
и, следовательно, функция Qk(t)u1 удовлетворяет уравнению (4).
Убедимся, что эта функция удовлетворяет начальным условиям (5) при u0 = 0. Посколь-
ку при малых t имеет место неравенство
kS(t)k M sh t;
то, учитывая представление (13), при t! 0 будем иметь
kQk(t)k Mk sh1 k t
tZ
0
(ch t  ch )k=2 1 sh  d =Mk sh1 k t
ch tZ
1
(ch t  s)k=2 1 ds =
=M 2k sh1 k t (ch t  1)k=2 =M 23k=2 sh1 k t shk(t=2) M1t! 0;
поэтому функция Qk(t)u1 удовлетворяет первому условию в (5).
Чтобы проверить, что функция Qk(t)u1 удовлетворяет и второму условию в (5), мы вы-
ведем формулу (14) для ее производной. С этой целью перепишем уравнение (4) в виде
1
shk t

shk t u0(t)
0
+
k2
4
u(t) = Au(t) +
k ch2 k(t=2)
sh t
u0(0):
Подставим в него функцию Qk(t)u1 и после умножения на shk t проинтегрируем. В ре-
зультате получим
shk t Q0k(t)u1 =
tZ
0
shk s

A  k
2
4
I

Qk(t)u1 ds+ k
tZ
0
shk 1 s ch2 k(s=2) ds u1 =
=
tZ
0
shk s

A  k
2
4
I

Qk(t)u1 ds+ k2
k 1
tZ
0
shk 1(s=2) ch(s=2) ds u1 =
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=
tZ
0
shk s

A  k
2
4
I

Qk(t)u1 ds+ 2
k shk(t=2) u1:
Учитывая представление (13) и меняя порядок интегрирования, будем иметь
shk t Q0k(t)u1 = k
tZ
0
sh 
Z
0
(ch    ch y)k=2 1S(y)

A  k
2
4
I

u1 dyd + 2
k shk(t=2) u1 =
= k
tZ
0
S(y)

A  k
2
4
I

u1
tZ
y
sh  (ch    ch y)k=2 1ddy + 2k shk(t=2) u1 =
=
2k
k
tZ
0
(ch    ch y)k=2S(y)

A  k
2
4
I

u1 dy + 2
k shk(t=2) u1 =
=
2k
kk+2
shk+1 t Qk+2(t)

A  k
2
4
I

u1 + 2
k shk(t=2) u1:
Поэтому производная функции Qk(t)u1 имеет вид (14), а функция Qk(t)u1 удовлетворяет
и второму условию в (5). Теорема доказана.
Теорема 3. Пусть u0; u1 2 D(A) и оператор A является генератором КОФ C(t). Тогда
функция u(t) = Pk(t)u0+Qk(t)u1 является единственным решением задачи Коши (4), (5).
Доказательство. Тот факт, что функция u(t) = Pk(t)u0 + Qk(t)u1 является решением
задачи (4), (5) установлен в теоремах 1 и 2. Доказательство единственности решения задачи
(4), (5) будем вести от противного. Пусть u1(t) и u2(t) — два решения задачи (4), (5). Тогда
функция v(t) = u1(t)  u2(t) удовлетворяет уравнению (4) и нулевым начальным условиям
(5). В силу теоремы 1 v(t)  0, тем самым единственность решения, а вместе с нею и теорема
доказаны.
Как установлено в [12] при u0 2 E равномерно по t 2 [0; t0]; t0 > 0
lim
k!0
Pk(t)u0 = C(t)u0:
Аналогично для u1 2 E устанавливается равенство
lim
k!0
Qk(t)u1 = S(t)u1;
и, следовательно, происходит "стыковка" полученного в теореме 3 решения с известным
решением задачи Коши для абстрактного волнового уравнения
lim
k!0
(Pk(t)u0 +Qk(t)u1) = C(t)u0 + S(t)u1:
2. Задача граничного управления для слабо нагруженного уравнения Лежанд-
ра. Будем искать решение u(t) 2 C2([0; 1]; E) \ C((0; 1]; D(A)) уравнения (4), удовлетворя-
ющее двум финальным условиям, заданным для удобства в точке t = 1
u(1) = u2; u
0(1) = u3: (15)
Как следует из теоремы 3, для установления разрешимости задачи (4), (15) достаточно
определить неизвестные начальные элементы u0; u1 в условиях (5) по финальным условиям
(15). Применяя условия (15) к функции u(t) = Pk(t)u0+Qk(t)u1 и используя равенства (6),
(7), (13), (14), для нахождения начальных элементов u0; u1 получим систему
Pk(1)u0 +Qk(1)u1 = u2; (16)
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sh 1
k + 1
Pk+2(1)

A  k
2
4
I

u0 +
sh 1
k + 2
Qk+2(1)

A  k
2
4
I

u1 +
1
chk 1=2
u1 = u3: (17)
Уравнения (16), (17) удобно записать в виде матричного уравнения
Bv = w; B : D(A)D(A)  ! E  E; (18)
где
v =

u0
u1

; w =

u2
u3

; B =

B1 B2
B3 B4

=
=
0@ Pk(1) Qk(1)sh 1
k + 1
Pk+2(1)

A  k
2
4
I

sh 1
k + 2
Qk+2(1)

A  k
2
4
I

+
1
chk 1=2
I
1A ; (19)
при этом все операторы B1 – B4 коммутируют на D(A).
Таким образом, однозначная разрешимость задачи (4), (15) сводится к задаче о суще-
ствовании у операторной матрицы B : D(A)D(A)! EE, заданной соотношением (19),
обратной операторной матрицы, определённой на некотором подмножестве из E  E. Как
и в скалярном случае важную роль при этом играет определитель операторной матрицы
B, который мы обозначим через  = B1B4  B2B3.
Пусть x 2 D(A), учитывая формулы (6) и (13), после элементарных преобразований
получим
x = Pk(1)

sh 1
k + 2
Qk+2(1)

A  k
2
4
I

x+
1
chk 1=2
x

  sh 1
k + 1
Qk(1)Pk+2(1)

A  k
2
4
I

x =
=
1
shk 1
Pk(1)
1Z
0
shk s

A  k
2
4
I

Qk(s)x ds+
1
chk 1=2
Pk(1)x 
  1
shk 1
Qk(1)
1Z
0
shk s

A  k
2
4
I

Pk(s)x ds =
=
1
shk 1
Pk(1)
1Z
0
shk s
 
Q00k(s) + k cth s Q
0
k(s)  k
ch2 k(s=2)
sh s
!
x+
1
chk 1=2
Pk(1)x 
  1
shk 1
Qk(1)
1Z
0
shk s
 
P 00k (s) + k cth s P
0
k(s)

x =
= Pk(1)Q
0
k(1)x 
k
shk 1
Pk(1)x
1Z
0
shk 1 s ch2 k(s=2) ds+
1
chk 1=2
Pk(1)x Qk(1)P 0k(1)x =
= Pk(1)Q
0
k(1)x Qk(1)P 0k(1)x: (20)
Далее введем в рассмотрение оператор
Wk(t)x =
 Pk(t) Qk(t)P 0k(t) Q0k(t)
x = Pk(t)Q0k(t)x  P 0k(t)Qk(t)x
— операторный определитель Вронского, построенный по операторным функциям Pk(t) и
Qk(t).
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Таким образом, в силу равенства (20) вопрос о существовании обратного у оператора =
B1B4 B2B3 сводится к существованию обратного у операторного определителя Вронского
Wk(1).
Лемма. Пусть k > 0, x 2 D(A) и оператор A является генератором КОФ C(t). То-
гда операторный определитель Вронского, построенный по определяемым соответственно
равенствами (6), (13) операторным функциям Pk(t) и Qk(t), равен
Wk(t)x =
k
shk t
tZ
0
shk 1 
chk 2 =2
Pk()x d: (21)
Доказательство. Покажем, что функция Wk(t)x удовлетворяет уравнению
W 0k(t)x+ k cth t Wk(t)x =
k ch2 k t=2
sh t
Pk(t)x (22)
и начальному условию
lim
t!0
Wk(t)x = x: (23)
Действительно,
W 0k(t)x = P
0
k(t)Q
0
k(t)x+ Pk(t)Q
00
k(t)x  P 0k(t)Q0k(t)x  P 00k (t)Qk(t)x =
= Pk(t)
 
Q00k(t) + k cth t Q
0
k(t) 
k ch2 k t=2
sh t
I +
k2
4
Qk(t)
!
x 
 Pk(t)
 
k cth t Q0k(t) 
k ch2 k t=2
sh t
I +
k2
4
Qk(t)
!
x 
 Qk(t)

P 00k (t) + k cth t P
0
k(t) +
k2
4
Pk(t)

x+Qk(t)

k cth t P 0k(t) +
k2
4
Pk(t)

x =
= Pk(t)AQk(t)x Qk(t)APk(t)x  k cth t Wk(t)x+ k ch
2 k t=2
sh t
Pk(t)x =
=  k cth t Wk(t)x+ k ch
2 k t=2
sh t
Pk(t)x;
поэтому функция Wk(t)x удовлетворяет уравнению (22).
Поскольку Pk(0)x = Q0k(0)x = x; P
0
k(0)x = Qk(0)x = 0, то функцияWk(t)x удовлетворяет
и начальному условию (23), а единственным решением задачи (22), (23) является функция,
определяемая равенством (21). Лемма доказана.
Учитывая лемму, нам предстоит исследовать обратимость ограниченного оператора
Wk(1)x =
k
shk 1
1Z
0
shk 1 
chk 2 =2
Pk()x d: (24)
Заметим, что если k = 0, то W0(t)x = C(t)S0(t)x   C 0(t)S(t)x = C2(t)x   AS2(t)x = x
и оператор W0(t) = I обратим всегда, но в общем случае k > 0 это не так, и вопрос об
обратимости оператора Wk(t) весьма непрост. В дальнейшем важную роль будет играть
целая функция
k() =
kk
shk 1
1X
j=0
aj(k)
(2j)!
j =
kk
shk 1
1Z
0
ch s
p

1Z
s
ch2 k =2 (ch    ch s)k=2 1 dds; (25)
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где
aj(k) =
1Z
0
s2j
1Z
s
ch2 k =2 (ch    ch s)k=2 1 dds:
Теорема 4. Пусть A — ограниченный оператор. Для того, чтобы определяемый равен-
ством (24) оператор Wk(1) был обратимым, необходимо и достаточно, чтобы на спектре
(A) оператора A выполнялось условие
k() 6= 0;  2 (A): (26)
Доказательство. Подставив (6) в (24), после элементарных преобразований получим
Wk(1) =
kk
shk 1
1X
j=0
1
(2j)!
Aj
1Z
0
ch2 k =2
Z
0
s2j (ch    ch s)k=2 1 dsd = k(A): (27)
Пусть 
 — открытое множество комплексной плоскости, содержащее спектр (A) огра-
ниченного оператора A, и граница которого @
 состоит из конечного числа спрямляемых
жордановых кривых, ориентированных в положительном направлении. Тогда, записывая
для оператора, стоящего в правой части (27), представление через резольвенту R() опера-
тора A, получим
Wk(1) =
1
2i
Z
@

k()R() d: (28)
Необходимым и достаточным условием обратимости оператора Wk(1) является отсут-
ствие в спектре (Wk(1)) оператора Wk(1) точки  = 0. Равенство (28) означает, что опе-
ратор Wk(1) является аналитической функцией оператора A, Wk(1) = k(A). По теореме
об отображении спектра ограниченного оператора (Wk(1)) = k((A)). Таким образом,
значение  = 0 не является точкой спектра оператораWk(1) только тогда, когда на спектре
(A) не обращается в нуль функция k() или, что тоже самое, выполнено условие (26).
При этом
W 1k (1) =
1
2i
Z
@

1
k()
R() d: (29)
Теорема доказана.
Из доказанной теоремы 4 следует, что расположение нулей функции k() определяет
обратимость оператора Wk(1) в случае ограниченного оператора A. В случае неограничен-
ного оператора A условие вида (26) уже не будет достаточным условием обратимости, хотя
расположение нулей также будет играть важную роль.
Далее мы рассмотрим случай, когда в уравнении (4) параметр k = 2. В этом случае
2() =
2
sh2 1
ch  1
2
; (30)
нули j функции 2() явно вычисляются:
j = j
i
2
; j 2 Z n f0g; (31)
и мы укажем достаточное условие обратимости оператораWk(1) и в случае неограниченного
оператора A.
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Обозначим через0 — контур на комплексной плоскости, состоящий из проходимой снизу
вверх прямой Re z = 0 > !, ! — показатель роста КОФ C(t), 20 — парабола, образ 0
при отображении
w = z2 (z 2 0; w 2 20):
Ясно, что слева от параболы 20 может оказаться лишь конечное число нулей j , множе-
ство которых обозначим через , card() <1.
Условие 1. Пусть k = 2, а каждый нуль j = j
i
2
, определяемой равенством (30) це-
лой функции 2(), который лежит слева от параболы 20, принадлежит резольвентному
множеству (A) оператора A и существует такое d > 0, что
max
j2
kR(j)k  d:
Будем считать условие 1 выполненным. Поскольку каждый нуль j ; 2  функции 2()
принадлежит (A), то он принадлежит (A) вместе с круговой окрестностью 
j радиуса
1=d, границу которой, проходимую по часовой стрелке, обозначим j и пусть
 = 20
[
j2
j :
Наша задача сводится к задаче о существовании определенного на некотором подмно-
жестве из D(A) обратного оператора, у ограниченного оператора, заданного соотношением
(28) при k = 2 и продолженного по непрерывности на E. С этой целью при x 2 E, 0 2 C
введем в рассмотрение ограниченный оператор
Hx =
1
2i
Z

R (z)x dz
2(z)(z   0)3 ; H : E ! E: (32)
Покажем, что интеграл в (32) при выполнении условия 1 абсолютно сходится. Действи-
тельно, в силу выбора контура 20, неравенства (см. [13])
k R(2)k  M
Re  ! ; Re > !
и ограниченности функции
 
ch2   1 1, интегралZ
20
R (z) dz
2(z) (z   0)3 = 2
Z
0
 R(2) d
2(2) (2   0)3
= 2
Z
0
5 R(2) d
(ch2   1) (2   0)3
абсолютно сходится.
Теорема 5. Пусть оператор A является генератором КОФ C(t), x 2 D(A4) и выполнено
условие 1. Тогда оператор Wk(1) имеет обратный W 1k (1) : D(A
3)! E.
Доказательство. Пусть x 2 D (A), 0 <  < Re . Тогда, подставляя определяемый
равенством (28) оператор Wk(1) в (32) и применяя тождество Гильберта
R(z)R(2) =
R(z) R(2)
2   z ;
получим равенство
HW2(1)x =
1
2i
Z

R (z)
2(z)(z   0)3
1
i
+i1Z
 i1
2
 
2

R(2)x ddz =
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=   1
22
Z

+i1Z
 i1
 
2
 
2

R (z)x
2 (z) (z   0)3(2   z)  
2
 
2

R
 
2

x
2 (z) (z   0)3(2   z)
!
ddz: (33)
Интеграл в (33) абсолютно сходится. Изменяя порядок интегрирования, будем иметь
HW2(1)x =   1
22
Z

+i1Z
 i1
2
 
2

R (z)x ddz
2 (z) (z   0)3(2   z) +
+
1
22
+i1Z
 i1
2
 
2

R
 
2

x
Z

dz
2 (z) (z   0)3 (2   z) d: (34)
Если контур интегрирования 20 замкнуть влево, не пересекая
S
j2
j , то внутренний ин-
теграл во втором слагаемом (34) обратится в нуль в силу выбора контура  и теоремы
Коши для многосвязной области. А для вычисления интегралов в первом слагаемом (34),
используем интегральную формулу Коши. Таким образом, справедливо равенство
HW2(1)x =   1
22
Z

Z

2
 
2

R (z)x ddz
2 (z) (z   0)3(2   z) =
=   1
42
Z

Z
2
2 ()R(z)x ddz
2 (z) (z   0)3(  z) =
1
2i
Z

R(z)x dz
(z   0)3 =
1
2i
Z
20
R(z)x dz
(z   0)3 =
=  1
2
R00(0)x =  R3(0)x:
Коммутирующие операторы H; W2(1); R3(0) ограничены и область определения D(A)
плотна в E, поэтому равенство HW2(1)x =  R3(0)x справедливо и для x 2 E, и при этом
HW2(1) : E ! D
 
A3

. Отсюда следует, что оператор
W 12 (1)x =  (0I   A)3Hx; W 12 (1) : D
 
A3
! E (35)
является обратным по отношению к Wk(1). Действительно,
W2(1)W
 1
2 (1)x =  W2(1)(0I  A)3Hx =  W2(1)H(0I  A)3x =
= R3(0)(0I  A)3x = x; x 2 D
 
A3

;
W 12 (1)W2(1)x =  (0I  A)3HW2(1)x = (0I  A)3R3(0)x = x; x 2 E:
Теорема доказана.
В теоремах 4 и 5 указано множество, на котором у оператораWk(1) существует обратный
W 1k (1), имеющий вид (29) в случае ограниченного оператораA и k > 0 и вид (35) — в случае
неограниченного оператора A и k = 2. Поэтому, в силу равенства (20), нами доказано и
существование обратного у оператора . Решая матричное уравнение (18), также как и в
скалярном случае получим
u0
u1

=  1

B4  B3
 B2 B1

u2
u3

:
Таким образом, в силу теорем 4 и 5 мы приходим к следующим утверждениям о разреши-
мости рассматриваемой в этом пункте задачи граничного управления, в которых важную
роль играет определяемая равенством (25) функция k().
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Теорема 6. Пусть u2; u3 2 E, A — ограниченный оператор и на спектре (A) оператора
A выполнено условие k() 6= 0;  2 (A). Тогда задача (4), (15) имеет единственное
решение, определяемое равенством u(t) = Pk(t)u0 +Qk(t)u1, где
u0 =W
 1
k (1)

sh 1
k + 2
Qk+2(1)

A  k
2
4
I

u2 +
u2
chk 1=2
  sh 1
k + 1
Pk+2(1)

A  k
2
4
I

u3

; (36)
u1 =W
 1
k (1) ( Qk(1)u2 + Pk(1)u3) ; (37)
а оператор W 1k (1) имеет вид (29).
Теорема 7. Пусть u2; u3 2 D(A4) и выполнено условие 1. Тогда задача (4), (15) имеет
единственное решение, определяемое равенством u(t) = P2(t)u0 + Q2(t)u1, где начальные
элементы u0; u1 определены равенствами (36), (37) при k = 2, а
W 12 (1)x =  
1
2i
Z

R (z) (0I  A)3x dz
2(z) (z   0)3 ; x 2 D(A
3):
3. Нелокальная задача для уравнения Лежандра. Будем искать решение u(t) 2
C2([0; 1]; E)\C((0; 1]; D(A)) уравнения (1), удовлетворяющее нелокальному интегральному
условию с дробным интегралом Ig ;  > 0 по функции g(t) = ch t
lim
t!1
Ig

shk 1 t u(t)

= u4; (38)
и условию
u0(0) = 0: (39)
Задача (1), (38), (39) с нелокальными условиями (38), (39), вообще говоря, не является
корректной. Мы укажем условия, налагаемые на оператор A и элемент u4 2 E, обеспечи-
вающие её однозначную разрешимость.
Среди публикаций, посвящённых исследованию разрешимости нелокальных задач с ин-
тегральным условием для абстрактных дифференциальных уравнений первого порядка от-
метим работы [20] и [21]. Критерий единственности решения установлен в [22]. Нелокальная
задача для уравнения Эйлера-Пуассона-Дарбу исследована автором в [23].
Исследования, касающиеся разрешимости нелокальной задачи (1), (38), (39) основаны на
нахождении начального элемента u0 в условии (2) по нелокальному условию (38).
Применим дробный интеграл по функции g(t) = ch t к функции u(t) = Pk(t)u0, умножен-
ной на shk 1 t, где Pk(t) определяется равенством (6). Учитывая полугрупповое свойство
операции дробного интегрирования и условие (38), получим уравнение
lim
t!1
Ig

shk 1 t u(t)

= k  (k=2) lim
t!1
Ik=2+g

C(t)
sh t

u0 =
=
k  (k=2)
 (k=2 + )
1Z
0
(ch 1  ch s)k=2+ 1C(s)u0 ds = u4: (40)
Как и в п.2 при установлении разрешимости нелокальной задачи (1), (38), (39) важную
роль будет играть целая функция
 k;() =
k  (k=2)
 (k=2 + )
1X
j=0
bj(k; )
(2j)!
j =
k  (k=2)
 (k=2 + )
1Z
0
ch s
p
 (ch 1  ch s)k=2+ 1 ds; (41)
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где
bj(k; ) =
1Z
0
s2j(ch 1  ch s)k=2+ 1 ds:
Теорема 8. Пусть A — ограниченный оператор и u4 2 E. Для того, чтобы задача (1),
(38), (39) имела единственное решение, необходимо и достаточно, чтобы на спектре (A)
оператора A выполнялось условие  k;() 6= 0;  2 (A). При этом u(t) = Pk(t)u0, где
u0 =
1
2i
Z
@

1
 k;()
R()u4 d:
Доказательство аналогично доказательству теоремы 4.
Далее мы рассмотрим случай, когда  = 1  k=2; 0 < k  2. В этом случае
 k() =
k  (k=2) sh
p
p

; (42)
нули j функции  k() явно вычисляются:
j =  2j2; j 2 N; (43)
и мы укажем достаточное условие разрешимости нелокальной задачи (1), (38), (39) и в
случае неограниченного оператора A.
Условие 2. Пусть каждый нуль j =  2j2; j 2 N функции  k() принадлежит резоль-
вентному множеству (A) и существует такое d > 0, что sup
j=1;2;:::
kR(j)k  d.
Поскольку каждый нуль j ; j = 1; 2; ::: функции k() принадлежит (A), то он принад-
лежит (A) вместе с круговой окрестностью 
j радиуса
1
d
, границу которой, проходимую
по часовой стрелке, обозначим j . Пусть 0 — контур на комплексной плоскости, состо-
ящий из проходимой снизу вверх прямой Re z = 0 > !, 20 — парабола, образ 0 при
отображении w = z2 (z 2 0; w 2 20), и  = 20
[
j=1;2;:::
j .
Возьмём 0 2 (A), Re 0 >  > 0 и введём в рассмотрение ограниченный оператор
Hv =
1
2i
Z

R (z) v dz
 k(z)(z   0)2 ; H : E ! E: (44)
Как и при доказательстве теоремы 5 устанавливается, что интеграл в (44) при выполне-
нии условия 2 абсолютно сходится и справедливо следующее утверждение.
Теорема 9. Пусть оператор A является генератором КОФ C(t), x 2 D(A3) и выполнено
условие 2. Тогда задача (1), (38), (39) однозначно разрешима и решение имеет вид u(t) =
Pk(t)u0, где u0 = (0I  A)2Hu4, а оператор H определен равенством (44).
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