We establish a representation of the joint moments of the characteristic polynomial of a CUE random matrix and its derivative in terms of a solution of the σ-Painlevé V equation. The derivation involves the analysis of a formula for the joint moments in terms of a determinant of generalised Laguerre polynomials using the Riemann-Hilbert method. We use this connection with the σ-Painlevé V equation to derive explicit formulae for the joint moments and to show that in the large-matrix limit the joint moments are related to a solution of the σ-Painlevé III equation. Using the conformal block expansion of the τ -functions associated with the σ-Painlevé V and the σ-Painlevé III equations leads to general conjectures for the joint moments.
Introduction
Let U ∈ U(N ) be taken from the Circular Unitary Ensemble (CUE) of random matrices. Consider its characteristic polynomial,
where e iθ 1 , ..., e iθ N are the eigenvalues of U and θ i ∈ [0, 2π). Put
so that V U (θ) is real-valued for θ ∈ [0, 2π). The objects of our study are the joint moments of the function V U (θ) and its derivative,
where it is assumed that h > − 1 2 and k > h − 1 2 .
These joint moments have been the focus of a number of previous studies: when h = 0 they can be computed in several different ways -see, for example [29, 4] ; similarly, when h = k they can be computed using standard techniques [10] ; the general mixed moments for h, k ∈ N have been analysed by combining these approaches [19, 20, 11, 12, 37, 35] . The results obtained suggest that in general F N (h, k) grows like N k 2 +2h as N → ∞ and it is a key problem to prove this and then to evaluate the limit (1) (2) (3) (4) F (h, k) := lim N →∞ 1 N k 2 +2h F N (h, k). For h, k ∈ N, k > h − 1/2, an expression for F N (h, k) was obtained in [11] in terms of certain sums over partitions. A similar answer was also found in the case h = (2m − 1)/2, m ∈ N, k ∈ N, k > h − 1/2 in [37] (see [37] also for a survey on other related results). However, these formulae do not allow for easy computation beyond the first few values of k and h, in part because they are 1 not recursive; also, they do not lead straightforwardly to formulae that extend to non-integer or non-half-integer values of k and h. The goal remains to analyse the large-N limit of F N (h, k) and evaluate the quantity F (h, k) for arbitrary real k and h.
One motivation for studying the joint moments is as follows. In 1973, Montgomery [34] conjectured that, assuming the Riemann hypothesis, the distances between appropriately normalised pairs of zeros of the Riemann zeta function follow a certain distribution previously shown by Dyson [14] to describe spacings between pairs of eigenvalues of unitary random matrices. Further evidence of a connection between number theory and random matrix theory was given when Keating and Snaith [29, 30] used results for the characteristic polynomial of a random unitary matrix to formulate conjectures about moments of the zeta function that are supported by number-theoretic and numerical results (see, for instance, the review articles [27, 36, 31, 28] ). Since then, a number of more general results on the joint moments of the characteristic polynomial and its derivative have been proven and used to formulate conjectures about the joint moments of L-functions and their derivatives [7, 8, 9, 10, 11, 21, 22, 37] .
Our objective is to connect the joint moments of characteristic polynomials with the theory of Painlevé equations (see also [3] for a recent result connecting Painlevé functions with random matrix spacing distributions related to zeta zeros in a different direction). Solutions to the Painlevé equations play an important role in many aspects of random matrix theory (see, for instance, [17, 24] ) and are amenable to asymptotic analysis [13, 15] .
The results presented here relate F N (h, k) to a particular solution of the σ-Painlevé V equation and the limiting function (1) (2) (3) (4) to a particular solution of the Painlevé III equation. We see them as the first step in a longer-term project to use asymptotic analysis of Painlevé functions and related objects from the theory of integrable systems to obtain stronger asymptotic results on joint moments of characteristic polynomials. (1-6) K n (ǫ, y) := (−1) n π ∂ n ∂ǫ n ǫ ǫ 2 + y 2 .
As we will explain in §2, F N (h, k) is related to the generalised Laguerre polynomials by with the weight
Here C is a small (radius less than 1) positively oriented circle around zero. Furthermore,
where σ(x) is a solution of the σ-Painlevé V equation (1) (2) (3) (4) (5) (6) (7) (8) with asymptotics
Theorem 1 is proven in §3.
The solution of the σ-Painlevé V equation considered here is a rational solution. Rational solutions of Painlevé equations have been obtained in [5, 6, 33] in terms of Wronksian determinants of confluent hypergeometric functions which include also the case of generalised Laguerre polynomials. The relation between the Wronksian determinant in [6] and our Hankel determinant formula (1) (2) (3) (4) (5) is not immediate. For this reason we here provide an alternate proof that is quite straightforward and algorithmic to show that such determinant is a particular solution of the Painlevé V equation. Furthermore, we show that F N (h, k) can be evaluated recursively from equation (1) (2) (3) (4) (5) (6) (7) (8) for integer values of h, giving formulae that extend to all k. Using the conformal block expansion of the τ function of the Painlevé V equation introduced by Lisovyy, Nagoya, and Roussillon [32] , we give a combinatorial expression of the coefficients F N (h, k) (see §6).
Our second main result concerns the evaluation of the function F (h, k) in (1) (2) (3) (4) for h, k ∈ N, k > h − 1/2. We show in Theorem 2, which we state in §4, that
where G is the Barnes function (see Appendix C) and the function ξ(x) is a particular solution of the σ-Painlevé III equation
where prime denotes derivative with respect to x, with the initial conditions
Furthermore, introducing the τ -function of the Painlevé III equation defined as
Using the conformal block expansion of τ III (x) near x = 0 we arrive at the conjectural expression (1-17)
where the sum is taken over all Young diagrams with 2h boxes and first row with at most k boxes, h λ (i, j) is the hook length of the box (i, j) associated to the diagram λ, and λ ′ j is the number of boxes in the j column of the transpose diagram λ ′ (see §6). The values of the above coefficients for small values of h are consistent with the results obtained by Dehaye in [11] . The connection between moments of characteristic polynomials of the unitary group and the Painlevé III equation has already appeared in the literature. In particular, defining the characteristic polynomial of the unitary matrix A to be
Conrey, Rubinstein, and Snaith proved the following.
Previous result (Conrey, Rubinstein, and Snaith [10] ). For fixed k and N → ∞,
.
Here I ν (z) is the modified Bessel function of the first kind.
Forrester and Witte [16] then showed that
where τ k (x) is a τ function of the Painlevé III equation.
In work independent of ours, the method of [10] has recently been extended to the joint moments of Λ A (s) in [1] , yielding a result equivalent to our Theorem 2.
1.2. Next steps. As mentioned already, we see our result as providing a new starting point from which one can attempt to derive large-N asymptotics and so seek to prove (1-4) and evaluate F (h, k) for general h and k. In §6 we present the conformal block expansion of the τ function of the Painlevé V equation [32] and Painlevé III equation [18] . Such expansions could be potentially used to obtained formulae for F N (h, k) and F (h, k) beyond integer values of k. 
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Integral representations for F N (h, k)
Our starting formulae are integral representations for F N (h, k) obtained in [37] for integer k and integer or half-integer h. The first formula involves an (N + 1)-fold integral. Proposition 1 (Proposition 1 of [37] ). Let n ∈ N 0 ≡ N ∪ {0}, and define K n (ǫ, y) by (1) (2) (3) (4) (5) (6) . Then, if 2h ∈ N 0 and k > h − 1 2 ,
We emphasise that formula (2-1) holds for any real k > h − 1 2 . As is also shown in [37] , in the case of integer k the x-integral in the right-hand side of (2-1) can be evaluated in terms of Laguerre polynomials. Put
Proposition 2 (Proposition 4 of [37] ). For k ∈ N and y ∈ R,
This in turn implies that for integer k > h − 1 2 the (N + 1)-fold integral representation (2-1) for F N (h, k) can be transformed into the single integral formula (1) (2) (3) (4) (5) (6) (7) . This equation is our starting formula. It was also the starting point of [37] , which, for example, computed F N (h, k) explicitly in the case h = 1 2 and k = 1, proving the limit in (1) (2) (3) (4) exists and showing that
Painlevé V and the Laguerre determinant
In this section we first introduce the Painlevé V equation and its τ function. The goal of the section is to show that the determinant (1-10) corresponds to a particular solution of the Painlevé V equation.
3.1. The Painlevé V equation and its τ -function. In this section we summarise the main properties of the Painlevé V equation that can be found in [25] . The general Painlevé V equation for a complex function y = y(x) takes the form
where y ′ and y ′′ denote derivatives with respect to x. The coefficients α, β, γ, and δ are complex constants. One can fix δ = − 1 2 because the general Painlevé V equation with δ = 0 can be reduced to the case with δ = − 1 2 by the mapping x → √ −2δx.
The equation (3-1) has a Lax pair, namely it can be written as the compatibility condition of two linear systems of ODEs for the 2 × 2 matrix function Φ(z, x), z, x, ∈ C, that satisfies the equations
where θ j , j = 0, 1, ∞ are constant parameters and u ≡ u(x), w ≡ w(x), and y ≡ y(x). As shown in [25] , the compatibility condition of equations (3-2) and (3-3), namely
implies that the functions w, y, u satisfy the following 3×3 system of first-order ordinary differential equations (cf. (C.40) of [25] ):
Equation (3-10) just gives u in terms of y and w, while the system of two equations (3-8)-(3-9) is, in fact, equivalent to the fifth Painlevé equation (3-1) for the function y(x), where
We observe that the matrices A 0 , A 1 , and B 0 in (3-4), (3) (4) (5) , and (3-6) are traceless and the eigenvalues of A 0 and A 1 are constants:
It follows that the solution of equation in the neighbourhood of the regular singular points z = 0 and z = 1 takes the form
where Φ 0 (z) and Φ 1 (z) are holomorphic and invertible in neighbourhoods of the respective points.
Regarding the behaviour of the solution of (3-2) near the irregular singular point z = ∞ of Poincaré rank 1, one has to consider the diagonal part, diag(A 0 + A 1 ) = − θ∞ 2 σ 3 . It follows that the formal solution of Φ(z) in the neighbourhood of z = ∞ takes the form [25] (3-16)
where Φ ∞ (z) has the formal asymptotic expansion at z = ∞
where φ 1 is a matrix independent of z. We define the Hamiltonian H as
where (φ 1 ) 11 denotes the 11 entry of the matrix φ 1 . In fact, one has, (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) )
Up to linear terms in x, the function xH satisfies a second-order ODE which is called the σ-form of the Painlevé V equation. More precisely, defining the function
Finally, the τ -function is defined in terms of the Hamiltonian H by
so that, by (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) ,
In the next subsection we show that the Hankel determinant (1-10) is a tau-function of the Painlevé V equation. We will proceed as follows:
1. We formulate a Riemann-Hilbert problem for the generalised Laguerre polynomials (1) (2) (3) (4) (5) and we derive a system of ODEs related to this Riemann-Hilbert problem; 2. We introduce a series of rational and gauge transformations to reduce the system of ODEs 3.2. Laguerre determinant. We will analyse the principal ingredient of the starting formula (1-7), i.e. the Laguerre determinant
Recall the classical formula
for the generalised Laguerre polynomials, where C is a closed contour around 0 (for instance, the positively oriented circle around 0 with radius 1 2 ). In our case, we have
is the Hankel determinant with the weight
Following the general Riemann-Hilbert scheme in the theory of Hankel determinants (see e.g. [23] ), we consider the system of monic orthogonal polynomials with weight w 0 (t) on C, P n (t) = t n + . . . , C P n (t)t m w 0 (t)dt = h n δ nm , m = 0, . . . , n, and define the 2 × 2 matrix valued function
The defining property of the function Y (t) is that it is the unique solution of the following matrix Riemann-Hilbert problem:
where H(C \ C) stands for the holomorphic 2 × 2 matrix-valued functions in C \ C. The Hankel determinant H n [w 0 ] is related to the function Y (t) via the equations
where the matrix m 1 is the first coefficient in the expansion (3-32), i.e.,
It also should be noticed that
Let us change the variable t to z : z = 1 1−t , t = z−1 z so that the circle C maps to the new circle
Then, in terms of the function X(z), the Riemann-Hilbert problem (3-30)-(3-32) reads as follows:
From the point of view of the modern theory of isomonodromic deformations, the Riemann-Hilbert problem (3-37)-(3-40) indicates that we are dealing with the fifth Painlevé equation. In what follows we present the detailed derivation of this fact. Define the function
Then,
and the function Ψ(z) has a constant jump across the circle Γ,
Moreover, in neighbourhoods of the points ∞, 0, and 1, the function Ψ(z) exhibits the following behaviour:
where Ψ ∞ (z), Ψ 0 (z), and Ψ 1 (z) are holomorphic and invertible in the neighbourhoods of the respective points. Also,
We should mention that the invertibility of the functional factors Ψ j (z), j = 0, 1, ∞ follows from the equation
, which in turn is a consequence of (3-42).
By standard arguments, the properties (3-44)-(3-48) imply that the function Ψ(z) ≡ Ψ(z, x) satisfies linear differential equations with respect to z and x of the form
Indeed, since the jump matrix in (3-45) is constant, the logarithmic derivatives dΨ dz Ψ −1 (z) and dΨ dx Ψ −1 (z) do not have jumps across Γ and hence are analytic in C \ ({0} ∪ {1}). In addition, formulae (3-46)-(3-48) tell us that dΨ dz Ψ −1 (z) has simple poles at z = 0, z = 1 and is holomorphic at z = ∞ while dΨ dx Ψ −1 (z) is holomorphic at z = 0, z = 1 and has a simple pole at z = ∞. These arguments yield equations and . Moreover, as z → ∞,
which, together with (3-49), imply . Similarly, as z → 0,
which, together with (3-50) and (3-51), imply (3-57) and (3-58), respectively. Finally, as z → 0, we have that
The matrix equation (3-53) is a 2 × 2 system with rational coefficients having three singular points: two Fuchsian points at z = 0 and z = 1, and one irregular singular point with Poincaré index 1 at z = ∞. The presence of the second matrix equation shows that the x-dependence of the coefficients of system (3-53) is monodromy-preserving. In other words, we are dealing with the Painlevé-type isomonodromy deformation of (3-53). In fact, the pair of matrix equations (3-53)-(3-54) is almost the Lax pair (3-4)-(3-4) for the fifth Painlevé equation (3-1) given by Jimbo-Miwa [25] . To make it exactly the Jimbo-Miwa Painlevé V Lax pair a little extra work is needed. We observe that the matrices A 1 and A 0 are not traceless since
is not normalised to the identity at z = ∞. We make the transformation
that brings the original system (3-53)-(3-54) to the normalised-at-infinity and traceless form (3-2)-
We also notice that the tracelessness of the coefficients of the matrix B 0 follows from the identity det Y (t) ≡ 1. To identify the matrices A 0 and A 1 in (3-62) and (3-63) with those defined in (3) (4) and (3) (4) (5) we need some extra work. To this end we notice that the local equations (3-46)- in terms of the new function Φ(z) read
where Φ ∞ (z), Φ 0 (z), and Φ 1 (z) are holomorphic and invertible in neighbourhoods of the respective points. Also,
) we see that, in our case, the formal monodromy exponents θ ∞ , θ 0 , and θ 1 are
Note that, simultaneously, these equations determine the diagonal part of the sum of the matrices A 0 and A 1 and also their spectrums. Indeed, from (3-65) we have that
The last three relations mean that, with k, n, N fixed, we can parametrise A 0 and A 1 by just three parameters. We denote them w, y, u and, following [25] , the matrices A 0 and A 1 can be parametrised in the form (3) (4) and (3) (4) (5) . Using the general identity 1
we obtain the expression for B 0 in (3) (4) (5) (6) . As shown in [25] , the compatibility condition of (3-2)-(3-3) implies that the parameters w, y, u become functions of x and they satisfy the 3 × 3 system of first-order ordinary differential equations (3-8)-(3-10) with parameters
1 To derive this identity one substitutes the expansion
into the Lax pair system (3-2)- . This leads to the following formulae for the matrix coefficients A0,1 and B0 in terms of the same matrix coefficient φ1:
Identity (3-75) follows.
Let us now obtain the formula for the Hankel determinant H n [w 0 ] in terms of the functions y(x) and w(x). We use the relation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) that in our case takes the form
We have the following lemma. Lemma 1. The following relation between H n [w 0 ] and φ 1 holds:
Lemma 1 is proven in Appendix A.
Combining and Lemma 1, we arrive at the following expression for d dx log H n [w 0 ] in terms of the Painlevé V function y(x):
observing that w contained in H can be expressed as a function of y and its first derivative using (3) (4) (5) (6) (7) (8) (9) . In what follows we will give some details of the asymptotic expansion of d dx log H n [w 0 ] by introducing the sigma function (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) ,
The σ n function satisfies the equation (3-21) with parameters (3-71), namely
and for the particular case n = k one obtains the equation in (1) (2) (3) (4) (5) (6) (7) (8) .
Recalling formula for the Laguerre determinant we are studying, we have now arrived at the representation of the determinant in terms of a special solution of the fifth Painlevé equation . It remains to determine the O(x) term in the asymptotic expansion of σ k (x) as x → 0. Lemma 2. The solution of the σ-Painlevé V equation (1-8) appearing in (1-12) has the asymptotic expansion
where the coefficients α 2j , j = 1, . . . , k, are uniquely determined recursively from the equation (1) (2) (3) (4) (5) (6) (7) (8) .
Note that the odd-power coefficients α 2j+1 will generically be non-zero for j ≥ k.
Proof. The function σ k satisfies the equation (1) (2) (3) (4) (5) (6) (7) (8) , namely
with the initial data
It is important to notice that equation ) is degenerate at x = 0 and the Cauchy-Kovalevskaya theorem is not applicable to the initial value problem (3-85)- . Moreover, at x = 0 the term with σ kxx (0) vanishes and we get a relation between σ kx (0) and σ k (0). Substituting σ k (0) = −N k into equation and assuming k = 0, we obtain that σ kx (0) = N 2 , hence the second initial condition in (3-86) is automatically satisfied for any solution σ k (x) of equation (3-85) with σ k (0) = −N k, k = 0. To determine the higher-order terms in the asymptotic expansion of the function σ k (x) as x → 0, we introduce the functionσ(x) such that
If we substitute the above expression in (1-8), then we obtain the equation
Equation (3-88) is degenerate at x = 0 and the Cauchy-Kovalevskaya theorem is not applicable here. In fact, the initial value problem (3-88)-(3-89) has a trivial solution,σ = 0, and a nontrivial solution. We are looking for a nontrivial solution to equation (3-88) as a power series,
and we find recursively that
and so on. An expression for α 8 is too long to be presented here. Observe that the odd coefficients α 2j+1 vanish as long as k > j. Indeed, we have the equation
which is equivalent to (4) (5) (6) (7) (8) (9) (10) . For j = k, equation (3-97) does not determine the coefficient α 2j+1 = α 2k+1 . This implies that the initial value problem (3-88)-(3-89) has a one-parameter family of solutions, corresponding to different values of the coefficient α 2k+1 .
Calculating the moments
The goal of this section is to calculate the quantity F N (h, k) defined in (1-7) for k and h nonnegative integers. As explained in the introduction, F N (h, k) is related to the generalised Laguerre polynomials by
where K 2h (ǫ, y) is defined in (1) (2) (3) (4) (5) (6) . It is convenient to rewrite the latter formula as
The following identity is satisfied:
Proof. By (4-2),
We have that
Integrating by parts 2j times, we obtain that
Since F N (h, k) is finite, all terms in the latter sum vanish, so that
Thus,
Therefore we get the statement of the lemma.
4.1. Evaluation of F N (0, k). From (4-11) with h = 0 we have that (4-12)
In particular, and so on. In general,
To find the constant C k , consider N = 0:
On the other hand, by (4-12),
Thus, we have the formula in [29] , (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) F N (0, k) = G(N + 2k + 1)G(N + 1)G(k + 1) 2 G(N + k + 1) 2 G(2k + 1)
where G(z) is the Barnes G-function (see Appendix C). In particular, this implies that
as shown in [29] .
4.2.
Evaluation of F N (h, k). In order to evaluate the function F N (h, k) we use the following identities between the Hankel determinant H k in (1-10) and the function f k (x) defined in (4-3),
so that combining the above two relations we obtain
whereσ(x) has been defined in and the first few coefficient α j have been evaluated in (3-91)-(3-96). Integrating the above equation, we obtain that
Observe that by , all odd powers x 2j+1 will be missing on the right-hand side as long as j < k.
In other words,
which is equivalent to equation (4-10). From Lemma 3 we have the relation
which implies, using the explicit expressions of α j obtained in (3-91)-(3-96), (4-28)
and so on. A formula for F N (4, k) is too long to be presented here. 
,
, and so on. Define, therefore, the function
From equation (3-88) we obtain that ξ(x) satisfies the equation
In the limit N → ∞ it reduces to the equation
The initial data are (4-33) ξ(0) = 0, ξ x (0) = 0.
As before, the condition ξ x (0) follows from ξ(0) = 0 and equation . We are looking for a solution
ξ j x j to equation (4-32) such that (4-35) ξ 2 = 0.
We have that (4-36) ξ 2j+1 = 0, j = 1, 2, . . . , k − 1.
The even coefficients, ξ 2j , j = 1, 2, . . . , k, can be found recursively from equation . From equations (4-21), , and (4-27) we can consider the rescaled quantity
We arrive at our second main result.
Theorem 2. The limit
exists, and it is given by the formula
where F (0, k) is given in (4-21) and the power series (4-34) solves equation .
It is noteworthy that equation (4-32) is closely related to the σ-Painlevé III equation. Namely, let
Then σ III (s) solves the σ-Painlevé III equation (cf. [25] , equation (C.29)),
for θ 2 = 0 and θ ∞ = −2k with the initial conditions (4-42) σ III (0) = k 2 , σ ′ III (0) = 0. We write the first few values of F (h, k):
, and so on. In [11] an explicit formula for the above expansions has been derived and it takes the form
where the polynomialsX 2h (t) are obtained in a combinatorial way and we report the first few (see Table 4 in [11] ):
(4-45)X 2 (t) = 1,X 4 (t) = 1,X 6 (t) = t 2 − 9,X 8 (t) = t 2 − 33,X 10 (t) = t 4 − 90t 2 + 1497, and the polynomial Y 2h (t) is given by the expression
where the symbol ⌊ z ⌋ denotes the integer part of z. We have
(4-47)
Combining the above expressions we can verify that the formula (4-44) reproduces the terms obtained in (4-43).
Scaling Limit of the Riemann-Hilbert Problem as N → ∞
In this section we will supplement the result of the previous section by performing the large-N scaling limit directly in the X-Riemann-Hilbert problem (3-38)-(3-40). We start by changing the jump contour of the problem.
Let Γ N be the positively oriented circle of radius N centered at z = 0 and let us pass from the original function X ≡ X N (z, x; k, n)) to the new matrix valued functionX ≡X N (z, x; k, n) according to the following rule.
• For all z inside the small circle Γ and outside the big circle Γ N , we put
• For all z between the circles we define
The new Riemann-Hilbert problem reads
TheX-Riemann-Hilbert problem is ready for the large-N scaling limit. Put
Then, the Riemann-Hilbert problem (5-3)-(5-5) transforms to the following Riemann-Hilbert problem for the function Z N posed on the unit circle Γ 1 := {z : |z| = 1}:
Assume now, and this is the case of our main concern, that n = k.
Then, as N → ∞ the new jump matrix converges to the matrix 1 z 2k e xz+ 1 z 0 1 uniformly for z ∈ Γ 1 and x ∈ K, where K is a compact set in C. By standard Riemann-Hilbert arguments, this implies the convergence of the function Z N (z, x) to the function Z(z, x) satisfying Riemann-Hilbert problem
In fact, the estimate
holds uniformly for all z ∈ CP 1 and x ∈ K, where K is a compact set in C.
the first matrix coefficients in the expansions near z = ∞ of the functions Z N (z) and Z(z), respectively:
Estimate (5) (6) (7) (8) (9) (10) (11) (12) (13) implies that
uniformly for all x ∈ K, where K is a compact set in C. At the same time, recalling the connection of Z N (z) with the function X(z) and the connection of the latter with Φ(z) ≡ Φ N (z, x; k), we arrive at the relation
From this relation and (5-16) we have
Together with Lemma 1, the last limit allows us to find the large-N scaling limit of the Hankel determinant H k [w 0 ] ≡ H(x) in terms of the solution of the Z-Riemann-Hilbert problem:
In the previous subsection we have already connected this limit with the special solution ξ(z) of the third Painlevé equation . Let us show how the same result can be derived from the Z-Riemann-Hilbert problem (5-10)- (5) (6) (7) (8) (9) (10) (11) (12) . Similar to the finite-N case, we introduce the function (cf. (3-43) ),
The Riemann-Hilbert problem (5-10)- (5) (6) (7) (8) (9) (10) (11) (12) in terms of Φ (III) (z, t) reads {0}) ),
and (5-26)
Repeating now the same standard argument based on Liouville's theorem as in §3 which led us to the Painlevé V Lax pair (3-53)-(3-54), we arrive at the following Lax pair for the function Φ (III) (z, t): Following [25] , we parametrise the matrix coefficients A 0 , A −1 and B 0 , B −1 by the functional parameters y, w, u, v according to the equations (z JM ≡ w, t JM = s)
We will also need the following formula for the matrix coefficient φ
which can be obtained by the substitution of the expansion (5-24) into the equation :
The compatibility condition of equations and with α = 4θ 0 = 0, β = 4(1 − θ ∞ ) = 4(1 + 2k), γ = −δ = 4. Moreover, from [25] one can extract the following addition expression for the 11-entry of the matrix coefficient φ
in the expansion (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) of the solution Φ (III) (z) at z = ∞ (cf. (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) ): 
Equations (5-38), , and (5-25) yield the following formula for the matrix entry (φ Z 1 ) 11 :
Noticing that σ III ( √ x) = 2ξ(x) + k 2 , where ξ(x) is the solution of the ξ-form of the third Painlevé equation (4-32), we conclude that
This, together with (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , yields the limit formula
For our principal object, the function f k (x) (see (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) ), we have that
This is our second main result, i.e. Theorem 2.
It is worth noticing that the importance of the Z-Riemann-Hilbert problem lies in the fact that it can be used for the large-x asymptotic analysis of the function ξ(x) which will be needed in the case of the half integer h. Indeed, in that case the expression for F N (h, k) in terms of σ(x) and hence the expression for F (h, k) in terms of ξ(x) are not local -see the next section -and therefore global information about the behavior of ξ(x) is essential.
We conclude this section by making the following interesting observation concerning the Z-Riemann-Hilbert problem. Put
Then, the Riemann-Hilbert problem (5-21)- (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) in terms of Y (III) (z, t) reads 3 . This is again an example of a Riemann-Hilbert problem from the theory of Hankel determinants. The corresponding contour and weight, this time, are the unit circle Γ 1 and the Bessel type weight The relations similar to (3-33) take the form
where now h k := Γ 1 P 2 k (z)w (III) 0 (z)dz and P k (z) are monic polynomials orthogonal on Γ 1 with respect to the weight (5-50). These relations, as in the case of our original Laguerre-Hankel determinant H n , can be used to prove the following analogue of Lemma 1. 
Proof. It is convenient to make yet another change-of-variable transformation of the function Φ (III) (z, s), namely,
The motivation for this transformation is that the s-equation of the Lax pair for the functioñ Φ (III) (z, s) is considerably simpler. The new coefficient matrix is a linear function of z while the coefficient matrix for Φ (III) (z, s) also has a simple pole at z = 0; see . Indeed, the s-equation forΦ (III) (z, s) is a combination of both equations in the Lax pair (5-27)-(5-28) for Φ (III) (z, s) so that the pole at z = 0 cancels out and we have
One also can notice that the expansion (5-24) of the function Φ (III) (z, s) at z = ∞ transforms to the following expansion of the functionΦ (III) (z, s) at z = ∞:
The functionΦ (III) (z, s) satisfies a differential equation with respect to z as well, however we will not need it. What we will need is the difference equation forΦ (III) (z, s) associated with the shift k → k + 1. To derive this equation we indicate explicitly the dependence ofΦ (III) (z, s) on k,
and consider the discrete logarithmic derivativeΦ
Since the jump matrix of the Φ (III) -Riemann-Hilbert problem does not depend on k we, using again Liouville's theorem, will arrive at the following difference equation:
The matrix coefficients U 0 and U 1 can be determined via the substitution of the expansion (5-57) into (5-60). One finds 
is the matrix coefficient from the expansion (5-57) with the explicit indication of the dependence on the integer k, and a k , b k , c k are temporary notations for the matrix entries ofφ (s)) 21 = (φ Z 1 (s 2 )) 21 = −s −2+2k v(s). In presenting these formulae we have also taken into account equations and The next step is to consider the compatibility condition of equations (5-60) and , that is, the differential-difference equation
This equation, in particular, means that
From formulae (5-52), , and (5-64) it follows that
, and hence (5-67) becomes
By virtue of the first equation in (5-52), we immediately derive from (5-69) the differential identity
Because of (5-63) and , to complete the proof of the Lemma we only need to show that
In order to see (5-72) we notice first that
Secondly, we use the fact that
where c 0 is the zero-degree coefficient in the orthogonal polynomial Combining , , and Lemma 4, we arrive at the following expression of d dx log H
in terms of the Painlevé III function ξ(x):
A comparison of this relation and the asymptotics (5-43) implies the following transition formula from the Laguerre-Hankel determinant H k to the Bessel-Hankel determinant H (III) :
or, more explicitly,
Remark 1. Formula (5-77), in slightly different but equivalent form, was first obtained by Forrester and Witte in [16] . If one could prove the asymptotic relation (5-79) directly, then our second main result, i.e. Theorem 2, may be obtained via a simple reference to [16] . However, a direct asymptotic analysis of the Laguerre-Hankel determinant is not a simple matter; one can easily see, for instance, that all the matrix entries have the same leading behavior as N → ∞. As it stands at the moment, (5-79) is a non-trivial by-product of our Riemann-Hilbert analysis. We note that [1] employs a different analysis which does lead directly to and so does enable the results of [16] to be applied straightforwardly. But this method is not so well-suited to giving exact formulae for finite N , so should be considered complementary to ours.
Conformal block expansion of the τ -function
The function τ L introduced in [32] is defined as
where σ L (x) satisfies the σ-form of the Painlevé V equation
where θ * , θ t , andθ 0 are complex parameters. To identify the above equation with the σ-form in (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) , we need to make the shift
Comparing and we have thatσ = σ L if
Next, we consider the relations between the Jimbo-Miwa τ -function (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and τ L . By (6-2) and (6-3) we have
We choose 2θ * = −θ ∞ so that the relation between the two τ -functions becomes
for some constant c. Therefore, the correspondence of the set of parameters (θ 0 , θ 1 , θ ∞ ) and (θ * , θ t ,θ 0 ) is as in . There is still an ambiguity in identifying the sign of the parameters θ t andθ 0 , but this is not important for our purpose because the conformal block expansion is symmetric with respect to θ t → −θ t andθ 0 → −θ 0 .
From , the parameters of the Painlevé equation we are considering are (6) (7) (8) (9) θ
Comparing (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) , (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) , and we have the relation between the functions f k and τ L (6-10)
Next, we present the conformal block expansion of the function τ L near x = 0 as developed in [32] . For this purpose we introduce for any positive integer N the partition (6) (7) (8) (9) (10) (11) λ
Partitions can be identified in the obvious way with Young diagrams. The set of all Young diagrams will be denoted by Y. For λ ∈ Y, λ ′ denotes the transposed diagram, λ i and λ ′ j the number of boxes in the ith row and jth column of λ, and |λ| the total number of boxes. Given a box (i, j) ∈ λ, its hook length is defined as h λ (i, j) := λ i + λ ′ j − i − j + 1, and for the empty partition, h ∅ (i, j) = 1. For complex numbers θ * ,θ 0 , θ t , and σ and partitions λ and µ let us introduce the quantity with B λ,µ θ 0 , θ t , θ * , σ as in (6) (7) (8) (9) (10) (11) (12) , and the structure constants C 0 θ t ;θ 0 ; θ * ; σ are expressed in terms of the Barnes G-function as
Comparing the expansion near x = 0 of τ L in (6-13) with (6-10) and , and using the fact that (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) λ,µ∈Y
we obtain that σ = k and η = 0 and, furthermore, the sum in (6) (7) (8) (9) (10) (11) (12) (13) is only over non-negative integers n. Unfortunately, for the values σ = k, θ * = k, θ t =θ 0 = k+N 2 , the structure constants C 0 θ t ;θ 0 ; θ * ; σ are undefined. For this reason we need first to take a limit, using the following relation for the Barnes G function that holds for non-negative integers n:
Then we have that, for σ = k + n a non-negative integer,
where we observe that we have the freedom to multiply the structure constants by σ-independent quantities. Furthemore, the τ L function is defined up to the constant N 0 that we obtained from (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) , namely, we must have
We also observe thatC 0 N +k 2 ; k; N + k + 1 = 0, namely, we have only N + 1 conformal blocks. We arrive at the following proposition. where the coefficientsC 0 N +k 2 ; k; k + n are defined in (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) and the conformal blocks are defined in (6) (7) (8) (9) (10) (11) (12) .
The coefficients β 2j in (4-25) for j = 1, . . . , k of the power series expansion of f k (x) near zero are obtained from the first conformal block B λ,µ k+N 2 , k+N 2 , k, k . This conformal block contains the term (i − j) in the sum over the partition µ and therefore it is nonzero only for the empty partition. Furthermore, the factor (k + i − j) in the product over boxes of λ reduces the summation in (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) to Young diagrams with λ 1 ≤ k. Therefore, the sum over the first conformal block reduces to
We remark that the combinatorial expression for the coefficient β 2k provided by the conformal block expansion (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) should be consistent with the combinatorial expression obtained in [11] .
Finally, we want to consider the limit N → ∞ as done in [18] that reduces the τ L function of the Painlevé V equation to the τ function of the Painlevé III' equation. In our case we have that the quantity
has a well-defined term-by-term limit as N → ∞ that can be easily obtained using the properties of the Barnes G-function (see Appendix C) and the fact that B λ,µ k+N 2 , k+N 2 , k, k x N |λ|+|µ| has a well-defined limit that can be calculated term-wise. Therefore, we can define the function
The function τ III (x) has a conformal block expansion τ 
One can observe that the function τ III (x) exactly reproduces the coefficients F (h, k). In particular, we observe that it is sufficient to consider only the first conformal block to obtain the coefficients F (h, k) for k > h − 1 2 . The quantity B III λ,µ (k, k) vanishes for any non-empty partition µ. Therefore, it is sufficient to sum only over Young diagrams λ. Furthermore, the factor (k +i−j) in the product over boxes of λ reduces the summation in to Young diagrams with λ 1 ≤ k.
Conjecture 1. We have the following conjectural relation for the function F (h, k) defined in (1) (2) (3) (4) :
with k > h − 1 2 . In [11] a combinatorial formula for F (h, k) has been obtained and the first few terms of this formula are compatible with ours.
Let us determine the structure of the matrix coefficients U −1 and U (n) 0 in (A.2). We consider a more detailed form of the expansion (3-47),
Here m (n) 1
is the matrix coefficient from the expansion with the explicit indication of the dependence on the integer n. Remembering the relation of the coefficient m 1 with the norm h n of the orthogonal polynomials P n (z) (see ), we note that
(A.5)
Observe that, in particular,
Plugging (A.3) into the right-hand side of the equation U n = Ψ n+1 Ψ −1 n , we have that
Hence,
Let us rewrite the Lax pair (3-53)-(3-54) as
indicating explicitly the dependence of all objects on n. The compatibility of the equations (A.10) and (A.11) with the difference equation (A.2) yields the differential-difference zero-curvature equations
Excluding Y (n+1) (1), we arrive at the formula
Put (A.28) Y (n) (1) := p n q n r n s n .
Note that since det Y (n) (1) = 1 we have (A.29) p n s n − q n r n = 1.
With these notations and recalling (A.9), we have from (A.27) that
1 0 0 0 p n q n r n s n = − −q n (−1) N +k c n+1 −(−1) N +k s n b n + q n (a n+1 − a n (−1) N +k p n c n+1 r n b n (−1) N +k + p n (a n − a n+1 ) 1 0 0 0 p n q n r n s n = − −(−1) N +k q n c n+1 0 (−1) N +k p n c n+1 0 p n q n r n s n .
(A. 30) In particular,
On the other hand, from (3-56) it follows that (A. 32) A (n) ∞ = 1 2 p n q n r n s n 1 0 0 −1 s n −q n −r n p n = 1 2 p n s n + qr −2p n q n −2p n r n −s n p n − r n q n .
Comparing these equations with (A.16), we conclude that (A.33) β n = −p n q n . Hence, in order to obtain the statement of Lemma 1 one only has to calculate explicitly (φ
1 ) 11 and show that (A.39) (φ
where (A.45) P 0 (t) = 1, P 1 (t) = t + c, c = − 1 C w 0 (t)dt C tw 0 (t)dt = − 1 h 0 C tw 0 (t)dt.
For the matrix coefficient κ we have (recall that det Y (n) ≡ 1) (A.47) Here ℓ i,j (which depends on N and k) can be read off from (1-5), although we will not need its particular form. Now L(0) is simply the matrix with ij entry ℓ i,j , and L ′ (0) = 1 2k
(N + k − 1)ℓ 0,0 ℓ 0,1 · · · ℓ 0,k−1 (N + k − 2)ℓ 1,0 ℓ 1,1 · · · ℓ 1,k−1 . . . . . . . . .
(N + 0)ℓ k−1,0 ℓ k−1,1 · · · ℓ k−1,k−1 + 1 2k ℓ 0,0 (N + k − 2)ℓ 0,1 · · · ℓ 0,k−2 ℓ 1,0 (N + k − 3)ℓ 1,1 · · · ℓ 1,k−1 . . . . . . . . . ℓ k−1,0 (N − 1)ℓ k−1,1 · · · ℓ k−1,k−1 + · · · + 1 2k ℓ 0,0 ℓ 0,1 · · · (N + 0)ℓ 0,k−1 ℓ 1,0 ℓ 1,1 · · · (N − 1)ℓ 1,k−1 . . . . . . . . . ℓ 2,0 ℓ 2,1 · · · (N − k + 1)ℓ k−1,k−1 .
(B.5)
A series of straightforward determinant manipulations now shows that L ′ (0) = N 2 L(0), which proves the proposition. First, notice that using multilinearity we can write each determinant in (B.5) as the sum of N L(0)/2k and an N -independent term. As there are k determinants, the N -dependent terms sum to N L(0)/2, the expected answer. We now show the N -independent terms cancel, using k = 3 and k = 2 to illustrate the odd and even cases, respectively.
If k is odd, we use multilinearity to shift all the coefficients of ℓ i,j to be the same as the center summand, canceling extra terms in pairs (we drop the common factor of 1/2k): 2ℓ 0,0 ℓ 0,1 ℓ 0,2 1ℓ 1,0 ℓ 1,1 ℓ 1,2 0ℓ 2,0 ℓ 2,1 ℓ 2,2 + ℓ 0,0 1ℓ 0,1 ℓ 0,2 ℓ 1,0 0ℓ 1,1 ℓ 1,2 ℓ 2,0 −1ℓ 2,1 ℓ 2,2 + ℓ 0,0 ℓ 0,1 0ℓ 0,2 ℓ 1,0 ℓ 1,1 −1ℓ 1,2 ℓ 2,0 ℓ 2,1 −2ℓ 2,2 = (1 + 1)ℓ 0,0 ℓ 0,1 ℓ 0,2 (0 + 1)ℓ 1,0 ℓ 1,1 ℓ 1,2 (−1 + 1)ℓ 2,0 ℓ 2,1 ℓ 2,2 + ℓ 0,0 1ℓ 0,1 ℓ 0,2 ℓ 1,0 0ℓ 1,1 ℓ 1,2 ℓ 2,0 −1ℓ 2,1 ℓ 2,2 + ℓ 0,0 ℓ 0,1 (1 − 1)ℓ 0,2 ℓ 1,0 ℓ 1,1 (0 − 1)ℓ 1,2 ℓ 2,0 ℓ 2,1 (−1 − 1)ℓ 2,2 = 1ℓ 0,0 ℓ 0,1 ℓ 0,2 0ℓ 1,0 ℓ 1,1 ℓ 1,2 −1ℓ 2,0 ℓ 2,1 ℓ 2,2 + ℓ 0,0 1ℓ 0,1 ℓ 0,2 ℓ 1,0 0ℓ 1,1 ℓ 1,2 ℓ 2,0 −1ℓ 2,1 ℓ 2,2 + ℓ 0,0 ℓ 0,1 1ℓ 0,2 ℓ 1,0 ℓ 1,1 0ℓ 1,2 ℓ 2,0 ℓ 2,1 −1ℓ 2,2
(B.6)
Each row now has an associated coefficient j, j ∈ {−(k − 1)/2, ..., (k − 1)/2}. These coefficients sum to zero, so we can rewrite L(0) by multiplying each row by x j :
(B.7)
ℓ 0,0 ℓ 0,1 ℓ 0,2 ℓ 1,0 ℓ 1,1 ℓ 1,2 ℓ 2,0 ℓ 2,1 ℓ 2,2 = x 1 ℓ 0,0 x 1 ℓ 0,1 x 1 ℓ 0,2 x 0 ℓ 1,0
x 0 ℓ 1,1 x 0 ℓ 1,2 x −1 ℓ 2,0 x −1 ℓ 2,1 x −1 ℓ 2,2
Taking the derivative of both sides with respect to x and then setting x = 1 shows the Nindependent terms (those in (B.6)) are zero.
If k is even, then there is no center summand. We now shift the coefficients so the coefficient of the top row is k/2 and that of the bottom row is −k/2 + 1. Note that one summand already has these coefficients, so while most shifts will cancel in pairs, the final summand introduces a new term −(k/2)L(0):
1ℓ 0,0 ℓ 0,1 0ℓ 1,0 ℓ 1,1 + ℓ 0,0 0ℓ 0,1 ℓ 1,0 −1ℓ 1,1 = 1ℓ 0,0 ℓ 0,1 0ℓ 1,0 ℓ 1,1 + ℓ 0,0 1ℓ 0,1 ℓ 1,0 0ℓ 1,1 − 1 ℓ 0,0 ℓ 0,1 ℓ 1,0 ℓ 1,1 .
We can now rewrite x k/2 L(0) as L(0) with each row multiplied by x j , where j is the appropriate coefficient:
(B.9) x 1 ℓ 0,0 ℓ 0,1 ℓ 1,0 ℓ 1,1 = x 1 ℓ 0,0 x 1 ℓ 0,1 x 0 ℓ 1,0 x 0 ℓ 1,1 .
Differentiating both sides with respect to x and setting x = 1 shows the N -independent terms are zero if k is even.
It satisfies the useful relation (C.4) G(1 + z + n)G(1 − z) G(1 − z − n)G(1 + z) = (−1) n(n+1) 2 π sin πz n , n ∈ Z.
