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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n y contribuciones
La programacio´n gene´tica propuesta por Koza a principios de la de´cada
de los noventa es un algoritmo evolutivo que permite generar automa´tica-
mente programas en el lenguaje de programacio´n LISP. Desde que Koza
hizo su propuesta original hasta la actualidad ha habido un importante
desarrollo en el a´rea de la programacio´n gene´tica. Han sido propuestas
distintas variantes del me´todo de manera que, en la actualidad, esta´n
admitidas varias clasificaciones de los mismos. La ma´s extendida, clasifica
los me´todos en funcio´n de la representacio´n de los programas que forman
la poblacio´n objeto del proceso evolutivo. Por una parte, la programacio´n
gene´tica basada en a´rboles agrupa a todos los me´todos que representan
los programas en forma de a´rbol, y al que pertenece la programacio´n
gene´tica original de Koza. Otro importante grupo es el de la programacio´n
gene´tica lineal en la que los programas se representan como secuencias de
instrucciones de lenguajes imperativos, o co´digo ma´quina, o tambie´n cadenas
nume´ricas. Uno de los problemas que tienen que resolver los sistemas de
programacio´n gene´tica es asegurar la clausura sinta´ctica, es decir, asegurar
la correccio´n sinta´ctica de los programas que forman la poblacio´n. Cada
sistema resuelve este problema de una manera particular. En concreto, hay
un grupo de propuestas que utilizan grama´ticas independientes del contexto
como formalismo para asegurar la clausura sinta´ctica del me´todo. A este
grupo se le denomina programacio´n gene´tica gramatical o programacio´n
gene´tica basada en grama´ticas. Las distintas clasificaciones de los me´todos de
programacio´n gene´tica permiten que haya me´todos que pertenezcan a ma´s
de un grupo. Este es el caso de la Evolucio´n Gramatical, pertenece al grupo
de la programacio´n gene´tica lineal porque representa los programas como
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una secuencia de bits, y tambie´n pertenece a la categor´ıa de programacio´n
gene´tica gramatical porque utiliza una grama´tica independiente del contexto
para garantizar la clausura sinta´ctica. Los autores de la Evolucio´n Grama-
tical, Michael O’Neill y Conor Ryan, definen su me´todo como “algoritmo
evolutivo capaz de generar automa´ticamente programas escritos en cualquier
lenguaje de programacio´n”.
La motivacio´n de esta tesis es intentar responder a la pregunta: ¿Que´ re-
sultados se obtendr´ıan incorporando en la programacio´n gene´tica lo que
podr´ıamos llamar clausura sema´ntica o correccio´n sema´ntica de los progra-
mas que forman la poblacio´n? ¿Mejorar´ıa el rendimiento si los programas
adema´s de ser sinta´cticamente correctos tambie´n lo son sema´nticamente?.
Para intentar responder a las preguntas anteriores, se proponen en esta
tesis dos me´todos que extienden con sema´ntica la Evolucio´n Gramatical,
es decir, que garantizan la correccio´n sema´ntica de los programas. El
primer me´todo utiliza las grama´ticas de atributos como formalismo para la
representacio´n del lenguaje que genera las soluciones, y el segundo hace uso
de las grama´ticas de Christiansen.
Junto con los me´todos teo´ricos propuestos en esta tesis, se ha desarrollado
una aplicacio´n, GEEMMA , con el objetivo de disponer de un entorno en el
que probar dichos me´todos y as´ı poder validar su funcionamiento y evaluar
su rendimiento.
Una de las posibles aplicaciones de las te´cnicas que se proponen en esta
tesis es la programacio´n automa´tica de sistemas complejos, como por ejem-
plo los sistemas de computacio´n con membranas (sistemas P) o los sistemas
de splicing (sistemas H). Entendemos por programacio´n automa´tica de un
sistema complejo la obtencio´n de un disen˜o de dicho sistema de manera que
se comporte de acuerdo a una funcionalidad previamente establecida. La
programacio´n automa´tica de sistemas complejos mediante las te´cnicas pro-
puestas en esta tesis supone, en primer lugar, definir el lenguaje con el que
se van a expresar los sistemas. Esa definicio´n en algunos casos se hara´ con
grama´ticas de atributos, y en otros con grama´ticas de Christiansen. En se-
gundo lugar, es necesario programar un simulador capaz de ejecutar los sis-
temas programados y as´ı poder evaluar el comportamiento del sistema. Una
vez que se dispone del lenguaje generador de los sistemas y de un evaluador
de los mismos, es ya posible ejecutar el algoritmo evolutivo para encontrar
el sistema que mejor se adapte a la funcionalidad previamente establecida.
Si los sistemas so´lo se definen sinta´cticamente, como lo hace la te´cnica de
Evolucio´n Gramatical, el espacio de bu´squeda es mucho mayor que cuando
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se incorporan aspectos sema´nticos como lo hacen las te´cnicas propuestas en
esta tesis.
1.2. Estructura de la tesis
La estructura de este documento es la siguiente. En el cap´ıtulo 2 se contex-
tualiza el trabajo desarrollado en esta tesis. El estudio se centra en dos l´ıneas
principales: por una parte, se describe el a´rea de la programacio´n gene´tica
ya que en ella se ubica la Evolucio´n Gramatical, punto de partida de las
contribuciones de esta tesis; por otra, la representacio´n de la sintaxis y la
sema´ntica de los lenguajes de programacio´n.
En el cap´ıtulo 3 se describe detalladamente la Evolucio´n Gramatical en
su forma original, y en el cap´ıtulo 4 se propone una serie de ajustes y modi-
ficaciones que ha sido necesario aplicar a dicha te´cnica antes de extenderla
con la incorporacio´n de aspectos sema´nticos.
Los cap´ıtulos 5 y 6 describen con detalle las contribuciones de la tesis.
En el cap´ıtulo 5 se describe la primera extensio´n a Evolucio´n Gramatical
que consiste en la incorporacio´n de sema´ntica haciendo uso de grama´ticas de
atributos. En el cap´ıtulo 6, se describe la segunda extensio´n que hace uso de
grama´ticas de Christiansen para la incorporacio´n de aspectos sema´nticos.
El cap´ıtulo 7 esta´ dedicado a la aplicacio´n GEEMMA , desarrollada para
probar las te´cnicas propuestas en esta tesis.
Por u´ltimo, en el cap´ıtulo 8 se muestran las conclusiones del trabajo, algu-
nas aplicaciones del mismo, y propuestas para l´ıneas futuras de investigacio´n.
1.3. Publicaciones y referencias
Las publicaciones que se han realizado a partir del trabajo desarrollado
en esta tesis son las siguientes.
Por una parte, la primera propuesta de esta tesis, extender con sema´ntica
la Evolucio´n Gramatical con grama´ticas de atributos esta´ publicado en la
siguiente referencia:
M. de la Cruz, A. Ortega, y M. Alfonseca
Attribute grammar evolution
J. Mira and J.R. Alvarez, editors, Artificial Intelligence and Knowledge
Engineering Applications:A Bioinspired Approach
LNCS, volumen 3562, pa´ginas 182-191. 2005. Springer
La segunda propuesta, extender con sema´ntica la Evolucio´n Grama-
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tical con grama´ticas de Christiansen esta´ publicado en la siguiente referencia:
A. Ortega, M. de la Cruz y M. Alfonseca
Christiansen grammar evolution: Grammatical evolution with semantics
IEEE Transactions on Evolutionary Computation, 11(1), pa´ginas 77-90. 2007.
Con el objetivo final de construir un sistema de programacio´n automa´tica
de sistemas H, se ha publicado, en primer lugar, una grama´tica de Chris-
tiansen para definir dichos sistemas, y en segundo lugar, esta´ admitida una
comunicacio´n en la que se describe un simulador para dichos sistemas. Las
referencias de ambas publicaciones son las siguientes:
M. de la Cruz, A. Ortega
A Christiansen Grammar for Universal Splicing Systems
Third International Work-Conference on the Interplay Between
Natural and Artificial Computation. IWINAC 2009
LNCS, volumen 5601, pa´ginas 336-345. 2009. Springer
J. M. Rojas Siles, M. de la Cruz y A. Ortega
Towards the automatic programming of H systems:
jHsys, a Java H system simulator
Admitido en PAAMS 2010
Una grama´tica de Christiansen para sistemas P, como primer paso para
la programacio´n automa´tica de sistemas P se puede encontrar en la siguiente
referencia:
A. Ortega, R. Nu´n˜ez, M. de la Cruz y M. Alfonseca
Christiansen grammar for some P systems
Third Brainstorming Week on Membrane Computing
RGNC Report 01/2005 Research Group on Natural Computing
Universidad de Sevilla. Pa´ginas 229-248. 2005. Fe´nix Editora
Se ha disen˜ado una grama´tica de Christiansen y se ha utilizado
para el disen˜o automa´tico de modelos matema´ticos para el proceso de ha-
bituacio´n en aprendizaje. Los resultados preliminares pueden encontrarse en:
1.3. Publicaciones y referencias 5
del Rosal, E., Ortega, A., Alfonseca, M. y de la Cruz, M.
Christiansen Grammar Evolution for
the Modelling of Psychological Processes
Proccedings of the 5th International Industrial Simulation Conference
Pa´ginas 99-104. 2007





El objetivo de este cap´ıtulo es contextualizar el trabajo desarrollado en
esta tesis. El nu´cleo fundamental de la tesis consiste en la extensio´n de una
te´cnica de programacio´n gene´tica lineal denominada Evolucio´n Gramatical.
Esta te´cnica permite evolucionar programas en cualquier lenguaje de progra-
macio´n, y hace uso de grama´ticas independientes del contexto para garantizar
la clausura sinta´ctica. Las extensiones propuestas en esta tesis incorporan
aspectos sema´nticos a dichas grama´ticas para que los programas, adema´s
de ser correctos sinta´cticamente, lo sean tambie´n sema´nticamente. Es decir,
podr´ıamos decir que el objetivo es garantizar la clausura sema´ntica. Por lo
tanto, parece claro que la contextualizacio´n del trabajo se debe centrar en
dos a´reas diferentes: por una parte, en la descripcio´n formal completa de
los lenguajes de programacio´n de alto nivel, y por otra, en la programacio´n
gene´tica lineal. En cuanto a la descripcio´n de los lenguajes de programacio´n,
se introduce la discusio´n tradicional relativa a la distincio´n entre sintaxis y
sema´ntica, y se presenta un conjunto de me´todos para la expresio´n completa
de los lenguajes de programacio´n de alto nivel, es decir, de su sintaxis y su
sema´ntica. En concreto, se profundiza en los dos modelos elegidos en esta
tesis para expresar la sema´ntica: las grama´ticas de atributos y las grama´ticas
de Christiansen. En lo referente a la programacio´n gene´tica lineal, se presen-
ta una visio´n general del a´rea donde se enmarca: la programacio´n gene´tica.
Partimos de la propuesta original realizada por Koza, y presentamos una
clasificacio´n de los distintos sistemas de programacio´n gene´tica que se han
propuesto en los u´ltimos an˜os. Dentro de dicha clasificacio´n se presta especial
atencio´n a la categor´ıa en la que se ubica la Evolucio´n Gramatical. Por u´lti-
mo, se describen algunos trabajos relacionados con la gestio´n de informacio´n
sema´ntica en el a´rea de la programacio´n gene´tica.
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2.1. Descripcio´n formal de los lenguajes de
programacio´n de alto nivel
La descripcio´n formal de los lenguajes de programacio´n comparte aspectos
comunes con la descripcio´n del lenguaje natural, como por ejemplo los tres
componentes que forman la definicio´n de un lenguaje [Slonneger y Kurtz
(1995)]:
• La sintaxis es la componente que define la manera en la que se com-
binan los s´ımbolos del lenguaje para generar frases o programas bien
formados. La sintaxis so´lo esta´ relacionada con la estructura de los
s´ımbolos del lenguaje, y no contempla de ninguna manera los aspectos
relacionados con el significado.
• La sema´ntica hace referencia al significado de las cadenas sinta´ctica-
mente correctas.
• La pragma´tica contempla aspectos del lenguaje relacionados con el
usuario del mismo, como por ejemplo, utilidad o a´mbito de aplicacio´n.
En concreto, en los lenguajes de programacio´n, la pragma´tica incluir´ıa
aspectos como la facilidad de implementacio´n o la metodolog´ıa de pro-
gramacio´n.
Dado que el objetivo de este trabajo es extender con sema´ntica una te´cni-
ca de programacio´n gene´tica que genera y evoluciona programas sinta´ctica-
mente correctos, la pragma´tica queda fuera del alcance de este trabajo. En
los siguientes apartados se presenta, en primer lugar, una discusio´n acerca de
la distincio´n entre sintaxis y sema´ntica de los lenguajes de programacio´n. En
segundo lugar se mencionan algunos de los me´todos formales ma´s extendidos
para definir la sintaxis y la sema´ntica de los lenguajes de programacio´n.
2.1.1. Sintaxis y sema´ntica de los lenguajes de progra-
macio´n
Desde que comenzo´ el estudio formal de los lenguajes de programacio´n,
existe la discusio´n acerca de lo que se denomina sintaxis y lo que es la
sema´ntica. Probablemente el origen de esta discusio´n es la bu´squeda de
me´todos formales para definir los lenguajes de programacio´n. Es evidente
que si se quiere disen˜ar un me´todo para definir formalmente la sinta-
xis de los lenguajes de programacio´n, lo primero que hay que establecer
es que´ se entiende por sintaxis, y de la misma manera ocurre con la sema´ntica.
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Por una parte, parece que existe consenso en cuanto a la definicio´n de
la sintaxis de los lenguajes de programacio´n de manera similar a la del
lenguaje natural. De hecho, las grama´ticas formales que propuso Chomsky
para el lenguaje natural se aplican tambie´n a los lenguajes de programacio´n
[Chomsky (1956) y Chomsky (1959)]. Junto con la definicio´n del concepto
de grama´tica, Chomsky propuso tambie´n una clasificacio´n de las mismas.
Dentro de esta clasificacio´n, las grama´ticas independientes del contexto (o
grama´ticas de tipo 2) son las que se utilizan habitualmente para describir la
sintaxis de los lenguajes de programacio´n. La notacio´n ma´s extendida para
la representacio´n de dichas grama´ticas es la notacio´n BNF propuesta por
John Backus y Peter Naur.
El siguiente ejemplo relativo a la dificultad de definir la linea que separa
sintaxis de sema´ntica se ha tomado prestado de [Slonneger y Kurtz (1995)].






La variable “a” ha sido declarada de tipo “boolean”, y posteriormente
aparece la asignacio´n de un valor entero a la variable. El colectivo de desa-
rrolladores de compiladores tiende a calificar este error como perteneciente
a la sema´ntica esta´tica del lenguaje ya que se puede detectar a partir del
texto del programa, es decir, es detectable en tiempo de compilacio´n.
Los autores de [Slonneger y Kurtz (1995)] defienden que los errores esta´ti-
cos pertenecen a la sintaxis del lenguaje y no a la sema´ntica. Por ejemplo, si
en un programa se realiza la siguiente declaracio´n de una constante:
const c = 5;
Las siguientes asignaciones son erro´neas esencialmente por el mismo mo-
tivo: no tiene sentido asignar un valor a una constante:
5 := 66;
c := 66;
Sin embargo, desde el punto de vista de un desarrollador de compila-
dores, el error de la primera asignacio´n (5 := 66)se detectar´ıa a partir de
10 Cap´ıtulo 2 – Contexto
la grama´tica independiente del contexto mientras que, el segundo, ser´ıa
considerado como perteneciente a la sema´ntica esta´tica. En [Meek (1990)] se
puede encontrar una discusio´n acerca del concepto de sema´ntica esta´tica.
Los autores de [Slonneger y Kurtz (1995)] proponen que se denomine sin-
taxis a todo aquello relativo al texto esta´tico de los programas, y sema´ntica
a otros aspectos relacionados con el comportamiento del programa durante
su ejecucio´n. Con esta distincio´n entre sintaxis y sema´ntica, se considerar´ıan
errores sema´nticos operaciones del tipo divisio´n por cero, acceso a variables
no inicializadas, lectura de ficheros vac´ıos, bucles infinitos, etc. De esta
manera, la sintaxis tiene dos componentes: la sintaxis independiente del
contexto que se puede describir en BNF, y la sintaxis dependiente del
contexto que hace referencia a las restricciones de contexto que tienen que
cumplir cualquier programa va´lido.
Otros autores, como por ejemplo Marcotty [Marcotty y Bochmann
(1976)], utilizan la misma definicio´n de sintaxis independiente del contexto
y sintaxis dependiente del contexto, reservando el te´rmino sema´ntica para
aspectos relacionados con el comportamiento del programa durante la
ejecucio´n del mismo. Sin embargo, es habitual encontrar en la literatura
el uso indistinto de los te´rminos sema´ntica y sintaxis dependiente del
contexto. En este trabajo tambie´n se hara´ as´ı, denominaremos sema´ntica a
todo lo que no es independiente del contexto. Es decir, agruparemos en el
te´rmino sema´ntica lo que algunos autores denominan sintaxis dependiente
del contexto y sema´ntica. Esta eleccio´n relativa al convenio que se utiliza
en este trabajo para separar sintaxis y sema´ntica esta´ motivada por el
me´todo de partida para las extensiones propuestas en esta tesis (Evolucio´n
Gramatical), ya que, dicho me´todo utiliza una grama´tica independiente del
contexto para describir la sintaxis de los programas, y por lo tanto, no tiene
ningu´n sentido adoptar otra definicio´n de sintaxis.
En los siguientes apartados se presentan algunos de los me´todos ma´s
conocidos para definir de manera completa los lenguajes de programacio´n,
entendiendo por completa aquella definicio´n que cubre tanto los aspectos
sinta´cticos como los sema´nticos. La mayor´ıa de ellos conserva como nu´cleo
una grama´tica independiente del contexto, para no perder sus ventajas, que
se extiende con componentes capaces de expresar la sema´ntica. Precisamente
esta caracter´ıstica es la que se ha buscado en los dos me´todos elegidos en esta
tesis para expresar la sema´ntica, ya que el objetivo es an˜adir sema´ntica a una
te´cnica que utiliza una grama´tica independiente del contexto para asegurar
la correccio´n sinta´ctica de los programas generados.
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Los me´todos se presentan clasificados en funcio´n de su adaptabilidad. Se
entendera´ que un me´todo es adaptable si, como consecuencia de su propio
uso, permite cambios en las estructuras que dan soporte al me´todo. Por
ejemplo, si un me´todo utiliza una grama´tica independiente del contexto, y
como consecuencia de la aplicacio´n del me´todo, dicha grama´tica puede variar,
se considera que es adaptable.
Existen otros me´todos de definicio´n de la sema´ntica que quedan fuera del
alcance de esta tesis, como por ejemplo, la sema´ntica operacional [Nielson
y Nielson (1992)], la sema´ntica denotacional [Gordon (1979)] y la sema´ntica
axioma´tica [Meyer (1990)].
2.1.2. Me´todos esta´ticos o no adaptables
Los me´todos esta´ticos o no adaptables que utilizan grama´ticas se carac-
terizan por distinguir entre el disen˜o de la grama´tica y su uso. No se permite
que la grama´tica se modifique mientras se utiliza en oposicio´n a las especifi-
caciones adaptables que se describen posteriormente. Los siguientes modelos
son algunos de los ma´s referenciados en la literatura:
• Grama´ticas de van Wijngaarden
• Grama´ticas de atributos
• Definite Clause Grammars
Se ha demostrado que las grama´ticas de van Wijngaarden y las grama´ticas de
atributos son equivalentes [Dembinski y Maluszynski (1978)], y que tambie´n
lo son las grama´ticas de atributos y las definite clause grammars [Deransart
y Maluszynski (1985)]. Por ese motivo, realmente las diferencias entre ellas
son ma´s bien de notacio´n y enfoque.
2.1.2.1. Grama´ticas de van Wijngaarden
Las grama´ticas de van Wijngaarden tambie´n son conocidas como grama´ti-
cas W o grama´ticas de dos niveles. Fueron desarrolladas por Adriaan van
Wijngaarden en los an˜os 60 para la descripcio´n formal completa del lenguaje
de programacio´n ALGOL68 [van Wijngaarden (1977)]. El objetivo del autor
era expresar mediante una grama´tica de dos niveles la sintaxis y la sema´ntica
de ALGOL68.
La descripcio´n original del formalismo se puede consular en [van Wijn-
gaarden (1965)], pero, para mayor claridad, se recomienda consultar [Mar-
cotty y Bochmann (1976)], una revisio´n sobre distintas aproximaciones para
la descripcio´n de lenguajes de programacio´n.
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Una grama´tica W consiste en dos conjuntos de reglas, las metaproduccio-
nes y las hiperreglas. La combinacio´n permite la generacio´n de un conjunto de
producciones potencialmente infinito que define la sintaxis y las restricciones
dependientes del contexto.
2.1.2.2. Grama´ticas de atributos
Las grama´ticas de atributos se describen con mayor amplitud en la sec-
cio´n 2.1.4. Es el formalismo elegido en este trabajo para expresar restricciones
sema´nticas en el primero de los dos me´todos propuestos en esta tesis.
2.1.2.3. Definite Clause Grammars
Este modelo constituye una interfaz adecuada para utilizar grama´ticas de
atributos en el lenguaje de programacio´n lo´gica Prolog. La transformacio´n
de una grama´tica expresada con este formalismo a un programa Prolog es un
proceso meca´nico. En la actualidad la mayor´ıa de los inte´rpretes de Prolog
incorporan DCGs y cualquier manual de Prolog o programacio´n lo´gica [Brat-
ko (1990), Nilsson y Maluszynski (1990), Pereira y Warren (1980)] describe
completamente todas sus caracter´ısticas.
2.1.3. Me´todos adaptables
Los intentos de definicio´n de grama´ticas independientes del contexto con
capacidad de modificarse, comienzan a la vez que el disen˜o de lenguajes
de programacio´n y la automatizacio´n de la construccio´n de compiladores e
inte´rpretes. Segu´n la revisio´n que se puede consultar en [Christiansen (1990)]
podemos considerar que Alfonso Caracciolo di Forino, en 1963 [di˜Forino
(1963)], fue el primero en mencionar esta posibilidad.
En la actualidad se pueden clasificar las descripciones adaptables de la
siguiente manera:
• Imperativas: No son el objetivo de este trabajo por lo que so´lo se enu-
merara´ brevemente las caracter´ısticas generales de las propuestas ma´s
referenciadas. Pueden encontrarse ma´s detalles en algunos trabajos que
incluyen revisiones ma´s amplias [Shutt (1993) y Christiansen (1990)].
Sus caracter´ısticas ma´s relevantes son las siguientes:
• Dependen del algoritmo concreto de ana´lisis que se utilice. Todas
suponen que su uso va a ser para ana´lisis sinta´ctico.
• Parece que el objetivo de todos estos modelos es asegurar al ana-
lizador sinta´ctico la pro´xima decisio´n que debe tomar. De esta
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forma, el disen˜ador de la grama´tica esta´ obligado a conocer per-
fectamente el orden en el que el analizador va a actuar.
• Se mencionara´ brevemente las siguientes propuestas:
◦ Las grama´ticas independientes del contexto y extensibles (Ex-
tensible Context Free Grammars) de Wegbreit.
◦ Los “Dynamic Template Translators” de Mason.
◦ Las grama´ticas modificables de Burshteyn.
• Declarativas: Estas propuestas no suponen ningu´n algoritmo de ana´li-
sis concreto. Podemos mencionar las siguientes aproximaciones:
• Grama´ticas de Christiansen.
• Grama´ticas adaptables (o adaptativas) recursivas de Shutt.
Aunque tambie´n describiremos muy brevemente alguna caracter´ısticas de
la propuesta de Shutt, nuestro trabajo so´lo utilizara´, de este grupo, el modelo
de Christiansen.
Se menciono´ anteriormente las demostraciones de equivalencia [Dembins-
ki y Maluszynski (1978) y Deransart y Maluszynski (1985)] de las grama´ticas
de atributos, las de van Wijngaarden y las DCGs. Dadas estas equivalencias,
Christiansen sugiere en [Christiansen (1990)] la posibilidad de extender cual-
quier otro modelo con la misma filosof´ıa que sus grama´ticas. Posteriormente,
en [Christiansen (2009)] e´l mismo extiende de este modo las DCGs en Prolog.
2.1.3.1. Las ECFGs de Wegbreit
Las ECFGs de Wegbreit [Wegbreit (1970)] an˜aden una ma´quina de estado
finito a las grama´ticas independientes del contexto para gobernar el proce-
so de ana´lisis sinta´ctico. Wegbreit estaba interesado en la definicio´n de un
lenguaje de programacio´n extensible (de nombre EL1). Las ECFGs generan
una familia de lenguajes que se situ´a propiamente entre los independientes
del contexto y los recursivamente enumerables. Por lo tanto, no tienen la
potencia expresiva de las grama´ticas de tipo 0 de Chomsky.
2.1.3.2. Los DTTs de Mason
En este modelo [Mason (1984) y Mason (1987)] cada regla tiene indica-
ciones de que´ otras reglas an˜adir o quitar de la grama´tica. Se an˜ade un nivel
intermedio (“templates”) que dificulta el proceso de derivacio´n y oscurece el
disen˜o de las grama´ticas de una forma similar a otras propuestas que an˜aden
niveles intermedios a la derivacio´n, como las grama´ticas de van Wijngaarden.
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2.1.3.3. Las grama´ticas modificables de Burshteyn
Se pueden describir como una modificacio´n de las ECFGs en las que se
utiliza una ma´quina de Turing en lugar de una ma´quina de estado finito. Se
supera as´ı la limitacio´n de la potencia expresiva mencionada anteriormente.
2.1.3.4. Grama´ticas adaptativas recursivas de Shutt
En la revisio´n de las grama´ticas adaptables que Shutt incluye en su tesis
doctoral [Shutt (1993)], e´l mismo considera que las grama´ticas de Christian-
sen son la u´nica propuesta de grama´tica adaptable que puede ser considerada
como tal. Tambie´n escribe literalmente en “Motivation for the thesis”:
“the purpose of this thesis is to develop a Turing-powerfull adap-
table grammar model that preserves, as much as possible, the
elegance and simplicity of CFGs.”
La razo´n por la que Shutt considera que los enfoques basados en grama´ti-
cas de atributos, como el de Christiansen, pierden gran parte de la elegancia
y simplicidad de las grama´ticas independientes del contexto, se debe a que
las acciones sema´nticas que calculan los valores de los atributos permiten la
realizacio´n de cualquier tarea, ya que cualquier funcio´n y lenguaje de progra-
macio´n puede ser utilizado para describirlas. Shutt se plantea como objetivo
reducir todo el proceso (tanto sinta´ctico como sema´ntico) a la operacio´n de
derivacio´n. De esta manera no se pierde la elegancia y simplicidad que men-
ciona.
2.1.4. Grama´ticas de atributos
Las grama´ticas de atributos fueron propuestas por Donald Knuth a
finales de los an˜os 60 [Knuth (1968) y Knuth (1971)] como formalismo
para la representacio´n de restricciones dependientes del contexto de los
lenguajes de programacio´n. En la extensa literatura perteneciente al a´rea de
los lenguajes formales, se pueden encontrar mu´ltiples y distintas definiciones
y notaciones del formalismo. Algunas de ellas mantienen la idea original
mientras que otras incorporan ampliaciones. En el contexto de esta tesis se
utilizara´ la definicio´n y la notacio´n propuesta en [Alfonseca y otros (2007)]
que a continuacio´n se reproduce literalmente.
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Se llama grama´tica de atributos a una extensio´n de las grama´ticas in-
dependientes del contexto a las que se an˜ade un sistema de atributos. Un
sistema de atributos esta´ formado por:
• Un conjunto de atributos sema´nticos que se asocia a cada s´ımbolo de
la grama´tica.
• Los datos globales de la grama´tica, accesibles desde cualquiera de sus
reglas, pero no asociados a ningu´n s´ımbolo concreto.
• Un conjunto de acciones sema´nticas, distribuidas por las reglas de pro-
duccio´n.
De forma semejante a las variables en los lenguajes de programacio´n de
alto nivel, un atributo sema´ntico se define como un par, compuesto por un
tipo de datos (la especificacio´n de un dominio o conjunto) y un nombre o
identificador. En algunos ejemplos de este cap´ıtulo, debido a su simplicidad,
el dominio de los atributos es irrelevante y se omitira´. En cada momento,
cada atributo sema´ntico puede tener un valor u´nico que tiene que pertenecer
a su dominio. Dicho valor puede modificarse en las acciones sema´nticas, sin
ningu´n tipo de restriccio´n.
Una accio´n sema´ntica es un algoritmo asociado a una regla de la grama´ti-
ca de atributos, cuyas instrucciones so´lo pueden referirse a los atributos
sema´nticos de los s´ımbolos de la regla y a la informacio´n global de la grama´ti-
ca de atributos. El objetivo de la accio´n sema´ntica es calcular el valor de
alguno de los atributos de los s´ımbolos de su regla, sin restricciones adicio-
nales.
En este cap´ıtulo se utilizara´ la siguiente notacio´n para las grama´ticas de
atributos:
A = {ΣT ,ΣN , S, P,K}
• Se mantiene la estructura de las grama´ticas independientes del contex-
to.
• A cada s´ımbolo de la grama´tica le acompan˜a la lista de sus atributos
sema´nticos entre pare´ntesis. El nombre de cada atributo sigue al de su
dominio [...] En los s´ımbolos sin atributos sema´nticos se omitira´n los
pare´ntesis.
• Las reglas de produccio´n se modifican para distinguir distintas apari-
ciones del mismo s´ımbolo. A cada regla de produccio´n le acompan˜a su
accio´n sema´ntica [...] Las instrucciones de la accio´n se escriben entre
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llaves. Para referirse a un atributo sema´ntico de un s´ımbolo dentro de
las acciones sema´nticas, se escribira´ el nombre del atributo tras el del
s´ımbolo, separados por un punto. Si alguna regla no necesita realizar
ninguna accio´n sema´ntica, se escribira´ “{}”. La informacio´n global se
an˜ade como nueva componente adicional, al final de la grama´tica de
atributos (K).
Los atributos sema´nticos se pueden clasificar segu´n la posicio´n, en la regla
de produccio´n, de los s´ımbolos cuyos atributos se utilicen en el ca´lculo. Se
distinguen dos grupos:
• Atributos sintetizados: son los atributos asociados a los s´ımbolos
no terminales de la parte izquierda de las reglas de produccio´n cuyo
valor se calcula utilizando los atributos de los s´ımbolos que esta´n en la
parte derecha correspondiente.
• Atributos heredados: El resto de las situaciones origina atributos
heredados, es decir, atributos asociados a s´ımbolos de la parte derecha
de las reglas cuyo valor se calcula utilizando los atributos de la parte
izquierda o los de otros s´ımbolos de la parte derecha. En este grupo es
necesaria la siguiente distincio´n:
• Atributos heredados por la derecha, cuando el ca´lculo del valor de
un atributo utiliza atributos de los s´ımbolos que esta´n situados a
su derecha.
• Atributos heredados por la izquierda, cuando so´lo se utilizan los
que esta´n a su izquierda, ya sea en la parte derecha de la regla o
en la parte izquierda.
Como ilustracio´n del uso de las grama´ticas de atributos para expresar
restricciones dependientes del contexto, utilizaremos un ejemplo que aparece
en [Shutt (1993)]. En dicho ejemplo se describe un lenguaje de programacio´n
cuya sintaxis esta´ definida por la grama´tica independiente del contexto GI =
{ΣT ,ΣN , S, P}, donde el conjunto de s´ımbolos terminales ΣT es:
ΣT = {int, ; ,=, {, }, a, b, .., z}
el conjunto ΣN de no terminales es,
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<letra>→ a | b | · · · | z
La especificacio´n del lenguaje exige que los identificadores so´lo se puedan
declarar una vez en cada programa y que no se puedan utilizar si no han
sido previamente declarados. Estas dos condiciones son dependientes del
contexto. A continuacio´n se muestran unos ejemplos de programas escritos
en el lenguaje ejemplo.
{ int x; int y; x = y; }
{ int x; int x; }
{ int x; int z; x = y; }
Los tres programas son sinta´cticamente correctos, pero dos de ellos no
cumplen las restricciones dependientes del contexto. El segundo no es va´lido
porque el identificador x se declara dos veces. El tercero es incorrecto porque
el identificador y no esta´ declarado y es usado.
A continuacio´n se describe una grama´tica de atributos que permite expre-
sar las restricciones dependientes del contexto del lenguaje. La idea ba´sica es
construir, utilizando el sistema de atributos, una lista de identificadores de-
finidos, y utilizar esta lista para comprobar la unicidad de las declaraciones,
y el uso de identificadores que hayan sido previamente declarados.
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Los atributos asociados a los s´ımbolos son los siguientes:
• El s´ımbolo no terminal <identificador> tiene un atributo sintetizado
llamado cadena para guardar el lexema (o nombre) del identificador.
• El s´ımbolo no terminal <letra> tiene un atributo llamado valor para
guardar su valor (la propia letra).
• Los s´ımbolos <declaracion> y <declaraciones> tienen dos atributos.
El primero, prelista, es heredado y contiene una lista con todos los
indentificadores declarados antes de la derivacio´n del no terminal. El
segundo, postlista, es sintetizado y contiene la lista de los identificadores
declarados antes y despue´s de la derivacio´n del no terminal.
• Los no terminales <sentencia> y <sentencias> tienen un atributo
llamado lista que contiene la lista de todos los identificadores declarados
en la seccio´n declarativa del programa.
Respecto a las acciones sema´nticas para la evaluacio´n de los atributos, en
primer lugar, el s´ımbolo <identificador> sintetiza en su atributo cadena su
lexema. Las acciones relacionadas con dicha s´ıntesis son las siguientes:
<identificador>→ <letra>
{








<letra> .valor = “ a ”
}
· · · · · ·
<letra>→ z
{
<letra> .valor = “ z ”
}
En segundo lugar, las acciones sema´nticas relacionadas con la restriccio´n
de la unicidad de los identificadores implica, por una parte, inicializar a vac´ıo
1El s´ımbolo ‖ representa concatenacio´n de cadenas de caracteres.
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la lista de identificadores declarados en la regla del axioma; por otra parte,
cada vez que se declara un identificador, se an˜ade a la lista siempre que no
haya sido previamente declarado. Las acciones sema´nticas son las siguientes:
<programa>→ {<declaraciones><sentencias>}
{




SI (<identificador> .cadena ∈<declaracion> .prelista)
INCUMPLIMIENTO RESTRICCIO´N UNICIDAD
SI NO




<declaracion> .prelista =<declaraciones>1 .prelista
<declaraciones>2 .prelista =<declaracion> .postlista




<declaraciones> .postlista =<declaraciones> .prelista
}
Por u´ltimo, las acciones sema´nticas relacionadas con la restriccio´n relativa
a la declaracio´n de identificadores antes de su uso son las siguientes. So´lo
se requiere la propagacio´n de la lista de identificadores declarados desde








<sentencia> .lista =<sentencias>1 .lista




SI (<identificador>1 .cadena /∈<sentencia> .lista) OR
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Una vez definidos los atributos y sus funciones de evaluacio´n en las accio-
nes sema´nticas, es necesario establecer el orden de evaluacio´n de los mismos,
ya que, para evaluar correctamente un atributo, resulta imprescindible la
evaluacio´n previa de los atributos de los que depende. Los grafos de depen-
dencias son una herramienta adecuada para determinar el orden de evalua-
cio´n. Se puede consultar el algoritmo de construccio´n en [Aho y otros (2008)
y Grune y otros (2007)]. Otra te´cnica para garantizar el orden de evaluacio´n
adecuado es hacer uso de unos subconjuntos de grama´ticas de atributos que
aseguran o´rdenes de evaluacio´n con resultados correctos, las grama´ticas S-
atribuidas y las grama´ticas L-atribuidas. En [Aho y otros (2008) y Grune y
otros (2007)] se puede consultar la definicio´n de las mismas. Brevemente, las
grama´ticas S-atribuidas son aquellas en las que todos los atributos son sinte-
tizados. La evaluacio´n de una grama´tica S-atribuida se puede hacer con un
recorrido en postorden de los a´rboles sinta´cticos atribuidos. Las grama´ticas
L-atribuidas son aquellas en las que los atributos son sintetizados y hereda-
dos con alguna restriccio´n. En cada produccio´n, los atributos heredados por
un hijo so´lo dependan de los atributos heredados de su padre, y de los here-
dados/sintetizados de los hermanos situados a su izquierda. De esta manera,
se puede evaluar correctamente una grama´tica L-atribuida con un recorrido
en preorden para evaluar los atributos heredados de padres a hijos, y un re-
corrido en postorden para evaluar los atributos sintetizados y los heredados
entre hermanos.
En los dos me´todos propuestos en esta tesis se utiliza la segunda aproxi-
macio´n para asegurar la evaluacio´n correcta de los atributos. En concreto se
propone un recorrido en profundidad por la izquierda con retroseguimiento
que permite evaluar correctamente grama´ticas L-atribuidas. De hecho, nues-
tro algoritmo de recorrido permite evaluar un tipo ma´s general de grama´ticas.
El retroseguimiento permite que un s´ımbolo tambie´n herede informacio´n que
su padre ha sintetizado de sus hermanos izquierdos.
2.1.5. Grama´ticas de Christiansen
Este formalismo fue propuesto por Henning Christiansen a mediados de
los an˜os 80 como parte de su tesis doctoral [Christiansen (1985), Christian-
sen (1986), Christiansen (1988b) y Christiansen (1988a)]. Inicialmente las
llamo´ “grama´ticas generativas”, pero otros autores las referenciaron como
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“grama´ticas adaptativas” y “grama´ticas de Christiansen”, siendo la u´ltima
denominacio´n la que se ha consolidado como definitiva.
El autor define el formalismo en [Christiansen (1988b)] como una exten-
sio´n de las grama´ticas de atributos en la que el sistema de atributos es res-
ponsable de la generacio´n y gestio´n de nuevas reglas sinta´cticas y la relacio´n
de derivacio´n se sustituye por otra ma´s potente y sensible al contexto.
La diferencia entre las grama´ticas de atributos y las grama´ticas de
Christiansen, segu´n se describe en [Christiansen (1988b)] es la siguiente.
En una grama´tica de atributos, la derivacio´n, es decir, la sustitucio´n de
un no terminal por una cadena de s´ımbolos terminales y no terminales, se
realiza de acuerdo al conjunto fijo de reglas de la grama´tica. El proceso
de derivacio´n consiste en buscar en ese conjunto fijo una regla para el no
terminal, y sustituirlo por la parte derecha de dicha regla. En una grama´tica
de Christiansen, por convenio, el primer atributo de todos los s´ımbolos no
terminales es heredado y contiene una grama´tica completa. Dicha grama´tica
es la que se utiliza en la derivacio´n. La derivacio´n de una cadena completa
comienza con la asignacio´n de la grama´tica inicial al primer atributo del
axioma.
La definicio´n formal de las grama´ticas de Christiansen se pueden
consultar en las referencias previamente citadas. En cuanto a la notacio´n
del formalismo, en este trabajo se ha optado por mantener la notacio´n de
grama´ticas de atributos descrita en la seccio´n 2.1.4 en lugar de utilizar
la propuesta original. En dicha propuesta, en las reglas, los s´ımbolos no
terminales van acompan˜ados de sus correspondientes atributos encerrados
entre pare´ntesis. Adema´s, los atributos sintetizados van precedidos del
s´ımbolo ↑, y los heredados del s´ımbolo ↓. Por u´ltimo, los nombres de los
atributos se utilizan de manera similar a las variables en programacio´n
lo´gica (por ejemplo Prolog). En efecto, la coincidencia de los nombres de las
variables que ocupan la posicio´n de los atributos en diferentes lugares de las
acciones sema´nticas expresan asignaciones entre ellos.
El ejemplo que se presento´ como ilustracio´n del uso de grama´ticas de atri-
butos para la expresio´n de restricciones dependientes del contexto, se describe
a continuacio´n utilizando el formalismo de Christiansen. La restriccio´n relati-
va a la definicio´n previa de un identificador antes de su uso se puede expresar
fa´cilmente con este formalismo. Sin embargo, la restriccio´n de la unicidad de
los identificadores es ma´s complicada de formalizar. Aunque ma´s adelante se
esboza una alternativa que permite expresar la segunda restriccio´n, por razo-
nes de simplicidad, se modifica el lenguaje limitando a uno la longitud de los
identificadores. Atendiendo a esta simplificacio´n, las reglas de la grama´tica
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<letra>→ a | b | · · · | z
A continuacio´n se describe co´mo expresar con grama´ticas de Christiansen
las restricciones dependientes del contexto del ejemplo que nos ocupa. Es
importante recordar que en este formalismo la grama´tica se adapta para
generar cadenas que cumplan las restricciones establecidas. La adaptacio´n se
produce como consecuencia del uso de la propia grama´tica en el proceso de
derivacio´n de una cadena del lenguaje.
En primer lugar, para asegurar que los identificadores se declaran antes
de su uso, se modificara´ la grama´tica para que durante todo el proceso de de-
rivacio´n de una cadena, so´lo este´n disponibles los identificadores declarados.
Obse´rvese que la regla de <declaracion> es la que introduce el no terminal
<identificador>. Como es necesario poder declarar cualquier letra como
identificador, se sustituira´ el no terminal <identificador> por <letra> y
se an˜adira´n las reglas para <identificador> en el momento en el que se
sepa el identificador concreto que se ha declarado, es decir, como una accio´n
sema´ntica asociada a la regla de <declaracion>. Por lo tanto es necesario
eliminar en la grama´tica inicial la regla que define un identificador como una








<letra>→ a | b | · · · | z
Obse´rvese que la grama´tica “queda incompleta” en cuanto que inicial-
mente no dispone de producciones para el no terminal <identificador>. Se
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completara´ como consecuencia del proceso de adaptacio´n. La correccio´n del
conjunto se asegura de la siguiente manera: como cada no terminal tendra´ las
reglas que puede aplicar, sera´ suficiente con la grama´tica anterior durante
la primera mitad del programa (la mitad derivada de <declaraciones>).
Tras terminar esta parte, se habra´n an˜adido las reglas necesarias para
<identificador> por lo que se tendra´n disponibles cuando se llegue a la
primera aparicio´n de < identificador > en una sentencia de asignacio´n.
Todo este proceso se realiza de manera ana´loga al tratamiento de cualquier
atributo sema´ntico en una grama´tica de atributos. So´lo es necesario an˜adir
las operaciones de manipulacio´n de la grama´tica. Supondremos las siguientes
funciones que realizan la operacio´n que sugiere su nombre:
GC an˜adirRegla(GC g, REGLA r)
GC eliminarRegla(GC g, REGLA r)
Ambas funciones tiene como para´metros de entrada una grama´tica de
Christiansen, g, y una regla, r. La salida de las funciones es tambie´n una
grama´tica de Christiansen que se obtiene ejecutando la accio´n correspon-
diente (an˜adir o eliminar).
A continuacio´n se describe, informalmente, la grama´tica de Christiansen.
En primer lugar, llamaremos gh al primer atributo de todos los no termi-
nales cuyo valor es la grama´tica heredada que contiene las reglas para derivar
el no terminal. En la notacio´n original este atributo se llamar´ıa ↓ gh.
El axioma de la grama´tica, <programa> so´lo tiene un atributo, gh, que es
precisamente la grama´tica de Christiansen inicial. En esta grama´tica inicial
no existe ninguna regla para el no terminal <identificador>.
Los identificadores declarados en la primera parte de un programa, es de-
cir, en el bloque correspondiente al no terminal <declaraciones> deben estar
disponibles para su uso en la segunda, es decir, en el bloque correspondiente
al no terminal <sentencias>. Por lo tanto, el no terminal <declaraciones>
adema´s de la grama´tica heredada de su primer atributo, gh, tiene asociado
un segundo atributo sintetizado, gs, que tambie´n es una grama´tica de Ch-
ristiansen. Esta segunda grama´tica sintetizada se construye an˜adiendo a la
heredada, gh, las reglas asociadas a <identificador>. Por su parte, el no
terminal <sentencias> recibe en su primer atributo la grama´tica sintetizada
por <declaraciones>. Expresado en te´rminos de acciones sema´nticas ser´ıa:
<programa>→ {<declaraciones><sentencias>}
{
<declaraciones> .gh =<programa> .gh
<sentencias> .gh =<declaraciones> .gs
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}
La regla anterior expresada con la notacio´n original ser´ıa:
<programa(↓ gh)>→ {<declaraciones(↓ gh, ↑ gs)><sentencias(↓ gs)>}
Puede observarse que el uso de gs en sentencias en la posicio´n de su
atributo gh indica la asignacio´n sentencias.gh = declaraciones.gs. Este es
el estilo declarativo que las unificaciones lo´gicas an˜aden a la notacio´n original
de las grama´ticas de Christiansen. La propagacio´n a todas las sentencias de
los identificadores disponibles se hace fa´cilmente mediante herencia segu´n se




<sentencia> .gh =<sentencias>1 .gh




<identificador>1 .gh =<sentencia>1 .gh
<identificador>2 .gh =<sentencia>1 .gh
}
Por u´ltimo, so´lo falta describir la gestio´n de la declaracio´n de los iden-
tificadores. El objetivo es que queden expresadas las dos restricciones de-
pendientes del contexto. Por una parte, para asegurar que so´lo se usan los
identificadores declarados, basta con an˜adir a la grama´tica la regla corres-
pondiente del no terminal <identificador> cada vez que un identificador sea
declarado. Por otra parte, para preservar la unicidad de los identificadores,
cada vez que se declara uno de ellos, se elimina la correspondiente regla del
no terminal <letra>. La declaracio´n de un identificador queda reflejada en
la regla del no terminal <declaracion>, por lo tanto, la accio´n sema´ntica de
dicha regla es el punto adecuado para an˜adir y eliminar las reglas que se han
descrito. Adema´s, es necesario propagar las modificaciones generadas en cada
declaracio´n para que sea correcta la informacio´n que recibe el no terminal
<sentencias> acerca de los identificadores declarados. Todas estas ideas se
expresan en las acciones sema´nticas de la siguiente manera:
<declaraciones>1 → <declaracion><declaraciones>2
{
<declaracion> .gh =<declaraciones>1 .gh
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<declaraciones>2 .gh =<declaracion> .gs








<letra> .gh =<declaracion> .gh
<declaracion> .gs = an˜adirRegla(<declaracion> .gh,
<identificador>→ <letra> .valor)





<letra> .valor = “ a ”
}
· · · · · ·
<letra>→ z
{
<letra> .valor = “ z ”
}
En la figura 2.1 se muestra el a´rbol de derivacio´n del siguiente programa:
{ int a; int b; a = b; }
En color azul se han representado las dependencias entre atributos
heredados, y en rojo las correspondientes a los sintetizados.
Dado que en las grama´ticas de Christiansen cada no terminal tiene un
primer atributo que contiene las reglas disponibles para su derivacio´n, y es-
te aspecto es fundamental ya que es la expresio´n de la adaptacio´n de la
grama´tica, a continuacio´n se describen los cambios en la grama´tica produ-
ciodos a lo largo del a´rbol de la figura 2.1. Para simplificar la exposicio´n, no
se describira´ la grama´tica completa de cada no terminal. En su lugar, so´lo se
resaltara´n los aspectos relacionados con las reglas que pueden variar, que son
las reglas del no terminal <letra> y las del no terminal <identificador>.
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programa
{ declaraciones sentencias }



















Figura 2.1: A´rbol de derivacio´n de la cadena { int a; int b; a = b; }.
En el punto 0, la grama´tica almacenada en el primer atributo del axioma,
<programa>, no contiene ninguna regla para el s´ımbolo <identificador>.
Sin embargo, contiene todas las reglas para el no terminal <letra>, es decir,
las reglas <letra>→ a | .. | z.
En los puntos 1, 2 y 3 los no terminales <declaraciones>, <declaracion>
y <letra> respectivamente, contiene en su primer atributo la misma grama´ti-
ca que el axioma ya que la han heredado de e´l, a trave´s de una cadena de
herencia.
En el punto 4, la grama´tica almacenada en el primer atributo es ya una
versio´n adaptada de la grama´tica original del axioma. Efectivamente, en es-
te punto, esta´ disponible el identificador “a” y ya no es posible definirlo de
nuevo. La adaptacio´n se ha producido como consecuencia del uso de la regla
<letra>→ a y de la regla de <declaracion>. Dicho uso ha desencadenado
la incorporacio´n de la regla <identificador> → a lo que implica la dispo-
nibilidad del identificador “a”, y la eliminacio´n de la regla <letra>→ a, lo
imposibilita la redefinicio´n del identificador “a”.
En los puntos 5 y 6 los no terminales <declaracion> y <letra> contienen
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en su primer atributo la misma grama´tica descrita en el punto 4 ya que la han
heredado. En el punto 6, es imposible que se derive la letra “a” y por lo tanto
tambie´n es imposible que se derive un identificador con ese lexema. As´ı se
consigue satisfacer la restriccio´n relativa a la unicidad de los identificadores.
En el punto 7, la grama´tica almacenada en el primer atributo del no
terminal <declaraciones> es una nueva versio´n adaptada. Contiene las reglas
<identificador> → a | b y las reglas <letra> → c | .. | z. Es decir,
esta´n disponibles los identificadores “a” y “b”, y adema´s, no puede redefinirse
ninguno de ellos.
En los puntos 8, 9, 10 y 11, la grama´tica almacenada en el primer atributo
del no terminal correspondiente contiene las reglas <identificador>→ a | b
y las reglas <letra>→ c | .. | z. Por lo tanto, en los puntos 10 y 11 so´lo se
pueden derivar los identificadores “a” y “b”, lo que hace imposible violar la
restriccio´n relativa a la declaracio´n de los identificadores antes de su uso.
Para terminar la exposicio´n del ejemplo hay que mencionar la posible
solucio´n al caso en el que los identificadores no tengan limitada su longitud
a una letra. En el caso general, en un instante determinado, se dispondra´ de
una grama´tica independiente del contexto para los identificadores disponi-
bles. Tras declarar correctamente un nuevo identificador, bastara´ con obte-
ner la grama´tica que genera el mismo conjunto de identificadores excepto el
recie´n declarado. En general, se usan patrones regulares para definir los iden-
tificadores. Las propiedades de cierre de los lenguajes regulares aseguran que
todos los conjuntos de identificadores va´lidos durante el proceso son regula-
res, por lo que siempre sera´ posible especificar la grama´tica independiente
del contexto que genera el conjunto de identificadores disponibles en cada
momento.
2.2. Programacio´n gene´tica
La programacio´n gene´tica propuesta por Koza en la de´cada de los 90 per-
tenece a la familia de los algoritmos evolutivos. Es un algoritmo orientado
a la programacio´n automa´tica en el lenguaje de programacio´n LISP. En los
siguientes apartados se describe brevemente la propuesta de Koza y se pre-
senta una clasificacio´n de las mu´ltiples variantes de dicha propuesta que han
aparecido en los u´ltimos an˜os.
2.2.1. La programacio´n gene´tica propuesta por Koza
En esta seccio´n se describe la propuesta de Koza de manera breve, ya
que queda fuera del alcance de esta tesis profundizar en la exposicio´n de esta
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importante propuesta, que por otra parte, esta´ extensamente documentada.
La programacio´n gene´tica de Koza [Koza (1992), Koza (1994), Koza (1999) y
Koza (2005)] es un algoritmo evolutivo que permite generar automa´ticamente
programas escritos en LISP.
Segu´n se describe en [Eiben y Smith (2003)], un algoritmo evolutivo se
basa en la siguiente idea: dada una poblacio´n de individuos, la presio´n del
entorno origina el proceso de seleccio´n natural (supervivencia del mejor adap-
tado) lo que provoca un incremento en la aptitud/adaptacio´n de la poblacio´n.
Inicialmente se crea de manera aleatoria una poblacio´n de soluciones candida-
tas al problema que se quiere resolver. Se asigna a cada una de ellas un valor
que representa su aptitud como solucio´n del problema, se puede considerar
que cuanto ma´s alto es ese valor, mejor es la solucio´n. Al valor de aptitud se
le denominara´ fitness. Se seleccionan los mejores candidatos, es decir, los que
tengan mejor fitness para crear la siguiente generacio´n aplica´ndoles opera-
dores gene´ticos, como la recombinacio´n y/o la mutacio´n. La recombinacio´n
es un operador que se aplica a dos o ma´s candidatos (llamados padres) para
generar uno o ma´s candidatos (los hijos). La mutacio´n se aplica a un can-
didato para obtener otro. La aplicacio´n de la recombinacio´n y la mutacio´n,
da lugar a un conjunto de nuevos candidatos (la progenie) que compite con
los antiguos para formar parte de la nueva generacio´n. Este proceso se itera
hasta que se encuentra un candidato que tenga la suficiente calidad, o hasta
que se alcance algu´n l´ımite computacional previamente establecido.
El primer paso en el disen˜o de un algoritmo evolutivo es ligar el contexto
del problema original con el espacio donde verdaderamente se desarrolla el
proceso evolutivo. Los objetos que pertenecen al conjunto de posibles solucio-
nes en el contexto del problema se denominan fenotipos, y su codificacio´n co-
rrespondiente en el espacio evolutivo, es decir, los individuos de la poblacio´n,
se denominan genotipos. El espacio de fenotipos puede ser muy diferente del
espacio de genotipos, pero es en e´ste u´ltimo es donde se realiza la bu´squeda
evolutiva. Existen muchos sino´nimos para nombrar a los elementos de am-
bos espacios. Cada elemento del espacio de fenotipos se puede denominar
“solucio´n candidata”, “fenotipo” o “individuo”. Los elementos del espacio de
genotipos, se pueden referir como “genotipo”, “cromosoma” o tambie´n “indi-
viduo”. Por otra parte, es habitual denominar “representacio´n” al enlace que
se establece entre los dos espacios, de manera que un genotipo representa a
un fenotipo, es decir, la palabra “representacio´n” ser´ıa sino´nimo de “codifica-
cio´n”. Sin embargo, tambie´n se utiliza el te´rmino representacio´n para hacer
referencia a la estructura de datos del genotipo. Atendiendo a esta u´ltima
acepcio´n, los algoritmos evolutivos se pueden clasificar de la siguiente mane-
ra. En los algoritmos gene´ticos, la representacio´n consiste en una cadena de
s´ımbolos de un alfabeto finito. En las estrategias evolutivas, los individuos se
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representan con vectores de nu´meros reales. La programacio´n evolutiva utili-
za como representacio´n los auto´matas finitos. Y por u´ltimo, la programacio´n
gene´tica hace uso de a´rboles para representar la estructura de los programas
que forman la poblacio´n.
Obviamente los operadores de recombinacio´n y mutacio´n deben adaptarse
a la representacio´n de los individuos.
La propuesta concreta de Koza en cuanto a la representacio´n de los indivi-
duos y los operadores de recombinacio´n y mutacio´n se resume a continuacio´n.
Los individuos son expresiones simbo´licas (s-expressions) representadas
en forma de a´rbol. Cada nodo del a´rbol es una funcio´n o un terminal. Las
funciones realizan operaciones sobre terminales o sobre el resultado de otras
funciones. De esta manera, en un sistema de programacio´n gene´tica se definen
dos conjuntos: el conjunto de las funciones y el conjunto de los terminales. En
el a´rbol de la expresio´n, los terminales son las hojas mientras que las funciones
son los nodos internos. Se puede consultar una definicio´n ma´s completa y
formal de los conjuntos de funciones y terminales en [Koza (1992)].
El funcionamiento del operador de recombinacio´n selecciona aleatoria-
mente un suba´rbol de cada padre, y posteriormente intercambia dichos
suba´rboles dando lugar a dos nuevos individuos (los hijos). Hay definidas
distintas variantes del operador de recombinacio´n en programacio´n gene´tica
[Banzhaf y otros (1998)].
Tambie´n se han propuesto distintas variantes del operador de mutacio´n
[Banzhaf y otros (1998)], pero la definicio´n ma´s utilizada reemplaza un
suba´rbol seleccionado aleatoriamente por otro generado de manera aleato-
ria. No obstante, Koza sugiere en [Koza (1992)] que no se utilice el operador
de mutacio´n.
2.2.2. Variantes de la programacio´n gene´tica
La programacio´n gene´tica propuesta por Koza ha dado lugar a mu´ltiples
variantes en los u´ltimos an˜os, como por ejemplo, la Evolucio´n Gramatical,
punto de partida de las extensiones desarrolladas en esta tesis. En la pro-
puesta original de Koza, los programas se representan en forma de a´rbol,
sin embargo, en los distintos sistemas aparecidos posteriormente, se plantean
alternativas para la representacio´n de los programas. En la actualidad, las
distintas te´cnicas de programacio´n gene´tica se clasifican atendiendo a la re-
presentacio´n que cada te´cnica utiliza pata los programas [Banzhaf y otros
(1998)]. Se distinguen tres tipos:
• Programacio´n gene´tica basada en a´rboles : los programas se representan
en forma de a´rboles.
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• Programacio´n gene´tica lineal : los programas se representan linealmente
como cadenas de bits/enteros o como sentencias de co´digo.
• Programacio´n gene´tica basada en grafos : los programas se representan
como grafos.
Aunque la clasificacio´n anterior parece estar ampliamente extendida, en
la bibliograf´ıa del a´rea se pueden encontrar otras agrupaciones que atienden
a criterios distintos de la representacio´n de los programas. Por ejemplo,
habitualmente se agrupan las te´cnicas de programacio´n gene´tica que utilizan
grama´ticas para garantizar la clausura sinta´ctica, en un grupo que se
denomina “Programacio´n gene´tica basada en grama´ticas” o “Programacio´n
gene´tica gramatical”. Obviamente, a este grupo pueden pertenecer sistemas
que representan los programas en forma de a´rbol, as´ı como sistemas que
utilizan una representacio´n lineal. Precisamente la Evolucio´n Gramatical
es una de las te´cnicas que pertenece, por una parte, a la categor´ıa de
“Programacio´n gene´tica lineal”, y por otra al grupo de “Programacio´n
gene´tica basada en grama´ticas”. Otro grupo de sistemas de programacio´n
gene´tica que se puede encontrar en la literatura, es el formado por los
sistemas que utilizan co´digo ma´quina para representar los programas. A este
grupo se le denomina “Programacio´n gene´tica en co´digo ma´quina”.
En los siguientes apartados se presenta una coleccio´n de distintas te´cnicas
de programacio´n gene´tica encontradas en la revisio´n bibliogra´fica realizada en
el contexto de esta tesis. El objetivo no es mostrar una lista completa de todas
las propuestas encontradas en la literatura sino, dibujar el entorno en el que
se ubica la Evolucio´n Gramatical, punto de partida de esta tesis. La serie de
te´cnicas que se describen, se agrupan atendiendo a la primera clasificacio´n
mostrada en este apartado, prestando especial atencio´n a la programacio´n
gene´tica lineal.
2.2.3. Programacio´n gene´tica basada en a´rboles
Adema´s de la propuesta original de Koza, se puede encontrar en la
literatura otros autores que tambie´n utilizan la representacio´n de los
individuos de la poblacio´n en forma de a´rbol.
Whigham propone en su tesis doctoral [Whigham (1996)] incorporar
a la programacio´n gene´tica de Koza el uso de grama´ticas independientes
del contexto para especificar el lenguaje de los programas (individuos de
la poblacio´n). Los programas se siguen representado en forma de a´rbol.
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El sistema propuesto por Whigham tambie´n se puede clasificar dentro del
grupo “Programacio´n gene´tica gramatical”. El uso de la grama´tica junto
con unos operadores gene´ticos basados en la misma, garantiza la correccio´n
sinta´ctica de todos los individuos de la poblacio´n, tanto en la poblacio´n
inicial como a lo largo del proceso evolutivo. El operador de recombinacio´n
intercambia suba´rboles que tengan como ra´ız el mismo no terminal de la
grama´tica, asegurando la correccio´n sinta´ctica del nuevo a´rbol. El operador
de mutacio´n selecciona un no terminal del a´rbol y sustituye su suba´rbol por
un nuevo suba´rbol que se genera utilizando la grama´tica.
Ho¨rner [Ho¨rner (1996)] realiza una propuesta similar a la de Whigham
utilizando grama´ticas independientes del contexto para la generacio´n de los
programas, y redefine de manera similar los operadores de recombinacio´n
y mutacio´n. Junto con la propuesta teo´rica, Ho¨rner presenta una librer´ıa
de clases en C++ que denomina “Genetic Programming Kernel”, que
implementan el modelo.
2.2.4. Programacio´n gene´tica lineal
Dentro de esta categor´ıa de programacio´n gene´tica se pueden distin-
guir dos enfoques diferentes. Por una parte, los sistemas en los que los
programas se representan como secuencias de instrucciones de un lenguaje
de programacio´n imperativo o lenguaje ma´quina. Y por otra, los sistemas
en los que los programas se representan como una cadena de bits, o de
nu´meros enteros, junto con un mecanismo de transformacio´n/traduccio´n
de dicha cadena en programas pertenecientes a un determinado lenguaje
de programacio´n. En este u´ltimo enfoque, el espacio de genotipos no es el
mismo que el de fenotipos, en oposicio´n a los sistemas convencionales de
programacio´n gene´tica basados en a´rboles en los que no se distingue entre
estos dos espacios de forma expl´ıcita.
En la seleccio´n de sistemas de programacio´n gene´tica lineal que se
describe a continuacio´n, se dedicara´ especial atencio´n a aquellos sistemas en
los que existe una separacio´n entre el espacio de genotipos y el de fenotipos
ya que la Evolucio´n Gramatical es uno de ellos.
Una de las primeras propuestas para evolucionar programas represen-
tados linealmente se debe a Cramer [Cramer (1985)]. Su principal objetivo
era disen˜ar un lenguaje que fuera fa´cilmente manipulable por un algoritmo
gene´tico. Inspirado en el lenguaje de programacio´n PL, Cramer propuso el
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lenguaje JB que consta de cinco instrucciones cuya sintaxis y significado se
describe a continuacio´n.
(:BLOCK Si Sj) Evalu´a secuencialmente las dos instrucciones Si y Sj
(:LOOP V S) Ejecuta V veces la instruccio´n S
(:SET Vn Vm) Asigna a la variable Vn el valor de Vm
(:ZERO V ) Asigna a la variable V el valor 0
(:INC V ) An˜ade 1 a la variable V
Cada una de las instrucciones se puede representar por tres nu´meros
naturales, el primero de ellos indentifica la instruccio´n y los dos siguientes
los registros/variables implicados en la misma o bien referencias a otras
instrucciones. Por lo tanto, cada programa se puede representar como una
secuencia de nu´meros que se interpretan de la siguiente manera. Se divide
la secuencia en instrucciones agrupando los nu´meros en grupos de tres.
Si despue´s de esta operacio´n sobra algu´n nu´mero, se ignora. La primera
instruccio´n se define como instruccio´n principal (MS, del ingle´s “Main
Statement”), y el resto de instrucciones como instrucciones auxiliares (AS,
del ingle´s “Auxiliary Statement”). Como ejemplo de codificacio´n de las cinco
instrucciones del lenguaje JB, en [Cramer (1985)] se presenta la siguiente
lista:
(0 4 2) → (:BLOCK AS4 AS2)
(1 6 0) → (:LOOP V6 AS0)
(2 1 9) → (:SET V1 V9)
(3 17 8) → (:ZERO V17) ;; el 8 se ignora
(4 0 5) → (:INC V0) ;; el 5 se ignora
Los s´ımbolos Vn representan variables, y ASn instrucciones auxiliares. La
secuencia de instrucciones se completa con un conjunto de variables inter-
nas inicializadas a 0 y un conjunto de la variables de entrada. Al final de
la ejecucio´n del programa, se puede devolver como salida cualquiera de las
variables anteriores. Ba´sicamente la ejecucio´n consiste en la invocacio´n de
la instruccio´n principal (MS) que llamara´ a una o mas de las instrucciones
auxiliares (AS). En [Cramer (1985)] se puede encontrar el siguiente ejemplo.
La cadena de nu´meros naturales:
( 0 0 1 3 5 8 1 3 2 1 4 3 4 5 9 9 2 )
corresponde al siguiente programa en JB:
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(0 0 1) → (:BLOCK AS0 AS1) ;; instruccio´n principal
(3 5 8) → (:ZERO V5) ;; instruccio´n auxiliar 0
(1 3 2) → (:LOOP V3 AS2) ;; instruccio´n auxiliar 1
(1 4 3) → (:LOOP V4 AS3) ;; instruccio´n auxiliar 2
(4 5 9) → (:INC V5) ;; instruccio´n auxiliar 3
En posteriores estudios, Cramer abandono´ el lenguaje JB y lo susti-
tuyo´ por TB, que utiliza una representacio´n de los programas en forma
de a´rbol. Hay autores que consideran que la propuesta de Cramer con su
lenguaje TB junto con los primeros trabajos de Koza fueron el nacimiento
de lo que posteriormente se ha denominado Programacio´n Gene´tica.
Posteriormente, Nordin propuso el sistema CGPS (del ingle´s “Compiling
genetic programming system”) en el que el proceso evolutivo se realiza sobre
el propio co´digo ma´quina [Nordin (1994)]. La motivacio´n de su propuesta era
conseguir eliminar el tiempo que se invierte en los sistemas de programacio´n
gene´tica convencionales en interpretar los programas. Efectivamente, si
los individuos/programas del sistema, en lugar de estar escritos en un
lenguaje de programacio´n, esta´n ya disponibles en co´digo ma´quina, su
ejecucio´n es inmediata y no requiere ningu´n tipo de traduccio´n, lo que
implica una importante mejora en te´rminos de tiempo. Posteriormente, el
sistema CGPS evoluciono´ convirtie´ndose en AIM-GP (del ingle´s “Automatic
induction of machine code by genetic programming”) [Nordin (1997) y
Nordin y otros (1999)]. En AIM-GP cada programa esta´ expresado en co´digo
ma´quina, y los operadores de recombinacio´n y mutacio´n esta´n disen˜ados
espec´ıficamente para generar siempre individuos va´lidos. En [Nordin (1997)]
se puede encontrar una descripcio´n detallada del sistema. La empresa RML
Technologies [http://www.rmltech.com/] implemento´ la versio´n comercial
de la propuesta de Nordin bajo el nombre comercial DiscipulusTM.
Crepeau propuso GEMS (del ingle´s “Genetic Evolution of Machine
Language Software”) [Crepeau (1995)] uno de los sistemas ma´s extensos
para evolucionar co´digo ma´quina. Su motivacio´n era desarrollar un sistema
que proporcionase unos conjuntos de funciones y terminales de una ex-
tensio´n considerablemente superior a los conjuntos de los sistemas que se
hab´ıan desarrollado hasta el momento. El sistema integra un emulador del
microprocesador Z-80 con ma´s de 600 instrucciones. Cada instruccio´n se
considera indivisible de manera que el operador de recombinacio´n genera
siempre individuos correctos.
Brameier y Banzhaf [Brameier y Banzhaf (2001)] proponen una nueva va-
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riante de programacio´n gene´tica lineal en la que los programas que evolucio-
nan se representan mediante instrucciones de co´digo C. Los autores presentan
en [Brameier y Banzhaf (2001)] la descripcio´n del sistema y su aplicacio´n en
seis problemas de diagno´stico me´dico extraidos de la base de datos PRO-
BEN1 [Prechelt (1994)]. Esta base de datos, originalmente desarrollada para
probar sistemas de redes neuronales, contiene datos del mundo real de dis-
tintos a´mbitos y un conjunto de indicaciones para realizar pruebas sobre los
mismos. De esta manera, Bramier y Banzhaf, comparan el rendimiento de su
me´todo de programacio´n gene´tica lineal con el rendimiento de sistemas de
redes neuronales, obteniendo resultados satisfactorios.
Los individuos se representan como una secuencia de instrucciones C per-
tenecientes a un conjunto reducido en el que hay operaciones aritme´ticas,
sentencias condicionales y llamadas a funciones. El taman˜o ma´ximo de un
individuo es de 256 instrucciones. En la tabla 2.10 se muestra el conjunto de
instrucciones disponibles.
Tipo de instruccio´n Notacio´n
Operacio´n aritme´tica vi := vj op vk | c op ∈ {+,−, ∗, /}
Sentencia condicional if (vi cmp vk | c) cmp ∈ {>,≤}
Llamada a funcio´n vi := f(vj) f ∈ {sin, cos, sqrt, exp, log}
Tabla 2.10: Instrucciones del lenguaje del sistema de programacio´n
gene´tica lineal propuesto por Brameier y Banzhaf.
Puede observarse que las instrucciones trabajan con dos variables, o con
una variable y una constante. Cada instruccio´n se representa por un vector
de cuatro posiciones para almacenar, la identificacio´n de la instruccio´n, los
ı´ndices de las variables y opcionalmente el valor de la constante. Se reserva
un byte para cada posicio´n del vector, y por lo tanto, el nu´mero de variables
se restringe a 256, y el valor de las constantes al intervalo [0, 255]. Dado que el
nu´mero ma´ximo de instrucciones de un individuo es 256, y cada instruccio´n
ocupa 4 bytes, el taman˜o ma´ximo de un individuo es 1K, y por lo tanto, el
sistema se puede considerar eficiente en te´rminos de uso de memoria.
El operador de recombinacio´n es de dos puntos e intercambia entre los
padres segmentos situados en una posicio´n aleatoria y de una longitud alea-
toria. Los puntos del operador de recombinacio´n siempre esta´n situados entre
dos instrucciones, nunca dentro de ellas para asegurar la clausura sinta´ctica.
El operador de mutacio´n trabaja dentro de las instrucciones sustituyendo
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identificadores de instruccio´n, variables y constantes por otros valores perte-
necientes a rangos va´lidos, asegurando tambie´n as´ı la clausura sinta´ctica.
El sistema incorpora un algoritmo para eliminar co´digo que no es efectivo,
es decir, instrucciones que no tienen ningu´n efecto en el comportamiento del
programa. Se puede establecer una analog´ıa entre este tipo de instrucciones
y los llamados intrones en biolog´ıa molecular. La eliminacio´n de este tipo de
instrucciones se realiza antes de que el programa se ejecute, produciendo un
considerable incremento en la velocidad de ejecucio´n. Sin embargo, en reali-
dad, las instrucciones no se borran del individuo, y se mantienen durante el
proceso evolutivo. De manera semejante, en biolog´ıa, los intrones se eliminan
antes de la s´ıntesis de prote´ınas, pero permanece en la cadena de ADN.
Los autores, distinguen dos tipos de intrones. Los intrones estructurales
son aquellas instrucciones en las que aparecen variables que no intervienen
en los ca´lculos de las salidas del programa. En segundo lugar, los intrones
sema´nticos corresponden a instrucciones o conjuntos de instrucciones que
manipulan variables relevantes para las salidas del programa de manera que
la manipulacio´n mantiene inalterado el valor de la variable. Por ejemplo,
una instruccio´n que suma a una variable el valor cero, o la secuencia de dos
instrucciones de manera que en la primera se incrementa en uno el valor de
una variable y en la segunda se decrementa. El algoritmo incorporado en el
sistema u´nicamente elimina los intrones estructurales.
Otro sistema de programacio´n gene´tica lineal propuesto muy recien-
temente [Alonso y otros (2008)] utiliza para representar programas una
estructura denominada slp (del ingle´s “straight line program”). Ba´sica-
mente, un slp es una secuencia finita de instrucciones que tienen una
estructura definida. A partir de un conjunto de funciones y un conjunto
de terminales, cada instruccio´n es una asignacio´n que tiene, en su parte
izquierda, una variable, y en su parte derecha, una funcio´n que opera sobre
terminales y sobre las variables definidas a la izquierda de las asignaciones
de las instrucciones previas. Los autores denominan co´digo no efectivo a
cualquier instruccio´n cuya ejecucio´n no tenga influencia en la salida del
programa, y proponen la eliminacio´n de dicho co´digo antes de la evaluacio´n
del programa. El operador de recombinacio´n se define de manera que
intercambia bloques completos de ca´lculo de subexpresiones, entendiendo
por subexpresio´n el conjunto de todas las instrucciones involucradas en
la evaluacio´n de una variable. El operador de mutacio´n selecciona alea-
toriamente una instruccio´n, y tambie´n de manera aleatoria uno de los
argumentos de la funcio´n que aparece en la instruccio´n. Finalmente, el argu-
mento seleccionado se sustituye por otro que tambie´n se elige aleatoriamente.
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Banzhaf realizo´ una de las primeras propuestas para distinguir el espacio
de bu´squeda (genotipos) y el espacio de soluciones (fenotipos) [Banzhaf
(1994)] en contraposicio´n al u´nico espacio existente en GP. Banzhaf propone
que dado un algoritmo de bu´squeda, se separen los espacios de bu´squeda y
de solucio´n de manera que se mantenga una correspondencia entre ambos
mediante una funcio´n que transforme los objetos/puntos del espacio de
bu´squeda en objetos/puntos del espacio de soluciones. Obviamente, este
esquema admite cualquier algoritmo de bu´squeda, como por ejemplo,
un algoritmo evolutivo. Banzhaf sostiene que la no separacio´n de ambos
espacios hace que la resolucio´n de cualquier problema se transforme en
un problema de optimizacio´n “con restricciones”. Considerando que las
restricciones provienen de la propia representacio´n de los individuos y de
la definicio´n de los operadores de recombinacio´n y mutacio´n. Esto hace
que haya amplias zonas en el espacio de bu´squeda (que es el mismo que el
de las soluciones) que se convierten en inalcanzables, y como consecuencia
de ello disminuye la potencia del algoritmo. Sin embargo, al separar los
espacios, el espacio de bu´squeda se compone de todos los genotipos (legales
e ilegales) y los operadores no tienen restricciones ya que es la funcio´n de
correspondencia entre ambos espacios la que transforma cada genotipo en
un fenotipo correcto (sinta´cticamente correcto).
A continuacio´n se describe brevemente el algoritmo propuesto por
Banzhaf [Banzhaf (1994) y Keller y Banzhaf (1996)] denominado inicial-
mente BGP (del ingle´s “Binary genetic programming”) y posteriormente
renombrado DGP (del ingle´s “Developmental genetic programming”). Cada
genotipo se representa con una cadena binaria y cada fenotipo es una cadena
perteneciente a un determinado lenguaje. La funcio´n de correspondencia
entre el espacio de genotipos y el de fenotipos es una “meta´fora simpli-
ficada” del complicado proceso biolo´gico de la s´ıntesis de proteinas. La
cadena binaria (genotipo) se considera formada por una serie de codones
(cada codo´n corresponde a un determinado nu´mero de bits). Cada codo´n
representa a un s´ımbolo del lenguaje (de la misma manera que en biolog´ıa
molecular cada codo´n codifica un aminoa´cido). Adema´s, esta codificacio´n
es redundante igual que en la naturaleza, es decir, un mismo s´ımbolo del
lenguaje puede estar representado por distintos codones, como un mismo
aminoa´cido puede estar representado por distintos codones). La funcio´n de
mapeo recorre la cadena binaria, agrupando los bits en sus correspondientes
codones, y construyendo una cadena de s´ımbolos del lenguaje aplicando
la correspondencia previamente establecida entre condones y s´ımbolos del
lenguaje. Habitualmente esta cadena no es sinta´cticamente correcta, y se le
aplica un mecanismo de reparacio´n de acuerdo a la sintaxis del lenguaje.
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De esta manera se obtiene una cadena de s´ımbolos correcta. En concreto,
este modelo solamente trabaja con lenguajes generados por grama´ticas
LALR(1) ya que el proceso de reparacio´n se basa en las caracter´ısticas
de estas grama´ticas. Posteriormente se edita la cadena sinta´cticamente
correcta para incorporar informacio´n fija como puede ser una cabecera de
funcio´n o un marco de programa principal. Por u´ltimo, so´lo queda compilar
la secuencia editada para generar co´digo ejecutable y as´ı poder evaluar el
fitness correspondiente.
En la misma e´poca que Banzhaf, Paterson y Livesley propusieron el
algoritmo GADS (del ingles “Genetic Algorithm for Deriving Software”)
[Paterson y Livesey (1996)]. En esta propuesta, los genes son nu´meros ente-
ros y los fenotipos son programas escritos en un lenguaje de programacio´n
cuya sintaxis se representa en Forma Normal de Backus (BNF) [Alfonseca
y otros (2007)]. Las producciones son numeradas, y por lo tanto, cada
produccio´n se puede representar por un nu´mero. Por u´ltimo, la funcio´n de
mapeo para generar los fenotipos a partir de los genotipos trabaja de la
siguiente manera. Aunque los fenotipos se pueden generar como cadenas o
como a´rboles, independientemente de la forma del fenotipo (cadena o a´rbol),
el proceso de mapeo comienza inicializando el fenotipo con el axioma de
la grama´tica y ordenando las reglas en una lista de forma que a cada una
de ellas le corresponde un ı´ndice u´nico. Posteriormente, se construye una
derivacio´n por la izquierda dirigida por los valores de los genes de la siguiente
manera. Se leen los genes comenzando por la izquierda, y para cada gen
se comprueba si su valor corresponde a una regla aplicable al no terminal
actual (el situado ma´s a la izquierda en la cadena que se esta derivando). Si
la regla es aplicable se sustituye el no terminal actual por la parte derecha
de la regla, y si no es aplicable se ignora el gen y se lee el siguiente. Cuando
se han le´ıdo todos los genes, puede ocurrir que el fenotipo contenga no
terminales. En ese caso, el fenotipo se puede reparar expandiendo los no
terminales utilizando unos valores por defecto. Estos valores por defecto
para cada no terminal se definen extendiendo la notacio´n BNF. Los autores
proponen otras alternativas para la gestio´n de fenotipos que contengan no
terminales, como por ejemplo, rechazar el fenotipo o penalizarlo con el peor
valor de fitness. Los autores reconocen que uno de los puntos de´biles de
su propuesta es la baja probabilidad de seleccio´n de cualquier regla para
los casos de grama´ticas extensas. Una de las soluciones que proponen para
incrementar la probabilidad de determinadas reglas es duplicarlas dentro
de la grama´tica. Otro de los puntos de´biles de este sistema se debe a la
manera en la que los genes son ignorados si no son aplicables al no terminal
en proceso. Este me´todo puede generar gran cantidad de intrones y un gran
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nu´mero de fenotipos con no terminales en los que se aplicar´ıan los valores
por defecto definidos por el usuario.
Otro sistema muy similar a GADS es el propuesto por Freeman [Freeman
(1998)], y que denomino´ CFG/GP (del ingle´s “Context Free Grammars
GP”). La diferencia entre este sistema y GADS esta´ en la seleccio´n del no
terminal que se va a expandir con el gen actual. Mientras que en GADS
se expande el no terminal situado ma´s a la izquierda, en CFG/GP se
puede expandir cualquier no terminal del fenotipo en construccio´n. Dada la
similitud de ambos sistemas, los puntos de´biles de ambos son similares.
La Evolucio´n Gramatical propuesta por Michael O’Neill y Conor Ryan
[Ryan y otros (1998), O’Neill (2001) y O’Neill y Ryan (2003)] tiene una
gran similitud con los sistemas DGP y GADS. Los genotipos son cadenas
binarias y los fenotipos programas escritos en un lenguaje de programacio´n
cuya sintaxis se representa en Forma Normal de Backus (BNF). En el cap´ıtulo
3 se describe detalladamente la Evolucio´n Gramatical dado que requiere una
atencio´n especial por ser el punto de partida de las extensiones propuestas
en esta tesis.
2.2.5. Programacio´n gene´tica basada en grafos
Teller y Veloso propusieron el sistema PADO (del ingle´s “Parallel Algo-
rithm Discovery and Orchestration”) [Teller y Veloso (1995b)] que trabaja
con programas en lugar de las expresiones simbo´licas propuestas por Koza.
El objetivo principal de PADO es el reconocimiento se sen˜ales de cualquier
tipo, como por ejemplo, ima´genes. Un programa se representa mediante
un grafo dirigido de N nodos. Cada nodo contiene una parte de accio´n y
una parte de decisio´n de flujo. En cada programa hay nodos especiales,
como son el nodo de inicio, el nodo de finalizacio´n, los nodos de llamadas a
subprogramas y los nodos de llamadas a funciones de librer´ıa. Teller afirma
que sus sistema es mejor clasificador de sen˜ales que los sistemas que utilizan
expresiones simbo´licas como por ejemplo la programacio´n gene´tica de Koza
[Teller y Veloso (1995a)]. Adema´s, la representacio´n de los programas en
forma de grafos dirigidos facilita la incorporacio´n de bucles. En cuanto a los
operadores de recombinacio´n y mutacio´n, el sistema PADO implementa un
me´todo de co-evolucio´n que sus autores denominan operadores inteligentes.
Otros me´todo de programacio´n gene´tica basado en grafos es “Cellular
encoding”, propuesto por Gruau [Gruau (1994)]. El objetivo del sistema es el
disen˜o automa´tico de la estructura de redes neuronales. Para ello, las redes se
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representan en forma de grafo y son evolucionadas utilizando programacio´n
gene´tica.
2.2.6. Otros sistemas
Es conveniente mencionar otros sistemas que resultan ma´s dif´ıciles de cla-
sificar en los grupos que se han descrito anteriormente, en particular aquellos
que se basan o utilizan en algu´n sentido lenguajes de programacio´n lo´gica
(Prolog) o resolvedores similares. En [Christiansen (1990)] se describe la gran
cantidad de retroseguimiento (backtracking) y la posibilidad de bucles infini-
tos inherentes a la estrategia subyacente de resolucio´n de los sistemas lo´gicos
como Prolog as´ı como la semidecibilidad teo´rica de la lo´gica de primer orden.
Este inconveniente podr´ıa hacer que los sistemas basados en Prolog sean des-
cartados, en general, para los experimentos de programacio´n gene´tica ya que
en la mayor´ıa de ellos el rendimiento es importante.
2.3. Programacio´n gene´tica y sema´ntica
La utilizacio´n de informacio´n sema´ntica en programacio´n gene´tica es un
a´rea de investigacio´n que parece que esta´ creciendo en los u´ltimos an˜os. Los
trabajos enmarcados en el a´rea que se encuentran en la bibliograf´ıa se pueden
clasificar, como se sugiere en [Uy y otros (2009b)], en funcio´n del mecanismo
utilizado para la expresio´n de la sema´ntica, distinguie´ndose tres grupos:
• Me´todos que utilizan grama´ticas.
• Te´cnicas basadas en me´todos formales.
• Me´todos que modifican el funcionamiento de los operadores gene´ticos.
En los siguientes apartados se describen algunos de los trabajos encon-
trados en la revisio´n bibliogra´fica.
2.3.1. Me´todos que utilizan grama´ticas
En esta categor´ıa de la clasificacio´n se ubican los dos me´todos propuestos
en esta tesis. El primero de ellos [de˜la Cruz y otros (2005)] utiliza grama´ti-
cas de atributos para la gestio´n de informacio´n sema´ntica de los individuos
de la poblacio´n y el segundo [Ortega y otros (2007)] hace uso de grama´ticas
de Christiansen.
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En la revisio´n bibliogra´fica se ha encontrado un trabajo en el que
se resuelve el problema de la mochila entera 0/1 con mu´ltiples mochilas
utilizando grama´ticas de atributos junto con Evolucio´n Gramatical [O’Neill
y otros (2004) y Cleary y O’Neill (2005)]. En este trabajo no se propone un
me´todo general sino u´nicamente la resolucio´n del problema de la mochila,
disen˜ando una grama´tica de atributos espec´ıfica para el mismo. Los autores
concluyen que los resultados obtenidos para el problema concreto de la mo-
chila muestran una clara mejora en el rendimiento de Evolucio´n Gramatical
cuando se incorporan aspectos sema´nticos con grama´ticas de atributos.
Paterson en su tesis doctoral [Paterson (2002)] estudia la combinacio´n del
algoritmo GADS propuesto por e´l mismo en [Paterson y Livesey (1996)] y
grama´ticas de atributos reflectivas para la generacio´n de fenotipos en el len-
guaje de programacio´n S-Algol con el objetivo de que los fenotipos, adema´s
de ser correctos sinta´cticamente, tambie´n sean correctos en cuanto a la com-
probacio´n de tipos. Una grama´tica de atributos reflectiva es una grama´tica
de atributos en la que en la expansio´n de un s´ımbolo no terminal, la pro-
pia grama´tica es tratada como un atributo heredado de manera similar a las
grama´ticas de Christiansen. La gran diferencia entre ambos tipos de grama´ti-
cas es que las de Chrsitiansen han sido formalizadas por su autor, y objeto
de investigacio´n desde que fueron formuladas en 1985 por Christiansen.
2.3.2. Te´cnicas basadas en me´todos formales
Algunos autores han observado dificultades en el disen˜o de las funciones
de adecuacio´n (fitness) frecuentes en diferentes algoritmos de programacio´n
gene´tica. [Johnson (2002b)] observa que estas funciones generalmente se ba-
san en la ejecucio´n del programa evolucionado y la aplicacio´n de una me´trica
que mida la distancia entre la solucio´n deseada (objetivo) y la obtenida.
Consideran general el uso de un pequen˜o conjunto de valores para probar los
programas que pueden plantear riesgos de sobre ajuste y mal comportamien-
to del co´digo generado para otros valores. En [Johnson (2002a)] describen,
como posible solucio´n, una serie de te´cnicas provenientes de la informa´tica
teo´rica y que se aplican para obtener informacio´n de los programas sin ne-
cesidad de ejecutarlos (medidas de su complejidad tanto temporal como en
funcio´n del consumo de espacio, nu´mero de posibles ramas de ejecucio´n, pro-
piedades expresadas como condiciones sobre el valor de sus variables, etc...)
En otros trabajos el mismo autor experimenta con algunas de estas te´cnicas
e intenta probar su viabilidad y potencia en algunos problemas concretos. En
[Johnson (2002b)] aborda el uso te´cnicas de ana´lisis esta´tico. Estas te´cnicas
permiten afirmar de los programas, sin necesidad de ejecutarlos, que cier-
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tas propiedades se cumplen independientemente de los valores concretos que
tomen como entrada. Estas propiedades pueden referirse a su rendimien-
to (consumo de memoria, nu´mero de posibles ramas de ejecucio´n) o a su
comportamiento (por ejemplo, el rango de valores que sus variables pueden
tomar). El ana´lisis esta´tico se basa en la abstraccio´n de los operadores pre-
sentes en los programas analizados. So´lo se tienen en cuenta las propiedades
de intere´s. La ejecucio´n del programa concreto se sustituye por su expresio´n
como secuencia de operaciones abstractas. La evaluacio´n de estas expresio-
nes abstractas genera el resultado del ana´lisis esta´tico. En este trabajo se
describe de una forma teo´rica y general la manera en la que, dependiendo
del tipo de problema, pueden aplicarse estas te´cnicas. En el mejor de los
casos la funcio´n de adecuacio´n podra´ expresarse completamente como una
lista de condiciones cada una de las cuales se podra´ comprobar mediante
ana´lisis esta´tico. En otros casos, ciertas condiciones se comprobara´n median-
te el ana´lisis esta´tico pero otras tendra´n que ser expresadas de otra forma
e integradas en una funcio´n de fitness global mediante te´cnicas multiobje-
tivo o multicriterio. Para ilustrar la viabilidad y potencia de este enfoque
los autores proponen un problema del primer tipo (su funcio´n de adecua-
cio´n se puede expresar por completo mediante ana´lisis esta´tico): encontrar
en el interior de un recta´ngulo una disposicio´n geome´trica que cumpla una
serie de restricciones de solapamiento para un conjunto de recta´ngulos. Es-
te problema se puede considerar una abstraccio´n del algoritmo que utilizan
los interfaces de las aplicaciones gra´ficas cuando de manera automa´tica van
colocando en la pantalla el ordenador las ventanas que se van creando. Se
aborda su disen˜o automa´tico mediante EG. Las restricciones que debe cum-
plir el algoritmo que coloca las ventanas pueden expresarse por completo
como una serie de ecuaciones sobre los valores ma´ximos y mı´nimos de las dos
dimensiones de los recta´ngulos. Estos valores pueden ser calculados mediante
ana´lisis esta´tico sin necesidad de ejecutar el programa. La funcio´n de fitness
simplemente cuenta el nu´mero de ecuaciones satisfechas y el mejor individuo
es el que ma´s satisface. En [Johnson (2007)]los mismos autores se centran en
el uso de te´cnicas de model checking. Estas te´cnicas utilizan algu´n tipo de
lo´gica temporal para enunciar ciertas propiedades que los programas deben
cumplir a medida que el tiempo avanza a lo largo de la ejecucio´n del pro-
grama. Como sistema de model checking utilizan CTL (Computational Tree
Logic, http://www.cs.cmu.edu/TILDEmodelcheck/smv.html) y la versio´n
del Sttutgart Model-Checking Kit el algoritmo SMV (http://www.fmi.uni-
sttutgart.de/szs/tools/mckit/). El problema que abordan para ilustrar la po-
tencia y viabilidad de este enfoque es el disen˜o de ma´quinas de estado finito
(en concreto expendedores de bebidas calientes). El comportamiento de la
ma´quina objetivo puede expresarse por completo como una serie de propo-
42 Cap´ıtulo 2 – Contexto
siciones expresadas en la lo´gica temporal que utilizan. De nuevo la funcio´n
de adecuacio´n tiene en cuenta el nu´mero de proposiciones satisfechas por los
programas evolucionados.
Es importante resaltar que este enfoque no supone una modificacio´n es-
tructural a los algoritmos de programacio´n gene´tica ya que el lugar en el que
ma´s frecuentemente, en algunos algoritmos es el u´nico posible, se pueden des-
cribir las condiciones que se pide a un programa para considerarlo solucio´n
es en la funcio´n de fitness.
Queda claro que, aunque de indudable intere´s, estas te´cnicas difieren de
nuestros objetivos ya que lo que proponemos son modelos que incorporen en
el proceso de generacio´n de los individuos (y no en el de su evaluacio´n) el
uso de representaciones formales sofisticadas y capaces de expresar cualquier
tipo de restriccio´n.
2.3.3. Me´todos que modifican el funcionamiento de los
operadores gene´ticos
Los me´todos que utilizan los operadores gene´ticos para incorporar
informacio´n sema´ntica proponen variantes de los operadores gene´ticos
esta´ndar. En la revisio´n bibliogra´fica se han encontrado propuestas relativas
al operador de recombinacio´n, y otras que redefinen el operador de mutacio´n.
En los pa´rrafos siguientes se muestran, por orden cronolo´gico, los me´todos
encontrados.
Majeed y Ryan describen en [Majeed y Ryan (2006a)] un nuevo operador
de recombinacio´n que trabaja buscando todos los posibles contextos en los
que se puede ubicar el suba´rbol que se va a intercambiar en una operacio´n
de recombinacio´n, y evalua´ndolos para poder seleccionar el mejor contexto
destino. De esta manera, se consigue una recombinacio´n menos destructiva.
El funcionamiento del operador es el siguiente. Partiendo de dos padres,
P1 y P2, se selecciona aleatoriamente un punto de recombinacio´n en el
padre P2. El siguiente paso consiste en buscar en P1 todos los posibles
puntos de recombinacio´n que generar´ıan un hijo va´lido. La bu´squeda de
todos los posibles puntos en P1, asegura la identificacio´n del mejor contexto
para el suba´rbol de P2 dentro de P1. A continuacio´n, se construyen todos
los posibles hijos (uno por cada punto de recombinacio´n) y se evalu´an. El
hijo que obtenga una mejor evaluacio´n es el que pasa a formar parte de la
siguiente generacio´n. Se repite el mismo proceso para un suba´rbol aleatorio
del padre P1. Segu´n sus autores, este nuevo operador puede considerarse
como un operador de bu´squeda local, ya que, realiza una bu´squeda por
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fuerza bruta para encontrar el mejor contexto de un suba´rbol. La seleccio´n
del mejor contexto, en oposicio´n al contexto aleatorio que utiliza el operador
de recombinacio´n esta´ndar, causa saltos ma´s pequen˜os dentro del espacio
de bu´squeda. Dado que en [Banzhaf y otros (1998)] esta´ demostrado que
el operador de recombinacio´n esta´ndar es ma´s efectivo al comienzo de la
bu´squeda porque es un operador de bu´squeda global, se puede deducir que
al final del proceso, el operador esta´ndar no es una buena opcio´n, mientras
que s´ı lo es un operador de “refinamiento”. Por ello, los autores proponen
el uso del operador esta´ndar en las primeras fases de la ejecucio´n, y la
utilizacio´n del nuevo operador en la parte final. Los resultados obtenidos
con el uso del nuevo operador en diferentes problemas permite concluir a
los autores que dicho uso mejora el fitness medio de la poblacio´n y permite
controlar el crecimiento de los individuos a lo largo del proceso evolutivo.
En cuanto al nu´mero de individuos evaluados, el nuevo operador es capaz de
generar mejores individuos con menos evaluaciones porque permite trabajar
con poblaciones mucho ma´s pequen˜as. Se puede encontrar una descripcio´n
detallada de las mejoras que proporciona el nuevo operador en [Majeed y
Ryan (2006b)].
Majeed y Ryan describen en [Majeed y Ryan (2007)]una variante del
operador de mutacio´n esta´ndar que denominan Context-Aware mutation.
Este nuevo operador de mutacio´n reemplaza los suba´rboles por otros
seleccionados de un repositorio en vez de ser generados de manera aleatoria
como ocurre con el operador de mutacio´n esta´ndar. Este repositorio se crea
ejecutando una vez el experiemento, y cogiendo de la u´ltima generacio´n
los individuos cuyo fitness es superior al fitness medio. De esta manera, la
realizacio´n de un experimento consiste en, una primera ejecucio´n en la que
se genera el repositorio de suba´rboles, seguida de tantas ejecuciones como se
quiera, en las que se utiliza el repositorio. Comparando con los operadores
esta´ndar, se mejoran los resultados cuando en la ejecucio´n en la que se crea
el repositorio se usa el operador de recombinacio´n Contest-Aware crossover
propuesto por los mismos autores y en el resto de ejecuciones se utiliza el
nuevo operador de mutacio´n.
Beadle y Johnson proponen en [Beadle y Johnson (2008)] un nuevo
algoritmo llamado Semantically Driven Crossover (SDC) aplicable a la reso-
lucio´n de problemas sobre funciones lo´gicas. La idea principal del algoritmo
es la representacio´n cano´nica de los individuos de la poblacio´n mediante
los diagramas Reduced ordered binary decision diagramas (ROBDDs).
Esta representacio´n permite comprobar la equivalencia sema´ntica de dos
individuos de manera que, si dos programas se reducen al mismo ROBDD
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son considerados sema´nticamente eqivalentes. El algoritmo SDC utiliza el
operador de recombinacio´n esta´ndar de Koza hasta que se consiguen generar
programas hijos que no sean sema´nticamente equivalentes a sus padres,
es decir, si la recombinacio´n de los padres genera hijos sema´nticamente
equivalentes a los padres, son rechazados y no entran en la poblacio´n.
Segu´n sus autores los principales resultados obtenidos con este nuevo
algoritmo son el aumento del rendimiento debido al incremento de la diver-
sidad gene´tica de la poblacio´n, y la disminucio´n del taman˜o de los individuos.
Inspirados en [Beadle y Johnson (2008)], los autores de [Uy y otros
(2009a)] proponen un operador de recombinacio´n que denominan Semantic
Aware Crossover (SAC) que trabaja en funcio´n de la equivalencia sema´ntica
de suba´rboles. La equivalencia sema´ntica de dos suba´rboles se determina eva-
luando las expresiones que representan en un conjunto aleatorio de puntos.
Se considera que los suba´rboles son sema´nticamente equivalentes si las eva-
luaciones obtenidas en dichos puntos esta´n suficientemente cerca (en funcio´n
de un para´metro denominado ‘sensibilidad sema´ntica”).
El funcionamiento del operador SAC es el siguiente: en cada operacio´n de
recombinacio´n, se evalu´a la equivalencia sema´ntica de los suba´rboles cuyas
ra´ıces coinciden con los puntos de recombinacio´n. Solamente se ejecuta la
recombinacio´n si los dos suba´rboles no son sema´nticamente equivalentes. A
partir de los resultados obtenidos con el nuevo operador en el problema de
regresio´n simbo´lica de funciones reales, los autores afirman que el operador
SAC mejora el rendimiento del operador sin sema´ntica, tanto en frecuencia
acumulada de e´xito como en mejor fitness medio.
Tambie´n proponen el uso del concepto de equivalencia sema´ntica para
ser aplicado en a´rboles completos, es decir, en individuos de la poblacio´n, de
la siguiente manera. A partir de dos padres, se generan dos hijos aplicando
el operador de recombinacio´n SAC. Si los hijos no son sema´nticamente
equivalentes a sus padres, se incorporan a la poblacio´n de la siguiente
generacio´n, y si lo son, entonces los padres pasan a la siguiente generacio´n
en lugar de sus hijos.
Beadle y Johnson proponen en [Beadle y Johnson (2009)] un nuevo
algoritmo llamado Semantically Driven Mutation (SDM) aplicable a la reso-
lucio´n de problemas sobre funciones lo´gicas. De la misma manera que en el
algoritmo Semantically Driven Crossover (SDC), porpuesto por llos mismo
autores, la idea principal del algoritmo es la representacio´n cano´nica de los
individuos de la poblacio´n mediante los diagramas Reduced ordered binary
decision diagramas (ROBDDs). Esta representacio´n permite comprobar la
equivalencia sema´ntica de dos individuos de manera que, si dos programas
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se reducen al mismo ROBDD son considerados sema´nticamente eqivalentes.
El algoritmo SDM aplica un nu´mero prefijado de veces el operador de
mutacio´n esta´ndar de Koza sobre cada individuo sujeto a mutacio´n hasta
conseguir que el programa mutado no sea sema´nticamente equivalente al
programa original. Los autores resuelven siete problemas con funciones
booleanas y prueban que el nuevo algoritmo SDM aumenta el rendimiento




La Evolucio´n Gramatical, a partir de ahora EG, propuesta por Michael
O’Neill y Conor Ryan en [Ryan y otros (1998), O’Neill (2001) y O’Neill y
Ryan (2003)] como algoritmo de programacio´n automa´tica evolutiva, es uno
de los dos pilares de esta tesis. El segundo punto de apoyo son las represen-
taciones formales completas de los lenguajes de programacio´n de alto nivel,
como las grama´ticas de atributos y las grama´ticas de Christiansen.
En este cap´ıtulo se presenta de manera detallada el modelo de EG ha-
ciendo una descripcio´n general del me´todo y dedicando una atencio´n especial
al algoritmo de transformacio´n de genotipo a fenotipo.
3.1. Descripcio´n general
EG es un algoritmo evolutivo capaz de generar automa´ticamente progra-
mas escritos en cualquier lenguaje de programacio´n. El proceso evolutivo no
se realiza sobre los programas sino sobre cadenas binarias de longitud varia-
ble (genotipos). Los programas (fenotipos) se generan mediante un proceso
de transformacio´n en el que las cadenas binarias se utilizan para seleccionar
reglas de produccio´n de una grama´tica representada en Forma Normal de Ba-
ckus (BNF) [Alfonseca y otros (2007)]. Este mecanismo de construccio´n de
programas permite asegurar que siempre son sinta´cticamente correctos. Una
vez generados los programas, una funcio´n de fitness evalu´a su adecuacio´n
a la solucio´n del problema. La independencia entre el algoritmo evolutivo y
los programas generados proporcionada por el proceso de transformacio´n de
genotipo a fenotipo permite que EG se beneficie de todos los avances en el
a´rea de los algoritmos evolutivos. Por otra parte, el otro mo´dulo del sistema
EG, la grama´tica representada en BNF define el lenguaje de los programas
generados permitiendo as´ı evolucionar programas en cualquier lenguaje.
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La separacio´n entre el espacio de bu´squeda (genotipos) y el espacio de
soluciones (fenotipos o programas) permite que no exista ninguna restriccio´n
sobre los genotipos y por lo tanto tampoco sobre la bu´squeda en su corres-
pondiente espacio, mantenie´ndose en paralelo la validez de las soluciones
[Keller y Banzhaf (1996)]. En [Yu y Bentley (1998)] se puede encontrar una
descripcio´n de distintos me´todos de generacio´n de fenotipos va´lidos a partir
de genotipos. Otro de los beneficios del proceso de transformacio´n de geno-
tipo en fenotipo es que permite simular el feno´meno biolo´gico habitualmente
referido como degeneracio´n del co´digo gene´tico consistente en la correspon-
dencia entre distintos codones y el mismo aminoa´cido. Este feno´meno permite
la ocurrencia de mutaciones silenciosas, que son aquellas que no tienen efec-
to en el fenotipo del individuo y que son la base de la teor´ıa neutral de la
evolucio´n que formulo´ Kimura [Kimura (1983)].
EG utiliza como me´todo de bu´squeda de la solucio´n un algoritmo evolu-
tivo, en concreto, un algoritmo gene´tico, pero ser´ıa va´lido cualquier me´todo
de bu´squeda capaz de trabajar con cadenas binarias o enteras de longitud
variable [O’Sullivan y Ryan (2002)]. Segu´n la propuesta original, utilizando
un algoritmo gene´tico como me´todo de bu´squeda, el esquema ba´sico de un
sistema de evolucio´n gramatical es el siguiente:
• Se inicializa la poblacio´n, los genotipos de sus individuos, de manera
aleatoria ; cada genotipo es una cadena binaria de una longitud inicial-
mente limitada pero que variara´ en el proceso evolutivo.
• A partir de cada genotipo se genera un fenotipo con un algoritmo de
transformacio´n que se describe en detalle posteriormente.
• Los fenotipos de toda la poblacio´n se evalu´an con una funcio´n de fit-
ness que cuantifica el acercamiento a la solucio´n del problema que se
este´ tratando.
• Una vez que esta´ inicializada la poblacio´n, comienza el proceso de evo-
lucio´n en el que, en cada paso evolutivo, se seleccionan los mejores in-
dividuos (aquellos con mejor funcio´n de fitness) para que actu´en como
padres y generen una progenie que sustituira´ a los perores individuos
de la poblacio´n (aquellos con peor fitness). La creacio´n de los hijos a
partir de los padres se realiza con los genotipos, aplicando los operado-
res de recombinacio´n de un punto y mutacio´n propios de los algoritmos
gene´ticos. Los autores proponen tambie´n el uso de un operador de du-
plicacio´n de material gene´tico.
• El proceso termina cuando se encuentra una solucio´n que se considera
aceptable, o se alcanza algu´n l´ımite preestablecido como por ejemplo
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un nu´mero de generacio´n, un nu´mero de ejecuciones de la funcio´n de
fitness, un tiempo de proceso, etc
La te´cnica EG, segu´n la plantean sus creadores, tiene una caracter´ıstica
muy importante, la grama´tica es un componente del sistema, y por lo
tanto se puede sustituir de una manera muy sencilla. Esta caracter´ıstica de
la te´cnica permite generar soluciones al problema que se este´ tratando, en
distintos lenguajes sin ningu´n coste/esfuerzo an˜adido.
3.2. Algoritmo de transformacio´n de genoti-
po a fenotipo
Uno de los componentes de la te´cnica de EG es la grama´tica independiente
del contexto del lenguaje de soluciones posibles del problema que se pretende
resolver.
El algoritmo de transformacio´n de genotipo a fenotipo consiste ba´sica-
mente en construir, a partir del axioma de la grama´tica, una derivacio´n
por la izquierda del fenotipo. La manera de seleccionar la regla que se va
a utilizar se explica con detalle ma´s adelante. La transformacio´n, por lo
tanto, comienza con el axioma de la grama´tica y el genotipo, que es le´ıdo en
grupos de 8 bits para generar los codones. En cada paso de la derivacio´n, un
codo´n determina la regla aplicada al s´ımbolo no terminal ma´s a la izquierda
del fenotipo en construccio´n. La alternativa sugerida inicialmente por Ryan
y O’Neill para la seleccio´n de una regla a partir del valor de un codo´n,
es utilizar el mo´dulo del codo´n con el nu´mero de reglas aplicables al no
terminal que se esta´ derivando. Por ejemplo, supo´ngase una grama´tica que
tiene un s´ımbolo no terminal op con cuatro reglas:




Si en un instante de la ejecucio´n del algoritmo de transformacio´n de geno-
tipo a fenotipo el valor del codo´n en proceso es 49, y el s´ımbolo no terminal
ma´s a la izquierda es op, entonces se aplicar´ıa la regla (1) del no terminal op
ya que 1 = 49 mod 4.
Los codones se utilizan en orden secuencial, comenzando por el primero,
es decir, en general, el primer codo´n es el que se utiliza para decidir cua´l de
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las producciones del axioma se va a utilizar en la primera derivacio´n del algo-
ritmo, el segundo codo´n permite seleccionar la regla del no terminal situado
ma´s a la izquierda en el segundo paso del algoritmo y as´ı sucesivamente. En
el caso particular de los s´ımbolos no terminales que solamente tienen una
regla, no tiene sentido el concepto de seleccio´n de regla ya que u´nicamente
hay una alternativa. Por lo tanto, en estos casos no se utiliza ningu´n codo´n
del genotipo.
Durante el proceso de traduccio´n de genotipo a fenotipo, puede ocurrir
que se agoten los codones del genotipo antes de que el fenotipo este´ completa-
mente terminado, es decir, este´ formado u´nicamente por s´ımbolos terminales
de la grama´tica. Para estos casos los autores del modelo de evolucio´n gra-
matical proponen un operador (wrapping) cuya funcionalidad consiste en
reutilizar los codones para continuar el proceso de traduccio´n. La reutiliza-
cio´n se implementa volviendo a utilizar el genotipo desde su primer codo´n
una vez que se haya consumido el u´ltimo. Este operador se inspira en el me-
canismo de solapamiento de genes que ocurre en algunos organismos como
por ejemplo las bacterias [Lewin (1999)]. Si ocurriese que el fenotipo no se
termina de construir correctamente incluso despue´s de aplicar una o ma´s
veces el nuevo operador, se le asignar´ıa al individuo el peor valor de fitness
y los mecanismos de seleccio´n y reemplazamiento se encargar´ıan de hacer
desaparecer ese individuo de la poblacio´n.
El proceso de transformacio´n de genotipo a fenotipo termina cuando en
uno de los pasos del algoritmo, el fenotipo en construccio´n pertenece al len-
guaje generado por la grama´tica, es decir, esta´ formado u´nicamente por
s´ımbolos terminales. No obstante, puede ocurrir, que se encuentre el final
del genotipo y el fenotipo en construccio´n todav´ıa contenga s´ımbolos no ter-
minales de la grama´tica, en ese caso, se reutilizar´ıa la informacio´n gene´tica
(operador wrapping) un nu´mero ma´ximo de veces. Si alcanzada esa cota su-
perior de nu´mero de veces que se reutiliza la informacio´n gene´tica, no se
ha obtenido un fenotipo correcto (so´lo con s´ımbolos terminales) se considera
terminado el proceso y se le asigna al individuo el peor valor de fitness.
Para clarificar el algoritmo de transformacio´n de genotipo a fenotipo
se utilizara´ un ejemplo propuesto en [O’Neill y Ryan (2003)] en el que la
grama´tica independiente del contexto del sistema es G = {ΣN ,ΣT , P, S},
donde el conjunto de s´ımbolos no terminales ΣN es,
ΣN = {expr, op, pre op, var}
el conjunto ΣT de terminales es,
ΣT = {sin,+,−, /, ∗, x, 1,0, (, )}
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y el axioma,
S = expr
Por u´ltimo, el conjunto de reglas P contiene los siguientes elementos:
(0) <expr> → <expr><op><expr>
(1) | (<expr><op><expr> )
(2) | <pre op> (<expr>)
(3) | <var>




(0) <pre op> → sin
(0) <var> → x
(1) | 1,0
En general se numeran de manera independiente las reglas de cada s´ımbo-
lo no terminal para facilitar el seguimiento del algoritmo. Recue´rdese que en
cada paso, la regla seleccionada para derivar el no terminal situado ma´s a la
izquierda, se obtiene haciendo el mo´dulo entre el codo´n actual y el nu´mero
de reglas del no terminal, por lo tanto, el valor obtenido con esta operacio´n,
indica directamente la regla seleccionada en la numeracio´n independiente que
se emplea en las reglas de cada s´ımbolo no terminal.
En las dos tablas siguientes se muestra el genotipo que se va a utilizar en
el ejemplo que nos ocupa. Por razones de espacio se ha dividido el genotipo
en dos tablas, correspondiendo la primera de ellas al principio del genotipo,
y la segunda a la parte final del mismo.
220 40 16 203 101 53 202 203 102 55 220
202 19 130 37 202 203 32 39 202 203 102
A continuacio´n se describe la traza de la ejecucio´n completa del algoritmo.
Se comienza inicializando el fenotipo con el axioma de la grama´tica. En
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este momento inicial, el s´ımbolo ma´s a la izquierda que se va a derivar es
precisamente el axioma, expr. Las reglas que se pueden utilizar para derivar
el axioma son las cuatro siguientes:
(0) <expr> → <expr><op><expr>
(1) | (<expr><op><expr>)
(2) | <pre op> (<expr>)
(3) | <var>
Para seleccionar una de las cuatro reglas se utiliza el primer codo´n del
genotipo, que es 220 y se realiza la operacio´n mo´dulo entre el valor del codo´n
y el nu´mero de reglas del no terminal que se esta´ derivando, que en este caso
es 4, obtenie´ndose 220 mod 4 = 0. Es decir, se utiliza la regla nu´mero 0
del s´ımbolo no terminal expr. Al sustituir en el fenotipo en construccio´n el
axioma por su regla seleccionada, se obtiene la siguiente forma sentencial:
<expr><op><expr>
En el siguiente paso del algoritmo, el primer no terminal ma´s a la izquierda
vuelve a ser expr y el siguiente codo´n del genotipo vale 40, de manera que
permite seleccionar para la derivacio´n la regla 0 ya que 40 mod 4 = 0, y el
fenotipo en construccio´n pasar´ıa a ser el siguiente:
<expr><op><expr><op><expr>
El mismo proceso ocurre con el siguiente codo´n, cuyo valor es 16, dando
lugar a la forma sentencial:
<expr><op><expr><op><expr><op><expr>
El algoritmo continu´a con el codo´n 203 y el s´ımbolo expr situado ma´s
a la izquierda, que es sustituido esta vez por el no terminal var que es su
cuarta parte derecha ya que 203 mod 4 = 3 obtenie´ndose la siguiente forma
sentencial:
<var><op><expr><op><expr><op><expr>
En este instante, el s´ımbolo situado ma´s a la izquierda es var. Las reglas
de este no terminal son dos:
(0) <var> → x
(1) | 1,0
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El codo´n actual es 101 y como 101mod 2 = 1 se selecciona la parte derecha
de la segunda regla, es decir, se sustituye el s´ımbolo var por el terminal 1,0
quedando el fenotipo en construccio´n de la siguiente manera:
1,0 <op><expr><op><expr><op><expr>
El pro´ximo s´ımbolo no terminal situado ma´s a la izquierda es op, y el
codo´n actual vale 53, por lo tanto, se selecciona la regla del operador de
resta, dando lugar a la siguiente forma sentencial:
1,0− <expr><op><expr><op><expr>
De nuevo, se deriva el s´ımbolo no terminal expr haciendo uso del siguiente
codo´n (202). La operacio´n mo´dulo indica la seleccio´n de la tercera regla del
s´ımbolo, y el fenotipo en construccio´n queda de la siguiente manera:
1,0− <pre op> (<expr>) <op><expr><op><expr>
Ahora, el no terminal ma´s a la izquierda que se deriva es pre op, pero este
s´ımbolo solamente tiene una parte derecha, y por lo tanto no hay opcio´n de
elegir una regla para la derivacio´n, lo que elimina la necesidad de utilizar un
codo´n como mecanismo de seleccio´n de regla. Es decir, no se consume ningu´n
codo´n. El fenotipo actual ser´ıa:
1,0− sin(<expr>) <op><expr><op><expr>
El proceso se repite hasta que ocurre una de las dos siguientes situaciones:
• se obtiene una cadena de terminales y, por tanto, un fenotipo correcto.
• se consume el genotipo (incluyendo la aplicacio´n del operador wrap-
ping) sin eliminar todos los no terminales y, por tanto, sin obtener un
fenotipo correcto.
En la tabla 3.1 se muestra la ejecucio´n completa paso a paso del algoritmo
de transformacio´n de genotipo a fenotipo. La primera columna hace referencia
al paso del algoritmo, la segunda contiene el valor del codo´n que selecciona la
regla para expandir el no terminal situado ma´s a la izquierda en el fenotipo
en construccio´n que se muestra en la tercera columna. En los pasos 8, 14, 19 y
24 del algoritmo, el no terminal situado ma´s a la izquierda es pre op, y como
este s´ımbolo so´lo tiene una parte derecha no se consume ningu´n codo´n en el
paso y, por ello, aparece vac´ıa la segunda columna de la tabla. Como puede
observarse, el algoritmo termina en 26 pasos, utilizando exactamente los 22
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codones del genotipo. Podr´ıa haber ocurrido que no se hubieran utilizado
todos los codones, es decir, que el genotipo estuviera terminado con menos
de 22 codones. Tambie´n podr´ıa haber pasado que despue´s de aplicarse las
reglas de la grama´tica determinadas por los 22 valores, el fenotipo contuviese
todav´ıa s´ımbolos no terminales. En el primer caso simplemente no se utilizan
los u´ltimos codones, y en el segundo se puede aplicar el operador de wrapping
tantas veces como se considere necesario.







6 53 1,0 <op><expr><op><expr><op><expr>
7 202 1,0− <expr><op><expr><op><expr>
8 1,0− <pre op> (<expr>) <op><expr><op><expr>
9 203 1,0− sin(<expr>) <op><expr><op><expr>
10 102 1,0− sin(<var>) <op><expr><op><expr>
11 55 1,0− sin(x) <op><expr><op><expr>
12 220 1,0− sin(x)∗ <expr><op><expr>
13 202 1,0− sin(x)∗ <expr><op><expr><op><expr>
14 1,0− sin(x)∗ <pre op> (<expr>) <op><expr><op><expr>
15 19 1,0− sin(x) ∗ sin(<expr>) <op><expr><op><expr>
16 130 1,0− sin(x) ∗ sin(<var>) <op><expr><op><expr>
17 37 1,0− sin(x) ∗ sin(x) <op><expr><op><expr>
18 202 1,0− sin(x) ∗ sin(x)− <expr><op><expr>
19 1,0− sin(x) ∗ sin(x)− <pre op> (<expr>) <op><expr>
20 203 1,0− sin(x) ∗ sin(x)− sin(<expr>) <op><expr>
21 32 1,0− sin(x) ∗ sin(x)− sin(<var>) <op><expr>
22 39 1,0− sin(x) ∗ sin(x)− sin(x) <op><expr>
23 202 1,0− sin(x) ∗ sin(x)− sin(x)∗ <expr>
24 1,0− sin(x) ∗ sin(x)− sin(x)∗ <pre op> (<expr>)
25 203 1,0− sin(x) ∗ sin(x)− sin(x) ∗ sin(<expr>)
26 102 1,0− sin(x) ∗ sin(x)− sin(x) ∗ sin(<var>)
1,0− sin(x) ∗ sin(x)− sin(x) ∗ sin(x)
Tabla 3.1: Traza del algoritmo de transformacio´n de genotipo a fenotipo
Cap´ıtulo 4
Ajuste de evolucio´n gramatical
Dado que EG es el punto de partida de las propuestas presentadas en
esta tesis, el primer objetivo fue reproducir los experimentos propuestos en
[O’Neill y Ryan (2003)] por los creadores de la te´cnica. La idea fundamental
era asegurar que la implementacio´n desarrollada de EG trabajaba correcta-
mente, es decir, permit´ıa obtener resultados similares o comparables a los que
aparecen en [O’Neill y Ryan (2003)]. Una vez asegurado ese buen funciona-
miento ya era posible abordar el segundo y principal objetivo, la comparacio´n
de resultados de experimentos realizados con las dos te´cnicas EG y EG con
sema´ntica.
En el proceso de intentar reproducir los experimentos antes mencionados,
fueron necesarios ciertos ajustes y modificaciones del algoritmo original de
EG. En este cap´ıtulo se detallan los ajustes realizados.
Veo necesario indicar previamente una consideracio´n de vital importan-
cia para comprender las discusiones sobre el rendimiento que incluye este
cap´ıtulo. Hemos encontrado muchas dificultades para comprender las curvas
de rendimiento que los autores del modelo de Evolucio´n Gramatical muestran
en sus art´ıculos. La existencia de discrepancias entre diferentes versiones de
aparentemente las mismas gra´ficas y, sobre todo, con las fuentes que citan,
nos hacen concluir que la medida del rendimiento que aparece en las gra´fi-
cas de los autores de EG no es la probabilidad acumulada de e´xito sino la
probabilidad de encontrar al menos una solucio´n en un determinado nu´mero
de ejecuciones segu´n se describe en [Koza (1992)]. Sin embargo, es pra´ctica
habitual a la hora de evaluar los rendimientos de diferentes algoritmos de
programacio´n automa´tica evolutiva (tal y como los autores de GE declaran
expl´ıcitamente en sus publicaciones) comparar sus probabilidades acumula-
das de e´xito. Ese fue nuestro objetivo inicial. La naturaleza de las diferentes
medidas hace imposible obtener ninguna conclusio´n (respecto a la mejor´ıa o
no en el rendimiento) excepto si se utiliza la misma.
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4.1. Codificacio´n del genotipo
La codificacio´n del genotipo que se utiliza en EG original es una cadena
de bits. Esa cadena se traduce a una serie de nu´meros enteros de manera
que cada nu´mero entero corresponde a una secuencia de 8 bits. Los autores
de EG establecen una analog´ıa entre la cadena de bits y la cadena de do-
ble he´lice de ADN y hacen corresponder el proceso de escaneo de bits para
obtener enteros con el proceso biolo´gico de transcripcio´n del ADN en ARN.
Adema´s la representacio´n del genotipo en bits se adapta perfectamente a la
representacio´n utilizada en los algoritmos gene´ticos.
En la implementacio´n de EG desarrollada en el marco de esta tesis se
opto´ por representar el genotipo directamente como una cadena de nu´me-
ros enteros. El principal motivo de este cambio fue un inconveniente que
se observo´ en relacio´n a la longitud de los genotipos tras una operacio´n de
recombinacio´n: puede ocurrir que el operador de recombinacio´n genere un ge-
notipo cuya longitud no sea mu´ltiplo de 8. En ese caso ser´ıa necesario tomar
una decisio´n en el momento de escanear el nuevo genotipo, ya que, o bien
se completa para que contenga un nu´mero de bits mu´ltiplo de 8, o bien se
trunca para conseguir el mismo efecto. Ambas opciones fueron desestimadas
ya que, por una parte, la alternativa de completar el genotipo implica decidir
con que´ valores rellenarlo y evidentemente estos valores influyen en el proceso
de bu´squeda evolutiva de una manera en principio desconocida. De la misma
manera, los efectos de truncar los genotipos en el proceso evolutivo tampoco
parecen controlables.
Por otra parte, el uso de nu´meros enteros en lugar de bits no afecta a otros
aspectos del algoritmo. Por ejemplo, el feno´meno biolo´gico habitualmente
referido como degeneracio´n del co´digo gene´tico consistente en la correspon-
dencia entre distintos codones y el mismo aminoa´cido sigue presente. Esto es
posible porque en EG la degeneracio´n de co´digo gene´tico se implementa en
la operacio´n que asocia a un codo´n una regla de la grama´tica. La figura 4.1
muestra esta circunstancia. Supo´ngase que una grama´tica contiene las reglas
<var>→ x y <var>→ 1,0 y que el no terminal situado ma´s a la izquierda
en el fenotipo en construccio´n es <var>. Puede observarse que el resultado
es el mismo con los dos tipos de representacio´n.
Aunque el cambio en la representacio´n del genotipo respeta el feno´meno
biolo´gico de la degeneracio´n del co´digo gene´tico, por contra, condiciona a
que el operador de mutacio´n trabaje directamente sobre los codones mientras
que biolo´gicamente las mutaciones gene´ticas ocurren a nivel de nucleo´tido y
no a nivel de codo´n. No obstante, recordando que el objetivo es reproducir
algunos de los experimentos propuestos en [O’Neill y Ryan (2003)], es decir,
intentar implementar el algoritmo de la manera ma´s fiel a la propuesta por
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sus creadores, es importante destacar que en EG original no se menciona en
ningu´n momento que exista alguna correspondencia entre los nucleo´tidos y
la secuencia de bits, y, aunque no se mencione de manera expl´ıcita, tampoco
se puede deducir ya que la representacio´n lo´gica ser´ıa utilizar 2 bits para
un nucleo´tido (hay 4) y en total 6 bits para un codo´n, y no un total de 8
bits por codo´n. En el apartado 4.2 se describe la influencia del cambio de
representacio´n del genotipo en el operador de mutacio´n.
Logicamente, tambie´n se ve afectado el operador de recombinacio´n como
se describe en el apartado 4.3.
4.2. El operador de mutacio´n
El operador de mutacio´n propuesto en EG original trabaja a nivel de bit.
Se fija una tasa de mutacio´n para la probabilidad de que mute un bit, y se
recorre la cadena de bits, aplicando en cada uno de ellos la mutacio´n con la
tasa establecida. La manera de implementar este comportamiento consiste en
recorrer la cadena de bits, y en cada uno de ellos generar un nu´mero aleatorio
en el intervalo [0, 1] de manera que, si el nu´mero generado es menor que la
tasa prefijada, se muta el bit, y en caso contrario no se muta.
La modificacio´n de la representacio´n del genotipo que sustituye la cadena
de bits por una cadena de nu´meros enteros implica tambie´n el cambio del
operador de mutacio´n ya que desaparecen los bits. Se establece una tasa de
mutacio´n por genotipo, en definitiva, una tasa de mutacio´n por individuo.
Para hacer efectiva la mutacio´n, en los casos que proceda atendiendo a la tasa,
se selecciona al azar un codo´n y se sustituye por un codo´n creado tambie´n
de manera aleatoria.
Otra diferencia apreciable en el operador de mutacio´n esta´ relacionada
con el nu´mero de codones que pueden mutar en un genotipo. En EG original,
el funcionamiento del operador de mutacio´n a nivel de bit hace posible que
mute ma´s de un codo´n en un genotipo mientras que, en EG ajustada, esta
situacio´n no pude ocurrir.
Para poder comparar los resultados de los experimentos que aparecen en
[O’Neill y Ryan (2003)] con los resultados propios, es necesario establecer
una correspondencia entre la tasa o probabilidad de mutacio´n de un bit en
EG original y la nueva tasa de mutacio´n de un genotipo.
En EG original, la probabilidad de que mute un genotipo es 1 menos la
probabilidad de que no mute, y la probabilidad de que no mute es equivalente
a la probabilidad de que no mute ninguno de los bits. Si b es el nu´mero de bits
de un genotipo, y p es la probabilidad de mutacio´n de un bit, la probabilidad
de que no mute el genotipo se puede calcular como la probabilidad de que no
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Figura 4.1: Emulacio´n del co´digo gene´tico degenerado.
4.3. El operador de recombinacio´n 59
mute ninguno de los bits, que es (1−p)b. Por lo tanto, la probabilidad de que
mute un genotipo es 1−(1−p)b. En la tabla 4.1 se muestra la correspondencia
entre el nu´mero de bits de un genotipo y la probabilidad de mutacio´n del
mismo para una tasa de mutacio´n de bit de 0, 01, que es la propuesta en
los experimentos de [O’Neill y Ryan (2003)]. Dado que en los experimentos
propuestos en [O’Neill y Ryan (2003)] el taman˜o inicial de los genotipos
esta´ en el rango [1, 10], y que var´ıa ra´pidamente con tendencia creciente
a lo largo de la simulacio´n del proceso evolutivo (ver figura 4.4), no parece
inadecuado considerar un taman˜o medio del genotipo de aproximadamente 30
codones, lo que corresponder´ıa a una probabilidad de mutacio´n de genotipo
de 0,91 segu´n se puede ver en la tabla 4.1. Por este motivo existe tanta
diferencia entre la tasa de mutacio´n de los experimentos de EG original y los
realizados en el contexto de esta tesis.
4.3. El operador de recombinacio´n
El operador de recombinacio´n propuesto en EG original es el operador de
recombinacio´n de un punto que trabaja de la siguiente manera:
1. Se seleccionan aleatoriamente dos puntos de recombinacio´n, uno en
cada genotipo.
2. Se intercambian los segmentos de la parte derecha de cada genotipo
para generar dos nuevos genotipos.
En [O’Neill y Ryan (2003)] se dedica un cap´ıtulo completo a la discu-
sio´n de la idoneidad del operador de recombinacio´n de un punto, haciendo
comparativas con otros me´todos de recombinacio´n, y concluyendo experi-
mentalmente que el operador propuesto es adecuado para EG.
La representacio´n del genotipo como una serie de nu´meros enteros implica
que el intercambio de segmentos propio del operador de recombinacio´n se
realice a nivel de codo´n (que es el material gene´tico que sustituye a los bits
de EG original) en vez de a nivel de bit y parece dif´ıcil evaluar la repercusio´n
de este cambio. Por ejemplo, en la figura 4.2 se muestra una operacio´n de
recombinacio´n donde los genotipos esta´n representados por cadenas de bits.
Se puede observar que como consecuencia de que los puntos de corte esta´n
situados en puntos intermedios de codones de los genotipos de los padres,
aparecen en los genotipos de los hijos secuencias de bits que dan lugar a
nuevos codones que no exist´ıan en los padres. Por ejemplo, el segundo codo´n
del hijo 1 vale 0 mientras que ninguno de los padres tiene un codo´n de valor
0, y lo mismo ocurre con el quinto codo´n del hijo 2.
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nu´mero de bits nu´mero de codones probabilidad de mutacio´n
del genotipo del genotipo del genotipo




































Tabla 4.1: Correspondencia entre el nu´mero de bits de un genotipo
y la probabilidad de mutacio´n del mismo para una tasa de mutacio´n
de bit de 0,01
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10010010 00000010 00110011 00000111 10000010
00000011 10101011 11000010 00100010 00000000 11100010 11111111
146 2 51 7 130
3 171 194 34 0 226 255
10010010 00000000 11100010 11111111
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Figura 4.2: Operador de recombinacio´n de un punto en EG.
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Es evidente que la aparicio´n de nuevos codones en los genotipos de los
hijos es un suceso imposible cuando el genotipo es precisamente la secuencia
de codones como puede apreciarse en el ejemplo de la figura 4.3.
No parece fa´cil encontrar un me´todo que permita estimar las repercu-
siones directas de este feno´meno en el proceso evolutivo ya que se podr´ıa
asimilar a una tasa superior de mutacio´n. Se opto´ por considerar ausencia
de repercusiones siempre y cuando los rendimientos de los algoritmos fueran
comparables.
146 2 51 7 130





146 2 226 255





Figura 4.3: Operador de recombinacio´n para genotipos representados
mediante cadenas de nu´meros enteros.
En el proceso de intentar reproducir los experimentos propuestos en
[O’Neill y Ryan (2003)] se detecto´ la siguiente circunstancia. El nu´mero de
codones efectivos (los utilizados en la generacio´n del fenotipo) es, de me-
dia, bastante inferior al nu´mero de codones que forman el genotipo. En la
figura 4.4 se muestran los datos obtenidos en 500 ejecuciones del problema de
regresio´n simbo´lica (en el cap´ıtulo 5 se describe en profundidad este proble-
ma). Las series representadas corresponden a las medias de los codones reales
y codones efectivos en funcio´n del nu´mero de generacio´n. Se puede observar
que, a medida que crece el nu´mero de generacio´n, el nu´mero de codones del
genotipo tambie´n crece y, adema´s, aumenta la desproporcio´n entre nu´mero
de codones reales y efectivos. Como consecuencia del feno´meno representa-
do en la figura 4.4, a medida que avanza el proceso evolutivo, al generar de
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manera aleatoria un punto de corte en el genotipo para aplicar el operador
de recombinacio´n, la probabilidad de que el punto caiga en la zona de co-
dones no utilizados es mayor que la probabilidad de que caiga en la zona
de codones efectivos, ya que e´sta es menor. Por lo tanto, despue´s de aplicar
el operador de recombinacio´n, la probabilidad de que los nuevos individuos
tengan un fenotipo igual al de los padres es mayor que la probabilidad de
que sean diferentes, y como consecuencia de esta circunstancia es muy habi-
tual que el proceso de evolucio´n se “estanque” en una solucio´n “local” y no
evolucione. Para resolver este problema, los puntos de corte en los genotipos
se generaron utilizando como cota superior el nu´mero de codones efectivos
en lugar del nu´mero de codones reales. As´ı, se observo´ la reduccio´n dra´stica
del proceso de “estancamiento” descrito anteriormente.
VALORES MEDIOS DE CODONES USADOS Y CODONES 



























codones reales codones efectivos
Figura 4.4: Comparativa de nu´mero medio de codones efectivos y
nu´mero medio de codones reales.
El operador de reduccio´n descrito en [Ryan y otros (1998)] parece que
tiene el mismo objetivo que el mecanismo propuesto anteriormente. Dicho
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operador se aplica con una determinada probabilidad a los individuos que no
expresan todos sus genes y funciona eliminando el material gene´tico que no
se utiliza en el proceso de traduccio´n de genotipo a fenotipo.
4.4. Otros operadores
En EG original se proponen dos operadores ma´s junto con el de mutacio´n
y el de recombinacio´n, que son el operador de wrapping y el operador de
duplicacio´n (ambos descritos en el cap´ıtulo 2)
El operador de wrapping s´ı se ha implementado en la herramienta de
software desarrollada como parte de este trabajo, pero no se ha utilizado de
manera habitual en los experimentos. No obstante, este operador es el menos
afectado por el cambio de representacio´n del genotipo ya que el resultado de
aplicar el operador es similar, ya que su funcionamiento implica u´nicamente
la reutilizacio´n de co´digo gene´tico de un individuo.
El operador de duplicacio´n no se ha incorporado en la versio´n ajustada
de EG y se reserva junto con otros operadores inspirados en la naturaleza
para futuras l´ıneas de trabajo.
4.5. El algoritmo evolutivo
En cuanto al algoritmo evolutivo utilizado en la versio´n ajustada de EG
solamente se modifico´ la pol´ıtica de reemplazo de la poblacio´n sustituyendo
la te´cnica de estado estacionario (steady state) propuesta en [O’Neill y Ryan
(2003)] por el reemplazo generacional con elitismo opcional. El uso de elitismo
significa que de una generacio´n a otra se mantiene el mejor individuo (para
conservar su informacio´n gene´tica).
La motivacio´n del cambio de pol´ıtica de reemplazo fue la obtencio´n de
rendimientos muy bajos comparativamente con los mostrados en [O’Neill
y Ryan (2003)] cuando se utilizaba la te´cnica de estado estacionario. La
medida del rendimiento del algoritmo fue un punto problema´tico durante el
desarrollo de los experimentos para la puesta a punto de la EG ajustada
como se describe detalladamente en el apartado 4.6.
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4.6. Evaluacio´n del rendimiento del algorit-
mo
4.6.1. Antecedentes
La implementacio´n del me´todo de EG ajustada como parte de la herra-
mienta GEEMMA desarrollada en el contexto de esta tesis fue seguida de la
fase de pruebas que comenzo´ con el primer ejemplo propuesto en [O’Neill y
Ryan (2003)], que aborda el problema de la regresio´n simbo´lica (ver cap´ıtulo
5 para una descripcio´n detallada). El hecho de encontrar rendimientos mucho
perores que los presentados en [O’Neill y Ryan (2003)] motivo´ la realizacio´n
de numerosas pruebas, como por ejemplo:
• variacio´n de nu´mero de bits de cada codo´n
• variacio´n del nu´mero de codones del genotipo
• variacio´n en el nu´mero ma´ximo de generaciones
• variacio´n en el taman˜o de la poblacio´n
• variacio´n de las tasas de aplicacio´n de los operadores de mutacio´n y
recombinacio´n
• variacio´n de la configuracio´n del operador de wrapping barriendo el
espectro que va desde no aplicar wrapping hasta la aplicacio´n de 1, 2,
3, ... veces.
• sustitucio´n de la estrategia de reemplazo de estado estacionario por la
te´cnica de reemplazo generacional con elitismo opcional
Despue´s de la realizacio´n de las pruebas, solamente se obtuvo una me-
jora del rendimiento con el cambio de estrategia de reemplazo, pero no se
llego´ nunca a obtener los resultados mostrados en [O’Neill y Ryan (2003)].
Para el problema de regresio´n simbo´lica se obten´ıa una probabilidad acumu-
lada de e´xito del orden del 5 % para la generacio´n 25 frente al 85 % esperado,
y en la generacio´n 50 se alcanzaba solamente una probabilidad acumulada
de e´xito del orden de 60-70 % frente al pra´cticamente 100 % esperado. En la
figura 4.5 puede observarse la disparidad entre las curvas.
La realizacio´n de tantas pruebas supuso una inversio´n muy importante
de tiempo y esfuerzo (en primera instancia infructuoso). En ningu´n momen-
to se penso´ que los valores de las gra´ficas que aparecen en [O’Neill y Ryan
(2003)] pudieran estar alterados por algu´n error en su edicio´n o algo similar
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Figura 4.5: Comparativa de rendimientos para el problema de regre-
sio´n simbo´lica resuelto con EG y EG ajustada.
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ya que, iban acompan˜adas de su correspondiente explicacio´n con referencias
a los valores que aparecen en las mismas. En ocasiones, es posible detec-
tar incorrecciones en los valores que aparecen en gra´ficas correspondientes a
experimentos cient´ıficos, gracias a la explicacio´n que habitualmente se ad-
junta. Este no era el caso ya que coincid´ıan los valores de las gra´ficas con sus
correspondientes explicaciones.
El hecho de que las gra´ficas de rendimiento de EG para el problema de
regresio´n simbo´lica contuviesen tambie´n, a modo de comparacio´n, los resul-
tados obtenidos con la te´cnica de programacio´n gene´tica (PG) de Koza [Koza
(1992)] motivo´ acudir a la fuente para cotejar los valores que mostraban las
gra´ficas. En la figura 4.6 se muestran las dos series de rendimiento de la
te´cnica de programacio´n gene´tica para el problema de regresio´n simbo´lica
obtenidas de las dos referencias bibliogra´ficas citadas previamente, el libro
de los autores de EG [O’Neill y Ryan (2003)], y uno de los libros de Koza
[Koza (1992)].
La disparidad evidente de los rendimientos que aparecen en la figura 4.6
y la lectura detallada de las explicaciones de Koza relativas a la evaluacio´n
del rendimiento podr´ıan sugerir que los valores que aparecen en las gra´ficas
de rendimiento en [O’Neill y Ryan (2003)] pudieran no corresponder a la
frecuencia acumulada de e´xito sino a otra magnitud derivada de la misma.
En la seccio´n 4.6.2 se resume la propuesta de Koza en [Koza (1992)] para
evaluar rendimientos.
4.6.2. Propuesta de Koza para evaluar el rendimiento
Koza propone un me´todo para medir el rendimiento del modelo de progra-
macio´n gene´tica en te´rminos del coste computacional necesario para resolver
un problema [Koza (1992)]. En concreto la medida propuesta es el nu´mero
de individuos que se deben procesar para resolver el problema con
una cierta probabilidad. Dicha medida proporciona una estimacio´n de la
dificultad del problema.
En primer lugar se estima de manera experimental la probabilidad ins-
tanta´nea Y (M, i) de que en una ejecucio´n independiente del experimento
sobre una poblacio´n de taman˜o M se obtenga una solucio´n en la generacio´n
i. La estimacio´n de Y (M, i) requiere un elevado nu´mero de experimentos (y
su fiabilidad crece con el nu´mero de experimentos)
A partir de la probabilidad instanta´nea Y (M, i) estimada para los distin-
tos valores de i se calcula la probabilidad acumulada de e´xito P (M, i).
La probabilidad de encontrar al menos una solucio´n antes de la
generacio´n i en R ejecuciones independientes es 1 − [1 − P (M, i)]R.
Es precisamente esta magnitud la que podr´ıa estar representada, en lugar
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Figura 4.6: Rendimiento de la te´cnica de programacio´n gene´tica para
el problema de regresio´n simbo´lica.
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de la probabilidad acumulada de e´xito, en las gra´ficas de rendimiento del
problema de regresio´n simbo´lica que aparecen en [O’Neill y Ryan (2003)]. En
la figura 4.7 se muestran de nuevo las dos series de rendimiento ya presentadas
en la figura 4.6, y con trazo de color, se representan las series correspondientes
a la magnitud 1− [1− P (M, i)]R para distintos valores de R. La semejanza
entre e´stas u´ltimas series y los valores de rendimiento que aparecen en el
libro de EG motivo´ la hipo´tesis relativa a la magnitud representada en el eje
de ordenadas.
En cualquier caso, en el contexto del presente trabajo, el rendimiento de
los me´todos se evaluara´ generalmente en te´rminos de probabilidad acumulada
de e´xito. La discusio´n previa simplemente pretend´ıa describir la hipo´tesis que
se planteo´ para explicar la gran diferencia entre el rendimiento descrito por
los autores de EG para el problema de regresio´n simbo´lica y el rendimiento
obtenido con la herramienta desarrollada como parte de esta tesis.
No obstante, esta seccio´n continu´a con un resumen del planteamiento de
Koza para la evaluacio´n del rendimiento de los me´todos.
Si se quiere encontrar una solucio´n con una probabilidad z = 1−ε = 99 %,
entonces se debe cumplir que:
z = 1− [1− P (M, i)]R
El nu´mero de ejecuciones independientes R(z) para encontrar una solu-
cio´n antes de la generacio´n i con una probabilidad z = 1− ε = 99 % depende
de z y de P (M, i).
Tomando logaritmos, se obtiene que:
R(z) =
⌈ log(1− z)




log(1− P (M, i))
⌉
(4.1)
donde ε = 1 − z = 0, 01 y los s´ımbolos d y e representan a la funcio´n de
redondeo al entero superior ma´s pro´ximo.
En la figura 4.8 se muestra el gra´fico del nu´mero de ejecuciones indepen-
dientes necesarias R(z) en funcio´n de la probabilidad acumulada de e´xito
P (M, i) para z = 99 %. Por ejemplo, si la frecuencia acumulada de e´xito
P (M, i) es 0, 09 son necesarias 48 ejecuciones independientes para encontrar
una solucio´n con una probabilidad del 99 %. Si P (M, i) es 0, 68 so´lo son ne-
cesarias 4 ejecuciones independientes; si P (M, i) es 0, 78 so´lo son necesarias
3 ejecuciones independientes; y si P (M, i) es 0, 90 so´lo son necesarias 2 ejecu-
ciones. Estos tres valores de P (M, i), 68 %, 78 % y 90 % tienen una especial
relevancia ya que son los porcentajes ma´s pequen˜os para los cuales so´lo se
necesitan 4, 3 y 2 ejecuciones independientes respectivamente, para encontrar









































Figura 4.7: Rendimiento de la te´cnica de programacio´n gene´tica para
el problema de regresio´n simbo´lica.
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una solucio´n con una probabilidad z = 99 %. En el caso extremo en el que



























Figura 4.8: Nu´mero de ejecuciones independientes necesarias R(z)
en funcio´n de la probabilidad acumulada de e´xito P(M,i) para z=99 %
Para estimar el coste computacional para resolver un problema con una
cierta probabilidad z, con un taman˜o de poblacio´nM y en un nu´mero ma´ximo
de generaciones i en te´rminos del nu´mero de individuos procesados, I(M, i, z)
bastar´ıa con obtener el nu´mero de ejecuciones requeridas R(z) para la fre-
cuencia acumulada P (M, i) y multiplicarlo por el nu´mero de generaciones i
y por el taman˜o de la poblacio´n M . El valor obtenido de esta manera para
I(M, i, z) esta´ sobrestimado ya que puede ocurrir que se encuentre ma´s de
una solucio´n, o bien que se encuentre antes de la generacio´n i.
El taman˜o de la poblacio´n M y el nu´mero ma´ximo de generaciones G son
dos para´metros fundamentales en la configuracio´n de un algoritmo gene´tico.
Para un taman˜o de poblacio´n determinado M la frecuencia acumulada
P (M, i) incrementa si se continu´a el experimento durante ma´s generaciones.
En principio, el operador de mutacio´n permite que se alcance cualquier punto
del espacio de soluciones si el experimento se ejecuta durante un nu´mero alto
de generaciones. No obstante, existe un punto a partir del cual el coste de
72 Cap´ıtulo 4 – Ajuste de evolucio´n gramatical
prolongar la ejecucio´n del experimento durante ma´s generaciones es superior
al beneficio obtenido por el incremento de P (M, i).
Para el problema de regresio´n simbo´lica, que se describe completamente
en el cap´ıtulo 5 se ha obtenido experimentalmente la curva de probabili-
dad acumulada de e´xito realizando 1000 ejecuciones independientes con una
poblacio´n M = 500 y un nu´mero ma´ximo de generaciones G = 150. Los

































Figura 4.9: Probabilidad acumulada de e´xito P (M, i) para el proble-
ma de regresio´n simbo´lica
En la tabla 4.2 se muestra el nu´mero total de individuos que se deben
procesar para encontrar una solucio´n con una probabilidad z = 99 % para
distintas generaciones. Se puede observar que existe un punto, en concreto
el correspondiente a la generacio´n 82, en el que se alcanza un mı´nimo en el
nu´mero de individuos que se deben procesar, a partir del cual el coste de
prolongar la ejecucio´n del experimento durante ma´s generaciones es superior
al beneficio obtenido por el incremento de P (M, i).
La probabilidad acumulada de e´xito P (M, i) calculada experimentalmen-
te para la generacio´n 20 es del 2 %. Con la ecuacio´n ( 4.1) se obtiene que
el nu´mero de ejecuciones necesarias para obtener una solucio´n con una pro-
babilidad del 99 % antes de la generacio´n 20 es R(z) = 228. Para calcular
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Probabilidad Nu´mero de Nu´mero total
Nu´mero de acumulada ejecuciones de individuos
generacio´n de e´xito necesarias procesados
i P (M, i) R(z) I(M, i, z)
20 2 % 228 2.280.000
30 15 % 29 435.000
40 43,3 % 9 180.000
60 81,7 % 3 90.000
82 90,2 % 2 82.000
103 92 % 2 103.000
145 92,5 % 2 145.000
Tabla 4.2: Nu´mero de individuos que deben ser procesados para encontrar una
solucio´n con un 99 % de probabilidad para el problema de regresio´n simbo´lica.
el nu´mero de individuos que se necesita procesar bastar´ıa con realizar el
producto 500× 228× 20 = 2,280,000.
Los ca´lculos realizados para la generacio´n 30, que tiene una probabilidad
acumulada de e´xito P (M, i) del 15 % permiten afirmar que es necesario pro-
cesar 500× 29× 30 = 435,000 individuos para obtener una solucio´n con una
probabilidad de 99 %.
Para las generaciones 40 y 60 con probabilidades acumuladas de e´xito de
43,3 % y 81,7 % respectivamente, el nu´mero de ejecuciones necesarias para
obtener una solucio´n con una probabilidad del 99 % es, en cada caso, 9 y 3,
de donde se deduce el nu´mero de individuos que se necesita procesar para la
generacio´n 40 es 500× 9× 40 = 180,000, y para la generacio´n 60 se reduce a
500× 3× 60 = 90,000.
El descenso brusco que se observa en el nu´mero de individuos que se deben
procesar desde la generacio´n 20 hasta la 60 es debido al ra´pido ascenso de la
probabilidad acumulada.
Como puede observarse en la tabla 4.2 en la generacio´n 82 el nu´mero de
individuos que se necesita procesar alcanza el mı´nimo, 82.000 individuos, y
en generaciones posteriores crece el valor, en concreto para la generacio´n 103
se necesita procesar 103.000 individuos y en la 145 asciende a 145.000.
En la figura 4.10 se muestra, para el problema de regresio´n simbo´li-
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ca, la curva de probabilidad acumulada de e´xito P (M, i) obtenida experi-
mentalmente a partir de 1000 ejecuciones independientes con una poblacio´n
M = 500 y un nu´mero ma´ximo de generaciones G = 150, junto con la curva
I(M, i, z)de nu´mero de individuos que se necesita procesar para obtener una

























































Figura 4.10: Probabilidad acumulada de e´xito P (M, i) y nu´mero
de individuos que se necesita procesar I(M, i, z) para el problema de
regresio´n simbo´lica.
En la figura 4.10 la amplitud de la escala no permite ver detalladamente
la forma de la funcio´n I(M, i, z) que s´ı se puede observar en la figura 4.11. En
primer lugar, se ve claramente que el mı´nimo se encuentra en la generacio´n
82. La forma de dientes de sierra se explica de la siguiente manera. Los
tramos lineales crecientes corresponden a generaciones para las cuales el
nu´mero de ejecuciones independientes calculado con la ecuacio´n ( 4.1) es el
mismo, y por lo tanto, el nu´mero de individuos I(M, i, z) que se obtiene
como el producto de la generacio´n, el taman˜o de la poblacio´n y el nu´mero
de ejecuciones independientes, al ser constante el u´ltimo factor, crece
proporcionalmente al taman˜o de la poblacio´n.





























































Figura 4.11: Probabilidad acumulada de e´xito P (M, i) y nu´mero
de individuos que se necesita procesar I(M, i, z) para el problema de
regresio´n simbo´lica.
El nu´mero de individuos que se procesan es una medida de la dificultad
del problema para un determinado taman˜o de la poblacio´n. El estudio
realizado hasta el momento permite deducir el nu´mero de generacio´n para
el cual es mı´nimo el nu´mero de individuos que se procesan para un taman˜o
de poblacio´n prefijado. Tambie´n se puede estudiar el taman˜o de poblacio´n
o´ptimo de una manera similar.
Se han realizado pruebas para el problema de regresio´n simbo´lica y ta-
man˜os de poblacio´n de 1000, 2000 y 4000 individuos. En la figura 4.12 se
muestran los datos obtenidos de probabilidad acumulada de e´xito P (M, i) y
de nu´mero de individuos que se necesita procesar I(M, i, z) para un taman˜o
de poblacio´n M = 1000. El mı´nimo de la funcio´n I(M, i, z) se alcanza en
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la generacio´n 45 de manera que ser´ıa necesario procesar 135.000 individuos

























































Figura 4.12: Probabilidad acumulada de e´xito P (M, i) y nu´mero
de individuos que se necesita procesar I(M, i, z) para el problema de
regresio´n simbo´lica con un taman˜o de poblacio´n M = 1000.
Si se incrementa el taman˜o de la poblacio´n a 2000 individuos, se obtienen
las curvas de rendimiento que se muestran en la figura 4.13. En este caso,
disminuye a 100.000 el nu´mero de individuos que se necesita procesar para
obtener una solucio´n con una probabilidad del 99 %, correspondiendo este
mı´nimo a la generacio´n 50 que tiene una probabilidad acumulada de e´xito del
100 % y por lo tanto el nu´mero de ejecuciones independientes R(z) desciende
a 1, y el nu´mero de individuos que se deben procesar pasa a ser 2000 × 1 ×
50 = 100.000. Este valor es menor que el valor obtenido para un taman˜o de
poblacio´n de 1000 que requer´ıa procesar 135.000 individuos.
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Por u´ltimo, aumentando el taman˜o de la poblacio´n a 4000, no se mejora
el rendimiento ya que el mı´nimo de la funcio´n I(M, i, z) es 208.000 en la

























































Figura 4.13: Probabilidad acumulada de e´xito P (M, i) y nu´mero
de individuos que se necesita procesar I(M, i, z) para el problema de
regresio´n simbo´lica con un taman˜o de poblacio´n M = 2000.
En resumen, los rendimientos obtenidos para taman˜os de poblacio´n
1000, 2000 y 4000, utilizando como medida del rendimiento el nu´mero de
individuos que se deben procesar para obtener una solucio´n al problema con
una probabilidad del 99 %, que son 135.000, 100.000 y 208.000 individuos
respectivamente, no mejoran el rendimiento obtenido para una poblacio´n de
500 individuos en cuyo caso el rendimiento es de 82.000 individuos.
En definitiva, el esfuerzo computacional para resolver un problema
medido como nu´mero de individuos que se necesitan procesar permite
evaluar su dificultad y como consecuencia proporciona un mecanismo para
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comparar la dificultad de resolver diferentes problemas.
Adema´s, para la resolucio´n de nuevos problemas puede ser interesante
disponer de curvas de rendimiento de problemas que se consideran de dificul-
tad similar, ya que, se pueden utilizar para estimar el taman˜o o´ptimo de la
poblacio´n as´ı como el nu´mero ma´ximo de generaciones que se debe utilizar

























































Figura 4.14: Probabilidad acumulada de e´xito P (M, i) y nu´mero
de individuos que se necesita procesar I(M, i, z) para el problema de
regresio´n simbo´lica con un taman˜o de poblacio´n M = 4000.
Cap´ıtulo 5
Evolucio´n con grama´ticas de
atributos
Los autores de EG plantean en [O’Neill y Ryan (2003)] la incorporacio´n
de contenido sema´ntico a su modelo como una futura l´ınea de investigacio´n.
En el cap´ıtulo 2 se puede leer una revisio´n de las distintas propuestas en esa
l´ınea que se han encontrado durante la fase de estudio del estado del arte del
a´rea en el que se enmarca este trabajo.
La primera propuesta de esta tesis es incorporar sema´ntica a EG haciendo
uso de grama´ticas de atributos como ejemplo de especificacio´n esta´tica de
contenido sema´ntico.
En este cap´ıtulo se describe en profundidad esta primera propuesta y se
muestran los resultados de su aplicacio´n en algunos ejemplos cla´sicos del a´rea
como por ejemplo los problemas de regresio´n e integracio´n simbo´lica. Se uti-
lizan los dos modelos, por un lado con EG y por otro con la nueva propuesta
de evolucio´n gramatical con sema´ntica expresada con grama´ticas de atribu-
tos, para as´ı, poder realizar un estudio comparativo de los resultados, y en
el mejor de los casos extraer conclusiones acerca del nuevo modelo.
5.1. Objetivo
El objetivo de incorporar sema´ntica a EG es proporcionar un mecanismo
que permita durante el proceso evolutivo la generacio´n de individuos sinta´cti-
ca y sema´nticamente correctos (que satisfagan un conjunto de restricciones
sema´nticas previamente establecidas) Obviamente, las restricciones sema´nti-
cas son dependientes del problema concreto que se pretende resolver. De esta
manera, la poblacio´n estara´ formada por individuos correctos de acuerdo con
la sema´ntica establecida, y en principio, se puede suponer que la “calidad” de
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la poblacio´n mejorara´ y que, por tanto, aumentara´ el rendimiento del proceso
de bu´squeda. Parece razonable pensar que en los problemas en los que el es-
pacio de bu´squeda es muy extenso, puede resultar beneficioso incrementar la
calidad de los individuos. Se entiende que un individuo es de mayor calidad
si se ajusta a las restricciones sema´nticas previamente establecidas. Por lo
tanto, la definicio´n de las restricciones sema´nticas es el aspecto ma´s relevante
en el planteamiento de la solucio´n de problemas mediante evolucio´n grama-
tical con sema´ntica expresada mediante grama´ticas de atributos (a partir de
ahora EGA)
5.2. El me´todo
El me´todo propuesto en esta tesis consiste en sustituir la grama´tica in-
dependiente del contexto del modelo de EG por una grama´tica de atribu-
tos [Knuth (1968) y Knuth (1971)] con el objetivo de generar individuos
sema´nticamente correctos de acuerdo con la sema´ntica expresada mediante
la grama´tica de atributos. Una grama´tica de atributos permite definir, para
cada s´ımbolo, uno o ma´s atributos y, para cada regla, un conjunto de accio-
nes sema´nticas que tienen como objetivo calcular los valores de los atributos
de los s´ımbolos de la regla. Segu´n se describe en [Alfonseca y otros (2007)]
los atributos se pueden clasificar en dos grupos: sintetizados y heredados.
Los atributos sintetizados pertenecen a los s´ımbolos no terminales que apa-
recen en la parte izquierda de las reglas. Sus valores se calculan a partir de
los valores de los atributos de los s´ımbolos de la parte derecha de la regla.
Los atributos heredados son los de los s´ımbolos terminales y no terminales
de la parte derecha de las reglas y cuyos valores se calculan utilizando los
atributos de la parte izquierda o los de otros s´ımbolos de la parte derecha.
Se pueden distinguir dos tipos de atributos heredados. Por una parte, los
atributos heredados por la derecha cuando el ca´lculo del valor de un atributo
utiliza atributos de los s´ımbolos que esta´n situados a su derecha. Por otra
parte, los atributos heredados por la izquierda cuando so´lo se utilizan los
que esta´n a su izquierda, ya sea en la parte derecha de la regla o en la parte
izquierda.
El me´todo propuesto no ser´ıa completo si adema´s de proponer la sus-
titucio´n de la grama´tica independiente del contexto por una grama´tica de
atributos no redefiniera el algoritmo de transformacio´n de genotipo a feno-
tipo, que establece la secuencia de ejecucio´n de las acciones asociadas a las
reglas mediante las cuales se calculan los valores de los atributos tanto sinte-
tizados como heredados. Por lo tanto, el me´todo tambie´n incluye la eleccio´n
de la secuencia o instantes de ejecucio´n de las acciones sema´nticas. Se ha
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utilizado para ello como referencia las te´cnicas utilizadas en el desarrollo de
compiladores [Aho y otros (2008), Grune y otros (2007), Alfonseca y otros
(2007) y Levine y otros (1992)] en concreto en las tareas de ana´lisis sema´ntico
y generacio´n de co´digo. En los compiladores que realizan ana´lisis sinta´ctico
descendente, los atributos que se adaptan de manera natural son los atributos
heredados y su ca´lculo o evaluacio´n se puede realizar fa´cilmente en el mo-
mento en que se utiliza una regla para expandir un nodo del a´rbol de ana´lisis.
Por el contrario, en los compiladores basados en ana´lisis sinta´ctico ascenden-
te los atributos ma´s adecuados son los sintetizados y es posible realizar su
evaluacio´n cada vez que se reduzca una regla de la grama´tica en el proceso
de reduccio´n del axioma. Lo´gicamente, en EGA, las acciones sema´nticas aso-
ciadas a las reglas se ejecutan durante el proceso de traduccio´n de genotipo
a fenotipo, y el me´todo/modelo define exactamente cua´ndo y co´mo, segu´n
queda descrito en el apartado 5.2.1.
En s´ıntesis, el primer me´todo/modelo desarrollado en el contexto de este
trabajo:
1. remplaza la grama´tica independiente del contexto del modelo de EG
por una grama´tica de atributos.
2. redefine el algoritmo de transformacio´n de genotipo a fenotipo esta-
bleciendo la secuencia de ejecucio´n de las acciones sema´nticas de la
grama´tica de atributos.
5.2.1. Algoritmo de generacio´n del genotipo desde el
fenotipo en EGA
El algoritmo de generacio´n del fenotipo desde el genotipo de EGA pro-
puesto en este trabajo an˜ade al algoritmo de generacio´n de EG la construc-
cio´n expl´ıcita del a´rbol de generacio´n, al que se an˜ade en cada nodo, el valor
de los atributos del s´ımbolo del nodo a partir de la grama´tica de atributos
que sustituye a la grama´tica independiente del contexto de EG. Los tipos de
atributos evaluables en el algoritmo son los siguientes:
• Atributos heredados por los nodos hijos de su nodo padre (heredados
por la izquierda)
• Atributos heredados de los hermanos situados a la izquierda de un nodo
dado (heredados por la izquierda)
• Atributos sintetizados, que corresponden a los atributos de los padres
calculados a partir de los de los hijos.
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Puede observarse que no se utilizan atributos heredados por la derecha.
La justificacio´n de este desuso se pospone a la descripcio´n del algoritmo.
Puede resumirse brevemente el proceso de traduccio´n de genotipo a fe-
notipo de EG: se parte del axioma y se construye una derivacio´n por la
izquierda. Para ello se utiliza la informacio´n del genotipo para seleccionar
la regla de la grama´tica que se aplica para expandir el no terminal en curso
(siempre el situado ma´s a la izquierda del fenotipo en desarrollo) La cons-
truccio´n del a´rbol de derivacio´n es similar. Se inicia construyendo el nodo ra´ız
con el axioma de la grama´tica, y a partir de ese momento el proceso consiste
en la expansio´n del nodo pendiente de expandir situado ma´s a la izquierda
y en el nivel ma´s profundo del a´rbol con retroseguimiento. Se observan las
siguientes reglas:
1. Cuando se expande un nodo se realizan las siguientes tareas:
a) Se crean los nodos de los s´ımbolos de la parte derecha de la regla
y se asignan como hijos al nodo expandido manteniendo su orden.
b) Si hay atributos heredados por los hijos (s´ımbolos de la parte
derecha) del padre (s´ımbolo de la parte izquierda), se calculan en
este instante
2. Se considera que termina el procesamiento de un nodo cuando ha ter-
minado el procesamiento de todos sus hijos. Teniendo en cuenta que los
nodos hoja del a´rbol correspondientes a s´ımbolos terminales no tienen
hijos, cuando se crea un nodo hoja tambie´n se termina su procesa-
miento. Las tareas vinculadas a la finalizacio´n del procesamiento de los
nodos son las siguientes:
a) Si el nodo cuyo procesamiento ha terminado tiene hermanos, se
comprueba si hay atributos heredados entre hermanos y todos
aquellos que se puedan evaluar se calculan en este momento.
b) Cuando termina el procesamiento de todos los nodos hijos de un
nodo padre, se evalu´a los atributos sintetizados del padre a partir
de los valores de los atributos de los hijos.
3. El axioma de la grama´tica corresponde a la ra´ız del a´rbol y por lo tanto
no tiene padre ni hermanos y en consecuencia no puede tener atributos
heredados, u´nicamente atributos sintetizados. Aunque existe un uso
especial de atributos heredados por la ra´ız del a´rbol, que sirve para
proporcionar ”entradas´´ al a´rbol. Cuando se termina el proceso del
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nodo ra´ız se ha terminado con la construccio´n del a´rbol de derivacio´n
y con la evaluacio´n de los atributos sema´nticos de todos sus nodos.
4. Los nodos hoja no tienen hijos y por lo tanto no pueden tener atribu-
tos sintetizados. Otro mecanismo para proporcionar entradas al a´rbol,
similar al mencionado anteriormente para la ra´ız, consiste en asignar
valores (sintetizados) a estos nodos.
5. En las operaciones de expansio´n y terminacio´n de un nodo es posible
consultar los valores de los atributos de los s´ımbolos de la produccio´n
implicada en la operacio´n ya que dichos valores permiten establecer la
correccio´n sema´ntica de un individuo. Si durante la ejecucio´n del al-
goritmo de traduccio´n de genotipo a fenotipo se detecta la violacio´n
de alguna de las condiciones establecidas sobre los atributos, se inte-
rrumpe el proceso de traduccio´n y se rechaza el individuo cuyo fenotipo
esta´ siendo generado.
La manera en la que se construye el a´rbol de derivacio´n, en profundidad
por la izquierda con retroseguimiento, determina el desuso de atributos
heredados por la derecha. Efectivamente, si un nodo tuviera atributos
heredados por la derecha, e´stos se evaluar´ıan una vez que el propio nodo
hubiera terminado, y por lo tanto, ser´ıan inservibles a efectos de su uso en
el suba´rbol que hipote´ticamente colgara del propio nodo.
Para aclarar el funcionamiento del algoritmo se muestra un ejemplo en
el que el fenotipo de los individuos de la poblacio´n esta´ formado por un
nu´mero natural mayor que cero seguido de tantas tramas de d´ıgitos binarios
como indique dicho nu´mero. Por otra parte, no existe restriccio´n en cuanto
al nu´mero ma´ximo de tramas ni a la longitud de las mismas. De acuerdo
con la descripcio´n anterior, los siguientes fenotipos ser´ıan sema´nticamente
correctos ya que en ambos el nu´mero natural que aparece al principio de la
cadena coincide con el nu´mero de tramas binarias:
3 000 11 10
4 1111 1100 1010101010101 0
Y ser´ıan sema´nticamente incorrectos los siguientes fenotipos:
0 000 11 10
8 1010 100
2 1111111 1 0000000 1010101
el primero porque el nu´mero natural inicial no es mayor que 0, el segundo
porque el nu´mero de tramas es inferior al que deber´ıa ser, y el tercero porque
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el nu´mero de tramas supera al indicado al comienzo de la cadena.
La relacio´n entre el nu´mero natural y la cantidad de tramas es una restric-
cio´n sema´ntica que no se puede expresar con una grama´tica independiente
del contexto pero s´ı con una grama´tica de atributos. Para simplificar la expo-
sicio´n, en primer lugar definimos una grama´tica independiente del contexto
G que genere cadenas formadas por un nu´mero natural seguido de una se-
cuencia de tramas sin ninguna relacio´n entre el nu´mero y la cantidad de
tramas. Posteriormente, an˜adiremos a G un sistema de atributos para in-
corporar las restricciones sema´nticas del ejemplo y quedar as´ı definida la
grama´tica de atributos GA. Vamos a usar GA como ejemplo para clarificar el
funcionamiento del algoritmo de ca´lculo de atributos durante el proceso de
traduccio´n de genotipo a fenotipo.
La grama´tica independiente del contexto que genera las cadenas del ejem-
plo que nos ocupa se define como G = {ΣN ,ΣT , P, S}, donde el conjunto de
s´ımbolos no terminales ΣN es:
ΣN = {cadena, tramas, trama, binario, numero, decimal}
el conjunto ΣT de terminales es,
ΣT = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
y el axioma,
S = cadena
Por u´ltimo, el conjunto de reglas P contiene los siguientes elementos:
(0) <cadena> → <numero><tramas>
(0) <tramas> → <trama>
(1) | <trama><tramas>
(0) <trama> → <binario>
(1) | <binario><trama>
(0) <binario> → 0
(1) | 1
(0) <numero> → <decimal>
(1) | <numero><decimal>
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La numeracio´n independiente para cada no terminal tiene como objetivo
simplificar la exposicio´n del algoritmo de traduccio´n de genotipo a fenotipo.
El sistema de atributos disen˜ado para comprobar las restricciones
sema´nticas en el proceso de construccio´n del fenotipo se describe a conti-
nuacio´n. En primer lugar se define el atributo valor asociado al s´ımbolo no
terminal <numero> para almacenar el valor nume´rico del no terminal que en
la grama´tica se define como secuencia de d´ıgitos decimales. Por otra parte, el
s´ımbolo <decimal> tiene un atributo tambie´n llamado valor que almacena
el valor nume´rico del d´ıgito. Ambos atributos son sintetizados por pertenecer
al s´ımbolo de la parte izquierda de la regla.
Las acciones sema´nticas para evaluar el atributo sintetizado valor del
s´ımbolo <decimal> son las siguientes:
<decimal> → 0 { <decimal> .valor = 0 }
| 1 { <decimal> .valor = 1 }
| 2 { <decimal> .valor = 2 }
| 3 { <decimal> .valor = 3 }
| 4 { <decimal> .valor = 4 }
| 5 { <decimal> .valor = 5 }
| 6 { <decimal> .valor = 6 }
| 7 { <decimal> .valor = 7 }
| 8 { <decimal> .valor = 8 }
| 9 { <decimal> .valor = 9 }
La evaluacio´n del atributo valor del s´ımbolo <numero> se realiza en las
reglas correspondientes al no terminal de la siguiente manera:
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<numero> → <decimal>
{




<numero>i .valor =<numero>d .valor ∗ 10+ <decimal> .valor
}
En las acciones sema´nticas se evalu´an los atributos de los s´ımbolos y
dichos valores se utilizan para realizar comprobaciones relativas a las restric-
ciones sema´nticas del problema con el objetivo de rechazar a los individuos
que no se ajusten a las condiciones sema´nticas establecidas. En particular,
en el ejemplo que se esta´ estudiando, el nu´mero natural que define la
cantidad de tramas de la cadena debe ser mayor que 0. Se puede comprobar
que se cumple esta restriccio´n en la regla correspondiente al axioma con-
sultando el atributo valor del no terminal <numero> de la siguiente manera:
<cadena> → <numero><tramas>
{
SI (<numero> .valor == 0) ERROR SEMA´NTICO
}
En EGA, durante el proceso de construccio´n del fenotipo a partir del
genotipo, se construye el a´rbol de derivacio´n y se evalu´an los atributos segu´n
el algoritmo propuesto de manera que, si se detecta un error sema´ntico, se
interrumpe el proceso y como consecuencia de ello se rechaza el individuo en
construccio´n.
Una vez obtenido el valor que define el nu´mero correcto de tramas de
la cadena, y comprobado que es estrictamente mayor que cero, se utiliza
para controlar si efectivamente el nu´mero de tramas generadas coincide con
dicho valor y si no es as´ı rechazar el individuo en cuestio´n. Para ello se
define el atributo contador asociado al s´ımbolo <tramas>. Este atributo
representa el nu´mero de tramas “pendientes” de generar en un instante
dado del proceso de construccio´n del fenotipo. Se inicializa en la regla del
axioma con el contenido del atributo valor del no terminal <numero> de la
siguiente manera:
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<cadena> → <numero><tramas>
{
<tramas> .contador =<numero> .valor
}
El atributo contador entra en la categor´ıa de atributos heredados entre
hermanos, en concreto atributos heredados de hermanos situados a la
izquierda que son los u´nicos que tienen sentido en el algoritmo propuesto.
Para mantener actualizado dicho atributo, es decir, que en todo momento
durante el proceso de generacio´n de la cadena refleje el nu´mero de tramas
“pendientes” de derivar, se debe decrementar cada vez que se derive una
nueva trama. Para ello se incorpora la siguiente accio´n sema´ntica:
<tramas>i → <trama><tramas>d
{
<tramas>d .contador =<tramas>i .contador − 1
}
Una vez disen˜adas las acciones que permiten mantener actualizado el valor
del atributo contador se disen˜an las acciones que permiten detectar cadenas
sema´nticamente incorrectas, que son aquellas en las que no coincide el nu´mero
inicial de la cadena con la cantidad de tramas de la misma. La u´ltima trama
de la cadena se genera con la primera produccio´n del no terminal <tramas>,
que es:
<tramas> → <trama>
Dado el recorrido del a´rbol realizado por el algoritmo, para que la cadena
en construccio´n sea sema´nticamente correcta, en la regla anterior, el valor
del atributo contador del s´ımbolo <tramas> tiene que ser igual a 1, ya que




SI (<tramas> .contador ! = 1) ERROR SEMA´NTICO
}
Todas las tramas binarias excepto la u´ltima se derivan con la segunda
produccio´n del no terminal <tramas>, que es:
<tramas>→<trama><tramas>
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Por lo tanto para que se verifique la restriccio´n sema´ntica relativa a la
igualad entre el nu´mero inicial de la cadena y la cantidad de tramas de la
misma, en la produccio´n anterior se debe cumplir que el atributo contador
del s´ımbolo de la parte izquierda valga como mı´nimo 2, es decir, el nu´mero
de tramas “pendientes” de derivar es como mı´nimo 2, una se derivar´ıa con
el no terminal <trama> y la(s) otra(s) con el no terminal <tramas>. La
comprobacio´n se puede hacer con la siguiente condicio´n :
<tramas>i → <trama><tramas>d
{
SI (<tramas>i .contador < 2) ERROR SEMA´NTICO
}
Por u´ltimo, en cuanto a la componente “informacio´n global” de la
grama´tica de atributos, en este ejemplo, no se necesita informacio´n global
ya que las restricciones sema´nticas se pueden comprobar a partir de los atri-
butos definidos para los s´ımbolos.
A continuacio´n se muestra la grama´tica de atributos completa del ejem-
plo.
Se define la grama´tica de atributos GA = {ΣT ,ΣN , S, P,K}, donde el
conjunto de terminales ΣT es:
ΣT = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
Ninguno de los s´ımbolos terminales tiene atributos definidos y por este
motivo, para simplificar la notacio´n, se omiten los pare´ntesis que acompan˜an
a cada s´ımbolo en la definicio´n formal de una grama´tica de atributos.
El conjunto de los s´ımbolos no terminales ΣN es define como:





decimal (N valor) }
De la misma manera que en el conjunto de los s´ımbolos terminales, se
han omitido los pare´ntesis que encierran la definicio´n de los atributos para
aquellos s´ımbolos que no tienen atributos asociados.
El axioma de la grama´tica de atributos es:
S = cadena
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El conjunto P de producciones esta´ formado por las siguientes reglas con
sus acciones sema´nticas:
(0) <cadena> → <numero><tramas>
{
SI (<numero> .valor == 0) ERROR SEMA´NTICO
<tramas> .contador =<numero> .valor
}
(0) <tramas> → <trama>
{
SI (<tramas> .contador ! = 1) ERROR SEMA´NTICO
}
(1) <tramas>i → <trama><tramas>d
{
SI (<tramas>i .contador < 2) ERROR SEMA´NTICO
<tramas>d .contador =<tramas>i .contador − 1
}
(0) <trama> → <binario>
(1) <trama> → <binario><trama>
(0) <binario> → 0
(1) <binario> → 1
(0) <numero> → <decimal>
{
<numero> .valor =<decimal> .valor
}
(1) <numero>i → <numero>d<decimal>
{
<numero>i .valor =<numero>d .valor ∗ 10+ <decimal> .valor
}
(0) <decimal> → 0 { <decimal> .valor = 0 }
(1) <decimal> → 1 { <decimal> .valor = 1 }
(2) <decimal> → 2 { <decimal> .valor = 2 }
(3) <decimal> → 3 { <decimal> .valor = 3 }
(4) <decimal> → 4 { <decimal> .valor = 4 }
(5) <decimal> → 5 { <decimal> .valor = 5 }
(6) <decimal> → 6 { <decimal> .valor = 6 }
(7) <decimal> → 7 { <decimal> .valor = 7 }
(8) <decimal> → 8 { <decimal> .valor = 8 }
(9) <decimal> → 9 { <decimal> .valor = 9 }
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Por u´ltimo, la grama´tica de atributos no tiene informacio´n global, es
decir, K = Φ.
En el ejemplo que nos ocupa, supongamos que el genotipo de partida
para generar el fenotipo es el siguiente:
14 33 121 5 42 47 8 100 4 11 77
1 20 223 6 5 13 50 36 0 67 21
El genotipo esta´ compuesto por 22 codones y, so´lo por razones de espacio,
se representa en dos tablas. La primera de ellas contiene los once primeros
codones y la segunda los once u´ltimos.
El algoritmo de transformacio´n de genotipo a fenotipo de EGA comienza
construyendo el nodo del a´rbol con el axioma de la grama´tica. El proceso
continu´a con la expansio´n del nodo situado ma´s a la izquierda, que en
este paso del algoritmo es precisamente la ra´ız, y como el axioma de la
grama´tica so´lo tiene una produccio´n, no se consume ningu´n codo´n del
genotipo. Aplicando la regla 1a) del algoritmo, se crean los nodos de los
s´ımbolos de la parte derecha de la regla y se asignan como hijos al nodo
expandido manteniendo su orden. En la figura 5.1 se muestra el estado
actual del a´rbol de derivacio´n. Se puede observar que cada nodo del a´rbol
se representa con un c´ırculo que encierra el s´ımbolo correspondiente y un
recta´ngulo para el(los) atributos(s) definidos para el s´ımbolo en la grama´tica
de atributos. La produccio´n del axioma no contiene en su accio´n sema´ntica
ningu´n ca´lculo relativo a atributos heredados, que son precisamente los
que se evalu´an en el proceso de expansio´n de un nodo, y por lo tanto no
procede la aplicacio´n de la regla 1b). Por este motivo las cajas dibujadas
en los nodos hijos del nodo ra´ız aparecen vac´ıas ya que carecen de valor
en este paso del algoritmo. Adema´s, cada nodo contiene una elipse interna
con un nu´mero que corresponde al codo´n utilizado para expandir dicho
nodo. En el caso de que no se consuma ningu´n codo´n en la expansio´n del
nodo, la elipse aparecera´ de color negro. Por u´ltimo, en cada a´rbol de de-
rivacio´n, se marcara´ el u´ltimo nodo expandido con una estrella en su interior.
El algoritmo continu´a con el nodo pendiente de expandir, ma´s profundo y
situado ma´s a la izquierda, que es el correspondiente al s´ımbolo <numero>,
y el codo´n que va a determinar la regla para expandir vale 14. Como
14 mod 2 = 0 se utiliza la produccio´n (0) del no terminal <numero> para
realizar la expansio´n aplicando la regla 1a) del algoritmo y obtener el a´rbol




Figura 5.1: A´rbol de derivacio´n de EGA despue´s de la expansio´n del nodo ra´ız.
de derivacio´n que se muestra en la figura 5.2. En la regla que se ha utilizado
para expandir el nodo no hay ca´lculo de atributos heredados y por lo tanto







Figura 5.2: A´rbol de derivacio´n de EGA despue´s de la expansio´n del nodo del
s´ımbolo <numero> .
El siguiente nodo a expandir es el correspondiente al s´ımbolo no terminal
<decimal> y el codo´n actual es 33. Dicho no terminal tiene 10 reglas, lo
que hace que la regla que se utilice para la expansio´n sea la regla (3) ya que
33 mod 10 = 3. Aplicando la regla 1a) del algoritmo se expande el nodo dando
lugar al a´rbol que se muestra en la figura 5.3. La produccio´n utilizada para la
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expansio´n no incluye en su accio´n sema´ntica el ca´lculo de atributos heredados
y por lo tanto el proceso de expansio´n termina con la creacio´n del nodo hijo.
En la figura 5.3 se puede observar que el nodo correspondiente al terminal 3
aparece sombreado, el objetivo es distinguir los nodos hoja correspondientes a
s´ımbolos terminales de los nodos intermedios asociados a los no terminales de
la grama´tica. La regla 2 del algoritmo establece que cuando se crea un nodo
hoja se termina su procesamiento, y por lo tanto despue´s de la creacio´n del
nodo del terminal 3 se desencadenan las tareas asociadas a la terminacio´n del
nodo especificadas en las reglas 2a) y 2b). Por una parte, no procede aplicar
la regla 2a) porque es aplicable en la terminacio´n de un nodo con hermanos
y el nodo del s´ımbolo 3 no tiene hermanos. Por el contrario si es aplicable la
regla 2b) que define que en el momento en el que termina el procesamiento de
todos los nodos hijos de un nodo padre se evalu´an los atributos sintetizados si
los hubiera. En concreto, el s´ımbolo <decimal> tiene un atributo sintetizado,
el atributo valor y se evalu´a en este paso del algoritmo segu´n se especifica
en la accio´n sema´ntica de la produccio´n (3) de dicho s´ımbolo:
(3) <decimal>→ 3 { <decimal> .valor = 3 }
En la figura 5.3 queda reflejado el valor del atributo valor del s´ımbolo
<decimal>.
La terminacio´n del nodo del s´ımbolo <decimal> implica la terminacio´n
de su nodo padre, el correspondiente al no terminal <numero> ya que es
el u´nico hijo. Se aplica la regla 2b) concerniente a la evaluacio´n de atributos
sintetizados para evaluar el atributo sintetizado valor del s´ımbolo <numero>
aplicando la accio´n sema´ntica siguiente:
(0) <numero>→ <decimal> { <numero> .valor =<decimal> .valor }
En la figura 5.3 queda reflejado el resultado de la evaluacio´n del atributo
valor del s´ımbolo <numero>.
El nodo del s´ımbolo <numero> es el primer hijo de la ra´ız del a´rbol, y su
terminacio´n desencadena la aplicacio´n de la regla 2a) relativa a la evaluacio´n
de atributos heredados entre hermanos. En concreto, el segundo hijo del
nodo ra´ız que corresponde al no terminal < tramas > tiene el atributo
contador heredado de su hermano izquierdo que se evalu´a segu´n se describe
en la accio´n sema´ntica del axioma:












Figura 5.3: A´rbol de derivacio´n de EGA despue´s de la expansio´n del nodo del
s´ımbolo <decimal> .
(0) <cadena> → <numero><tramas>
{
SI (<numero> .valor == 0) ERROR SEMA´NTICO
<tramas> .contador =<numero> .valor
}
Este es el primer instante en el que la grama´tica de atributos disen˜ada
para el problema incorpora la deteccio´n de un error sema´ntico. Segu´n la regla
5) del algoritmo, la deteccio´n de un error sema´ntico interrumpe el proceso
de traduccio´n y rechaza al individuo cuyo fenotipo se esta´ construyendo. En
concreto, como se puede ver en la accio´n sema´ntica del axioma, si el atributo
valor del s´ımbolo <numero> valiera 0 se producir´ıa un error sema´ntico
ya que una cadena con cero tramas binarias es incorrecta sema´nticamente.
En el ejemplo que nos ocupa esta condicio´n no es cierta ya que el atributo
valor del s´ımbolo <numero> vale 3, y por lo tanto continu´a el proceso de
generacio´n del fenotipo.
El siguiente nodo que el algoritmo selecciona para expandir es el
correspondiente al no terminal <tramas> y el codo´n actual vale 121. Dado
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que el s´ımbolo <tramas> tiene dos producciones, se utilizara´ la produccio´n
(1) ya que 121 mod 2 = 1. Aplicando la regla 1a) del algoritmo se an˜aden
al a´rbol los nodos hijos. Tambie´n se aplica la regla 1b) dado que existe
herencia de atributos, en concreto, el segundo hijo, que corresponde al no
terminal <tramas>, hereda de su padre el atributo contador decrementado
en uno. En la figura 5.4 se muestra el estado del a´rbol de derivacio´n despue´s
de la u´ltima operacio´n de expansio´n. En la grama´tica de atributos se puede
observar que en la accio´n sema´ntica de la produccio´n (1) del no terminal
< tramas >, antes del ca´lculo de los atributos, aparece una sentencia de
control sema´ntico que descarta el fenotipo en construccio´n si el valor del
atributo contador del s´ımbolo de la izquierda de la produccio´n es menor que 2:
(1) <tramas>i → <trama><tramas>d
{
SI (<tramas>i .contador < 2) ERROR SEMA´NTICO
<tramas>d .contador =<tramas>i .contador − 1
}
Efectivamente, si ese valor es menor que 2 se estar´ıa generando un fenotipo
con ma´s tramas binarias que las que indica el primer nu´mero de la cadena,
y por lo tanto ser´ıa un fenotipo sema´nticamente incorrecto.
El siguiente nodo por expandir, el situado ma´s a la izquierda de los ma´s
profundos, es el correspondiente al no terminal <trama> y el valor del codo´n
actual es 5. Por lo tanto, la produccio´n para la expansio´n del nodo es la (1) ya
que el s´ımbolo no terminal <trama> tiene dos partes derechas y 5 mod 2 = 1.
Se aplica la regla 1a) del algoritmo referente a la incorporacio´n al a´rbol de
los nodos hijos del nodo en expansio´n y se obtiene el a´rbol que se muestra
en la figura 5.5. La regla otra regla relacionada con el proceso de expansio´n
de los nodos, la 1b), no se aplica porque no existen atributos heredados.
El algoritmo continu´a con la expansio´n del nodo correspondiente al s´ımbo-
lo <binario> y el codo´n 42. La aplicacio´n de la regla 1a) con la produccio´n
(0) del no terminal <binario> da lugar al a´rbol de derivacio´n que se muestra
en la figura 5.6. En cuanto a la aplicacio´n de la regla 1b), en este paso del
algoritmo no procede ya que no hay atributos heredados por los hijos, en este
caso el u´nico hijo, del nodo en expansio´n. La creacio´n del nodo del terminal
0 segu´n la regla 2) implica su terminacio´n por ser un nodo hoja y, adema´s, al
ser el u´nico hijo del nodo correspondiente al no terminal <binario> implica
tambie´n la terminacio´n de e´ste. Si el s´ımbolo <binario> tuviera algu´n atribu-
to sintetizado se calcular´ıa en este momento, pero la grama´tica de atributos
para este ejemplo no define atributos sintetizados para este s´ımbolo. La ter-












Figura 5.4: A´rbol de derivacio´n de EGA despue´s de la expansio´n del nodo del
s´ımbolo <tramas> en el primer nivel del a´rbol.
minacio´n del nodo del s´ımbolo <binario>, al ser el primer hijo de su nodo
padre, podr´ıa desencadenar el ca´lculo de atributos heredados entre hermanos
si estuvieran definidos y, en concreto, en este ejemplo, no lo esta´n. De esta
manera el algoritmo continu´a con la expansio´n del nodo correspondiente al
no terminal <trama> que au´n no se ha expandido.
En la grama´tica de atributos se puede observar que las producciones
relacionadas con la generacio´n de cada trama binaria carecen de acciones
sema´nticas para la evaluacio´n de atributos y control sema´ntico. Por ello, se
omitira´ la descripcio´n paso a paso del algoritmo en las fases de generacio´n
de las tramas binarias. En la figura 5.7 se muestra el estado del a´rbol de
derivacio´n con el suba´rbol completo de la primera trama binaria habie´ndose
consumido para su generacio´n los codones 47, 8, 100 y 4. En las figuras pos-
teriores a la figura 5.7, los suba´rboles correspondientes a las tramas binarias
aparecera´n representados simbo´licamente por un tria´ngulo con las hojas del
suba´rbol en la base en lugar de la composicio´n completa de todos sus nodos.
Cuando termina la generacio´n de la primera trama binaria, el algoritmo
continu´a con la expansio´n del nodo correspondiente a la segunda aparicio´n
del no terminal < tramas> y el codo´n 11. Como el s´ımbolo < tramas>
tiene dos producciones, se utiliza para la expansio´n la produccio´n (1) ya que














Figura 5.5: A´rbol de derivacio´n de EGA despue´s de la expansio´n del nodo del
s´ımbolo <trama>
11 mod 2 = 1. Como resultado de la aplicacio´n de la regla 1a) del algoritmo
se an˜aden al a´rbol de derivacio´n los dos nodos hijos del nodo en expansio´n
como se observa en la figura 5.8.
La produccio´n usada en la expansio´n del u´ltimo nodo tiene asociada la
siguiente accio´n sema´ntica:
(1) <tramas>i → <trama><tramas>d
{
SI (<tramas>i .contador < 2) ERROR SEMA´NTICO
<tramas>d .contador =<tramas>i .contador − 1
}
Como puede observarse, la accio´n sema´ntica incluye tareas de control
sema´ntico y tareas de ca´lculo de atributos heredados de padre a hijo. El con-
trol sema´ntico, como ya se explico´ anteriormente, compara con 2 el contenido
del atributo contador del s´ımbolo de la parte izquierda de la produccio´n ya
que, si ese valor es menor que 2, se estar´ıa generando un fenotipo con ma´s
tramas binarias que las que indica el primer nu´mero de la cadena, y por lo
tanto ser´ıa un fenotipo sema´nticamente incorrecto. En cuanto al ca´lculo de
















Figura 5.6: A´rbol de derivacio´n de EGA despue´s de la expansio´n del nodo del
s´ımbolo <binario>


















Figura 5.7: A´rbol de derivacio´n de EGA despue´s de la expansio´n de la primera
trama binaria
















Figura 5.8: A´rbol de derivacio´n de EGA despue´s de la expansio´n de la segunda
aparicio´n del s´ımbolo <tramas>.
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atributos, el segundo hijo que corresponde al no terminal <tramas> hereda
de su padre el atributo contador decrementado en uno como puede observarse



















Figura 5.9: A´rbol de derivacio´n de EGA despue´s de la expansio´n de la segunda
trama binaria.
El algoritmo continu´a con la segunda aparicio´n del nodo del no terminal
<trama>. Se omite la explicacio´n de la evolucio´n del algoritmo durante la
generacio´n de la trama binaria porque no se ejecuta ninguna accio´n sema´nti-
ca, y el algoritmo se reduce a la expansio´n de los nodos del suba´rbol. En
resumen, tras la aplicacio´n de las producciones determinadas por los cuatro
codones siguientes, 77, 1, 20, y 223 se genera la trama binaria “1 1”y el a´rbol
de derivacio´n queda como se muestra esquema´ticamente en la figura 5.9.
El proceso continu´a con la expansio´n del siguiente nodo, que es el
correspondiente a la tercera aparicio´n del s´ımbolo < tramas >. El codo´n
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actual vale 6 y determina la aplicacio´n de la regla (0) del no terminal
<tramas> ya que 6 mod 2 = 0. Dicha regla tiene el siguiente aspecto:
(0) <tramas> → <trama>
{
SI (<tramas> .contador ! = 1) ERROR SEMA´NTICO
}
Como ya se explico´ en el disen˜o de la grama´tica de atributos, dado que
la produccio´n (0) del s´ımbolo <tramas> corresponde a la u´ltima trama
de la cadena, es imprescindible para garantizar la correccio´n sema´ntica, que
el atributo contador del s´ımbolo de la parte izquierda de dicha produccio´n
valga 1. La regla 5) del algoritmo establece la interrupcio´n del proceso de
construccio´n del fenotipo en el caso en el que se viole alguna de las condiciones
establecidas sobre los atributos. En este ejemplo, se cumple que el atributo
contador del s´ımbolo <tramas> correspondiente a la u´ltima trama vale 1,
y por lo tanto, no es aplicable la regla 5) del algoritmo. De esta manera, el
a´rbol de derivacio´n quedar´ıa como se muestra en la figura 5.10.




















Figura 5.10: A´rbol de derivacio´n de EGA despue´s de la expansio´n del u´ltimo
nodo del s´ımbolo <tramas>.
El siguiente nodo a expandir corresponde a la tercera aparicio´n del s´ımbo-
lo <trama>. El suba´rbol generado a partir de dicho s´ımbolo con los siguientes
cuatro codones, 5,13,50 y 36 da lugar a la u´ltima trama binaria “1 0”. El la
figura 5.11 se muestra el estado en el que queda el a´rbol de derivacio´n despue´s
de la generacio´n de la u´ltima trama binaria.
La terminacio´n del nodo correspondiente a la tercera y u´ltima aparicio´n
del s´ımbolo <trama> implica la terminacio´n de su nodo padre, asociado a la
tercera aparicio´n del no terminal <tramas> y cuyo atributo contador vale
1. A su vez, la terminacio´n de este u´ltimo nodo hace que tambie´n termine el
nodo correspondiente a la segunda aparicio´n del s´ımbolo <tramas>, la que
tiene asignado un 2 en su atributo contador. Se repite el encadenamiento en
la finalizacio´n de los nodos, de manera que al terminar el nodo de la segunda






















Figura 5.11: A´rbol de derivacio´n de EGA despue´s de la expansio´n de la u´ltima
trama binaria.
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aparicio´n de <tramas> se produce tambie´n la terminacio´n de la primera
aparicio´n del mismo s´ımbolo, aquella cuyo atributo contador vale 3. Y final-
mente, como han terminado todos los hijos del nodo ra´ız, tambie´n termina
este nodo. En este momento, segu´n la regla 3) del algoritmo, se conside-
ra terminada la construccio´n del a´rbol de derivacio´n con la correspondiente
evaluacio´n de los atributos de todos sus nodos y por lo tanto se puede con-
siderar que el fenotipo generado es correcto sinta´ctica y sema´nticamente. El
genotipo no ha sido consumido completamente en la generacio´n del fenotipo,
quedando los u´ltimos 3 codones sin utilizar.
En el ejemplo que se ha utilizado como soporte para la explicacio´n del
algoritmo de generacio´n del genotipo a partir del fenotipo en EGA, han
aparecido los diferentes casos de evaluacio´n de atributos que contempla el
algoritmo, es decir, evaluacio´n de atributos heredados por la izquierda (de
padre o hermano) y atributos sintetizados. Adema´s el ejemplo fue disen˜ado
para que el fenotipo obtenido fuera sema´nticamente correcto. A continua-
cio´n se presentan tres casos en los que los fenotipos que se construyen son
sema´nticamente incorrectos. Se han disen˜ado tres casos porque la grama´tica
de atributos del ejemplo contempla tres situaciones distintas en las que se
produce un error sema´ntico.
El primer caso muestra la construccio´n de un fenotipo que es incorrecto
porque el nu´mero natural situado al principio de la cadena es cero. Supo´nga-
se un genotipo cuyos dos primeros codones son 144 y 10. La ejecucio´n del
algoritmo utilizando e´stos codones se puede resumir en los siguientes pasos:
1. Construccio´n de la ra´ız del a´rbol con el s´ımbolo <cadena> que corres-
ponde al axioma de la grama´tica.
2. Expansio´n del nodo ra´ız sin consumo de codo´n que an˜ade al a´rbol los
nodos de los s´ımbolos <numero> y <tramas>.
3. Expansio´n del nodo del no terminal <numero> con el codo´n 144 que
an˜ade al a´rbol el nodo del s´ımbolo <decimal>.
4. Expansio´n del nodo del no terminal <decimal> con el codo´n 10 que
an˜ade al a´rbol del nodo del s´ımbolo 0.
5. Terminacio´n del nodo del terminal 0 y evaluacio´n del atributo sinte-
tizado valor del s´ımbolo <decimal>. El valor asignado al atributo es
0.
6. Terminacio´n del nodo del no terminal <decimal > y evaluacio´n del
atributo sintetizado valor del s´ımbolo <numero>. El valor asignado al
atributo es 0.
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7. Terminacio´n del nodo del no terminal <numero>.
8. Control sema´ntico del atributo valor del no terminal <numero>. En
este ejemplo se detecta un error sema´ntico ya que el valor del nu´me-
ro natural situado al principio de la cadena debe ser mayor que 0.
El algoritmo finaliza con error sema´ntico y el consecuente rechazo del
individuo.











Figura 5.12: A´rbol de derivacio´n de EGA correspondiente a un fenotipo inco-
rrecto.
El segundo caso de fenotipo incorrecto es el generado a partir del genoti-
po cuyos primeros codones son 2, 45 y 10. El fenotipo es incorrecto porque
el nu´mero de tramas binarias de la cadena es menor que el valor del nu´mero
natural situado al principio. En la figura 5.13 se muestra el a´rbol de deri-
vacio´n construido en la ejecucio´n del algoritmo a partir de los tres codones
mencionados.
Los pasos del algoritmo hasta su interrupcio´n como consecuencia de un
error sema´ntico son los siguientes:
1. Construccio´n de la ra´ız del a´rbol con el s´ımbolo <cadena> que corres-
ponde al axioma de la grama´tica.














Figura 5.13: A´rbol de derivacio´n de EGA correspondiente a un fenotipo inco-
rrecto.
2. Expansio´n del nodo del no terminal <cadena> sin consumo de codo´n
que an˜ade al a´rbol los nodos de los s´ımbolos <numero> y <tramas>.
3. Expansio´n del nodo del no terminal <numero> con el codo´n 2 que
an˜ade al a´rbol el nodo del s´ımbolo <decimal>.
4. Expansio´n del nodo del no terminal <decimal> con el codo´n 45 que
an˜ade al a´rbol del nodo del s´ımbolo 5.
5. Terminacio´n del nodo del terminal 5 y evaluacio´n del atributo sinte-
tizado valor del s´ımbolo <decimal>. El valor asignado al atributo es
5.
6. Terminacio´n del nodo del no terminal <decimal > y evaluacio´n del
atributo sintetizado valor del s´ımbolo <numero>. El valor asignado al
atributo es 5.
7. Terminacio´n del nodo del no terminal <numero>.
8. Control sema´ntico que termina con e´xito del atributo valor del no ter-
minal <numero>.
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9. Evaluacio´n del atributo contador del s´ımbolo <tramas> a partir del
atributo valor de su nodo hermano correspondiente al no terminal <
numero>. El valor asignado al atributo es 5.
10. Expansio´n del nodo del no terminal <tramas> con el codo´n 10 que
an˜ade al a´rbol de derivacio´n el nodo del s´ımbolo <trama>. En este
punto se realiza control sema´ntico sobre el atributo contador del s´ımbo-
lo <tramas>, y termina con error ya que el valor del atributo debe ser
1 y en este caso vale 5. El algoritmo finaliza con error sema´ntico y el
consecuente rechazo del individuo.
El tercer caso tiene como objetivo mostrar el error sema´ntico que ocurre
cuando el nu´mero de tramas es mayor que el valor del nu´mero natural situado
al principio de la cadena. El genotipo en este caso comienza por los codones
12, 11 y 25, y los correspondientes pasos del algoritmo son:
1. Construccio´n de la ra´ız del a´rbol con el s´ımbolo <cadena> que corres-
ponde al axioma de la grama´tica.
2. Expansio´n del nodo del no terminal <cadena> sin consumo de codo´n
que an˜ade al a´rbol los nodos de los s´ımbolos <numero> y <tramas>.
3. Expansio´n del nodo del no terminal <numero> con el codo´n 12 que
an˜ade al a´rbol el nodo del s´ımbolo <decimal>.
4. Expansio´n del nodo del no terminal <decimal> con el codo´n 11 que
an˜ade al a´rbol del nodo del s´ımbolo 1.
5. Terminacio´n del nodo del terminal 1 y evaluacio´n del atributo sinte-
tizado valor del s´ımbolo <decimal>. El valor asignado al atributo es
1.
6. Terminacio´n del nodo del no terminal <decimal > y evaluacio´n del
atributo sintetizado valor del s´ımbolo <numero>. El valor asignado al
atributo es 1.
7. Terminacio´n del nodo del no terminal <numero>.
8. Control sema´ntico que termina con e´xito del atributo valor del no ter-
minal <numero>.
9. Evaluacio´n del atributo contador del s´ımbolo <tramas> a partir del
atributo valor de su nodo hermano correspondiente al no terminal <
numero>. El valor asignado al atributo es 1.
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10. Expansio´n del nodo del no terminal <tramas> con el codo´n 25 que
an˜ade al a´rbol de derivacio´n los nodos de los s´ımbolos <trama> y
<trama>. En este punto se realiza control sema´ntico sobre el atributo
contador del s´ımbolo<tramas> situado a la izquierda de la produccio´n,
y termina con error ya que el valor del atributo debe ser mayor o igual
que dos y en este caso vale 1. El algoritmo finaliza con error sema´ntico
y el consecuente rechazo del individuo.
















Figura 5.14: A´rbol de derivacio´n de EGA correspondiente a un fenotipo inco-
rrecto.
Obviamente, el disen˜o de la grama´tica de atributos es un aspecto funda-
mental en la resolucio´n de problemas con EGA. Por una parte, el objetivo
primordial de la grama´tica de atributos es captar o representar todas las
restricciones sema´nticas del problema concreto, y por otra, es deseable que
el disen˜o de la misma permita detectar lo ma´s pronto posible fenotipos
sema´nticamente incorrectos. Este segundo aspecto esta´ relacionado con el
rendimiento de la te´cnica de EGA. Cuanto antes se detecte que un fenotipo
es incorrecto, menos tiempo se invierte en su construccio´n, y en definitiva, si
un fenotipo es incorrecto, va a ser rechazado y por lo tanto todo el tiempo
invertido en e´l, es tiempo “perdido”.
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Por ejemplo, en el problema que se ha presentado previamente, en el que
los fenotipos esta´n compuestos de un nu´mero natural seguido de una serie
de tramas binarias, la grama´tica de atributos propuesta permite capturar las
restricciones sema´nticas del problema, y adema´s, tambie´n garantiza la detec-
cio´n de fenotipos incorrectos lo ma´s pronto posible. Veamos otra grama´tica de
atributos que cumple su funcio´n principal, es decir, capturar las restricciones
sema´nticas del problema, pero que no es o´ptima en te´rminos de rendimiento
ya que no permite detectar lo antes posible fenotipos sema´nticamente inco-
rrectos.
En esta nueva grama´tica de atributos, que posteriormente se definira´ de
manera formal, la idea principal es contar las tramas que se generan durante
la generacio´n del fenotipo, y una vez terminado e´ste, comparar el nu´mero de
tramas generadas con el valor representado por el nu´mero natural situado al
principio de la cadena. Para ello, se asigna al axioma un atributo sintetizado
que contenga el nu´mero de tramas que debe contener la cadena y por
otra parte, en la definicio´n recursiva de las tramas, se utiliza otro atributo
sintetizado que se inicializa a 1 en la regla correspondiente al caso terminal
de la recursividad, y se incrementa en 1 en la regla recursiva. De esta
manera, durante la generacio´n de las tramas se puede contar cua´ntas se han
generado, y cuando se sintetice el axioma de la grama´tica, es decir, cuando
termine de procesarse del nodo ra´ız del a´rbol de derivacio´n, es posible
comparar el nu´mero de tramas generadas con el nu´mero correcto de tramas
que esta´ almacenado en un atributo del axioma. Es evidente que con esta
nueva grama´tica no es posible decidir si un fenotipo es o no sema´nticamente
correcto hasta que no se termina su construccio´n, y por lo tanto, es menos
eficiente que la grama´tica anterior que no exig´ıa la terminacio´n de la
construccio´n de los fenotipos para decidir su validez sema´ntica.
En definitiva, la nueva y poco eficiente grama´tica de atributos se define
como GB = {ΣT ,ΣN , S, P,K}, donde el conjunto de terminales ΣT es:
ΣT = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
Como puede observarse, ninguno de los s´ımbolos terminales tiene atribu-
tos definidos.
El conjunto de los s´ımbolos no terminales ΣN se define como:
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decimal (N valor) }
De la misma manera que en el conjunto de los s´ımbolos terminales, se
han omitido los pare´ntesis que encierran la definicio´n de los atributos para
aquellos s´ımbolos que no tienen atributos asociados.
El axioma de la grama´tica de atributos es:
S = cadena
El conjunto P de producciones esta´ formado por las siguientes reglas con
sus acciones sema´nticas:
(0) <cadena> → <numero><tramas>
{
SI (<numero> .valor == 0) ERROR SEMA´NTICO
<cadena> .total =<numero> .valor
SI (<cadena> .total ! = <tramas> .contador) ERROR SEMA´NTICO
}
(0) <tramas> → <trama>
{
<tramas> .contador = 1
}
(1) <tramas>i → <trama><tramas>d
{
<tramas>i .contador =<tramas>d .contador + 1
}
(0) <trama> → <binario>
(1) <trama> → <binario><trama>
(0) <binario> → 0
(1) <binario> → 1
(0) <numero> → <decimal>
{
<numero> .valor =<decimal> .valor
}
(1) <numero>i → <numero>d<decimal>
{
<numero>i .valor =<numero>d .valor ∗ 10+ <decimal> .valor
}
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(0) <decimal> → 0 { <decimal> .valor = 0 }
(1) <decimal> → 1 { <decimal> .valor = 1 }
(2) <decimal> → 2 { <decimal> .valor = 2 }
(3) <decimal> → 3 { <decimal> .valor = 3 }
(4) <decimal> → 4 { <decimal> .valor = 4 }
(5) <decimal> → 5 { <decimal> .valor = 5 }
(6) <decimal> → 6 { <decimal> .valor = 6 }
(7) <decimal> → 7 { <decimal> .valor = 7 }
(8) <decimal> → 8 { <decimal> .valor = 8 }
(9) <decimal> → 9 { <decimal> .valor = 9 }
Por u´ltimo, no se define informacio´n global de la grama´tica de atributos,
es decir, K = Φ.
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El primer ejemplo que se plantea para aplicar el me´todo de evolucio´n
gramatical con sema´ntica se selecciona porque aparece en [O’Neill y Ryan
(2003)] y adema´s esta´ descrito con ma´s detalle en [Koza (1992)]. Se trata del
problema de la regresio´n simbo´lica. En los pro´ximos apartados se describe en
que´ consiste el problema, se plantea su resolucio´n haciendo uso de EG y por
u´ltimo se proponen dos soluciones distintas con EGA, utilizando diferentes
restricciones sema´nticas en cada una de las propuestas.
5.3.1. Planteamiento del problema
Este primer ejemplo es un problema cla´sico, ya resuelto por Koza [Ko-
za (1992)] mediante algoritmos de programacio´n gene´tica, y posteriormente
utilizando EG en [O’Neill y Ryan (2003)]. El problema consiste en encon-
trar la expresio´n matema´tica de una funcio´n que se ajuste a un conjunto
predeterminado de puntos. En concreto, la funcio´n que se busca es:
f(x) = x4 + x3 + x2 + x
y el conjunto de puntos de ajuste pertenece al intervalo [-1,+1].
5.3.2. Solucio´n del problema con EG
En primer lugar se resuelve el problema utilizando la versio´n ajustada de
EG descrita en el capitulo 4 de este trabajo. Precisamente, el intento de repro-
ducir este ejemplo de regresio´n simbo´lica, entendiendo que la reproduccio´n
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ten´ıa e´xito si se obten´ıan rendimientos similares a los descritos en [O’Neill
y Ryan (2003)], permitio´ aclarar la confusio´n que en un principio suscitaron
las gra´ficas de rendimiento que aparecen en [O’Neill y Ryan (2003)]. En el
cap´ıtulo 4 se describe en profundidad este aspecto.
El primer paso consiste en definir los dos mo´dulos del sistema. Por una
parte la grama´tica independiente del contexto, y por otra los valores concre-
tos de los elementos configurables del algoritmo evolutivo, como por ejemplo,
la funcio´n de fitness, el taman˜o de la poblacio´n, el nu´mero ma´ximo de gene-
raciones, las tasas de recombinacio´n y de mutacio´n, etc.
La grama´tica independiente del contexto utilizada en la resolucio´n del
problema se define como G = {ΣT ,ΣN , S, P}, donde el conjunto de termina-
les ΣT es:
ΣT = {sin, cos, exp, log,+,−, ∗, x, (, )}
el conjunto ΣN de no terminales es el siguiente:
ΣN = {expr, pre op, var}
y el axioma,
S = expr
Por u´ltimo, el conjunto de producciones P contiene las siguientes reglas:
(0) < expr > → <expr> + <expr>
(1) | <expr> − <expr>
(2) | <expr> ∗ <expr>
(3) | (<expr>)
(4) | <pre op> (<expr>)
(5) | <var>




(0) <var> → x
En cuanto a la funcio´n de fitness se adoptaron las definiciones de [Koza
(1992)]. El raw fitness se define como la medida de adecuacio´n del individuo
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expresada en te´rminos propios del a´mbito del problema que se esta´ resol-
viendo. En particular, en el caso de regresio´n simbo´lica, el raw fitness es la
suma del error en valor absoluto en 21 puntos de ajuste equiespaciados en el
intervalo [−1,+1], que son los puntos x0 = −1, x1 = −0, 9, x2 = −0, 8, ...,
x20 = 1. Con esta definicio´n el mejor individuo es aquel que tiene el menor
valor de fitness. Efectivamente, si un individuo ajusta perfectamente en los
21 puntos, su raw fitness sera´ 0. Sin embargo, a priori, no se conoce el l´ımite
superior del raw fitness. Como en el proceso evolutivo se utiliza seleccio´n pro-
porcional al fitness para elegir a los progenitores, es necesario que el mejor
individuo sea aquel que tiene mayor fitness y por lo tanto, no se puede uti-
lizar el raw fitness. En su lugar, se calcula el fitness ajustado de acuerdo con
la definicio´n de [Koza (1992)] en la que se establece que el fitness ajustado
a(i, t) de un individuo i en un instante de tiempo t se calcula a partir del raw
fitness r(i, t) con la siguiente fo´rmula:
a(i, t) =
1
1 + r(i, t)
El fitness ajustado definido de esta manera se encuentra entre 0 y 1, y es
mayor cuanto mejor sea el individuo.
Si ocurre que en la creacio´n de un individuo se consumen todos los codones
de su genotipo y su fenotipo contiene au´n s´ımbolos no terminales, se le asigna
el peor valor de fitness, en este caso 0, y la presio´n selectiva se encargara´ de
hacerlo desaparecer de la poblacio´n.
Una vez disen˜ada la grama´tica y la funcio´n de fitness, se establecen los
valores de los para´metros configurables del algoritmo como son el taman˜o
de la poblacio´n, la longitud inicial del genotipo, etc. Todos estos para´me-
tros se pueden variar a trave´s de la interfaz proporcionada por la aplicacio´n
GEEMMA desarrollada como parte de este trabajo y cuya descripcio´n deta-
llada se puede leer en el cap´ıtulo 7.
Se realizaron muchas series de pruebas manteniendo fijos algunos para´me-
tros y variando otros, buscando reproducir los valores de rendimiento mos-
trados en [O’Neill y Ryan (2003)] pero sin e´xito. Por ello se tomaron las
siguientes decisiones. En primer lugar, mantener fijos algunos para´metros
con el u´nico criterio de que coincidieran con los que aparecen en [O’Neill
y Ryan (2003)]. Y en segundo lugar, hacer cuatro experimentos diferentes
variando las tasas de recombinacio´n y mutacio´n, as´ı como el uso/desuso de
elitismo.
Los para´metros que se mantuvieron fijos se muestran en la tabla 5.2.
De los siete para´metros de la tabla 5.2, el nu´mero ma´ximo de generaciones
se aumento´ de 50 (segu´n aparece en [O’Neill y Ryan (2003)]) a 100 u´nicamente
para ver si en el rango de 51 a 100 generaciones aumentaba bruscamente el
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Taman˜o de la poblacio´n 500
Nu´mero ma´ximo de generaciones 100
Nu´mero mı´nimo de codones (inicial) 1
Nu´mero ma´ximo de codones (inicial) 10
Valor mı´nimo de codo´n 0
Valor ma´ximo de codo´n 256
Operador de wrapping inhabilitado
Tabla 5.2: Para´metros de ejecucio´n del algoritmo EG para el problema de regre-
sio´n simbo´lica.
rendimiento que no se hab´ıa obtenido en el rango de 1 a 50. Aunque una vez
que se aclaro´ la confusio´n en las gra´ficas de rendimiento, segu´n se explica en el
cap´ıtulo 4, se observa que bastar´ıa con que el nu´mero ma´ximo de generaciones
fuera 50.
Los para´metros que se variaron y que originaron distintos experimentos
fueron los siguientes:
• Uso de elistismo: se hicieron pruebas utilizando elitismo y sin e´l. Aun-
que en el cap´ıtulo dedicado a GEEMMA se puede encontrar una des-
cripcio´n detallada del algoritmo de EG ajustada y de los para´metros
del mismo, en este punto se recuerda que el algoritmo evolutivo utiliza-
do aplica una te´cnica de reemplazo generacional combinada con el uso
o no de elitismo. Si se activa el uso de elitismo, se mantiene el mejor
individuo de una generacio´n a la siguiente, y no se mantiene en el caso
de que este´ desactivado su uso.
• Tasa de recombinacio´n ( %): se hicieron pruebas con tasas de recom-
binacio´n del 90 % y el 100 %.
• Tasa de mutacio´n ( %): se probaron tasas de mutacio´n desde el 0 %
hasta el 100 % en incrementos de 10 puntos.
Se puede encontrar una explicacio´n completa del significado de los
para´metros en el cap´ıtulo dedicado a la descripcio´n de GEEMMA .
En resumen, se hicieron cuatro experimentos, todos ellos con la misma
grama´tica, la misma funcio´n de fitness y los mismos valores de los para´me-
tros fijos que se han descrito anteriormente (taman˜o de la poblacio´n, nu´mero
ma´ximo de generaciones, nu´mero mı´nimo y ma´ximo de codones, valor mı´ni-
mo y ma´ximo de codo´n y operador de wrapping deshabilitado). En cada
experimento se fijo´ el uso o no de elitismo, la tasa de recombinacio´n (90 % o
100 %) y se hicieron 11 series de 100 ejecuciones independientes para tasas de
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mutacio´n desde 0 % hasta 100 % con incrementos de 10 puntos. En la tabla
5.3 se muestra un esquema de los cuatro experimentos realizados.
Experimento Tasa recombinacio´n( %) Elitismo Tasa de mutacio´n( %)
1 90 NO 0-10-20...100
2 90 SI 0-10-20...100
3 100 NO 0-10-20...100
4 100 SI 0-10-20...100
Tabla 5.3: Grupos de experimentos para resolver el problema de regresio´n simbo´li-
ca con EG.
En el primer experimento se utilizo´ una tasa de recombinacio´n del
90 %, se desactivo´ el elitismo y la tasa de mutacio´n se vario´ desde el
0 % hasta el 100 % en incrementos de 10 puntos. En la figura 5.15 se
muestra la probabilidad acumulada de e´xito en % en funcio´n del nu´mero de
generacio´n para cada una de las 11 series de 100 ejecuciones independientes
correspondientes a las 11 tasas de mutacio´n diferentes. Se puede observar
que los mejores rendimientos se obtienen para tasas de mutacio´n del 50 %
y 60 % representadas en colores amarillo y naranja respectivamente. En
concreto, para la tasa de mutacio´n del 50 % se alcanza una probabilidad
acumulada de e´xito del 68 % en la generacio´n 50 y del 96 % en la generacio´n
92. En la figura tambie´n se observa la gran dispersio´n en los rendimientos
obtenidos para las distintas tasas de mutacio´n. Por ejemplo, en la generacio´n
50, las probabilidades acumuladas de e´xito oscilan dentro del intervalo
[21,68] con una amplitud de 47 puntos. Dicha amplitud de variacio´n de la
probabilidad acumulada de e´xito para distintas tasas de mutacio´n de apro-
ximadamente 50 puntos, se mantiene a partir de la generacio´n 50 hasta la 100.
En el segundo experimento se mantuvo la tasa de recombinacio´n en 90 %
pero se habilito´ el uso de elitismo. Los resultados se muestran en la figu-
ra 5.16. Se puede apreciar que se minimiza sustancialmente la dispersio´n de
las series correspondientes a distintas tasas de mutacio´n. En la generacio´n
50, las probabilidades acumuladas de e´xito que oscilaban en el primer expe-
rimento dentro del intervalo [21,68] con una amplitud de 47 puntos, pasan a



































0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figura 5.15: Probabilidad acumulada de e´xito de EG para el problema de regre-
sio´n simbo´lica, calculada sobre 11 series de 100 ejecuciones independientes para
11 tasas diferentes de mutacio´n, una tasa de recombinacio´n del 90 % y sin uso de
elitismo.
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oscilar al intervalo ma´s reducido [39,70] que tiene una amplitud de 31 pun-
tos. En la generacio´n 75, el intervalo en el que oscilaban las probabilidades
acumuladas de e´xito en el primer experimento era [33,91] con una amplitud
de 58 puntos, se reduce en el segundo experimento a [63,91] con una ampli-
tud de 28 puntos. Junto con la reduccio´n de la dispersio´n, ha mejorado el
rendimiento de las series correspondientes a la tasas de mutacio´n ma´s bajas,
situacio´n explicable por la conservacio´n del mejor individuo de generacio´n
en generacio´n que proporciona el elitismo. Por otra parte se observa que el
mejor rendimiento sigue siendo para la tasa de mutacio´n del 50 %.



































0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figura 5.16: Probabilidad acumulada de e´xito de EG para el problema de regre-
sio´n simbo´lica, calculada sobre 11 series de 100 ejecuciones independientes para 11
tasas diferentes de mutacio´n, una tasa de recombinacio´n del 90 % y uso de elitismo.
En el tercer experimento se aumento´ la tasa de recombinacio´n al 100 %, se
desactivo´ el elitismo, y de nuevo se utilizaron tasas de mutacio´n desde el 10 %
hasta el 100 % con incrementos de 10 puntos. En la figura 5.17 se muestran
las series de probabilidad acumulada de e´xito para las distintas tasas de
mutacio´n. Se puede observar que se mantiene la dispersio´n de las series que
ocurr´ıa en el primer experimento en el que tampoco se utilizaba elitismo y
la tasa de recombinacio´n era inferior (90 %). En las gra´ficas de rendimiento
se puede observar que en el tercer experimento las series correspondientes a
tasas de mutacio´n de 0 %, 10 %, 20 % y 30 % se mantienen dispersas pero el
resto de las series se agrupan y adema´s con probabilidades acumuladas de
e´xito superiores a las obtenidas en el primer experimento. Este feno´meno de
mejora del rendimiento con el incremento de la tasa de recombinacio´n parece
esperable ya que se supone que el proceso de recombinacio´n puede generar
individuos mejores y por lo tanto evolucionar ma´s ra´pidamente hacia una
solucio´n.



































0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figura 5.17: Probabilidad acumulada de e´xito de EG para el problema de regre-
sio´n simbo´lica, calculada sobre 11 series de 100 ejecuciones independientes para
11 tasas diferentes de mutacio´n, una tasa de recombinacio´n del 100 % y sin uso de
elitismo.
Por u´ltimo, el cuarto experimento se realizo´ con uso de elitismo y una tasa
de recombinacio´n del 100 %. De nuevo se observa que disminuye la dispersio´n
de las series si se compara con el tercer experimento en el que tambie´n la
tasa de recombinacio´n era del 100 % pero no se utilizaba elitismo. La tasa de
mutacio´n del 100 % proporciona un mejor rendimiento hasta la generacio´n
50, y a partir de dicha generacio´n es la tasa de mutacio´n del 60 % la que tiene
una frecuencia acumulada de e´xito superior. En la figura 5.18 se muestra la
probabilidad acumulada de e´xito en % para distintas tasas de mutacio´n y 100
ejecuciones independientes para cada tasa.



































0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figura 5.18: Probabilidad acumulada de e´xito de EG para el problema de regre-
sio´n simbo´lica, calculada sobre 11 series de 100 ejecuciones independientes para
11 tasas diferentes de mutacio´n, una tasa de recombinacio´n del 100 % y uso de
elitismo.
5.3.3. Solucio´n del problema con EGA
La definicio´n de la sema´ntica es uno de los aspectos ma´s importantes en
el planteamiento de la solucio´n a un problema con EGA ya que, mediante
la sema´ntica se define la “calidad” de los individuos de la poblacio´n, y la
hipo´tesis de partida es que al aumentar la calidad de los individuos se incre-
menta la calidad de la poblacio´n y como consecuencia de ello se mejora el
rendimiento para encontrar soluciones ya que, de alguna manera se restringe
el espacio de bu´squeda.
Es obvio que, para un mismo problema, se pueden plantear distintas
sema´nticas. En concreto, para el problema de regresio´n simbo´lica se han
propuesto dos sema´nticas que han conducido a los dos experimentos que se
describen a continuacio´n.
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5.3.3.1. Primer experimento
En el primer experimento la sema´ntica disen˜ada tiene como objetivo
rechazar aquellos individuos que contengan en su fenotipo subexpresiones
que no este´n definidas en alguno de los 21 puntos de evaluacio´n de la funcio´n.
En la grama´tica independiente del contexto que se ha utilizado para resolver
el problema con EG, e´sta condicio´n de rechazo so´lo es cierta cuando aparece
el logaritmo de una expresio´n cuyo valor es menor o igual que 0. Si durante
la construccio´n de un fenotipo, se detecta esta circunstancia, se interrumpe
el proceso de generacio´n del fenotipo, y el individuo es rechazado, es decir,
no entra a formar parte de la poblacio´n.
Informalmente, valdr´ıa decir que los atributos necesarios para incorporar
este contenido sema´ntico son los siguientes:
• 21 atributos de tipo real asociados al no terminal <expr>. Cada atribu-
to almacena la evaluacio´n de la subexpresio´n representada por <expr>
en uno de los 21 puntos de evaluacio´n.
• 21 atributos de tipo real definidos para el no terminal <var>. Cada
atributo almacena uno de los 21 puntos de evaluacio´n.
• un atributo de tipo cadena de caracteres para el s´ımbolo <pre op> que
almacena la funcio´n concreta (“sin”, “cos”, “exp”, “log”).
Tambie´n de manera informal, el conjunto de acciones sema´nticas tiene
como objetivo evaluar durante la construccio´n del a´rbol de ana´lisis las
subexpresiones en los 21 puntos de control, lo que permite descartar lo antes
posible los individuos que contengan subexpresiones que no este´n definidas
en alguno de los 21 puntos.
Es evidente que la sema´ntica expresada por la grama´tica de atributos
que se ha descrito informalmente se podr´ıa trasladar a la funcio´n de fitness
de EG. Efectivamente, en la funcio´n de fitness se puede comprobar si el
fenotipo contiene subexpresiones que no este´n definidas en alguno de los 21
puntos de control, y si ocurre tal circunstancia, penalizar de alguna manera
al individuo en cuestio´n. Por lo tanto, surge la pregunta ¿si la sema´ntica
se puede trasladar a la funcio´n de fitness por que´ plantearse EGA?. La
respuesta tiene dos vertientes, una relacionada con el tiempo de proceso y
otra con la capacidad expresiva (confort de disen˜o). En cuanto al tiempo
de proceso, si la sema´ntica se traslada al fitness, como los fenotipos se
construyen completamente antes de ser evaluados, no se puede “ahorrar” el
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tiempo que s´ı se ahorra en EGA al interrumpir la construccio´n del fenotipo
en el momento en el que se detecte una subexpresio´n no definida en alguno
de los 21 puntos de evaluacio´n. En relacio´n a la capacidad expresiva, es muy
sencillo, directo y confortable expresar con una grama´tica de atributos la
condicio´n de subexpresio´n no definida en algu´n punto ya que, simplemente
implica evaluar el argumento de la funcio´n logaritmo para detectar si es
negativo. Sin embargo, en la funcio´n fitness, para implementar un control
similar ser´ıa necesario disen˜ar un algoritmo que buscara dentro del fenotipo
las funciones logaritmo, siendo esto ma´s complicado y confuso.
La grama´tica de atributos que previamente se definio´ de manera informal,
formalmente se define como G1 = {ΣT ,ΣN , S, P,K}, donde el conjunto de
terminales ΣT es:
ΣT = {sin, cos, exp, log,+,−, ∗, x, (, )}
Ninguno de los s´ımbolos terminales tiene atributos definidos y por este
motivo, para simplificar la notacio´n, se omiten los pare´ntesis que acompan˜an
a cada s´ımbolo en la definicio´n formal de una grama´tica de atributos.
El conjunto de los s´ımbolos no terminales ΣN es define como:
ΣN = { expr (R valori ,, i = 0, 1, . . . , 20),
var (R puntoi ,, i = 0, 1, . . . , 20),
pre op ([ “sin”, “cos”, “exp”, “log”] funcion) }
donde el atributo valori almacena el valor de la subexpresio´n represen-
tada por el no terminal <expr> en el punto i, el atributo puntoi guarda el
valor del punto de evaluacio´n i, y por u´ltimo, el atributo funcion almacena
una cadena de caracteres que define la funcio´n representada por el s´ımbolo
<pre op>.
El axioma de la grama´tica de atributos es:
S = expr
Por u´ltimo, no se define informacio´n global de la grama´tica de atributos,
K = Φ.
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El conjunto P de producciones junto con sus acciones sema´nticas es el
siguiente:
(0) <expr> → <expr>1 + <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori+ <expr>2 .valori
}
(1) <expr> → <expr>1 − <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori− <expr>2 .valori
}
(2) <expr> → <expr>1 ∗ <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori∗ <expr>2 .valori
}
(3) <expr> → (<expr>1)
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori
}
(4) <expr> → <pre op> (<expr>1)
{
DESDE i = 0 HASTA 20
SI (<pre op> .funcion =“log”) Y (<expr>1 .valori ≤ 0)
ERROR SEMA´NTICO
SI NO <expr> .valori = APLICAR <pre op> .funcion
A <expr>1 .valori
} 1
(5) <expr> → (<var>)
{
DESDE i = 0 HASTA 20
<expr> .valori =<var> .puntoi
}
(0) <pre op> → sin { <pre op> .funcion = “sin” }
(1) <pre op> → cos { <pre op> .funcion = “cos” }
(2) <pre op> → cos { <pre op> .funcion = “exp” }
(3) <pre op> → cos { <pre op> .funcion = “log” }
1El pseudoco´digo <expr> .valori = APLICAR <pre op> .funcion A <expr>1
.valori quiere decir que el valor del atributo valori del no terminal <expr> se calcula
aplicando la funcio´n que indica el atributo funcion del no terminal <pre op> al valor del
atributo valori del s´ımbolo <expr>1
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(0) <var> → x { <var> .punto0 = −1,0
<var> .punto1 = −0,9
<var> .punto2 = −0,8
<var> .punto3 = −0,7
<var> .punto4 = −0,6
<var> .punto5 = −0,5
<var> .punto6 = −0,4
<var> .punto7 = −0,3
<var> .punto8 = −0,2
<var> .punto9 = −0,1
<var> .punto10 = 0,0
<var> .punto11 = 0,1
<var> .punto12 = 0,2
<var> .punto13 = 0,3
<var> .punto14 = 0,4
<var> .punto15 = 0,5
<var> .punto16 = 0,6
<var> .punto17 = 0,7
<var> .punto18 = 0,8
<var> .punto19 = 0,9
<var> .punto20 = 1,0
}
Utilizando la grama´tica G1 se han realizado un conjunto de pruebas con
el objetivo de poder comparar los resultados obtenidos, en te´rminos del
nu´mero de generaciones necesarias para encontrar solucio´n, con los obtenidos
para el mismo problema utilizando EG. Se han realizado 11 pruebas de 100
ejecuciones independientes cada una de ellas. Los valores de los para´metros
configurables del algoritmo son iguales a los utilizados en EG para poder
comparar, y se resumen en la tabla 5.4.
En las figuras 5.19 - 5.29 se muestran los rendimientos obtenidos en las 11
pruebas, comparados con los rendimientos obtenidos para el mismo problema
resuelto con EG. En las gra´ficas se puede observar que en 7 de las 11 pruebas
(en concreto, para las tasas de mutacio´n 0 %, 10 %, 20 %, 70 %, 80 %, 90 %
y 100 %) se mejora el rendimiento de manera considerable, llegando incluso
a mejoras de ma´s de 30 puntos como es el caso correspondiente a la tasa
de mutacio´n de 90 %. Por otra parte, en las pruebas correspondientes a las
tasas de mutacio´n de 30 %, 40 %, 50 % y 60 %, el rendimiento obtenido es
similar.
La mejora obtenida en el rendimiento de EGA con respecto a EG para
el problema de regresio´n simbo´lica no se alcanzo´ en experimentos realizados
anteriormente y cuyos resultados se pueden consultar en [de˜la Cruz y otros
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Taman˜o de la poblacio´n 500
Nu´mero ma´ximo de generaciones 100
Nu´mero mı´nimo de codones (inicial) 1
Nu´mero ma´ximo de codones (inicial) 10
Valor mı´nimo de codo´n 0
Valor ma´ximo de codo´n 256
Operador de wrapping inhabilitado
Elitismo NO
Tasa de recombinacio´n 90 %
Tasa de mutacio´n 0 %, 10 %, 20 %, ..., 100 %
Tabla 5.4: Para´metros de ejecucio´n del primer experimento del algoritmo EGA
para el problema de regresio´n simbo´lica.
(2005) y Ortega y otros (2007)]. Esta mejora es debida a la correccio´n de
algunos errores detectados en GEEMMA .
En cuanto al nu´mero de individuos rechazados por incumplimiento de
la restriccio´n sema´ntica establecida, se ha realizado el siguiente ca´lculo.
En cada ejecucio´n independiente que termina con e´xito (encontrando una
solucio´n) se registra el nu´mero de individuos rechazados. Este valor, se
divide por la generacio´n en la que ha terminado la ejecucio´n, y se supone,
que se obtiene una estimacio´n del promedio de individuos rechazados por
generacio´n. Lo anterior es una suposicio´n y no una afirmacio´n porque no se
ha realizado, para cada ejecucio´n independiente, ningu´n estudio acerca de la
evolucio´n de individuos rechazados a medida que avanza el proceso evolutivo
hacia la solucio´n. Este estudio se deja abierto para futuras investigaciones.
A partir del promedio de individuos descartados por generacio´n en una
ejecucio´n independiente, se calcula para cada tasa de mutacio´n, la media
y la desviacio´n esta´ndar de ese para´metro (se recuerda que se hacen 100
ejecuciones independientes para cada tasa de mutacio´n).
En la tabla 5.5 se muestran los valores obtenidos en este primer experi-
mento. Se puede observar que para los 11 casos de mutacio´n, la media y la
desviacio´n esta´ndar del nu´mero de individuos rechazados en cada generacio´n,
son similares en orden de magnitud. Si se calcula la media de las medias de
los 11 casos, se podr´ıa decir que en el problema de regresio´n simbo´lica re-
suelto con EGA, con los para´metros de ejecucio´n descritos en su momento
(grama´tica de atributos, funcio´n de fitness, taman˜o de la poblacio´n, etc) en
promedio, se rechazan 21 individuos en cada generacio´n, que equivale al 4,2 %
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de la poblacio´n.
Tasa de mutacio´n media desviacio´n esta´ndar
0 % 10 8
10 % 10 6
20 % 12 6
30 % 15 6
40 % 18 6
50 % 21 6
60 % 24 5
70 % 26 5
80 % 30 5
90 % 32 6
100 % 36 6
Tabla 5.5: Media y desviacio´n esta´ndar del nu´mero de individuos rechazados en
cada generacio´n del primer experimento de EGA para el problema de regresio´n
simbo´lica.




































0% EG  0% EGA (log)
Figura 5.19: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-





































10% EG  10% EGA (log)
Figura 5.20: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-
dientes, una tasa de mutacio´n del 10 %, una tasa de recombinacio´n del 90 % y sin
uso de elitismo.




































20% EG  20% EGA (log)
Figura 5.21: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-





































30% EG  30% EGA (log)
Figura 5.22: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-
dientes, una tasa de mutacio´n del 30 %, una tasa de recombinacio´n del 90 % y sin
uso de elitismo.




































40% EG  40% EGA (log)
Figura 5.23: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-





































50% EG  50% EGA (log)
Figura 5.24: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-
dientes, una tasa de mutacio´n del 50 %, una tasa de recombinacio´n del 90 % y sin
uso de elitismo.




































60% EG  60% EGA (log)
Figura 5.25: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-





































70% EG  70% EGA (log)
Figura 5.26: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-
dientes, una tasa de mutacio´n del 70 %, una tasa de recombinacio´n del 90 % y sin
uso de elitismo.




































80% EG  80% EGA (log)
Figura 5.27: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-





































90% EG  90% EGA (log)
Figura 5.28: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-
dientes, una tasa de mutacio´n del 90 %, una tasa de recombinacio´n del 90 % y sin
uso de elitismo.




































100% EG  100% EGA (log)
Figura 5.29: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA para el problema de regresio´n simbo´lica a partir de 100 ejecuciones indepen-
dientes, una tasa de mutacio´n del 100 %, una tasa de recombinacio´n del 90 % y sin
uso de elitismo.
5.3.3.2. Segundo experimento
En el segundo experimento se “endurece” la sema´ntica de manera que a los
individuos que ya se rechazaban en el primer experimento, se an˜aden tambie´n
aquellos que no ajusten de manera exacta la funcio´n objetivo en al menos
alguno los puntos -1, 0 o´ 1. La grama´tica de atributos se define a partir de
la disen˜ada para el primer experimento, manteniendo el sistema de atributos
e incorporando en las acciones sema´nticas del axioma la nueva restriccio´n,
es decir, la comprobacio´n del ajuste exacto en alguno de los puntos -1, 0
o´ 1. Evidentemente, esta nueva restriccio´n so´lo se puede comprobar una vez
terminada la generacio´n del fenotipo, a diferencia del primer experimento en
el que las restricciones sema´nticas son comprobables durante la construccio´n
del mismo.
Formalmente se describe la grama´tica utilizada en este experimento como
G2 = {ΣT ,ΣN , S, P,K}, donde los conjuntos ΣT , ΣN , K y el axioma S
coinciden con los de la grama´tica G1, y el conjunto P de producciones se
obtiene modificando el conjunto P de la grama´tica G1 de manera que en
todas las reglas del axioma se incorpora la comprobacio´n del ajuste exacto
en alguno de los puntos -1, 0 o´ 1. Como ejemplo, se muestra a continuacio´n
la accio´n sema´ntica de la primera regla del axioma.
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(0) <expr> → <expr>1 + <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori+ <expr>2 .valori
SI (<exp> ES LA RAI´Z DEL A´RBOL DE DERIVACIO´N) Y
(<expr> .valor0 ! = 0) Y (<expr> .valor10 ! = 0) Y (<expr> .valor20 ! = 4)
ERROR SEMA´NTICO
}
Se han realizado de nuevo 11 pruebas similares a las realizadas en el pri-
mer experimento y sus resultados junto con los obtenidos con la grama´tica
G1 se muestran en las figuras 5.30 - 5.40. Se puede observar que en 8 de los 11
casos, el rendimiento obtenido en el segundo experimento, con la sema´ntica
ma´s restrictiva, es superior al obtenido en el primero, con la sema´ntica ma´s
relajada. Estos casos de mejora corresponden a las tasas de mutacio´n de 10 %,
30 %, 40 %, 50 %, 60 %, 80 %, 90 % y 100 %. Por otra parte, el rendimiento se
mantiene similar en los casos correspondientes a las tasas de mutacio´n de 0 %
y 70 %. Por u´ltimo, se puede observar que solamente hay un caso, el corres-
pondiente a una tasa de mutacio´n del 20 %, en el que el rendimiento obtenido
con la sema´ntica ma´s restrictiva es inferior al obtenido con la sema´ntica ma´s
relajada.
En cuanto al nu´mero de individuos rechazados, se realizan los mismos
ca´lculos que en el primer experimento. Los resultados se muestran en la ta-
bla 5.6. Se observa que, de nuevo, tanto la media como la desviacio´n esta´ndar
se mantienen parecidas para las distintas tasas de mutacio´n. Si se calcula el
promedio de las medias, se podr´ıa decir que en este experimento se recha-
zan de media 39 individuos en cada generacio´n, que equivale al 7,8 % de la
poblacio´n.
En este segundo experimento, el promedio del nu´mero de individuos
rechazados en cada generacio´n es superior al obtenido en el primer expe-
rimento. Parece un resultado razonable, ya que, con una sema´ntica ma´s
restrictiva, es lo´gico que haya ma´s individuos que no la satisfagan.
En resumen, en todas las pruebas realizadas, el rendimiento obtenido con
EGA es superior al obtenido con EG, en algunos casos con la sema´ntica
definida con la grama´tica de atributos G1 y en otros casos con la sema´ntica
definida con G2.
Despue´s de la realizacio´n de los dos experimentos presentados, se reali-
zaron algunas pruebas individuales con distintos grados de sema´ntica, ob-
serva´ndose que si se endurece la sema´ntica en exceso, el algoritmo no pros-
pera. En ocasiones se debe a que la inicializacio´n aleatoria de la poblacio´n no
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Tasa de mutacio´n media desviacio´n esta´ndar
0 % 15 13
10 % 25 18
20 % 25 17
30 % 29 13
40 % 34 11
50 % 38 11
60 % 44 12
70 % 50 11
80 % 53 9
90 % 58 9
100 % 61 9
Tabla 5.6: Media y desviacio´n esta´ndar del nu´mero de individuos rechazados





































0% EG  
0% EGA (log)  
0% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.30: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 0 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































10% EG  
10% EGA (log)  
10% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.31: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 10 %, una tasa




































20% EG  
20% EGA (log)  
20% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.32: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 20 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































30% EG  
30% EGA (log)  
30% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.33: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 30 %, una tasa




































40% EG  
40% EGA (log)  
40% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.34: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 40 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































50% EG  
50% EGA (log)  
50% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.35: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 50 %, una tasa




































60% EG  
60% EGA (log)  
60% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.36: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 60 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































70% EG  
70% EGA (log)  
70% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.37: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 70 %, una tasa




































80% EG  
80% EGA (log)  
80% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.38: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 80 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































90% EG  
90% EGA (log)  
90% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.39: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 90 %, una tasa




































100% EG  
100% EGA (log)  
100% EGA (log y ajuste en -1, 0 ó 1)
Figura 5.40: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de regresio´n simbo´lica a partir
de 100 ejecuciones independientes, una tasa de mutacio´n del 100 %, una tasa de
recombinacio´n del 90 % y sin uso de elitismo.
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es capaz de encontrar ningu´n individuo correcto, imposibilitando el comienzo
del proceso de evolucio´n. Intuitivamente, este comportamiento es razonable.
Imag´ınese el caso extremo en el que se obligara a los individuos a ajustar
sin error todos los puntos para ser considerados sema´nticamente correctos.
En este caso, el primer individuo generado ya ser´ıa una solucio´n del proble-
ma y se habr´ıa sustituido la bu´squeda gene´tica por la inicializacio´n aleatoria
perdiendo las propiedades que garantiza el proceso evolutivo.
5.4. Segundo ejemplo: integracio´n simbo´lica
El segundo ejemplo, de la misma manera que el primero, tambie´n esta´ des-
crito en [O’Neill y Ryan (2003)] y por ello ha sido seleccionado para incluirlo
en este trabajo. Es el problema de integracio´n simbo´lica. En las siguientes
secciones se describe el problema y se presentan las soluciones obtenidas con
EG y EGA.
5.4.1. Planteamiento del problema
El problema de integracio´n simbo´lica consiste en encontrar la expresio´n
matema´tica de una funcio´n que es la integral de una determinada curva. En
particular, la funcio´n cuya integral se busca es:
f(x) = cos(x) + 2x+ 1
y su integral es:
f(x) = sin(x) + x2 + x
La solucio´n se aborda utilizando la misma estrategia que se describe en
[O’Neill y Ryan (2003) y Koza (1992)], que consiste en reducir el problema a
otro de regresio´n simbo´lica cuyo objetivo es encontrar la expresio´n de la fun-
cio´n integrada, utilizando un conjunto de 21 puntos de ajuste en el intervalo
[0, 2pi]
5.4.2. Solucio´n del problema con EG
La grama´tica independiente del contexto que se utiliza en este proble-
ma es ligeramente distinta a la utilizada en el primer ejemplo ya que in-
corpora el operador de divisio´n y la constante entera 1,0. Se define como
G = {ΣT ,ΣN , S, P}, donde el conjunto de terminales ΣT es:
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ΣT = {sin, cos, exp, log,+,−, ∗, /, x, 1,0, (, )}
el conjunto ΣN de no terminales es el siguiente:
ΣN = {expr, pre op, var}
y el axioma,
S = expr
Por u´ltimo, el conjunto de producciones P contiene las siguientes reglas:
(0) < expr > → <expr> + <expr>
(1) | <expr> − <expr>
(2) | <expr> ∗ <expr>
(3) | <expr> / <expr>
(4) | (<expr>)
(5) | <pre op> (<expr>)
(6) | <var>




(0) <var> → x
(1) <var> → 1,0
En cuanto a la funcio´n de fitness, se define el raw fitness como la suma del
error en valor absoluto en 21 puntos de ajuste equiespaciados en el intervalo
[0, pi], que son los puntos x0 = 0, x1 = pi/10, x2 = 2pi/10, ..., x20 = 2pi. La
definicio´n de fitness ajustado descrita en el ejemplo de regresio´n simbo´lica
se utiliza tambie´n en este problema con el objetivo de que mejor individuo
tenga el mayor valor de fitness, y as´ı, asegurar el correcto funcionamiento de
la seleccio´n proporcional al fitness para elegir a los progenitores en cada paso
evolutivo. El fitness ajustado definido de esta manera se encuentra entre 0 y
1, y es mayor cuanto mejor sea el individuo.
Si en la creacio´n de un individuo se consumen todos los codones de su
genotipo y su fenotipo contiene au´n s´ımbolos no terminales, se le asigna el
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peor valor de fitness, en este caso 0, y la presio´n selectiva lo hara´ desaparecer
de la poblacio´n.
Una vez definida la grama´tica independiente del contexto y la funcio´n
de fitness, se establecen los valores de los para´metros del algoritmo segu´n se
muestra en tabla 5.7.
Taman˜o de la poblacio´n 500
Nu´mero ma´ximo de genraciones 100
Nu´mero mı´nimo de codones (inicial) 1
Nu´mero ma´ximo de codones (inicial) 10
Valor mı´nimo de codo´n 0
Valor ma´ximo de codo´n 256
Operador de wrapping inhabilitado
Elitismo NO
Tasa de recombinacio´n 90 %
Tasa de mutacio´n 2 0 %, 10 %, 20 %, ..., 100 %
Tabla 5.7: Para´metros de ejecucio´n del algoritmo EG para el problema de inte-
gracio´n simbo´lica.
2Cada tasa de mutacio´n se corresponde con una de las 11 pruebas.
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En la figura 5.41 se muestran los resultados de las 11 series de 100 ejecu-
ciones independientes cada una, realizadas con los valores descritos para los



































0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figura 5.41: Probabilidad acumulada de e´xito de EG para el problema de inte-
gracio´n simbo´lica, calculada sobre 11 series de 100 ejecuciones independientes para
11 tasas diferentes de mutacio´n, una tasa de recombinacio´n del 90 % y sin uso de
elitismo.
Se puede observar el incremento en el rendimiento a medida que aumenta
la tasa de mutacio´n. Comparando con las curvas de rendimiento obtenidas
en el primer ejemplo, se observa que en este segundo problema, los valores
de rendimiento son superiores de manera significativa mientras que la u´nica
diferencia entre ambos es una mı´nima modificacio´n en la grama´tica y eviden-
temente, el cambio de la funcio´n objetivo de la regresio´n. Comparando las
figuras 5.15 y 5.41 se puede observar que en el problema de regresio´n simbo´li-
ca (fig. 5.15), la probabilidad de e´xito acumulada en la generacio´n 75 oscila
aproximadamente en el intervalo [35, 90], mientras que en el de integracio´n
simbo´lica (fig. 5.41), ya en la generacio´n 25 se alcanza una horquilla similar.
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5.4.3. Solucio´n del problema con EGA
La transformacio´n del problema de integracio´n simbo´lica en uno de re-
gresio´n simbo´lica, sugiere un disen˜o similar del sistema de atributos, que
permita evaluar en los 21 puntos de evaluacio´n las subexpresiones del fenoti-
po durante su construccio´n. Y con ese sistema de atributos, tambie´n parece
lo´gico disen˜ar unas restricciones sema´nticas parecidas a las establecidas en
el problema de regresio´n simbo´lica. Con estas pautas se han realizado dos
experimentos con dos sema´nticas diferentes.
5.4.3.1. Primer experimento
En el primer experimento se disen˜a una grama´tica de atributos muy
parecida a la utilizada en el primer experimento del problema de regresio´n
simbo´lica. Tiene como objetivo rechazar aquellos individuos que contengan
en su fenotipo subexpresiones que no este´n definidas en alguno de los
21 puntos de evaluacio´n de la funcio´n. En la grama´tica independiente del
contexto que se ha utilizado para resolver el problema con EG, e´sta condicio´n
de rechazo es cierta en dos circunstancias. En primer lugar cuando aparece el
logaritmo de una expresio´n cuyo valor es menor o igual que 0, y en segundo
lugar cuando el denominador de una divisio´n es 0. Como es habitual, si
durante la construccio´n de un fenotipo, se detecta el incumplimiento de una
de las dos restricciones sema´nticas, se interrumpe el proceso de generacio´n
del fenotipo, y el individuo es rechazado, es decir, no entra a formar parte
de la poblacio´n.
La grama´tica de atributos se define como G1 = {ΣT ,ΣN , S, P,K}, donde
el conjunto de terminales ΣT es:
ΣT = {sin, cos, exp, log,+,−, ∗, /, x, 1, 0, (, )}
Ninguno de los s´ımbolos terminales tiene atributos definidos y por este
motivo, para simplificar la notacio´n, se omiten los pare´ntesis que acompan˜an
a cada s´ımbolo en la definicio´n formal de una grama´tica de atributos.
El conjunto de los s´ımbolos no terminales ΣN es define como:
ΣN = { expr (R valori ,, i = 0, 1, . . . , 20),
var (R puntoi ,, i = 0, 1, . . . , 20),
pre op ([ “sin”, “cos”, “exp”, “log”] funcion) }
donde el atributo valori almacena el valor de la subexpresio´n representada
por el no terminal <expr> en el punto de evaluacio´n i, el atributo puntoi
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guarda el valor del punto de evaluacio´n i, y por u´ltimo, el atributo funcion
almacena una cadena de caracteres que define la funcio´n representada por el
s´ımbolo <pre op>.
El axioma de la grama´tica de atributos es:
S = expr
No se define informacio´n global de la grama´tica de atributos, K = Φ.
Por u´ltimo, el conjunto P de producciones junto con sus acciones sema´nti-
cas es el siguiente:
(0) <expr> → <expr>1 + <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori+ <expr>2 .valori
}
(1) <expr> → <expr>1 − <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori− <expr>2 .valori
}
(2) <expr> → <expr>1 ∗ <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori∗ <expr>2 .valori
}
(3) <expr> → <expr>1 / <expr>2
{
DESDE i = 0 HASTA 20
SI (<exp>2 .valori == 0)
ERROR SEMA´NTICO
SI NO <expr> .valori =<expr>1 .valori/ <expr>2 .valori
}
(4) <expr> → (<expr>1)
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori
}
(5) <expr> → <pre op> (<expr>1)
{
DESDE i = 0 HASTA 20
SI (<pre op> .funcion ==“log”) Y (<expr>1 .valori ≤ 0)
ERROR SEMA´NTICO
SI NO <expr> .valori = APLICAR <pre op> .funcion
A <expr>1 .valori
}
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(6) <expr> → (<var>)
{
DESDE i = 0 HASTA 20
<expr> .valori =<var> .puntoi
}
(0) <pre op> → sin { <pre op> .funcion = “sin” }
(1) <pre op> → cos { <pre op> .funcion = “cos” }
(2) <pre op> → cos { <pre op> .funcion = “exp” }
(3) <pre op> → cos { <pre op> .funcion = “log” }
(0) <var> → x { <var> .punto0 = 0
<var> .punto1 = pi/10
<var> .punto2 = 2pi/10
<var> .punto3 = 3pi/10
<var> .punto4 = 4pi/10
<var> .punto5 = 5pi/10
<var> .punto6 = 6pi/10
<var> .punto7 = 7pi/10
<var> .punto8 = 8pi/10
<var> .punto9 = 9pi/10
<var> .punto10 = pi
<var> .punto11 = 11pi/10
<var> .punto12 = 12pi/10
<var> .punto13 = 13pi/10
<var> .punto14 = 14pi/10
<var> .punto15 = 15pi/10
<var> .punto16 = 16pi/10
<var> .punto17 = 17pi/10
<var> .punto18 = 18pi/10
<var> .punto19 = 19pi/10
<var> .punto20 = 2pi
}
(1) <var> → 1,0
{
DESDE i = 0 HASTA 20
<var> .puntoi = 1,0
}
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El conjunto de pruebas realizado con la grama´tica G1 tiene como objetivo
poder comparar los resultados obtenidos, en te´rminos de rendimiento, con los
obtenidos para el mismo problema utilizando EG. Se han realizado 11 pruebas
de 100 ejecuciones independientes cada una de ellas.
Los valores de los para´metros configurables del algoritmo son iguales a
los utilizados en EG y se resumen en la siguiente tabla:
Taman˜o de la poblacio´n 500
Nu´mero ma´ximo de genraciones 100
Nu´mero mı´nimo de codones (inicial) 1
Nu´mero ma´ximo de codones (inicial) 10
Valor mı´nimo de codo´n 0
Valor ma´ximo de codo´n 256
Operador de wrapping inhabilitado
Elitismo NO
Tasa de recombinacio´n 90 %
Tasa de mutacio´n 3 0 %, 10 %, 20 %, ..., 100 %
Tabla 5.9: Para´metros de ejecucio´n del algoritmo EGA para el problema de re-
gresio´n simbo´lica.
En las figuras 5.42 - 5.52 se muestran los rendimientos obtenidos en las 11
pruebas, comparados con los rendimientos obtenidos para el mismo problema
resuelto con EG (en estas figuras tambie´n se incluyen los rendimientos obte-
nidos en el experimento que se describe en la siguiente seccio´n, que resuelve el
mismo problema con una sema´ntica ma´s restrictiva). En las gra´ficas se puede
observar que solamente en algunas de las 11 pruebas se supera el rendimiento
obtenido con EG. Este resultado puede ser debido a que la sema´ntica uti-
lizada para descartar individuos tambie´n esta´, de alguna manera, impl´ıcita
en la funcio´n de fitness de EG, ya que, si un individuo no se puede evaluar
en algu´n punto, se penaliza con el peor fitness. Por lo tanto, aunque no es
lo mismo descartar a un individuo e impedir que entre a formar parte de la
poblacio´n, que penalizarlo con la funcio´n fitness, podr´ıa ocurrir que el resul-
tado en te´rminos de rendimiento fuera similar, como de hecho parece que ha
ocurrido en este ejemplo.
En la tabla 5.10 se muestran los ca´lculos relativos al nu´mero de individuos
rechazados por incumplimiento de la restriccio´n sema´ntica establecida. De
nuevo, se mantiene el orden de magnitud para la media y la desviacio´n
esta´ndar. Se podr´ıa decir que, para el problema de integracio´n simbo´lica,
3Cada tasa de mutacio´n se corresponde con una de las 11 pruebas.
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con la sema´ntica definida en este primer experimento, en promedio, se
rechazan 26 individuos en cada generacio´n. Si se compara este valor con el
obtenido en el primer experimento de regresio´n simbo´lica, 21 individuos,
se observa que son similares, y parece razonable, ya que, las restricciones
sema´nticas tambie´n lo son. Adema´s, en el problema de integracio´n simbo´lica,
la sema´ntica es ligeramente ma´s restrictiva y el promedio de individuos
rechazados es superior, como tambie´n parece lo´gico.
Tasa de mutacio´n media desviacio´n esta´ndar
0 % 15 13
10 % 19 13
20 % 20 11
30 % 24 16
40 % 25 13
50 % 28 11
60 % 25 8
70 % 31 13
80 % 30 14
90 % 35 18
100 % 35 16
Tabla 5.10: Media y desviacio´n esta´ndar del nu´mero de individuos rechazados
en cada generacio´n del primer experimento de EGA del problema de integracio´n
simbo´lica.
5.4.3.2. Segundo experimento
El segundo experimento se realiza con una sema´ntica ma´s restrictiva de
manera que a los individuos que ya se rechazaban en el primer experimento,
se an˜aden tambie´n aquellos que no ajusten de manera exacta la funcio´n
objetivo en al menos alguno los puntos 0, pi o´ 2pi. La grama´tica de atributos
es similar a la utilizada en el primer experimento, en concreto, el sistema de
atributos es el mismo, pero modifican las acciones sema´nticas incorporando
en las del axioma la nueva restriccio´n. La comprobacio´n del ajuste exacto en
al menos alguno de los tres puntos mencionados so´lo se puede realizar una vez
terminada la generacio´n del fenotipo, a diferencia del primer experimento en
el que las restricciones sema´nticas son comprobables durante la construccio´n
del mismo.
La grama´tica utilizada en este experimento se define como G2 =
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{ΣT ,ΣN , S, P,K}, donde los conjuntos ΣT , ΣN , K y el axioma S coinci-
den con los de la grama´tica G1, y el conjunto P de producciones se obtiene
modificando el conjunto P de la grama´tica G1 de manera que en todas las
reglas del axioma se incorpora la comprobacio´n del ajuste exacto en alguno
de los puntos 0, pi o´ 2pi. Como ejemplo, se muestra a continuacio´n la accio´n
sema´ntica de la primera regla del axioma.
(0) <expr> → <expr>1 + <expr>2
{
DESDE i = 0 HASTA 20
<expr> .valori =<expr>1 .valori+ <expr>2 .valori
SI (<exp> ES LA RAI´Z DEL A´RBOL DE DERIVACIO´N ) Y
(<expr> .valor0 ! = 0) Y
(<expr> .valor10 ! = pi2 + pi) Y
(<expr> .valor20 ! = 4pi2 + 2pi)
ERROR SEMA´NTICO
}
Se han realizado 11 pruebas de 100 ejecuciones independientes, similares
a las realizadas en el primer experimento y sus resultados se muestran en las
figuras 5.42 - 5.52. Aunque las pruebas se realizaron con un nu´mero ma´ximo
de generacio´n igual a 100, en las gra´ficas so´lo se muestran valores hasta la
generacio´n 50 porque en la mayor´ıa de las 1100 ejecuciones se encontro´ una
solucio´n al problema antes de la generacio´n 50. Se puede observar que en
todos los casos el rendimiento obtenido en el segundo experimento, con
la sema´ntica ma´s restrictiva, es superior al obtenido en el primero, con la
sema´ntica ma´s relajada, y tambie´n claramente superior al obtenido con EG.
En cuanto al nu´mero de individuos rechazados, en la tabla 5.11 se
muestran los resultados obtenidos. La media de individuos rechazados se
mantiene estable para las distintas tasas de mutacio´n, y el promedio es 128.
Este es el valor ma´s alto obtenido en todos los experimentos realizados,
tanto de integracio´n como de regresio´n simbo´lica. Este resultado es coheren-
te ya que este u´ltimo experimento es el que tiene la sema´ntica ma´s restrictiva.
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Tasa de mutacio´n media desviacio´n esta´ndar
0 % 34 20
10 % 104 38
20 % 113 40
30 % 125 37
40 % 127 33
50 % 135 31
60 % 141 27
70 % 152 34
80 % 154 24
90 % 164 29
100 % 164 24
Tabla 5.11: Media y desviacio´n esta´ndar del nu´mero de individuos rechazados





































0% EG  
0% EGA (log-div)  
0% EGA (log-div y ajuste en algún punto)
Figura 5.42: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 0 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































10% EG  
10% EGA (log-div)  
10% EGA (log-div y ajuste en algún punto)
Figura 5.43: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 10 %, una tasa




































20% EG  
20% EGA (log-div)  
20% EGA (log-div y ajuste en algún punto)
Figura 5.44: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 20 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































30% EG  
30% EGA (log-div)  
30% EGA (log-div y ajuste en algún punto)
Figura 5.45: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 30 %, una tasa




































40% EG  
40% EGA (log-div)  
40% EGA (log-div y ajuste en algún punto)
Figura 5.46: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 40 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































50% EG  
50% EGA (log-div)  
50% EGA (log-div y ajuste en algún punto)
Figura 5.47: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 50 %, una tasa




































60% EG  
60% EGA (log-div)  
60% EGA (log-div y ajuste en algún punto)
Figura 5.48: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 60 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































70% EG  
70% EGA (log-div)  
70% EGA (log-div y ajuste en algún punto)
Figura 5.49: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 70 %, una tasa




































80% EG  
80% EGA (log-div)  
80% EGA (log-div y ajuste en algún punto)
Figura 5.50: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 80 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.




































90% EG  
90% EGA (log-div)  
90% EGA (log-div y ajuste en algún punto)
Figura 5.51: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 90 %, una tasa




































100% EG  
100% EGA (log-div)  
100% EGA (log-div y ajuste en algún punto)
Figura 5.52: Comparativa de las probabilidades acumuladas de e´xito de EG y
EGA con dos niveles de sema´ntica, para el problema de integracio´n simbo´lica a
partir de 100 ejecuciones independientes, una tasa de mutacio´n del 100 %, una tasa
de recombinacio´n del 90 % y sin uso de elitismo.

Cap´ıtulo 6
Evolucio´n con grama´ticas de
Christiansen
La segunda propuesta de esta tesis consiste en la incorporacio´n de
sema´ntica a EG haciendo uso de grama´ticas de Christiansen.
En este cap´ıtulo se detalla con profundidad la propuesta y se muestran
los resultados de su aplicacio´n en algunos problemas cla´sicos del a´rea. De
la misma manera que se hizo en el cap´ıtulo anterior, los problemas que se
presentan se resuelven, por un lado con EG y por otro con la nueva pro-
puesta de EG con sema´ntica expresada con grama´ticas de Christiansen para,
as´ı, poder realizar un estudio comparativo de los resultados y, si es posible,
extraer conclusiones.
6.1. Objetivo
El objetivo de incorporar sema´ntica a EG con grama´ticas de Christiansen
es el mismo que motivo´ el desarrollo del me´todo EGA, proporcionar un meca-
nismo que permita durante el proceso evolutivo la generacio´n de individuos
sinta´ctica y sema´nticamente correctos. Sin embargo, aunque el objetivo es
el mismo, este nuevo me´todo permite disen˜ar soluciones sencillas, directas y
“elegantes” para problemas cuya solucio´n con EGA ser´ıa seguramente mucho
ma´s complicada e indirecta, y pra´cticamente inviable con EG.
6.2. El me´todo
En este apartado se describe el me´todo de Evolucio´n con Grama´ticas de
Christiansen (a partir de ahora EGC) y se presenta un ejemplo de uso con
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un problema disen˜ado espec´ıficamente para ello. Finalmente se plantea una
solucio´n, para el mismo problema del ejemplo, pero implementada con EGA.
6.2.1. Descripcio´n
El me´todo EGC consiste ba´sicamente en sustituir la grama´tica de atri-
butos de EGA por una grama´tica de Christiansen. Esta sustitucio´n genera
un cambio muy importante en el algoritmo de transformacio´n de genotipo a
fenotipo de EGA. Mientras que en EGA se utiliza la misma grama´tica de atri-
butos durante toda la ejecucio´n del algoritmo para derivar los no terminales
del fenotipo en construccio´n, en EGC se utiliza la grama´tica de Christiansen
almacenada en el primer atributo de cada no terminal. Como consecuencia de
la variacio´n o adaptabilidad intr´ınseca a las grama´ticas de Christiansen, las
reglas de derivacio´n del mismo no terminal pueden ser distintas dependiendo
del nodo del a´rbol en el que se encuentre dicho s´ımbolo.
Otra consecuencia de la adaptabilidad de las grama´ticas de Christiansen
es que, durante la generacio´n del fenotipo, puede ocurrir que un nodo pen-
diente de expandir herede, en su primer atributo, una grama´tica que no tenga
reglas para el s´ımbolo del propio nodo. Dado que la grama´tica almacenada
en el primer atributo es precisamente la que se utiliza para derivar, el pro-
ceso de generacio´n del fenotipo no podr´ıa continuar. Esta situacio´n no es
problema´tica ya que basta con an˜adir al algoritmo de transformacio´n de ge-
notipo a fenotipo una nueva regla (ser´ıa la regla 0) para comprobar, antes de
hacer la expansio´n de un nodo, si existen producciones para su derivacio´n.
En el caso de no existir, se rechazar´ıa el fenotipo en construccio´n de la misma
manera que se hace en EGA.
Obviamente, el disen˜o de la grama´tica de Christiansen es un punto fun-
damental a la hora de plantear la solucio´n de cualquier problema con EGC.
Por otra parte, la secuencia de construccio´n del a´rbol de derivacio´n (en
profundidad por la izquierda con retroseguimiento) durante el proceso de
traduccio´n de genotipo a fenotipo se mantiene igual para los dos me´to-
dos, as´ı como los instantes en los que se evalu´an los atributos de la grama´tica.
6.2.2. Ejemplo de uso
Para aclarar el funcionamiento del me´todo se muestra un ejemplo de
uso. Supo´ngase un problema en el que los fenotipos de los individuos de la
poblacio´n son sencillas expresiones aritme´ticas de variables del tipo:
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a+ b
a− b ∗ (c+ d)
x/y
Adema´s, tambie´n pueden aparecer sumatorios con sus correspondientes









En un fenotipo pueden aparecer expresiones aritme´ticas sencillas combi-











(ai + b/(x− y + zj))
Por otra parte, se considera que un fenotipo es incorrecto si si se cumple
alguna de las siguientes condiciones:
• En el cuerpo1 de un sumatorio existe alguna variable con un sub´ındice
que no ha sido definido como ı´ndice del sumatorio, o como ı´ndice de
algu´n sumatorio externo, si lo hubiera. Por ejemplo, suponiendo que









(ak ∗ bi ∗ cj)
• Aparece una variable con sub´ındice fuera de un sumatorio. Por ejemplo:
ai
(wj − zk) ∗ c
1Llamaremos cuerpo de un sumatorio a la expresio´n afectada por el mismo
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Con el objetivo de simplificar la exposicio´n del disen˜o de una grama´tica de
Christiansen que permita la generacio´n de fenotipos correctos, previamente se
ha disen˜ado una grama´tica independiente del contexto, GI SUM , que genera
expresiones del tipo descrito. Para ello, se ha adaptado la notacio´n de manera
que, el sumatorio: ∑
i
<expresion>
se representa con la siguiente cadena:∑
[ i ; <expresion>]
Adema´s, las variables con sub´ındice del tipo ai se representan por ai.
La grama´tica se define como GI SUM = {ΣN ,ΣT , P, S}, donde el conjunto
de s´ımbolos no terminales ΣN es el siguiente:
ΣN = {expr, indice sum, indice var, var, letra},
el conjunto ΣT de terminales es el siguiente:
ΣT = {a, b, ..., z,
∑
, (, ), [, ], ; },
y el axioma
S = expr
Por u´ltimo, el conjunto de reglas P contiene los elementos que se listan
a continuacio´n. Obse´rvese que, para simplificar, los nombres de las variables
se limitan a una letra y los de los sub´ındices permitidos al conjunto {i, j, k}.
(0) <expr> → <expr>1 + <expr>2
(1) <expr> → <expr>1 − <expr>2
(2) <expr> → <expr>1 ∗ <expr>2
(3) <expr> → <expr>1 / <expr>2
(4) <expr> → (<expr>1)
(5) <expr> → ∑[<indice sum>;<expr>1]
(6) <expr> → <var>
(0) <var> → <letra> <indice var>
(0) <indice sum> → i
(1) | j
(2) | k
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(0) <letra> → a|b|...|z
La grama´tica GI SUM genera cadenas adecuadas a la definicio´n del feno-
tipo del problema que nos ocupa, excepto en un aspecto, que es precisamente
dependiente del contexto. Este aspecto se refiere a la restriccio´n que obliga a
que, en cualquier fenotipo correcto, no pueda aparecer ninguna variable con
un sub´ındice que no haya sido previamente definido. Efectivamente, con la
grama´tica GI SUM se pueden generar fenotipos incorrectos como los ejemplos
mostrados anteriormente.
Es sencillo disen˜ar una grama´tica de Christiansen que permita generar
fenotipos correctos. En este caso se hara´ a partir de la grama´tica indepen-
diente del contexto GI SUM . Dado que las grama´ticas de Christiansen son
una extensio´n de las grama´ticas de atributos, hay que definir los atributos de
cada s´ımbolo, las producciones junto con sus acciones sema´nticas conducen-
tes a la evaluacio´n de los atributos, y la informacio´n global. Evidentemente,
hay que tener en cuenta que el primer atributo de un no terminal es la
grama´tica de Christiansen que contiene las reglas para derivar dicho s´ımbolo.
Antes de proponer la definicio´n formal de la grama´tica de Christiansen,
plantearemos de manera informal la idea principal en la que se fundamenta
su disen˜o. En la grama´tica GI SUM se puede observar que las variables con
ı´ndice se generan con la produccio´n:
(0) <var> → <letra> <indice var>
donde el ı´ndice de la variable se obtiene de la derivacio´n del no terminal
<indice var>. Por lo tanto, para conseguir el objetivo final (que so´lo se pue-
dan derivar variables con ı´ndices previamente definidos) bastar´ıa con que la
grama´tica almacenada en el primer atributo del s´ımbolo <indice var> con-
tuviera solamente las producciones correspondientes a los ı´ndices que hasta
ese momento hayan sido declarados. Esto se puede conseguir, por ejemplo,
si:
1. En el inicio de la construccio´n del fenotipo, so´lo existe la produccio´n
lambda para el no terminal <indice var>. Es decir, la grama´tica al-
macenada en el primer atributo del axioma so´lo contiene la produccio´n
vac´ıa del s´ımbolo <indice var>.
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2. Cada vez que se deriva un ı´ndice con una de las producciones del no
terminal <indice sum>, se an˜ade a la grama´tica la produccio´n corres-
pondiente del no terminal <indice var>. Por ejemplo si se deriva un
ı´ndice utilizando la produccio´n <indice sum>→ i entonces se an˜ade la
produccio´n <indice var>→ i para poder derivar desde ese momento
variables con sub´ındice i. La pregunta es, ¿a que´ grama´tica se an˜ade la
nueva produccio´n del s´ımbolo <indice var>? Solamente puede haber
una respuesta: obviamente a la grama´tica asignada al primer atributo
del no terminal <indice var> correspondiente.
3. Se establece un mecanismo para ello, es decir, para que el no terminal
<indice var> disponga en su primer atributo de la grama´tica que ha
sido modificada segu´n se describe en el punto anterior, y que por lo tan-
to so´lo se puedan derivar variables con ı´ndices previamente definidos.
Este mecanismo debe ser implementado mediante la herencia y s´ıntesis
de atributos en el proceso de disen˜o de la grama´tica. En particular, en
nuestro ejemplo:
a) El no terminal <indice sum> tiene un segundo atributo de tipo
grama´tica de Christiansen, que es sintentizado y cuyo valor resulta
de las acciones descritas en el punto 2.
b) En la produccio´n (5) del no terminal <expr>, que corresponde a la
expresio´n sumatorio, el s´ımbolo <expr>1 hereda en su primer atri-
buto, la grama´tica que ha sintetizado su hermano <indice sum>.
c) En la produccio´n (6) del no terminal < expr >, en cuya parte
derecha aparece solamente el s´ımbolo <var>, e´ste hereda en su
primer atributo, la grama´tica que su padre heredo´ en su momento,
y que almacena en su primer atributo.
d) En la u´nica produccio´n del s´ımbolo < var >, el no terminal
<indice var> de su parte derecha, hereda en su primer atributo
la grama´tica almacenada en el primer atributo de<var>.
En la figura 6.1 se muestra la inicializacio´n, modificacio´n y propagacio´n




ai. Se puede observar que en la parte superior izquierda de los nodos
de los no terminales aparece un recuadro. Contiene las reglas del s´ımbolo
<indice var> que esta´n presentes en la grama´tica de Christiansen que es el
primer atributo del s´ımbolo. Se puede observar en la figura que el recta´ngu-
lo izquierdo de la ra´ız so´lo contiene la produccio´n λ de <indice var>. El
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nodo del s´ımbolo <indice sum> tiene otro recuadro en su parte superior
derecha. Contiene las reglas del s´ımbolo <indice var> que esta´n disponi-
bles en la grama´tica de Christiansen almacenada en su segundo atributo.
Esta segunda grama´tica es un atributo sintetizado, cuyo valor, segu´n se ex-
plico´ anteriormente, se obtiene an˜adiendo a la grama´tica del primer atributo
la regla <indice var>→ i. El nodo del s´ımbolo <letra> no tiene recua-
dro como los dema´s porque para su derivacio´n es irrelevante que´ reglas de
<indice var> esta´n disponibles en su primer atributo, y tampoco tiene hijos
no terminales a los que deba transmitir esa informacio´n, como es el caso de
los nodos correspondientes a <expr> y <var>. Los nu´meros que acompan˜an
a los recuadros indican el orden en el que se producen las actualizaciones de
las grama´ticas a las que corresponden las producciones que aparecen en los
recuadros.
Una vez expuesta la idea ba´sica de la grama´tica de Christiansen del ejem-
plo que nos ocupa, su definicio´n formal ser´ıa la siguiente.
Se define la grama´tica de Christiansen GC SUM = {ΣT ,ΣN , S, P,K}, don-
de el conjunto de terminales ΣT es:
ΣT = {a, b, ..., z,
∑
, (, ), [, ], ; }
Ninguno de los s´ımbolos terminales tiene atributos definidos y por este
motivo, para simplificar la notacio´n, se omiten los pare´ntesis que acompan˜an
a cada s´ımbolo en la definicio´n formal de una grama´tica.
El conjunto de los s´ımbolos no terminales ΣN es define como:
ΣN = { expr (GC gh),
indice sum (GC gh, GC gs),
indice var (GC gh),
var (GC gh),
letra (GC gh)}
Las siglas GC significan Grama´tica de Christiansen y se utilizan para
indicar el tipo de los atributos. Como puede observarse, so´lo <indice sum>
tiene un segundo atributo, tambie´n de tipo GC. Esto es as´ı porque su
expansio´n desencadena la incorporacio´n de la correspondiente regla de
<indice var>.
El axioma de la grama´tica es:
S = expr
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;
expr



















Figura 6.1: Inicializacio´n, modificacio´n y propagacio´n de las reglas
del no terminal <indice var>.
6.2. El me´todo 165
El conjunto P de producciones esta´ formado por las siguientes reglas con
sus acciones sema´nticas:
(0) <expr>→ <expr>1 + <expr>2
{
<expr>1 .gh =<expr> .gh
<expr>2 .gh =<expr> .gh
}
(1) <expr>→ <expr>1 − <expr>2
{
<expr>1 .gh =<expr> .gh
<expr>2 .gh =<expr> .gh
}
(2) <expr>→ <expr>1 ∗ <expr>2
{
<expr>1 .gh =<expr> .gh
<expr>2 .gh =<expr> .gh
}
(3) <expr>→ <expr>1 / <expr>2
{
<expr>1 .gh =<expr> .gh




<expr>1 .gh =<expr> .gh
}
(5) <expr>→ ∑[<indice sum>;<expr>1]
{
<indice sum> .gh =<expr> .gh




<var> .gh =<expr> .gh
}
(0) <var>→ <letra> <indice var>
{
<letra> .gh =<var> .gh
<indice var> .gh =<var> .gh
}
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(0) <indice sum>→ i
{
<indice sum> .gs =<indice sum> .gh ∪ {<indice var>→ i}
}
(1) <indice sum>→ j
{
<indice sum> .gs =<indice sum> .gh ∪ {<indice var>→ j}
}
(2) <indice sum>→ k
{
<indice sum> .gs =<indice sum> .gh ∪ {<indice var>→ k}
}
(0) <indice var>→ λ { }
(0) <letra>→ a { }
(1) <letra>→ b { }
(2) <letra>→ c { }
· · · · · ·
Por u´ltimo, la grama´tica no tiene informacio´n global, es decir, K = Φ.
A continuacio´n se detalla la evolucio´n del algoritmo de transformacio´n
de genotipo a fenotipo utilizando la grama´tica GC SUM a partir del siguiente
genotipo:
40 3 75 100 23 6 0 7 41 1 8 47 42 6
El algoritmo de transformacio´n de genotipo a fenotipo de EGC comienza
con la construccio´n del nodo del a´rbol de derivacio´n del fenotipo con el axioma
de la grama´tica. Se asigna al primer atributo del axioma la grama´tica de
Christiansen disen˜ada para el problema. En la figura 6.2 se muestra el a´rbol
de derivacio´n despue´s del primer paso del algoritmo.
Puede observarse que se mantiene la representacio´n que se utilizo´ para
los a´rboles de derivacio´n en el algoritmo de transformacio´n de genotipo a
fenotipo de EGA. Cada nodo tiene asignado un recuadro que contiene los
valores de sus atributos. Para cada atributo se especifica su nombre y su
valor. Esta representacio´n se complica en EGC debido a que los atributos
pueden ser grama´ticas de Christiansen (el primer atributo de manera
obligatoria) y ser´ıa demasiado pesado escribir las grama´ticas completas. Por
ello, en cada ejemplo, se intentara´ simplificar la informacio´n que aparece en
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expr
gh <indice_var> → λ
Figura 6.2: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la construccio´n del nodo ra´ız.
el a´rbol de cada atributo. En particular, en el ejemplo que nos ocupa, la
grama´tica de Christiansen solamente adapta las producciones del s´ımbolo
<indice var> as´ı que, en lugar de escribir la grama´tica completa u´nicamente
se escriben las reglas aplicables al s´ımbolo <indice var>. Tambie´n, en cada
nodo correspondiente a un no terminal que ya ha sido expandido, se dibuja
en una elipse interna el valor del codo´n utilizado para su expansio´n. El
u´ltimo nodo expandido se puede distinguir porque tiene una estrella en su
interior. Por u´ltimo, los nodos hoja correspondientes a los terminales de la
cadena derivada se dibujan sombreados.
El algoritmo continu´a con la expansio´n de la ra´ız y el primer codo´n
del genotipo, 40. Como en la grama´tica que se utiliza para la derivacio´n,
la almacenada en el primer atributo del s´ımbolo, el axioma tiene 7 reglas
y 40 mod 7 = 5, se utiliza la produccio´n (5) para realizar la expansio´n
aplicando la regla 1a) del algoritmo y obtener el a´rbol de derivacio´n que se
muestra en la figura 6.3.
En la accio´n sema´ntica de la regla (5) del axioma se especifica que el
s´ımbolo <indice sum> hereda en su primer atributo la grama´tica del primer
atributo de su nodo padre. Por lo tanto, se aplica la regla 1b) del algoritmo,
los atributos heredados de padres a hijos se calculan en el momento de la
expansio´n del padre. El resultado de aplicar la regla 1b) se puede ver en la
figura 6.3, en la que, como es habitual, se representa la herencia de atributos
con una flecha punteada.
El proceso continu´a con la expansio´n del nodo ma´s profundo y situado
ma´s a la izquierda, que es el correspondiente al s´ımbolo <indice sum>. El
codo´n actual vale 3, y la grama´tica del primer atributo de <indice sum>
contiene 3 producciones para su derivacio´n. Se aplica la regla (0) ya que




gh <indice_var> → λ
indice_sum ; expr ]
gh <indice_var> → λ
1b)
Figura 6.3: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n del nodo ra´ız.
3 mod 3 = 0. El resultado de la expansio´n se muestra en la figura 6.4. El nodo
que se acaba de expandir, so´lo tiene un hijo, que adema´s es un terminal, por
lo tanto, se aplica la regla 2b) relativa al ca´lculo de los atributos sintetizados,
si los hubiere. En este caso, s´ı hay atributos sintetizados segu´n se indica en
la accio´n sema´ntica de la regla aplicada:
(0) <indice sum> → i
{
<indice sum> .gs =<indice sum> .gh ∪ {<indice var>→ i}
}
En la figura 6.4 se representa con una flecha de trazo continuo el ca´lcu-
lo del atributo sintetizado gs del s´ımbolo <indice sum>. Este atributo se
calcula an˜adiendo una regla nueva para el s´ımbolo <indice var>.
El nodo del s´ımbolo <indice sum> es el tercer hijo de la ra´ız del a´rbol, y
tiene hermanos a su derecha. Su terminacio´n desencadena la aplicacio´n de la
regla 2a) relativa a la evaluacio´n de atributos heredados entre hermanos. En
concreto, el primer atributo del quinto hijo del nodo ra´ız, que corresponde al
no terminal <expr>, se calcula a partir del segundo atributo de su hermano
<indice sum>. La evaluacio´n del atributo heredado del s´ımbolo <expr>,
se realiza segu´n se especifica en la accio´n sema´ntica de la regla que se ha
utilizado para la expansio´n del axioma, que en este caso es la regla (5) y
tiene el siguiente aspecto:
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(5) <expr> → ∑[<indice sum>;<expr>1]
{
<indice sum> .gh =<expr> .gh



















Figura 6.4: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la primera aparicio´n del s´ımbolo
<indice sum>.
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El siguiente nodo que se expande es el correspondiente a la segunda apa-
ricio´n del no terminal <expr> y el codo´n actual vale 75. Dado que el s´ımbo-
lo <expr> tiene siete producciones, se utilizara´ la produccio´n (5) ya que
75 mod 7 = 5. Aplicando la regla 1a) del algoritmo se an˜aden al a´rbol los no-
dos hijos. Tambie´n se aplica la regla 1b) dado que existe herencia de atributos,
en concreto, el tercer hijo, que corresponde al no terminal <indice sum>,
hereda en su primer atributo la grama´tica que su padre heredo´ tambie´n en su
primer atributo. En la figura 6.5 se muestra el estado del a´rbol de derivacio´n























Figura 6.5: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la segunda aparicio´n del s´ımbolo
<expr>.
El proceso continu´a con el nodo correspondiente a la segunda aparicio´n
del s´ımbolo <indice sum>, y el codo´n actual, 100. Como la grama´tica del
primer atributo de<indice sum> contiene 3 producciones para su derivacio´n.
Se aplica la regla (1) ya que 100 mod 3 = 1. El resultado de la expansio´n se
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muestra en la figura 6.6. La s´ıntesis del segundo atributo de <indice sum>,
y su propagacio´n por herencia a su hermano, que es el nodo de la tercera
aparicio´n de <expr>, ya se detallo´ en la descripcio´n de la expansio´n de la



































Figura 6.6: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la segunda aparicio´n del s´ımbolo
<indice sum>.
El nodo ma´s profundo y ma´s a la izquierda pendiente de expandir es el
de la tercera aparicio´n del s´ımbolo <expr>. El codo´n actual es 23, y dado
que la grama´tica del primer atributo del s´ımbolo tiene 7 reglas, el nodo se
expande con la regla (2) porque 23 mod 7 = 2. La accio´n sema´ntica de la regla
usada en la expansio´n especifica que los dos s´ımbolos <expr> de la parte
derecha heredan en su primer atributo la grama´tica del primer atributo de su
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nodo padre. Por lo tanto, se aplica la regla 1b) del algoritmo (los atributos
heredados de padres a hijos se calculan en el momento de la expansio´n del
padre). El resultado de aplicar la regla 1b) se puede ver en la figura 6.7, en la
que, como es habitual, se representa la herencia de atributos con una flecha
punteada. En la misma figura se puede observar que el u´ltimo nodo expandido
esta´ conectado a un tria´ngulo. Representa al suba´rbol construido antes de
la expansio´n del nodo, y su contenido completo aparece en la figura 6.6.


















Figura 6.7: Suba´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la tercera aparicio´n del s´ımbolo
<expr>.
El siguiente nodo que se expande corresponde tambie´n al s´ımbolo<expr>,
y el codo´n actual es 6. La produccio´n que se utiliza para la expansio´n es la
(6) ya que 6 mod 7 = 6 y aplicando la regla 1a) se obtiene el a´rbol de la
figura 6.8. En cuanto a evaluacio´n de atributos, el u´nico s´ımbolo de la parte
derecha, <var>, hereda en su primer atributo la grama´tica almacenada en el
primer atributo del s´ımbolo de la parte izquierda de la regla. Esta herencia
queda reflejada con una flecha punteada en la figura 6.8.
























Figura 6.8: Suba´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la cuarta aparicio´n del s´ımbolo
<expr>.
El siguiente nodo que el algoritmo selecciona para expandir es el corres-
pondiente al no terminal <var>. E´ste s´ımbolo solamente tiene una produc-
cio´n y por lo tanto no se consume codo´n. Aplicando la regla 1a) del algoritmo
se an˜aden al a´rbol los dos nodos hijos. Tambie´n se aplica la regla 1b) dado
que existe herencia de atributos, en concreto, los dos hijos heredan en su pri-
mer atributo la grama´tica del primer atributo de su padre. En la figura 6.9
se muestra el estado del a´rbol de derivacio´n despue´s de la u´ltima operacio´n
de expansio´n. El o´valo situado dentro de los nodos que almacena el codo´n
utilizado en la expansio´n, en el caso de no consumirse codo´n, aparece en
negro.
El algoritmo continu´a con la expansio´n del nodo correspondiente al s´ımbo-
lo <letra> y el codo´n 0. La aplicacio´n de la regla 1a) con la produccio´n (0)
del no terminal <letra> da lugar al a´rbol de derivacio´n que se muestra en la
figura 6.10. La regla utilizada en la expansio´n contiene en su parte derecha
un u´nico s´ımbolo, el terminal a. El procesamiento del nodo de a termina con
su propia creacio´n por el hecho de ser un nodo hoja, y al ser el u´nico hijo,
tambie´n termina el procesamiento de su nodo padre, el del s´ımbolo <letra>.


































Figura 6.9: Suba´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la primera aparicio´n del s´ımbolo
<var>.
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En este momento se evaluar´ıan atributos heredados entre hermanos, si los
hubiera, pero en este caso no procede porque en la accio´n sema´ntica de la




































Figura 6.10: Suba´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la primera aparicio´n del s´ımbolo
<letra>.
El siguiente nodo que se expande es el del s´ımbolo <indice var>. En la
grama´tica de Christiansen disen˜ada para el ejemplo, este s´ımbolo es el u´ni-
co cuyas producciones pueden variar durante el proceso de construccio´n del
fenotipo. Efectivamente, las derivaciones del s´ımbolo <indice sum> produ-
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cen la incorporacio´n de nuevas reglas para <indice var>. En la figura 6.10,
se puede ver en el recuadro asociado al nodo de <indice var> las reglas
disponibles para su expansio´n.
El codo´n actual es 7, por lo tanto, se utiliza para la expansio´n la regla
(1) ya que 7 mod 3 = 1. En este paso del algoritmo no hay ni herencia ni





































Figura 6.11: Suba´rbol de derivacio´n de EGC a partir de la grama´tica
GC SUM , despue´s de la expansio´n de la primera aparicio´n del s´ımbolo
<indice var>.
El algoritmo continu´a por el nodo del no terminal <expr> situado a la
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derecha del s´ımbolo ∗. Se omite la explicacio´n de la evolucio´n del algoritmo
a partir de este nodo porque los siguientes codones (41, 1 y 8) generan un
suba´rbol similar al ya generado a partir del s´ımbolo <expr> situado a la
izquierda del s´ımbolo ∗. La u´nica diferencia entre ambos suba´rboles es que
en el suba´rbol izquierdo se genera la variable ai y en el derecho bj, pero el
proceso de generacio´n es el mismo. En la figura 6.12 se muestra el suba´rbol























































Figura 6.12: Suba´rbol completo de derivacio´n de EGC a partir de la
grama´tica GC SUM .
En el ejemplo de uso del me´todo que se ha presentado se puede apreciar
que el disen˜o de la grama´tica de Christiansen impide que se generen fenoti-
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pos incorrectos. La grama´tica se adapta de manera que las reglas disponibles
en el primer atributo de cada no terminal para su expansio´n son precisa-
mente aquellas que conducen siempre a fenotipos correctos. Aunque puede
ocurrir, como ya se resalto´ en la descripcio´n del me´todo, que debido a la
adaptabilidad de la grama´tica, un s´ımbolo no se pueda expandir por no exis-
tir producciones para su derivacio´n en la grama´tica de su primer atributo.
No obstante, dada una grama´tica de Christianen en la que pueden ocurrir
situaciones como la descrita, seguramente es posible disen˜ar otra equivalente
que evite dichas situaciones. En el problema de regresio´n simbo´lica lo´gica se
muestra un ejemplo. Por lo tanto, se podr´ıa decir que, en general,en EGC se
evita la generacio´n de fenotipos sema´nticamente incorrectos mientras que en
EGA s´ı es posible, aunque son rechazados en el momento en el que se detec-
ta su incorreccio´n, y no entran a formar parte de la poblacio´n. No obstante,
como las grama´ticas de Christiansen son extensiones de las grama´ticas de
atributos, siempre existe la posibilidad de plantear soluciones “combinadas”.
En este tipo de soluciones, algunas restricciones sema´nticas se implementan
mediante la adaptabilidad de la grama´tica, y otras mediante comprobaciones
sobre los atributos de la grama´tica.
6.2.3. Comparativa con EGA
Para resolver el ejemplo con EGA hay que disen˜ar una grama´tica de atri-
butos que se adecu´e a las restricciones sema´nticas del problema. Un posible
disen˜o, partiendo de la grama´tica independiente del contexto GI SUM , con-
sistir´ıa en:
• mantener (utilizando atributos) una lista de los ı´ndices definidos y que,
por lo tanto, son va´lidos como sub´ındices de variables para generar
fenotipos correctos.
• inicializar la lista de ı´ndices va´lidos para que este´ vac´ıa.
• actualizar la lista de ı´ndices va´lidos cada vez que se define un ı´ndice,
es decir, cada vez que se aplica una de las reglas del no terminal
<indice sum>.
• propagar la lista de ı´ndices va´lidos a trave´s del a´rbol del derivacio´n
utilizando el mecanismo de herencia de atributos.
• generar un error sema´ntico, y el correspondiente rechazo del fenotipo,
si se selecciona, a partir de un codo´n, una regla para el no terminal
<indice var> que corresponda a un ı´ndice que no pertenezca a la lista
de los ı´ndices definidos.
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La inicializacio´n de la lista de ı´ndices se puede realizar en la ra´ız del
a´rbol de derivacio´n, cuyo s´ımbolo es el axioma de la grama´tica. Como la
grama´tica de partida, GI SUM , tiene varias reglas para el axioma, ser´ıa
necesario comprobar en cada regla la condicio´n de ra´ız del a´rbol para
realizar la inicializacio´n. Para evitar estas mu´ltiples comprobaciones, se
modifica la grama´tica como habitualmente se hace en estos casos. Se an˜ade
a la grama´tica un nuevo axioma, con una sola regla, en cuya parte derecha
esta´ el antiguo axioma. En esta regla se incorporan las acciones espec´ıficas
de la ra´ız del a´rbol.
La definicio´n formal de la grama´tica de atributos ser´ıa la siguiente. Se
define como GA SUM = {ΣT ,ΣN , S, P,K}, donde el conjunto de terminales
ΣT es:
ΣT = {a, b, ..., z,
∑
, (, ), [, ], ; }
Ninguno de los s´ımbolos terminales tiene atributos definidos y por este
motivo, para simplificar la notacio´n, se omiten los pare´ntesis que acompan˜an
a cada s´ımbolo en la definicio´n formal de una grama´tica.
El conjunto de los s´ımbolos no terminales ΣN se define como:
ΣN = { expresion,
expr (ListaIndices indices),
indice sum (ListaIndices indices previos, indices actuales),




El s´ımbolo < expresion > es el nuevo axioma de la grama´tica y no
tiene atributos definidos. El tipo ListaIndices, al cual pertenecen todos
los atributos de la grama´tica, es una lista que puede ser vac´ıa, o contener
elementos pertenecientes al conjunto de ı´ndices {i, j, k}. Los s´ımbolos
<expr>, <indice var> y <var> so´lo tienen un atributo llamado indices,
de tipo heredado, y representa la lista de ı´ndices va´lidos como sub´ındices
de variables. Este atributo permite propagar la lista de ı´ndices va´lidos a
trave´s del a´rbol del derivacio´n. El s´ımbolo <indice sum> tiene definidos
dos atributos. El primero, indices previos, es heredado, y almacena la lista
de ı´ndices va´lidos definidos hasta el momento de la aparicio´n del s´ımbolo.
El segundo atributo, indices actuales, tambie´n de tipo ListaIndices, es
sintetizado, y su valor es el resultado de an˜adir al primer atributo el nuevo
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ı´ndice que aparece en la parte derecha de la regla. Por u´ltimo, el s´ımbolo
<letra> no tiene atributos definidos.
El axioma de la grama´tica es:
S = expresion




<expr> .indices = Φ
}
(0) <expr>→ <expr>1 + <expr>2
{
<expr>1 .indices =<expr> .indices
<expr>2 .indices =<expr> .indices
}
(1) <expr>→ <expr>1 − <expr>2
{
<expr>1 .indices =<expr> .indices
<expr>2 .indices =<expr> .indices
}
(2) <expr>→ <expr>1 ∗ <expr>2
{
<expr>1 .indices =<expr> .indices
<expr>2 .indices =<expr> .indices
}
(3) <expr>→ <expr>1 / <expr>2
{
<expr>1 .indices =<expr> .indices




<expr>1 .indices =<expr> .indices
}
(5) <expr>→ ∑[<indice sum>;<expr>1]
{
<indice sum> .indices previos =<expr> .indices




<var> .indices =<expr> .indices
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}
(0) <var>→ <letra><indice var>
{
<indice var> .indices =<var> .indices
}
(0) <indice sum>→ i
{
<indice sum> .indices actuales =<indice sum> .indices previos ∪ {i}
}
(1) <indice sum>→ j
{
<indice sum> .indices actuales =<indice sum> .indices previos ∪ {j}
}
(2) <indice sum>→ k
{
<indice sum> .indices actuales =<indice sum> .indices previos ∪ {k}
}
(0) <indice var>→ λ { }
(1) <indice var>→ i
{
SI ( i /∈<indice var> .indices) ERROR SEMA´NTICO
}
(2) <indice var>→ j
{
SI ( j /∈<indice var> .indices) ERROR SEMA´NTICO
}
(3) <indice var>→ k
{
SI ( k /∈<indice var> .indices) ERROR SEMA´NTICO
}
(0) <letra>→ a { }
(1) <letra>→ b { }
(2) <letra>→ c { }
(3) <letra>→ d { }
· · · · · · · · · · · ·
Por u´ltimo, la grama´tica no tiene informacio´n global, es decir, K = Φ.
No se describe el proceso de construccio´n de un fenotipo con la grama´ti-
ca GA SUM porque el objetivo de este apartado no es mostrar el algoritmo
de transformacio´n, que ya se describio´ en el cap´ıtulo dedicado a EGA, sino
comparar EGA y EGC en el siguiente aspecto. En EGC la adaptacio´n de la
grama´tica impide, en general, la generacio´n de fenotipos incorrectos sema´nti-
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camente. Sin embargo, en EGA, los fenotipos incorrectos se detectan durante
su construccio´n, y se rechazan como posibles integrantes de la poblacio´n. El
resultado final es el mismo, la poblacio´n nunca contiene individuos sema´nti-
camente incorrectos, pero se consigue de distinta manera, y se podr´ıa esperar
que, en general, EGC sea ma´s eficiente que EGA en te´rminos de tiempo. Efec-
tivamente, en EGC no se consumen los tiempos que en EGA s´ı se hace en los
fenotipos incorrectos, ya que, desde el comienzo de su construccio´n hasta que
se detecta su incorreccio´n sema´ntica se consume un tiempo que, en general,
no se consume en EGC.
6.3. Regresio´n simbo´lica de funciones lo´gicas
Una vez descrito el me´todo EGC, se presenta la resolucio´n de un problema
espec´ıfico, en particular, un problema similar al de regresio´n simbo´lica pero
situado en el a´mbito de las funciones lo´gicas. En los pro´ximos apartados se
plantea el problema concreto que se quiere resolver, se describe su solucio´n
con EGC y por u´ltimo, se realiza una comparativa de dicha solucio´n con tres
propuestas distintas para resolver el problema con EG.
6.3.1. Planteamiento del problema
El problema propuesto para su resolucio´n con EGC es el siguiente: dada
una funcio´n lo´gica de un determinado nu´mero de variables, encontrar una
expresio´n simbo´lica equivalente que solamente tenga operadores de uno de
los siguientes conjuntos completos {and, or, not}, {nand} o {nor}.
Aunque el conjunto de operadores lo´gicos {and, or, not, nand, nor}
contiene cinco subconjuntos completos {and, or, not}, {nand}, {nor},
{and, not} y {or, not} y cada uno de ellos permite la representacio´n de
cualquier funcio´n lo´gica, por razones de espacio, en el problema que se
presenta so´lo se centrara´ el intere´s en los tres primeros subconjuntos.
6.3.2. Solucio´n del problema con EGC
Antes de presentar la solucio´n con EGC al problema planteado, lo cual
implica el disen˜o de la grama´tica de Christiansen adecuada, se propone
una grama´tica independiente del contexto, GI LOG4POST , para utilizarla
como punto de partida. Esta grama´tica utiliza notacio´n postfija (polaca
inversa) con el objetivo de simplificar la programacio´n de la funcio´n de
fitness, ya que, parece mucho ma´s sencillo un evaluador de expresiones en
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notacio´n postfija o prefija que en notacio´n infija. Por otra parte, el nu´mero
de variables lo´gicas que permite la grama´tica son 4. Como puede observarse,
el sub´ındice del nombre de la grama´tica es explicativo, I significa grama´tica
independiente del contexto, LOG4 indica que la grama´tica genera expresiones
con 4 variables lo´gicas como ma´ximo, y POST hace referencia al tipo de
notacio´n, en este caso, notacio´n postfija.
La definicio´n formal de la grama´tica ser´ıa la siguiente. Se define como
GI LOG4POST = {ΣT ,ΣN , S, P}, donde el conjunto de terminales ΣT es:
ΣT = {and, or, not, nand, nor, v0, v1, v2, v3}
El conjunto de los s´ımbolos no terminales ΣN se define como:
ΣN = {fb, opb, opu}
donde fb representa una funcio´n lo´gica, opb un operador binario y opu
un operador unario.
El axioma de la grama´tica es:
S = fb
El conjunto P de producciones esta´ formado por las siguientes reglas:










(0) <opu> → not
La grama´tica GI LOG4POST genera expresiones lo´gicas sin discriminar si
todos los operadores de la expresio´n pertenecen al mismo conjunto completo.
Obviamente, como se vera´ ma´s adelante, se puede disen˜ar una grama´tica
independiente del contexto que genere expresiones lo´gicas en las que los
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operadores pertenezcan al mismo conjunto completo. Sin embargo, la gene-
racio´n de expresiones lo´gicas que cumplan la restriccio´n del problema que
nos ocupa es muy sencilla y directa utilizando una grama´tica de Christiansen.
El disen˜o de esta grama´tica de Christiansen se fundamenta en dos ideas:
1. Durante la construccio´n del fenotipo, la aparicio´n de un operador des-
encadena la eliminacio´n de las reglas que derivan los operadores que
no pertenezcan a su mismo conjunto. Por ejemplo, la aparicio´n del
operador nand provoca la eliminacio´n de las reglas < opb >→ and,
<opb>→ or, <opb>→ nor y <opu>→ not. Si not pertenece al con-
junto de operadores eliminados, entonces, tambie´n se elimina la regla
<fb>→<fb><opu>.
2. Durante la construccio´n del fenotipo, utilizando la s´ıntesis y herencia
de atributos, se propaga por el a´rbol de ana´lisis la modificacio´n del
conjunto de operadores disponibles descrito en el punto 1.
Estas dos ideas se trasladan al disen˜o fa´cilmente definiendo dos atri-
butos de tipo grama´tica de Christiansen para cada no terminal. El primer
atributo, heredado, es la grama´tica que contiene las reglas de los operadores
disponibles. El segundo, sintetizado, contiene la grama´tica que se obtiene
eliminando de la grama´tica heredada las producciones de los operadores que
corresponda en cada caso.
Formalmente se define la grama´tica de Christiansen comoGC LOG4POST =
{ΣT ,ΣN , S, P,K}, donde el conjunto de terminales ΣT es:
ΣT = {and, or, not, nand, nor, v0, v1, v2, v3}
Como puede observarse, ninguno de los s´ımbolos terminales tiene
atributos definidos.
El conjunto de los s´ımbolos no terminales ΣN es define como:
ΣN = { fb (GC gh, GC gs),
opb (GC gh, GC gs),
opu (GC gh, GC gs)}
Como es habitual, las siglas GC significan Grama´tica de Christiansen.
Los atributos referidos como gh representan grama´ticas heredadas, y los
referidos como gs grama´ticas sintetizadas.
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El axioma de la grama´tica es:
S = fb
El conjunto P de producciones esta´ formado por las siguientes reglas con
sus acciones sema´nticas:
(0) <fb> → <fb>1<fb>2<opb>
{
<fb>1 .gh =<fb> .gh
<fb>2 .gh =<fb>1 .gs
<opb> .gh =<fb>2 .gs
<fb> .gs =<opb> .gs
}
(1) <fb> → <fb>1<opu>
{
<fb>1 .gh =<fb> .gh
<opu> .gh =<fb>1 .gs
<fb> .gs =<opu> .gs
}
(2) <fb> → v0
{
<fb> .gs =<fb> .gh
}
(3) <fb> → v1
{
<fb> .gs =<fb> .gh
}
(4) <fb> → v2
{
<fb> .gs =<fb> .gh
}
(5) <fb> → v3
{
<fb> .gs =<fb> .gh
}
(0) <opb> → and
{
<opb> .gs =<opb> .gh − {<opb>→ nand , <opb>→ nor}
}
(1) <opb> → or
{
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<opb> .gs =<opb> .gh − {<opb>→ nand , <opb>→ nor}
}
(2) <opb> → nand
{
<opb> .gs =<opb> .gh − {<opb>→ and , <opb>→ or
<opb>→ nor , <opu>→ not
<fb>→<fb><opu>}
}
(3) <opb> → nor
{
<opb> .gs =<opb> .gh − {<opb>→ and , <opb>→ or
<opb>→ nand , <opu>→ not
<fb>→<fb><opu>}
}
(0) <opu> → not
{
<opu> .gs =<opu> .gh − {<opb>→ nand , <opb>→ nor}
}
Por u´ltimo, la grama´tica no tiene informacio´n global, es decir, K = Φ.
Como se puede observar en las producciones de la grama´tica, la regla (0)
del no terminal <fb> representa la transformacio´n de una funcio´n lo´gica en
una operacio´n lo´gica binaria cuyos operandos son tambie´n funciones lo´gicas.
En la accio´n sema´ntica de esta regla, la grama´tica heredada por el s´ımbolo
de la parte izquierda en su primer atributo, es heredada por su primer hijo.
Las posibles modificaciones relativas a los operadores en el suba´rbol de este
primer hijo, se sintetizan en su segundo atributo, que es heredado por su
hermano (el segundo hijo) en su primer atributo. De nuevo, los cambios en
los operadores en el suba´rbol del segundo hijo, son sintetizados en su segundo
atributo, que es heredado por su hermano derecho (el tercer hijo) que corres-
ponde al operador binario. La derivacio´n del operador binario elimina de su
grama´tica heredada los operadores que no pertenecen a su mismo conjunto
completo y la grama´tica resultante pasa a ser el segundo atributo sintetizado
de su padre.
En la regla (1) del no terminal <fb>, que representa la transformacio´n de
una funcio´n lo´gica en una operacio´n lo´gica unaria, la dina´mica de herencia y
s´ıntesis de grama´ticas es similar a la de la regla (0).
En cuanto a las producciones de los operadores lo´gicos, todas siguen el
mismo esquema. El primer atributo corresponde a la grama´tica heredada
que contiene los operadores disponibles. El segundo, es la grama´tica que se
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obtiene eliminando de la heredada las producciones de los operadores que
no pertenecen al mismo conjunto completo.
La grama´tica GC LOG4POST tiene un disen˜o que permite que se generen
situaciones que podr´ıan considerarse ano´malas. En efecto, puede ocurrir
que en la expansio´n de un s´ımbolo, la grama´tica con la que se tiene que
derivar (la almacenada en su primer atributo), no contenga ninguna regla
para el propio s´ımbolo. En la seccio´n 6.2.1 se ha mencionado que, para
gestionar estas situaciones, en EGC se propone el siguiente mecanismo:
se an˜ade una regla 0) al algoritmo de transformacio´n de genotipo a
fenotipo de EGA que establece que, antes de hacer la expansio´n de un
nodo, se comprueba si existen producciones para su derivacio´n, y en el caso
de no existir, se rechaza el fenotipo en construccio´n igual que se hace en EGA.
Para ejemplificar la situacio´n descrita, se muestran los primeros pasos
del algoritmo de generacio´n de fenotipos, a partir del siguiente genotipo:
7 6 8 9 2 47 42 6 8 14 8
En el primer paso del algoritmo se construye la ra´ız del a´rbol con el axioma
de la grama´tica. El primer atributo del axioma se inicializa con la grama´tica
GC LOG4POST que, en su estado inicial, contiene producciones para todos
los operadores y para la operacio´n unaria. En la figura 6.13 se muestra el
a´rbol de derivacio´n despue´s del primer paso del algoritmo. Puede observarse
que se mantiene la representacio´n habitual de los a´rboles. Recue´rdese que se
simplifica la informacio´n que aparece en el a´rbol asociada a cada atributo.
En concreto, en los atributos de tipo grama´tica de Christiansen, no aparecen
todas las producciones de la grama´tica sino, del conjunto de las producciones
que pueden estar o no presentes, aquellas que s´ı los esta´n. En particular, en
la grama´tica GC LOG4POST , las producciones que pueden estar o no presentes
son las de los operadores y la que representa una operacio´n unaria.
El proceso continu´a con el primer codo´n, 7, que selecciona la regla (1)
del axioma para su expansio´n. En la figura 6.14 se muestra el resultado de la
expansio´n y se resalta la herencia de atributos con una flecha punteada. En
concreto, el primer hijo hereda en su primer atributo la grama´tica almacenada
en el primer atributo de su padre.
El siguiente codo´n vale 6, y el nodo ma´s profundo y situado ma´s a la
izquierda corresponde al s´ımbolo <fb>. Por lo tanto, la regla para la expan-
sio´n es la (0), que corresponde a la operacio´n binaria de dos subfunciones
lo´gicas. El a´rbol resultante se muestra en la figura 6.15. Se puede observar




<opb> → and | or
| nand | nor
<opu> → not
Figura 6.13: A´rbol de derivacio´n de EGC a partir de la grama´tica







<opb> → and | or




<opb> → and | or
| nand | nor
<opu> → not
Figura 6.14: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC LOG4POST despue´s de la expansio´n del nodo ra´ız.
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que el primer hijo hereda en su primer atributo la grama´tica almacenada en
el primer atributo de su nodo padre, en la que todav´ıa hay producciones para










<opb> → and | or




<opb> → and | or




<opb> → and | or
| nand | nor
<opu> → not
Figura 6.15: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC LOG4POST despue´s de la expansio´n de la segunda aparicio´n del
s´ımbolo <fb>.
El siguiente nodo a expandir tambie´n corresponde al s´ımbolo <fb> y
el codo´n actual es 8. Por lo tanto, se utiliza la regla (2) del no terminal,
la cual, en su parte derecha, tiene un u´nico s´ımbolo terminal, el v0. En la
figura 6.16 se muestra el a´rbol de derivacio´n resultante. El nodo que se acaba
de expandir, marcado en la figura con una estrella, so´lo tiene un hijo, que
adema´s es un terminal, por lo tanto, se aplica la regla 2b) relativa al ca´lculo
de los atributos sintetizados, si los hubiere. En este caso s´ı hay atributos
sintetizados, en concreto, el segundo atributo del s´ımbolo <fb>, que es una
grama´tica de Christiansen, se evalu´a como copia del primer atributo. En la
figura 6.16 queda reflejada esta evaluacio´n de atributos con una flecha so´lida.
Por otra parte, el nodo que se acaba de expandir se considera terminado, y
como tiene nodos hermanos, se aplica la regla 2a) relativa a la evaluacio´n de
atributos heredados entre hermanos. En concreto su primer hermano derecho
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hereda en su primer atributo la grama´tica sintetizada en el segundo atributo,














<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or
| nand | nor
<opu> → not
Figura 6.16: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC LOG4POST , despue´s de la expansio´n de la tercera aparicio´n del
s´ımbolo <fb>.
El proceso continu´a con el codo´n 9 y el siguiente s´ımbolo a expandir es
de nuevo <fb>. La regla que se selecciona para la expansio´n es la (3). Esta
regla tiene en su parte derecha un u´nico s´ımbolo, el terminal v1. La evalua-
cio´n de atributos sintetizados y heredados desencadenada por esta u´ltima
expansio´n es similar a la evaluacio´n que se describio´ en la anterior operacio´n
de expansio´n. El a´rbol resultante se muestra en la figura 6.17.
El siguiente nodo a expandir es el correspondiente al no terminal <opb>

















<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or
| nand | nor
<opu> → not
Figura 6.17: A´rbol de derivacio´n de EGC a partir de la grama´ti-
ca GC LOG4POST despue´s de la expansio´n de la cuarta aparicio´n del
s´ımbolo <fb>.
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y el codo´n actual vale 2. La regla que se utiliza para la expansio´n es la (2) y
corresponde al operador nand. En la accio´n sema´ntica de esta regla se espe-
cifica que la grama´tica sintetizada que se almacena en el segundo atributo de
<opb> se obtiene eliminando un conjunto de reglas de la grama´tica heredada
por el s´ımbolo y almacenada en su primer atributo. En concreto, las reglas
que se eliminan son las de los operadores and, or, nor y not, y la regla corres-
pondiente a la operacio´n unaria. En la figura 6.18 se resalta con una flecha
so´lida el proceso de s´ıntesis descrito. De esta manera, el segundo atributo
del s´ımbolo <opb> contiene una instancia de la grama´tica GC LOG4POST en
la que no existe ninuguna regla para la operacio´n unaria, y solamente existe
una regla para los operadores, la correspondiente a nand.
En la figura 6.18 se puede observar que la expansio´n del u´ltimo nodo, al
ser e´ste el u´ltimo hijo de su nodo padre, el correspondiente a la segunda apa-
ricio´n del s´ımbolo <fb>, desencadena el ca´lculo de atributos sintetizados de
e´ste s´ımbolo. En la figura 6.18 se representa dicha s´ıntesis con una flecha so´li-
da. La siguiente accio´n del algoritmo corresponder´ıa al ca´lculo de atributos
heredados entre hermanos, ya que, la segunda aparicio´n del s´ımbolo <fb>
tiene a su derecha un nodo hermano, el del s´ımbolo <opu>. La grama´tica
especifica que el primer atributo del s´ımbolo <opu> se evalu´a como una copia
del segundo atributo del s´ımbolo <fb>, y en la figura 6.18 se representa con
una flecha punteada.
El siguiente nodo a expandir es el del s´ımbolo <opu>, pero la grama´tica
almacenada en su primer atributo, que es la que se utiliza para su derivacio´n,
no contiene reglas para e´l. Esta situacio´n es precisamente la que se quer´ıa
ejemplificar con el genotipo que se esta´ estudiando. En principio, no ser´ıa un
problema, ya que la regla 0) del algoritmo de transformacio´n de genotipo a
fenotipo de EGC establece el mecanismo de actuacio´n ante tal circunstancia.
Antes de expandir un nodo, se comprueba si la grama´tica almacenada en
su primer atributo contiene reglas para su expansio´n, y si no es as´ı, se
interrumpe el proceso de generacio´n del fenotipo y se rechaza. No obstante,
aunque el algoritmo funciona adecuadamente, existe un consumo de tiempo
no productivo en los fenotipos que finalmente son rechazados.
Desde el punto de vista de la minimizacio´n del tiempo de ejecucio´n,
parece razonable disen˜ar grama´ticas de Christiansen en las que no ocurran
situaciones como la descrita. Ser´ıa interesante disponer de una te´cnica que
permitiera comprobar si una grama´tica de Christiansen esta´ bien disen˜ada
en ese aspecto. Queda fuera del alcance de esta tesis el posible desarrollo de
una te´cnica de comprobacio´n de grama´ticas de Christiasen y se deja como
una l´ınea de investigacio´n abierta.





















gs <opb> → nand
2b)




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or




<opb> → and | or
| nand | nor
<opu> → not
gs <opb> → nand
Figura 6.18: A´rbol de derivacio´n de EGC a partir de la grama´tica
GC LOG4POST despue´s de la expansio´n de la primera aparicio´n del
s´ımbolo <opb>.
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Se ha realizado un experimento con el objetivo de comparar el tiempo
que se tarda en resolver con EGC el mismo problema de regresio´n simbo´lica
lo´gica utilizando dos grama´ticas de Christiansen distintas. La primera
grama´tica es precisamente GC LOG4POST , que como se ha demostrado, en
ciertas circunstancias rechaza fenotipos en construccio´n con su correspon-
diente pe´rdida de tiempo. La segunda, GC LOG4PRE, implementa la notacio´n
prefija, y parece que en ningu´n caso rechaza individuos. Las dos grama´ticas
comparten los conjuntos de s´ımbolos terminales y no terminales, y tambie´n
el sistema de atributos. La diferencia entre ambas esta´ en las producciones
junto con sus acciones sema´nticas. En concreto, las reglas de GC LOG4PRE
son las siguientes:
(0) <fb> → <opb><fb>1<fb>2
{
<opb> .gh =<fb> .gh
<fb>1 .gh =<opb> .gs
<fb>2 .gh =<fb>1 .gs
<fb> .gs =<fb>2 .gs
}
(1) <fb> → <opu><fb>1
{
<opu> .gh =<fb> .gh
<fb>1 .gh =<opu> .gs
<fb> .gs =<fb>1 .gs
}
(2) <fb> → v0
{
<fb> .gs =<fb> .gh
}
(3) <fb> → v1
{
<fb> .gs =<fb> .gh
}
(4) <fb> → v2
{
<fb> .gs =<fb> .gh
}
(5) <fb> → v3
{
<fb> .gs =<fb> .gh
}
(0) <opb> → and
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{
<opb> .gs =<opb> .gh − {<opb>→ nand , <opb>→ nor}
}
(1) <opb> → or
{
<opb> .gs =<opb> .gh − {<opb>→ nand , <opb>→ nor}
}
(2) <opb> → nand
{
<opb> .gs =<opb> .gh − {<opb>→ and , <opb>→ or
<opb>→ nor , <opu>→ not
<fb>→<opu><fb>}
}
(3) <opb> → nor
{
<opb> .gs =<opb> .gh − {<opb>→ and , <opb>→ or
<opb>→ nand , <opu>→ not
<fb>→<opu><fb>}
}
(0) <opu> → not
{
<opu> .gs =<opu> .gh − {<opb>→ nand , <opb>→ nor}
}
Utilizando las dos grama´ticas, GC LOG4POST y GC LOG4PRE, se ha resuelto
el problema de regresio´n simbo´lica lo´gica, con la funcio´n objetivo de cuatro
variables (v0 or v1) and (v2 or v3). Para cada grama´tica se han realizado 200
experimentos independientes con los para´metros de ejecucio´n que se muestran
en la tabla 6.6.
La funcio´n de fitness debe asignar el mayor valor al mejor individuo.
Aunque el raw fitness definido como el nu´mero de puntos en los cuales la
funcio´n lo´gica candidata coincide con la funcio´n objetivo cumple el requisito,
se ha utilizado el fitness ajustado de acuerdo con la definicio´n de [Koza
(1992)], que tambie´n tiene la propiedad requerida, y adema´s, distingue ma´s
finamente individuos pro´ximos a la solucio´n. La fo´rmula para calcular el
fitness ajustado a(i, t) de un individuo i en un instante de tiempo t en funcio´n
de su fitness esta´ndar, s(i, t), es la siguiente:
a(i, t) =
1
1 + s(i, t)
El fitness esta´ndar se define en funcio´n del raw fitness, r(i, t), de la si-
guiente manera:
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Taman˜o de la poblacio´n 500
Nu´mero ma´ximo de generaciones 400
Nu´mero mı´nimo de codones (inicial) 10
Nu´mero ma´ximo de codones (inicial) 50
Valor mı´nimo de codo´n 0
Valor ma´ximo de codo´n 256
Operador de wrapping inhabilitado
Elitismo NO
Tasa de recombinacio´n 90 %
Tasa de mutacio´n 90 %
Tabla 6.6: Para´metros de ejecucio´n del algoritmo EGC para el problema de re-
gresio´n lo´gica con la funcio´n objetivo (v0 or v1) and (v2 or v3) y las grama´ticas de
Christiansen GC LOG4POST y GC LOG4PRE .
s(i, t) = 16− r(i, t)
Definido de esta manera, el fitness ajustado var´ıa desde el valor 1 asignado
al mejor individuo hasta 1/17 correspondiente el peor individuo.
Los resultados obtenidos confirman la hipo´tesis acerca del mejor rendi-
miento de la grama´tica GC LOG4PRE en cuanto a tiempo de proceso. Con la
grama´tica GC LOG4PRE se ejecutaron los 200 experimentos en 18 minutos, y
con GC LOG4POST el tiempo subio´ a 26 minutos.
En cuanto al rendimiento en te´rminos de soluciones encontradas, con
ambas grama´ticas se obtienen rendimientos similares como se puede observar
en la figura 6.19.
6.3.3. Comparativa con EG
No es fa´cil encontrar un problema en el que se puedan comparar, en
te´rminos de rendimiento, los resultados obtenidos cuando se utilizan los dos
me´todos de resolucio´n EG y EGC. Por una parte, si las restricciones del
problema son completamente expresables mediante una grama´tica indepen-
diente del contexto, parece razonable pensar que EGC es un me´todo cuya
capacidad expresiva excede a las necesidades del problema. En este caso ser´ıa
suficiente conseguir que EGC no empeore los resultados obtenidos por EG.
Por otra parte, si el problema tiene unas restricciones que no se pueden ex-
presar u´nicamente con una grama´tica independiente del contexto, entonces,



































EGC Notación postfija           
EGC Notación prefija 
Figura 6.19: Comparativa de las probabilidades acumuladas de e´xi-
to de EGC para el problema de regresio´n lo´gica con la funcio´n ob-
jetivo (v0 or v1) and (v2 or v3), y las grama´ticas de Christiansen
GC LOG4POST y GC LOG4PRE .
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simplemente, no se puede abordar de forma natural con EG aunque, en algu-
nos casos, sea posible incorporar ciertas restricciones a trave´s de la funcio´n
de fitness.
En los casos en los que la capacidad expresiva de EGC excede a las ne-
cesidades del problema, se puede justificar su uso, en lugar de EG, por el
confort que proporciona en el disen˜o de soluciones.
La eleccio´n del problema de regresio´n lo´gica que nos ocupa no ha sido
casual. Precisamente se ha elegido para poder comparar la solucio´n que pro-
porciona EG y la que se obtiene con EGC, ya que, la restriccio´n que impone
el problema acerca de la pertenencia al mismo conjunto completo de todos los
operadores del fenotipo, se puede expresar con una grama´tica independiente
del contexto.
En este apartado se describen tres propuestas para resolver el problema
de regresio´n lo´gica con EG y se comparan sus resultados con EGC. La fun-
cio´n objetivo sigue siendo la funcio´n (v0 or v1) and (v2 or v3), y la solucio´n
al problema con EGC, con la que se compararan los resultados, corresponde
a la grama´tica en notacio´n prefija GC LOG4PRE, cuyos datos de rendimiento
se muestran en la figura 6.19. En cuanto a los para´metros configurables del
me´todo (taman˜o de la poblacio´n, ma´ximo nu´mero de generaciones, etc) se
utilizan los mismos en las tres propuestas, y coinciden con los que se utiliza-
ron con EGC (se pueden consultar en la tabla 6.6). Por u´ltimo, en los tres
casos se realizan 200 ejecuciones independientes para obtener las curvas de
rendimiento.
En primer lugar se resuelve el problema con la grama´tica independiente
del contexto definida como GI LOG4PRE = {ΣT ,ΣN , S, P}, donde el conjunto
de terminales ΣT es:
ΣT = {and, or, not, nand, nor, v0, v1, v2, v3}
El conjunto de los s´ımbolos no terminales ΣN se define como:
ΣN = {fb, opb, opu}
El axioma de la grama´tica es:
S = fb
El conjunto P de producciones esta´ formado por las siguientes reglas:
(0) <fb> → <opb><fb><fb>
(1) | <opu><fb>
(2) | v0








(0) <opu> → not
Obviamente, la grama´tica GI LOG4PRE genera expresiones lo´gicas sin dis-
criminar si todos los operadores de la expresio´n pertenecen al mismo conjunto
completo. Por lo tanto, es necesario incorporar dicha restriccio´n de alguna
manera externa a la grama´tica independiente del contexto. Una primera apro-
ximacio´n, que corresponde a la primera de las tres propuestas de solucio´n con
EG, es eliminar manualmente, de las soluciones encontradas en las 200 eje-
cuciones, aquellas en las que aparecen operadores que pertenecen a distintos
conjuntos. Esta alternativa proporciona un rendimiento muy bajo en compa-
racio´n al obtenido con EGC como se puede observar en la figura 6.20. Este
rendimiento tan bajo es razonable, ya que, durante el proceso evolutivo, no
se incorpora ninguna informacio´n acerca de la idoneidad de las soluciones (en
cuanto a mezcla de operadores).
La segunda propuesta consiste en incorporar en la funcio´n de fitness la
restriccio´n relativa a la pertenencia de los operadores al mismo conjunto. Los
fenotipos en los que se detecta mezcla de operadores son penalizados con el
peor fitness. En este caso, s´ı existe informacio´n durante el proceso evolutivo
acerca de la idoneidad de las soluciones, pero como se puede observar en la
figura 6.20 el rendimiento es similar al obtenido en la primera propuesta.
Por u´ltimo, la tercera propuesta utiliza una nueva grama´tica que genera
fenotipos con operadores pertenecientes al mismo conjunto completo. Esta
grama´tica se define como GI LOG4DIS = {ΣT ,ΣN , S, P}, donde el conjunto
de terminales ΣT es:
ΣT = {and, or, not, nand, nor, v0, v1, v2, v3}
El conjunto de los s´ımbolos no terminales ΣN se define como:
ΣN = {fb, fb1, fb2, fb3, opb1, opb2, opb3, opu1}
El axioma de la grama´tica es:



































EGC Notación prefija 
EG con eliminación de soluciones
EG con penalización de mezcla
EG con gramática específica
Figura 6.20: Comparativa de las probabilidades acumuladas de e´xito
de EG y EGC para el problema de regresio´n lo´gica con la funcio´n
objetivo (v0 or v1) and (v2 or v3).
6.3. Regresio´n simbo´lica de funciones lo´gicas 201
S = fb
El conjunto P de producciones esta´ formado por las siguientes reglas:
(0) <fb> → <fb1>|<fb2>|<fb3>






(0) <opb1> → and
(1) | or
(0) <opu1> → not





(0) <opb2> → nand





(0) <opb3> → nor
El rendimiento obtenido con la nueva grama´tica GI LOG4DIS es similar al
obtenido con EGC, como se puede observar en la figura 6.20. Es razonable
esta similitud ya que en ambos me´todos los fenotipos que se generan cum-
plen la restriccio´n relativa a la mezcla de operadores, aunque el mecanismo
para obtener dichos fenotipos es diferente. No obstante, la grama´tica de
Christiansen es ma´s reducida que la grama´tica independiente del contexto, y
proporciona un disen˜o ma´s compacto y directo de la solucio´n del problema.
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Es obvio que si existiera un nu´mero superior de operadores lo´gicos y de con-
juntos completos, se incrementar´ıa notablemente el nu´mero de producciones
de la grama´tica independiente del contexto mientras que, la grama´ti-
ca de Christiansen se mantendr´ıa reducida. Esta caracter´ıstica, formar´ıa
parte de lo que se denomina, en el contexto de esta tesis, “confort de disen˜o”.
Se han medido los tiempos de ejecucio´n de los 200 experimentos realizados
con EGC y los 200 realizados en cada una de las tres variantes de EG y se
han obtenido los siguientes valores:
• El me´todo EGC ha tardado 18 minutos utilizando la grama´tica en no-
tacio´n prefija. Anteriormente ya se comento´ este resultado en compara-
cio´n con el tiempo invertido por EGC si se utiliza la notacio´n postfija.
• El me´todo EG sin informacio´n acerca de las restricciones de los opera-
dores durante el proceso evolutivo, ha tardado 65 minutos.
• El me´todo EG que penaliza en el fitness a los individuos con mezcla de
operadores ha tardado 84 minutos.
• El me´todo EG que utiliza una grama´tica independiente del contexto
que genera individuos que cumplen las restricciones de los operadores,
ha tardado 12 minutos.
Los tiempos medidos parecen razonables. Los valores altos en los dos
primeros escenarios de EG se pueden explicar porque muchas de las soluciones
se obtienen en generaciones altas, lo que significa procesos evolutivos ma´s
largos, y por lo tanto, ma´s costosos en tiempo. El parecido entre los tiempos
de EGC y la u´ltima variante de EG, se explica de la misma manera que se
explicaba su similitud en te´rminos de rendimiento: ambos generan fenotipos
correctos y comparten la misma funcio´n de fitness. El tiempo superior de
EGC se puede explicar porque en este caso, se an˜ade al proceso de derivacio´n
la gestio´n de la grama´tica (su adaptabilidad) mediante la propagacio´n de
valores de ciertos atributos.
Cap´ıtulo 7
GEEMMA
En el contexto de esta tesis se ha desarrollado la aplicacio´n GEEMMA con
el objetivo de disponer de un entorno en el que probar los me´todos teo´ricos
propuestos y as´ı poder validar su funcionamiento y evaluar su rendimiento.
En este cap´ıtulo se describen los aspectos de GEEMMA ma´s relevantes
para el usuario de la herramienta, obviando todos los aspectos del disen˜o
interno de la aplicacio´n, excepto aquellos que son imprescindibles para el
usuario.
7.1. Descripcio´n general
GEEMMA ha sido desarrollada en Java por razones de portabilidad,
sin tener en cuenta hasta la fecha el factor “velocidad de ejecucio´n”.
Precisamente, uno de los futuros trabajos planificados para llevar a cabo
a la finalizacio´n de esta tesis, es el desarrollo de una herramienta similar
en cuanto a aspectos de funcionalidad, pero con un disen˜o que minimice la
velocidad de ejecucio´n de los experimentos.
GEEMMA permite realizar experimentos con cualquiera de los siguientes
me´todos:
• Evolucio´n Gramatical
• Evolucio´n Gramatical con Grama´ticas de Atributos
• Evolucio´n Gramatical con Grama´ticas de Christiansen
Los tres me´todos anteriores comparten el mismo algoritmo evolutivo que
se describe en el apartado 7.2.
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Para la realizacio´n de cualquier experimento el usuario debe proporcio-
nar el co´digo Java que implementa la funcio´n de fitness y el co´digo que
implementa la sema´ntica. En el apartado 7.3 se describe la manera en la que
el usuario puede incluir en la aplicacio´n su propio co´digo para.
Adema´s del co´digo de usuario, la realizacio´n de un experimento requiere
su configuracio´n previa en la que se establecen para´metros como por
ejemplo: me´todo (uno de los tres disponibles), taman˜o de la poblacio´n, tasas
de los operadores gene´ticos, grama´tica independiente del contexto, etc. En
el apartado 7.4 se puede consultar la lista completa de los para´metros de
configuracio´n de un experimento.
Los experimentos se pueden realizar de manera individual o bien repetir
el experimento un determinado nu´mero de veces. En esta u´ltima modalidad,
denominada en el entorno “bater´ıa de experimentos” la aplicacio´n genera
un fichero que contiene el informe de los resultados de cada uno de los
experimentos individuales lo que permite, por ejemplo, realizar estimaciones
acerca del rendimiento de los me´todos, hacer estad´ısticas sobre la longitud de
los genotipos de los mejores individuos, estudiar los fenotipos de los mejores
individuos, etc. Todos los detalles relativos a la realizacio´n de experimentos
esta´n descritos en el apartado 7.4.
Adema´s, la aplicacio´n incorpora una componente de gestio´n de grama´ti-
cas independientes del contexto que permite al usuario definir co´modamente
dichas grama´ticas. En el apartado 7.5
7.2. Algoritmo evolutivo
El algoritmo evolutivo implementado en GEEMMA tiene las caracter´ısti-
cas que se describen a continuacio´n.
En primer lugar, en la inicializacio´n aleatoria de la poblacio´n, la construc-
cio´n de cada individuo comienza con la eleccio´n aleatoria de la longitud de su
genotipo. Esta longitud, expresada en nu´mero de codones, siempre esta´ den-
tro del rango establecido por el usuario en la configuracio´n del experimento.
Posteriormente, y tambie´n de manera aleatoria, se generan los codones que
forman el genotipo, manteniendo los valores de los codones dentro del rango
de valores prefijado por el usuario en la fase de configuracio´n. Una vez cons-
truido el genotipo, el fenotipo del individuo se obtiene aplicando el algoritmo
de transformacio´n adecuado al me´todo seleccionado (Evolucio´n Gramatical
o Evolucio´n Gramatical con sema´ntica).
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En cuanto a la seleccio´n de los individuos, se realiza de manera propor-
cional al fitness.
El operador de recombinacio´n es de un punto, y siempre se generan dos
individuos hijos a partir de dos padres, salvo en los me´todos que incorporan
sema´ntica, en los que solamente los hijos va´lidos sema´nticamente son incor-
porados a la poblacio´n. El operador de mutacio´n se aplica posteriormente a
la recombinacio´n, y opera a nivel de codo´n. En el cap´ıtulo 4 se puede en-
contrar una descripcio´n ma´s detallada del funcionamiento de los operadores
gene´ticos.
Por otra parte, el reemplazo de la poblacio´n es generacional con elitismo
opcional. Esto significa que de una generacio´n a la siguiente se reemplazan
todos los individuos por ser generacional, y el elitismo, mantiene el mejor
individuo entre generaciones. El usuario configura el uso o desuso del elitismo
en la configuracio´n del experimento.
El proceso evolutivo termina cuando es cierta alguna de las siguientes
condiciones:
• Se ha encontrado una solucio´n aceptable, es decir, un individuo cuya
funcio´n de fitness es superior al umbral previamente establecido en la
configuracio´n del experimento.
• Se ha alcanzado el nu´mero ma´ximo de generaciones fijado por el usuario
en la configuracio´n.
7.3. Co´digo de usuario
El usuario de GEEMMA tiene la responsabilidad de proporcionar a la
aplicacio´n el co´digo Java que implementa la funcio´n de fitness y la sema´ntica
definida para el experimento. El mecanismo para suministrar co´digo a la
herramienta se describe a continuacio´n.
7.3.1. Definicio´n de la funcio´n de fitness.
Para poder ejecutar un experimento, el usuario debe proporcionar el
co´digo Java que implementa la funcio´n de fitness. Para ello, debe codificar
una clase que contenga un me´todo que calcule el valor de fitness de un
individuo concreto. Este valor tiene que ser positivo, y adema´s, el mejor
individuo tiene el mayor valor. El nombre de la clase es libre, es decir, lo
determina el usuario, sin embargo, el me´todo que implementa la funcio´n de
fitness debe ser pu´blico y esta´tico, y ajustado al siguiente prototipo:
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double fitness (Fenotipo fenotipo)
En el proceso evolutivo, cada vez que es necesario evaluar el fitness de un
individuo se invoca al me´todo proporcionado por el usuario.
Toda la informacio´n que el usuario de GEEMMA necesita conocer para
poder trabajar con la clase Fenotipo y el resto de las clases se puede
encontrar en la documentacio´n que se adjunta a la aplicacio´n.
Por u´ltimo, el nombre de la clase que contiene el me´todo fitness es uno
de los para´metros incluidos en la configuracio´n de experimentos.
7.3.2. Definicio´n de la sema´ntica
La definicio´n de la sema´ntica se realiza tambie´n mediante una clase
Java. Esta clase debe incorporar un me´todo pu´blico y esta´tico, y ajustado
al siguiente prototipo:





En el proceso evolutivo, en concreto, en la construccio´n de los fenotipos
de los individuos, el me´todo accionSemantica se invoca en los momentos en
los que se evalu´an atributos. En el cap´ıtulo 5 se puede consultar los instantes
en los que se realiza ca´lculo de atributos.
Queda fuera del alcance de este documento describir con detalle las reco-
mendaciones para la implementacio´n del me´todo accionSemantica que, por
otra parte, se pueden encontrar en la documentacio´n que se adjunta a la
aplicacio´n.
7.4. Realizacio´n de experimentos
Como ya se indico´ anteriormente, la aplicacio´n permite ejecutar experi-
mentos de manera individual o bien bater´ıas de experimentos. En cualquiera
de los dos casos, es necesario configurar el experimento antes de su ejecucio´n.
En la figura 7.1 aparece desplegado el menu´ a trave´s del cual se configuran
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y se ejecutan experimentos.
Figura 7.1: Menu´ de configuracio´n y ejecucio´n de experimentos.
7.4.1. Configuracio´n de experimentos
El usuario puede configurar un experimento a trave´s de la opcio´n Con-
figurar ... del menu´ de gestio´n de experimentos. Independientemente de si
el usuario realiza un experimento individual o una bater´ıa de experimentos,
la configuracio´n siempre se realiza a trave´s de la opcio´n Configurar ... . Los
para´metros configurables y su significado son los siguientes:
• Semilla de nu´meros aleatorios: valor que se utiliza para inicializar
el generador de nu´meros aleatorios. Esta inicializacio´n proporciona el
mecanismo para la reproduccio´n de experimentos.
• Nu´mero de individuos de la poblacio´n: el taman˜o de la poblacio´n.
• Nu´mero ma´ximo de generaciones: cota superior del nu´mero de
generaciones que se utiliza para interrumpir el proceso evolutivo en el
caso en el que no se encuentre una solucio´n considerada aceptable.
• Mı´nimo nu´mero de codones: mı´nimo nu´mero de codones del ge-
notipo de los individuos de la poblacio´n utilizado en la inicializacio´n
aleatoria de la poblacio´n.
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• Ma´ximo nu´mero de codones: ma´ximo nu´mero de codones del ge-
notipo de los individuos de la poblacio´n utilizado en la inicializacio´n
aleatoria de la poblacio´n.
• Valor mı´nimo de un codo´n: valor mı´nimo que puede tomar un
codo´n.
• Valor ma´ximo de un codo´n: valor ma´ximo que puede tomar un
codo´n.
• Ma´ximo wrapping : ma´ximo nu´mero de aplicaciones del operador de
wrapping. Si vale 0, el operador no se aplica.
• Elitismo: El algoritmo evolutivo de GEEMMA utiliza reemplazo ge-
neracional. Si se configura que sea Elitista, el mejor individuo de la
poblacio´n se mantiene de una generacio´n a la siguiente, y si se configu-
ra NO Elitista, no se mantienen ningu´n individuo entre generaciones.
• Tasa de recombinacio´n: Tanto por ciento de los individuos de la
poblacio´n que se reproducen.
• Tasa de mutacio´n: Tanto por ciento de los individuos que mutan
dentro del colectivo formado por los individuos generados a partir de
la recombinacio´n.
• Nombre de la clase fitness : nombre de la clase Java que implementa
el me´todo para la evaluacio´n del fitness.
• Umbral de fitness : valor de fitness a partir del cual se considera que
un individuo es una solucio´n va´lida.
• Fichero de la grama´tica independiente del contexto: path del
fichero que contienen la grama´tica independiente del contexto.
• Me´todo: permite seleccionar uno de los dos me´todos: Evolucio´n Gra-
matical o Evolucio´n Gramatical con Sema´ntica.
• Nombre de la clase sema´ntica: nombre de la clase Java que
implementa el me´todo que define la sema´ntica del problema.
La ventana a trave´s de la que se configura un experimento, y que se
despliega tras la seleccio´n de la opcio´n Configurar ... del menu´ de gestio´n
de experimentos se muestra en la figura 7.2.
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Figura 7.2: Ventana de configuracio´n de experimentos.
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7.4.2. Experimentos individuales
La realizacio´n de un experimento individual significa la aplicacio´n del
me´todo seleccionado en la configuracio´n del experimento en bu´squeda de
una solucio´n. Para realizar un experimento individual, el usuario dispone
de la opcio´n Realizar ... del menu´ de gestio´n de experimentos. Esta opcio´n
so´lo esta´ operativa si el usuario ha configurado el experimento satisfacto-
riamente. Esto significa que, en la fase de configuracio´n del experimento, la
aplicacio´n comprueba la validez de los para´metros, como por ejemplo, la
existencia del fichero que contiene la grama´tica, el acceso a las clases Java
proporcionadas por el usuario, etc, y si no son va´lidos, no se activa la opcio´n
de menu´ Realizar ... .
Una vez seleccionada la opcio´n de realizacio´n de un experimento indivi-
dual se despliega la ventana que se muestra en la figura 7.3.
Figura 7.3: Ventana que muestra la evolucio´n de un experimento
individual.
Durante la ejecucio´n de un experimento, se informa al usuario del estado
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del mismo a trave´s de los indicadores que aparecen en la ventana de la figu-
ra 7.3. Algunos de los indicadores son, por ejemplo, la generacio´n en curso y
el fitness medio de los individuos de la poblacio´n. Adema´s, una vez concluido
el experimento, el usuario puede consultar el genotipo, el fenotipo y el fitness
de cada uno de los individuos de la poblacio´n.
7.4.3. Bater´ıas de experimentos
Las bater´ıas de experimentos permiten repetir un nu´mero determinado
de veces el mismo experimento con distintas semillas. El acceso a esta
funcionalidad se realiza a trave´s de la opcio´n Bater´ıa de experimentos ...
del menu´ de gestio´n de experimentos. Una vez seleccionada esta opcio´n, se
despliega la ventana de la figura 7.4.
Figura 7.4: Ventana de configuracio´n y evolucio´n de una bater´ıa de
experimentos.
Antes de realizar una bater´ıa de experimentos, el usuario debe configurar
a trave´s de los controles de la ventana de la figura 7.4 las semillas, el
nu´mero de experimentos y el fichero de resultados.
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El fichero de resultados de una bater´ıa de experimentos es la herramienta
que permite realizar estimaciones acerca del rendimiento de los me´todos, ha-
cer estad´ısticas sobre la longitud de los genotipos de los mejores individuos,
estudiar los fenotipos de los mejores individuos, etc. Es un fichero de texto
que contiene, en primer lugar una cabecera informativa con los siguientes
para´metros de configuracio´n del experimento:
• Numero de individuos de la poblacio´n.
• Mı´nimo numero de codones en la inicializacio´n de la poblacio´n.
• Ma´ximo numero de codones en la inicializacio´n de la poblacio´n.
• Valor mı´nimo de codo´n.
• Valor maximo de codo´n.
• Ma´ximo wrapping.
• Uso de elitismo.
• Tasa de recombinacio´n.
• Tasa de mutacio´n.
• Ma´ximo numero de generaciones.
• Umbral de fitness.
• Nombre de la clase que implementa el me´todo fitness.
• Fichero de la grama´tica independiente del contexto.
• Me´todo.
• Nombre de la clase que implementa el me´todo accionSemantica.
A continuacio´n de la cabecera, el fichero de resultados contiene una l´ınea
de datos para cada experimento individual, con la siguiente informacio´n
acerca de la ejecucio´n del mismo:
• Nu´mero secuencial del experimento.
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• Semilla con la que se ha inicializado el generador de nu´meros aleatorios.
• Generacio´n en la que ha terminado el experimento.
• Nu´mero de individuos mutados durante el experimento.
• Nu´mero de individuos rechazados por ser sema´nticamente incorrectos.
• Fitness del mejor individuo de la u´ltima generacio´n del experimento.
• Fenotipo del mejor individuo de la u´ltima generacio´n del experimento.
• Genotipo del mejor individuo de la u´ltima generacio´n del experimento.
7.5. Gestio´n de grama´ticas independientes
del contexto
GEEMMA proporciona una co´moda interfaz que le permite al usuario
definir grama´ticas independientes del contexto y su almacenamien-
to/recuperacio´n en disco. En la figura 7.5 se muestra el menu´ disponible
para todas las operaciones relacionadas con la gestio´n de grama´ticas.
Figura 7.5: Menu´ de gestio´n de grama´ticas independientes del con-
texto.
El menu´ desplegado en la figura 7.5 permite al usuario definir los cuatro
componentes de la grama´tica: el conjunto de terminales, el conjunto de
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no terminales, el axioma y el conjunto de reglas. El usuario tambie´n tiene
la posibilidad de visualizar la grama´tica y almacenarla o recuperarla de disco.
La definicio´n del conjunto de terminales se realiza a trave´s de las opciones
de menu´ An˜adir terminal ... y Eliminar terminal ..., y los no terminales a
trave´s de An˜adir no terminal ... y Eliminar no terminal ....Para definir el
axioma se dispone de la opcio´n de menu´ Definir axioma .... En la figura 7.6
se muestran las ventanas de dia´logo que se despliegan tras la seleccio´n de
una de las cinco anteriores opciones de menu´. Dichas ventanas disponen de
los elementos necesarios (cajas de texto, listas, botones) para que el usuario
an˜ada o elimine s´ımbolos.
Figura 7.6: Ventanas de dia´logo para la definicio´n de los s´ımbolos de
la grama´tica.
La incorporacio´n de una nueva regla a la grama´tica se hace a trave´s
de la opcio´n de menu´ An˜adir regla .... Una vez seleccionada dicha opcio´n,
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el sistema despliega una ventana en la que el usuario dispone de los
conjuntos de terminales y no terminales de la grama´tica para construir
la nueva regla. En la figura 7.7 se muestra dicha ventana de edicio´n de reglas.
Figura 7.7: Ventana de edicio´n de reglas.
Para eliminar una regla de la grama´tica, la opcio´n Eliminar regla ...
muestra la venta de la figura 7.8 en la que aparece una lista con todas las
reglas de la grama´tica para que el usuario seleccione la regla que se va a
eliminar.
Las operaciones de almacenamiento y recuperacio´n de disco son ac-
cesibles a trave´s de las opciones Abrir ... y Guardar .... La seleccio´n de
cualquiera de las dos opciones hace que se despliegue una ventana de explora-
cio´n del sistema de ficheros para que el usuario seleccione un fichero concreto.
La visualizacio´n de la grama´tica completa es accesible mediante la opcio´n
Ver grama´tica ... que muestra una ventana como la de la figura 7.9 en la que
aparecen los conjuntos de terminales, no terminales, el axioma y las reglas
de la grama´tica.
216 Cap´ıtulo 7 – GEEMMA
Figura 7.8: Ventana de dia´logo para la eliminacio´n de reglas.
Figura 7.9: Ventana de informacio´n sobre los componentes de la
grama´tica.
Cap´ıtulo 8
Conclusiones y l´ıneas futuras
de investigacio´n
En este cap´ıtulo se describen las conclusiones del trabajo desarrollado en
esta tesis as´ı como las l´ıneas futuras de investigacio´n.
8.1. Conclusiones
En esta tesis se han presentado dos nuevos me´todos de programacio´n
gene´tica lineal que incorporan a mecanismos ya existentes de representacio´n
de restricciones sinta´cticas (construcciones independientes del contexto) la
posibilidad de describir restricciones de las consideradas en esta tesis como
“sema´nticas” (no expresables con construcciones independientes del contex-
to) de forma que so´lo pertenecen a la poblacio´n sujeta al proceso evolutivo
individuos que satisfacen todas las restricciones. Los dos me´todos presentados
en esta tesis son extensiones de otro sistema de programacio´n gene´tica lineal
llamado Evolucio´n Gramatical (EG). EG incorpora las restricciones sinta´cti-
cas mediante el uso expl´ıcito de una grama´tica independiente del contexto
que puede generar los individuos (fenotipos) buscados.
La primera extensio´n, Evolucio´n Gramatical con Grama´ticas de Atribu-
tos (EGA) incorpora la sema´ntica haciendo uso de grama´ticas de atributos
en lugar de grama´ticas independientes del contexto. Las grama´ticas de atri-
butos son una bien conocida herramienta utilizada de forma exhaustiva en el
a´rea de la informa´tica dedicada a los procesadores de lenguaje (inte´rpretes
y compiladores). La razo´n de su e´xito puede encontrarse en su estructura:
mantienen un nu´cleo independiente del contexto (realmente una grama´tica
independiente del contexto) a la que an˜aden un sistema de atributos para
poder especificar condiciones no representables (o representables de una ma-
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nera menos co´moda) mediante construcciones independientes del contexto.
El nu´cleo independiente del contexto asegura la existencia de algoritmos de
ana´lisis eficientes y fa´ciles de programar.
En la segunda extensio´n, Evolucio´n Gramatical con Grama´ticas de Chris-
tiansen (EGC), se hace uso de las grama´ticas de Christiansen para la incor-
poracio´n de la sema´ntica. Las grama´ticas de Christiansen son una extensio´n
adaptable de las grama´ticas de atributos. La propiedad de adaptabilidad
(la capacidad de modificar la grama´tica a medida que se utiliza) ma´s que
potencia expresiva hace que ciertas restricciones sean ma´s co´modamente es-
pecificables con herramientas adaptables que con no adaptables (como las
grama´ticas de atributos).
A pesar de su juventud (algo ma´s de una de´cada) ha habido una actividad
bastante intensa en el estudio y posibles extensiones a EG. Tanto para EG
como para otras te´cnicas de programacio´n gene´tica, siempre se ha mostrado
intere´s por el posible uso de representaciones formales (como las grama´ticas
de la jerarqu´ıa de Chomsky y otros modelos similares) para atacar el
problema del cierre sinta´ctico as´ı como por la posibilidad de encontrar
formas de incorporar tambie´n restricciones “sema´nticas” (no expresables
con construcciones independientes del contexto). Los intentos anteriores
en este sentido han resultado particulares, poco generales, incompletos o
parcialmente especificados o desarrollados. Esta tesis, por tanto, encuentra
todo su sentido en este contexto y en este problema abierto.
Adema´s de las propuestas teo´ricas, se ha desarrollado la aplicacio´n
GEEMMA con el objetivo de disponer de un entorno en el que probar los
me´todos teo´ricos propuestos y as´ı poder validar su funcionamiento y evaluar
su rendimiento. Se han realizado experimentos de regresio´n e integracio´n
simbo´lica de funciones reales, aplicando EG y EGA y se han comparado
los resultados obtenidos. Tambie´n se han hecho experimentos de regresio´n
lo´gica, con restricciones relativas a la pertenencia de los operadores al mismo
conjunto completo, aplicando EG y EGC y se han comparado los resultados
obtenidos.
Las principales conclusiones a las que se ha llegado son las siguientes:
• En primer lugar, cuando se propone la extensio´n de un me´todo, como
es el caso de esta tesis, y se pretende evaluar su rendimiento, y com-
pararlo con el me´todo extendido, surge la necesidad de desarrollar una
herramienta que implemente ambos me´todos. Esta circunstancia se evi-
tar´ıa si existiera una base de datos para intercomparacio´n de resultados
de me´todos en el a´rea de la programacio´n gene´tica, como existe, por
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ejemplo en el a´rea de las redes neuronales. Adema´s, incluso implemen-
tando el me´todo con el que se quiere comparar, la reproduccio´n de los
experimentos que proponen los autores del me´todo es dif´ıcil, porque
habitualmente no se describen de forma completa los para´metros invo-
lucrados en cada experimento. Por lo tanto, se concluye que ser´ıa muy
interesante la creacio´n de una base de datos orientada a la comparacio´n
de sistemas de programacio´n gene´tica.
• En segundo lugar, en cuanto a la comparacio´n de los nuevos me´todos
(EGA y EGC) que extienden EG es importante destacar que no es fa´cil
encontrar un problema en el que se puedan comparar, en te´rminos de
rendimiento, los resultados obtenidos. Por una parte, si las restricciones
del problema son completamente expresables mediante una grama´tica
independiente del contexto, parece razonable pensar que EGA y EGC
son me´todos con una capacidad expresiva que excede a las necesidades
del problema. Por otra parte, si el problema tiene unas restricciones
que no se pueden expresar u´nicamente con una grama´tica independien-
te del contexto, entonces, simplemente, no se puede abordar de forma
natural con EG aunque, en algunos casos, sea posible incorporar ciertas
restricciones a trave´s de la funcio´n de fitness. Las pruebas realizadas
para el problema de regresio´n simbo´lica de funciones reales muestran
que el rendimiento obtenido con EGA es superior al obtenido con EG
en la mayor´ıa de los experimentos, llegando a mejoras de ma´s del 30 %
en la probabilidad acumulada de e´xito cuando se incorporan al siste-
ma las restricciones sema´nticas menos exigentes. Adema´s, esta mejor´ıa
se ve incrementada si se endurecen las restricciones sema´nticas. Los
resultados obtenidos para el problema de integracio´n simbo´lica mues-
tran de nuevo que el me´todo EGA proporciona mejores rendimientos
que EG, y que el endurecimiento de las restricciones sema´nticas incre-
menta los niveles de rendimiento. El problema de regresio´n lo´gica con
restricciones de los operadores resuelto con EGC permite concluir que,
los resultados obtenidos con EGC son significativamente superiores en
te´rminos de rendimiento (con mejoras del 80 % en la probabilidad acu-
mulada de e´xito en la generacio´n 100) cuando en EG se incorporan las
restricciones de los operadores en la funcio´n de fitness. Sin embargo, si
en EG se utiliza una grama´tica independiente del contexto que exprese
las restricciones de los operadores, entonces, los rendimientos obtenidos
con EG y EGC son comparables. Este resultado es razonable ya que,
en ambos me´todos, todos los fenotipos cumplen la restriccio´n relativa
a la mezcla de operadores, aunque el mecanismo para obtener dichos
fenotipos sea diferente, y por lo tanto la calidad de la poblacio´n es
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similar en ambos me´todos.
Las te´cnicas propuestas en esta tesis no deben ser so´lo evaluadas desde
el punto de vista del rendimiento sino tambie´n desde la perspectiva de
lo que hemos denominado “confort de disen˜o” a lo largo del texto. Es
evidente que los me´todos EGA y EGC propuestos en esta tesis utilizan
formalismos ma´s complejos que las grama´ticas independientes del con-
texto del me´todo EG. Esta complejidad obliga al usuario de los me´todos
a conocer los formalismos, pero, una vez adquirido dicho conocimiento,
existe un conjunto de problemas para los que los me´todos EGA y EGC
permitan disen˜ar soluciones de manera ma´s directa y natural. Como
ejemplo de este “confort de disen˜o” podemos mencionar el problema
de regresio´n lo´gica con restricciones sobre los operadores. La solucio´n
a dicho problema utilizando EG con una grama´tica independiente del
contexto que permita la mezcla de operadores y una funcio´n de fitness
que incluya la comprobacio´n de las restricciones, dibuja un escenario
en el que, se generan soluciones tanto va´lidas como inva´lidas en cuanto
a las restricciones y, posteriormente, se comprueban en la funcio´n de
fitness que evidentemente tiene un nivel de complejidad superior al que
corresponde a la simple evaluacio´n de la funcio´n en una serie de puntos.
Este escenario parece menos directo y natural que el que proporciona la
solucio´n con EGC, en el que, simplemente, ante la primera aparicio´n de
un operador, se imposibilita el uso de los operadores que no pertenez-
can a su conjunto, generando siempre soluciones va´lidas, y utilizando
una sencilla funcio´n de fitness que u´nicamente implica la evaluacio´n de
la solucio´n.
• Otro de los temas de intere´s del grupo de investigacio´n al que pertenez-
co son los nuevos modelos de co´mputo, en especial los bioinspirados,
incluidos en lo que se esta´ comenzando a llamar Computacio´n Natural.
La programacio´n gene´tica tradicional esta´ orientada a lenguajes de pro-
gramacio´n para arquitecturas cla´sicas esencialmente basadas en la de
von Neumann. En la actualidad esta´ resurgiendo el intere´s por modelos
bioinspirados bien conocidos (auto´matas celulares, grama´ticas de deri-
vacio´n paralela o sistemas de Lindenmayer) coeta´neos de otros modelos
bioinspirados que por su aplicacio´n, naturaleza y desarrollo cient´ıfico
se han convertido ya en paradigmas propios (como la computacio´n evo-
lutiva, las redes neuronales, o los sistemas multiagente). Este intere´s se
ha concretado en la definicio´n y estudio como nuevas arquitecturas de
computacio´n de nuevos modelos inspirados en la naturaleza (sistemas
de grama´ticas, computacio´n basada en ADN y en membranas o siste-
mas P, redes de procesadores que evolucionan) Todas tienen en comu´n
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la ma´xima potencia expresiva (equivalentes a la ma´quina de Turing)
una naturaleza intr´ınsecamente paralela en la que se pueden definir
algoritmos para problemas costosos para las arquitecturas cla´sicas que
mejoren su rendimiento temporal y la casi inexistencia de arquitecturas
f´ısicas que los implementen. Sin embargo se ha demostrado que se pue-
den disen˜ar lenguajes de programacio´n para ellos y se pueden utilizar
para solucionar problemas concretos. No existe nada parecido a lo que
llamamos Ingenier´ıa de Software por lo que resulta muy atractiva la po-
sibilidad de disen˜ar una metodolog´ıa de programacio´n automa´tica para
estos modelos. El trabajo, en aquellos para los que no existen todav´ıa
lenguajes de programacio´n, implica disen˜ar una representacio´n formal
(gramatical) que genere casos particulares y simuladores que puedan
ejecutarlos para poder definir funciones de adecuacio´n que nos indiquen
cua´les de esos casos particulares resuelven mejor el problema bajo con-
sideracio´n. En esta tesis se muestran tambie´n diferentes resultados en
esta l´ınea. En particular se muestra grama´ticas de Christiansen capa-
ces de generar casos particulares de sistemas H (inspirados en ADN)
y sisemas P (en membranas). Otro trabajo relacionado muestra co´mo
se puede atacar el disen˜o automa´tico de modelos matema´ticos para un
problema concreto en el a´mbito de la psicolog´ıa.
• La u´ltima y ma´s rotunda conclusio´n es que queda mucho trabajo por
hacer, lo que nos permite mantener actividad en nuestra l´ınea de in-
vestigacio´n como se describe en el siguiente apartado.
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En cuanto a futuras l´ıneas de investigacio´n nos planteamos:
• Ampliar GEEMMA para tener una interfaz gra´fica para la edicio´n de la
funcio´n de fitness y para la especificacio´n de la sema´ntica. En ese sen-
tido, esta tesis enlaza con otra de las l´ıneas de intere´s del grupo al que
pertenezco y en el que estoy colaborando con otros investigadores tanto
de nuestro grupo de investigacio´n en la UAM como de la URJC y de la
UPM. Consideramos las grama´ticas de atributos y las de Christiansen
realmente como lenguajes de programacio´n, por lo tanto, estamos in-
teresados en la implantacio´n de herramientas de ayuda al desarrollo y la
programacio´n con ellos. Estas herramientas tienen necesariamente que
incorporar tanto facilidades de edicio´n como de depuracio´n. Esto impli-
ca abordar de una manera sistema´tica, general y pra´ctica el problema
de la especificacio´n de dependencias circulares entre los atributos. Las
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grama´ticas de atributos son un modelo ampliamente estudiado. Excep-
tua´ndonos a nosotros, el uso de las de Christiansen se ha restringido
casi por completo al a´mbito de la programacio´n lo´gica. Las herramien-
tas que describimos en esta l´ınea abierta tendra´n que abordar proble-
mas ma´s novedosos en los modelos adaptables como los algoritmos de
ana´lisis.
• Uno de los grandes inconvenientes de enfoques como el nuestro es el
del incremento en el tiempo de tratamiento de cada individuo. Somos
conscientes de que uno de los precios de generalizar la incorporacio´n
de sema´ntica y las representaciones formales de los individuos es e´ste.
Por lo tanto, nos resulta de mucho intere´s acceder a plataformas masi-
vamente paralelas (como los clu´sters de ordenadores) que nos permitan
paliar este inconveniente. En ese sentido estoy tambie´n en contacto con
otros investigadores de nuestro grupo que esta´n desarrollando platafor-
mas de propo´sito general en las que paralelizar algoritmos secuenciales
para ser ejecutados en plataformas paralelas optimizando el balanceado
de carga en los diferentes nodos y minimizando el tiempo de comuni-
cacio´n entre ellos. Su uso implica implementar una herramienta similar
a GEEMMA compatible con esta plataforma. En este caso implica el
uso de C++ y MPI.
• Aplicar esta misma forma de representar restricciones sinta´cticas y
sema´nticas a otras te´cnicas de bu´squeda de propo´sito general (como
Swarm Particle Optimization o su variante gramatical Grammatical
Swarm)
• Completar el estudio sistema´tico del rendimiento de las propuestas con
problemas nuevos.
• Uno de los puntos en los que ma´s creemos que se puede avanzar es
en el estudio en profundidad de los operadores gene´ticos y en la pro-
puesta de nuevas variantes de ellos que casi con seguridad implicara´n
formas ma´s sofisticadas de traduccio´n de genotipo a fenotipo. En ese
sentido estamos en contacto con otros investigadores de la Universidad
de Cantabria que ya han tenido e´xito en la propuesta de variantes a la
programacio´n gene´tica que hibridan la experiencia de la programacio´n
evolutiva con la del aprendizaje automa´tico, la miner´ıa de datos y las
estructuras de datos de la teor´ıa de la complejidad algebraica. Creemos
que sera´ de mucho intere´s plantear nuevos me´todos que incorporen las
ventajas de estos y que an˜adan tambie´n la potencia de las representa-
ciones formales para especificar restricciones sinta´cticas y sema´nticas.
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• Respecto a la programacio´n de nuevos modelos de co´mputo, estoy en
contacto con otros investigadores de nuestro grupo y de otros de la
Universidad Rovira i Virgili y de Sevilla para desarrollar herramien-
tas de programacio´n automa´tica en computacio´n natural y comparar
los resultados obtenidos con los desarrollados “a mano” para evaluar
la viabilidad de una posible metodolog´ıa general de programacio´n au-
toma´tica gene´tica para estos modelos de co´mputo.
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