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Abstract
In the first part of these notes, we review some of the recent developments in the study of the
spectral properties of Wigner matrices. In the second part, we present a new proof of a Wegner
estimate for the eigenvalues of a large class of Wigner matrices. The Wegner estimate gives an
upper bound for the probability to find an eigenvalue in an interval I, proportional to the size |I|
of the interval.
1 Introduction
The general goal of Random Matrix Theory consists in establishing statistical properties of the
eigenvalues of N × N matrices whose entries are random variables with a given probability law, in
the limit of large N . In these notes, we will focus on so called Wigner matrices whose entries are,
up to the symmetry constraints, independent and identically distributed random variables.
Wigner matrices were originally introduced by Wigner to describe the excitation spectrum of
heavy nuclei. Wigner’s intuition was as follows: the Hamilton operator of a complex system (such
as a heavy nucleus) depends on so many degrees of freedom that it is essentially impossible to write
it down precisely. Hence, it makes sense to assume the matrix elements of the Hamilton operator to
be random variables, and to study properties of the spectrum which hold for most realizations of the
randomness. Remarkably, it turned out that the distribution of the excitation energies of heavy nuclei
is indeed well approximated by the distribution of the eigenvalues of Wigner matrices. Today, Wigner
matrices have been linked to several other branches of mathematics and physics. The distribution
of the eigenvalues of random Schro¨dinger operators in the metallic phase (where eigenvectors are
delocalized), for example, is expected to be close to the one observed in hermitian ensembles of
Wigner matrices. Similarly, the spectrum of the Laplace operator on domains with chaotic classical
trajectories is expected to share several properties with the spectrum of real symmetric Wigner
matrices.
The success of Wigner’s idea can be understood as a consequence of universality. In vague terms,
universality states that the distribution of the eigenvalues of disordered (or chaotic) systems depends
on the underlying symmetry but is otherwise independent of further details. This concept is very
general, and, from the mathematical point of view, its validity remains a mystery. Nevertheless, in
the last years a lot of progress was made in the mathematical analysis of Wigner matrices and, at
least in this context, the emergence of universality has been by now understood.
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These notes are organized as follows. In Section 2 we first give the precise definition of the
ensembles that we are going to study. Then, we briefly review some of the results on Wigner
matrices obtained in the last few years. Finally, in Section 3, we present a new Wegner estimate for
the eigenvalues of a large class of Wigner matrices.
2 Some spectral properties of Wigner matrices
To simplify the presentation, we will restrict our attention to ensembles of hermitian Wigner matrices.
However, most of the results that we are going to present extend also to ensembles with different
symmetry (real symmetric and quaternion hermitian ensembles).
Definition 2.1. An ensemble of Hermitian Wigner matrices consists of N × N matrices H =
(hjk)1≤j,k≤N , with
hjk =
1√
N
(xjk + iyjk) for 1 ≤ j < k ≤ N
hjk = hkj for 1 ≤ k < j ≤ N
hjj =
1√
N
xjj for 1 ≤ j ≤ N
where {xjk, yjk, xjj}1≤j<k≤N is a collection of N2 independent real random variables. The (real and
imaginary parts of the) off-diagonal entries {xjk, yjk}1≤j<k≤N have a common distribution with
Exjk = 0 and Ex
2
jk =
1
2
.
Also the diagonal entries {xjj}Nj=1 have a common distribution with Exjj = 0 and Ex2jj = 1. For
technical reasons, we also assume the entries to decay sufficiently fast at infinity, in the sense that
E eν|xij |
2
<∞, and E eν|xii|2 <∞
for some ν > 0.
Observe that the entries hjk scale, by definition, with the dimension N of the matrix. We choose
this scaling so that, in the limit of large N , all eigenvalues of H remain of order one. To show that
this is indeed the right scaling, consider the trace of H2. On the one hand,
ETrH2 = E
N∑
i,j=1
|hij |2 = N2 E|h12|2 (2.1)
since all entries have the same distribution. On the other hand, if µ1, . . . , µN denote theN eigenvalues
of H, we have
ETrH2 = E
N∑
α=1
µ2α.
If all eigenvalues are of order one in the limit N → ∞, the r.h.s. is a quantity of the order N .
Comparing with (2.1), it is clear that this is only possible if E |h12|2 is of the order N−1; this explains
the scaling of the matrix entries introduced in Definition 2.1.
The best known ensemble of hermitian Wigner matrices is the so called Gaussian Unitary Ensem-
ble (GUE) which is characterized by the further assumption that the random variables {xjk, yjk, xjj}
are Gaussian. It turns out that GUE is the only ensemble of hermitian Wigner matrices which is
2
invariant w.r.t. unitary conjugation; if H is a GUE matrix, also UHU∗ is a GUE matrix, for ev-
ery fixed unitary matrix U . Because of the unitary invariance, for GUE it is possible to compute
explicitly the joint probability density of the N eigenvalues; it is given by
pGUE(µ1, . . . , µN ) = const ·
N∏
i<j
(µi − µj)2e−
N
2
∑N
j=1 µ
2
j . (2.2)
Note that GUE is the only ensemble of hermitian Wigner matrices for which an explicit expression for
the joint probability density function of the N eigenvalues is available. Since we are interested here in
establishing statistical properties of the spectrum of Wigner matrices which hold true independently
of the specific choice of the probability law for the entries, we will not make use the expression (2.2).
The first rigorous result in random matrix theory was the proof obtained by Wigner in [15] of the
convergence of the density of states (density of eigenvalues) to the semicircle law in the limit of large
N . For a < b, let N [a; b] denote the number of eigenvalues of a Wigner matrix H in the interval
[a; b]. The density of states in the interval [a; b] is defined as N [a; b]/N(b− a) (because of the scaling
of the matrix entries, the typical distance between neighboring eigenvalues is of the order 1/N ; this
is the reason why, in order to obtain a quantity of order one, we have to divide the density of states
by N). In [15], Wigner proved that, for any fixed a < b and δ > 0,
lim
N→∞
P
(∣∣∣∣ N [a; b]N |b− a| −
∫ b
a
ρsc(s)ds
∣∣∣∣ ≥ δ) = 0 .
The limiting density of states is given by the famous semicircle law
ρsc(s) =
{
1
2π
√
1− E24 , if |E| ≤ 2
0 if |E| > 2
. (2.3)
Observe, in particular, that the semicircle law is independent of the choice of the probability law for
the entries of H.
2.1 Semicircle law on microscopic intervals
It is important to remark that Wigner’s result concerns the density of states on intervals whose size
is independent of N . Such intervals contain, typically, a non trivial fraction of the total number of
eigenvalues N . We say, for this reason, that these intervals are macroscopic. It seems then natural to
ask what happens if one considers smaller intervals, namely intervals whose size shrinks down to zero
as N → ∞. These intervals will not contain order N eigenvalues, so they will not be macroscopic,
but as long as they contain a large number of eigenvalues in the limit of large N , it turns out that
one still has convergence to the semicircle law. This is the content of the next theorem, which was
first proven in [4], using also partial results from [2, 3].
Theorem 2.2. Consider an ensemble of hermitian Wigner matrices as in Def. 2.1. Let |E| < 2.
Then
lim
K→∞
lim
N→∞
P
(∣∣∣∣∣N
[
E − K2N ;E + K2N
]
K
− ρsc(E)
∣∣∣∣∣ ≥ δ
)
= 0 . (2.4)
In contrast with Wigner’s original result, this theorem establishes the convergence of the density
of states to the semicircle law on microscopic intervals, that is on intervals containing, typically, a
constant (N independent) number of eigenvalues. From the convergence on the microscopic scale, it
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is easy to conclude convergence on arbitrary intermediate scales; for any |E| < 2 and any sequence
η(N) > 0 such that η(N)→ 0 and Nη(N)→∞ as N →∞ we have
lim
N→∞
P
∣∣∣∣∣∣
N
[
E − η(N)2 ;E + η(N)2
]
Nη(N)
− ρsc(E)
∣∣∣∣∣∣ ≥ δ
 = 0 .
Note that, if η(N) . 1/N , the fluctuations of the density of states are certainly important, and one
cannot expect convergence in probability.
2.2 Delocalization of eigenvectors
As a simple application of the convergence to the semicircle law on microscopic scales, one can show
the complete delocalization of the eigenvectors of Wigner matrices. Let v ∈ CN with ‖v‖2 = 1.
The vector v is said to be completely localized if one of its component has size one, and all other
components vanish. On the other hand, v is called completely delocalized, if all its components have
the same size (namely N−1/2). In order to distinguish localized from delocalized vectors, one can
compute the ℓp norm, for p > 2. If v is completely localized, ‖v‖p = 1 for all p ≥ 2 and for all
N ∈ N. If v is completely delocalized, ‖v‖p = N−
1
2
+ 1
p and converges to zero, as N →∞. The next
theorem was proven in [4], extending results from [2, 3].
Theorem 2.3. Consider an ensemble of hermitian Wigner matrices as in Def. 2.1. Fix |E| < 2,
K > 0 and 2 < p <∞. Then
lim
M→∞
lim
N→∞
P
(
∃v : Hv = µv, |µ − E| ≤ K
N
, ‖v‖2 = 1, ‖v‖p ≥MN−
1
2
+ 1
p
)
= 0 . (2.5)
Eq. (2.5) shows the complete delocalization of the eigenvectors of Wigner matrices; up to con-
stants, all components of eigenvectors have the same size.
2.3 Universality of Wigner matrices
For Wigner matrices, universality refers to the fact that the local eigenvalue correlations depend on
the symmetry of the ensemble but, otherwise, they are independent of the probability law of the
entries.
One distinguishes, typically, between universality at the edge and in the bulk of the spectrum.
For hermitian Wigner matrices, the local statistics at the edges are described by the Tracy-Widom
distribution; see [14, 11]. Here, we restrict our attention to bulk universality.
Let pN (µ1, . . . , µN ) be the joint probability density function of the N (unordered) eigenvalues of
a hermitian Wigner matrix H. For any k = 1, 2, . . . , N , we define the k point correlation function
p
(k)
N (µ1, . . . , µk) =
∫
dµk+1 . . . dµN pN (µ1, . . . , µN ) . (2.6)
For large N , the typical distance between neighboring eigenvalues of H is of the order 1/N . For this
reason, non-trivial correlations can only emerge when all arguments of p(k) range within an interval
of size of order 1/N ; in this case we speak about local correlations. Using the explicit expression
(2.2), Dyson showed in [1] that the local correlations of GUE in the limit of large N converge to the
determinental process associated with the sine-kernel. The next theorem, proven in [7], shows that
the same local correlations are observed for general Wigner matrices.
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Theorem 2.4. Suppose H is a Wigner matrix as defined in Def. 2.1, with Ex3ij = 0. Then, for any
fixed |E| < 2 and k ∈ N, we have
1
ρksc(E)
p(k)
(
E +
x1
Nρsc(E)
, . . . , E +
xk
Nρsc(E)
)
→
(
sin(π(xi − xj))
π(xi − xj)
)
1≤i,j≤k
as N →∞, where p(k) is the k-point correlation function defined in (2.6). Here convergence holds in
a weak sense, after integrating against a bounded and compactly supported observable O(x1, . . . , xk).
Without the technical requirement Ex3ij = 0, the same result is proven to hold if one integrates
also the variable E over an arbitrarily small but fixed interval; see [7].
Theorem 2.4 was obtained combining techniques developed separately in [6] and [12]. In [6],
universality was proven for ensembles of Wigner matrices whose entries have a sufficiently regular
distribution. In [12], universality was then shown under the assumption that the entries have a
vanishing third moment and are supported on at least three points. Both approaches made use of
a previous partial result obtained in [10], where universality was proven for Wigner matrices of the
form H = H0 + sV , with H0 an arbitrary Wigner matrix, V a GUE matrix independent of H0 and
s > 0.
Observe that the technique of [10] does not extend to matrices with different symmetry (real
symmetric of quaternion hermitian). For this reason, [6] does not apply to Wigner matrices with
non-hermitian symmetry. Also the result of [12] only implies universality for real symmetric and
quaternion hermitian matrices, if the first four moments of the entries match those of the corre-
sponding gaussian ensemble. A different approach was later proposed in [5, 8, 9], where universality
is established for arbitrary Wigner matrices, independently of their symmetry, after integrating the
variable E over small intervals.
3 Wegner estimate
In this section, we establish a new Wegner estimate for the eigenvalues of hermitian ensembles of
Wigner matrices. A Wegner estimate is an upper bound for the probability to find an eigenvalue in
some interval I ⊂ R which is proportional to the length |I| of the interval, and holds for arbitrarily
small intervals, uniformly in N .
Theorem 3.1. Let H be a hermitian Wigner matrix, as in Def. 2.1. We assume that the random
variables {xij, yij}1≤i<j≤N have the common probability density function h with the property∫ (
h′(s)
h(s)
)4
h(s)ds <∞ . (3.7)
For any fixed κ > 0, there exists a constant C > 0 such that
P
(
N
[
E − ε
2N
;E +
ε
2N
]
≥ 1
)
≤ Cε (3.8)
for all |E| ≤ 2− κ, for all N ≥ 9 and all ε > 0.
The result of this theorem and the proof presented below extend easily to ensembles of Wigner
matrices with different symmetries (real symmetric and quaternion hermitian ensembles).
It is important to observe that some regularity of the probability density function of the matrix
entries is required for (3.8) to be correct. If entries have discrete distributions, the event that an
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eigenvalue lies exactly at E may have non-zero probability. This probability is certainly (exponen-
tially) small in N , but it does not depend on ε; hence, in this case, the bound (3.8) cannot hold
uniformly in ε > 0.
A Wegner estimate for eigenvalues of Wigner matrices was previously obtained in [4] (see Theo-
rem 3.4) under the assumption that the entries have a probability density function h = e−g with
|hˆ(p)|, |ĥg′′(p)| ≤ 1
(1 + Cp2)σ
(3.9)
for some σ ≥ 5. To show (3.8) we combine some new ideas (see, in particular, Lemma 3.3) with the
same general strategy used in [4]. As in [4], one of the main ingredients in the proof of (3.8) is the
convergence of the density of states on microscopic intervals. More precisely, Theorem 2.2 is used to
establish the absence of large gaps in the spectrum, as stated in the next Theorem.
Theorem 3.2 (Theorem 3.3 of [4]). Let H be a hermitian Wigner matrix as defined in Def. 2.1. Let
µ1 ≤ · · · ≤ µN denote the eigenvalues of H. Fix κ > 0 and |E| < 2−κ. Let the (random) index α be
so that µα is the largest eigenvalue below E. Then there are positive constants C and c, depending
on κ, such that
P
(
N(µα+1 − E) ≥ K and α ≤ N − 1
)
≤ C e−c
√
K (3.10)
for any N ≥ 1 and any K ≥ 0.
With the bound (3.10) we are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Let Nε = N [E − ε/2N ;E + ε/2N ] denote the number of eigenvalues of H in
the interval [E − ε/2N ;E + ε/2N ]. We observe that
Nε =
N∑
α=1
1(|µα − E| ≤ ε/2N) .
N∑
α=1
(ε/N)2
(µα − E)2 + (ε/N)2 .
ε
N
Im
N∑
α=1
1
µα − E − i εN
where µ1, . . . , µN are the eigenvalues of H. Hence
Nε . ε
N
Im Tr
1
H − E − i εN
=
ε
N
Im
N∑
j=1
(
1
H −E − i εN
)
(j, j) .
To estimate the right hand side of the last equation, we use that, for any z ∈ C\R,
1
H − z (j, j) =
1
hjj − z − a(j) · (B(j) − z)−1a(j)
where a(j) = (hj1, . . . , hj,j−1, hj,j+1, . . . hjN ) is the j-th row of H, after removing the diagonal entry
hjj, while B
(j) is the (N − 1)× (N − 1) minor of H obtained by removing the j-th row and the j-th
column. We conclude that
Nε . ε
N
N∑
j=1
1∣∣hjj − E − i εN − a(j) · (B(j) − z)−1a(j)∣∣ .
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Therefore,
P(Nε ≥ 1) ≤ EN 2ε
. ε2 E
 1
N
N∑
j=1
1∣∣hjj − E − i εN − a(j) · (B(j) − z)−1a(j)∣∣
2
≤ ε
2
N
E
N∑
j=1
1∣∣hjj − E − i εN − a(j) · (B(j) − z)−1a(j)∣∣2
≤ ε2 E 1∣∣h11 − E − i εN − a(1) · (B(1) − z)−1a(1)∣∣2
where we used the convexity of x → x2 and, in the last line, the symmetry w.r.t. permutations of
rows of H. Next, let λ1, . . . , λN−1 and u1, . . . ,uN−1 be the eigenvalues of the minor B(1) and the
corresponding (normalized) eigenvectors. Moreover, let b = (b1, . . . , bN−1) =
√
Na(1) (the factor√
N compensates for the scaling of the matrix entries introduced in Def. 2.1; the random variables
bj , j = 1, . . . , N − 1 are so that E bj = 0 and E |bj|2 = 1/2). We find
P(Nε ≥ 1) . ε2 E 1∣∣∣h11 −E − i εN − 1N ∑N−1α=1 |b·uα|2λα−E−i εN ∣∣∣2
≤ ε2 E 1(
h11 −E −
∑N−1
α=1 dα|b · uα|2
)2
+
(
ε
N +
∑N−1
α=1 cα|b · uα|2
)2 (3.11)
where we defined the coefficients
cα =
ε
N2(λα − E)2 + ε2 and dα =
N(λα − E)
N2(λα − E)2 + ε2 . (3.12)
It is important to notice that the entries bj , j = 1, . . . , N − 1 are independent of the eigenvalues
λα and the eigenvectors uα of B
(1). For this reason, we can compute the expectation in (3.11) by
first averaging over the vector b, keeping the randomness associated with B(1) (in particular, the
coefficients cα and dα defined in (3.12) and the eigenvectors uα) fixed.
We define Ω to be the event that at least six eigenvalues of B(1) are located outside the interval
[E − ε/2N ;E + ε/2N ]. On the set Ω and on its complement Ωc, we derive different bounds for the
expectation over the random vector b. We write
P(Nε ≥ 1) . ε2 EB 1Ω Eb 1(
h11 − E −
∑N−1
α=1 dα|b · uα|2
)2
+
(
ε
N +
∑N−1
α=1 cα|b · uα|2
)2
+ ε2 EB 1Ωc Eb
1(
h11 − E −
∑N−1
α=1 dα|b · uα|2
)2
+
(
ε
N +
∑N−1
α=1 cα|b · uα|2
)2
=: A + B
(3.13)
where EB denotes the expectation over the randomness associated with the minor B
(1), while Eb
denotes the expectation over the vector b.
In the exceptional set Ωc, we can find (since N ≥ 8), indices β1, β2, β3 ∈ {1, . . . , N − 1} such that
λβj ∈ [E − ε/2N ;E + ε/2N ] for j = 1, 2, 3. Then cβj > 1/(2ε) for j = 1, 2, 3. Therefore, the second
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term on the r.h.s. of (3.13) is bounded by
B ≤ ε2 EB 1Ωc Eb 1(∑3
j=1 cβj |b · uβj |2
)2
. ε4 sup
u1,u2,u3
Eb
1(∑3
j=1 |b · uj|2
)2
where the supremum is taken over all sets {u1,u2,u3} of three orthonormal vectors in CN−1.
Lemma 3.3 implies that B . ε4.
Next, we focus on the first term on the r.h.s. of (3.13). On the set Ω, we can define indices
α1, . . . , α6 as follows. We fix α1 ∈ {1, . . . , N − 1} so that
|λα1 − E| = inf{|λα − E| : |λα − E| ≥ ε/N} .
Moreover, we choose recursively the indices α2, . . . , α6 ∈ {1, . . . , N − 1} by the formula
|λαj − E| = inf{|λα − E| : |λα − E| ≥ ε/N,αj 6= αi, for all 1 ≤ i < j} .
We define ∆ = N |λα6 − E|. Then
ε < N |λαj − E| ≤ ∆,
for every 1 ≤ j ≤ 6. This implies that
|dα4 | > |dα5 | > |dα6 | >
1
2∆
(3.14)
while
cα1 > cα2 > cα3 >
ε
2∆2
. (3.15)
From (3.13), we conclude that
A . ε2 EB 1ΩEb
1
(h11 − E −
∑
α dα|b · uα|2)2 + (
∑3
j=1 cαj |b · uαj |2)2
≤ ε2 EB 1Ω
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
1
(h11 − E −
∑
α dα|b · uα|2)2 + (
∑3
j=1 cαj |b · uαj |2)2
.
Now we define
F (t) =
∫ t
−∞
ds
1
s2 +
(∑3
j=1 cαj |b · uαj |2
)2
Then we have
0 ≤ F (t) ≤ 1∑3
j=1 cαj |b · uαj |2
(3.16)
for every t ∈ R. Moreover, with the notation σj = 1 if λαj > E and σj = −1 if λαj < E, for
j = 1, . . . , 6, we find
6∑
i=4
σi(uαi · b)
∑
ℓ
uαi(ℓ)
d
dbℓ
F (h11 − E −
∑
α
dα|b · uα|2)
=
∑6
i=4 |dαi ||b · uαi |2
(h11 − E −
∑
α dα|b · uα|2)2 + (
∑3
j=1 cαj |b · uαj |2)2
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and therefore
A . ε2
6∑
i=4
EB 1Ω σi
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
(uαi · b)∑6
i=4 |dαi | |b · uαi |2
×
∑
ℓ
uαi(ℓ)
d
dbℓ
F (h11 − E −
∑
α
dα|b · uα|2) .
Integration by parts gives
A . ε2 EB 1Ω
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
1∑6
i=4 |dαi | |b · uαi |2
F (h11 − E −
∑
α
dα|b · uα|2)
+ ε2 EB 1Ω
6∑
i=4
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
∣∣∣∣∣∑
ℓ
uαi(ℓ)
(
h′(Re bℓ)
h(Re bℓ)
− ih
′(Im bℓ)
h(Im bℓ)
)∣∣∣∣∣
× (uαi · b)∑6
i=4 |dαi | |b · uαi |2
F (h11 − E −
∑
α
dα|b · uα|2)
= I + II .
(3.17)
For the first term, we obtain, from (3.16),
I . ε2 EB
1Ω
(min4≤j≤6 |dαj |)(min1≤i≤3 cαi)
Eb
1∑6
j=4 |b · uαj |2
1∑3
i=1 |b · uαi |2
. εEB 1Ω∆
3
(
Eb
1
(
∑6
j=4 |b · uαj |2)2
)1/2 (
Eb
1
(
∑3
i=1 |b · uαi |2)2
)1/2
. εEB 1Ω∆
3
(3.18)
where we used Lemma 3.3 and the assumption (3.7).
As for the second term on the r.h.s. of (3.17) we find, using Ho¨lder’s inequality,
II ≤ ε2
8∑
i=5
EB 1Ω
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
∣∣∣∣∣
N−1∑
ℓ=1
uαi(ℓ)
(
h′(Re bℓ)
h(Re bℓ)
− ih
′(Im bℓ)
h(Im bℓ)
)∣∣∣∣∣
4
1/4
×
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
|uαi · b|4/3(∑6
i=4 |dαi | |b · uαi |2
)4/3 1(∑3
i=1 cαi |b · uαi |2
)4/3

3/4
.
(3.19)
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Now we observe that∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
∣∣∣∣∣∑
ℓ
uαi(ℓ)
(
h′(Re bℓ)
h(Re bℓ)
− ih
′(Im bℓ)
h(Im bℓ)
)∣∣∣∣∣
4
=
N−1∑
ℓ1,ℓ2,ℓ3,ℓ4=1
uαi(ℓ1)uαi(ℓ2)uαi(ℓ3)uαi(ℓ4)
×
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
(
h′(Re bℓ1)
h(Re bℓ1)
− ih
′(Im bℓ1)
h(Im bℓ1)
) (
h′(Re bℓ2)
h(Re bℓ2)
− ih
′(Im bℓ2)
h(Im bℓ2)
)
×
(
h′(Re bℓ3)
h(Re bℓ3)
+ i
h′(Im bℓ3)
h(Im bℓ3)
) (
h′(Re bℓ4)
h(Re bℓ4)
+ i
h′(Im bℓ4)
h(Im bℓ4)
)
.
Since
∫
h′(s)ds = 0, only terms with ℓ1 = ℓ3 and ℓ2 = ℓ4 or with ℓ1 = ℓ4 and ℓ2 = ℓ3 do not vanish.
Hence ∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
∣∣∣∣∣∑
ℓ
uαi(ℓ)
(
h′(Re bℓ)
h(Re bℓ)
− ih
′(Im bℓ)
h(Im bℓ)
)∣∣∣∣∣
4
.
(∫ ds h(s) (h′(s)
h(s)
)2)2
+
∫
ds h(s)
(
h′(s)
h(s)
)4 .
Using the assumption (3.7), we conclude from (3.19) that
II . εEB 1Ω∆
3
∫ N−1∏
j=1
dbj dbj h(Re bj)h(Im bj)
1(∑6
i=4 |b · uαi |2
)2/3 1(∑3
i=1 |b · uαi |2
)4/3

3/4
≤ εEB 1Ω∆3
(
Eb
1
(
∑6
i=4 |b · uαi |2)2
)1/4(
Eb
1
(
∑3
j=1 |b · uαj |2)2
)1/2
≤ εEB 1Ω∆3
where, in the last line, we used Lemma 3.3. Last equation, combined with (3.18) and (3.17), implies
that
A . εEB 1Ω∆
3 .
From Theorem 3.2, we have
P(∆ > K and Ω) . e−c
√
K .
Therefore, E1Ω∆
3 is finite (uniformly in N and ε > 0) and we conclude that A . ε, and therefore,
from (3.13), that
P(Nε ≥ 1) . ε .
The next lemma is the main new ingredient compared with to the proof presented in [4].
Lemma 3.3. Let b = (b1, . . . , bN−1) ∈ CN−1, where {Re bj , Im bj}N−1j=1 is a collection of 2(N − 1)
independent and identically distributed random variables with a common probability density function
h such that ∫
ds h(s)
(
h′(s)
h(s)
)4
<∞ and
∫
ds s4 h(s) <∞ . (3.20)
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Fix r = 1, 2, m ∈ N with m > r. Then there exists a constant C > 0 such that
E
1(∑m
j=1 |b · uj |2
)r < C (3.21)
for any N ≥ 2 and for any set of m orthonormal vectors u1, . . . ,um ∈ CN−1 .
Proof. From the monotone convergence theorem, we obtain
E
1(∑m
j=1 |b · uj |2
)r = lim
δ→0
∫ [N−1∏
i=1
dbidbi h(Re bi)h(Im bi)
]
e−δ
∑N−1
ℓ=1
|bℓ|2 1(∑m
j=1 |b · uj |2
)r
= lim
δ→0+
∫ [N−1∏
i=1
dbidbi hδ(Re bi)hδ(Im bi)
]
1(∑m
j=1 |b · uj |2
)r
where we introduced the notation hδ(x) = h(x)e
−δx2 . Observe that
0 ≤ hδ(x) ≤ Ce−δx2 . (3.22)
This follows from (3.20) because
‖h‖∞ = ‖
√
h‖2∞ . ‖
√
h‖2H1 =
∫
h(s)ds +
1
4
∫
(h′(s))2
h(s)
ds . 1 +
∫ (
h′(s)
h(s)
)4
h(s)ds
where, in the last step, we used the fact that h(s)ds is a probability measure. Using again the
monotone convergence theorem, we obtain
E
1(∑m
j=1 |b · uj |2
)r = lim
δ→0+
lim
κ→0+
∫ [N−1∏
i=1
dbidbi hδ(Re bi)hδ(Im bi)
]
1(
∑m
j=1 |b · uj|2 ≥ κ2)(∑m
j=1 |b · uj |2
)r .
We complete now u1, . . . ,um to an orthonormal basis u1, . . . ,uN−1 of CN−1, and we introduce new
coordinates zα = uα · b, for α = 1, . . . , N − 1. We also use the notation v = (z1, . . . , zm) ∈ Cm,
w = (zm+1, . . . , zN−1) ∈ CN−m−1, and z = (v,w) = (z1, . . . , zN−1) ∈ CN−1 and we denote U the
unitary (N − 1)× (N − 1) matrix, with columns u1, . . . ,uN−1 (so that z = U∗b). We have
E
1(∑m
j=1 |b · uj |2
)r = lim
δ→0+
lim
κ→0+
∫
dzdz
[
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
]
1(|v| ≥ κ)
|v|2r . (3.23)
We observe that
m∑
ℓ=1
[
d
dRe zℓ
Re zℓ
|v|2r +
d
dIm zℓ
Im zℓ
|v|2r
]
=
2(m− r)
|v|2r .
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Therefore we have∫
dzdz
[
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
]
1(|v| ≥ κ)
|v|2r
=
1
2(m− r)
m∑
ℓ=1
∫
dwdw
×
∫
|v|≥κ
dvdv
[
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
][
d
dRe zℓ
Re zℓ
|v|2r +
d
dIm zℓ
Im zℓ
|v|2r
]
=
1
2(m− r)
m∑
ℓ=1
∫
dwdw
×
∫
|v|≥κ
dvdv
[
d
dRe zℓ
(
Re zℓ
|v|2r
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
)
+
d
dIm zℓ
(
Im zℓ
|v|2r
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
)]
− 1
2(m− r)
m∑
ℓ=1
∫
dwdw
∫
|v|≥κ
dvdv
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
× Re zℓ|v|2r
N−1∑
j=1
Re Uℓj
h′δ(Re (Uz)j)
hδ(Re (Uz)j)
+ Im Uℓj
h′δ(Im (Uz)j)
hδ(Im (Uz)j)

− 1
2(m− r)
m∑
ℓ=1
∫
dwdw
∫
|v|≥κ
dvdv
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
× Im zℓ|v|2r
N−1∑
j=1
Im Uℓj
h′δ(Re (Uz)j)
hδ(Re (Uz)j)
− Re Uℓj h
′
δ(Im (Uz)j)
hδ(Im (Uz)j)

= I + II + III .
(3.24)
Using Gauss’s Divergence Theorem and (3.22), the first term is bounded by
I =
1
2(m− r)
∫
dwdw
∫
|v|=κ
dvdv
1
|v|2r−1
N−1∏
α=1
hδ(Re (Uz)j)hδ(Im (Uz)j)
≤ CNκ−2r+1
∫
dwdw e−δw
2
∫
|v|=κ
dvdv
≤ CNκ2(m−r)
∫
dwdw e−δw
2
≤ CN,δ κ2(m−r)
(3.25)
where CN,δ is a constant depending on N and δ (and also m, r). Since m > r, this contribution
vanishes in the limit κ→ 0.
12
For r = 1, the second term on the r.h.s. of (3.24) is bounded, for any constant α > 0, by
|II| ≤ α
m∑
ℓ=1
∫
dzdz
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
×
N−1∑
j=1
Re Uℓj
h′δ(Re (Uz)j)
hδ(Re (Uz)j)
+ Im Uℓj
h′δ(Im (Uz)j)
hδ(Im (Uz)j)
2
+ α−1
m∑
ℓ=1
∫
dzdz
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
(Re zℓ)
2
|v|4
. α
m∑
ℓ=1
N−1∑
j1,j2=1
∫
dbdb
N−1∏
i=1
hδ(Re bi)hδ(Im bi)
×
(
Re Uℓj1
h′δ(Re (Uz)j1)
hδ(Re (Uz)j1)
+ Im Uℓj1
h′δ(Im (Uz)j1)
hδ(Im (Uz)j1)
)
×
(
Re Uℓj2
h′δ(Re (Uz)j2)
hδ(Re (Uz)j2)
+ Im Uℓj2
h′δ(Im (Uz)j2)
hδ(Im (Uz)j2)
)
+ α−1
m∑
ℓ=1
∫
dzdz
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
(Re zℓ)
2
|v|4
. α
∫ (
h′δ(s)
hδ(s)
)2
hδ(s)ds + α
−1
E
1∑m
j=1 |b · uj |2
.
In the last line, we used the fact that terms with j1 6= j2 vanish (because
∫
h′δ(s)ds = 0) (note that
A . B means here that A ≤ cB, where the constant c may depend only on m and r).
For r = 2, the second term in (3.24) can be bounded similarly by
|II| ≤ α
m∑
ℓ=1
∫
dzdz
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
×
N−1∑
j=1
Re Uℓj
h′δ(Re (Uz)j)
hδ(Re (Uz)j)
+ Im Uℓj
h′δ(Im (Uz)j)
hδ(Im (Uz)j)
4
+ α−1
m∑
ℓ=1
∫
dzdz
N−1∏
i=1
hδ(Re (Uz)i)hδ(Im (Uz)i)
|Re zℓ|4/3
|v|16/3
. α
(∫ (h′δ(s)
hδ(s)
)2
hδ(s)ds
)2
+
∫ (
h′δ(s)
hδ(s)
)4
hδ(s)ds
+ α−1 E 1(∑m
j=1 |b · uj |2
)2 .
Observe that, from hδ(s) = e
−δs2h(s), we have h′δ(s) = −2δse−δs
2
h(s) + e−δs2h′(s) and therefore
h′δ(s)
hδ(s)
= −2δs + h
′(s)
h(s)
.
This implies that, for any p > 0,∫ (
h′δ(s)
hδ(s)
)p
hδ(s)ds . δ
p
∫
sph(s)ds +
∫ (
h′(s)
h(s)
)p
h(s)ds .
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From (3.20), we have that, for r = 1, 2 and m ∈ N with m > r, and or any α > 0,
|II| . α(1 + δ4) + α−1E 1(∑m
j=1 |b · uj|2
)r .
The third term on the r.h.s. of (3.24) can be bounded in exactly the same way. Hence, with (3.25)
and (3.23), we find
E
1(∑m
j=1 |b · uj |2
)r . α+ α−1 E 1(∑m
j=1 |b · uj |2
)r .
Choosing α > 0 sufficiently large, we find
E
1(∑m
j=1 |b · uj |2
)r . 1 .
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