Abstract-We estimate the population size by sampling uniformly from the population. Given an accuracy to which we need to estimate the population with a pre-specified confidence, we provide a simple stopping rule for the sampling process. for estimating a population size based on a relatively small sample. We derive a simple, yet nearly optimal, stopping rule for sampling and an estimation formula for alphabet size from uniform samples taken from the population.
Many applications such as species estimation [1] , database sampling [2] , and epidemiologic studies [3] , [4] , [5] call for estimating a population size based on a relatively small sample. We derive a simple, yet nearly optimal, stopping rule for sampling and an estimation formula for alphabet size from uniform samples taken from the population.
We will consider an approach outlined for the species estimation problem by Good [6] further on in the summary. For a more complete survey of prior results obtained in the species estimation problem, see [1] . For problems in database sampling see [7] , [2] .
The results obtained in this paper are also related to capture-recapture problems [3] , [4] , [5] , where the unknown population size is estimated given the number of samples that are recaptured (repetitions) when sampling randomly from the population.
Here, we are interested in how many recaptures are necessary to estimate the population to a given accuracy with a specified confidence. Intuitively speaking, the more the number of recaptures, the better the population size can be estimated.
Formally, in an n-element sample let m denote the number of distinct elements. Let r = n -m denote the number of repeated elements. For example, in c, g, c, s, g, c, v, there are n = 7 samples, there are m = 4 distinct elements, c, g, s, and v, and r = 7 -4 = 3 repeated elements, one g and two c'.
In the following, n independent samples are drawn uniformly from a k-element population and Mk and Rk n-Mk are the random number of distinct and repeated elements observed. We drop the subscripts and superscripts when there is no ambiguity.
A. Good's approach By linearity of expectations,
Equating the observed number of elements with its expectation, Good [6] estimated the alphabet size k to be the solution of the equation,
Note that if the number of repetitions are small, namely r < n, it also follows that n < k. The above equation can then be approximately solved, and asymptotically as n -> oo, the alphabet size estimate is nj (1 + o(l)), which we will abbreviate using the notation 2r B. Our approach In this paper we add to Good's approach in two ways. Motivated by the birthday paradox, we propose new (unbiased) estimates for the alphabet size, and obtain a sampling rule so that we can estimate the alphabet size to a given accuracy. For all r, asymptotically in n, our estimate also coincides with n2 Good's approach, namely it is 2r
Instead of considering the number of distinct symbols, we focus equivalently on the number of repetitions. Consider for example, the well known "birthday paradox", which estimates that in a gathering of 23 or more people, two will share a birthday with probability exceeding 1.
Let N1 be the sample size at which the first repetition occurs. The This suggests a simple population-size estimator. Sample randomly until the first repetition is observed, at time N1, and then estimate the population to be roughly O(N 2).
We build the above idea and show how to use random sampling to estimate the population to any given accuracy, the fraction a of k by which our estimate differs from k, if we are allowed a confidence probability 1 -, i.e., the estimate can be inaccurate with probability < 6.
As mentioned above we use the symbol f -g to mean f g(l + o(l)). We use kn to indicate the product k(k-1) (k-n + 1).
II. PRELIMINARIES: ESTIMATION FROM A FIXED SIZE

SAMPLE
In this setting, the accuracy of any estimate is dependent on the (unknown) alphabet size. It may be that the alphabet size k < n and (or almost all) k symbols appear in the sample allowing for a reliable estimate. On the other hand, for all k > n2, we show that there will be n distinct symbols in the sample with high probability, and it is therefore impossible to distinguish between large enough alphabet sizes.
Since we take uniform iid samples, the number of distinct symbols can be shown to a sufficient statistic to estimate the alphabet size. The maximum likelihood estimate of the alphabet size from a length-n sample with r repeats and m = n-r symbols is k(n, r) = arg maxPr(Mn = m)), (1) k the size of the alphabet that gives the highest probability to observing m. We are interested mainly in the regime where the alphabet size is estimated from as few samples as possible, and therefore in sequences such that m is very close to n. The following lemma characterizes the ML estimate in that regime. No matter what the estimate of the alphabet size from a sequence with M = n, it cannot be accurate for all large alphabet sizes. Hence using a sample of size n, no estimator can reliably distinguish between sufficiently large alphabet sizes, for example, greater than n2 log n.
III. THE REPETITION APPROACH
Since we make no assumptions on the alphabet size, no matter what how large the sample size may be, there exist alphabets with sizes that are too large to be estimated from the sample. Therefore, we consider an alternate approach: we sample till we obtain r repetitions. 
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It can be shown that the maximum likelihood approach never gives an estimate in the interval [n2, oc), hence alphabet sizes > n2 cannot be estimated.
The above observation should not be construed as a limitation of the maximum likelihood approach alone. To see why no estimator can do well on alphabet sizes > n2, note that as In Section IV, we consider the case of estimating the alphabet size from N1, the sample size at which the first repeat occurs. In Section V, we consider estimating the alphabet size after multiple repeats, and show that this estimate is better in general.
IV. FIRST REPEAT: ESTIMATING FROM N1 We show that our estimate k(N 1) =(N 2) To see the last inequality above, note that for j = 4, B (j 1,j-3) =B(3,1) = 1 while '((i22)) = . To see the inequality for terms j > 5 first note that all n > 4, (4) of the alphabet size from N1 is unbiased, and evaluate its accuracy. where the last inequality follows since the distribution is a decreasing function for n > k + 1, and the limits of the integral correspond to n > V2k(1 + a).
For the bound on the lower tail, namely the probability of N1 < 2(1 -)k. The maximum likelihood estimate of the alphabet size given ENr, A~~~~~1 k(ENr,r) (I1-2 )k, 2,r which gets closer to k as r increases. Furthermore, it can be shown that the standard deviation is approximately 2k, which is roughly 1 of the mean.
Intuitively, the larger the number of repetitions, r we wait for, the sharper the concentration of the distribution of Nr. For a given confidence, the larger the number of repetitions, the better the accuracy of the estimate.
The following lemma formalizes the above observation. We thank Olgica Milenkovic for pointers and discussions regarding asymptotics of Stirling numbers of the second kind.
