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Abstract: Geometrically parametrized partial differential equations are currently widely used in
many different fields, such as shape optimization processes or patient-specific surgery studies. The
focus of this work is some advances on this topic, capable of increasing the accuracy with respect
to previous approaches while relying on a high cost–benefit ratio performance. The main scope of
this paper is the introduction of a new technique combining a classical Galerkin-projection approach
together with a data-driven method to obtain a versatile and accurate algorithm for the resolution of
geometrically parametrized incompressible turbulent Navier–Stokes problems. The effectiveness of
this procedure is demonstrated on two different test cases: a classical academic back step problem
and a shape deformation Ahmed body application. The results provide insight into details about the
properties of the architecture we developed while exposing possible future perspectives for this work.
Keywords: reduced order models; geometrical parametrization; projection-based methods; data-
driven approaches; turbulence closures; mesh motion; automotive
1. Introduction
Shape optimization in the context of turbulent flow problems is a particularly chal-
lenging task. The difficulty is linked with both the high dimensionality of the problems
that need to be solved and the number of configurations to test, the former due to the
physics and the latter due to the scope of the research. These two features usually make the
problem intractable with standard numerical methods (e.g., finite element, finite volume,
finite difference methods). Reduced order models [1,2] (ROMs) are a possible tool that can
be used in such a setting to make the problem solvable. There exists a variety of reduced
order modelling techniques, but the overall principle of all of them is to unveil a low
dimensional behaviour of a high dimensional system to allow faster computation.
ROMs can be classified depending on the technique used to approximate the solution
manifold and the method used to evolve the latent dynamics. The most used techniques
to evaluate the solution manifold are based on linear approximation methods such as the
reduced basis with a greedy approach [3,4], the proper orthogonal decomposition [5], or
nonintrusive methods as exposed in [6], but more recently nonlinear methods have also
been proposed [7,8]. Concerning the evolution of the latent space dynamics, arguably
the most common approach is based on the (Petrov–) Galerkin projection of the original
system onto the reduced subspace/manifold [9]. Data driven techniques [10], which are
solely based on the reconstruction of the mapping between input and output quantities,
are also a possible approach. Recently, these techniques also received particular attention
due to the latest discoveries in machine learning. Data-driven methods are usually easier
to implement and also permit obtaining efficient ROMs in the case of nonlinear/nonaffine
problems and in the case of commercial codes with no access to the discretized full order
system. On the other hand, they usually do not exploit information concerning the underly-
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ing physical principles, and they might require a large number of training data to produce
accurate results. Projection-based techniques, thanks to the projection stage, incorporate
physical knowledge in a natural way but are particularly challenging to be implemented in
the case of nonlinear and nonaffine problems.
In this work, we propose a hybrid approach where the underlying partial differential
equations are partially treated using a standard POD–Galerkin approach and partially by
neural networks data-driven approaches. This choice is dictated by both practical and
theoretical considerations. The practical consideration concerns the idea of generating an
approach that could be applied to any turbulence model without the need to modify the
reduced order model.
Turbulence is a complex phenomena which does not yet have a universal theory.
For practical problems, the numerical resolution of the Navier–Stokes equations up to
the Kolmogorov scale where kinetic energy is converted into internal energy by viscous
stresses would require an intractable number of degrees of freedom and an extremely
refined time step. Even with modern supercomputers, direct numerical simulation is
still unfeasible. There exist different approaches to make the simulation of turbulent
flows numerically feasible, such as Reynolds-averaged Navier–Stokes equations (RANS)
or large eddy simulation approaches with turbulence modelling. In this work, we have
decided to rely on a RANS approach at the full order level which offers a good compromise
between accuracy and computational cost. It is out of the scope of this article to offer a
comprehensive introduction on turbulence models or to propose advances on mathematical
aspects of turbulence. Therefore, we refer the reader to classical textbooks on turbulence
modelling and mathematical aspects of turbulence [11–13].
In incompressible turbulent flows, there exist a large number of turbulence models,
used to outflank the difficulty in solving the dissipative scales, and using a projection-based
technique would require creating a new reduced order model for each of them. Secondly,
despite the large amount of theoretical work behind turbulence models, there are still a
number of empirical coefficients, and this makes the overall formulation less rigorous in
terms of physical principles. These considerations have been used to propose a reduced
order model that could be applied to any eddy viscosity turbulence model and that exploits
a projection-based technique for mass and momentum conservation and a data-driven
approach for the reconstruction of the eddy viscosity field. The model is constructed
extending the work done in [14,15] to geometrically parametrized problems [16] with a
modification of the approach to reconstruct the eddy viscosity mapping.
In the first part of this work, we present all the technicalities related to the imple-
mentation of the previously described hybrid method: Section 2.1 contains the finite
volume discretization of the incompressible Navier–Stokes equation employed for this
work, Section 2.2 explains the method we selected for the motion of the mesh due to ge-
ometrical parametrization, Section 2.3 introduces the reduced order model, Section 2.4
gives an overview of the actual algorithm used for the resolution, and Section 2.5 treats the
eddy viscosity evaluation. The second part of the paper is devoted to the presentation of
the results related to two different test cases: a classical academic back step with variable
slope of the step into Section 3.1 and a second, more applied one, shown in Section 3.2,
where the flow around an Ahmed body with variable slope of the rear part is resolved,
both revealing good behaviours and promising results. In the end, a few considerations
and possible future developments for this work are presented in Section 4.
2. Models and Methods
2.1. The Full Order Problem
In this work, we are interested in Reynolds-averaged Navier–Stokes (RANS) problems
in a geometrically parametrized setting. This section is devoted to the explanation of the
full order discretization employed to obtain a high fidelity solution.
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The problem we want to deal with is modelled by the following equations [17]:
∂u
∂t
+∇ · (u⊗ u) = ∇ ·
[





∇ · u = 0 in Ω(µ)




− pn = gN in ΓN
, (1)





(t, x, µ) stands for
the averaged pressure field divided by the constant density field ρ due to incompressibility,
ν is the kinematic viscosity, νt is the eddy viscosity, and gD is the boundary value to
be assigned on Dirichlet boundaries, while gN is the boundary value to be assigned on
the Neumann boundaries. The vector µ ∈ P ⊂ Rp represents the vector of dimension
p containing the parameters of the problem that, at this stage, can be both physical or
geometrical without any necessity of specification.
From now on, we will only consider steady-state problems. For this reason, the
time derivative into the momentum equation will be neglected. Moreover, we obtain
u(t, x, µ) = u(x, µ), p(t, x, µ) = p(x, µ), and we will refer to them as u and p for the sake
of simplicity.
For these kinds of applications, the use of finite volume techniques is common and reli-
able, even though finite element methods are widely used (see [18]), and mixed techniques
are available, too (see [19]). To approximate the problem by the use of the finite volume
technique, the domain Ω(µ) has to be divided into a tessellation T (µ) = {Ωi(µ)}Nh1 so that
every cell Ωi is a non-convex polyhedron, and
⋃Nh
i=1 Ωi(µ) = Ω(µ). For the sake of brevity,
from now on, we will refer to Ωi(µ) as Ωi.
The steady-state momentum equation written in its integral form for every cell of the
tessellation T reads as follows:∫
Ωi












dV = 0 .
Let us analyse this last equation, term by term. The convective term can be treated by
the use of Gauss’s theorem:∫
Ωi
∇ · (u⊗ u) dV =
∫
Si
u⊗ u · dS '∑
j
Sij · uij ⊗ uij = ∑
j
Fijuij ,
where Si is the total surface related to the cell i, Sij is the oriented surface dividing the two
neighbour cells i and j, uij is the velocity evaluated at the center of the face Sij, and Fij is
the flux of the velocity through the face Sij (see Figure 1). Two considerations have to be
underlined for this procedure. The first one is that uij is not immediately available in the
sense that all the variables of the problem are evaluated at the centre of the cells, while
here, an evaluation for the velocity is required at the center of the face. Many different
techniques are available to obtain it, but the basic idea behind them all is that the face value
is obtained by interpolating the values at the center of the cells. The second clarification
is about fluxes: during an iterative process for the resolution of the equations, they are
calculated by the use of the velocity obtained in the previous step so that the nonlinearity
is easily resolved.








where pij is the pressure evaluated at the centre of the face Sij.





Figure 1. Scheme of the relation between two neighbour cells of the tessellation T .
















= (ν + νt)i
∫
Ωi
∇ ·∇u dV = (ν + νt)i
∫
Si






where (ν + νt)i is the viscosity for the i-th cell, (ν + νt)ij is the viscosity evaluated at the
centre of the face Sij, and (∇u)ij refers to the gradient of the velocity evaluated at the
center of the face Sij. Notice that the gradient of the velocity is not known at the face of the
cell. If the mesh is orthogonal, the approximation of its flux is straightforward:
Sij · (∇u)ij ' |Sij|
ui − uj
|d| ,
where d is the vector connecting the centres of cells i and j. If the mesh is not orthogonal
(see Figure 1), a correction has to be added:
Sij · (∇u)ij ' |πij|
ui − uj
|d| + ωij · (∇u)ij ,
where Sij has been decomposed into a component parallel to d, namely πij, and another
one orthogonal to d, namely ωij. The term (∇u)ij is finally evaluated by interpolation
starting from the values (∇u)i and (∇u)j at the centres of the neighbor cells.


















|d| + ωij · (∇u)ij
]
= 0 ,
After having applied the necessary interpolation for the evaluation of face centre







= 0 , (2)
where Au is the matrix containing all the terms related to velocity in the discretized
momentum equation, Bp is the matrix containing the terms related to pressure in the same
equation, ∇(·) is the matrix representing the incompressibility constraint, and uh is the
vector where all the ui variables are collected, and the same applies for ph with respect to pi
having uh ∈ Uh ⊂ Rd Nh and ph ∈ Qh ⊂ RNh with d spacial dimension of the problem. The
interested reader can find deeper explanations of the finite volume discretization technique
in [17,20,21].
In this work, for what concerns the offline phase, a segregated pressure-based ap-
proach has been selected. In particular, the Semi-Implicit Method for Pressure-Linked Equations
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(SIMPLE) algorithm has been employed. This choice is due to the difficulties given by
velocity–pressure linked problems (see e.g., [22]).
To better understand the procedure, let us report here the crucial points about this
algorithm; they will be very useful later during the description of the ROM technique in
this paper.
First of all, we can divide the operator related to velocity into diagonal and extra-
diagonal parts so that
Auuh = Auh − H(uh) .
After this, recalling Equation (2), we can reshape the momentum equation as follows:





In an iterative algorithm, we can express both velocity and pressure as their value at a
previous iteration plus a correction term:
uh = u
∗ + u′ ph = p
∗ + p′ ,
where ∗ terms are the old ones, while ′ are the corrections terms. With some approxima-
tions for the mixed terms, the following relation holds:
uh = A
−1[H(u∗) + H(u′)− Bp p∗ − Bp p′] .
A major assumption is taken with the SIMPLE algorithm since the extra-diagonal term
H(u′) is discarded and set to zero. Of course, this makes the whole procedure no more
consistent, but on the other hand, it makes the resolution of the so-called pressure correction
step much easier. We then obtain
uh = A
−1[H(u∗)− Bp ph] . (3)
If we now apply the divergence operator to both sides of Equation (3), we end up with







⇒ [∇(·)]A−1Bp ph = [∇(·)]A−1H(u∗) .
2.2. Mesh Motion
When working in a finite volume environment, the geometrical parametrization matter
is complex to approach and treat. Some points have to be considered before starting:
• As shown in Section 2.1, also element-wisely, all the equations are written in their
physical domain;
• A finite volume mesh does not have a standard cell shape, resulting in an almost
random-shaped polyhedra collection;
• Mapping the equations to a reference domain may require the use of a nonlinear map,
but this choice would lead to a change in the nature of the equations of the problem
(see [23]).
For all the reasons above, it may not be a good idea to rewrite the problem into a
reference geometry to map it back to the real domain at the end of the resolution.
On the contrary, in this work, we decided always to operate on the real domains,
moving the real mesh during both the offline and online phases. In fact, since no mapping
is used, at the online level, everything is also calculated in the real domain that has to be
modelled according to the online parameter. This is the reason why we need a very efficient
strategy for the mesh motion: if it takes too much effort to be carried out, it compromises
all the benefits coming from the reduction.
To move the mesh, we use a radial basis function (RBF) interpolation strategy [24].
The general formula for the evaluation of the displacements of the grid reads









+ q(x) , (4)
where δ(x) is the displacement of the grid node positioned in x, Nb is the number of
selected control points on the moving boundary, ωi are some calculated weights, ϕ is
a fixed function whose support is a round area of predetermined radius r, xbi are the
coordinates of the control points, and q(x) is a polynomial.
The procedure can be summarized in the following steps:
1. Select the control points in the boundaries to be moved and shift their position
obeying the fixed motion rule selected for the geometry modification according to
the parameter dependent displacement law: they can be either all the points in the
boundary or just a fraction of their total amount if the dimension of the mesh is big
enough (see Figure 2), since the higher the number of control points, the bigger (and
more expensive) the resulting RBF linear problem to be solved;
2. Calculate all the parameters for the RBF to ensure the interpolation capability of
the scheme






ωiq(xbi ) = 0 ,














where Φ ∈ RNb×Nb contains the evaluations ϕ
(
‖xbi − xbj ‖
)
; P ∈ RNb×(d+1), with




for each row; α contains the coefficients for
the polynomial q(x); and δ
b
are the displacements for the control points, known a
priori (see [25]);
3. Evaluate all the remaining points of the grid by applying Equation (4).
r
Figure 2. Scheme of the RBF mesh motion procedure: original mesh on the left and deformed
boundary on the right, where red dots represent the control points, while blue circles show the
support of the function ϕ.
A few aspects have to be underlined about the procedure above:
• Equation (4) is used to move not only the internal points of the grid but also the points
located on the moving boundaries that are not selected as control points: even if their
displacement could be calculated exactly, changing their position by rigid translation
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while all the points of the internal mesh are shifted by the use of the RBF may lead to
a corrupted grid;
• Equation (5) requires the resolution of a dense linear problem whose dimension is
equal to Nb + d + 1. Thus, the number of control points has to be carefully selected.
Fortunately, the resolution of Equation (5) only has to be carried out once, storing all
the necessary parameters to be used in the following mesh motions;
• By the use of this mesh motion strategy, one ends up with meshes having all the
same topology, which is an important feature when different geometries have to
be compared.
2.3. The Reduced Order Problem
The resolution of Equation (1) for many different values of the parameter may become
unaffordable. For this reason, the scope of this work is to find an efficient way to obtain an
accurate solution at a lower computational cost, namely a reduced order model (ROM).
To pursue this goal, we rely on a POD–Galerkin technique. It consists of computing a
certain number of full order solutions si = s(µi), where µi ∈ T for i = 1, . . ., Nt, T being
the training collection of a certain number Nt of parameter values, in order to obtain the
maximum amount of information from this costly stage to be employed later on for a
cheaper resolution of the problem. These snapshots can be resumed at the end of the
resolution all together in a matrix S ∈ RNh×Nt , so that
S =
 s11 s21 . . . sNt1... ... ... ...
s1Nh s2Nh . . . sNt Nh
 , (6)
The idea is to perform the ROM resolution that is able to minimize the error EROM
between the obtained realization of the problem and its high fidelity counterpart. In the





β j(µ)ξ j(x) ,
where Nr ≤ Nt is a predefined number, namely the dimension of the reduced order solution
manifold; β j(µ) are some coefficients depending only on the parameter; and ξ j(x) are some
precalculated orthonormal functions depending only on the position.
The best performing functions ξ j are, in our case, the ones minimizing the L2-norm






∥∥∥sROMi − si∥∥∥L2 = Nt∑i=0




Using a proper orthogonal decomposition (POD) strategy, the required basis functions
are obtained through the resolution of the following eigenproblem, obtained with the
method of snapshots:
CV = Vλ ,
where C ∈ RNt×Nt is the correlation matrix between all the different training solutions,
V ∈ RNt×Nt is the matrix containing the eigenvectors, and λ ∈ RNt×Nt is the matrix where
eigenvalues are located on the diagonal. All the elements of C are composed by the L2
inner products of all the possible couples of truth solutions si and sj. Of course, the choice
of a POD procedure for the creation of the modal basis functions is not the only possible
one (see, e.g., [26–28]).
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What may be confusing about this last computation is the fact that the L2 norm is not
well defined since all the realizations are obtained for different parameter values and, thus,
for different domains. In this work, we overtake this problem by exploiting the fact that all
the meshes have the same topology. It is then possible to define a mid-configuration by the







µi for µi ∈ T .




The correlation matrix can then be easily assembled as
Cij = sTi Mmidsj ,
Mmid being the mass matrix defined for Ω(µmid).









All the basis functions can be collected into a single matrix:
Ξ = [ξ1, · · · , ξNr ] ∈ RNh×Nr .
It is used to project the original problem onto the reduced subspace so that the final system
dimension is only Nr. Supposing Nr  Nh, this procedure leads to a problem requiring a







Figure 3. Projection of the full order space Vh over the reduced one Vr spanned by the basis
functions Ξ, where Ah and Ar are the full order and reduced order matrices related to the considered
problem, respectively.
Many different methods can be chosen to solve the reduced problem. For example,
the whole system in Equation (1) can be assembled and projected in a monolitic approach,
or the equations can be treated one at a time in an iterative procedure. As we will see in
Section 2.4, in this work, we decided to deal with a segregated approach. This means that
the momentum predictor and pressure correction steps are iterated until convergence is
Fluids 2021, 6, 296 9 of 23
reached. Since the solution fields during these iterations vary a lot, from the first attempt for
the variables to the last resolution, the information contained in the converged snapshots
is not sufficient to ensure the correct reduced reconstruction of the path to the global
minimum for Equation (1).
To overtake this issue, the idea proposed here is to enrich the set of snapshots for the
matrix in Equation (6) by the use of some intermediate snapshots that are stored during









Nt , . . . , sNt
]
.
This procedure, of course, somehow pollutes the physical content of the resulting
POD basis functions, since the intermediate step solution’s physical meaning is almost














Figure 4. Scheme of the snapshot selection for every parameter µi: all red and black dots are collected
together to compose the train set. Here, siniti is the first attempt solution, s
j
i is the j-th iteration
solution, and s fi is the final converged snapshot.
2.4. The Reduced Order SIMPLE Algorithm
We present here a new strategy for the resolution of the reduced problem: since for
the full order solutions we rely on a segregated pressure based SIMPLE algorithm, the
application of a monolithic approach for what concerns the online phase would lead to
an inconsistency. In fact, the decoupling of the equations into the system reported in
Equation (1) requires a slight modification of their form. For this reason, we developed a
reduced order SIMPLE algorithm, based on the full order one, that simulates the high fidelity
behaviour for what concerns the convergence to the final solution, utilizing projection-based
techniques. In the following Algorithm 1, we present the main steps for the implementation
of this algorithm. For the interested reader, its laminar counterpart can be analyzed in more
detail in [16]. Turbulence in this algorithm is treated, as it can be done for the whole SIMPLE
family of algorithms, by the addition of an extra turbulent viscosity νt (see [13]).




p1, . . . , pNs
]
∈ RNh×Ns , Su = [u1, . . . , uNs ]R(d Nh)×Ns ,
where d is the space dimension of the problem, and Ns is the number of realizations equal
to the number of provided training parameter values.
For the application of a projection-based reduction procedure of Equation (1), two
different sets of basis functions have to be provided for pressure and velocity, respectively.
This means that the procedure we exposed in Section 2.3 has to be carried out for both Sp










aiψi = ΨTa ,
where Np ≤ Ns and Nu ≤ Ns are the selected number of modal basis functions chosen to
reconstruct pressure and velocity manifolds Vp and Vu, respectively, so that pr ∈ Vp =
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span{θ1, . . . θNp} and ur ∈ Vu = span{ψ1, . . . ψNu}, θi being the POD basis for pressure
and ψi the POD basis for velocity. Matrices Θ and Ψ contain the modal basis functions for
pressure and velocity.
Algorithm 1 The Reduced Order SIMPLE algorithm
Input: first attempt reduced pressure and velocity coefficients b? and a?; modal basis
functions matrices for pressure and velocity Θ and Ψ
Output: reduced pressure and velocity fields pr and ur
1: From b? and a?, reconstruct reduced fields p? and u?:
p? = ΘTb?, u? = ΨTa?;
2: Evaluate the eddy viscosity field νt;
3: Momentum predictor step: assemble the momentum equation, project and solve it to
obtain a new reduced velocity coefficients a??:
(ψi, Au? − H(u?) +∇p?)L2(Ω) = 0;
4: Reconstruct the new reduced velocity u?? and calculate the off-diagonal component
H(u??);
5: Pressure correction step: project pressure equation to get new reduced pressure coeffi-
cients b??:
(θi,∇ · [A−1∇p]−∇ · [A−1H(u??)])L2(Ω) = 0;
Then, correct the velocity explicitly after having reconstructed the new pressure p??;
6: Relax the pressure field and the velocity equation with the prescribed under-relaxation
factors αp and αu, respectively. The under-relaxed fields are called pur and uur;
7: if convergence then
8: ur = uur and p? = pur;
9: else
10: Assemble the conservative face fluxes Fij:
Fij = uij · Sij;
11: set u? = uur and p? = pur;
12: iterate from step 1.
13: end if
Fluid flows projection-based ROMs usually require being stabilized in some way (see,
e.g., [29–31]). For Navier–Stokes problems in particular, the use of stable snapshots does not
guarantee the Ladyzhenskaya–Brezzi–Babushka condition fulfilment for the saddle-point
problem (see [32]). The accuracy in the pressure field is of high relevance for many different
configurations (see [33]). In this case, the application of a segregated approach, also at the
reduced level, leads to the complete unnecessity of extra stabilization.
In step number 2 of Algorithm 1, no explanation is provided on how to evaluate the
eddy viscosity νt. This is a crucial point of the whole procedure and requires a deeper
analysis that we provide for the reader in Section 2.5.
2.5. Neural Network Eddy Viscosity Evaluation
Different possibilities are available for the closure of turbulent problems (see [34]);
to make the ROM independent from the chosen turbulence model in the full order
model (FOM), different approaches are eligible (see, e.g., [15,35]). In this case, a data-
driven approach is employed for the eddy viscosity νt. Similar to velocity and pres-
sure, first, the reduced eddy viscosity νtr is computed via POD on the snapshot matrix





ciζi = ZTc, (7)
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where ζi and ci are the POD modes and coefficients for eddy viscosity, respectively, and
Nνt ≤ Ns denotes the selected number of modes to reconstruct the eddy viscosity.
In contrast to the POD coefficients of velocity and pressure, which are obtained by
projecting the full order problem onto the respective POD modes and subsequently solving
the reduced order problem, the POD coefficients for the eddy viscosity are modelled via a
multilayer feedforward neural network. This neural network takes as the input the POD
coefficients for velocity a and the corresponding geometrical parameter values µ and maps
them to the POD coefficients of the turbulent viscosity c̃ (tilde denotes a prediction from

























Figure 5. Illustration of a neural network that maps the POD coefficients for velocity a ∈ RNu and
the parameter values µ ∈ Rp as inputs to the the POD coefficients c ∈ RNνt of the eddy viscosity νt
via Nl fully connected layers.
Subsequently, the basics of multilayer feedforward neural networks and their train-
ing process are briefly reviewed; for a comprehensive description, we refer to Goodfel-












The choice of what to use for the input is supported by the fact that the dependency
of the eddy viscosity field on the velocity field is well known because of the way the RANS
equations are constructed, while the dependency on the geometric parameters helps in the
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accuracy of the network. The mapping from this input vector to the coefficients for the
eddy viscosity c̃ is learned by the multilayer neural network via Nl fully connected layers:
c̃ = fNl ( fNl−1(. . . f1(W1x + b1) . . . )), (9)
where layer i (i = 1, . . . , Nl) performs an affine transformation of its input (specified by the
trainable weight matrix Wi and bias bi) that is subsequently passed through the (linear or
nonlinear) element-wise activation function fi.
To train the weights θ = {Wi, bi}Nli=1 in supervised learning, the empirical risk over
the training data J is minimized:







where p̃data and ntrain denote the empirical distribution of the training data and the number
of training samples, respectively; L(c̃, c) is a per-sample loss metric that describes the
discrepancy between target output c (given by training data) and predicted output c̃ (by
neural network).
As a loss function, we use the squared L2-loss function (also known as mean squared
error), the most common choice for the loss function in regression problems:
L = ‖c− c̃‖22. (11)
Employing this loss function, the objective function J is minimized using the Adam [37]
optimizer with minibatching, and the required gradients of the parameters with respect to
the loss function are calculated via backpropagation [38].
The hyperparameters of the neural network, which are the parameters that are not sub-
ject to optimization during training, were tuned for each test case separately by minimizing
the loss on a designated validation data set (while the accuracy evaluation of the neural
network was finally performed on a third set, referred to as a test set). The hyperparameters
subject to tuning were: the height and width of the neural network (i.e., the number of
hidden layers and units per hidden layer, cf. Figure 5), the activation functions for each
layer, and the learning rate as well as the batch size of the Adam optimizer. For the creation
and training of the neural networks, we employed the Python library PyTorch [39].
Remark 1. In Algorithm 1, prior to the Galerkin projection, due to the nonlinearity, we reconstruct
the full order model fields using the reduced coefficients for both the velocity and pressure fields.
This fact, also associated with the fact that the ROM code is not as optimized as the OpenFOAM
library, results in a reduced order model that has a computational cost which is comparable with
the full order model. In order to make the ROM methodology more efficient, it would be required
to develop a suitable hyper-reduction technique such as the discrete empirical interpolation [16]
method or a similar technique and properly optimize the ROM code.
3. Results
3.1. Academic Test Case
The first test case we propose for checking the effectiveness of the procedure previously
described is a classical 2D back step problem where the slope of the step is parametrized
and can be varied (see Figure 6).
All the results provided in this paper are obtained by the use of an in-house open
source library ITHACA-FV (In real Time Highly Advanced Computational Applications
for Finite Volumes) [40], developed in a finite volume environment based on the solver
OpenFOAM [41].
The set of equations we want to consider are the ones reported in Equation (1), where
gD = [1, 0, 0]
T , gN = 0, the eddy viscosity νt is obtained by the resolution of a k − ε
turbulence model, and ν = 1× 10−3.
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Figure 7. Cumulated eigenvalue trends.
Thus, a neural network has been constructed for the eddy viscosity approximation at
every reduced SIMPLE algorithm step as explained in Section 2.4.
The neural network employed here is composed by:
• An input layer, whose dimension is equal to the dimension of the reduced velocity,
i.e., 35, plus one for the parameter;
• Two hidden layers of dimensions 256 and 64 respectively;
• An output layer of dimension 25 for the reduced eddy viscosity coefficients.
The net is a fully connected one. Moreover, the neurons of the hidden layers are
characterized by the employment of ReLU activation functions. For the training procedure,
the Adam optimizer has been selected, and 104 epochs have been fixed.
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The training set is composed by both the intermediate and final solutions obtained
during the offline phase, randomly selected. To control the training procedure, a test set
has also been selected: 10 totally random new parameter values have been chosen and
their related full solutions have been calculated, saving both final and intermediate steps,
coherently with the offline snapshots used for training.
Looking at Figure 8, it can be noticed that there is a nice agreement between train and
test loss functions. This is a good indicator for the extrapolation capability of the net.









Figure 8. Loss function decay for both training and test sets.
In Figures 9–11, we show the comparisons between full order model (FOM) and
ROM solutions for velocity, pressure, and eddy viscosity. Two random angles have been
selected to show the behaviour of the model for both a very low parameter value and a
very high one.
As it may be noticed, the reconstruction of the reduced order model is very accurate,
and the errors are pretty low. The main differences between the high fidelity and the
reduced solutions are present for high values of the parameter. This is to be addressed
by the fact that the mesh is really distorted for those cases, and the good orthogonality
properties of the original mesh are lost. In any case, the model is able to tackle the full
order solution and can predict in a consistent way the correct solution.
As proof of what has just been said, we show in Figure 12 the trend of the L2 norm
relative errors while varying the dimension of the reduced manifolds for velocity and
pressure at the same time. The values presented in this plot are the mean relative errors
between 10 randomly chosen parameters for the online phase.
Figure 9. Comparison between velocity fields: FOM on top, ROM in the middle, and error between them on bottom for
µ = 4.8 and µ = 68.3.
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Figure 10. Comparison between pressure fields: FOM on top, ROM in the middle, and error between them on bottom for
µ = 4.8 and µ = 68.3.
Figure 11. Comparison between eddy viscosity fields: FOM on top, ROM in the middle, and error between them on bottom
for µ = 4.8 and µ = 68.3.



















Figure 12. L2 norm relative error for both velocity and pressure.
3.2. Ahmed Body
As the second test case, we chose an automotive external aerodynamic one: the Ahmed
body [42]. The Ahmed body is a generic vehicle: the flow around the back of this bluff body
contains the main flow structures that are also encountered for real-life vehicles. We defined
one geometrical parameter—the slant angle—using RBF mesh morphing (see Section 2.2).
Figure 13 shows the Ahmed body and illustrates the covered design space by the slant
angle parameter. As shown in experiments by Ahmed et al. [42] and Lienhart et al. [43],
three main flow regimes occur based on the slant angle: (1) below approximately 12°, the
flow remains attached over the slant; (2) between 12° and 30°, forming c-pillar vortices as
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well as recirculation regions at the top and base increases drag; and (3) at approximately
30°, the flow fully separates off the slant, thus leading to a sudden drag decrease.
Figure 13. Isometric view of the Ahmed body (left) and side views of the rear end with extreme values
of the slant angle parameter (right). The minimum and maximum slant angles are 15° (top) and 35°
(bottom), respectively.
The common practice for automotive external aerodynamics is the detached eddy sim-
ulation (DES) [44]; therein, the method of choice is the Spalart–Allmaras for the turbulence
model. As we intend to extend the RANS-based ROM presented in this article to DES in
future work, we already employ the Spalart–Allmaras turbulence model for the RANS
computations to resemble the operational simulation process.
At this stage, the study is restricted to the initial part of a single flow regime ranging
from 15° to 23°, which already constitutes a demanding task. We sampled this parameter
range uniformly with 20 RANS simulations using OpenFOAM®; these 20 simulations were
decomposed into 10 for training (offline phase) the ROM and 10 for assessing its accuracy
(online phase). The inlet velocity for the simulations was set to 40 m s−1, thus resulting in a
Reynolds number of ≈2.8× 106 based on the model length. Each mesh was created with
SnappyHexMesh® and contained about 200,000 cells. While from a CFD perspective, the
meshes are very coarse, they constitute a challenge for the ROM, and they are considerably
larger compared with those of the academic test case (35× 104 vs. 14× 103 cells). We chose
this rather coarse mesh as we aimed to at least qualitatively reproduce the experiments.
Figure 14 shows the corresponding cumulated eigenvalues for velocity, pressure, and
eddy viscosity. For the upcoming investigations, we chose to keep 30 POD modes for all
three fields.
As shown in Figure 15, we reproduced the three typical flow regimes encountered
in the experiments. We emphasize that to assess the accuracy of our ROM, we compare
the flow field predictions with respect to the FOM (and not the experiments). If a higher
accuracy of the ROM with respect to the experiments is desired, this can be achieved by
increasing the FOM accuracy, e.g., by refining the CFD mesh.
We saved every 20th of the total 2000 iterations as snapshots (velocity, pressure, and
eddy viscosity fields), resulting in 100 snapshots per simulated slant angle. Each simulation
took about 3 min on 16 CPU cores.
After assembling the snapshot matrices with the intermediate as well as the con-
verged iteration of the FOM simulations, we decomposed those matrices into modes and
coefficients via POD.
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Figure 14. Cumulated eigenvalues of the POD for velocity, pressure, and eddy viscosity.
As described in Section 2.5, the POD coefficients of the eddy viscosity are modelled via
a neural network. For the present test case, the input of this neural network—for each of the
1000 training samples (10 angle values times 100 saved iterations per angle)—is given by
the 30 POD coefficients of velocity and, additionally, the slant angle. The optimized neural
network architecture consists of two hidden layers with 128 units each, Tanh activation
functions, and a learning rate of 0.001 for the Adam optimizer, thereby using a batch size
of 128; the training was terminated after 10,000 epochs.
Similar to the academic test case, we assessed the model accuracy on the test dataset
(the 1000 samples corresponding to the 10 test geometries) and found that the model
generalizes well to unseen data.
With the trained neural network for the eddy viscosity, we are able to solve the reduced
order problem for test geometries, i.e., slant angle configurations not present in the training
data. Subsequently, we evaluate the ROM accuracy quantitatively and qualitatively by
comparing ROM and FOM results for the 10 test geometries. For the quantitative analysis,
we (1) compare the drag coefficients and (2) compare the relative L2-errors between the
velocity and pressure fields from ROM and FOM. For the qualitative comparison, we
compare the velocity and pressure fields on two slices through the computational domain
for two chosen test geometries. For one of those test geometries, we additionally inspect
the residual drop while solving the reduced order problem.
We start the accuracy assessment with the drag coefficient, the major quantity of
interest in the development of vehicle aerodynamics. As the drag coefficient of the ROM
is obtained by integrating the pressure and wall shear stress over the vehicle surface, this
investigation also allows us to implicitly assess the accuracy of surface field predictions for
those fields. Figure 15 shows the drag coefficient cd over the slant angle for the conducted
20 FOM simulations and indicates the even distribution in the parameter space of the
geometries used for training and testing.
The minimum and maximum absolute errors of the ROM are 1.5 (test sample at
slant angle 22.8°) and 3.0 (15.4°) drag counts, respectively, while the mean error over all
10 test samples amounts to 2.4 drag counts. The drag coefficient in automotive vehicle
aerodynamics is dominated by the pressure contribution (approximately 85% pressure and
15% viscous contribution for the present test case); accordingly, we found that the error in
surface pressure between ROM and FOM accounts for the majority of the total error in the
drag coefficient prediction. Therefore, the visible systematic offset between ROM and FOM
for the drag coefficient can probably be reduced by improving the pressure field prediction,
which is investigated next.
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Figure 15. Drag coefficient cd over slant angle for the 20 full-order simulations: the even distribution
of geometries into train and test sets is illustrated. For the test geometries, additionally, the ROM
prediction is shown. Albeit not used in the present study, the development of the drag coefficients
for higher slant angles is shown in black.
Figure 16 shows the relative L2-errors between ROM prediction and FOM (solid lines)
for velocity and pressure. As for the drag coefficient, the highest errors for both fields are
encountered for the test sample with 15.4° slant angle. The errors for pressure are one
magnitude higher compared with those for velocity. Additionally, the projection errors—
the lower bounds for the ROM errors—are shown (dashed lines). While for the velocity,
a ROM prediction error close to the projection error is achieved, there is still room for
improvement in the case of pressure (vertical distance between blue solid and dashed
lines). In the image we denote with prediction the relative L2-error between the results
obtained with the FOM (i.e., OpenFOAM simulations) and the results obtained with the
ROM (i.e., using Algorithm 1). With the term projection, we denote the relative L2-error
between the FOM solutions and the projection of the FOM solutions onto the space spanned
by the POD modes. These results, being the best representation of the solution fields, given
the POD space, give us reference values for the best accuracy that the ROM can achieve.























Figure 16. Quantitative errors of the ROM predictions for velocity and pressure fields of the test
samples (cf. Figure 15). The ROM error (solid lines) lines are compared with those from the projection
of the FOM solution into the POD subspace (dashed lines).
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Finally, Figures 17 and 18 compare the FOM and ROM fields qualitatively for velocity
and pressure, respectively. We chose the test samples with the lowest and highest slant
angle for this visual comparison.
(a) Test sample with slant angle 15.4°.
(b) Test sample with slant angle 22.8°.
0 10 20 30 40
Velocity Magnitude[m s−1]
0 0.2 0.4 0.6 0.8 1
Velocity Difference Magnitude [m s−1]
Figure 17. Qualitative comparison for the velocity on the centreplane (left) and a slice 0.24 m above the street (right): FOM
results (top), ROM predictions (middle), and difference (ROM− FOM, (bottom)) for the test sample with lowest (a) and
highest (b) slant angle.
For velocity and pressure, ROM and FOM results are in good agreement on both
presented slices. In accordance with the quantitative results, for both fields, the errors for
slant angle 15.4° are higher compared with those at 22.8°.
As the parametrization alters the vehicle geometry exclusively at the rear end, the
main flow field variations are expected to occur in the wake area of the vehicle; accordingly,
for velocity, the highest ROM errors are visible in this region. Additionally, smaller regions
at the top of the front end exhibit higher errors for both test samples.
For the pressure, the regions of highest errors are scattered around the vehicle surface.
Besides the wake region, in particular, below the vehicle underbody, high errors occur. The
deficiencies of the pressure prediction of the ROM near the surface likely result in relatively
high errors for the drag coefficients, which is a topic of improvement for future work.
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(a) Test sample with slant angle 15.4°.
(b) Test sample with slant angle 22.8°.
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Figure 18. Qualitative comparison for the pressure on the centreplane (left) and a slice 0.24 m above the street (right): FOM
results (top), ROM predictions (middle), and difference (ROM− FOM, (bottom)) for the test sample with lowest (a) and
highest (b) slant angle.
For the test geometry with the lowest slant angle, we also inspect the residuals while
solving the reduced order problem. The residuals drop approximately one and three orders
of magnitude for pressure and velocity, respectively. Even though the residual computation
differs for the FOM, forbidding a direct comparison of FOM and ROM residuals, the FOM
residuals also exhibit a rather small drop of three to four orders of magnitude. This small
drop of the residual even at the FOM level can be accounted for by the unsteady flow
around the stilts of the Ahmed body (comparable to vortex shedding around cylinders);
as we simulate the problem with the steady RANS approach, rather high and oscillating
residuals in the underbody region remain even after solver “convergence”. As mentioned
earlier, future efforts include the transition from steady RANS to unsteady DES, which will,
e.g., inherently model the unsteady flow around the stilts more accurately.
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4. Discussion
In this paper, we presented a new approach based on a technique that combines a
classical projection-based method concerning both the momentum equation and the incom-
pressibility constraint with a data-driven procedure regarding the eddy viscosity closure.
This choice revealed a wide applicability and flexibility since the turbulence model
selected for the offline phase does not affect the computations in any way during the online
phase. Moreover, the reconstruction of the eddy viscosity field is very accurate, as shown
in Section 3.1.
The reduced SIMPLE algorithm we presented here in Section 2.4, taking advantage
of the coupling between the accuracy of projection-based methods and the versatility of
neural networks, was shown to guarantee good approximations in widely different fluid
dynamics test cases. Moreover, the idea of collecting converged fields together with middle
iteration solutions ensures good convergence properties without showing relevant errors
due to the physical information pollution of the modal basis functions, as explained in
Section 2.3.
Finally, the choice of relying on an RBF approach for the mesh motion was demon-
strated to be effective while preserving a good shape of the modified mesh.
Concerning the efficiency of the online phase of the problem, some improvements
are still required, and a natural step forward for this kind of application would be the
development of hyper reduction techniques for the reduced operators. This task could
be also entrusted to neural network approaches, attempting to approximate the reduced
operators by the evaluation, e.g., of an autoencoder. In any case, the scope of this article was
not focused on highly efficient hyper reduction techniques. Thus, even if in this procedure,
we are still relying on reconstructed full-dimension reduced order fields to assemble the
equations, the results are, in any case, also appreciable in terms of the time consumed.
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