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PARAMÉTRISATION DES COURBES MULTIPLES PRIMITIVES
JEAN–MARC DRÉZET
Résumé. The primitive curves are the multiple curves that can be locally embedded in smooth
surfaces (we will always suppose that the associated reduced curves are smooth). These curves
have been defined and studied by C. Bănică and O. Forster in 1984. In 1995, D. Bayer and
D. Eisenbud gave a complete description of the double curves. We give here a parametrization of
primitive curves of arbitrary multiplicity. Let Zn = spec(C[t]/(tn)). The curves of multiplicity
n are obtained by taking an open cover (Ui) of a smooth curve C and by glueing schemes of
type Ui×Zn using automorphisms of Uij ×Zn that leave Uij invariant. This leads to the study
of the sheaf of nonabelian groups Gn of automorphisms of C ×Zn that leave the reduced curve
invariant, and to the study of its first cohomology set. We prove also that in most cases it is
the same to extend a primitive curve Cn of multiplicity n to one of multiplicity n+ 1, and to
extend the quasi locally free sheaf Dn of derivations of Cn to a rank 2 vector bundle on Cn.
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1. Introduction
Une courbe primitive est une variété Y de Cohen-Macaulay telle que la sous-variété réduite
associée C = Yred soit une courbe lisse irréductible, et que tout point fermé de Y possède un
voisinage pouvant être plongé dans une surface lisse. Ces courbes ont été définies et étudiées
par C. Bănică et O. Forster dans [1]. On s’intéresse plus particulièrement ici au cas où C, et
donc Y , sont projectives.
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Les courbes primitives les plus simples, c’est-à-dire les courbes de multiplicité 2, ont été précé-
demment utilisées par D. Ferrand dans [9]. Les courbes multiples apparaissent aussi fréquem-
ment dans l’étude des fibrés vectoriels (ou des faisceaux réflexifs) stables sur P3 (cf. [17], [18],
[26]). Les courbes doubles abstraites (c’est-à-dire non plongées) ont été classifiées par D. Bayer
et D. Eisenbud dans [2]. Le problème de leur déformation en courbes lisses a été abordé dans
[14].
Soient P un point fermé de Y , et U un voisinage de P pouvant être plongé dans une surface
lisse S. Soit z un élément de l’idéal maximal de l’anneau local OS,P de S en P engendrant l’idéal
de C dans cet anneau. Il existe alors un unique entier n, indépendant de P , tel que l’idéal de
Y dans OS,P soit engendré par (zn). Cet entier n s’appelle la multiplicité de Y . Si n = 2 on
dit que Y est une courbe double. Soit IC le faisceau d’idéaux de C dans Y . Alors le faisceau
conormal de C, L = IC/I2C est un fibré en droites sur C, dit associé à Y . Il existe une filtration
canonique
C = C1 ⊂ · · · ⊂ Cn = Y ,
où au voisinage de chaque point P l’idéal de Ci dans OS,P est (zi).
Soit L ∈ Pic(C). On plonge C dans le fibré dual L∗ vu comme un surface lisse, au moyen de
la section nulle. Alors le n-ième voisinage infinitésimal de C dans L∗ est une courbe primitive
de multiplicité n et de fibré en droites associé L. On l’appelle la courbe primitive triviale de
fibré associé L. Les autres exemples simples de courbes primitives sont les courbes de Cohen-
Macaulay qui sont plongées dans une surface lisse, et dont la courbe réduite associée est lisse.
Mais il en existe beaucoup d’autres.
Dans le cas des courbes doubles, D. Bayer et D. Eisenbud ont obtenu dans [2] la classification
suivante : si Y est de multiplicité 2, on a une suite exacte de fibrés vectoriels sur C
(1) 0 −→ L −→ ΩY |C −→ ωC −→ 0
qui est scindée si et seulement si Y est la courbe triviale. En particulier si C n’est pas projective,
Y est toujours triviale. Dans le cas où C est projective et Y non triviale, cette courbe est
entièrement déterminée par la droite de Ext1OC (ωC , L) induite par la suite exacte précédente.
Les courbes primitives non triviales de multiplicité 2 et de fibré en droites associé L sont donc
paramétrées par l’espace projectif P(Ext1OC (ωC, L)).
Le but du présent article est de donner une description analogue des courbes primitives de
multiplicité quelconque, et d’étendre certains résultats de [2]. On cherche à décrire les classes
d’équivalence de courbes primitives de multiplicité n de courbe réduite associée C, deux telles
courbes Cn, C ′n étant dites équivalentes s’il existe un isomorphisme Cn ≃ C
′
n induisant l’identité
sur C.
1.1. Construction des courbes primitives
1.1.1. Courbes multiples primitives abstraites – En général il n’existe pas de rétraction Y → C
(voir cette question traitée dans un cadre plus général dans [19]). Mais c’est vrai localement.
Pour tout ouvert U de C on note Y (U) l’ouvert correspondant de Y . On montre (théorème
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5.2.1) que pour tout point fermé P de C il existe un ouvert U de C contenant P tel qu’il existe
une rétraction Y (U)→ U . On a alors
Y (U) ≃ U × Zn,
avec Zn = spec(C[t]/(tn)). La courbe Y est donc obtenue en recollant des variétés du type
U × Zn. Cela conduit à la notion de courbe multiple primitive abstraite. Soit (Ui) un recou-
vrement ouvert (Ui) de C, et pour tous i, j, σij un automorphisme de Uij × Zn laissant Uij
invariant. On suppose qu’on a la relation de cocycle : σjk ◦ σij = σik sur Uijk. Le schéma obtenu
en recollant les Ui × Zn au moyen des σij est une courbe multiple primitive abstraite.
On montre qu’un tel schéma peut être plongé dans P3 (théorème 5.3.2). Les courbes multiples
primitives abstraites sont donc identiques aux courbes multiples primitives de [1].
1.1.2. Faisceaux de groupes d’automorphismes – Pour tout ouvert U de C soit Gn(U) le groupe
des automorphismes de U × Zn laissant U invariant. On obtient ainsi un faisceau de groupes
(non abéliens) Gn sur C. L’ensemble de cohomologie H1(C,Gn) s’identifie à celui des classes
d’isomorphisme de courbes multiples primitives de multiplicité n et de courbe réduite associée C.
La construction et les propriétés de la cohomologie des faisceaux de groupes non nécessairement
abéliens sont rappelées dans le chapitre 3.
Soient g ∈ H1(C,Gn), et Cn la courbe de multiplicité n induite. De l’action de Gn sur lui-
même par conjugaison on déduit un nouveau faisceau de groupes (Gn)g (faisceau obtenu par
recollement, cf. 3, [11]), qui s’identifie au faisceau de groupes AutC(Cn) des automorphismes
de Cn laissant C invariante. Cette construction s’applique aussi à tous les sous-faisceaux de
groupes distingués de Gn (cf. chapitre 3). On note AutC(Cn) le groupe des sections globales de
AutC(Cn).
La structure de Gn est étudiée dans le chapitre 4. On commence par traiter le cas de la C-algèbre
C[[x, t]]/(tn). Soit ρ : C[[x, t]]/(tn)→ C[[x]] la projection. On s’intéresse aux automorphismes
de C-algèbres φ de C[[x, t]]/(tn) tels que ρ ◦ φ = ρ. On montre qu’ils sont du type φµν , avec
µ, ν ∈ C[[x, t]]/(tn−1), ν inversible,
φµν(α) =
n−1∑
k=0
1
k!
(µt)k
dkα
dx
pour tout α ∈ C[[x]], et φµν(t) = νt (théorème 4.1.3). Les automorphismes de U × Zn ont une
description semblable pourvu que ωC|U soit trivial.
Les éléments de Gn(U) laissent invariant l’idéal (t). On en déduit un morphisme de restriction
ρn : Gn → Gn−1
qui est surjectif. L’application induite
H1(ρn) : H
1(C,Gn) −→ H
1(C,Gn−1)
associe à une courbe de multiplicité n la courbe de multiplicité sous-jacente de multiplicité
n− 1.
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En associant ν|C à φµν on définit un morphisme surjectif ξn : Gn −→ O∗C . Le morphisme induit
H1(ξn) : H
1(C,Gn) −→ H
1(C,O∗C) = Pic(C)
associe à la courbe multiple Y le fibré en droites associé L.
1.1.3. Courbes doubles – Soient L ∈ Pic(C), g0 ∈ H1(C,G2) l’élément correspondant à la courbe
double triviale C02 de fibré en droites associé L. On a des suites exactes
0 // TC // G2
ξ2
// O∗C
// 0,
0 // (TC)
g0 = TC ⊗ L // (G2)
g0 = AutC(C
0
2)
ξ
g0
2
// O∗C
// 0,
Il en découle une application surjective
λg0 : H
1(C, TC ⊗ L) −→ H
1(ξ2)
−1(L)
dont les fibres sont les orbites de l’action de C∗ (par multiplication) sur H1(C, TC ⊗ L). L’en-
semble H1(ξ2)−1(L) paramètre les courbes doubles de courbe réduite C et de fibré en droites as-
socié L. On peut retrouver ainsi la classification des courbes doubles de [2]. Si g ∈ H1(ξ2)−1(L),
on note E(g) le fibré vectoriel de rang 2 figurant dans une suite exacte
0 −→ TC −→ E(g) −→ L
∗ −→ 0
associée à un élément de Ext1OC (L
∗, TC) = H
1(C, TC ⊗ L) de λ−1g0 (g). Si C2 est la courbe double
correspondant à g, on a E(g) = (ΩC2|C)
∗.
1.1.4. Courbes de multiplicité n > 2 – On montre qu’on a
ker(ρn) ≃ TC ⊕OC
(proposition 4.5.2). Soient g ∈ H1(C,Gn), Cn la courbe multiple correspondante, de fibré en
droites associé L. Soient gk ∈ H1(C,Gk) l’image de g, pour 2 ≤ k < n. La description précise
de Gn permet de montrer qu’on a
(TC ⊕OC)
g = E(g2)⊗ L
n−1
(proposition 4.6.6). On a donc une suite exacte de faisceaux de groupes
0 −→ E(g2)⊗ L
n−1 −→ AutC(Cn) −→ AutC(Cn−1) −→ 0.
Cela permet de décrire l’ensemble H1(ξn)−1(gn−1), qui paramètre les courbes de multiplicité n
qui sont des prolongements de Cn−1. On a une application surjective
λg : H
1(C,E(g2)⊗ L
n−1) −→ H1(ξn)
−1(gn−1)
envoyant 0 sur g, et dont les fibres sont les orbites d’une action de AutC(Cn−1).
L’espace H1(C,E(g2)⊗ Ln−1) paramètre les classes d’équivalence de prolongements de Cn−1 en
courbe de multiplicité n si on considère que deux tels prolongements Cn, C ′n sont équivalents
s’il existe un isomorphisme Cn ≃ C ′n induisant l’identité sur Cn−1. L’action de AutC(Cn−1) sur
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H1(C,E(g2)⊗ L
n−1) est la suivante : si α ∈ AutC(Cn−1) et si i : Cn−1 → Cn est un prolonge-
ment de Cn−1, alors α.Cn est le prolongement
Cn−1
α−1
// Cn−1
  i // Cn.
Le fait que ker(ρn)g est un faisceau cohérent sur C entraine aussi que H1(ρn) est surjective. On
en déduit que toute courbe de multiplicité n− 1 peut être prolongée en courbe de multiplicité
n (proposition 5.1.1).
En utilisant le fait que toute courbe non projective est affine on en déduit aussi que si C n’est
pas projective les seules courbes multiples primitives dont la courbe réduite associée est C sont
les courbes triviales (ce résultat est prouvé pour les courbes doubles dans [2]).
Soit Cn−1 une courbe primitive de multiplicité n− 1, de courbe réduite associée C projective.
Les cas les plus simples où on peut décrire complètement les prolongements de Cn−1 en courbe
de multiplicité n sont énumérés en 5.6. Le cas où Cn−1 est triviale est traité dans 7.3.2 : on
obtient par exemple que si C est de genre positif, et si le degré du fibré en droites associé à
Cn−1 est négatif, alors les prolongements de Cn−1 en courbes de multiplicité n non triviales sont
paramétrés pas un espace projectif tordu. Les courbes triples sont complètement classifiées dans
le chapitre 8.
1.1.5. Éclatements – On décrit en 5.4 la procédure d’éclatement d’un point P d’une courbe
multiple primitive en terme de faisceaux de groupes. Elle se traduit par un morphisme surjectif
bPn,1 : H
1(C,Gn)→ H
1(C,Gn). On en déduit une généralisation du cas des courbes doubles traité
dans [2] (theorem 1.9).
1.1.6. Courbes scindées – Soient n ≥ 2 un entier et Cn une courbe multiple primitive de mul-
tiplicité n et de courbe réduite associée C. On dit que Cn est scindée s’il existe une rétraction
Cn → C. Les exemples les plus simples sont les courbes triviales. D’après [2] les seules courbes
doubles scindées sont les courbes triviales. Ceci n’est plus vrai en multiplicité supérieure à 2. On
peut classifier les courbes scindées en étudiant un autre faisceau de groupes non abéliens, qui
est un sous-faisceau de groupes (non distingué) de Gn, celui qui correspond aux automorphismes
de la forme φ0ν .
On peut décrire entièrement les courbes scindées de multiplicité 3. On considère une extension
0 −→ OC −→ E −→ L
∗ −→ 0
sur C, et soit σ ∈ Ext1OC (L
∗,OC) l’élément associé. On considère le plongement C ⊂ P(E) défini
par l’inclusion OC ⊂ E. Soit C3 la courbe de multiplicité 3 correspondante dans la surface P(E).
C’est une courbe scindée de fibré en droites associé L, et on montre qu’elles sont toutes de ce
type. La classe d’isomorphisme de C3 ne dépend que de Cσ. Les courbes scindées non triviales
de multiplicité 3 et de fibré en droites associé L sont donc naturellement paramétrées par
P(H1(C,L)) (proposition 8.4.1).
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1.1.7. Plongement des courbes multiples primitives dans des surfaces – (ce sujet n’est abordé
que dans l’Introduction). La surjectivité du morphisme bPn,1 de 1.1.5 (autrement dit le fait que le
“blowing-down” est toujours possible) est à mettre en relation avec le fait qu’une courbe multiple
primitive ne peut pas forcément être plongée dans une surface lisse. D’après [2], theorem 7.1, la
seule courbe double non triviale de courbe réduite associée P1 pouvant être plongée dans une
surface lisse est la courbe double déduite d’une conique plane. La démonstration utilise [16],
theorem 4.1. Le même résultat permet aisément de prouver que si Cn est une courbe multiple
primitive de multiplicité n ≥ 2 de courbe réduite associée C et de fibré en droites associé L
plongée dans une surface lisse, alors on a
deg(L) ≥ −4g − 5,
g désignant le genre de C, ou alors Cn est la courbe de multiplicité n induite par un plongement
de C dans un fibré en espaces projectifs comme indiqué dans 1.1.6. Mais si L est de degré très
négatif la construction des courbes multiples primitives indique qu’il en existe beaucoup d’autres
(les espaces H1(E(g2)⊗ Lk) deviennent très grands lorsque le degré de L diminue).
1.2. Faisceaux des dérivations et fibrés tangents restreints
D’après [2] une courbe double C2 de courbe réduite associée C est entièrement déterminée par le
fibré ΩC2|C de rang 2 sur C et par la suite exacte (1). On va généraliser partiellement ce résultat
aux courbes de multiplicité supérieure. Soit Cn une courbe multiple primitive de multiplicité
n > 2, de courbe réduite associée C projective et de fibré en droites associé L. On pose
Dn = (ΩCn)
∗,
qu’on appelle le faisceau des dérivations de Cn. C’est un faisceau quasi localement libre de rang
généralisé 2 sur Cn (cf. [7]), de type (0, . . . , 0, 1, 1) (c’est-à-dire qu’il est localement isomorphe
à OCn ⊕OCn−1).
On pose
Tn−1 = Dn|Cn−1,
qui est un faisceau localement libre de rang 2 sur Cn−1. On a aussi Tn−1 = (ΩCn|Cn−1)
∗. On
l’appelle le fibré tangent restreint de Cn. Si Cn est plongée dans une surface lisse, on a en
effet Tn−1 = TS|Cn−1 . Bien que ce soit un fibré sur Cn−1 il dépend effectivement de Cn, et plus
précisément de l’inclusion Cn−1 ⊂ Cn. La classe d’isomorphisme de Cn seule détermine Tn−1 à
l’action de AutC(Cn−1) près.
On a des inclusions canoniques
Dn−1 ⊗ IC ⊂ Tn−1 ⊗ IC ⊂ Dn
donc Tn−1 est un prolongement de Dn−1 en fibré vectoriel de rang 2 sur Cn−1. On montre
(corollaire 6.2.2) que si ΩC2|C est stable, si deg(L) ≤ 0, et si en cas d’égalité on a L
k 6≃ OC
pour 1 ≤ k < 2n, alors le prolongement Tn−1 de Dn−1 détermine complètement la courbe Cn.
De plus tout prolongement de Dn−1 en fibré de rang 2 sur Cn−1 correspond à un prolongement
de Cn−1 en courbe de multiplicité n.
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Les hypothèses du corollaire 6.2.2 entrainent que AutC(Cn−1) est trivial. La démonstration
repose sur une analyse dans 2.2 des prolongements de faisceaux quasi localement libres en
faisceaux localement libres. Cela conduit dans le cas de Dn−1 sur Cn−1 à une application linéaire
θ : Hom(TC , E ⊗ L
n−1) −→ H1(C,E ⊗ Ln−1)
(où E = Ω∗C2|C) telle que coker(θ) s’identifie naturellement aux prolongements de Dn−1 en fibré
vectoriel de rang 2 sur Cn−1. Si u ∈ H1(E ⊗ Ln−1), on note T(u) le prolongement de Dn−1
induit par u.
D’autre part H1(E ⊗ Ln−1) paramètre aussi les prolongements de Cn−1 en courbe de mul-
tiplicité n (cf. 1.1.4). De u on déduit donc un prolongement Cn de multiplicité n, d’où un
fibré de rang 2 Tn−1 prolongement de Dn−1. On note Tn−1(u) ce fibré Tn−1. On montre que
Tn−1(u) = T(−(n− 1)u) (théorème 6.2.1), d’où on déduit le corollaire 6.2.2.
1.3. Automorphismes des courbes multiples primitives
Soit Cn une courbe multiple primitive de multiplicité n ≥ 2, de courbe réduite associée C
projective et de fibré en droites associé L. Il existe un morphisme canonique
α : AutC(Cn) −→ C
∗
associant à un automorphisme de Cn l’automorphisme induit de L, qui est une homothétie. On
pose
Aut0C(Cn) = ker(α).
On montre (théorème 7.2.2) que si Cn n’est pas triviale, alors im(α) est fini. Mais Aut0C(Cn)
peut être non trivial. Pour le décrire il faut introduire une autre description des automorphismes
φµν de C[[x, t]]/(tn) tels que ν(x, 0) = 1. Soit D une dérivation de C[[x, t]]/(tn). On suppose que
(2) D(C[[x, t]]) ⊂ (t) et D((t)) ⊂ (t2).
Les dérivations qui ont ces propriétés sont celles qui se mettent sous la forme
D = at
∂
∂x
+ bt2
∂
∂t
,
avec a, b ∈ C[[x, t]]. On pose
χD =
n−1∑
k=0
1
k!
Dk : C[[x, t]]/(tn) −→ C[[x, t]]/(tn).
On définit ainsi un automorphisme de C[[x, t]]/(tn) tel que ρ ◦ φ = ρ. On montre (théorème
4.2.5) que pour tout automorphisme φµν de C[[x, t]]/(tn) tel que ν(x, 0) = 1 il existe une unique
telle dérivation D telle que φµν = χD.
Cette représentation des automorphismes a l’avantage de se globaliser. Pour étudier Aut0C(Cn)
il faut remplacer les dérivations précédentes par des sections de Dn−1 ⊗ IC (cf. 1.2), et on
définit de manière analogue les éléments χD de Aut0C(Cn) associés aux sections D de ce fibré.
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On montre (théorème 7.2.5) que les automorphismes χD sont les seuls éléments de Aut0C(Cn).
Comme ensemble, on a donc
Aut0C(Cn) = H
0(Cn−1,Dn−1 ⊗ IC),
mais évidemment la structure de groupe de Aut0C(Cn) n’est pas l’addition (ce groupe n’est en
général pas commutatif).
On donne dans le corollaire 7.2.3 de nombreux cas où AutC(Cn) est trivial.
Soit Cn−1 une courbe primitive de multiplicité n− 1 ≥ 2 et de courbe réduite associée C pro-
jective. On étudie en 7.3 l’action de AutC(Cn−1) sur H1(E ⊗ Ln−1) (où E = Ω∗C2|C). On en
déduit la classification des prolongements de Cn−1 en courbes de multiplicité n lorsque Cn−1 est
triviale. On obtient aussi un résultat qui est utilisé dans la classification des courbes triples.
1.4. Plan des chapitres suivants
Le chapitre 2 rassemble des rappels ou des résultats techniques utilisés dans les autres chapitres.
En particulier on décrit dans 2.2 les prolongements de faisceaux quasi localement libres en
faisceaux localement libres (cf. [7]). Dans 2.3 on donne des résultats concernant la cohomologie
de Čech qui permettront en particulier d’identifier certains faisceaux par la suite.
Le chapitre 3 est consacré à des rappels de résultats concernant la cohomologie des faisceaux
de groupes non nécessairement abéliens. On s’inspire ici de [11].
Dans le chapitre 4 on étudie en détail les faisceaux de groupes Gn mentionnés dans l’Introduc-
tion.
Le chapitre 5 est consacré à la construction et la paramétrisation des courbes multiples primi-
tives en utilisant les faisceaux de groupes Gn.
Le chapitre 6 traite de la relation entre les prolongements d’une courbe primitive Cn−1 de
multiplicité n− 1 en courbes de multiplicité n d’une part, et les prolongements du faisceau des
dérivations de Cn−1 en fibré de rang 2 d’autre part.
Dans le chapitre 7 on étudie les groupes d’automorphismes des courbes multiples primitives et
les actions de ces groupes intervenant dans la paramétrisation des courbes.
Le chapitre 8 est consacré à la description des courbes primitives triples.
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1.5. Notations
Soit n ≥ 1 un entier. On pose An = C[t]/(tn) , Zn = spec(C[t]/(tn)) .
Si α ∈ C[t], on note αi le coefficient de ti dans α. On emploie une notation analogue pour
d’autres anneaux, par exemple un anneau du type A[t]/(tn), A étant un anneau commutatif
unitaire.
Si X, Y sont des variétés algébriques, on note pX , pY les projections X × Y → X, X × Y → Y .
Si Y est une sous-variété fermée deX, on notera IY,X ou plus simplement IY le faisceau d’idéaux
de Y dans X.
2. Préliminaires
2.1. Courbes multiples primitives
(cf. [1], [27], [22], [4]).
Soient X une variété algébrique lisse connexe de dimension 3, et C ⊂ X une courbe lisse
connexe. On appelle courbe multiple de support C un sous-schéma de Cohen-Macaulay Y ⊂ X
tel que l’ensemble des points fermés de Y soit C. Autrement dit, Yred = C.
Soit n le plus petit entier tel que Y ⊂ C(n−1), C(k−1) désignant le k-ième voisinage infinitésimal
de C, c’est-à-dire IC(k−1) = IkC . On a une filtration C = C1 ⊂ C2 ⊂ · · · ⊂ Cn = Y où Ci
est le plus grand sous-schéma de Cohen-Macaulay contenu dans Y ∩ C(i−1). On appelle n la
multiplicité de Y .
On dit que Y est primitive si pour tout point fermé x de C, il existe une surface S de X
contenant un voisinage de x dans Y et lisse en x. Dans ce cas, L = IC/IC2 est un fibré en
droites sur C et on a ICj/ICj+1 = L
j pour 1 ≤ j < n. Soit P ∈ C. Alors il existe des éléments
x, y, t de mX,P (l’idéal maximal de OX,P ) dont les images dans mX,P/m2X,P forment une base,
et que pour 1 ≤ i < n on ait ICi,P = (x, y
i) .
Le cas le plus simple est celui où Y est contenue dans une surface lisse S de X. Dans ce cas il
est même inutile de mentionner la variété ambiente X. Supposons Y de multiplicité n. Soient
P ∈ C et f ∈ OS,P une équation locale de C. Alors on a ICi,P = (f
i) pour 0 ≤ j < n, en
particulier IY,P = (fn), et L = OC(−C) .
On notera On = OCn et on considèrera Oi comme un faisceau sur Cn de support Ci si 1 ≤ i < n.
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2.2. Prolongements en faisceaux localement libres
On utilise ici les notations et les résultats de [7].
Soient C une courbe projective lisse irréductible, Y = Cn une courbe multiple primitive de
multiplicité n ≥ 2 de courbe réduite associée C, et L = IC/IC2 , qui est un fibré en droites sur
C.
Soient r, s des entiers positifs et E un faisceau quasi localement libre de type (0, . . . , 0, r, s)
sur Cn, c’est-à-dire que pour tout point fermé P de Cn il existe un voisinage U de P tel que
E|U ≃ rOn−1|U ⊕ sOn|U . Soient E = E (2) (c’est-à-dire le sous-faisceau de E annulateur de In−1C )
et F = E/E. Alors E est un faisceau localement libre sur Cn−1 de rang R = r + s et F est
localement libre sur C de rang s. Le morphisme canonique E ⊗ IC → E induit un morphisme
injectif de fibrés vectoriels sur C
τE : F ⊗ L −→ E|C .
Réciproquement soient E un fibré vectoriel de rang r + s sur Cn−1 et F un fibré vectoriel de
rang s sur C. On s’intéresse aux extensions
0 −→ E −→ E −→ F −→ 0
sur Cn.
2.2.1. Proposition : On a une suite exacte canonique
(3) 0 // Ext1OC (F,E|C ⊗ L
n−2) // Ext1On(F,E)
β
// Hom(F ⊗ L,E|C) // 0.
Soient σ ∈ Ext1On(F,E) et 0→ E → E → F → 0 l’extension correspondante. Alors E est quasi
localement libre de type (0, . . . , 0, r, s) si et seulement si β(σ) est injectif. On a dans ce cas
β(σ) = τE et E = E (2).
Démonstration. D’après la suite spectrale des Ext (cf. [13], 7.3) on a une suite exacte
0 −→ H1(Hom(F,E)) −→ Ext1On(F,E) −→ H
0(Ext1On(F,E)) −→ 0.
Soient L une extension de IC en fibré en droites sur Cn et F une extension de F en fibré vectoriel
sur Cn (ces fibrés existent d’après [7], théorème 3.1.1). On a alors une résolution localement
libre de F sur Cn
· · ·F⊗ Ln
α2
// F⊗ L
α1
// F
α0
// F // 0
(par exemple α0 est la restriction F→ F|C = F , ker(α0) = F⊗ IC et α1 est défini par la
restriction L→ IC , etc...) On calcule Hom(F,E) et Ext1On(F,E) au moyen de la résolu-
tion précédente, et on obtient Hom(F,E) = ker(A1), Ext1On(F,E) = coker(A1), A1 étant le
morphisme Hom(F, E)→Hom(F⊗ L, E) déduit de α1. On en déduit immédiatement que
Hom(F,E) ≃ Hom(F,E|C ⊗ L
n−2), Ext1On(F,E) ≃ Hom(F ⊗ L,E|C), ces morphismes étant
indépendants du choix de L et F, d’où la suite exacte (3).
Soient σ ∈ Ext1On(F,E) et 0→ E → E → F → 0 l’extension associée. On a
β(σ) ∈ H0(Ext1On(F,E)), et si P ∈ C, β(σ)(P ) ∈ Ext
1
OnP
(FP , EP ) correspond à l’extension de
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OnP -modules 0→ FP → EP → EP → 0 . Pour démontrer la seconde partie de la proposition
il suffit de prouver le résultat suivant : si
0 −→ (r + s)On−1,P −→ M −→ sOCP −→ 0
est une suite exacte de OnP -modules correspondant à
α ∈ Ext1OnP (sOCP , (r + s)On−1,P ) ≃ Hom(sOCP , (r + s)OCP ),
alors M est quasi libre de type (0, . . . , 0, r, s) si et seulement si α est injectif. Soit z ∈ OnP un
générateur de ICP . La théorie classique des extensions montre queM est isomorphe au conoyau
du morphisme
α⊕ (×z) : sOnP −→ (r + s)On−1,P ⊕ sOnP ,
où α : sOnP → (r + s)On−1,P induit α et ×z est la multiplication par z. Le résultat en découle
aisément. 
2.2.2. Prolongement en faisceau localement libre – On considère une extension
0→ E → E → F → 0, avec E quasi localement libre de type (0, . . . , 0, r, s). On cherche à
construire des faisceaux localement libres F sur Cn tels que E ⊂ F et F2 = E2. Pour un tel
F on a alors
FC ≃ E|C ⊗ L
∗,
et un diagramme commutatif avec lignes exactes
0 // E // E // _

F // _
τE⊗IL∗

0
0 // E // F // E|C ⊗ L
∗ // 0
Soient σ ∈ Ext1On(F,E), σ
′ ∈ Ext1On(E|C ⊗ L
∗, E) associés aux suites exactes précédentes. Alors,
si
π : Ext1On(E|C ⊗ L
∗, E) −→ Ext1On(F,E)
est le morphisme induit par τE ⊗ IL∗ , on a π(σ′) = σ.
Réciproquement, si σ′ ∈ Ext1On(E|C ⊗ L
∗, E) est tel que π(σ′) = σ et que dans l’extension cor-
respondante 0→ E → F → E|C ⊗ L∗ → 0, F soit localement libre, alors on a une inclusion
naturelle E ⊂ F telle E (2) = F (2). La construction de F se ramène donc à celle de σ′.
On a un diagramme commutatif avec lignes exactes
0 // Ext1OC(E|C ⊗ L
∗, E|C ⊗ L
n−2)
i′
//
ψ


Ext1On(E|C ⊗ L
∗, E)
p′
//
pi

End(E|C) //

0
0 // Ext1OC (F,E|C ⊗ L
n−2)
i
// Ext1On(F,E)
p
// Hom(F ⊗ L,E|C) // 0
les flèches verticales étant induites par τE .
Si σ′ ∈ Ext1On(E|C ⊗ L
∗, E) et si 0→ E → F → E|C ⊗ L∗ → 0 est l’extension correspondante,
alors F est localement libre si et seulement si p′(σ′) est un isomorphisme (cf. [7]), et dans ce cas
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l’extension précédente est, à un automorphisme de E|C près, équivalente à l’extension canonique
0→ F (2) → F → F|C → 0. D’autre part, p(σ) est l’inclusion F ⊗ L ⊂ E|C .
2.2.3. Lemme : Il existe σ′ ∈ Ext1On(E|C ⊗ L
∗, E) tel que π(σ′) = σ et p′(σ′) = IE|C .
Démonstration. Soit σ0 ∈ Ext1On(E|C ⊗ L
∗, E) tel que p′(σ0) = IE|C . Alors on a
p ◦ π(σ0) = p(σ). Donc il existe λ ∈ Ext1OC (F,E|C ⊗ L
n−2) tel que σ = π(σ0) + i(λ). Puisque ψ
est surjectif il existe µ ∈ Ext1OC(E|C ⊗ L
∗, E|C ⊗ L
n−2) tel que λ = ψ(µ). On a alors
σ = π(σ0) + i ◦ ψ(µ) = π(σ0 + i
′(µ)),
et il suffit de prendre σ′ = σ0 + i′(µ). 
2.2.4. Classification des prolongements – Il existe donc bien des prolongements localement
libres F de E tels que F (2) = E (2). On note Pr(E) l’ensemble des classes d’isomorphisme de
prolongements de E .
On s’intéresse maintenant aux choix possibles pour les F précédents. Soit Γ = (E|C ⊗ L∗)/F .
On a une suite exacte
Hom(F,E|C ⊗ L
n−2)
θ
// Ext1OC (Γ, E|C ⊗ L
n−2)
τ
// Ext1OC(E|C ⊗ L
∗, E|C ⊗ L
n−2)
ψ
// Ext1OC(F,E|C ⊗ L
n−2) // 0 .
déduite de la suite exacte 0→ Γ→ E|C ⊗ L∗ → F → 0. Il découle de ce qui précède que les
σ′′ ∈ Ext1On(E|C ⊗ L
∗, E) tels que p′(σ′′) = IE|C et π(σ
′′) = σ sont de la forme σ′′ = σ′ + i′(µ),
avec µ ∈ coker(θ) ⊂ Ext1OC(E|C ⊗ L
∗, E|C ⊗ L
n−2). Les prolongements de possibles de E sont
donc les fibrés définis pas ces σ′′. On donc obtenu une application surjective
coker(θ) −→ Pr(E).
Le résultat suivant permet sous certaines hypothèses de conclure que les prolongements de F
en fibré vectoriel E de rang 2 tel que F (2) = E (2) sont classifiés par coker(θ).
2.2.5. Proposition : Soient V un faisceau localement libre de rang R sur Cn et V = V|C. On
suppose que deg(L) ≤ 0, LRk 6≃ OC pour 1 ≤ k < n et que V est stable. Alors V est simple.
Démonstration. On fait une démonstration par récurrence sur n, le résultat étant trivial si
n = 1. Supposons le vrai sur Cn−1. En considérant les suites exactes
0 −→ V ⊗ Ik+1C −→ V ⊗ I
k
C −→ V ⊗ L
k −→ 0
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on voit aisément que les hypothèses entrainent que Hom(V,V ⊗ IC) = {0}. On voit aussi que
H0(On) = C. Soit φ ∈ End(V). On en déduit un diagramme commutatif avec lignes exactes
0 // V ⊗ IC
i
//
φ0

V
p
//
φ

V //
f

0
0 // V ⊗ IC
i
// V
p
// V // 0
D’après l’hypothèse de récurrence et la stabilité de V , il existe λ0, λ ∈ C tels que
φ0 = λ0IV⊗IC , f = λIV . En utilisant l’inclusion V ⊗ L
n−1 ⊂ V ⊗ IC on voit que λ = λ0. Il
en découle qu’il existe un morphisme θ : V → V ⊗ IC tel que φ− λIV = i ◦ θ ◦ p. Puisque
Hom(V,V ⊗ IC) = {0} on a φ = λIV . 
2.2.6. Corollaire : On suppose que deg(L) ≤ 0, LRk 6≃ OC pour 1 ≤ k < n et que E|C est
stable. Alors l’application canonique
coker(θ) −→ Pr(E)
est bijective. Donc les prolongements de F en fibré vectoriel E de rang R tel que F (2) = E (2)
sont classifiés par coker(θ).
Démonstration. Soient σ, σ′ ∈ Ext1On(E|C ⊗ L
∗, E) tels que les extensions correspondantes
soient des prolongements localement libres E , E ′ isomorphes de F . Un isomorphisme φ : E ≃ E ′
induit un diagramme commutatif
0 // E //
φ′

E //
φ

E|C ⊗ L
∗ //
φ′′

0
0 // E // E ′ // E|C ⊗ L
∗ // 0
où la suite exacte du haut correspond à σ et celle du bas à σ′. D’après la proposition 2.2.5, φ,
φ′ et φ′′ sont des homothéties de même rapport, d’où σ = σ′. 
2.2.7. Interprétation en termes de 1-cocycles – Soit U = (Ui) un recouvrement ouvert de Cn
tel que F soit représenté par un 1-cocycle (φij) de U , φij : R.On|Uij ≃ R.On|Uij . On a donc des
isomorphismes φi : F|Ui ≃ R.On|Uij tels que φij = φiφ
−1
j . On suppose aussi que L|Ui est trivial :
soit ξi ∈ H0(Ui, L) une section ne s’annulant en aucun point et νij = ξ−1i ξj ∈ On(Uij)
∗.
On suppose que E et F sont triviaux sur les Ui (en tant que fibrés vectoriels sur Cn−1 et C
respectivement). On peut dans ce cas mettre φij sous la forme
φij =
(
Aij Bij
ξiCij Dij
)
,
avec Aij ∈ On(Uij)⊗ End(Cr), Bij ∈ On(Uij)⊗ L(Cs,Cr), Cij ∈ On−1(Uij)⊗ L(Cr,Cs),
Dij ∈ On(Uij)⊗ End(C
s), E étant représenté par (ψij),
ψij : r.On|Uij ⊕ s.On−1|Uij ≃ r.On|Uij ⊕ s.On−1|Uij ,
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de la forme
ψij =
(
Aij Bij
Cij Dij
)
,
où Dij ∈ On−1(Uij)⊗ End(Cs) est induit par Dij , c’est-à-dire que E est obtenu en recollant au
moyen des φij les sous-faisceaux r.On|Uij ⊕ s.On−1|Uij de R.On|Uij . De même les éléments de
Ext1OC(E|C ⊗ L
∗, E|C ⊗ L
n−2) sont représentés par des cocycles de la forme
µij =
(
aij bij
cij dij
)
,
et ceux qui proviennent de Ext1OC(Γ, E|C ⊗ L
n−2) sont représentés par des cocycles tels que
aij = 0, cij = 0. Les autres fibrés vectoriels E sont obtenus en prenant des 1-cocycles (φ′ij) de la
forme
φ′ij =
(
Aij Bij + ξ
n−1
i bij
ξiCij Dij + ξ
n−1
i dij
)
,
avec bij ∈ OC(Uij)⊗ L(Cs,Cr), bij ∈ OC(Uij)⊗ End(Cs). Le fibré vectoriel correspondant est
associé à l’image dans coker(θ) de l’élément de Ext1OC(Γ, E|C ⊗ L
n−2) défini par le cocycle
(ξn−1i bij , ξ
n−1
i dij).
2.3. Cohomologie de Čech et extensions
Soient X une variété projective lisse irréductible, et U = (Ui)i∈I un recouvrement de X par des
ouverts affines. On emploie les notations habituelles : Ui0...ip = Ui0 ∩ · · · ∩ Uip , etc.
On sait qu’on peut utiliser U pour calculer la cohomologie des faisceaux cohérents sur X
(cf. [15], chapter III, § 4). On peut définir des éléments de leurs groupes de cohomologie en
utilisant des cocycles au sens habituel. Mais parfois apparaissent des familles qu’on apellera
aussi cocycles bien que cela n’en soit pas toujours au sens strict. Par exemple étant donnés un
fibré vectoriel E et un fibré en droites L sur X, on peut représenter des éléments de H1(E ⊗ L)
de plusieurs façons : la première consiste à considérer des familles (eij ⊗ λij), où eij ∈ H0(Uij , E),
λij ∈ H
0(Uij , L). Les relations de cocycle sont dans ce cas
eij ⊗ λij + ejk ⊗ λjk = eik ⊗ λik
sur Uijk. Mais on peut aussi partir d’un cocycle (γij), γij ∈ O∗X(Uij) définissant L. Il existe donc
des isomorphismes γi : L|Ui ≃ OUi tels que γij = γiγ
−1
j . Posons e
′
ij = γi(λij)eij ∈ H
0(Uij , E).
Alors la famille (e′ij) représente le même élément de H
1(E ⊗ L) que (eij ⊗ λij), mais avec des
relations de cocycles différentes :
e′ij + γije
′
jk = eik
sur Uijk.
2.3.1. Torsion par un fibré en droites – Soient E un fibré vectoriel de rang r et L un fibré en
droites sur X, triviaux sur tout ouvert Ui. Donc on peut définir E (resp. L) par un cocycle
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(φij) (resp. (νij)), avec φij : OUi ⊗ C
r ≃ OUi ⊗ C
r, νij : OUi ≃ OUi . Alors il est aisé de voir que
(νijφij) est un cocycle définissant le fibré vectoriel E ⊗ L.
2.3.2. Construction des extensions - Soient E, F des fibrés vectoriels sur X, triviaux sur tous
les ouverts Ui, de rangs r et s respectivement. Alors E, F sont définis par des familles de
cocycles (ǫij), (φij), où ǫij : Uij → GL(r,C), φij : Uij → GL(s,C) , qui sont définis eux-mêmes à
partir de trivialisations ǫi : E|Ui → OUi ⊗ C
r, φi : F|Ui → OUi ⊗ C
s par ǫij = ǫiǫ−1j , φij = φiφ
−1
j .
Soient σ ∈ Ext1(F,E), et
0 −→ E −→ Γ −→ F −→ 0
l’extension correspondante. Soit (δij) (où δij : F|Uij → E|Uij) une famille représentant σ. On
en déduit une famille de cocycles (γij) représentant Γ, avec γij : Uij → GL(r + s,C), re-
présenté par la matrice
(
ǫij ǫiδijφ
−1
j
0 φij
)
. Il existe alors une famille (γi) d’isomorphismes,
γi : Γ|Ui → OUi ⊗ C
r+s, telle que γij = γiγ−1j pour tous i, j.
2.3.3. Description des sections d’une extension – Soient E ′, E ′′ des fibrés vectoriels sur X,
L′, D des fibrés en droites sur X. On suppose que leurs restrictions à tous les ouverts Ui sont
triviales. On peut représenter L′, D par des cocycles de U , (λ′ij), (δij) respectivement. Soient
λ′i : L
′
|Ui
≃ OUi , δi : D|Ui ≃ OUi
des trivialisations telles que λ′ij = λ
′
iλ
′
j
−1, δij = δiδ−1j sur Uij. Soit
σ ∈ Ext1(E ′′ ⊗D,E ′ ⊗ L′ ⊗D),
représenté par un cocycle (σij), avec
σij : (E
′′ ⊗D)|Uij −→ (E
′ ⊗ L′ ⊗D)|Uij .
Soit
0 −→ E ′ ⊗ L′ ⊗D −→ Γ −→ E ′′ ⊗D −→ 0
l’extension correspondant à σ. On peut construire Γ en recollant les fibrés
[(E ′′ ⊗D)⊕ (E ′ ⊗ L′ ⊗D)]|Ui au moyen des automorphismes
(
I σij
0 I
)
. Une section de Γ peut
donc être représentée par des sections ǫ′′i , ǫ
′
i de (E
′′ ⊗D)|Ui, (E
′ ⊗ L′ ⊗D)|Ui respectivement
telles que sur Uij on ait
ǫ′i = ǫ
′
j + σijǫ
′′
j , ǫ
′′
i = ǫ
′′
j .
Posons γij = λ′iσij : E
′′
Uij
→ E ′Uij , e
′
i = λ
′
iδiǫ
′
i ∈ H
0(Ui, E
′
i), e
′′
i = δiǫ
′′
i ∈ H
0(Ui, E
′′
i ). Les relations
précédentes s’écrivent
e′i = δij(λ
′
ije
′
j + γije
′′
j ), e
′′
i = δije
′′
j .
Réciproquement, des familles (e′i), (e
′′
i ) vérifiant ces relations définissent une section de Γ. Cela
peut être étendu aux sections locales de Γ. Ce résultat est utilisé dans la proposition 4.6.6 pour
identifier un fibré vectoriel.
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3. Faisceaux de groupes non abéliens
On rappelle ici quelques résultats de [11] qu’on adaptera à nos besoins.
Soient X un espace topologique et G un faisceau de groupes sur X.
3.1. Cohomologie de dimension 1
3.1.1. Cochaines et cocycles – Soit U = (Ui)i∈I un recouvrement ouvert de X. On appelle 0-
cochaine de U à valeurs dans G une famille (gi)i∈I , avec gi ∈ G(Ui). On appelle 1-cochaine
de U à valeurs dans G une famille (gij)i,j∈I,i 6=j, où gij ∈ G(Uij) (avec Uij = Ui ∩ Uj). On dit
que (gij) est un 1-cocycle si pour tous i, j, k on a gijgjk = gjk sur Uijk = Ui ∩ Uj ∩ Uk (en
convenant que pour tout i, gii est la section élément neutre). Deux 1-cochaines (gij), (g′ij) sont
dites cohomologues s’il existe une 0-cochaine (hi) de U à valeurs dans G telle que pour tous i,
j ont ait g′ij = higijh
−1
j . Si c’est le cas, (gij) est un 1-cocycle si et seulement si (g
′
ij) en est un.
3.1.2. Cohomologie de dimension 1 – La cohomologie est une relation d’équivalence dans l’en-
semble de 1-cocycles de U à valeurs dans G. L’ensemble des classes d’équivalence est noté
H1(U , G). En général, si G n’est pas un faisceau de groupes abéliens, il n’existe pas de struc-
ture naturelle de groupe sur cet ensemble, mais il contient un élément particulier, appelé élément
neutre : la classe de la famille des éléments neutres des G(Uij).
Si V est un recouvrement ouvert de X plus fin que U il existe une application naturelle
H1(U , G)→ H1(V, G) qui est injective et envoie l’élément neutre de H1(U , G) sur celui de
H1(V, G). Ces injections permettent de définir l’ensemble de cohomologie H1(X,G) de X à
valeurs dans F comme limite inductive des H1(U , G). Cet ensemble est lui aussi muni d’un
élément neutre noté e. Pour tout recouvrement ouvert U de X on a donc une application in-
jective canonique H1(U , G)→ H1(X,G) qui envoie l’élément neutre de H1(U , G) sur celui de
H1(X,G).
Soit f : G→ H un morphisme de faisceaux de groupes sur X. On en déduit un morphisme
de groupes H0(f) : H0(X,G)→ H0(X,H) et une application H1(f) : H1(X,G)→ H1(X,H)
(définie de manière évidente au niveau des 1-cocycles) qui envoie l’élément neutre de H1(X,G)
sur celui de H1(X,H).
3.1.3. Recouvrements acycliques – Un recouvrement ouvert U de X est dit acyclique pour G si
pour tout ouvert U de U on a H1(U,G) = {e}. Si U est acyclique pour G, alors l’application
canonique H1(U , G)→ H1(X,G) est bijective.
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3.1.4. Actions de faisceaux de groupes – Soient G, H des faisceaux de groupes sur X, et
supposons que H agisse sur G (l’action est supposée compatible avec les structures de groupe).
Soit z ∈ H1(X,H), représenté par un 1-cocycle (zij) relativement à un recouvrement ouvert
U = (Ui) de X. On définit un nouveau faisceau de groupes Gz sur X de la façon suivante :
on recolle les faisceaux G|Ui au moyen des isomorphismes zij : G|Uij → G|Uij . On a donc des
isomorphismes θi : Gz|Ui → G|Ui et des triangles commutatifs
Gz|Uij
θj
||②②
②②
②②
②② θi
""❊
❊❊
❊❊
❊❊
❊
G|Uij
zij
// G|Uij
Comme le suggère la notation employée, Gz ne dépend que du choix de z.
Les sections de Gz sont représentées par des familles (γi), où γi ∈ G(Ui), telles que γi = zijγj
sur Uij .
Les éléments de H1(X,Gz) sont représentés par des familles (ρij), où ρij ∈ G(Uij), telles que
ρ−1ij ρik = zijρjk sur Uijk (il peut être nécessaire de remplacer U par des recouvrements plus
fins pour représenter ainsi tous les éléments de H1(X,Gz)). Le 1-cocycle à valeurs dans Gz
correspondant à (ρij) est θ−1i (ρij).
Si G est un faisceau de groupes abéliens, il en est de même de Gz et les groupes de cohomologie
Hp(X,Gz) sont définis pour tout entier p ≥ 0. On peut alors représenter dans ce cas les éléments
de Hp(X,Gz) de manière analogue. Par exemple les éléments de H2(X,Gz) sont représentés
par des familles (ρijk), où ρijk ∈ G(Uijk), telles que ρijkρ−1ijl ρikl = zijρjkl sur Uijkl.
3.2. Suite exacte de cohomologie
Dans toute la suite on suppose que X est paracompact. C’est le cas par exemple si c’est une
variété algébrique munie de la topologie de Zariski. Soient G un faisceau de groupes sur X,
Γ ⊂ G un sous-faisceaux de groupes distingué (c’est-à-dire que pour tout ouvert U de X, Γ(U)
est un sous-groupe distingué de G(U). On peut donc définir le faisceau de groupes quotient
G/Γ, et on a une suite exacte
0 // Γ
i
// G
p
// G/Γ // 0.
Soient A1, . . . , An des ensembles munis d’un élément privilégié e, et
A1
f1
// A2 // · · · // An−1
fn−1
// An
une suite d’applications. On dit que cette suite est exacte si pour 1 < i < n on a
f−1i (e) = fi−1(Ai−1) .
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3.2.1. Proposition : On a une suite exacte canonique d’ensembles
0 // H0(X,Γ)
H0(i)
// H0(X,G)
H0(p)
// H0(X,G/Γ)
δ
//
H1(X,Γ)
H1(i)
// H1(X,G)
H1(p)
// H1(X,G/Γ) .
La sous-suite
0 // H0(X,Γ)
H0(i)
// H0(X,G)
H0(p)
// H0(X,G/Γ)
de la précédente est une suite exacte de groupes. De plus, deux sections c, c′ de G/Γ ont même
image par δ si et seulement si cc′−1 est l’image par H0(p) d’une section de G.
Le groupe H0(X,G/Γ) agit sur H1(X,Γ) de la façon suivante : soient a ∈ H1(X,Γ), représenté
par un 1-cocycle (γij) d’un recouvrement U = (Ui) de X, et c ∈ H0(X,G/Γ). On peut prendre
U suffisamment fin pour que pour tout i, c|Ui s’étende en ci ∈ G(Ui). On voit aisément que
(ciγijc
−1
j ) est un 1-cocycle de U à valeurs dans Γ et que l’élément correspondant de H
1(X,Γ) ne
dépend que de a et c. On notera σ(c)a cet élément. On obtient ainsi une action de H0(X,G/Γ)
sur H1(X,Γ), qui permet de décrire l’application δ : on a, pour tout c ∈ H0(X,G/Γ)
δ(c) = σ(c−1)e.
3.2.2. Proposition : Soient γ, γ′ ∈ H1(X,Γ). Alors on a H1(i)(γ) = H1(i)(γ′) si et seulement
si γ et γ′ sont dans la même H0(X,G/Γ)-orbite.
3.2.3. Les fibres de H1(p) – On va utiliser l’action du faisceau de groupes G par conjugaison sur
Γ, G et G/Γ. Soient ω ∈ H1(X,G/Γ) et g ∈ H1(X,G) tel que H1(p)(g) = ω. Supposons que g
soit représenté par un 1-cocycle (gij) d’un recouvrement ouvert U = (Ui) de X. En remplaçant
au besoin U par un recouvrement ouvert plus fin, on voit qu’un autre élément de H1(p)−1(ω)
est représenté par un 1-cocycle de la forme (γijgij), avec γij ∈ Γ(Uij). Réciproquement, une
1-cochaine (γijgij), avec γij ∈ Γ(Uij) est un 1-cocycle si et seulement si pour tous i, j, k on a
γ−1ij γik = gijγjkg
−1
ij ,
c’est-à-dire si et seulement si (γij) induit un 1-cocycle de U à valeurs dans Γg (cf. 3.1.4). On
définit ainsi une application surjective
λg : H
1(X,Γg) −→ H1(p)−1(ω)
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qui envoie l’élément neutre de H1(X,Γg) sur g. Si on part d’un autre élément g′ de H1(p)−1(ω),
il existe une bijection αg,g′ : H1(X,Γg)→ H1(X,Γg
′
) telle que le diagramme suivant soit com-
mutatif :
H1(X,Γg)
λg
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
αg,g′

H1(p)−1(ω)
H1(X,Γg
′
)
λg′
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
3.2.4. Le cas où Γ est commutatif – Dans ce cas on a Γg = Γg
′
. En effet on peut supposer que g′
est représenté par un 1-cocycle du type (uijgij) de U , avec uij ∈ Γ(Uij) (on a g′ = λg(u), u étant
représenté par (uij)) et l’action de gij : Γ(Uij)→ Γ(Uij) est la même que celle de uijgij. Soit
u ∈ H1(X,Γg) l’élément induit par (uij). Alors αg,g′ : H1(X,Γg)→ H1(X,Γg) est la translation
w → w − u.
On suppose dans toute la suite que Γ est commutatif.
3.2.5. L’image de H1(p) – On considère l’action par conjugaison de G/Γ sur Γ. Soit
ω ∈ H1(X,G/Γ). On en déduit un élément ∆(ω) de H2(X,Γω), défini de la façon suivante : il
existe un recouvrement ouvert U = (Ui) de X tel que ω soit défini par un 1-cocycle (ωij) de U
tel que pour tous i, j il existe un gij ∈ G(Uij) au dessus de ωij . On suppose que gji = g−1ij . Pour
tous indices i, j, k on a γijk = gijgjkgki ∈ Γ(Uijk), (γijk) est un 2-cocycle de U à valeurs dans
Γω et ∆(ω) est l’élément induit de H2(X,Γω).
3.2.6. Proposition : On a ∆(ω) = 0 si et seulement si ω est dans l’image de H1(p).
3.2.7. Corollaire : Si X est une courbe algébrique et si Γ est un faisceau cohérent sur X,
alors H1(p) est surjective.
3.2.8. Suites exactes induites – Le faisceau de groupes G agit par conjugaison sur Γ, G et G/Γ.
Pour tout g ∈ H1(X,G), Γg s’identifie naturellement à un sous-faisceau de groupes de Gg et on
a un isomorphisme canonique (G/Γ)g ≃ Gg/Γg. On a donc une suite exacte
0 −→ Γg −→ Gg −→ (G/Γ)g −→ 0.
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3.2.9. Proposition : Soit ω = H1(p)(g). Alors les fibres de λg : H1(X,Γg) −→ H1(p)−1(ω)
sont les orbites de l’action de H0(X, (G/Γ)g) sur H1(X,Γg).
Soit g′ ∈ H1(p)−1(ω). Alors on a (G/Γ)g = (G/Γ)g
′
et Γg = Γg
′
, mais les actions de
H0(X, (G/Γ)g) sur H1(X,Γg) et H1(X,Γg′) ne sont pas les mêmes : si (γ, v)→ γv dénote
l’action de H0(X, (G/Γ)g) sur H1(X,Γg) et (γ, v)→ γ ∗ v celle sur H1(X,Γg
′
), on a
γ ∗ v = γ(v + u)− u
pour tous g ∈ H0(X, (G/Γ)g), v ∈ H1(X,Γg), u désignant un élément de H1(X,Γg) tel que
λg(u) = g
′.
4. Faisceaux de groupes d’automorphismes
Soit C une courbe irréductible lisse. On étudie ici le faisceau Gn des automorphismes de C × Zn
laissant invariants C, et sa cohomologie de dimension 1. On commence par étudier les auto-
morphismes de l’anneau C[[x, t]] laissant invariante la projection C[[x, t]]→ C[[x]].
4.1. Automorphismes de C[[x, t]]
Soit ρ : C[[x, t]]→ C[[x]] le morphisme de C-algèbres défini par ρ(
∑
i≥0,j≥0
αijx
itj) =
∑
i≥0
αi0x
i .
Soit φ un endomorphisme de la C-algèbres C[[x, t]] tel que ρ ◦ φ = ρ. Alors on peut écrire
(4) φ(α) = α + η(α)t pour tout α ∈ C[[x]], φ(t) = νt,
avec ν ∈ C[[x, t]], η étant une application linéaire C[[x]]→ C[[x, t]] telle que pour tous
α, β ∈ C[[x]] on ait
(5) η(αβ) = αη(β) + η(α)β + tη(α)η(β).
Réciproquement, si η est une telle application et ν ∈ C[[x, t]], il est aisé de voir qu’il existe un
unique endomorphisme φ de C[[x, t]] tel que ρ ◦ φ = ρ et que (4) soit vérifié.
4.1.1. Lemme : L’endomorphisme φ est un automorphisme si et seulement si ν est inversible.
Démonstration. Supposons que φ soit un automorphisme. Il existe alors u ∈ C[[x, t]] tel que
φ(u) = t. On peut écrire u = u0 + tu1, avec u0 ∈ C[[x]]. On a alors t = u0 + t(η(u0) + φ(u1)ν),
donc u0 = 0 et t = φ(u1)νt, d’où φ(u1)ν = 1 et ν est inversible.
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Réciproquement, supposons que ν soit inversible. Soit u ∈ C[[x, t]]. Il suffit de montrer qu’il
existe une suite unique (vn)n≥0 telle que pour tout n ≥ 0 il existe wn ∈ C[[x, t]] tel que
φ(v0 + v1t+ · · ·+ vnt
n) = u+ tn+1wn.
On montre l’existence et l’unicité de vn par récurrence sur n. On a nécessairement v0 = ρ(u).
Supposons v0, . . . , vn construits. On doit donc avoir
φ(v0 + v1t + · · ·+ vnt
n + vn+1t
n+1) = u+ tn+1(wn + ν
n+1φ(vn+1)) = u+ t
n+2wn+1.
La seule solution est vn+1 = −ρ(ν−n−1wn). 
Soient µ,∈ C[[x, t]]. On définit ηµ : C[[x]]→ C[[x, t]] par
(6) ηµ(α) =
∑
i≥1
1
i!
diα
dxi
µiti.
On vérifie aisément que (5) est vraie pour η = ηµ. Il est facile de voir qu’on a
(7) α + ηµ(α)t = α(x+ µt).
Si ν ∈ C[[x, t]], on note φµν l’endomorphisme de C[[x, t]] tel que
φµν(α) = α + ηµ(α)t pour tout α ∈ C[[x]] et φµν(t) = νt.
4.1.2. Proposition : Si µ, µ′ ∈ C[[x, t]] et ν, ν ′ ∈ C[[x, t]], on a
φµ′ν′ ◦ φµν = φµ”ν”,
avec
µ” = µ′ + ν ′φµ′,ν′(µ), ν” = ν
′φµ′,ν′(ν).
Démonstration. Découle aisément de (6). 
Étant donné que φ0,1 = IC[[x,t]], on en déduit que si ν ∈ C[[x, t]] est inversible, alors on a
φ−1µν = φµ′,ν′, avec
(8) µ′ = −φ−1µν (
µ
ν
), ν ′ = φ−1µν (
1
ν
).
4.1.3. Théorème : Pour tout endomorphisme φ de C[[x, t]] tel que ρ ◦ φ = ρ il existe un
unique µ ∈ C[[x, t]] et un unique ν ∈ C[[x, t]] tels que φ = φµν.
Démonstration. La démonstration la plus simple consiste à dire que φ est entièrement déterminé
par ses valeurs sur x et t, qui doivent être de la forme φ(x) = x+ µt, φ(t) = νt. On donne ci
dessous une autre démonstration qui peut s’étendre, contrairement à la précédente, à d’autres
anneaux (cf. 4.3).
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On sait déjà qu’il existe ν ∈ C[[x, t]] tel que φ(t) = νt. On montre d’abord qu’on peut supposer
que ν est inversible. Dans le cas contraire on remplace φ par l’endomorphisme φ′ égal à φ sur
C[[x]] et tel que φ′(t) = (1 + ν)t. S’il existe µ ∈ C[[x, t]] tel que φ′ = φµ,ν+1 alors on a φ = φµν .
On cherche µ =
∑
i≥0
µit
i (avec µi ∈ C[[x]]), et on va construire µn par récurrence sur n. Posons
µ(n) =
n∑
i=0
µit
i, ν(n) =
n∑
i=0
νit
i.
On va choisir les µi de telle sorte que pour tout n ≥ 0 on ait
(9) im(φ ◦ φ−1
µ(n)ν(n)
− IC[[x,t]]) ⊂ (t
n+2).
Remarquons que cette inclusion reste vraie si on ajoute à µ(n) où à ν(n) un multiple de tn+1.
En particulier on aura finalement φ ◦ φ−1µν = IC[[x,t]], c’est-à-dire φ = φµν .
Considérons la décomposition (4) de φ. On peut écrire η = η0 + tη1, avec η0 : C[[x]]→ C[[x]]. La
relation (5) entraîne que η0 est une dérivation, donc est de la forme η0 = µ0 ddx , avec µ0 ∈ C[[x]].
On vérifie alors aisément l’inclusion (9) pour n = 0.
Supposons µ0, . . . , µn trouvés, tels que (9) soit vraie. On peut donc écrire
φ ◦ φ−1
µ(n)ν(n)
= IC[[x,t]] + t
n+2θ,
avec θ : C[[x, t]]→ C[[x, t]], qu’on peut mettre sous la forme θ = θ0 + θ1t, avec
θ0 : C[[x, t]]→ C[[x]]. Le fait que φ ◦ φ−1µ(n)ν(n) est un morphisme d’anneaux implique que θ0 est
une dérivation. On peut donc écrire θ0 = µn+1 ddx , avec µn+1 ∈ C[[x]]. Il reste à vérifier (9) pour
n+ 1. On a
φ ◦ φ−1
µ(n)ν(n)
(t) = φ(φ−1
µ(n)ν(n)
(
1
ν(n)
).t) = φ ◦ φ−1
µ(n)ν(n)
(
1
ν(n)
).νt = (
1
ν(n)
+ tn+2θ(
1
ν(n)
)).νt
= (
1
ν(n)
+ tn+2θ(
1
ν(n)
))(ν(n)t + νn+1t
n+2 +Ktn+3) = t +
νn+1
ν0
tn+2 + ǫtn+3
pour des K et ǫ convenables. Posons
φ′ = φµn+1tn+1,1+
νn+1
ν0
tn+1 .
On déduit de ce qui précède que
im(φ ◦ φ−1
µ(n)ν(n)
− φ′) ⊂ (tn+3),
Donc
im(φ ◦ φ−1
µ(n)ν(n)
◦ φ′−1 − IC[[x,t]]) ⊂ (t
n+3).
On a φ′ ◦ φµ(n)ν(n) = φµ′ν′, avec
µ′ = µn+1t
n+1 + (1 +
νn+1
ν0
tn+1)φ′(µ(n)), ν ′ = (1 +
νn+1
ν0
tn+1)φ′(ν(n))
d’après la proposition 4.1.2. Il est facile de voir que µ′ − µ(n+1), ν ′ − ν(n+1) ∈ (tn+3), donc on a
bien
im(φ ◦ φ−1
µ(n+1)ν(n+1)
− IC[[x,t]]) ⊂ (t
n+3).

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4.1.4. Notation : Soit G(C[[x, t]]) l’ensemble des automorphismes φ de la C-algèbre C[[x, t]] tels
que ρ ◦ φ = ρ. C’est un sous-groupe du groupe de tous les automorphismes de C[[x, t]].
4.1.5. Proposition : Soient µ, ν ∈ C[[x, t]] et θ ∈ C[[x, t]]. Alors on a
∂
∂x
φµν(θ) = (1 + t
∂µ
∂x
)φµν(
∂θ
∂x
) + t
∂ν
∂x
φµν(
∂θ
∂t
),
∂
∂t
φµν(θ) = (µ+ t
∂µ
∂t
)φµν(
∂θ
∂x
) + (ν + t
∂ν
∂t
)φµν(
∂θ
∂t
).
Démonstration. Vérification immédiate. 
4.2. Autres descriptions des isomorphismes
Soient D : C[[x]]→ C[[x]] une dérivation et µ, ν ∈ C[[x, t]]. On note ψDµν l’endomorphisme de la
C-algèbre C[[x, t]] défini par
ψDµν(α) =
∑
n≥0
1
n!
Dn(α)(µt)n
pour tout α ∈ C[[x]], et ψDµν(t) = νt. En particulier on a ψ
d/dx
µν = φµν . D’après la proposition
4.1.3 il existe un unique γ ∈ C[[x, t]] tel que ψDµν = φγν . Il existe a ∈ C[[x]] tel que D = a
d
dx
. On
va donner une expression de γ en fonction de a et µ.
4.2.1. Proposition : Soit γ = µ
∑
k≥0
1
(k+1)!
Dk(a)(µt)k . Alors on a ψDµν = φγ,ν .
Démonstration. Cela découle immédiatement de la formule φγ,ν(x) = x+ γt . 
4.2.2. Utilisation de dérivations par rapport à x et t – Soit D : C[[x, t]]→ C[[x, t]] une dériva-
tion. On suppose que
(10) D(C[[x, t]]) ⊂ (t) et D((t)) ⊂ (t2).
Les dérivations qui ont ces propriétés sont celles qui se mettent sous la forme
D = at
∂
∂x
+ bt2
∂
∂t
,
avec a, b ∈ C[[x, t]]. On pose
χD =
∑
k≥0
1
k!
Dk : C[[x, t]] −→ C[[x, t]].
24 JEAN–MARC DRÉZET
Cette formule a un sens car on vérifie aisément que pour tout k ≥ 0 on a im(Dk) ⊂ (tk+1). On
note Der0(C[[x, t]]) l’espace vectoriel des dérivations possèdant les propriétés (10).
4.2.3. Proposition : 1 - Soient D,D′ ∈ Der0(C[[x, t]]). Si D et D′ commutent, alors on a
χD+D′ = χD ◦ χD′.
2 - Pour tout D ∈ Der0(C[[x, t]]), on a χD ∈ G(C[[x, t]]).
Démonstration. L’assertion 1- est immédiate, et 2- s’en déduit car χ−D est l’inverse de χD
d’après 1-. 
4.2.4. Proposition : Soit D ∈ Der0(C[[x, t]]). Alors on a χD = φµν, avec
(11) µ =
1
t
∑
k≥1
1
k!
Dk(x), ν = 1 +
1
t
∑
k≥1
1
k!
Dk(t).
Ces formules ont un sens puisque im(D) ⊂ (t).
Démonstration. Découle immédiatement du fait que χD(x) = x+ µt et χD(t) = νt. 
Soit C[[x]]∗ le groupe des éléments inversibles de C[[x]]. On définit un morphisme surjectif de
groupes
ξC[[x,t]] : G(C[[x, t]]) −→ C[[x]]
∗
en associant à φµν le scalaire ν(x, 0). On note G0(C[[x, t]]) le sous-groupe de G(C[[x, t]]) noyau
de ce morphisme. Il contient tous les automorphismes χD.
4.2.5. Théorème : Pour tout φ ∈ G0(C[[x, t]]) il existe un D ∈ Der0(C[[x, t]]), unique, tel que
φ = χD.
Démonstration. On cherche D sous la forme D = at ∂
∂x
+ bt2 ∂
∂t
. Posons
a =
∑
i≥0
ait
i, b =
∑
i≥0
bit
i,
avec ai, bi ∈ C[[x]], et
a(n) =
n∑
i=0
ait
i, b(n) =
n∑
i=0
bit
i, Dn = a
(n)t
∂
∂x
+ b(n−1)t2
∂
∂t
.
Posons φ = φµν , avec ν(x, 0) = 1. On pose
µn =
1
t
∑
k≥1
1
k!
Dkn(x), νn = 1 +
1
t
∑
k≥1
1
k!
Dkn(t).
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Alors il existe un choix unique de a0 de telle sorte que
µ = µ0 (mod t) et ν = ν0 (mod t).
C’est a0 = µ(x, 0). Il reste à prouver que si
µ = µn−1 (mod t
n) et ν = νn−1 (mod t
n),
alors il existe an, bn−1 ∈ C[[x]], uniques, tels que
(12) µ = µn (mod tn+1) et ν = νn (mod tn+1).
On a
Dn(x) = Dn−1(x) + ant
n+1, D2n(x) = D
2
n−1(x) + a0bn−1t
n+1 (mod tn+2),
Dkn(x) = D
k
n−1(x) (mod t
n+2) si k ≥ 3,
Dn(t) = Dn−1(t) + bn−1t
n+1 (mod tn+2), Dkn(t) = D
k
n−1(t) si k ≥ 2.
Donc
µn = µn−1 + (an +
a0bn−1
2
)tn (mod tn+1) et νn = νn−1 + bn−1t
n (mod tn+1).
Il est donc clair qu’il existe un choix unique de an, bn−1 tel qu’on obtienne (12). 
On peut donc identifier comme ensembles G0(C[[x, t]]) et Der0(C[[x, t]]). Mais la structure de
groupes sur ce dernier induite par celle de G0(C[[x, t]]) n’est évidemment pas l’addition (cf. 4.3.3)
et n’est même pas commutative. On notera ’*’ la loi de groupe sur Der0(C[[x, t]]), c’est-à-dire
que χD∗D′ = χD ◦ χD′.
4.3. Extension des résultats à d’autres anneaux
Soient C une courbe projective irréductible lisse, P ∈ C un point fermé et U ⊂ C un ouvert
non vide sur lequel le fibré canonique ωC est trivial. On obtient des résultats analogues aux
précédents, et on utilisera des notations analogues, si on remplace C[[x]] par une des C-algèbres
suivantes : C[x], C(x), C((x)), OCP , OC(U). Traitons par exemple le dernier cas.
Soit d
dx
une section de TC|U engendrant TC sur U . Soit ρ : OC(U)[t]→ OC(U) le morphisme
canonique. Soient µ, ν ∈ OC(U)[t]. On définit un endomorphisme φµν de OC(U)[t] par
φµν(α) =
∑
i≥0
1
i!
diα
dxi
µiti
pour tout α ∈ OC(U), et φµν(t) = νt. Il est facile de voir qu’on a
φµ,ν(α) = α(x+ µt)
et que φµν est inversible si et seulement si ν l’est. De plus, tout endomorphisme φ de OC(U)[t]
tel que ρ ◦ φ = ρ est de la forme φ = φµ,ν , pour des µ, ν uniques.
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4.3.1. Quotients par (tn) – Soit n ≥ 2 un entier. Une autre extension possible des résultats
précédents consiste à quotienter par l’idéal (tn), c’est-à-dire que si A est une des C-algèbres
C[[x]], OCP , OC(U), on s’intéresse aux endomorphismes de A[[t]]/(tn) qui laissent invariante la
projection A[[t]]/(tn)→ A. La seule différence est qu’il faut prendre µ, ν dans A[[t]]/(tn−1). Le
morphisme ξC[[x]] de 4.2 se généralise en un morphisme surjectif
ξnA : G(A[[t]]/(t
n))→ A∗
de noyau G0(A[[t]]/(tn)) et le théorème 4.2.5 s’étend.
4.3.2. Le cas n = 2 – Les automorphismes φµν dépendent de paramètres µ, ν ∈ A. On a
φ−1µν = φ−µ
ν
, 1
ν
.
4.3.3. Le cas n = 3 – Les automorphismes φµν dépendent de paramètres µ, ν ∈ A[[t]]/(t2),
n’ayant donc que deux coordonnées dans A[[x]].
Produit : on a φµ′,ν′ ◦ φµ,ν = φµ′′ν′′ , avec
µ′′0 = µ
′
0+µ0ν
′
0, µ
′′
1 = µ
′
1+µ1ν
′2
0+
dµ0
dx
µ′0ν
′
0+µ0ν
′
1, ν
′′
0 = ν0ν
′
0, ν
′′
1 = ν0ν
′
1+ ν1ν
′2
0+
dν0
dx
µ′0ν
′
0.
Inversion : on a φ−1µν = φµ′ν′ , avec
ν ′0 =
1
ν0
, µ′0 = −
µ0
ν0
, ν ′1 =
1
ν30
(µ0
dν0
dx
− ν1), µ
′
1 =
1
ν30
(
µ0(ν1 − µ0
dν0
dx
+ ν0
dµ0
dx
)− µ1
)
.
Dérivations et automorphismes associés : Les éléments de Der0(A[[x, t]]/(t3)) sont de la forme
D = at
∂
∂x
+ bt2
∂
∂t
,
avec a ∈ A[[t]]/(t2), b ∈ A. On a χD = φµ,ν , avec
µ = a0 +
(
a1 +
a0
2
(
da0
dx
+ b)
)
t, ν = 1 + bt.
La loi de groupe sur Der0(A[[x, t]]/(t3)) induite par celle sur G0(A[[x, t]]/(t3)) est donnée par :
si D = at ∂
∂x
+ bt2 ∂
∂t
, D′ = a′t ∂
∂x
+ b′t2 ∂
∂t
, alors on a D′ ∗D = a′′t ∂
∂x
+ b′′t2 ∂
∂t
, avec
a′′0 = a0 + a
′
0, a
′′
1 = a1 + a
′
1 +
1
2
(
da0
dx
a′0 − a0
da′0
dx
+ a0b
′ − ba′0), b
′′ = b+ b′.
On a D ∗D′ +D′ ∗D = 2(D +D′) (cette relation n’est plus vraie si n > 3).
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4.4. Un résultat de régularité
On travaille ici dans l’anneau C((x))[[t]]. Le résultat suivant est utilisé dans 5.4 :
4.4.1. Proposition : Soient p > 0 un entier, µ, ν, µ0, ν0 ∈ C[[x, t]] avec ν, ν0 inversibles. Alors
χ = φµ,xpν ◦ φµ0ν0 ◦ φ
−1
µ,xpν
est un automorphisme de C[[x, t]], c’est-à-dire qu’on peut écrire χ = φµ1ν1, avec µ1, ν1 ∈ C[[x, t]]
et ν1 inversible.
Démonstration. Soit ν ′ ∈ C[[x, t]]. Alors on a
φµ,ν′(x
p) = λxp ,
avec λ ∈ C[[x, t]] inversible et indépendant de ν ′. On a
φµ,ν′(x
pt) = xpλν ′t ,
donc si on prend ν ′ = ν/λ, on a
(13) φµ,ν′ ◦ φ0,xp = φµ,xpν ,
et il suffit de montrer que
χ0 = φ0,xp ◦ φµ0ν0 ◦ φ
−1
0,xp
est un automorphisme de C[[x, t]].
On a φ−10,xp = φ0,x−p, et d’après la proposition 4.1.2
φ0,xp ◦ φµ0ν0 = φσ,τ ,
avec σ = xpφ0,xp(µ0), τ = xpφ0,xp(ν0). Si α ∈ C[[x, t]], on a χ0(α) = φσ,τ (α) ∈ C[[x, t]]. D’autre
part, on a
χ0(t) = φσ,τ (x
−pt)
= τ
∑
i≥0
1
i!
σi
di(x−p)
dxi
ti
= ν1t ,
avec
ν1 = φ0,xp(ν0).
∑
i≥0
(−1)i
(
p− 1
i
)
x(p−1)iφ0,xp(µ0)
iti ,
qui est inversible. Donc χ0 est bien un automorphisme de C[[x, t]]. 
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4.5. Faisceaux de groupes d’automorphismes - La suite exacte de base
Soient C une courbe algébrique projective irréductible lisse et n > 0 un entier. On note
An = OC×Zn. Autrement dit le faisceau d’anneaux An sur C est défini par :
An(U) = OC(U)⊗C C[t]/(t
n)
pour tout ouvert U de C. On défini aussi le faisceau A∞ par
A∞(U) = OC(U)⊗C C[[t]].
On a des morphismes canoniques de faisceaux d’anneaux si n ≥ 1,
rn : An → An−1, et r∞n : A∞ → An−1.
En particulier on a un morphisme canonique An → OC (pour n ∈ N ou n =∞).
On note Gn le faisceau de groupes des automorphismes de C × Zn laissant C invariante.
Plus explicitement, pour tout n (fini ou non), le faisceau de groupes Gn sur C est défini
par : pour tout ouvert propre U ⊂ C, Gn(U) est le groupe des automorphismes de C-algèbres
θ : An(U)→ An(U) tels que le triangle ci-dessous soit commutatif
An(U)
θ
//
$$❏
❏❏
❏❏
❏❏
❏❏
An(U)
zztt
tt
tt
tt
t
OC(U)
Si n est fini et n ≥ 2, tout élément de Gn(U) laisse invariant ker(ρn(U)), et induit donc un
élément de Gn−1(U). On obtient donc des morphismes canoniques
ρn : Gn → Gn−1, et ρ∞n : G∞ → Gn−1.
Il découle de 4.3 que si ωC|U est trivial, alors tous les éléments de Gn(U) sont de la forme φµν ,
avec µ, ν ∈ An−1(U) et ν inversible (la définition de φµν dépend du choix d’une trivialisation
de ωC|U).
4.5.1. Le noyau de ρn – On suppose n ≥ 3 fini. Soient µ, ν ∈ An−1(U) avec ν inversible. Alors
on a
ρn(φµν) = φrn−1(µ)rn−1(ν).
De même, on a ρ∞n (φµν) = φr∞n−1(µ)r∞n−1(ν) si µ, ν ∈ A∞(U) avec ν inversible. On en déduit que
les morphismes ρn et ρ∞n sont surjectifs.
Si ωC|U est trivial, alors, relativement à une section σ = ddx engendrant TC|U , ker(ρn(U)) est
constitué des φµν , avec µ, ν de la forme
µ = θtn−2, ν = 1 + βtn−2,
avec µ, ν ∈ OC(U). On pose
λσθβ = φθtn−2,1+βtn−2 .
On utilisera aussi la notation λθβ s’il n’y a pas d’ambiguïté. Si P ∈ C, on emploie la même
notation pour les éléments de ker(ρnP ) (dans ce cas θ, β ∈ OCP ).
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4.5.2. Proposition : On a ker(ρn) ≃ TC ⊕OC.
Démonstration. Soit U un ouvert non vide de C tel que ωC|U soit trivial. Soit σ = ddx une section
engendrant TC|U . On voit aisément en utilisant la proposition 4.1.2 ou directement que
λσθ′β′ ◦ λ
σ
θβ = λ
σ
θ′+θ,β′+β.
D’autre part, si on remplace σ par aσ, où a est une fonction régulière inversible sur U , on a
d’après le lemme 4.2.1
λaσθβ = λ
σ
aθ,β.
Il en découle que ker(ρn) est isomorphe au produit du sous-groupe correspondant aux λσθ0 et
du sous-groupe correspondant aux λσ0β, et que le premier (resp. le second) sous-groupe est
isomorphe à TC (resp. OC). 
On a donc pour n ≥ 3 une suite exacte
(14) 0 // TC ⊕OC // Gn
ρn
// Gn−1 // 0.
4.5.3. Le morphisme canonique Gn → O∗C – C’est la version globale du morphisme analogue
local ξC[[x]] de 4.2 (cf. aussi 4.3). On suppose que n ≥ 2. Pour tout ouvert non vide U de C et tout
φ ∈ Gn(U) il existe un unique ν ∈ An(U) inversible tel que φ(t) = νt. On pose ξn(φ) = ρ(ν).
On définit ainsi un morphisme de faisceaux de groupes surjectif ξn : Gn → O∗C . Si n ≥ 3 on a
ξn−1 ◦ ρn = ξn.
L’application induite
H1(ξn) : H
1(X,Gn) −→ H
1(X,O∗C) = Pic(C)
est surjective. Soit L ∈ Pic(C), représenté par un 1-cocycle (sij) d’un recouvrement ouvert (Ui)
de C. On a donc sij ∈ C∗. On en déduit le 1-cocycle (φ0,sij) à valeurs dans gn, représentant un
élément de H1(X,Gn) qui ne dépend que de L, et qu’on notera donc en(L). Alors on a
H1(ξn)(en(L)) = L.
4.5.4. Description de G2 – Le noyau de ξ2 s’identifie à TC , compte tenu de la description des
fibres de G2 : soient P ∈ C et x ∈ OCP un générateur de l’idéal maximal. Alors G2P est le groupe
des matrices
φµν =
(
1 0
µ d
dx
ν
)
,
avec µ, ν ∈ OCP , ν inversible. On a donc une suite exacte
0 // TC // G2
ξ2
// O∗C
// 0.
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Notons qu’il existe une section canonique de ξ2 : le morphisme
τ : O∗C
// G2
ν ✤ //
(
1 0
0 ν
)
,
mais le sous-groupe O∗C de G2 n’est pas distingué.
4.6. Suites exactes dérivées
Soit g ∈ H1(C,Gn). Soit L = H1(ξn)(g) ∈ Pic(C) .
4.6.1. Le cas n = 2 – D’après 3.2.8 on a une suite exacte
0 // T gC
// Gg2 // (O
∗
C)
g // 0.
4.6.2. Lemme : 1 – On a T gC = TC ⊗ L et (O
∗
C)
g = O∗C, donc on a une suite exacte
0 // TC ⊗ L // G
g
2
// O∗C
// 0.
2 – L’action de C∗ = H0(O∗C) sur H
1(TC ⊗ L) est la multiplication.
Démonstration. Montrons d’abord que T gC = TC ⊗ L. Soient P ∈ C et x ∈ OCP un générateur
de l’idéal maximal. Le résultat va découler de la formule(
1 0
µ d
dx
ν
)(
1 0
µ0
d
dx
ν0
)(
1 0
µ d
dx
ν
)−1
=
(
1 0
(µ+ νµ0 − µν0)
d
dx
ν0
)
,
pour tous µ, µ0, ν, ν0 ∈ OCP avec ν, ν0 inversibles. Supposons g défini par un 1-cocycle((
1 0
µij νij
))
d’un recouvrement U = (Ui) de C tel que la restriction de TC à chaque Ui
soit triviale, avec µij ∈ H0(Uij , TC), νij ∈ O∗C(Uij). Alors d’après la formule précédente, (TC)
g
est obtenu en recollant les TC|Ui au moyen des multiplications par νij sur Uij . D’après 2.3.1 le
résultat obtenu est TC ⊗ L.
La formule précédente montre aussi que G2 agit trivialement sur O∗C , d’où (O
∗
C)
g = O∗C . La
partie 2- découle aussi immédiatement de la formule précédente. 
4.6.3. Les fibres de H1(ξ2) – Soit g0 = H1(τ)(L) ∈ H1(C,G2). On a d’après le lemme 4.6.2 et
3.2.3 une application surjective
λg0 : H
1(TC ⊗ L) −→ H
1(ξ2)
−1(L)
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dont les fibres sont les orbites de l’action de C∗ par multiplication. Avec les notations du lemme
4.6.2, L est défini par (νij) et g0 l’est par le 1-cocycle
((
1 0
0 νij
))
. Compte tenu de l’égalité(
1 0
µij 1
)(
1 0
0 νij
)
=
(
1 0
µij νij
)
,
on voit que λ−1g0 (g) = C
∗u, où u ∈ H1(TC ⊗ L) est défini par (µij) (les relations de cocycle étant
ici bien sûr celles décrites dans 3.1.4). On notera
(15) 0 −→ TC −→ E(g) −→ L∗ −→ 0
l’extension associée à u (qui ne dépend que de g).
4.6.4. Le cas n > 2 – On suppose maintenant que n ≥ 3. D’après 3.2.8 on a une suite exacte
0 // (TC ⊕OC)
g // Ggn // G
g
n−1
// 0.
Soit g2 l’image de g dans H1(C,G2).
4.6.5. Lemme : Soient P ∈ C, θ, β ∈ OCP , µ, ν ∈ An−1,P avec ν inversible, et µ0 = ρ(µ),
ν0 = ρ(ν). Alors on a
φµν ◦ λθβ ◦ φ
−1
µν = λθ′β′ ,
avec
β ′ = νn−20 β, θ
′ = νn−20 (ν0θ − µ0β).
Démonstration. Cela découle aisément de la proposition 4.1.2. 
4.6.6. Proposition : On a (TC ⊕OC)g ≃ E(g2)⊗ Ln−1 .
Démonstration. Soit
((
1 0
µij νij
))
un 1-cocycle de U représentant g2. D’après le lemme pré-
cédent, (TC ⊕OC)g s’obtient en recollant les faisceaux (TC ⊕OC)|Ui au moyen des automor-
phismes sur Uij correspondant aux matrices
((
νn−1ij −ν
n−2
ij µij
0 νn−2ij
))
. Le résultat découle donc
de 2.3.3. 
4.6.7. Les fibres de H1(ρn) – Soit gn−1 = H1(ρn)(g). 0n a d’après la proposition 4.6.6 et 3.2.3
une application surjective
λg : H
1(E(g2)⊗ L
n−1) −→ H1(ρn)
−1(gn−1)
envoyant 0 sur g et dont les fibres sont les orbites de l’action de H0(C,Ggn−1).
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4.6.8. Surjectivité de H1(ρn) – Il découle de 3.2.7 que H1(ρn) est surjective.
5. Courbes multiples primitives abstraites
On utilisera les notations de 4. Rappelons que pour n ≥ 1, Zn désigne le schéma
spec (C[t]/(tn)).
5.1. Définition et propriétés élémentaires
Soit C une courbe irréductible lisse. Soient n ≥ 2 un entier et g ∈ H1(C,Gn), représenté par
un 1-cocycle (gij) d’un recouvrement ouvert U = (Ui) de C. On peut voir gij comme un auto-
morphisme de Uij × Zn laissant Uij invariant. On note C(g) le schéma obtenu en recollant les
Ui × Zn au moyen des gij. Il est facile de voir que C(g) ne dépend effectivement que de g. Si C
est projective c’est un schéma propre et de dimension 1, c’est donc une variété projective dont
la sous-variété réduite associée est C.
Pour 1 ≤ k ≤ n, la sous-variété fermée Uij × Zk de Uij × Zn est invariante par gij. Ces sous-
variétés se recollent donc et définissent une sous-variété Ck(g) de C(g). On a
C = C1(g) ⊂ C2(g) ⊂ · · · ⊂ Cn−1(g) ⊂ Cn(g) = C(g).
Si IC désigne le faisceau d’idéaux de C dans C(g), celui de Ck(g) est IkC .
On appelle C(g) une courbe multiple primitive abstraite de courbe réduite associée C, de mul-
tiplicité n et de fibré en droites associé L.
5.1.1. Proposition : 1 – Si n′ ≥ 2 est un entier et si g′ ∈ H1(C,Gn′), alors il existe un
isomorphisme C(g) ≃ C(g′) induisant l’identité sur C si et seulement si n = n′ et g = g′.
2 – On a C(gk) = Ck(g).
3 – Soit L = H1(ξn)(g) ∈ Pic(C) . Alors on a IC/I2C ≃ L .
4 – Toute courbe primitive abstraite de multiplicité n peut être étendue en une courbe primitive
abstraite de multiplicité n+ 1 de même courbe réduite associée.
Démonstration. Les trois premières assertions sont immédiates et la quatrième découle de 4.6.8.

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Le faisceau de groupes (Gn)g est canoniquement isomorphe au faisceau AutC(C(g)) des auto-
morphismes de C(g) induisant l’identité sur C. En particulier H0(C, (Gn)g) s’identifie au groupe
AutC(C(g)) des automorphismes de C(g) induisant l’identité sur C.
Si L ∈ Pic(C), la courbe C(en(L)) s’appelle la courbe triviale de multiplicité n et de fibré en
droites associé L (cf. 4.5.3). On en donnera une description plus précise en 5.2.5.
5.1.2. Proposition : Si C n’est pas projective, les seules courbes multiples primitives abstraites
de courbe réduite associée C sont les courbes triviales.
Démonstration. Cela découle de 4.6.3, 4.6.7 et du fait que C est affine (cf. [15], chapter IV, ex.
1.4). 
5.1.3. Définition de faisceaux cohérents par recollements – On note Ui l’ouvert de C(g) cor-
respondant à Ui × Zn (et qui lui est donc isomorphe), et πi : Ui → Ui × Zn l’isomorphisme
canonique. On a donc gij = πi ◦ π−1j sur Uij × Zn. On se donne des faisceaux cohérents Ei sur
Ui × Zn et des isomorphismes de faisceaux sur Uij × Zn :
Θij : Ej ≃ g
∗
ij(Ei)
tels que pour tous indices distincts deux à deux i, j, k le carré suivant soit commutatif sur
Uijk × Zn :
Ek
Θjk
//
Θik

g∗jk(Ej)
g∗
jk
(Θij)

g∗ik(Ei) g
∗
jk
(
g∗ij(Ei)
)
Alors il existe un unique faisceau cohérent E sur C(g) tel qu’on ait des isomorphismes
γi : E|Ui → π
∗
i (Ei) tels que Θij = (π
−1
j )
∗(γiγ
−1
j ) .
Le faisceau F = g∗ij(Ei) peut être décrit de la façon suivante : pour tout ouvert U de Ui × Zn on
a F(U) = Ei(U), et la structure de module est la suivante : pour tout α ∈ OUi×Zn(U) et tout
v ∈ Ei(U) le produit de v par α est en fait (α ◦ gij).v.
5.2. Courbes multiples primitives ordinaires
Soient X une variété irréductible lisse et Y ⊂ X une hypersurface lisse. On note Yn l’hypersur-
face de multiplicité n associée et On son faisceau structural.
5.2.1. Théorème : Il existe un morphisme de C-algèbres OY,P → On,P section de la restriction
On,P → OY,P . On a donc un isomorphisme de C-algèbres On,P ≃ OY,P ⊗C C[t]/(tn).
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Démonstration. Supposons X plongée dans Pm, P = (1, 0, . . . , 0), X définie par les équations
f1(x1, . . . , xm) = · · · = fm−d(x1, . . . , xm) = 0
(où d = dim(X)) et Y par l’équation supplémentaire f(x1, . . . , xm) = 0 au voisinage de P . On
a alors
OX,P = OP/(f1, . . . , fm−d), On,P = OP/(f1, . . . , fm−d, f
n), OY,P = OP/(f1, . . . , fm−d, f),
avec OP = OPm,P , qu’on peut voir comme la sous-algèbre de C(x1, . . . , xm) constituée des élé-
ments A/B, avec A,B ∈ C[x1, . . . , xm] et B(0) 6= 0.
La proposition 5.2.1 se démontre par récurrence sur n. Le cas n = 1 est évident. Supposons
qu’elle soit vraie pour n− 1 ≥ 1. Un morphisme de C-algèbres φ : OY,P → On,P section de la
restriction On,P → OY,P est défini par φ(xi), 1 ≤ i ≤ m, qui doit être de la forme
φ(xi) = xi + Aif,
avec Ai ∈ OP . On doit avoir de plus fj(φ(x1), . . . , φ(xm)) = 0 pour 1 ≤ j ≤ m− d et
f(φ(x1), . . . , φ(xm)) = 0 dans On,P . La formule de Taylor donne
fj(x1 + A1f, . . . , xm + Amf) =
n−1∑
i=1
(
f i
∑
Cα1...αm
∂ifj
∂xα1 · · ·∂xαi
(x1, . . . , xm)Aα1 · · ·Aαi
)
,
f(x1 + A1f, . . . , xm + Amf) = f +
n−1∑
i=1
(
f i
∑
Cα1...αm
∂jf
∂xα1 · · ·∂xαi
(x1, . . . , xm)Aα1 · · ·Aαi
)
.
dans OnP (les Cα1...αm étant des coefficients constants) . D’après l’hypothèse de récurrence on
peut supposer qu’on peut écrire
fj(x1 + A1f, . . . , xm + Amf) = Djf
n−1 , f(x1 + A1f, . . . , xm + Amf) = Df
n−1 ,
avec Dj, D ∈ OP . Remplaçons maintenant A1, . . . , Am par A′1 = A1 + f
n−2B1, . . .,
A′m = Am + f
n−2Bm respectivement. On a alors dans OnP (c’est-à-dire modulo (fn))
fj(x1 + A
′
1f, . . . , xm + A
′
mf) = f
n−1.
(
Dj +
m∑
i=1
∂fj
∂xi
(x1, . . . , xm)Bi
)
,
f(x1 + A
′
1f, . . . , xm + A
′
mf) = f
n−1.
(
D +
m∑
i=1
∂f
∂xi
(x1, . . . , xm)Bi
)
.
Puisque Y est lisse la matrice 

∂f1
∂x1
(0) · · · ∂f1
∂xm
(0)
. . .
. . .
. . .
∂fm−d
∂x1
(0) · · · ∂fm−d
∂xm
(0)
∂f
∂x1
(0) · · · ∂f
∂xm
(0)


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est de rang maximal m− d+ 1. On peut donc choisir B1, . . . , Bm de telle sorte que
Dj +
m∑
i=1
∂fj
∂xi
(x1, . . . , xm)Bi = 0 , D +
m∑
i=1
∂f
∂xi
(x1, . . . , xm)Bi = 0 .
On a alors
fj(x1 + A
′
1f, . . . , xm + A
′
mf) = 0 , f(x1 + A
′
1f, . . . , xm + A
′
mf) = 0
dans OnP . 
En modifiant légèrement la démonstration précédente on obtient le
5.2.2. Corollaire : Il existe un voisinage U de P dans Y tel que si Un désigne l’ouvert cor-
respondant de Yn on ait un diagramme commutatif
UnN
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
 q
##●
●●
●●
●●
●●
Un
≃
// U × Zn
Autrement dit, Yn est localement triviale.
5.2.3. Corollaire : Toute courbe multiple primitive au sens de 2.1 est une courbe multiple
primitive abstraite.
5.2.4. Proposition : Soient Cn une courbe primitive de multiplicité n ≥ 1, C la courbe lisse
réduite, C2 la courbe double associées, et L = IC/IC2 ∈ Pic(C). Soit g ∈ H
1(C,Gn) tel qu’il
existe un isomorphisme C(g) ≃ Cn induisant l’identité sur C. Alors on a L = H1(ξn)(g).
Démonstration. Soit (gij) un 1-cocycle d’un recouvrement ouvert (Ui) de C représentant g.
Donc gij est un automorphisme de OC(Uij)[t]/(tn) tel que ρgij = ρ, ρ désignant le mor-
phisme canonique OC(Uij)[t]/(tn)→ OC(Uij). On a alors gij(t) = τijt, avec τij inversible, donc
νij = ρ(τij) ∈ O
∗
C(Uij). Le fibré H
1(ξn)(g) est défini par le 1-cocycle (τij). D’après la construc-
tion de C(g) il est immédiat que IC/IC2 est défini par le même cocycle, d’ou le résultat. 
On a en fait νij ∈ O∗C(Uij)[t]/(t
n−1), et (τij) est un 1-cocycle définissant un fibré en droites sur
Cn−1 isomorphe à IC .
5.2.5. Description des courbes triviales – Soit L ∈ Pic(C), et S le fibré en droites L∗ sur C,
vu comme une surface. La section nulle de L∗ définit un plongement C ⊂ S. Soit Cn la courbe
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primitive de multiplicité n associée. Alors Cn est la courbe triviale de multiplicité n, c’est-à-dire
que Cn ≃ C(en(L)) (cf. 4.5.3).
5.2.6. Paramétrisation des courbes doubles – Soit C2 = C(g) une courbe double de courbe lisse
sous-jacente C et de fibré en droites associé L. D’après 4.6.3, C2 est triviale si et seulement
si E(g) ≃ TC ⊕ L∗, c’est-à-dire si et seulement si la suite exacte (15) est scindée. Les courbes
doubles non triviales de courbe lisse sous-jacente C et de fibré en droites associé L sont na-
turellement paramétrées par P(H1(TC ⊗ L)), le point correspondant à C(g) étant associé à
l’extension (15). On retrouve les résultats de [2].
5.2.7. Paramétrisation des prolongements de courbes multiples – Soient n un entier tel que
n ≥ 3 ,Cn−1 = C(γ) une courbe multiple prmimitive de multiplicité n− 1 et γ2 l’image de γ
dans H1(C,G2). On note Cn(Cn−1) l’ensemble des prolongements de Cn−1 en courbe primitive
de multiplicité n. Soient Cn un tel prolongement et g l’unique élément de H1(C,Gn) tel que
Cn = C(g). D’aprï£¡s 4.6.7 il existe une surjection canonique
λg : H
1(E(γ2)⊗ L
n−1) −→ Cn(Cn−1)
donc les fibres sont les orbites d’une action de AutC(Cn−1) sur H1(C,Gn) (cf. 3.2.4, 3.2.9).
5.2.8. Cas d’unicité des extensions de courbes – Soit Cn une courbe primitive de multiplicité
n de courbe lisse projective sous-jacente C et de fibré en droites associé L. Soient g le genre
de C et d = deg(L). Il résulte de 4.6.7 qu’il existe un unique prolongement de Cn en courbe de
multiplicité n + 1 dans les cas suivants :
– Si g ≥ 1 : d > 4g−4
n
, ou d = 4g−4
n
et Ln 6= ω2C . En particulier, si n > 4g − 4 et d > 0.
– Si g = 0 : n = 2, 3 et d ≥ −1, n ≥ 4 et d ≥ 0.
5.3. Plongement des courbes multiples primitives abstraites
Soit C une courbe lisse plongée dans une surface lisse S, elle-même plongée dans Pm, m ≥ 4.
Soit n ≥ 2 un entier. On note Cn la courbe primitive de S de multiplicité n et de courbe réduite
associée C. Si P ∈ C on note TSP le plan de Pm tangent à S en P . Rappelons qu’on appelle
sécante à C une droite de Pm contenant au moins deux points distincts de C.
5.3.1. Proposition : Soit O ∈ Pm un point n’appartenant à aucun plan tangent TSP , P ∈ C,
et à aucune sécante à C. Alors la projection de centre O, πO : Pm → Pm−1 induit un plongement
Cn ⊂ Pm−1.
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Démonstration. On sait déjà que πO induit un plongement C ⊂ Pm−1 (cf. [15], Chap. IV, Prop.
3.4). Soit P ∈ C. Puisque O 6∈ TSP il existe un voisinage U (au sens de la topologie usuelle) de P
tel que πO induise un plongement U ∩ S ⊂ Pm−1. Donc π∗O : OPm−1,piO(P ) → OCn,P est surjectif,
et πO induit bien un plongement Cn ⊂ Pm−1. 
5.3.2. Théorème : Toute courbe multiple primitive abstraite peut être plongée dans P3.
Démonstration. Soit D une courbe multiple primitive abstraite, de courbe réduite associée C.
On part d’un plongement D ⊂ Pm, m ≥ 4. Il faut prouver qu’il existe un point O ∈ Pm tel que
la projection de centre O, πO : Pm → Pm−1 induise un plongement Cn ⊂ Pm−1.
D’après la structure locale de D il existe des surfaces lisses S1, . . . , Sk ⊂ Pm (non nécessairement
projectives) telles que D ⊂ S1 ∪ · · · ∪ Sk. La variété des points situés sur les plans tangents à
une des Si en les points de C est de dimension au plus 3, de même que celle des points situés sur
les sécantes. Il suffit donc d’aprés la proposition 5.3.1 de prendre O en dehors de l’adhérence
de ces variétés. 
On en déduit en utilisant aussi le corollaire 5.2.3 le
5.3.3. Corollaire : Les courbes multiples primitives abstraites sont exactement les courbes
multiples primitives au sens de 2.1.
5.4. Éclatements
Soit n ≥ 2 un entier. Soit Cn une courbe multiple primitive de multiplicité n et de courbe réduite
associée C. On peut supposer que Cn = C(g), avec g ∈ H1(C,Gn). Si 2 ≤ i ≤ n on notera gi
l’image de gn dans H1(C,Gi). On a donc C(gi) = Ci.
Soit U = (Ui)i∈I un recouvrement ouvert de C On suppose que pour tout indice i, Ui 6= C
et que ωC|Ui est trivial. Pour tout ouvert U de C, on note ρ le morphisme canonique
OC(U)[t]/(t
n)→ OC(U).
Soit (gij) un 1-cocycle de U de C représentant g. Donc gij est un automorphisme de
OC(Uij)[t]/(t
n) tel que ρgij = ρ.
Soient i0 ∈ I, P ∈ Ui0 et x ∈ OC(Ui0) engendrant l’idéal maximal de OCP et ne s’annulant
qu’en P . On peut en modifiant au besoin U supposer que i0 est le seul indice i tel que P ∈ Ui.
Soit A un endomorphisme de OC(Ui0)[t]/(t
n) tel que ρA = ρ. On suppose que P est le seul
point singulier de A, c’est-à-dire que A induit un automorphisme de OC(Ui0\{P})[t]/(t
n), et
que OC(−P ) est trivial sur Ui0 . On définit un nouveau 1-cocycle γ(A, (gij)) = (g
′
ij) de U par
g′ij = gij si i 6= i0 et j 6= i0, g
′
i0j = A.gi0j , g
′
ji0 = gji0.A
−1 .
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On note g′ l’élément de H1(C,Gn) représenté par (g′ij) (on verra plus loin que g
′ ne dépend que
de g et q), et C ′m les courbes multiples correspondantes.
5.4.1. Proposition : On suppose que A est de la forme A = φµ,xqν, avec q > 0 et ν inversible.
Alors
1 - La courbe C(g′) est l’éclatement du diviseur de Cartier qP de C(g).
2 - L’association (gij)→ γ(A, (gij)) induit un morphisme surjectif
bPn,q : H
1(C,Gn)→ H
1(C,Gn)
ne dépendant que de q et P .
3 - On a un carré commutatif
H1(C,Gn)
H1(ξn)
//
bPn,q

Pic(C)
⊗OC(qP )

H1(C,Gn)
H1(ξn)
// Pic(C)
4 - On a un carré commutatif
H1(C,Gn)
H1(ρn)
//
bPn,q

H1(C,Gn−1)
bPn−1,q

H1(C,Gn)
H1(ρn)
// H1(C,Gn−1)
5 - Pour tous entiers q, q′ > 0 on a bPn,q ◦ b
P
n,q′ = b
P
n,q+q′ .
Démonstration. La démonstration de 1- est analogue à celle de [2], Theorem 1.9.
L’asserion 2- découle de 1-, mais on peut la démontrer directement. Remplaçons (gij) par un
cocycle cohomologue (higijh−1j ), on a
A.hi0gi0jh
−1
j = (Ahi0A
−1).Agi0j,
et d’après la proposition 4.4.1, Ahi0A
−1 est un automorphisme de OC(Ui0)[t]/(t
n), donc
γ(A, (higijh
−1
j )) est cohomologue à γ(A, (gij)). Ceci permet de définir b
P
n,q sans ambiguité.
D’autre part la relation (13) montre que bPn,q ne dépend que de q. Ceci démontre 2-.
Soit σ ∈ OC(U) une équation de P . Posons gij = φµij ,νij . Alors H
1(ρn)(g) est représenté par le
cocycle (δij) = (ρ(νij)), tandis que H1(ρn)(bPn,q(g)) l’est par le cocycle (ǫij) défini par
ǫij = δij si i 6= i0 et j 6= i0, ǫi0j = σ
qδi0j, δji0 = σ
−qδji0 .
On en déduit aisément 3-. Les autres assertions sont immédiates. 
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On s’intéresse maintenant à la correspondance obtenue entre les fibres de H1(ρn).
Soit L = IC/IC2 ∈ Pic(C). D’après la partie 2- du théorème précédent, on a
IC/IC′2 = L(qP ). Rappelons que le fibré E(g2) est une extension de L
∗ par TC . Soit
u ∈ Ext1OC (L
∗, TC) = H
1(TC ⊗ L) correspondant à cette extension.
5.4.2. Proposition : Le fibré E(g′2) est associé à l’image de u dans H
1(TC ⊗ L(qP )) par le
morphisme H1(TC ⊗ L)→ H1(TC ⊗ L(qP )) induit par l’inclusion L ⊂ L(qP ).
Démonstration. Ce résultat est contenu dans [2], Theorem 1.9. On en donne une autre dé-
monstration utilisant des cocycles. On utilise les notations de 5.4.1. Alors E(g2) est obtenu
en recollant les fibrés (TC ⊕OC)|Ui au moyen des automorphismes
(
0 1
µij νij
)
. Le fibré E(g′2)
lui est obtenu en recollant les fibrés (TC ⊕OC)|Ui au moyen des automorphismes
(
0 1
µij νij
)
si
i 6= i0, j 6= i0,
(
0 1
σqµij σ
qνij
)
si i = i0, et
(
0 1
σ−qµij σ
−qνij
)
si j = i0. Le résultat en découle
immédiatement. 
On en déduit le diagramme commutatif avec lignes exactes
0 // TC // E(g
′
2)
//
τq

L∗(−qP ) //
 _

0
0 // TC // E(g2) // L
∗ // 0
Rappelons qu’on a une application surjective canonique
λg : H
1(E(g2)⊗ L
n−1) = H1(E(g2)
∗ ⊗ TC ⊗ L
n−2) −→ H1(ρn)
−1(g)
(cf. 4.6.7). Soit
βPn,q : H
1(E(g2)
∗ ⊗ TC ⊗ L
n−2) −→ H1(E(g′2)
∗ ⊗ TC ⊗ L(qP )
n−2)
le morphisme surjectif déduit de τq et de L ⊂ L(qP ).
5.4.3. Proposition : Le diagramme suivant est commutatif :
H1(E(g2)⊗ L
n−1)
λg
//
βPn,q

H1(ρn)
−1(g)
bPn,q

H1(E(g′2)⊗ L(qP )
n−1)
λg′
// H1(ρn)
−1(g′)
Démonstration. Démonstration analogue à la précédente, utilisant celle de la proposition 4.6.6.

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5.5. Courbes multiples scindées
Soient n ≥ 2 un entier et Cn une courbe multiple primitive de multiplicité n et de courbe réduite
associée C, et de fibré en droites associé L.
On dit que Cn est scindée s’il existe un morphisme Cn → C induisant l’identité sur C. Les
exemples les plus simples sont les courbes triviales. Ce sont d’ailleurs les seuls exemples si
n = 2, d’après [2] ou 5.2.6.
On s’intéresse aux paires (Cn, π), où Cn est une courbe scindée de multiplicité n et π : Cn → C
est un morphisme induisant l’identité sur C. On dit que deux telles paires, (Cn, π) et (C ′n, π
′)
sont isomorphes s’il existe un isomorphisme ǫ : Cn → C ′n induisant l’identité sur C et tel que
π = π′ ◦ ǫ. On peut classifier ces paires de la même manière que les courbes primitives, en uti-
lisant des faisceaux de groupes différents. On considère les automorphismes de C-algèbres de
C[[x, t]]/(tn) laissant invariant C[[x]]. Ils sont du type suivant : soit ν ∈ C[[x, t]]/(tn−1) inver-
sible. Alors il existe un unique automorphisme ψν de C[[x, t]]/(tn) tel que ψν(α) = α pour tout
α ∈ C[[x]] et que ψν(t) = νt. Les automorphismes de C[[x, t]]/(tn) laissant invariant C[[x]] sont
exactement les ψν . Le groupe de ces automorphismes s’identifie donc à
(
C[[x, t]]/(tn−1)
)∗, muni
de la loi de groupe
ν ′ ∗ ν = ν ′.ν(x, ν ′t).
On définit de même les faisceaux de groupes Sn sur C par : pour tout ouvert propre U de C,
Sn(U) est le groupe des automorphismes de U × Zn la projection sur U invariante. On a une
suite exacte canonique de faisceaux de groupes
0 // OC // Sn
ρ′n
// Sn−1 // 0.
L’ensemble H1(C,Sn) s’identifie à celui des classes d’isomorphismes des paires (Cn, π). On a
un morphisme de faisceaux de groupes naturel
sn : Sn −→ Gn,
Mais Sn n’est pas distingué. Ces inclusions commutent avec les restrictions Sn → Sn−1 et
Gn → Gn−1.
Soient g ∈ H1(C,Sn) et g son image dans H1(C,Gn). Soit (Cn, π) la courbe scindée associée à
g. On a donc Cn = C(g). On note Ci la courbe de multiplicité i sous-jacente, pour 2 ≤ i < n
(ce sont bien entendu des courbes scindées, munies de la restriction de π), L le fibré en droites
sur C associé, et g2 l’image de g dans H
1(C,G2). Alors on a
E(g2) ≃ L
∗ ⊕ TC
(une courbe double scindée est triviale). Notons que la projection π : Cn → C induit une décom-
position canonique en somme directe : le fibré E(g2) s’identifie au fibré tangent restreint T1 (cf. 6
et la proposition 6.1.8), et le morphisme tangent associé à π induit un morphisme E(g2)→ TC .
L’inclusion TC → E(g2) est définie elle canoniquement pour toute courbe multiple. On montre
comme dans les cas des courbes multiples qu’on a un isomorphisme de faisceaux de groupes
(OC)
g ≃ Ln−2. Comme dans le cas des courbes multiples on obtient si n ≥ 3 une application
surjective
lg : H
1(Ln−2) −→ H1(ρ′n)
−1(ρ′n(g)).
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La relation avec les faisceaux de groupes Gn est donnée par le diagramme commutatif avec
lignes exactes
0 // OC // _

Sn // _

Sn−1 // _

0
0 // OC ⊕ TC // Gn // Gn−1 // 0
Le faisceau de groupes (Sn)g s’identifie au faisceau AutSC(Cn) des automorphismes de Cn laissant
la projection sur C invariante. Le diagramme commutatif précédent induit le suivant
0 // Ln−2 // _

AutSC(Cn) // _

AutSC(Cn−1) // _

0
0 // Ln−2 ⊕ (TC ⊗ L
n−1) // AutC(Cn) // AutC(Cn−1) // 0
On a un diagramme commutatif
H1(Ln−2)
lg
//
 _

H1(ρ′n)
−1(ρ′n(g))
H1(sn)

H1(Ln−2)⊕H1(TC ⊗ L
n−1)
λg
// H1(ρn)
−1(ρn(g))
Je ne sais pas si H1(sn) est injective. Ce problème est lié à celui de l’existence de paires (Cn, π)
non isomorphes mais donc les courbes multiples associées le sont.
On donne au chapitre 8 la classification des courbes multiples scindées de multiplicité 3.
5.6. Classification des prolongements de courbes multiples dans les cas simples
Soient n ≥ 3 un entier et Cn−1 une courbe primitive de multiplicité n− 1 de courbe réduite
associée C et de fibré en droites associé L. Soient γ ∈ H1(C,Gn−1) tel que Cn−1 = C(γ) et
γ2 ∈ H
1(C,G2) l’image de γ. On s’intéresse aux prolongements de Cn−1 en courbes de multipli-
cité n. Il existe deux cas simples :
– Le cas où h1(E(γ2)⊗ Ln−1) = 0 : il y a dans ce cas un prolongement unique de Cn−1 en
courbe de multiplicité n.
– Le cas où AutC(Cn−1) est trivial. Les prolongements sont dans ce cas paramétrés par
H1(C,E(γ2)⊗ L
n−1).
Soit g le genre de C. Le premier cas se produit par exemple quand E(γ2) est stable et
deg(L) ≥
3g − 3
n− 3
2
.
Des cas où le second cas se produit sont donnés dans le corollaire 7.2.3.
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6. Faisceaux des dérivations et fibrés tangents restreints
6.1. Définitions et propriétés élémentaires
Soit n ≥ 2 un entier. Soit Cn une courbe multiple primitive de multiplicité n et de courbe
réduite associée C. On a une filtration canonique C = C1 ⊂ · · · ⊂ Cn−1 ⊂ Cn, où Ci est multiple
primitive de multiplicité i. Comme d’habitude on note Oi le faisceau structural de Ci, et L le
fibré en droites IC/IC2 sur C.
On peut supposer que Cn = C(g), avec g ∈ H1(C,Gn). Si 2 ≤ i ≤ n on notera gi l’image de gn
dans H1(C,Gi). On a donc C(gi) = Ci.
6.1.1. Fonctions rationnelles – On peut voir C comme un point du schéma Cn. On appelle
fonction rationnelle sur Cn un élément de l’anneauOCn,C . Soient P ∈ C et z ∈ OnP une équation
locale de C. Il existe d’après le théorème 5.2.1 un isomorphisme
θ : OnP ≃ OCP [[t]]/(t
n)
compatible avec la projection OnP → OCP . L’anneau des fonctions rationnelles sur Cn s’identifie
alors au localisé
(
OCP [[t]]/(t
n)
)
(t)
. On peut donc représenter les fonctions rationnelles sur Cn
par des sommes
n−1∑
i=0
αit
i, où pour 1 ≤ i ≤ n, αi est une fonction rationnelle sur C. Mais cette
représentation dépend bien sûr de l’isomorphisme θ. On notera C(Cn) l’anneau des fonctions
rationnelles sur Cn.
6.1.2. Dérivations – Pour tout ouvert U de Cn on note D0n(U) le On(U)-module des dérivations
de On(U) dans lui-même. Si U est non vide et distinct de Cn, tout élément de D0n(U) induit de
manière évidente une dérivation D de C(Cn) telle que pour tout P ∈ U on ait D(OnP ) ⊂ OnP .
Il en découle que pour tout ouvert V ⊂ U on a une restriction bien définie D0n(U)→ D
0
n(V ). On
obtient ainsi un préfaisceau de On-modules D0n. Le faisceau associé Dn est cohérent et s’appelle
le faisceau des dérivations sur Cn. Notons tout ouvert U de Cn distinct de Cn est affine et qu’on
a donc Dn(U) = D0n(U). On note de même Di le faisceau des dérivations sur Ci si 2 ≤ i < n.
Le faisceau Dn est le dual du faisceau des différentielles ΩCn .
6.1.3. Proposition : Le faisceau Dn est quasi localement libre de type (0, . . . , 0, 1, 1).
Autrement dit, Dn est localement isomorphe à On ⊕On−1.
Démonstration. Cela du fait que, comme indiqué dans 4.2.2 les dérivations de C[[x, t]] sont de
la forme D = a ∂
∂x
+ tb ∂
∂t
, avec a, b ∈ C[[x, t]]. 
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6.1.4. Représentation de Dn par des 1-cocycles – Soit (gij) un 1-cocycle d’un recouvrement
ouvert (Ui) de C représentant g. Donc gij est un automorphisme de OC(Uij)[t]/(tn) tel que
ρgij = ρ, ρ désignant le morphisme canonique OC(Uij)[t]/(tn)→ OC(Uij). On peut supposer
que pour tout indice i, ωC|Ui est trivial. On notera abusivement
∂
∂x
une section de ωC|Ui en-
gendrant ce fibré. Alors le faisceau Dn,i des dérivations de OC(Uij)[t]/(tn) est isomorphe à
On|Ui ⊕On−1|Ui, engendré par
∂
∂x
et t ∂
∂t
. Le faisceau Dn s’obtient en recollant les Dn,i au moyen
des automorphismes de Dn,i|Uij
(16) ∆ij : D
✤ // gij ◦D ◦ g
−1
ij ,
par le procédé indiqué dans 5.1.3. Supposons que gij = φµν , avec µ, ν ∈ On−1(Uij). Soient µ′, ν ′
les éléments de On−1(Uij) tels que g−1ij = φµ′ν′ . Alors un calcul simple montre qu’on a
(17) ∆ij(
∂
∂x
) =
(
1 + gij(
∂µ′
∂x
)νt
)
.
∂
∂x
+ νgij(
∂ν ′
∂x
).t
∂
∂t
,
(18) ∆ij(t
∂
∂t
) =
(
gij(
∂µ′
∂t
)ν2t− µ
)
.t
∂
∂x
+
(
gij(
∂ν ′
∂t
)ν2t + 1
)
.t
∂
∂t
.
On considère maintenant l’isomorphisme de recollement
Θij : Dn,j|Uij −→ g
∗
ij(Dn,i|Uij),
(cf. 5.1.3). Compte tenu de la structure de module de g∗ij(Dn,i|Uij), la matrice de (Θij) relati-
vement à la base ( ∂
∂x
, t ∂
∂t
) est obtenue en appliquant g−1ij aux coefficients de
∂
∂x
et t ∂
∂t
dans les
formules précédentes.
6.1.5. Restriction à C – On note EC le fibré vectoriel de rang 2 sur C défini par l’unique
extension non triviale 0→ OC → EC → TC → 0 .
6.1.6. Proposition : On a Dn|C ≃ EC si deg(L) 6= 0 et Dn|C ≃ OC ⊕ TC si deg(L) = 0 .
Démonstration. On utilise la description précédente de Dn en termes de 1-cocycles. On a
gij(t) = τijt, avec τij inversible, donc νij = ρ(τij) ∈ O∗C(Uij), et d’après la proposition 5.2.4,
le 1-cocycle (νij) représente le fibré en droites L sur C. Un calcul simple (utilisant 4.3.2, (17) et
(18)) montre que relativement à la base ( ∂
∂x
, t ∂
∂t
) de Dn,i|Uij ⊗OC|Uij , l’automorphisme induit
par ∆ij est défini par la matrice (
1 0
−νij
d
dx
( 1
νij
) 1
)
.
Le 1-cocycle (νij ddx(
1
νij
)dx) représente un élément λ de H1(C, ωC) ≃ C. D’après [15], Chapter
III, ex. 7.4 et [25] on a λ = deg(L). Le résultat découle alors aisément de 2.3.2. 
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La première filtration canonique de Dn (cf. [7]) est
TC ⊗ I
n−1
C ⊂ D2 ⊗ I
n−2
C ⊂ · · · ⊂ Dn−1 ⊗ IC ⊂ Dn
(c’est-à-dire que IiCDn ≃ Dn−i ⊗ I
i
C). Les gradués se calculent aisément avec la proposition
6.1.6.
6.1.7. Fibré tangent restreint – Soit E le sous-faisceau de Dn annulateur de In−1C . C’est un
fibré vectoriel de rang 2 sur Cn−1. On pose
Tn−1 = E ⊗ (IC)
∗,
où le dual de IC est pris sur Cn−1 (le dual de IC sur Cn étant isomorphe lui à On−1). On appelle
Tn−1 le fibré tangent restreint de Cn. Bien que ce soit un fibré sur Cn−1 il dépend effectivement
de Cn, et plus précisément de l’inclusion Cn−1 ⊂ Cn. La classe d’isomorphisme de Cn seule
détermine Tn−1 à l’action de AutC(Cn−1) près.
Considérons les 1-cocycles (gij) représentant g et (∆ij) représentant Dn (cf. 6.1.4). Alors le
On−1|Uij -module libre tOn|Uij ⊕On−1|Uij est invariant par ∆ij , et Tn−1 est obtenu en recollant
ces fibrés au moyen des ∆ij . Sur l’ouvert Ui, Tn−1 est engendré par t ∂∂x et t
∂
∂t
.
6.1.8. Proposition : On a Ti = Tn−1|Ci pour 2 ≤ i < n− 1, et T1 ≃ E(g2) .
Démonstration. La première assertion est immédiate. La seconde se démontre en utilisant les
formules (17) et (18). Soit (ψij) = (φµijνij) le 1-cocycle à valeurs dans G2 image de (gij). Ce
1-cocycle représente g2. Le fibré T1 sur C est obtenu en recollant les
OC|Ui.t
∂
∂x
⊕OC|Ui.t
∂
∂t
au moyen des matrices
(
νij −µij
0 1
)
. Donc par définition de E(g2) et d’après 2.3.3 on a bien
T1 ≃ E(g2) (cf. 4.6.2) . 
La seconde filtration canonique de Dn (cf. [7]) est
T1 ⊗ I
n−1
C ⊂ · · · ⊂ Tn−2 ⊗ I
2
C ⊂ Tn−1 ⊗ IC ⊂ Dn
(c’est-à-dire que l’annulateur de IiC dans Dn est Ti ⊗ I
n−i).
On a une filtration mixte
TC ⊗ I
n−1
C ⊂ T1 ⊗ I
n−1
C ⊂ · · · ⊂ Di ⊗ I
n−i
C ⊂ Ti ⊗ I
n−i
C ⊂ · · · ⊂ Tn−1 ⊗ IC ⊂ Dn .
dont les gradués sont
(Ti ⊗ I
n−i
C )/(Di ⊗ I
n−i
C ) ≃ L
n−i−1, (Di ⊗ I
n−i
C )/(Ti−1 ⊗ I
n−i+1
C ) ≃ TC ⊗ L
n−i.
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6.1.9. Cas d’une courbe plongée dans une surface lisse – On suppose que Cn est plongée dans
une surface lisse S. Alors on a
Tn−1 = TS|Cn−1.
6.2. Prolongements du faisceau des dérivations en fibré vectoriel de rang 2 et ex-
tensions de la courbe multiple
On utilise les notations de 6.1. On suppose que n ≥ 3.
On montre dans ce qui suit que sous certaines hypothèses, prolonger Cn−1 en une courbe de
multiplicité n revient essentiellement à étendre Dn−1 en un fibré vectoriel de rang 2 sur Cn−1
(correspondant au fibré Tn−1 sur la courbe de multiplicité n extension de Cn−1). Dans tout ce
qui suit on suppose que le groupe AutC(Cn−1) des automorphismes de Cn−1 laissant C invariante
(cf. 7) est trivial.
Le fibré vectoriel Tn−1 de rang 2 sur Cn−1 n’est défini qu’une fois choisie l’extension C(g) = Cn
de Cn−1. C’est un prolongement du faisceau des dérivations de Cn−1. On est donc dans la
situation de 2.2 : on a un diagramme commutatif avec lignes et colonnes exactes
0

0

0 // Tn−2 ⊗ IC // Dn−1 //

TC //

0
0 // Tn−2 ⊗ IC // Tn−1 //

T1 = E(g2) //

0
L∗

L∗

0 0
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Les prolongements possibles de Dn−1 sont décrits par le diagramme commutatif avec lignes et
colonnes exactes
Hom(TC ,T1 ⊗ L
n−2)

H1(T1 ⊗ L
n−1)
θ

0 // Ext1OC (T1,T1 ⊗ L
n−2)
i
//

Ext1On−1(T1,Tn−2 ⊗ IC)
//

End(T1) //

0
0 // Ext1OC(TC ,T1 ⊗ L
n−2) //

Ext1On−1(TC ,Tn−2 ⊗ IC)
// Hom(TC ,T1) // 0
0
Soit σ ∈ Ext1On−1(TC ,Tn−2 ⊗ IC) correspondant à Tn−1. Alors d’après 2.2.4 les éléments
de Ext1On−1(TC ,Tn−2 ⊗ IC) correspondant aux prolongements de Dn−1 sont de la forme
σ + i ◦ θ(u), avec u ∈ H1(T1 ⊗ Ln−1). On note T(u) le fibré vectoriel prolongement de Dn−1
associé à σ + i ◦ θ(u).
D’après 4.6.7 les courbes de multiplicité n extensions de Cn−1 sont associées aux éléments
de H1(C,Gn−1) de la forme λg(u), avec u ∈ H1(C,T1 ⊗ Ln−1). On note Tn−1(u) le fibré Tn−1
correspondant à la courbe C(λg(u)).
6.2.1. Théorème : On a T(−(n− 1)u) ≃ Tn−1(u) pour tout u ∈ H1(C,T1 ⊗ Ln−1).
Démonstration. On pose gij = φµij ,νij , avec µij, νij ∈ OC(Uij)/(t
n−1). Soit g = λg(u). Alors g
est représenté par un cocycle de la forme (gij), avec
gij = λθij ,βij ◦ gij ,
avec θij , βij ∈ OC(Uij). La famille (θij , βij) représente u au sens de 2.3.3 et 4.6.6. Mais au sens
de 2.2.7, u est représenté par ( θij
(νij)
n−1
0
,
βij
(νij)
n−1
0
).
Un calcul simple utilisant 4.1.2 montre que gij = φµij ,νij , avec
µij = µij + δijt
n−2, νij = νij + ǫijt
n−2,
où
δij = (µij)0βij + θij , ǫij = (νij)0βij.
On pose
g−1ij = φµ′ij ,ν′ij , g
−1
ij = φµ′ij ,ν′ij .
Alors, en utilisant (8) on voit que
µ′ij = µ
′
ij + δ
′
ijt
n−2, ν ′ij = ν
′
ij + ǫ
′
ijt
n−2,
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avec
δ′ij =
1
(νij)
n
0
((µij)0ǫij − (νij)0δij) = −
1
(νij)
n−1
0
θij ,
ǫ′ij = −
1
(νij)n0
ǫij = −
1
(νij)
n−1
0
βij.
Compte tenu de 5.1.3, les formules (17), (18) montrent que Tn−1 ⊗ IC est défini par les matrices
 1ν′ij (1 + ∂µ
′
ij
∂x
t) 1
ν′ij
(µ′ij +
∂µ′ij
∂t
t)
1
ν′ij
∂ν′ij
∂x
t 1 + 1
ν′ij
∂ν′ij
∂t
t

 .
Il en découle que Tn−1 = Tn−1(0) est défini par les matrices(
Aij Bij
Cij Dij
)
=
(
1 +
∂µ′ij
∂x
t µ′ij +
∂µ′ij
∂t
t
∂ν′ij
∂x
t ν ′ij +
∂ν′ij
∂t
t
)
.
De même, Tn−1(u) est défini par les matrices(
Aij Bij
C ij Dij
)
=
(
1 +
∂µ′ij
∂x
t µ′ij +
∂µ′ij
∂t
t
∂ν′ij
∂x
t ν ′ij +
∂ν′ij
∂t
t
)
.
On déduit des calculs précédents que Aij = Aij, C ij = Cij, et
Bij = Bij − (n− 1)
1
(νij)
n−1
0
θijt
n−2, Dij = Dij − (n− 1)
1
(νij)
n−1
0
βijt
n−2,
d’où le résultat d’après 2.2.7. 
On en déduit le
6.2.2. Corollaire : On suppose que E(g2) = T1 est stable, que deg(L) ≤ 0 et Lk 6≃ OC pour
1 ≤ k < 2n. Alors deux prolongements de Cn−1 en courbes de multiplicité n sont isomorphes si
et seulement si les prolongements correspondants Tn−1 de Dn−1 en faisceau localement libre de
rang 2 sur Cn−1 le sont.
Démonstration. D’après le corollaire 7.2.3 les conditions précédentes entrainent la trivialité de
AutC(Cn−1). D’autre part la stabilité de E(g2) implique que C est de genre positif et que
h0(ωC ⊗ E(g2)⊗ L
n−2) = 0. On a donc coker(θ) = H1(C,T1 ⊗ Ln−2) (cf. 2.2.4). Le résultat
découle donc du théorème 6.2.1. 
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7. Automorphismes des courbes multiples primitives
Soit n ≥ 2 un entier. Soit Cn une courbe multiple primitive de multiplicité n et de courbe réduite
associée C projective. On supposera que Cn = C(γ), avec γ ∈ H1(C,Gn). Si 2 ≤ i ≤ n on notera
γi l’image de γ dans H1(C,Gi). On a donc C(γi) = Ci. On supposera que γ est représenté par
un 1-cocycle (gij) d’un recouvrement ouvert (Ui) tel que pour tout i, ωC|Ui soit trivial.
Soient AutC(Cn) le faisceau de groupes des automorphismes de Cn laissant C invariante, et
AutC(Cn) le groupe de ses sections globales. On a un isomorphisme canonique
AutC(Cn) ≃ G
γ
n .
On a donc d’après la proposition 4.6.6, si n ≥ 3, une suite exacte de faisceaux de groupes
(19) 0 −→ E(γ2)⊗ Ln−1 −→ AutC(Cn) −→ AutC(Cn−1) −→ 0.
7.1. Automorphismes des courbes doubles
7.1.1. Proposition : On suppose que C2 est non triviale. Alors
1 - Les automorphismes de C2 induisant l’identité sur C sont de la forme χD = IC2 +D, où D
est une section globale de TC ⊗ L.
2 - On a un isomorphisme canonique de groupes AutC(C2) ≃ H0(C, TC ⊗ L) .
Démonstration. Les automorphismes de C2 sont de la forme χD = IC2 +D, où D est une déri-
vation à valeurs dans IC , c’est-à-dire un élément de H0(T1 ⊗ IC). D’après la suite exacte (15)
et le fait que cette suite est non scindée, C2 étant non triviale, on a
H0(T1 ⊗ IC) ≃ H
0(TC ⊗ L).
On obtient un isomorphisme de groupes dans 2- à cause de l’égalité χD ◦ χD′ = χD+D′ . 
Si C2 est triviale, on a un isomorphisme canonique
Aut(C2) ≃ H
0(TC ⊗ L)× C
∗,
la loi de groupe étant
(µ, λ).(µ′, λ′) = (λµ′ + µ, λλ′).
Le sous-groupe H0(TC ⊗ L) est le même que pour une courbe non triviale. Pour interprèter le
groupe C∗ on utilise la construction de C2 (cf. 5.2.5). L’automorphisme de C2 correspondant à
λ ∈ C∗ provient de l’homothétie du fibré L∗ de rapport λ.
PARAMÉTRISATION DES COURBES MULTIPLES PRIMITIVES 49
7.2. Automorphismes des courbes de multiplicité n
7.2.1. Le morphisme AutC(Cn)→ C∗ – (Cf. 4.5.3). Comme dans le cas n = 2 (cf. 4.6.2) on
a (O∗C)
γ = O∗C , donc le morphisme canonique ξn : Gn → O
∗
C induit un morphisme surjectif
ξγn : (Gn)
γ → O∗C , d’où
H0(ξγn) : AutC(Cn) −→ C
∗,
qu’on peut aussi décrire de la façon suivante : soit Φ ∈ AutC(Cn), défini par une famille (φi),
où φi est un automorphisme de OC(Ui)[t]/(tn), telle que φjgij = gijφi sur Uij pour tous i, j, et
supposons que φi = φµi,νi. Alors on a pour tout i
H0(ξγn)(Φ) = (νi)0.
Le rapport avec 4.2, 4.3.1 est le suivant : pour tout point fermé P de Cn on a
ξγn,P = ξ
n
On,P
.
Si Cn est triviale, on a une inclusion naturelle C∗ ⊂ AutC(Cn) (cela découle de la description
des courbes triviales, cf. 5.2.5), et on a évidemment H0(ξγn))(λ) = λ pour tout λ ∈ C
∗.
7.2.2. Théorème : Si im(H0(ξγn)) contient un λ tel que λ
i 6= 1 pour 1 ≤ i ≤ n− 1, alors Cn
est triviale.
Démonstration. On procède par récurrence sur n. Le cas n = 2 est règlé par la proposition 7.1.1.
Supposons que n ≥ 3 et que le résultat soit vrai pour n− 1. Soient λ ∈ im(H0(ξγn)) tel que λ
i 6= 1
pour 1 ≤ i ≤ n− 1, et Φ ∈ AutC(Cn) tel que H0(ξγn)(Φ) = λ. En considérant l’automorphisme
de Cn−1 induit par Φ on voit que Cn−1 est triviale. On peut donc mettre les gij sous la forme
gij = λθijβij ◦ φ0,νij = φθijtn−2,νij(1+βijtn−2) ,
où (νij) représente L et (θij, βij) un élément ω de H1(E(γ2)⊗ Ln−1) (puisque C2 est triviale
on a E(γ2) = TC ⊕ L∗). Il faut montrer que ω = 0. On peut supposer que les fonctions νij sont
non constantes. Compte tenu de 4.6.6 on a θij = −νn−1ij θji et βij = −ν
n−2
ij βji.
L’automorphisme Φ est défini par une famille (φi), où φi est un automorphisme de
OC(Ui)[t]/(t
n), telle que
(20) φigij = gijφj
pour tous i, j. Posons φ = φµi,λ. Alors d’après la proposition 4.1.2, (20) se traduit par les deux
relations suivantes dans OC(Uij)[t]/(tn−1) :
(21) µi + λn−1θijtn−2 = νij
( n−2∑
k=0
(µj)kν
k
ijt
k
)
+ (θij + νijβij(µi)0)t
n−2,
(22) λφµi,λ(νij) + λ
n−1νijβijt
n−2 = λνij + λνijβijt
n−2.
De (22) on déduit
(23) φµi,λ(νij) = νij + βijνij(1− λ
n−2)tn−2.
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En utilisant l’égalité
φµi,λ(νij) =
n−1∑
i=0
1
k!
(µit)
k d
kνij
dx
et le fait que νij n’est pas constant on voit que µi est de la forme
µi = ait
n−3 + bit
n−2,
avec ai, bi ∈ OC(Ui), et (23) devient
(24) βij =
1
(1− λn−2)νij
dνij
dx
ai .
En écrivant cette relation avec (j, i) au lieu de (i, j) et en utilisant les égalités βij = −νn−2ij βji
et νji = 1/νij, on obtient νn−2ij = ai/aj , d’où en dérivant
(n− 2)νn−3ij
dνij
dx
=
1
a2j
(ai
daj
dx
− aj
dai
dx
) .
Cette relation, utilisée dans (24) donne
βij =
1
(n− 2)(1− λn−2)
(νn−2ij
1
aj
daj
dx
−
1
ai
dai
dx
) ,
donc (βij) représente 0 dans H1(Ln−2), et on peut supposer que βij = 0 pour tous i, j. Il faut
bien entendu vérifier qu’on peut obtenir une expression indépendante du choix de la base ∂
∂x
de TC|Ui∪Uj . Cela se voit aisément en utilisant la proposition 4.2.1.
La relation (21) s’écrit, en utilisant ce qui précède,
θij =
1
1− λn−1
(bi − ν
n−1
ij bj) ,
donc (θij) représente 0 dans H1(TC ⊗ Ln−1), et on a bien ω = 0. 
On va en déduire que AutC(Cn) est particulièrement simple, voire trivial, dans un certain
nombre de cas. Rappelons qu’on a une suite exacte
(25) 0 −→ TC −→ E(γ2) −→ L∗ −→ 0
(cf. 4.6.3).
7.2.3. Corollaire : Soient g le genre de C et d = deg(L). On suppose que les conditions
suivantes sont réalisées :
– Si g ≥ 1 : d ≤ 0, et en cas d’égalité Lk 6≃ OC pour 1 ≤ k ≤ n− 1.
– Si g = 0 : d < −2.
Alors :
1 - Si la suite exacte (25) n’est pas scindée, alors AutC(Cn) est trivial.
2 - Si la suite exacte (25) est scindée et Cn non triviale, alors AutC(Cn) est fini, et si Cn est
triviale, alors on a AutC(Cn) ≃ C∗.
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Démonstration. Découle de la proposition 7.1.1 et des suites exactes (19). 
7.2.4. Le noyau de H0(ξγn) – On notera Aut
0
C(Cn) le noyau de H
0(ξγn). Soit
D ∈ H0(Cn−1,Dn−1 ⊗ IC). Pour tout ouvert U de Cn, on en déduit une dérivation D de On(U)
telle que im(D) ⊂ IC et D(IC|U)) ⊂ I2C|U , et un élément χD de Aut
0
C(Cn) défini par : pour
tout ouvert U de Cn et tout λ ∈ On(U),
χD(λ) =
∑
k≥0
1
k!
Dk(λ).
Cette notation est cohérente avec elle de 7.1.1. Du théorème 4.2.5 on déduit aisément le
7.2.5. Théorème : Pour tout φ ∈ Aut0C(Cn) il existe un unique D ∈ H
0(Cn−1,Dn−1 ⊗ IC) tel
que φ = χD.
De la suite exacte (19) on déduit la suivante :
0 −→ H0(E(g2)⊗ L
n−1) −→ AutC(Cn) −→ AutC(Cn−1).
Le sous-groupe H0(E(g2)⊗ Ln−1) est contenu dans Aut0C(Cn), on a donc la suite exacte
0 −→ H0(E(g2)⊗ L
n−1) −→ Aut0C(Cn) −→ Aut
0
C(Cn−1).
Cette suite exacte est la même que la suivante
0 −→ H0(E(g2)⊗ L
n−1) −→ H0(Cn−1,Dn−1 ⊗ IC) −→ H
0(Cn−2,Dn−2 ⊗ IC)
déduite de
0 −→ E(g2)⊗ L
n−1 −→ Dn−1 ⊗ IC −→ (Dn−1 ⊗ IC)|Cn−1 −→ 0.
Mais bien entendu la structure de groupe sur H0(Cn−1,Dn−1 ⊗ IC) déduite de celle de
AutC(Cn−1) n’est pas l’addition.
7.3. L’action de AutC(Cn−1)
On suppose que n ≥ 3. On décrit ici l’action de AutC(Cn−1) sur H1(E(γ2)⊗ Ln−1). Rappe-
lons que si Cn(Cn−1) désigne l’ensemble des courbes primitives de multiplicité n qui sont des
prolongements de Cn−1, alors on a une application surjective
λγ : H
1(E(γ2)⊗ L
n−1) −→ Cn(Cn−1)
dont les fibres sont précisément les orbites de cette action (cf. 3.2, 5.2.7).
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Soit ψ ∈ AutC(Cn−1). On suppose que pour tout i, ψUi se relève en un automorphisme ψi de
Cn|Ui. Soit ψi l’automorphisme de Ui × Zn défini par le carré commutatif
Cn|Ui
≃
//
ψi

Ui × Zn
ψi

Cn|Ui
≃
// Ui × Zn
Il en découle que ψi ◦ gij ◦ ψ−1j ◦ g
−1
ij est trivial sur Cn−1|Ui pour tous i, j, et s’identifie donc à
une section de
(
E(γ2)⊗ L
n−1
)
|Ui
. On posera donc
ψi ◦ gij ◦ ψ
−1
j ◦ g
−1
ij = λvijwij .
Soit δ = H0(ξγn−1)(ψ) ∈ C
∗ . Alors ψi se met sous la forme ψi = φµiδ .
7.3.1. Proposition : Soit u ∈ H1(E(γ2)⊗ Ln−1), représenté par un cocycle (λθijβij ) (cf. 4.5.1,
4.6.4). Alors ψ.u est représenté par le cocycle (λθ′ijβ′ij ), avec
θ′ij = δ
n−1θij − (µi)0.δ
n−2βij + vij , β
′
ij = δ
n−2βij + wij .
Démonstration. D’après 3.2, ψ.u est représenté par le cocycle(
ψi ◦ λθijβij ◦ gij ◦ ψ
−1
j ◦ g
−1
ij
)
=
(
ψi ◦ λθijβij ◦ ψ
−1
i ◦ λvijwij
)
,
et le résultat découle aisément du lemme 4.6.5. 
7.3.2. Cas où Cn−1 est triviale – Soient g le genre de C et d = deg(L). On suppose que Cn−1
est triviale et que les conditions suivantes sont réalisées :
– Si g ≥ 1 : d < 0, ou d = 0 et Lk 6= OC pour 1 ≤ k ≤ n− 1.
– Si g = 0 : d < −2.
On a dans ce cas E(γ2) = TC ⊕ L∗, donc
H1(E(γ2)⊗ L
n−1) ≃ H1(TC ⊗ L
n−1)⊕H1(Ln−2) .
D’après le corollaire 7.2.3 on a AutC(Cn−1) = C∗, et son action surH1(E(γ2)⊗ Ln−1) est donnée
par :
C∗ ×
(
H1(TC ⊗ L
n−1)⊕H1(Ln−2)
)
// H1(TC ⊗ L
n−1)⊕H1(Ln−2)
(δ, (θ, β)) ✤ // (δn−1θ, δn−2β)
Il en découle qu’en général Cn(Cn−1) est constitué de la courbe triviale de multiplicité n exten-
sion de Cn−1 et des courbes non triviales, qui s’identifient aux points fermés d’un espace projectif
tordu (appelé aussi espace projectif anisotrope, cf. [6], [3]) de dimension 4g − 5− (2n− 3)d. Le
lieu singulier de cet espace projectif tordu est constitué de deux espaces projectifs de dimensions
respectives g − 2− (n− 2)d et 3g − 4− (n− 1)d. Le premier espace projectif correspond aux
prolongements de Cn−1 qui sont des courbes scindées non triviales (cf. 5.5). Le second cor-
respond aux courbes non triviales Cn telles que IC soit isomorphe à π∗(L), π désignant la
projection Cn−1 → C.
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8. Courbes primitives de multiplicité 3
8.1. Les cas simples
Les courbes de multiplicité 2 sont bien connues (cf. [2] ou 5.2.6). Soit C une courbe projec-
tive lisse irréductible de genre g. Rappelons que les courbes doubles non scindées de courbe
réduite associé C et telles que le faisceau d’idéaux de C soit L ∈ Pic(C) sont paramétrées par
P(H1(TC ⊗ L)). Il existe une seule courbe scindée de courbe réduite associé C et telle que le
faisceau d’idéaux de C soit L, c’est la courbe triviale décrite en 5.2.5.
Soit C2 une courbe double de courbe réduite associée C et de fibré en droites sur C associé L de
degré d. On s’intéresse aux courbes triples (c’est-à-dire de multiplicité 3) qui sont des prolonge-
ments de C2. Soit C3(C2) l’ensemble de ces courbes. Soit γ ∈ H1(C,G2) l’élément correspondant
à C2. D’après 5.2.7, il existe une surjection
(26) H1(E(γ)⊗ L2) −→ C3(C2)
qui dépend du choix d’un élément de C3(C2), et dont les fibres sont les orbites de l’action de
AutC(C2).
8.1.1. Proposition : S’il existe plusieurs prolongements possibles de C2 en courbes de multi-
plicité 3, alors on a d < 2g − 2, ou d = 2g − 2 et L ≃ ωC.
Démonstration. S’il existe plusieurs prolongements possibles de C2 on doit avoir
h1(E(γ)⊗ L2) > 0 d’après la description précédente de C3(C2). De la suite exacte
0→ TC → E(γ)→ L
∗ → 0 on déduit la suivante
H1(TC ⊗ L
2) −→ H1(E(γ)⊗ L2) −→ H1(L) −→ 0.
Donc si h1(E(γ)⊗ L2) > 0, on a h1(TC ⊗ L2) > 0 ou h1(L) > 0. Le résultat découle du fait
que si D ∈ Pic(C) est tel que h1(D) > 0, alors on a deg(L) < 2g − 2 ou deg(L) = 2g − 2 et
L = ωC . 
On suppose dans toute la suite que d < 2g − 2, ou d = 2g − 2 et L ≃ ωC . Les cas les plus simples
sont ceux pour lesquels AutC(C2) est trivial. Dans ce cas l’application (26) est une bijection et
C3(C2) s’identifie à H1(E(γ)⊗ L2) de manière non canonique (à une translation près d’après
3.2.4). Le groupe AutC(C2) a été calculé en 7. On en déduit aisément que les seuls cas qui
restent où il est non trivial sont les suivants :
– d < 2g − 2 et C2 est triviale.
– L = ωC .
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8.2. Les cas où d < 2g − 2 et où C2 est triviale
On a alors AutC(C2) = C∗ et H1(E(γ)⊗ L2) = H1(TC ⊗ L2)⊕H1(L). Soit C03 la courbe tri-
viale de multiplicité 3 prolongement de C2.
Soit (νij) un cocycle représentant L, relativement à un recouvrement (Ui) de C tel que chaque
ωC|Ui soit trivial. Alors C
0
3 est représentée par le 1-cocycle (φ0,νij ). Si τ ∈ C
∗, l’automorphisme
correspondant ψτ de C2 s’étend en un automorphisme de C03 représenté par la famille (φ0,τ )
d’automorphismes des Ui × Zn.
Soit σ ∈ H1(E(γ)⊗ L2), représenté par une famille (λθijβij ) (cf. 4.5.1, 4.6.6). Alors d’après la
proposition 7.3.1, ψτ .σ est représenté par la famille
(φ0,τ ◦ λθijβij ◦ φ0,νij ◦ φ0,1/τ ◦ φ0,1/νij ) = (λτ2θij ,τβij) .
On en déduit l’action de AutC(C2) sur H1(E(γ)⊗ L2) :
C
∗ × (H1(TC ⊗ L
2)⊕H1(L)) // H1(TC ⊗ L
2)⊕H1(L)
(τ, (θ, β)) ✤ // (τ 2θ, τβ)
Comme attendu, C∗ laisse 0 invariant, ce qui correspond au fait que les automorphismes de C2
se prolongent en automorphismes de C03 .
Les prolongements de C2 sont donc d’une part la courbe triviale C03 et d’autre part les prolon-
gements non triviaux, paramétrés par le quotient de (H1(TC ⊗ L2)⊕H1(L))\{0} par l’action
précédente de C∗. Si h1(E(γ)⊗ L2) 6= 0, ce quotient est un espace projectif tordu. Les courbes
scindées forment un sous-espace projectif isomorphe à P (H1(L)), si h1(L) 6= 0.
8.3. Le cas où L = ωC
8.3.1. Le cas où C2 est triviale – On a alors H1(E(γ)⊗ L2) = H1(ωC)⊕H1(ωC) ≃ C2 ,
et H0(TC ⊗ L) = C. Comme précédemment C03 est représentée par le 1-cocycle (φ0,νij). Soit
Di =
d
dxi
une base de TC|Ui. Sur Uij on a Dj =
1
νij
Di (car L = ωC). Soit µ ∈ H0(TC ⊗ L) et
ψµ l’automorphisme associé de C2 (cf. 7.1). Soit ψDiµ,1 l’automorphisme de Ui × Z2 tel que le
diagramme suivant soit commutatif :
C2|Ui
≃
//
ψ
Di
µ,1

Ui × Z2
ψµ

C2|Ui
≃
// Ui × Z2
(cf. 4.2). On considère maintenant les automorphismes aussi notés ψDiµ,1 de Ui × Z3 extensions
des précédents. Soit
λvijwij = ψ
Di
µ,1 ◦ φ0,νij ◦ (ψ
Dj
µ,1)
−1 ◦ φ0,1/νij .
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8.3.2. Lemme : On a
vij =
Di(νij)
νij
µ , wij = −
1
2
Di(νij)
νij
µ2 .
Démonstration. Cela découle du calcul simple
λvijwij(xj) = xj −
1
2
Di(νij)
νij
µ2t2 , λvijwij(t) = t+
Di(νij)
νij
µt2 .

On en déduit avec la proposition 7.3.1 l’action de AutC(C2) sur H1(E(γ)⊗ L2) :
C× C2 // C2
(δ, (θ, β)) ✤ // (θ − βδ − (g − 1)δ2, β + (2g − 2)δ)
Les facteurs g − 1 et 2g − 2 sont causés par le cocycle (Di(νij)
νij
dxi) (cf. 6.1.6). Il faut aussi
considérer l’action du sous-groupe C∗ de AutC(C2), qui a été calculée en 8.2. Il en découle
aisément qu’il n’y a que deux AutC(C2)-orbites : celle de 0 correspond à la courbe triviale
prolongement de C2 et l’autre est un prolongement non trivial qui est une courbe scindée.
8.3.3. Le cas où C2 n’est pas triviale – Ici on a H1(E(γ)⊗ L2) ≃ C, et l’action de
H0(TC ⊗ L) = C est donnée par
C× C // C
(δ, β) ✤ // β + (2g − 2)δ
On en déduit que si g 6= 1 il existe un unique prolongement de multiplicité 3 de C2, alors que
si g = 1 il en existe une famille paramétrée par C.
8.4. Courbes scindées de multiplicité 3
Elles sont entièrement classifiées d’après ce qui précède, mais on peut en donner une autre
description. Soit L ∈ Pic(C). On considère une extension
0 −→ OC −→ E −→ L
∗ −→ 0
sur C correspondant à σ ∈ Ext1OC (L
∗,OC) = H
1(L). De l’inclusion OC ⊂ E on déduit un plon-
gement C ⊂ P(E). On note C3(σ) la courbe de multiplicité 3 associée, qui est scindée et dont
le fibré en droites associé est L.
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Soit C02 la courbe triviale de multiplicité 2, de courbe réduite C et de fibré en droites associé L.
Soit CS(C02) l’ensemble des classes d’isomorphisme de prolongements de C
0
2 en courbe scindée
de multiplicité 3. D’après 5.5 on a une application surjective canonique
lg : H
1(L) −→ CS(C02 ).
8.4.1. Proposition : 1 - Les fibres de lg sont les orbites de l’action de C∗ par multiplication.
2 - Pour tout σ ∈ H1(L), on a lg(σ) = C3(σ).
Démonstration. La première assertion découle immédiatement de la classification complète des
courbes de multiplicité 3. La seconde se démontre aisément en partant d’un cocycle définissant
σ, d’où on déduit des trivialisations locales de E permettant de définir C3(σ) par un cocycle
adéquat. 
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