Une construction explicite de polynômes-clés pour des valuations de rang fini by Mahboub, Waêl
THE`SE
En vue de l’obtention du
DOCTORAT DE L’UNIVERSITE´ DE TOULOUSE
Spe´cialite´ Mathe´matiques Fondamentales
De´livre´ par l’Universite´ Toulouse III - Paul Sabatier
Pre´sente´e et soutenue publiquement par
Wael Mahboub
le 18 Novembre 2013
Une construction explicite de polynoˆmes-cle´s pour des valuations de rang fini
E´cole doctorale
Mathe´matiques Informatique Te´le´communications de Toulouse (MITT)
Unite´ de recherche
Institut de Mathe´matiques de Toulouse
Directeur de the`se
Mark Spivakovsky
Rapporteurs
Francisco Javier Herrera Govantes, Professeur, Universidad de Sevilla
Bernard Teissier, Directeur de Recherche, Institut de Mathe´matiques de Jussieu
Membres du jury
Vincent Cossart Professeur Universite´ de Versailles-Saint-Quentin
F.J Herrera Govantes Professeur Universidad de Sevilla
Damian Ro¨ssler Directeur de Recherche Institut de Mathe´matiques de Toulouse
Mark Spivakovsky Directeur de Recherche Institut de Mathe´matiques de Toulouse
Joseph Tapia Professeur Institut de Mathe´matiques de Toulouse
Bernard Teissier Directeur de Recherche Institut de Mathe´matiques de Jussieu

Remerciement
Je voudrais avant tout exprimer ma gratitude a` mon directeur de the`se M. Mark Spi-
vakovsky, sans qui ce travail n’aurait pas donne´ ses fruits. Je le remercie surtout en ce qui
me concerne personnellement : il m’a soutenu et m’a pousse´ a` tirer le plus grand be´ne´fice
de chaque travail accomplit. Je lui suis extreˆmement reconnaissant pour sa disponibilite´ :
il m’a fait ressentir que je pouvais toujours avoir recours a` lui sans pour autant eˆtre en
train de le de´ranger.
La liberte´ qu’il m’a laisse´, sa patience, ses encouragements, double´s de sa rigueur,
m’ont permis de comprendre beaucoup de choses que, sans lui, j’aurais sans doute laisse´
passer.
En conside´rant toute la pe´riode durant laquelle il m’a encadre´, c’est surtout sa pe´dagogie
que je peux ressentir : comment il m’a introduit de plus en plus profonde´ment dans le
domaine et comment il a travaille´ a` me transmettre son expe´rience et ses connaissances.
Je voudrais aussi remercier M. Michel Vaquie´ pour la clarte´ de ses articles qui m’ont
conside´rablement facilite´ la compre´hension de ce sujet.
Je tient e´galement a` remercier M. Bernard Teissier et M. Francisco Javier Herrera Go-
vantes qui m’ont extreˆmement honore´ en acceptant d’eˆtre les rapporteurs de cette the`se.
Mes remerciements vont tout autant a` M. Vincent Cossart, M. Damian Ro¨ssler et M.
Joseph Tapia qui ont accepte´ de participer a` mon jury de the`se.
Je voudrais enfin remercier mes proches qui ont toujours e´te´ la` pour moi et qui m’ont
beaucoup soutenu durant toute cette pe´riode.
1
2
Table des matie`res
Introduction ge´ne´rale 5
1 Valuations. 9
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 De´finition d’une valuation . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Anneau de valuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Groupe des ordres et rang d’une valuation . . . . . . . . . . . . . . . . . . 11
1.5 Prolongement d’une valuation . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.6 Alge`bre gradue´e associe´e a` une valuation . . . . . . . . . . . . . . . . . . . 15
2 Notions de polynoˆmes-cle´s de Maclane et de Vaquie´ 17
2.1 Polynoˆme-cle´ et valuation augmente´e . . . . . . . . . . . . . . . . . . . . . 17
2.2 Famille de valuations augmente´es ite´re´es . . . . . . . . . . . . . . . . . . . 18
2.3 Polynoˆme-cle´ limite et valuation augmente´e limite . . . . . . . . . . . . . . 19
2.4 Famille admissible et famille admise . . . . . . . . . . . . . . . . . . . . . . 20
3 Construction re´currente de polynoˆmes-cle´s de HOS pour une
valuation de rang fini arbitraire 23
3.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Polynoˆme-cle´ de HOS et le polygoˆne de Newton . . . . . . . . . . . . . . . 24
3.3 Re´sultats de base de HOS . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.1 Les caracte`res nume´riques δi(h) et i(h). . . . . . . . . . . . . . . . 37
3.3.2 Suites infinies de polynoˆmes-cle´s de HOS . . . . . . . . . . . . . . . 39
3.4 Polynoˆme-cle´ limite de HOS . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.1 Polynoˆmes-cle´s limite et suites infinies de polynoˆmes-cle´ a` valeurs
non-borne´es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.2 Polynoˆmes-cle´s limites et les coe´fficients directeurs de leurs de´veloppements
standards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.3 Polynoˆmes-cle´s limite et suites infinies de polynoˆmes-cle´ a` valeurs
borne´es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Preuve que {Qi} est un ensemble complet de
polynoˆmes-cle´s de HOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4 Comparaison des notions de Polynoˆme-cle´ de Vaquie´ et de HOS. 61
4.1 De HOS vers Vaquie´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 De Vaquie´ vers HOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3
5 Exemples 75
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Exemples de polynoˆmes-cle´s limites en
caracte´ristique p > 0, avec des suites infinies de polynoˆmes-cle´s a` valeurs
borne´es dans un convexe vertical . . . . . . . . . . . . . . . . . . . . . . . 76
5.3 Exemples de polynoˆmes-cle´s limites avec des
suites infinies de polynoˆmes-cle´s a` valeurs non-borne´es dans un convexe
vertical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Bibliographie 93
4
Introduction
Soit K → L une extension de corps et ν une valuation de K.
La motivation principale pour introduire les polynoˆmes-cle´s e´tait le proble`me de de´crire
toutes les extensions µ de ν a` L. Plus re´cemment, la the´orie de polynoˆmes cle´s a trouve´
des applications au proble`me d’uniformisation locale en caracte´ristique arbitraire (voir,
par exemple, [9]).
Conside´rons une valuation µ de L qui prolonge la valuation ν. Dans le cas ou` ν est
discre`te de rang 1 et L est une extension alge´brique de K, Maclane introduit les notions de
polynoˆmes-cle´s pour µ et des valuations augmente´es, et de´montre que µ peut eˆtre obtenue
comme une limite d’une famille de valuations augmente´es sur l’anneau de polynoˆmes K[x]
([6], p. 377, The´ore`me 8.1 ; voir aussi [5] et [7]).
Dans une se´rie d’articles ([13]–[17]) M. Vaquie´ gene´ralise la notion de MacLane de
polynoˆmes-cle´s au cas des valuations arbitraires ν (c’est-a`-dire, des valuations qui ne sont
pas ne´ce´ssairement discre`tes de rang 1). Cet auteur introduit la notion des familles admis-
sibles de valuations. Dans le Chapitre 2 nous allons reproduire les de´finitions principales
de ces articles. Dans ce me´moire, nous allons nous re´fe´rer aux polynoˆmes-cle´s dans le
sens de Vaquie´ par polynoˆmes-cle´s de Vaquie´. L’approche MacLane - Vaquie´ est ax-
iomatique dans le sens que les polynoˆmes cle´s sont de´finis en termes de leurs proprie´te´s
the´oriques abstraites de valuation plutoˆt que par des formules explicites.
Dans l’article [3], publie´ dans le Journal of Algebra en 2007—la meˆme anne´e que
[15]—F.J. Herrera Govantes, M.A. Olalla Acosta et M. Spivakovsky de´veloppent leur
propre notion de polynoˆmes-cle´s pour des extensions (K, ν) → (L, µ) de corps value´s,
ou` ν est de rang 1 (non ne´ce´ssairement discre`te) et donnent une description explicite
des polynoˆmes-cle´s limites (qui peuvent eˆtre conside´re´s comme “des polynoˆmes d’Artin–
Schreier ge´ne´ralise´s”). Ces auteurs donnent une de´finition d’un syste`me complet {Qi}i∈Λ
de polynoˆmes-cle´s, indexe´ par un ensemble bien ordonne´ Λ de type d’ordre au plus N si
char Rν
mν
= 0 et au plus ω × ω si char Rν
mν
> 0. Dans ce me´moire, nous allons nous re´fe´rer
a` des polynoˆmes-cle´s dans le sens de Herrera–Olalla–Spivakovsky comme polynoˆmes-cle´s
de HOS.
Dans l’article [3] les polynoˆmes-cle´s {Qi}i∈Λ sont construits par re´currence transfinie
sur i, accompagne´s de troncatures νi de µ. Chaque Qi est de´crit par une formule explicite
en termes des polynoˆmes {Qj}j<i de´finis pre´ce`demment.
Nous notons que dans l’article [3] les auteurs exigent que les polynoˆmes-cle´s appar-
tiennent a` l’anneau des polynoˆmes Rν [x], ou` Rν est l’anneau de la valuation ν, tandis
que dans le travail de M.Vaquie´ les polynoˆmes-cle´s n’appartiennent pas forcement a` cet
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anneau.
Le premier but de ce me´moire est de construire par re´currence des suites de polynoˆmes-
cle´s associe´es a` la valuation µ, dans le cas ou` la valuation ν est de rang fini arbitraire r.
Dans le Chapitre 3 nous reprenons la de´finition d’un syste`me complet de polynoˆmes-
cle´s de HOS (De´finition 3.2.1). Nous donnons une construction explicite des polynoˆmes-
cle´s dans le cas ou` ν est de rang fini arbitraire r. Pour les de´finitions principales et les
re´sultats connus sur cette notion de polynoˆmes-cle´s, nous citons le preprint [11] et l’arti-
cle [3] ; nous ge´ne´ralisons beaucoup de ces re´sultats de base au cas ou` ν est de rang fini
arbitraire.
La nature des polynoˆmes-cle´s limites est e´tudie´e dans le Chapitre 3. On de´finit des
convexes verticaux tels que les valeurs d’une suite infinie de polynoˆmes-cle´s appartiennent
a` l’un de ces convexes. On distingue les cas ou` les valeurs de la suite infinie sont borne´es
ou non-borne´es dans le convexe, et si le convexe est un sous-groupe isole´ ou non. Puis
on e´tudie les images de valeurs des de´veloppements standards d’un polynoˆme-cle´ limite,
dans des quotients du groupe Γ′ par ses sous-groupes isole´s.
Les deux notions de polynoˆmes-cle´s (la notion de Maclane—Vaquie´ d’une part et celle
de Herrera–Olalla–Spivakovsky d’autre part) sont tre`s proches, meˆme si elles ne sont
pas tout a` fait e´quivalentes. Nous clarifions dans le chapitre 4 la relation entre ces deux
notions. Nous faisons la comparaison, dans le cas ou` ν est de rang arbitraire r, entre
les constructions de Vaquie´ des familles admissibles de valuations et notre construction
faite dans le chapitre 3. Nos principaux re´sultats, e´nonce´s et prouve´s dans le chapitre 4,
peuvent eˆtre re´sume´s comme suit :
Soit (K, ν)→ (L, µ) une extension de corps value´s avec rang ν = r ≥ 1. Soit {Qi}i∈Λ
un syste`me complet de polynoˆmes-cle´s de HOS et {νi}i∈Λ les troncatures correspondantes
pour µ. Alors :
1. Pour chaque i ∈ Λ le polynoˆme Qi est un polynoˆme-cle´ de Vaquie´ pour la troncature
νi0 , ou` i0 = i − 1 dans le cas ou` i admet un pre´de´cesseur imme´diat, et i0 < i est
un e´le´ment convenablement choisi de Λ, de´crit plus en de´tail dans la section 3.2, si
i est un ordinal limite (ce sont nos Proposition 4.1.1 et 4.1.3). Nous notons i = i0+
dans tous les cas, que i soit un ordinal limite ou non.
2. La famille F = {νi}i∈Λ de valuations construite dans le chapitre 3, peut eˆtre pro-
longe´e a` une famille admise de valuations pour la valuation µ (c’est notre the´ore`me
4.1.1).
Re´ciproquement, si F = {µi}i∈Λ est une famille admissibe de valuations de K[x] qui
est admise pour la valuation µ, et {Qi}i∈Λ la famille de polynoˆmes-cle´s dans le sens de
Vaquie´ associe´e a` F , alors tout polynoˆme Qi dans la famille peut eˆtre e´crit re´cursivement
en termes des polynoˆmes Qi′ avec i
′ < i (c’est notre Proposition 4.2.1). Si la famille F
contient des sous-familles continues (voir De´finition 2.2.2 ci-dessous), l’ensemble Λ n’est
pas ne´ce´ssairement bien ordonne´. Nous terminons le Chapitre 4 en expliquant comment en
remplac¸ant Λ par un sous-ensemble approprie´ bien ordonne´ et en modifiant de manie`re
approprie´e les polynoˆmes Qi (grosso modo, en soustrayant les termes de valeurs plus
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e´leve´es dans le sens de´fini pre´cise´ment ci-dessous) nous obtienderons une famille comple`te
de polynoˆmes-cle´s de HOS pour la valuation µ.
Les re´sultats de ce chapitre font objet de l’article [8], a` paraitre dans le Journal of
Pure and Applied Algebra.
Nous terminons ce me´moire par le Chapitre 5, en donnant des exemples de construc-
tion des polynoˆmes-cle´s limites dans des diffe´rentes cas qui peuvent se produire.
Nous donnons les exemples des polynoˆmes-cle´s limites dans le cas ou` les valuations ν
et µ sont centre´es dans des anneaux locaux noethe´riens avec des corps de fractions K et
L, respectivement. L’intereˆt de ces exemples est le fait que c’est exactement le cadre dans
lequel on applique la the´orie de polynoˆmes cle´s au proble`me d’uniformisation locale.
Les exemples de la section 5.2 concernent des polynoˆmes-cle´s limites, dans le cas ou`
car Rν
mν
> 0, qui succe`dent a` des suites infinies de polynoˆmes-cle´s ayant des valeurs borne´es
dans des sous-ensembles convexes verticales de Γ′.
Dans l’Exemple 5.2.1 nous sommes dans le cas ou` rang ν = 1 et les valeurs de la
suite infinie des polynoˆmes-cle´s qui pre´ce`dent au polynoˆme-cle´ limite sont borne´es dans
le premier sous-groupe isole´ de Γ′.
Dans l’Exemple 5.2.2 nous avons rang ν = 2 et les valeurs de la suite infinie des
polynoˆmes-cle´s qui pre´ce`dent au polynoˆme-cle´ limite sont borne´es dans le second sous-
groupe isole´ de Γ′.
Les exemples de la section 5.3 traitent des polynoˆmes-cle´s limites qui succe`dent a` des
suites infinies de polynoˆmes-cle´s ayant des valeurs non-borne´es dans des sous-ensembles
convexes verticaux de Γ′.
Les quatre exemples de la section 5.3 sont dans le cas ou` rang ν = 2. Dans le premier
exemple nous avons car Rν
mν
= 0 et dans les deux autres nous avons car Rν
mν
> 0. Dans
ces exemples nous e´tudions les diffe´rentes formes possibles des polynoˆmes-cle´s limites qui
succe`dent a` des suites infinies de polynoˆmes-cle´s ayant des valeurs non-borne´es.
Tous les anneaux de ce document seront commutatifs avec 1.
Notation : Nous allons utiliser la notation N pour l’ensemble des entiers non-negatifs.
Nous notons N0 l’ensemble des entiers strictements positifs.
Pour un groupe totalement ordonne´ Γ nous notons par Γ+ l’ensemble des e´le´ments
non-ne´gatifs dans Γ′.
Nous posons p = 1 si car kν = 0 et p = car kν si car kν > 0.
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Chapitre 1
Valuations.
1.1 Introduction
Dans ce chapitre nous rappelons quelques notions de base sur les valuations. Nous
donnons surtout quelques re´sultas que nous allons supposer comme aquis dans la suite de
ce travail.
Dans la premie`re partie nous de´finissons une valuation puis nous de´finissons un anneau
de valuation comme un anneau associe´ a` une valuation. Ensuite nous rappelons quelques
proprie´te´s des groupes des ordres d’une valuation. Nous introduisons la notion de prolonge-
ment d’une valuation, surtout pour montrer qu’e´tant donne´ un corps K et une extension
quelconque L de K, et si ν est une valuation quelconque de K alors il existe au moins
une valuation du corps L qui prolonge ν.
Enfin nous de´finissons l’alge`bre gradue´e associe´e a` une valuation et nous rappelons quelques
proprie´te´s de ces alge`bres. Le contenue de ce chapitre est surtout base´ sur [18], [12] et sur
[11].
1.2 De´finition d’une valuation
Soit K un corps et soit K∗ le groupe multiplicatif de K. Soit Γ un groupe abelien
totalement ordonne´.
De´finition 1.2.1. Une valuation de K est une application ν de K∗ dans Γ qui ve´rifie les
conditions suivantes :
ν(xy) = ν(x) + ν(y) (1.2.1)
ν(x+ y) ≥ inf {ν(x), ν(y)} (1.2.2)
L’image de ν est un sous-groupe de Γ appele´ le groupe des ordres de ν. Dans la suite
nous supposons que Γ est e´gale a` l’image de ν.
Une valuation ν est non-triviale si ν(x) 6= 0 pour un certain x de K∗. Dans le cas
contraire ν est appele´e valuation triviale.
Proposition 1.2.1. Des proprie´te´s (1.2.1) et (1.2.2) nous pouvons tirer les conclusions
suivantes :
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1. ν(1) = ν(−1) = 0.
2. ν(−x) = ν(x).
3. ν( y
x
) = ν(y)− ν(x).
4. ν(
n∑
i=1
xi) ≥ inf1≤i≤n {ν(xi)}.
5. S’il existe un indice k, 1 ≤ k ≤ n, tel que ν(xk) < ν(xi) pour tout 1 ≤ i ≤ n alors
ν(
n∑
i=1
xi) = inf1≤i≤n {ν(xi)} = ν(xk).
De´monstration. 1. Nous avons ν(1) = ν(1.1) = ν(1)+ν(1) d’ou` ν(1) = 0 et 0 = ν(1) =
ν(−1.− 1) = ν(−1) + ν(−1) donc ν(−1) = 0.
2. 2 est une conse´quence immediate de 1.
3. ν(1) = ν(x
x
)⇒ 0 = ν(x) + ν( 1
x
) d’ou` ν( 1
x
) = −ν(x).
4. 4 est de´montre´ par re´currence sur n en utilisant (1.2.2).
5. Comme dans 4 nous pouvons se ramener au cas ou` n = 2, en utilisant re´currence
sur n. Supposons que ν(x) < ν(y). Nous avons ν(x + y) ≥ inf{ν(x), ν(y)} donc
ν(x + y) ≥ ν(x). D’autre part, ν(x) = ν((x + y) − y) ≥ inf{ν(x + y), ν(−y)} =
inf{ν(x + y), ν(y)} donc ν(x) ≥ ν(x + y) car par hypothe`se ν(x) < ν(y). D’ou`
l’e´galite´.
Nous adjoignons a` Γ un e´le´ment +∞ et nous posons Γ∞ = Γ ∪ {+∞}. Nous prolon-
geons l’ordre de Γ a` Γ∞ en posons +∞ > α pour tout α ∈ Γ.
Nous posons ν(0) = +∞.
Nous posons :
Rν = {x ∈ K / ν(x) ≥ 0} .
Rν est un sous-anneau de K. Nous l’appelons anneau de valuation de ν.
L’ensemble
mν = {x ∈ K / ν(x) > 0}
est un ide´al de Rν . De plus si x ∈ Rν \mν alors ν(x) = 0 donc ν(x−1) = 0. Ce qui implique
que x−1 ∈ Rν . Donc Rν est un anneau local d’ide´al maximal mν .
Le corps kν :=
Rν
mν
est appele´ le corps re´siduel de la valuation ν.
Dans le cas ou` ν est une valuation triviale de K, nous avons Rν = K et mν = {0}.
1.3 Anneau de valuation
De´finition 1.3.1. Soit K un corps, R un sous-anneau de K. Nous disons que R est un
anneau de valuation de K s’il existe une valuation ν de K telle que R = Rν.
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Soit K un corps, < l’ensemble des sous-anneau locaux de K. Nous notons (R,m) un
e´le´ment de < ou` m est l’ide´al maximal de R. Nous de´finissons la relation d’ordre suivante
sur < :
Pour tout (R,m), (R′,m′) dans <
(R,m)  (R′,m′)⇔ R ⊆ R′ et m ⊆ m′.
Si (R,m)  (R′,m′) nous disons que R′ domine R ou bien que R est domine´ par R′.
La condition m ⊆ m′ est e´quivalente a` m = m′ ∩R.
Proposition 1.3.1. Soit (R,m) ∈ <, alors les conditions suivantes sont e´quivalentes :
1. Il existe une valuation ν de K tel que R est l’anneau de valuation de ν.
2. Pour tout x ∈ K nous avons x ∈ R ou x−1 ∈ R.
3. K est le corps de fraction de R et l’ensemble des ide´aux de R est ordonne´ par
l’inclusion.
4. (R,m) est un e´le´ment maximal pour la relation de domination de´fini ci-dessus.
Corollaire 1.3.1. Tout sous-anneau local R d’un corps K est domine´ par au moins un
anneau de valuation.
De´monstration. Il suffit d’appliquer la lemme de Zorn sur l’ensemble des anneaux locaux
contenus dans K et d’utiliser la proposition pre´ce´dente.
1.4 Groupe des ordres et rang d’une valuation
Soit Γ un groupe totalement ordonne´.
De´finition 1.4.1. Une partie ∆ de Γ est appele´ un segment si pour tout α, β ∈ Γ avec
α ∈ ∆ nous avons : −α ≤ β ≤ α⇒ β ∈ ∆.
De´finition 1.4.2. Un sous-groupe Γ′ de Γ est appele´ un sous-groupe isole´ s’il est a` la fois
un sous-groupe propre de Γ et un segment.
De´finition 1.4.3. Le rang du groupe Γ est le nombre des sous-groupes isole´s contenus
dans Γ.
De´finition 1.4.4. Le rang d’une valuation ν est le rang de son groupe des ordres Γ.
Il est clair que l’ensemble de tous les segments de Γ est totalement ordonne´ par l’in-
clusion. Ainsi si Γ est de rang r, notons par Γi, 0 ≤ i < r les sous-groupe isole´s de Γ. Alors
quitte a` interchanger les i nous pouvons e´crire {0} = Γ0  Γ1  . . .  Γr−1  Γr = Γ.
De´finition 1.4.5. Un groupe Γ est dit archime´dien s’il ve´rifie la condition suivante : pour
tout α, β ∈ Γ, avec α > 0, il existe un entier n tel que nα > β.
Proposition 1.4.1. Les conditions suivantes sont e´quivalentes :
1. Γ est de rang 1.
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2. Γ est archime´dien.
3. Γ est isomorphe a` un sous-groupe du groupe additif (R,+).
De´monstration. 1⇒ 2 Soit α un e´le´ment strictement positif dans Γ. L’ensemble
{β ∈ Γ / il existe n ∈ N tel que βn > α ou − βn > α}
est un sous-groupe et un segment de Γ et ce sous-groupe ne peut pas eˆtre nul car il
contient α. Comme Γ est de rang 1 il s’en suit que ce sous-groupe est Γ. Ainsi Γ est
archime´dien.
2⇒ 1 Supposons que Γ contient un sous-groupe isole´ propre ∆ diffe´rent de {0}. Soit
α > 0 ∈ ∆, alors pour tout β > 0 ∈ Γ, ∃n tel que nα > β donc β ∈ ∆, alors ∆ = Γ
ce qui contredit le fait qu’un sous-groupe isole´ est un sous-groupe propre de Γ.
2⇒ 3 Fixons α ∈ Γ. Pour tout β ∈ Γ, posons
Cβ,1 =
{m
n
/ m, n ∈ Z, n 6= 0, mα < nβ
}
et
Cβ,2 =
{m
n
/ m, n ∈ Z, n 6= 0, mα ≥ nβ
}
.
Comme Γ est archime´dien, alors pour tout β ∈ Γ, Cβ,1 et Cβ,2 sont diffe´rents de
vide. Les ensembles Cβ,1 et Cβ,2 de´finissent ainsi une coupure de Dedekind dans
l’ensemble des nombres rationnels. Pour tout β ∈ Γ soit φ(β) le nombre re´el de´fini
par la coupure de Dedekind Cβ,1 et Cβ,2. Φ est alors une isomorphisme croissante,
de Γ dans un sous-groupe de (R,+).
3⇒ 2 Evident.
Soit G un groupe totalement ordonne´ et H un sous-groupe de Γ. La surjection canon-
ique de G dans G/H de´finit un ordre total sur G/H par : α¯ ≤ β¯ dans G/H si α ≤ β dans
G.
Proposition 1.4.2. Soient G un groupe totalement ordonne´ et H un sous-groupe de G.
Nous avons une application surjective de l’ensemble des sous-groupes isole´s de G dans
l’ensemble des sous-groupes isole´s de H qui a` ∆ envoie ∆ ∩H. De plus cette application
est bijective si le groupe quotient G/H est un groupe de torsion.
Proposition 1.4.3. Soit Γ un groupe totalement ordonne´ et ∆ un sous-groupe isole´ de
Γ. Il existe une correspondance bijective entre les sous-groupes isole´s de Γ qui contiennent
∆ et les sous-groupes isole´s de Γ/∆. Ainsi nous avons
rang Γ = rang ∆ + rang Γ/∆
Proposition 1.4.4. Soient G1, G2, ..., Gn des groupes totalement ordonne´s et soit G =
G1 × G2 × ... × Gn le produit direct muni de l’ordre lexicographique. Si H est un sous-
groupe isole´ de Gs alors l’ensemble {α = (α1, ..., αs, ..., αn) / αi = 0 ∀i < s, αs ∈ H} est
un sous-groupe isole´ de G.
Corollaire 1.4.1. Nous avons rang G =
∑
1≤i≤n
rang Gi.
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Proposition 1.4.5. Soit Γ un groupe totalement ordonne´ de rang r, alors il existe une
application injective croissante de Γ dans (R,+)r muni de l’ordre lexicographique.
De´monstration. Nous faisons la preuve par re´currence sur r. Nous avons le resultat pour
r = 1 d’apre`s Proposition 1.4.1.
Supposons que rang Γ = r et e´crivons Γ0 = {0}  Γ1  ...Γr−1  Γ ou` les Γi sont les
sous-groupes isole´s de Γ.
Par l’hypothe`se de re´currence nous avons une application injective croissante ψ :
Γr−1 ↪→ Rr−1. De plus comme Γ/Γr−1 est de rang 1, alors nous avons une application
injective croissante θ : Γ/Γr−1 ↪→ R.
D’autre part nous avons la suite exacte 0 → Rr−1 ι−→ Rr = Rr−1⊕R → R pi−→ 0 ou` ι
est l’injection qui envoie (a2, ..., ar) ∈ Rr−1 a` (0, a2, ..., ar) dans Rr , et pi la projection qui
envoie (a1, a2, ..., ar) ∈ Rr a` a1 ∈ R.
Pour chaque x ∈ Γ nous notons x¯ son image dans Γ/Γr−1.
Soit {x1, x2, ...} un ensemble d’e´le´ments de Γ−Γr−1 qui induit une Q-base de Γ/Γr−1.
Pour chaque xi, nous conside´rons l’image θ(x¯i) de x¯i par θ et nous choisissons arbi-
trairement zi ∈ pi−1(θ(x¯i)).
Nous remarquons que si
n∑
k=1
aikzik = 0 avec aik ∈ Q pour tout 1 ≤ k ≤ n, alors
aik = 0 pour tout 1 ≤ k ≤ n. En effet, nous avons
∑
aikzik = 0 ⇒ pi(
∑
aikzik) = 0 ⇒∑
aikθ(x¯ik) = 0 alors
∑
aik(x¯ik) = 0 car θ est injective par de´finition. D’ou` nous tirons la
conclusions car les x¯ik sont Q-line´airements inde´pendants par de´finition.
Pour tout x ∈ Γr, x¯ s’e´crit d’une fac¸on unique x¯ =
n∑
k=0
aik x¯ik avec aik ∈ Q pour tout
k. Donc x−
n∑
k=0
aikxik est dans Γr−1.
Nous de´finissons ρ(x) = ι ◦ ψ(x−
n∑
k=0
aikxik) +
n∑
k=0
aikzik .
D’apre`s ce qui pre´ce`de ρ est une application. De plus ρ est injective. En effet, sup-
posons que ρ(x) = ι ◦ ψ(x −
n∑
k=0
aikxik) +
n∑
k=0
aikzik = 0 alors ι ◦ ψ(x −
n∑
k=0
aikxik) = 0
et
n∑
k=0
aikzik = 0 car sinon nous aurons
n∑
k=0
aikzik ∈ Rr−1 donc pi(
n∑
k=0
aikzik) = 0 alors
n∑
k=0
aikθ(x¯ik) = 0 et comme θ est injective alors
n∑
k=0
aik x¯ik = 0 alors chaque ai est nul, d’ou`
la contradiction.
Donc nous avons
n∑
k=0
aikzik = 0 alors aik = 0 pour tout k. En plus, ι◦ψ(x−
n∑
k=0
aikxik) =
0 alors ι ◦ ψ(x) = 0 avec ι et ◦ injectives. Donc x = 0.
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Montrons que ρ est croissante :
Soit x ∈ Γ avec x > 0. Ecrivons x¯ = ∑ aix¯i ∈ Γ/Γr−1. Alors x¯ ≥ 0. Si x¯ = 0 alors
x ∈ Γr−1 et ρ(x) = ι ◦ ψ(x) mais ψ est croissante par l’hypothe`se de re´currence et ι est
croissante par construction, donc ρ(x) > 0. Supposons que x¯ > 0. Or nous avons x¯ =∑
aix¯i alors
∑
aix¯i > 0 or θ est croissante donc
∑
aiθ(x¯i) > 0 dans R, et par de´finition
de pi nous aurons
∑
aizi = (b1 =
∑
aiθ(x¯i), b2, ..., br). Comme Rr est ordonne´ par l’ordre
lexicographique, nous aurons
∑
aizi > 0. Or ρ(x) = ι ◦ ψ(x−
∑
aixi) +
∑
aizi > 0 avec
ι◦ψ(x−∑ aixi) = (0, b1, ..., br) ∈ Rr par de´finition de ι et ∑ aizi = (b1, ..., br) avec b1 > 0
alors ρ(x) > 0.
Nous montrons aussi avec les meˆmes raisonnements que si ρ(x) > 0 alors x > 0.
Soit Γ un groupe totalement ordonne´ de rang r, soit Γ0 = {0}  Γ1  ...Γr−1  Γr = Γ
les sous-groupes isole´s de Γ.
De´finition 1.4.6. Γ est appele´ un groupe discret, si pour tout 0 ≤ i < r le groupe quotient
Γi+1/Γi est isomorphe a` un sous-groupe du groupe additif (Z,+).
En particulier, un groupe totalement ordonne´ de rang 1 est discret s’il est isomorphe
a` un sous-groupe de Z.
1.5 Prolongement d’une valuation
Soit K un corps, L une extension de K. Si µ est une valuation de L, la restriction de µ
a` K est une valuation ν de K dont le groupe des ordres Γν est un sous-groupe du groupe
des ordres Γµ de µ. De plus Rν = Rµ ∩K et Rµ domine Rν .
Proposition 1.5.1. Soit K un corps, ν une valuation de K, et soit L une extension de
K, alors il existe au moins une valuation µ de L qui prolonge µ.
De´monstration. L’anneau de valuation Rν de ν est un sous anneau local de L, donc d’apre`s
Corollaire 1.3.1 il existe au moins un anneau de valuation de L qui domine Rν .
Soient L une extension de K et µ une valuation de L qui prolonge une valuation ν de
K. Soient Γµ le groupe des ordres de µ et Γν le groupe des ordres de ν.
Proposition 1.5.2. Si {xi}1≤i≤n sont des e´le´ments de L tels que leurs images dans Γµ/Γν
sont line´airement inde´pendantes sur Z alors les xi sont alge´briquement inde´pendants sur
K.
Proposition 1.5.3. Si L est une extension alge´brique de K alors rang Γµ = rang Γν
De´monstration. Cela est une conse´quence de la Proposition 1.5.2 et de la Proposition
1.4.2.
Proposition 1.5.4. Si Γν est de rang fini r et si L est une extension de degre´ de tran-
scendance fini s alors rang Γµ − rang Γν ≤ tr.deg(L/K) = s
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De´monstration. Supposons que rang Γµ − r > s.
Soit {Γ′i}0≤i≤rang Γµ l’ensemble des sous-groupes isole´es de Γµ. De la Proposition 1.4.2
nous pouvons de´duire qu’il existe s+ 1 indexes ij distincts, tels que Γ
′
ij
∩Γν = Γ′ij+1 ∩Γν .
Pour tout 1 ≤ j ≤ s+ 1 soit yj ∈ L tel que µ(yj) 6= 0 ∈ Γ′ij+1 − Γ′ij . Alors les images des
µyj dans Γµ/Γν sont line´airement inde´pendantes sur Z, en effet s’il existe s + 1 e´le´ments
nj ∈ Z non tous nuls, tels que
s+1∑
1
njµ(yj) ∈ Γ. Soit j0 le plus grand index tel que nj0 6= 0,
nous avons µ(yj) ∈ Γ′j0 pour tout j 6= j0 donc nous aurons l’image de njµ(yj) nulle dans
Γ′j0+1/Γ
′
j ce qui est impossible. Donc d’apre`s Proposition 1.5.2 nous avons s+ 1 e´le´ments
de L alge´briquement inde´pendants sur K ce qui contredit le fait que tr.deg(L/K) = s.
1.6 Alge`bre gradue´e associe´e a` une valuation
De´finition 1.6.1. Soit ν : K∗ → Γ une valuation. Soit (Rν ,Mν , kν) l’anneau de valuation
de ν. Pour tout e´le´ment β ∈ Γ, nous conside´rons les Rν-sous-modules de K :
Pβ = {y ∈ K∗ | ν(y) ≥ β} ∪ {0}
Pβ+ = {y ∈ K∗ | ν(y) > β} ∪ {0}
Nous de´finissons
Gν =
⊕
β∈Γ
Pβ
Pβ+
La kν-algebre Gν est un anneau inte`gre. Pour tout e´le´ment y ∈ K∗ avec ν(y) = β,
l’image naturel de y dans
Pβ
Pβ+
⊂ Gν est un e´le´ment homoge`ne de Gν de degre´ β, qu’on
note inνy.
De´finition 1.6.2. Pour tout f et g dans K :
1. Nous disons que f et g sont ν-e´quivalents ou` bien que f est ν-e´quivalent a` g si
inνf = inνg.
2. Nous disons que g ν-divise f ou` bien que f est ν-divisible par g s’il existe h ∈ K
tel que f est ν-e´quivalent a` h.g.
Proposition 1.6.1. ([11], page 32, Proposition 4.8) Soit Gν l’alge`bre gradue´e associe´e a`
une valuation ν : K → Γ. Soient y =
s∑
i=1
yi avec yi ∈ K, α = inf
1≤i≤s
ν(yi)
et S = {i ∈ {1, ..., s} / ν(yi) = α}.
Les conditions suivantes sont e´quivalentes :
1. ν(y) = α
2.
∑
i∈S
inνyi 6= 0.
De´monstration. Nous avons :∑
i∈S
inνyi 6= 0⇔
∑
i∈S
yi∈/Pα+ ⇔ ν(
∑
i∈S
yi) = α⇔ ν(
s∑
i=1
yi) = α.
15
Nous rappelons quelques de´finitions de base sur les alge`bres gradue´es.
De´finition 1.6.3. ([11], page 28, Definition 4.1) Soit G une alge`bre gradue´e sans diviseur
de zero. La saturation de G, note´e G∗, est l’alge`bre gradue´e
G∗ =
{ g
h
∣∣∣ g, h ∈ G, h homoge`ne, h 6= 0} .
G est dite sature´e si G = G∗.
Nous avons G∗ = (G∗)∗ pour tout alge`bre gradue´e G, de sorte que G∗ est toujours
sature´e.
De´finition 1.6.4. ([11], page 32, Definition 4.7) Soit G une alge`bre gradue´e et xΛ :=
{xλ}λ∈Λ une collection d’e´le´ments de G. Soit k un corps, contenu dans la partie de degre´ 0
de G. Soit k[xΛ] la k-sous-alge`bre de G, engendre´e par xΛ. Nous disons que xΛ engendre
rationne`llement G si G∗ = k[xΛ]∗.
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Chapitre 2
Notions de polynoˆmes-cle´s de
Maclane et de Vaquie´
2.1 Polynoˆme-cle´ et valuation augmente´e
Soit (K, ν) un corps value´, x une variable inde´pendante, et soit µ une valuation de
K[x], qui prolonge ν.
De´finition 2.1.1. 1. Un polyno`me φ dans K[x] est dit µ-minimal si, pour tout f dans
K[x] nous avons : φ µ-divise f ⇒ degx f ≥ degx φ.
2. Nous disons que φ est µ-irreducible si pour tout f , g dans K[x] nous avons :
φ µ-divise f.g ⇒ φ µ-divise f ou φ µ-divise g.
De´finition 2.1.2. ([14], page 3442) Un polynome φ dans K[x] est dit polynoˆme-cle´ de
Vaquie´ pour la valuation µ si φ ve´rifie :
1. φ est µ-minimal.
2. φ est µ-irreducible.
3. φ est unitaire.
Soit µ une valuation de K[x] et φ un polynoˆme-cle´ de Vaquie´ de µ. Tout polynoˆme f
dans K[x] peut eˆtre e´crit d’une manie`re unique sous la forme
f = fmφ
m + fm−1φm−1 + ...+ f0
avec degx fj < degx φ pour tout 0 ≤ j ≤ m.
The´ore`me 2.1.1. ([14], page 3442 et [6], page 368) Soit Γ′ un groupe totalement ordonne´
contenant le groupe des ordres Γ de µ. Soit γ un e´le´ment de Γ′ qui ve´rifie γ > µ(φ).
L’application µ′ de K[x] dans Γ′ de´finie par
µ′(f) = min
0≤j≤m
{µ(fj) + jγ}
est une valuation de K[x] dans le sous-groupe de Γ′ engendre´ par Γ et γ.
De´finition 2.1.3. Nous appelons la valuation µ′ de´finie ci-dessus par la valuation µ,
le polynoˆme-cle´ φ et l’e´le´ment γ une valuation augmente´e et nous notons : µ′ =
[µ;µ′(φ) = γ].
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Exemple 2.1.1. Soit k un corps et soit k(x, y) une extension de k, ou` x et y sont deux
e´le´ments, algebriquement inde´pendents sur k. Posons K = k(y). Pour tout g = g(y) =
n∑
i=0
aiy
i ∈ K[y] nous posons ν(g) = min {i | 0 ≤ i ≤ n, ai 6= 0}, ν est appele´e la valuation
y-adique sur K.
Nous de´finissons la valuation µ sur K[x] comme suit : pour tout f =
m∑
j=0
bjx
j dans
K[x], µ(f) = min
0≤j≤m
{
ν(bj) +
3
2
j
}
(en particulier, nous avons 3
2
= µ(x)).
Pour tout c ∈ k le polynoˆme φ = x2 +cy3 est un polynoˆme cle` de Vaquie´ pour la valuation
µ.
Exemple 2.1.2. Gardons les notations et les hypothe`ses de l’exemple 2.1. Soit c = 1, de
sorte que φ = x2 + y3. Nous avons µ(φ) = min
{
3
2
∗ 2, ν(y3)} = 3.
Posons γ = 10
3
et de´finissons la valuation augmente´e µ′ on K[x] comme suit :
pour tout polynoˆme f = fmφ
m + fm−1φm−1 + ...+ f0 de K[x],
µ′(f) = min
0≤j≤m
{µ(fj) + jγ} ou` γ = µ′(φ) = 103 > µ(φ) = 3.
Notation. Dans la situation de la De´finition 2.1.3, nous allons parfois e´crire [µ;µ′(φ) = γ]
plutoˆt que µ′, pour faire valoir la de´pendance de µ′ de φ et de γ.
2.2 Famille de valuations augmente´es ite´re´es
De´finition 2.2.1. ([14], page 3463). Une famille {µα}α∈A de valuations de K[x], in-
dexe´e par un ensemble totalement ordonne´ A, est appele´e une famille de valuations
augmente´es itere´es si pour tout α dans A, sauf pour α le plus petit e´le´ment de A, il
existe θ dans A, θ < α, tel que la valuation µα est une valuation augmente´e de la forme
µα = [µθ;µα(φα) = γα], et si nous avons les proprie´te´s suivantes :
1. Si α admet un pre´de´cesseur dans A, θ est ce pre´de´cesseur, et dans le cas ou` θ n’est
pas le plus petit e´le´ment de A, les polynoˆmes φα et φθ ne sont pas µθ-e´quivalents et
ve´rifient deg φθ ≤ deg φα ;
2. si α n’a pas de pre´de´cesseur dans A, pour tout β dans A, θ < β < α, les valuations
µβ et µα sont e´gales aux valuations augmente´es respectives
µβ = [µθ;µβ(φβ) = γβ]
et
µα = [µβ;µα(φα) = γα],
et les polynoˆmes φα et φβ sont de meˆme degre´.
De´finition 2.2.2. ([14], page 3464) Une famille de valuations augmente´es ite´re´es {µα}α∈A
est dite continue s’il existe une valuation µ de K[x], un sous-ensemble infini Λ =
{γα | α ∈ A} du groupe Γ qui ne contient pas un e´le´ment maximal et une famille de
polynoˆmes {φα}α∈A de meˆme degre´ d, chaque polynoˆme φα e´tant un polynoˆme-cle´ pour la
valuation µ avec µα = [µ;µα(φα) = γα] pour tout α dans A.
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Remarque 2.2.1. ([14], 3463, le de´but de §1.4) Conside´rons une famille continue de
valuations augmente´es ite´re´es {µα}α∈A. Alors les valuations µα ont le meˆme groupe des
ordres. Dans ce qui suit, nous noterons ce groupe par Γ•.
De´finition 2.2.3. ([14], page 3464) Une famille continue de valuations augmente´es ite´re´es
{µα}α∈A est dite exhaustive si l’ensemble Λ ve´rifie :
∀α < β ∈ A, ∀γ ∈ Γ, γα < γ < γβ ⇒ γ ∈ Λ.
Considerons une famille continue de valuations augmente´es ite´re´es F = {µα}α∈A
comme avant, pas ne´cessairement exhaustive. Suite a` [14], page 3455, soit Φ• l’ensem-
ble des polynoˆmes φ dans K[x], de degre´ d, tel qu’il existe α, β ∈ A, selon φ, ve´rifiant
µα(φ) < µβ(φ) = µβ′(φ) pour tout β
′ ∈ A avec β′ ≥ β. Soit
Λ• = {µβ(φ) | φ ∈ Φ•, β ∈ A sufficiently large} .
Soit Exh(A) un ensemble d’indices totalement ordonne´, avec un isomorphisme qui pre-
serve l’ordre γ : Exh(A) → Φ•. Nous allons e´crire γα pour γ(α) (la seule raison pour
laquelle nous introduisons un ensemble supple´mentaire d’indices a` ce stade est de rendre
la notation cohe´rente avec celle de [14]). Pour tout α ∈ Exh(A) choisissons et fixons
un polynoˆme φα ∈ Φ• tel que µβ(φα) = γα pour tout β ∈ A suffisamment grand ; par
de´finition de Φ• il existe α0 ∈ A tel que
µα0(φα) < γα. (2.2.1)
Soit µα = [µα0 ;µα(φα) = γα] ; la valuation µα ne de´pend pas du choix de α0 ve´rifiant
(2.2.1).
La discussion qui pre´ce´de Lemme 1.17 ([14], page 3455) montre que la famille Exh(F ) :=
{µα}α∈Exh(A) qui re´sulte est une famille continue de valuations augmente´es ite´re´es.
Proposition 2.2.1. ([14], page 3455, lemme 1.17) Conside´rons une famille continue de
valuations augmente´es ite´re´es {µα}α∈Exh(A) de´crite ci-dessus. Nous avons les re´sultats
suivants :
1. Toutes le valuations µα, α ∈ Exh(A) ont le meˆme groupe des ordres Γ•.
2. Pour tout α dans Exh(A), l’interval ]γ, γα] = {δ ∈ Γ• | γ < δ ≤ γα} est contenu
dans Λ•.
En particulier, la famille continue Exh(F ) = {µα}α∈Exh(A) de valuations augmente´es
ite´re´es est exhaustive.
Corollaire 2.2.1. Proposition 2.2.1 montre que pour toute famille continue F = {µα}α∈A
de valuations augmente´es ite´re´es, nous pouvons toujours ajouter des nouvelles valuations
a` la famille afin de rendre la famille qui en re´sulte Exh(F ) exhaustive.
2.3 Polynoˆme-cle´ limite et valuation augmente´e lim-
ite
Soit {µα}α∈A une famille continue de valuations augmente´es ite´re´es.
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Soient f et g deux polynoˆmes de K[x]. Nous disons que f A-divise g ou que g est
A-divisible par f , s’il existe α0 ∈ A tel que f µα-divise g pour tout α ∈ A avec α > α0.
De´finition 2.3.1. ([14], page 3465) Un polynoˆme φ de K[x] est appele´ polynoˆme-cle´
limite pour la famille de valuations {µα}α∈A si φ a` les proprie´te´s suivantes :
– φ est unitaire.
– φ est A-minimal, c’est-a`-dire qu’un polynoˆme f A-divisible par φ est de degre´ plus
grand ou e´gal au degre´ de φ
– φ est A-irre´ductible, c’est a` dire : pour tout f , g dans K[x], si φ A-divise fg, alors
φ A-divise f ou φ A-divise g.
Maintenant, prenons une famille {µα}α∈A de valuations augmente´es ite´re´es.
Remarque 2.3.1. On peut montrer que tout polynoˆme unitaire φ ve´rifiant µα(φ) < µβ(φ)
pour tout α < β dans A, et de degre´ minimal parmis ceux qui ve´rifient cette ine´galite´, est
un polynoˆme-cle´ limite pour la famille {µα}α∈A ([14], page 3465, Proposition 1.21).
Nous voulons de´finir une valuation µ′ de K[x] a` partir de la famille des valuations
augmente´es ite´re´es {µα}α∈A, d’un polynoˆme-cle´ limite φ pour la famille {µα}α∈A, et d’une
valeur λ dans Γ′ qui ve´rifie λ > µα(φ) pour tout α ∈ A.
Pour tout polynoˆme f dans K[x] tel que : il existe α0 ∈ A avec µα(f) constante pour tout
α ∈ A tel que α ≥ α0. Nous posons
µA(f) = µα0(f) = sup{µα(f) | α ∈ A}.
Posons f = fmφ
m + fm−1φm−1 + ...+ f0, nous de´finissons µ′ par :
µ′(f) = inf {µA(fj) + jλ; 0 ≤ j ≤ m} .
Comme deg(fj) < deg(φ) pour tout 0 ≤ j ≤ m alors µA(fj) est bien de´finie pour tout
0 ≤ j ≤ m.
De´finition 2.3.2. Nous appelons la valuation µ′ definie ci-dessus la valuation aug-
mente´e limite pour la famille {µα}α∈A. Nous notons µ′ = [(µα)α∈A;µ′(φ) = γ].
2.4 Famille admissible et famille admise
De´finition 2.4.1. ([14], page 3471). Une famille S de valuations augmente´es ite´re´es est
appele´e une famille admissible simple si la famille est de la forme S = {µi}i∈I , ou`
l’ensemble des indices i est l’union disjointe I = B ∪ A, avec B ⊂ N et A un ensemble
totalement ordonne´ e´ventuellement vide, ou` l’ordre total sur l’ensemble I est de´fini par
i < α pour tout i dans B et pour tout α dans A, et ve´rifiant :
– Pour i ∈ B, i ≥ 2, nous avons l’ine´galite´ deg φi > deg φi−1.
– Si A 6= ∅, alors B est fini, B = {1, ..., n} et pour tout α ∈ A, nous avons l’e´galite´
deg φα = deg φn, et la famille {µα}α∈A est une famille continue exhaustive de valu-
ations augmente´es ite´re´es.
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Si l’ensemble A est vide, c’est a` dire si l’ensemble des indices est un sous-ensemble I de
N, nous disons que la famille S = {µi}i∈I est une famille admissible simple discre`te.
De´finition 2.4.2. ([14], page 3472). Une famille de valuations S = {µi}i∈I est appele´e
une famille admissible si elle est re´union d’un ensemble fini ou de´nombrable de familles
admissibles simples S(t) =
{
µ
(t)
i
}
i∈I(t)
, avec 1 ≤ t < N ou` N ∈ N⋃ {+∞}, et I(t) ={
1(t), ..., n(t)
}⋃
A(t), ve´rifiant :
– Toutes les familles admissibles simples S(t) =
{
µ
(t)
i
}
i∈I(t)
, sauf e´ventuellement la
dernie`re dans le cas N < +∞, sont des familles admissibles simples non discre`tes.
– La premie`re valuation de la famille, c’est a` dire la premie`re valuation µ
(1)
1 de la
famille admissible simple S(1), est une valuation augmente´e de la forme µ
(1)
1 =
[µ0;µ
(1)
1 (φ
(1)
1 ) = γ1] ou` µ0 est la valuation ν du corps K et ou` φ
(1)
1 est un polynoˆme
de degre` un.
– Pour t ≥ 2, la premie`re valuation µ(t)1 de la famille admissible simple S(t) est une
valuation augmente´e limite pour la famille de valuations
{
µ
(t−1)
α
}
α∈A(t−1)
.
Remarque 2.4.1. L’ensemble des indices I =
N⋃
t=1
I(t) est totalement ordonne´ par i < j
pour tout i ∈ I(t) et j ∈ I(s), si t < s.
Proposition 2.4.1. ([14], page 3472) Pour tout polynoˆme f dans K[x] la famille {µi(f)}i∈I
est croissante, c’est a` dire que pour tout i < j dans I, nous avons µi(f) ≤ µj(f).
De plus, s’il existe i < j dans I tels que µi(f) = µj(f), alors pour tout k ≥ i, nous avons
encore l’e´galite´ µi(f) = µk(f).
De´finition 2.4.3. ([14], page 3473) Une famille admissible de valuations F = {µj}j∈I de
K[x] est appele´e une famille admise pour la valuation ou` la pseudo-valuation µ si elle
ve´rifie les proprie´te´s suivantes :
– Pour tout j dans I et pour tout f dans K[x], µj(f) ≤ µ(f), et nous avons l’e´galite´
µj(f) = µ(f) pour tout f de degre´ strictement infe´rieur au degre´ du polynoˆme-cle´
ou du polynoˆme-cle´ limite φj de´finissant la valuation µj.
– Si S(t) =
{
µ
(t)
i
}
i∈I(t)
est une famille admissible simple non discre`te contenue dans
F ,
I(t) = B(t)
⋃
A(t),
pour tout θ ∈ A(t) nous avons l’e´galite´ des ensembles {µα(φα) | α ∈ A(t), α > θ} =
{µ(φ) | φ unitaire, deg(φ) = deg(φθ), µθ(φ) < µ(φ)}.
Remarque 2.4.2. De la deuxie`me condition de la de´finition ci-dessus, nous remarquons
que le polynoˆme-cle´ limite de Vaquie´ φ1(t+1) est de degre´ en x strictement plus grand que
le degre´ du polynoˆme φα, avec α ∈ A(t).
De´finition 2.4.4. Nous disons qu’une famille admise F = {µj}j∈I pour la valuation µ
converge vers µ si pour tout f ∈ K[x] il existe j ∈ I tel que µ(f) = µj(f), ce qui est
e´quivalent a` dire que pour tout f ∈ K[x] nous avons :
µ(f) = lim
j
µj(f) = Max {µj(f), j ∈ I} .
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The´ore`me 2.4.1. ([14], page 3475) Pour toute valuation µ de K[x] prolongeant une
valuation ν de K, il existe une famille admissible de valuations (µi)i∈I qui converge vers
µ.
Nous rappelons le Lemme 1.4 de [14].
Lemme 2.4.1. ([14], page 3443) Soit µ′ la valuation de´finie par la valuation µ, le polynoˆme-
cle´ φ, et la valeur γ ∈ Γ, c’est a` dire µ′ = [µ;µ′(φ) = γ]. Alors pour tout f dans K[x]
ve´rifiant µ(f) = µ′(f), nous avons :
1. il existe h dans K[x] avec deg h < deg φ tel que inµ′f = inµ′h.
2. Il existe g dans K[x] avec µ′(g) = µ(g) tel que inµ′fg = inµ′1.
Nous rappelons les Propositions 1.1 et 1.2 de [13].
Proposition 2.4.2. ([13], page 397) Soit µ une valuation de K[x]. Soient φ1 et φ2 deux
polynoˆmes-cle´s pour la valuation µ, et soient γ1 > µ(φ1) et γ2 > µ(φ2) deux valeurs dans
un groupe totalement ordonne´ contenant le groupe des ordres de µ. Alors les valuations
augmente´es µ1 = [µ;µ1(φ1) = γ1] et µ2 = [µ;µ2(φ2) = γ2] de´finies par ces polynoˆmes et
ces valeurs sont e´gales si et seulement si γ1 = γ2 et si les polynoˆmes φ1 et φ2 ont meˆme
degre´ et ve´rifient µ(φ1 − φ2) ≥ γ1 = γ2.
Dans ce cas les polynoˆmes φ1 et φ2 sont µ-e´quivalents.
Proposition 2.4.3. ([13], page 398) Soit {µα}α∈A une famille admissible continue de
valuations de K[x] et soient ψ et ψ′ deux polynoˆmes-cle´s limite pour {µα}α∈A, alors les
polynoˆmes ψ et ψ′ sont µα-e´quivalents pour tout α suffisamment grand. De plus les val-
uations augmente´es µ1 = [(µα)α∈A;µ1(ψ) = γ] et µ′1 = [(µα)α∈A;µ
′
1(ψ
′) = γ′] de´finies,
respectivement, par ψ et ψ′ et par les valeurs γ et γ′ sont e´gales si et seulement si γ = γ′
et si les polynoˆmes ψ et ψ′ ve´rifient µA(ψ − ψ′) ≥ γ > µα(ψ) = µα(ψ′).
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Chapitre 3
Construction re´currente de
polynoˆmes-cle´s de HOS pour une
valuation de rang fini arbitraire
3.1 Introduction.
Soient K → L ∼= K(x) une extension transcendante simple de corps, µ une valuation
de L et ν la restriction de µ a` K.
Soient Γ′ le groupe des ordres de µ et Γ le groupe des ordres de ν. Soient r = rang ν
et r′ = rang µ.
Nous savons que r′ = r ou r′ = r + 1. Soit Γ′0 = {0} & Γ′1 & ... & Γ′j & ... & Γ′r′−1 &
Γ′r′ = Γ
′ la plus longue chaˆıne de sous-groupes isole´s de Γ′.
Quitte a` remplac¸er x par 1/x on peut supposer que
µ(x) > 0. (3.1.1)
Soit Rν l’anneau de valuation de la valuation ν. Alors pour tout polynoˆme f(x) ∈ Rν [x]
nous avons µ(f) ≥ 0 (d’apre`s (3.1.1)).
Nous de´finissons l’ensemble Φ˜final comme l’ensemble de tous les polynoˆmes Q ∈ K[x]
tels que rang(Γ + Zµ(Q)) = rang(Γ) + 1 :
Φ˜final = {Q ∈ K[x] / rang(Γ + Zµ(Q)) = rang(Γ) + 1}
et le sous-ensemble Φfinal de Φ˜final par
Φfinal =
{
Q ∈ Φ˜final / Q unitaire
}
.
De´finition 3.1.1. Un polynoˆme Q ∈ Φfinal est appele´ final pour la valuation µ.
Nous de´finissons l’ ensemble final associe´ a` la valuation µ par Ω+ =
⋃
Q∈Φfinal
{α ∈
Γ′ / α ≥ µ(Q)}.
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L’ensemble non-final de Γ′ associe´ a` la valuation µ est de´fini par
Ω = (Γ′ \ Ω+) ∩ (Γ⊗Z Q).
Nous notons que si r′ = r + 1, alors Φ˜final et Φfinal sont diffe´rents de vide.
Pour un e´le´ment β dans Γ′ nous conside´rons les Rµ-sous-modules de L :
P′β = {y ∈ L | µ(y) ≥ β} ∪ {0}
P′β+ = {y ∈ L | µ(y) > β} ∪ {0} .
Soit
Gµ =
⊕
β∈Γ′
P′β
P′β+
l’alge`bre gradue´e associe´e a` la valuation µ.
Notation :
Conside´rons un ensemble bien ordonne´ Λ. Pour un e´le´ment l ∈ Λ, nous notons par l+1
le successeur imme´diat de l dans Λ. Le pre´de´cesseur imme´diat, quand il existe, sera note´
par l−1. Pour un entier positive t, nous notons par l+t le successeur imme´diat de l+(t−1).
Soit {Qi}i∈Λ un ensemble d’e´le´ments de K[x] indexe´ par Λ. Pour un e´le´ment l ∈ Λ,
nous notons par Ql le segment initial {Qi}i<l.
3.2 Polynoˆme-cle´ de HOS et le polygoˆne de Newton
De´finition 3.2.1. (cf. [11], page 75, Definition 9.1) Un ensemble complet de polynoˆmes
cle´s de HOS pour µ est un ensemble bien ordonne´
Q = {Qi}i∈Λ
d’e´le´ments de K[x] tels que pour tout β ∈ Γ′ le groupe additif P′β est engendre´ par des
produits de la forme a ·
s∏
j=1
Q
γj
ij
, a ∈ K, tels que
s∑
j=1
γjµ(Qij) + ν(a) ≥ β.
Une collection Q = {Qi}i∈Λ de polynoˆmes-cle´s de HOS est appele´e Ω-comple`te si la con-
dition ci-dessus est ve´rifie´e pour tout β ∈ Ω.
Notons, en particulier, que si Q est un ensemble complet de polynoˆmes-cle´s de HOS
alors les images inµQi ∈ Gµ engendre rationnelement Gµ sur Gν . De plus, nous voulons
rendre l’ensemble Λ le plus petit que possible, c’est-a`-dire, de minimaliser l’ordinal Λ.
Conside´rons un e´le´ment h =
s∑
i=0
dix
i ∈ K[x], di ∈ K.
24
De´finition 3.2.2. ((cf. [11], page 76, Definition 9.2) Le premier polygoˆne de Newton de
h par rapport a` ν est l’enveloppe convexe ∆1(h) de l’ensemble
s⋃
i=0
((ν(di), i) + (Γ+ ⊕Q+))
dans Γ⊕Q.
Pour un e´le´ment β1 dans Γ
′
+, nous associons la valuation ν1 de K[x] : Pour un polynoˆme
h =
s∑
i=0
dix
i ∈ K[x], nous posons
ν1(h) = inf {ν(di) + iβ1 / 0 ≤ i ≤ s} .
Conside´rons un e´le´ment β1 ∈ Γ′+.
De´finition 3.2.3. ((cf. [11], page 76, Definition 9.3) Nous disons que β1 de´termine un
coˆte´ de ∆1(h) si nous avons la condition suivante :
Soit
S1(h, β1) := {i ∈ {0, . . . , s} / iβ1 + ν(di) = ν1(h)}
Nous exigeons que #S1(h, β1) ≥ 2.
Soit β1 = µ(x), alors pour tout h ∈ K[x] nous avons
ν1(h) ≤ µ(h) (3.2.1)
par les axiomes de valuations. Si nous avons une e´galite´ dans (3.2.1) pour tout h ∈ K[x],
nous posons Λ = {1}, x = Q1 et nous arreˆtons. La de´finition de polynoˆmes-cle´ de HOS
est comple`te. Danc ce qui suit, nous supposons qu’il existe un polynoˆme h ∈ K[x] tel que
ν1(h) < µ(h).
Proposition 3.2.1. ([11], page 76, Proposition 9.4) Soit h =
s∑
i=0
dix
i ∈ K[x] tel que
ν1(h) < µ(h).
Alors ∑
i∈S1(h,β1)
inνdiinµx
i = 0.
De´monstration. Nous avons∑
i∈S1(h,β1)
dix
i = h(x)−
∑
i∈{0,...,s}\S1(h,β1)
dix
i,
d’ou`
µ
 ∑
i∈S1(h,β1)
dix
i
 > ν1(h).
Donc
∑
i∈S1(h,β1)
inνdiinµx
i = 0 dans
P′
ν1(h)
P′
ν1(h)
+
⊂ Gµ d’apre`s Proposition 1.6.1.
Corollaire 3.2.1. ((cf. [11], page 77, corollary 9.5) Soit h ∈ K[x] tel que ν1(h) < µ(h).
Alors β1 de´termine un coˆte´ de ∆1(h).
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De´monstration. Si S1(h, β1) se composait d’un seul e´le´ment i, nous aurions
inνdiinµx
i 6= 0,
contredisant Proposition 3.2.1
Notation : Soit X une nouvelle variable. Soit h un polynoˆme comme ci-dessus. Nous
posons
in1h :=
∑
i∈S1(h,β1)
inνdiX
i.
Le polynoˆme in1h est quasi-homoge`ne dans Gν [X], ou` le degre´ donne´ a` X est β1. Soit
in1h = v
t∏
j=1
g
γj
j (3.2.2)
la factorisation de in1h en facteurs irre´ductibles dans Gν [X]. Ici v ∈ Gν et les gj sont
des polynoˆmes unitaires dans Gν [X] (pour eˆtre pre´cis, nous factorisons d’abord in1h dans
le corps de fractions de Gν et puis nous remarquons que tous les facteurs sont quasi-
homoge`nes et donc appartiennent a` Gν [X]).
Proposition 3.2.2. ((cf. [11], page 78, Proposition 9.6)
1. L’e´le´ment inµx est entier sur Gν.
2. Le polynoˆme minimal de inµx sur Gν est un des facteurs irre´ductibles gj de (3.2.2).
De´monstration. 1 et 2 de la Proposition sont des conse´quences du fait que inµx est une
racine du polynoˆme in1h (Proposition 3.2.1).
Soit g1 le polynoˆme minimal de inµx sur Gν . Soit α2 = degX g1. Ecrivons g1 =
α2∑
i=0
b¯iX
i,
ou` b¯α2 = 1. Pour tout i, 0 ≤ i ≤ α2, choisissons un repre´sentant bi de b¯i dans Rν (c’est-
a`-dire, un e´le´ment de Rν tel que inνbi = b¯i ; en particulier, nous avons bα2 = 1). Posons
Q2 =
α2∑
i=0
bix
i.
De´finition 3.2.4. ((cf. [11], page 78, Definition 9.7) Les e´le´ments Q1 et Q2 sont appele´s,
respectivement, le premier et second polynoˆme-cle´ de µ.
Maintenant, tout e´le´ment y de K[x] peut eˆtre e´crit d’une manie`re unique comme une
somme finie de la forme
y =
∑
0≤γ1<α2
0≤γ2
bγ1γ2Q
γ1
1 Q
γ2
2 (3.2.3)
ou` bγ1γ2 ∈ K (cela est de´montre´ par la division division Euclidienne par le polynoˆme
unitaire Q2). L’expression (3.2.3) est appele´ le second de´veloppement standard de
y.
Maintenant, conside´rons un ordinal plus grand ou` e´gal a` 3 qui a un pre´de´cesseur
imme´diat ; notons cet ordinal par l+ 1. Supposons, inductivement, que les polynoˆmes-cle´
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de HOS Ql+1 et les entiers positives αl+1 = {αi}i≤l sont de´ja` construits, que µ(Qi) ∈ Ω
pour i ≤ l et que tous sauf un nombre fini des αi sont e´gaux a` 1. Nous voulons de´finir le
polynoˆme-cle´ de HOS Ql+1.
Nous allons utiliser le multi-indice suivant pour la notation : γ¯l+1 = {γi}i≤l, ou` tous
sauf un nombre fini des γi sont nuls, Q
γ¯l+1
l+1 =
∏
i≤l
Qγii . Soit βi = µ(Qi).
De´finition 3.2.5. ((cf. [11], page 78, Definition 9.8) Un indice i < l est appele´ l-
essentiel s’il existe un entier positif t tel que soit i+ t = l ou i+ t < l et αi+t > 1 ; sinon
i est appele´ l-inessentiel.
En d’autres termes, i est l-inessentiel si et seulement si i+ω ≤ l et αi+t = 1 pour tout
t ∈ N0.
Notation : Pour i < l, soit
i+ = i+ 1 si i est l-essentiel (3.2.4)
= i+ ω autrement. (3.2.5)
De´finition 3.2.6. ([11], page 79, Definition 9.9) Un multi-index γ¯l+1 est appele´ standard
par rapport a` αl+1 si
0 ≤ γi < αi+ pour i ≤ l (3.2.6)
et si i est l-inessentiel alors l’ensemble {j < i+ | j+ = i+ et γj 6= 0} est de cardinalite´
au plus un. Un monoˆme l-standard dans Ql+1 (resp. un monoˆme l-standard dans
inµQl+1) est un produit de la forme cγ¯l+1Q
γ¯l+1
l+1 , (resp. cγ¯l+1inµQ
γ¯l+1
l+1 ) ou` cγ¯l+1 ∈ K (resp.
cγ¯l+1 ∈ Gν) et le multi-index γ¯l+1 est standard par rapport a` αl+1.
Remarque 3.2.1. ([11], page 79, Remark 9.10) Dans le cas ou` i est l-essentiel, la con-
dition (3.2.6) revient a` dire que 0 ≤ γi < αi+1.
De´finition 3.2.7. ((cf. [11], page 79, Definition 9.11) Un de´veloppement l-standard
ne comprenant pas Ql est une somme fini S de monoˆmes l-standards, ne comprenant
pas Ql, qui ve´rifie la proprie´te´ suivante : e´crivons S =
∑
β
Sβ, ou` β parcourt un certain
ensemble fini de Γ+ et
Sβ =
∑
j
dβj (3.2.7)
est une somme de monoˆmes standards dβj de valeur β. Nous exigeons que∑
j
inµdβj 6= 0 (3.2.8)
pour tout β qui apparaˆıt dans (3.2.7).
Proposition 3.2.3. ((cf. [11], page 79, Proposition 9.12) Soient i un ordinal et t un
entier positif. Supposons que i + t + 1 ≤ l (en particuier, les polynoˆmes-cle´s de HOS
Qi+t+1 sont bien de´finis) et que αi = · · · = αi+t = 1. Alors un de´veloppement (i + t)-
standard ne comprend pas Qq avec i ≤ q < i + t. En particulier, un de´veloppement
i-standard ne comprenant pas Qi est la meˆme chose qu’un de´veloppement (i+ t)-standard,
ne comprenant pas Qi+t.
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De´monstration. (3.2.6) implique que pour i ≤ q ≤ i + t, Qq ne peut pas apparaitre dans
un de´veloppement (i+ t)-standard avec un exposant positif.
Nous allons utiliser fre´quemment ce fait dans la suite sans le mentionner explicitement.
De´finition 3.2.8. ((cf. [11], page 79, Definition 9.13) Pour un e´le´ment g ∈ K[x], une
expression de la forme g =
s∑
j=0
cjQ
j
l , ou` chaque cj est un de´veloppement l-standard ne
comprenant pas Ql, sera appele´e un de´veloppement l-standard de g.
De´finition 3.2.9. ((cf. [11], page 80, Definition 9.14) Soit
∑¯
γ
c¯γ¯inµQ
γ¯
l+1 un de´veloppement
l-standard, ou` c¯γ¯ ∈ Gν. Un lifting de
∑¯
γ
c¯γ¯inµQ
γ¯
l+1 a` K[x] est un de´veloppement l-
standard
∑¯
γ
cγ¯Q
γ¯
l+1, ou` cγ¯ est un repre´sentant de c¯γ¯ dans K.
De´finition 3.2.10. ((cf. [11], page 80, Definition 9.15) Supposons que car kν = p > 0.
Un de´veloppement l-standard
∑
j
cjQ
j
l , ou` chaque cj est un de´veloppement l-standard ne
comprenant pas Ql, est appele´ faiblement affine si cj = 0 quand j > 0 et j n’est pas de
la forme pe pour e ∈ N0.
Supposons, par re´currence, que pour tout ordinal i ≤ l, tout e´le´ment h de K[x] ad-
met un de´veloppement i-standard. De plus, supposons que pour chaque i ≤ l, le i-e`me
polynoˆme-cle´ de HOS Qi admet un de´veloppement i0-standard, avec i = i0+, ayant les
proprie´te´s supple´mentaires suivantes :
Si i a un pre´de´cesseur imme´diat i− 1 dans Λ, le de´veloppement (i− 1)- standard de
Qi a la forme
Qi = Q
αi
i−1 +
αi−1∑
j=0
∑
γ¯i−1
cjiγ¯i−1Q
γ¯i−1
i−1
Qji−1, (3.2.9)
ou` :
1. chaque cjiγ¯i−1Q
γ¯i−1
i−1 est un monoˆme (i− 1)-standard, ne comprenant pas Qi−1
2. la quantite´ ν
(
cjiγ¯i−1
)
+ jβi−1 +
∑
q<i−1
γqβq est constante pour tous les monoˆmes
(
cjiγ¯i−1Q
γ¯i−1
i−1
)
Qji−1
apparaissant dans le coˆte´ droit de (3.2.9)
3. l’e´quation
inµQ
αi
i−1 +
αi−1∑
j=0
∑
γ¯i−1
inνcjiγ¯i−1 inµQ
γ¯i−1
i−1
 inµQji−1 = 0 (3.2.10)
est la relation alge´brique minimale satisfaite par inµQi−1 sur Gν [inµQi−1]∗.
Si i n’a pas un pre´de´cesseur imme´diat dans Λ alors il existe un indice i-inessentiel i0
et un entier positif δi, tels que i0+ = i et le de´veloppement i0-standard de Qi est de la
forme
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Qi =
αi∑
j=δi+1
ξji0Q
j
i0
+
δi∑
j=0
ξji0Q
j
i0
(3.2.11)
ou` :
1. chaque ξji0 est un de´veloppement i0-standard ne comprenant pas Qi0 ,
et ξαii0 est unitaire en x.
2. nous avons
µ(ξji0) + jβi0 ≥ µ(ξδii0) + δiβi0 pour tout 0 ≤ j ≤ δi (3.2.12)
et
µ(ξji0) + jβi0 > µ(ξδii0) + δiβi0 pour tout δi < j ≤ αi (3.2.13)
3. nous avons
βi > µ(ξji0) + jβi0 pour tout 0 ≤ j ≤ αi (3.2.14)
4. pour tout i′ < i, et pour tout g ∈ K[x], e´crivons g =
s∑
j=0
cji′Q
j
i′ , ou` chaque cji′ est
un de´veloppement i′-standard ne comprenant pas Qi′ , posons νi′(g) = min{µ(cji′)+
jβi′} , alors Qi est un polynoˆme de degre´ minimal qui ve´rifie βi > νi′(Qi) pour tout
i′ < i.
De´finition 3.2.11. L’ensemble Ql+1 est appele´ le l-e`me ensemble de polynoˆmes-cle´s
de HOS. Par ensembe de polynoˆmes-cle´s de HOS nous allons entendre un ensem-
ble Q de polynoˆmes pour lequel il existe un ordinal l tel que Q est un l-e`me ensemble
de polynoˆmes-cle´s. Nous allons faire re´fe´rence a` des e´le´ments de cet ensemble comme
polynoˆmes-cle´s de HOS.
Par division Euclidienne, si h =
si∑
j=0
djiQ
j
i est un de´veloppement i-standard de h (ou`
h ∈ K[x]) alors les e´le´ments dji ∈ K[x] sont de´termine´s d’une manie`re unique par h (a`
proprement parler, cela ne veut pas dire que le de´veloppement i-standard est unique :
par exemple, si i est un ordinal limite, dji admet un de´veloppement i0-standard pour
chaque i0 < i tel que i = i0+, mais il peut y avoir une quantite´ de´nombrable de choix de
i0 pour lesquels un tel de´veloppement i0-standard est un de´veloppement i-standard, ne
comprenant pas Qi dans le sens de la De´finition 3.2.7).
De´finition 3.2.12. Pour chaque ordinal i ≤ l nous de´finissons une valuation νi de L
comme suit. Etant donne´ un de´veloppement i-standard h =
si∑
j=0
djiQ
j
i , nous posons
νi(h) = min
0≤j≤si
{jβi + µ(dji)} (3.2.15)
La valuation νi sera appele´e la i-troncature de ν.
Nous notons que meˆme si les de´veloppements standards des e´le´ments dji ne sont pas, en
ge´ne´ral, unique, les e´le´ments dji ∈ K[x] eux-meˆmes sont uniques par division euclidienne,
donc νi est bien de´finie. Que νi soit, en fait, une valuation, plutoˆt qu’une pseudo-valuation,
re´sulte de la de´finition du de´veloppement standard, en particulier, de (3.2.8). Nous avons
toujours
νi(h) ≤ µ(h). (3.2.16)
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Proposition 3.2.4. ((cf. [11], page 82, Proposition 9.17)
1. Le polynoˆme Qi est unitaire en x. Le degre´ degxQi est donne´ par la formule re´currente
suivante :
degxQi = αi degxQi−1 si i admet un pre´de´cesseur imme´diat (3.2.17)
= degx(ξαii0) + αi degxQi0 sinon (3.2.18)
avec i0 tel que i0+ = i et ξαii0 de´fini dans (3.2.11).
2. Soit z un de´veloppement i-standard, ne comprenant pas Qi. Alors
degx z < degxQi. (3.2.19)
De´monstration. 1 et 2 sont de´montre´s simultane´ment par re´currence transfinie sur i, en
utilisant (3.2.9) et (3.2.6) a` plusieurs reprises pour calculer et majorer le degre´ en x de
tous les monoˆmes standards (rappelons que, par hypothe`se, tous sauf un nombre fini des
αi sont e´gaux a` 1).
Proposition 3.2.5. ([11], page 82, Proposition 9.18)
1. Pour une paire d’ordinaux i0 < i ≤ l tels que i = i0+ nous avons βi0αi < βi.
2. La quantite´ βi
degxQi
est une fonction strictement croissante de i.
De´monstration. Pour de´montrer 1, nous distinguons les cas ou` i admet ou n’admet pas
un pre´de´cesseur imme´diat. Si i admet un pre´de´cesseur imme´diat, i0 = i− 1. Dans ce cas
1 re´sulte de (3.2.9) et (3.2.10). Si i n’a pas un pre´de´cesseur imme´diat alors 1 re´sulte de
(3.2.14).
2 re´sulte de 1 et (3.2.17)–(3.2.18) par re´currence transfinie sur i.
Corollaire 3.2.2. ([11], page 82, Corollary 9.19) Conside´rons un ordinal i ≤ l qui admet
un pre´de´cesseur imme´diat i − 1, posons i0 = i − 1. Conside´rons le de´veloppement i0-
standard (3.2.9). Soit
(
cji0γ¯i0Q
γ¯i0
i0
)
Qji0, avec
0 ≤ j < αi, (3.2.20)
un monoˆme i0-standard, apparaissant dans un de ces de´veloppements standards. Alors
ν(cji0γ¯i0 ) > 0. (3.2.21)
De´monstration. Comme par de´finition µ
((
cji0γ¯i0Q
γ¯i0
i0
)
Qji0
)
≥ µ(Qαii0 ) et compte tenu de
(3.2.20), il suffit de de´montrer que
µ
(
Q
γ¯i0
i0
)
< βi0 . (3.2.22)
Ecrivons Q
γ¯i0
i0
=
∏
q
Q
γq
q . Utilisant Proposition 3.2.5 -2, nous voyons que
µ
(
Q
γ¯i0
i0
)
=
∑
q
γqβq =
∑
q
γq degxQq
βq
degxQq
<
<
βi0
degxQi0
∑
q
γq degxQq =
βi0
degxQi0
degx Q
γ¯i0
i0
.
Comme Q
γ¯i0
i0
est un monoˆme i0-standard ne comprenant pas Qi0 , (3.2.22) re´sulte de
la Proposition 3.2.4 -2. Cela comple`te la de´monstration.
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Le reste de cette section est consacre´e a` la de´finition de Ql+1. Conside´rons un e´le´ment
h ∈ K[x] et soit
h =
sl∑
j=0
djlQ
j
l (3.2.23)
un de´veloppement l-standard de h, ou` chaque djl est un de´veloppement l-standard , ne
comprenant pas Ql.
De´finition 3.2.13. ([11], page 83, Definition 9.20) Le l-e`me polygoˆne de Newton de h
par rapport a` ν est l’enveloppe convexe ∆l(h) de l’ensemble
sl⋃
j=0
((µ(djl), j) + (Γ+ ⊕Q+))
dans Γ⊕Q.
Conside´rons la valuation νl, de´finie dans (3.2.15). Si nous avons une e´galite´ dans
(3.2.16) pour tout h ∈ K[x], nous posons Λ = l + 1 et nous arreˆtons. Dans ce cas, la
de´finition des polynoˆmes-cle´ de HOS est termine´e. A partir de maintenant, supposons
qu’on a une ine´galite´ stricte dans (3.2.16) pour un certain h ∈ K[x].
Notations : Soit Q¯l une nouvelle variable et soit h comme ci-dessus. Nous posons
Sl(h, βl) : = {j ∈ {0, . . . , sl} | jβl + µ(djl) = νl(h)} . (3.2.24)
inlh : =
∑
j∈Sl(h,βl)
inµdjlQ¯
j
l ; (3.2.25)
Le polynoˆme inlh est quasi-homoge`ne dans G
[
inµQl, Q¯l
]
, ou` le poid attribue´ a` Q¯l est
βl.
Conside´rons un polynoˆme h tel que
νl(h) < µ(h). (3.2.26)
Proposition 3.2.6. ([11], page 83, Proposition 9.21) Nous avons
∑
j∈Sl(h,βl)
inµ
(
djlQ
j
l
)
= 0
dans
P′
νl(h)
P′
νl(h)+
⊂ Gµ.
De´monstration. Cela re´sulte imme´diatement de (3.2.26), du fait que∑
j∈Sl(h,βl)
djlQ
j
l = h−
∑
j∈Sl(h,βl)\{0,...,s}
djlQ
j
l
et de la Proposition 1.6.1 .
Soit βl un e´le´ment strictement positif dans Γ
′.
De´finition 3.2.14. ([11], page 83, Definition 9.22) Nous disons que βl de´termine un
coˆte´ de ∆l(h) si #Sl(h, βl) ≥ 2.
Corollaire 3.2.3. ([11], page 84, Corollary 9.23) Soit βl = µ(Ql). Alors βl de´termine un
coˆte´ de ∆l(h).
31
De´monstration. Supposons que le re´sultat n’est pas vrai. Alors la somme
∑
j∈Sl(h,βl)
inµ
(
djlQ
j
l
)
se compose d’un seul terme et donc ne peut pas eˆtre e´gale a` 0. Cela contredit la Proposition
3.2.6.
Soit
inlh = vl
t∏
j=1
g
γjl
jl (3.2.27)
la factorisation de inlh en facteurs irre´ductible (unitaire) dans Gν [inµQl]
[
Q¯l
]
(plus
pre´cisement, nous factorisons d’abord inlh sur le corps de fraction de Gν [inµQl] et puis
nous remarquons que tous les facteurs sont quasi-homoge`nes et donc appartiennent a`
Gν [inµQl]
[
Q¯l
]
).
Corollaire 3.2.4. ([11], page 84, Corollary 9.24) L’e´le´ment inµQl est entier sur Gν. Son
polynoˆme minimal sur Gν est l’un des facteurs irre´ductibles gjl of (3.2.27).
Soit αl+1 le degre´ de inµQl sur Gν [inµQl]. Quitte a` re´nume´roter les facteurs dans
(3.2.27) si ne´e´cessaire, nous pouvons supposer que g1l est le polynoˆme minimal de inµQl
sur Gν [inµQl] ; en particulier
αl+1 = degQ¯l g1l. (3.2.28)
Ecrivons
g1l = Q¯
αl+1
l +
αl+1−1∑
j=0
(∑
γ¯l
c¯l+1,jγ¯l inµQ
γ¯l
l
)
Q¯jl , (3.2.29)
Nous de´finissons le (l + 1)-e`me polynoˆme-cle´ de HOS de µ comme le lifting
Ql+1 = Q
αl+1
l +
αl+1−1∑
j=0
(∑
γ¯l
cl+1,jγ¯lQ
γ¯l
l
)
Qjl (3.2.30)
de (3.2.29) a`K[x]. Dans le cas particulier ou` αl+1 = 1, certaines conditions supple´mentaires
doivent eˆtre impose´es au lifting (3.2.30). En effet, dans ce cas nous allons de´finir plusieurs
polynoˆmes-cle´ conse´cutifs en meˆme temps. Nous allons maintenant expliquer ces condi-
tions supple´mentaires, apre`s avoir fait quelques remarques ge´ne´rales.
Remarque 3.2.2. ([11], page 84, Remark 9.25) Comme g1l est un polynoˆme irre´ductible
en Q¯l par de´finition, le polynoˆme-cle´ Ql+1 est aussi irre´ductible (car une factorisation
non-triviale de Ql+1 donnerait lieu a` une factorisation non triviale de g1l).
Proposition 3.2.7. ([11], page 85, Proposition 9.26) Soient h un e´le´ment de K[x] et
i ≤ l un ordinal. Supposons que l’une des conditions suivantes est ve´rifie´e :
1.
µ(h) < βi (3.2.31)
et h admet un de´veloppement i-standard
h =
s∑
j=0
cjQ
j
i , (3.2.32)
tel que
µ(cj) ≥ 0 pour tout j. (3.2.33)
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2. degx h < degxQi+1.
Alors µ(h) = νi(h).
De´monstration. Soit (3.2.32) un de´veloppement i-standard de h, ou` dans le cas 1 nous
supposons que (3.2.33) est ve´rifie´e. Par de´finition du de´veloppement standard, chaque
cj dans (3.2.32) est un de´veloppement i-standard ne comprenant pas Qi. Alors cj est
une somme de monoˆmes dans Qi, qui ne s’annullent pas dans Gµ (3.2.8), donc tous les
monoˆmes qui apparaissent dans cj ont une valeur au moins µ(cj) (dans d’autres termes,
νi(cj) = µ(cj)).
1. D’apre`s (3.2.31) et (3.2.33) nous avons
µ
(
cjQ
j
i
)
= νi
(
cjQ
j
i
)
> µ(h) pour j > 0. (3.2.34)
Les formules (3.2.32) et (3.2.34) impliquent que µ(h) = µ(c0). Donc h est une somme
de monoˆmes dans Qi+1 de valeur au moins µ(h), ce qu’il fallait de´montrer.
2. Soit S(h, βi) comme dans (3.2.24). Soit c¯j := inµcj. Comme le degre´ de inµQi sur
Gν [inµQi]
∗ est αi+1, nous voyons, en utilisant l’hypothe`se sur degx h, que
s∑
j=0
c¯jinµQ
j
i 6=
0 dans Gµ. Le resultat de´coule de la Proposition 1.6.1.
Corollaire 3.2.5. Pour tout Q ∈ Φ˜final nous avons degxQ ≥ degxQl+1.
De´monstration. Par hypothe`se, nous avons µ(Qi) ∈ Ω pour tout i ≤ l.
Donc, pour tout polynoˆme f ∈ K[x] et pour tout ordinal i ≤ l nous avons rang(Γ +
Zνi(f)) = rang(Γ).
Si Q ∈ K[x] est tel que degxQ < degxQl+1 alors d’apre`s Proposition 3.2.7 nous avons
νl(Q) = µ(Q). D’ou` Q ∈/ Φ˜final.
Nous allons maintenant de´crire les conditions supplementairels que nous imposons sur
le lifting (3.2.30) dans le cas ou` αl+1 = 1. Supposons que αl+1 = 1. Dans ce qui suit, nous
allons conside´rer des de´veloppements l-standards de la forme
Q′ = Ql + zl + · · ·+ zi, (3.2.35)
ou` chaque zj est un de´veloppement l-standard homoge`ne, ne comprenant pas Ql, tel que
βl = µ(zl) < µ(zl+1) < · · · < µ(zi). (3.2.36)
Remarque 3.2.3. ([11], page 86, Remark 9.27) Notons que par (3.2.19), nous avons
degx zq < degxQl pour tout q.
Soit T l’ensemble de tous les de´veloppements l-standard de la forme (3.2.35), ou`
chaque zj est un de´veloppement l-standard homoge`ne, ne comprenant pas Ql, tels que
les ine´galite´s (3.2.36) sont ve´rifie´es et µ(zi) < µ(Q
′).
Nous imposons l’ordre partiel suivant sur T . Etant donne´ un e´le´ment
Q′ = Ql + zl + · · ·+ zi ∈ T
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avec i > l, nous de´clarons son pre´de´cesseur imme´diat dans T a` eˆtre l’e´le´ment Ql + zl +
· · ·+ zi−1. Par de´finition, l’ordre partiel ainsi de´fini est l’ordre le plus grossier parmi ceux
pour lesquels Ql+zl+ · · ·+zi−1 pre´ce`de Ql+zl+ · · ·+zi pour tous les e´le´ments Q′ comme
ci-dessus.
Remarque 3.2.4. ([11], page 86, Proposition 9.28) Prenons un e´le´ment Q′ := Ql + zl +
· · ·+ zi ∈ T . Pour chaque ordinal j avec l ≤ j ≤ i, nous avons
inµ(Ql + zl + · · ·+ zj−1) = −inµzj; (3.2.37)
en particulier, µ(Ql + zl + · · ·+ zj−1) = µ(zj).
Proposition 3.2.8. ([11], page 86, Proposition 9.29) Conside´rons deux e´le´ments
Q′ = Ql + z′l + · · ·+ z′i′ , Q′′ = Ql + z′′l + · · ·+ z′′i′′ ∈ T.
Supposons que
µ(Q′) < µ(Q′′).
Alors il existe un de´veloppement standard
Q′′′ := Ql + z′′′l + · · ·+ z′′′i′′′ ∈ T
tel que Q′′′ > Q′ et Q′′′ = Q′′.
De´monstration. Soit w = Q′′ −Q′. Nous avons
µ(w) = µ(Q′) < µ(Q′′).
Comme deg w < degQl, le de´veloppement l-standard de w ne comprend pas Ql. Soit
w = zi′+1 + · · ·+ zi′′′
le de´veloppement l-standard de w, ou` zi′+1, . . ., zi′′′ sont des de´veloppements l-standards
homoge`nes, ne comprenant pas Ql. Posons
Q′′′ = Ql + z′l + · · ·+ z′i′ + zi′+1 + · · ·+ zi′′′ .
Alors
Q′′′ = Q′′
et la proposition suit imme´diatement.
Pour de´finir Ql+1 dans le cas particulier ou`
αl+1 = 1, (3.2.38)
conside´rons deux cas :
Cas 1. L’ensemble T contient un e´le´ment maximal. Soit z = zl + zl+1 + · · ·+ zs−1 un tel
e´le´ment maximal, ou` chaque zi est un de´veloppement l-standard homoge`ne, ne comprenant
pas Ql, et s un ordinal de la forme s = l + t, t ∈ N0. Nous de´finissons
Qi = Ql + zl + · · ·+ zi−1 pour l + 1 ≤ i ≤ s.
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Cas 2. L’ensemble T ne contient pas d’e´le´ment maximal. Dans ce cas, Proposition 3.2.8
montre qu’il existe une suite infinie zl, zl+1, . . . de de´veloppements l-standards homoge`nes,
ne comprenant pas Ql, tels que pour chaque t ∈ N0 nous avons
Ql + zl + · · ·+ zl+t ∈ T. (3.2.39)
Nous notons que (3.2.36) et la Remarque 3.2.4 impliquent que la suite {µ(Ql + zl +
· · · + zl+t)}t∈N0 est strictement croissante. Ainsi, nous pouvons choisir les zl, zl+1, . . . de
sorte que l’ensemble {µ(zl+t)t∈N0} soit cofinal dans {µ(Q′)|Q′ ∈ T}.
Nous choisissons et nous fixons une telle suite. Nous de´finissons
Ql+t = Ql + zl + zl+1 + · · ·+ zl+t−1 pour t ∈ N0. (3.2.40)
Pour la suite, on va distinguer des sous-cas du Cas 2 :
Soit
Ψl := {µ(Ql+t)}t∈N (3.2.41)
Comme l’ensemble T ne contient pas d’e´le´ment maximal, nous avons Ψl ⊂ Ω. En ef-
fet, supposons qu’il existe un polynoˆme Ql+t avec µ(Ql+t)∈/Ω. Comme T ne contient pas
d’e´le´ment maximal, alors il existe un polynoˆme Q′ ∈ T tel que Q′ > Ql+t. Par de´finition
de T nous avons Q′ = Ql+t + z′ avec z′ un de´veloppement l-standard ne comprenant pas
Ql avec µ(Ql+t) = µ(z
′), donc z′ ∈ Φ˜final ce qui est impossible d’apre`s Corollaire 3.2.5.
Nous adjoignons un symbole formel∞ a` Ω et nous prolongeons l’ordre de Ω a` l’ensem-
ble Ω ∪ {∞} en postulant que
∀β ∈ Ω, ∞ > β.
De´finition 3.2.15. Nous disons qu’un sous-ensemble Ψ de Γ′ est un ensembe convexe,
si pour tout a, b ∈ Ψ, et pour tout c ∈ Γ′, si a < c < b alors c ∈ Ψ.
De´finition 3.2.16. Un sous-ensemble convexe Ψ de Γ′ est appele´ vertical s’il existe un
sous-groupe isole´ Γ′σ de Γ
′ et un e´le´ment λ ∈ Γ′ tels que Ψ = λ+ Γ′σ.
Nous disons qu’un sous-ensemble convexe vertical Ψ = λ + Γ′σ de Γ
′ est propre si
l’image de λ dans Γ′/Γ′σ n’est pas nul, c’est-a`-dire si Ψ n’est pas e´gal au sous-groupe isole´
Γ′σ.
Soit Ψ un sous-emsemble convexe vertical de Γ′. Nous de´finissons l’ordre partiel suiv-
ant sur Ψ :
Pour deux e´le´ments α et α′ dans Ψ, nous posons α ≺ α′ dans Ψ si et seulement si α¯ < α¯′
ou` α¯ et α¯′ sont les images naturels de α et α′ dans Γ′/Γ′σ−1.
Soit Ψ le plus petit sous-ensemble convexe vertical de Γ′ tel que Ψ ⊆ Ω et il existe
t0 ∈ N0 such that Ψl+t0 = {µ(Ql+t0+t)}t∈N0 ⊆ Ψ pour un certain t0 ∈ N0.
Cas 2a.
β := sup Ψl+t0 =∞;
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c’est e´quivalent a` dire que la suite {βl+t}t∈N0 n’est pas borne´e dans Ψ ni dans Ω.
Cas 2b. Ψl est borne´e dans Ω. De nouveau nous avons deux cas :
Cas 2bI. Ψl+t0 n’est pas borne´ dans Ψ.
Cas 2bII. Ψl+t0 a un majorant β¯ (mais pas de maximum) dans Ψ.
Maintenant, conside´rons un polynoˆme h ∈ K[x]. Le de´veloppement (l + 1)-standard
h =
s∑
j=0
cjQ
j
l+1
est construite de la l-e`me par division Euclidienne par le polynoˆme Ql+1. La condition
νl(cj) = µ(cj) exige´e dans la de´finition du de´veloppement standard (cf. De´finition 3.2.8 et
(3.2.8)) de´coule imme´diatement des Propositions 3.2.7 et 3.2.4 -2.
Par re´currence sur t, cela de´finie les polynoˆmes-cle´ Ql+t pour t ∈ N0. Si pour certain
t ∈ N0 nous obtenons
µ(Ql+t) ∈/ Ω, (3.2.42)
nous posons Λ = l + t + 1 et nous arreˆtons. Ci-dessous nous allons montrer que Ql+t+1
est un ensemble complet de polynoˆmes-cle´ de HOS pour µ. Supposons que
µ(Ql+t) ∈ Ω pour tout t ∈ N0. (3.2.43)
Dans ce cas nous obtenons une suite infinie {Ql+t} de polynoˆmes-cle´ de HOS. Nous notons
l’ensemble des polynoˆmes-cle´ de HOS qui en re´sulte par Ql+ω. Si Ql+ω est un ensemble
complet de polynoˆmes-cle´ de HOS , nous arreˆtons. La de´finition de polynoˆmes-cle´ de HOS
{Qi}i est termine´e.
Supposons que Ql+ω n’est pas complet. Alors il existe un polynoˆme unitaire h tel que
νl+t(h) < µ(h) (3.2.44)
pour tout t ∈ N. Maintenant, Ql+ω est Ω-complet si et seulement si
µ(h) ∈/ Ω (3.2.45)
pour tout h ve´rifiant (3.2.44). Dans ce cas, nous de´finissons Ql+ω comme un polynoˆme
h unitaire de degre´ minimal ve´rifiant (3.2.44). Dans §3.4 nous allons e´tudier plus des
proprie´te´s de Ql+ω et dans §3.4.1 nous allons montrer que Ql+ω satisfait l’hypothe`se
de re´currence, c’est-a`-dire, Ql+ω a la forme de l’e´quation (3.2.11). La construction des
polynoˆmes-cle´ de HOS s’arreˆte ici. Si Ql+ω n’est pas Ω-complet (c’est-a`-dire, si (3.2.45)
n’est pas ve´rifie´e) alors Ql+ω sera aussi de´fini comme un polynoˆme h de degre´ minimal
ve´rifiant (3.2.44), mais nous exigeons qu’il ve´rifie quelques conditions supple´mentaires.
Une de´finition de´taille´e sera donne´e dans §3.4.3.
Dans §3.5 nous allons voir que la construction ci-dessus produit un ensemble complet
de polynoˆmes-cle´ si l’une des trois conditions suivantes est satisfaite :
1. (3.2.42) est ve´rifie´e pour un certain t ∈ N0
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2. (3.2.43) est ve´rifie´e et
#{αl+t | αl+t > 1} =∞ (3.2.46)
3. Ql+ω est Ω-complet.
Nous allons voir aussi que l’ensemble {βl+t}t∈N0 n’est pas borne´ dans Ω quand rang Γ =
1 et
car kν = 0.
Si Ql+ω n’est pas un ensemble Ω-complet de polynoˆmes-cle´ de HOS (en particulier,
αl+t = 1 pour t  0 et lim
t→∞
βl+t < ∞), nous devons continuer la construction et de´finir
Ql+ω, Ql+ω+1, etc. Cela sera accompli dans §3.4.
Dans les deux sections suivantes, nous analysons le cas lorsque la construction pre´ce´dente
donne lieu a` une suite infinie {Ql+t}t∈N0 de polynoˆmes-cle´ de HOS.
3.3 Re´sultats de base de HOS
Dans cette section, nous adaptons a` nos buts certains re´sultats des chapitres 11 et 12
de [11], qui ne sont pas affecte´s par le rang du groupe ordonne´ Γ.
Nous notons que certains de ces re´sultats sont base´s sur les re´sultats des ope´rateurs
diffe´rentiels de´montre´s dans [11] chapter 10. Comme ces re´sultats ne sont pas affecte´s par
le rang du groupe ordonne´ Γ, nous ne les reproduisons pas ici.
3.3.1 Les caracte`res nume´riques δi(h) et i(h).
Dans cette sous-section nous adaptons a` nos buts les re´sultats de base du chapitre 11
de l’article [11].
Soient i un ordinal tel que le polynoˆme Qi est de´fini, et h un e´le´ment de K[x]. Rap-
pelons la de´finition de ini(h) ((3.2.24)–(3.2.25)). Dans cette sous-section nous de´finissons
deux caracte`res nume´riques, δi(h) et i(h), qui vont jouer un roˆle important dans la suite de
ce chapitre. Nous montrons que le paire (δi(h), i(h)) est de´croissante avec i par rapport a`
l’ordre lexicographique. Nous montrons aussi que l’e´galite´ (δi(h), i(h)) = (δi+1(h), i+1(h))
impose de fortes restrictions sur les inih. La de´croissance stricte de (δi(f), i(h)) assure
que l’algorithme arreˆte apre`s un nombre fini d’e´tapes.
Soit h =
si∑
i=0
djiQ
j
i un de´veloppement i-standard de h, ou` chaque dji est un de´veloppement
i-standard, ne comprenant pas Qi. La de´finition principale de cette section est : soit
δi(h) = degQ¯i inih (3.3.1)
dans la notation de (3.2.24)–(3.2.25).
De´finition 3.3.1. ([11], page 99, Definition 11.1) Le sommet
(
µ
(
dδi(h),i
)
, δi(h)
)
du
polygoˆne de Newton ∆i(h) est appele´ le sommet essentiel de ∆i(h).
Soient
ν+i (h) = min
{
µ
(
djiQ
j
i
) ∣∣ δi(h) < j ≤ si} (3.3.2)
et
S ′i(h) =
{
j ∈ {δi(h) + 1, . . . , si}
∣∣ µ (djiQji) = ν+i (h)} . (3.3.3)
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Soit i(h) = max S
′
i(h) (si l’ensemble du coˆte´ droit de (3.3.2) est vide, nous adoptons
la convention que ν+i (h) = i(h) =∞). Il se suit des de´finitions que i(h) > δi(h) ≥ 0. De
plus, δi(h) > 0 lorsque νi(h) < µ(h).
Prenons un ordinal i tel que Qi et Qi+1 sont de´finis. Le fait que Qi+1 est de´fini signifie,
par construction, qu’il existe un polynoˆme h ∈ K[x] tel que νi(h) < µ(h) (si νi(h) =
µ(h) pour tout h ∈ K[x], l’algorithme s’arreˆte avec Qi). Prenons un polynoˆme h tel que
νi(h) < µ(h). Conside´rons le i-e`me polygoˆne de Newton de h. Soit Si(h, βi) comme dans
(3.2.24).
La proposition qui suit montre que la paire (δi(h), i(h)) est de´croissante avec i au
sens large (dans l’ordre lexicographique) et que l’e´galite´ δi+1(h) = δi(h) impose une forte
restriction sur inih.
Proposition 3.3.1. ([11], page 100, Proposition 11.2)
1. Nous avons
αi+1δi+1(h) ≤ δi(h). (3.3.4)
2. Si δi+1(h) = δi(h) alors
i+1(h) ≤ i(h) et (3.3.5)
inih = inµdδi(h),i
(
Q¯i + inµzi
)δi(h) , (3.3.6)
ou` zi est un certain de´veloppement i-standard ne comprenant pas Qi, et ini+1h con-
tient des monoˆmes de la forme inµdδi(h),iQ¯
δi(h)
i+1 ; en particulier,
inµdδi(h),i = inµdδi(h),i+1.
3. Si
(δi(h), i(h)) = (δi+1(h), i+1(h))
alors
inµdi(h),i = inµdi(h),i+1.
Maintenant, supposons que Ql+1 est de´fini pour un certain ordinal l et que ω ite´rations
de l’algorithme de 3.2 produisent une suite infinie {Ql+t}t∈N0 .
Corollaire 3.3.1. ([11], page 104, Corollary 11.8) Supposons que l’ensemble
{t ∈ N | αl+t > 1} est infini. Alors l’ensemble Ql+ω de polynoˆmes-cle´ de HOS construit
dans 3.2 est complet.
De´monstration. Prenons un e´le´ment h ∈ K[x]. Il suffit de montrer que νi(h) = µ(h) pour
un certain i de la forme l + t, t ∈ N. D’apre`s Proposition 3.3.1 (1) nous avons
δi+1(h) < δi(h)
lorsque δi(h) > 0 et αi+1 > 0. Comme l’ensemble {t ∈ N | αl+t > 1} est infini, et l’ine´galite´
ne peut pas se reproduire une infinite´ de fois, nous avons δi(h) = 0 pour certain i = l+ t,
t ∈ N. Alors inih ne comprend pas Q¯i, d’ou` νi(h) = µ(h).
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3.3.2 Suites infinies de polynoˆmes-cle´s de HOS
Dans cette sous-section nous ge´ne´ralisons le re´sultat de base du chapitre 12 dans le
preprint [11].
Nous supposons que Ql+1 est de´fini pour un certain nombre ordinal l, que ω ite´rations
de l’algorithme de 3.2 produisent une suite infinie {Ql+t}t∈N0 et que αl+t = 1 pour t 0.
Prenons un e´le´ment h ∈ K[x]. Proposition 3.3.1 (1) implique que δl+t(h) se stabilise pour
t suffisamment grand. Notons par δ(h) cette valeur stable de δl+t(h). Pour un entier positif
t, nous avons
δl+t = 0⇒ µ(h) = νl+t(h)⇒ δl+t+1(h) = 0.
Supposons qu’il existe h ∈ K[x] tel que µ(h) > νl+t(h) pour tout t ∈ N (en d’autres
termes, δl+t(h) > 0 pour tout t ∈ N), et fixons un tel h. Le premier re´sultat de base
de cette sous-section est que si h est choisi de plus petit degre´ possible alors δ(h) est
de la forme pe pour un certain e ∈ N0 (en particulier, δ(h) = 1 si car kν = 0). Nous
notons que pour de´montrer cela, [11] utilise les re´sultats du chapitre 10, sur les ope´rateurs
diffe´rentiels.
Gardons les notations et les hypothe`ses pre´ce´dentes. Remplac¸ant l par l + t pour un
t suffisamment grand, nous pouvons supposer que αl+t = 1 pour tout entier strictement
positif t. Dans la suite de cette sous-section l’ordinal i va parcourir l’ensemble {l+ t | t ∈
N}. Par de´finition, pour tout i nous avons
Qi+1 = Qi + zi,
ou` zi est un de´veloppement l-standard homoge`ne de valeur βi, ne comprenant pas Ql (cf.
Proposition 3.2.3). D’apre`s Proposition 3.2.4 (2), nous avons
degx zi < degxQi.
Finalement,
inµQi = −inµzi
d’apre`s (3.2.37).
Comme avant, soit
h =
si∑
j=0
djiQ
j
i
un de´veloppement i-standard de h pour i ≥ l, ou` chaque dji est un de´veloppement l-
standard, ne comprenant pas Ql. Notons que comme αl+t = 1 pour t ∈ N0, nous avons
degxQi = degxQl
et donc
si =
[
degx h
degxQi
]
=
[
degx h
degxQl
]
= sl.
D’apre`s Proposition 3.3.1 (1), δi(h) est constante pour tout i l. Soit δ = δi(h) pour
i l. Ecrivons δ = peu, ou` si p > 1 alors p 6 |u.
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D’abord, supposons que car kν = 0. Les e´quations (3.2.27) et (3.3.6) impliquent que
dδ−1,l 6= 0 et
g1l = Q¯l + inµ
dδ−1,l
δ dδl
. (3.3.7)
Maintenant, supposons que car kν = p > 0. D’apre`s Proposition 3.3.1 (2) et en utilisant
les notations de (3.2.24), nous trouvons que pour i ≥ l
δ − pe ∈ Si(h, βi)
(en particulier, dδ−pe,i 6= 0) et que
inizi =
(
inidδ−pe,i
u inidδi
) 1
pe
(3.3.8)
Nous avons vl = inµdδl et (3.2.27) s’e´crit comme
inlh = inµdδlg
δ
1l.
La proposition qui suit est un re´sultat de comparaison qui exprime les coe´fficients dji
en termes de djl pour δ − pe ≤ j ≤ δ, modulo termes de valeurs suffisamment grand.
Proposition 3.3.2. ([11], page 108, Proposition 12.4) Prenons un entier t1 > 0 et soit
l1 = l + t. Supposons que
δi+1(h) = δl(h) = δ.
Prenons un entier v ∈ {δ − pe, δ − pe + 1, . . . , δ}. Nous avons
dvi ≡
δ−v∑
j=0
(−1)j
(
v + j
j
)
dv+j,l1(zl1 + · · ·+ zi−1)j
mod P′
(νl1 (h)−vβl1 )+min{ν+l1 (h)−νl1 (h),βi−βl}
.
(3.3.9)
En particulier, en prenant v = δ − pe et v = δ dans (3.3.9) nous obtenons
dδ−pe,i ≡
pe∑
j=0
(−1)j
(
δ − pe + j
j
)
dδ−pe+j,l1(zl1 + · · ·+ zi−1)j
mod P′
µ(dδ−pe,l1 )+min{ν
+
l1
(h)−νl1 (h),βi−βl}
.
(3.3.10)
et
dδi ≡ dδl1 mod P′µ(dδl1 )+min{ν+l1 (h)−νl1 (h),βi−βl}, (3.3.11)
respectivement. Si pe = 1 (en particulier, quand car kν = 0), (3.3.10) se re´duit a`
dδ−1,i ≡ dδ−1,l1 − δ dδl1(zl1 + · · ·+ zi−1)
mod P′
µ(dδ−1,l1 )+min{ν+l1 (h)−νl1 (h),βi−βl}
.
(3.3.12)
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Proposition 3.3.3. ([11], page 109, Proposition 12.5) Supposons qu’il existe h ∈ K[x]
tel que
νi(h) < µ(h) pour tout i de la forme i = l + t, t ∈ N0. (3.3.13)
Prenons un tel h qui a un degre´ minimal. Alors l’entier δ est de la forme δ = pe pour un
certain e ∈ N0 (en particulier, δ = 1 quand car kν = 0).
Le second re´sultat principal du chapitre 12 [11] (dans le cas particulier ou` rang Γ =
r = 1) est l’assertion que si car kν = 0 ou p 6 | δ(h) alors les suites {βl+t}t∈N et νl+t(h) ne
sont pas borne´es dans Γ′1.
Dans la proposition qui suit, nous allons ge´ne´raliser le re´sultat de la Proposition 12.8,
page 111 [11].
Supposons que la suite {Qi} est infinie, nous savons que {βi} ⊆ Ω.
Soit Ψ le plus petit sous-ensemble convexe vertical de Γ′ tel que Ψ ⊆ Ω et
{µ(Ql+t0+t)}t∈N0 ⊆ Ψ pour un certain t0 ∈ N0.
Ecrivons Ψ = λ+ Γ′σ ou` λ ≥ 0 ∈ Γ′ et Γ′σ un sous-groupe isole´ de Γ′.
Pour simplifier la notation nous allons remplacer l + t0 par l.
Proposition 3.3.1 (2) implique que νi(h) = δβi + µ(dδi) et que µ(dδi) est inde´pendant
de i.
En conside´rant l’image naturel de l’e´quation νi(h) = δβi + µ(dδi) dans Γ
′/Γ′σ nous
remarquons qu’il existe un sous-ensemble convexe vertical Ψ′ de Γ′ tel que {νl+t(h)} ⊆ Ψ′
et Ψ′ = λ′ + Γ′σ pour certain λ
′ ≥ 0 ∈ Γ′.
Dans la proposition qui suit nous allons montrer que si car kν = 0 ou p 6 | δ(h) alors
{βl+t}t∈N0 et {νl+t(h)}t∈N0 ne peuvent pas eˆtre borne´es dans Ψ et Ψ′, respectivement.
Proposition 3.3.4. Supposons que la suite {Qi} est infinie et qu’il existe h ∈ K[x],
ve´rifiant (3.3.13)). Prenons un tel h, pas ne´ce´ssairement de degre´ minimal. Posons δ =
pev ou` si car kν = p > 0 alors p 6 | v. Supposons que pe = 1 (en d’autres termes, soit
car kν = 0 soit car kν = p > 0 et p 6 | δ). Alors les suites
{νl+t(h)}t∈N (3.3.14)
et
{βl+t}t∈N (3.3.15)
ne sont pas borne´es dans Ψ′ et Ψ, respectivement.
De´monstration. Comme νi(h) = δβi + µ(dδi) et µ(dδi) est inde´pendante de i, il suffit de
de´montrer le re´sultat pour (3.3.14).
Prenons un entier t1 strictement positif, tel que l+t(h) est constant pour t ≥ t1 ;
soit l1 = l + t1. Soit d
∗
δl1
∈ K[x] l’unique polynoˆme de degre´ strictement plus petit que
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degxQl = degxQl1 tel que d
∗
δl1
dδl1 − 1 est divisible par Ql1 dans K[x]. Alors nous avons
µ(d∗δl1dδl1 − 1) > µ(Ql1) = βl1 . En autre, on choisit l1 suffisamment grand pour que
βl1 − βl∈/Γ′σ−1. (3.3.16)
et
ν+i (h)− νi(h)∈/Γ′σ−1 pour tout i ≥ l1. (3.3.17)
Nous avons νl1(d
∗
δl1
) = µ(d∗δl1) par Proposition 3.2.7 (2), d’ou` νi(d
∗
δl1
) = µ(d∗δl1) pour tout
i ≥ l1. Le nombre δ reste inchange´ si on multiplie h par d∗δl1 . Cela veut dire que le fait
de multiplier h par d∗δl1 ne change pas le probleme. Donc nous pouvons supposer que
inµdδi = inidδi = 1 pour tout i de la forme l + t, t ∈ N0, t ≥ t1. Soit
θ(i) = min{µ(1− dδi), ν+i (h)− νi(h), βi − βl}; (3.3.18)
nous avons θ(i) > 0 et θ(i)∈/Γ′σ−1. De plus nous avons ν+i (h)−νi(h) > 0, donc par (3.3.17)
l’image naturel de ν+i (h) − νi(h) dans Γ′/Γ′σ−1 est strictement positif pour i ≥ l1. Par
(3.3.16) l’image naturel de θ(i) dans Γ′/Γ′σ−1 est positif pour i ≥ l1.
Par hypothe`se, nous sommes dans le Cas 2 de 3.2, c’est-a`-dire, le cas ou` l’ensemble T
ne contient pas d’e´le´ment maximal. Alors il existe un entier l2 > l1 tel que, prenant
g = zl1 + zl1+1 + · · ·+ zl2−1, (3.3.19)
nous avons
µ
(
Ql1 +
dδ−1,l1
δ
)
< µ(Ql1 + g);
Rappelons que chaque zi est un de´veloppement l-standard homoge`ne, ne comprenant pas
Ql, tel que
µ
(
dδ−1,l1
δ
)
= µ(zl1) < µ(zl1+1) < · · · < µ(zl2−1). (3.3.20)
Proposition 3.3.2 (c’est-a`-dire, (3.3.11)–(3.3.12)) implique que
νl2(h) > νl1(h) + θ(l1). (3.3.21)
Pour terminer la preuve de la Proposition 3.3.4, nous allons de´finir une suite d’entiers
l1, l2, l3, . . . par re´currence comme suit : Soit  = i(h) pour i = l + t, t ≥ t1. Nous
remplac¸ons l1 par l2 et nous ite´rons la proce´dure. Supposons que l’ordinal lq est de´ja`
de´fini. Choisissons lq+1 > lq de la forme l + t, t ∈ N0, tel que
µ
(
dδ−1,lq
δ
)
= µ(zlq) < µ(zlq+1) < · · · < µ(zlq+1−1) (3.3.22)
et en posant
g = zlq + zlq+1 + · · ·+ zlq−1−1, (3.3.23)
nous avons
µ
(
Qlq +
dδ−1,lq
δ
)
< µ(Qlq + g).
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Lemme 3.3.1. ([11], page 112, Lemma 12.9) Nous avons
ν+l2 (h)− νl2(h) > ν+l1 (h)− νl1(h). (3.3.24)
Conside´rons l’image de cette e´quation dans Γ′/Γ′σ−1. Alors nous avons aussi :
ν+l2 (h)− νl2(h) > ν+l1 (h)− νl1(h). (3.3.25)
De´monstration. D’apre`s Proposition 3.3.1, µ(dδl2) = µ(dδl1) et µ(dl2) = µ(dl1), de plus
nous avons βl2 > βl1 et β¯l2 > β¯l1 dans Γ
′/Γ′σ−1 car l’ensemble βi est strictement croissant
dans Ψ. D’ou`
ν+l2 (h)− νl2(h) = µ(dl2)− µ(dδl2) + (− δ)βl2
> µ(dl1)− µ(dδl1) + (− δ)βl1 = ν+l1 (h)− νl1(h).
Maintenant, en travaillant dans le groupe Γ′/Γ′σ−1, nous avons
ν+l2 (h)− νl2(h) = µ(dl2)− µ(dδl2) + (− δ)βl2
= µ(dl1)− µ(dδl1) + (− δ)βl2
> µ(dl1)− µ(dδl1) + (− δ)βl1
= µ(dl1)− µ(dδl1) + (− δ)βl1 = ν+l1 (h)− νl1(h).
Ainsi nous avons le resultat cherche´ et le lemme est de´montre´.
Nous sommes maintenant en mesure de terminer la preuve de la Proposition 3.3.4.
Lemme 3.3.1 montre que l’image de ν+lj (f)−νlj(f) dans Γ′/Γ′σ−1 est une fonction croissante
en j. La meˆme chose est e´videmment vraie pour l’image de βlj − βl dans Γ′/Γ′σ−1. Alors
l’image naturel de θ(lj) dans Γ
′/Γ′σ−1 est une fonction non-de´croissante en j, alors, d’apre`s
(3.3.21), l’image naturel de νlj+1(h)−νlj(h) dans Γ′/Γ′σ−1 est minore´ par une fonction non-
de´croissante en j. Cela termine la preuve.
3.4 Polynoˆme-cle´ limite de HOS
Dans toute cette section, nous supposons que Ql+1 est de´fini pour un certain nom-
bre ordinal l et que ω ite´rations de l’algorithme de §3.2 produisent une suite infinie
{Ql+t}t∈N0 . D’apre`s Corollaire 3.3.1, si {t ∈ N | αl+t > 1} est infini, alors l’ensemble
Ql+ω de polynoˆmes-cle´ construit dans §3.2 est complet.
Supposons qu’il existe t0 ∈ N tel que αl+t = 1 pour tout t ≥ t0.
Dans cette section nous supposons que l’ensemble Ql+ω de polynoˆmes-cle´ de HOS
construit dans §3.2 n’est pas complet, c’est-a`-dire qu’il existe h ∈ K[x] tel que
µ(h) > νl+t(h) pour tout t ∈ N. (3.4.1)
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(en d’autres termes, δl+t(h) > 0 pour tout t ∈ N). Fixons un tel h.
Soit Ψ le plus petit sous-ensemble convexe vertical de Γ′ contenue dans Ω tel que
Ψl+t = {µ(Ql+t)}t∈N0 ⊆ Ψ pour t  0. Soit t1 suffisamment grand dans N de sorte que
l’ensemble Ψl+t1 = {µ(Ql+t1+t)}t∈N0 est inclu dans Ψ.
Proposition 3.3.1 (1) implique que δl+t(h) se stabilise pour un certain t2 > t0 ∈ N,
nous notons par δ cette valeur stable. Conside´rons t3 > t1, t2, et remplac¸ons l + t3 par l
pour simplifier la notation.
Comme Ψ est un sous-ensemble convexe vertical de Γ′, il existe σ, 0 ≤ σ ≤ r′ et λ ∈ Γ′
tels que Ψ = λ+ Γ′σ.
D’apre`s (3.1.1) nous avons βi > 0 pour tout i. D’ou` l’image de λ dans Γ
′/Γ′σ est positif
ou nul.
Pour tout i = l + t avec t ∈ N, e´crivons h =
n∑
u=0
au,iQ
u
i , avec au,i un de´veloppement
i-standard ne comprenant pas Qi et n > 1. (Comme αi = 1 pour tout i > l, n est con-
stante pour tout i > l).
Dans la section pre´ce´dente nous avons vu que δ est de la forme pe0 pour certain e0 ∈ N0
(en particulier, δ = 1 si car kν = 0).
Nous rappelons que d’apre`s Proposition 3.3.1 (2) nous avons pour tout i > l, inih =
inµaδ,i(Qi+inµzi)
δ avec inµaδ,i constante pour tout i > l. D’apre`s (3.3.7) et (3.3.8), comme
δ = pe0 , nous avons inµzi =
(
inµa0,i
inµaδ,i
) 1
pe0
.
En particulier, pour tout i > l nous avons νi(h) = µ(a0,i) = µ(aδ,i) + δβi.
3.4.1 Polynoˆmes-cle´s limite et suites infinies de polynoˆmes-cle´
a` valeurs non-borne´es
Dans toute cette sous-section nous supposons que l’ensemble Ψl+t = {µ(Ql+t)}t∈N0
n’est pas borne´ dans Ψ.
Le but de cette sous-section est de montrer que sous cette hypothe`se nous pouvons
construire un polynoˆme Ql+ω qui ve´rifie les hypothe`se de re´currence, i.e. les conditions
1–4 juste avant la De´finition 3.2.11, pour boucler notre construction re´currente.
De plus, nous allons montrer que si Γ ⊂ Γ′r et la suite βi est infini, alors nous avons
un ensemble Ω-complet de polynoˆmes cle´s. En particuler si r = r′ et la suite βi est infinie,
alors l’ensemble des polynoˆmes cle´s construit est complet.
Fixons i > l.
Soit ci le coe´fficient directeur de h en x. Le fait de remplacer au,i par
au,i
ci
pour 0 ≤ u ≤ n
n’affecte ni le fait que h est un polynoˆme de degre´ minimal qui ve´rifie (3.4.1) ni la valeur
de δ. Donc nous pouvons supposer que h est unitaire.
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Comme an,i est un de´veloppement i-standard ne comprenant pas Qi, nous savons qu’on
peut e´crire an,i =
m∑
j=0
(∑¯
γi′
cji′γ¯i′Q
γ¯i′
i′
)
Qji′ pour un certain i
′ < i, ou` cji′γ¯i′ ∈ K.
Comme deg(an,i) < deg(Qi), nous savons d’apre`s Proposition 3.2.7-2 que nous pou-
vons choisir i′ < i de sorte que µ(an,i) = νi′(an,i).
Choisissons le monoˆme de plus grand degre´ dans le de´veloppement de an,i et notons
ce monoˆme par di = ciQ
γ¯i′
i′ Q
m
i′ .
Mais comme nous avons suppose´ h unitaire, nous avons ci = 1.
Lemme 3.4.1. Dans le groupe Γ′/Γ′σ, nous avons µ(aδ,i) ≥ 0.
De´monstration. Nous avons µ(di) + nβi ≥ µ(aδ,i) + δβi par de´finition de δ.
Donc nous avons
µ(di) + nλ¯ ≥ µ(aδ,i) + δλ¯. (3.4.2)
Or µ(aδ,i+s) est constante pour tout s ∈ N. Donc la valeur µ(aδ,i+s) + δλ¯ est constante
pour tout s ∈ N. Alors si nous avons ine´galite´ stricte dans (3.4.2) nous allons avoir
µ(di) + nβi > µ(aδ,i+s) + δβi+s pour tout s ∈ N. Cela implique que
νi+s(diQ
n
i ) > νi+s(h) = νi+s(h− diQni )
et donc ini+s(h) = ini+s(h− diQni ) pour tout s ∈ N, ce qui implique que
µ(h− diQni ) > νi+s(h− diQni ) pour tout s ∈ N.
Cela contredit le fait que h est le polynoˆme de plus petit degre´ qui ve´rifie µ(h) > νi+s(h)
pour tout s ∈ N.
D’ou` nous avons µ(di) + nλ¯ = µ(aδ,i) + δλ¯, donc µ(aδ,i) = µ(di) + (n − δ)λ¯. Or nous
avons µ(di) ≥ 0 d’apre`s (3.1.1) et Proposition 3.2.7-1, d’ou` µ(aδ,i) ≥ 0.
Proposition 3.4.1. Nous avons µ(h) > Ψ, c’est-a`-dire que pour tout β ∈ Ψ, nous avons
µ(h) > β.
De´monstration. Nous avons µ(h) > νi+s(h) = µ(aδ,i) + δβi+s pour tout s ∈ N. Or d’apre`s
le Lemme 3.4.1, nous avons µ(aδ,i) ≥ 0 dans le groupe Γ′/Γ′σ. Si µ(aδ,i)∈/Γ′σ, dans ce cas
nous avons µ(aδ,i) > 0, et comme µ(aδ,i) = µ(aδ,i+s) pour tout s ∈ N, alors nous avons
µ(h) > βi+s pour tout s ∈ N, et par hypothe`se les valeurs βi+s ne sont pas borne´es dans
Ψ, d’ou` le re´sultat.
Maintenant, si µ(aδ,i) ∈ Γ′σ alors µ(aδ,i+s) + δβi+s appartient a` Ψ pour tout s ∈ N et
µ(aδ,i+s) + δβi+s n’est pas borne´ dans Ψ d’ou` le re´sultat.
Supposons qu’il existe u0, 0 ≤ u0 ≤ n, tel que
µ(h) ≤ µ(au0,i) + u0βi.
Alors pour tout i′ ≥ i, nous avons µ(au0,iQu0i ) = µ(au0,i) + u0βi ≥ µ(h) > νi′(h).
D’ou`, ini′(h− au0,iQu0i ) = ini′(h).
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Soit Ri,h = {u0 ∈ {1, ..., n} / µ(h) ≤ µ(au0,i) + u0βi}. Nous de´finissons
Ql+ω = h−
∑
u0∈Ri,h
au0,iQ
u0
i .
Dans la sous-section suivante, nous allons e´tudier les proprie´te´s du polynoˆme Ql+ω.
Maintenant supposons que l’ensemble {βl+t}t∈N0 n’est pas borne´ dans Ω, alors l’ensem-
ble Ψ est cofinale dans Ω.
D’apre`s Proposition 3.4.1 µ(Ql+ω) = βl+ω ne peux pas appartenir a` Ω.
Nous pouvons donc conclure, que dans le cas ou` Γ ⊆ Γ′r (Ω = Γ′) si l’ensemble
{βl+t}t∈N0 n’est pas borne´ dans Ω alors l’ensemble Ql+ω de polynoˆmes-cle´ de HOS definie
ci-dessus est Ω-complet. En particulier si r = r′ l’ensemble Ql+ω est complet.
3.4.2 Polynoˆmes-cle´s limites et les coe´fficients directeurs de leurs
de´veloppements standards
Fixons un polynoˆme h de degre´ minimal parmis tous les polynoˆmes qui ve´rifient (3.4.1).
Le but est de comparer les valeurs µ(au,i) pour les diffe´rents u ∈ {0, . . . , n}.
The´ore`me 3.4.1. Supposons que l’image de λ dans Γ′/Γ′σ est strictement positif (c’est-
a`-dire que le convexe vertical Ψ n’est pas un sous-groupe isole´ de Γ′).
Alors µ(an,i) < µ(au,i) pour tout 0 ≤ u ≤ n− 1, et pour tout i > l.
De´monstration.
Remarque 3.4.1. Pour tout i > l nous avons :
µ(aδ,iQ
δ
i ) ≤ µ(au,iQui ) pour tout 0 ≤ u < n (par de´finition de δ), et µ(Qδi ) > µ(Qui ) pour
tout 0 ≤ u < δ (car µ(Qi) > 0),
Alors pour tout 0 ≤ u < δ, µ(au,i) > µ(aδ,i).
Nous remarquons que si n = δ, le the´ore`me 3.4.1 est de´montre´.
Supposons que n > δ.
Comme αi = 1 pour tout i > l, nous avons Qi+s = Qi+zi,s pour tout i > l et pour tout
s > 0, ou` zi,s est un de´veloppement i-standard ne comprenant pas Qi et µ(zi,s) = µ(Qi).
Lemme 3.4.2. Pour tout i > l et pour tout s > 0, a0,i+s peut eˆtre e´crit sous la forme :
a0,i+s = r(an,i) + Ui,s(h),
ou` r(an,i) est un de´veloppement i-standard ne comprenant pas Qi, avec µ(r(an,i)) =
µ(an,iz
n
i,s) et Ui,s(h) une somme de de´veloppements i-standards ne comprenant pas Qi,
ve´rifiant la proprie´te´ suivante :
e´tant donne´ un polynoˆme h′, h′ = a′n,iQ
n
i + a
′
n−1,iQ
n−1
i + ...+ a
′
0,i avec a
′
u,i = au,i pour tout
0 ≤ u ≤ n− 1, nous avons
Ui,s(h
′) = Ui,s(h).
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De´monstration. Nous avons
h =
n∑
j=0
au,iQ
u
i
⇒ h =
n∑
u=0
au,i(Qi+s − zi,s)u
⇒ h =
n∑
u=0
au,i
u∑
v=0
(−1)u−v
(
u
v
)
Qvi+sz
u−v
i,s
⇒ h =
n∑
v=0
(
n∑
u=v
(−1)u−v
(
u
v
)
au,iz
u−v
i,s
)
Qvi+s. (3.4.3)
Nous voulons e´tudier le coe´fficient a0,i+s. Conside´rons le coe´fficient du coˆte´ droit de
(3.4.3) pour v = 0,
n∑
u=0
(−1)jau,izui,s. (3.4.4)
Pour chaque u, 0 < u < n, nous divisons (−1)jau,izui,s par Qi+s (dans le sens de divsion
Euclidienne). Nous avons :
(−1)jau,izji,s = q(au,i)Qi+s + r(au,i), avec degxr(au,i) < degxQi+s, d’ou` r(au,i) est un
de´veloppement i-standard ne comprenant pas Qi d’apre`s Proposition 3.2.7 (2) et Propo-
sition 3.2.3.
Nous avons :
a0,i+s = r(an,i) + r(an−1,i) + ...+ r(a1,i) + a0,i. (3.4.5)
Posons Ui,s(h) = r(an−1,i) + ...+ r(a1,i) + a0,i.
Aussi pour le polynoˆme h′ nous avons Ui,s(h′) = r(a′n−1,i) + ...+ r(a
′
1,i) + a
′
0,i,
ou` r(a′u,i), 0 ≤ u ≤ n− 1, est le reste de la division Euclidienne de (−1)ja′u,izui,s par Qi+s.
Comme a′u,i = au,i pour 0 ≤ u ≤ n− 1, nous avons r(a′u,i) = r(au,i) pour 0 ≤ j ≤ n− 1
et Ui,s(h) = Ui,s(h
′).
Pour calculer la valeur de r(an,i), e´crivons le de´veloppement (i + s)-standard de
(−1)nan,izni,s :
g := (−1)nan,izni,s = bkQki+s + bk−1Qk−1i+s + ...+ b0, avec 0 ≤ k ≤ n.
Nous avons r(an,i) = b0, q(an,i)Qi+s = bkQ
k
i+s + ...+ b1Qi+s
et νi+s(g) = inf0≤v≤k {µ(bv) + vβi+s}.
D’autre part, comme an,i et zi,s sont des de´veloppements i-standards ne comprenant
pas Qi, nous avons
νi(g) = νi+s(g) = µ(g).
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Nous avons toujours µ(r(an,i)) = µ(b0) ≥ νi+s(g) = inf0≤v≤k {µ(bv) + vβi+s}.
Supposons que µ(r(an,i)) > νi+s(g) = νi(g).
Alors νi+s(g) = νi+s(q(an,i)Qi+s) et νi(g) = νi(q(an,i)Qi+s),
d’ou` νi+s(q(an,i)Qi+s) = νi(q(an,i)Qi+s)
ce qui est impossible car νi+s(q(an,i)) ≥ νi(q(an,i)) et νi+s(Qi+s) > νi(Qi+s).
Alors µ(r(an,i)) = µ(an,iz
n
i,s).
Proposition 3.4.2. Pour tout i > l, il existe un s > 0 tel que µ(a0,i+s) ≥ µ(an,izni,s).
De´monstration. En effet, supposons que nous avons µ(a0,i+s) < µ(an,iz
n
i,s) pour tout s ∈ N.
Comme
µ(zni,s) = µ(Q
n
i ) = νi+s(Q
n
i ) pour tout s ∈ N,
nous avons νi+s(an,iQ
n
i ) > µ(a0,i+s) pour tout s ∈ N. Cela implique que
νi+s(an,iQ
n
i ) > νi+s(h) = νi+s(h− an,iQni )
et donc ini+s(h) = ini+s(h− an,iQni ) pour tout s ∈ N, ce qui implique que
µ(h− an,iQni ) > νi+s(h− an,iQni ) pour tout s ∈ N.
Cela contredit le fait que h est le polynoˆme de plus petit degre´ qui ve´rifie µ(h) > νi+s(h)
pour tout s ∈ N.
Donc il existe un s ∈ N tel que µ(a0,i+s) ≥ µ(an,izni,s).
Corollaire 3.4.1. Pour tout i > l nous avons µ(an,i) < µ(aδ,i).
De´monstration. Fixons i > l, et soit s tel que µ(a0,i+s) ≥ µ(an,izni,s),
c’est-a`-dire,
µ(a0,i+s) ≥ µ(an,i) + nµ(zi,s).
Nous avons µ(zi,s) = µ(Qi) et δµ(Qi+s) = µ(a0,i+s)− µ(aδ,i+s) = µ(a0,i+s)− µ(aδ,i).
Alors δµ(Qi+s) + µ(aδ,i) ≥ µ(an,i) + nµ(Qi).
Conside´rons l’image de la dernie`re e´quation dans le groupe Γ′upslopeΓ′σ.
Nous avons
nµ(Qi)− δµ(Qi+s) ≤ µ(aδ,i)− µ(an,i).
Mais µ(Qi) et µ(Qi+s) sont dans Ψ = λ+ Γ
′
σ, donc
(n− δ)λ ≤ µ(aδ,i)− µ(an,i).
Par hypothe`se nous avons λ > 0 et n > δ, alors (n− δ).λ > 0,
d’ou` µ(aδ,i)− µ(an,i) > 0 et µ(aδ,i)− µ(an,i) > 0,
donc µ(an,i) < µ(aδ,i).
Comme i est choisi arbitrairement, pour tout i > l nous avons µ(an,i) < µ(aδ,i).
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Comme pour tout i > l nous avons µ(aδ,i) < µ(au,i) pour 0 ≤ u < δ (d’apre`s Remarque
3.4.1), nous avons µ(an,i) < µ(au,i) pour tout i > l et pour 0 ≤ u ≤ δ.
Lemme 3.4.3. Il existe λ1 ≥ λ et un sous-ensemble convexe vertical Ψ1 = λ1 + Γ′σ tels
que pour tout i > l, µ(a0,i) ∈ Ψ1.
De´monstration. Fixons un i > l. Nous avons δµ(Qi) = µ(a0,i)− µ(aδ,i)
et pour tout s ∈ N nous avons δµ(Qi+s) = µ(a0,i+s)− µ(aδ,i+s).
Conside´rons les images par la projection Γ′ → Γ′upslopeΓ′σ. Nous avons :
δλ = µ(a0,i)− µ(aδ,i)
et
δλ = µ(a0,i+s)− µ(aδ,i+s).
Comme µ(aδ,i) est constante pour tout i > l, nous avons
µ(a0,i+s)− µ(a0,i) = 0.
Donc il existe λ1 et un sous-ensemble convexe vertical Ψ1 = λ1 + Γ
′
σ tels que pour tout
i > l, µ(a0,i) ∈ Ψ1.
Comme pour tout i > l nous avons µ(aδ,i) > 0, alors pour tout i > l, µ(a0,i) > µ(Qi),
donc λ1 ≥ λ.
Proposition 3.4.3. Pour tout i > l, pour tout u, δ < u < n, nous avons µ(an,i) < µ(au,i).
De´monstration. Fixons un i > l.
D’apre`s Proposition 3.4.2, il existe s > 0 tel que µ(a0,i+s) ≥ µ(an,izni,s),
et nous avons µ(an,iz
n
i,s) > µ(aδ,iQ
δ
i ) = µ(a0,i), d’ou` µ(an,iz
n
i,s) ∈ Ψ1.
Donc l’image de µ(an,iz
n
i,s) par la projection Γ
′ → Γ′upslopeΓ′σ, est e´gal a` λ1.
D’autre part, nous avons
λ > 0⇒ nλ > uλ.
Supposons que nous avons µ(an,i) ≥ µ(au,i), alors
nλ+ µ(an,i) > uλ+ µ(au,i),
c’est-a`-dire,
nµ(Qi) + µ(an,i) > uµ(Qi) + µ(au,i).
Alors
λ1 > uµ(Qi) + µ(au,i),
d’ou`
µ(a0,i) > uµ(Qi) + µ(au,i) = µ(au,iQ
u
i ),
contradiction, car µ(a0,i) = µ(aδ,iQ
δ
i ) < µ(au,iQ
u
i ).
Donc µ(an,i) < µ(au,i), ∀ u, δ < u < n.
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The´ore`me 3.4.1 est de´montre´.
Maintenant, pour tout i > l, posons ci le coe´fficient directeur du polynoˆme h(x). Alors
ci est e´gale au coe´fficient directeur du monoˆme an,iQ
n
i .
Corollaire 3.4.2. Supposons que l’image de λ dans Γ′/Γ′σ est strictement positif, et que
µ(x)∈/Γ′σ (3.4.6)
Alors nous avons µ(ci) < µ(au,i) pour tout 0 ≤ u ≤ n et pour tout i > l, et
µ(ci) ≥ µ(an,i).
De´monstration. Fixons i > l.
Si an,i ∈ K, nous avons ci = an,i et le re´sultat est une conse´quence directe du the´ore`me
3.4.1.
Supposons que an,i∈/K.
Comme an,i est un de´veloppement i-standard ne comprenant pas Qi, nous savons qu’on
peut e´crire an,i =
m∑
j=0
(∑¯
γi′
cji′γ¯i′Q
γ¯i′
i′
)
Qji′ pour un certain i
′ < i, ou` cji′γ¯i′ ∈ K.
Comme deg(an,i) < deg(Qi), nous savons d’apre`s Proposition 3.2.7-2 que nous pou-
vons choisir i′ < i de sorte que µ(an,i) = νi′(an,i).
Choisissons le monoˆme de plus grand degre´ dans le de´veloppement de an,i et notons
ce monoˆme par di = ciQ
γ¯i′
i′ Q
m
i′ .
Il re´sulte de la de´finition des νi′′ pour i
′′ ≤ i′ que νi′(di) ≥ νi′(an,i), donc µ(di) ≥ µ(an,i).
Nous remarquons que µ(an,iQ
n
i ) ≥ µ(aδ,iQδi ). On conside`re l’image de cette ine´galite´
dans Γ′/Γ′σ. Nous avons µ(an,iQ
n
i ) ≥ µ(aδ,iQδi ).
D’autre part, si µ(an,iQ
n
i ) > µ(aδ,i+sQ
δ
i+s) pour tout s ∈ N, nous avons
νi+s(an,iQ
n
i ) > νi+s(h) pour tout s ∈ N.
Donc ini+s(h) = ini+s(h−an,iQni ), alors µ(h−an,iQni ) > νi+s(h−an,iQni ) pour tout s ∈ N.
Cela contredit le fait que h est le polynoˆme de plus petit degre´ qui ve´rifie µ(h) > νi+s(h)
pour tout s ∈ N. Donc il existe s ∈ N, tel que µ(an,i)Qni ≤ µ(aδ,i+sQδi+s). Conside´rons
l’image de cette ine´galite´ dans Γ′/Γ′σ. Nous avoons µ(an,iQ
n
i ) ≤ µ(aδ,i+sQδi+s) = µ(aδ,iQδi ).
D’ou` µ(an,iQni ) = µ(aδ,iQ
δ
i ).
Comme µ(di) ≥ µ(an,i), un raisonnement tout a` fait pareil au raisonnement ci-dessus
applique´ au monoˆme diQ
n
i montre que µ(diQ
n
i ) = µ(aδ,iQ
δ
i ), d’ou` µ(di) = µ(an,i).
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Mais di = ciQ
γ¯i′
i′ Q
m
i′ et d’apre`s (3.4.6)) µ(x) > 0 dans Γ
′/Γ′σ. D’ou` µ(Q
γ¯i′
i′ Q
m
i′ ) > µ(x) >
0.
Alors µ(ci) < µ(an,i) et µ(ci) < µ(an,i) < µ(au,i) pour tout 0 ≤ u ≤ n − 1 (ou` la
seconde ine´galite´ est donne´e par le The´ore`me 3.4.1).
Comme i a e´te´ choisi arbitrairement, nous avons le re´sultat pour tout i > l.
Conside´rons maintenant le polynoˆme Ql+ω de´fini dans la sous-section pre´ce´dante a` la
place de h. Ecrivons Ql+ω = an,iQ
n
i + ... + a0,i avec aj,i des de´veloppements l-standards
pour tout 0 ≤ j ≤ n.
Nous savons que Ql+ω est unitaire en x par de´finition.
Nous pouvons tirer du Corollaire 3.4.2, que dans le cas ou` Ψ n’est pas un sous-groupe
isole´ et quand µ(x)∈/Γ′σ, nous avons µ(aj,i) ≥ 0 pour tout 0 ≤ j ≤ n.
Dans le cas ou` Ψl+t = {µ(Ql+t)}t∈N0 n’est pas borne´ dans Ψ et Ψ est un sous-groupe
isole´ ou bien µ(x)∈/Γ′σ, nous n’avons pas en ge´ne´ral µ(aj,i) ≥ 0 pour tout 0 ≤ j ≤ n. Dans
le chapitre 5 nous donnons un exemple (Exemple 5.3.4) dans le cas ou` Ψ n’est pas un
sous-groupe isole´ mais µ(x) ∈ Γ′σ, avec µ(an,i) < 0.
Dans la sous-section suivante nous e´tudions le cas ou` Ψl+t = {µ(Ql+t)}t∈N0 est borne´
dans Ψ.
3.4.3 Polynoˆmes-cle´s limite et suites infinies de polynoˆmes-cle´
a` valeurs borne´es
Nous supposons maintenant que l’ensemble Ψl+t = {µ(Ql+t)}t∈N0 est borne´ dans Ψ.
C’est le cas ou` la suite {βl+t}t∈N admet un majorant β ∈ Ψ.
Nous savons qu’il existe une injection croissante de Γ′ dans (Rr′ ,+)lex, donc nous pou-
vons supposer que Γ′ est un sous-groupe de (Rr′ ,+)lex.
Comme Ψ = λ + Γ′σ, alors pour tout t ∈ N, nous pouvons e´crire l’image βl+t de βl+t
dans Γ′/Γ′σ−1 comme βl+t = λ˜+ β′l+t, avec β′l+t ∈ Γ′σ/Γ′σ−1. Or comme la suite {βl+t}t∈N
est borne´e dans Ψ, alors la suite {β′l+t}t∈N est borne´e dans le groupe Γ′σ/Γ′σ−1. Mais
Γ′σ/Γ
′
σ−1 est un groupe de rang 1, donc il existe une injection croissante de Γ
′
σ/Γ
′
σ−1 dans
(R,+), et nous pouvons conside´rer Γ′σ/Γ′σ−1 comme un sous-groupe de (R,+). Posons
β′ = lim
t→∞
βl+t dans (R,+).
Nous savons aussi qu’il existe une injection croissante de Γ′/Γ′σ−1 dans (Rr
′−σ+1,+)lex.
Alors, nous pouvons supposer que le groupe Γ′/Γ′σ−1 est un sous-groupe de (Rr
′−σ+1,+)lex.
Posons β˜ = λ˜+ (0, ..., 0, β′) ∈ Rr′−σ+1.
Soit φσ la projection de Rr
′
dans Rr′−σ+1 qui envoie  = (r′ , ..., σ, ..., 1) ∈ Rj a`
φσ() = (r′ , ..., σ).
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Choisissons arbitrairement un e´le´ment de φ−1σ (β′) et notons cet e´le´ment β.
Remarque 3.4.2. Nous remarquons d’apre`s la de´finition de β˜, que pour tout e´le´ment ε˜
strictement positive de Rr′−σ+1, il existe t ∈ N tel que ε˜ > β˜ − βl+t. Cela implique que
pour tout ε dans Γ′ tel que l’image de ε est strictement positive dans Γ′/Γ′σ−1, il existe
t ∈ N tel que ε > β − βl+t dans Rr′.
D’apre`s Proposition 3.3.4, nous avons p > 1 et d’apre`s Proposition 3.3.3 nous avons
δ = pe0 , pour un certain e0 ∈ N.
Proposition 3.4.4. ([11], page 113, Proposition 13.1) Il existe t ∈ N et un de´veloppement
i0-standard faiblement affine unitaire Ql+ω de degre´ αi = δ (ou` i0 = l + t) tels que
Ql+ω = c0i0 +
e0∑
j=0
cpji0Q
pj
i0
(3.4.7)
ou` chaque cji0 est un de´veloppement l-standard ne comprenant pas Ql. De plus
µ(Ql+ω) ≥ pe0 β¯ (3.4.8)
et
pjβ¯ + ν(cpji0) = p
e0 β¯ mod Γ′σ−1 pour 0 ≤ j ≤ e0. (3.4.9)
Remarque 3.4.3. Il est facile de voir que l’ine´galite´ (3.4.8) implique que µ(Ql+ω) >
νl+t(Ql+ω) pour tout t ∈ N.
De´monstration. L’ide´e est de modifier peu a` peu le polynoˆme h jusqu’a` ce qu’on arrive a`
g = Ql+ω ve´rifiant la conclusion de la Proposition.
Soit a∗ un de´veloppement l-standard, ne comprenant pas Ql, tel que
inµ(a
∗aδl) ≡ 1 mod Ql. (3.4.10)
Notons que
inµaδl = inµaδi pour tout i ≥ l (3.4.11)
d’apre`s Proposition 3.3.1 (2).
Soit h˜ = a∗h. D’apre`s Proposition 3.3.1 (2), pour tout i ≥ l nous avons
inih = inµaδi(Q¯i + inµzi)
δ,
d’ou` en vue de (3.4.10)–(3.4.11) nous avons inih˜ = (Q¯i + inµzi)
δ. En particulier,
µ(h˜) > νi(h˜) pour tout i. (3.4.12)
Multipliant par a∗ n’affecte pas δ. Donc, remplac¸ant h par h˜, nous pouvons supposer
que inµaδi = 1 pour tout i.
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Comme nous avons note´ dans la section pre´ce´dente, puisque αi = 1 pour tout i, tous
les de´veloppements i-standards de h ont le meˆme degre´ nl en Qi.
D’apre`s Lemme 3.3.1 la quantite´ ν+i (h) − νi(h) et son image dans le groupe quotient
Γ′/Γσ−1 sont des fonctions croissantes en i et alors, comme nous avons de´montre´ dans la
section 3.3.2, il en est de meˆme pour θi(h) et son image dans Γ
′/Γσ−1. Donc d’apre`s la
Remarque 3.4.2, nous avons, pour i suffisamment grand,
µ(aiδ) + δβ¯ − νi(h) = δ(β¯ − βi) < θi(h). (3.4.13)
En choisissant l1 > l suffisamment grand, nous pouvons supposer que (3.4.13) est
ve´rifie´e pour i ≥ l1.
Ensuite, e´crivons aδi = 1 + a
†
i avec µ
(
a†i
)
> 0. Ecrivons
h = h¯+ h˜,
ou`
h¯ = Qδl1 +
δ−1∑
j=0
ajl1Q
j
l1
et
h˜ = a†l1Q
δ
l1
+
nl∑
j=δ+1
ajl1Q
j
l1
.
(3.4.13) implique que pour tout j avec δ < j ≤ nl, et tout i, nous avons
νi
(
ajl1Q
j
l1
) ≥ νl1 (ajl1Qjl1) ≥ ν+l1 (h) > δβ¯ > δβi = νi(h).
Aussi de (3.4.13), nous voyons que
νi
(
a†l1Q
δ
l1
)
≥ νl1
(
a†l1Q
δ
l1
)
= νl1
(
a†l1
)
+ δβl1 > δβ¯ > νi(h).
D’ou`, pour tout i, µ(h˜) ≥ νi(h˜) > νi(h¯) ce qui implique que νi(h¯) = νi
(
h¯
)
< µ
(
h¯
)
; nous
avons inih = inih¯. Ainsi, remplac¸ant h par h¯, nous pouvons supposer que le polynoˆme h
est unitaire de degre´ δ degxQl. Aucune des transformations
Qi = Ql1 + zl1 + · · ·+ zi−1
n’affecte le coe´fficient aδl1 = 1, ainsi aδi = 1 pour tout i.
Choisissons i0 ≥ l1 suffisamment grand de sorte que
βi0 − αlβl−1 > pe0(β¯ − βi0). (3.4.14)
Nous avons droit de faire ce choix de i0 d’apre`s la Remarque 3.4.2 parce que l’image
de βi0 − αlβl−1 dans Γ′/Γ′σ−1 est strictement positive et croissante avec i.
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Remarque 3.4.4. ([11], page 115, Remark 13.2) Supposons qu’il existe i ≥ i0 et j,
1 ≤ j < pe0, tels que
µ(aji) + jβ¯ ≥ 2pe0 β¯ − pe0βi mod Γ′σ−1.
Or pour tout i′ ≥ i nous avons νi′
(
ajiQ
j
i
)
= µ
(
ajiQ
j
i
)
= µ(aji) + jβi + jβ¯ − jβ¯. Alors
pour tout i′ ≥ i nous avons
νi′
(
ajiQ
j
i
) ≥ 2pe0 β¯ − pe0βi + jβi − jβ¯ mod Γ′σ−1
> pe0 β¯ mod Γ′σ−1.
Donc νi′
(
ajiQ
j
i
)
> pe0βi′ pour tout i
′ ≥ i. D’ou` ini′
(
h− ajiQji
)
= ini′h et
νi′
(
h− ajiQji
)
< µ
(
h− ajiQji
)
.
Par conse´quent nous pouvons remplacer h par h− ajiQji .
De´finition 3.4.1. ([11], page 115, Definition 13.3) Prenons i ≥ i0. Soit ajiQji un monoˆme
non nul apparaissant dans le de´veloppement i-standard de h. Nous disons que ajiQ
j
i est
mauvais si
µ(aji) + jβ < 2p
e0β − pe0βi mod Γ′σ−1. (3.4.15)
et au moins une des trois conditions suivantes est ve´rifie´e :
1.
µ(aji) < (p
e0 − j)β mod Γ′σ−1. (3.4.16)
2. j n’est pas une puissance de p.
3.
µ(aji) > (p
e0 − j)β mod Γ′σ−1. (3.4.17)
En vue de la Remarque 3.4.4, dire que le de´veloppement i-standard de h satisfait la
conclusion de la Proposition 3.4.4 est e´quivalent a` dire qu’elle ne contiennent pas des
mauvais monoˆmes, dans ce cas il n’y plus rien a` faire. Supposons qu’il existe au moin un
mauvais monoˆme. Soit j(i) le plus grand j ∈ {1, ..., pe0 − 1} tel que le monoˆme ajiQji est
mauvais. Soit j•(i) l’e´le´ment j ∈ {1, ..., pe0 − 1} qui minimise la paire (µ(aji) + jβi,−j)
dans l’ordre lexicographique parmis tous les e´le´ments de {1, ..., pe0−1} tel que le monoˆme
ajiQ
j
i est mauvais.
Prenons i ≥ i0 . Pour finir la preuve de la Proposition 3.4.4, nous allons d’abord
de´montrer les trois lemmes suivantes :
Lemme 3.4.4. (cf. [11], page 116, Lemma 13.4) Nous avons
j(i+ 1) ≤ j(i) (3.4.18)
et
j•(i+ 1) ≤ j•(i). (3.4.19)
Si j ∈ {j(i), j•(i)} alors
inµaj,i+1 = inµaji. (3.4.20)
54
Lemme 3.4.5. (cf. [11], page 116, Lemma 13.5) Si j ∈ {j(i), j•(i)} alors (3.4.16) n’est
pas ve´rifie´e.
Lemme 3.4.6. (cf. [11], page 116, Lemma 13.6) Si j = j(i) alors (3.4.17) est ve´rifie´e.
Selon les lemmes 3.4.5 et 3.4.6, si j = j(i) alors (3.4.17) est ve´rifie´e. Dans ce cas,
nous allons montrer que les ope´rations d’augmenter i, si ne´ce´ssaire, et de remplacer h
par h− ajiQji conservent l’ine´galite´ stricte (3.4.1) pour tout t et soit e´liminent le dernier
mauvais monoˆme soit diminuent j(i) strictement.
A ce point, la preuve de la Proposition 3.4.4 sera termine´e par re´ccurence sur j(i).
Preuve du Lemme 3.4.4.
D’abord, supposons j = j(i). Comme j est le plus grand e´le´ment de {1, ..., pe0 − 1}
satisfaisant (3.4.15) et l’une des conditions (1)-(3) de la De´finition 3.4.1, tout j′ ∈ {j +
1, ..., pe0 − 1} satisfaisant (3.4.15) est une puissance de p et
µ(aj′i) = (p
e0 − j′)β mod Γ′σ−1. (3.4.21)
Nous voulons analyser le monoˆme aj,i+1Q
j
i+1 dans le de´veloppement (i + 1)-standard
de h . Pour faire cela, e´crivons
h =
ni∑
j′=0
aj′i(Qi+1 − zi)j′ . (3.4.22)
Maintenant, les termes dans (3.4.22) avec j′ < j n’affectent pas l’e´nonce´ du Lemme.
Nous affirmons que la meˆme chose est vraie pour les termes avec j′ > j. En effet, prenons
un j′ ∈ {j + 1, ..., ni}.
Ecrivons j′ = pe
′
. Alors
aj′i(Qi+1 − zi)j′ = aj′iQpe
′
i+1 − aj′izp
e′
i . (3.4.23)
En ge´ne´ral, le coˆte´ droit de (3.4.23) n’est pas ne´ce´ssairement un de´veloppement (i+1)-
standard, comme degxaj′iz
pe
′
i peut eˆtre assez grand, meˆme aussi grand ou plus grand que
degxQ
pe
′
i+1.
Cependant, le de´veloppement (i + 1)-standard de aj′i(Qi+1 − zi)pe
′
est obtenue du
coˆte´ droit de (3.4.23) par ite´ration de la division Euclidienne par Qi+1. La premie`re
division Euclidienne que nous e´ffectuons consiste a` e´crire aj′iz
pe
′
i = Qi+1g + f avec
degx f < degxQi+1. Nous avons νl−1
(
aj′iz
pe
′
i
)
= µ
(
aj′iz
pe
′
i
)
= νi+1
(
aj′iz
pe
′
i
)
, νl−1(f) =
µ(f) = νi+1(f) et νi+1(Qi+1g) − νl−1(Qi+1g) ≥ νi+1(Qi+1) − νl−1(Qi+1) = βi+1 − αlβl−1.
D’ou` νi+1(Qi+1g) − (βi+1 − αlβl−1) ≥ νi+1
(
aj′iz
pe
′
i
)
= νi+1(f). Or νi+1
(
aj′iz
pe
′
i
)
= pe0 β¯
mod Γ′σ−1, donc νi+1(Qi+1g)−(βi+1−αlβl−1) ≥ pe0 β¯ mod Γ′σ−1. Cela implique que tous les
nouveaux monoˆmes apparaissant apre`s toutes les divisions Euclidiennes ont la νi+1-valeur
plus grande ou e´gale a` pe0βi + (βi+1 − αlβl−1), et donc, en tenant compte de (3.4.14)-
(3.4.15), strictement plus grande que µ(aji) + jβi+1. En particulier, si un tel nouveau
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monoˆme est de la forme dQji+1, avec d un de´veloppement (i+ 1)-standard ne comprenant
pas Qi+1, nous avons µ(d) > µ(aji). Cela montre que le passage a` un de´veloppement
(i+ 1)-standard n’affecte pas inµaji, et (3.4.20) est ve´rifie´ pour j = j(i).
Le fait que tout les nouveaux monoˆmes re´sultants des divisions Euclidiennes ite´re´es
de aj′i(Qi+1 − zi)pe
′
, j′ > j, ont la νi+1-valeur plus grande ou e´gale a`
pe0βi + (βi+1 − αlβl−1),
avec les e´quations (3.4.14)–(3.4.15) montre aussi que, apre`s le passage au de´veloppement
(i + 1)-standard, aucun nouveau mauvais monoˆme aj′,i+1Q
j′
i+1 n’est produit avec j
′ > j
(le monoˆme aj,i+1Q
j
i+1 peux eˆtre mauvais ou pas). Cela de´montre (3.4.18).
La preuve du Lemme dans le cas j = j•(i) est tre`s similaire au cas ou` j = j(i), et nous
l’omettons. Cela comple`te la preuve du Lemme 3.4.4.
Preuve du Lemme 3.4.5.
Nous donnons une preuve par contradiction. Supposons que j = j(i) et que (3.4.16) est
ve´rifie´ pour ce j. (3.4.16) peut eˆtre re´e´crite comme µ(aji)+jβ¯ < p
e0 β¯ mod Γ′σ−1. Compte
tenu de (3.4.20) nous obtenons que (3.4.16) est ve´rifie´ avec i remplace´ par i+1, c’est-a`-dire,
µ(aj,i+1) + jβ¯ < p
e0 β¯ mod Γ′σ−1.
Or pe0 β¯ < 2pe0 β¯ − pe0βi+1 mod Γ′σ−1, ainsi le monoˆme aj,i+1Qji+1 est aussi mauvais et
j(i + 1) = j(i). Par re´ccurence sur i′ ≥ i nous voyons que j(i′) est inde´pendante de i′,
ainsi le de´veloppement i′-standard de h contient un monoˆme aji′Q
j
i′ avec µ
(
aji′Q
j
i′
)
=
µ(aji′) + jβi′ = µ(aji) + jβi′ et µ(aji) + jβi′ < µ(aji) + jβ¯ mod Γ
′
σ−1.
Alors pe0βi′ = νi′(f) < µ(aji) + jβ¯ mod Γ
′
σ−1 et µ(aji) + jβ¯ < p
e0 β¯ mod Γ′σ−1 pour
tout i′, donc la borne supe´rieure de l’image de βi′ dans Γ′σ−1 est majore´e par l’image de
1
pe0
(µ(aji) + jβ¯) dans Γ
′
σ−1 et donc est strictement plus petite que l’image de β¯ dans Γ
′
σ−1.
Cela contredit la de´finition de β¯.
La preuve dans le cas j = j•(i) est similaire au cas ou` j = j(i) et nous l’omettons.
Preuve du Lemme 3.4.6.
Nous raisonnons par l’absurde. Supposons que j = j(i) et que (3.4.17) n’est pas ve´rifie´.
Compte tenu du Lemme 3.4.5 cela implique que
µ(aji) + jβ¯ = p
e0 β¯ mod Γ′σ−1.
Alors, par de´finition de j(i), j n’est pas une puissance de p. Ecrivons j = peu, u ≥ 2 et
p 6 | u, et
Qi+1 = Qi + zi.
Alors le de´veloppement (i + 1)-standard de h contient un monoˆme de la forme
ape,i+1Q
pe
i+1, ou` ape,i+1 est une somme de termes dont la forme initiale est inµ
(
uajiz
j−pe
i
)
avec des termes qui viennent des de´veloppements (i + 1)-standards de aj′i
(
j′
υ
)
zi
j′−υQυi+1
avec
υ ≤ j′ < j
ou des de´veloppements (i+ 1)-standards de aj′iz
j′
i avec j
′ > j.
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Une observation importante est que nos hypothe`ses impliquent que pour chaque monoˆme
aj′iQ
j′
i , j
′ 6= j, apparaissant dans le de´veloppement i-standard de h, qui est soit mauvais
soit satisfait j′ < j, nous avons
µ(aj′i) + j
′βi > µ(aji) + jβi. (3.4.24)
En effet, si aj′iQ
j′
i est mauvais, puisque j = j(i), nous avons j
′ < j. Par conse´quent
nous pouvons supposer que j′ < j dans tous les cas. Maintenant d’apre`s 3.4.5, applique´ a`
j•(i), nous pouvons voir que pour tout j′ < j nous avons µ(aj′i) + j′β¯ ≥ pe0 β¯ mod Γ′σ−1
d’ou` nous pouvons tirer (3.4.24).
Donc les termes qui viennent de aj′i
(
j′
υ
)
zi
j′−υQυi+1 avec υ ≤ j′ < j ont la µ-valeur
strictement plus grande que µ
(
uajiz
j−pe
i Q
pe
i+1
)
.
Les termes qui viennent de aj′iz
j′
i avec j
′ > j ont la µ-valeur plus grande ou e´gale a`
µ(aj′i) + j
′βi + (βi+1 − αlβl−1),
qui, en tenant compte de (3.4.14), est de nouveau strictement plus grande que
µ(aji) + (j − pe)βi + peβi+1 = µ
(
uajiz
j−pe
i Q
pe
i+1
)
.
D’ou`
µ (ape,i+1) = µ
(
ajiz
j−pe
i
)
.
Nous avons
j•(i+ 1) ≤ pe (3.4.25)
et
µ
(
ajiz
j−pe
i
)
+ peβ¯ = µ(aji) + (j − pe) βi + peβ¯ mod Γ′σ−1
< µ(aji) + jβ¯ mod Γ
′
σ−1
= pe0 β¯ mod Γ′σ−1. (3.4.26)
Ensemble, (3.4.25)–(3.4.26) impliquent que
µ
(
aj•(i+1),i+1
)
+ peβ¯ < pe0 β¯ mod Γ′σ−1.
Par conse´quent l’apparence du monoˆme ape,i+1Q
pe
i+1 dans le de´veloppement (i+1)-standard
de h contredit le Lemme 3.4.5 avec i remplace´ par i+1. Cela termine la preuve du Lemme
3.4.6.
Soit j = j(i). D’apre`s les Lemmes 3.4.5 et 3.4.6 l’egalite´ (3.4.9) est ve´rifie´e pour j.
D’apre`s Lemme 3.4.4 (3.4.20), inµaji ne peut eˆtre affecte´ par aucune substitution de
la forme
Qi′ = Qi + zi + · · ·+ zi′−1.
Puisque β¯ − βi′ peut eˆtre rendu arbitrairement petit comme t → ∞, alors en prenant i1
suffisamment grand, nous pouvons assurer que
µ
(
ajiQ
j
i1
) ≥ 2pe0 β¯ − pe0βi1 mod Γ′σ−1. (3.4.27)
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Prenons le plus petit i1 satisfaisant (3.4.27). D’apre`s la minimalite´ de i1, Lemme 3.4.4
(3.4.20) et la re´ccurence sur i′, i ≤ i′ ≤ i1, nous voyons que le monoˆme aji′Qji′ reste
mauvais pour i ≤ i′ < i1 et que
µ (aji) = µ (aji1) . (3.4.28)
De (3.4.27)–(3.4.28) nous obtenons
µ
(
aji1Q
j
i1
) ≥ 2pe0 β¯ − pe0βi1 mod Γ′σ−1.
Replac¸ons h par h − aji1Qji12 ; D’apre`s la Remarque 3.4.4 l’ine´galite´ stricte (3.4.1) est
satisfaite avec h remplace´ par h−ai1jQji1 . Cette ope´ration diminue strictement l’entier j(i).
Ainsi, apre`s un nombre fini de re´pe´titions de cette proce´dure, nous obtenons un polynoˆme
h qui ne contient aucun mauvais monoˆme. La non-existence des mauvais monoˆmes est
conserve´ en passant de i a` i+ 1. Ainsi, en choisissant i suffisamment grand, nous pouvons
supposer que h ne contient pas des mauvais monoˆmes ; nous ferons cette hypothe`se a`
partir de maintenant. Si Ql+ω = h satisfait la conclusion de la Proposition 3.4.4 il ne reste
plus rien a` de´montrer.
Autrement, il existe j ∈ {1, . . . , pe − 1} tel que
ν(aji) + jβ¯ ≥ 2pe0 β¯ − pe0βi mod Γ′σ−1.
Soit A l’ensemble de tous ces j. Remplac¸ons h par h−∑
j∈A
ajiQ
j
i . D’apre`s Remarque 3.4.4
l’ine´galite´ stricte (3.4.1) est satisfaite par ce nouveau h. De cette fac¸on, nous obtenons un
polynoˆme h tel que Ql+ω = h satisfait la conclusion de la Proposition 3.4.4. Cela comple`te
la de´monstration de la Proposition 3.4.4.
Remarque 3.4.5. Nous ne pre´tendons pas que la proprie´te´ que h est un de´veloppement
faiblement affine en Qi est conserve´ quand nous passons de i a` un autre ordinal i
′ > i.
Cependant, les re´sultats ci-dessus montrent que pour tout i′ ≥ i de la forme i′ = l+ t, t ∈
N0, h est une somme de de´veloppements faiblement affines en Qi′ dont tous les monoˆmes
aji′Q
j
i′ pour j > 0 se trouvent sur la ligne critique µ(aji) = (p
e0− j)β¯ (modulo Γ′σ−1) et un
autre de´veloppement standard de degre´ strictement plus petit que pe0 dans Qi, dont tous
les monoˆmes ont des valeurs plus grandes ou e´gales a` 2pe0 β¯ − pe0βi′ mod Γ′σ−1.
Nous de´finissons Ql+ω comme le de´veloppement standard faiblement affine qui satis-
fait la conclusion de la Proposition 3.4.4. Par construction, ce Ql+ω minimise l’entier e0
parmis tous les polynoˆmes h ve´rifiant (3.4.1) (en particulier, αl+ω = p
e0). Cela comple`te
la de´finition des Qi.
3.5 Preuve que {Qi} est un ensemble complet de
polynoˆmes-cle´s de HOS
The´ore`me 3.5.1. L’ensemble bien ordonne´ Q := {Qi} defini ci-dessus est un ensemble
complet de polynoˆmes-cle´ de HOS. En d’autres termes, pour tout e´le´ment β ∈ Γ′+ le Rν-
module P′β ∩ K[x] est engendre´ comme un groupe additif par tous les monoˆmes en Qi,
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multiplie´ par des e´le´ments de K, de valeurs supe´rieures ou e´gales a` β. En particulier,
nous avons ⊕
β∈Γ′
P′β
P′β+
= Gν [inµQ]
∗.
De´monstration. Prenons un e´le´ment β ∈ Γ′. Pour de´montrer le the´ore`me, il suffit de
de´montrer que pour tout h ∈ K[x] tel que µ(h) = β, h appartient au groupe additif
engendre´ par tous les monoˆmes cQγ¯ tels que µ (cQγ¯) ≥ β.
Nous conside´rons tous les cas possibles dans lesquelles la construction de Q peut
terminer et nous de´montrons le the´ore`me dans chaque cas. Si Λ ne contient pas d’e´le´ment
maximal alors Q est complet par construction. Supposons que Λ contient un e´le´ment
maximal λ. Si βλ ∈ Ω ou si λ admet un pre´de´cesseur imme´diat, de nouveau Q est complet
par de´finition. Supposons que λ est un ordinal limite et que
βλ∈/Ω. (3.5.1)
Par de´finition, Qλ est unitaire. Prenons un e´le´ment h ∈ K[x]. Soit h =
sλ∑
j=0
cjλQ
j
λ le
de´veloppement λ-standard de h (ici nous utilisons le fait que Qλ est unitaire et donc le
de´veloppement λ-standard est bien de´fini). D’apre`s Proposition 3.2.7 nous avons µ(cjλ) =
νλ(cjλ). Soit µ = min{j ∈ {1, . . . , sl} | cjλ 6= 0}. D’apre`s (3.5.1) nous avons
νλ(h) = νλ (cµλQ
µ
λ) = µ (cµλQ
µ
λ) = µ(h).
Cela de´montre que Q est un ensemble complet de polynoˆmes-cle´ de HOS. Le The´ore`me
3.5.1 est de´montre´.
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Chapitre 4
Comparaison des notions de
Polynoˆme-cle´ de Vaquie´ et de HOS.
4.1 De HOS vers Vaquie´
Nous gardons les notations du chapitre pre´ce´dent, avec rang ν = r.
Proposition 4.1.1. Nous supposons que la famille des polynoˆmes-cle´s de HOS Qi =
{Qi}i∈Λ est de´ja` de´finie ([3], part 3). Soit i un ordinal et soit i0 = i − 1 si i admet un
pre´de´cesseur imme´diat et i0 comme dans (3.2.11) sinon.
Alors Qi est un polynoˆme-cle´ de Vaquie´ pour la valuation νi0.
De´monstration. :
1. Le polynoˆme Qi est νi0-minimal :
Supposons que Qi νi0-divise f , alors il existe h ∈ K[x] tel que
νi0(f − hQi) > νi0(f) = νi0(hQi).
D’autre part nous avons : µ(hQi) = µ(h) + βi > νi0(h) + αiβi0 = νi0(hQi) = νi0(f)
ou` l’ine´galite´ stricte est ve´rifie´e d’apre`s Proposition 3.2.5 .
Alors nous avons l’ine´galite´
µ(f) ≥ inf{µ(f − hQi), µ(hQi)} ≥ inf{νi0(f − hQi), µ(hQi)} > νi0(f).
Donc degx f ≥ degxQi car sinon, d’apre`s Proposition 3.2.7 nous aurons
µ(f) = νi0(f).
2. Le polynoˆme Qi est νi0-irre´ductible :
Supposons que Qi νi0-divise f.g, comme ci-dessus, nous trouvons
µ(f.g) > νi0(f.g).
Maintenant, soit µ(f) > νi0(f) et deg(f) ≥ deg(Qi), soit µ(g) > νi0(g) et deg(g) ≥
deg(Qi).
Supposons que µ(f) > νi0(f) et soit f = qQi + r la division Euclidienne de f par
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Qi, avec q 6= 0 car deg(f) ≥ deg(Qi), et µ(r) = νi0(r) car deg(r) < deg(Qi).
Donc
νi0(r) = µ(r) ≥ inf(µ(f), µ(qQi)) > inf(νi0(f), νi0(qQi))
⇒ νi0(r) > νi0(f) = νi0(qQi)
et Qi νi0-divise f .
3. Le polynoˆme Qi est unitaire par de´finition.
Remarque 4.1.1. Soient i et i0 comme dans la Proposition 4.1.1. Comme les polynoˆmes-
cle´s de HOS sont aussi des polynoˆmes-cle´s de Vaquie´ pour νi0, et comme µ(dji) dans le
coˆte´ droit de (3.2.15) dans la De´finition 3.2.12 est e´gale a` νi0(dji) d’apre`s Proposition
3.2.7, les i-troncatures νi sont aussi des valuations augmente´es definies par les valuations
νi0 et les polynoˆmes-cle´s Qi.
Corollaire 4.1.1. Supposons qu’il existe un ordinal i et un entier strictement positif t
tels que degxQi = degxQi+t. Alors le polynoˆme Qi+t est aussi un polynoˆme-cle´ de Vaquie´
pour la valuation νi0.
De´monstration. Le polynoˆme Qi+t peut eˆtre e´crit sous la forme Qi+t = Qi + zt ou` zt
est un de´veloppement i-standard ne comprenant pas Qi avec νi(Qi) = νi(zt). Nous avons
νi0(zt) = νi(zt) d’apre`s Proposition 3.2.7. Maintenant, νi(Qi) > νi0(Qi), donc νi0(zt) >
νi0(Qi) = νi0(Qi+t). Donc Qi et Qi+t sont νi0-e´quivalents.
Soit {Qi}i∈Λ une famille de polynoˆmes-cle´s de HOS construite dans §3, et {νi}i∈Λ la
famille correspondante de valuations.
Prenons un ordinal i + 1 ∈ Λ qui admet un pre´de´cesseur imme´diat i, et tel que
degxQi = degxQi+1. Soit ∆i un ensemble totalement ordonne´ tel qu’il existe une bijection
Φ entre [βi; βi+1] ⊂ νi+1(K[x]) et ∆i.
Lemme 4.1.1. Pour tout β ∈]βi; βi+1[, il existe un polynoˆme Qδ ∈ K[x] avec δ = Φ(β)
dans ∆i qui ve´rifie :
Qδ = Qi + zδ
avec zδ un de´veloppement i-standard ne comprenant pas Qi,
νi(Qδ) = νi(Qi) = νi(zδ)
et
νi+1(Qδ) = βδ > βi.
De´monstration. Soit β ∈]βi; βi+1[ ; posons δ = Φ(β) ∈ ∆i.
Comme β ∈ νi+1(K[x]), il existe hβ ∈ K[x] tel que νi+1(hβ) = β. Comme νi+1(hβ) = β <
βi+1, nous avons µ(hβ) = νi+1(hβ) et d’apre`s le Lemme 2.4.1 il existe un hδ ∈ K[x], tel
que
degx(hδ) < degx(Qi+1) = degx(Qi)
et µ(hδ) = µ(hβ) = β.
Posons Qδ = Qi+1 + hδ. Nous remarquons que νi+1(Qδ) = νi+1(hδ) = µ(hδ) < βi+1 =
νi+1(Qi+1).
Comme Qi+1 = Qi + zi avec degx(zi) < degx(Qi), et νi(Qi) = µ(zi),
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nous avons Qδ = Qi + (zi + hδ). Donc νi(Qδ) = νi(Qi) = βi car νi(hδ) = β > βi.
Par conse´quent, Qδ = Qi + zδ, avec zδ = hδ + zi, avec degx(zδ) < degx(Qi) et
νi(Qδ) = νi(Qi) < νi+1(Qδ) = µ(Qδ).
Posons βδ = µ(Qδ) = β, alors nous avons
Qδ = Qi + zδ
avec zδ un de´veloppement i-standard ne comprenant pas Qi,
νi(Qδ) = νi(Qi) = νi(zδ)
et βδ > βi.
Fixons δ ∈ ∆i et prenons le polynoˆmeQδ defini ci-dessus. Posons νδ = [νi; νδ(Qδ) = βδ].
D’apre`s Lemme 4.1.1 et proposition 4.1.1, les polynoˆmes {Qδ}δ∈∆i sont des polynoˆmes-
cle´s de Vaquie´ pour la valuation νi.
Proposition 4.1.2. La famille (νδ)δ∈∆i associe´e aux polynoˆmes-cle´s (Qδ)δ∈∆i est une
famille de valuations augmente´es ite´re´es.
De´monstration. :
Soient δ1 < δ2 ∈ ∆i, nous avons Qδ1 = Qi + zδ1 , et Qδ2 = Qi + zδ2 . Donc Qδ2 =
Qδ1 + (zδ2 − zδ1), de cette relation nous voyons que le polynoˆme Qδ2 est un polynoˆme-cle´
pour la valuation νδ1 et que la valuation νδ2 est la valuation augmente´e construite par la
valuation νδ1 et par le polynoˆme-cle´ Qδ2 .
Maintenant comme nous avons, degx(Qδ) = degx(Qi), ∀δ ∈ ∆i, il reste a` de´montrer
que Qδ1 et Qδ2 ne sont pas νδ1-e´quivalents. Nous avons, zδ1 = zi + hδ1 et zδ2 = zi + hδ2
avec µ(hδ1) = Φ
−1(δ1) et µ(hδ2) = Φ
−1(δ2), et Φ−1(δ1) < Φ−1(δ2). D’ou` νδ1(Qδ2 −Qδ1) =
νδ1(zδ2 − zδ1) = νδ1(hδ2 − hδ1) = µ(hδ2 − hδ1) = Φ−1(δ1) = νδ1(Qδ1) = νδ1(Qδ2).
Cela termine la preuve.
Le re´sultat de la Proposition 4.1.2 est tre`s proche du re´sultat de la Proposition 2.2.1
(duˆ a` Vaquie´). Bien que celle-ci est suffisante pour les besoins de ce chapitre, nous avons
garde´ la proposition 4.1.2 parce que nous pensons qu’elle clarifie la nature de Exh(F ) et
la relation entre les polynoˆmes-cle´s de Vaquie´ et les polynoˆmes-cle´s de HOS.
En effet, d’apre`s Proposition 2.2.1 nous pouvons prolonger toute famille continue F
de valuations augmente´es ite´re´es a` une famille exhaustive Exh(F ).
Soit {Qi}i∈Λ une famille de polynoˆmes-cle´s de HOS construite dans §3, et soit {νi}i∈Λ
la famille correspondante de valuations.
Soit i un ordinal limite, c’est-a`-dire, i n’admet pas un pre´de´cesseur imme´diat. Posons
i = l + ω. Nous savons par construction qu’il existe une famille de polynoˆmes {Ql+t}t∈N
telle que, quitte a` remplace´ l par l+ t pour t suffisamment grand, tous les polynoˆmes Ql+t
ont le meˆme degre´.
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D’apre`s ce qui pre´ce`de la famille {νl+t}t∈N associe´e a` la famille {Ql+t}t∈N est une famille
de valuations augmente´es ite´re´es, de plus cette famille est continue.
Nous savons d’apre`s la construction des polynoˆmes-cle´s de HOS qu’il existe un i0,
i0 = l+ t < i tel que i0+ = i et Qi s’e´crit sous la forme (3.2.11). D’apre`s Proposition 4.1.1
nous savons que Qi est un polynoˆme-cle´ pour la valuation µi0 .
Proposition 4.1.3. Le polynoˆme Qi est un polynoˆme-cle´ limite de Vaquie´ pour la famille
continue {νl+t}t∈N.
De´monstration. Posons A = {l + t}t∈N.
Nous savons d’apre`s la condition (4) de (3.2.11) que νi(Qi) > να(Qi) pour tout α ∈ A.
Cela implique que να(Qi) > νβ(Qi) pour tout α > β dans A. En effet, supposons qu’il
existe α < β dans A tel que να(Qi) = νβ(Qi). Nous savons d’apre`s la Proposition 4.1.2 que
νβ = [να; ν(Qβ)]. Donc d’apre`s Lemme 2.4.1 il existe h ∈ K[x] avec deg h < degQβ tel que
Qi et h sont νβ-e´quivalents, c’est-a`-dire que νβ(Qi − h) > νβ(Qi) = νβ(h). Comme h est
de degre´ strictement plus petit que le degre´ de Qβ nous avons νi(Qi − h) ≥ νβ(Qi − h) >
νβ(Qi) = νβ(h) = νi(g). Cela donne νβ(Qi) = νi(Qi) ce qui est impossible. Enfin d’apre`s
la Remarque 2.3.1 nous trouvons que Qi est un polynoˆme-cle´ limite de Vaquie´ pour la
famille continue {νl+t}t∈N.
The´ore`me 4.1.1. La famille F = {νi}i∈Λ construite dans le chapitre 3 peut eˆtre prolonge´e
a` une famille admise Exh(F ) pour la valuation µ.
De´monstration. Nous allons proce´der par ordre de construction des Qi.
Nous posons Q1(1) = x et ν1(1) = [ν; ν1(1)(Q1(1)) = µ(Q1(1))]. Si ν1(1)(h)=µ(h) ∀h ∈ K[x]
nous avons fini, nous posons Exh(F ) = {ν1(1)}.
Sinon, nous conside´rons le polynoˆme Q2. S’il existe un entier t0 tel que degx(Q2+t) =
degxQ2 pour tout t ≤ t0, Q2+t0+1 est de´fini et degx(Q2+t0+1) > degxQ2, alors d’apre`s le
Corollaire 4.1.1 le polynoˆme Q2+t0 est un polynoˆme-cle´ de Vaquie´ pour la valuation ν1(1) .
Nous posons Q2(1) = Q2+t0 et ν2(1) = [ν1(1) ; ν2(1)(Q2(1)) = µ(Q2(1))]. Nous utilisons la meˆme
de´marche pour construire les valuations ν3(1) , ν4(1) ,...
Si nous avons αi > 1 pour une infinite´ de valeurs de i, nous posons Exh(F ) ={
ν
(1)
i
}
i∈I(1)
, avec I = I(1) = {1, ..., n, ...}. Prenons un e´le´ment h ∈ K[x]. D’apre`s (3.3.4)
dans la Proposition 3.3.1 nous avons
δi+1(h) < δi(h) pour i, i+ 1 ∈ I(1). (4.1.1)
Comme l’ensemble I(1) est infini et l’ine´galite´ stricte (4.1.1) ne peut pas se produire une
infinite´ de fois, nous avons δi(h) = 0 pour certain i. Alors ini(h) ne comprend pas Qi,
d’ou` νi(h) = µ(h) et nous avons fini.
Sinon, c’est-a`-dire s’il existe un certain l tel que αl = αl+1 = αl+2 = .... = 1, nous posons
I(1) = B(1)
⋃
Exh
(
A(1)
)
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avec B(1) =
{
1(1), ..., l(1)
}
et A(1) =
{
l(1) + 1, l(1) + 2, ....
}
ou` l(1) est le plus petit l qui
ve´rifie αl+t = 1 pour tout t ∈ N0.
Si ∀h dans K[x], il existe i ∈ A(1) tel que νi(h) = µ(h) nous avons fini.
Sinon, il existe un polynoˆme-cle´ limite Ql+ω et une valuation limite νl+ω, qui ve´rifient
νl+ω(f) ≤ µ(f) pour tout f ∈ K[x]. Nous posons : νl+ω = ν(2)1 et nous re´pe´tons la meˆme
de´marche.
De cette fac¸on, nous construisons re´cursivement une famille admissible de valuations aug-
mente´es ite´re´es qui est admise pour la valuation µ.
4.2 De Vaquie´ vers HOS
Re´ciproquement, e´tant donne´e une famille admissible de valuations F de K[x] admise
pour la valuation µ, nous voulons obtenir de la famille de polynoˆmes-cle´s de Vaquie´
associe´e a` F , une famille de polynoˆmes-cle´s de HOS.
Nous allons d’abord de´montrer un analogue du Lemme 2.4.1 quandQi est un polynoˆme-
cle´ limite.
Lemme 4.2.1. Soient C = {µα}α∈A une famille continue de valuations augmente´es
ite´re´es, et {φα}α∈A l’ensemble des polynoˆmes-cle´s associe´ a` C.
Soit µ la valuation de´finie par la famille C, un polynoˆme-cle´ limite φ et une valeur
γ = µ(φ). Alors pour tout f dans K[x] qui ve´rifie µα(f) = µ(f) pour tout α > α0
dans A pour un certain α0, nous avons :
1. il existe h dans K[x] avec deg h < deg φ tel que inµf = inµh.
2. il existe g dans K[x] avec deg g < deg φ tel que inµfg = inµ1.
De´monstration. 1. Soit f = qφ+ r la division Euclidienne de f par φ.
Comme degx r < degx φ, il existe α1 ∈ A tel que pour tout α ≥ α1 dans A, nous
avons µα(r) = µ(r).
Soit α2 = max {α0, α1}, alors pour tout α ≥ α2, nous avons µα(qφ) ≥ µα(f).
En effet, supposons qu’il existe β ∈ A, β ≥ α2 et µβ(qφ) < µβ(f). Alors µβ(r) =
µβ(qφ) et pour tout α ≥ β ≥ α2 nous avons µα(f) ≥ µβ(f) > µβ(r) = µα(r). Donc
pour tout α ≥ β nous avons inµαr = inµαqφ et φ A-divise r, ce qui contredit le fait
que degx r < degx φ car φ est µA-minimal.
D’ou`, pour tout α ≥ α2 nous avons µ(qφ) > µα(qφ) ≥ µα(f) = µ(f), donc f est
µ-e´quivalent a` r.
2. Comme le polynoˆme-cle´ limite φ est un polynoˆme irre´ductible de K[x] et φ ne
divise pas f , il existe deux polynoˆmes g et h de K[x], avec degxg < degxφ, tels que
fg + hφ = 1, d’ou` inµfg = inµ1.
Nous rappelons que la construction d’une famille admise pour une valuation µ ne sup-
pose pas par hypothe`se que µ(x) > 0, tandis que la construction de HOS dans [3] et dans
le chapitre 3 suppose, un changement de variables x → 1
x
pre`s, que µ(x) > 0. Dans le
cas ou` la valuation ν est de rang 1, tous les polynoˆmes-cle´s de HOS et les polynoˆmes-
cle´s limites de HOS appartiennent a` Rν [x]. Dans le cas ou` ν est de rang arbitraire r, les
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polynoˆmes-cle´s Qi de HOS avec i ∈ N appartiennent a` Rν [x], tandis que les polynoˆmes-
cle´s Qi de HOS avec i ≥ ω ne sont plus ne´ce´ssairement dans Rν [x].
Nous supposons dans toute cette section que µ(x) > 0.
Soit F = {µi}i∈I une famille admissible de valuations de K[x], admise pour µ, et soit
{Qi}i∈I la famille de polynoˆmes-cle´s de Vaquie´ associe´e a` F .
Pour tout i ∈ I posons βi = µi(Qi).
Ecrivons F =
⋃
t
S(t) =
⋃
t
{
µ
(t)
i
}
i∈I(t)
, avec 1 ≤ t < N ou` N ∈ N⋃ {+∞}, et
I(t) =
{
1(t), ..., n(t)
}⋃
A(t).
Nous notons par Ω l’ensemble non-final de Γ′ associe´ a` la valuation µ comme dans §3.1.
Nous notons que tous les polynoˆmes-cle´s sauf eventuellement le dernier appartiennent
a` Ω, car s’il existe un polynoˆme-cle´ Qi tel que µ(Qi)∈/Ω alors nous pouvons de´montrer
que pour tout f ∈ K[x] nous avons νi(f) = µ(f).
The´ore`me 4.2.1. Il existe des ensembles bien ordonne´s I ′ et J , I ′ ⊂ I, I ′ ⊂ J , et un
polynoˆme Q′i pour tout i ∈ J , qui ont les proprie´te´s suivantes :
1. I ′ est cofinal dans I et dans J .
2. 1(t) ∈ I ′ pour tout t, 1 ≤ t < N .
3. l’ensemble (Q′i)i∈J est un J-e`me ensemble de polynoˆmes-cle´s de HOS.
4. pour deux e´le´ments conse´cutifs arbitraires i0, i1 ∈ I ′, il existe au plus un j ∈ J tel
que
i0 < j < i1. (4.2.1)
S’il existe j ∈ J qui ve´rifie (4.2.1) alors deg Q′j = deg Qi1.
5. Pour tout i ∈ I ′ il existe i0 ∈ I ′ avec i = i0+ tel que le polynoˆme-cle´ Q′i ve´rifie
µi0(Qi −Q′i) > µ(Qi) = µ(Q′i).
6. Si la famille F converge vers µ alors l’ensemble (Q′i)i∈J de polynoˆmes-cle´s de HOS
est complet.
De´monstration.
De´finition 4.2.1. Une collection partielle de polynoˆmes-cle´s de HOS associe´e
a` F est une paire d’ensembles (I ′, J) et une collection de polynoˆmes {Q′i}i∈J qui ont les
proprie´te´s suivantes :
1. I ′ ⊂ I
2. J ⊇ I ′
3. I ′ est cofinal dans J
4. {Q′i}i∈J est un J-e`me ensemble de polynoˆmes-cle´s de HOS
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5. Pour deux e´le´ments conse´cutifs arbitraires i0, i1 ∈ I ′, il existe au plus un j ∈ J qui
ve´rifie (4.2.1). Si un tel j existe, nous avons deg Q′j = deg Qi1.
6. Pour chaque i ∈ I ′ il existe i0 ∈ I ′ avec i = i0+ tel que le polynoˆme-cle´ Q′i ve´rifie
µi0(Qi −Q′i) > µ(Qi) = µ(Q′i).
Nous introduisons l’ordre partielle suivant sur l’ensemble de toutes les collections par-
tielles de polynoˆmes-cle´s associe´es a` F .
De´finition 4.2.2. Soient (I ′, J), avec {Q′i}i∈J le J-e`me ensemble correspondant de
polynoˆmes-cle´s de HOS et (I ′′, J ′), avec {Q′′j}j∈J ′ le J ′-e`me ensemble correspendant de
polynoˆmes-cle´s de HOS, deux collections partielles de polynoˆmes-cle´s de HOS, associe´es
a` F . Nous disons que (I ′, J)  (I ′′, J ′) s’il existe une inclusion I ′ ⊂ I ′′, et une inclusion
J ⊂ J ′, tel que Q′i = Q′′i pour tout i ∈ J .
Lemme 4.2.2. L’ensemble de toutes les collections partielles de polynoˆmes-cle´s de HOS
associe´es a` F est non-vide.
De´monstration. Soit I ′ = {1(1)}, posons Q′
1(1)
= Q1(1) et soit J =
{
1(1)
}
.
L’ensemble partiellement ordonne´ de toutes les collections partielles de polynoˆmes-cle´s
de HOS, assoacie´es a` F , satisfait les hypothe`ses du Lemme de Zorn, et donc contient des
e´le´ments maximaux.
Ainsi, pour de´montrer le The´ore`me 4.2.1, il reste a` de´montrer l’assertion suivante : si
(I ′, J) est une collection partielle de polynoˆmes-cle´s de HOS , associe´e a` F , telle que I ′
n’est pas cofinal dans I alors il existe une collection partielle (I ′′, J ′) de polynoˆmes-cle´s
de HOS, associe´e a` F , telle que (I ′, J) ≺ (I ′′, J ′).
Soit (I ′, J) une collection partielle de polynoˆmes-cle´s de HOS, associe´e a` F , telle que
I ′ n’est pas cofinal dans I.
Pour de´montrer l’assertion ci-dessus, nous allons de´finir une collection partielle (I ′′, J ′)
de polynoˆmes-cle´s de HOS, associe´e a` F , telle que (I ′, J) ≺ (I ′′, J ′).
Comme I ′ n’est pas cofinal dans I, il existe α ∈ I tel que α > I ′. Comme I ′ est cofinal
dans J nous avons α > J .
Nous avons deux cas :
1. J contient un e´le´ment maximal i0.
2. J ne contient pas d’e´le´ment maximal, mais il existe un sous-ensemble E ⊂ I tel que
E = I(1)
⋃
...I(t0−1)
⋃
I(t0) avec 1 ≤ t0 < N et I(t0) =
{
1(t0), ..., n(t0)
}⋃
A(t0) avec
A(t0) non-vide, I ′ ⊂ E et I ′ est cofinal dans E.
Nous voulons de´finir un ensemble J ′ tel que J $ J ′.
Si J contient un e´le´ment maximal i0, comme I
′ est cofinal dans J et I ′ ⊂ I, nous
avons i0 ∈ I.
Alors il existe t, 1 ≤ t < N tel que i0 ∈ I(t) =
{
1(t), ..., n(t)
}⋃
A(t).
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Si i0 = s
(t) avec s(t) < n(t), nous posons i = (s+ 1)(t).
Si i0 = n
(t) ou i0 ∈ A(t), alors nous choisissons arbitrairement un α ∈ A(t) tel que
α > i0 et nous posons i = α.
Si J n’a pas d’e´le´ment maximal, prenons E comme ci-dessus, et posons i = 1(t0+1).
Nous allons de´finir un nouveau polynoˆme Pi.
De´finition 4.2.3. Soit t, 2 ≤ t < N . Pour un e´le´ment i, i ∈ I, nous disons que i est un
ordinal limite pour la famille F si i = 1(t). Autrement nous disons que i est un ordinal
simple pour F .
Supposons que i est un ordinal simple pour F et conside´rons le polynoˆme-cle´ de Vaquie´
Qi.
Proposition 4.2.1. Le polynoˆme Qi peut eˆtre e´crit sous la forme
Qi = Q
αi
i0
+
αi−1∑
j=0
∑
γi0
cjiγi0Q
γi0
i0
Qji0 (4.2.2)
ou` :
1. Chaque cjiγi0Q
γi0
i0
est un monoˆme i0-standard ne comprenant pas Qi0.
2. Nous avons jβi0 + µ
(
cjiγi0Q
γi0
i0
) ≥ αiβi0 pour tous les monoˆmes (cjiγi0Qγi0i0 )Qji0
apparaissant dans (4.2.2).
3. Nous avons βi > αiβi0.
4. Qi est un polynoˆme de degre´ minimal parmis tous ceux qui ve´rifient νi0(Qi) < µ(Qi).
De´monstration. Nous avons deux cas :
Cas 1. i = i(t) ∈ I(t) avec i ∈ {2(t), ..., n(t)}.
Nous avons i0 = (i− 1)(t). Soit Qi = fmQmi0 + fm−1Qm−1i0 + ...+ f0.
Dans le cas ou` Qi0 est un polynoˆme-cle´ (dans le sens de Vaquie´), Vaquie´ de´montre dans [14]
(The´ore`me 1.11, page 3449) que fm = 1 et que µi0(Qi) = mβi0 ou` βi0 = µi0(Qi0) = µ(Qi0).
Or si i0 est un ordinal limite et Qi0 un polynoˆme-cle´ limite (dans le sens de Vaquie´),
cela veut dire que nous sommes dans le cas t 6= 1 et i0 = (1)(t). Nous allons montrer la
Proposition dans ce cas.
Nous posons A = A(t−1).
Comme degx fm < degxQi0 , il existe α0 ∈ A tel que pour tout α ∈ A, α ≥ α0, nous
avons µi0(fm) = µα(fm). D’apre`s Lemme 4.2.1 il existe g dans K[x] avec degxg < degxQi0
tel que inµi0fmg = inµi01.
Comme degxg < degxQi0 , il existe α1 ∈ A tel que pour tout α ∈ A, α ≥ α1, nous avons
µi0(g) = µα(g).
Comme pour tout j, 0 ≤ j ≤ m− 1, degxfj < degxQi0 , alors pour tout j, 0 ≤ j ≤ m− 1,
il existe α1,j ∈ A tel que pour tout α ∈ A, α ≥ α1,j, nous avons µi0(fj) = µα(fj).
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Soit α2 = max {α1, α1,0, ..., α1,j, ..., α1,m−1}, alors pour tout α ≥ α2, et pour tout j,
0 ≤ j ≤ m− 1, µi0(fjg) = µα(fjg). D’apre`s Lemme 4.2.1, pour tout j, 0 ≤ j ≤ m− 1, il
existe hj dans K[x] avec degx hj < degxQi0 tel que inµi0fjg = inµi0hj.
Posons ϕ = Qmi0 + hm−1Q
m−1
i0
+ ... + h0Qi0 , nous avons inµi0ϕ = inµi0gQi par conse´quent
Qi µi0-divise ϕ. Donc degx ϕ ≥ Qi, d’ou` degx fm = 0, et comme Qi est unitaire en x car
Qi est un polynoˆme-cle´ de Vaquie´, alors fm = 1.
Maintenant nous avons µi0(Qi) ≤ mβi0 . Si nous avons µi0(Qi) < mβi0 (ou` βi0 =
µ(Qi0) = µi0(Qi0)) alors nous avons inµi0Qi = inµi0 (Qi −Qmi0 ) ce qui contredit le fait que
Qi est µi0-minimal.
D’ou` µi0(Qi) = mβi0 .
Nous avons Qi = Q
m
i0
+ fm−1Qm−1i0 + ...+ f0, avec µi0(Qi) = mβi0 = mµi0(Qi0).
Comme pour tout j, 0 ≤ j ≤ m− 1, nous avons degxfj < degxQi0 alors nous pouvons
e´crire fj =
∑
γi0
cjiγi0Q
γi0
i0
, ou` cjiγi0Q
γi0
i0
est un monoˆme i0-standard ne comprenant pas Qi0 .
Nous avons jβi0 + µ(
∑
γi0
cjiγi0Q
γi0
i0
) = jβi0 + µ(fj) ≥ µi0(Qi) = mβi0 .
Finalement, par de´finition de µi, nous avons µ(Qi) > µi0(Qi). Nous avons montre´ que
µi0(Qi) = mβi0 , donc µi(Qi) > mβi0 .
Cas 2. i = i(t) ∈ I(t) tel que i ∈ A(t).
Dans ce cas nous avons i0 = n
(t) le dernier e´le´ment de l’ensemble discret de la famille
admissible simple S(t) ou i0 ∈ A(t) tel que i0 < i.
Nous savons que degx(Qi) = degx(Qi0), donc nous pouvons e´crire
Qi = Qi0 + zi0
ou` zi0 ∈ K[x] avec degx zi0 < degxQi0 .
Nous avons µi0(Qi) = min {µi0(Qi0), µi0(zi0)}. Si µi0(Qi0) > µi0(Qi), alors Qi est µi0-
e´quivalent a` zi0 , cela contredit le fait que Qi est µi0-minimal.
Donc µi0(Qi0) = µi0(Qi).
De plus, nous avons µi(Qi) > µi0(Qi) = min {µi0(Qi0), µi0(zi0)} = min {µi(Qi0), µi(zi0)},
d’ou`
µi(Qi) > µi(Qi0) = µi(zi0).
Si i ∈ {2(t), ..., n(t)} avec 1 ≤ t < N , e´crivons Qi comme dans (4.2.2).
Pour j ∈ {0, . . . , αi − 1}, soit aji0 la somme de tous les monoˆmes cjiγi0Q
γi0
i0
de valeur
µi0(Qi)−jβi0 = αiβi0−jβi0 (si l’ensemble de ces monoˆmes est vide, nous posons aji0 = 0).
Posons Pi = Q
αi
i0
+
αi−1∑
j=0
aji0Q
j
i0
. Si i ∈ A(t) avec 1 ≤ t < N nous posons Pi = Qi.
Proposition 4.2.2. Le polynoˆme Pi est un polynoˆme-cle´ de Vaquie´ pour la valuation µi0.
De´monstration. En effet, Pi est unitaire, et Pi et Qi sont µi0-e´quivalents par de´finition.
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Nous voulons de´finir le polynoˆme Pi dans le cas ou` i est un ordinal limite.
Soit i = 1(t0+1), Qi est un polynoˆme-cle´ limite dans le sens de Vaquie´ pour la famille
continue de valuations {µi′}i′∈A(t0) .
Nous somme dans le cas ou` J ne contient pas d’e´le´ment maximal, mais il existe un
sous-ensemble E ⊂ I tel que E = I(1)⋃ ...I(t0−1)⋃ I(t0) avec 1 ≤ t0 < N et I(t0) ={
1(t0), ..., n(t0)
}⋃
A(t0) avec A(t0) non vide, I ′ ⊂ E et I ′ est cofinal dans E.
Dans ce cas il existe un sous-ensemble convexe vertical Ψ = λ + Γ′σ de Γ
′, contenu
dans Ω et il existe i1 ∈ J tel que pour tout i′ > i1 dans J nous avons µ(Qi′) ∈ Ψ.
Maintenant, nous avons deux cas :
Cas 1. La suite {µ(Qi′)}i′∈J est borne´e dans Ψ ; conside´rons l’e´le´ment β¯ de´fini dans
la section 3.4.3.
D’apre`s la preuve de la Proposition 3.4.4 dans la section 3.4.3, si f =
s∑
j=0
aji′Q
j
i′ ∈ K[x]
avec i′ ∈ J ve´rifie µi′′(f) < µ(f) pour tout i′′ ∈ J , alors il existe un i2 ∈ J , i2 > i1, et un
entier 0 < j ≤ s, j = pe0 pour e0 un entier strictement positif, tel que pour tout i′ > i2 ∈ J
le polynoˆme f ′ := bpe0 i2Q
pe0
i2
+
pe0−1∑
j=0
bji2Q
j
i2
(ou` bji2 est un de´veloppement i2-standard ne
comprenant pas Qi2 pour tout 0 ≤ j < pe0) ve´rifie µi′′(f ′) < µ(f ′) pour tout i′′ ∈ J .
L’entier pe0 est le degre´ minimal en Qi′ avec i
′ ∈ J , pour un polynoˆme f ∈ K[x] ve´rifiant
µi′′(f) < µ(f) pour tout i
′′ ∈ J .
Nous savons que le polynoˆme Qi est unitaire, de plus d’apre`s la premie`re condition de
la De´finition 2.4.3 nous savons que Qi est le polynoˆme de degre´ minimal parmis ceux qui
ve´rifient µi′(Qi) < µ(Qi) pour tout i
′ ∈ J . Comme pour i′ suffisamment grand dans J le
degre´ des polynoˆmes Qi′ est constant, nous avons degQi′ (Qi) = p
e0 .
Ecrivons Qi = Q
m
i′ +
m−1∑
j=0
aji′Q
j
i′ . Comme pour tout j, 0 ≤ j ≤ m − 1, nous avons
degxaji′ < degxQi′ , nous pouvons e´crire aji′ =
∑
γi′
cji′γi′Q
γi′
i′ ou` cjiγi′Q
γi′
i′ est un monoˆme
i0-standard ne comprenant pas Qi0 .
Toujours d’apre`s la preuve de la proposition 3.4.4 il existe i3 > i1 et un polynoˆme
Pi = Q
pe0
i3
+ a0i3 +
pe0−1∑
j=1
a′ji3Q
j
i3
where a′ji3 = aji3 ou a
′
ji3
= 0, Pi est un de´veloppement
i3-standard faiblement affine avec µi3(Pi) = p
e0βi3 = µ(a0i3) et pour tout 0 < j ≤ pe0−1
nous avons µ(a′ji3) + jβ = p
e0β mod Γ′σ−1.
Aussi, Pi ve´rifie µ(Pi) > µi′(Pi) pour tout i
′ ∈ J . Donc Pi est un polynoˆme-cle´ limite
de Vaquie´ pour la famille {µα}α∈A(t0) .
Pour simplifier, nous allons remplacer i3 par i0 dans la de´finition de Pi ci-dessus.
Cas 2. La suite {µ(Qi′)}i′∈J n’est pas borne´e dans Ψ.
Nous savons que le polynoˆme Qi est unitaire, de plus d’apre`s la premie`re condition de
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la De´finition 2.4.3 nous savons que Qi est un polynoˆme de degre´ minimal parmis ceux qui
ve´rifient µi′(Qi) < µ(Qi) pour tout i
′ ∈ J .
Nous sommes dans les conditions de la sous-section 3.4.1.
Choisissons i1 tre`s grand dans J et e´crivons Qi =
n∑
j=0
aj,i1Q
j
i1
.
Supposons qu’il existe j0, 0 ≤ j0 ≤ n tel que
µ(h) ≤ µ(aj0,i1) + j0βi1 .
Alors pour tout i′ ≥ i1, nous avons µ(aj0,iQj0i1 ) ≥ µ(aj0,i1) + j0βi1 ≥ µ(Qi) > νi′(Qi).
D’ou`, ini′(Qi − aj0,iQj0i1 ) = ini′(Qi).
Soit Ri1,h = {j0 ∈ {1, ..., n} / µ(Qi) ≤ µ(aj0,i) + j0βi}. Nous de´finissons
Pi = Qi −
∑
j0∈Ri1,h
aj0,i1Q
j0
i1
.
Le polynoˆmePi est unitaire de degre´ minimal parmis ceux qui ve´rifient µi′(Qi) < µ(Qi)
pour tout i′ ∈ J .
Alors nous savons d’apre`s la sous-section 3.4.1 que Pi ve´rifie les conditions de l’e´quation
(3.2.11).
Aussi, Pi ve´rifie µ(Pi) > µi′(Pi) pour tout i
′ ∈ J . Donc Pi est un polynoˆme-cle´ limite
de Vaquie´ pour la famille {µα}α∈A(t0) .
Pour simplifier, nous allons remplacer i1 par i0 dans la de´finition de Pi ci-dessus.
Maintenant nous allonsde´finir la valuation µ′i.
De´finition 4.2.4. Posons β′i = µ(Pi). Si i est un ordinal simple, nous de´finissons la
valuation µ′i := [µi0 ;µ(Pi) = β
′
i]. Si i est un ordinal limite i = 1
(t0+1), nous de´finissons la
valuation µ′i := [{µα}α∈A(t0) ;µ(Pi) = β′i].
Remarque 4.2.1. Posons h = Qi − Pi. Nous avons degx(h) < degxQi = degxPi, donc
µi0(h) = µ(h).
De plus, si
µ(h) ≥ β′i = βi, (4.2.3)
alors d’apre`s Proposition 2.4.2 et Proposition 2.4.3 nous avons µ′i = µi.
Proposition 4.2.3. Si µi(Pi) = β
′
i alors nous avons :
1. µ(h) ≥ β′i.
2. βi ≥ β′i.
De´monstration. 1. Nous avons Qi = Pi + h, avec µi0(h) = µ(h) donc
βi = µ(Qi) ≥ min {µ(Pi), µ(h)} = min {β′i, µ(h)} . (4.2.4)
D’autre part, d’apre`s la de´finition de µi nous avons
β′i = µi(Pi) = min {βi, µ(h)} . (4.2.5)
Supposons que µ(h) < β′i, alors d’apre`s (4.2.4) βi ≥ µ(h) donc d’apre`s (4.2.5)
β′i = µ(h) ce qui est impossible. Donc nous avons µ(h) ≥ β′i.
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2. 2 est une conse´quence de (4.2.4).
Maintenant nous pouvons construire la collection partielle de polynoˆmes-cle´s de HOS
(I ′′, J ′).
Si µi = µ, nous avons µi(Pi) = µ(Pi) = β
′
i et d’apre`s Proposition 4.2.3 nous avons
µ(h) ≥ β′i et βi ≥ β′i.
Si µ(h) > β′i, ou si µ(h) = β
′
i et βi = β
′
i alors la condition (4.2.3) est ve´rifie´e et d’apre`s
Remarque 4.2.1 nous avons µ′i = µi = µ.
Soit l un nouveau index. Nous posons I ′′ = I ′
⋃{l} et J ′ = J ⋃{l}, Q′l = Pi. L’ensem-
ble {Q′j}j∈J ′ est un J ′-e`me ensemble de polynoˆmes-cle´s de HOS. (I ′′, J ′) est une collection
partielle de polynoˆmes-cle´s de HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J ′).
Si µ(h) = β′i et βi > β
′
i, alors nous avons Qi = Pi + h avec degxh < degxPi et
βi > β
′
i = µ(h).
Nous de´finissons deux nouveaux indices i1, l tels que J < i1 < l. Nous posons Q
′
i1
= Pi
et Q′l = Qi. Nous posons I
′′ = I ′
⋃{l} et J ′ = J ⋃{i1, l} ; l’ensemble {Q′j}j∈J ′ est un
J ′-e`me ensemble de polynoˆmes-cle´s de HOS. Donc (I ′′, J ′) est une collection partielle de
polynoˆmes-cle´s de HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J).
Nous supposons desormais que µi 6= µ.
Si i ∈ I(t) tel que i = s(t) avec s(t) < n(t), alors i + 1 existe dans I, i + 1 = (i + 1)(t)
et le polynoˆme f de degre´ minimal qui ve´rifie µ(f) > µi(f) est de degre´ degQiQi+1 >
1 = degQiPi. Donc le polynoˆme Pi ve´rifie µi(Pi) = µ(Pi) et d’apre`s Proposition 4.2.3 nous
avons µ(h) ≥ β′i et βi ≥ β′i.
Si µ(h) > β′i, ou si µ(h) = β
′
i et βi = β
′
i alors la condition (4.2.3) est ve´rifie´e et d’apre`s
Remarque 4.2.1 nous avons µ′i = µi.
Dans ce cas, nous posons I ′′ = I ′
⋃{i} et J ′ = J ⋃{i}, Q′i = Pi. L’ensemble {Q′j}j∈J ′
est un J ′-e`me ensemble de polynoˆmes-cle´s de HOS. Donc (I ′′, J ′) est une collection par-
tielle de polynoˆmes-cle´s de HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J).
Si µ(h) = β′i et βi > β
′
i, alors nous avons Qi = Pi + h avec degxh < degxPi et
βi > β
′
i = µ(h).
Nous de´finissons deux indices i1, l tels que J < i1 < l. Nous posons Q
′
i1
= Pi et Q
′
l = Qi.
Nous posons I ′′ = I ′
⋃{l} et J ′ = J ⋃{i1, l} ; l’ensemble {Q′j}j∈J ′ est un J ′-e`me ensemble
de polynoˆmes-cle´s de HOS. Alors (I ′′, J ′) est une collection partielle de polynoˆmes-cle´s de
HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J).
Si i = n(t) nous avons deux cas :
Cas 1 : Le polynoˆme Pi ve´rifie la condition (4.2.3), nous avons µ
′
i = µi. Nous choisissons
un ensemble cofinal D(t) dans A(t) de type d’ordre N.
Nous posons I ′′ = I ′
⋃{i}⋃{D(t)} et J ′ = J ⋃{i}⋃{D(t)}, Q′i = Pi, et nous prenons
l’ensemble {Q′i′}i′∈J ′′ avec Q′i′ = Qi′ si i′ ∈ {D(t)}. L’ensemble {Q′j}j∈J ′ est un J ′-e`me en-
semble de polynoˆmes-cle´s de HOS et (I ′′, J ′) est une collection partielle de polynoˆmes-cle´s
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de HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J ′).
Cas 2 : Le polynoˆme Pi ne ve´rifie pas la condition (4.2.3). On a µ(Pi) > µ(Qi) ou
µ(Pi) < µ(Qi).
Supposons que µ(Pi) > µ(Qi). Comme la famille {µα}α∈A est exhaustive, il existe un
polynoˆme Qα avec α ∈ A tel que µ(Pi) = µ(Qα). Dans ce cas nous posons Q′i = Qα qui
est aussi un polynoˆme-cle´ de Vaquie´ pour la valuation µ′i0 = µi−1.
Nous posons :
A′(t) =
{
α′ ∈ A(t) ∣∣ α′ > α}.
Nous choisissons un ensemble cofinal D(t) de A′(t) de type d’ordre N. Nous posons
I ′′ = I ′
⋃
{α}
⋃
D(t)
et J ′ = J
⋃{α}⋃D(t). Conside´rons l’ensemble {Q′i′}i′∈J ′ avec Q′i′ = Qi′ si i′ ∈ {D(t)}.
L’ensemble {Q′i′}i′∈J ′ est un J ′-e`me ensemble de polynoˆmes-cle´s de HOS. Alors (I ′′, J ′)
est une collection partielle de polynoˆmes-cle´s de HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J ′).
Maintenant, supposons que µ(Pi) < µ(Qi). Nous avons Qi = Pi + h avec degxh <
degxPi et βi > β
′
i = µ(h).
Nous de´finissons deux nouveaux indices i1, l tels que J < i1 < l. Nous posons Q
′
i1
= Pi
et Q′l = Qi. Nous choisissons un ensemble cofinal D
(t) de A(t) de type d’ordre N. Nous
posons I ′′ = I ′
⋃{l}⋃{D(t)} et J ′ = J ⋃{i1, l}⋃{D(t)} l’ensemble {Q′j}j∈J ′ est un J ′-
e`me ensemble de polynoˆmes-cle´s de HOS. Alors (I ′′, J ′) est une collection partielle de
polynoˆmes-cle´s de HOS associe´e a` F avec (I ′, J) ≺ (I ′′, J ′).
Le seul cas qui reste est le cas ou` i = α avec α ∈ A(t). Dans ce cas nous avons Pi = Qα
et µ′i = µα.
Nous choisissons un ensemble cofinal D(t) de A(t) de type d’ordre N tel que D(t) > α.
Nous posons I ′′ = I ′
⋃{i}⋃{D(t)} et J ′ = J ⋃{i}⋃{D(t)} et nous prenons l’ensemble
{Q′i′}i′∈J ′ avec Q′i′ = Qi′ si i′ ∈ {D(t)}. L’ensemble {Q′i′}i′∈J ′ est un J ′-e`me ensemble de
polynoˆmes-cle´s de HOS. Alors (I ′′, J ′) est une collection partielle de polynoˆmes-cle´s de
HOS associe`e a` F avec (I ′, J) ≺ (I ′′, J ′).
Nous avons construit une collection partielle de polynoˆmes-cle´s de HOS associe´e a` F
avec (I ′, J) ≺ (I ′′, J ′).
D’apre`s lemme de Zorn, l’ensemble partiellement ordonne´ de toutes les collections par-
tielles de polynoˆmes-cle´s de HOS, associe´es a` F contient un e´le´ment maximal, donc il existe
une collection partielle (Ie, Je) de polynoˆmes-cle´s de HOS associe´e a` F qui est maximale
pour l’ordre partiel de l’ensemble de toutes les collections partielles de polynoˆmes-cle´s de
HOS associe´es a` F .
Soit {Q′i}i∈Je le Je-e`me ensemble de polynoˆmes-cle´s de HOS associe´ a` (Ie, Je).
De la preuve ci-dessus, Ie est cofinal dans I.
Supposons que la famille F converge vers µ. Alors pour tout f ∈ K[x] il existe i ∈ I(e)
tel que µei (f) = µ(f). Comme I
e est cofinal dans I, alors pour tout f ∈ K[x], il existe
i ∈ I(e) tel que µei (f) = µ(f). Comme Ie ⊂ Je, l’ensemble {Q′j}j∈Je est un ensemble
complet de polynoˆmes-cle´s de HOS pour µ.
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Chapitre 5
Exemples
5.1 Introduction
Nous commenc¸ons par un lemme (Lemme 5.1.1) qui donne un crite`re de µ-minimalite´
d’un polynoˆme.
Dans l’exemple 5.2.1 nous donnerons des preuves de´taille´es ; ceci nous permettera
d’aller plus vite dans les autres exemples, qui utilisent des me´thodes similaires.
Soient x une variable et k un corps. Soit ν une valuation de k[x], Γ un groupe totale-
ment ordonne´ contenant ν(K[x]) comme un sous-groupe, φ un polynoˆme-cle´ pour ν, et
γ ∈ Γ tel que γ > ν(φ).
Soit µ = [ν;µ(φ) = γ]. Pour tout f =
s∑
j=0
ajφ
j ∈ K[x], avec aj ∈ k[x] et degxaj < degxφ
pour 0 ≤ j ≤ s, nous de´finissons Dφ(f) = max {j ∈ {0, ..., s} / µ(f) = ν(aj) + jγ}.
Si d = Dφ(f) alors par de´finition nous avons inµf = inµ
d∑
j=0
ajφ
j.
Nous remarquons que l’entier Dφ(f) de´pend seulement de l’image inµf dans l’alge`bre
gradue´ Gµ, donc si f et f
′ sont µ-e´quivalents, on a Dφ(f) = Dφ(f ′).
Nous avons aussi Dφ(f.g) = Dφ(f) +Dφ(g).
Lemme 5.1.1. Soit f =
s∑
j=0
ajφ
j, avec aj ∈ k[x] et degxaj < degxφ pour 0 ≤ j ≤ s− 1 ,
degxas = 0, et µ(f) = µ(asφ
s). Nous avons l’implication suivante :
µ(asφ
s) = µ(f)⇒ f est µ−minimal.
De´monstration. Soit g ∈ k[x] tel que f µ- divise g.
Alors il existe h ∈ k[x] tel que inµg = inµhinµf , donc Dφg ≥ Dφf ,
et pour tout g ∈ k[x] nous avons degxg ≥ Dφg.degxφ.
D’autre part, d’apre`s les hypothe`ses nous avons degxf = Dφf.degxφ.
Finalement, nous trouvons degxg ≥ Dφg.degxφ ≥ Dφf.degxφ = degxf .
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5.2 Exemples de polynoˆmes-cle´s limites en
caracte´ristique p > 0, avec des suites infinies de
polynoˆmes-cle´s a` valeurs borne´es dans un con-
vexe vertical
Exemple 5.2.1. Nous commenc¸ons cette section par un exemple de polynoˆme-cle´ limite,
dans le cas ou` la valuation ν est de rang 1 et tel que les deux valuation ν et µ sont centre´es
dans des anneaux locaux noe´theriens et Rµ domine Rν .
Soit k un corps de caracte´ristique p > 2.
Conside´rons l’extension pure transcendante k(z) du corps k avec la valuation z-adique ν0
(avec ν0(z) = 1).
Conside´rons le corps K = k(y, z) ou` y est un e´le´ment pure transcendant sur k(z).
Nous de´finissons la valuation ν de K qui prolonge la valuation ν0 de la fac¸on suivante :
Posons :
Qy,1 = y γy,1 =
1
2
Qy,2 = y
2 + z γy,2 = p− 1
4
Qy,3 = Q
2
y,2 + z
2p−1y γy,3 = 2p− 1
8p
Qy,4 = Q
2p
y,3 − z4p
2−pQy,2 γy,4 = 4p2 − 1
16p
Qy,5 = Q
2
y,4 + z
8p2−2pQy,3 γy,5 = 8p2 − 1
32p2
Pour j > 2, posons :
Qy,2j = Q
2p
y,2j−1 + z
22j−2pj−22j−4pj−1Qy,2j−2 γy,2j = 22j−2pj − 1
22jpj−1
Qy,2j+1 = Q
2
y,2j + z
22j−1pj−22j−3pj−1Qy,2j−1 γy,2j+1 = 22j−1pj − 1
22j+1pj
Maintenant nous de´finissons par re´currence pour tout j ≥ 1 la valuation νj. A savoir,
on pose ν1 = [ν0; ν1(Qy,1) = ν1(y) = γ1] et on de´finit νj comme e´tant la valuation
augmente´e νj = [νj−1; νj(Qy,j) = γj]. Nous remarquons que chaque polynoˆme Qy,j est
un polynoˆme-cle´ pour la valuation νj−1.
En effet, chaque polynoˆme Qy,j est unitaire, et d’apre`s Lemme 5.1.1, pour tout j ≥ 1,
Qy,j est νj−1-minimal.
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Maintenant nous allons de´montrer queQy,2j est ν2j−1-irre´ductible. Il suffit de de´montrer
que l’image du monoˆme z2
2j−2pj−22j−4pj−1Qy,2j−2, dans l’alge`bre gradue´e Gν2j−1 n’est ni un
carre´, ni une puissance p-e`me, c’est a` dire, il suffit de de´montrer que l’e´le´ment
ν2j−1(z2
2j−2pj−22j−4pj−1Qy,2j−2) n’est divisible ni par 2 ni par p dans le groupe Z+ν(Qy,1)Z+
... + ν(Qy,2j−1)Z. Comme inν2j−1Qy,2j−1 est transcendent sur inν2j−1Qy,2j−1 dans Gν2j−1 ,
il suffit de de´montrer que ν2j−1(z2
2j−2pj−22j−4pj−1Qy,2j−2) n’est ni divisible par 2 ni par p
dans le groupe Z+ ν(Qy,1)Z+ ...+ ν(Qy,2j−2)Z.
Or ν2j−1(z2
2j−2pj−22j−4pj−1Qy,2j−2) = 22j−2pj − 122j−2pj−2 = 2p(22j−3pj−1 − 122j−1pj−1 ). Les
e´le´ments 2(22j−3pj−1 − 1
22j−1pj−1 ) = 2
2j−2pj−1 − 1
22j−2pj−1 et p(2
2j−3pj−1 − 1
22j−1pj−1 ) =
22j−3pj− 1
22j−1pj−2 ne peuvent pas appartenir a` Z+ν(Qy,1)Z+ ...+ν(Qy,2j−2)Z car
1
22j−2pj−1
et 1
22j−1pj−2 n’appartiennent pas a` Z+ ν(Qy,1)Z+ ... + ν(Qy,2j−2)Z. Donc Qy,2j est ν2j−1-
irre´ductible.
Avec la meˆme me´thode on de´montre que Qy,2j+1 est ν2j-irre´ductible.
Nous remarquons que pour tout f ∈ k(z)[y], il existe j ∈ N tel que ∀i > j, νi(f) =
νj(f). Nous de´finissons la valuation ν par :
∀f ∈ k(z)[y], ν(f) = max {νj(f) | j ∈ N} .
Maintenant conside´rons le corps K(x) avec x un e´le´ment transcendent sur K.
Nous de´finissons la valuation µ deK(x) qui prolonge la valuation ν de la fac¸on suivante.
D’abord, nous de´finissons hi(y, z) ∈ K. Soit hi l’e´le´ment de K de´fini par :
h1 =
Q2y,3
z4p−1
ν(h1) = 2ν(Qy,3)− ν(z4p−1) = 4p− 1
4p
− 4p+ 1 = 1− 1
4p
hi =
Q2y,2i+1
z22ipi−1
ν(hi) = 2ν(Qy,2i+1)− ν(z22ipi−1) = 22ipi − 1
22ipi
− 22ipi + 1 = 1− 1
22ipi
Nous posons : µ(x) = 1− 1
4p
. Nous avons µ(x) = µ(h1) et la valeur du polynoˆme x−h1
n’est pas de´termine´e par les valeurs de x et de h1. Posons
Qx,1 = x− h1 et µ(Qx,1) = 1− 1
24p2
> µ(x).
Nous avons µ(Qx,1) = µ(h2) et la valeur du polynoˆme x − h1 − h2 = Qx,1 − h2 n’est pas
de´termine´e par les valeurs de Qx,1 et de h2. Posons
Qx,2 = x− h1 − h2 et µ(Qx,2) = 1− 1
26p3
> µ1(Qx,2) = µ(Qx,1)
ou` µ1 est la i-troncature associe´e au polynoˆme-cle´ Qx,1.
Nous avons µ(Qx,2) = µ(h3) et la valeur du polynoˆme x− h1 − h2 − h3 = Qx,2 − h3 n’est
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pas de´termine´e par les valeurs de Qx,2 et de h3. Posons
Qx,3 = x− h1 − h2 − h3 et µ(Qx,3) = 1− 1
28p4
> µ2(Qx,3) = µ(Qx,2)
ou` µ2 est la i-troncature associcie`e au polynoˆme-cle´ Qx,2.
Nous construisons par re´currence une famille infinie de polynoˆmes-cle´s {Qx,i}i∈N avec
une famille infinie de i-troncatures {µi}i∈N associe´es a` {Qx,i}i∈N.
Qx,i = x− h1 − h2 − ...− hi et µ(Qx,i) = 1− 1
22i+2pi+1
.
Pour simplifier la notation nous allons noter Qi := Qx,i, et βi = µ(Qi) = µi(Qi).
Pour tout i ∈ N, nous avons Qx,i = Qx,i−1 − hi et βi = µi(Qi) > µi−1(Qi) =
µi−1(Qi−1) = βi−1.
La suite {βi}i∈N est strictement croissante et borne´e ; elle ne contient pas d’e´le´ment
maximal. Nous avons lim
i→∞
βi = β¯ = 1.
Remarque 5.2.1. Puisque lim
i→∞
degy hi =∞, pour tout polynoˆme g line´aire en x la suite
{µi(g)} se stabilise. Donc pour tout g ∈ K[X] tel que la suite {µi(g)} ne se stabilise pas
quand i→∞, nous avons δi(g) = pe pour un certain e ∈ N0 (on de´montre cela en imitant
la preuve de Proposition 3.3.3). En particulier, un tel g ve´rifie degx g ≥ p.
Maintenant conside´rons le polynoˆme f = xp− y2− z. Nous allons de´montrer que pour
toute valuation µ comme ci-dessus ve´rifiant µ(f) ≥ p le polynoˆme f est un polynoˆme-cle´
limite, c’est-a`-dire, f est le polynoˆme de plus petit degre´ qui ve´rifie µ(f) > µi(f) pour
tout i ∈ N.
En remplac¸ant x par Qi−1 = x− h1 − h2 − ...− hi dans f nous trouvons :
f = Qpi−1 + h
p
1 + h
p
2 + ...+ h
p
i−1 − y2 − z.
Nous remarquons que :
−y2 − z + hp1 = −Qy,2 +
Q2py,3
z4p2−p
=
Qy,4
z4p2−p
et
−y2 − z + hp1 + hp2 =
Qy,4
z4p2−p
+
Q2py,5
z16p3−p
=
Qy,6
z16p3−p
.
Il n’est pas difficile de de´montrer que pour tout i ∈ N nous avons
−y2 − z + hp1 + hp2 + ...+ hpi−1 =
Qy,2i
z22i−2pi−p
.
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Alors pour tout i ∈ N nous avons
f = Qpi−1 +
Qy,2i
z22i−2pi−p
avec ν(
Qy,2i
z2
2i−2pi−p ) = ν(Qy,2i)− (22i−2pi− p) = 22i−2pi− 122ipi−1 − 22i−2pi + p = p− 122ipi−1 =
pβi−1.
Donc pour tout i ∈ N nous avons µi+1(f) > µi(f) = p − 122i+2pi . Posons µ(f) = p >
p− 1
22i+2pi
= µi(f) pour tout i.
D’apre`s la Remarque 5.2.1, f a le plus petit degre´ parmi les polynoˆmes g ve´rifiant
µ(g) > µi(g) pour tout i. Ceci de´montre que f est un polynoˆme cle´ limite pour toute
valuation µ comme ci-dessus, ve´rifiant µ(f) ≥ p.
L’exemple suivant est une preuve de l’existence des suites infinies de polynoˆmes-cle´s
qui ont des valeurs borne´es dans un convexe verticale Ψ = λ+ Γ′σ avec σ > 1.
Exemple 5.2.2. Soit k un corps de caracteristique p > 3.
Conside´rons l’extension transcendante pure k(v, z) de k avec la valuation ν0 de´finie par :
ν0(z) = (
1
2
, 0),
ν0(v) = (0, 1),
et ν(c) = 0 pour tout c ∈ k.
Conside´rons le corps K = k(v, z, y) ou` y est un e´le´ment transcendant sur k(v, z).
Nous de´finissons la valuation ν de K qui prolonge la valuation ν0 de la fac¸on suivante :
Posons :
Qy,1 = y γy,1 = (
1
3
, 1)
Qy,2 = y
3 − z2v3 γy,2 = (p− 1
9
, p)
Qy,3 = Q
3
y,2 − z2(3p−1)v3p−2Q2y,1 γy,3 = (3p−
1
33p
, 1)
Qy,4 = Q
3p
y,3 + z
2(32p2−p)v2pQy,2 γy,4 = (32p2 − 1
34p
, 3p)
Qy,5 = Q
3
y,4 + z
2(33p2−3p)v9p−1Qy,3 γy,5 = (33p2 − 1
35p2
, 2)
Pour j ≥ 2 posons :
Qy,2j+1 = Q
3
y,2j + z
2(32j−1pj−32j−3pj−1)v9(j−1)p−j+1Qy,2j−1, γy,2j+1 = (32j−1pj − 1
32j+1pj
, j)
Qy,2j+2 = Q
3p
y,2j+1 + z
2(32jpj+1−32(j−1)pj)v3pQy,2j, γy,2j+2 = (32jpj+1 − 1
32j+2pj
, 3jp)
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Maintenant nous de´finissons par re´currence sur j ≥ 1 la valuation augmente´e νj =
[νj−1; νj(Qy,j) = γj]. Nous avons ν1 = [ν0; ν1(Qy,1) = ν1(y) = γ1]. Une preuve pareille a`
celle de l’exemple pre´ce´dent de´montre que tout polynoˆme Qy,j est un polynoˆme-cle´ pour
la valuation νj−1.
De plus nous remarquons que pour tout f ∈ k(v, z)[y] il existe j ∈ N tel que ∀i > j,
νi(f) = νj(f). On de´finit la valuation ν par :
ν(f) = max {νj(f) | j ∈ N} pour f ∈ k(z)[y]
Maintenant, conside´rons le corps K(x) avec x un e´le´ment pure transcendant sur K.
Nous de´finissons la valuation µ de K(x) qui prolonge la valuation ν de la fac¸on suiv-
ante :
Nous de´finissons d’abord hi(y, z) ∈ K. Soit hi de´finie par :
h1 =
Q3y,3
z2(9p−1)v2
,
ν(h1) = 3ν(Qy,3)− ν(z2(9p−1)v2) = (9p− 1
9p
, 3)− (9p− 1, 2) = (1− 1
9p
, 1)
et
hi =
Q3y,2i+1
z2(32ipi−1)v3i−1
,
ν(hi) = 3ν(Qy,2i+1)−ν(z2(32ipi−1)v3i−1) = (32ipi− 1
32ipi
, 3i)−(32ipi−1, 3i−1) = (1− 1
32ipi
, 1).
Maintenant posons : µ(x) = (1 − 1
9p
, 1). Nous avons µ(x) = µ(h1), et la valeur du
polynoˆme x− h1 n’est pas de´termine´e par les valeurs de x et h1. Posons
Qx,1 = x− h1 et µ(Qx,1) = (1− 1
34p2
, 1) > µ(x).
Nous avons µ(Qx,1) = µ(h2), et la valeur du polynoˆme x− h1 − h2 = Qx,1 − h2 n’est pas
de´termine´e par les valeurs de Qx,1 et h2. Posons
Qx,2 = x− h1 − h2 et µ(Qx,2) = (1− 1
36p3
, 1) > ν1(Qx,2) = µ(Qx,1)
ou` ν1 est la 1-troncature associe´e au polynoˆme Qx,1.
Nous avons µ(Qx,2) = µ(h3), et la valeur du polynoˆme x− h1 − h2 − h3 = Qx,2 − h3 n’est
pas de´termine´e par les valeurs de Qx,2 et h3. Posons
Qx,3 = x− h1 − h2 − h3 et µ(Qx,3) = (1− 1
38p4
, 1) > ν2(Qx,3) = µ(Qx,2)
ou` ν2 est la i-troncature associe´e au polynoˆme-cle´ Qx,2.
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Nous construisons alors, une famille infinie de polynoˆmes-cle´s {Qx,i}i∈N, avec une
famille infinie de i-troncatures {νi}i∈N associe´es a` {Qx,i}i∈N.
Qx,i = x− h1 − h2 − ...− hi et µ(Qx,i) = (1− 1
32i+2pi+1
, 1).
Pour simplifier la notation nous notons Qi := Qx,i, et βi = µ(Qi) = νi(Qi).
Pour chaque i ∈ N, nous avons Qx,i = Qx,i−1 − hi et βi = νi(Qi) > νi−1(Qi) =
νi−1(Qi−1) = βi−1.
La suite {βi}i∈N est strictement croissante et borne´e dans Γ′ ; elle ne contient pas
d’e´le´ment maximal. Nous avons lim
i→∞
βi = β¯ = 1 mod Γ
′
1.
Conside´rons maintenant le polynoˆme f = xp − y3 + z2v3. Nous voulons montrer que
f est un polynoˆme-cle´ limite, c’est-a`-dire, que f est le polynoˆme de degre´ minimal qui
ve´rifie µ(f) > νi(f) pour tout i ∈ N.
En remplac¸ant x par Qi = x− h1 − h2 − ...− hi dans f nous trouvons :
f = Qpi + h
p
1 + h
p
2 + ...+ h
p
i−1 + h
p
i − y3 + z2v3.
Nous remarquons que :
−y3 + z2v3 + hp1 = −Qy,2 +
Q3py,3
z2(9p2−p)v2p
=
Qy,4
z2(9p2−p)v2p
et
−y3 + z2v3 + hp1 + hp2 =
Qy,4
z2(9p2−p)v2p
+
Q3py,5
z2(81p3−p)v5p
=
Qy,6
z2(81p3−p)v5p
.
Pour tout i ∈ N nous avons
−y3 + z2v3 + hp1 + hp2 + ...+ hpi−1 + hpi =
Qy,2i+2
z2(32ipi+1−p)v(3i−1)p
.
Alors, pour tout i ∈ N nous avons :
f = Qpi +
Qy,2i+2
z2(32ipi+1−p)v(3i−1)p
avec ν(
Qy,2i+2
z2(3
2ipi+1−p)v(3i−1)p
) = ν(Qy,2i+2)− (32ipi+1 − p, (3i− 1)p) = (32ipi+1 − 132i+2pi , 3ip)−
(32ipi+1 − p, 3ip− p) = (p− 1
32i+2pi
, p) = pβi.
Donc pour tout i ∈ N nous avons νi+1(f) > νi(f) = p− 122i+2pi . Posons µ(f) = (p, 1) >
(p− 1
22i+2pi
, p) = νi(f) pour tout i.
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5.3 Exemples de polynoˆmes-cle´s limites avec des
suites infinies de polynoˆmes-cle´s a` valeurs non-
borne´es dans un convexe vertical
Exemple 5.3.1. Soit k un corps de caracte´ristique 0 et K = k(y, z) une extension pure
transcendante de k de degre´ 2. Soit Γ = Z2 avec l’ordre lexicographique. Les sous-groupes-
isole´s de Γ sont (0) $ (0) ⊕ Z $ Z2. Conside´rons la valuation ν : K∗ → Z2, centre´e en
k[y, z](y,z), donne´e par
ν(y) = (0, 1); ν(z) = (1, 0); ν(c) = 0 pour tout c ∈ k∗. (5.3.1)
Il est facile de voir que ces informations de´terminent ν comple`tement, c’est-a`-dire, pour
tout polynoˆme cyαzβ, c ∈ k∗, nous avons ν0(cyαzβ) = (α, β). Alors pour tout polynoˆme
f =
∑
α,β
cαβy
αzβ, (5.3.2)
nous avons
ν(f) ≥ min{(α, β) | cαβ 6= 0}. (5.3.3)
Comme tout les monoˆmes qui apparaissent dans (5.3.2) ont des valeurs distinctes , (5.3.3)
est, en effet, une e´galite´, alors la valuation ν est comple`tement de´termine´e par (5.3.1).
Conside´rons le corps L = K(x) ou` x est un e´le´ment transcendant sur k(y, z).
Soit f = x2− z2(1− y) ∈ K[x]. Nous voulons construire une valuation µ qui prolonge
ν a` L tel que f est un polynoˆme-cle´ limite pour µ.
Soit µ(x) = (1, 0).
Posons
Q1 = x et ν(Q1) = β1 = (1, 0).
Pour tout h ∈ K avec h =
s∑
j=0
djx
j posons
ν1(h) = inf {ν(dj) + jβ1 / 0 ≤ j ≤ s} .
Soit Q¯1 une nouvelle variable. Nous avons
in1f = (Q¯1 − inνz)(Q¯1 + inνz).
Posons
Q2 = x+ z et ν(Q2) = β2 = (1, 1).
Pour tout h ∈ K, h =
s∑
j=0
djQ
j
2 avec dj un de´veloppement 2-standard ne comprenant
pas Q2 pour tout j, posons
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ν2(h) = inf {ν(dj) + jβ2 / 0 ≤ j ≤ s} .
Nous avons
f = Q22 − 2zQ2 + yz2.
Soit Q¯2 une nouvelle variable. Nous avons
in2f = −2inνz(Q¯2 − inν 1
2
yz).
Posons
Q3 = Q2 − 1
2
yz et ν(Q3) = β3 = (1, 2).
Pour tout h ∈ K, h =
s∑
j=0
djQ
j
3 avec dj un de´veloppement 3-standard ne comprenant
pas Q3 pour tout j, posons
ν3(h) = inf {ν(dj) + jβ3 / 0 ≤ j ≤ s} .
Nous avons
f = Q23 + (yz − 2z)Q3 +
1
4
y2z2.
De la meˆme manie`re, nous construisons une famille infinie de polynoˆmes Qi tel que
pour tout i > 1 nous avons
Qi+1 = Qi − ci−1yi−1z,
ou` ci =
(2i−2)!
i!(i−1)!22i−1 . On a µ(Qi) = βi = (1, i− 1).
Pour tout i, nous de´finissons la i-troncature νi par :
Pour tout h ∈ K, h =
s∑
j=0
dj,iQ
j
i avec dj,i un de´veloppement i-standard ne comprenant
pas Qi pour tout j, nous posons
νi(h) = inf {ν(dj,i) + jβi / 0 ≤ j ≤ s} .
Nous pouvons de´montrer que pour tout i nous avons
νi(f) = ν(2z) + βi = (1, 0) + (1, i− 1) = (2, i− 1).
Nous posons ν(f) = (3, 0), alors f est un polynoˆme de degre´ minimal qui ve´rifie
ν(f) > νi(f) pour tout i.
Nous posons Qω = f .
Nous remarquons, dans l’exemple pre´ce´dent, que δi(f) := degQ¯i inif est e`gale a` 1 et
que δi(f) est strictement inf’erieur au degre´ de f dans Qi qui est e`gale a` 2.
Dans l’exemple suivant, nous allons travailler dans un corps de caracte´ristique p > 0
et nous allons aussi de´finir un polynoˆme-cle´ limite f tel que δi(f) = 1 soit strictement
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infe´rieur au degre´ de f en Qi.
Dans l’Exemple 5.3.3 nous allons utiliser les de´finitions et les notations de l’Exemple
5.3.2 et nous allons de´finir un polynoˆme-cle´ limite f tel que δi(f) = p = degQif .
Exemple 5.3.2. Soit k0 un corps de caracte´ristique p et k = k0(y, z) une exptension pure
transcendante de k0 de degre´ 2. Soit Γ = Z2 avec l’ordre lexicographique. Les sous-groupes
isole´s de Γ sont (0) $ (0)⊕ Z $ (Z,Z). Conside´rons la valuation ν0 : k∗ → Γ, centre´e en
k0[y, z](y,z), donne´e par
ν0(y) = (0, 1); ν0(z) = (1, 0); ν0(c) = 0 pour tout c ∈ k∗0. (5.3.4)
Il est facile de voir que ces informations de´terminent ν comple`tement, comme dans
l’Exemple 5.3.1.
Conside´rons le corps K = k(w) ou` w est un e´le´ment transcendant sur k0(y, z).
Soit f = wp−zp2−pw+ypzp2 ∈ K. Nous allons construire une valuation ν qui prolonge
la valuation ν0 a` K telle que le polynoˆme f soit un polynoˆme-cle´ limite.
Posons
Qw,1 = w et ν(Qw,1) = γ1 = (p, p).
Pour tout h ∈ K avec h =
s∑
j=0
djQ
j
w,1 posons
ν1(h) = inf {ν(dj) + jγ1 / 0 ≤ j ≤ s} .
Soit Q¯w,1 une nouvelle variable.
Nous avons in1f = −zp2−p(Q¯w,1 − ypzp).
Posons
Qw,2 = Qw,1 − ypzp et ν(Qw,2) = γ2 = (p, p2).
Pour tout h ∈ K, h =
s∑
j=0
djQ
i
w,2 avec dj un de´veloppement 2-standard ne comprenant
pas Qw,2 pour tout j, posons
ν2(h) = inf {ν(dj) + jγ2 / 0 ≤ j ≤ s} .
Nous avons
f = Qp2,w − (zp
2−p)Q2,w + yp
2
zp
2
.
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Soit Q¯w,2 une nouvelle variable.
Nous avons
in2f = −zp2−p(Q¯w,2 − yp2zp).
De la meˆme manie`re, nous construisons une suite infinie de polynoˆmes Qi,w telle que
Qw,i = Qw,i−1 − ypi−1zp et ν(Qw,i) = γi = (p, pi).
Pour tout i, nous de´finissons la i-troncature νi par :
Pour tout h ∈ K, h =
s∑
j=0
dj,iQ
j
i avec dj,i un de´veloppement i-standard ne comprenant
pas Qi pour tout j, nous posons
νi(h) = inf {ν(dj,i) + jγi / 0 ≤ j ≤ s} .
Nous remarquons que pour tout i nous avons
f = Qpi − zp
2−pQi + yp
i
zp
2
.
D’ou`
νi(f) = ν(z
p2−p) + γi = (p2 − p, 0) + (p, pi) = (p2, pi).
Nous posons ν(f) = γ¯ = (a, b) tel que (a, b) ∈ Z2 avec a > p2. Le polynoˆme f ve´rifie
ν(f) > νi(f) pour tout i et a le degre´ minimal parmis tout les polynoˆmes qui ve´rifient
cette proprie´te´.
Nous posons Qw,ω = f .
Exemple 5.3.3. Maintenant avec les hypothe`ses de l’exemple pre´ce´dent, conside´rons le
corps L = K(x) avec x un e´le´ment transcendant sur K. Nous rappelons que le groupe des
ordres de ν est Γ = Z2 avec l’ordre lexicographique.
Soit F (x) = Xp − w.
Nous allons de´finir une valuation µ de K(x) qui prolonge la valuation ν a` L tel que le
polynoˆme F soit un polynoˆme-cle´ limite :
Posons
Qx,1 = x et ν(Qx,1) = β1 = (1, 1).
Pour tout h ∈ K[x] avec h =
s∑
j=0
djQ
j
x,1 posons
ν1(h) = inf {ν(dj) + jβ1 / 0 ≤ j ≤ s} .
Soit Q¯x,1 une nouvelle variable.
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Nous avons in1F = Q¯
p
x,1 − inνw = (Q¯x,1 − h¯1)p, ou` h¯1 ∈ Gν tel que h¯p1 = inνw.
Soit h1 = yz ; l’e´le´ment h1 est un repre´sentant de h¯1 dans K.
Posons
Qx,2 = Qx,1 − yz et ν(Qx,2) = β2 = (1, p).
Pour tout h ∈ K, h =
s∑
j=0
djQ
i
x,2 avec dj un de´veloppement 2-standard ne comprenant
pas Qx,2 pour tout j, posons
ν2(h) = inf {ν(dj) + jβ2 / 0 ≤ j ≤ s} .
Nous avons
F = Qp2,x − w + ypzp.
Soit Q¯x,2 une nouvelle variable.
Nous avons
in2F = (Q¯
p
x,2 − inνQw,2) = (Q¯x,2 − h¯2)p
ou` h¯2 ∈ Gν tel que h¯p2 = inνQw,2.
Soit h2 = y
pz un repre´sentant de h¯2 dans K.
Posons
Qx,3 = Qx,2 − ypz et ν(Qx,3) = β3 = (1, p2).
De la meˆme manie`re, nous construisons une suite infinie de polynoˆmes Qx,i telle que
Qx,i = Qx,i−1 − ypi−2z et ν(Qx,i) = βi = (1, pi−1).
Pour tout i, nous de´finissons la i-troncature νi par :
Pour tout h ∈ K, h =
s∑
j=0
dj,iQ
j
x,i avec dj,i un de´veloppement i-standard ne comprenant
pas Qi pour tout j, nous posons
νi(h) = inf {ν(dj,i) + jβi / 0 ≤ j ≤ s} .
Nous remarquons que pour tout i nous avons
F = Qpi − w + ...+ yp
i−1
zp.
D’ou`
νi(F ) = pβi = (p, p
i).
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Nous posons ν(F ) = β¯ = (c, d) tel que (c, d) ∈ Z2 avec c > p. F est un polynoˆme de
degre´ minimal qui ve´rifie µ(F ) > νi(F ) pour tout i.
Nous posons Qx,ω = F .
Exemple 5.3.4. Soit k un corps de caracte´ristique p > 2.
Nous voulons de´finir une valuation ν de k(y, v, z) dans un sous-groupe du groupeQ2 to-
talement ordonne´ par l’ordre lexicographique, ou` y, v, z sont des e´le´ments alge´briquement
independants sur k.
Conside´rons l’extension transcendante k(y) de k avec la valuation y-adique ν0 (avec
ν0(y) = (0, 1)).
Conside´rons le corps k(y, v) ou` v est un e´le´ment transcendant sur k(y).
Nous de´finissons la valuation ν ′0 de k(y, v) qui prolonge la valuation ν0 de la fac¸on suivante :
Pour tout f(v) ∈ k(y)[v], f =
n∑
j=0
fjv
j, avec fj ∈ k(y) pour tout 0 ≤ j ≤ n, nous
posons
ν ′0(f) = min
0≤j≤m
{
ν0(fj) + (0,
j
p
)
}
.
En particulier nous avons ν ′0(v) = (0,
1
p
).
Conside´rons le corps K = k(y, v, z) ou` z est un e´le´ment transcendant sur k(y, v). Con-
side´rons la valuation ν de K qui prolonge ν ′0 telle que ν(z) = (1, 0). La valuation ν est
bien de´finie. Posons Γ le groupe des ordres de ν. Le groupe Γ est un sous-groupe de Q2
ordonne´ par l’ordre lexicographique. Il est de rang 2, et le sous-groupe isole´ de Γ de rang
1 est Γ1 ' 1pZ.
Maintenant, nous voulons de´finir une valuation µ du corps K(x), qui prolonge ν, ou`
x est un e´le´ment transcendant sur K.
Posons µ(x) = (0, 1
p
− 1
p2
).
Nous avons µ(xp) = ν(y
v
), et la valeur du polynoˆme x− y
v
n’est pas de´termine´e par les
valeurs de xp et de y
v
. Posons
Q1 = x
p − y
v
et µ(Q1) = (1, 1) > ν1(Q1).
ou` ν1 est la i-troncature associe´e au polynoˆme-cle´ Q1.
Posons Q2 = Q1 − yz. La valeur du polynoˆme Q2 n’est pas de´termine´e par les valeurs
de Q1 et de yz. Posons
µ(Q2) = (1, p) > ν2(Q2).
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Maintenant nous allons de´finir une application h de N dans k(v, y, x). Pour tout n ≥ 2,
e´crivons n = 2sn + an,sn−12
sn−1 + ...+ an,12 + an,0 le developpement de n en puissance de
2, ou` sj ∈ N et an,j ∈ {0, 1} pour tout 0 ≤ j ≤ sn.
Pour n ≥ 2 posons :
hn,y = p
sn + an,sn−1p
sn−2 + ...+ an,1,
hn,v =
sn−1∑
j=1
an,j(p
j − pj−1) + an0 et
hn,x = an,0.
Posons h(n) = yhn,yvhn,vxhn,x .
Dans la suite nous notons h(n) par hn.
Pour tout n > 2, nous posons Qn = Qn−1 − hn−1z, et µ(Qn) = (1, hn,y + hn,v 1p +
hn,x(
1
p
− 1
p2
)).
Nous remarquons que pour tout n nous avons µ(Qn) > µ(Qn−1) = µ(hn−1z).
Pour tout n, nous notons par νn la n-troncature associe´e au polynoˆme-cle´ Qx,n.
Nous avons ainsi construit par re´currence une famille infinie de polynoˆmes-cle´s {Qi}i∈N,
avec une famille infinie de i-troncatures {νi}i∈N associe´es a` {Qi}i∈N.
Conside´rons maintenant le polynoˆme f ∈ K[x], f(Q1) = (vx+ 1)Qp1 − zp−1Q1 + yzp.
Pour tout n ≥ 1 posons An = (vx+ 1)Qpn − zp−1Qn.
Nous pre´tendons que pour tout n ≥ 2, nous avons f(Qn) = An + (hn + hn+1 + ... +
h2n−1)zp +Gn avec Gn ∈ K[x] tel que µ(Gn) > µ(zp−1Qi), pour tout i ≥ 1.
Nous avons f(Q2) = (vx+ 1)(Q
p
2)− zp−1Q2 + vxypzp + ypzp = A2 + h2 + h3.
Supposons que f(Qn) = An + (hn + hn+1 + ... + h2n−1)zp + Gn. Nous allons e´tudier
f(Qn+1).
Remplac¸ons Qn par Qn+1 + hnz dans f .
Nous trouvons f(Qn+1) = An+1 + h
p
nz
p(vx+ 1) + (hn+1 + ...+ h2n−1)zp +Gn.
Etudions le polynoˆme Hn = h
p
nz
p(vx+ 1).
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Nous avons hpn = y
phn,yvphn,vxphn,x , et
phn,y = p
sn+1 + an,sn−1p
sn−1 + ...+ an,1p
phn,p =
sn−1∑
j=1
an,j(p
j+1 − pj) + an0p
phn,x = an0p.
Or nous avons xp = y
v
vp
+Qn+(hn−1+...+h2)z =
yv
vp
+g′n, avec g
′
n = Qn+(hn−1+...+h2)z.
donc µ(g′n) ≥ (1, λ) pour un certain λ.
Donc en remplac¸ant xp par y
v
vp
+ g′n dans Hn, nous trouvons Hn = y
phn,yvphn,v(y
v
vp
+
g′n)
an0zp(vx + 1) = yphn,yvphn,v(y
v
vp
)an0zp(vx + 1) + G′n, avec µ(G
′
n) de valeur au moins
(p + 1, λ′) > µ(zp−1Qi) pour tout i > 1 et pour un certain valeur λ′ ∈ Q. Posons
Gn+1 = Gn +G
′
n.
Il reste a` calculer le polynoˆme H ′n = y
phn,yvphn,v(y
v
vp
)an0zp(vx+ 1).
Nous avons H ′n = y
phn,y+an,0vphn,v−an,0zp(vx+ 1), avec
phn,y = p
sn+1 + an,sn−1p
sn−1 + ...+ an,1p
phn,p =
sn−1∑
j=1
an,j(p
j+1 − pj) + an0p.
Nous trouvons donc
phn,y + an,0 = p
sn+1 + an,sn−1p
sn−1 + ...+ an,1p+ an,0
phn,p − an,0 =
sn−1∑
j=1
an,j(p
j+1 − pj) + an0p− an,0.
D’autre part nous remarquons que
2n = 2sn+1 + an,sn−12
sn + ...+ an,12
2 + an,02
et
2n+ 1 = 2sn+1 + an,sn−12
sn + ...+ an,12
2 + an,02 + 1.
Donc
h2n,y = p
sn+1 + an,sn−1p
sn−1 + ...+ an,1p+ an,0,
h2n,v =
sn−1∑
j=1
an,j(p
j+1 − pj) + an0p− an0
h2n+1,y = p
sn+1 + an,sn−1p
sn−1 + ...+ an,1p+ an,0,
h2n+1,v =
sn−1∑
j=1
an,j(p
j+1 − pj) + an0p− an0 + 1.
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En utilisant cela, un simple calcule montre que yphn,y+an,0vphn,v−an,0zp = h2nzp et
yphn,y+an,0vphn,v−an,0zpvx = h2n+1zp.
Alors H ′n = (h2n + h2n+1)z
p.
Enfin, nous trouvons f(Qn+1) = An+1 + (hn+1 + ... + h2n−1 + h2n + h2n+1)zp + Gn+1,
ce qu’il fallait de´montrer.
De plus nous avons µ((vx + 1)Qp) > µ(zp−1Qn) = µ(hnzp) d’ou` νn(f) = (p, hn,y +
hn,v
1
p
+ hn,x(
1
p
− 1
p2
)).
Posons µ(f) = (p+ 1, 0), nous avons µ(f) > νn(f) pour tout n ∈ N.
Pour montrer que f est un polynoˆme-cle´ limite, il reste a` de´montrer que f est le
polynoˆme de plus petit degre´ qui ve´rifie µ(f) > νn(f) pour tout n ∈ N.
Il faut de´montrer qu’il n’existe aucun polynoˆme g ∈ k(v, y, z)[x] de degre´ strictement
plus petit que p2 + 1 qui ve´rifie µ(g) > νn(g) pour tout n ∈ N.
Conside´rons le groupe Γ′ = (Z, 1
p2
Z). Nous remarquons que pour tout n ≥ 2, Γ′ est le
groupe des ordres de la valuation νn. Posons Ψ = (1,
1
p2
Z), nous avons βn ∈ Ψ pour tout
n ∈ N.
Supposons qu’il existe un polynoˆme g ∈ k(v, y, z)[x] de degre´ strictement plus petit
que p2 + 1 qui ve´rifie µ(g) > νn(g) pour tout n ∈ N.
Nous savons qu’il existe n0 ∈ N et un entier δ tel que pour tout n ≥ n0, nous avons :
g = gm,nQ
m
n + gm−1,iQ
m−1
n + ...+ gδ,nQn + ...+ g0,n
ou` chaque gj,i un de´veloppement 2-standard ne comprenant pas Q2 pour tout 0 ≤ j ≤ m
et pour tout n ≥ n0, avec νn(g) = µ(gδ,i) +βi, et µ(gδ,i) constante pour tout n ≥ n0. Ainsi
nous pouvons conclure qu’il existe un segment Ψ′ = (λ, 1
p2
Z), tel que νn(g) ∈ Ψ′ pour tout
n ≥ n0.
Quitte a` multiplier g par ze pour un certain e ∈ Z, nous pouvons supposer que λ = p.
De plus nous pouvons supposer que le polynoˆme g appartient a` k(v, y)[z][x].
Si pour un certain 0 ≤ j ≤ m et un certain n ≥ n0 nous avons µ(gj,nQjn)∈/Ψ′ alors le
polynoˆme g − gj,nQjn ve´rifie les meˆme conditions que g.
Conside´rons l’ide´al I = (zp+1) de k(v, y)[z]. Notons par I[x] l’ide´al I.k(v, y)[z][x].
Nous remarquons que tout les monoˆmes qui appartient a` l’ide´al I[x] on des valeurs
qui n’appartiennent pas a` Ψ′.
Soit k((v, y)) le corps des fractions de l’anneau des se´ries formelles k[[v, y]]. Posons
I ′ = (zp+1) l’ide´al de k((v, y))[z] et notons par I ′[x] l’ide´al I ′k((v, y))[z][x].
Soit R = k((v, y))[z]. Soit Q := Q2 − h2z − h3z − h4z − ... − hnz − ... ∈ R[x], et soit
Q˜ l’image de Q dans l’anneau R[x]
I′[x] .
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Soit g˜ l’image de g dans l’anneau k(v,y)[z][x]
I[x]
⊂ R[x]
I′[x] .
Alors Q˜ divise g˜ dans R[x]
I′[x] .
En effet, supposons que Q˜ ne divise pas g˜ dans l’anneau R[x]
I′[x] . Cela veut dire qu’en
e´crivant g = qQ+r la division euclidienne de g par Q dans R[x], nous avons r ∈ R[x]\I ′[x],
avec r de degre´ en x strictement infe´rieur au degre´ de g. Ainsi nous pouvons e´crire r =
r′ + r′′ avec r′ ∈ K(v, y)[z][x], r′∈/I[x], et r′′ une somme des monoˆmes dans R[x] tel que
chaque monoˆme de r′′ appartenant a` k(v, y)[z][x] a la µ-valeur strictement supe´rieure a`
µ(r′).
Cela implique que pour n tre`s grand dans N, en divisant g par Qn nous avons
µ(g) = µ(r′) = νn(r′) = νn(g),
ce qui est une contradiction.
Pour montrer qu’il n’existe pas de polynoˆme g dans k(v, y)[z][x] de degre´ strictement
infe´rieur a` p2 +1 tel que µ(g) > νn(g), il suffit de de´montrer qu’il n’existe pas de polynoˆme
g˜ dans k(v,y)[z][x]
I[x]
de degre´ strictement infe´rieur a` p2 + 1 tel que Q˜ divise g˜ dans R[x]
I′[x] .
Maintenant, l’image f˜ de f dans R[x]
I′[x] s’e´crit sous la forme
f˜ = Q˜((1 + xv)Q˜p−1 − zp−1). (5.3.5)
La factorisation de f˜ dans k((v,y))[[z,x]]
I′[x]k((v,y))[[z,x]] est :
f˜ = Q˜
p−1∏
i=1
( p−1
√
1 + xvQ˜+ iz) (5.3.6)
Or, pour obtenir la factorisation de f˜ dans R[x]
I′[x] , il faut grouper les facteurs dans le
cote´ droit de (5.3.6) d’une manie`re minimale pour obtenir des e´le´ments de R[x]
I′[x] . Pour
i ∈ {1, ..., p−2}, nous avons p−1√(1 + xv)i∈/R[x]
I′[x] . Alors la factorisation de f˜ dans
R[x]
I′[x] est
de la forme (5.3.5). S’il existe une factorisation non triviale de f˜ dans k(v,y)[z][x]
I[x]
elle serait
de la forme (5.3.5). Puisque Q˜∈/k(v,y)[z][x]
I[x]
, le´le´ment f˜ est irre´ductible dans k(v,y)[z][x]
I[x]
. Cela
implique que f˜ est le polynoˆme de plus petit degre´ dans k(v,y)[z][x]
I[x]
tel que Q˜ divise f˜ dans
R[x]
I′[x] , ce qu’il fallait de´montrer.
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Abstract 
 
 
 
Let K be a field and ν a valuation of K. Let L be an extension of K, and μ a valuation 
which extends ν. 
 
The first purpose of this paper is to construct recursively sequences of key 
polynomials associated to the valuation μ, in the case where the valuation ν is of finite 
arbitrary rank r. This gives a generalization of the construction  of key polynomials of M. 
Spivakovsky, M.A Olalla Acosta and F.J. Herrera Govantes. 
 
Then we compare the notion of key polynomials thus constructed with the notion of 
key polynomials given by S.Maclane and M.Vaquié. We give explicit comparison theorems 
between the two notions. 
 
Finally we give a collection of examples of key polynomials and limit key 
polynomials. Among those, we give an example of a limit key polynomial for a valuation of 
rank 1 in positive characteristic which is centered in a Noetherian local ring. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Résumé  
 
 
 
 
 
Soit K un corps et ν une valuation de K. Soit L une extension de K, et μ une valuation 
de L qui prolonge ν. 
 
Le premier but de ce mémoire est de construire par récurrence des suites de 
polynômes-clés associées à la valuation μ, dans le cas où la valuation ν est de rang fini 
arbitraire r. Ce qui donne une généralisation de la construction de polynômes-clés de 
M.Spivakovsky, M.A Olalla Acosta et F.J. Herrera Govantes. 
 
Ensuite nous comparons la notion des polynômes-clés ainsi construits avec celle de 
S.Maclane et de M.Vaquié, en donnons des théorèmes de comparaison précis entre les deux 
notions. 
 
Enfin nous donnons une collection d'exemples de polynômes-clés et de polynômes-
clés limites. Entre autres, nous donnons un exemple de polynôme-clé limite pour une 
valuation de rang 1 en caractéristique positive qui est centrée dans un anneau local noethérien. 
 
