Abstract. The essence of transformer fault diagnosis is a multi-classification problem which has the characteristics of few fault sample data and a lot of uncertainties. According to the present transformer fault diagnosis methods, the back propagation neural network (BPNN) requires a large amount of fault sample data and is computationally intensive. At the same time, the adjustment of the coefficient is difficult for support vector machine (SVM). In order to remedy these defects, the paper proposes a new method of transformer fault diagnosis based on classified deep auto-encoder network(CDAEN), which optimizes the parameters of CDAEN model by the pre-training with massive unlabeled samples and adjusts them with a few labeled samples. The results show that the diagnosis speed of CDAEN can meet the engineering requirements and diagnosis accuracy is higher compared with BPNN and SVM.
Introduction
The transformer whose operating status directly affects the safety level of the system is an important equipment for the power system [1] . To find the transformer latent fault in time can prevent the cause of serious accidents. With the rapid development of sensor technology, microelectronics technology, computer technology and applied mathematics, it is possible to implement on-line monitoring of power transformers, and it becomes more important to use online monitoring data for accurate fault diagnosis.
Since the dissolved gas analysis (DGA) in power transformer oil is not affected by external electromagnetic field, it has become an effective method for fault diagnosis of oil-immersed transformers [2, 3] . Many fault diagnosis methods has been proposed based on DGA [4] , including the conventional methods such as the well-known Rogers, dornerburg and key gas methods and artificial intelligence methods such as artificial neural network (ANN) and support vector machine(SVM). However, The traditional algorithm has the disadvantages of coding deletion and the coding boundary is too absolute during the practical operation [5] . It is difficult to determine the regularization coefficient for SVM and ANN has the problems of slow convergence and easy to fall into local optimum [6, 7] .
In view of this, the paper firstly constructs the classified deep auto-coding network model, and uses the typical classification data set to analyze and verify its classification performance [8] . Then, a new method of transformer fault diagnosis based on classified deep auto-coding network is proposed combined with the characteristics of oil chromatography data and fault types. The method uses the large number of unlabeled samples at the project site to carry out pre-training and optimize the model parameters, so it can effectively solve the transformer fault classification problem and improve fault diagnosis accuracy with a small number of labels to fine-tune the sample. Finally, the method is validated by engineering examples and compared with BPNN and SVM fault diagnosis method.
Deep auto-encoder network

Pre-training
The pre-training process is essentially the process of initializing the network parameters. By using the unsupervised feature optimization algorithm, the network parameters which need to initialize are the connection weights between the layers and the bias values of the neurons[ [9, 10] . To 1 layer AE, its network structure is shown in Figure 1 . A basic AE can be regarded as a 3-layer neural network structure including the input layer, the hidden layer and the output layer [11] , where the output layer is the same size as the input layer. The encoding process is from the input layer to the hidden layer and the decoding process is from the hidden layer to the output layer. Supposed f and g denote the encoding and decoding functions respectively, then the both processes can be expressed by formula (1) and formula (2) .
(2) Where: Sf and Sg are usually taken as sigmoid function; W is the weight matrix between the input layer and the hidden layer;W is the weight matrix between the hidden layer and the output layer, it is usually taken as W T ; p and q are the bias vectors of the hidden and output layers, respectively. For the convenience of the following, the parameters of AE are denoted by θ, θ = {W, p, q}.
Supposed the training sample set S={x(1), x(2),…,x(N)}, the process of pre-training AE is essentially the process of using S to train the parameter θ. So we firstly need to define a training target, the decoded y should be as close as possible to the input x, which can be characterized by the reconstruction error function L (x, y). L (x, y) is defined as:
Based on the reconstruction error function, the loss function of the training data set S is shown in formula (4). Then using the gradient descent method to minimize the loss function can get the parameter θ of the layer AE.
After the completion of the training, the output vector of the hidden layer unit is used as the input of the next layer, and the training of the next layer AE will be followed by iteration until the training process of the whole depth auto-coding network is completed.
Fine-tuning
From the above pre-training process, it is known that the other layer parameters will be fixed when training the parameters of each layer AE. In order to get better results, using the label data set after the pre-training to adjust all the parameters of the entire deep auto-coding network to achieve global optimum, the process is fine-tuning. The fine-tuning after the completion of pre-training would have a better effect than the direct training using the BP algorithm on the randomized initial weight, since the latter tends to fall into local optimum.
Transformer Fault Diagnosis Method Based on CDAEN
Selecting the Sample Data
In order to avoid skewing of the sample sets and ensure to obtain enough samples, it is suitable to select the on-line monitoring data of oil chromatography in a short period before and after the transformer fault. The data including the normal data and fault data can be used as pre-training sample. A small number of label samples used in the fine-tuning process can be obtained by collecting test data of the same type faulty transformer.
Selecting the Feature Variable
According to the characteristics of on-line monitoring data of oil chromatography, the content of these five characteristic gases including H2, CH4, C2H6, C2H4, C2H2 is selected as the input of the CDAEN. The difference in the dissolved gas analysis data in the oil is relatively large. In order to reduce the difference between the input data and calculation error, the gas content is normalized by the formula (5) to improve the diagnostic accuracy. x is the content value of the gases after standardization (i=H2, CH4, C2H6, C2H4, C2H2); x0 is the original content value of the gases; xmean is the content average value of the gases in training set or test set x; xstd is the standard deviation of the gases.
Transformer Status Encoding
Transformer fault diagnosis is a multi-classification task, and the diagnostic results can be divided into 6 type [12] : normal, medium-low temperature overheating, high temperature overheating, partial discharge, low energy discharge and high energy discharge. The process of encoding is shown in Table 2 . 
Transformer Fault Diagnosis Model Based on CDAEN
The transformer fault diagnosis model based on CDAEN is shown in Figure 3 . The inputs of the model are the five feature gas content values of the oil chromatography on-line monitoring (standardized processing), and the output through the top-level Softmax classifier is the probability value belonging to different states of the corresponding samples. 
Analysis of Engineering Example
In the paper, the on-line monitoring data of oil chromatography in a short period before and after the failure of the transformer was adopted and the data is clustered by DBSCAN algorithm. A total of 1500 samples data were selected as the pre-training set, and 300 sets test data collected at the engineering site of the same type fault transformer were used as the fine-tuning set and the test set in 2: 1 respectively. For the transformer fault diagnosis method based on CDAEN, the network parameters W, a, b are initialized to the random smaller values following the Gaussian distribution, the initial learning rate p is set to 0.1, the network update rate coefficient is set to 0.001, the maximum number of iterations is 1500, and the test is conducted according to the measured data as follows.
Fault Diagnosis of Different AE Layers
The average accuracy of the diagnosis is tested when the number of AE layers is 0~10, and the result is shown in figure 4 . When the number of AE layers is 3, the average accuracy is very high. Since then, the correct rate increases slowly as the number of AE layers increases. In the actual training, with the increase of the number of AE layers, the training time is linearly increased. 
Fault Diagnosis with the Different Pre -training
The pre-training set was tested at 100, 500, 1000 and 1500 respectively. The results are shown in Table 2 . Only the label samples can be used to train for the transformer fault diagnosis method based on BPNN and SVM. In this paper, the fault diagnosis of different training sets is tested and the results are shown in Table 4 . In the table, str and rl are the maximum value of training iterations and the learning rate of BPNN respectively. C and γ are the SVM regularization coefficients and kernel function parameters respectively. The initial values of these parameters are determined by experiments. Through the comparison of the fault diagnosis results in Table 2 and Table 3 , the fault diagnosis method based on CDAEN proposed in this paper is more precise than the fault diagnosis method based on BPNN and SVM. In the test, it is found that the average accuracy of the transformer fault diagnosis method based on CDAEN will increase with the increase of the training set, but the growth trend will gradually slow down. The average accuracy of diagnosis method based on BPNN and SVM is basically the same when the training set is more than 200. It is not suitable for the training of large data samples and the scalability is poor.
Conclusion
a. The CDAEN model is constructed and the classification performance of it is analyzed. The test of typical data set shows that the CDAEN model is suitable for multi-classification problem.
b. A method of transformer fault diagnosis based on CDAEN is proposed in this paper. It can overcome the shortcomings of unlabeled sample training and improve the utilization rate of unlabeled samples at the engineering site.
c. The analysis of engineering examples shows that the average accuracy of fault diagnosis method based on CDAEN increases with the pre-training set. The method is suitable for the training of a large number of samples. Compared to the BPNN and SVM method, the average accuracy of the fault diagnosis based on CDAEN can meet the engineering needs better .
[6] Fu Qiang, Chen Tefang, Zhu Jiaojiao. Transformer Fault Diagnosis Using Self-Adaptive RBF Neural Network Algorithm, J. High Voltage Engineering, 2012, 38(6): 1368-1375. 
