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Abstract This paper presents an expert system to select a 
most suitable discrete Multi-Criteria Decision Making (MCDM) 
method using an approach that analyses problem characteristics, 
MCDM methods characteristics, risk and uncertainty in inputs 
and applies sensitivity analysis to the inputs for a decisional 
problem. Outcomes of this approach can provide decision 
makers with a suggested candidate method that delivers a robust 
outcome. Numerical examples are presented where two MCDM 
methods are compared and one is recommended by calculating 
the minimum percentage change in criteria weights and 
performance measures required to alter the ranking of any two 
alternatives. A MCDM method will be recommended based on a 
best compromise in minimum percentage change required in 
inputs to alter the ranking of alternatives. 
Keywords Discrete; intelligent selection; problem 
characteristics; risk; robustness; uncertainty 
I. INTRODUCTION
Different real-life problems require different decision-
making techniques. Often, limited guidelines are provided to 
aid users to select an appropriate decision-making method. 
There is no method superior to another, but there is a method 
or a subset of methods more suitable to a specific type of 
decisional problem. 
Multiple Criteria Decision Making (MCDM) methods are 
often considered as important and reliable techniques in 
decision making science. MCDM methods are a group of 
methods and techniques that allow decision makers to deal and 
integrate with predefined numerous and conflicting criteria to 
assess alternatives in order to reach a best compromise and 
feasible solution. Raju and Kumar defined MCDM as the 
process that enables decision makers to deal with conflicting 
real world quantitative and or qualitative multi-criteria 
problems, and to provide best-fit alternatives from a set of 
alternatives in certain, uncertain, or risky situations [1]. 
Since their development in the 1960s, MCDM methods 
have been criticized for many reasons, Olson, Mechitov and 
Moshkovich [2] claimed that MCDM methods outputs cannot 
be checked for accuracy since MCDM methods often have 
different aggregation algorithms and integrate input sets 
differently. Moreover, the authors in [2] stressed that it is 
difficult to compare different MCDM methods. Mutikanga [3] 
identified some further of criticisms: 
Different MCDM methods might provide different 
outcomes when applied to the same problem. 
Selecting a MCDM method from a set of methods 
might be considered a multi criteria problem. Many 
researchers referred to this problem as a 
-criteria problem
but are against using a multi-criteria method for 
selection [4]-[6]. 
Personal experience and other factors might influence 
and bias the decision process, especially when obtaining 
performance measures and criteria weights. 
Different methods use different aggregation procedures 
to obtain the overall score of alternatives. Important 
information might be lost due to a compensation 
oor performances on 
criteria. 
Most humans are capable of working with a finite and 
small number of criteria at the same time [7]. To cope with 
multiple conflicting criteria problems, decision makers prefer 
to apply MCDM methods. 
Risk and uncertainty could be sources of distortion in 
making decisions. Decision makers are encouraged to use more 
complex scientific decision-making techniques that are less 
vulnerable to distortion in such environments. MCDM methods 
might provide a good example of such techniques and could 
provide a suitable outcome. 
Most real-life problems are associated with risk and 
uncertainty. Risk is an uncertain event that if it occurs, might 
have a positive or negative effect on the final outcome. For 
decision makers to provide more satisfactory outcomes, risk 
and uncertainty should be recognized and mitigated. Decision 
makers should avoid risks with negative impact, and exploit 
and enhance risks with positive impact [8]. Decisions should 
be revised and validated after each step of a decisional process. 
Invalid or inappropriate decisions should be reviewed. This 
feedback loop could enhance the decisional process and 
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provide decision makers with a better vision of the impact of 
risk and uncertainty to the outcome. 
Since different decision-making techniques have different 
advantages and disadvantages, the choice of method used has a 
significant importance to the final outcome. Applying different 
MCDM methods to the same decisional problem could 
generate different outcomes [9]. The use of an inappropriate 
MCDM method could lead to inappropriate decisions [10], 
[11]. This paper will explore a number of factors affecting the 
choice of MCDM methods, proposes a software tool to 
recommend a subset of candidate methods and conduct 
sensitivity analysis on inputs of decisional problems to 
recommend a method with the most robust outcome. 
Many researchers identified the need for a MCDM 
selection expert system [4]-[6], [9]-[20], MacCrimmon [19] 
was probably the first to identify the significance of MCDM 
methods selection problems. He developed a tree diagram that 
included illustrative application examples to help potential 
users in identifying MCDM methods specifications and 
classifications 
Roy and Slowinski [20] criticized other researchers 
attempts in comparing different MCDM methods based on 
their outcome 
20] preferred to view MCDM
methods as tools for better understanding the decisional 
problem, exploring studying, and evaluating different 
possibilities, rather than considering MCDM methods as a tool 
for making decisions. 
II. FACTORS TO BE CONSIDERED
Researchers [2], [4]-[6], [18] identified factors that affected 
the selection process: 
and experience for a method, the availability of software tool to 
apply a method and ease of use and application. Considering 
the large number of MCDM methods available, several authors 
attempted to develop selection approaches, Ozernoy [10] stated 
that it is impossible to include all types of decisional problems, 
all existing MCDM methods, assumptions and preference 
information in one selection expert system. 
Analysis of MCDM problems and methods exposed ten 
factors to be considered when developing a new expert system. 
These factors are: 
Problem characteristics: 
Nature of alternative set: 
o Continuous or discrete.
Type of input set:
o Qualitative, quantitative, or mixed.
Nature of information considered:
o Deterministic, non-deterministic, or mixed.
Type of decision problem addressed:
o Choice, ranking, description, or sorting.
Type of preference mode considered: 
o Pairwise comparisons, performance measures.
MCDM methods characteristics: 
Type of ordering of alternatives: 
o Total order, partial order, or interval.
Criteria measure scale:
o Nominal, ordinal, absolute, or ratio.
Type of preference structure considered.
o Preference, indifference, or incomparability.
Availability of software tool to support method 
application. 
Ease of use that include: Ease of method understanding, 
user friendliness of software tool, previous experience 
and knowledge, and time needed to apply a method. 
A novel MCDM expert system was developed using Visual 
Basic .net (Vb.net) programming language within Microsoft 
visual Studio (2012). A screen shot of the user interface is 
shown in Fig. 1. 
The authors used Vb.net because of its ease of use, straight 
forward symbol set and relatively simple user interface. 
Fig. 1. New expert system user interface. 
The expert system recommended a set of candidate 
methods to decision makers according to their answers to the 
10 questions about factors mentioned earlier. Sensitivity 
analysis is conducted on the candidate methods to recommend 
a method that provided the most robust outcome and best suits 
the decisional problem. 
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III. NUMERICAL EXAMPLES
This section describes two examples of applying sensitivity 
analysis to select the most suitable MCDM method from a 
subset of candidate methods. Numerical Example 1 used Voice 
of Customer, part I, Prioritizing Market Segment Preview 
Sample Decision from Expert Choice Sample Models [21]. 
Numerical Example 2 was randomly generated. For more 
numerical examples and applications of the new expert system 
please contact the authors at: Malik.haddad@port.ac.uk. 
A. Numerical Example 1
This subsection considered a decisional problem proposed
by Zultner [21] with a set of four criteria and four alternatives 
shown in Table I. 
TABLE I. DECISION MATRIX FOR NUMERICAL EXAMPLE 1 [21] 
   Criteria 
Alt. 
C1 = 
0.115 
C2 = 
0.503 
C3 = 
0.322 
C4 = 
0.060 
A1 0.467 0.139 0.188 0.565 
A2 0.067 0.101 0.063 0.262 
A3 0.267 0.520 0.312 0.118 
A4 0.200 0.240 0.437 0.055 
The expert system presented in this paper was applied, 10 
questions addressing the factors mentioned in the previous 
section were asked as shown in Fig. 2. A screen shot of the 
expert system is shown in Fig. 3. Answers to these questions 
were: 
Nature of alternative set? 
o Discrete.
Type of input set?
o Quantitative.
Nature of information considered?
o Deterministic.
Type of decision problem addressed?
o Ranking.
Type of preference mode considered? 
o Pairwise comparisons.
Type of ordering of alternatives?
o Total order.
Criteria measure scale?
o Absolute.
Type of preference structure considered.
o Preference.
Fig. 2. Expert system branch for numerical Example 1. 
Fig. 3. Screen shot of the new expert system for numerical Example 1. 
Candidate methods suggested by the expert system were: 
The Analytical Hierarchy Process (AHP) 
Best Worst Method (BWM) 
Preference Ranking Organization METHod for 
Enrichment Evaluations II (PROMETHEE II) 
Elimination Et Choix Traduisant la Realite III, 
(Elimination and Choice Expressing Reality III), 
(ELECTRE III) 
Type of preference structure considered 
Preference
Criteria measure scale 
Absolute 
Type of ordering of alternatives 
Total order 
Type of performance measures considered 
Pairwise comparisons 
Type of decision problem addressed 
Ranking 
Nature of information considered 
Deterministic 
Type of input set 
Quantitative 
Nature of alternative set 
Discrete 
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AHP and PROMETHE II were selected as examples from 
the group of candidate methods due to software availability and 
ease of use. AHP provided the following ranking of 
alternatives: A3 > A4 > A1 > A2, with a global score of 
alternatives: A1 = 0.218, A2 = 0.092, A3 = 0.394 and A4 = 
0.296. PROMETHEE II provided the same ranking of 
alternatives: A3 > A4 > A1 > A2, with a net flow of alternatives: 
1) = -0.100, 2) = -0.920, 3) = 0.6287 4) =
0.3913. 
AHP and PROMETHEE II methods delivered the same 
ranking of alternatives. Sensitivity analysis was conducted on 
both methods  outcomes to recommend a method that best suits 
this decisional problem and provided the most robust outcome. 
Minimum percentage change required to alter the ranking of 
alternatives for the most critical criterion weight and most 
critical performance measure was calculated. Results are 
shown in Tables II, III, IV and V. 
The most critical criterion in this example using AHP was 
the second criterion (C2), signified by the smallest value (bold 
number) in Table II. This value represented the minimum 
percentage change required in the weight of criterion two to 
change the ranking of alternatives three and four, where a 
53.678% decrease in its weight changed the ranking of 
alternatives three and four (A4 > A3). 
The most critical criterion in this example using 
PROMETHEE II was the second criterion (C2), the smallest 
value (bold number) in Table III. This value represented the 
minimum percentage change required in the weight of criterion 
one to change the ranking of alternatives. Where a 56.262% 
decrease in its weight preferred alternative four to alternative 
three (A4 > A3). 
TABLE II. PERCENTAGE CHANGE IN CRITERIA WEIGHTS FOR NUMERICAL 
EXAMPLE 1 USING AHP 
Criteria Percentage change New Ranking 
C1 176.521 A3 > A1 > A4 > A2 
C1 363.478 A1 > A3 > A4 > A2 
C2 -53.678 A4 > A3 > A1 > A2 
C2 -86.481 A4 > A1 > A3 > A2 
C3 -97.826 A3 > A1 > A4 > A2 
C3 93.789 A4 > A3 > A1 > A2 
C4 211.667 A3 > A1 > A4 > A2 
C4 446.667 A1 > A3 > A4 > A2 
C4 781.667 A1 > A3 > A2 > A1 
C4 1066.667 A1 > A2 > A3 > A4 
TABLE III. PERCENTAGE CHANE IN CRITERIA WEIGHTS FOR NUMERICAL 
EXAMPLE 1 USING PROMETHEE II 
Criteria Percentage change New ranking 
C1 213.043 A3 > A1 > A4 > A2 
C1 404.348 A1 > A3 > A4 > A2 
C2 -56.262 A4 > A3 > A1 > A2 
C3 58.385 A4 > A3 > A1 > A2 
C4 316.667 A3 > A1 > A4 > A2 
C4 566.667 A1 > A3 > A4 > A2 
C4 783.333 A1 > A3 > A2 > A4 
C4 1100 A1 > A2 > A3 > A4 
TABLE IV. PERCENTAGE CHANGE IN PERFORMANCE MEASURES FOR 
NUMERICAL EXAMPLE 1 USING AHP 
Performance 
Measure 
Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C2 90 A3 > A1 > A4 > A2 
A2C2 N/F -- 
A3C2 -30 A4 > A3 > A1 > A2 
A4C2 -65 A3 > A1 > A4 > A2 
A1C3 79 A3 > A1 > A4 > A2 
A2C3 N/F --
A3C3 -84 A4 > A3 > A1 > A2 
A4C3 -39 A3 > A1 > A4 > A2 
A4C3 100 A4 > A3 > A1 > A2 
A1C4 N/F --
A2C4 N/F --
A3C4 N/F --
A4C4 N/F --
The most critical performance measure in this example 
using AHP was (A3C2), the smallest value (bold number) in 
Table IV. This value represented the minimum percentage 
change required in the performance measure (A3C2) to change 
the ranking of alternatives three and four (A3 & A4), where a 
30% decrease its value changed the ranking of alternatives 
three and four (A4 > A3). 
The most critical performance measures in this example 
using PROMETHEE II were (A3C2) and (A4C2), identified by 
the smallest values (bold numbers) in Table V. These values 
represented the minimum change required in the performance 
measure (A3C2) to change the ranking of alternative three and 
four, where a 36% decrease its value made alternative four 
preferred to alternative three (A4 > A3), and the minimum 
percentage change required in the performance measure (A4C2) 
to change the ranking of alternative one and four, where a 36% 
decrease in its value made alternative one preferred to 
alternative four (A1 > A4). N/F shown in Tables IV and V 
stands for a non-feasible value. 
TABLE V. PERCENTAGE CHANGE IN PERFORMANCE MEASURES FOR 
NUMERICAL EXAMPLE 1 USING PROMETHEE II 
Performance 
Measure 
Percentage change New ranking 
A1C1 N/F -- 
A2C1 N/F -- 
A3C1 N/F -- 
A4C1 N/F -- 
A1C2 57 A3 > A1 > A4 > A2 
A2C2 N/F -- 
A3C2 -36 A4 > A3 > A1 > A2 
A3C2 -57 A4 > A1 > A3 > A2 
A4C2 -36 A3 > A1 > A4 > A2 
A4C2 -70 A4 > A3 > A1 > A2 
A1C3 87 A3 > A1 > A4 > A2 
A2C3 N/F -- 
A3C3 -74 A4 > A3 > A1 > A2 
A4C3 -43 A3 > A1 > A4 > A2 
A1C4 N/F -- 
A2C4 N/F -- 
A3C4 N/F -- 
A4C4 N/F -- 
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TABLE VI. DECISION MATRIX FOR NUMERICAL EXAMPLE 2 
    Criteria 
Alt. 
C1 = 0.600 C2 = 0.300 C3 = 0.100 
A1 0.500 0.130 0.270 
A2 0.380 0.390 0.500 
A3 0.120 0.480 0.230 
B. Numerical Example 2
This subsection considered a decisional problem with a set
of three criteria and three alternatives shown in Table VI. The 
expert system presented in this paper was applied as shown in 
Fig. 2. A screen shot of the expert system is shown in Fig. 3. 
Answers to the 10 questions addressing the factors mentioned 
in the previous section were the same as the previous 
numerical example. 
Candidate methods suggested by the expert system were: 
AHP 
BWM 
PROMETHEE II 
ELECTREE III 
AHP and PROMETHE II methods were selected from the 
group of candidate methods due to software availability and 
ease of use. AHP provided the following ranking: A2 > A1 > 
A3, with a global score of alternatives: A1 = 0.363, A2 = 0.395 
and A3 = 0.242. PROMETHEE II provided the following 
ranking: A1 > A2 > A3 1) = 
0.300, 2) =0.100, 3) = -0.400. 
AHP and PROMETHEE II methods delivered different 
ranking for alternatives. Sensitivity analysis was conducted on 
 recommend a method that best suits 
this decisional problem and provided the most robust outcome. 
Minimum percentage change required to alter the ranking of 
alternatives for the most critical criterion weight and most 
critical performance measure was calculated. Results are 
shown in Tables VII, VIII, IX and X. 
The most critical criterion in this example using AHP was 
the first criterion (C1), signified by the smallest value (bold 
number) in Table VII. This value represented the minimum 
percentage change required in the weight of criterion one to 
change the ranking of alternatives one and two, where a 
14.333% increase in its weight changed the ranking of 
alternatives one and two (A1 > A2). 
TABLE VII. PERCENTAGE CHANGE IN CRITERIA WEIGHTS FOR NUMERICAL 
EXAMPLE 2 USING AHP 
Criteria Percentage change New Ranking 
C1 -95.333 A3 > A2 > A1 
C1 -31.667 A2 > A3 > A1 
C1 14.333 A1 > A2 > A3 
C2 -33.667 A1 > A2 > A3 
C2 60.667 A2 > A3 > A1 
C2 147.667 A3 > A2 > A1 
C3 N/F -- 
TABLE VIII. PERCENTAGE CHANE IN CRITERIA WEIGHTS FOR NUMERICAL 
EXAMPLE 2 USING PROMETHEE II 
Criteria Percentage change New ranking 
C1 -18.333 A2 > A1 > A3 
C1 -36.667 A2 > A3 > A1 
C1 -68.333 A3 > A2 > A1 
C2 40 A2 > A1 > A3 
C2 63.333 A2 > A3 > A1 
C2 80 A3 > A2 > A1 
C3 160 A2 > A1 > A3 
The most critical criterion in this example using 
PROMETHEE II was the first criterion (C1), the smallest value 
(bold number) in Table VIII. This value represented the 
minimum percentage change required in the weight of criterion 
one to change the ranking of alternatives. Where a 18.333% 
decrease in its weight preferred alternative two to alternative 
one (A2 > A1). 
The most critical performance measure in this example 
using AHP was (A1C1), the smallest value (bold number) in 
Table IX. This value represented the minimum percentage 
change required in the performance measure (A1C1) to change 
the ranking of alternatives one and two (A1 & A2), where an 
8% increase in its value changed the ranking of alternatives one 
and two (A2 > A1). N/F shown in Tables IX and X stands for a 
non-feasible value. 
The most critical performance measures in this example 
using PROMETHEE II was (A3C2), identified by the smallest 
values (bold numbers) in Table X. This value represented the 
minimum change required in the performance measure (A3C2) 
to change the ranking of alternative one and two, where a 11% 
decrease in its value made alternative two preferred to 
alternative one (A2 > A1). 
TABLE IX. PERCENTAGE CHANGE IN PERFORMANCE MEASURES FOR 
NUMERICAL EXAMPLE 2 USING AHP 
Performance 
Measure 
Percentage change New ranking 
A1C1 8 A1 > A2 > A3 
A1C1 -33 A2 > A3 > A1 
A2C1 -10 A1 > A2 > A3 
A2C1 -57 A1 > A3 > A2 
A3C1 N/F -- 
A1C2 64 A1 > A2 > A3 
A2C2 -19 A1 > A2 > A3 
A3C2 27 A1 > A2 > A3 
A1C3 71 A1 > A2 > A3 
A2C3 -39 A1 > A2 > A3 
A3C3 N/F -- 
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TABLE X. PERCENTAGE CHANGE IN PERFORMANCE MEASURES FOR 
NUMERICAL EXAMPLE 2 USING PROMETHEE II 
Performance 
Measure 
Percentage change New ranking 
A1C1 -14 A2 > A1 > A3 
A1C1 -62 A2 > A3 > A1 
A2C1 18 A2 > A1 > A3 
A2C1 -58 A1 > A3 > A2 
A3C1 N/F -- 
A1C2 N/F -- 
A2C2 13 A2 > A1 > A3 
A3C2 -11 A2 > A1 > A3 
A1C3 N/F -- 
A2C3 N/F -- 
A3C3 N/F -- 
IV. DISCUSSION
This paper applied different MCDM methods to the same 
decisional problems and the results showed that different 
MCDM methods might deliver different outcomes. They had 
different sensitivity towards changes in inputs (i.e. risk and 
uncertainty), because different methods treat performance 
measures and criteria weights differently. Criteria weights and 
performance measures often have different impacts on the final 
outcome [22]. Hobbs [11] claimed that when two MCDM 
methods delivered considerably different outcomes then, at 
least one method is invalid. 
When risk and uncertainty are expected to affect criteria 
weights, then a method that is least vulnerable to fluctuations 
to criteria weights should be recommended to the decisional 
problem. 
Example 1 showed that AHP required a 53.678% decrease 
to the most critical criterion weight to alter the ranking of 
alternatives, while PROMETHEE II required a 56.262% 
decrease to the most critical criterion weight to alter the 
ranking of alternatives. Both methods delivered the same 
outcomes, but AHP was 1.048 times more sensitive to 
fluctuations in the most critical criterion weight than 
PROMETHEE II. Thus, PROMETHEE II was recommended 
for that decisional problem. 
Example 2 showed that AHP required a 14.333% increase 
to the most critical criterion weight to alter the ranking of 
alternatives, while PROMETHEE II required an 18.333% 
decrease to the most critical criterion weight to alter the 
ranking of alternatives. Both methods delivered different 
outcomes. AHP was 1.279 times more sensitive to fluctuations 
in the most critical criterion weight than PROMETHEE II. 
Thus, PROMETHEE II was recommended for that decisional 
problem. 
When risk and uncertainty are expected to affect 
performance measures, then, a method that is least vulnerable 
to fluctuations to performance measures would be 
recommended for the decisional problem. 
Example 1 showed that AHP required a 30% decrease to 
the most critical performance measure score to alter the 
ranking of alternatives, while PROMETHEE II required a 36% 
decrease to the most critical performance measure score to alter 
the ranking of alternatives. AHP was 1.2 times more sensitive 
to fluctuations in most critical performance measure than 
PROMETHEE II. Thus, the expert system recommended 
PROMETHEE II for this decisional problem. 
Example 2 showed that AHP required an 8% increase to the 
most critical performance measure score to alter the ranking of 
alternatives, while PROMETHEE II required an 11% decrease 
to the most critical performance measure score to alter the 
ranking of alternatives. AHP was 1.375 times more sensitive to 
fluctuations in the most critical performance measure than 
PROMETHEE II. Thus, the expert system recommended 
PROMETHEE II for this decisional problem. 
When risk and uncertainty are expected to affect both 
criteria weights and performance measures then a method that 
is least vulnerable to fluctuations in criteria weights and 
performance measures should be recommended to the 
decisional problem. In some cases, a compromise between 
these factors is recommended. 
Example 1 showed that both methods delivered relatively 
robust outcomes. AHP was more vulnerable than 
PROMETHEE II to fluctuations in both criteria weights and 
performance measures. Recommending PROMETHEE II to 
that decisional problem would provide a more robust outcome 
with less vulnerability to risk and uncertainty. 
Example 2 showed that both methods delivered different 
outcomes. Both methods were relatively vulnerable to 
fluctuations in both criteria weights and performance measures. 
AHP was more vulnerable than PROMETHEE II to 
fluctuations in both criteria weights and performance measures. 
Recommending PROMETHEE II for that decisional problem 
provided a more robust outcome with less vulnerability to risk 
and uncertainty. 
V. CONCLUSIONS
Due to the large number of existing MCDM methods, 
potential users are encouraged to learn more about MCDM 
methods and problem characteristics to select the method that 
best suits their decisional problem, and avoid potential 
dissatisfaction. 
This paper proposed an expert system to recommend a 
MCDM method from a subset of candidate methods based on 
the sensitivity of output to changes in input. 
The authors are not suggesting that one MCDM method is 
better than another, but one MCDM method delivers a more 
robust outcome than another for a specific decisional problem. 
Risk and uncertainty to inputs (i.e. performance measures and 
criteria weights) should be analyzed when recommending a 
MCDM method for a specific problem. Sensitivity analysis 
should be conducted on performance measures and criteria 
weights to give a best compromise recommendation. 
The decision-making methods will now be applied to some 
real-world engineering problems [23]-[30]. 
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