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Abstract 
 
The technique of Fluorescence Lifetime Imaging Micros opy (FLIM) has been 
employed to quantitatively and spatially map the fluid composition and temperature 
within microfluidic systems.   
A molecular probe with a solvent-sensitive fluorescence lifetime has been 
exploited to investigate and map the diffusional mixing of fluid streams under 
laminar flow conditions within a microfluidic device.  Using FLIM, the fluid 
composition is mapped with high quantification and spatial resolution to assess the 
extent of mixing.  This technique was extended to quantitatively evaluate the mixing 
efficiency of a range of commercial microfluidic mixers employing various mixing 
strategies, including the use of obstacles fabricated within the channels.   
A fluorescently labelled polymer has been investigated as a new probe for 
mapping temperature within microfluidic devices using FLIM.  Time Correlated 
Single Photon Counting (TCSPC) measurements showed that the average 
fluorescence lifetime displayed by an aqueous solution of the polymer depended 
strongly on temperature, increasing from 3 ns to 13.5 ns between 23 and 38 oC.  This 
effect was exploited using FLIM to provide high spatial resolution temperature 
mapping with sub-degree temperature resolution within microfluidic devices. 
A temperature-sensitive, water-soluble derivative of the rhodamine B 
fluorophore, effective over a wide dynamic temperature range (25 to 91 oC) has been 
used to map the temperature distribution during the mixing of fluid streams of 
different temperatures within a microchannel.  In addition, this probe was employed 
to quantify the fluid temperature in a prototype microfluidic system for DNA 
amplification.  
FLIM has been demonstrated to provide a superior app oach to the imaging 
within microfluidic systems over other commonly used techniques, such as 
fluorescence intensity and colourimetric imaging. 
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Microfluidics has promised to revolutionise chemical analysis,1;2 synthesis3-5 and 
biotechnology,6 by combining processes such as mixing, separation, reaction and 
detection in a single device. These systems functio as “labs-on-a-chip”7, otherwise 
know as micro total analysis systems (µ-TAS), creating a technology that can be low-
cost, high-throughput, miniaturised, and automated.  Over the past decade the 
number and range of microfluidic applications has exponentially grown and this is 
now an accepted technology, used both in newly developing areas of lab-on-a-chip 
analytical devices and the more established inkjet printing applications.8  The steady 
uptake of microreactor technologies both within commercial and academic 
environments is exploiting the benefits of miniaturisation offered by flow chemistry 
over traditional batch methodologies.   Microfluidics is now a global business due to 
benefits offered by miniaturisation and commercial uptake is expected to further 
increase.9   
 
There are many advantages in reducing the size of diagnostic devices to the 
micrometer or even nanometer range, but in scaling down devices there are issues 
concerning transport processes, fluid mixing and temp rature measurement, all of 
which are fundamental to control processes at the microscale.10 Irrespective of which 
techniques are employed to create flow through microfluidic devices, it is crucial to 
obtain flow conditions which allow reagents to mix in a controlled and managed 
process, in which the temperature and composition variations with time are known 
and controlled as precisely as possible.11;12 It is essential, therefore, that techniques 
capable of visualizing fluid composition and temperatu e with high quantification 
and spatial resolution are found.  This will allow testing of prototype devices, and 
will provide essential experimental data to guide th development of theoretical and 
experimental models and validate computational simulations. Computational fluid 
dynamics models have proved useful in preliminary microfluidic designs, but a 
rigorous understanding of the fundamental principles of microfluidics would lead to 
the development of better models for complex microfluidic devices.13   
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Within this thesis a superior approach to the imaging of microfluidic systems using 
Fluorescence Lifetime Imaging Microscopy (FLIM) is described.  Chapter 4 
describes a system employed to quantitatively and spatially map fluid mixing within 
microfluidic systems.  As an extension, the technique has been exploited to evaluate 
the mixing efficiency of various commercial microfluidic mixers in Chapter 5.   
 
In addition to mixing, temperature measurements within microfluidic systems are 
essential for numerous applications, including controlling many chemical and 
biological interactions.  Chapter 6 presents a novel polymer probe for high resolution 
temperature mapping offering sub-degree resolution.  In addition, results are 
presented using a molecular probe with a temperature sensitivity extended over a 
wide, practical temperature range from room temperature to over 90 oC.  This has 
been used to image the temperature distribution during mixing of fluids of different 
temperatures and for static fluid temperature measur ments within devices designed 
to perform temperature-sensitive DNA amplification. 





The work presented in this thesis makes use of a number of theoretical principles.  
The main technique used throughout this study is time-resolved fluorescence 
spectroscopy which forms the basis of Fluorescence Lifetime Imaging Microscopy 
(FLIM). The fundamental photophysical theory which underpins the research 
presented in subsequent chapters will be outlined here to provide the understanding 
necessary to appreciate the results and their implications. A brief theoretical 
description of pressure-driven microfluidic flows will also be given, that will enable 
the reader to understand the essential features of the microfluidic systems studied. 
 
2.1 Absorption of light 
 
Molecules have discrete energy levels, which depend on the rotational, vibrational 
and electronic structure of the specific molecule.  The ability of a molecule to absorb 
and emit radiation is dependent on these characteristic energy levels.  The absorption 
by a molecule of a photon of light, with energy E, equal to the difference between 
energy states, can promote the transition of an electron from the ground electronic 





Figure 2.1: Absorption of radiation with energy E, resulting in an electronic 
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Electrons are described within a particular electronic state by their spin quantum 
number (ms), with values ms = +½ or -½.  This can also be expressed by their 
orientation as spin-down or spin-up orientations, as depicted in Figure 2.2, with the 
direction of the arrows representing the values of +½ or -½.  For a specified 
electronic state the total spin quantum number (S) is given by the vector addition of 
the individual spin quantum numbers.  The spin multiplicity of an electronic state is 
defined as 2S+1.   
 
If a molecule has 2 electrons in its highest occupied molecular orbital, in the ground 
state these have opposing spins of +½ or -½., hence S=0 and the multiplicity (2S+1) 
of this state is one.  This is referred to as a singlet state (Figure 2.2a). In an excited 
state, the electrons will either remain opposing (Fi ure 2.2b) with S=0 or can adopt 
parallel spins (Figure 2.2c) with S=1 and a multiplicity of three, which is known as a 
triplet state.  It should be noted that triplet states are not populated by absorption but 










(a) Singlet ground state       (b) Singlet excited state     (c) Triplet excited state 
       S=0                       S=0                          S=1                         
       Multiplicity (2S+1) =1          Multiplicity (2S+1) =1           Multiplicity (2S+1) =3 
 
 
Figure 2.2: Pictorial representation of singlet and triplet states.  The direction of the 
arrows represents the orientation for each electron as described by its spin quantum 
number (ms) with values of +½ or -½.  
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2.2 Photoluminescence 
 
Certain substances can emit light when they are excited by photons in the visible, 
near ultraviolet and x-ray region of the spectrum.  This phenomenon is called 
photoluminescence and can be divided into two categori s, namely fluorescence and 
phosphorescence.  Fluorescence and phosphorescence tra sitions differ in terms of 
the accompanying change in spin state. The electroni  transitions responsible for 
fluorescence do not involve a change in spin state.  As a consequence, fluorescence 
is short-lived with luminescence ceasing within nanoseconds of excitation.  In 
contrast, a change in electron spin (a formally forbidden process) accompanies 
phosphorescence emissions, which causes the radiation for a bulk sample to endure 
for a much longer time after termination of irradiation (milliseconds to seconds). 
2.3 De-excitation 
 
Any molecule in an excited state will return to the ground state, emitting the 
absorbed energy via a number of processes.  The main mechanisms by which de-
excitation can occur can be categorised into non-radiative and radiative decay 
processes.14  These processes are illustrated schematically using a Jablonski diagram 
(Figure 2.3), which illustrates the energy levels for a typical photoluminescent 
molecule.  If a molecule initially occupies the lowest vibrational energy level of its 
electronic ground state in a singlet state labelled So and then absorbs a photon of the 
correct energy, it can be excited to one of several vibrational energy levels in the first 
excited state, S1, or to higher electronically excited singlet states (e.g. S2).  
Relaxation to the ground state can occur by a number of mechanisms that are either 
radiationless in that no photons are emitted or involve the emission of a photon.  In 
Figure 2.3, the straight vertical arrows represent fluorescence and phosphorescence, 
which involve the release of a photon of energy.  The other deactivation steps as 
indicated by “wavy” arrows represent the radiationless processes, which compete 
with fluorescence. If deactivation by fluorescence is rapid with respect to the 
radiationless processes, then such emission will have a high probability and intense 
fluorescence will be observed.   
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Figure 2.3: A Jablonski diagram or partial energy level diagram for a 
photoluminescent system showing pathways for the deactivation of an excited state.15 
The lowest vibrational energy level for each electronic state is indicated by the 
thicker line.  
 
2.3.1  Non-radiative decay 
2.3.1.1 Vibrational relaxation 
 
Vibrational relaxation (VR) is a form of radiationless de-excitation in which a 
molecule in an excited vibrational energy level losses energy as it moves to a lower 
vibrational energy level in the same electronic state.  Vibrational relaxation occurs by 
transferring the energy from the excited molecule to its surroundings, for example, to 
neighbouring solvent molecules.  This relaxation method is extremely efficient and 
hence rapid, so that the average lifetime in an excit d vibrational energy level is of 
the order of picoseconds or less.  This period is significantly shorter than the average 
lifetime in an electronically excited state.  As a result, molecules which are excited to 
different vibrational energy levels of the same excit d electronic state quickly return 
to the lowest vibrational energy level of this excited state.   Hence, for most solvated 
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molecules, fluorescence only occurs from the lowest vibrational energy level of an 
excited state, i.e. from the levels which are thermally populated according to the 
Boltzmann distribution.  This is normally true for fluorophores in a condensed phase 
(close proximity of solvent or coordinating molecules to the fluorophore) and is more 
commonly known as Kasha’s rule.  This states that fluorescence emission of a 
fluorophore is independent of the excitation wavelength provided it is in a condensed 
phase.   
 
 
Figure 2.4 is helpful in explaining the significance of excitation and emission spectra 
to probe both the vibrational structure of the excited and ground states.   Excitation 
spectra can show the variation in the emission intensi y as a function of excitation 
wavelength and therefore contain information on the vibrational structure of the 
excited state, whereas emission spectra, which are obtained by monitoring the 
fluorescence emission intensity as a function of the emission wavelength, can 





Figure 2.4: Schematic representation of transitions that occur during the excitation 
and emission events of a fluorophore.  This also illustrates the consequence of the 
high efficiency of vibrational relaxation, resulting in emission from the ground 
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2.3.1.2 Internal conversion and Intersystem crossin g 
 
Internal conversion (IC) is another form of radiationless relaxation in which a 
molecule in the ground vibrational level of an excited electronic state passes directly 
into a high vibrational energy level of a lower energy electronic state of the same 
spin multiplicity (Figure 2.5a). By a combination of internal conversion and 
vibrational relaxation, a molecule in an excited electronic state may return to the 
ground electronic state without emitting a photon.   
 
Intersystem crossing (ISC) is a third form of radiationless relaxation in which a 
molecule in the ground vibrational energy level of an excited electronic state can 
pass into a high vibrational energy level of a lower energy electronic state with a 


















(a) Internal conversion        (b) Intersystem crosing 
 
Figure 2.5: Schematic representation of internal conversion (a) and intersystem 
crossing (b) between isoenergetic vibrational levels. 
 
 
External conversion is a related form of radiationless relaxation in which excess 
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2.3.2 Radiative Decay 
 
The relaxation of an electronically excited molecul by the emission of a photon of 
radiation is referred to as radiative decay.  Radiative decay can occur by two 
processes namely fluorescence and phosphorescence.  These processes are 
determined solely by the multiplicities of the states between which the transition 
occurs.  Phosphorescence occurs between states of different multiplicities, for 
example, by emission of a photon of light relaxation from an excited triplet state to a 
singlet ground state (dashed vertical lines in Figure 2.3).  Phosphorescence occurs 
when a molecule in the lowest vibrational energy level of an excited triplet electronic 
state relaxes to the ground state, following an intersystem crossing from an excited 
singlet state to a triple excited state (Figure 2.5b).  Whereas fluorescence is a 
radiative transition between electronic states of the same spin multiplicity, for 
example, by emission of a photon of light to relaxation from an excited single state to 
a singlet ground state (solid vertical lines in Figure 2.3).  Fluorescence decays rapidly 
after the excitation source is removed with the aver g  lifetime of the molecule in the 
excited state typically picoseconds to nanoseconds.  In comparison, phosphorescence 
may continue to emit light for some time after removing the excitation source, as the 
average lifetime is significantly longer, in the region of millisecond to seconds.  This 





Fluorescence occurs when a molecule in the lowest vibrational energy level of an 
excited electronic state returns to a lower energy electronic state by emitting a 
photon.  Since molecules usually return to their ground state by the fastest 
mechanism, fluorescence is only observed if it is a more efficient means of relaxation 
than the combination of internal conversion and vibrat onal relaxation.  These non-
radiative processes compete with those that lead to radiative decay.  
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 Fluorescence may return the molecule to any of the vibrational energy levels in the 
ground electronic state.  Hence fluorescence occurs over a range of wavelengths.  
The change in energy for the fluorescence transitio is generally less than that for 
absorption, the resulting fluorescence spectrum being shifted to a longer wavelength 
than its absorption spectrum (Figure 2.6).  This is a consequence of the efficiency of 
vibrational relaxation to the lowest vibrational level in an excited state, and is called 
the Stokes shift.  The Stokes shift is defined as the difference between the maximum 





Figure 2.6: Diagram illustrating the Stokes shift observed between the excitation 
(blue spectra) and emission (red spectra) spectra.  
 
 
2.4 Fluorescence decay kinetics 
 
Excited state decay obeys a first order kinetics process, hence an excited fluorophore 







F=−       Equation 2.1  
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where the rate constant, kF, is the sum of the rate constants for all the radiative and 
non-radiative decay processes (kF = kR + ΣkNR), therefore kF = kR + kIC + kISC + kVR + 
kquenching +….. etc.
14;16  Following integration of Equation 2.1, an expression for the 
concentration of the excited state as a function of time is provided as 
 
)exp(*][)*]([ 0 tkMtM F−=      Equation 2.2 
 
 
where [M*]o is the initial concentration of M
* at t=0.  The parameter monitored 
during fluorescence lifetime experiments is the fluorescence intensity, I, which is the 
rate of the emission of photons and is related to the excited state concentration by 
 
)*]([)( tMktI RF =      Equation 2.3 
 
 
Substituting for [M*]  from Equation 2.2 gives 
 
 
)exp(*][)( 0 tkMktI FRF −=     Equation 2.4 
 
Substituting for [M*]0 from IF(0)=kR[M*] 0, where IF(0) is the intensity at the time of 
the initial excitation pulse, into Equation 2.4 gives 
 
)exp()0()( tkItI FFF −=    Equation 2.5 
 
Therefore the intensity decays exponentially after th  initial excitation pulse.  The 
fluorescence lifetime of the excited state, τF, can be represented as τF = (1/kF).  The 
fluorescence lifetime of a molecule is defined as the time taken for the excited state 







= )0()(       Equation 2.6 
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Equation 2.6 relates the measured parameter of intensity to the fluorescence lifetime 
and enables its calculation experimentally.  Two methods have been employed in this 
thesis to determine the fluorescence lifetime, the first is Time Correlated Single 
Photon Counting (TCSPC) spectroscopy techniques and the second is Fluorescence 
Lifetime Imaging Microscopy (FLIM), which spatially resolves the fluorescence 
lifetime of a sample.  These will be discussed in more detail in later sections.   
 
2.5 Fluorescence quantum yield 
 
The efficiency of fluorescence can be expressed by the fluorescence quantum yield, 
ФF, which is the fraction of excited molecules returning to the ground state by 
fluorescence (Equation 2.7). 
 
 absorbed photons ofnumber 
emitted photons ofnumber 
 =Φ F     Equation 2.7 
 
The quantum yield can range from 1, when every molecule in an excited state 
undergoes fluorescence, to 0 when fluorescence does n t occur.  The fluorescence 






k τ==Φ         Equation 2.8 
 
Therefore the fluorescence lifetime, τF, is a measure of the fluorescence quantum 
yield, ФF.  The rate constant for the radiative decay processes, kR, is essentially 
constant for a particular fluorophore as it is a consequence of the intrinsic electronic 
properties of the molecule.  Therefore the fluorescence lifetime is sensitive to 
changes in the non-radiative decay pathways.  A subsequent increase in non-radiative 
decay rates will reduce the fluorescence lifetime.  These effects make the 
fluorescence lifetime extremely sensitive to the molecular environment surrounding 
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the fluorophore.  Indeed, it is this aspect which has been exploited within this thesis 
to probe microenvironmental changes such as solvent composition and fluid 
temperature to investigate and spatially map fluid mixing and temperature within 
microfluidic devices.  Fluorescence techniques can be used to investigate numerous 
other parameters that affect the microenvironment surrounding a molecule, including 
viscosity, temperature, polarity, presence of quench rs, pH and pressure.17 
 
2.6 Steady-state and time-resolved fluorescence 
 
Generally fluorescence measurements are categorised into either steady-state or time-
resolved measurements.  Steady-state measurements ar  most commonly performed 
due to their simplicity and the use of inexpensive equipment, unlike that necessary 
for more complex time-resolved measurements. Steady-state measurements are 
performed through the continuous excitation of a sample, followed by recording an 
excitation or emission spectrum.  Therefore, they represent an average of the time-
resolved phenomena.  The sample attains a steady stte virtually instantaneously due 
to the nanosecond time scale of fluorescence.  The fluorescence intensity decay of a 
sample, following a short pulse of excitation light, is measured using time-resolved 
techniques, typically performed on the nanosecond timescale. 
 
2.7 Advantages of time-resolved measurements 
 
The intensity of the fluorescence, IF is proportional to the amount of the radiation 
from the excitation source that is absorbed and the quantum yield for fluorescence.  
The intensity of fluorescence increases with an increase in quantum efficiency, 
incident power of the excitation source and concentration of the fluorescing species.  
However, as the fluorescence lifetime is an intrinsic property of the excited state of 
the fluorophore, the fluorescence lifetime is independent of the concentration of the 
fluorescing species and the incident power of the excitation source.18  Therefore, the 
fluorescence lifetime is insensitive to fluctuations or variations in the excitation 
source and the optical path or optical aberrations.  The use of fluorescence intensity 
to provide spatial quantification of samples is sever ly hampered by effects such as 
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radiation scattering, optical aberrations, inhomogeneous excitation, photon path-
length, collection efficiency and autofluorescence.19  Therefore, fluorescence lifetime 
measurements can be a powerful means to provide quantific tion of samples due to 
inherent insensitivity to instrumental variations, photobleaching, autofluorescence 
and scattered light.  Photobleaching, more commonly k own as fading, is the photo-
induced irreversible loss of a fluorophore’s ability to exhibit fluorescence. 
 
2.8 Fluorescence quenching 
 
Fluorescence quenching is observed by a reduction in the fluorescence lifetime (or 
quantum yield) and is caused by an enhancement of the non-radiative pathways.  
Collisional quenching due to the presence of heavy atoms, for example bromide (Br-) 
and iodide (I-), is commonly observed as the ions increase the probability of 
intersystem crossings.  This interaction is referred to as the external or internal heavy 
atom effect, depending if the atom is a substituent of the fluorophore (internal or 
intramolecular interaction) or an independent species (external or intermolecular 
interaction).  Triplet emission following an intersystem crossing is extremely slow, 
hence the emission is usually quenched by other processes.  Collisional quenching is 






qτ+=         Equation 2.9 
          
where F0 and F are the fluorescence intensities in the absence and presence of a 
quencher, respectively, kq is the quenching constant, τ0, is the lifetime of the 
fluorophore in the absence of the quencher and [Q] is the concentration of the 
quencher.  Molecular oxygen is regarded as one of the best known collisional 
quenchers, which is considered to quench virtually al  known fluorophores.14;17  
 
  15 
2.9  Optical microscopy 
 
Epifluorescence and confocal microscopy techniques have been employed within this 
thesis to produce images of fluids within microfluidic devices.  Hence the theory 
behind the techniques is briefly explained to allow an appreciation of the results.   
 
2.9.1  Epifluorescence microscope 
 
Epifluorescence microscopy relies upon episcopic (reflected) illumination of the 
sample under investigation.  In contrast, diascopic illumination depends on 
transmitted illumination.  Figure 2.7 illustrates the mode of operation of an 
epifluorescence microscope.  The incident excitation light and the detected 
fluorescence emission, both pass through the objective lens.  The excitation beam is 
reflected by a dichroic mirror (beam splitter) into the objective.  The dichroic mirror 
has a wavelength-dependent reflectivity, for example, a 430 nm dichroic filter 
reflects wavelengths shorter than 430 nm and transmits wavelengths longer than 430 
nm.  Hence it effectively separates the excitation light from the emitted fluorescence.  
Following excitation of the sample, the resulting fluorescence emitted is collected 
through the objective and transmitted through the dichroic mirror to the detector.  
Residual transmitted excitation light is excluded by a ‘barrier’ filter in front of the 
detector.  This absorbs the excitation light and transmits the fluorescence.  In 
addition, the filter can be selected to permit the desired wavelength range of the 
fluorescence emission transmitted to the detector.  An excitation filter can also be 
used, however, this was not necessary in this study d e to the use of laser excitation 
with a narrow bandwidth.  The epifluorescence micros ope allows the illumination 
or excitation of the full field of view of the objective and the detection of 
fluorescence from the full field of view. 








Figure 2.7:  Diagram illustrating the mode of operation of a st ndard epifluorescence 




Using an epifluorescence microscope will expose the entire specimen within the field 
of view to excitation light.  This results in the excitation of fluorescence throughout 
the depth of the sample.  Therefore fluorescence will be collected from throughout 
the entire sample. The fluorescence collected from above and below the focal plane 
of the objective is superimposed into one image, which results in blurring of the 
image.  However, this can be overcome with confocal fluorescence microscopy 
techniques described in the next section.  The depth of field of an epifluorescence 
microscope is within the range of 2-3 µm.17 
 
2.9.2  Confocal fluorescence microscopy 
 
Confocal fluorescence microscopy exploits an effectiv  but simple solution to 
remove the out-of-focus fluorescence, which blurs the information detected from the 
focal plane.  The technique relies on the excitation of the specimen by a focused laser 
beam, in which the excitation intensity rapidly decreases with distance from the focal 
plane.  Hence only confocal fluorescence is detected from the excitation plane and 
any fluorescence stimulated from above or below the plane of focus is rejected.   
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2.9.2.1 Confocal Laser Scanning Microscopy (CLSM) 
 
Figure 2.8 illustrates the procedure and operation employed by a confocal laser 
scanning microscope.  A focused laser spot is scanned across a sample in raster 
fashion to excite fluorescence.  Confocal pinholes liminate out-of-focus 
fluorescence from the photomultiplier tube detector.  A fluorescence image is 
acquired point-by-point as the laser beam is scanned across the sample.  Confocal 
techniques allow the optical sectioning of a sample to reconstruct a three dimensional 






Figure 2.8: Diagram illustrating the operation and acquisition of confocal images to 
allow optical sectioning of samples and hence the construction of three dimensional 
images.  Image from Microscopy lecture course, University of Edinburgh. 
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2.10  Microfluidics 
 
The global strive towards the miniaturisation of a huge variety of systems down to 
micron scales was naturally extended to fluid system .  Although microfluidics 
appears has experienced enormous exploitation from the 1990s, it was actually 
developed in the 1960s as an analogous system to miniatur sed electronic circuits, 
with the fluid flow analogous to the flux of electrons.20  The fabrication techniques 
developed to produce microelectro-mechanical systems (MEMS) was exploited to 
fabricate microchannels and hence resulted in the increase in microfluidic 
technologies in the 1990s.   
 
Microfluidics can be described in crude terms as miniaturised plumbing.  It involves 
the handling and transport of minute volumes of fluids by gravity, pressure and 
electrokinetics through various machined manifolds with at least one dimension less 
than 1 mm.  [1 nL = (100 µm)3] 
 
Ink-jet printing technology is perhaps the most commonly known example of 
microfluidics.  Figure 2.9 provides a perception of the dimensions and scale 
characteristics of a selection of typical microfluidic devices compared to other 
common objects. 


















Microfluidics is considered to differ from microelectronics as the fundamental 
physics of fluids actually changes when scaling from the macroscale to the 
microscale, unlike electronics.20  Microfluidic systems are dominated by surface 
effects due to the large surface to volume ratio.  Hence the necessity and strive to 
develop quantitative tools to explore and understand fluid interactions and 
phenomena at the microscale.   
 
2.10.1 Hydrodynamics of pressure-driven flow 
 
The fluid flow in microchannels is most often characterised using the Reynolds 
number (Re), which is defined by  
 
η
ρul=Re         Equation 2.10 
 
Where ρ is the fluid density, u is the mean velocity, η is the dynamic viscosity and l 
is the most relevant length scale.  l is normally taken as the diameter of a channel, 
1 Å 1 nm 1 m µ 1 mm 1 m 
1 a l 1 f l 1 p l 1 n l 1  l µ 1 m l 1 l 1000 l 
Length scale
Volume scale
microneedles microanalysis systems 
microfilters / microreactors 
micropumps / valves / flow sensors 
nanotechnology / nanodevices 
molecules smoke particles human hair man 
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however, in the case of non-circular channels the hydrodynamic diameter, dh, is used.  






4=         Equation 2.11 
 
 
where A is the cross-sectional area and P is the wetted perimeter of the cross-section.  
The Reynold’s number is equivalent to the ratio of the inertial forces (ρ.u) to viscous 
forces (η/l) and is used to quantify the relative proportions f these important forces 
for any given flow conditions.  It is therefore employed to define different flow 
regimes, for example, laminar and turbulent flows.  For a straight circular pipe, the 
transition from laminar to turbulent flow occurs betw en Re of 2000 and 3000.22  
Microfluidic flows have low Re of typically less than 100, which can be viewed as 
equivalent to an increase in the apparent viscous (or friction) forces.23;24  
Microscopic flows are universally laminar, hence thflow is completely devoid of 
turbulence such that packets of fluid follow smooth streamlines.  Therefore the 
mixing of material between fluid streams is purely b  molecular diffusion.  
Molecular diffusion can act as an efficient and rapid mixing mechanism at extremely 
small dimensions.12  However, even on the scale of many microchannels this mixing 
is relatively slow in comparison with the convection f the material through the 




Pe=         Equation 2.12 
 
where D is the diffusion coefficient.  Diffusive mixing can be considered as the 
random motion of a molecular species within a system to progress towards uniform 
conditions.  For example, the diffusion of molecules causes a net movement of 
molecules from areas of higher concentration to areas of lower concentration until 
equilibrium is reached giving a homogenous solution.  The phenomenon of the 
random translational motion of particles suspended in a fluid due to molecular 
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collisions is referred to as Brownian motion.  Brownian motion leads to the diffusion 




DJ −=         Equation 2.13 
 
where c is the concentration, J is the flux and D is the diffusion coefficient.  The 
displacement of a particle can be related to the diffusion coefficient by Einstein’s 
equation of Brownian motion,25 which states that 
 
2/1)2( Dtx =         Equation 2.14 
 
where x is the root-mean-square distance traversed by a molecule during the time 
interval t for a given diffusion coefficient.  The diffusion coefficient, D, can be 






=         Equation 2.15 
 
 
where kB is the Boltzmann’s constant, T is the absolute temperature and r is the 
radius of spherical particles. 
 
 
Pressure-driven flow is one of the most common methods to generate fluid transport 
through microchannels and is relatively easy to imple ent and is reproducible using 
positive displacement pumps, such as syringe pumps.  One of the fundamental laws 
of fluid mechanics for macroscale pressure-driven laminar flow, is the no-slip 
boundary condition, which states that the fluid velocity matches the velocity of the 
solid boundary, i.e. the fluid velocity at the walls must be zero.  This is generally 
accepted at the macroscopic level, but recently research has suggested that this 
condition is not always applicable at the micro- and nano-scale.20;26;27 
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Due to the no-slip condition, pressure driven flows in microchannels develop a 
parabolic velocity flow distribution, commonly referr d to as Poiseuille flow.  This 
results in a much higher velocity in the centre of the channel, with the layers of liquid 
close to the walls assumed to have zero velocity if he no-slip boundary condition 
holds true.  Figure 2.10 illustrates the parabolic flow profile generated in a circular 







Figure 2.10: Diagram illustrating the parabolic velocity flow profile developed in a 
circular microchannel from a pressure-driven flow.  V is the fluid velocity, where 
Vmax and V = 0 represent the maximum and zero fluid velocity, respectfully. 
 
 
The flow profile developed in a rectangular-shaped channel creates a more complex 
distribution of fluid velocities with different parbolic velocity gradients across one 
or both cross-sectional dimensions.  Figure 2.11 displays a computer simulated flow 
profile generated through a rectangular-shaped microchannel. 
Pressure  
(i.e. force/unit area) 
Vmax 
V = 0 
Concentric fluid layers 
End view Side view of parabolic flow profile 




Figure 2.11: The velocity profile for a microchannel with aspect ra io 2:5 under 
conditions of pressure driven flow. The image was produced from computational 
fluid dynamics (CFD) simulation of the flow.  Image from Prof Paul Yager’s 
website, University of Washington.  
  
 
This flow distribution results in all molecules in the channel experiencing a position-
dependent distribution in residence time.28  Hence, this allows fluids close to the wall 
increased time to diffuse, observed by the ‘butterfly effect’ where the mixing 
interface between two parallel fluid streams is signif cantly broadened at the top and 
bottom walls, i.e. the interface appears )(-shaped rather than I-shaped.  Whereas, 
fluids positioned at the centre of the channel have  higher velocity, therefore 
effectively have significantly less time to diffuse and mix.  The Péclet number is 
therefore useful to relate the convection of flow t that of the molecular diffusion.   
 
Typically microchannels have characteristically large pressure drops to force fluids 









η=∆        Equation 2.16 
 
where Q is the volumetric flow rate.  Microfabrication techniques typically produce 
microchannels with non-circular cross-sections, however, circular microchannels are 
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generally useful as a point of reference.  Circular channels can be produced from 
sealing two semi-circular cross-sectional channels.  In non-circular microchannels 
the resistance to flow will be different to that ofcircular channels and can be 
accounted for with regard to pressure drop using a different friction factor related to 
the shape of the channel.29  It should be noted that for laminar flow in macroscale 
channels the friction factor is independent of the wall roughness.29  






The two main diagnostic techniques employed within s thesis to investigate fluid 
composition and temperature within microfluidic systems were Time Correlated 
Single Photon Counting (TCSPC) and Fluorescence Liftime Imaging Microscopy 
(FLIM).  A generic description of these techniques and the relevant theory is 
presented within this chapter.  However, precise experimental details are described in 
the relevant chapters, including the preparation of the fluids and their storage.  The 
time-resolved fluorescence measurements were performed using equipment 
maintained within the Collaborative Optical Spectrosc py, Micromanipulation and 
Imaging Centre (COSMIC) at the University of Edinburgh. 
 
3.1 Excitation source 
 
For this thesis the excitation source employed was a tuneable, femtosecond-pulsed 
Titanium:Sapphire (Ti:Sapphire) laser system (Coherent Mira 900-F), which was 
mode-locked.  This was pumped by a continuous wave solid state laser using a 
Neodymium:Vanadate lasing medium (Coherent Verdi V-10).  The pumping laser 
delivers visible light at 532 nm to a maximum power of 10 W.  The Ti-Sapphire laser 
produces a pulsed fundamental beam, which is tuneable between 700 nm and 1000 
nm.  The pulses had widths of approximately 200 fs with a repetition rate of 76 MHz, 
hence one pulse approximately every 13 ns.  A full explanation of the theory behind 
the Ti:Sapphire laser is beyond the scope of this the is, but a brief explanation of the 
practical workings of the laser is applicable.  
 
The excitation pulses produced by the Ti:Sapphire laser were not useful for time-
resolved fluorescence experiments due to the high repetition rate and long 
wavelength range, however, the short pulse duration is ideal.  The fluorophores 
employed within this thesis are directly excitable in the ultra-violet (250 – 400 nm) 
and visible (400 – 700 nm) regions of the spectrum, as is also true for most common 
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fluorophores. The fluorescence emitted from several of the fluorophores used in this 
study, and many others in general, persists significantly longer than the 13 ns 
between Ti:sapphire laser pulses.  Thus photons of flu rescence emitted from 
molecules excited by one pulse continue to arrive at the detector as those from a 
subsequent pulse start to arrive at the detector.  Therefore it is impossible to correctly 
time the arrival of a photon at the detector relative to its excitation pulse.  This 
renders the resulting decay curve meaningless.  
 
To solve these limitations, firstly, the repetition rate of the laser is reduced by 
passing the pulses through a pulse picker (Coherent Model 9200).  This effectively 
blocks the transmission of all pulses except one in very sixteen pulses.  This one 
pulse was deflected towards the sample to excite fluorescence.  Hence the repetition 
rate of the laser is reduced to a frequency of 4.75 MHz, which provides one pulse 
approximately every 210 ns allowing complete decay of the fluorescence intensity 
between pulses.  The drawback is the considerably reduced average power of the 
laser beam.  This is not a problem for TCSPC, which is a very sensitive technique 
and is not limited by the laser power, however, this increases the exposure time for 
the CCD camera detector used for FLIM.   
 
Following the reduction of the repetition rate of laser pulses, the laser beam is 
directed into a harmonic generator (Coherent 5-050), which is employed to 
frequency double the light.  This halves the wavelength of the light from the 
fundamental wavelength, typically set to provide maxi um output power at 800 nm, 
to the second harmonic wavelength of 400 nm.  Hence, enabling the excitation of the 
fluorophores used in this thesis.  The exact excitation wavelengths are quoted in the 
relevant chapters.  The average power of the second harmonic in general ranged from 
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3.2 Time Correlated Single Photon Counting (TCSPC) 
 
Time correlated single photon counting (TCSPC) is the experimental technique 
employed to perform the time-resolved fluorescence sp ctroscopy used within this 
study to measure the fluorescence lifetimes of various fluorophores under defined 
conditions.  Fluorescence lifetimes determined from TCSPC were used to construct 
calibration graphs correlating either fluid temperatu e or composition of fluid 
samples directly to the lifetimes.  The calibration graphs were necessary to directly 
convert FLIM maps (spatially resolving the fluorescn e lifetimes) to temperature or 
composition maps.   
 
 
3.2.1 The principle of TCSPC 
 
Following the excitation of a fluorophore with a short pulse of light, the first photon 
of fluorescence emitted is detected and the time interval between the excitation and 
detection of the photon is recorded.  This procedur is continuously repeated to 
enable a complete distribution of individual photon arrival times at the detector.  The 
fluorescence lifetime(s) of the fluorophore sample can then be calculated from this 
recorded fluorescence intensity decay.  Figure 3.1 displays a generic experimental 
setup typically used for TCSPC techniques. 
 
























Figure 3.1: Diagram showing the generic setup necessary to perform TCSPC 
measurements with the individual components identifi d. 
 
Each excitation pulse triggers an electronic ‘START’ pulse for the timing.  This was 
achieved by extracting a fraction (~10%) of the excitation pulse using a beam splitter 
(Figure 3.1) and  directing it to a fast photodiode to convert the optical signal to an 
electrical triggering pulse (the ‘START’ pulse).  The electrical pulse then passes 
through a constant fraction discriminator to minimise variations in the trigger 
timings, to a device analogous to a stopwatch called th  time-to-amplitude converter.  
The time-to-amplitude converter can be considered as a capacitor which begins 
charging when triggered by the ‘START’ pulse and stop  when triggered again by a 
‘STOP’ signal.  The threshold differentiation for the START pulse was set at -300 
mV, therefore, START pulses with a magnitude below the threshold did not trigger 
the time-to-amplitude converter. The amplitude of the pulse could be varied 
depending on the incident light intensity on the photodiode.  Both the constant 
fraction discriminator and the time-to-amplitude converter are discussed in greater 
detail in subsequent sections.   
 
The remainder of the excitation pulse, which is reflected by the beam splitter, is 
directed towards the sample and emission of photons by fluorescence is detected.  
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The TCSPC detector operates by converting the emittd photon energy into an 
electrical pulse.  The ‘STOP’ pulse, produced by the first detected photon, passes 
through a constant fraction discriminator and then alts the voltage ramp at the time-
to-amplitude converter.  Then, the time-to-amplitude converter is discharged to allow 
the electrical signal to be quantified, as this is proportional to the time between the 
start and stop triggers.   A pulse-height analyser converts the electrical signal into a 
digital signal.  This is recorded as a single count o  a histogram of fluorescence 
intensity against time.  Typically hundreds of thousands of these counts are 
registered to display an exponential decay curve, which allows the calculation of the 
fluorescence lifetime of the fluorophore under defin d conditions. 
 
3.2.2  TCSPC Components 
3.2.2.1 Microchannel plate 
 
A microchannel plate (MCP) photomultipler tube was used to detect single photons 
and convert their energy into electrical signals.  The MCP is a metal plate, containing 
channels with an internal diameter of between 6 µm and 25 µm, which is sandwiched 
between a photoanode and cathode.  The function of the channels is to amplify an 
initial electronic signal following the impact of an arriving photon on the 
photocathode (Figure 3.2).  The collision of the photon causes the emission of a 
photoelectron from the cathode, which is accelerated towards the anode by a 
potential difference across the MCP.  During transit the photoelectron collides with 
the channel walls, which are lined with dynode materi l.  The impact causes the 
emission of secondary electrons and subsequent repetition of this process leads to a 
logarithmic increase in the current of the channel.  The initial current can typically be 
amplified 10000 times using this method to provide a measurable current at the 
anode. 
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Figure 3.2: Diagram of the operating mechanism of an isolated channel from a 
microchannel plate photomultiplier tube. 
 
 
In TCSPC, the time resolution of the system is heavily dependent on the variation in 
the time taken for electrons to pass through the det ctor. This transit time spread 
(TTS) increases the uncertainty in the photon arrivl timing and occurs due to the 
numerous possible routes through the PMT channels providing a distribution of 
photon arrival times.  Figure 3.2 pictorially illustrates this phenomenon, where the 
single incident photon produces a multitude of output electrons with different transit 
times. The microchannel plate employed for TCSPC has a transit time spread of 
25ps.  
 
3.2.2.2 Time-to-amplitude converter (TAC) 
 
The time-to-amplitude converter (TAC) produces an electrical pulse whose 
amplitude is proportional to the time interval betwen the start and stop pulses.  The 
start pulse triggers the TAC to begin accumulating charge, which continues until a 
stop signal is detected. The capacitor is then discharged and the amplitude of the 
electrical output pulse is related to the time lapsed.  The TAC is then reset to 
commence a new cycle.  During the discharge and resetting period no incoming 
signals can be detected.  This is referred to as the ‘dead time’ of the TAC and is less 
than 150 ns in duration for the system used to record decays curves throughout this 
study.   
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If the count rate (rate at which photons are recorded) is too high, this can result in 
more than one pulse arriving at the TAC during a single cycle.  This phenomenon 
called pulse pile-up can introduce errors into the timings of the photons as the first 
photon will be recorded.  This results in a bias of the TAC to record shorter lifetimes.  
This problem can be avoided by ensuring that the count rate is considerably lower 
than one photon per excitation pulse.  This makes sure that the probability of a 
second photon arriving in the same excitation cycle is xtremely low.  Therefore, a 
true representation of the exponential decay curve is r corded.   
 
3.2.2.3 Constant Fraction Discrimination 
 
The electronic pulse output signals from the photodi de (START trigger signal) and 
the photomultipler tube detector can vary in amplitude, which can affect the timing 
of the trigger signals detected by the time-to-amplitude converter.  This effect is 
illustrated in Figure 3.3, which shows the time variation in detecting a pulse based on 













Figure 3.3: Illustration of timing varitation from employing leading edge 
discrimination techniques to detect pulses. 
 
 
This form of pulse detection (leading edge discrimination) is dependent on the 
leading edge of the pulse reaching a threshold value to trigger the timing.  Using 
leading edge discrimination results in the spread of timings hence increasing the 
timing uncertainty and broadens the instrument respon e function. 
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To overcome this timing uncertainty, the technique of constant fraction 
discrimination is employed.  This technique, as illustrated in Figure 3.4, divides the 
incoming pulse, by a predetermined fraction usually 2/3 or 1/3, to create two pulses.  
The smaller fraction pulse is inverted, whilst the other is delayed by half the pulse 
width.  The two pulses are then recombined to provide a profile with a potential that 
crosses zero at a point that is independent of the amplitude.  This ensures the 






Figure 3.4: Schematic illustrating the technique of constant fraction discrimination.  
 
3.2.3  Experimental Procedure 
 
Both the constant faction discriminator and the time-to-amplitude converter are 
located on the Edinburgh Instruments TCC900 photon c unting card and were 
controlled from the Edinburgh Instruments ‘F900’ software interface. 
 
Inside the spectrometer sample chamber (FL920 series sp ctrometer, Edinburgh 
Instruments) the aqueous samples were contained within fused silica cuvettes 
mounted onto two orthogonal translation stages, which allowed the fine adjustment 
of the cuvette’s position relative to the incident excitation beam and the detector.  
The excitation light that passed through the sample, i.e. light that was not absorbed 
by the sample, was directed into a beam stop, also positioned within the sample 
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chamber.  The resulting fluorescence emission was collected at right angles to the 
excitation beam.  The emission light passes through an adjustable aperture and lens 
to focus the light into the detector.  The aperture is ssential to limit the dispersion of 
the resulting emission and is fundamental in controlling the instrument response 
function.  The diameter can be varied between 2 mm and 37 mm, and was employed 
to control the sample volume from which fluorescence was detected.  In principle the 
wider the aperture, the larger the area of photons that are incident on the detector and 
hence the transit time spread through the microchannel plate was increased.  This 
results in a wider instrument response function.   
 
After the emission has past through the aperture, it was firstly focused through a lens, 
before progression through an emission polariser, then the entrance slit of a 
monochromator, then passage through the exit slit, before finally reaching the 
detector.  The monochromator slits were set to permit a 10 nm bandpass of the 
emission light.   
 
For the microchannel plate detector (Hammamtsu R3809-50) typically a STOP count 
rate of ~20 000 Hz was employed, this is the limit at which the detector can function 
without causing long term deterioration.  The STOP count rate was controlled using 
neutral density filters in the excitation beam path before entering the sample 
chamber, in addition to varying the emission apertur .   
 
Following any adjustments, including the emission aperture, slit widths, excitation 
beam height and direction, an instrument response function was collected.  This is 
performed using a dilute solution of Ludox (Aldrich), a suspension of colloidal silica, 
to scatter the excitation light.  Although the instrument response is collected using 
identical setting for collecting decays of samples, the STOP count rate was reduced 
using neutral density filters to ~2000 Hz.  Typically the instrument response function 
had a full width at half maximum height (FWHM) of 70 ps.  Fluorescence decay 
curves of samples were recorded into 4096 channels and accumulated to 10,000 
counts in the peak channel on various time ranges as defined in the relevant chapters.  
In some circumstances the sample solutions scattered significant amounts of light, 
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hence a long-pass filter (Schott) was employed to prevent scattered light reaching the 
detector.  The recording of the decay curves was undertaken using the Edinburgh 
Instruments ‘F900’ software.   
3.2.3.1 Fluorescence decay fitting procedure  
 
The analysis of the lifetimes was undertaken using the Edinburgh Instruments ‘F900’ 
software.  When required, global analysis of data sets was performed using Alango 
‘FAST’ software.  Individual decay curves were firstly fitted with a single 
exponential, followed by inspection of the residuals of the fit and observation of the 
magnitude of the reduced χ2 parameter, these terms are fully explained in the 
subsequent Section 3.2.4.  If these assessment criteria were deemed unacceptable, 
then additional exponential components were introduce  into the theoretical decay.  
The TCSPC decays were fitted to correlate with the decay fitting parameters 
employed within the FLIM analysis, which involved tail fitting after the decay of the 
excitation source.  Typically the fit was stopped at the end of the decay curve or 
when the photon counts were approaching five times th  background value.  The 
background count was fixed as a constant parameter in ach fit and was assessed 
from the background count arriving before the rising edge of the instrument response 
function. 
 
3.2.4  Data processing and analysis 
 
3.2.4.1 Instrument response function (IRF) 
 
The transit time spread (TTS) forms a major contribu ion to the Instrument Response 
Function (IRF) for TCSPC, which is defined as the response of the instrument to a 
delta pulse (infinitesimally short pulse) and in practice is measured as the response 
function (decay curve) of the excitation laser pulse.  For TCSPC, the IRF is recorded 
by scattering some of the incident laser light from a non-fluorescent colloidal 
suspension into the detector.  The full width at half maximum intensity (FWHM) of 
the IRF is mainly determined by the TTS, but is also affected by the collection 
optical geometry, the passage of light through the detection monochromator,  
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discriminator settings etc.  Figure 3.5 shows a typical IRF recorded by TCSPC, with 
a FWHM of 70 ps. The laser pulse typically has a FWHM of ~200 fs. The low 
intensity ‘afterpulses’ (note the logarithmic scale) are intrinsic to the MCP detector 
in the timing circuits. 
 
 
Figure 3.5:  A typical instrument response function with a FWHM of 70 ps recorded 
by TCSPC.  Note that the y-axis is shown on a logarithmic scale. 
 
 
3.2.4.2 Analysis of TCSPC data 
 
Figure 3.6 shows a single exponential decay curve (black) for a fluorescent probe, 
1,8-anilinonaphthalene sulfonate (ANS), in pure methanol along with the 
corresponding IRF (red), as an example of the data obtained from a TCSPC 










































Figure 3.6: Example of data obtained from a typical TCSPC experiment.  The 
exponential decay function is that of ANS in pure mthanol (black profile) along 
with the corresponding IRF (red profile).  The number of counts per channel is 
plotted on a logarithmic scale in order to illustrate the distribution more clearly.   
 
 
The fluorescence decay curve is iteratively fitted to a multi-exponential decay 


















 + B                                    Equation 3.1 
 
 
where τi is the fluorescence lifetime, Ai, the “A-factor”, is the fractional amplitude of 
the ith decay component, and B is the background. The A-factor indicates the fraction 
of the emitting molecules that has a particular lifetime, τi.  ΣAi is normalised to unity. 
 
  37 
The fluorescence decay curves throughout this study were analysed by tail-fitting 
(i.e. without convolution with the instrument response function) to correlate with the 
fitting of the decay curves recorded by FLIM. 
 
A value for τ is determined by minimising the weighted sum of squares of residuals 
between the fitted function and the experimental data. This is referred to as least 




















     Equation 3.2 
 
where I0(t) is the background corrected intensity, Y(t) is the fitted function and I(t) is 
the uncorrected intensity, n1 and n2 are the first and last channels in the region of 
analysis respectively. 
 
The quality of any given fit is judged from the value of the reduced chi-squared 









      Equation 3.3  
 
 
where p is the number of variable parameters in the fitting function.  A 2χ  value of 1 
indicates a perfect fit has been achieved. Values that deviate from this can be the 
results of either a poor fit or of ‘imperfect’ data. For the system used in this study a 
value for 2χ  of less than 1.2 typically describes a ‘good fit’. 
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The goodness of fit of a decay curve can be illustrated by a plot of weighted 
residuals. The weighted residual values, r(t), betwe n experimental and fitted points 
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3.3  Fluorescence Lifetime Imaging Microscopy (FLIM) 
 
Fluorescence lifetime imaging microscopy (FLIM) is the experimental technique 
employed within this thesis to spatially resolve th fluorescence lifetimes of fluids 
within microfluidic devices.  Calibration graphs correlating either fluid temperature 
or composition of fluid samples directly to the lifet mes, as determined by TCSPC, 
were used to convert the fluorescence lifetime images into temperature or 
composition maps of the fluids within microfluidic systems.  
 
 
3.3.1 The FLIM Detector  
 
The FLIM detector consists of a time-gated image intensifier (PicoStar HR) 
connected to a peltier-cooled charge-coupled device (CCD) detector (Imager 12QE).  
Hence, this imaging system is commonly referred to as CCD FLIM due to the 
detector system and to distinguish it from single photon counting techniques to 
produce fluorescence lifetime images (time- and space-correlated single photon 
counting).  However, throughout this thesis it will be referred as FLIM as no single 
photon counting techniques were employed to spatially resolve the fluorescence 
lifetimes of fluids.  The image intensifier consist of a single microchannel plate 
(MCP), as previously described in Section 3.2.2.1, with typical channel diameters of 
6-10 µm to amplify the signal generated from the detection of photons to a detectable 
electrical current.  The intensifier is a vacuum tube with three main elements of a 
photocathode, a microchannel plate and a phosphor screen (Figure 3.7).  
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Figure 3.7: Diagram showing the main components of the time-gat d intensified 
CCD camera employed for FLIM.30 
 
 
The fluorescence emission is focused onto the photocath de, where the impinging 
photons cause the emission of electrons.  A large ne ative voltage (-180 V) is applied 
to the cathode, which controls the temporal gate width and causes the electrons to be 
accelerated towards the MCP.  The delay of the intensifi r was controlled by a 
DEL150 picosecond delay module (Becker and Hickl) located in the control 
computer.  The electron impact on the walls of the c annels results in a cascade of 
secondary electrons to amplify the initial signal.  The electrons are accelerated onto 
the phosphor layer by a high voltage resulting in the generation of “green” photons 
(in the green colour region), which are then imaged onto the CCD detector via the 
lens system.  The CCD detector consists of a dense two dimensional array of 
photodiodes (pixels), which detects the photons emitt d from the phosphor with the 
light energy converted to an electronic charge.  Hence an optical input imaged onto 
the phosphor layer, acting as a luminescent screen, is converted into an electronic 
output image.  The accumulated charge of each pixel is read and information 
transferred to the computer, taking on average 50 ms for each image.   
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3.3.2 Experimental Procedure 
 
Fluorescence lifetime images were obtained using wide-field illumination of 
microfluidic devices and the collection of the resultant fluorescence in a short time 
window at a particular delay time after the laser pulse, using the gated intensified 
CCD camera.  A series of images was acquired by varing the delay time between 
the detection window and the laser pulse, thereby sampling the entire fluorescence 
decay of the molecular probe (Figure 3.8).  The data from each pixel was then fitted 
to an exponential decay, from which a lifetime map was produced of the spatial 





Figure 3.8: Schematic of fluorescence lifetime imaging microscopy, illustrating how 
the fluorescence decay is built up from the time-gated detection. 
 
 
A schematic of the equipment used for the fluorescence lifetime imaging microscopy 
measurements is displayed in Figure 3.9. 
 













Figure 3.9: Schematic of the equipment used for FLIM to spatially map the 
fluorescence lifetimes of various aqueous solutions within a microfluidic device. 
 
 
The excitation beam was split and one portion (~10%) was used to trigger a fast 
photodiode.  The output from the photodiode was firt passed through a constant 
fraction discriminator (CF4000, Ortec), and then used as the START trigger signal 
for the time-gated intensified CCD camera employed in the FLIM system.  The 
threshold differentiation for the START pulse was set at -400 mV, therefore, START 
pulses with a magnitude below this threshold did not trigger the time-gated 
intensifier.  The amplitude of the pulse could be varied depending on the incident 
light intensity on the photodiode.  The remaining majority of the excitation beam was 
expanded, collimated and directed into a Nikon TE300 inverted microscope 
operating in an epifluorescence configuration.  This excitation light was reflected 
from a dichroic filter (Nikon) mounted in a standar filter cube and focused onto the 
microfluidic device using a selection of Nikon objectives ranging from 4× to 100× 
magnification, as detail in the relevant chapters. The laser power incident on the 
microfluidic device was typically around 100 µW. The resultant fluorescence was 
collected through the same objective, passed throug a barrier filter (Nikon) and 
imaged onto a Picostar HR-12QE gated intensified CCD camera system (LaVision 
GMBH, Berlin).  
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The experiments described within this thesis were conducted with either a 300 ps or 
600 ps gate width, which was measured by detecting laser light reflected from a 
mirror (the minimum gate width for this camera is 200 ps).  The intensifier gate was 
delayed relative to the START laser trigger signal using a DEL150 picosecond delay 
module (Becker and Hickl).  The 12-bit CCD camera is  progressive scan interline 
sensor, with 1370 (H) by 1040 (V) pixels (pixel size s 6.45 µm × 6.45 µm).  
 
Images were the average of 5 separate exposures employing 4 × 4 hardware binning.  
Each intensity image was the average of 5 separate exposures, the acquisition time of 
each was the sum of the CCD exposure time plus the 50-ms camera readout time.  
Details of the time range recorded over, the time increment step change for the gates, 
gate width, threshold counts, CCD exposure time andtotal acquisition time are 
presented in the relevant chapters.   
 
The excitation intensity was adjusted to give a peak intensity of between 3000 and 
4000 counts in the brightest image, which corresponds with the start of the 
fluorescence decay. The background signal of ca. 50 counts was subtracted from 
each image. The Picostar system and delay card were controlled, and the data was 
analysed, using DaVis 6.2 software running the Picostar DaVis module. 
 
To ensure that the instrument response did not interfere with the fitting, an 
instrument response function (IRF) was recorded, as explained in more detail in the 
subsequent Section 3.3.3.1.  From this it was establi hed in which image the 
excitation source had decayed sufficiently to allow the fluorescence decay to be 
fitted from.  It was thus established that the fluorescence decay could be fitted from 
0.4 ns or 1 ns after the emission peak image without distortion by the instrument 
response.  Therefore images after this time were analyzed, allowing a decay curve to 
be constructed for each pixel. Pixels with low counts in the first analyzed image 
(typically 700 counts) were removed at this stage. Each of these curves was then 
fitted to a single exponential decay. A lifetime map was produced by assigning a 
colour on a 16-bit pseudocolour scale to each of the fi ted lifetimes, and these were 
displayed over a suitable range.  
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Although the FLIM software can only produce lifetime images from fitting the 
fluorescence decay to a single exponential, it allows the selection of a region of 
interest within an image and the ability to fit this data to multiple exponentials.  This 
fitting was used in the present work to ensure accurate average lifetime values for the 
fluorescent polymer solution used for high resolutin temperature measurement 
(Chapter 6). 
 
The FLIM software allows the continuous observation of the gated intensity images, 
recorded to construct the FLIM image, which is crucial to ensure that no flow 
fluctuations or air bubbles perturbed the fluids within the microfluidic devices during 
the data acquisition. 
 
3.3.3  Data processing and analysis 
3.3.3.1 Instrument response function (IRF) 
 
For FLIM the IRF is recorded by detecting excitation light reflected from a mirror, 
positioned on the microscope platform in the place of the microfluidic device under 
investigation.  The emission filter is removed to record the IRF, however, the 
dichroic mirror remains in place to allow only a small fraction of the excitation light 
reflected off the mirror to be transmitted and recoded.  The recording of an IRF is 
necessary to determine the gate width of the intensifi d detection system, as the 
default software settings are specific for an operating trigger frequency of 80 MHz.  
The operation of the detector with a trigger frequency of 4.75 MHz, as used in this 
study, results in a wider gate width.  The gate width is set by a defined negative 
voltage applied to the photocathode and can be controlled through the software.  
Figure 3.10 shows a typical IRF record by FLIM, with a FWHM of 0.6 ns, defined 
by the temporal width of the detection gate.   
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Figure 3.10:  A typical instrument response function with a FWHM of 0.6 ns 
recorded by FLIM.   
 
3.3.3.2 Fluorescence decay fitting procedure  
 
The fluorescence decay curves recorded by FLIM and TCSPC were both analysed by 
tail-fitting from after the falling edge of the excitation pulse.  The FLIM software is 
unable to deconvolute the fluorescence decay from the IRF, unlike the F900 software 
employed in the TCSPC data acquisition and analysis.  Therefore the FLIM 
equipment is unable to determine fluorescence lifetim s with magnitudes 
significantly less than the width of the IRF, whereas with the TCSPC system 
lifetimes can be resolved down to ~20 ps. 
 
3.3.3.3 Analysis of FLIM data 
 
Figure 3.11 shows the fluorescence decay curve (blue profile) for ANS in pure 
methanol along with the fit of a single exponential theoretical decay as an example of 
the data and analysis obtained from a FLIM experiment.   




Figure 3.11: Example of data obtained from a typical FLIM experiment.  The 
exponential decay function is that of ANS in pure mthanol (blue profile) along with 
the corresponding single exponential fit overlaid (red profile). The red profile is 
overlaying the blue profile, hence obscuring it. The intensity per time gate is plotted 
on a logarithmic scale in order to illustrate the distribution more clearly.   
 
 
The FLIM software will use the same method as F900 (minimising sum of squares) 
employed in the TCSPC analysis, although it does not pr duce output residuals.  
Typically fifty intensity images are recorded, from which single exponential decay 
functions are fitted per pixel to produce a FLIM image.  Although the FLIM image is 
constructed from single exponential fits, regions of interest are selected to verify 
acceptable fits to a single or multi-exponential decay fits.  The time-gated detection 
system has previously been extensively investigated nd validated against a time- 
and space-correlated single photon counting detector attached to the microscope.31;32  
These studies concluded that the time-gated detection system produced accurate 
lifetime values for simple decays. 
 









In some instances, the intensity decay data recorded by the FLIM system was 
exported and analysed using the TCSPC software (F900).  Figure 3.12 shows the 
residuals from fitting data recorded by FLIM to illustrate the satisfactory fit, evident 










Figure 3.12: The residuals from fitting a single lifetime to the fluorescence decay for 
ANS in pure methanol.  The fluorescence decay was recorded by FLIM and the 
analysis was performed using F900 software, primarily used for TCSPC data 
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Chapter 4  
 





Many of the benefits of microfluidics arise from the reduction in size, but the 
miniaturisation results in a fundamental change in the flow characteristics of fluids at 
this scale. Turbulent flow predominates at the macroscale, while fluids flow in a 
laminar fashion at the microscale, without the random mixing that is characteristic of 
turbulence.10  Turbulence can rapidly and effectively mix fluids at the macroscale.  
However, turbulence cannot be generated in microscale flows due to the small 
dimensions typically used.33  The laminar flow conditions generated at the 
microscale mean that multiple fluid streams tend to flow in parallel through 
microchannels, mixing only by diffusion across their interfaces.33;34 This diffusion-
limited mixing is extremely inefficient and slow.  Whilst laminar flow behaviour has 
been exploited to good effect in microanalytical systems, many emerging 
applications of microfluidic devices require rapid and efficient mixing. 
 
Miniaturisation of the fluid handling of chemical and biological samples heralds 
many advantages. However, the ability to integrate all the components required for 
performing multiple tasks to replace a laboratory can be problematic.35  Although 
there is considerable ongoing research and developmnt of fully integrated 
miniaturised devices or micro-total-analysis-systems (µTAS), views have been 
expressed that more effort should be focused on individual operations or components 
to accomplish the goal of µTAS.36  Miniaturising the mixing process is one such 
operation that has been identified.  Indeed, the problem of microfluidic mixing has 
been described as a major bottleneck in the performance and development of 
microfluidic devices35 and is widely acknowledged to be a significant problem.9;35;37 
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4.1.1  Importance of microfluidic mixing 
 
The area of mixing has received much attention within e microfluidic research 
community over the past few years, due to the importance of achieving effective and 
efficient mixing at the microscale. For example, the majority of chemical assays 
require mixing of reagents and some assays even require multiple mixing steps.8;33;36  
Other applications where rapid mixing is important i clude drug delivery, 
biochemical analysis, sequencing or synthesis of nucleic acids, DNA analysis, 
protein folding, enzyme reactions, cell activation, and many other biological 
processes.38;39  Active research into microfluidic mixing is also important for 
understanding fundamental transport processes that occur at the microscale.8   
 
The importance of microfluidic mixing is widely acknowledged and generates 
extensive research efforts, as displayed by the numerous publications and patents on 
microfluidic micromixers over the past decade.37  Already there have been several 
review articles published on micromixers alone.8;40;41 This reflects the increasing rate 
of publication of the new mixer designs and the continued drive to conquer the 
miniaturisation of mixers able to rapidly mix fluids at the microscale.   
 
4.1.2  Microfluidic mixing strategies 
 
In microfluidic devices, the purpose of mixing is generally to bring together solute 
species from two (or more) flows. In the laminar flow regime, mixing occurs slowly 
by diffusion of solute (and solvent) molecules across the flow boundary. To achieve 
rapid mixing, laminar flow can be disrupted to give chaotic mixing, in which there is 
bulk transfer of fluid (solvent carrying solute) betw en the flows.  However, fast 
mixing can be achieved in some designs by exploiting diffusion alone, for example, 
multi-lamination mixing arrangements.  In some mixing designs the pay-off of more 
rapid mixing can result in increased back-pressure. 
 
Micromixers are generally categorised into passive (static) or active devices.37 
Passive micromixing strategies do not require external energy but rely on diffusional 
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mixing, using multilamination or flow-splitting techniques to reduce the mixing 
equilibration time.36;37;41 To increase the mixing rate beyond that limited by 
diffusion, passive mixers that induce lateral transport of fluid between streams have 
been devised relying on chaotic advection techniques.23;42  Active micromixers 
require external energy to generate a disturbance to chaotically intersperse fluid 
flows.36  Table 4.1 displays a general classification scheme for common passive and 
active mixing strategies.    
 
Passive Active 
Multi-lamination arrangements Acoustically induced vibrations 
Split-and-recombine concepts Ultrasound 
Chaotic advection  Periodical variation of pumping capacity 
Droplet based Thermal 
Injection e.g. micro nozzles Impellers 
  Electrokinetic instabilities  
  Pieoelectrically vibrating membrane 
  Micro pumps or valves 
  Magneto hydrodynamic action 
 
Table 4.1: Classification scheme for micromixers.8;41 
 
4.1.3 Characterisation techniques for determining m ixing 
efficiency  
 
As noted above, the number of publications and the commercial development of 
microfluidic mixers has grown rapidly over the past few years.  In spite of the 
increasing attention paid to the mixing problem, many devices are still considered to 
be designed by trial-and-error methods.9;42 The characterisation of micromixers 
continues to represent a challenge to evaluate designs and accurately quantify mixing 
efficiency.8;36  There has been a variety of techniques used to evaluate micromixers, 
the common methods are reviewed within this chapter.   
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4.1.4  Flow and mixing visualization  
 
Flow visualization techniques are one of the most cmmon methods used to evaluate 
microfluidic mixing.8;41  Optical techniques can be extremely useful and powerful in 
providing spatial and temporal information on conditions within microfluidic 
devices.  Frequently fluorescence intensity imaging a d transmitted light microscopy 
are used.  These techniques are relatively cheap, easy to set up, and, in the case of 
fluorescence imaging, provide excellent contrast. Unfortunately, the ability of these 
intensity-based techniques to provide a quantitative picture of fluid composition in 
microfluidic systems is severely compromised by their s nsitivity to variations in the 
optical path, instability of the light source, scattering, uncertainty in the dye 
concentration, and photobleaching effects.18 It has been acknowledged that the 
mixing efficiency can be overestimated using a dilution mixing technique (fluid with 
dye, mixed with un-dyed fluid), as a result of the resolution of the imaging system.33   
 
4.1.5  Fluorescence intensity imaging  
 
Numerous publications have relied on fluorescence it nsity imaging techniques to 
test micromixers, due to their versatility and ease of application.4;23;27;33;35;36;42-51 This 
approach can be used to obtain two dimensional images using a standard 
epifluorescence microscope or three dimensional resolution using confocal imaging 
techniques to optically section through a microfluidic device.  The spatial resolution 
of the technique can be combined with temporal resolution by the use of high-speed 
cameras to monitor flow and mixing in real-time, aptly suitable to evaluate dynamic 
mixing processes.  A fluorescent tracer dye is usually added to one of the fluid 
streams entering the micromixer, commonly fluorescein is used as the fluorescent 
dye.23;27;33;36;46;51  Several researchers have evaluated the performance of their 
micromixer designs using separate fluid streams of a commercial Ca2+ sensitive dye 
and CaCl2 solution, which when mixed displayed an increase in fluorescence 
intensity.4;35  
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Sasaki et al. used solutions of fluorescein and rhodamine B (RhB) separately, to 
characterise microscale mixing induced by applying an AC voltage between 
electrodes fabricated onto a microchannel.43  The fluorescence intensity images 
produced were reported to be difficult to interpret due to distortions and optical 
effects from the electrodes. The intensity images had to be ‘corrected’ to remove 
these optical effects.   Two different fluorescent dyes were used to assess any 
electrolysis effects induced by the electric current, by comparing mixing results 
using an anionic dye molecule (fluorescein) and a cationic dye molecule (RhB). Both 
dyes yielded similar results.  Applying an AC field to induce mixing can cause 
thermal heating effects,43 the researchers were possibility unaware of the high 
temperature sensitivity of the fluorescence intensity of RhB, which would have 
compromised their results.52  The temperature sensitivity of RhB is discussed in 
Chapter 6.  
 
Johnson et al. also used RhB dye to investigate mixing within a novel micromixer 
designed for electroosmotic flow.42  The authors openly acknowledge that Joule 
heating can be a significant problem in these system  and from their previous 
research had demonstrated temperature increases of 30 oC within such a micromixer. 
Again they have used a fluorophore (RhB) which is highly sensitive to temperature 
and is commonly used to measure temperatures within microfluidic devices.  Due to 
this problem, their mixing characterisation technique using fluorescence intensity 
imaging with RhB could provide misleading results.  
 
Although fluorescence intensity imaging is commonly used to analyse micromixers, 
the problems and limitations of the technique have be n reported.  One of the major 
limitations is the inability to acquire data close to channel walls due to optical 
aberrations.27;51  This problem has in some cases resulted in the failure to validate 
Computational Fluid Dynamics (CFD) modelling close to the walls due to unreliable 
data.  Burghelea et al. reported the rejection of data collected from an area within 
10% of the channel diameter from the walls.51  Strock et al. were forced to reject 
substantial amounts of image data used to validate their modelling simulations.  They 
were limited to only the central 50% of their fluorescence images, due to variations 
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in intensity caused by optical effects at channel walls.23  The exclusion of substantial 
amounts of experiment data when validating modelling is of concern, as it can 
potentially to lead to false ‘validated’ simulation results.  Yamaguchi et al. assigned 
inconsistencies between modelling simulations and fluorescence intensity imaging 
results to the high levels of noise and optical aberrations from the experimental 
imaging.27  
 
Munson et al. were forced to perform a complex correction process to eliminate the 
effects of the non-uniformity of the excitation light and the collection efficiency, 
when using fluorescence intensity imaging to evaluate microscale mixing.  This 
process was necessary to enable the intensity profiles collected from their 
micromixer to be compared.36  Due to the complexity of this process, it was only 
carried out on single extracted profiles at selected regions of the images, rather than 
the entire intensity images, leading to a substantial loss in spatial resolution.   
 
4.1.5.1 Fluorescence quenching  
 
A fluorescence quenching interaction has been used by a few researchers to evaluate 
microscale mixing.39;53  Masca et al. used the quenching of N-acetyl-L-
tryptophanamide (NATA) fluorescence by sodium iodide (NaI).  The reaction 
kinetics of the quenching reaction are much faster than the mixing process, hence its 
application for evaluating mixing processes.39  Intensity images were recorded using 
a CCD camera, however, the images were summed to give a single value for each 
image rather than using the images to spatially resolv  mixing.  This may have been 
necessary due to the limited collection of light due to a poor optical set-up and thus 
limited the value of the data. Another disadvantage is the time consuming collection 
of background images recorded in the absence of NATA. This was required to enable 
baseline and normalisation of the quenching images, and was necessary for each data 
set at every flow rate and temperature used.   
 
Bessoth et al. used the quenching of fluorescein solution by potassium iodide 
solution (KI) to evaluate the mixing efficiency of a multilamination micromixer.53  
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Single point measurements of fluorescence intensity within the mixer were obtained 
to quantitatively assess the mixing time.  This led to a loss of spatial resolution of 
quantitative mixing.  Qualitative information on the mixer was obtained through 
visual assessment by eye using fluid streams of flurescein and rhodamine B. 
 
4.1.5.2 Fluorescent beads 
 
Fluorescent beads have been used by Sritharan et l. to trace the streamlines of fluids 
and visualise the mixing patterns introduced by the micromixer design. The beads 
were added to one of the inlets to the mixing device to enable the evaluation of 
micromixing generated by acoustic waves.38  The addition of beads would be useful 
to probe mixing by applying micro-particle imaging velocimetry techniques to trace 
the particles and obtain quantitative information from the streamlines generated by 
the acoustic waves.  The 1 µm diameter particles usd in this study are considered by 
some researchers to be too large to faithfully follow the streamlines of the fluid 
accurately and have been suggested to disturb the flow at the microscale.27;54   
 
4.1.6  Colourimetric imaging techniques 
 
Another frequently used technique to characterise microfluidic mixing strategies is 
transmitted light microscopy using coloured dyes10;55-57, pH indicators45;57-60, and 
coloured reaction products55. 
 
The pH indicator phenolphthalein has been used by various researchers to evaluate 
various micromixer designs, from simple T-shaped mixers,45 to ultrasonic induced 
mixing61 and split-and-recombine designs55.  Phenolphthalein solution is colourless 
and transparent below pH 8, however if the pH of the solution is increased above this 
pH, the solution changes colour to pinkish red.57  When colourless fluid streams of 
phenolphthalein solution and sodium hydroxide soluti n (pH 13) are mixed, the 
interface between the streams turns red due to the incr ase in pH of the environment 
surrounding the phenolphthalein molecules on mixing.  The intensity of the red 
colour has been used to indicate the level of mixing within devices.  However, 
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Yaralioglu et al. stated that using pH indicators to characterise mixing efficiency 
could only give an empirical evaluation of mixing performance due to major 
problems caused by the non-uniform reflection of light from surfaces (depending on 
material), which distorts the images recorded.   
 
The pH-induced colour change of bromothymol blue (BTB) has been used to 
indicate the homogeneity of mixing and fluid distributions for a variety of 
micromixer designs.59  An inlet fluid stream of green BTB solution at pH 7, was 
mixed with a fluid stream of a colourless solution at pH 8.  When the solutions were 
fully mixed a blue colour was displayed.59  Knockmann et al. performed this imaging 
technique in addition to the Villermaux/Dushman reaction (described later) to 
evaluate mixing.   
 
Various coloured solutions of dyes ranging from rhodamine B dye (creates a pink 
solution),10 black ink,56 Congo Red dye,56 blue 2,6-dichlorophenolindophenol 
(DCIP) dye 39  and other unidentified dyes55;57 have been used to visualise  
microscale mixing using transmitted light microscopy. The coloured reaction product 
from the reaction of a transparent stream of a yellowish iron (Fe3+) solution when 
mixed with a transparent rhodanide (SCN-) solution to form a deep red complex, was 
used to quantify the mixing in a split-and-recombine mixer and for comparison with 
CFD simulations.55 
 
Although the imaging of coloured dyes is relatively simple to perform, it is difficult 
to extract quantitative mixing data as the technique is insufficiently sensitive, 
provides a limited resolution and is detrimentally affected by light scattering 
problems.61;62  Characterising mixing using coloured dyes can give false indication of 
fully mixed solutions, if layers of unmixed fluids are stratified horizontally rather 
than vertically in the flow.57  The technique is suitable for rough evaluations, but 
cannot provide the quantitative information on mixing required to validate modelling 
simulations.61 
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4.1.7  Ultraviolet resonance Raman spectroscopy  
 
Mixing efficiency has been evaluated using the band shifts and intensity changes 
which are characteristic of the protonation of the imidazole ring to imidazolium.39 
This reaction was induced by a rapid decrease in pH u on the addition of citric acid 
to an imidazole solution.   The mixing efficiency was monitored by following the 
relative intensity changes of distinct bands due to imidazole and imidazolium.  
Spectra were obtained at different positions within the mixer by point-by-point 
measurements, hence providing limited spatial resolution.  Other problems with the 
technique included scattered light from surfaces and the requirement of the 
fabrication of an expensive custom-made micromixer n fused silica.  Visualisation 
of the mixing process using a blue dye was performed in addition.  This however 
displayed misleading mixing results when compared to the Raman data.  The 
visualisation technique showed full mixing was achieved, but this was not evident 
from the Raman data. 
 
4.1.8  UV absorption  
 
Variations of a parallel competitive reaction, called the Villermaux/Dushman 
reaction, in which the UV absorption of the by-product can be used to evaluate the 
mixing performance, has been used by various research rs.59;62-64  A variation of this 
reaction was originally used for the characterisation of batch reactors to correlate 
between mixing quality and mixer design.62 It has been adapted to use at the 
microscale to evaluate the mixing performance of new mixer designs.   
 
Mixing quality is determined (i.e. good or bad mixing) using this iodine-iodate 
reaction (I2-IO3
-), in which solutions mixed by various micromixers are 
spectroscopically analysed to determine the concentrations of I2 and I3
-.  From these 
concentrations the efficiency of the mixing process can be assessed. One inlet stream 
of diluted strong acid (e.g. HCl or H2SO4) is mixed with another inlet stream of 
buffer solution containing KI and KIO3.  The buffer solution contains a weak acid 
(e.g. H3BO3 or CH3COOH) and strong base (e.g. NaOH or NaAc).  Two reactions 




can occur, depending whether there is fast or slow mixing.  The reactions are shown 
in the following scheme: 
 
H2BO3
- + H+       H3BO3    quasi-instantaneous (i) 
5I- + IO3
- + 6H+      3I2 + 3H2O   very fast        (ii) 
 I2 + I
-      I3
-  quasi-instantaneous   (iii) 
 
Reaction (i) is the ultra fast neutralisation of the acid which masks the slower redox 
reaction (ii) of the formation of iodine.  If the mixing of fluid streams is relatively 
slow, this results in the consumption of protons (H+) by reaction (ii) and hence I2 is 
formed.  Therefore triiodide ions (I3
-) as shown in reaction (iii) are formed, which 
have a strong UV absorption at 352 nm. The amount of light absorbed depends on 
the mixing performance of the reactant fluids, hence fast mixing results in a weak 
UV absorption.  
 
The mixed fluid from the outlet of the mixers was sampled in a UV cell and 
measured with a spectrometer off-line.  Currently it is impossible to perform in situ 
sampling or online monitoring.  One disadvantage is the lack of discrimination of a 
good mixing process between homogeneous mixing or fast mixing or a combination 
of both.59  Knockmann et al. performed additional optical imaging experiments with 
pH indicator dyes to reveal information on homogeneous flow conditions and any 
flow distributions.59   Another drawback of the method is the possibility of surface 
modifications of channels due to oxidation and reduction.62 The high concentrations 
of I- and IO3
- can result in detectable amounts of iodine generated by the slower 
reaction even after complete mixing. Therefore, the time delay between mixing and 
measuring is crucial and must be minimised.62 The method can only provide a 
relative mixing efficiency which is not directly related to mixing time. For example, 
it can be used to compare between several mixing designs to investigate the best 
design for mixing, as it will yield results of good or bad mixing for mixing 
comparisons.62 
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Knockmann et al. acknowledged the problems with using this mixing 
characterisation reaction technique and concluded that significantly more research 
was required to verify it.  
 
4.1.9  Modelling of microfluidic mixing  
 
Computational modelling techniques can be useful in designing and developing 
microfluidic mixing systems, although it is importan  that the generated data is 
experimentally validated.  This view is acknowledge by many researchers who have 
been developing microscale modelling techniques including finite element 
modelling, computational fluid dynamics (CFD) and lattice Boltzmann. The majority 
of papers published on modelling microfluidic mixing are supported by experimental 
data, albeit, in many cases, the resolution of the data can be poor and is inadequate to 
accurately verify the models.  The poor resolution of some experimental data used 
can provide broad acceptance criteria which could potentially allow even severely 
flawed CFD results to be validated.  Modelling can be an important tool to explore a 
vast range of fluid properties and device geometries, as generating experimental data 
can be expensive in time and resources. 
 
Parameters such as mesh conditions (grid which divides the structure into a number 
of cells to solve the fluid composition in each), large range of fluid Reynolds 
numbers and the variability of other fluid propertis, have induced computational 
restraints and imposed limitations on modelling resources accessible to some 
researchers.33  Sometimes experimental data is unavailable or difficult to acquire for 
the full range of modelling data produced.  Simplifications including modelling 
fluids with assumed similar viscosities, symmetrical flow profile, smooth walls, no-
slip boundary conditions, constant flow velocity, no flow instabilities and a 
continuous medium are too readily adopted with modelling packages and the users 
thereof.33 Under real experimental situations these assumptions can break down.27  
Some inconsistencies between CFD and experimental resu ts have been assigned to 
fluid pulsations from the syringe pump, different hydrophilicities of walls for 
experimental and simulation, noise and optical aberr tions from the experimental 
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imaging.27  Due to computational limitations some published simulations have been 
limited to 2D calculations rather than 3D.33 This dimensional issue should be given 
consideration given that wall effects dominate at the microscale, although vertical 
lamination may be more of a problem.  
 
It is essential, therefore, that techniques capable of visualising fluid composition with 
high quantification and spatial resolution are found. This will allow testing of 
prototype devices, and will provide essential experim ntal data to guide development 
of theoretical models and validate computational simulations. Computational fluid 
dynamics models have proved useful in preliminary mixer designs, but a rigorous 
understanding of the fundamental principles of microfluidics would lead to the 
development of better models for complex mixing devic s.55 
 
In addition, techniques capable of providing quantit tive information on micromixers 
would be extremely valuable in the validation of modelling techniques applied to 
future micromixer design to eliminate costly trial-and-error techniques and greatly 
improve design optimization.   
 
4.1.10 Spatial mapping of mixing using FLIM 
 
The results using fluorescence lifetime imaging micros opy (FLIM) reported in this 
chapter demonstrate a superior approach to the imaging of mixing within 
microfluidic systems. This technique involves spatially resolving the fluorescence 
lifetime of a fluorescent dye, rather than the intensity, and overcomes many of the 
aforementioned problems of intensity-based methods because the lifetime is 
independent of the number of fluorescing molecules. Before the publication of the 
data from this chapter in 2005, the use of FLIM hadbeen restricted to the imaging of 
biological systems and these papers are on non-flowing systems.65-67 This thesis is 
the first study to demonstrate that FLIM enables spatially-resolved quantification of 
fluid mixing in microfluidic devices.  Following this publication, numerous papers 
exploiting FLIM techniques to spatial map mixing within microfluidic devices have 
been published.   
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4.1.10.1 Subsequent applications of FLIM techniques  in 
microfluidics 
 
Benninger et al. reported mixing in microfluidic devices using two different time-
resolved imaging techniques.68 A fluorescence anisotropy technique produced 
images of mixing between inlet solutions of fluoresc in in pure water and fluorescein 
in a glycerol/water mixture (50/50 v/v) within a microfluidic device. The anisotropy 
technique allows the acquisition of an image of the fluorophore rotational mobility 
within solvents of differing viscosities.  From these images, quantitative mixing 
profiles were extracted. The disadvantage of this technique of mapping the rotational 
correlation time is the necessary recording of two intensity-gated images with 
fluorescence collected parallel and perpendicular to the excitation polarization. This, 
along with requiring a high signal to noise ratio, resulted in acquisition times of 
several minutes for each image.68  The second technique reported real-time fluid 
mixing using high-speed fluorescence lifetime imaging recorded at 12.3 Hz using a 
different fluorophore (DASPI), which displayed a fluorescent lifetime directly 
dependent on the local solvent viscosity.68  FLIM images of DASPI in pure water 
and a glycerol/water mixture was acquired from two time-gated images.  No 
quantatitive data was extracted from the high-speed FLIM images, most likely due to 
a low signal to noise ratio.   
 
Redford et al. used fluorescence lifetime imaging to provide information on the 
mixing processes and efficiency in a continuous-flow turbulent microfluidic    
reactor.24 Fluorescent lifetime images of the mixing of fluorescein and iodide 
solutions within the reactor were recorded.  The excit d state of fluorescein is 
effectively quenched by iodide, which resulted in the decrease of the fluorescence 
lifetime of fluorescein from 4.05 ns to almost zero. Fluorescence lifetime imaging 
was able to reveal detailed information on the mixing processes and turbulence on 
the molecular scale from the response of the fluorescein probe to the surrounding 
molecular fluid environment.24 
 
Elder et al. demonstrated the application of LEDs as inexpensiv alternative 
excitation sources for frequency-domain FLIM using a microfluidic mixer to 
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combine fluid streams of a fluorophore solution (Rhodamine 6G in KCl  solution) 
and a quencher solution (Rhodamine 6G in KI solution).69  This work was extended 
in a second paper published several months later, which focused entirely on 
diffusional-based mixing within microchannels.70  Frequency-domain FLIM could be 
more readily implemented in imaging within microfluidic devices due to the 
relatively inexpensive LEDs employed for the excitation of the fluorophores. 
However, a major drawback was the extended time necssary to acquire information 
on samples with multiple fluorescence lifetimes, as this will require different 
modulation frequencies of the LED intensity to resolve the separate lifetimes. 
Therefore, the technique was only really suitable to simple single exponential decays, 
as is displayed by the fluorophore quenching reaction.  Elder et al. (June 2006) 
highlighted the problems with using fluorescence int nsity imaging for investigating 
mixing in microfluidic devices by comparing the result  with FLIM images. Strong 
variations in the intensity images were considered to be due to absorption of 
excitation light and re-absorption of emitted fluorescence light.  In addition, this 
problem was exacerbated by optical distortions when imaging deep into the channel.   
The authors draw the conclusion that it would be extremely complex to extract any 
quantitative data from the intensity images collected.  
   
4.1.10.2 Introduction to the FLIM technique 
 
In this study the fluorescent probe 1,8-anilinonaphthalene sulfonate (ANS) was 
selected to investigate microfluidic mixing using FLIM, as ANS displays a 
fluorescence lifetime which is extremely sensitive to the composition of water-
methanol mixtures, showing a near-linear variation fr m 240 ps in pure water to 6 ns 
in pure methanol.71 It will be demonstrated using ANS that FLIM enables spatially-
resolved quantification of fluid mixing in microfluidic devices.  
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4.2 Experimental Details 
 
4.2.1 Solution preparation 
 
All measurements were made with the ammonium salt of 1,8-anilinonaphthalene 
sulfonate (ANS) obtained from Fluka and used as receiv d.  Solutions of ANS (ca. 
1×10-3M) in pure methanol and a water-methanol mixture (1:1 molar ratio, which 
corresponds to 30.8% water v/v) were prepared using HPLC grade methanol and 
water (Fisher Scientific), used as received.  The solutions of ANS were stored in the 
dark, and the lifetime of ANS fluorescence at room temperature was used as a 
routine check of sample purity after storage. No fluorescence emission, at the 
wavelengths employed, could be detected from the solvents under the instrumental 
conditions used.  
 
4.2.2 Microfluidic mixing system 
 
The microfluidic flow cell was fabricated from Perspex, with a 'T' shaped channel 
milled out to a depth of 0.2 mm, using a 0.4 mm diameter end mill (Drill Service 
Ltd).   The dimensions of the milled ‘T’ channels are illustrated in Figure 4.1. 
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The three inlet/outlet holes were drilled 1.6 mm in diameter and fitted with 
polypropylene tubing (outer diameter 1.65 mm), cut from dispensing tips (EFD Inc).  
Araldite glue was used to seal the join between the polypropylene tubing in the 
drilled holes if any leaking occurred from a poor fit.  Silicone tubing (inner diameter 
1.0 mm, Altec Products Ltd) was used to attached the polypropylene tubing to 
syringes (3 ml, plastic Luer-lock syringes, BD), fitted with uncut polypropylene 
dispensing tips (EFD Inc.).  The cell was sealed by gluing (Norland Optical Adhesive 
No. 61) a coverglass over the channels.  The glue was applied around the perimeter 
of the milled ‘T’ shape using a pressure-dispensing system (EFD Inc.) to precisely 
control the amount of glue dispensed.  The glue washeld within a UV-resistant 
syringe fitted with a micro-needle and piston (syringe, needle and piston from EFD 
Inc.).  The syringe, with piston, was attached to tubing, through which pressurized air 
was forced to move the syringe piston.  The air pressure was varied to change the 
piston force and hence control the amount of glue dispensed.  The coverslip was then 
lowered onto the glue and cured under UV light.  The precision of the gluing enabled 
minute amounts of glue to be dispensed around the microchannels and helped 
prevented glue, from flowing into the microchannels and causing any blockage 
problems.  A photograph of a fully assembled and several un-assembled mixers, is 
displayed in Figure 4.2. 
 
 
Figure 4.2: Series of six milled and drilled T-shaped mixers on a Perspex block.  
Three of the T-mixers are sealed with glued-on coverslips. The mixer at the top is 
fully assembled, fitted with polypropylene tubing into the drilled holes, and attached 
to silicone tubing leading to the syringes.  
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Solutions of ANS in pure methanol and a water-methanol mixture (30.8% water v/v) 
were pumped into the flow cell, meeting head-on at the top of a T-junction, as 
illustrated in the annotated photograph of the assembl d flow cell (Figure 4.3).  The 
flow of fluids from the syringes was controlled by a syringe pump (Univentor 802, 
Univentor Ltd).   
 
 
Figure 4.3: Annotated photograph of the T-shaped micromixer with tubing attached, 
leading to the syringes.  The arrows indicate the inl t flows of methanol-ANS and 
water-methanol-ANS solutions, and outlet flow. 
 
4.2.3 Fluorescence lifetime imaging (FLIM) 
 
The flow cell was clamped to the microscope stage to prevent movement during 
recording.  The ANS solutions were pumped through the device, to allow the flow to 
develop and ensure no leakage problems before recording the mixing.  Excitation 
laser radiation of wavelength 400 nm was reflected from a dichroic filter (DM430, 
Nikon) and focused into the flow cell using either 20× (PA, NA=0.75, Nikon) or 
100× (Ph3, NA=1.3, oil immersion, Nikon) objectives. The light was focused whilst 
the solutions were flowing through the device, using the CCD camera in a constant 
intensity imaging mode, with the time-gate set at the peak of the decay to obtain a 
peak intensity of between 3000 and 4000 counts.  The resultant fluorescence 
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collected was passed through a 515-555 nm barrier filt r (Nikon) and recorded using 
a 600 ps gate width.  The images were the average of 5 separate exposures, and were 
recorded in steps of 500 ps over a 23 ns range. The integration time for each image 
was 0.1 ms, with 0.05 ms readout time, giving a total acquisition time of 
approximately 35 s.  The peak of the fluorescence it nsity was found in the fourth 
image of the image series. To ensure that the instrument response did not interfere 
with the fitting, the first five images were not used for analysis. The sixth image, 
which was 1 ns after the peak, and the subsequent images were analyzed, allowing a 
decay curve to be constructed for each pixel. Pixels with low counts in the first 
analyzed image (typically 700 counts) were removed at this stage.  Each of these 
curves was then fitted to a single exponential decay. A lifetime map was produced by 
assigning a colour on a 16-bit pseudocolour scale to ach of the fitted lifetimes, and 
these were displayed over a range of 2-6.8 ns. 
 
4.2.4 Time-resolved fluorescence spectroscopy (TCSP C) 
 
The solvent dependence of the fluorescence lifetimes of ANS in methanol-water 
mixtures was determined by time-correlated single photon counting.  Fluorescence 
decays were recorded on a range of solutions of ANS in water-methanol mixtures, 
with the concentration of water varying from 0 to 30.8 % v/v.  The aerated solutions 
were contained in a 1 cm pathlength fused silica cuvette (10 x 10mm inside 
dimensions, Optiglass Ltd).  Fluorescence was excitd at 400 nm and decay curves 
were recorded at an emission wavelength of 520 nm.  Fluorescence decay curves 
were recorded into 4096 channels and accumulated to 10,000 counts in the peak 
channel on a time range of 20 ns.  The fluorescence de ay curves were analysed by 
tail-fitting (i.e. without convolution with the instrument response function), from ~1 
ns after the peak of the decay, to correspond to the conditions used to fit the FLIM 
decays.  Discrete decay analysis was performed withthe F900 software package 
(Edinburgh Instruments). 
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4.3 Results and Discussion 
4.3.1 Time-resolved fluorescence spectroscopy of AN S 
 
ANS displayed a single exponential decay at all comp sitions of water and methanol, 
making it an ideal, unambiguous probe of solvent comp sition.  The residuals for 
ANS in pure methanol and a water-methanol mixture (30.8% water v/v) are 
displayed in Figure 4.4, and are random across the w ole decay, illustrating the 






Figure 4.4: The residuals from fitting a single lifetime to fluorescence decay for (a) 
pure methanol and (b) 30.8 % water v/v in a water-methanol mixture (corresponding 
to a 1:1 molar ratio). 
 
The individual fluorescence decays recorded by TCSP have been combined and 
displayed in Figure 4.5.  This shows the lifetimes decreasing as the percentage 
composition of water in the water-methanol mixtures increases.   
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Figure 4.5: TCSPC data for solutions of ANS in methanol-water mixtures. Starting 
from the top curve, the concentration of water (% v/v) in the solutions is 0, 2, 4, 6, 8, 
10, 13, 16, 18, 20, 23, 24, 26, 28, 30, 30.8 %. 
 
The fluorescence lifetimes and reduced χ2 values for ANS in the water-methanol 
solutions is presented in Table 4.2.  The reduced χ2 values are all considerably less 
than 1.1, which demonstrates an excellent fit to a single exponential decay function 
for all the mixtures.  The lifetime of ANS changes from 5.97 ns in pure methanol to 
2.36 ns in 30.8 % water v/v in a water-methanol mixture.   
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% water in water-
methanol mixture 
τ /ns χ2 
0 5.97 1.08 
2 5.73 1.04 
4 5.57 1.05 
6 5.34 1.02 
8 5.09 1.09 
10 4.72 1.03 
13 4.29 1.05 
16 3.93 1.03 
18 3.61 1.02 
20 3.36 1.05 
23 3.03 1.05 
24 2.95 1.03 
26 2.74 1.01 
28 2.46 1.06 
30 2.42 1.04 
30.8 2.36 1.08 
 
Table 4.2: Fluorescence lifetimes (τ) of ANS as a function of the percentage of 
water in water-methanol mixtures.  The goodness-of–fit parameter, χ2, of the fitted 
mono-exponential function is also shown. 
  
 
Figure 4.6 quantifies the dependence of the lifetim of ANS upon the water/methanol 
composition.  The equation Y =5.97258-0.09267 X-0.00382 X2+9.82168E-5 X3, 
where Y is the lifetime in ns, and X is the concentration of water in the water-
methanol mixture (% v/v) gave a good fit to the data.  Values from Figure 4.6 have 
been used as a calibration between lifetime and composition, by re-plotting the data 
with the axes switched (Figure 4.7).  The compositin-l fetime calibration data fitted 
well to the equation Y =84.02401-35.36578 X+6.52602X2-0.49581X3, where Y is 
the concentration of water in the water-methanol mixture (% v/v) and X is the 
lifetime in ns.  This equation was used in conjunction with the FLIM images, to 
convert the lifetime of each pixel to the percentage composition of water, to produce 
composition maps.  
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Figure 4.6: Graph showing the dependence of ANS fluorescence lifetime upon the 
percentage composition of water in water-methanol mixtures. 
 















Figure 4.7: Calibration curve showing the relationship between the percentage 
composition of water in water-methanol mixtures andthe lifetime. 
 
4.3.1.1 Effect of the solution refractive index 
 
The Strickler-Berg equation states that the inverse of the fluorescence lifetime scales 
approximately with the square of the refractive index of the solvent. However, the 
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change in the refractive index of the solvents from pure methanol to the water-
methanol mixture is too small to have a significant effect on the radiative lifetime of 
ANS, hence the refractive index change has a minimal effect on the overall lifetime. 
(The refractive index of water at 293 K is 1.333 and that of methanol is 1.328). The 
overall lifetime change displayed by ANS in water-methanol mixtures can be 




4.3.2 Fluorescence lifetime imaging of microfluidic  mixing  
 
Fluorescence lifetime imaging microscopy has been used to quantitatively map the 
mixing of ANS in a pure methanol and a water-methanol mixture within a 
microfluidic T-shaped mixer.  The flow channels had a epth of 200 µm and width of 
400 µm, and the inlet flow rates were varied from 10-75 µL/min. These dimensions 
and inlet flow rates correspond to Reynolds numbers < 10, such that the fluids are in 
the laminar flow regime.72 
 
4.3.2.1  Comparison of FLIM with intensity-based im aging 
 
The effectiveness of the time-resolved technique is demonstrated in Figure 4.8, 
which compares the intensity and lifetime images for two regions of the flow cell 
during a typical experiment. The intensity and FLIM images, which are displayed 
using the same pseudocolour scale, are noticeably different. The intensity images 
(Figure 4.8a) show large, irregular variations in intensity across the field of view, 
with the highest intensity regions located near the input of the solution of ANS in 
methanol. The FLIM images give a clear and unambiguous picture of the liquid 
composition (Figure 4.8b). These images show smooth transitions from long to short 
lifetime (left to right), across a clearly defined mixing region. By using the 
calibration curve in Figure 4.7, the composition at e ch point in the FLIM image can 
be directly read off.  The intensity image was constructed by summing the lifetime 
images, which allows a direct comparison between th time-resolved and intensity-
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based methods. In principle, there should be a clear orrelation between the intensity 
images and the lifetime images; the longer the fluorescence lifetime, the higher the 
quantum yield and hence the higher the fluorescence intensity (given that the ANS 
concentration is constant). In practice, however, no such correlation is apparent and it 
is clear that the intensity-based images are strongly distorted by variation of the 
illuminating field, the collection efficiency and the other variables previously 
mentioned.  The microfluidic flow cell used in this study is of a simple design, and it 
is likely that intensity-based imaging will be even more prone to optical artefacts in 
complex devices.  FLIM, on the other hand, faithfully reports the fluid composition, 
as the lifetime is governed solely by the solvent environment of the ANS probe, and 























Figure 4.8: Comparison of fluorescence intensity images (a) and FLIM images (b) 
for the mixing of solutions of ANS in pure methanol and ANS in a water/methanol 
mixture (70:30 v/v), using the arrangement shown in Figure 4.3. The flow rate of 
fluids in both inlets was 50 µL/min.   
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4.3.2.2 Microfluidic mixing maps 
 
The FLIM technique has been used to monitor mixing as a function of flow rate and 
flow distance (Figure 4.9). The compositional variation observed in Figure 4.9 is 
indicative of two fluids under laminar flow, as expcted. One feature of the resultant 
images is how little mixing occurs in the region where the two input streams meet. 
Despite being forced together, there is no sign of turbulent mixing. The input streams 
are well behaved, with no fluctuations in the positi n of the boundary between them.  
Instead, the two streams stay completely separate, exc pt for a narrow mixing region 
due to diffusion. The overall trend is for the mixing region to broaden as the flow 
rate decreases, and as the fluids move further downstream, as expected for 
diffusional mixing. For the fastest flow rate (75 µL/min), regions that are identical in 
composition to the input streams persist, even after travelling 1 cm down the channel. 
In contrast, the two fluids have completely mixed at this distance downstream at the 
slowest flow rate (10 µL/min).   
 
Figure 4.9: FLIM images for the mixing of solutions of ANS in pure methanol and 
ANS in a water/methanol mixture (70:30 v/v), showing the spatial dependence of 
lifetime upon the flow rate and the position within the flow cell.  Images were 
acquired at three positions in the flow cell, and at three flow rates, as indicated in the 
schematic diagram. 
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4.3.2.3 Quantification of mixing 
 
FLIM allows the monitoring of mixing with high spati l resolution (Figures 4.10a 
and b), accurately measuring small changes in the fluid composition in sub-picolitre 
interrogation volumes. The technique is sensitive enough to reliably detect a ca. 2% 
change in the volume fraction (Figure 4.10c); this is equivalent to a lifetime change 
of ca. 250 ps, which is a measurement limit set by the temporal width of the 
detection windows. The compositional resolution could be improved by increasing 
the time-resolution of fluorescence detection, using photon counting methods. This 
method is equally applicable to diffusional mixing (the fluorescence lifetime 
responds to the net diffusion of water molecules across the flow boundary) and 
mixing by mass transport of fluid, and is, therefor, generally applicable to the 
evaluation of all types of micromixers. The quantitative spatial profiles of fluid 
composition that can be generated by FLIM (Figures 4.10c and d) are particularly 
valuable for supporting and guiding theoretical models of fluid flow in microfluidic 
systems. 
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Figure 4.10: Quantification of mixing using FLIM. (a) FLIM image of the mixing of 
methanol and water/methanol using a 20× objective. Th  flow rate was 75µl/min. (b) 
Expanded image of the same mixing region using a 100× objective.  (c) Composition 
profile along the cross section indicated in Figure 4.10b. (d) Representation of the 
lifetime data in Figure 4.10a as a composition surface. Composition values were 
calculated using the calibration curve in Figure 4.7. 
 
 
4.3.2.4 Composition profiles 
 
Composition profiles have been extracted from the FLIM images recorded at the 
confluence zone (beginning of the mixing channel) and before the fluids passed into 
the outlet tubing (end of the mixing channel), for low rates 10, 25, 50 and 75 
µL/min (Figure 4.11).  At the confluence, the compositi n profiles show a quasi-
sigmoidal shape, displayed by the red plots for each flow rate in Figure 4.11.  At the 
highest flow rate of 75 µL/min (Figure 4.11d), the profile at the beginning of the 
mixing channel shows a sharp composition gradient between the water-methanol 
stream and the pure methanol stream, with horizontal regions at the channel walls, 
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identifying the different compositions of the inlet fluids.  As the flow rate decreases 
from 75 to 10 µL/min, the profile shapes of the fluids at the confluence changes 
gradually.  The sharp difference between the inlet fluid streams decreases and the 
overall profile becomes less sigmoidal-shaped.  This is most noticeable in the profile 
of the water-methanol fluid stream, which at 10 µL/min (Figure 4.11a) displays a 
near-linear gradient (represented by the red plot in Figure 4.11a). As the fluids 
progress through the mixing channel, the composition profiles change from a 
sigmoidal to a linear profile at the end of the mixing channel, for all the flow rates. 
 
 



















Figure 4.11:  Composition profiles showing the percentage composition of water 
across the beginning of mixing channel (red circles) and across the end of mixing 
channel (black squares) for flow rates (a) 10 µL/min, (b) 25 µL/min, (c) 50 µL/min, 
and (d) 75 µL/min. 
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Table 4.3 provides the Reynolds and Péclet numbers for the inlet fluid streams at 
each flow rate represented in Figure 4.11 to quantify the limited extent of the mixing 
by diffusion.  The high Péclet numbers show that the convection of the fluid flows 
through the channels is significantly greater than the lateral diffusion across the 
channels, hence mixing is limited. 
 
Flow rate (µL/min)  Pure methanol Water-methanol 
10 0.8 0.3 
25 1.9 0.7 





10 250 440 
25 630 1100 





Table 4.3: Reynolds and Péclet numbers for the inlet fluid streams at each flow rate 




Figure 4.12 shows the composition profiles across the end of the mixing channel for 
all the flow rates, to compare and evaluate the degree of mixing.  All the profiles are 
linear, with the gradient of each profile decreasing from 75 µL/min to 10 µL/min.  At 
10 µL/min the profile is flat, i.e. the gradient is e sentially zero, denoting that the 
fluids are completely mixed.   
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Figure 4.12: Composition profiles showing the percentage composition of water 
across the end of the mixing channel for flow rates 10 µL/min (black squares), 25 
µL/min (red circles), 50 µL/min (green triangles), and 75 µL/min (blue triangles). 
 
 
4.3.2.5 Fluorescence intensity movie 
 
A fluorescence intensity movie was recorded of the wo fluid streams at the 
confluence of the T-mixer, with an inlet flow rate of 25 µL/min.  The movie can be 
viewed from the supporting information provided on a separate CD.  ANS was 
present in the pure methanol inlet flow (10-3 M), but was absent from the methanol-
water inlet flow.  This set-up was used to image only e inlet flow, to check if flow 
fluctuations were present as fluctuations can induce mixing effects.73;74  The movie 
showed that the inlet flows of the microfluidic system were stable and well-behaved.  
Images were continually recorded using the same system described for FLIM and 
were collected at the peak of the fluorescence decay. The integration time for each 
image was 100ms, with 50 ms readout time, giving an acquisition rate of 
approximately 7 frames/s.  The movie was created using Microsoft Video 1 
compression (75% quality).  The time-gated intensity images recorded, for producing 
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FLIM images, were visually monitored over the entire fluorescence decay to ensure 
no flow fluctuations were present.  If any air bubbles flowed through the mixing 
channel, the recording was repeated.   
 
A single intensity image from the movie is displayed in Figure 4.13, this image is 
representative of all the frames collected. The flow showed little deviation from this 
image template.  The left inlet flow, represented by blue, shows the ANS-methanol 
inlet flow.  The right inlet flow, although present, is not displayed in the image due to 
the absence of ANS from the water-methanol mixture.  Therefore it does not exhibit 
fluorescence and cannot be detected. 
 
 
Figure 4.13: A single image showing a typical frame from the fluorescence intensity 
movie recorded at the confluence of the T-shaped mixer. 
 
 
4.4  Conclusion 
 
The results presented demonstrate that widefield FLIM can directly measure the two-
dimensional mixing of fluids in microfluidic systems with a level of quantification 
that was not available from other methods at the publication time of this data. It has 
been shown that intensity-based techniques such as confocal microscopy23 and 
optical coherence tomography75 can provide three-dimensional imaging of 
microfluidic flows. This is important when the varitions in fluid composition are 
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along the optical axis, since these cannot be resolv d by intensity-based widefield 
methods.75 The FLIM approach can be extended to full three-dimensional imaging 
by using confocal or multiphoton excitation, while still maintaining the attendant 
benefits of time-resolved detection that have been established here. In this version of 
the technique, the tightly focused excitation laser b am is rastered across the sample 
and the fluorescence decay is acquired point-by-point, using time-correlated single 
photon counting. The use of multiphoton excitation would also enhance imaging 
penetration through strongly absorbing or scattering fluids or structures.  
 
The mixed solvent system used in the present work, in conjunction with the ANS 
probe, was devised purely as a measurement tool for the generic study of 
micromixing, and was not intended to relate to any specific applications of lab-on-a-
chip systems. This approach is, however, generally applicable to any solvent system, 
as long as there is a change in molecular environment upon mixing that results in 
variation in the fluorescence lifetime of an appropriate probe. For example, mixing 
of aqueous solutions could be studied by using streams of different pH that 
incorporate a pH-sensitive dye, such as a seminaphthorhodafluor (SNARF) probe. 
Alternatively, streams containing different concentrations of a collisional quencher, 
such as iodide, can be used, as shown by Elder et al. and Redford et al.24;70  In view 
of the flexibility of this approach, it was anticipated that FLIM would become an 
essential tool in the design, modelling and evaluation of microfluidic systems.  Since 
the publication of this data, four further papers have been published using FLIM to 
probe microfluidic mixing.24;68-70  The results from this chapter have been used by 
the National Physical Laboratory to evaluate commercial CFD codes used for 
microfluidic applications.  A copy of this manuscript, which has been submitted to 
the journal Microfluidics and Nanofluidics, is presented in the Appendix.  The paper 
demonstrates the excellent agreement achievable between the FLIM results and 
simulated results.  
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 Chapter 5 
 





There have been numerous publications covering a variety of unique micromixer 
designs and their subsequent characterisation to evaluate the mixing efficiency.  The 
microfluidic flow cell used in the previous chapter o quantify mixing between fluid 
streams was an extremely simple design.  The device was fabricated to optimise the 
excitation and collection of fluorescence emitted, by imaging through a glass 
microscope coverslip (thickness ~ 0.16 mm), which is typically used for microscopy 
and imaging studies.  The device was practical to assess the feasibility of the FLIM 
technique for the new application of quantitatively mapping mixing within 
microfluidic devices.  However, most microfluidic devices are of a more complex 
design and the majority are not manufactured to allw optical transparency over a 
range of wavelengths and interrogation with advanced fluorescence imaging 
techniques.  In this chapter a range of commercial m cromixers, produced by Epigem 
Ltd, have been analysed and evaluated using the FLIM system.   
 
The polymeric micromixers produced by Epigem are passive laminar flow mixers, 
designed to improve the efficiency of diffusion-based mixing at the microscale.  
Information on the manufacturing process and device materials were not disclosed 
by the company.  The effect of the inlet channel angle, channel dimensions, 
chambers and serpentine channel designs have been ass ssed using the FLIM 
technique.  In addition, two unique micromixers with more intricate designs have 
been assessed.  The first of these mixers has sharpasymmetric curves in the vertical 
mixing channel walls and the second has vertical columns or obstacles fabricated in 
the mixing channel.  The designs were selected by Lab 901 Ltd due to their interest 
in enhancing the mixing of fluid streams, but also for the ease of future fabrication 
of cheap disposal polymeric microfluidic devices.   
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Prior to this work, few studies had quantitatively valuated such mixing designs and 
parameters.  The following sections review the literature to date in this area. 
 
5.1.1 Effects of bends in microchannels on mixing 
 
Mengeaud et al. investigated the effects of 90o bends in microchannels or a ‘zigzag’ 
geometry, on the mixing efficiency between two fluid streams using finite element 
simulations.33  They concluded that a critical Re number of 80 was required before 
the 90o bend had a positive effect on the mixing efficiency, Re numbers below 80 
had no effect on the mixing.  The increased mixing due to the zigzag geometry was 
determined to be due to inertial effects, which led to a pressure gradient inversion 
after each angle turn.  This recirculation forces the ransverse component of the 
velocity spread species from the mixing interface to the walls.  Therefore, for high 
flow rates, mixing was induced by a combination of laminar recirculation and 
diffusional processes.  They found an optimum geometry which could increase the 
effect of laminar flow recirculation generated at ech angle, induced by the zigzag 
design, at high flow rates.  However, all the simulations were performed only in 2D.  
The authors explained that modelling of 3D channels would significantly dampen the 
recirculations due to the walls at the top and bottom of the channels.  Fluorescence 
intensity profiles over a range of flow rates were recorded in an attempt to validate 
the simulations.  However, the researchers could only validate their modelling results 
for low Re numbers (0.1 to 9) as a result of problems at the inlets of their 
micromixer, which prevented high flow rates being achieved.  In addition, it was not 
ideal to use experimental data from channels with dimensions of 100 µm wide by 48 
µm deep to validate 2D modelling, which had assumed infinitely deep channels, 
especially as the mixing effect will be greatly dampened by the channel walls.  
Indeed, the authors confess that for real 3D experiments a critical Re number of ~7 is 
probably more realistic, an order of magnitude lower than the simulated result. 
Mixing deviations observed in the fluorescence profiles were assumed to result from 
defaults in the channel structure.  The mixing effect will be reduced in channels of 
smaller cross-section due to the effect of the larger surface to volume ratio.   
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Yamaguchi et al. investigated the enhancement of mixing based on a serpentine 
microchannel design with 180o bends.  The effects were simulated with CFD, 
however, fluorescence intensity-based confocal imagng was used to validate the 
initial simulations of the basic mixing principles before extrapolating the model over 
a wider range of variables. The confocal imaging was essential to enable vertical 
optical sections through the microchannels to be obtained.  There was good 
agreement between experimental confocal images of the interfaces and the CFD 
images.27  The enhancement of mixing is due to inertial forces acting on the liquid 
flowing round the turns; this distorts the normally vertical interface between the 
fluids, and increases the surface area of the interfac  to increase the molecular 
diffusion.  At the fluid velocities and Re numbers u ed in this experiment, after the 
first turn the interface is distorted from a vertical interface (I shaped) to a curved 
interface (> shaped), which was calculated to increase the surface area by ~50 %.27  
Following the second turn the inertial forces were now exerted in the opposite 
direction, which causes the curved interface (> shaped) back to the initial vertical 
interface (I shaped).27  If much higher flow rates were used, the interface did not 
recover to the vertical form and was permanently wave-shaped.27  This increased the 
interfacial area and increased mixing by molecular diffusion.  However, the 
researchers found it difficult to achieve such high Re numbers in their devices 
without significant pressure-drops and problems with  backpressure.27  The interface 
was only noticeable in the first few turns and then disappeared as the fluids mixed. 
The distortion of the interface was more pronounced with fluids of different densities 
and was less affected by viscosity differences.27 Secondary flow vortices could be 
produced as an effect of the serpentine turns with Re numbers as low as 25.27 
 
5.1.2 Effects of obstacles in microchannels on mixi ng 
 
Wang et al. simulated, using CFD, the effect of obstacles or vertical columns within 
microchannels to improve mixing by creating lateral mass transport, thereby stirring 
the fluid.76  Various arrangements of one to eight cylindrical obstacles of 60 µm 
diameter within a channel of 300 µm wide by 100 µm deep were simulated.  A Y-
shaped mixer with a 60o angle between the two inlet channels of width 200 µm was 
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used to converge the inlet fluid streams.  They predict d from their CFD simulations 
that increasing the number of obstacles increased th  mixing efficiency and that an 
asymmetric arrangement of obstacles was more effective.  Again, due to limited 
computational resources, the modelling was performed only in 2D.  Obstacles placed 
in microchannels cannot generate eddies or turbulence due to the low Re numbers of 
the flow.76  The authors postulated that the increased mixing was due to the 
disturbance of the parabolic velocity flow profile distribution.  The disruption of the 
parabolic flow profile would extend the time for diffusion at the interface between 
the fluids.  Due to the flow restrictions where the obstacles are placed, there is an 
increase in the local velocity to conserve the mass flow rate, which must remain 
constant for incompressible fluids, i.e. the averag inlet flow rate must be the same as 
the outlet flow rate.  No experimental verification was performed to complement the 
modelling. 
 
5.1.3 Parameters to consider for micromixers 
 
Many researchers have quoted various factors that ideally should be taken into 
account when considering using or designing a micromixer.  These include the 
performance, throughput, operability, ease of maintenance, absence of clogging and 
avoidance of high-pressure drop.39;63;76 
 
Because of the length of channels needed to mix fluid streams by diffusion and the 
limited size of microfluidic devices, a serpentine channel design is ideal to maximise 
mixing in a limited chip space.  However, increasing the length of channels to mix 
fluids has the disadvantage of increasing the pressu  drop, making the flow of fluids 
more difficult.76  An ideal simple passive micromixer should enhance the mixing 
performance without increasing the pressure drop by a great extent.76 
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5.2 Experimental Details 
 
5.2.1 Microfluidic mixing system 
 
Solutions of ANS in pure methanol and a water-methanol mixture (30.8% water v/v), 
prepared and stored as described in Section 4.2.1, were pumped into the commercial 
micromixers.  The flow of fluids from the syringes was controlled by a syringe pump 
(KDS200, KD Scientific), in these experiments a different model was used from the 
previous experiments.  
 
Fluorescence was excited and collected through a 0.5 mm polymer layer (Figure 5.1), 
in comparison with a 0.16 mm thick optically transparent glass microscope coverslip 
used in the previous T-shaped micromixer.  The microfluidic channels were 





Figure 5.1: Diagram showing the side-view of the Epigem micromixer chips.  The 
microfluidic channels, represented by the blue layer, were imaged from below the 
device through a 0.5 mm layer of polymer. 
 
The microfluidic chips were robust and durable due to the 2 mm polymer-top layer, 
in which the fluid inlet and outlet ports were connected via compression ferrules to 
fluidic connectors screwed vertically onto the chip.  Each of the chips contained 
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and reconnected to any of the mixers on the chip.  The fluidic connectors had 
horizontal screws through which tubing leading to the syringes could be threaded and 
pressure sealed onto the chip connector via larger ferrules.  Originally the chips were 
provided with PTFE tubing, which was expected to prvide a good seal with the 
connectors to the mixer chips, but failed.  Instead polypropylene tubing (outer 
diameter 1.65 mm) cut from dispensing tips (EFD Inc.), as used in the previous 
chapter with the simple T-mixer, gave a much better seal to the larger ferrules.  The 
polypropylene tubing was connected to syringes as detailed previously in Section 
4.2.2.  The lack of robust seals between fluidic comp nents ultimately restricted the 
flow rates to limit the pressure on the seals and prevent leakage.   
 
A photograph of several micromixers fabricated onto one of the chips is shown in 



















Figure 5.2: Photograph of an Epigem chip with eight micromixer g ometries, with 
the fluidic connectors attached to one micromixer. 
 
The channel dimensions of the mixers were verified at one channel position by 
intensity-based confocal microscopy with the measured dimensions calibrated 
against a Richardson test slide.  The dimensions were consistent with Epigem’s 
dimensions except for channel widths quoted of 100 µm; these were actually 
measured as 80 µm.   
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The extensive length of the mixing channels (maximum of 50 mm) increased the 
back pressure on the inlet fluids.  The pressure drop which is necessary to force 
fluids to flow within the channels is proportional to the channel length (∆P ∝ L).29;33  
Therefore, for longer channels the pressure drop increases and can even result in 
leaking from the connectors due to the resulting high pressures.  As a consequence 
the flow rates were reduced to eliminate this problem.  The problem of leaking from 
connectors has been encountered by many experimental r searchers in the field, 
some of whom experienced great difficulty in validat ng modelling at higher flow 
rates.27;33  The problem was exacerbated when using reduced channel dimensions due 
to the inverse fourth power dependence of the pressu  drop (∆P ∝ dh-4).29;76 Hence, a 
constant volumetric flow rate of 20 µL/min was selected for all of the micromixers, 
as the microchannel dimensions ranged from 80 µm to 300 µm in width but all were 
fabricated with a depth of 150 µm.  In addition, blockage problems where observed 
with the narrower microchannels with width of 80 µm.  Figure 5.3 shows a FLIM 
image of a microfluidic chamber with a blockage at the entrance channel to the 
chamber which was situated in the mixing channel downstream from the fluid 
confluence.  Blockages have been reported as a problem previously by some 
researchers who tackled this by using micro-filters inserted before the fluids enter the 
microchannels.39;77  
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Figure 5.3: FLIM image of a microfluidic chamber with a blockage at the channel 
entrance.  The channel dimensions are 80 µm wide by 150 µm deep and the chamber 
has a diameter of 600 µm and a depth of 150 µm. 
 
 
The material of the Epigem micromixers was observed to have a quenching effect on 
the fluorescence lifetime of ANS in the pure methanol i let stream. This quenching 
was only observed only within approximately 5-10 µm of the channel edges.  The 
lifetime of ANS in the equimolar water-methanol mixture does not appear to be 
affected by the surfaces, this maybe due to the alrady reduced lifetime by the 
presence of water.  This quenching of the fluorescence lifetime of ANS in pure 
methanol can sometimes be observed at the extreme edg s of the MeOH inlet 
channel in some of the FLIM images.  However, this quenching effect is mostly not 
even noticeable.  The effect becomes less apparent s the fluids become mixed with 
consequent reduction in the ANS lifetime.  This effect was not observed in the 
previously studied T-shaped mixers and therefore can be attributed to an effect of the 
material of the Epigem mixers. The limited information on the material and 
fabrication of the commercial micromixers prevents identification of the nature of 
this quenching effect.  However, the effect could be eliminated by changing the 
composition of the inlet mixing fluids.  In the present studies, an equimolar water-
methanol mixture with a lifetime of 2.4 ns was selected for use instead of pure water 
with a lifetime of 240 ps, as it proved too difficult to acquire sufficiently accurate 
FLIM images with the commercial gated-CCD camera apparatus and software to 
cover the extended dynamic range of 240 ps to 6 ns (pure methanol). With the 
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benefit of hindsight, it is apparent that changing the two inlet fluid compositions to 
an equimolar water-methanol mixture and pure water would overcome the quenching 
problem. This would, of course, require a new lifetim  to fluid composition 
calibration to be performed by the TCSPC technique.   
If the quenching problem is a consequence specifically of using methanol, other 
alcohols could be used instead with ANS; for example, the fluorescence lifetime of 
ANS in ethanol is 8.9 ns and that in propanol is 10.2 ns.78  This would also be 
extremely useful to investigate the effects of other fluid properties on microfluidic 
mixing.    
To prevent the confusion of quenching and mixing effects on the fluorescence 
lifetimes, the composition profiles were cropped ~5-10 µm from the channel surface 
at the methanol side. 
 
5.2.2 Fluorescence lifetime imaging of the micromix ers (FLIM) 
 
The fluorescent lifetime imaging experiments were prformed as described in 
Section 4.2.3.  However, the integration time for each image was 0.02 s, with 0.05 
ms readout time, giving a total acquisition time of approximately 16 s for each FLIM 
image.  A 40x objective (PF, NA=0.60, Nikon) was used to record FLIM images of 
micromixer C, whereas all the other FLIM images presented within this chapter were 
recorded using a 20× objective (PA, NA=0.75, Nikon). 
 
 
5.3 Results and discussion 
 
5.3.1  Comparison of FLIM with intensity-based imag ing   
 
In the previous chapter the significant difference between the intensity-based and 
FLIM imaging for an extremely simple microfluidic design of a T-shaped mixer 
(Figure 4.8) was noted.  The imaging of the fluid mixing in this simple design was 
performed through a glass microscope coverslip of thickness 0.16 mm, providing 
optimal optical transparency.  Therefore, it is like y that intensity-based imaging 
will be even more prone to optical artefacts in more complex microfluidic devices.  














Figure 5.4a and b display the intensity and FLIM image respectively for the 
confluence zone of one of the commercial micromixers.   
 
 










Figure 5.4: Comparison of fluorescence intensity image (a) and FLIM image (b) for 
the mixing of solutions of ANS in pure methanol and ANS in a water/methanol 
mixture (70:30 v/v), using a commercial micromixer ar angement.  The flow rate of 
fluids in both inlets was 20 µL/min.  Surface scratches are evident in the intensity 
image, but absent in the FLIM image. 
 
 
The intensity image was constructed as described in Section 4.3.2.1 and both the 
intensity and FLIM images are displayed using the same pseudocolour scale.  Along 
with the noticeable irregularities in the intensity image in comparison with the FLIM 
image, the effects of surface scratches and other deformations in the 0.5 mm 
polymer layer imaged through are evident and inhibit the extraction of any 
quantitative information.  The FLIM image is totally unaffected by these problems 
and is hence suitable for evaluating mixing within a variety of commercial 
micromixers that are not specifically fabricated for optical imaging purposes.  The 
polymeric micromixers were observed to be prone to surface scratches, although 
they were stored in separate sealed plastic bags to reduce damage.  An example of 
the scratches is shown in Figure 5.4a, the scratches an be identified by the straight 
lines through the image which display lower intensitie  than the surroundings. 
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5.3.2 Effect of inlet channel geometry on mixing 
 
The effect of changing the inlet channel geometry of the micromixers, defined as the 
angle of the confluence, on mixing was investigated.  Micromixers A and B with 
confluence angles of 45o and 120o respectively (Figure 5.5), were selected for this 
study.  Micromixers A and B had a generic channel structure shown in Figure 5.6, 
with channel dimensions of 300 µm wide and 150 µm deep (Figure 5.5).  
 
300 µm







 Micromixer A  Micromixer B 
 
Figure 5.5: Diagram showing the channel geometry with confluence angle and 
dimensions of micromixers A and B.  The confluence angles were 45o and 120o 
degrees from a vertex extended from the mixing channel for mixers A and B, 









Figure 5.6: Diagram showing the generic channel design and lengths of micromixers 
A, B and C.  The chamber diameter was 600 µm for these mixers. 




A series of FLIM images were recorded at various poitions in micromixer A and B, 











Figure 5.7: Diagram identifying the positions on the generic channel design where 
FLIM images were recorded, from which composition profiles for each micromixer 
were compiled.  Position: (a) at the confluence zone, (b) the first 90o degree bend, (c) 
the first 180o bend, (d) the second 180o bend, (e) the third 180o bend, (f) at the end of 
the mixing channel.   
 
 
The FLIM images and corresponding composition profiles at each position in the 
micromixers are presented in Figure 5.8.  The graphs in Figure 5.8 show the 
composition profiles along the cross-sections drawn on the corresponding FLIM 
images for micromixers A and B. 
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Figure 5.8: FLIM images for the mixing of solutions of ANS in pure methanol and 
ANS in a water/methanol mixture (70:30 v/v) in micromixer A and B. Percentage 
water composition profiles for micromixer A (black profile) and B (red profile) are 
also shown, corresponding to the appropriate FLIM images.  The FLIM images show 
the cross-sections along which the composition profiles were extracted.  The FLIM 
images labelled as (a-f) were recorded at the corresponding positions (a-f) as 
depicted in Figure 5.7.  
 
 
The FLIM images of the confluence zone for mixers A and B (Figures 5.8a) show 
that the fluid interface is skewed off centre to the left-hand side of the mixing 
channel. This affect is more noticeable in the compsition profiles of each mixer.  
Both the inlet fluids have the same volumetric flow rates but due to differing 
viscosities and densities each fluid stream develops different velocity fields.  This 
leads to a non-symmetric velocity profile of the fluids at the confluence.  The shape 
of the fluid interface is influenced by the fluid pro erties.  If the fluid properties were 
identical then the velocity field would be identical for each fluid stream and the fluid 
interface would be expected to be symmetrical rathe t an skewed.  A curved fluid 
interface is visible in both FLIM images at the confluence zone, the interface is 
curved to the left in the -shaped junction, whereas it is curved to the right n the Y-
shaped junction.  The FLIM images and corresponding composition profiles at the 
confluence of the two fluids (Figure 5.8a) for both mixers shows that the H2O-MeOH 
fluid mixture (represented by blue in the FLIM image) occupies a greater volume of 
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the mixing channel.  This is clearly evident in theprofiles with the ratio between the 
horizontal regions representing pure methanol and the H2O-MeOH mixture. From the 
profile, the area occupied by the H2O-MeOH mixture is almost double that of the 
pure methanol.  This can be explained by the large diff rence in viscosity between 
the two inlet fluids.  Symmetrical flows can be achieved by changing the relative 
pressures in the two inlet streams.  The fluid flow after the confluence is determined 
by the fluid properties, i.e. the viscosity and density of the mixtures.  Even 
simulating mixing of fluids with similar fluid properties can be complex, which 
explains why computational modelling usually includes many assumptions.  Both the 
viscosity and density of methanol and water mixtures displays a very strong non-
linear relationship with the compositions.79;80  At this stage the effect of the junction 
angle appears to have little impact on fluid mixing. 
 
Although the fluid velocity profile displayed in the theory section displays a 
symmetrical parabolic flow this is usually true for single fluid components or the 
flow of parallel fluid streams with similar fluid properties and with no temperature 
deviations.  However the profile will be distorted with parallel streams of MeOH and 
a H2O-MeOH mixture due to the significant difference in fluid properties.  This is 
demonstrated by the FLIM images and composition profiles illustrated in Figure 
5.8a.  When the fluid interface is skewed to the left after the confluence and the 
cross-sectional areas occupied by the fluid stream is non-symmetrical, the methanol 
stream has a higher velocity, due to the smaller cross-sectional area of the stream, to 
conserve the mass flow rate. 
 
It is interesting to observe the effect of the 90o and 180o bends on the fluid mixing.  It 
is evident from the FLIM images that these appear to have a minimal effect on the 
mixing.  The fluid streamlines appear to follow the curve of the channels displaying 
an interesting rainbow-like effect.  The variations between the profiles from mixer A 
and B are most noticeable in Figures 5.8d and e, which shows a curved profile for 
mixer A (Y-shaped confluence) and a linear profile for mixer B (-shaped 
confluence) at both the second and third 180o bends.  This may be explained by the 
fluid velocity profile which will be distorted from a typical straight channel profile 
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due to the effect of the bends and as the distance trav lled by fluid streamlines is 
greater at the outside of the curved channel.  Research by Yamaguchi et al. suggested 
that the normally vertical interface (I shaped) between the fluids is distorted to a 
curved interface (> shaped) which may have an influe ce the mixing profiles.  
However, this does not explain the linear profiles for mixer B.  Another suggestion is 
the effect of defects in the channel structure which has been acknowledged to cause 
deviations in mixing.33  A third suggestion is the presence of flow fluctuations which 
are know to occur from syringe pumps and are more pronounced at lower flow 
rates.81  It is unlikely that the latter should occur in only one mixer, therefore it may 
be the result of channel deviations or an effect of different focal planes when 
recording the images. 
 
The effect of the confluence angle does not appear to g eatly influence mixing at the 
flow rates employed.  The Péclet number for the inlt streams of methanol and the 
water-methanol mixture was constant for both mixers at 680 and 1170, respectively.  
This would suggest that neither micromixer increased the mixing by diffusion alone.  
On inspection of the final profiles at the end of the mixing channel the Y-shaped 
junction would seem to have very slightly enhanced the mixing.  However, without 
explaining the irregular curved profile displayed by this mixer at the bends, it is 
difficult to confirm the effect is entirely due to the geometry of the confluence.  
Significantly higher flow rates may produce a more noticeable dependence of the 
mixing on the confluence angle.  At higher Re numbers T- and Y-shaped 
micromixers can generate vortices at the collision z e which results in the fluid 
stream being split and streamed to reduce the diffusion length.63  This would present 
an ideal opportunity to employ confocal FLIM techniques to probe fluid layering 
effects predicted within microfluidic devices.36  However, flow rates were limited in 
this study due to the inability of fluidic connectors to maintain a tight seal at 
significantly higher flow rates.   
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5.3.3 Effect of channel dimensions on mixing 
 
The effect on mixing on changing the channel dimensions of the micromixers was 
investigated.  Micromixer B (-shaped confluence), examined in the previous 
section, was compared with Micromixer C, an identical mixing design except the 
width of the channels was reduced from 300 µm to 80 µm (Figure 5.9).  Both mixers 
B and C have channel depths of 150 µm, confluence agles of 120o and a generic 
channel structure as shown in Figure 5.5.  Mixer B, with channel dimensions of 300 
µm by 150 µm, has a channel aspect ratio (ratio of channel width to depth) of 2, 
whereas mixer C, with dimensions of 80 µm by 150 µm, has an aspect ratio of ~ 0.5.  
The Re numbers in these mixers were all below 4, with the Re numbers for the wider 













Micromixer B      Micromixer C 
 
Figure 5.9: Diagram showing the channel geometry and dimensions of micromixers 
B and C.  The channel widths were 300 µm and 80 µm for micromixers B and C, 
respectively.  The channel depth for both mixers wa150 µm. 
 
 
FLIM images were recorded at positions a, b, e and f of micromixers B and C, as 
illustrated in Figure 5.7.  The FLIM images and corresponding composition profiles 
at each position are presented in Figure 5.9.  The graphs (Figure 5.10) show the 
composition profiles along the cross-sections drawn on the corresponding FLIM 
images for micromixers B and C.   
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Figure 5.10: FLIM images for the mixing of solutions of ANS in pure methanol and 
ANS in a water/methanol mixture (70:30 v/v) in micromixer B and C. Percentage 
water composition profiles for micromixer B (black profile) and C (red profile) are 
also shown, corresponding to the appropriate FLIM images.  The distance scale on 
the x-axes is displayed in black for micromixer B and in red for micromixer C, 
corresponding to the profile colours.  The FLIM images show the cross-sections 
along which the composition profiles were extracted.  The FLIM images labelled as 
(a-d) were recorded at corresponding positions (a, b, e, f) respectively, as illustrated 
in Figure 5.7.  
 
 
The spatial resolution was reduced when recording FLIM images of the narrower 
channels due to the inability to progress to a higher magnification object than 40x.  
The higher magnification objects had considerably shorter working distances and 
long working distance objectives beyond x40 magnification were not available.  
Long working distance objectives are necessary to image through 0.5 mm of plastic 
to reach the plane of the microchannels.   
 
The FLIM images at the confluence of both mixers shows an interesting effect on the 
curve of the fluid interface (Figure 5.10a).  The wider-channelled mixer B shows the 
interface curved to the left-hand side, towards the pure methanol inlet, whereas the 
narrower-channelled mixer C displays the interface curved towards the opposite side 
at the H2O-MeOH inlet.  Although the volumetric flow rates are equivalent at 20 
µL/min, the fluid velocities will be significantly higher in the narrower channels of 
mixer C.  The average fluid velocity in the narrower inlet channels of mixer C is 27.8 
mm/s and that in the wider inlet channels of mixer B is 7.4 mm/s, scaling 
appropriately with the ratio of channel widths.  These velocity values will double in 
the corresponding mixing channels.  The interface shape was stable in both mixers 
and observed in additional consecutive images of each confluence area.  The change 
in the interface shape could be an effect of the fluid velocities and channel 
dimensions in relation to the fluid properties.  This can ideally be investigated with 
CFD to extract the influence of various parameters on the fluid interface shape.  The 
composition profiles at the entrance to the mixing channels (Figure 5.10a) show that 
the narrower channels actually have a significant effect on the mixing, as the 
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composition profile gradient is considerably reduced (r d profile in Figure 5.10a) and 
the profile shape is progressively more linear in comparison to the profile across the 
wider channel (black profile in Figure 5.10a).  This effect is likely due to the 
increased shear rate of the fluids at the confluence zone and entering the mixing 
channel due to the reduced dimensions of the channels.  The shear rate is the change 
of velocity at which one layer of fluid passes over another adjacent layer.63  In the 
narrower channels the fluid velocity is nearly four times higher (x3.75) than the 
wider channels and the confluence area is nearly four times smaller (x3.75) than that 
of the larger channel.  The hydraulic diameter for the narrower channels is 
approximately half that of the wider channels. The s ar rate can be defined as the 
velocity gradient, i.e. the velocity divided by the confluence zone diameter; for the 
narrower channel this is a factor of 7.2 times greater than that of the larger mixing 
channel.   
 
This rapid mixing effect due to the shear rate at the confluence does not appear to be 
propagated down the mixing channel, as the difference i  the profiles between the 
two channels appears to remain similar further down the mixing channel.  This is 
evident from comparison of the profiles in Figure 5.10b, recorded after the fluids had 
progressed approximately 4 mm down the mixing channel, with the profiles in Figure 
5.10a.  The 4 mm length of channel has had a noticeable effect on mixing in the 
wider mixing channel, as shown by the decrease in gradient of the black profile in 
Figure 5.10b compared with that in Figure 5.10a.  
 
Although mixing is improved in the narrower channel, the fluids are still not totally 
mixed at the third 180o bend, after progressing nearly 18 mm through the mixing 
channel, as shown by the red profile in Figure 5.10c, which is not horizontal.  It took 
an additional 32 mm of progress through the channel to nsure the fluids were totally 
mixed, as is shown by the horizontal red profile in Figure 5.10d.  Therefore, the 
fluids had to travel the entire length of the mixing channel to achieve full mixing.  In 
the wider mixing channel the fluids are still not fully mixed at the exit, as seen by the 
positive gradient of the black profile in Figure 5.10d.  To achieve complete mixing 
within this channel the volumetric flow rate would have to be reduced to increase the 
residence time to allow full mixing by diffusion.  The fluid residence times for the 
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wider and narrower mixing channels are 6.75 s and 1.8 s respectively, taking the 
mixing channel length to be 50 mm.  Although the resid nce time for the narrower 
channel is significantly lower, the fluids are fully mixed at the exit.  Therefore, it is 
advantageous to use a narrower channel dimension to increase mixing, but there will 
be a payoff with an increased pressure drop due to the smaller dimensions.  From 
these results it appears that the increase in mixing efficiency is mainly due to the 
increase shear rate of the fluids in the confluence zone which induces more rapid 
mixing, rather than an effect throughout the length of the mixing channel.  Reducing 
the channel width reduces the length over which molecules must diffuse to fully mix, 
thereby reducing the time necessary for diffusion.  However, the linear velocity of 
the fluids in smaller channels is increased which may hinder the lateral diffusion 
required for mixing.  The Péclet numbers for micromixer B (300 µm wide) for the 
methanol and water-methanol inlet are 680 and 1170, respectively. The Péclet 
numbers for micromixer C (80 µm wide) for the methanol and water-methanol inlet 
are 1320 and 2290, respectively.  The higher Péclet numbers for the narrower 
channel confirm that the lateral diffusion ratio to the convection of the fluid through 
the channel is reduced. Hence, the enhanced mixing observed can be attributed to the 
increased shear rate of the fluids.  The interfacial area between the fluids in each 
micromixer is equivalent, as the depth of the each channel is 150 µm in both cases 
although this was only verified at one position.  (The National Physical Laboratory is 
currently performing dimensional characterisation on a range of Epigem microfluidic 
channels.)  
 
5.3.4 Effect of incorporation of a chamber on mixin g 
 
Micromixers A, B, C and F all had a microfluidic chamber situated downstream of 
the confluence but upstream of the serpentine channel geometry, as shown in Figure 
5.6.  The chamber shape is comparable to a cross-section through a cylinder.  The 
depth of all the channels and chambers was assumed constant at 150 µm, with the 
dimensions of the channel width and chamber diameter for the micromixers listed in 
Table 5.1. 




Micromixer  Channel width / µm Chamber diameter / µm 
A 300 600 
B 300 600 
C 200 800 
F 200 800 
 
Table 5.1: The dimensions of the channel width and chamber diameter for 
micromixers A, B, C and F. 
 
 
The effect of the varying the flow rate and chamber diameter can be clearly observed 
in Figure 5.11.  This shows chambers with diameters of 600 µm and 800 µm, with 
inlet flow rates of 20 µL/min and 5 µL/min.   
 
 























Figure 5.11: FLIM images of various sized chambers.  Chambers (a) and (b) have 
diameters of 600 µm and chambers (c) and (d) diameters of 800 µm.  The depths of 
all the chambers is 150 µm.  The inlet flow rates of chambers (a) and (c) was 20 
µL/min and that of chambers (b) and (d) was 5 µL/min. 
 
 
200 µm  
20 µL/min  5 µL/min 
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What is most noticeable is the temporary expansion of the mixing region at the fluid 
interface in the centre of the chamber; this is most marked at the lower flow rate.  
The chamber has the effect of stretching the fluid velocity profile and temporarily 
decreasing the fluid velocity to compensate for thegr ater volume.  This will 
increase the residence time but will also increase the diffusion length over which 
lateral diffusion must occur for mixing.  This effect is not sustained, as the fluid 
progresses through the outlet channel the fluid velocity returns to a similar value to 
that on entry to the chamber.   
 
5.3.5 Effect of asymmetric curves in the vertical m ixing channel 
walls 
 
The next micromixer design tested was micromixer D, as illustrated in Figure 5.12.  
This mixer had three sharp asymmetric curves fabricted on each of the vertical 
mixing channel walls covering a 1 mm channel distance immediately after the 
confluence, followed by a straight 21 mm mixing channel.  The general channel 
width was 200 µm and 150 µm deep, with the angle of confluence at 45o to the 











Figure 5.12: Diagram of micromixer D with the confluence zone and entrance of the 
mixing channel magnified to highlight the asymmetric bends in the vertical channel 
walls. 
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FLIM images were recorded at the fluid junction, covering the region of curves in the 
mixing channel and before the exit of the mixing channel (Figure 5.13). 
 
 







        (b) 















Figure 5.13: The diagrams show the selected areas of micromixer D were the FLIM 
images were recorded.  The FLIM images show the cross-sections along which the 
composition profiles were extracted for Figure 5.14. 
 
 
The FLIM image of the confluence zone (Figure 5.13a) shows a slight curve to the 
fluid interface which is similar to the FLIM image of micromixer A with identical 
confluence angle but with a width of 300 µm instead of 200 µm (Figure 5.8a).  
However, the curve appears to be less pronounced in the 200 µm wide channels.  The 
first sharp curves immediately following the junction appear to have little effect on 
the mixing region from inspection of the FLIM image (Figure 5.13a).  From 
observation of the fluid interface and mixing region at the third and largest set of 
curves in Figure 5.13b, it can be noticed that the mixing region is expanded at the 
widest region of the channel, displaying a similar effect to that seen in the chamber 
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in Figure 5.11.  The sharp curves continuously broaden and narrow the width of the 
channel three times, which has the effect of stretching and condensing the fluid 
velocity profile, whereby at the widest regions the flow velocity is temporally 
decreased allowing an increase in residence time, hence the expanded mixing region 
or fluid interface.  However, this is not propagated down the channel and has only a 
localised effect.  This is evident from the comparison of the composition profiles of 
the fluids at the entrance to the mixing channel and fter the series of sharp curves, 
displayed by the red circles and black squares, respectively, in Figure 5.14.   These 
profiles show little difference and demonstrate the ov rall lack of effectiveness of the 
curves and the temporary expansion of the mixing region.  From the FLIM image 
recorded before the fluid exits the mixer (Figure 5.13c), the fluids may appear fully 
mixed, but the composition profile across the channel is not horizontal (blue triangles 


















Figure 5.14: Composition profiles for micromixer D.  The red circles, black squares 
and blue triangles represent the composition along the cross-sections displayed in the 
FLIM images from Figure 5.13 a, b and c, respectively.  The red composition profile 
is taken as the fluids enter the mixing channel, the black profile after the fluids pass 
through the series of sharp curves in the mixing channel and the fluid composition at 
the end of the 22 mm mixing channel is represented by the blue profile. 
 
 
First described by Stroock et al., a more effective design to enhance mixing would be 
the use of a staggered herringbone mixer which has grooves fabricated into the 
underside and topside of the mixing channel.23  This continually stretches and folds 
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the fluid interface, effectively stirring the fluids and increasing the surface area over 
which diffusion can occur,82 thus reducing the mixing length necessary to 
homogenise unmixed fluids. 
 
5.3.6 Effect of columns in the mixing channel 
 
The effect of vertical columns or obstacles randomly placed in the mixing channel 
was studied to investigate if these could increase the mixing efficiency.  The channel 
dimensions were identical to the previous mixer D, at 200 µm wide by 150 µm deep, 
but had a confluence angle of 120o (Figure 5.15).  Ten vertical columns of elliptical 
cross-section, with a length of 100 µm, were fabricated at the confluence zone and 
within 1 mm of the entrance of the mixing channel (Figure 5.15).  A constant flow 
rate of 20 µL/min was maintained for this study.  Attempts to investigate the mixing 
effect of the columns at lower flow rates were hampered due to problems with air 






200 µm 200 µm
 
 
Figure 5.15: Expanded diagram of the confluence zone for micromixer E showing 
the channel geometry, dimensions, and the positions of the ten vertical columns at 
the entrance of the mixing channel.  The channel dimensions are 200 µm by 150 µm 
(width by depth), with a length of 100 µm for the elliptical columns.   
 
 
The increased surface area produced by the introducti n of the columns created more 
resistance to the flow of the fluids and caused constant flow fluctuations.  The 
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interface between the two inlet fluid streams was not stable but fluctuated 
considerably as shown in Video 5.1 from the supplementary information on CD.  
Video 5.1 displays images of the performance of the micromixer recorded with 
confocal fluorescence intensity imaging.  The scan speed of the data acquisition was 
such that complete images were acquired at a frame te equivalent to 4.7 Hz.  The 
video was recorded at the confluence with one inlet fluid dyed with a fluorophore 
(fluorescein) and the other containing no fluorophore, to increase the contrast.  The 
video clearly shows the constantly fluctuating fluid interface caused by the obstacles 
within the mixing channel.  The fluid interface betw en the MeOH and MeOH/H2O 
inlet fluids was not stable, but was constantly fluctuating and moving from a central 
position into the MeOH inlet channel.  In all the micromixers studied previously, the 
interface between the inlet fluids has been stable nd shown no fluctuations at the 
given flow rates, as illustrated in Video 4.1. 
 
Figure 5.16 shows two sequential FLIM images of theconfluence zone under 
identical conditions, displaying two different positions for the fluid interface.  The 
interface moved from the centre of the mixing channel, into the pure methanol inlet 














Figure 5.16:  Sequential FLIM images of the micromixer E recorded at the entrance 
of the mixing channel.  The images show the changing fluid interface between the 
inlet fluid streams. Video 5.1 provides an indication of the time scale of fluctuations.  
 
  
Due to the fluctuating fluid interface a composition profile could not be extracted 
from the entrance of the mixing channel.  Instead a composition profile was extracted 
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from the entrance of the mixing channel of micromixer F, with identical dimensions 
and geometry, but no obstacles, under identical flow c nditions. This enabled the 
effect of the columns on the mixing of the fluids to be examined.  
 
FLIM images recorded of the entrance of the mixing channel of micromixer E and 
just after the entrance, to capture the effect of the columns, are displayed in Figure 
5.17a and b).  A third FLIM image was recorded at the exit of the micromixer to 
assess if complete mixing was achieved (Figure 5.17c)   The composition profiles 
corresponding to the cross-sections displayed on the FLIM images are presented in 
Figure 5.18.  
 
                 
 (a) 


























Figure 5.17: The FLIM images recorded of micromixer E at the positi ns shown in 
the corresponding diagrams: (a) at the confluence zone, (b) just after the entrance of 
mixing channel, and (c) at the end of the mixing channel.  FLIM images b and c 
show the cross-sections along which the composition profiles were extracted for 
Figure 5.18. 
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The fluid composition profile at the entrance of the mixing channel with no obstacles 
(mixer F) is displayed by the black squares in Figure 5.18, whereas the composition 
profile of the fluids after passing the obstacles (mixer E) is represented by the red 
circles.  From these profiles, the fluids appear to be slightly more mixed after passing 
through the columns but a large difference in composition still exists. At the end of 
the mixing channel the fluids are still not complete y mixed as the profile, 
represented by the blue triangles in Figure 5.18, is not horizontal.   
 














Figure 5.18: Composition profiles for micromixers E and F. The black squares 
represent the composition profile at the entrance of the mixing channel of 
micromixer F, which had no obstacles.  The red circles represent the composition 
profile along the cross-section shown in Figure 5.17b of the mixing channel of 
micromixer E immediately after the obstacles.  The composition profile along the 
cross-section shown in Figure 5.17c, at the end of the mixing channel of micromixer 
E, is represented by the blue triangles. 
 
 
The asymmetric layout of the obstacles should distort the fluid flow and offer 
differential resistance to the flow, with the flow redirected through the route of least 
resistance.76  The increased resistance to flow from the obstacles resulted in strong 
fluctuations of the inlet fluid interface.  Fluctuaions in micro flows have been 
exploited to enhance mixing.  Glasgow et al. (2003 and 2004) demonstrated 
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enhanced mixing from inducing strong flow fluctuations within a T-shaped 
micromixer.73;74  Therefore, the slightly increased mixing observed after the 
obstacles could be the result of flow fluctuations rather than a direct effect of the 
obstacles.  Alternatively, this could be an artefact of the time-averaged image (image 
acquisition time of 16 s). The large number of obstacles created significant 
backpressure hence causing the flow fluctuations.  A video assembled from the 
recorded time-gated intensity images used to construct the FLIM image can be 
viewed in the supplementary CD (Video 5.2).  This shows the fluid interface 
fluctuating during the 16 s acquisition time.  Henc, the FLIM image will be an 
‘average’ of these fluctuations.  This micromixer presents a situation where video-
rate FLIM would be beneficial to probe the effect of the fluctuations on mixing, as 
the obstacles may appear to increase mixing in a time-averaged FLIM image.  
 
5.3.7 Confocal FLIM images 
A confocal FLIM setup was used to optically section through the micromixers to 
provide 3D imaging of mixing through the use of confocal imaging techniques 
coupled with photon counting equipment and software (B cker & Hickl).  Figure 
5.19 shows a selection of confocal FLIM images recoded at a range of depths 
through the confluence zone of the one of the Epigem micromixers.  This 
micromixer labelled G has identical dimension to the micromixer labelled D used 
previously (Figure 5.12), except the angle of confluence is 120o giving a -shaped 
junction instead of a Y-shaped junction as in mixer D.  The FLIM images were 
recorded at distances of 10 µm, 35 µm, 85 µm, 125 µm above the bottom surface of 
the mixer.  The images recorded close to the surfaces displays fluorescence lifetimes 
slightly lower than expected for the MeOH streams, a  observed in the images 
recorded at 10 µm and 125 µm from the lower surface in Figures 5.19a and d, 
respectively.  In these images the MeOH stream on the left-hand side of the mixer is 
more of a green colour than the expected red, as observed from the MeOH stream at 
positions towards the centre of the channel, for example, the images recorded at 35 
µm and 85 µm from the lower surface shown in Figures 5.19b and c.  This effect 
demonstrates that the fluorescence emission exhibited y ANS in pure methanol is 
quenched by the surface of the micromixers, shown by the reduction in the 
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fluorescence lifetime at the surface.  ANS in the equimolar water-methanol mixture 
does not appear to be affected by the surfaces, this as suggested earlier maybe due to 
the already reduced lifetime by the presence of water.  This is not a mixing effect due 
to a layer of the water-methanol mixture at the surfaces, as the same effect was 
observed when both inlet fluids were ANS in pure methanol.  The MeOH may be 
















(a)         (b)     (c)           (d) 
 
 
Figure 5.19: Confocal FLIM images of micromixer G with ANS mixing solutions at 
distances (a) 10 µm, (b) 35 µm, (c) 85 µm, (d) 125 µm, from the bottom surface of 
the mixer.  The diagrams below each confocal FLIM image illustrate the relative 
positions of the optical sections from which data was recorded through the device.      
 
 
The suggestion of using inlet fluids with lower lifetimes to overcome the quenching 
effect would be particularly advantageous with the confocal FLIM system as a pulse-
picker should be inserted into the laser beam path before exciting the sample to 
reduce the repetition rate of the laser from 76 MHz to 4.75 MHz (corresponding to 
times of approximately 13 ns and 210 ns between consecutive laser excitation 
pulses).  The confocal FLIM images presented were rcorded with a laser repetition 
rate of 76 MHz.  By changing the two inlet fluid compositions to ensure that the 
fluorescence has decayed sufficiently between laser excitation pulses, i.e. fluids with 
lifetimes below ~3 ns, would enable the quantitative use of the confocal FLIM 








The FLIM technique has been applied to a selection of commercially available 
passive laminar flow micromixers.  Imaging was achieved through a 0.5 mm 
polymer layer in comparison with a 0.16 mm optically transparent glass coverslip, 
used in the simple T-junction flow cell.  FLIM faithfully reports the fluid 
composition, as the lifetime is governed by the solvent environment of the ANS 
probe, and was proved to be immune to other undesirable optical effects.  The effect 
of the inlet channel geometry, channel dimensions, chambers and serpentine channel 
designs has been studied using the FLIM technique.  In addition, the effect on 
mixing of asymmetric curves in the vertical channel wa ls and of obstacles has been 
explored using the FLIM technique.  
 
Changing the angle at which fluids converge between a Y-shape or a -shape 
junction appeared to have a negligible effect on mixing at the flow rates employed.  
A more pronounced effect maybe evident at significantly higher flow rates, but this 
could not be assessed due to the inability of the fluidic interconnections to sustain 
high pressures. 
 
Reducing the channel width did achieve complete mixing at the exit of the 
micromixer, whereas, for an identical volumetric flow rate the fluids were not fully 
mixed on exiting the micromixer with wider channels.  For wider channels it would 
be necessary to decrease the flow rate, to increase the residence time, to ensure the 
fluids were fully mixed by diffusion.  However, this dramatically reduces the 
throughput or productivity of mixed fluids, which may not be ideal for the 
applications intended.  Reducing the channel dimension to increase the mixing must 
be balanced against the increased pressure drop, which may create flow problems 
and even restrict the flow rate.  The increased mixing observed with the reduced 
channel dimensions was caused by the increased shear rate at the confluence.  
Reduced channel dimensions are also more susceptible to blockages, although this 
can be overcome with the use of filters.   
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The presence of a chamber within the micromixer creates an interesting effect by 
expanding the mixing region at the fluid interface.  However, this has a limited effect 
on the mixing, as the mixing region is subsequently reduced back to that originally 
present upon entering the chamber.   
 
Asymmetric curves in the vertical walls of the mixing channel have an insignificant 
influence on the mixing.  They create an effect similar to that observed in the 
chamber, whereby the mixing region is expanded and reduced several times, but on a 
smaller scale. 
 
The vertical columns fabricated at the entrance to the mixing channel created a 
significantly higher pressure drop through the channel, resulting in backpressure 
causing the fluid interface at the confluence to continually fluctuate.  The fluids were 
more mixed after passing through the obstacles than over the same distance through 
the asymmetric curved walls.  The layout and shape of the obstacles could be 
optimised to both significantly reduce backpressure and enhance the mixing.   
 
The FLIM technique has successfully evaluated a selection of commercial 
microfluidic mixers and has the potential to be extended to numerous other 
micromixer designs.  Video rate FLIM using a minimu of two intensity gates is 
easily achievable with adaptation of the FLIM software, which would be beneficial 
to probe dynamic mixing strategies.  Three dimensional interrogation of micromixing 
is attainable through the use of confocal imaging techniques coupled with photon 
counting equipment and software, to acquire FLIM images of optical sections 
through microfluidic devices.  FLIM techniques have now been used by several 
research groups to investigate microfluidic mixing and its employment is expected to 
increase due to the significant advantages it offers over other available techniques.  
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Chapter 6 
 





The development and use of microfluidic reactors in b ological and chemical 
research has dramatically increased in the past decade due to the benefits of 
performing reactions at the microscale.  The main advantage of miniaturising 
temperature-dependent reactions is a consequence of th high surface-area-to-volume 
ratio, which allows increased control of temperature due to the rapid heat-transfer 
efficiency, this enables quick heating and cooling i  reaction chambers with 
isothermal conditions and well-defined residence times to be achieved.83  Countless 
biological processes and chemical reactions require precise temperature control, to 
guarantee successful yields and to ensure consistent and repeatable performance.84  
The thermal management of microfluidic devices is an extremely important 
consideration for the design, fabrication and performance of microfluidic devices.  
Temperature regulation is fundamental for many biological and chemical reactions 
and processes, yet it can be problematic to accurately measure temperature in 
extremely small volumes of fluids, for example in microfluidic devices.85 
 
6.1.1 Microfluidic chemical reactions 
 
A particular advantage of chemical synthesis in microreactors is the reduction of 
undesirable temperature-induced side reactions, becaus  isothermal conditions are 
achieved.83;86;87  Indeed there have been many reports of higher selctivity, yield and 
product quality as a result of using microreactors t  carry out chemical reactions.83  
Precise temperature control is an important parameter because of the effect of 
temperature on reaction kinetics.87  The control of temperature is critical in 
microreactors where the reaction mixture must be reflux d.  Reflux is problematic at 
such small scales, since the boiling mixture may rapidly expand and can be ejected 
from the device prematurely.86  To increase the reaction time, the temperature must 
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be precisely controlled to prevent boiling, but thereaction must be maintained at an 
optimum temperature, where the reaction efficiency is adequate to produce a 
sufficient yield.86 Real-time temperature monitoring would also be beneficial for 
highly exothermic or endothermic reactions, where the temperature can be altered by 
the progression of the reaction. 
 
6.1.2 Microfluidic biological processes and reactio ns 
 
Microfluidics has found numerous uses in biological applications, for many of which 
precise temperature control is important.  Microfluidic devices have proved very 
successful in handling and manipulating individual biological cells in solution.88;89  
The control of temperature within such devices is critical, as temperature increases of 
only a few degrees above the physiological temperature can cause the production of 
cellular heat shock proteins and damage the cells.90  This can be a major problem for 
many biological systems in which temperatures may dr matically increase as a result 
of excessive Joule heating during electroosmotic flow or capillary electrophoresis.  
This can lead to temperature increases of as much as 20oC.91;92   
 
DNA hybridization reactions have been performed at 35 oC and it was found that a 
constant temperature of ± 1 oC across the micro-heating chamber was essential to 
ensure reproducible reaction kinetics.84  DNA analysis using macroscopic techniques 
such as gel electrophoresis is difficult to perform with high throughput, as analysis 
time can exceed several hours for each gel.93 Lab-on-a-chip devices to perform 
capillary electrophoresis have been designed to reduce analysis time, and can 
outperform traditional analysis methods by increasing the separation efficiencies.93;94  
These advantages can be dependent on temperature, which has a limiting effect on 
the resolution, as excessive temperatures can causeb nd spreading.95 
 
The possibility of using microscopic temperature gradients to separate DNA 
(thermophoresis) in microfluidic devices as an alternative to capillary electrophoresis 
has been demonstrated.  This can overcome problems such as electrochemical effects 
at the metal-buffer interface and the time-consuming preparation of gel phases.96  In 
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addition, microfluidic temperature gradient focusing systems can be used to 
concentrate and separate proteins as an alternative to isoelectric focusing 
techniques.97 
 
6.1.3 Microfluidic PCR 
 
In the past decade numerous lab-on-a-chip devices have been developed to perform 
polymerase chain reaction (PCR), an extremely important technique used for the 
amplification of DNA in molecular biology, chemical nd biomedical analysis and 
diagnosis.98-100  PCR has been vital to the rapid advances seen in gene diagnostics 
and genetic identification over the past decade.101  This reaction is an example of one 
where temperature control is crucial. 
 
DNA is amplified by PCR through a series of polymerisation cycles which involve 
the thermal cycling through three temperatures phases; denaturation, annealing and 
DNA synthesis by a thermostable polymerase.  The initial step involves heating the 
sample to ~95 oC, which denatures the double-stranded DNA molecules into single 
stranded molecules.  The next step involves cooling to ~55 oC to allow annealing of 
primers to the single-stranded DNA template. The final step involves increasing the 
temperature to ~72 oC to allow extension of the target DNA in the presence of a 
polymerisation enzyme and deoxynucleotide triphosphates.  This single thermal 
cycle is repeated many times.  The temperature precision of the thermal cycling 
ideally should be within ± 1 oC with rapid transition between the different 
temperatures to achieve optimal amplification and reduction of undesirable 
products.83;84;102 
 
PCR reactions can be exceptionally efficient if optimal conditions are achieved, in 
particular the annealing temperature is an important p rameter.99  For example, if the 
annealing temperature is slightly too high, the purity and yield of product can be 
reduced,  whereas too low a temperature can amplify non-specific DNA fragments 
resulting in the spreading and additional bands when analysing and separating with 
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gels.99  These effects have been shown with deviations of as small as 1 oC from the 
optimum annealing temperature.99 
 
Conventional PCR requires large volumes of reagents a d can take several hours due 
to the prolonged time required for the temperature o stabilise.98;103  This can have a 
detrimental effect on yields as enzyme activities dcrease with time.101  Reducing 
PCR reactions to the microscale has heralded many advantages.  The high surface-to-
volume ratio and low thermal mass of sample increase heat transfer efficiency, 
allowing for rapid thermal cycling.85;87;98;102  The reduced consumption of reagents 
and samples is hugely beneficial, as is the ability to establish a uniform temperature 
distribution throughout the sample.85;98;100;102  The efficiency of PCR is controlled by 
accurate and rapid temperature cycling and temperatur  uniformity which reduces 
undesirable products.83;102  These parameters can be attained through the thermal 
design and experimental validation of prototype micro-PCR devices. 
 
There are two main types of micro-PCR design; continuous-flow, where reagents are 
continuously cycled, or shuttled through microchannels held at three different static 
temperatures in different areas of the chip, and chamber-based, where the 
temperature of a chamber is cycled through the three temperature steps using various 
heating and cooling strategies.  Continuous flow provides a fast amplification time 
but control of the different temperature regions and process time at each temperature 
is considerably more challenging.103  Times as low as 90 s for 20 cycles have been 
reported for a continuous flow PCR chip.98  Chamber-based chips are more reliable 
for controlling the temperature and can be flexible in process time, but are slower 
overall due to temperature ramping times.103  
 
6.1.4 Modelling of temperature in microfluidic devi ces 
 
Modelling has great potential for optimising the design of heaters and chambers, 
rather than laborious and time-consuming trial-and-error fabrication techniques, but 
ultimately it needs to be experimentally verified.  It is somewhat surprising to see the 
reliance of various research groups on using modelling techniques to calculate the 
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temperatures and thermal distribution within heating devices without any 
experimental calibrations.98;102  The accuracy of modelling techniques relies on the 
accuracy of the input parameters and various assumptions are made to simplify the 
technique, whereas experimental data can provide real and true values.   
 
6.1.5 Temperature measurements in microfluidic devi ces 
 
Numerous techniques and procedures have been researched and documented for 
providing temperature measurement within microfluidic evices.  The most common 
methods rely on micro-thermocouples and temperature sensors.104  There have been 
numerous reports of how surface-mounted sensors are ineffective at providing 
reliable temperature information as the surface temperature of a device can greatly 
differ from the internal temperature of the fluid.84;86;87;92-94;102 Differences between 
surface temperature and internal fluid temperature have been reported ranging from 3 
oC to 20 oC.84;92;93  These large temperature errors can be caused by poor thermal 
contact between the sensor and fluidic device93, with temperature differences 
becoming greater as temperature increases.102  Even attempting to calibrate external 
sensors by inserting thermocouples directly into chambers can dramatically affect the 
temperature uniformity and distribution, whilst providing a temperature measurement 
at only one discrete point.93;100;102  Thermocouples inserted into devices can perturb 
the fluid temperature, due to the large thermal capa ity compared with that of the 
channel or chamber, resulting in large errors in the fluid temperature measurement,103 
and can also inhibit certain types of biochemical re ctions.93 
 
Regardless of efforts to attain and monitor temperature uniformity, problems can still 
arise from air bubbles produced when temperatures ris  above 90 oC, for example 
while performing PCR.101;102  Air bubbles can be caused by the evaporation of buffer 
or by incomplete sealing of the inlet/outlet channels.101  The air bubbles can cause an 
unwanted insulation layer, which can inhibit the effective transfer of heat due to the 
much lower thermal conductivity of air than the PCR buffer, resulting in temperature 
differences of 4-5 oC.101  Once bubbles are generated, continued high temperatur s 
will cause bubbles to grow and could eventually completely inhibit PCR due to the 
  118 
lack of convection through the PCR buffer.101  Sensors and modelling techniques fail 
to recognise or consider the formation of air bubbles thereby providing potentially 
false temperature measurements.    
 
6.1.6 Current methods for measuring temperature 
 
Nuclear magnetic resonance (NMR) thermometry has been used to monitor the 
buffer temperatures during capillary electrophoresis.105;106  It is well established that 
Joule heating resulting from capillary electrophoresis can have a significant effect on 
the temperature of the buffer, which can affect parameters such as the pH of the 
buffer, reproducibility, separation efficiencies, viscosity, diffusion coefficients, peak 
shapes and migration times.105;106  The NMR technique can non-invasively measure 
temperature within capillaries with sub-second temporal resolution by measuring the 
shift in the proton resonance frequency of the water signal.105  A major disadvantage 
of the technique is the limited spatial resolution of 1 mm due to the probe size.105  
 
Raman spectroscopy has been applied to non-invasively and directly measure the 
buffer temperature for capillary electrophoresis and micro-PCR systems.95;103;107  
Similar to NMR, the technique exploits the temperature dependence of water 
molecules, in this case the OH vibrational modes.  An advantage of the technique is 
the high spatial resolution of 1 µm.  However, the technique is limited temporally by 
the necessity of recording single-point measurements, which results in high 
acquisition times, typically 2 s for each point.  
 
Extrinsic Fabry-Perot interferometry has been used as a non-contact technique to 
calculate fluid temperatures changes within microfluidic devices by measuring 
changes in the optical path length through microchannels.108  The technique exploits 
the temperature dependence of the refractive index of water to calculate the 
temperature of solutions within microdevices.  The optical path length, measured by 
correlating reflections from the top and bottom surfaces of the microdevice, is 
directly proportional to the refractive index of the fluid within the device.  The 
refractive index of the fluid is directly dependent o  the fluid temperature, showing a 
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decrease as the temperature increases.  Complications with this technique include 
changes in path length due to the thermal expansion of microdevices and low light 
reflectance, which was overcome by applying a semi-r flective silver coating to the 
surfaces.  
 
Fluorescence intensity imaging of a temperature-sensitive ruthenium complex, 
Tris(bipyridine)ruthenium(II)   [Ru(bpy)3]
2+, coated onto one surface of T-shaped 
micromixer was used to investigate the surface temperature distributions observed 
from mixing fluid streams of different temperatures.109  The fluorescent dye was 
coated onto a microscope cover slip by spin coating to produce a 1 µm thick layer, 
following which the cover slip was sealed onto the T-shaped mixer.  As the measured 
fluorescence intensity is dependent on the dye concentration and excitation intensity 
this was acknowledged to create temperature measurement errors due to the 
problems in the surface dye uniformity and fluctuations in the excitation light source.  
It was assumed that the surface temperature recorded was representative of the fluid 
temperatures, which may not actually be true.  The ruthenium complex can be used 
to measure surface temperature over the range 20–60 oC,110 therefore it will be 
unsuitable for PCR temperature calibrations. 
 
Temperature imaging within microfluidic devices using aqueous suspensions of 
thermochromic liquid crystals (TLC) has been used by various researchers as it is 
relatively simple to implement.85;86;100;102  TLC’s have been used to measure 
temperature distributions and to optimise designs for PCR chambers and continuous 
flow chemical reactors.  When illuminated by white light, TLCs change colour 
depending on the surrounding fluid temperature by selectively reflecting part of the 
spectrum of incident white light, which is then imaged onto a CCD camera.  Once 
calibrated, the colour image can be converted to a temperature image.  TLCs can be 
highly sensitive within a narrow temperature range and can provide a temperature 
resolution of ± 0.4 oC.86  Problems with the technique include a sensitivity to the 
illumination method and the optical path through the device, which can distort 
results.100  The colour of the reflected light can be dependent on the density of the 
TLCs in the aqueous solution, which has caused problems imaging at temperatures 
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above 90 oC, due to the evaporation of water, and when imaging near walls.102  Also, 
given that the density of TLCs can be greater or less than water, they have a tendency 
to either sink or float to the top or bottom surfaces, thereby only providing 
temperature information in these areas.100  Other problems include the accuracy of 
temperature measurement based on the technique used for colour to temperature 
calibration and the non-uniform colour characteristics of TLCs, their temporal 
response to temperature and the effect of the viewing angle on results.85  Spatial 
resolution is reduced due to the large size of TLCs (10-15 µm), which can make 
them impractical for microfluidic applications.85;102  Advantages include their 
temperature sensitivity over a range of -30 to +120 oC, with an actual colour 
bandwidth over a range from 0.5 to 40 oC.86  The possibility that TLCs could be 
encapsulated by an inert material and added directly to reaction mixtures to measure 
temperature, but not affect the progress of the reaction, could be a great advantage.86 
 
A common detection method used for DNA is a fluorescence intensity signal when 
target DNA binds to a specific probe.  However, thebinding or hybridization of 
DNA to the probe is sensitive to temperature, as the DNA duplex can be denatured at 
specific temperatures.93  Indeed this problem has been utilised to measure the 
temperature within microfluidic devices by monitoring the rapid fluorescence 
intensity decrease or increase at the denaturing or ‘melting’ temperature (Tm) of the 
duplex, which occurs over a very small temperature range.87;93;96;111  Typical melting 
curves are sigmoidal in shape with the Tm defined by the inflection point of the 
curve.  
 
Molecular beacons are oligonucleotide probes which report the presence of specific 
nucleic acid sequences by either exhibiting fluorescence when the DNA is hybridised 
to the beacon, or by quenching fluorescence.  If temperature is increased to the Tm, 
the DNA double strand denatures and separates, thereby increasing or decreasing the 
fluorescence intensity depending on whether the fluorescent label is no longer 
quenched or is now quenched.  The Tm is very specific and depends on the beacon 
double strand length and composition, therefore, beacons with a range of temperature 
sensitivities can be produced.  Obtaining a melting curve by increasing temperature 
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and measuring fluorescence intensity can be used to precisely calibrate a microdevice 
over a very restricted temperature range.  The melting curve for single-stranded DNA 
can actually be used to monitor the product purity and reaction progress during PCR 
amplification.111 
 
The temperature sensitivity of the fluorescent lifetim  of fluorescent-labelled DNA 
oligomers has been evaluated as a means to measure the t mperature within ultra 
small volumes, with applications for microfluidic heating devices.112  The technique 
exploits the different efficiency with which DNA bases can quench fluorescence. 
The distance between DNA bases and a fluorophore is modulated due to the 
conformational changes of the DNA chain, with the fluorescence lifetime of the 
fluorophore modulated with conformational changes. A  temperature increases, this 
results in faster conformational changes and shorter fluorescence lifetimes.  From 
measuring the fluorescence lifetime of the fluorophre this can be calibrated and 
used to calculate the temperature within microfluidic evices.  Only temperature 
changes between 15-35 oC have been measured by using the average of two 
lifetimes.112 
 
A popular method for temperature imaging and single-point measurements exploits 
the temperature-dependence of the fluorescence quantum efficiency of rhodamine B 
(RhB) solutions.  The free rotation of diethylamino group in the xanthene 
chromophore of RhB is the main non-radiative deactiv tion pathway of the excited 
state, and is thought to increase the internal conversion from the first excited state to 
the ground state, leading to a temperature-dependent lif time.113  There have been 
numerous publications reporting the use of the fluorescence intensity of RhB to 
measure temperature within microfluidic devices as thi  technique is relatively easy 
to implement using a standard fluorescence microscope, mercury excitation lamp and 
CCD camera.90;92;94;97;114 
 
The temperature gradient induced in a microchannel has been calculated using 
measurements of RhB fluorescence intensity while simultaneously measuring the 
intensity of an internal reference (a second fluorophore) to account for laser intensity 
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and photobleaching effects.97  However, this did not take into account that 
photobleaching effects could be different for each fluorophore.  Temperature 
gradients for microscale thermophoresis have been calculated by imaging the 
fluorescence intensity of tetramethylrhodamine (TAMRA).96  However, the ability of 
fluorescence intensity-based techniques to provide accurate temperature information 
of fluids in microfluidic systems is severely compromised by their sensitivity to 
variations in the optical path, instability of the light source, scattering, uncertainty in 
the dye concentration, and photobleaching effects.18 
 
Problems have been reported with RhB adsorbing onto the surfaces of certain 
plastics and not being removed even after repeated rinsing.94  When using 
fluorescence lifetime imaging or intensity imaging this can be a problem because the 
temperature dependence of the adsorbed molecule may be different to that in the bulk 
solution.94  This could limit the applicability of RhB-based temperature mapping. 
 
6.1.7 Fluorescence lifetime measurements of tempera ture 
 
The sensitivity of the fluorescence lifetime of a molecule to its surrounding 
environment, including temperature, provides an alternative method for temperature 
profiling of fluids in microfluidic devices.  Fluorescence lifetime measurements have 
the advantage that they are insensitive to the problems that can affect intensity-based 
measurements (see above).  
 
Kitamura et al. 2003 and 2004 performed single-point fluorescence lifetime 
measurements of RhB in aqueous and methanoic solutions separately, to measure the 
temperature within microchannel-heating devices.115;116  The lifetime of RhB in 
methanol was recorded at five positions along a 1100 µm section of microchannel, 
with a minimum of 100 µm between subsequence position .  Methanol was used 
rather than water, as this was the solvent in which the chemical micro-reaction would 
be performed.  Twelve single-point lifetime measurements using aqueous RhB were 
also recorded along a 600 µm section of microchannel.  The disadvantage of using 
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single-point lifetime measurements for temperature profiling in microfluidic devices 
is the extremely low spatial resolution of temperatu e variation that is provided. 
   
Benninger et al. have used FLIM techniques to image the temperature of RhB in 
methanol within a glass microchip, designed to perform continuous-flow PCR 
reactions.104  It is surprising that methanoic solutions of RhB ave been used to 
measure temperatures up to 95 oC, as this is considerably higher than the boiling 
temperature of methanol (ca 65 oC) 117 and will induce reflux problems previously 
mentioned.  The disadvantage of the technique is acknowledged by the authors who 
state the benefits of performing aqueous-based temperature measurements.  
Temperature profiles through the heating chip were obtained from the average 
lifetimes calculated from a number of entire FLIM images, recorded at various 
positions along the microchannel.  The individual FLIM images displayed were 
relatively noisy and provided limited spatial resolution of temperature.  To achieve 
the quoted temperature resolution of ± 1 oC, relied on using the average lifetime over 
the entire FLIM image.  3D temperature imaging was performed using multiphoton 
excitation to provide confocal FLIM images of optical sections through the 
microchannel.  The temperature data acquired from the confocal FLIM images is 
noisy and displays large temperature fluctuations between subsequent data points.  
The low-NA objectives used in this study reduced the signal intensity and increased 
the noise of data collected.  It was suggested that the use of high-NA objectives 
could overcome this problem. 
 
6.1.8 Aqueous polymer probes to measure temperature  
 
Imaging temperature within microfluidic devices can be achieved using polymer 
probes which exhibit a sharp phase transition at a specific temperature, the lower 
critical solution temperature (LCST) of the polymer.  Aqueous solutions of poly(N-
isopropylacrylamide) (PNIPAM) with a LCST of 32 oC have been used within 
microfluidic heating devices to image and indicate when the solution within a 
microchannel is above or below 32 oC.11;90  Below 32 oC aqueous PNIPAM is 
completely transparent but when the temperature increases to above 32 oC the 
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polymer undergoes a temperature-induced phase transition resulting in the 
precipitation of the polymer.  The precipitate of the polymer has be optically imaged 
within microchannels using a transmission microscope and CCD camera set-up, 
however, problems resulted with distinguishing between the precipitation region and 
that of the transparent solution.90;115  Fluorescence intensity imaging was achieved 
using an aqueous mixture of PNIPAM and Acridine Orange (this fluorophore 
exhibits strong fluorescence in hydrophobic conditions).11  At 32 oC the polymer 
changes from hydrophilic (hence dissolved in water) to hydrophobic (precipitates out 
of water) and the fluorophore which has accumulated within the hydrophobic 
particles exhibits fluorescence.115 
 
Polymers of N-alkylacrylamide labelled with a fluorophore have ben developed as 
fluorescent molecular thermometers which are extremely sensitive to temperature.118-
120  The reproducibility of the molecular response was tested and shown to have an 
active temperature sensitivity when the temperature was reversed with a small 
hysteresis effect.118  The polymers labelled with benzofuran gave the largest reported 
enhancement in fluorescence intensity within a narrow temperature range, typically 
of 6-7 °C.118-120  The N-alkylacrylamide polymers in aqueous solution undergo a 
phase transition above their LCST, causing a considerable change in 
microenvironmental polarity in the vicinity of the main polymer chain.  By 
copolymerising a fluorophore which is polarity-sensitive with the N-alkylacrylamide, 
a temperature sensor can be produced, in which the polarity changes from the 
thermal-induced phase transition have a strong effect on the fluorophore 
fluorescence.  The fluorescence intensity of benzofuran increases with decreasing 
solvent polarity, therefore, it is effective in reporting the polymer phase change.121  A 
major benefit of this technique is the ability to change the temperature-sensitive 
range with the availability of other N-alkylacrylamide polymers, which have 
different LCSTs.  Also, by co-polymerising two different N-alkylacrylamide 
polymers the temperature sensitive range can be adjuste  to between 18 and 54 °C by 
varying the ratio of the polymers.119  Additional tuning of the temperature range can 
be achieved by the addition of different organic solvents.118  Although only polymers 
with temperature sensitivity in the range of 18-54 oC have been synthesised, it is 
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potentially possible to develop fluorescent molecular thermometers for higher 
temperatures and extended sensitivity ranges by using a selection of  polymers with 
temperature induced phase transitions above 50 oC.119  It is worth noting that the 
polymers are not limited to completely aqueous solutions but can also function as 












(a)     (b) 
 
Figure 6.1: Chemical structure of (a) DBD-AE, (b) PNIPAM 
 
Of the different benzofuran monomers investigated, the most sensitive molecular 
thermometers of this type have incorporated benzofuran DBD-AE, full name 4-N-(2-
Acryloyloxyenthyl)-N-methylamino-7-N,N-dimethylaminosulfonyl-2,1,3-
benzoxadiazole (Figure 6.1a).118-120;122  DBD-AE is not intrinsically sensitive to 
temperature, which means the intensity change or response is solely caused by the 
temperature-induced phase transition of the polymer.118 This is notable, as many 
fluorophores display a decrease in fluorescence intensity with increasing temperature 
due to an increase in the contribution of non-radiative relaxation pathways.90 
 
In this chapter, a copolymer of DBD-AE with N-isoprylacrylamide (NIPAM) has 
been investigated as a possible FLIM probe of temperature in microfluidic devices.  
Poly-NIPAM (PNIPAM, Figure 6.1b) undergoes a phase transition in aqueous 
solution with a LCST of ~32 °C,123 and the copolymer with DBD-AE, poly(DBD-
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intensity between 29 and 37°C.118  The emission spectra of the polymer was 
observed to blue-shift by 30 nm as the temperature increased, which would be 
expected as benzofurazans show a hypsochromic spectral shift with decreasing 
polarity of solvent.119-121  In previous studies, the ability of these polymers to 
function as fluorescent molecular thermometers was studied using steady-state 
fluorescence spectroscopy.119-121 In the present work, the response of the 
fluorescence lifetime of poly(DBD-AE-co-NIPAM) in aqueous solution to 
temperature has been studied.  To complement this study, the use of Kiton Red, a 
RhB based dye, as a FLIM temperature probe has also been investigated.  
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6.2 Experimental Details 
 
6.2.1 Solution preparation 
The copolymer, poly(DBD-AE-co-NIPAM) was received from A. P. de Silvas, 
having been prepared according with reference.118  It was used as an aqueous 
solution of concentration 0.2% w/v.  Kiton Red was obtained from Exciton Ltd and 
used as received.  It was used as an aqueous solution of concentration 10-3 M.  Both 
solutions were prepared using HPLC grade water (Fisher Scientific, used as 
received), and stored in the dark.  The fluorescence lifetime was used as a routine 
check of sample purity after storage.  No fluorescence emission, at the wavelengths 
employed, could be detected from the solvents under th  instrumental conditions 
used.  
 
6.2.2 Microfluidic heating system for poly(DBD-AE-c o-NIPAM)  
A moulded polymer-based microfluidic chamber (provided by Lab 901 Ltd) was 
filled with poly(DBD-AE-co-NIPAM) solution. Information on the details and 
dimensions of the equipment provided by Lab901 is restricted due to commercial 
sensitivity.  The solution was injected (from a 1 ml Luer syringe fitted with a 0.4 mm 
diameter needle, both from BD) through an inlet channel to fill the chamber. The 
inlet and outlet channels were then heat-sealed.  A temperature gradient was 
achieved by applying parallel heating and cooling elem nts at either side of the 
chamber.  The left-hand side of the chamber was heated by contact with nichrome 
wire element (0.71 mm diameter).  The temperature of the wire was controlled by 
varying the voltage supplied using a DC power supply (Thander TS3022).  A cold 
sink was achieved at the right-hand side of the chamber through contact with a 
copper rod, cooled with ice packs.  The cold sink ad parallel heat source created a 
linear temperature gradient across the chamber.111 
6.2.3 Microfluidic heating system for Kiton Red  
A T-shaped flow cell, as described in Section 4.2.2, was used in these experiments. 
Two input streams of Kiton Red solutions, each held at a different temperature, were 
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mixed.  One inlet stream was heated by an electrically heated coil of nichrome wire 
around the inlet tube, temperature controlled as previously detailed.  The other inlet 
fluid remained at room temperature (22 oC).   The flow of fluids from the syringes (3 
ml Luer-lok, BD) was controlled by a syringe pump (KDS200, KD Scientific). 
 
6.2.4 PCR heating system 
A series of eight polymer-based micro-PCR chambers (provided by Lab 901 Ltd) 
were filled with Kiton Red solution.  The solution was injected (from a 1 ml Luer 
syringe fitted with a 0.4 mm diameter needle, both from BD) through an inlet 
channel to fill each of the chambers. The inlet andoutlet channels were then heat-
sealed.  The series of chambers was mounted into a temperature controlled PCR 
heating device, manufactured by Lab 901 Ltd.  
 
6.2.5 Fluorescence lifetime imaging (FLIM) 
The experimental system for FLIM measurements has been described fully in 
Section 3.  Here, experimental details specific to this study are presented.  Excitation 
laser radiation of wavelength 430 nm was reflected from a dichroic filter (DM455, 
Nikon) and focused into the microfluidic devices using either 4x (PA, NA=0.2), 10x 
(PA, NA=0.45), 20x (PA, NA=0.75), 40x (PF, NA=0.60) or 50x (LU Plan, 
NA=0.80) Nikon objectives.  The resultant fluorescen  was collected through the 
same objective, passed through a band pass filter (590 nm, Nikon) and imaged onto 
the CCD camera.  The experiments described herein wre recorded with either a 300 
or 600 ps gate width, which was measured by detecting laser light reflected from a 
mirror.  Images were the average of 5 separate exposures employing 4 x 4 binning.  
The details of gate width, threshold counts, number of images recorded, number of 
averages, CCD exposure time and total acquisition tme for each FLIM image 
recorded is presented in Table 6.1. Each intensity image was the average of 5 
separate exposures, the acquisition time of each of which was the sum of the CCD 
exposure time plus the 50-ms camera readout time.  The excitation intensity was 
adjusted to give a peak intensity of between 3000 and 4000 counts in the brightest 
image, which corresponds to the start of the fluorescence decay. The instrument 
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response function (IRF) was recorded, by using a mirror n place of the sample, for 
each of the gate widths used.  It was thus established that the fluorescence decay 
could be fitted from 0.4 ns or 1 ns after the emission peak image, for Kiton Red or 
poly(DBD-AE-co-NIPAM), respectively, without distortion by the instrument 
response.  The images were analysed by constructing a decay curve for each pixel. 
Pixels with low counts in the first analysed image w re removed by adjusting the 
threshold. A lifetime map was produced by assigning a colour on a 16-bit 
pseudocolour scale to each of the fitted lifetimes.  
 


















Figure 6.4a x4 600 102 5 200 127.5 670 
Figure 6.4c x40 600 51 5 120 43.4 500 
Figure 6.5a x50 600 51 5 100 38.3 500 
Figure 6.5c x20 600 51 5 50 25.5 500 
Figure 6.9a x20 600 20 5 50 10.0 350 
Figure 6.9b x20 600 82 5 50 41.0 500 
Figure 6.15 x20 600 63 5 60 34.7 400 
Table 6.5 55 oC x10  300 52 5 60 28.6 500 
 72 oC x10  300 64 5 70 38.4 500 
 95 oC x10  300 50 5 70 30.0 500 
Figure 6.19 x10  300 50 5 70 30.0 500 
Figure 6.20a x10  600 31 5 450 77.5 500 
Figure 6.20b x10  600 91 5 450 227.5 500 
Figure 6.20c x10  600 91 5 500 250.3 500 
 
Table 6.1: Acquisition times for the FLIM images. 
 
6.2.6 Time-resolved fluorescence spectroscopy (TCSP C) 
The temperature dependence of the fluorescence lifetimes of Kiton Red and 
poly(DBD-AE-co-NIPAM) solutions were determined by time-correlated single 
photon counting on Edinburgh Instruments.  Aerated aqueous solutions were 
contained in a 1 cm pathlength fused silica cuvette (10 x 10 mm inside dimensions) 
and a 1 cm pathlength fused silica micro-cuvette (10 x 2 mm inside dimensions) for 
Kiton Red and poly(DBD-AE-co-NIPAM) solutions, respectively.  The temperature 
of the solutions was controlled by circulating water from a thermostatically 
controlled water bath (Grant LTD6) through the cuvette holder. The temperature was 
measured with a thermocouple (Hanna Instruments HI93530) immersed directly in 
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the sample cuvette.  The temperature of the solution was monitored until a constant 
value was attained. 
Fluorescence was excited at 430 nm and decay curves recorded at emission 
wavelengths 580 and 585 nm for the poly(DBD-AE-co-NIPAM) and Kiton Red 
solutions, respectively.  An emission filter (Schott) was required when recording the 
fluorescence decays of poly(DBD-AE-co NIPAM), to eliminate light scattered by 
the polymer molecules. 
 
Fluorescence decay curves were recorded into 4096 channels and accumulated to 
10,000 counts in the peak channel on time ranges of 20 ns and 100 ns ranges for 
Kiton Red and poly(DBD-AE-co-NIPAM), respectively. The fluorescence decay 
curves were analysed by tail-fitting (i.e. without convolution with the instrument 
response function), from 0.4 ns and 1 ns after the peak of the decay for Kiton Red 
and poly(DBD-AE-co-NIPAM) solutions, respectively, to correspond to the 
conditions used to fit the FLIM decays.  
 
Discrete decay analysis was performed with the F900 (Edinburgh Instruments) 
software, whilst global analysis was performed using the FAST software package 
(Alango).  
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6.3 Results and discussion 
 
6.3.1 Time-resolved fluorescence spectroscopy of po ly(DBD-AE-
co-NIPAM)   
 
The time-resolved fluorescence of poly(DBD-AE-co-NIPAM) was studied using 
time-correlated single-photon counting (TCSPC), with an excitation wavelength of 
430 nm.  The benzofuran emission was detected at anemission wavelength of 585 
nm, over a temperature range of 22.9 to 38.3 oC.  The fluorescence decay of 
poly(DBD-AE-co-NIPAM) was fitted to a multi-exponential decay function, as 
shown by equation 6.1. Three lifetime components were required to give a 

















 + B                                      Equation 6.1 
 
 
where τi is the fluorescence lifetime, Ai, the “A-factor”, is the fractional amplitude of 
the ith decay component, and B is the background. The A-factor indicates the fraction 
of the emitting molecules that has a particular lifetime, τi.  
 
The lifetimes (τi), their fractional amplitudes (Ai), and the average lifetime, are 
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Temperature  Lifetimes /ns   Fractional Amplitudes   
/oC  τ 1  τ 2  τ 3 A1 A2 A3  τav χ
2 
22.9 1.80 3.77 11.06 0.55 0.40 0.05 3.03 1.04 
29.1 1.85 4.03 11.60 0.51 0.42 0.07 3.46 1.05 
30.5 1.89 4.09 11.64 0.50 0.43 0.07 3.53 1.06 
31.1 1.83 4.10 12.74 0.44 0.46 0.10 3.97 1.07 
31.6 1.94 4.49 14.47 0.43 0.38 0.19 5.33 1.19 
31.9 2.10 5.92 15.39 0.39 0.30 0.31 7.36 1.08 
32.2 2.33 7.40 15.67 0.25 0.27 0.48 10.13 1.07 
32.7 2.10 7.16 15.53 0.16 0.28 0.56 11.00 1.06 
33.1 2.47 7.95 15.68 0.12 0.29 0.59 11.84 1.04 
33.7 2.24 8.23 16.20 0.09 0.31 0.61 12.55 1.01 
34.3 2.36 8.21 15.66 0.06 0.29 0.64 12.64 1.00 
34.7 2.50 8.53 15.71 0.06 0.30 0.64 12.77 1.02 
35.2 2.33 7.55 15.37 0.03 0.26 0.71 12.90 1.05 
36.3 2.91 9.09 16.29 0.05 0.32 0.64 13.37 1.00 
37.3 2.32 8.35 15.99 0.03 0.28 0.69 13.41 1.05 
38.3 3.26 8.04 15.95 0.01 0.29 0.70 13.51 1.03 
 
Table 6.2: Fluorescence lifetimes (τi), their fractional amplitudes (Ai), and the 
average lifetime of poly(DBD-AE-co-NIPAM) as a function of temperature. The 
goodness of fit parameter, χ2 is also shown. 
 
 
The dependence of the average lifetime on temperatur  is plotted in Figure 6.2. The 
average lifetime increases from 3.03 ns at 22.9 °C to 13.51 ns at 38.3 °C.  There is a 
quasi-sigmoidal relationship between temperature and lifetime, which is similar to 
that reported for the temperature-intensity relationship.118  The strong dependence of 
the average lifetime on temperature enables poly(DBD-AE-co-NIPAM) to be used in 
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Examination of the decay parameters in Table 6.2 reveals that the dependence of 
average lifetime on temperature arises primarily from the variation of the amplitudes 
A1 and A3. A1 decreases sharply with increasing temperature, with A3 showing a 
reciprocal increasing trend. The results in Table 6.2 suggest that the values of all 
three lifetime components also depend on temperature. However, this could be 
because of the correlation between the fitting parameters which can occur as an 
artefact in multi-exponential fitting. To determine whether the decays can, in fact, be 
described by three temperature-independent decay times, with only the amplitudes 
depending on temperature, global analysis was undertaken. 
 
Global analysis was preformed by simultaneously fitting all of the decays (obtained 
at different temperatures) with common lifetimes and variable fractional amplitudes. 
The results from the global analysis are given in Table 6.3. 
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Global lifetimes: τ1 = 2.16 ns   τ2 = 6.02 ns   τ3 =15.1 ns 
Global χ2 = 1.026 
 
Temperature /oC A1 A2 A3 Local χ
2 
22.9 0.88 0.11 0.01 1.00 
29.1 0.82 0.17 0.01 1.04 
30.5 0.81 0.18 0.01 1.04 
31.1 0.77 0.20 0.03 1.07 
31.6 0.70 0.20 0.10 1.12 
31.9 0.57 0.22 0.21 1.05 
32.2 0.34 0.23 0.43 1.04 
32.7 0.24 0.25 0.51 1.04 
33.1 0.14 0.27 0.59 1.04 
33.7 0.14 0.19 0.67 1.06 
34.3 0.03 0.28 0.69 1.02 
34.7 0.01 0.29 0.70 1.04 
35.2 0.00 0.30 0.70 1.06 
36.3 0.05 0.19 0.76 1.05 
37.3 0.03 0.19 0.78 1.05 
38.3 0.02 0.20 0.78 1.04 
 
Table 6.3: Decay parameters obtained from global analysis of the poly(DBD-AE-co-
NIPAM) decay data. 
 
The global analysis of poly(DBD-AE-co-NIPAM) demonstrates that the decay is 
well fitted by three temperature-independent lifetimes: 2.16, 6.02 and 15.1 ns.  Thus 
the photophysical behaviour of poly(DBD-AE-co NIPAM) can be interpreted in 
terms of three distinct emitting species which coexist over the measured temperature 
range. The temperature dependence of the amplitudes of the three decay components 
is represented graphically in Figure 6.3. 





















Figure 6.3: Temperature dependence of the A-factor value of each global lifetime of 
poly(DBD-AE-co-NIPAM).  
 
The contribution of the 6.02 ns component is relatively constant with temperature 
and represents only a small proportion of the overall decay (10-20%). In contrast, it 
is clear from Figure 6.3 that the contribution of the other two components depends 
considerably upon the temperature of the aqueous solution.  At low temperature, 
before the phase transition has occurred, the short lifetime component of 2.16 ns 
predominates (80-90%), and the long component of 15.1 ns is negligible (< 1%).  As 
the temperature is increased, the contribution of the 2.16 ns component decreases, 
whilst that of the long lifetime component (15.1 ns) increases.  At the phase 
transition of 32 °C, the contribution of these two components is almost equal, whilst 
above this temperature, the 15.1 ns component now predominates (~80%), and the 
2.16 ns lifetime is now decreased to only 1% of the total. 
 
This is good evidence that the spectral and intensity changes that are observed upon 
changing the temperature are due to the benzofuran experiencing two 
microenvironments; at low temperature the benzofuran is in a polar, hydrophilic 
environment with a lifetime of ~2 ns, whilst at higer temperature the phase 













   2.16 ns lifetime
   6.02 ns lifetime
 15.11 ns lifetime
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transition leaves the benzofuran predominately in a different non-polar, hydrophobic 
environment with lifetime of ~15 ns.  The spectral changes observed when this 
polymer is heated must also be due to these two distinct environments.  The 
fluorescence intensity has been observed to show a 13.3-fold increase between 29 
and 37°C,118 and can be accounted for by the increased formation of the longer 
lifetime component.  The observed blue-shifting of the emission spectra by 30 nm 
with increasing temperature could also be explained by the rise and fall of the 
population of the long and short lifetime components, respectively.  The emission 
maximum of the longer component could be blue-shifted by 30 nm in comparison 
with that of the shorter component.  The third lifetime component must represent an 
intermediate environment for the benzofuran molecul or could possibly be an 
impurity.  
 
Although this TCSPC data has been fitted using three discrete lifetimes, a more 
complex model, for example a distribution of lifetimes or stretched exponential may 
be physically more realistic.124  However, since the data are well described 
mathematically by three discrete components, the average lifetime calculated from 
these discrete components can be used as a reliable measure of temperature. 
 
 
6.3.2 Fluorescence lifetime imaging of poly(DBD-AE- co-NIPAM)   
 
Fluorescence lifetime imaging microscopy (FLIM) of poly(DBD-AE-co-NIPAM) 
has been used to produce temperature maps, with sub-degree temperature resolution 
within microfluidic heating devices.  The temperatue-induced phase transition of 
aqueous NIPAM polymer solutions has only previously been imaged within 
microfluidic devices using transmission and fluorescence intensity techniques.11;90  
The information from these images was used to indicate regions above or below the 
phase transition temperature.  No quantitative temperature information was extracted 
from these intensity or transmission images.   
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6.3.2.1    Comparison of FLIM and intensity images 
 
Figure 6.4a shows the FLIM image of the entire chamber obtained using a 4x 
objective.  The temperature increases across the chamber from the right-hand side to 
the left-hand side. The FLIM image clearly shows the emperature gradient across 
the chamber over the temperature range of 32-34 oC, indicated by the sharp change 
represented by the transition between the blue and red regions. The area represented 
by red indicates temperatures above 34 oC, whereas, the dark blue region indicates 
temperatures below 32 oC.  The FLIM images are the result of fitting the 
fluorescence decay per pixel, to a single exponential lifetime and hence only give an 
approximate indication of temperature.  However, individual regions of interest have 
been analysed and fitted with three lifetimes, to give a quantitative measure of 
temperature.  As the temperature increases from right to left, the average 
fluorescence lifetime of the polymer changes from ~4.5 ns, represented by dark blue 
(Figure 6.4a), through a narrow vertical region with a wide range of lifetimes, to a 
average lifetime of ~13.8 ns, represented by red.  The average lifetime of the red area 
was 4.53 ns, corresponding to 31.4 oC.  While the average lifetime of 13.83 ns within 
the blue area, corresponds to temperatures above 38 oC where the response of the 
probe becomes flat.  At the right-hand side of the c amber, where the cold sink is in 
contact, the temperature increases near the wall, as shown by the light blue and 
yellow areas at the edge of the chamber.  This is due to the chamber material 
conducting heat around its perimeter and hence increasing the fluorescence lifetime 
of polymer.   
Figure 6.4b shows the fluorescence intensity image for comparison. Red indicates the 
highest intensity and blue the lowest intensity. Large variations in intensity across the 
field of view distort the image, with the highest in ensity region located where the 
temperature exceeds 34 oC.  There is no clear indication of the temperature gradient 
and it would be impossible to extract accurate temprature information.  In contrast, 
the FLIM images give a clearly resolved, quantitative temperature map.  
 
The temperature variation can be resolved in the range where the lifetime of the 
probe responds strongly, that is between ~30.5 oC to ~33.5 oC (Figure 6.2).  
Temperatures outside this range cannot be accurately measured, as the lifetime is less 
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dependent on temperature.  The temperature region where the probe is most sensitive 
has been expanded, by imaging with a 40x magnification objective, and the FLIM 
and intensity images are shown in Figure 6.4c and d, respectively.  In the FLIM 
image, the average lifetime changes gradually across the field of view from 10.52 to 
5.44 ns, corresponding to a temperature change from 32.4 to 31.7 oC.  The intensity 
image (Figure 6.4d) shows little contrast change across the field of view and no 
distinguishable temperature gradient can be observed.   
 
The intensity images were constructed by summing all the time-gated 
intensity images, to allow a direct comparison between the time-resolved and 
intensity-based methods.  There should be a clear correlation between the intensity 
images and the lifetime images, as the higher the intensity, the higher the quantum 
yield and hence the longer the lifetime.  There is clearly no such correlation as the 
intensity images do not give an accurate picture of the temperature distribution 
because of problems such as an uneven field of illumination, differences in optical 
path across the image and variations in the density of chamber material imaged 
through.     
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Figure 6.4: Comparison of FLIM images and corresponding intensi y images.  (a) 
FLIM image showing the entire microfluidic chamber imaged using a 4x 
magnification objective.  (b) The corresponding intensity image of a.  (c) FLIM 
image of the central region imaged using a 40x magnification objective.  (d) The 
corresponding intensity image of c.  
 
 
6.3.2.2    High resolution temperature mapping 
 
Figure 6.5a and c show FLIM images acquired using a 50x and 20x magnification 
objectives, respectively.  The acquisition time can be significantly reduced by 
changing to a higher magnification objective with an increased numerical aperture 
(NA) value.  This decreases the CCD exposure time and also increases the signal-to-
noise ratio.  Acquisition times for all the FLIM images are displayed in Table 6.1.  
Temperature profiles have been determined along the cross-sections shown and are 
plotted in Figure 6.5b and d, respectively.  The measured average lifetime at each 
point in the profile was converted to temperature using the third order polynomial 
calibration function shown in Figure 6.6. 
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Figure 6.5: FLIM images of the region of interest using (a) 50x and (c) 20x 
magnification objective.  (b) Temperature profile along the cross-section indicated in 


















Figure 6.6: The calibration curve relating the average lifetim of poly(DBD-AE-co-
NIPAM)  to temperature was obtained by fitting a third-order polynomial to the 
TCSPC data (Figure 6.2) over the range in which temperature changes could be 
resolved. The equation y =26.70294+1.97044x-0.2563x2+0.01146x3 gave a good fit 
to the data.  












































B2 -0.2563             0.03702
B3 0.01146 0.00149
------------------------------------------------------------
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The temperature profiles were created by extracting a d averaging (10 vertical by 4 
horizontal pixels) the intensity counts along the cross-sections shown for all the time-
gated intensity images.  This provided approximately 80 data points along the cross-
section for each intensity image. For each data point, the intensity counts were 
exported and multi-exponential fluorescence decays were fitted using F900 software.  
The data was fitted to two exponential decays, rather an three, as there were 
insufficient data points to resolve three decay comp nents.    Fitting to two rather 
than three decay components has negligible effect on the average lifetime obtained, 
as demonstrated below. 
 
The decay curves measured by TCSPC for calibration purposes (Section 6.3.1) can 
be fitted to two exponential components with acceptable χ2 values, however, the 
residuals when visually inspected are much superior when fitted with three 
exponential components.  As an example Figure 6.7 displays the residuals from 
fitting two and three lifetimes to the TCSPC fluoresc nce decay data recorded at 31.9 
oC.  The residuals for the bi-exponential are signifcantly non-random at the 
beginning of the decay, whereas the residuals for the tri-exponential fit are random 
across the whole decay.  The average lifetimes calculated from fitting the 31.9 oC 
decay to two and three exponentials are 7.64 ns and 7.36 ns, respectively, while the 
chi2 values are 1.290 and 1.078, respectively.  
 
 
   (a) 
   (b) 
 
Figure 6.7: The residuals from fitting two (a) and three (b) lifetimes to fluorescence 
decay data for poly(DBD-AE-co-NIPAM) at 31.9 oC. 
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In Figure 6.8 the average lifetimes determined from 2- and 3-component fits 
are plotted as a function of temperature. It can be se n that across the entire 
temperature range there is negligible difference betwe n the two alternative average 
lifetime values.   



















 2 lifetimes fit
 3 lifetimes fit
 
Figure 6.8: The average lifetimes of poly(DBD-AE-co-NIPAM) determined by 
fitting two and three lifetimes plotted as a function of temperature.. 
 
The temperature profile obtained at 50x magnification (Figure 6.5b) shows a near-
linear temperature gradient from ~31.8 oC to ~32.3 oC, over a total length of 350 µm.  
This profile demonstrates that a temperature resolution of 0.1oC can be achieved with 
micrometer spatial resolution and suggests that a temperature resolution of sub-0.1oC 
is potentially achievable.  The resolution could be increased by using higher 
magnification objectives, decreasing the temporal width of the detection windows, to 
detect smaller changes in lifetime, and by using photon counting imaging techniques 
which deliver better lifetime resolution.   
 
The profile obtained at lower magnification, over a greater distance (Figure 6.5d) 
shows the temperature gradient to be non-linear. Interpretation of this observation is 
beyond the scope of this thesis. However, work on mdelling the thermal properties 
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of microfluidic systems is being carried out by our collaborator Dr David Mendels at 
the National Physical Laboratory and will be reported in due course.  
6.3.2.3 Photobleaching 
 
Poly(DBD-AE-co-NIPAM) was found to photobleach significantly during imaging, 
sometimes resulting in the CCD exposure times having to be increased after several 
measurements on a single sample.  Photobleaching does n t affect the lifetimes, 
therefore, FLIM still provides accurate temperature information.  However, 
photobleaching is a major problem with intensity-based imaging techniques, and is 




Polymers of N-alkylacrylamide labelled with benzofurans can be us d as sensitive 
molecular thermometers with a resolution of sub-0.1 oC for mapping temperature 
within microfluidic devices using FLIM.  The high temperature resolution of such 
probes has much potential in future applications in calibrating and testing the 
effectiveness of lab-on-a-chip heating devices, where precise temperature control is 
essential.  The FLIM technique provides an effective, non-invasive method to extract 
accurate temperature information with high spatial resolution.  The flexibility of such 
polymer probes in which the chemical structure can be altered to provide temperature 
sensitivity over an extended range of 18-54 oC, makes them suitable to a broad range 
of applications.  The number of applications in which these highly sensitive 
fluorescent molecular thermometers could be employed, has the potential to be 
rapidly expanded by the development of polymers with phase transitions above 54 
oC. 
 
These probes could be useful for detecting when temperature exceeds a critical 
threshold value, for example, the physiological value of 37 oC which can damage 
cells. In theory it should be possible to have a solution with a combination of 
separate polymers synthesised with different LCSTs, either several degrees above, or 
below an optimal temperature.  A FLIM image of a microfluidic device could then be 
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produced to spatially map where and when the temperature veered into critical or 
sub-optimal ranges with high accuracy.  This approach could be beneficial to 
evaluating optimum temperature conditions in high-throughput microarrays.  
Currently, at most a single temperature sensor is mounted onto an array plate to 
provide an indication of temperature within the microarrays.  This only gives a single 
point measurement and provides no information of the temperature of each array 
well.  FLIM images could provide a quick method to evaluate optimal temperatures 
due to the dramatic change in lifetime over a small temperature change.    This 
dramatic change is analogous to logic gate responses of on/off, which could be used 
to indicate if temperature in each well is optimum by providing a yes/no response.120  
Rapid temperature evaluations could be performed in high-throughput microarrays 
using this approach.  High-throughput temperature evaluations is advantageous as 
there can be significant variability between temperature devices.84 Temperature 
fluctuations of as little as ± 1 oC in each well may could produce non-uniform 
products.84 
 
There is the potential to produce analogous probes with different fluorescence 
properties by copolymerising with different fluorophores, for example, coumarin or 
acridine.  These molecules exhibit an increase in fluorescence intensity in polar 
environments and a decrease in non-polar environments a d would thus show a 
decrease in intensity or fluorescence lifetime with increasing temperature.118 
 
 
  145 
6.3.4  Use of Kiton Red as a FLIM temperature probe  
6.3.4.1 Problems with using RhB as a temperature pr obe 
 
Problems have been reported using aqueous RhB when imaging temperature within 
microfluidic heating devices.94  The dye adsorbs onto the surfaces of microchannels 
and this can be exacerbated depending on the material of the devices.  The surface 
adsorption of the dye can be a serious problem when usi g intensity imaging and 
also affects fluorescence lifetime imaging due to the different local environments 
surrounding the fluorophore. Adsorption onto surfaces can affect the temperature 
response of the fluorophore, therefore the calibration determined in the bulk solution 
cannot be used to probe the temperature at effected surface as this will not be reveal 
the true temperature.  Ross et al. observed systematic errors in temperature 
measurements when using RhB due to the problems with surface adsorption.94  They 
ignored the problem of dye adsorption at surfaces which was observed with 
concentrated RhB solutions, as it was suggest that e error incurred was 
insignificant compared to the noise of the CCD detector.  Otherwise, reducing the 
concentration of RhB alleviated the problem although would result in longer 
acquisition times.94 
 
RhB is more soluble in alcohols than water, hence the use of methanol as a solvent in 
previous lifetime measurements of temperature by Benninger et al.104  However, the 
low boiling point of methanol (ca 65 oC), can limit its useful temperature range, as 
problems with boiling and reflux can occur above this emperature.   
 
Figure 6.9 displays some FLIM images to illustrate th problems of using aqueous 
RhB for imaging temperature within microfluidic devices.  Regions of RhB adsorbed 
onto surfaces can easily be identified from the FLIM image, displayed by the red 
coloured regions of significantly higher lifetimes than surrounding RhB solution.   
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Figure 6.9: FLIM images showing the problems with using aqueous RhB solutions 
(10-3 M) in microfluidic devices.  The red coloured regions exhibiting higher lifetime 
values are the areas where RhB has adsorbed on to the surfaces.  
 
 
Kiton Red is closely related to RhB, but is significantly more water soluble than 
RhB, due to its sulphonate substituents (Figure 6.10).  The solubility of RhB in 
methanol is 15 g/L compared with 8 g/L in water,125 whereas the solubility of Kiton 
Red in water is ~90 g/L.126  Kiton Red displays a similar temperature-dependent 
fluorescence lifetime to RhB, but is advantageous to use with microfluidic heating 
devices because of its increased solubility in water.   
 










Figure 6.10: Chemical structures of Kiton Red (a), and RhB (b). 
 
 
6.3.4.2 Explanation of Kiton Red temperature sensit ivity   
 
The temperature-dependent lifetime of Kiton Red is due to the free rotation of 
diethylamino group in the xanthene chromophore.  This free rotation is the main non-
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internal conversion from the first excited state to the ground state.113  When the 
diethylamino groups are immobilised, as in rhodamine 101, the molecule exhibits no 
temperature dependence and the fluorescence quantum yield is near unity.52   
 
The photophysical data on rhodamine B derivatives has been interpreted by Casey et 
al. as an internal conversion from a non-emissive twisted state which is in 
equilibrium with a fluorescent planar state.113  Data have shown the non-radiative 
rate constant to be sensitive to the solvent, but the radiative rate is not sensitive.113  
The non-radiative rate constant decreases with an increase in the solvent viscosity, 
illustrating dynamic solvent effects, which are important in excited-state relaxation 
processes involving photo-induced conformational changes.  The temperature 
dependence of the fluorescence lifetime is attributed o the non-radiative rate 
constant, which can be divided into temperature-indpendent and dependent 
elements.  However, Arrhenius plots of the non-radiative rate constants in various 
solvents shows no temperature-independent contributions, hence the non-radiative 
rate constant is independent of viscosity.  The temperature dependence of the 
equilibrium constant for the inter-conversion between the twisted and planar 
configuration of the molecule Kpt,, is accountable for the Arrhenius behaviour of the 
non-radiative rate constant.  The solvent polarity has a direct affect on the Kpt and 
hence explains the polarity dependence of the non-radiative rate constant. 
 
6.3.4.3 Calibration of Kiton Red with temperature b y TCSPC 
 
The fluorescent lifetime of aqueous solutions of Kiton Red was measured by TCSPC 
over a range of temperatures from 25 oC to 90 oC.  Kiton Red displayed a single 
exponential decay over this range with the lifetime changing from 1.86 ns at 25 oC to 
0.32 ns at 91 oC (Table 6.4). As the FLIM images are produced by fitting to a single 
exponential lifetime, Kiton Red which displays a single lifetime over a wide 
temperature range, is well suited to use as a FLIM temperature probe. 
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Temperature /oC τ /ns χ2 
24.9 1.86 1.13 
29.6 1.62 1.06 
34.2 1.41 1.06 
38.9 1.23 1.09 
43.3 1.08 1.09 
48.1 0.95 1.09 
52.9 0.84 1.15 
57.2 0.73 1.10 
62.1 0.65 1.11 
66.8 0.57 1.15 
71.7 0.50 1.13 
76.7 0.45 1.19 
81.6 0.40 1.04 
86.4 0.36 1.08 
90.9 0.32 1.10 
 
Table 6.4: Fluorescence lifetimes of Kiton Red as a function of temperature. The χ2 
values indicating the goodness of fit of a single exponential decay function is also 
shown. 
 
The trend in lifetime change with temperature is represented graphically in Figure 
6.11.   There is an exponential relationship between lif time and temperature. 



















Figure 6.11: The dependence of Kiton Red fluorescent lifetime upon temperature.   
The data fits well to a single exponential using equation y = 3.86212exp(-
x/31.75687) + 0.09765 
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The temperature dependence of the fluorescence lifetime of Kiton Red obeys the 
Arrhenius equation, given by  













   Equation 6.2 
 
where A is a pre-exponential factor, Ea is the activation energy and R is the molar 
gas constant.  Figure 6.12 shows the linear fit of the temperature dependence of the 
fluorescence lifetime of Kiton Red using the Arrhenius equation. 
 











1.2 Y = A + B * X
Parameter Value       Error
------------------------------------------------------------
A           9.08262         0.04531
B          -2896.0302     14.89774
------------------------------------------------------------
R        SD                N          P
------------------------------------------------------------













Figure 6.12: Arrhenius plot of the natural logarithm of the inverse lifetime against 
the inverse temperature. The line is the best fit by the Arrhenius equation with Ea = 
24.08 kJmol-1.  
 
 
A calibration curve to convert fluorescence lifetime to temperature was produced by 
re-plotting the temperature and lifetime data with the axes switched (Figure 6.13).  
The temperature-lifetime calibration data fitted well to a bi-exponential function, 
which was used to convert FLIM images into temperature maps. 
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Figure 6.13: Calibration curve showing the relationship between temperature and the 
fluorescent lifetime of Kiton Red. The calibration graph fits well to a bi-exponential 
using equation y = 96.57595exp(-x/1.10941) + 126.55986exp(x/0.13408) + 7.01272 
 
 
The TCSPC data displayed in Table 6.5 was recorded over a 20 ns time range.  
Increasing the temporal resolution for the shortest lifetimes by acquiring data over a 
5 ns time range did not significantly change the fitted lifetimes.  Figure 6.15 
compares the lifetimes calculated from acquiring data over 20 ns and 5 ns time 
ranges.   











 20ns time range









Figure 6.14: Lifetimes from TCSPC data record over 20 ns (black) and 5 ns (red) 
time ranges for Kiton Red at various temperatures.  The four 5 ns data points are 
obscuring the corresponding 20 ns data points. 
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6.3.4.4 Fluorescence lifetime imaging of Kiton Red (FLIM) 
 
Two fluid streams of aqueous Kiton Red were pumped into the two inlets of a T-
shaped micromixer, to meet head-on and then flow through a mixing channel, as 
illustrated in Figure 6.15.  The left inlet flow was heated, while the right inlet flow 
was at room temperature.   
 
 
Figure 6.15: Annotated photograph of the T-shaped flow cell.  The arrows indicate 
the inlet flows of heated Kiton Red solution and Kiton Red at room temperature, and 
the outlet flow. 
 
The mixing of the inlet fluid streams was imaged using the FLIM system at various 
positions down the mixing channel as indicated in Fgure 6.16.   A series of 
temperature profiles across the mixing channel (as detailed in Figure 6.16) was 
extracted from the FLIM images and converted to temp rature using the calibration 
from Figure 6.13.  Figure 6.7a depicts the steep temperature gradient when the fluids 
streams meet, with the temperature changing from ~58 to ~32 oC across the channel.  
As the fluids progress through the mixing channel, the temperature difference across 
the channel decreases, as shown in the series of temperature profiles (Figure 6.16a-d) 
at various positions through the mixing channel.  The fluids attain a constant 
temperature of 44 oC across the channel after progressing 0.9 mm throug  the mixing 
channel (Figure 6.16d).  An extensive range of temprature profiles along the mixing 
channels is presented in Figure 6.17. 
 
The inlet flow rate of 75 µm/min was maintained forc mparison with the mixing 
data obtained using the ANS fluorescent probe (as reported in Chapter 4).  This was 
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to allow future modelling of the results to distinguish between heat transfer processes 
and mixing as many reactions need effective mixing and accurate temperature 
control to achieve high yields.  The Péclet number for the room temperature and 
heated inlet streams are 1500 and 890, respectively.  The large difference is 
attributed to the different fluid temperatures, which has a significant effect on the 
diffusion coefficient and also the fluid viscosity.  The Péclet number for the heated 
fluid inlet is approximately half that of the cooler inlet, this reduction implies that 
there is increased lateral diffusion, and hence enhanced mixing, within the channel 
even though the fluid velocities in each channel ar constant.  The Reynolds number 
for the room temperature and heated inlet fluid streams are 5.4 and 8.8, respectively.  
This difference is mainly due to the effect of temperature on the fluid viscosity, 
whereas, temperature has a less marked effect on the fluid densities.  
 
As the Kiton Red solutions were constantly flowed through the mixer, no problems 
with photobleaching occurred and the CCD exposure tim was constant for acquiring 
all the FLIM images (Table 6.1). 
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Figure 6.16: FLIM images recorded at positions (a) when the inlet flows meet, (b) 
0.1 mm, (c) 0.3 mm, (d) 0.9 mm down the mixing channel as shown in the diagram 
of the T-shaped mixer.  The corresponding temperature profiles along the dashed 
cross-sections indicated in the FLIM images are displayed. 
32 oC 
72 oC 
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Figure 6.17: Temperature profiles across the mixing channel at various positions 
along the mixing channel as indicated in the key. 
 
 
Comparison between intensity and lifetime data 
Figure 6.18 shows a comparison between cross-sections of fluorescence intensity and 
lifetime images at the same distance along the mixing channel. This demonstrates the 
superiority of the time-resolved technique.  The intensity profile displays large 
irregular variations across the channel with a clear drop-off in intensity at the channel 
walls, whereas, the FLIM measurement provides a well-defined profile of the 
lifetime change and is unaffected by the intensity drop at the channel walls.  It is 
evident that intensity-based techniques are particularly unsuitable to measure 
temperatures close to surfaces due to problems such as light scattering, whereas, 
lifetime-based techniques are totally unaffected by such problems. The lifetime 
profile can easily be converted quantitatively to give the temperature profile across 
the channel using the calibration curve (Figure 6.13). 
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Figure 6.18: Comparison of fluorescence intensity (a) and lifetime (b) profiles 
across the mixing channels when the fluid streams meet head-on along the mixing 
channel.  The intensity values were the sum of the tim -gated intensity images to 




Kiton Red is an effective fluorescent molecular thermometer in aqueous microfluidic 
systems over a wide temperature range without the problems reported for RhB.  The 
broad temperature range over which Kiton Red displays  lifetime change is 
particularly useful as it covers many biological and chemical applications, including 
PCR, that can be perform in lab-on-a-chip devices.  It is beneficial to use aqueous 
solutions of temperature-sensitive fluorophores as the temperature range over which 
it can be used covers the range required by many biological and chemical processes.  
This overcomes reflux problems resulting from using solvents to solubilise 
fluorophores to probe temperature above the solvent boiling point. 
 
Aqueous solutions of Kiton Red can be used to probe heat transfer effects at surfaces 
due to the lack of adsorption and the associated problems with temperature 
calibration discussed above.   
 
The use of Kiton Red as an aqueous temperature probe d es not limit the choice of 
material for the manufacture of microfluidic devices in which temperature mapping 
would be desirable, as has been observed with RhB.  Kiton Red can be used at 
increased concentrations in aqueous solutions due to its higher solubility, which 
results in decreased acquisition times for temperature mapping compared to RhB.    
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6.3.5   Temperature calibration of a micro-PCR cham ber  
 
In many microfluidic applications high spatial resolution of temperature is crucial for 
reactions that exhibit extreme temperature sensitivity.  Even slight temperature 
fluctuations within a device/region can potentially affect the selectivity and yield of 
product.  An obvious example where precise temperature control is fundamental is 
illustrated by lab-on-a-chip PCR reactions, the production of which has rapidly 
increased over recent years.  One of the major advantages to performing PCR in 
devices with significantly reduced dimensions has been the ability to promptly 
change the temperature within the device i.e. for rapidly heating and cooling for PCR 
temperature cycling.  Efficient PCR reactions reply on achieving temperatures within 
very narrow temperature ranges and temperature fluctuations as small as ±1 oC 
within devices can detrimentally affect the quality of the yield by amplifying 
undesirable products.84  
 
Kiton Red and poly(DBD-AE-co-NIPAM) solutions have been use to measure the 
temperature within a prototype micro-PCR chamber, where the temperature is 
controlled by a thermocouple attached to the heating device (both chamber and 
heating device were provided by Lab901 Ltd).  The equipment allows the heating 
and temperature control of eight parallel PCR reactions in separate chambers.  The 
temperature within each chamber should be identical to ensure consistent PCR 
product and yield from each chamber.  Figure 6.19 show  diagrams of the PCR 
system.  Table 6.5 displays the results from measuring the actual temperature inside 
the PCR chambers using Kiton Red, compared with the temperature indicated by the 
external thermocouple attached to the heating element.  The temperature within the 
eight chambers show deviations of 1-2 oC, 2-5 oC and 2-7 oC for set temperatures of 
55 oC, 72 oC and 95 oC, respectively.  It is evident that the external temperature 
measured by the thermocouple provides an inaccurate indication of temperature 












Figure 6.19: Diagrams of the PCR device; (a) side view of a single hemisphere 
chamber heated by a metal mould surrounding the chamber, (b) bottom view of eight 
PCR chambers held within the heating device.   
 
 
Chamber Set T = 55 oC Set T = 72 oC Set T = 95 oC 
1 53 67 87 
2 54 67 88 
3 54 68 88 
4 54 69 88 
5 54 69 88 
6 54 69 89 
7 54 69 87 
8 55 70 93 
 
Table 6.5: Temperatures measured within the eight PCR chambers by ecording the 
FLIM image of Kiton Red solution inside each chamber, for externally set 
temperatures of 55, 72 and 95 oC. 
 
An advantage of using FLIM to image and map the temp rature within heating 
devices is the ability to detect air bubbles and probe the temperature effects resulting 
from their formation and expansion.  This is especially advantageous for PCR 
chambers as excessive air bubble formation can inhibit PCR reactions.101  Figure 
6.20 displays a FLIM image of a PCR chamber with two air bubble formed at the 




Metal heating mould  
PCR chamber filled with 
aqueous FLIM probe 
Inlet/outlet channels, heat sealed 
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The temperature uniformity within the PCR chamber can be investigated using 
poly(DBD-AE-co-NIPAM), with high temperature resolution.  Figure 6.21 shows the 
FLIM images recorded at the chamber edge.  The images clearly show the absence of 
temperature distortions or fluctuations and demonstrate temperature uniformty 
across the chamber.  Temperature fluctuations, as sm ll as 0.1 oC would be detected 
using this FLIM probe.  Regions of interest within the FLIM image were selected 
and fitted to three lifetimes to calculate the precis  temperature.  The actual 
temperatures within the chamber were thus determined to be 30.8, 32.0 and 33.6 oC
for the thermocouple temperatures of 30, 32 and 34 oC, respectively.   
 
 




















Figure 6.21:  FLIM images of the micro-PCR chamber with poly(DBD-AE-co-
NIPAM) solution. The heating element thermocouple was preset for temperatures of 
30, 32 and 34 oC for images a, b and c, respectively.  (d) Diagram showing the area 
of the chamber imaged onto the CCD camera.  Images were recorded using a 10x 
objective.   
 
 
6.3.5.1    Conclusion 
 
The FLIM technique using aqueous solutions of Kiton Red is effective to probe and 
map temperature over a wide temperature range within microfluidic devices.  The 
technique has been demonstrated to be valuable to vrify the true temperature within 
prototype commercial microfluidic devices and to correct for offsets or lags from 
external temperature sensors when the device is in a real working mode.  As 
discussed in the introduction, poor thermal contact between sensors, heating devices 
and the fluids within microfluidic devices can create large temperature differences 
between the actual temperature of the fluid and the perceived temperature of the 
fluid.  The applicability of this technique for use in real commercial devices rather 
than lab-based prototype devices which have been fully optimised for optical 
interrogation has been demonstrated. 
 
 
PCR chamber filled  
with polymer solution  
Area imaged onto  
the CCD camera 
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The use of aqueous poly(DBD-AE-co NIPAM) solution, which is ultra sensitive to 
slight temperature variations, can provide valuable information on the temperature 
uniformity within a device right up to the walls.  This is particularly relevant to 
biological systems such as cell cultures, where it has been shown that even slight 
temperature variations can be detrimental.110 
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6.4 Overall Temperature Conclusions 
 
Microfluidic reactors continue to be increasingly used to perform a variety of 
biological and chemical reactions at the microscale du  to the advantages offered as a 
consequence of the high-surface-to-volume ratio.  T enable the continued uptake of 
this technology into new applications and the commercialisation of products, 
techniques readily available to enable the thermal nagement/efficiency of such 
devices is essential.  Precise temperature control and measurement within 
microfluidic devices is fundamental to the performance of these devices to insure 
consistent and repeatable output yields.  Given that temperature is considered such an 
important parameter in this field it has been extremely problematic to accurately 
measure temperature in the ultra small volumes of fluids used in these devices.  
There have been significant developments in the fabric tion of microfluidic devices 
but little development on the thermal management and the accurate validation 
thereof.  
 
The common methods of temperature measurement within microfluidic device using 
micro-thermocouples and sensors only provide a single point measurement and no 
spatial resolution of temperature within a device.  Non-invasive spatial mapping of 
temperature within such small volumes of liquids is advantageous to ensure 
temperature uniformity and distribution within devices.   
 
The FLIM technique reported in this chapter provides an effective, non-invasive 
method to extract accurate temperature information with high spatial resolution.  
FLIM is a superior imaging technique to spatially map the temperature within 
microfluidic devices because the technique overcomes th  problems encountered in 
commonly used intensity imaging methods.  The technique is highly repeatable due 
to the elimination of the dependency on the excitation intensity, collection efficiency, 
optical path, light scattering problems and concentration effects.   
 
  162 
Temperature fluctuations as small as ± 1 oC with microfluidic devices can have a 
detrimental effect on yields.  It is for these reasons that new highly temperature 
sensitive FLIM probes are sought.  It has been demonstrated that the average 
fluorescence lifetime of aqueous poly(DBD-AE-co-NIPAM) is extremely sensitive 
to temperature within the range of ~31 oC to ~33 oC.  FLIM images of aqueous 
poly(DBD-AE-co-NIPAM) can be used to spatially map temperature changes within 
microfluidic devices with a resolution of less than 0.1 degree.  N-alkylacrylamide 
polymer labelled with benzofurans can be tuned to respond in a particular 
temperature range desired by adapting their chemical properties.  These polymers 
can be used very effectively in combination with Kiton Red to achieve temperature 
measurements with both wide dynamic range and high resolution within aqueous 
microfluidic systems.  
 
Kiton Red is an effective temperature sensitive FLIM probe for mapping temperature 
within aqueous microfluidic systems over a broad temp rature range and has been 
used to measure the fluid temperature within a prototype micro-PCR system for 
commercial development.  FLIM of Kiton Red provides an ideal technique to 
validate prototype devices and to optimise the thermal design of microfluidic devices 
to ensure desirable temperature conditions are achieved and maintained.   
 
Quantitative measurement techniques, such as the FLIM technique reported in this 
chapter, are essential to validate mathematical modelling of heat transfer and mixing 
within microfluidic devices, both of which are extremely important parameters for 
reaction efficiency, yields and reduction of unwanted side products.   
 
The results of the mixing of Kiton Red streams at different temperatures presented 
within this chapter have been used by the National Physical Laboratory to evaluate 
commercial CFD codes.  This manuscript, submitted to the journal Microfluidics and 
Nanofluidics, can be viewed in the Appendix.  The paper illustrates the excellent 
agreement between the modelling and experimental resu ts. 
  
 





The aim of the work described in this thesis was to exploit the benefits offered by 
Fluorescence Lifetime Imaging Microscopy (FLIM) in application to spatially 
mapping fluid composition and temperature within microfluidic systems. 
 
It has been demonstrated that FLIM is a significantly superior technique due to its 
inherent insensitivity to problems which have hampered other imaging methods 
commonly applied to microfluidic systems, such as those based on fluorescence 
intensity and colourimetric approaches.   
 
Prior to the publication of work presented in this thesis, FLIM was limited to the 
imaging of biological systems.  However, the uptake of FLIM techniques to probe 
important fluid interaction and parameters, such as mixing and temperature, within 
microfluidic systems has steadily increased.  FLIM approaches are now actively 
employed by several research groups to explore microfluidics.   
 
It has been established, that widefield FLIM can directly assess the two-dimensional 
mixing of fluids within microfluidic channels and provide a high level of 
quantification.  The solvent-sensitive fluorescence lifetime of 1,8-anilinonaphthalene 
sulfonate (ANS) was exploited to map the diffusional mixing between fluid streams 
of pure methanol and a water-methanol mixture.  Thesystem faithfully reported the 
fluid composition, as the lifetime is governed solely by the solvent environment of 
the ANS probe, and was proved to be immune to other undesirable optical effects.  
The FLIM technique is not limited to the use of this solvent system or fluorophore, 
but this study exemplifies the level of quantificaton offered and highlights FLIM as 
a measurement tool of choice in exploring microscale environments. An additional 
advantage of this methodology is the ability to monitor the mass transport of fluids, 
rather than the diffusion of tracer probes as is comm nly used in fluorescence 
intensity and colourimetric imaging techniques. Because of the importance of 
achieving rapid mixing in microfluidic devices, the number of microfluidic mixers 
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designed and fabricated has swiftly increased.  Hence there is an urgent need for 
characterisation tools to evaluate these mixing devices.  Therefore it is expected that 
FLIM will become an essential tool for quantitatively mapping the fluid composition 
and mixing within microfluidic systems.  
 
The FLIM technique, using solutions of ANS, has been successfully employed to 
evaluate a range of commercial microfluidic mixers. Various micromixer design 
parameters were investigated using the FLIM technique, including the confluence 
angle, channel dimensions, chambers, serpentine channel design, the effect of 
asymmetric curves in the vertical channel walls and obstacles fabricated in the 
mixing channel.  
 
The relationship between the temperature and fluorescence lifetime of an aqueous 
solution of an N-alkylacrylamide polymer labelled with a benzofuran fluorophore, 
[poly(DBD-AE-co-NIPAM], has been investigated for the first time using Time 
Correlated Single Photon Counting (TCSPC) techniques.  The polymer displayed a 
dramatic change in its average fluorescence lifetim of over 10 ns, over a 
temperature range of a few degrees.  This polymer system was used with FLIM to 
quantitatively map temperatures within microfluidic environments with sub-degree 
resolution.  Analogous polymers with adapted chemical properties can extend the 
range of temperature sensitivities to suit the intended application.  Therefore, this 
type of fluorescent polymer can potentially be employed as a new sensitive 
molecular thermometer to map temperatures with high spatial resolution within a 
range of fluidic systems where precise temperature measurements are essential.  The 
sensitivity of aqueous poly(DBD-AE-co-NIPAM) was exploited to rigorously test 
the performance of a prototype microfluidic heating device.  
 
The fluorescence lifetime sensitivity of a water-soluble rhodamine B derivative, 
Kiton Red, was used with FLIM to quantitatively map temperatures over an 
extensive dynamic range of 25 oC to over 90 oC, thereby covering the temperature 
range necessary for numerous biological and chemical interactions.  Aqueous 
solutions of Kiton Red were employed to map the temp rature distributions resulting 
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from the mixing of fluid streams of different temperatures within a microfluidic 
system.  Thus, mixing and temperature, control of both of which is crucial to ensure 
high yields in biological and chemical processes within microfluidic devices, are 
quantifiable with high spatial resolution using FLIM.  In addition, the fluid 
temperature within a prototype microfluidic PCR devic , used to amplify DNA, was 
quantified to calibrate the device.  Kiton Red overcomes problems encountered by 
other researchers using the related fluorophore, rhodamine B, such as poor aqueous 
solubility and surface adsorption, which compromised the ability to map temperature 
in microfluidic devices. 
 
Techniques capable of mapping mixing and temperature within microfluidic devices 
with high quantification and spatial resolution are essential to validate mathematical 
modelling of heat transfer and mixing within microfluidic devices and to evaluate 
prototype designs of microfluidic systems.  The ability of FLIM to satisfy this need is 
demonstrated by the very effective use of experimental data presented in this thesis, 
in combination with computational fluidic dynamic modelling, to analyse solute and 
thermal transport in a microfluidic system with unprecedented quantitative detail, as 
described in the Appendix. 
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