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Abstract
It is both an experimental and theoretical fact that imaging of scatterers using bandlimited signals
results in what is known as a diﬀraction-limited image. As a consequence, the best possible reso-
lution obtained from a diﬀraction-limited system is about half a wavelength of the illuminating
waveﬁeld. In the near-ﬁeld imaging systems used in optics this problem has been overcome by
measuring the contribution of evanescent waveﬁelds. However, in case of seismics, the sources and
receivers are placed more than three times the wavelength away from the target and the evanescent
waveﬁelds are highly attenuated and thus fall below the noise level. Nevertheless, super-resolution
imaging (i.e. imaging beyond the diﬀraction-limit) is possible by utilizing the time-reversal MUl-
tiple SIgnal Classiﬁcation (MUSIC) algorithm. The main idea is then to perform a Singular Value
Decomposition (SVD) of the Multistatic Response (MSR) matrix to obtain the source and receiver
side singular vectors which transforms the active experiment into a purely passive one. These sin-
gular vectors contain interaction information about the diﬀerent scatterers, which is the key to
obtain super-resolution. Though this algorithm can provide a super-resolved localization of point
targets, it is also highly noise sensitive. In this thesis, we propose a phase-coherent time-reversal
MUSIC (PC-MUSIC) algorithm, which utilizes the band of frequencies present in the measured
data and exhibits a phase-coherent nature of the time-reversal operator. The noise present in the
resulting monochromatic time-reversal MUSIC image can now be minimized by averaging over a
smaller band of frequencies. The robustness and super-resolution ability of PC-MUSIC has been
demonstrated employing both experimental ultrasonic data and numerical simulations based on
the Foldy-Lax interaction model.
Both time-reversal MUSIC and its phase-coherent version, PC-MUSIC, are originally designed
to localize point like targets. In seismic or Ground Penetrating Radar (GPR) signals, the contri-
butions from point like targets are carried by the diﬀracted waveﬁeld. However, diﬀracted signals
both in seismic and GPR are often much weaker than the specular reﬂections making it diﬃcult
to utilize them for super-resolution imaging. In this thesis, we propose to separate the diﬀracted
signals from the reﬂected ones using two parameterized diﬀraction traveltime approximations. The
ﬁrst technique is based on a modiﬁed version of the Common Reﬂection Surface (CRS) technique.
The second diﬀraction traveltime approximation is based on the REplacement Medium (REM)
approach derived in this thesis for applications in a laterally smooth velocity ﬁeld. The actual
diﬀraction enhancement (or separation) is then carried out by stacking the data along the two ap-
proximate diﬀraction traveltime surfaces with optimal parameters determined using a coherency
measure. As possible coherency measure candidates we tested both conventional Semblance and
higher-resolution coherency measures like MUSIC, Eigen Vector (EV) and Minimum Variance
(MV). The higher-resolution coherency measures, originally developed for narrowband Direction
Of Arrival (DOA) estimation, were extended to handle the highly correlated and wideband seismic
and GPR signals. From this extensive testing, employing both controlled data (Marmousi) as well as
ﬁeld data (both GPR and seismic), we concluded that the MUSIC coherency measure provides the
v
most optimal diﬀraction traveltime parameters. After separating the diﬀractions from the reﬂections
by stacking along the optimized diﬀraction traveltime surfaces, we performed diﬀraction imaging
using both conventional Kirchhoﬀ migration and a new high-resolution MUSIC like imaging al-
gorithm known as Semblance balanced MUSIC (SB-MUSIC). This new algorithm outperformed
classical migration when applied to various controlled and ﬁeld data.
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Chapter 1
Introduction
Active sensing of the subsurface using both seismic and Ground Penetrating Radar (GPR) has the
potential to give well-resolved and reliable images of underground structures. For example GPR
has been used to identify buried archaeological remainences, pipes, cavities and tunnels. Seismic
imaging, on the other hand, represents the major source of information about the subsurface geo-
logical structures for applications in oil exploration. In a seismic (or GPR) experiment the sources
at the surface generate elastic (or electromagnetic) waves which propagate into the subsurface until
they encounter a change in the elastic (or electric) properties of the earth. Such changes result in
reﬂection, transmission, refraction and diﬀraction contributions that propagate back to the surface
and are recorded by a receiver array. After collection of the data, various signal processing tech-
niques are applied to increase the signal-to-noise ratio (SNR) and to remove the unwanted parts
of the recorded data. Finally, imaging is performed in order to reconstruct the subsurface changes
in elastic (or electric) properties. In this thesis, we cover signal processing problems like diﬀraction
separation and coherency measures as well as super-resolution imaging. In this chapter, we intro-
duce the main motivation behind this research and identify the main objectives. Finally, the outline
of the thesis is given.
1.1 Motivations
The quest for having an imaging system with unlimited resolving power started after the observation
of the moon’s of Jupiter made by Galileo in 1609 using his simple refractive telescope. Since that
time a wide range of imaging techniques have been developed to collect information both from the
inﬁnite universe to the interior of the earth. In case of the latter, the seismic technique has proved
well when limited to the upper crust. However, just like any other wave-based technique, seismic
imaging suﬀers from the fundamental limit of resolution. This resolution limit is known as the
diﬀraction-limit characteristing any imaging system with ﬁnite aperture and bandlimited sources.
To understand this fundamental limit both from a physical and mathematical point of view was
the starting point of this Ph.D. thesis. The next step was to identify alternative techniques able to
apparently break this diﬀraction-limit. This lead to the study of the time-reversal MUltiple SIgnal
Classiﬁcation (MUSIC) algorithm. This technique was modiﬁed further in this thesis work to
handle noise and also highly correlated signals. Since this method has the potential of giving super-
resolved images of scattering features, a method to separate diﬀractions from reﬂections in sesmic
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data was further addressed. This is because in seismic (or GPR) diﬀracted signals are often much
weaker than specular reﬂections. Therefore, a method to separate the diﬀracted signals from the
reﬂected ones was needed. In this thesis, the main idea was to recognize the diﬀerences in traveltime
between diﬀractions and reﬂections. We proposed to approximate the diﬀraction traveltimes using
a parameterized analytical formulation and determined the optimal parameters using a coherency
measure. In case of the parameter estimation we tested diﬀerent coherency measures including
MUSIC, Minimum Variance (MV), Eigen Vector (EV) and Semblance. The three ﬁrst coherency
measures are not well known in exploration seismology and thus required some adjustments to the
wideband and highly correlated seismic (or GPR) signals.
1.2 Objectives of the thesis
The main objective of the thesis was to develop a formalism for super-resolution imaging of subsur-
face scattering features based on seismic and GPR data. The proposed algorithm should be highly
robust to noise. To satisfy this objective we addressed the following:
(i) Identifed the main causes of diﬀraction-limited imaging.
(ii) Developed an imaging algorithm with super-resolution capability for resolving scattering
features.
(iii) Veriﬁed the robustness of the algorithm with respect to noise and model perturbations.
(iii) Developed a technique to separate diﬀractions from reﬂections based on their kinematic
diﬀerences.
(iii) Identiﬁed the most promising candidate among higher-resolution coherency measures to be
used in seismic (or GPR) signal processing.
1.3 Thesis outline
The thesis is organized as follows. In Chapter 2, the basics of diﬀraction-limited imaging, coherency
measures in seismic (or GPR) signal processing as well as the concept of seismic (or GPR) diﬀrac-
tion separation are introduced. In Subsections 2.1.1 and 2.1.2 we shade light on the fundamental
nature of wave propagation resulting in diﬀraction-limited imaging and improve the concepts of
time-reversal imaging and its ability to provide super-resolution. Section 2.2 is devoted to seis-
mic coherency measures and higher-resolution diﬀraction imaging. In Subsections 2.2.1 and 2.2.2
we brieﬂy revise classical Semblance and replace it with the higher-resolution coherency measure
MUSIC. Combining Semblance and MUSIC in Subsection 2.2.3 we introduce a higher-resolution
diﬀraction imaging algorithm known as Semblance balanced MUSIC (SB-MUSIC). The ﬁnal sec-
tion in Chapter 2 deals with diﬀraction traveltime approximations and diﬀraction separation. Two
diﬀerent traveltime approximations (modiﬁed CRS and REM) are introduced and the concept of
how to separate diﬀractions from reﬂections is brieﬂy addressed. Chapter 3 summarizes the ﬁve
papers included in this thesis and ﬁnally Chapter 4 discusses the main contributions made followed
by suggestions to possible future work.
2
Chapter 2
Scientiﬁc Background
This chapter provides the reader with basic scientiﬁc ideas necessary to understand the core work
of this thesis. Most of the discussions are accompanied with simple numerical simulations to aid in
visualizing the diﬀerent mathematical formulations. The chapter is divided into three parts; the ﬁrst
part reviews the origin of diﬀraction-limited imaging and introduces super-resolution time-reversal
imaging. The second part discusses diﬀerent coherency measures that can be used within seismic
(or GPR). The ﬁnal part considers the problem of diﬀraction separation.
2.1 Diﬀraction-limit and the concept of super-resolution
In every branch of imaging (e.g. optical, acoustic, elastic or electromagnetic) the quest for un-
derstanding the fundamental limit of resolution has always been, and still is, an important issue
[1]. This is partially due to the fact that numerous ways of deﬁning the resolving power (RP) of an
imaging system exist. However, the RP of a theoretical imaging system (i.e. one not aﬀected by noise,
source and receiver responses, attenuation, dispersion or any instrument irregularities) is ultimately
characterized by diﬀractions [2]. This fact has resulted in the so-called classical resolution limit, as
described by Rayleigh and Abbe [3, 1, 4].
The fundamental behavior of a theoretical imaging system is characterized by a RP only depen-
dent on the shape of its diﬀraction pattern or what is known as the point spread function (PSF). This
means that the only factors aﬀecting the RP are the physical aperture of the imaging system and
the source frequency. To understand how the diﬀraction pattern determines the RP of an imag-
ing system one needs to investigate the behavior of the scattered and backpropagated waveﬁelds.
Consider a scattering experiment (or system) with acoustic sources generating waves propagating
in a homogeneous (possibly inhomogeneous), lossless and non-dispersive background medium em-
bedded one or several velocity perturbations. The waveﬁeld satisﬁes the Helmholtz wave equation
given by (after temporal Fourier transform)
∇p2(r, ω) + k20(r, ω)p(r, ω) = −k20(r, ω)γ(r)p(r, ω) , (2.1)
where, p(r, ω) is the total waveﬁeld (incident plus scattered contributions) at the location r, ω is the
angular frequency and k0 and γ are the background medium wavenumber and scattering potential,
respectively. Solving Eq. (2.1) using Green’s theorem provide us the scattered waveﬁeld ps(r, ω)
associated with a given scattering potential. Mathematically, this solution is expressed using the
3
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Fig. 2.1: A 2-D slice of the acqusition geometry for the simulated acoustic scattering system. The black
triangles denote the receivers, the red star represents the source and the blue circle represents the scatterer.
Lippmann-Schwinger equation [5]
ps(r, ω) =
∫∫∫
V
k20(r
′, ω)G0(r, r′, ω)γ(r′)p(r′, ω)dV ′ , (2.2)
where, G0(r, r′, ω) is the background medium time-retarded Green’s function from the scatterer
location r′ to the receiver point r and p(r′, ω) is the total waveﬁeld within a volume V containing
the whole scattering system.
The scattered waveﬁeld in Eq. (2.2) can be interpreted as the result of a superposition of waves
generated by a series of secondary sources each of them with a strength k20(r
′, ω)γ(r′)p(r′, ω)
which propagate forward in time as expressed by the time-retarded Green’s function G0(r, r′, ω).
Moreover, Eq. (2.2) provides an exact representation of the scattered waveﬁeld being a non-linear
function of the scattering potential. If the scattered waveﬁeld is small in magnitude compared to
the incident ﬁeld (i.e. if we consider weak scattering) we can use the ﬁrst Born approximation where
we replace the total waveﬁeld in Eq. (2.2) with the incident waveﬁeld [4].
To illustrate the fundamental properties of the scattered waveﬁeld, we simulated an acoustic
scattering system deﬁned by a homogeneous background medium (velocity of 2000 m/s) embedded
a weak point scatterer. The medium was probed with a waveﬁeld excited by a point source with
a 20 Hz center-frequency Ricker wavelet. The scattered waves were measured using an array of
receivers uniformly distributed over a spherical surface (cf. Fig. 2.1). The scattered waveﬁeld could
be computed using the ﬁrst Born approximation in Eq. (2.2). Let time zero represent the time
when the incident ﬁeld hits the scatterer. We generated three snapshots of the scattered waveﬁeld
at t = −20 ms (cf. Fig. 2.2(a)), t = 0 ms (cf. Fig. 2.2(b)) and t = 20 ms (cf. Fig. 2.2(c)). At the
negative time the incident waveﬁeld has not reached the scatterer and thus no scattered waveﬁeld
exists (cf. Fig. 2.2(a)). At t = 0 ms, the scattered waveﬁeld starts to be generated (cf. Fig. 2.2(b))
and propagates forward in the positive time direction (cf. Fig. 2.2(c)). Therefore, the scattered
waveﬁeld represents a causal phenomenon (i.e. it only exists for time t ≥ 0).
To further understand the concept of diﬀraction-limited imaging, we introduce the correspond-
ing backpropagated (or extrapolated) waveﬁeld. This waveﬁeld is generated by backpropagating the
4
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(a) (b) (c)
Fig. 2.2: Snapshots of the scattered waveﬁeld at (a) t = −20 ms, (b) t = 0 sec and (c) t = 20 ms.
scattered waveﬁeld recorded at the receiver array towards the scatterer(s). Following the approach
of [6], the backpropagated waveﬁeld can be represented in terms of the volume integral
pbp(r, ω) =
∫∫∫
V
k20(r
′, ω)B(r, r′, ω)γ(r′)p(r′, ω)dV ′ , (2.3)
where, B(r, r′, ω) is the backpropagation kernel. Ideally, at a given receiver location r the back-
propagated waveﬁeld and the scattered waveﬁeld should be the same. However, direct comparison
between Eqs. (2.2) and (2.3) shows that this is not the case due to diﬀerent integration kernels
(G0(r, r′, ω) and B(r, r′, ω) respectively).
In case of a complete aperture, like the one in Fig. 2.1 where the receiver array completely
surrounds the scatterer, the backpropagation kernel is simply expressed as the superposition of the
time-retarded and time-advanced Green’s functions [7]
B(r, r′, ω) = G0(r, r′, ω)−G∗0(r, r′, ω) , (2.4)
where G∗0(r, r
′, ω) is the the time-advanced Green’s function. Combination of Eqs. (2.3) and (2.4)
together with Eq. (2.2) gives
pbp(r, ω) =
{
ps(r, ω)− p∗s(r, ω) ; r ∈ V
−p∗s(r, ω) ; otherwise ,
with the time-advanced scattered waveﬁeld p∗s(r, ω) deﬁned as
p∗s(r, ω) =
∫∫∫
V
k20(r
′, ω)G∗0(r, r
′, ω)γ(r′)p(r′, ω)dV ′ . (2.5)
The artiﬁcial waveﬁeld p∗s(r, ω) can be interpreted as the time-reverse of the physical scattered
waveﬁeld ps(r, ω) and will therefore lead to non-causal contributions. It is the interaction between
ps(r, ω) and p∗s(r, ω) which gives the diﬀraction-limited focus at the scatterer. This can be further
seen as follows.
For r ∈ V , Eq. (2.4) can be simpliﬁed as
B(r, r′, ω) = 2i(imag[G0(r, r′, ω)]) , (2.6)
where i =
√−1 and imag[G0(r, r′, ω)] denotes the imaginary part of the the time-retarded Green’s
function (corresponds to an impulse response which is odd-symmetric in time). Now, substituting
5
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(a) (b) (c)
Fig. 2.3: Snapshots of the backpropagated waveﬁeld at (a) t = −20 ms, (b) t = 0 ms and (c) t = 20
ms.
Eq. (2.6) into Eq. (2.3) gives
pbp(r, ω) = 2i
∫∫∫
V
k20(r
′, ω)(imag[G0(r, r′, ω)])γ(r′)p(r′, ω)dV ′ . (2.7)
Due to the odd-symmetric nature of the imaginary part of the Green’s function, the backpropagated
waveﬁeld becomes anti-causal with contributions propagating both in the negative and positive
direction.
Figure 2.3 illustrates the backpropagated version of the scattered waveﬁeld shown in Fig. 2.1.
It can be easily observed that a non-causal contribution is present at the negative time. Also at
time zero the waves do no longer form “singularity” as in Fig. 2.2(b), but represents an interaction
between the converging and diverging ﬁelds.
2.1.1 Diﬀraction-limited imaging
An estimate or image of the scattering potential can be obtained from an imaging condition stating
the coincidence of incident and scattered waves [6, 7]
〈γ(r)〉 ∼= 1
π
∫
Δω
pbp(r, ω)
iωp(r, ω)
dω =
∫∫∫
V
γ(r′)Γ(r, r′)dV ′ , (2.8)
where, Γ(r, r′) is the point spread function (PSF) of the scattering system. The PSF can be inter-
preted as a ﬁlter that smoothens the scattering potential. As can be seen from Eq. (2.8), the RP
of the imaging system is only dependent on its PSF. Use of Eqs. (2.3) and (2.4) in combination
with Eq. (2.8) (also assuming p(r
′,ω)
p(r,ω)
∼= 1 due to the typical behaviour of a PSF) gives the explicit
expression for the point spread function
Γ(r, r′) =
2
π
∫
Δω
k20(r
′, ω)
ω
[G0(r, r
′, ω)−G∗0(r, r′, ω)] dω . (2.9)
The PSF can now be interpreted as an interaction between a converging (due to G∗0(r, r
′, ω)) and
diverging (due to G0(r, r′, ω)) wave. The superposition of these two waves results in a diﬀraction-
limited focus at the scatterer location. This is in accordance with our earlier observations that
the backpropagated waveﬁeld contains both time-retarded and time-advanced components at zero
time. This lack of perfect focusing of the backpropagated waveﬁeld is caused by the fact that the
scattered waveﬁeld recorded at the receivers does not contain evanescent contributions [7].
6
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(a) (b)
Fig. 2.4: The PSF computed for the scattering system in Fig. 2.1 at a frequency of (a) 20 Hz and (b)
using a band between 0− 40 Hz.
Figures 2.4(a) and 2.4(b) show the PSF computed using Eq. (2.9) for a single frequency of
20 Hz and a band of frequencies between 0 − 40 Hz, respectively. In both cases, the PSF shows
a characteristic mainlobe of a certain width and sidelobes of certain heights. In case of a band of
frequencies, the mainlobe width of the PSF is narrower than the single frequency case, resulting in
a better RP. Based on the observation of such a PSF pattern, Rayleigh’s criterion for resolving two
point scatterers states that: the scatterers are resolved if the mainlobe peak of one PSF falls on the ﬁrst
zero crossing of the other PSF. Hence, for a full aperture scattering system, Rayleigh’s criterion puts a
resolution-limit of λ/2 (where λ being the wavelength).
Until now we have investigated the problem of diﬀraction-limited imaging from a complete
aperture point of view. However, a limited acquisition geometry is often more likely in reality. The
eﬀect that a limited aperture has on the PSF of the imaging system is illustrated in Figure 2.5, where
two acquisition geometries are considered; one with receivers uniformly distributed over half of a
spherical surface (cf. Fig. 2.5(a)) and another with receivers uniformly distributed over quarter of a
spherical surface (cf. Fig. 2.5(b)). For both cases the PSF was computed using a band of frequencies
between 0 and 40 Hz (cf. Figs. 2.5(c) and 2.5(d)). On comparison with Fig. 2.4(b), we can clearly
see that the mainlobes become wider and the sidelobes become heigher as the aperture becomes
more limited. As a consequence, the more limited aperture the more is the RP of the imaging
system reduced. In general, in order to obtain an ideal RP one needs a scattering system with full
aperture and inﬁnite bandwidth source(s).
2.1.2 Time-reversal imaging and super-resolution
During the years, several attempts have been made to beat the diﬀraction limit in order to be able
to visualize features within sub-wavelength scale. Most of these works are based on the principle of
measuring the evanescent components of the waveﬁeld. However, this is not feasible within seismic
since both sources and receivers are placed many wavelengths away from the target area(s), and the
corresponding evanescent waves fall below the noise threshold. In this section, an alternative ap-
proach is introduced based on the time-reversal Multiple SIgnal Classiﬁcation (MUSIC) algorithm.
This technique has a resolving power beyond the diﬀraction-limit in case of point-like scatterers.
In the following assume a monochromatic case and consider a scattering system with a multiple
number of point sources with spectra Si(ω), i = 1, 2, ..., Ns each of them exciting waves propa-
7
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Fig. 2.5: A 2-D slice of the acquisition geometry for a half spherical (a) and quarter of a spherical (b)
receiver surface. (c) and (d) show the corresponding PSF computed using a band of frequencies between
0− 40 Hz.
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gating into a lossless homogeneous (possibly inhomogeneous) background medium with M point
scatterers embedded. The scattered wave contributions are measured by a series of receivers rj(ω),
j = 1, 2, ..., Nr. In the following let αi represent the location of the ith source, βj represent the
location of the jth receiver and xm denotes the location of the mth scatterer. The recorded waveﬁeld
at the receiver rj(ω) can formally be written as
rj(ω) =
Ns∑
i=1
kj,i(ω)Si(ω) , (2.10)
where kj,i(ω) is an element of the multistatic response (MSR) matrix K(ω) and deﬁned as
kj,i(ω) =
M∑
m=1
γmG0(βj,xm)G0(xm,αi) . (2.11)
In Eq. (2.11) the two Green’s functions represent propagations from a ﬁxed receiver at βj to a
given scatterer at xm and from the same scatterer to a ﬁxed source at αi (all propagations in the
background medium). To further simplify the analysis we introduce the two Green’s function
vectors associated with respectively receiver and source side
g0r(xm) =
[
G0(β1,xm), G0(β2,xm), ..., G0(βNr ,xm)
]
g0s(xm) = [G0(α1,xm), G0(α2,xm), ..., G0(αNr ,xm)] . (2.12)
Based on Eqs. (2.11) and (2.12) the MSR matrix can be written as
K(ω) =
M∑
m=1
γmg0r(xm)g
T
0s(xm) . (2.13)
Mathematically, the MSR matrix K(ω) represents a linear transformation (or mapping) from the
complex Ns dimensional space spanned by the source side Green’s functions to the Nr dimensional
complex space spanned by the receiver side Green’s functions. Thus, we can perform a singular
value decomposition (SVD) of K(ω) to obtain
K(ω) = Us(ω)Σs(ω)V
†
s(ω) + Un(ω)Σn(ω)V
†
n(ω) , (2.14)
where U(ω) (V(ω)) is the receiver (source) side singular matrix containing the column receiver
(source) side singular vectors u ∈ CNr (v ∈ CNs). The sub-scripts s and n denote respectively
the signal and noise sub-spaces and † is the Hermitian operator. Moreover, Σ(ω) represents the
diagonal singular value matrix. The SVD transforms the active experiment into two purely passive
experiments where the scatterers become secondary sources and the associated waves are recorded
at the orignal source and receiver lines. In addition, these responses are decomposed into signal sub-
space and noise sub-space components. The signal sub-space contributions are associated with the M
number of scatterers while the noise sub-space is associated with the nill solutions (overdetermined
system assumed). In case of an ideally resolved case with well separated scatterers, the SVD will give
M non-zero singular value contributions (signal sub-space) with corresponding singular vectors
um ∝ g0r(xm) and v∗m ∝ g0s(xm), m = 1, 2, ....,M .
9
CHAPTER 2. SCIENTIFIC BACKGROUND
−10 −5 0 5 10
−30
−25
−20
−15
−10
−5
0
X [in λ]
Y 
[in
 λ]
Fig. 2.6: Geometry in case of 15-element source (red) and receiver (black) arrays and two point scatterers
(blue).The green rectangle deﬁnes the boundaries of the actual image.
Time-reversal monochromatic images with respect to both the source and receiver side array
can now be formed employing the formulas
I(r;β) = ‖g0r(r)†Us(ω)‖2
I(r;α) = ‖g0s(r)TVs(ω)‖2 , (2.15)
which will focus at each scatterer location. Combined source and receiver side images can also be
formed employing the expression [8]
I(r) = ‖g0r(r)†Us(ω)‖2 + ‖g0s(r)TVs(ω)‖2 , (2.16)
or alternatively [9]
I(r) = g0r(r)
† (Us(ω)V†s(ω)) g∗0s(r) . (2.17)
The latter expression also contains phase information. Thus it can be used to carry out phase-
coherent multi-frequency imaging [9, 10].
The key question is now what will happen with the time-reversal technique if scatterers are so
close that they start to interact with each others. To investigate this matter we generated synthetic
data using the Foldy-Lax model [11] for a scattering system composed of two point scatterers
embedded in a homogeneous background with a constant acoustic velocity of 2000 m/s. The
source and receiver arrays consisted each of 15 elements. A source signal represented by a Ricker
wavelet with a 20 Hz center-frequency was used. The two scatterers were separated by 150 m
= 1.5λd (λd being the dominant wavelength) and placed at a distance of 15λd away from the
source and receiver lines (cf. Fig. 2.6).
Scattered data were computed in the time-domain (Foldy-Lax) and monochromatic data were
obtained using the Fourier transform. For each frequency a SVD of the monochromatic MSR
matrix was carried out. Since this is a two scatterers experiment, only two non-zero singular values
will dominate. Figure 2.7 shows a plot of these singular values for various frequencies within the
dominant band of the source pulse. The pattern of the two large singular values as a function of
10
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Fig. 2.7: Singular values of the MSR matrix as a function of frequency. The red and blue curves represent
the two large singular values while the black curve denotes the rest of the singular values corresponding to
the nill solutions.
frequency indicates the presence of Foldy-Lax type of interaction between the two scatterers.
The classical resolution limit δ for a given linear array is given by the Rayleigh criterion
δ =
Rλ
D
, (2.18)
where D is the aperture of the array and R is the range. In the current example δ  2.14λd and
the distance between the two scatterers is 150 m. In the following, we therefore limit the upper
frequency to 25 Hz in order to ensure a diﬀraction-limited case.
First we considered time-reversal imaging at the center-frequency of 20 Hz. To investigate
the information carried by each of the signal sub-space singular vectors corresponding to the two
large singular values, monochromatic time-reversal images were calculated for respectively the ﬁrst
set (cf. Fig. 2.8(a)), the second set (cf. Fig. 2.8(b)) and the combined set (cf. Fig. 2.8(c)) of
the singular vectors. Because of the interaction between the scatterers and the diﬀraction-limited
nature of the experiment, none of the singular values map uniquely to a speciﬁc scatterer. However,
the combined information from both singular-vector sets results in an image that focuses on each
scatterer (cf. Fig. 2.8(c)). By including a band of frequencies between 15 and 25 Hz, the latter
image is replaced by that shown in Fig. 2.9(a) or 2.9(c) demonstrating again that the two scatterers
can be discriminated. Application of prestack Kirchhoﬀ depth migration (without weights) to the
same frequency band of data gave the image shown in Fig. 2.9(b) or 2.9(d). As expected, the two
scatterers can not be resolved due to the diﬀraction-limited geometry (cf. discussion in Section
2.1.1). The results obtained employing the time-reversal technique are of higher resolution than
standard migration, but still not of super-resolved quality (i.e. with a resolution beyond the classical
resolution limit of λ/2). This can be seen from Fig. 2.9(a) where the circle surrounding each
scatterer location has a radius of λ/2 (with λ representing the wavelength corresponding to the
center-frequency of 20 Hz). However, a super-resolution version of the time-reversal algorithm can
11
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Fig. 2.8: Time-reversal images computed at a frequency of 20 Hz using (a) the ﬁrst set, (b) the second set
and (c) combined set of the singular vectors. The two circles surrounding the two scatterers have a radius
of λ/2, where λ corresponds to the center frequency of 20 Hz.
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Fig. 2.9: (a) Time-reversal and (b) Kirchhoﬀ migration results for a band of frequencies between 15
and 25 Hz. Figures (c) and (d) show 3D views of the same results. The two circles surrounding the two
scatterers have a radius of λ/2, where λ is computed for a frequency of 25 Hz.
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be constructed and is known in the literature as time-reversal MUSIC [12]. The main idea behind
time-reversal MUSIC is that all the signal sub-space singular vectors and the Green’s functions of
the background medium span the signal sub-space while the noise sub-space singular vectors span
the noise sub-space which is orthogonal to the signal sub-space. This implies that the signal sub-
space singular vectors are linear combinations of the Green’s functions of the background medium.
Therefore, taking the inner product between these Green’s function at each scatterer location xm
with the noise sub-space singular vectors (or projecting the Green’s function onto the noise sub-
space) will result in a nill value
g0r(xm)
† [Un(ω)U†n(ω)] g0r(xm) = 0
g0s(xm)
T
[
Vn(ω)V
†
n(ω)
]
g∗0s(xm) = 0 , (2.19)
where
[
Un(ω)U
†
n(ω)
]
and
[
Vn(ω)V
†
n(ω)
]
are the receiver and source side noise sub-space projec-
tion matrices, respectively. Based on these observations, the MUSIC pseudo-spectra can be formed
as
P(r;β) =
‖g0r(r)‖
g0r(r)†
[
Un(ω)U
†
n(ω)
]
g0r(r)
P(r;α) =
‖g0s(r)‖
g0s(r)T
[
Vn(ω)V
†
n(ω)
]
g∗0s(r)
, (2.20)
wherePr(r;β) andPs(r;α) are respectively the receiver and source side MUSIC pseudo-spectrum
which will peak at the scatterer locations (ideally go to inﬁnity). The super-resolution character-
istics of time-reversal MUSIC has been demonstrated both computationally [12, 8, 11] as well as
experimentally [13]. In practice, time-reversal MUSIC is quite senstive to noise especially for lim-
ited acquisition geometries [7]. The standard formulation as given by Eq. (2.20) contains no phase
information. Thus, summation over a band of frequencies will not increase the signal-to-noise
ratio in case of random noise. In this thesis work a novel phase-coherent MUSIC (PC-MUSIC)
algorithm has therefore been developed [10]. The main idea is to carry out the time-reversal op-
eration employing a mixed phase-preserving operator as shown in Eq. (2.17). In case of a band of
frequencies Δω, the phase-coherent time-reversal image can be computed as (Nω being number of
frequency components)
IPC(r,Δω) =
1
Nω
∑
Δω
g0r(r)
† (Us(ω)V†s(ω)) g∗0s(r)
‖g0r(r)‖‖g0s(r)‖ , (2.21)
and the corresponding PC-MUSIC pseudo-spectrum will read [10]
P(r) =
1
1− IPC(r,Δω) . (2.22)
To illustrate the advantages of PC-MUSIC, we used the same scattering data as in Fig. 2.6 and
added white Gaussian random noise with a variance of 50% of the recorded signal energy in the
time domain. Figures 2.10(a) and 2.10(b) show respectively the time-reversal MUSIC and the PC-
MUSIC pseudo-spectra for a band of frequencies between 15 and 25 Hz. Due to the noise present,
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Fig. 2.10: (a) Time-reversal MUSIC and (b) PC-MUSIC results for a band of frequencies between
15 and 25 Hz. Figues (c) and (d) show 3D view of the same results in (a) and (b). The two circles
surrounding the two scatterers have a radius of λ/2, where λ is computed for a frequency of 25 Hz.
the time-reversal MUSIC has lost its super-resolution property and could not distingush the two
scatterers (cf. Figs. 2.10(a) and 2.10(c)). PC-MUSIC, however, has a super-resolution capability
even in the presence of noise, which can be seen from Fig. 2.10(b) where the focusing spot of each
scatterer is smaller than the diﬀraction-limit of λ/2 (with λ representing the wavelength computed
for a frequency of 25 Hz).
PC-MUSIC and also standard time-reversal MUSIC do not give reliable amplitude informa-
tion as in more conventional imaging like migration. These types of techniques can be regarded
as extreme localization methods, but the amplitudes can be balanced when combined with more
standard imaging. The practical use of PC-MUSIC within seismic relies on:
(i) Ability to separate diﬀractions (carrying the sub-wavelength information) from reﬂections.
This is discussed in Section 2.3.
(ii) Use of time-gated data (corresponding to target area(s)) to ensure the needed sparsity.
In the next Section, the classical MUSIC algorithm will be brieﬂy disscussed. It can be regarded
as a high-coherency measure which easily outperform Semblance normally employed in seismic.
The use of the classical MUSIC concept in this thesis work has been (with some additional modi-
ﬁcations):
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(i) To construct a high-resolution imaging technique denoted Semblance balanced MUSIC (SB-
MUSIC) imaging which is conceptually simpler than PC-MUSIC [14, 15].
(ii) To be able to carry out the diﬀraction separation with a higher accuracy (resolving power)
[16].
2.2 Coherency measures and SB-MUSIC imaging
Coherence is a mathematical measure of similarity [17]. In seismic signal processing, coherency (or
similarity) measures have many important applications. They are used to determine the subsurface
velocity, to estimate traveltime parameters, to detect event discontinuities and determine the signal-
to-noise ratio (SNR) among others [18, 19, 20, 21, 22]. The coherency measures discussed here
are developed based on the data covariance matrix. This matrix contains the second order statistics
providing independent measures of information about the data. Unlike the Fourier transform
which provides one-to-one mapping of the data, the data covariance matrix provides many-to-one
mapping and hence compresses the voluminous data into a much smaller subset, but still suﬃcient
to adequately estimate the desired unknown data parameters [22].
We start by deﬁning the signal model required for constructing the diﬀerent coherency mea-
sures. The recorded data vector d(t) is modeled as a linear combination between the Ns signals
sj(t), j = 1, 2, ..., Ns and the additive noise vector n(t). Mathematically this can be stated as
d(t) =
Ns∑
j=1
sj(t− τj(θ)) + n(t) , (2.23)
where, τj(θ) denotes the traveltime of the jth event and is described by a function of one or more
parameters θ. Our main goal now is to determine the optimal traveltime parameters θ from the
data. In seismic we often perform the parameter search within an analysis window usually arranged
to follow the events in the data (cf. Fig. 2.11). The Nt ×M data matrix (where Nt is the number
of time samples and M is the number of traces) corresponding to the analysis window represents
the steered data and is denoted by D(θ). Assuming zero-mean and stationary signals within the
selected analysis window the corresponding covariance matrix R(θ) is given by
R(θ) = E{D(θ)D(θ)†} = Rs(θ) + Rn(θ) , (2.24)
where Rs(θ) and Rn(θ) are the steered signal and noise covariance matrices, respectively. More-
over, E{} represents the expectation operator. In practice the true covariance matrix based on
Eq. (2.24) is not available; therefore, it is replaced by its maximum likelihood estimate
R(θ) =
1
Nt
D(θ)D(θ)† , (2.25)
which provides the data covariance matrix as a result of averaging over the array temporal snapshots.
We will now discuss some important characteristics of the data covariance matrix. Consider
the case of a perfectly aligned event (or signal) within the anaysis window (cf. Fig. 2.11) with
superimposed random white Gaussian noise with a variance of σ2n. For such a case, we can express
16
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the data covariance matrix as
R(θ) = ‖s‖2uu† + σ2nI , (2.26)
where s is the Nt × 1 signal vector, u = [1, 1, ..., 1]T is a unitary M × 1 column vector and I is
a M ×M identity matrix. The signal part of the data covariance matrix Rs(θ) = ‖s‖2uu† is an
M × M matrix with a rank of unity and the corresponding noise part Rn(θ) = σ2nI is also an
M × M matrix but has a full rank. Therefore, once we know the Eigenvectors and Eigenvalues
of Rs(θ) and Rn(θ), we can easily determine the corresponding Eigenvectors and Eigenvalues of
R(θ) or vice versa.
The Eigendecomposition of R(θ) is mathematically deﬁned as
R(θ) = Vs(θ)Σs(θ)Vs(θ)
H + Vn(θ)Σn(θ)Vn(θ)
H , (2.27)
where V and Σ are respectively the Eigenvector and Eigenvalue matrices (subscripts n and s denote
noise and signal sub-spaces,respectively). Based on this deﬁnition, the Eigendecomposition ofR(θ)
have the following properties:
(i) The largest Eigenvalue is equal to M‖s‖2 + σ2n and the associated Eigenvector v1 = 1√Mu
spans the signal-and-noise sub-space (we denote this simply as signal sub-space).
(ii) The smallest M−1 Eigenvalues of R(θ) are equal to σ2n and the corresponding Eigenvectors
span the noise sub-space.
(iii) The Eigenvectors spanning the signal and noise sub-spaces are orthogonal to each other.
Now consider the presence of more than one event (or signal) within the analysis window.
Depending on the degree of correlation between the events, the rank of the signal space covariance
matrix Rs(θ) will vary from one (when they are completly correlated) to a value equal to the
number of signals present (when they are uncorrelated). Hence, correlated signals introduce a rank
deﬁciency in Rs(θ) that results in a mixing between its (or that of R(θ)) signal and noise sub-
spaces. In order to handle this problem, spatial smoothing of the data covariance matrix can be
employed [23, 22]. The idea is that the M elements of the array are subdivided into L overlapping
subarrays, each with P elements. Using the data from each subarray, L data covariance matrices are
estimated, each of dimension P × P . This spatially-smoothed data covariance matrix is given by
RL =
1
L
L∑
l=1
Rl . (2.28)
In addition to minimizing the problem of correlated signals, spatial smoothing also adds statistical
stability to the covariance matrix estimate. However, spatial smoothing reduces the number of array
elements used for measuring coherency, therefore the resolution ability is also reduced. Hence, a
compromise must be made before utilizing spatial smoothing of a certain subarray size.
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Fig. 2.11: Synthetic data example. The blue curve represents the traveltime constructed by some trial
parameters for the point (t0,m0) denoted by the red star. The green curves deﬁne the analysis window
corresponding to the trial traveltimes.
2.2.1 Semblance
Semblance is a measure of similarity or likeness deﬁned as a normalized output/input energy ratio.
Here, the output is the sum of the input traces present within the analysis window. The Semblance
coherency measure described in terms of the covariance matrix of the data can be written as [21]
S =
uHR(θ)u
Mtr{R(θ)} , (2.29)
where tr{} denots the trace of a matrix. The Semblance value varies between 0 and 1. A value close
to one means that the diﬀerent traces within the selected analysis window are highly correlated
while a value close to zero corresponds to highly random events.
Making use of the fact that the sum of all the Eigenvalues of a matrix is the same as its trace
value and employing Eqs. (2.27) and (2.29) assuming the case of a perfectly ﬂat single event within
the analysis window, Semblance reduces to
S =
λ1∑M
i=1 λi
=
1
1−∑Mi=2 λiλ1 , (2.30)
where λ1 is the largest Eigenvalue of R(θ). Here, the Semblance value is highly determined by the
SNR (or the summed noise space to signal space Eigenvalue ratio). However, if we consider the
case of a non-ﬂat event within the analysis window, then [17] demonstrated by use of the Rayleigh’s
qoutient that the smallest possible value for Semblance is now
S =
λM∑M
i=1 λi
, (2.31)
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where λM is the smallest Eigenvalue of R(θ).
The Semblance coherency measure as represented by Eq. (2.29) has the structure of a nor-
malized conventional beamformer (which is a commonly used imaging algorithm in acoustics)
[21, 24, 22]. Dispite its high robustness, conventional beamforming suﬀers from the diﬀraction-
limit. This property also characterizes Semblance, which is highly robust to noise and model per-
turbation but has a poor resolving power in case of interfering events.
2.2.2 MUSIC
The MUSIC algorithm was ﬁrst developed as an improvement to Piserenko’s harmonic decomposi-
ton [25] to estimate the frequencies of a sum of complex exponentials in white noise. MUSIC
utilizes the Eigendecomposition of the data covariance matrix and speciﬁcally the orthogonality
between the signal and noise sub-space Eigenvectors. By utilizing the fact that a unitary steering
vector u spans the signal sub-space of a data covariance matrix for a perfectly ﬂat event within
the anaysis window (i.e. the case when the traveltime is described by the correct parameters) then
the projection of u into the noise sub-space results in a nill value. As a consequence the MUSIC
pseudo-spectrum can be constructed as [26, 24, 22]
PMU(θ) =
u†u
u†
[
vn(θ)v
†
n(θ)
]
u
, (2.32)
here vn(θ) represents the noise sub-space Eigenvectors of R(θ). The optimal parameters θ are
then obtained by locating the peak values of the MUSIC pseudo-spectrum.
To demonstrate the diﬀerence in performance between Semblance and MUSIC, a synthetic
CMP gather was generated as shown in Fig. 2.12. A Ricker wavelet with a center-frequency of
20 Hz was used as a source wavelet and a two-layer model was assumed. The RMS-velocities of
the shallow and slightly deeper events were respectively 3400 m/s and 3600 m/s. In the coherency
computation we used an analysis window of 22 ms. To avoid the correlated signals creating a
rank deﬁcient covariance matrix and to increase the stablity of the covariance matrix estimate, we
performed spatial smoothing using 34 subarrays, each consisting of 67 receivers. Figure 2.13 shows
velocity analysis results obtained using both Semblance and MUSIC as a coherency measure. In
both cases the two velocity parameters can be recovered, but the resolution of MUSIC is superior.
2.2.3 SB-MUSIC diﬀraction imaging
In order to fully extract the information contained in the diﬀraction-only data, we need an imaging
algorithm that can handle interfering events and provide a highly-resolved image of the scatterers.
First we make the observation that conventional imaging of diﬀractions typically consists of the
following procedure:
(i) For every point in the image-domain we construct a diﬀraction traveltime using the optimal
stacking velocity.
(ii) Within a window following the traveltime obtained from (i) we stack the diﬀraction-only
data. The locations in the image-space with the largest stacking energy represent the diﬀrac-
tors location.
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Fig. 2.12: CMP data used to asses the performance of the coherency measures.
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Fig. 2.13: Velocity analysis using (a) Semblance and (b) MUSIC.
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By analogy, we propose to replace the diﬀraction stacking operation by MUSIC. Thus, by comput-
ing the MUSIC pseudo-spectrum at a given time sample t0 and mid-point coordinate m0, namely,
PMU(t0,m0) =
uu†
uPnu†
, (2.33)
a large value will be obtained in case of a diﬀractor (super-resolved localization). In Eq. (2.33)
Pn = VnV
†
n represents the (steered) noise sub-space projection matrix. However, unlike con-
ventional migration (or Semblance) the MUSIC algorithm does not give constrained magnitudes
of the measured coherency. Therefore, by utilizing the high-resolving nature of the MUSIC al-
gorithm and the constrained magnitude values of Semblance, we introduced Semblance balanced
MUSIC (SB-MUSIC) [16]. The main principle of SB-MUSIC is that, for every point in the MU-
SIC pseudo-spectrum PMU(t0,m0) we deﬁne a rectangular window of size NT × NR around the
point (t0,m0). We then compute the total energy of both MUSIC EMU(t0,m0) and Semblance
ES(t0,m0) within this window and ﬁnaly weight the MUSIC pseudo-spectrum. Mathematically,
this can be given as
PSB−MU(t0,m0) =
ES(t0,m0)
EMU(t0,m0)
PMU(t0,m0) , (2.34)
where EMU(t0,m0) and ES(t0,m0) are deﬁned as
ES(t0,m0) =
NT /2∑
k=−NT /2
NR/2∑
l=−NR/2
S(t0 + k,m0 + l)
EMU(t0,m0) =
NT /2∑
k=−NT /2
NR/2∑
l=−NR/2
PMU(t0 + k,m0 + l) . (2.35)
SB-MUSIC has been tested both as a coherency meaure [16, 14] as well as an imaging algorithm
[15]. In both cases, SB-MUSIC outperformed Semblance and conventional migration in case of
interfering events.
2.3 Diﬀraction separation
Diﬀraction is a physical phenomenon that occurs when a propagating wave encounters an obstacle
and the energy of the wave is redistributed in space producing constructive and destructive inter-
ference. The classical example is when light propagates through a narrow slit and generates a fringe
pattern (i.e. bands of light and dark regions) at the edges of the shadow observed on the screen.
Diﬀraction can be associated with all types of waves; however in our day to day activity we rarely
notice the diﬀractive eﬀects of waves (e.g. diﬀraction of visible light). The reason for this is that,
diﬀraction is the result of conﬁnement of the lateral extent of a wave, and is most appreciable when
the conﬁnement size is comparable with the wavelength of the incident wave [27] (e.g. for visible
light this is within the order of hundreds of nanometers).
The history of diﬀraction origins from the ancient search for the true nature of light. The
ﬁrst person to observe diﬀractions experimentally was Francesco Maria Grimaldi (1618 − 1663)
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who also introduced the term diﬀraction, from the Latin diﬀringere meaning to break into pieces.
Christian Huygens (1629− 1695) who proposed the wave theory of light also noticed diﬀractions,
but was unable to explain it. The physical explanation of the cause of diﬀractions had to wait until
Thomas Young (1773 − 1829) discovered the law of interference of light. This allowed Augustin
Jean Fresnel (1788 − 1827) to realize that diﬀraction of light is caused by mutual interference of
secondary waves generated at the aperture and the primary wavefront not obstructed by the screen
[4]. Gustave Robert Kirchhoﬀ (1824 − 1887) reﬁned the assumptions made by Fresnel and put
the whole idea on a sounder mathematical basis. Later, important extensions to the mathematical
description of diﬀractions were made by Lord Rayleigh (1842−1919) and also Arnold Sommerfeld
(1868− 1951).
In this thesis we consider seismic and Ground Penetrating Radar (GPR) diﬀracted waves. Seis-
mic diﬀractions occur when the propagating waves encounter a sudden change in the elastic prop-
erties of the medium within the scale of the wavelength. Such geologic structures include faults,
fractures, pinch-outs, wedge-outs and channels. Therefore, in order to be able to image small scale
discontinuities or inhomogeneities in the subsurface, we need to utilize the diﬀracted waveﬁeld
contributions. However, these diﬀracted waves are often much weaker than the specular reﬂections
which poses diﬃculties on their identiﬁcation and interpretation. Thus, we need to enhance the
diﬀractions or possibly separate them from the dominating specular reﬂections.
In this thesis we use the kinematic diﬀerences (i.e. traveltimes) between diﬀractions and re-
ﬂections to construct robust separation schemes. However, since these formulations are based on
analytical traveltime expressions it implies a subsurface model with smooth lateral variations in the
velocity. In case of more complex velocity behaviour these techniques will not work so well. This is
by analogy with the basic diﬀerences between prestack time and depth migrations.
To illustrate typical diﬀerences between the traveltimes of diﬀractions and reﬂections employing
diﬀerent data sorting, a simple synthetic data example is considered. The model consists of a
horizontal reﬂector and a scatterer located on top of it. This point scatterer can be either placed in
the symmetry center or to the side. The case of a Common Oﬀset (CO) gather is shown in Fig. 2.14
for an oﬀset of 337.5 m and 1337.5 m, respectively. For both, the small and the large oﬀset major
parts of the two traveltime curves are rather diﬀerent. However, a region exists where the two
responses coincide. This region is denoted the ﬁrst Fresnel zone and it can be easily observed that it
grows larger with incresing oﬀset. Thus, in order to properly discriminate between the kinematics
of diﬀractions and reﬂections in the CO-domain, an aperture of at least two times the ﬁrst Fresnel
zone is needed.
Figure 2.15 shows the traveltime response in the CMP-domain. In case the scatterer is located
vertically beneath the mid-point, the diﬀraction and reﬂection traveltimes coincide and can not
be separated. If the scatterer is horizontally displaced, diﬀerences start to occur between the two
events. Finally, the Common-Shot (CS) (or alternatively Common-Receiver (CR) by reciprocity)
sorting is considered. Figure 2.16 shows how the two responses vary with diﬀractor position. In
case the scatter is placed vertically below the source, only small diﬀerences exist in traveltime. By
displacing the scatterer the responses become more diﬀerent.
From these simple simulations we have observed that sorting in the CO-domain gives a good
separation between diﬀractions and reﬂections outside the ﬁrst Fresnel zone. In case of CMP
and CS (or CR) sorting the discrimination is not so good unless the scatterer is displaced to the
side. In the next two subsections we will brieﬂy introduce two alternative traveltime expressions
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Fig. 2.14: CO acqusition (left) and the corresponding traveltime (right) for an oﬀset of (a) 337.5 m and
(b) 1337.5 m.
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Fig. 2.15: CMP acqusition (left) and the corresponding traveltime (right) when the diﬀractor is (a)
beneath the mid-point and (b) when the diﬀractor is displaced by 1337 m.
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Fig. 2.16: CS acqusition (left) and the corresponding traveltime (right) when the diﬀractor is (a) beneath
the source location and (b) when the diﬀractor is displaced by 2500 m.
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Fig. 2.17: Ray diagram illustrating the central ray (green) and the paraxial ray (blue).
for diﬀraction events. These traveltimes are on parameteric form and optimal values need to be
determined for these parameters before actual separation (by analogy with velocity analysis followed
by stacking). To be able to obtain optimal and highly resolved parameter values, we will employ
MUSIC as a coherency measure. We will also simplify the parameteric analysis by using diﬀerent
data sorting. In this way we reduce the dimensionality of the parametric space. Two diﬀerent
data sorting will be employed; CO and CMP. A combination of these two domains give a good
separation and is also supported by our simple simulations.
2.3.1 Diﬀraction separation based on modiﬁed CRS
The Common Reﬂection Surface (CRS) technique was originally developed with the purpose of
enhancing the signal-to-noise ratio during stacking. In stead of using a simple CMP gather also
neighbouring CMP’s were included to deﬁne a stacking surface [28, 29, 30]. The traveltime expres-
sion associated with such a surface was then describing reﬂections. However, the case of diﬀractions
can be thought of as the limiting case when the reﬂector (surface) shrinks to a point [30].
In [31, 30] a 2D hyperbolic reﬂection traveltime approximation for paraxial rays in the vicinity
of a constant-oﬀset central ray was developed. In this thesis we have considered the limiting case of
diﬀractions and modiﬁed this formulation accordingly (cf. Fig. 2.17). This diﬀraction traveltime
can be explicitly written as
t2(m,h) =
[
t0 +
(
sinβG
VG
− sinβS
VS
)
Δm +
(
sinβG
VG
+
sinβS
VS
)
Δh
]2
+ t0
[(
KGCMP
cos2βG
VG
−KSCMP
cos2βS
VS
)
Δm2
]
+ t0
[(
KGCMP
cos2βG
VG
−KSCMP
cos2βS
VS
)
Δh2
]
+ 2t0
[(
KGCMP
cos2βG
VG
−KSCMP
cos2βS
VS
)
ΔmΔh
]
. (2.36)
In Eq. (2.36), t0 denotes the traveltime along the central ray assosiated with the mid-point m0 and
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half-oﬀset h0, and KSCMP and K
G
CMP are wavefront curvatures associated with a wave originating
from the point scatterer and measured arround respectively the source and receiver location of the
central ray (assuming CMP geometry). The quantities Δm and Δh are deﬁned as follows
Δm = m−m0 , Δh = h− h0 , (2.37)
where m and h are respectively the mid-point and half-oﬀset of the paraxial ray. Moreover, VS and
βS are respectively the near-surface velocity and take-oﬀ angle of the central ray at its source point,
with analogous deﬁnitions for the quantities VG and βG.
Consider now the special case of CO. The diﬀraction traveltime expression now reads (obtained
by setting Δh = 0 in Eq. (2.36))
t2CO(m,h0) = [t0 + aCOΔm]
2 + bCOΔm
2 , (2.38)
where
aCO =
sinβG
VG
− sinβS
VS
bCO = t0
[
KGCO
cos2βG
VG
−KSCO
cos2βS
VS
]
. (2.39)
In order to obtain Eq. (2.39) we have also assumed that the wavefront curvatures in a CMP- and
CO-geometry are the same in case of a diﬀraction.
The main challenge is now to assign proper bounds on aCO and bCO to be used in the parameter
coherency analysis. Such bounds are seen to be dependent on actual four parameters in practice;
βG, βS , KGCO and K
S
CO. In [15] we suggest a simpliﬁed approach where a symmetric medium case
is initially assumed and later slightly perturbed to obtain optimal parameters.
2.3.2 REM based diﬀraction separation
The modiﬁed CRS-technique is based on a ray type approach (each of the parameters describe ray
quantities). Since the underlying assumption for kinematic based separation method is that of a
laterally smooth velocity medium, another approach will be to assume a locally stratigraphic earth
model. For such a case, we can introduce a replacement medium described by the NMO (or RMS)-
velocities and straight rays. Starting from the double-square-root equation it is shown in [15] how
to derive the replacement medium analogy to the modiﬁed CRS-technique. We denote it REM
(replacement medium) based diﬀraction separation. In case of CO-domain data the traveltime
parameteric equation reads
t2CO(m,h0) = [t0 + aCOΔm]
2 + bCOΔm
2 , (2.40)
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this has exactly the same form as in the modiﬁed CRS case, but the parameters are now deﬁned by
alternative quantities
aCO =
4Δmdγho
t0V 2
bCO =
4
V 2
[
γho −
(
aCOV
2γho
)2
ρho
]
, (2.41)
here Δmd = m0 −md, with md being the diﬀractor location, V is the NMO velocity (eventually
corrected for dipping reﬂectors using the Levin factor [32] and mapped from ZO to CO using the
conventional hyperbolic equation). The constants γho and ρho are deﬁned by
γho = 1−
[
2h0
V t0
]2
ρho = γ
2
ho + 4γho − 4 . (2.42)
Diﬀerently from the modiﬁed CRS technique, the two unknown parameters are now linked to-
gether as shown in Eq. (2.41). The actual diﬀraction separation procedure will involve similar steps
as in case of modiﬁed CRS, but putting realistic bounds on each parameter is now an easier task.
However, NMO velocities need to be known (from CMP-domain velocity analysis).
To illustrate diﬀraction separation using the REM apprach, 2D synthetic data was generated
using a model consting of a point diﬀractor and a plane reﬂector (cf. Fig. 2.14). The data was
corrupted by white Gaussian noise with a variance of 10% of the variance of the signal. Since the
interval velocities of the medium were known, the RMS-velocities could then be directly computed
and used as NMO-velocities. In this demonstration we selected CO data corresponding to an
oﬀset of 200 m (cf. Fig. 2.18(a)). For every constant-oﬀset central ray traveltime t0 and mid-point
location m0, we performed a 2D parameter search using Eq. (2.40) to obtain optimal parameters
aCO and bCO using Semblance as a coherency measure (cf. Fig. 2.18(b)). Based on the optimal
sets of parameters aCO and bCO and using a coherency threshold of 0.3, we ﬁnally performed
stacking along the diﬀraction curve to obtain the CO diﬀraction-only stack (cf. Fig. 2.18(c)). The
diﬀraction-only stack in Fig. 2.18(c) demostrates that the diﬀraction signal as well as the signal-to-
noise ratio are signiﬁcantly enhanced.
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Fig. 2.18: (a) Synthetic CO data before diﬀraction separation. (b) Parameter estimation based on
Semblance coherency measure to ﬁnd the optimal aCO and bCO. (C) Separated-diﬀraction CO data.
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Chapter 3
Summary of publications
3.1 Paper I
Leiv -J. Gelius and Endrias G. Asgedom, “Diﬀraction-limited imaging and beyond-the concept of
super resolution,” Geophysical Prospecting, vol. 59 no. 3, pp. 400-421, 2011.
The paper provides a framework for understanding and analyzing both diﬀraction-limited imaging
as well as super-resolution. In this paper we have demonstrated that the backpropagated waveﬁeld
exibits an inherent odd-symmetric nature which results in a diﬀraction-limited focus at the scatter-
ers as a result of superposition between diverging and converging contributions. A super-resolution
imaging algorithm known as time-reversal MUltiple SIgnal Classiﬁcation (MUSIC) is introduced
and analyzed. In case of point-like scattering features this method has a resolving power beyond
the classical limit without measuring evanescent waveﬁeld components. The basic idea of the al-
gorithm is to perform a singular value decomposition of the element response matrix and utilize
the null sub-space singular vectors. Therefore, extreme localization of scatterers can be obtained by
making use of the orthogonality between signal and noise sub-spaces. Numerical simulation using
controlled data based on two strongly interacting point targets illustrated the super-resolution ca-
pabilities of time-reversal MUSIC. In addition, the eﬀects of noise, acquisition geometry and signal
frequency bandwidth on the resolving power were examined. This technique has the potential of
giving high-resolution images of seismic diﬀractions and thus may have the potential to add more
details to the big picture.
3.2 Paper II
Endrias G. Asgedom, Leiv -J. Gelius and Martin Tygel, ”Higher-Resolution Determination of
Zero-Oﬀset Common-Reﬂection-Surface Stack Parameters,” International Journal of Geophysics,
vol. 2011, 10 pages, 2011, Article ID 819831 doi:10.1155/2011/819831.
The main focus of the paper is to obtain well resolved parameters of the 2D Zero-Oﬀset (ZO)
Common Reﬂection Surface (CRS) traveltime approximation. The problem the conventional Sem-
blance coherency measure is facing, in the presence of highly interfering events (or signals), is ﬁrst
discussed. Next we introduced a class of higher-resolution coherency measures developed for nar-
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rowband and uncorrelated signals (like radar and sonar). The MUSIC technique was speciﬁcally
analyzed and modiﬁed to handle the case of seismic (wideband and correlated signals). Implementa-
tions both in time and frequency-domain were considered. Due to its simplicity, and similarity with
the conventional Semblance coherency measure, we used the time-domain based MUSIC algorithm
to calculate parameter estimates of the CRS traveltime. The performance of the higher-resolution
MUSIC and the conventional Semblance were tested using both synthetic and ﬁeld GPR data. As
expected, the higher-resolution coherency measure MUSIC provided a signiﬁcant improvement in
the parameter estimation as compared to Semblance.
3.3 Paper III
Endrias G. Asgedom, Leiv -J. Gelius, Andreas Austeng, Sverre Holm and Martin Tygel, “Time-
reversal multiple signal classiﬁcation in case of noise: A phase-coherent approach,” J. Acoust. Soc.
Am., vol. 130, no.4, pp. 2024-2034, 2011.
This paper addresses the problem of noise sensitivity of the time-reversal MUSIC algorithm. The
super-resolution nature of time-reversal MUSIC has been conﬁrmed both experimentally and com-
putationally. However, the noise sensitivity of this algorithm has long been overseen. In this paper
we modify the time-reversal MUSIC algorithm in order to be able to handle the presence of additive
noise in the experiment. The basic idea of the modiﬁcation includes the utilization of the wideband
nature of the source pulse and the phase-coherent nature of the time-reversal operator. Therefore,
we named the new algorithm phase-coherent MUSIC (PC-MUSIC). The performance of the algo-
rithm has been tested employing synthetic multiple scattering data based on the Foldy-Lax model,
as well as experimental ultrasound data acquired in a water tank. Using a limited frequency band,
it was demonstrated that PC-MUSIC preserved its super-resolution property while the standard
time-reversal MUSIC become severely aﬀected and lost its super-resolution nature in case of noise.
3.4 Paper IV
Endrias G. Asgedom, Leiv -J. Gelius and Martin Tygel, “Seismic Coherency Measures in Case of
Interfering Events: A Focus on the Most Promising Candidates of Higher-Resolution Algorithms,”
IEEE Signal Processing Magazine, vol. 29, no. 3, pp. 47-56, 2012.
To identify the most promising higher-resolution coherency measuring algorithm, to be applied
in seismic (or GPR) signal processing, has been the main focus of this paper. It starts to discuss
the conventional Semblance coherency measure and creates a link between this measure and higher-
resolution algorithms like MUSIC, Eigen Vector (EV) and Minimum Variance (MV). The problem
investigated was that of optimal parameter estimation in connection with diﬀraction separation
within seismic (or GPR). The diﬀraction traveltime was parameterized employing an analytical
equation obtained by modifying the Common Reﬂection Surface (CRS) traveltime for reﬂection.
The most optimal diﬀraction traveltime parameters were estimated by testing diﬀerent trial param-
eters within a selected analysis window and measuring the coherency using all the various coherency
measures introduced above. The validity of each algorithm was tested employing controlled seismic
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data from the Marmousi model as well as ﬁeld data acquired by a ground-penetrating radar (GPR).
The MUSIC algorithm was found to provide the most optimal results slightly ahead of EV and
with MV falling somewhere between EV and Semblance.
3.5 Paper V
Endrias G. Asgedom, Leiv -J. Gelius, and Martin Tygel, “2D Common-Oﬀset Traveltime Based
Diﬀraction Enhancement and Imaging,” Geophysical Prospecting, Submitted for publication, 2012.
This paper focuses on the problem of separating diﬀractions from reﬂections. Since diﬀractions
often are much weaker than the specular reﬂections, diﬀraction enhancement is needed in order to
obtain higher-resolution images of the subsurface. In order to be able to handle large oﬀsets two
diﬀerent paraxial traveltime approximations were introduced. The ﬁrst one is based on the modi-
ﬁed CRS technique and the second represents an alternative formulation based on the replacemenet
(eﬀective) medium view and straight rays. They both have in common that the central ray is de-
ﬁned for a ﬁnite (non-zero) oﬀset. The process of diﬀraction separation consists of two main steps;
ﬁrstly the optimal diﬀraction traveltime parameters are determined using a proper coherency mea-
sure and secondly stacking along the diﬀraction traveltime surface constructed by using the most
optimal parameters. Finally, after separating the diﬀractions using any of the two traveltime ap-
proximations, the diﬀractions are imaged using the higher-resolution coherency measure MUSIC.
This separation scheme has been tested using controlled data taken from the Marmousi model as
well as 2D seismic ﬁeld data from the Jequitinhonha basin, oﬀshore Brazil. It was demonstrated
that diﬀractions were signiﬁcantly enhanced and that a high-resolution image of the small-scale
discontinuities of the subsurface could be obtained.
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Chapter 4
Contributions and future work
In this section, we summarize the main contributions made in this thesis and point out possible
future directions of research. The main contributions can be stated as follows
(i) Provides basic discussions and analyses of diﬀraction-limited imaging, supported by a rigor-
ous mathematical description as well as numerical simulations [7].
(ii) Introduces the use of higher-resolution coherency measures in seismic as an alternative to
Semblance. Most attention is paid to the MUSIC algorithm and how to modify it to be able
to handle seismic signals (i.e. wideband and correlated sources) [16, 14].
(iii) Development of two diﬀraction separation schemes where both can be applied to oﬀset data.
The key element of both approaches is a parametric representation of the diﬀraction travel-
times [14, 15].
(iv) Two diﬀerent high-resolution imaging techniques tailored for diﬀractions have been devel-
oped. The ﬁrst one represents an extension of time-reversal MUSIC to make this algorithm
more robust with respect to noise. Such an algorithm can be applied to seismic diﬀraction
data as long as the input data are time-gated to fulﬁll sparsity [10].
The other approach is more analogue to Kirchhoﬀmigration, where input data are limited to
a small window. In classical migration data are summed along the trajectory of the window
deﬁned by the optimal velocity. Alternatively, this operation can be replaced by a MUSIC like
formulation introducing the concept of a steered covariance matrix. The resolution power of
this technique has been demonstrated using both GPR and seismic ﬁeld data [16, 15].
Among many possible future directions, we suggest the following as the most direct continua-
tion of this thesis.
(i) The problem of correlated signals in space and time plays a major role in higher-resolution al-
gorithms. The standard method to solve this problem is by using spatial smoothing. However
this technique reduces the resolution capabilities of the algorithms. Therefore, one possible
future topic would be to intoduce random time or space-shifts to the data to reduce the cor-
relation problem. This technique, would have the advantage of not reducing the resolution
power of the algorithms.
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(ii) In this thesis, both time-reversal MUSIC as well as classical MUSIC have been discussed. In
some aspects the two formulations are apparently complementary since time-reversal is robust
with respect to source correlation and sensitive to noise as opposed to classical MUSIC. An
interesting question is then if the two techniques can be combined in a way to utilize this
complementarity.
(iii) The diﬀraction separation schemes used in this thesis are based on hyperbolic and paraxial
traveltime approximations. However, also other diﬀraction traveltime approximations ex-
ist for example Multi-Focusing (MF). A more extensive testing including such alternative
formulations could be an interesting future research topic.
(iv) The diﬀraction separation and imaging techniques discussed in this thesis are time-domain
based. However, it is well known that in case of large lateral velocity variations all these
techniques will fail. Therefore, future diﬀraction separation and imaging scheme should
preferably be designed in the depth-domain.
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We developed a higher resolution method for the estimation of the three travel-time parameters that are used in the 2D zero-
oﬀset, Common-Reﬂection-Surface stack method. The underlying principle in this method is to replace the coherency measure
performed using semblance with that of MUSIC (multiple signal classiﬁcation) pseudospectrum that utilizes the eigenstructure
of the data covariance matrix. The performance of the two parameter estimation techniques (i.e., semblance and MUSIC)
was investigated using both synthetic seismic diﬀraction and reﬂection data corrupted with white Gaussian noise, as well as a
multioﬀset ground penetrating radar (GPR) ﬁeld data set. The estimated parameters employing MUSIC were shown to be superior
of those from semblance.
1. Introduction
Many important tasks in seismic processing and imaging
require the estimation of travel-time parameters. Such
parameters include, among others, velocities (e.g., for stack-
ing and time-migration purposes), travel-time slopes and
curvatures (e.g., for slant, common-reﬂection-surface (CRS),
multifocus (MF) stacks) and event picking for tomographical
methods. As shared with many other areas of activity, a
basic feature of seismic signals (referred to as events) is that
they exhibit some sort of coherent or aligned energy. More
speciﬁcally, seismic events (e.g., reﬂections or diﬀractions)
align themselves along curves or surfaces (referred to as
moveouts) within the data. The basic strategy for signal
detection and information extraction is to express these
moveouts as a function of a few, meaningful parameters and
to estimate such parameters so as the moveout optimally
approximates the events. In general, the search for param-
eters, sometimes referred to as wavefront shaping parameters,
carry key information about the geological structure under
investigation.
To assess how well a moveout, deﬁned by some trial
parameters, approximates a target signal, a number of quan-
tiﬁers (or coherence measures) has been proposed. General
discussions on coherency measures applied to seismic data
can be found in the pioneering papers of [1–3] with a
clear emphasis on the second-order coherence measure
semblance. Semblance quantiﬁes the likelihood between the
trial moveout and the target event by stacking the data along
that moveout and measuring the energy of the output.
Adopting the notation as in [4], for a given sample, k, at
a given (reference) trace, the so-called semblance coeﬃcient,
or simply semblance, Sc, can be mathematically written in the
form
Sc =
∑ j=k+N/2
j=k−N/2
∣∣∣∑Mi=1 x( j, i)
∣∣∣2
M
∑ j=k+N/2
j=k−N/2
∑M
i=1
∣∣x( j, i)∣∣2 . (1)
Here, the semblance coeﬃcient is computed for N samples
taken from M traces in a window centered about the
trajectory deﬁned by the moveout equation generated by the
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trial travel-time parameters (cf. Figure 1). In the following,
the given sample, k, and reference trace, as well as the
number of samples, N , and number of traces, M, will be
ﬁxed throughout. As a consequence, we do not need to
incorporate them into the semblance notation, which will be
simply written as Sc. To construct the window in Figure 1,
proper interpolation is performed to select the appropriate
samples. In the language of electrical engineers, the above-
described windowing process steers the stacking along the
trial moveout.
Semblance can be described in terms of the covariance
matrix of the data. Following, for example, [5], within
the selected time window along the chosen trial moveout,
semblance can be written in the form
Sc = u
TRu
M tr(R)
, (2)
where u is a column vector of ones, which can be referred to
as the unitary steering vector, and R is the covariance of the
data. Assuming that the diﬀerent sources can be described by
a zero-mean stochastic process, the data covariance matrix is
given as
R = E
{
DDH
}
, (3)
where D = (di j) is the data matrix, in which di j is the
recorded data at the ith trace and jth sample. As in usual
notation, E{} and tr() represent the expected value and
matrix trace, respectively. Moreover, superscripts T and H
represent transpose and conjugate transpose, respectively. As
pointed out by [2], Equation (2) provides the interpretation
that semblance can be regarded, within the selected time
window, as a normalized output/input energy ratio. The
denominator, tr(R), is the normalization used by semblance
in order to generate a maximum peak of unity at the
“correct” moveout parameters (namely, the ones for which
we have the optimal stack).
Even though semblance is a good measure of coherency,
it can in many times provide insuﬃcient resolution for the
parameter estimation. That is the case, in particular, for
interfering events. There is, thus, a motivation to look for
alternatives to overcome these diﬃculties. Attempts have
been made to further improve semblance by using only those
parts of the data with higher resolving power [6] and also by
introducing weights in the standard semblance formulation
[7]. Statistical approaches have also been introduced to
increase the resolution of the velocity analysis [8]. In this
paper, an alternative to semblance-like techniques will be
investigated.
As recognized in sonar and radar applications, methods
exploiting the properties of the eigenstructure (namely,
eigenvalues and eigenvectors) of the data covariance matrix
can lead to far better resolution results than semblance
[4, 9, 10]. The basic idea of the eigenstructure approach is to
decompose the data covariance matrix into two orthogonal
subspaces. The ﬁrst is the signal subspace, which is generated
by the eigenvectors associated to high eigenvalues. The
second is the noise subspace, generated by the small or
zero eigenvalues. In this paper, we use the eigenstructure
method called multiple signal classiﬁcation (MUSIC), intro-
duced by [9]. MUSIC exploits the fact that the “correct”
moveout, represented as a steering vector, must lie in the
signal subspace and, therefore, is orthogonal to the noise
subspace eigenvectors. As a consequence, the projection of
the steering vector onto the noise subspace provides a nearly
vanishing value. The inverse of such a projection (namely,
the sum of the dot products of the steering vector with the
noise eigenvectors) should peak when the steering vector
represents a correct moveout.
This work can be seen as a followup of [10], in which
the application of MUSIC to single-parameter velocity
analysis and slant stacks is described. Here, we extend
the application of MUSIC to common-reﬂection-surface
(CRS) multi-parameter estimation. Besides the theoretical
exposition of the technique, applications to ﬁrst synthetic
examples, consisting of dipping planar reﬂectors and point
diﬀractors, are provided. Comparisons of the obtained
results and conventional semblance conﬁrm, at least for these
initial examples, the expected far better resolution of MUSIC.
To further support this conclusion a real multioﬀset GPR
data set was also analysed. It was demonstrated that MUSIC,
unlike semblance, was able to better resolve interfering
events.
2. Classical Music: Narrowband and
Uncorrelated Signals
In its original or classical form [9], MUSIC considers an
array of Nr receivers recording W incoming reﬂected or
diﬀracted signals, in an arbitrary background medium. In
time domain, the data recorded by the ith receiver can be
modeled as
di(t) =
W∑
w=1
sw
(
t − τθi,w
)
+ ni(t), (i = 1, 2, . . . , Nr), (4)
where sw(t) is the source pulse associated with event w, and
ni(t) is the additive random noise at the ith receiver. Finally,
τθi,w is the travel-time (or time delay) of the wth incoming
signal (or event) arriving at the ith receiver. The superscript,
θ, indicates that the moveouts depend on a set of one or
more parameters, here denoted, by a so-called parameter
vector, θ. The most popular trial-moveout example is the
normal-moveout (NMO), applied for velocity analysis in
the common-midpoint (CMP) conﬁguration. In the 2D
situation, the single parameter to be estimated is the NMO-
velocity. An example of multiparameter moveout is the
general hyperbolic moveout used by the common-reﬂection-
surface (CRS) stacking method. As previously indicated,
application of MUSIC to velocity analysis has been described
by [10]. Here, we extend the analysis to CRS parameter
estimation in 2D data. In this situation, three parameters are
to be estimated. In order not to disturb the main ﬂow, the
description of the generalized hyperbolic or, more simply, the
CRS travel-times, τi,w, is postponed to the appendix.
2.1. Narrowband Signals. For narrowband signals sw(t), the
travel-times can be expressed as exponential phase shifts
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around the center angular frequency ω. For notation simplic-
ity, that ﬁxed frequency will be omitted. As a consequence,
the data model in (4) can be recast as
di(t) =
W∑
w=1
sw(t) exp
(
−iωτθi,w
)
+ ni(t). (5)
After time discretization, the above equation can be recast in
matrix form as
D = A(θ)S + N, (6)
where D = (di j) = (di(t j)) and N = (ni j) = (ni(t j)) are,
respectively, the Nr×Nt data and additive noise matrices, and
S = (sw j) = (sw(t j)) is the W ×Nt source matrix. Finally,
A(θ) = (a1(θ), . . . , aw(θ), . . . , aW (θ)) (7)
is the Nr ×Warray response matrix containing all the steering
vectors
aw(θ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
exp
(
−iωτθ1,w
)
exp
(
−iωτθ2,w
)
...
exp
(
−iωτθNr ,w
)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (8)
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Figure 3: Synthetic CMP data used for comparison of MUSIC with
semblance. A point diﬀractor and a dipping reﬂector (β = 200) with
the same τ0 = 2 sec is used to generate the data. Note that the two
events are very close to each other and it is diﬃcult to distinguish
them.
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Figure 4: Synthetic ZO section used for comparison of MUSIC with
semblance. A point diﬀractor and a dipping reﬂector (β = 200) is
used to generate the data. The red dot (x0 = 540 m and τ0 = 2 sec)
shows the location where we performed the parameter search.
MUSIC utilizes the eigenstructure of the data covariance
matrix deﬁned by (3). Substituting (6) into (3) and assuming
uncorrelated noise with variance of σ2n , the covariance matrix
can be recast as
R = A(θ)
[
E
{
SSH
}]
A(θ)H + E
{
NNH
}
= A(θ)RsA(θ)H + σ2nI,
(9)
where Rs and I are, respectively, the source covariance and
identity matrices. The MUSIC algorithm performs an eigen-
decomposition of this covariance matrix
RU = ΛU, (10)
where Λ = diag(λ1, λ2, . . . , λNr ) contains the eigenvalues
satisfying λ1 ≥ λ2 ≥ · · · ≥ λNr , and U = [u1, u2, . . . , uNr ]
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Figure 6: Uncorrelated sources: Determination of parameters A
and B based on MUSIC for a diﬀractor and a dipping reﬂector
β = 200. The black stars show the correct parameter locations.
is the matrix that consists of the corresponding (column)
orthonormal eigenvectors of R. The unitary matrix of eigen-
vectors U can be decomposed further as U = [Us Un], where
the columns of Us comprise the eigenvectors corresponding
to the largest eigenvalues of R (the signal subspace), and with
Un containing the remaining (noise) eigenvectors.
2.2. Uncorrelated Signals. For MUSIC to be applicable in
our parameter search problem, the diﬀerent source pulses,
sw(t), should be uncorrelated resulting in a covariance matrix
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Figure 7: Uncorrelated sources: Determination of parameters A
and B based on semblance for a diﬀractor and a dipping reﬂector
β = 200. The black stars show the correct parameter locations.
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Figure 8: Parameter C determined using both MUSIC and
semblance (point diﬀractor and a dipping reﬂector β = 200). The
black dotted lines show the correct parameter locations.
Rs having full rank equal to the number of events W
recorded at the receivers. If the M source vectors are linearly
independent, then the matrix Rs is positive deﬁnite which
results in A(θ)RsA(θ)
H to be a positive semideﬁnite matrix
with its rank spanning the steering vectors corresponding to
the appropriate parameters we are searching. With the above
condition satisﬁed and since the noise subspace is orthogonal
to the signal subspace, the MUSIC pseudospectrum, PMU(θ),
is given by
PMU(θ) = a(θ)a(θ)
H
a(θ)Pna(θ)
H , (11)
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B based on semblance for a diﬀractor and a dipping reﬂector β =
200. The black stars show the correct parameter locations.
where a(θ) is the test steering vector and Pn is the noise
subspace projection matrix given by Pn= UnUHn . Since the
steering vectors a(θ) are orthogonal to the eigenvectors
spanning the noise subspace un, it follows that the parameter
estimates will occur at those parameter values for which we
have
a(θ)Pna(θ)
H ≈ 0. (12)
This corresponds to large peaks in the MUSIC pseudospec-
trum as given by (11).
2.3. Wideband Uncorrelated Signals. As indicated above, the
MUSIC algorithm was originally developed for narrowband
and uncorrelated signal applications. If the condition of
uncorrelated signals is maintained, an alternative to this
situation is to decompose a wideband data into narrowband
data components and then treat each narrowband separately
[10]. The MUSIC pseudospectrum at the center angular
frequency ωi of the ith narrowband now takes the form
PMU(θ;ωi) = a(θ;ωi)a(θ;ωi)
H
a(θ;ωi)Pn(ωi)a(θ;ωi)
H , (13)
where a(θ;ωi) and Pn(ωi) are respectively the test steering
vector and the noise subspace projection matrix at the ith
center angular frequency ωi. The strategy followed in this
work is to Fourier transform the test data and select a
narrowband close to the center frequency of the source pulse
as input to MUSIC.
3. Seismic Music: Wideband and Correlated
Signals
Seismic signals are highly correlated and require a special
modiﬁcation to be used by the original MUSIC algorithm.
The consequence of having correlated sources is that there
will be a rank deﬁciency in the source covariance matrix Rs
that will result in a mix of signal and noise subspaces. As a
result, the MUSIC algorithm will loose its power to peak at
the “right” parameters.
In order to handle correlated sources, spatial smoothing
over the covariance matrix, can be employed [10]. The idea
is to subdivide the array of Nr sensors into K identical
overlapping subarrays of Nr − K + 1 receivers (cf. Figure 2)
and then compute the covariance for all the subarrays and
average the result. If the covariance matrix for subarray k is
Rk, the spatially smoothed covariance is given by
RK = 1
K
K∑
k=1
Rk. (14)
To be able to implement spatial smoothing within
seismics, one has to taper the data within a window following
the event(s) (cf. Figure 1). The purpose of this tapering is to
make the delay times of the event linear (which is the basic
requirement behind spatial smoothing) [10].
The other advantage of performing the analysis in a
given window is to make the steering vectors, required for
generating the MUSIC pseudospectrum, to be frequency
independent. This allows us to handle wideband seismic
data. This process of windowing the event can also be
interpreted as steering of the correlation matrix before
eigendecomposition and using unity steering vectors for
generating the MUSIC pseudospectrum [4].
Ideally, when the window is “perfectly” matching the
event, which will be the case of an optimal choice of the
moveout parameters, the signal would be ﬂattened and all
traces will nearly have the same moveout. As a consequence,
the steering vectors used in (11) will be simply replaced by
a vector of ones making them frequency independent. In
6 International Journal of Geophysics
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Figure 11: Velocity spectra obtained employing, respectively, semblance (a) and SB-MUSIC (b). The white arrows indicate the apparent
single event associated with semblance and the corresponding two events computed from SB-MUSIC.
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Figure 12: CMP gather superimposed the hyperbolic moveouts (red curves) for the interfering events based on semblance (a) and SB-
MUSIC (b).
this situation, the MUSIC pseudospectrum generates a peak
resulting in the identiﬁcation of the optimal estimates of the
parameters.
In practice, the windows are constructed by moveouts,
deﬁned by trial parameters. Peaking of the corresponding
MUSIC pseudospectra identiﬁes, thus, the “correct” parame-
ters. Following this approach, [4] has shown that MUSIC can
be applied for the single-parameter case of velocity analysis.
The objective was, thus, to obtain a high-resolution velocity
spectrum. In this work, we extend that strategy to the CRS
International Journal of Geophysics 7
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multi-parameter estimating problem. In other words, our
objective is to obtain high-resolution estimates of the CRS
parameters, which are three in the present 2D situation.
4. Numerical Examples
In this section, we compare MUSIC and semblance for
travel-time parameter estimation in the situations of clas-
sical MUSIC (narrowband uncorrelated signals) and seis-
mic MUSIC (wideband correlated signals). For a simple
model of a point diﬀractor and a dipping reﬂector with
a homogeneous overburden, we analyzed the cases: (a)
CMP conﬁguration, which requires the determination of
a single parameter, C of CRS travel-time (cf. (A.1)) and
(b) ZO conﬁguration, which requires the determination
of two parameters, namely, parameters A and B of the
CRS travel-time (cf. (A.1)). The two events (diﬀraction and
reﬂection) were chosen to be almost undistinguishable. All
the test parameter points with RMS velocities within [1000 :
4000] m/s (step size 7.5 m/s) were tested for parameter C and
points within [−4× 10−4 : 4× 10−4] (step size 1× 10−5) for
parameter A and points within [−3 × 10−6 : 3 × 10−6] (step
size 1×10−7) for parameter B. As seen below, in all situations,
MUSIC performed much better then semblance.
4.1. Classical Music. To illustrate the application of MUSIC
for narrowband uncorrelated signals, we considered a point
diﬀractor and a dipping reﬂector illuminated under a CMP
conﬁguration. For a given CMP gather, the data consists of
(compare with (5))
di(t) = sdiﬀ(t) exp(−iωτdiﬀ)+sdip(t) exp
(
−iωτdip
)
+ ni(t),
(15)
where sdiﬀ and sdip are the sources and τdiﬀ and τdip are the
travel-times for the diﬀractor and dipping reﬂector events,
respectively. Moreover, ni(t) is the additive noise. The travel-
times for these two events are described by the ordinary
NMO equations
τ2diﬀ(h) = τ20 + Cdiﬀh2, τ2dip(h) = τ20 + Cdiph2, (16)
where the velocity coeﬃcients for the diﬀractor, Cdiﬀ, and
dipping reﬂector, Cdip, are given by
Cdiﬀ = 4
v2RMS
, Cdip = 4cos
2β
v2RMS
. (17)
Here, vRMS and β represent the root mean square (RMS)
velocity and the dip angle, respectively.
The sources, sdiﬀ(t) and sdip(t) are produced by a single
narrowband source, s(t), modiﬁed by two realizations of
a random phase perturbation, φdiﬀ(ω) and φdip(ω), so as
to produce uncorrelated sources. In frequency domain, this
process is generally described as
sdiﬀ(ω) = s(ω) exp
[
iφdiﬀ(ω)
]
,
sdip(ω) = s(ω) exp
[
iφdip(ω)
]
.
(18)
A synthetic CMP gather was generated employing (15), (16),
and (18) together with a Ricker zero-phase wavelet with a
center frequency of 20 Hz (cf. Figure 3). The fold was 40
representing a half-oﬀset range from 40 m to 820 m. The
data was sampled with 2 ms and white Gaussian noise with a
variance of 10% of the maximum trace amplitude was added.
The parameter estimation process was benchmarked using
the classical semblance analysis of [2].
The output from MUSIC (cf. (13)) is shown in Figure 5
together with the result obtained using semblance. For both
cases we used, a window size of 11 samples and in addition
for MUSIC we considered two signal subspaces and the rest
as noise subspaces. As a result, MUSIC is seen to outperform
semblance and resolve the two parameters well. It is well
known that the values output from MUSIC are arbitrary.
To avoid this phenomenon, we have introduced a semblance
balancing. This technique is discussed in detail in connection
with the real-data example presented below.
To perform a two-parameter test, we have now simulated
a zero-oﬀset (ZO) section for the same previous point
diﬀractor and dipping reﬂector (cf. Figure 4). The corre-
sponding two ZO travel-times for diﬀraction and reﬂection
are now given by
[τdiﬀ(xm)]
2 = τ20 + Bdiﬀ(xm − x0)2,
[
τdip(xm)
]2 = τ0 + Adip[(xm − x0)]2,
(19)
with Bdiﬀ = Cdiﬀ and Adip = 1.71 × 10−4 (corresponding
to a dip of 200 and a homogeneous medium with constant
velocity 2000 m/s). As seen from the Appendix, the above
equations represent the generalized hyperbolic (CRS) travel-
time of equation (A.1), in which the conditions
Bdiﬀ = Cdiﬀ, Bdip = 0, (20)
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have been implemented. As indicated in the Appendix, the
far-left equation above represents the diﬀraction condition.
The far-right equation is due to the fact that in this
considered experiment, the N-wave is planar.
Based on (19), using the previous uncorrelated sources
(18), synthetic ZO data were computed for midpoints
between 40 m and 1040 m. The results from the two-
parameter search (A and B) are shown for, respectively,
MUSIC (cf. Figure 6) and semblance (cf. Figure 7). MUSIC
gives well-resolved results, as opposed to the semblance,
where the estimated parameters are more inaccurate.
4.2. Seismic Music. To examine the performance of MUSIC
compared to semblance in case of wideband correlated
signals, we generated synthetic data based on the travel-
time (16) for a CMP gather and (19) for a ZO section.
The parameter search was performed within a time window
of 25 time samples with the ZO travel-time being the
middle sample and following a hyperbolic delay trajectory
deﬁned by the travel-times. For the computation of the
MUSIC pseudospectrum, the samples within the hyperbolic
window were used to form the data covariance matrix and
the associated eigendecomposition. In order to reduce the
correlated source eﬀect we performed spatial smoothing of
the covariance matrix using 31 subarrays each consisting
of 10 receivers for the CMP data and 37 subarrays each
consisting of 15 receivers for the ZO data.
The results of the parameter search is shown in Figure 8
for the CMP data (i.e., determination of parameter C) and
Figures 9 and 10 for the ZO section (i.e., determination of
parameters A and B). It is apparent that both semblance and
MUSIC can resolve parameters A and B, but MUSIC shows a
higher resolution in general. Moreover, for parameter C only
MUSIC is able to resolve the two events.
4.3. Real Data Example Using GPR Data. The ﬁrst step of the
CRS analysis determining the C parameter can be regarded
as a CMP-based velocity analysis. As indicated by our
previous synthetic data example, MUSIC was seen to have
a better potential than semblance for resolving interfering
events (cf. Figures 5 and 8). We will now investigate
whether that feature is conﬁrmed in real data. Prior to our
analysis, however, the following normalization issue has to
be considered. As opposed to semblance, which produces
normalized values between 0 and 1, MUSIC, despite its high-
resolution capability, yields arbitrary amplitude values. Such
behavior makes the simple replacement of semblance with
MUSIC as a coherency measure, for example, in standard
velocity analysis, not adequate.
In order to condition MUSIC to be a normalized
quantity, we introduce a scaled version of it, denoted by
semblance-balanced MUSIC or, more simply, SB-MUSIC. In
the framework of velocity analysis, SB-MUSIC is deﬁned as
follows: for a given CMP location, as well as a selection of
N zero-oﬀset time samples, ti and M trial stacking velocities,
Vj , we let mij and si j represent the coherency values obtained
from MUSIC and semblance, respectively. In other words,
(mij) and (si j) represent N × M velocity spectra associated
with MUSIC and semblance coherency measures. Denoted
by m̂i j , SB-MUSIC is given by
m̂i j = As,i
Am,i
mi j , (21)
where
As,i =
√√√√√ M∑
k=1
s2ik, Am,i =
√√√√√ M∑
k=1
m2ik. (22)
Application of the above conditioning makes sure that
those amplitude anomalies inherent to the original MUSIC
velocity spectrum are balanced according to the energy level
of semblance.
A real multioﬀset GPR data set was used to test out the
feasibility of this approach. For an in depth description and
discussion of these data, the readers are referred to [11].
Figure 11 shows an example of a typical velocity spectrum
obtained from the GPR data using both semblance and SB-
MUSIC. In these computations, we used a window size of
eleven samples for both semblance and MUSIC. In addition,
we performed spatial smoothing of subarray size 15 from
a fold of 28 to ensure that MUSIC handles the correlated
GPR signals properly. Figure 11 clearly demonstrates that
interfering events are much better resolved in the SB-
MUSIC spectrum (Figure 11(b)) than in its corresponding
semblance spectrum (Figure 11(a)). In particular, as indi-
cated by white arrows, it can be seen how two interfering
events are unresolved by semblance (Figure 11(a)) and well
resolved by SB-MUSIC (Figure 11(b)). To further validate
the previous observation, the hyperbolic moveout curves
corresponding to those two events were superimposed to
the corresponding CMP-gather (cf. Figure 12(b)). These
curves seem to correlate well with two interfering events.
As a reference, the result obtained using semblance is also
included (cf. Figure 12(a)). It can be regarded as a ﬁt based
on a mix between the two interfering events.
5. Conclusions
In this paper, we discussed the CRS travel-time parame-
ters estimation problem in seismic signal processing. The
conventional semblance algorithm was found to generate
lower-resolution estimates of the parameters. For the pur-
pose of obtaining higher-resolution parameter estimates, we
replaced semblance with MUSIC algorithm. Such procedure
allowed us to estimate the parameters within a resolution
limit that is signiﬁcantly better. This work can be seen as
a followup of previous applications of MUSIC to single-
parameter velocity analysis and slant stacks. Now, MUSIC
has been extended to Common-Reﬂection-Surface (CRS)
multiparameter estimation. Applications of the technique to
ﬁrst synthetic examples, consisting of dipping planar reﬂec-
tors and point diﬀractors, and comparison to semblance,
conﬁrm, at least for these initial situations, the expected far
better resolution of MUSIC. To further support this analysis,
CMP velocity analysis has been applied to a real multioﬀset
GPR data set. In this situation, better results were obtained
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upon the introduction of a scaled version of MUSIC, denoted
semblance-balanced MUSIC. The new algorithm was seen to
outperform semblance in resolving interfering events.
Appendix
General Hyperbolic Moveout
The CRS method uses the so-called generalized hyperbolic
(normal) moveout, which is the natural generalization of
the NMO, valid for CMP gathers, to CRS supergathers, in
which source-receiver pairs are arbitrarily located around
the (reference) central point, usually taken as a CMP.
In 2D, the generalized hyperbolic moveout depends on
three parameters, as opposed to conventional NMO, which
depends on a single parameter (NMO velocity).
Mathematically, the generalized hyperbolic moveout,
τi,w, associated with the event, w, measured at receiver i,
is speciﬁed by the zero-oﬀset (ZO) travel-time, τ0w , and
(reference) trace location, x0w , and given by (see Figure 13)[
τθi,w
(
xmi ,hi
)]2 = [τ0w + Aw(xmi − x0w)]2
+ Bw
(
xmi − x0w
)2 + Cwh2i ,
(A.1)
where xmi is the midpoint coordinate and hi is the half-oﬀset
coordinate for the ith receiver. Here,
θ = {Aw, Bw, Cw} (A.2)
is the CRS parameter vector, with three parameters, Aw,
Bw and Cw, to be estimated from the data. It is instructive
to recall that these parameters are related to the angle and
curvature quantities as follows [12]:
Aw = 2 sinβ0w
v0w
,
Bw =
2τ0wcos
2β0w
v0w
KNw ,
Cw = 2τ0wcos
2β0w
v0w
KNIPw ,
(A.3)
where KNw and KNIPw are the curvatures of respectively the
normal (N) and normal-incident-point (NIP) wavefronts,
β0w is the emergence angle and v0w is the medium velocity.
All these quantities are evaluated at the central point, x0w .
Still considering the CRS parameters, we make the following
observations
(a) In the CMP conﬁguration of source-receiver pairs
symmetrically located with respect to the central
point, namely, xmi = x0w , we have[
τθi,w(hi)
]2 = τ20w + Cwh2i , (A.4)
with the CMP, single parameter vector θ = {Cw}.
Moreover, we have the relation
Cw = 4
v2NMO
, (A.5)
with Cw given by the lower-most (A.3).
(b) In case the recorded data stems from a diﬀraction,
the condition Bw = Cw holds. This is because as the
reﬂector shrinks to a point, the N-wave turns out to
be identical to the NIP-wave [13]. As a consequence,
the hyperbolic moveout of diﬀraction (or diﬀraction
travel-time), reduces to
[
τθi,w
(
xmi ,hi
)]2 = [τ0w + Aw(xmi − x0w)]2
+ Bw
[(
xmi − x0w
)2 + h2i
]
,
(A.6)
with the diﬀraction, two-parameter vector θ =
{Aw,Bw}.
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The problem of locating point-like targets beyond the classical resolution limit is revisited.
Although time-reversal MUltiple SIgnal Classiﬁcation (MUSIC) is known for its super-resolution
ability in localization of point scatterers, in the presence of noise this super-resolution property will
easily break down. In this paper a phase-coherent version of time-reversal MUSIC is proposed,
which can overcome this fundamental limit. The algorithm has been tested employing synthetic
multiple scattering data based on the Foldy-Lax model, as well as experimental ultrasound data
acquired in a water tank. Using a limited frequency band, it was demonstrated that the phase-coherent
MUSIC algorithm has the potential of giving signiﬁcantly better resolved scatterer locations than
standard time-reversal MUSIC.VC 2011 Acoustical Society of America.
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I. INTRODUCTION
Detection and localization of scatterers has been an im-
portant research topic within array signal processing for the
past three decades.1 The algorithms developed over these
years have progressed from the conventional (or Bartlett)
beamformer1,2 via techniques with a better resolution power
(e.g., Capon beamformer, also known as minimum variance
distortionless response1 and the minimum norm technique of
Reddi3) toward super-resolution techniques like the multiple
signal classiﬁcation (MUSIC) algorithm.1,4 This latter method
has gained considerable attention from the sonar and radar
communities for its super-resolution capability of determining
the direction of arrivals from multiple signal sources.
Time-reversal MUSIC represents a modiﬁcation of the
classical MUSIC algorithm,4 which makes it feasible to
super-resolve closely separated point scatterers in a possibly
non-uniform background medium.5–7 The basic idea of the
technique depends on the ability to decompose the mono-
chromatic response matrix of the experiment into orthogonal
signal and noise (nil) subspaces based on singular value
decomposition (SVD). Unlike classical MUSIC employed
within passive remote sensing type of signal processing,1,4
there is no inherent assumption made in time-reversal
MUSIC about uncorrelated signals. Hence, time-reversal
MUSIC can be used to locate point scatterers in the case of
correlated sources.8 The technique has also been tested in
the case of multiple scattering data based on the Foldy-Lax
approximation,9,10 showing its capability of resolving targets
separated by fractions of a wavelength.6 However, the under-
lying theory assumes a relatively high signal-to-noise ratio
and most simulations provided in the literature assume a
noise-free case.5,9 In the case of noisy data, time-reversal
MUSIC will get easily distorted unless a rather idealized ac-
quisition geometry is applied.11 An analytical description
has been introduced discussing the effect of noise on the sin-
gular values of the array-response matrix.12 The correspond-
ing effect on the pseudo-spectrum of time-reversal MUSIC
has also been addressed for smaller amounts of noise.11
In this paper the term super-resolution is used to charac-
terize any method with a resolving power beyond the diffrac-
tion limit. For a ﬁnite aperture, this limit is quantitatively
described by the Rayleigh criteria, which for an ideal system
approach the classical half wavelength limit. This is different
from some literature where super-resolution is associated
with the resolution of point-scatterers (features) at subwave-
length scale only.
The work presented here introduces a modiﬁed version
of the time-reversal MUSIC algorithm, which demonstrates
phase-coherent properties. The idea is to construct an
a)Author to whom correspondence should be addressed. Also at Department
of Geosciences, Univ. of Oslo, P.O. Box 1047 Blindern No-0316 Oslo,
Norway. Electronic mail: endriasa@iﬁ.uio.no
b)Also at Centre for Imaging, Department of Informatics, Univ. of Oslo,
P.O. Box 1080 Blindern No-0316 Oslo, Norway.
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alternative pseudo-spectrum operator with an expected value
equal to that of the noise-free case for each frequency con-
sidered. Moreover, use of mixed-array (i.e., both source and
receiver side) projection matrices ensures that phase
variations due to noise are preserved. By adding the pseudo-
spectra over a given frequency band, random phase varia-
tions caused by noise are averaged out.
This paper is organized as follows. First, the fundamen-
tal principles behind any subspace type of algorithm are pre-
sented. Next, the standard (or incoherent) version of the
time-reversal MUSIC algorithm is introduced and the exten-
sion to its phase coherent version is accounted for. The va-
lidity of the basics behind phase-coherent (PC) MUSIC
is veriﬁed through Monte Carlo type simulations as well
as by the use of multiple-scattering data generated based
on the Foldy-Lax model. Finally, PC-MUSIC, time-reversal
MUSIC, and Kirchhoff migration are applied to experimen-
tal radio-frequency (RF) ultrasound data, demonstrating the
superiority of the new technique to give super-resolution
images of pointlike scatterers.
II. PROBLEM FORMULATION
This section presents the governing signal model used to
deﬁne the basic problem of point scattering. The fundamen-
tal theoretical concepts behind (incoherent) time-reversal
MUSIC are presented followed by an extension to a phase-
coherent formulation tailored to handle the noisy case.
A. Data model including noise
Consider separate or coincident source-receiver arrays
with Ns and Nr representing respectively the total number of
sources and receivers (cf. Figure 1). Each source generates a
time-varying waveﬁeld, which propagates through the
known background medium with D embedded point scatter-
ers. It is further assumed that a temporal Fourier transform
has been applied to the transient data. Let the monochro-
matic signal vector s(x) (dimension Ns 1) represent the
transmitted signal from the source array. Introduce now the
complex transfer NrNs matrix, ~K(x), as follows (x repre-
senting the angular frequency):
~K xð Þ ¼ K xð Þ þ N xð Þ; (1)
where K(x) is the noise-free response matrix and N(x) rep-
resents the noise matrix. The monochromatic data associated
with this multi-source multi-receiver experiment can now be
written formally as
r xð Þ ¼ ~K xð Þ s xð Þ (2)
where r(x) represents the data measured at the receiver
array.
The noise-corrupted system matrix, ~K xð Þ, can be further
written on its SVD-form as11,13
~K xð Þ ¼ ~Usig xð Þ ~U? xð Þ
  ~Rsig xð Þ 0
0 ~R? xð Þ
" #
~V
H
sig xð Þ
~V
H
? xð Þ
2
4
3
5
¼ ~Usig xð Þ~Rsig xð Þ ~VHsig xð Þ þ ~U? xð Þ~R? xð Þ ~V
H
? xð Þ; (3)
where the superscript H means complex-conjugated trans-
posed and the subscripts sig and \ represent the signal and
noise subspaces, respectively. In the noise-free case, Eq. (3)
simpliﬁes to
K xð Þ ¼ Usig xð ÞU? xð Þ
  Rsig xð Þ 0
0 0
" #
VHsig xð Þ
VH? xð Þ
" #
¼ Usig xð ÞRsig xð ÞVHsig xð Þ (4)
Here, Rsig¼ diag{rsig,1, rsig,2,., rsig,D}, is a diagonal matrix of
D non-zero, real singular values, corresponding to the scatterers.
Also, Usig¼ [usig,1…usig,D] and Vsig¼ [vsig,1…vsig,D], where
usig,i and vsig,i are (column) singular vectors of Usig and Vsig
corresponding to the singular values, rsig,i. It is assumed that
the rank of the matrix K is D<min(Ns, Nr), with D repre-
senting the total number of scatterers.7,11 In the same way,
the quantities R\, U\, and V\ represent the counterparts of
Rsig, Usig, and Vsig, associated to the noise subspace. We
ﬁnally have the orthonormality properties, namely,
UHsig xð ÞU? xð Þ ¼ 0;
VHsig xð ÞV? xð Þ ¼ 0;
(5)
which express the fact that the signal and noise (nil) subspa-
ces are orthogonal. Moreover,
UHsig xð ÞUsig xð Þ ¼ I;
VHsig xð ÞVsig xð Þ ¼ I;
(6)
and
UH? xð ÞU? xð Þ ¼ I;
VH? xð ÞV? xð Þ ¼ I;
(7)
which mean the singular vectors are normalized. Note that
we can recast Eq. (4) in the form
FIG. 1. (Color online) Multi-source multi-receiver experiment involving a
cluster of D scatterers.
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K xð Þ ¼
XD
i¼1
rsig;iKi xð Þ; (8)
with Ki ¼ usig;ivHsig;i: A multi-source experiment, where each
source is ﬁred at separate times, generates incoherent signals
associated with the scatterers. This is due to the fact that each
source corresponds to a different location, resulting in varying
phases for each of the scattered signals. In addition, the struc-
ture of the response-matrix, K(x) (or ~K(x)) depends on the
actual type of acquisition geometry. In the case of moving
arrays like in seismic or ground penetrating radar (GPR) this
matrix will be partially ﬁlled, while for ﬁxed-array ultrasound
acquisitions the matrix will be completely ﬁlled.
B. Incoherent time-reversal MUSIC algorithm
Assume now a noise-free experiment, which implies
that Eq. (4) is a valid representation. Further assume that the
scatterers are fully resolved (e.g., ideal array point-spread
functions with respect to both source and receiver side),
which mathematically can be stated as the conditions5,11
gH0r xi;xð Þg0r x;xð Þ ¼ g0r xi;xð Þk k
2; if x ¼ xi;
0 if x 6¼ xi;

(9a)
and
gH0s xi;xð Þg0s x;xð Þ ¼ g0s xi;xð Þk k
2; if x ¼ xi;
0 if x 6¼ xi;

(9b)
where gH0s xi;xð Þ and gH0r xi;xð Þ represent monochromatic
background Green’s function (column) vectors with respect
to the source and receiver arrays that focus at a point scat-
terer located at the position xi, and x is the arbitrary test scat-
terer location. For well-resolved targets satisfying Eqs. (9a)
and (9b), an SVD of K(x) results in signal subspace singular
functions that are normalized versions of the Green’s func-
tion vectors associated with the scatterers.5,11 Thus, mathe-
matically the left- and right-singular matrices, Usig(x) and
Vsig(x), in Eq. (4) take the forms
Usig xð Þ ¼ g0r x1;xð Þ
g0r x1;xð Þk k
eih1 ;
g0r x2;xð Þ
g0r x2;xð Þk k
eih2 ;…;
g0r xD;xð Þ
g0r xD;xð Þk k
eihD
 
;
Vsig xð Þ ¼ g

0s x1;xð Þ
g0s x1;xð Þk k
eih1 ;
g0s x2;xð Þ
g0s x2;xð Þk k
eih2 ;…;
g0s xD;xð Þ
g0s xD;xð Þk k
eihD
 
;
(10)
where the superscript * denotes a complex conjugate. The
singular vectors output from an SVD analysis of a complex-
valued matrix system will be non-unique by an arbitrary
phase.11,14 The phase angles in Eqs. (10) represent symboli-
cally this non-uniqueness. Note, however, that the arbitrary
phase for the corresponding left- and right-singular vectors
are the same.
By using the orthogonality between the signal and noise
(nil) subspaces, a signal-subspace based MUSIC pseudo-
spectrum operator can be constructed as6,7,15
PMUSIC x;xð Þ ¼ 1
1 Ar x;xð Þ þ
1
1 As x;xð Þ ; (11)
which will peak at the true target locations. In Eq. (11), Ar
and As represent the receiver and source normalized time-re-
versal operators
Ar x;xð Þ ¼ g
H
0r x;xð ÞPsig;r xð Þg0r x;xð Þ
gH0r x;xð Þg0r x;xð Þ
;
As x;xð Þ ¼ g
T
0s x;xð ÞPsig;s xð Þg0s x;xð Þ
gT0s x;xð Þg0s x;xð Þ
;
(12)
in which
Psig;r xð Þ ¼ Usig xð ÞUHsig xð Þ;
Psig;s xð Þ ¼ Vsig xð ÞVHsig xð Þ;
(13)
are the signal subspace projection matrices with respect to
receiver and source side, respectively. In the literature, the
signal-space based MUSIC pseudo-spectrum as given by Eq.
(11) is referred to as time-reversal MUSIC.7 It is to be
observed that the same terminology has also been used for a
nil-space based MUSIC algorithm.5 The reason is that the
SVD formulation transforms the passive target detection
problem into that of an active (secondary) source problem
associated with each scatterer.5,14,16 Time-reversal is an im-
portant concept that has been analyzed in detail in the litera-
ture (see, e.g., Ref. 7). A short summary of that concept and
its main properties is provided in Appendix A.
It is to be noted that the operators Ar(x, x) and As(x, x)
give magnitude values only. In a noise-free case both should
ideally be one at the location of the scatterer(s). If the data
are corrupted with noise the MUSIC pseudo-spectrum in Eq.
(11) takes the form
~PMUSIC x;xð Þ ¼ 1
1 ~Ar x;xð Þ
þ 1
1 ~As x;xð Þ
; (14)
with the operation of time-reversal now being distorted by
noise and calculated according to the formulas
~Ar x;xð Þ ¼ g
H
0r x;xð Þ ~Psig;r xð Þg0r x;xð Þ
g0r x;xð Þk k2
;
~As x;xð Þ ¼ g
T
0s x;xð Þ ~Psig;s xð Þg0s x;xð Þ
g0s x;xð Þk k2
;
(15)
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in which
~Psig;r xð Þ ¼ ~Usig xð Þ ~UHsig xð Þ;
~Psig;s xð Þ ¼ ~Vsig xð Þ ~VHsig xð Þ:
(16)
In the original time-reversal works,5–7 the issue of noise was
not discussed in detail. In the presence of noise, the distinc-
tion between the signal and nil subspaces is no longer per-
fectly deﬁned. Hence, the two subspaces will start to mix
and the sharp border deﬁned by the singular values will now
be replaced by a smooth transition zone. The effect of noise
on nil-subspace based time-reversal MUSIC has been previ-
ously analyzed employing a linearized perturbation theory.11
Applying a similar approach here, gives the following
expected values of the time-reversal operations in Eqs. (15)
[cf. Eqs. (B11), (B13), and (B14) in Appendix B]
E ~Ar x;xð Þ
  ¼ Ar x;xð Þ þ fr2A?;r x;xð Þ;
E ~As x;xð Þ
  ¼ As x;xð Þ þ fr2A?;s x;xð Þ; (17)
where
A?;r x;xð Þ ¼ g
H
0r x;xð ÞP?;r xð Þg0r x;xð Þ
g0r x;xð Þk k2
;
A?;s x;xð Þ ¼ g
T
0s x;xð ÞP?;s xð Þg0s x;xð Þ
g0s x;xð Þk k2
;
(18)
in which
P?;r xð Þ ¼ U? xð ÞUH? xð Þ;
P?;s xð Þ ¼ V? xð ÞVH? xð Þ; (19)
are the receiver and source projection matrices of the nil-
subspace (noise-free case). Moreover, r2 is the variance of
the noise (assuming a variance of r2/2 of both real and imag-
inary parts of the noise matrix N) and
f ¼ 1
r2sig;1
þ 1
r2sig;2
þ :::þ 1
r2sig;D
: (20)
It follows directly from Eqs. (17) that, at each scatterer loca-
tion, the expected values of the time-reversal operations will
be the same as for the noise-free case (unit value and no
phase). This implies also that the (noise) time-reversal
MUSIC operator in Eq. (14) will have the same expectation
value as in the noise-free case at each scatterer location
(within a linearized noise model). This will apply for every
frequency considered.
For a given frequency band, Dx, the multi-frequency
equivalent of Eqs. (14) and (17) can be introduced (Nx rep-
resenting the number of discrete frequencies available),
namely,
~PMUSIC x;Dxð Þ ¼ 1
1 ~Ar x;Dxð Þ
þ 1
1 ~As x;Dxð Þ
; (21)
where
~Ar x;Dxð Þ ¼ 1
Nx
X
Dx
~Ar x;xð Þ;
~As x;Dxð Þ ¼ 1
Nx
X
Dx
~As x;xð Þ:
(22)
However, these quantities contain no phase information.
Hence, in the case of noise, they will not coherently add at the
scatterer locations. To illustrate the sensitivity of incoherent
time-reversal MUSIC to noise, a synthetic data example
involving four point scatterers was considered (cf. Figure 2,
where dimensions are given in terms of the center wave-
length). Non-coincident source and receiver arrays were
employed, both of them consisting of 15 elements (half center
wavelength sampling). Controlled data were generated
employing a zero-phase Ricker wavelet with a center
frequency of 20 Hz. The background velocity model was
assumed homogenous with a velocity of 2000 m/s. To include
possible interactions between the scatterers (especially the
two closest ones) a Foldy-Lax type of model was used to gen-
erate the scattered data. White noise was added to the data
having a variance of 10% of the rms-amplitude of the corre-
sponding signal in time domain. In this analysis a frequency
band between 15 and 25 Hz was selected, falling symmetri-
cally around the center frequency. The maximum frequency
of 25 Hz was chosen so that the Rayleigh spatial resolution
limit, Dl, was violated in the case of the two closest scatterers.
This resolution limit was calculated according to the formula
Dl ¼ Lk
D
; (23)
where k is the wavelength, D is the aperture or length of the
array, and L is the distance to the target object. In the case
considered here L¼ 2000 m, D¼ 700 m and k¼ 80 m,
which give Dl¼ 228.6 m. Correspondingly, the two scatter-
ers were separated by a distance of 200 m. To verify that this
set of parameters corresponds to a diffraction limited experi-
ment, the test data was ﬁrst imaged using a seismic
FIG. 2. (Color online) Data acqusition geometry and scattering model. The
solid line rectangle deﬁnes the image size employed in the data analysis.
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migration type of algorithm (e.g., Kirchhoff prestack migra-
tion with no weights applied). The ﬁnal results obtained are
shown in Fig. 3 for the center frequency (left) and from
using the band between 15 and 25 Hz (right). It can easily be
seen that the two nearby scatterers are not resolved as
expected. The size of the image in Fig. 3 is deﬁned by the
solid line rectangle superimposed in Fig. 2. The same image
dimension will be used in the simulations to follow. Around
each scatterer location in Fig. 3 a circle representing the clas-
sical resolution limit of half a wavelength has been intro-
duced. These circles are used in the subsequent analysis to
verify if the spot sizes of the imaged locations are smaller or
larger than this classical limit. After this preliminary analysis
we are now in a position to test out the time-reversal part of
the incoherent MUSIC algorithm. Time-reversal of the sin-
gular functions according to Eq. (15) at the center frequency
of 20 Hz gave the results shown in Fig. 4 top left and right
(source and receiver array side, respectively). Figure 4 bot-
tom left and right show the corresponding results obtained
using a band of frequencies between 15 and 25 Hz. As in
Fig. 3, circles with radii of half the wavelength (computed
for the maximum frequency of 25 Hz) overlay each scatterer
location. For a single frequency it can be clearly seen from
Fig. 4 that time-reversal resolves the scatterers poorly. Using
a band of frequencies (cf. Fig. 4 bottom left and right), due
to the lack of phase-coherency, the time-reversal image
shows essentially no improvement and the two nearby scat-
terers are not resolved at all.
Repeated computation of the source and receiver side
time-reversal operators over the frequency-band followed by
the computation of the MUSIC pseudo-spectrum [cf. Eq.
(21)] is denoted incoherent time-reversal MUSIC by analogy
with the classical incoherent MUSIC.17 As in the case of
time-reversal, this approach will not satisfy the phase-coherency
condition in general needed for a noisy case, because as
magnitudes only are involved, the noise-level can be signiﬁ-
cantly enhanced. Figure 5 top left and right images show the
result of employing this procedure with the same noise-cor-
rupted data as in the previous example. After applying a
band of frequencies (cf. Fig. 5 top right), the MUSIC
pseudo-spectrum is still not able to locate the scatterers well
and the noise level has also increased compared to the single
FIG. 3. Kirchhoff migration result at the
center frequency of 20 Hz (left) and using a
band of frequencies between 15 and 25 Hz
(right). The circles show the diffraction lim-
its at the true locations of the scatterers.
FIG. 4. Source-side time-reversal result of
20 Hz (top left), receiver-side time-reversal
result of 20 Hz (top right), bottom left and
right results are the same as the top left and
right results but now using a band of fre-
quencies between 15 and 25 Hz. The circles
show the diffraction limits at the true loca-
tions of the scatterers.
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frequency result (cf. Fig. 5 top left). The above series of
observations motivates the development of a phase-coherent
(PC) version of time-reversal MUSIC, as described in the
next section.
C. Phase-coherent (PC) MUSIC
A mixed-array time-reversal formulation has been intro-
duced earlier in the literature,14 which preserves the phase
and therefore can add coherently over a band of frequencies.
We adapt this idea and introduce the normalized mixed-array
time-reversal operation, replacing the ones in Eqs. (15)
(noise-case):
~AMix x;xð Þ ¼ g
H
0r x;xð Þ ~Psig;Mix xð Þg0s x;xð Þ
g0r x;xð Þk k g0s x;xð Þk k
; (24)
where we have denoted
~Psig;Mix xð Þ ¼ ~Usig xð Þ ~VHsig xð Þ: (25)
As shown in Appendix B [cf. Eqs. (B11) and (B15)], the
expected value of the noisy projection matrix is the same as
its noise-free counterpart, namely,
E ~Psig;Mix xð Þ
  ¼ Psig;Mix xð Þ: (26)
As a consequence,
E ~AMix x;xð Þ
  ¼ gH0r x;xð ÞE ~Psig;Mix xð Þ
 
g0s x;xð Þ
g0r x;xð Þk k g0s x;xð Þk k
;
¼ g
H
0r x;xð ÞPsig;Mix xð Þg0s x;xð Þ
g0r x;xð Þk k g0s x;xð Þk k
¼ AMix x;xð Þ: (27)
The question is now if an improved resolution can be
obtained by using a MUSIC type of approach. By analogy
with Eq. (14), we now introduce the PC-MUSIC operator
(noise assumed),
~PMIXED x;xð Þ ¼ 1
1 ~AMix x;xð Þ
; (28)
and for a band of frequencies (Dx) the PC-MUSIC pseudo-
spectrum can be generalized as
~PMIXED x;Dxð Þ ¼ 1
1 ~AMix x;Dxð Þ
; (29)
where
~AMix x;Dxð Þ ¼ 1
Nx
X
Dx
~AMix x;xð Þ: (30)
Due to the phase-condition in Eq. (27), it also follows
directly that
E ~AMix x;Dxð Þ
  ¼ 1
Nx
X
Dx
E ~AMix x;xð Þ
 
¼ 1
Nx
X
Dx
AMix x;xð Þ ¼ AMix x;Dxð Þ:
(31)
Hence, the PC-MUSIC pseudo-spectrum will have expected
values equal to that of the noise-free case at each scatterer loca-
tion. More precisely: the expected phase should be zero at the
same locations (for a single frequency or a band of frequencies).
We carried out a simple test to verify the noise model governed
by Eq. (28). Once again the acquisition geometry was according
to the one given in Fig. 2. The only difference was that the four
original scatterers were replaced by a single scatterer placed at
[0, 20 k]. The PC-MUSIC pseudo-spectrum was computed at
the center frequency using Eq. (28). The computation was
FIG. 5. Incoherent time-reversal MUSIC at
the center frequency of 20 Hz (top left) and
using a band of frequencies between 15 and
25 Hz (top right). The circles show the dif-
fraction limits at the true locations of the
scatterers. The bottom left and right ﬁgures
represent the 3-D views of top left and top
right, respectively.
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repeated 81 times and each time white noise was added to
the signal before SVD (variance of noise about 10% of rms-
amplitude of signal in time-domain). For each computation the
phase of the pseudo-spectrum at the exact scatterer location was
extracted. Figure 6 top shows how this phase varies in a random
manner for this ensemble of experiments. In addition, the indi-
vidual pseudo-spectra were added together and the phase of this
PC-MUSIC operator was calculated again at the scatterer point
(shown as a solid curve in Fig. 6 top). As expected, the phase of
the PC-MUSIC operator is now close to zero at the target loca-
tion [as predicted from Eqs. (27) and (28)].
The time-reversal part of the PC-MUSIC operator in Eq.
(29) has the phase-coherency property sought after.14 It is
therefore likely to expect that PC-MUSIC also shows the
same property. More speciﬁcally, its pseudo-spectrum should
have a phase close to zero at each scatterer location after fre-
quency summation. This is also supported by the results
obtained in Fig. 6 top. Because the random phase behavior
observed in this ﬁgure will occur for every available fre-
quency, the phase variation with frequency will consequently
also vary randomly at the location of a scatterer. To verify
this assumption we repeated the previous experiment except
with one change: Instead of varying the number of experi-
ments for a ﬁxed frequency we varied the frequency by scan-
ning through the deﬁned band (same as before). For each
individual frequency the phase of the pseudo-spectrum was
computed at the target location. Finally, each pseudo-spectrum
was added based on Eq. (29) to demonstrate the inherent
phase-coherency characteristic. The results are summarized
in Fig. 6 bottom. It can easily be seen that the phase is close
to zero (solid curve) after frequency-summation.
After having carefully analyzed the characteristics of
the proposed PC-MUSIC operator, it is time to compare its
performance with that of incoherent time-reversal MUSIC.
Figure 7 represents the equivalence of the previous results
given in Fig. 5. It can easily be seen that phase-coherent
MUSIC gives a super-resolved image of all scatterers
(cf. Figure 7 right). In addition, we can observe that each
location spot size is smaller than the classical resolution
limit. For completeness the result obtained using a single
(center) frequency is shown in Fig. 7 left. As expected, a sin-
gle frequency is, in general, not sufﬁcient and a coherent
summation over a band is needed.
FIG. 6. (Color online) Phase of PC-MUSIC pseudo-spectrum at the scat-
terer location for noisy data. (Top) 81 repeated experiments and (bottom) 81
different frequency bins. Solid curve represents phase after averaging based
on PC-MUSIC pseudo-spectra.
FIG. 7. Phase-coherent MUSIC for a single
frequency (top left) and a band (top right).
The circles show the diffraction limits at the
true locations of the scatterers. The bottom
left and right ﬁgures represent the 3-D
views of top left and top right, respectively.
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III. EXPERIMENTAL ULTRASOUND DATA RESULTS
The performance of the phase-coherent MUSIC algo-
rithm in Eq. (29) was investigated employing water-tank RF
data.18 The experimental setup included an 18.5 mm long
linear transceiver array consisting of 96 source-receiver ele-
ments and 2 wire targets (cf. Figure 8 left) that can be con-
sidered as point-like scatteres in the plane of insoniﬁcation.
The transducers were driven at a frequency of 4 MHz and
the received signals were sampled at a frequency of 20
MHz. In order to demonstrate the super-resolution (i.e.,
beyond the classical diffraction limit) properties of PC-
MUSIC, we reduced the number of array elements in use to
simulate a subset of separate source and receiver arrays with
41 elements each. (cf. Figure 8 right). The targets were
placed approximately 46 mm away from the transducers
(with a slight tilt and a shift to the right) and separated by
slightly less than 2 mm (cf. Figure 8 right). The Rayleigh
spatial resolution limit for a 41 element array with each ele-
ment separated by half a wavelength of 0.375 mm (com-
puted for a maximum frequency of 4 MHz) is about 2.2 mm.
This distance exceeds the actual separation between the two
scatterers. Consequently, conventional imaging algorithms
like Kirchhoff migration will not be able to resolve the two
scatterers given a maximum frequency limit of 4 MHz.
As a result of experimental noise the separation between
the signal and noise subspaces is not ideal. However, for the
frequency band considered in this experiment (3.7 MHz to
4.0 MHz) two dominating singular values still exist, as
shown in Fig. 9. Note that the singular values get smaller
with increasing frequency. This is caused by the instrument
response having a center frequency of 3.5 MHz, not cor-
rected for here.
In the following, PC-MUSIC was compared with stand-
ard (phase-incoherent) time- reversal MUSIC as well as
Kirchhoff migration. The results obtained for a single fre-
quency of 4 MHz (corresponding to the center frequency)
are shown in Fig. 10. For both types of MUSIC methods the
results are not of super-resolution quality and Kirchhoff
migration could not resolve the two scatterers.
Next, the idea of adding over the available frequency
band between 3.7 and 4.0 MHz is tested out (cf. Figure 11).
On comparison with Fig. 10 the following observations can
be made: (i) standard time-reversal MUSIC has virtually not
improved as expected, (ii) Kirchhoff migration is not able to
FIG. 8. Measurement setup (left)
and simpliﬁed view in the plane of
insoniﬁcation (right). The white
arrows in the left plot show the tar-
get wires and the red arrow shows
the transducer. The green rectangle
deﬁnes the image size employed in
the experimental analysis.
FIG. 9. (Color online) Distribution of singular values over the selected fre-
quency band.
FIG. 10. Standard time-reversal MUSIC (left), Kirchhoff migration (middle),
and phase-coherent MUSIC (right). Single frequency of 4 MHz employed
(center frequency). The white circles show the classical diffraction
limits.
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resolve the two scatterers because they are separated above
the Rayleigh spatial resolution limit, and (iii) the best resolu-
tion can be observed for phase-coherent MUSIC, which
provides a super-resolution result of the two scatterers demon-
strating that experimental noise can be handled well by this
improved technique.
IV. CONCLUDING REMARKS
A modiﬁed MUSIC algorithm has been introduced,
which enables a phase-coherency property to be introduced
in the standard-type time-reversal MUSIC algorithm. In this
way the effect of random noise can be averaged by consider-
ing a band of frequencies. The feasibility of such an
approach is supported by the fact that the expected value of
the MUSIC pseudo-spectrum in the case of random noise is
identical to that of the noise-free case (at least within a line-
arized noise analysis). The validity of this noise model is
veriﬁed through Monte Carlo simulations.
The phase-coherent MUSIC algorithm proposed in this
paper has been tested employing experimental ultrasound data
acquired in a water tank. The target consisted of two thin
wires, which in the plane of insoniﬁcation could be regarded
as two point scatterers. Using the frequency band of the exper-
imental data it was demonstrated that the new PC-MUSIC
algorithm has the potential of giving signiﬁcantly better
resolved scatterers than both standard time-reversal MUSIC
and prestack migration (Kirchhoff type). Future work with
this algorithm will include investigating its possible extension
to the case of non-point like target objects.
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APPENDIX A: THE TIME-REVERSAL CONCEPT
In this appendix we provide a brief summary of the con-
cept of time-reversal, which plays a crucial role in the work
presented in the main text. Without loss of generality, our
discussion of the time-reversal process will be focused on
the so-called two-transceiver array situation. In that case, the
experimental setup is still the one shown in Fig. 1, however
both the source and receiver arrays act as transceiver arrays.
For simplicity, we also assume a noise-free case. Two differ-
ent time-reversal experiments can be carried out. In the ﬁrst,
signals are transmitted from array 1 and measured at array 2
(subscripts indicate array number)
r2 xð Þ ¼ K xð Þs1 xð Þ: (A1)
Time-reversal of measurement, r2(x), and detection at trans-
ceiver array 1 satisﬁes, by deﬁnition,
r1 xð Þ ¼ KT xð Þr2 xð Þ; (A2)
in which the superscript T denotes matrix transpose and
the superscript * represents complex conjugation, which
corresponds to time-reversal in the frequency domain. Sub-
stitution of Eq. (A1) into Eq. (A2) and taking complex con-
jugates on both sides, yields
r1 xð Þ ¼ KH xð ÞK xð Þs1 xð Þ ¼ T1 xð Þs1 xð Þ: (A3)
The matrix T1(x)¼KH(x)K(x) is now the time-reversal op-
erator 5,16 with respect to transceiver array 1. Correspond-
ingly, by considering the alternative experiment where
signals are emitted from array 2, time-reversed, and then
measured at receiver array 1 gives the following relationship
r2 xð Þ ¼ K xð ÞKT xð Þs2 xð Þ ¼ T2 xð Þs2 xð Þ; (A4)
where the matrix T2(x)¼K*(x)KT(x) is the time-reversal
operator16 with respect to transceiver array 2. Specializing to
the original problem, where transceiver array 1 represents
the source array and transceiver array 2 is the receiver array,
it is straightforward to show that16
T1 xð ÞPsig;s xð Þ ¼ R2sig xð ÞPsig;s xð Þ; (A5)
and
T2 xð ÞPsig;r xð Þ ¼ R2sig xð ÞPsig;r xð Þ; (A6)
where R2sig ¼ RsigRsig, in which Rsig is the signal-subspace
eigenvalue matrix deﬁned in Eq. (4). Hence, the source-side
projection vectors correspond to the eigenvectors of the
time-reversal operator T1. Correspondingly, the receiver-
side projection vectors correspond to the eigenvectors of the
time-reversal operator T2.
FIG. 11. Standard time-reversal MUSIC (left), Kirchhoff migration (middle),
and phase-coherent MUSIC (right). Frequency band 3.7–4.0 MHz. The white
circles show the classical diffraction limits.
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APPENDIX B: LINEARIZED NOISE ANALYSIS OF
TIME-REVERSAL AND PHASE-COHERENT MUSIC
Here we make use of a ﬁrst-order perturbation expan-
sion of an SVD for the purpose of analyzing the effect of
noise on the projection matrices required for generating both
the time-reversal and phase-coherent MUSIC pseudo-spec-
tra. We are mainly interested to show quantitatively the
effect of noise on the expected values of both the time-rever-
sal and phase- coherent MUSIC projection matrices dis-
cussed in Sec. II.A and Sec. II.B. More speciﬁcally, our aim
is to prove Eqs. (17) and (26) given in the main text.
Adapting the second-order perturbation described in
Ref. 13, and simplifying it to ﬁrst-order (see also Ref. 11),
we consider the perturbed noise and signal singular vector
matrix components in the form
~Usig ¼ Usig þ U?R;
~U? ¼ U? þ UsigQ;
(B1)
for the matrix components of the left-hand side matrix
~U ¼ ½ ~Usig ~U?, and
~Vsig ¼ Vsig þ V?M;
~V? ¼ V? þ VsigL;
(B2)
for the matrix components of the right-hand side matrix
~V ¼ ~Vsig ~V?
 
. Here, Q, R, L, and M represent the perturba-
tion coefﬁcient matrices. The orthogonality between the sig-
nal and nil space is expressed as [compare with Eqs. (5)]
~UH? ~Usig ¼ 0;
~VH? ~Vsig ¼ 0:
(B3)
Substitution of Eqs. (B1) and (B2) into Eq. (B3) gives
R ¼ QH;
M ¼ LH: (B4)
Explicit expressions for the perturbation matrices R and M
can be obtained as11
R ¼ UH?NVsigR1sig ;
M ¼ VH?NHUsigR1sig ;
(B5)
where signal-subspace, singular-value matrix, Rsig, and noise
matrix, N, are given by equations (1), (3), and (4) in the
main text. Eqs. (B5) permit derivation of the following im-
portant results,
E R½  ¼ UH?E N½ VsigR1sig ¼ 0;
E M½  ¼ VH?E NH
 
UsigR
1
sig ¼ 0:
(B6)
A. Computation of projected matrices and their
expected values
Under the formulations (B1) and (B2), the projected
matrices, ~Psig;r, ~Psig;s, and ~Psig;Mix, can be written as
~Psig;r ¼ Usig þ U?R
 
Usig þ U?R
 H
;
~Psig;s ¼ Vsig þ V?M
 
Vsig þ V?M
 H
;
~Psig;Mix ¼ Usig þ U?R
 
Vsig þ V?M
 H
:
(B7)
After a little algebra, the above equations can be recast into
the alternative form
~Psig;r ¼ U?RRHUH? þ Psig;r þ ~Xsig;r;
~Psig;s ¼ V?MMHVH? þ Psig;s þ ~Xsig;s;
~Psig;Mix ¼ U?RMHVH? þ Psig;Mix þ ~Xsig;Mix;
(B8)
in which we have denoted
~Xsig;r ¼ UsigRHUH? þ U?RUHsig;
~Xsig;s ¼ VsigMHVH? þ V?MVHsig;
~Xsig;Mix ¼ UsigMHVH? þ U?RVHsig:
(B9)
We are now ready to compute the expected values of the
projected matrices in Eqs. (B8). In view of Eqs. (B6), we
readily observe that
E ~Xsig;r
  ¼ UsigE RH UH? þ U?E R½ UHsig ¼ 0;
E ~Xsig;s
  ¼ VsigE MH VH? þ V?E M½ VHsig ¼ 0;
E ~Xsig;Mix
  ¼ UsigE MH VH? þ U?E R½ VHsig ¼ 0:
(B10)
As a consequence, we ﬁnd from Eqs. (B8),
E ~Psig;r
  ¼ U?E RRH UH? þ Psig;r;
E ~Psig;s
  ¼ V?E MMH VH? þ Psig;s;
E ~Psig;Mix
  ¼ U?E RMH VH? þ Psig;Mix:
(B11)
Under the use of Eqs. (B4) and (B5), we now observe that
RRH ¼ UH?NVsigR1sig
h i
UH?NVsigR
1
sig
h iH
¼ UH?NVsigR2sigVHsigNHU?
¼ UH?N
XD
i¼1
1
r2sig;i
tsig;it
H
sig;iN
HU?;
(B12)
from which
E RRH
 ¼UH? XD
i¼1
1
r2sig;i
E Ntsig;it
H
sig;iN
H
h i !
U?
¼UH?
XD
i¼1
1
r2sig;i
E
XNs
k¼1
tsig;i kð Þnk
XNs
l¼1
tsig;i lð ÞnHl
" # !
U?
¼UH?
XD
i¼1
1
r2sig;i
XNs
k¼1
XNs
l¼1
tsig;i kð Þtsig;i lð Þ
	 

E nkn
H
l
  !
U?
¼UH?
XD
i¼1
1
r2sig;i
XNs
k¼1
XNs
l¼1
tsig;i kð Þtsig;i lð Þ
	 

r2Idk;l
 !
U?
¼UH?
XD
i¼1
1
r2sig;i
tsig;i
 r2I
 !
U?¼fr2I; (B13)
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where tsig,i(k) represents the k-th element of the vector tsig,i,
tsig;i(l) represents the l-th element of the vector t
H
sig;i, nk is
the k-th column vector of N, nl is the l-th row vector of N
H,
and f is given by Eq. (20). In the same way, we have
E MMH
  ¼ VH? XD
i¼1
1
r2sig;i
E NHusig;iu
H
sig;iN
h i !
V?
¼ fr2I; (B14)
and the same approach gives also
E RMH
 ¼UH? XD
i¼1
1
r2sig;i
E Ntsig;iu
H
sig;iN
h i !
V?
¼UH?
XD
i¼1
1
r2sig;i
E
XNs
k¼1
tsig;i kð Þnk
XNr
l¼1
usig;i lð Þn^l
" # !
V?
¼UH?
XD
i¼1
1
r2sig;i
XNs
k¼1
XNr
l¼1
tsig;i kð Þusig;i lð ÞE nkn^l½ 
 !
V?
¼ 0; (B15)
where n^l is the l-th row vector of N. Finally, using Eqs.
(B11) and (B13)–(B15), we readily recover Eqs. (17) and
(26) in the main text.
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