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We present a way to visualize and quantify renormalization group flows in a space of observables
computed using Monte Carlo simulations. We apply the method to classical three-dimensional clock
models, i.e., the planar (XY) spin model perturbed by a Zq symmetric anisotropy field. The method
performs significantly better than standard techniques for determining the scaling dimension yq of
the Zq field at the critical point if it is irrelevant (q ≥ 4). Furthermore, we analyze all stages of the
complex renormalization flow, including the cross-over from the U(1) Nambu-Goldstone fixed point
to the ultimate Zq symmetry-breaking fixed point due to the relevance of the Zq field inside the
ordered phase. We expect our method to be particularly useful in the context of quantum-critical
points with inherent dangerously irrelevant operators that cannot be tuned away microscopically
but whose renormalization flows can be analyzed exactly as we do here for the clock models.
The renormalization group (RG) provides a powerful
framework both for conceptual understanding of phase
transitions and for calculations [1–3]. A key concept is
that a universal critical point can be stable or unstable
in the presence of perturbations that exist at the micro-
scopic level in real physical systems or models. Whether
or not a perturbation is relevant and destabilizes the crit-
ical point depends on its scaling dimension. Similarly, an
ordered state can also be stable or unstable under the
influence of perturbations. Under an RG process, a sys-
tem flows in a space of couplings which change as the
length scale is increased under coarse graining of the mi-
croscopic interactions, until finally reaching a fixed point
corresponding to a phase or phase transition. At this
point, all the initially present irrelevant couplings have
decayed to zero.
RG flows can also be defined of physical observables
in finite-size calculations, e.g., Monte Carlo (MC) simu-
lations. The RG framework leads to scaling forms that
are very useful for analyzing numerical data—a proce-
dure some times called phenomenological renormaliza-
tion [3–5]. Here we build on these ideas and extend the
standard finite-size scaling of an observable to an entire
flow in a space of two or more observables directly as-
sociated with relevant or irrelevant couplings of inter-
est. The method is particularly useful for visualizing
and quantifying so-called dangerously irrelevant pertur-
bations (DIPs)—those that are irrelevant at a critical
point but become relevant upon coarse graining at any
point inside an adjacent ordered phase [6].
Scaling and RG flows.—Consider a d-dimensional lat-
tice model of length L which can be tuned to a critical
point by a relevant field t; for definiteness we use the
temperature (t = Tc − T ). With a local operator mi
and its conjugate field h, we add a term hM = h
∑
imi
to the Hamiltonian H; for simplicity we will just write
M = Ldm. We ask whether this perturbation is relevant
or irrelevant, and we would like to find the corresponding
scaling dimension ∆ of m.
In a conventional RG calculation, a flowing field h′ is
computed under a scale transformation. Here we will in-
stead vary the system size, which effectively lowers the
energy scale, and calculate the response 〈m〉 using MC
simulations. Together with some quantity Q character-
izing the critical point and phases of the system, we can
trace out curves (MC RG flows) (Q, 〈m〉)L as L increases
for fixed values of h and T . These flows are very similar
to conventional RG flows in the space (t, h′).
To relate the flows to exponents, the singular part of
the free-energy density can be expressed in the finite-size
scaling form fs(t, h, L) = L
−dFs(tL1/ν , hLy). At t = 0,
the h dependent part is fs ∝ hLy−d to leading order,
and from the Hamiltonian we have fs = h〈m〉 ∝ hL−∆;
thus, the standard relationship y = d − ∆ holds. The
perturbation is irrelevant at the critical point if y < 0,
but, in the case of a DIP, it eventually becomes relevant
as L increases in the ordered phase. The cross-over length
scale ξ′ ∝ t−ν′ (only for t > 0, i.e., T < Tc) diverges faster
than the conventional correlation length ξ ∝ |t|−ν .
To take both divergent length scales properly into ac-
count, i.e., to reach the regime where tL1/ν
′
is large, we
adopt the two-length scaling hypothesis introduced in a
different context in Ref. [7] and write the free energy as
fs(t, h, L) = L
−dFs(tL1/ν , tL1/ν
′
, hLy, λL−ω), (1)
where we have also included a generic scaling correction
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FIG. 1. MC RG flows for the q = 6 model. Each set of con-
nected dots represents a fixed T , with the dots corresponding
to system sizes L = 2, 3, 4, . . . (moving toward the edges of
the diagram with increasing L). The flows at the highest and
lowest T , as well as T = Tc, are shown with bigger dots in
black, red and blue respectively, while the smaller dots with
transitional colors represent temperatures in between. The
inset shows detailed flows in the critical region.
with exponent ω > 0. The exponents ν′ and y arise
from the same DIP and there is a relationship between
ν, ν′, and y, which has been the subject of controversy
[8–11]. Here we will derive the relationship from Eq. (1)
and show how the complex MC RG flow in the space of
two observables can be explained and used to extract the
exponents y = d−∆ and ν′.
Models and observables.—We study three-dimensional
(3D) classical clock models on the simple cubic lattice,
H = −
∑
〈i,j〉
cos(θi − θj)− h
∑
i
cos(qθi), (2)
with θ ∈ [0, 2pi). Based on previous studies [8–14], for
q ≥ 4 the phase transition for fixed h at T = Tc belongs
to the 3D U(1) universality class, i.e., the clock field h
is irrelevant. However, for T < Tc the field is relevant,
bringing the U(1) symmetry of the order parameter down
to a q-fold cyclic permutation symmetry Zq when consid-
ered above the DIP length scale ξ′q.
In our MC simulations [15], for a given spin con-
figuration we compute the magnetization components
Mx =
∑
i cos(θi), My =
∑
i sin(θi), and then M =
(M2x +M
2
y )
1/2 and the global angle Θ = arccos(Mx/M).
The angular order parameter can now be defined as
φq = 〈cos(qΘ)〉, (3)
which becomes non-zero in response to the Zq field. This
quantity was used to study the length scale ξ′q [9, 10, 12]
(with a slightly different definition in Refs. [9, 12]), but
here we will use it in a different way. For T ≥ Tc, φq →
0 when L → ∞, while φq → 1 for T < Tc. We will
use φq in combination with the Binder cumulant U =
2 − 〈M4〉/〈M2〉2, which takes the limiting forms U → 0
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FIG. 2. Log-log plot of the critical angular order parameter
φq vs the linear system size L for several q and h values. The
fitting lines correspond to the power-law form φq ∝ L−|yq|
and the resulting exponents are summarized in Table. I.
(T > Tc), U → 1 (T < Tc) and U → UXY = 0.757 (at
T = Tc with 3D XY universality [17]).
MC RG Flows.—Fig. 1 shows flows of (U, φq)L for
the q = 6 model with hard constraints, i.e., h → ∞
in Eq. (2). Results for q = 4, 5 are discussed in Sup-
plemental Material (SM) [16], where we also determine
Tc(h) for q = 4, 5, 6. The coarse-graining process is man-
ifested as the changes in the two observables for fixed T
with increasing L. The high-T Gaussian fixed point (G)
is located at (U, φq) = (0, 0); the critical 3D XY point
at (UXY, 0), the low-T U(1) symmetry breaking Nambu-
Goldstone (NG) fixed point at (1, 0), and the fixed point
with Zq symmetry breaking is at (1, 1). For T ≥ Tc,
we observe uncomplicated flows to the respective fixed
points, while for T < Tc we observe clearly two stages in
the flow away from the XY point, first toward the NG
point and then followed by an NG to Zq crossover. While
qualitatively this is expected, a complete understanding
of the different stages of RG is still lacking.
Scaling dimensions.—We first study the scaling dimen-
sion yq of the Zq field, following the red curve that tends
to the XY fixed point in Fig. 1. Previous MC estimates
used Zq anisotropy correlators in the pure XY model for
q = 4 [14]. Since the Zq field is irrelevant for q ≥ 4, the
decay power 2∆q of the correlation function is larger than
6, which makes it difficult to determine ∆q accurately
(see SM [16] for some results). The decay of the induced
φq is analyzed in Fig. 2 for q = 4, 5, 6 at selected h values.
Here it is important to note that Θ in Eq. (3) is a global
angle, implicitly not normalized by the system volume,
and φq therefore corresponds to that of M = Nm in the
general discussion above, thus, φq ∝ L−∆q+d = L−|yq|.
We summarize the scaling results for yq in Table. I.
For q = 4 the Zq field may only be irrelevant for rel-
atively small h values; for the hard case (h = ∞) the
system is equivalent to two decoupled Ising models, and
3TABLE I. Scaling dimensions yq of the Zq field for q = 4, 5, 6.
The numbers within parenthesis indicate the statistical errors
(one standard deviation) of the preceding digit.
yq
q
4 5 6
Ref. [8] -0.2 -1.5 -3.0
Ref. [11] -0.114 -1.16 -2.29
Refs. [10, 14] -0.108(6) -1.25 -2.5
This work -0.114(2) -1.27(1) -2.55(6)
for h = 2 the phase transition already seems to not be in
the XY universality class [12]. Here we use h = 1. Our
MC simulations extend up to L = 120, and to eliminate
effects of scaling corrections we have excluded small sys-
tems until a good fit obtains. Our result y4 = −0.114(2)
agrees well with the best previous numerical result [14],
but the error bar is three times smaller. It also matches
very well a high-order nonperturbative expansion [11].
For q = 5, we have used several h values and a joint fit
to all data was applied with a common exponent but h
dependent prefactors. Our result y5 = −1.27(1) is close
to an extrapolated value from simulations for smaller q
[10] but differs significantly from the field-theory expan-
sions [8, 11]. For q = 6 we obtain y6 = −2.55(6), which
again agrees well with the extrapolated value [10] but
differs from those in Refs. [8, 11]. For all the q values
studied, our results show that the first-order -expansion
[8] overestimates y6, while the nonperturbative expansion
[11] underestimates it for q > 4.
Having determined the scaling dimensions, the Zq or-
der parameter in the ordered phase takes the form
φq = L
yqΦ(tL1/ν , tL1/ν
′
q ), (4)
where we neglect the irrelevant arguments in Eq. (1) as
they merely produce corrections here. We will consider
q = 6 specifically but keep the general-q notation.
Scaling near the XY point.—To quantify the flow for
T < Tc near the XY critical fixed point (U, φq) =
(UXY, 0), we consider the minimum distances of the fixed-
t curves to this point in Fig. 1. Here both arguments in
Eq. (4) are small, and we can use a first-order expansion.
Since tL1/ν
′
q  tL1/ν , the former can be neglected;
φq ∝ Lyq (1 + tL1/ν), (5)
where we do not include unimportant factors for simplic-
ity. The Binder cumulant scales as
U = U(tL1/ν) = UXY + tL
1/ν + L−ω, (6)
where ω is the smallest correction exponent affecting U .
The distance d1 to the XY fixed point is
d1 ∝
√
(tL1/ν + L−ω)2 + L2yq (1 + tL1/ν)2. (7)
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FIG. 3. (a) The distance d1(L) to the XY fixed point for
several temperatures. The black and blue solid circles corre-
spond to 2.193 and T = 2.201, respectively, with the open
circles showing temperatures in between. (b) Power law be-
haviors in t at the minimums [the red dots in (a)]. D1 is the
minimum distance and L1 the corresponding size.
Since ω  |y6|, d1 is dominated by the first term in
Eq. (7); d1 ∝ tL1/ν + L−ω. Minimizing for fixed t gives
the distance D1 and the corresponding system size L1
D1 ∝ t
ω
1/ν+ω = t0.39(2), L1 ∝ t−
1
1/ν+ω = t−0.412(4), (8)
where we have used the known value ν = 0.6717(1). For
the correction, we use ω = 0.94(3), which is the effective
value of this exponent for the XY model for the range of
system sizes we have reached [16]. In Fig. 3(a), we show
d1 for several temperatures versus L. We find the min-
imums by third-order polynomial fits. Fig. 3(b) shows
power-law fits to D1(t) and L1(t), where the exponents
are 0.372(1) and −0.404(4) respectively, consistent with
the expected values in Eq. (8). Using the true asymp-
totic exponent ω = 0.785(20) [17] leads to a worse, but
still reasonable agreement.
Another characteristic of the T < Tc curves in Fig. 1
is the minimum distance to the horizontal axis. This
RG stage between the XY and NG fixed points is still
governed by the XY criticality because tL1/ν and tL1/ν
′
q
are both small. Since tL1/ν
′
q  tL1/ν , φq is given by
Eq. (5) and the minimum value D2 and corresponding
system size therefore scale with t as (for q = 6)
D2 ∝ ty6ν = t1.71(4), L2 ∝ t−ν = t−0.6717(1). (9)
The expected exponents indicated above agree reason-
ably well with our fits in Fig. 4, where the exponents are
1.88(2) and −0.60(3), respectively. The mismatch of 2−4
error bars is likely due to neglected scaling corrections.
Cross-over exponent ν′q.—When tL
1/ν  1 but tL1/ν′q
is arbitrary, Eq. (4) must reduce to
φq = L
yq (tL1/ν)ag(tL1/ν
′
q ), (10)
where the exponent a follows from the physics of the
clock model. Specifically, we can ask how φq depends on
L at fixed t when the U(1) symmetry is barely broken
down to Zq, i.e., when φq  1. This is a subtle issue
at the heart of the long-standing controversy regarding
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FIG. 4. (a) Distances d2(L) of the curves in Fig. 1 to the x-
axis. The black and blue solid circles correspond to T = 2.06
and 2.14 respectively, and the open circles are for equally
spaced T in between these. The minimums (red dots) exhibit
scaling, as shown in (b) for the minimum distance D2 and the
corresponding size L2.
the symmetry cross-over [8–11, 18]. Instead of invoking
physical arguments, we will here simply posit that φq ∝
Lp in the regime where tL1/ν is large but tL1/ν
′
q remains
small [hence g ≈ 1 in Eq. (10)], and later show how p
can be consistently determined from the MC RG flows.
Thus, we have a = ν(p− yq) in Eq. (10);
φq = L
ptν(p−yq)g(tL1/ν
′
q ). (11)
This form should apply also when φq → 1, demanding
g → (tL1/ν′q )b with b = −ν(p− yq) and ν′q = −b/2. Then
ν′q = ν(1− yq/p) = ν(1 + |yq|/p), (12)
which for p = 3 agrees with Ref. [9], while for p = 2
it agrees with Refs. [10, 11]. When φq deviates from 1,
g → (tL1/ν′q )b[1− k(tL1/ν′q )], so that for large tL1/ν′q
φq → 1− k(tL1/ν′q ), (13)
where the function k must be dimensionless.
Where φq obeys the form Eq. (13), the exponent ν
′
q can
be determined by graphing φq versus x = tL
1/ν′q with ν′q
optimized for data collapse [9, 10]. Here we proceed in a
different way: The function k(x) can be Taylor expanded
around some arbitrary point x0 where φq = y0; φq =
y0 + a(x − x0), or φq = ax + b for some b. For fixed t,
we consider L = Lc for which φq(Lc) = c for some c,
which gives Lc ∝ t−ν′q . In Fig. 5(a) we extract Lc for
c = 0.5, 0.55, and 0.6. Analyzing the scaling behavior
with t in Fig. 5(b), we find ν′6 = 1.52(4). Thus, Eq. (12)
with |y6| = 2.55(6) is satisfied if p = 2, in agreement
with Refs. [10, 11]. From Eq. (11), the initial growth of
φq with L is then φq ∝ L2; not ∝ L3 [9].
Near the NG fixed point.—Finally we consider the dis-
tance to the NG fixed point (1, 0), where Eq. (11) applies
with g ≈ 1 (L  ξ and we will confirm that L  ξ′6).
U is close to 1, but should remain of the form U(tL1/ν)
because, as we will see, L and t for a given curve in the re-
gion of interest are related such that t→ 0 when L→∞.
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FIG. 5. (a) φ6 vs L for temperatures from T = 1.85 (blue
circes) and and 1.95 (black solid circles). The crossing points
with three horizontal lines at 0.5, 0.55, and 0.6 are analyzed
in (b), where a joint power-law fit is applied with a common
exponent but different prefactors.
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FIG. 6. (a) The distance d3(L) to the NG fixed point for
temperatures between T = 2.00 (black solid circles) and 2.05
(blue circles) (b) Power-law behaviors in t of the minimum-
distance quantities D3 and L3.
We need 1− U , which has a non-trivial scaling form
1− U ∝ (tL1/ν)−r, (14)
where it has been argued that, in some cases, r = dν = 3ν
[19]. However, this result is based on subtle assumptions
and may not be generic [20]. As shown in SM [16], r =
1.52(2) 6= 3ν for the XY model.
The distance to the NG fixed point is, from Eq. (14)
and Eq. (11) with ν(2− yq) = 2ν′q and g ≈ 1;
d3 =
√
L−2r/νt−2r + L4t4ν′ , (15)
and minimizing it leads to
D3 ∝
√
t2r(R−1) + t4(ν′q−Rν), L3 ∝ t−νR, (16)
where R = (r+2ν′q)/(r+2ν). For the q = 6 case we then
have D3 ∝ t0.9(1) and L3 ∝ t−1.07(3). From the analysis
in Fig. 6 the exponents are 1.19(3) and −1.14(2), respec-
tively, in reasonable agreement with the prediction, again
considering that we have not included any scaling correc-
tions. The cross-over behavior around the NG point is
also the most intricate of all the regions in the way the
two length scales intermingle.
Discussion.—The standard finite-size scaling hypothe-
sis in the presence of a DIP (see, e.g., Ref. [21]) includes
only tL1/ν and the irrelevant field hyq in Eq. (1). This
5form is sufficient for extracting the critical exponents
from simulations very close to Tc, up to |T−Tc| ∝ L−1/ν .
As we have shown here, the larger relevant variable tL1/ν
′
q
is necessary for describing the cross-over in which the
U(1) symmetry is fully broken down to Zq. By consider-
ing different necessary (for scaling) limiting forms when
the arguments are small or large, we have quantitatively
explained the entire MC RG flows. The different scal-
ing regions allow for consistency tests; in particular, as
regards the way ν′q is related to the scaling dimension
yq. This relationship involves subtle physical properties
of the system considered [8–11, 18], but can be fixed in
our approach without such knowledge. Thus, the method
can be used to test physical scenarios.
One area in which the MC RG flow method should be
very useful is in deconfined quantum criticality [22]. The
scaling ansatz with two relevant arguments was intro-
duced in that context to account for anomalous scaling
behavior in 2D quantum antiferromagnets [7], and the ex-
tended approach presented here should allow for further
tests. In this case the DIP cannot easily be tuned away
(except by studying completely different models [23]), be-
cause it is intimately connected to the lattice itself. Thus,
the method of studying scaling and RG flows in the pres-
ence of a finite DIP is ideal.
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We discuss further results that were used in the main text. In Sec. 1 we determine Tc for the q = 4, 5 and 6
clock models. In Sec. 2 we show MC RG flow diagrams for q = 4 and 5, complementing the q = 6 results in Fig. 1
in the main paper. In Sec. 3 we determine the scaling dimensions of the Zq perturbations using the conventional
correlation-function method for q = 1-4. In Sec. 4 we determine the exponent r governing the asymptotic form of the
Binder cumulant U(x) in Eq. (14), by MC calculations for large values of x = tL1/ν in the ordered phase.
1. Determination of critical temperatures
To extract the critical temperatures for the clock mod-
els with different q and h, we calculate the Binder cumu-
lant of the two-component vector order parameter,
U = 2− 〈M
4〉
〈M2〉2 , (S1)
with M =
√
m2x +m
2
y, where
Mx =
N∑
i=1
cos(θi), My =
N∑
i=1
sin(θi). (S2)
In a standard (L, 2L) crossing-point analysis [5] (de-
scribed in detail and tested, e.g., in the Supplemental
Information of Ref. [7]), we have computed the cumu-
lant for a series of system sizes around the critical point
in each model and used cubic polynomials to interpolate
and extract the crossing points defining the flowing crit-
ical temperature T ∗(L, 2L) and the associated cumulant
value U∗(L, 2L). In Fig. S1(a,b) we analyze the size de-
pendence of these quantities for all the models studied
in the main text. The infinite-size extrapolated Tc val-
ues are summarized in Table. SI. We have also tested
the consistency of the critical exponent ν of the correla-
tion length (obtained from the derivatives dU/dT at the
crossing points) and the universal value of the Binder cu-
mulant Uc with the 3D O(2) universality class [17]; the
TABLE SI. Critical temperatures for various q and h values.
The underlying analysis is presented in Fig. S1.
h
q
4 5 6
1.0 2.20465(1)
2.0 2.20239(1)
5.0 2.20357(1)
∞ 2.20502(1) 2.20201(1)
results with increasing L tend to values fully consistent
with the known numbers, as shown in Fig. S1(b) and (c),
though the error bars of the 1/ν estimates are large.
For the q = 6 case, we also present results for the
exponents of the scaling corrections in Fig. S1(a) and
(b). In (a), the fit to a power-law correction gives 1/ν +
ω = 2.45(3) and in (b) we similarily find ω = 0.94(3)
from the correction to Uc. These results do not agree
fully with the known values 1/ν = 1.4890(6) and ω =
0.78(2) [17], but if we fix 1/ν to its known value in the
estimate for 1/ν + ω, then the value of ω is statistically
consistent with the value from the U∗ fit. Since we have
only included one correction here, and influence from the
higher-order corrections may be significant still at these
system sizes, the exponent ω should be considered as an
“effective exponent”, whose value should approach the
true value for system sizes larger than those used here.
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FIG. S1. Extrapolations of critical-point quantities for differ-
ent q and h using the (L, 2L) cumulant-crossing point analysis
[7]. The fits to the running critical temperature at which the
two cumulants are equal is of the form T ∗(L, 2L) = Tc+aL−b,
where the exponent b should asymptotically (i.e., if sufficiently
large system sizes are used) tend to 1/ν+ω. In (b), the cumu-
lant at the crossing point is scaled as U∗(L, 2L) = Uc + cL−e,
where the exponent e = ω asymptotically and here we find
the effective value ω = 0.94(3). Small systems were system-
atically excluded until good fits were obtained. The orange
horizontal line shows the expected value of Uc in the 3D O(2)
universality class. In the case of 1/ν in (c), the estimated
finite-size values are noisy and we have not carried out fits
but merely show consistency with the known exponent (hori-
zontal line).
2. MC RG Flows for the q = 4, 5 clock models.
In addition to the q = 6 MC RG flows discussed in
the main paper, we have performed more limited simu-
lations of the cases q = 4 and 5. Results for the q = 5
hard-constrained model is shown in Fig. S2, with data
distributed mostly near the XY and NG fixed points.
For the system sizes available, there is no T for which we
can observe both the flow toward the NG fixed point and
the cross-over away from this point toward the Z5 fixed
point. However, we can see these parts of the flows sepa-
rately for suitably chosen temperatures (the two groups
0
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FIG. S2. MC based RG flows for the q = 5 hard clock model.
Each set of connected dots represents a fixed T and different
system sizes. The flows for increasing L are directed toward
the edges of the graph. We show one set of curves close to
the critical flow (shown in red, with the larger points cor-
responding to T = Tc), and another set (shown in blue) at
lower temperatures where the cross-over to the Z5 point at
(U, φ6) = (1, 1) can be observed clearly. The system sizes
start at L = 8 for the group of curves at and close to Tc and
at L = 16 for the other group. The maximum sizes vary from
L = 48 to 120. Statistical errors are reflected in the degree of
unsmoothness in the curves.
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FIG. S3. MC based RG flows for the q = 4 clock model with
h = 1. Each set of connected dots represents a fixed T , with
the dots corresponding to system sizes L = 4, 6, 8, . . . , 32. The
T = Tc points are shown with bigger red dots corresponding
to system sizes L = 8, 16, 24, . . . , 120.
of curves in Fig. S2). On a qualitative level the flows are
very similar to the q = 6 case.
Figure S3 shows results for the case q = 4, h = 1.
At first sight, the flows here appear to be very different
from the q = 5, 6 cases. However, this should just be
due to the small scaling dimension of the Z4 field, |y4| ≈
0.11 (Table I in the main paper). This means that φ4
decays very slowly with increasing system size, as is clear
both from Fig. 2 in the main paper and the red set of Tc
data in Fig. S3. For the system sizes available, there are
not yet any sign of flows toward the NG point before
the ultimate flow toward the Z4 fixed point. For very
large system sizes we expect that such cross-over behavior
3should be manifested also in this case, but to observe it
requires a clear separation of the length scales ξ ∝ t−ν
and ξ′q ∝ t−ν
′
q . Since in this case the difference between
the exponents is very small, ν′4 − ν = ν|y4|/2 ≈ 0.04, if
we would like to have, say, ξ′/ξ = 10, we need t ≈ 10−25
(assuming all proportionality factors are of order one).
From our analysis of the flow away from the NG fixed
point, summarized as Eq. (16), we then have roughly
Lc ≈ t−1 ≈ 1025 for the system size where the cross-
over will occur. This length scale is clearly beyond any
current or future MC calculations.
3. Scaling dimensions yq from correlation functions
in the XY model
The standard way to obtain the scaling dimension of an
irelevant or relevant operator is to compute the related
correlation function at the critical point in the model
without the perturbation. In the case of the 3D XY
model, the best MC calculation of the scaling dimen-
sion of the Z4 clock perturbation is in Ref. [14]. Because
of the rapid decay of the correlation functions for larger
q, no MC results based on the conventional method are
available for q > 4, as far as we are aware. Our method
presented in the main paper can reach larger q because
of the slower decay of the induced operator expectation
value in the presence of the perturbtaion.
Here we contrast the conventional and new method by
considering the q = 4 case, computing the Zq correlator
with MC simulations at the 3D XY critical point, using
Tc = 2.20184 [17]. The local operator corresponding to
the Zq field can be taken as:
m(q, ri) = cos(qθi), (S3)
and we study the corresponding correlation function
C(q, r) = 〈m(q, ri)m(q, rj)〉 = 〈cos(qθi − qθj)〉, (S4)
where r = ri−rj and the global rotational symmetry has
been taken into consideration.
In Fig. S4 we analyze the long-distance correlation
function C(q, rm) in the three different lattice directions
(i.e., rm is half the system length in the respective di-
rections), as indicated in the inset of the figure. The
asymptotic form should be
C(q, rm) ∼ aL−2∆q (1 + bL−ω), (S5)
where ∆q = 3 − yq, with yq being the scaling dimension
of the Zq field, and we have also included a scaling cor-
rection with exponent ω. We perform joint fit to Eq. (S5)
with the MC data along all three directions, where same
exponents but different prefactors a are used.
In Fig. S4 we present results for q = 1, 2, 3, i.e., the
cases in which the Zq fields are relevant. The results for
TABLE SII. Scaling dimension of the Zq field based on the
fits in Fig. S4 and compared with previous numerical results.
q 1 2 3
yq 2.481(1) 1.7677(4) 0.876(13)
2.4810(3) [17] 1.7639(11) [14] 0.8915(20) [14]
the scaling dimensions are summarized in Table SII and
compared with previous MC studies [14, 17]. The agree-
ment is good, and in the case of q = 2 we improve on
the statistical error. We should note here that the previ-
ous study used a system-volume integrated correlator, for
which the statistical errors of the correlations are smaller
but the corrections may be larger.
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FIG. S4. The correlation function C(q, rm) defined in Eq. (S4)
vs L for q = 1, 2, 3 (relevant perturbations). Joint fits along
all three directions were performed according to Eq. (S5). For
given q, we impose the same decay exponent for all three di-
rections as well as a common exponent of a scaling correction.
The resulting scaling dimensions are listed in Table SII.
When the Zq field becomes irrelevant, the decay expo-
nent of the correlation function grows larger than 6, and
it becomes extremely hard to extract the scaling dimen-
sion in this way. We show our q = 4 data in Fig. S5. Here
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FIG. S5. The Zq anisotropy correlation function for q = 4.
The line has slope given by the scaling dimension −2∆4 =
−6 + 2y4 = −6.23 from Table I in the main paper.
4we do not report any results of fitting, but only indicate
the expected decay power 2∆ = (3 + |y4|) ≈ 6.23 based
on the scaling dimension yq ≈ −0.114 extracted with the
alternative method in the main paper.
Here we should again note that the previous MC study
[14] used a system-integrated correlator, for which the
decay exponent is 2(3 −∆q) = 2yq. With the larger ex-
ponent due to summation over the system volume, the
error bars are significantly reduced and the results were
therefore considerably less noisy than in the data pre-
sented here. The long-distance correlator is possibly less
affected by scaling corrections, though we have not tested
this. Our approach of explicitly including the field still
appears to work better, having a decay exponent of just
yq. Our main purpose of studying the Zq correlation
functions here was mainly to establish the consistency
between the two approaches.
4. Asymptotic form of the Binder cumulant
Recall that, in the critical finite-size scaling form of
some singular quantity A,
A(t, L) = Lσg(tL1/ν), (S6)
the exponent σ must be compatible with the asymptotic
form of the scaling function g(x), x = tL1/ν . This be-
havior is connected to the size-independent scaling form
in the thermodynamic limit, A ∝ tκ (where κ is a generic
notation for the critical exponent for the quantity in ques-
tion), which is obtained if g → xκ when x → ∞ (i.e.,
L → ∞ for fixed small t). Then, to eliminate the L
dependence we must have σ = −κ/ν.
In the case of the dimensionless Binder cumulant U ,
σ = 0 and, accordingly, the corresponding scaling func-
tion g(x) in Eq. (S6) must take the form g → c, where
c is a constant which we know takes the value c = 1 in
the ordered phase (while c = 0 in the disordered phase).
The scaling form does not immediately tell us how g ap-
proaches 1, however, which is what we need in the anal-
ysis of the flow close to the NG fixed point in the main
paper. It should be noted that the scaling regime of
interest here does not yet correspond to Gaussian fluc-
tuations in the ordered phase, because t approaches zero
with increasing length-scale, as shown in the main paper.
A natural assumption is that 1− g(x) takes a power-law
form, 1−g(x) ∝ x−r, corresponding to the form of 1−U
in Eq. (14). The exponent r should presumably also be
related to the critical exponents of the universality class
in question.
Surprisingly, while the Binder cumulant is one of the
most important quantities used to characterize critical
points in numerical studies [4, 5], the asymptotic form of
1 − U has not been extensively studied—the focus has
naturally been on the behavior for small arguments; x =
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FIG. S6. MC results for the 1−U of the 3D XY model (a) and
the q = 6 hard clock model (b) for different system lengths
L. The temperatures are below Tc for each model and the
data are shown versus tLν , with t = Tc − T . In (a), the line
is a fit to the L = 256 data, giving the exponent r = 1.52(2).
In (b), the line has the same slope and is drawn through the
data sets for tLν in the range 50 ∼ 100.
0 and x ≈ 0. We are only aware of Privman’s work on
the asymptotic x → ∞ behavior [19, 20]. He argued
that r = dν but also pointed out that the assumptions
underlying this conclusion are somewhat speculative and
untested.
To investigate the scaling behavior, we have carried
out systematic MC calculations of the 3D XY model and
the q = 6 clock model inside their ordered phase in order
to extract the exponent r independently. Our results for
the XY model are shown in Fig. S6(a). We performed
dedicated simulations targeting 1 − U for system sizes
up to L = 256 for a wide range of the scaling variable
tL1/ν , sufficient to reliably observe data collapse and an
asymptotic power-law form. A fit to the L = 256 data
gives the exponent r = 1.52(2), which is clearly different
from Privman’s prediction r = 3ν ≈ 2.02 [19, 20]. As
Privman pointed out, there are subtle assumptions made
in the derivation of his result, and the behavior may not
be generic. In the case here, the exponent is consistent
within statistical errors with the exponent 1/ν, but we
see no obvious reason for this value.
In the case of the clock model, results for which are
shown in Fig. S6(b), we have just plotted the same data
that we used in the main paper, going up only to L = 64.
5The data forming a group in the range tL1/ν ≈ 50 ∼ 100
are fully consistent with the same exponent as in the
XY model, and for lower values of the scaling variable
the behaviors are also very similar. For small and mod-
erate values of tL1/ν it is clear that the clock and XY
models should behave very similarly in this regard, since
the clock field close to Tc is irrelevant. However, when
tL1/ν is larger, e.g., when tL1/ν ≈ 100 in in Fig. S6(b),
there could in principle be a cross-over behavior also in
U , where tL1/ν
′
q may impact the scaling behavior (per-
haps as a correction) when it also reaches large values.
We do not see any evidence of a break-down of the tL1/ν
scaling, however.
It would be intersting to study 1 − U also for other
models, to test the generality of the results found here.
