In this article, we answer the following question: If the wave equation possesses bound states but it is exactly solvable for only a single non-zero energy, can we find all bound state solutions (energy spectrum and associated wavefunctions)? To answer this question, we use the "tridiagonal representation approach" to solve the wave equation at the given energy by expanding the wavefunction in a series of energy-dependent square integrable basis functions in configuration space. The expansion coefficients satisfy a three-term recursion relation, which is solved in terms of orthogonal polynomials. Depending on the selected energy we show that one of the potential parameters must assume a value from within a discrete set called the "potential parameter spectrum" (PPS). This discrete set is obtained from the spectrum of the above polynomials and can be either a finite or an infinite discrete set. Inverting the relation between the energy and the PPS gives the bound state energy spectrum. Therefore, the answer to the above question is affirmative.
Introduction
In the past, we have encountered situations in which the wave equation in quantum mechanics is endowed with bound states but it is exactly solvable for only a single nonzero energy. Changing the value of one of the potential parameters to another value from within a specific discrete set leads to a different exact solution but for the same energy [1, 2] . However, this is not an energy degenerate solution because the potential function is not the same. We call this discrete set of parameter values the "potential parameter spectrum" (PPS), which could be finite or infinite in size. The PPS concept was introduced for the first time in [3] while searching for quasi-exact solutions of the wave equation. In this work, we use the Tridiagonal Representation Approach (TRA) [4] to make a systematic study of this problem with illustrative examples. In the TRA, the quantum mechanical wave function is written as a linear sum (finite or infinite) of a complete set of square integrable basis functions in configuration space. The elements of the basis set are required to be compatible with the boundary conditions in configuration space and should produce a tridiagonal matrix representation for the wave operator J H E   , where H is the Hamiltonian of the system and E is its energy. Consequently, the matrix wave equation becomes a three-term recursion relation for the expansion coefficients of the wavefunction. The solution of this recursion is then expressed in terms of orthogonal polynomials that depend on the energy and the potential parameters of the problem. All physical properties of the system (e.g., energy spectrum, phase shift, density of states, etc.) are obtained from the properties of these polynomials (e.g., asymptotics, zeros, weight function, etc.). In particular, and as relevant to the current study, we use the spectrum formula of these polynomials to give the PPS as a function of the energy.
Inverting this relation gives the bound states energy spectrum. As such, we are able to deduce the full bound state solution of the problem from its solution at a single energy.
We write the Hamiltonian operator as H T V   where T is the kinetic energy operator and V is the potential function and we are interested in solving the stationary Schrödinger equation, ( ) ( 1) 2
where  is the angular momentum quantum number.
Therefore, the action of T on the given basis elements  
could easily be derived and so too its matrix elements which will certainly depend on the basis parameters.
If  turns out to be a tridiagonal matrix (including, of course, the special case of a diagonal matrix for orthogonal basis) then the wave operator matrix J can be made tridiagonal by requiring that any non-tridiagonal components in T be eliminated by counter terms in V. Consequently, the basis parameters in the TRA solution of such a problem will depend on the potential parameters and there will be no constraint on the value of the energy to obtain the solution. However, for the purpose of the current study we impose the condition that  is non-tridiagonal so that the energy will be fixed by the tridiagonalization constraint. Therefore,  could be penta-diagonal (5-term banded diagonal), hepta-diagonal (7-term banded diagonal), etc. In general, it has a (2 1) k  -term diagonal band where 2,3, 4.. k  . In fact, it could even be a full matrix. With such an , the matrix J could still be made tridiagonal while maintaining an energy independent potential. In such a scenario, the kinetic energy matrix T must be non-tridiagonal such that its non-tridiagonal component cancels E. In the following section, we formulate the problem using an illustrative example in 3D. We identify the orthogonal polynomial from which we obtain the PPS formula and invert it to get the energy spectrum for the system. In section 3 and 4, we give two other examples in 1D. Conclusion and discussion are presented in section 5.
TRA formulation of the problem: The Kratzer potential
We consider a problem in three dimensions with spherical symmetry and take the following radial functions as elements of the complete basis set
where ( ) tridiagonal overlap matrix , the TRA solution has already been worked out where the corresponding problem turned out to be the Coulomb problem [7] . Here, we consider the case where  is non-tridiagonal. Now, in the atomic units
, the action of the wave operator on the basis element (1) is written as follows 
The differential relation of the Laguerre polynomial,     and the expression inside the square brackets in (5) is linear in x. Therefore, the basis overlap matrix  becomes penta-diagonal and to obtain a linear expression in x with an energy independent potential, we impose the following constraints
where  and  are arbitrary dimensionless real parameters. This potential is the Kratzer potential [11] , which is the sum of the Coulomb (where the electric charge is 2
and an inverse square potential of strength . This case corresponds to
where the non-tridiagonal matrix E has been eliminated by the non-tridiagonal component of the kinetic energy matrix T  using the special choice of the basis parameter (6a). Reality of the parameter  in Eq. (6a) dictates that the energy must be negative corresponding to bound states. Substituting (6) along with 2 2
Using the three-term recursion relation of the Laguerre polynomials, 
where we wrote 0 n n f f P 
. Comparing this recursion relation to that of the continuous dual Hahn polynomial shown as Eq. (A3) in Appendix A, we conclude that n P 
Now, the spectrum of the polynomial      then 2 0 z  and the spectrum is discrete. Let us now make a physical investigation of the problem and see which one of the two cases apply. On physical grounds, it is well known that the inverse square potential with coupling strength less than the critical value of 1 8  is plagued with quantum anomalies. Most prominent of these is the rapid and unbounded increase in oscillations of the wave function as the particle nears the origin. Hence, the energy spectrum is abnormal because it is not bounded from below assuming all negative values that extend to minus infinity [13, 14] . Landau and Lifshitz associated the occurrence of these infinite bound states to the classical "particle fall to the center" [15, 16] . These anomalies could be resolved using various methods of regularization, most of them without unique results [13, 14, 17] . In our problem, the inverse square component of the effective potential is 
Thus, the super-critical coupling regime corresponds to values of the coupling parameter   
This amplitude can be made to vanish if any argument of the three gamma functions in the denominator becomes a negative integer or zero. If  stands for any one of the
with N being the largest integer less than or equal to   . Thus,  must be negative or zero. Equation (10) 
6 where 0,1,..., k N  and N is the largest integer less than or equal to  
. This means that for a bound state with an energy E and angular momentum  to occur, the coupling parameter of the inverse square component of the potential (6b) must assume one of the discrete values shown above (the PPS). For a given negative energy E, physical
and several values of k, figure 1 shows a plot of the potential function (6b) and the corresponding bound state wavefunction.
It is easy to convert the PPS formula (12) into an energy spectrum formula by using Eq.
(6a), which gives  in terms of E. Doing so, will give the following energy spectrum formula  
which is the known energy spectrum for the Kratzer potential (6b) [11] . Note that the condition   (1), we obtain
The k th bound state wavefunction becomes 0 ( ) ( ) 
The generalized Morse potential
As a second example, we consider a one-dimensional problem on the real line and take the elements of the complete basis set as 
where ( ) 
Since the integration measure is 
The recursion relation and orthogonality of the Laguerre polynomials [8] [9] [10] show that the matrix representation of the wave operator m n J   is tridiagonal if and only if the terms inside the curly brackets become a linear function in y. Therefore, we make the following choice of energy and potential function
where  and  are arbitrary dimensionless real parameters. This is the generalized Morse potential. The conventional version of the potential corresponds to 1 4 
where 0 n n f f P 
. We compare this recursion relation to that of the Meixner polynomial ( ; , ) n M k c  , which is defined in terms of the hypergeometric function as shown by Eq. 
This dictates that 1 4
  and 0   . Thus, the 1D system whose potential function is given by Eq. (19b) with the parameter  having one of these negative discrete values (the PPS) for a given k will be endowed with a bound state of energy E. The corresponding wavefunction is Substituting the value of  in terms of the energy from Eq. (19a), the PPS formula (24) could be inverted to give the following energy spectrum formula
Imposing the condition that 1 
The generalized Rosen-Morse potential
As a third and final example, we consider a one-dimensional problem on the real line and take the following as an element of the basis is the Jacobi polynomial. The dimensionless real parameters  and  are required to be greater than 1  . The details of the calculation for this case is relegated to Appendix B. The action of the wave operator J on this basis is given by Eq. (B6) . There are three scenarios where the basis overlap matrix  is non-tridiagonal while the matrix representation of J maintains its tridiagonal structure. These scenarios are listed in equations (B10). The two cases that correspond to (B10b) and (B10c) are physically equivalent to each other. We specialize to the case (B10a) where 2   , 2   and the potential function is given by Eq. (B11a) . The potential component,
is the 1D hyperbolic Rosen-Morse potential whose exact solution is known.
On the other hand, the potential component
is the 1D hyperbolic pulse (single wave) potential, which is solvable only by using the TRA [20] . Considering the special case    (i.e., 0 0 V  ) that forces the potential to vanish at infinity, makes the potential function and basis parameter as follows 
10
For a given angle  (i.e., parameter ratio B A ), we plot in figure 4 the lowest part of the PPS (for the parameter A) as a function of the energy. Drawing a vertical line at an energy E  will intersect the curves at the PPS corresponding to that energy. On the other hand, drawing a horizontal line in the figure at any value of the potential parameter A will intersect the curves at the energy spectrum corresponding to the potential parameters A and B. The figure also shows that the problem has a finite number of bound states. Figure  5 is a plot of the energy spectrum (in atomic units) as function of the parameter ratio ( ) B A within the range [ 1, 1]   and for a fixed value of the parameter A. Note that there is a maximum value of ( ) B A beyond which the potential cannot support bound states. Table 1 
Conclusion and discussion
In this article, we used the Tridiagonal Representation Approach to show that if the exact solution of the wave equation is known for a single bound state at a given non-zero energy, then we could find all bound state solutions (energy spectrum and associated wavefunctions). This was accomplished by making a systematic study (with examples) of the "Potential Parameter Spectrum (PPS)", which is an infinite or finite discrete set of values of one of the potential parameters corresponding to the selected bound state energy. Inverting the relationship between the PPS and the bound state energy, we could obtain the full energy spectrum and corresponding bound states wavefunctions. This is accomplished either analytically or numerically if the spectrum formula of the associated polynomial is not known analytically.
The PPS concept could be simplified and explained in simple mathematical terms using the theory of linear ordinary differential equations as follows. A proper coordinate transformation ( ) x y x  maps a typical wave equation in quantum mechanics,
into the following second order linear ordinary differential equation
The set of functions   , , , a b c g depend on y(x) and V(x) whereas  is one of the potential parameters corresponding to the potential term ( ) g y   . Thus,  becomes an eigenvalue of the second order differential operator, which is either continuous or discrete. Now, if y(x) is an entire function over the whole range of x and if the original equation (31) has a discrete set of solutions then  will become a discrete set of eigenvalues of the differential operator in Eq. (32). The PPS is simply this discrete set   k  , which is associated with the given energy E.
In this Appendix, we show details of the calculation in the Jacobi basis (27) of section 4.
Using the differential chain rule 2 ( 
Using the relations 
Using the differential equation of the Jacobi polynomial, 
The differential relation of the Jacobi polynomial reads as follows [8] [9] [10] 
n n n n n n n n n n d y P y n y P y P y dy n n P n n n n n n P P n n n n
Employing this into Eq. (B4), we obtain terms on the right side that are proportional to ( , ) 
Now, the configuration space integral measure is 1 
and their recursion relation, 2 2 ( , ) ( , )
n n n n n n n n n n n n n n y P y P y
show that a tridiagonal overlap matrix n m   is obtained if one of the following three corresponding relations among the basis parameter is satisfied, in the order shown below:
Avoiding these parameter choices, we can still obtain a tridiagonal matrix for the wave operator in (B6) if we make one of the following choices of parameters and potential Here, we consider the choice (B10a) which leads to the following potential function and basis parameters
Reality of μ and ν in (B11c) dictates that the energy must be negative corresponding to bound states. Without the A term in (B11a), this is the hyperbolic Rosen-Morse potential, which has a well-known exact solution. On the other hand, with only the A and B terms, it becomes the hyperbolic pulse (single wave) potential, which does not have an exact solution using the conventional methods in quantum mechanics. However, using the TRA it was successfully solved by the authors in [20] . Moreover, to make the potential vanish at infinity, we must choose 0 0 V  (i. The potential parameter  assumes one of the values given by the PPS formula (12) with 0,1, 2,3 k  (from top row to bottom row). We took 5 Z   and 1   . The horizontal axis is the radial coordinate. (from top row to bottom row). We took the parameter ratio 0.7 B A  . The PPS is obtained numerically as explained in the text and shown graphically in Fig. 4 but for 0.7 B A   . The horizontal axis is the real line. 
