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THE CAUCHY PROBLEM FOR A FIFTH ORDER KDV EQUATION
IN WEIGHTED SOBOLEV SPACES
EDDYE BUSTAMANTE, JOSE´ JIME´NEZ AND JORGE MEJI´A
Abstract. In this work we study the initial value problem (IVP) for the fifth order KdV
equations,
Btu` B
5
x
u` ukBxu “ 0, x, t P R, k “ 1, 2,
in weighted Sobolev spaces HspRq XL2pxxy2rdxq. We prove local and global results. In the
case k “ 2 we point out the relation between decay and regularity of the solution of the
IVP.
1. Introduction
In this article we will consider the IVP
Btu` B
5
xu` u
kBxu “ 0, x, t P R
up0q “ u0
*
, (1.1)
with k “ 1, 2. When k “ 1 we will refer to this problem as the IVP for the fifth order KdV
equation. When k “ 2 we will refer to this problem as the IVP for the modified fifth order
KdV equation.
When k “ 1 the equation was proposed by Kakutani and Ono as a model for magneto-
acoustic waves in plasma physics (see [11]).
The equations that we will study are included in the class
Btu` B
2j`1
x u` P pu, Bxu, ¨ ¨ ¨ , B
2j
x uq “ 0, x, t P R, j P Z
`, (1.2)
where P : R2j`1 Ñ R (or P : C2j`1 Ñ C) is a polynomial having no constant or linear terms,
i.e.
P pzq “
l1ÿ
|α|“l0
aαz
α with l0 ě 2 and z “ pz1, ¨ ¨ ¨ , z2j`1q.
The class in (1.2) generalizes several models, arising in both mathematics and physics, of
higher-order nonlinear dispersive equations.
During many years the well-posedness of these IVP has been studied in the context of the
classical Sobolev spaces HspRq. In particular, fifth order KdV equations with more general
non-linearities, than those we are considering, were studied in [26], [22], [20], [21], [6] and
[13].
In 1983 Kato, in [12], studied the IVP for the generalized KdV equation in several spaces,
besides the classical Sobolev spaces. Among them, Kato considered weighted Sobolev spaces.
2000 Mathematics Subject Classification. 35Q53, 37K05.
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In this work we will be concerned with the well-posedness of the IVP (1.1) in weighted
Sobolev spaces. This type of spaces arises in a natural manner when we are interested in
determining if the Schwartz space is preserved by the flow of the evolution equation in (1.1).
In [17] Kenig, Ponce and Vega studied the IVP associated to the equation (1.2) in weighted
Sobolev spaces HspRq X L2p|x|mdxq, with m positive integer.
Some relevant nonlinear evolution equations as the KdV equation, the non-linear Schro¨dinger
equation and the Benjamin-Ono equation, have also been studied in the context of weighted
Sobolev Spaces (see [23], [24], [25], [8], [7], [5], [2], [3], [4], [10] and [1] and references therein).
We will study real valued solutions of the IVP (1.1) in the weighted Sobolev spaces
Zs,r :“ H
spRq X L2pxxy2rdxq,
where xxy :“ p1` x2q1{2, and s, r P R.
The relation between the indices s and r for the IVP (1.1) can be found, after the following
considerations, contained in the work of Kato:
Suppose we have a solution u P Cpr0,8q;HspRqq to the IVP (1.1) for some s ě 2. We want
to estimate ppu, uq, where ppxq :“ xxy2r and p¨, ¨q is the inner product in L2pRq. Proceeding
formally we multiply the equation in (1.1) by up, integrate over x P R and apply integration
by parts to obtain:
d
dt
ppu, uq “ 5ppp1qB2xu, B
2
xuq ´ 5pp
p3qBxu, Bxuq ` pp
p5qu, uq `
2
k ` 2
ppp1quk`2, 1q. (1.3)
To see that ppu, uq is finite and bounded in t, we must bound the right-hand side in (1.3)
in terms of ppu, uq and }u}2Hs. The most difficult term to control in the right-hand side in
(1.3) is 5ppp1qB2xu, B
2
xuq. Using the interpolation Lemma 2.2 (see section 2), for θ P r0, 1s and
u P Zs,r we have
}xxyp1´θqru}Hθs ď C}xxy
ru}1´θ
L2
}u}θHs.
The term 5ppp1qB2xu, B
2
xuq can be controlled when θs “ 2 if p
p1qpxq „ xxy2p1´θqr. Taking into
account that pp1qpxq „ xxy2r´1, we must require that 2r ´ 1 “ 2p1 ´ θqr and θs “ 2, which
leads to s “ 4r. In this way the natural weighted Sobolev space to study the IVP (1.1) is
Z4r,r.
Now, we will describe the main results of this work.
With respect to the IVP (1.1) with k “ 1 we establish local well-posedness (LWP) in Z4r,r
for 5
16
ă r ă 1
2
and global well-posedness (GWP) in Z4r,r, for r ě
1
2
.
In the first case ( 5
16
ă r ă 1
2
), we use the known linear estimates for the group associated to
the linear part of the equation, which were obtained by Kenig, Ponce and Vega in [14], [15]
and [16], and a pointwise formula for the group, related with fractional weights, which was
deduced by Fonseca, Linares and Ponce in [4]. These ingredients allow us to use a contraction
principle in an adequate subspace of Cpr0, T s;Z4r,rq to the integral equation associated to
our IVP, to prove LWP in Z4r,r.
In the second case (r ě 1
2
) we use the LWP of the IVP (1.1) in the context of the Sobolev
spaces H4rpRq, which can be obtained in a similar fashion, as it was done by Kenig, Ponce
and Vega in [15] and [16] for the KdV equation, to get a solution u P Cpr0, T s;H4rpRqq.
Then we perform a priori estimates on the the differential equation in order to prove that if
the initial data belongs to H4rpRqXL2pxxy2rdxq then necessarily u P L8pr0, T s;L2pxxy2rdxq.
3In this step of the proof we apply the interpolation inequality (Lemma 2.2 in section 2),
mentioned before, which was proved in [5]. Finally, we give the proof of the continuous
dependence of the solution on the initial data in Z4r,r.
With respect to the IVP (1.1) with k “ 2, we establish LWP and GWP in Z2,1{2. For the
LWP, again, the idea of the proof is to apply the contraction principle to the integral equa-
tion associated to the IVP, in a certain subspace of Cpr0, T s;H2pRqq, in which we consider
additional mixed space-time norms, suggested by the linear estimates of the group. This
way, we obtain, firstly, a solution in Cpr0, T s;H2pRqq. Then, proceeding as in the IVP (1.1)
with k “ 1, in the case r ě 1{2, we can affirm that u P Cpr0, T s;Z2,1{2q and that the IVP
(1.1) with k “ 2 is LWP in Z2,1{2.
To deduce GWP results from LWP results we use the following conservation laws for the
solutions of the IVP (1.1) (see [14]):
I1ptq :“
ż
R
u2ptqdx “ I1p0q, for k “ 1, 2, (1.4)
I12 ptq :“
1
6
ż
R
u3ptqdx`
1
2
ż
R
pB2xuq
2ptqdx “ I12 p0q, for k “ 1, and, (1.5)
I22 ptq :“
1
12
ż
R
u4ptqdx`
ż
R
pB2xuq
2ptqdx “ I22 p0q, for k “ 2. (1.6)
In [9], Isaza, Linares and Ponce showed that there exists a relation between decay and
regularity for the solutions of the KdV equation in L2pRq. More precisely, they proved that
if u P CpR;L2pRqq is the global solution of the equation
Btu` B
3
xu` uBxu “ 0,
obtained in the context of the Bourgain spaces (see [18]), and there exists α ą 0 such that
in two different times t0, t1 P R
|x|αupt0q, |x|
αupt1q P L
2pRq,
then u P CpR, H2αpRqq. To achieve this goal, they chose a functional setting, where the
norm }Bxu}L8pR;L2pr0,T sqq of the solution u depends continuously on the initial data in L
2pRq.
Following the method used in [9], and taking into account that the norm }B4xu}L8pR;L2pr0,T sqq
of the solution u of the IVP (1.1) with k “ 2, depends continuously on the initial data in
Z2,1{2, we prove that if u P Cpr0, T s;Z2,1{2q is a solution of the IVP (1.1) with k “ 2 and, for
some α P p0, 1{8s, there exist two different times t0, t1 P r0, T s such that |x|
1{2`αupt0q and
|x|1{2`αupt1q are in L
2pRq then u P Cpr0, T s;H2`4αpRqq.
Before stating in a precise manner the main results of this article, let us explain the notation
for mixed space-time norms. For f : Rˆ r0, T s Ñ R (or C) we have
}f}LpxLqT :“
˜ż
R
ˆż T
0
|fpx, tq|qdt
˙p{q
dx
¸1{p
.
When p “ 8 or q “ 8 we must do the obvious changes with essup. Besides, when in the
space-time norm appears t instead of T , the time interval is r0,`8q.
Our results are as follows:
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Theorem 1.1. Let r ą 5
16
and u0 P Z4r,r. Then there exist T ą 0 and a unique u, solution
of the IVP (1.1) with k “ 1 such that
u P Cpr0, T s;Z4r,rq, (1.7)
}Bxu}L4
T
L8x
ă 8, (1.8)
}D4rx Bxu}L8x L2T ă 8, and (1.9)
}u}L2xL8T ă 8. (1.10)
Moreover, for any T 1 P p0, T q there exists a neighborhood V of u0 in Z4r,r such that the
data-solution map u˜0 ÞÑ u˜ from V into the class defined by (1.7)-(1.10) with T
1 instead of T
is Lipschitz.
When 5{16 ă r ă 1{2, T depends on }u0}Z4r,r , and when r ě 1{2 the size of T depends only
on }u0}H4r .
Let us recall that the operator D is defined through the Fourier transform by the multiplier
|ξ|.
Remark 1.
(a) From the proof of Theorem 1.1 it is clear that if the IVP (1.1) is GWP in H4rpRq,
r ě 1
2
, then the IVP is also GWP in Z4r,r.
(b) Using the regularity property in Theorem 2.1 it follows, from Theorem 1.1, that the
IVP (1.1) is LWP in Zs,r for s ě 4r and r ě
1
2
.
(c) Let us observe that applying the same method used in the proof of Theorem 1.1 it can
be seen that the IVP (1.1) is LWP in Zs,l with s ě 4r, l ď r and r ě 1{2.
Theorem 1.2. Let r ě 1{2 and u0 P Z4r,r. Then the IVP (1.1) for the fifth order KdV
equation (k “ 1) is GWP in Z4r,r.
Theorem 1.3. Let u0 P Z2,1{2. Then there exist T “ T p}u0}H2q ą 0 and a unique u,
solution of the IVP (1.1) for the modified fifth order KdV equation (k=2), such that
u P Cpr0, T s;Z2,1{2q , (1.11)
}B4xu}L8x L2T ă 8 , (1.12)
}u}
L
16{5
x L
8
T
ă 8 , (1.13)
}u}L4xL8T ă 8. (1.14)
Moreover, for any T 1 P p0, T q there exists a neighborhood V of u0 in Z2,1{2 such that the
data-solution map u˜0 ÞÑ u˜ from V into the class defined by (1.11)-(1.14) with T
1 instead of
T is Lipschitz.
Theorem 1.4. The IVP (1.1) for the modified fifth order KdV equation (k “ 2) is GWP
in Z2,1{2.
Theorem 1.5. For T ą 0 let u P Cpr0, T s;Z2,1{2q be the solution of the modified fifth
order KdV equation (k “ 2), obtained in Theorems 1.3 and 1.4. Let us suppose that for
α P p0, 1{8s there exist two different times t0, t1 P r0, T s, with t0 ă t1, such that |x|
1{2`αupt0q
and |x|1{2`αupt1q are in L
2pRq. Then u P Cpr0, T s;H2`4αpRqq.
5This article is organized as follows: in section 2 we recall some linear estimates of the group
associated to the linear part of the equation in the IVP (1.1), a pointwise estimate for this
group, related with fractional weights, and an interpolation inequality in weighted Sobolev
spaces. In section 3 we study the IVP (1.1) with k “ 1 and prove Theorems 1.1 and 1.2.
In section 4 we consider the IVP (1.1) with k “ 2 and establish Theorems 1.3 and 1.4. In
section 5 we give the proof of Theorem 1.5.
Throughout the paper the letter C will denote diverse constants, which may change from
line to line, and whose dependence on certain parameters is clearly established in all cases.
2. Preliminary Results
In this section we recall some linear estimates for the group associated to the linear part of the
equation in the IVP (1.1), a pointwise estimate for “fractional weights”, and an interpolation
inequality in weighted Sobolev spaces. On the other hand, we establish an standard estimate
in weighted Sobolev spaces.
Let us consider the linear problem associated to the IVP (1.1):
Btu` B
5
xu “ 0, x, t P R
up0q “ u0
*
, (2.1)
whose solution is given by the group tW ptqutPR, i.e.
upx, tq “ rW ptqu0spxq :“ pSt ˚ u0qpxq,
where Stpxq is defined by the oscillatory integral
Stpxq “ C
ż
R
eixξe´itξ
5
dξ.
In [14], [15] and [16], Kenig, Ponce and Vega established the following estimates for the
group tW ptqutPR:
(i) (Homogeneous smoothing effect) There exists a constant C such that
}B2xW ptqu0}L8x L2t ďC}u0}L2 . (2.2)
(ii) (Dual version of estimate (2.2)) There exists a constant C such that
}B2x
ż t
0
W pt´ t1qfp¨, t1qdt1}L8
T
L2x
ďC}f}L1xL2T . (2.3)
(iii) (Inhomogeneous smoothing effect) There exists a constant C such that
}B4x
ż t
0
W pt´ t1qfp¨, t1qdt1}L8x L2t ďC}f}L1xL2t . (2.4)
(iv) (Estimate of the maximal function) For any ρ ą 3
4
and s ą 5
4
there exists C such
that
}W ptqu0}L2xL8T ďCp1` T q
ρ}u0}Hs. (2.5)
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(v) There exists a constant C such that, for u0 P H
1{4pRq,
}W ptqu0}L4xL8T ďC}D
1{4u0}L2 , (2.6)
(see [19]).
By interpolation it follows, from (2.5) and (2.6), that for ρ ą 3
4
and s ą 5
4
,
}W ptqu0}L16{5x L8T
ďCp1` T qρ}u0}Hs. (2.7)
(vi) There exists a constant C such that
}D3{4x W ptqu0}L4tL8x ďC}u0}L2. (2.8)
Using (2.2), (2.5) and (2.6), and proceeding as in the proofs of Theorem 2.1 in [16] and
Theorem 1.1 in [14], it can be established the following theorem.
Theorem 2.1. Let s ą 5
4
. Then for any u0 P H
spRq there exist T “ T p}u0}Hsq ą 0 (with
T pρq Ñ 8 as ρÑ 0) and a unique solution u of the IVP (1.1) with k “ 1, satisfying
u P Cpr0, T s;HspRqq , (2.9)
}Bxu}L4
T
L8x
ă 8 , (2.10)
}DsxBxu}L8x L2T ă 8 , and (2.11)
}u}L2xL8T ă 8 . (2.12)
Moreover, for any T 1 P p0, T q there exists a neighborhood V of u0 in H
spRq such that the
data-solution map u˜0 ÞÑ u˜ from V into the class defined by (2.9)-(2.12) with T
1 instead of T
is Lipschitz. Besides, if u0 P H
s1 with s1 ą s then the above results hold with s1 instead of s
in the same time interval r0, T s (regularity property).
Let us observe the gain of two derivatives in x in the linear estimate (2.2). However, the
condition (2.11) only uses the gain of one derivative in x.
One of the main tools for establishing LWP of the IVP (1.1) with k “ 1 in weighted Sobolev
spaces with low regularity is the following pointwise formula, proved by Fonseca, Linares
and Ponce in [4]:
(vii) For r P p0, 1q and u0 P Z4r,r we have for all t P R and for almost every x P R:
|x|rrW ptqu0spxq “W ptqp|x|
ru0qpxq `W ptqtΦt,rp pu0quqpxq, (2.13)
where,
}pΦt,rp pu0qpξqqq}L2 ď Crp1` |t|qp}u0}L2 ` }D4rx u0}L2q. (2.14)
With respect to the weight xxy :“ p1`x2q1{2, for N P N, we will consider a truncated weight
wN of xxy, such that wN P C
8pRq,
wNpxq “
$&% xxy if |x| ď N,2N if |x| ě 3N, (2.15)
7wN is non-decreasing in |x| and for j P N and x P R, the derivatives w
pjq
N of order j of wN
satisfy
|w
pjq
N pxq| ď
cj
w
j´1
N pxq
, (2.16)
where the constant cj is independent from N .
Fonseca and Ponce in [5] deduced the following interpolation inequality, related to the weights
xxy and wN .
Lemma 2.2. Let a, b ą 0 and f P Za,b ” H
apRq X L2pxxy2bdxq. Then for any θ P p0, 1q
}Jθapxxyp1´θqbfq}L2 ď C}xxy
bf}1´θ
L2
}Jaf}θL2, (2.17)
where Jaf :“ p1´ B2xq
a{2f .
Moreover, the inequality (2.17) is still valid with wNpxq as in (2.15) instead of xxy with a
constant C independent of N .
Finally, in our arguments we will use the following standard estimate, concerning the weights
xxy and wN .
Lemma 2.3. Let b ą 0 and n P N. Suppose that Jnpxxybu0q P L
2pRq. Then
}xxybBnxu0}L2 ď Cpb, nq}J
npxxybu0q}L2 . (2.18)
Moreover, the inequality (2.18) is still valid with wNpxq as in (2.15) instead of xxy with a
constant Cpb, nq independent of N .
Proof. The proof follows from induction on n and the Leibniz formula. 
3. Well-Posedness of the IVP (1.1) with k “ 1
(Proof of Theorems 1.1 and 1.2)
3.1. Proof of Theorem 1.1. We consider two cases.
First case: 5{16 ă r ă 1{2.
Proceeding as in [15] and [16], for u : Rˆ r0, T s Ñ R we define:
λT1 puq :“max
r0,T s
}uptq}H4r , (3.1)
λT2 puq :“}Bxu}L4TL8x , (3.2)
λT3 puq :“}D
4r
x Bxu}L8x L2T , (3.3)
λT4 puq :“p1` T q
´ρ}u}L2xL8T , with ρ a fixed number such that ρ ą
3
4
. (3.4)
Additionally, we introduce
λT5 puq :“ }|x|
ru}L8
T
L2x
. (3.5)
Let us consider
ΛT puq :“ max
1ďjď5
λTj puq, (3.6)
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and
XT :“ tu P Cpr0, T s;H
4rpRqq : ΛT puq ă 8u. (3.7)
Using the linear estimates (2.8), (2.2) and (2.5), Kenig, Ponce and Vega in [16], showed that
for u0 P H
4rpRq, T ą 0 and 1 ď i ď 4
λTi pW ptqu0q ď C}u0}H4r . (3.8)
On the other hand, from (2.13) and (2.14), it follows that, for t P r0, T s,
λT5 pW ptqu0q ď }|x|
ru0}L2 ` Crp1` T qp}u0}L2 ` }D
4r
x u0}L2q. (3.9)
In consequence, for u0 P Z4r,r, the estimates (3.8) and (3.9) imply that
ΛT pW ptqu0q ď }|x|
ru0}L2 ` Cp1` T q}u0}H4r . (3.10)
Let us denote by u :“ Φpvq ” Φu0pvq the solution of the linear inhomogeneous IVP
Btu` B
5
xu` vBxv “ 0
up0q “ u0
*
, (3.11)
where, v P XaT :“ tw P XT : Λ
T pwq ď au, for a ą 0.
By Duhamel’s formula:
Φpvqptq ” uptq “W ptqu0 ´
ż t
0
W pt´ t1qpvBxvqpt
1qdt1. (3.12)
Taking into account that
ΛT puq ď ΛT pW ptqu0q `
ż T
0
ΛT pW pt´ t1qpvBxvpt
1qqqdt1,
from (3.10) it follows that
ΛT puq ď}|x|ru0}L2 ` Cp1` T q}u0}H4r
` Cp1` T qp}vBxv}L1
T
L2x
` }D4rx pvBxvq}L1TL2xq ` }|x|
rvBxv}L1
T
L2x
. (3.13)
In [15] (see proof of Lemma 4.1) it was proved that
}vBxv}L1
T
L2x
` }D4rx pvBxvq}L1TL2x ďCT
1{2p1` T qρλT4 pvqλ
T
3 pvq ` CT
3{4λT2 pvqλ
T
1 pvq
` CT pλT1 pvqq
2
ďCpT 1{2p1` T qρ ` T 3{4 ` T qpΛT pvqq2, (3.14)
and let us observe that
}|x|rvBxv}L1
T
L2x
ďCT 3{4}|x|rvBxv}L4
T
L2x
ď CT 3{4}|x|rv}L8
T
L2x
}Bxv}L4
T
L8x
ďCT 3{4λT5 pvqλ
T
2 pvq ď CT
3{4pΛT pvqq2. (3.15)
From (3.13)-(3.15) it follows that
ΛT puq ď }|x|ru0}L2 ` Cp1` T q}u0}H4r ` Cp1` T qpT
1{2p1` T qρ ` T 3{4 ` T qpΛT pvqq2.
Taking a :“ 2p}|x|ru0}L2 ` Cp1` T q}u0}H4rq and T sufficiently small in order to have
Cp1` T qpT 1{2p1` T qρ ` T 3{4 ` T qa ă
1
2
,
9it can be seen that Φ : XaT Ñ X
a
T . Reasoning as in [16] (proof of Theorem 2.1), for T ą 0
small enough, Φ : XaT Ñ X
a
T is a contraction. In consequence, there exists a unique u P X
a
T
such that Φpuq “ u. In other words, for t P r0, T s:
uptq “ W ptqu0 ´
ż t
0
W pt´ t1qpuBxuqpt
1qdt1.
To conclude the proof of this case we reason in the same manner as it was done at the end
of the proof of Theorem 2.1 in [16].
Second case: r ě 1{2.
By Theorem 2.1 there exist T “ T p}u0}H4rq and a unique u in the class defined by the condi-
tions (2.9)-(2.12) with s “ 4r, which is a solution of the IVP (1.1) with k “ 1. Let tu0mumPN
be a sequence in C80 pRq such that u0m Ñ u0 in H
4rpRq and let um P Cpr0, T s;H
8pRqq be a
solution of the equation in (1.1) corresponding to the initial data u0m. (Without loss of gen-
erality we can suppose that um is defined in the same interval r0, T s (see regularity property
in Theorem 2.1)). By Theorem 2.1 um Ñ u in Cpr0, T s;H
4rpRqq.
We multiply the equation
Btum ` B
5
xum ` umBxum “ 0 (3.16)
by umw
2r
N , where wN is the truncated weight defined in (2.15), and for a fixed t P r0, T s, we
integrate in R with respect to x and use integration by parts to obtain
d
dt
pumptq, umptqw
2r
N q “5pB
2
xumptq, B
2
xumptqpw
2r
N q
p1qq ´ 5pBxumptq, Bxumptqpw
2r
N q
p3qq
` pumptq, umptqpw
2r
N q
p5qq `
2
3
p1, umptq
3pw2rN q
p1qq, (3.17)
where p¨, ¨q denotes the inner product in L2pRq.
Integrating last equation with respect to the time variable in the interval r0, ts, we have
pumptq, umptqw
2r
N q “pu0m, u0mw
2r
N q ` 5
ż t
0
pB2xumpt
1q, B2xumpt
1qpw2rN q
p1qqdt1
´ 5
ż t
0
pBxumpt
1q, Bxumpt
1qpw2rN q
p3qqdt1 `
ż t
0
pumpt
1q, umpt
1qpw2rN q
p5qqdt1
`
2
3
ż t
0
p1, umpt
1q3pw2rN q
p1qqdt1. (3.18)
Since um Ñ u in Cpr0, T s;H
4rpRqq, with 4r ě 2, and the weight w2rN and its derivatives are
bounded functions, it follows from equality (3.18), after passing to the limit when m Ñ 8,
that
puptq, uptqw2rN q “pu0, u0w
2r
N q ` 5
ż t
0
pB2xupt
1q, B2xupt
1qpw2rN q
p1qqdt1
´ 5
ż t
0
pBxupt
1q, Bxupt
1qpw2rN q
p3qqdt1 `
ż t
0
pupt1q, upt1qpw2rN q
p5qqdt1
`
2
3
ż t
0
p1, upt1q3pw2rN q
p1qqdt1
”I ` II ` III ` IV ` V. (3.19)
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Let us estimate the terms on the side of (3.19). First of all
I ď }u0}
2
L2pxxy2rdxq. (3.20)
With respect to the term II, using Lemmas 2.3 and 2.2, we have
|II| ď 10r
ż t
0
pB2xupt
1q, B2xupt
1qw2r´1N |pwNq
p1q|qdt1
ď C
ż t
0
pB2xupt
1q, B2xupt
1qw2r´1N qdt
1 ď C
ż t
0
}J2pw
r´ 1
2
N upt
1qq}2L2dt
1
ď C
ż t
0
}J4rupt1q}
1{r
L2
}wrNupt
1q}
2´1{r
L2
dt1 ď C
ż t
0
}wrNupt
1q}
2´1{r
L2
dt1
ď C
ż t
0
p1` }wrNupt
1q}2L2qdt
1 ď Ct` C
ż t
0
pupt1q, upt1qw2rN qdt
1. (3.21)
Using inequality (2.16) for the derivatives of wN it can be seen that
|pw2rN q
p3q| ď Cw2r´3N and |pw
2r
N q
p5q| ď Cw2r´5N . (3.22)
In this manner we can bound the term III as follows:
|III| ď C
ż t
0
pBxupt
1q, Bxupt
1qw2r´3N qdt
1 . (3.23)
If 2r ´ 3 ď 0, since u P Cpr0, T s;H4rpRqq with 4r ě 2, it is clear that
|III| ď Ct . (3.24)
If 2r ´ 3 ą 0, we apply Lemmas 2.3 and 2.2 to conclude that
|III| ď C
ż t
0
}Jpw
r´ 3
2
N upt
1qq}2L2dt
1
ď C
ż t
0
}J4rupt1q}
1
2r
L2
}w
rpr´3{2q
pr´1{4q
N upt
1q}
4r´1
2r
L2
dt1
ď C
ż t
0
}w
rpr´3{2q
pr´1{4q
N upt
1q}
2´ 1
2r
L2
dt1 ď C
ż t
0
}wrNupt
1q}
2´ 1
2r
L2
dt1
ď C
ż t
0
p1` }wrNupt
1q}2L2qdt
1 ď Ct` C
ż t
0
pupt1q, upt1qw2rN qdt
1. (3.25)
In any case the estimate (3.25) holds. In a similar manner it can be shown the following
estimate for the term IV:
|IV | ď C
ż t
0
pupt1q, upt1qw2rN qdt
1. (3.26)
With respect to the term V we have:
|V | ď C
ż t
0
}upt1q}L8pupt
1q, upt1qw2r´1N qdt
1 ď C
ż t
0
}upt1q}H4rpupt
1q, upt1qw2rN qdt
1
ď C
ż t
0
pupt1q, upt1qw2rN qdt
1 . (3.27)
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From equality (3.19) and the estimates (3.20)-(3.27) it follows that, for t P r0, T s,
puptq, uptqw2rN q ď }u0}
2
L2pxxy2rdxq ` Ct` C
ż t
0
pupt1q, upt1qw2rN qdt
1 .
Gronwall’s inequality enables us to conclude that, for t P r0, T s,
puptq, uptqw2rN q ď }u0}
2
L2pxxy2rdxq ` Ct ` C
ż t
0
p}u0}
2
L2pxxy2rdxq ` Ct
1qeCpt´t
1qdt1 . (3.28)
Passing to the limit in (3.28) when N Ñ 8 we obtain, for t P r0, T s,
}uptq}2L2pxxy2rdxq ď }u0}
2
L2pxxy2rdxq ` Ct` C
ż t
0
p}u0}
2
L2pxxy2rdxq ` Ct
1qeCpt´t
1qdt1 ď CpT q, (3.29)
which implies that u P L8pr0, T s;L2pxxy2rdxqq.
Now let us see that u P Cpr0, T s;L2pxxy2rdxqq. For that we follow an argument contained
in [1] and [8]. From (3.29) it is clear that there is a positive constant M such that, for all
t P r0, T s,
}uptq}2L2w ď }u0}
2
L2w
`Mt, (3.30)
where the notation L2w :“ L
2pxxy2rdxq was used.
Taking into account that u P Cpr0, T s;L2q and using (3.30), it can be seen that, for φ P L2w,
the function t ÞÑ pφ, uptqqL2w is continuous from r0, T s to C. From this fact and (3.30) it
follows that
}uptq ´ up0q}2L2w “ }uptq}
2
L2w
` }up0q}2L2w ´ 2 Re pup0q, uptqqL2w
ď }up0q}2L2w `Mt ` }up0q}
2
L2w
´ 2 Re pup0q, uptqqL2w Ñ 0 when tÑ 0
` ,
which proves that u : r0, T s ÝÑ L2pxxy2rdxq is continuous at t “ 0.
The continuity of u at a point t0 P p0, T s is a consequence from the continuity of u at t “ 0
and from the fact that the functions v1px, tq :“ upx, t0 ` tq and v2px, tq :“ up´x, t0 ´ tq
are also solutions of the fifth order KdV equation. In this manner, we had proved that if
u0 P Z4r,r pr ě
1
2
q there exist T “ T p}u0}H4rq ą 0 and a unique u P Cpr0, T s;Z4r,rq, solution
of the IVP (1.1), with k “ 1, belonging to the class defined by the conditions (2.9)-(2.12)
with s “ 4r.
Finally, let us prove that if rum P Cpr0, T s;Z4r,rq is the solution of the fifth order KdV
equation, corresponding to the initial data rum0, where rum0 Ñ u0 in Z4r,r when m Ñ 8,
then rum Ñ u in Cpr0, T s;Z4r,rq. By Theorem 2.1 we have that rum Ñ u in Cpr0, T s;H4rq. In
consequence we only must prove that rum Ñ u in Cpr0, T s;L2pxxy2rdxqq. Let vm :“ rum ´ u
and vm0 :“ rum0 ´ u0. Proceeding in a similar manner as it was done when we established
that u P L8pr0, T s;L2pxxy2rdxqq and taking into account that vm Ñ 0 in Cpr0, T s;H
4rq it
can be seen that, for t P r0, T s,
}vmptq}
2
L2pw2r
N
dxqq ď }vm0}
2
L2pxxy2rdxq ` Cmt` C
ż t
0
}vmpt
1q}2L2pw2r
N
dxqqdt
1 ,
where lim
mÑ8
Cm “ 0. Hence, by Gronwall’s inequality, we have for t P r0, T s and N P N that
}vmptq}
2
L2pw2r
N
dxqq ď p}vm0}
2
L2pxxy2rdxq ` CmT qe
CT .
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From this inequality it follows, after passing to the limit when N Ñ 8, that
vm Ñ 0 in Cpr0, T s;L
2pxxy2rdxqq .
The proof of Theorem 1.1 is complete. 
3.2. Proof of Theorem 1.2. Taking into account Remarks 1(a) and 1(b) it is sufficient to
show that the IVP (1.1) for the fifth order KdV equation is globally well-posed in H2pRq.
To see this, first of all, we prove that if u P Cpr0, T s;H2pRqq is a solution of the IVP (1.1)
then, for all t P r0, T s,
}uptq}2H2 ď K ” Kp}u0}H2q, (3.31)
where K only depends on }u0}H2pRq.
Let us observe that ż
R
pBxuq
2ptqdx ď
1
2
„ż
R
pB2xuq
2ptqdx`
ż
R
u2ptqdx

. (3.32)
Using the definition of the H2-norm, inequality (3.32) and the conservation laws (1.4) and
(1.5) it follows that
}uptq}2H2 “
ż
R
u2ptqdx`
ż
R
pBxuq
2ptqdx`
ż
R
pB2xuq
2ptqdx
ď
3
2
ż
R
u2ptqdx`
3
2
ż
R
pB2xuq
2ptqdx
“
3
2
I1ptq ` 3I
1
2 ptq ´
1
2
ż
R
u3ptqdx
“
3
2
}u0}
2
L2 ` 3
„
1
2
}B2xu0}
2
L2 `
1
6
ż
R
u30dx

´
1
2
ż
R
u3ptqdx. (3.33)
Now, from the Sobolev lemma, we have thatż
R
u30dx ď }u0}L8
ż
R
u20dx ď C}u0}
3
H2. (3.34)
On the other hand, the Sobolev lemma, the conservation law (1.4) and Young’s inequality
imply thatˇˇˇˇż
R
u3ptqdx
ˇˇˇˇ
ď}uptq}L8}uptq}
2
L2 ď C}uptq}H1}uptq}
2
L2 “ C}uptq}H1}u0}
2
L2
ď
1
2
}uptq}2H1 `
C2
2
}u0}
4
L2 ď
1
2
}uptq}2H1 `
C2
2
}u0}
4
H2. (3.35)
Therefore, from (3.33)-(3.35), we have that
}uptq}2H2 ď
3
2
}u0}
2
H2 ` C}u0}
3
H2 `
C2
4
}u0}
4
H2 `
1
4
}uptq}2H2,
and from the above inequality
}uptq}2H2 ď Cp}u0}
2
H2 ` }u0}
3
H2 ` }u0}
4
H2q ” K, (3.36)
which proves (3.31).
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Now we show how to extend the local solution u to any time interval. From the proof of The-
orem 2.1 it can be seen that the size of the time interval of the solution u P Cpr0, T s;H2pRqq
of the IVP (1.1) is such that
T ě min
"
1,
1
C}u0}2H2
*
.
Reasoning as in the proof of Theorem 2.1 we obtain a solution u P CprT, T ` t0s;H
2pRqq of
the IVP
Btv ` B
5
xv ` vBxv “ 0, x, t P R
vpT q “ upT q
*
,
such that
t0 ě min
"
1,
1
C}upT q}2
H2
*
.
In this manner we obtain a solution u P Cpr0, T ` t0s;H
2pRqq of the IVP (1.1). By the a
priori estimate (3.31) we have that
1
}uptq}2
H2
ě
1
K
,
for t P r0, T ` t0s, and therefore
t0 ě min
"
1,
1
CK
*
.
We repeat this argument n` 1 times to obtain a solution u P Cpr0, T ` t0` ¨ ¨ ¨` tns;H
2pRqq
with
tj ě min
"
1,
1
CK
*
, j “ 0, . . . , n.
Since
nÿ
j“0
tj Ñ 8
as nÑ8 then we can extend the solution to any time interval. 
4. Well-Posedness of the IVP (1.1) with k “ 2
(Proof of Theorems 1.3 and 1.4)
4.1. Proof of Theorem 1.3. For T ą 0, let us define the space
YT :“tu P Cpr0, T s;H
2pRqq : }B4xu}L8x L2T ă 8, }u}L16{5x L8T
ă 8, }u}L4xL8T ă 8u, (4.1)
and, for u P YT , let us consider the norms:
λT1 puq :“max
r0,T s
}uptq}H2, (4.2)
λT2 puq :“}B
4
xu}L8x L2T , (4.3)
λT3 puq :“}u}L16{5x L8T
, (4.4)
λT4 puq :“}u}L4xL8T , (4.5)
ΛT puq :“ max
1ďiď4
λTi puq. (4.6)
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For a ą 0, let Y aT be the closed ball in YT defined by
Y aT :“ tu P YT : Λ
T puq ď au. (4.7)
We will prove that there exist T ą 0 and a ą 0 such that the operator
Ψ : Y aT Ñ Y
a
T
v ÞÑ Ψpvq “ W ptqu0 ´
ż t
0
W pt´ t1qpv2Bxvqpt
1qdt1
is a contraction.
Besides the linear estimates in section 2, we will need some nonlinear estimates in order to
prove that Ψ is a contraction.
First of all we establish these nonlinear estimates. Let u P YT :
(i) Using interpolation we have
}u2Bxu}L1xL2T ď}u
2}
L
8{5
x L
8
T
}Bxu}L8{3x L2T
ď }u}2
L
16{5
x L
8
T
}u}
3{4
L2xL
2
T
}B4xu}
1{4
L8x L
2
T
ďCT 3{4}u}2
L
16{5
x L
8
T
}u}
3{4
L8
T
L2x
}B4xu}
1{4
L8x L
2
T
. (4.8)
(ii) By (2.4) and (4.8) it follows that
}B4x
ż t
0
W pt´ t1qpu2Bxuqpt
1qdt1}L8x L2T ďC}u
2Bxu}L1xL2T ď CT
3{4}u}2
L
16{5
x L
8
T
}u}
3{4
L8
T
L2x
}B4xu}
1{4
L8x L
2
T
.
(4.9)
(iii) By (2.3) and (4.8) it follows that
}B2x
ż t
0
W pt´ t1qpu2Bxuqpt
1qdt1}L8
T
L2x
ď C}u2Bxu}L1xL2T ď CT
3{4}u}2
L
16{5
x L
8
T
}u}
3{4
L8
T
L2x
}B4xu}
1{4
L8x L
2
T
.
(4.10)
Now we prove that there exist T ą 0 and a ą 0 such that ΨpY aT q Ă Y
a
T .
Let v P Y aT . Then by (4.10)
λT1 pΨpvqq
ď λT1 pW ptqu0q ` λ
T
1 p
ż t
0
W pt´ t1qpv2Bxvqpt
1qdt1q
ď }u0}H2 ` C
˜
sup
r0,T s
}
ż t
0
W pt´ t1qpv2Bxvqpt
1qdt1}L2 ` sup
r0,T s
}B2x
ż t
0
W pt´ t1qpv2Bxvqpt
1qdt1}L2
¸
ď }u0}H2 ` CT sup
r0,T s
}vptq}3H2 ` CT
3{4}v}2
L
16{5
x L
8
T
}v}
3{4
L8
T
L2x
}B4xv}
1{4
L8x L
2
T
ď }u0}H2 ` CT
3{4pT 1{4 ` 1qpΛT pvqq3. (4.11)
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From (2.2) and (4.9) it follows that
λT2 pΨpvqq ď }B
4
xW ptqu0}L8x L2T ` }B
4
x
ż t
0
W pt´ t1qpv2Bxvqpt
1qdt1}L8x L2T
ď C}B2xu0}L2 ` CT
3{4}v}2
L
16{5
x L
8
T
}v}
3{4
L8
T
L2x
}B4xv}
1{4
L8x L
2
T
ďC}u0}H2 ` CT
3{4pΛT pvqq3. (4.12)
By using (2.7), the Leibniz rule and interpolation, we obtain
λT3 pΨpvqq ď}W ptqu0}L16{5x L8T
` }
ż t
0
W pt´ t1qpv2Bxvqdt
1}
L
16{5
x L
8
T
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρ
ż T
0
}v2Bxvpt
1q}H2dt
1
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρ
ż T
0
}v2Bxvpt
1q}L2dt
1
` Cp1` T qρ
ż T
0
}B2xpv
2Bxvqpt
1q}L2dt
1
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρT pΛT pvqq3 ` Cp1` T qρ
ˆż T
0
}pBxvq
3pt1q}L2dt
1
`
ż T
0
}pvBxvB
2
xvqpt
1q}L2dt
1 `
ż T
0
}pv2B3xvqpt
1q}L2dt
1
˙
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρT pΛT pvqq3 ` Cp1` T qρT 1{2}v2B3xv}L2TL2x
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρT pΛT pvqq3 ` Cp1` T qρT 1{2}v2}
L
16{7
x L
8
T
}B3xv}L16x L
8{3
T
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρT pΛT pvqq3
` Cp1` T qρT 1{2}v}
L
16{5
x L
8
T
}v}L8xL8T }v}
1{4
L4xL
8
T
}B4xv}
3{4
L8x L
2
T
ď Cp1` T qρ}u0}H2 ` Cp1` T q
ρT pΛT pvqq3
` Cp1` T qρT 1{2λT3 pvqT
1{8λT1 pvqλ
T
4 pvq
1{4λT2 pvq
3{4
ďCp1` T qρ}u0}H2 ` Cp1` T q
ρT pΛT pvqq3 ` Cp1` T qρT 5{8pΛT pvqq3. (4.13)
Applying (2.6) we have that
λT4 pΨpvqq ď}W ptqu0}L4xL8T `
ż T
0
}W pt´ t1qpv2Bxvqpt
1q}L4xL8T dt
1
ďC}D1{4x u0}L2 ` C
ż T
0
}D1{4x pv
2Bxvpt
1qq}L2xdt
1
ďC}D1{4x u0}L2 ` C
ż T
0
}pv2Bxvqpt
1q}L2dt
1 ` C
ż T
0
}Bxpv
2Bxvqpt
1q}L2dt
1
ďC}u0}H2 ` CT pΛ
T pvqq3. (4.14)
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From (4.11)-(4.14) we obtain
ΛT pΨpvqq ď Cp1` T qρ}u0}H2 ` CT
5{8rT 1{8pT 1{4 ` 1q ` p1` T qρp1` T 3{8q ` T 3{8spΛT pvqq3.
(4.15)
Let us take a :“ 2Cp1` T qρ}u0}H2 and T in such a way that
CT 5{8rT 1{8pT 1{4 ` 1q ` p1` T qρp1` T 3{8q ` T 3{8sa2 ď
1
2
. (4.16)
Since ΛT pvq ď a, from (4.15) and (4.16), we have that
ΛT pΨpvqq ď
a
2
`
1
2
pΛT pvqq ď
a
2
`
a
2
“ a,
i.e. ΨpY aT q Ă Y
a
T . Now we will find an additional condition on the size of T in order to
guarantee that the operator Ψ : Y aT Ñ Y
a
T is a contraction. Let v, w P Y
a
T . Then
Ψpwq ´Ψpvq “
ż t
0
W pt´ t1qpv2Bxpv ´ wqqpt
1qdt1 `
ż t
0
W pt´ t1qppv ` wqpv ´ wqBxwqpt
1qdt1.
Therefore, proceeding as before:
λT1 pΨpwq ´Ψpvqq ďλ
T
1
ˆż t
0
W pt´ t1qpv2Bxpv ´ wqqpt
1qdt1
˙
` λT1
ˆż t
0
W pt´ t1qppv ` wqpv ´ wqBxwqpt
1qdt1
˙
ďCT pλT1 pvqq
2λT1 pv ´ wq ` CT
3{4pλT3 pvqq
2λT1 pv ´ wq
3{4λT2 pv ´ wq
1{4
` CTλT1 pv ` wqλ
T
1 pv ´ wqλ
T
1 pwq
` CT 3{4λT3 pv ` wqλ
T
3 pv ´ wqλ
T
1 pwq
3{4λT2 pwq
1{4
ďCrpT ` T 3{4qΛT pvq2 ` TΛT pv ` wqΛT pwq
` T 3{4ΛT pv ` wqΛT pwqsΛT pv ´ wq
ďCpT ` T 3{4qpΛT pvq2 ` ΛT pwq2qΛT pv ´ wq, (4.17)
λT2 pΨpwq ´Ψpvqq ďCT
3{4}v}2
L
16{5
x L
8
T
}v ´ w}
3{4
L8
T
L2x
}B4xpv ´ wq}
1{4
L8x L
2
T
` CT 3{4}v ` w}
L
16{5
x L
8
T
}v ´ w}
L
16{5
x L
8
T
}w}
3{4
L8
T
L2x
}B4xw}
1{4
L8x L
2
T
ďCT 3{4ΛT pvq2ΛT pv ´ wq ` CT 3{4ΛT pv ` wqΛT pv ´ wqΛT pwq
ďCT 3{4pΛT pvq2 ` ΛT pwq2qΛT pv ´ wq, (4.18)
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λT3 pΨpwq ´Ψpvqq ďCp1` T q
ρTλT1 pvq
2λT1 pv ´ wq
` Cp1` T qρT 1{2}v2}
L
16{7
x L
8
T
}B3xpv ´ wq}L16x L
8{3
T
` Cp1` T qρTλT1 pv ` wqλ
T
1 pv ´ wqλ
T
1 pwq
` Cp1` T qρT 1{2}pv ` wqpv ´ wq}
L
16{7
x L
8
T
}B3xw}L16x L
8{3
T
ďCp1` T qρTλT1 pvq
2λT1 pv ´ wq
` Cp1` T qρT 1{2λT3 pvqT
1{8λT1 pvqλ
T
4 pv ´ wq
1{4λT2 pv ´ wq
3{4
` Cp1` T qρTλT1 pv ` wqλ
T
1 pv ´ wqλ
T
1 pwq
` Cp1` T qρT 1{2λT3 pv ` wqT
1{8λT1 pv ´ wqλ
T
4 pwq
1{4λT2 pwq
3{4
ďCT 5{8p1` T qρp1` T 3{8qpΛT pvq2 ` ΛT pwq2qΛT pv ´ wq, (4.19)
λT4 pΨpwq ´Ψpvqq ďCTλ
T
1 pvq
2λT1 pv ´ wq ` CTλ
T
1 pv ` wqλ
T
1 pv ´ wqλ
T
1 pwq
ďCT pΛT pvq2 ` ΛT pwq2qΛT pv ´ wq. (4.20)
From (4.17) to (4.20) it follows that
ΛT pΨpwq ´Ψpvqq ďCp2T ` 2T 3{4 ` T 5{8p1` T qρp1` T 3{8qqpΛT pvq2 ` ΛT pwq2qΛT pv ´ wq
ďCp2T ` 2T 3{4 ` T 5{8p1` T qρp1` T 3{8qq2a2λT pv ´ wq. (4.21)
If a :“ 2Cp1` T qρ}u0}H2 and T are taken satisfying (4.16) and the additional condition
Cp2T ` 2T 3{4 ` T 5{8p1` T qρp1` T 3{8qq2a2 ă 1,
then Ψ : Y aT Ñ Y
a
T is a contraction. Hence, there exists a unique u P Y
a
T such that Ψpuq “ u.
From this point, proceeding in a similar way as it was done in [22] we can conclude that,
given u0 P H
2pRq, there exist T “ T p}u0}H2q ą 0 and a unique u, solution of the IVP (1.1)
for the modified fifth order KdV equation (k “ 2), such that
u P Cpr0, T s;H2pRqq (4.22)
and u satisfies the conditions (1.12), (1.13) and (1.14). Moreover, for any T 1 P p0, T q there
exists a neighborhood V1 of u0 in H
2pRq, such that the data-solution map u˜0 ÞÑ u0 from V1
into the class defined by (4.22), (1.12), (1.13) and (1.14) with T 1 instead of T is Lipschitz.
If additionally, we have that u0 P Z2,1{2, then reasoning as in the proof of Theorem 1.1 (case
r ě 1{2) we obtain that u P Cpr0, T s;L2pxxyqdxq, and that there exists a neighborhood V of
u0 in Z2,1{2 such that the data-solution map u˜0 ÞÑ u0 from V into the class defined by (1.11)
to (1.14) with T 1 instead of T is Lipschitz. 
4.2. Proof of Theorem 1.4. From Theorem 1.3 to prove that the IVP (1.1) (with k “ 2)
is GWP in Z2,1{2, it is sufficient to establish that this IVP is GWP in H
2pRq. Reasoning as
in the proof of Theorem 1.2 it is enough to show that if u P Cpr0, T s;H2pRqq is a solution of
the IVP (1.1) with k “ 2, then for every t P r0, T s
}uptq}2H2 ď K ” Kp}u0}H2q, (4.23)
where K only depends on }u0}H2pRq.
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From (3.32) and the conservation law (1.4) it is clear that (4.23) holds if we prove that, for
every t P r0, T s,
}B2xuptq}
2
L2 ď K ” Kp}u0}H2q.
By the conservation law (1.6) we have that
}B2xuptq}
2
L2 “
1
12
ż
R
u40dx`
ż
R
pB2xu0q
2dx´
1
12
ż
R
u4ptqdx,
and, since the last term in the side of the above equality is non-positive, we obtain that
}B2xuptq}
2
L2 ď
1
12
ż
R
u40dx`
ż
R
pB2xu0q
2dx ď
1
12
}u0}
2
L8
ż
R
u20dx`
ż
R
pB2xu0q
2dx.
Taking into account that }u0}
2
L8 ď C}u0}
2
H2
, we have
}B2xuptq}
2
L2 ď C}u0}
2
H2
ż
R
u20dx`
ż
R
pB2xu0q
2dx ď C}u0}
2
H2}u0}
2
H2 ` }u0}
2
H2 ” Kp}u0}H2q.

5. Relation Between Decay and Regularity
for the Solution of the IVP (1.1) with k “ 2
(Proof of Theorem 1.5)
Let us suppose that t0 “ 0 and let u0 “ up0q. For x ě 0 and N P N let us define
ϕN,α P C
5pr0,8qq such that
ϕN,αpxq “
"
p1` x2qα`1{2 ´ 1 if x P r0, Ns,
p2N2qα`1{2 if x ě 10N,
ϕ
p1q
N,αpxq ě 0 and |ϕ
pjq
N,αpxq| ď C for j “ 2, 3, 4, 5, with C independent of N .
Let φN ” φN,α be the odd extension of ϕN,α to R.
Since C80 pRq is dense in Z2,1{2, there exist a sequence tu0mumPN in C
8
0 pRq such that
}u0 ´ u0m}Z2,1{2 Ñ 0 (5.1)
as mÑ 8.
Let um be the solution of the modified fifth order KdV equation such that ump0q “ u0m. By
Theorems 1.3 and 1.4 we have that
}um ´ u}Cpr0,T s;Z2,1{2q Ñ 0, and (5.2)
}B4xum ´ B
4
xu}L8x L2T Ñ 0, (5.3)
as mÑ 8.
Since u0m P H
spRq for each s P R, it can be seen (regularity property), that umptq P H
spRq
for each s P R and each t P r0, T s.
We now multiply the equation Btum ` B
5
xum ` u
2
mBxum “ 0 by umφN , integrate in x over R
and apply integration by parts to obtain
d
dt
ż
R
u2mφNdx´ 5
ż
R
pB2xumq
2φ
p1q
N dx` 5
ż
R
pBxumq
2φ
p3q
N dx´
ż
R
u2mφ
p5q
N dx´
1
2
ż
R
u4mφ
p1q
N dx “ 0.
(5.4)
19
(In the above equation we use the notation um ” umptq).
From convergence in (5.2), since α ď 1{2, it is clear that, for t P r0, T s,ˇˇˇˇ
´
1
2
ż
R
u4mptqφ
p1q
N dx
ˇˇˇˇ
ď C}umptq}
2
L8
ż
R
u2mptqxxy
2αdx ď C}umptq}
2
H2
ż
R
u2mptqxxy
2αdx
ď C sup
tPr0,T s
}umptq}
2
H2}umptq}
2
L2pxxydxq ď C. (5.5)
On the other hand, it is also clear thatˇˇˇˇ
´
ż
R
u2mφ
p5q
N dx
ˇˇˇˇ
ď C and
ˇˇˇˇ
5
ż
R
pBxumq
2φ
p3q
N dx
ˇˇˇˇ
ď C. (5.6)
Integrating (5.4) in t over the interval r0, t1s and taking into account the inequalities (5.5)
and (5.6) we can conclude that
5
ż t1
0
ż
R
pB2xumq
2φ
p1q
N dxdt ď }u
2
mpt1qφN}L1 ` }u
2
mp0qφN}L1 ` Ct1.
Hence
lim sup
mÑ8
ż t1
0
ż
R
pB2xumq
2φ
p1q
N dxdt ď
1
5
}u2pt1qφN}L1 `
1
5
}u2p0qφN}L1 ` Ct1 ďM, (5.7)
where M “Mp}xxy
1
2
`αup0q}L2 ` }xxy
1
2
`αupt1q}L2q.
Taking into account that φ
p1q
N is a bounded function, the convergence in (5.2) implies thatż t1
0
ż
R
pB2xumq
2φ
p1q
N dxdtÑ
ż t1
0
ż
R
pB2xuq
2φ
p1q
N dxdt,
as mÑ 8. Therefore, from (5.7), we obtain thatż t1
0
ż
R
pB2xuq
2φ
p1q
N dxdt ďM. (5.8)
Since φ
p1q
N is an even function, φ
p1q
N pxq ě 0 and, for x ą 1,
φ
p1q
N pxq Ñ p2α` 1qp1` x
2qα´
1
2x „ xxy2α,
as N Ñ8, applying Fatou’s Lemma in (5.8), we have thatż t1
0
ż
|x|ě1
pB2xuq
2xxy2αdxdt ď CM,
and taking into account that ż t1
0
ż
|x|ď1
pB2xuq
2xxy2αdxdt ď C,
we obtain that ż t1
0
ż
R
pB2xuq
2xxy2αdxdt ď C ` CM ă 8. (5.9)
From (5.9) it follows that
B2xuptq P L
2pxxy2αdxq, a.e. t P rt0, t1s. (5.10)
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Let us define, for t P rt0, t1s, wptq :“ B
2
xuptq and wmptq :“ B
2
xumptq. Then we have that
Btwm ` B
5
xwm ` u
2
mBxwm ` 6umBxumwm ` 2pBxumq
3 “ 0. (5.11)
For x ě 0 and N P N let us define ϕ˜N,α P C
5pr0,8qq such that
ϕ˜N,αpxq “
"
p1` x2qα ´ 1 if x P r0, Ns,
p2N2qα if x ě 10N,
ϕ˜
p1q
N,αpxq ě 0 and |ϕ˜
pjq
N,αpxq| ď C for j “ 1, . . . , 5, with C independent of N .
Let φ˜N ” φ˜N,a be the odd extension of ϕ˜N,α to R. Multiplying equation (5.11) by wmφ˜N ,
integrating in x over R, using integration by parts, and then integrating in t over an interval
rt˚0 , t
˚
1s Ă rt0, t1s such that B
2
xupt
˚
0q, B
2
xupt
˚
1q P L
2pxxy2αdxq, we obtainż t˚
1
t˚
0
ż
R
pB2xwmq
2φ˜
p1q
N dxdt “
1
5
ż
R
w2mpt
˚
1qφ˜Ndx´
1
5
ż
R
w2mpt
˚
0qφ˜Ndx
`
ż t˚
1
t˚
0
ż
R
pBxwmq
2ptqφ˜
p3q
N dxdt´
1
5
ż t˚
1
t˚
0
ż
R
w2mptqφ˜
p5q
N dxdt
´
1
5
ż t˚
1
t˚
0
ż
R
u2mptqw
2
mptqφ˜
p1q
N dxdt` 2
ż t˚
1
t˚
0
ż
R
umptqBxumptqw
2
mptqφ˜Ndxdt
`
4
5
ż t˚
1
t˚
0
ż
R
pBxumq
3ptqwmptqφ˜Ndxdt. (5.12)
From (5.12) we will prove thatż t˚
1
t˚
0
ż
R
pB2xwq
2ptqxxy2α´1dxdt ă 8.
Let us observe thatż t˚
1
t˚
0
ż
R
pBxwmq
2ptqφ˜
p3q
N dxdt “ ´
ż t˚
1
t˚
0
ż
R
wmptqB
2
xwmptqφ˜
p3q
N dxdt`
1
2
ż t˚
1
t˚
0
ż
R
w2mptqφ˜
p5q
N dxdt.
Let K be a constant independent of N such that |φ˜
p3q
N | ď Kφ˜
p1q
N . Thenż t˚
1
t˚
0
ż
R
pBxwmq
2ptqφ˜
p3q
N dxdt ď
1
2
ż t˚
1
t˚
0
ż
R
pKw2mptq `
pB2xwmq
2ptq
K
q|φ˜
p3q
N |dxdt
`
1
2
ż t˚
1
t˚
0
ż
R
w2mptqφ˜
p5q
N dxdt
ď
K
2
ż t˚
1
t˚
0
ż
R
w2mptq|φ˜
p3q
N |dxdt`
1
2
ż t˚
1
t˚
0
ż
R
pB2xwmq
2ptqφ˜
p1q
N dxdt
`
1
2
ż t˚
1
t˚
0
ż
R
w2mptqφ˜
p5q
N dxdt. (5.13)
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Taking into account that the fifth term of the side of (5.12) is not positive, from (5.12) and
(5.13) it follows that
1
2
ż t˚
1
t˚
0
ż
R
pB2xwmq
2ptqφ˜
p1q
N dxdt ď
1
5
ż
R
w2mpt
˚
1qφ˜Ndx´
1
5
ż
R
w2mpt
˚
0qφ˜Ndx
`
K
2
ż t˚
1
t˚
0
ż
R
w2mptq|φ˜
p3q
N |dxdt`
3
10
ż t˚
1
t˚
0
ż
R
w2mptqφ˜
p5q
N dxdt
` 2
ż t˚
1
t˚
0
ż
R
umptqBxumptqw
2
mptqφ˜Ndxdt
`
4
5
ż t˚
1
t˚
0
ż
R
pBxumq
3ptqwmptqφ˜Ndxdt
”
1
5
ż
R
w2mpt
˚
1qdx´
1
5
ż
R
w2mpt
˚
0qφ˜Ndx` I ` II ` III ` IV.
(5.14)
Since φ˜
p3q
N and φ˜
p5q
N are bounded functions, the convergence in (5.2) implies that
I ` II ď C. (5.15)
We now estimate III`IV . Using the convergence (5.2), and the boundedness of the function
φ˜
p1q
N , we obtain, for α P p0, 1{4s, that
III ` IV ďC
ż t˚
1
t˚
0
}umptq}
3
H2}umptqφ˜N}L8dt` C
ż t˚
1
t˚
0
}umptq}
2
H2
ż
R
|wmptq||Bxumptq||φ˜N |dxdt
ďC
ż t˚
1
t˚
0
}umptqφ˜N}H1dt` C
ż t˚
1
t˚
0
}wmptq }L2}Bxumptqφ˜N}L2dt
ďC
ż t˚
1
t˚
0
p}umptqφ˜N}H1 ` }Bxumptqφ˜N}L2qdt
ďC
ż t˚
1
t˚
0
p}umptqφ˜N}L2 ` }Bxumptqφ˜N}L2 ` }umptqφ˜
p1q
N }L2qdt
ďC
ż t˚
1
t˚
0
p}umptq}L2pxxy4αdxq ` }Bxumptq}L2pxxy4αdxqqdt` C
ďC ` C
ż t˚
1
t˚
0
}Bxumptq}L2pxxy4αdxqdt. (5.16)
Using Lemmas 2.3 and 2.2 and the convergence in (5.2) it follows, for α P p0, 1{8s and
t P rt˚0 , t
˚
1s Ă r0, T s, that
}Bxumptq}L2pxxy4αdxq “}xxy
2αBxumptq}L2 ď }xxy
1{4Bxumptq}L2 ď C}Jpxxy
1{4umptqq}L2
ďC}xxy1{2umptq}
1{2
L2
}J2umptq}
1{2
L2
ď C. (5.17)
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From (5.14)-(5.17) we conclude that, if α P p0, 1{8s then
1
2
ż t˚
1
t˚
0
ż
R
pB2xwmq
2ptqφ˜
p1q
N dxdt ď
1
5
ż
R
w2mpt
˚
1qφ˜N ´
1
5
ż
R
w2mpt
˚
0qφ˜N ` C, (5.18)
where C “ CpT q is a constant indepent of N and m.
Let us observe that from the convergence in (5.3) we can conclude that
sup
xPR
ż T
0
|B2xwmpx, tq ´ B
2
xwpx, tq|
2dt “ }B4xum ´ B
4
xu}
2
L8x L
2
T
Ñ 0,
as mÑ 8.
Hence, denoting by |A| the measure of a set A Ă R, we haveˇˇˇ ż t˚
1
t˚
0
ż
R
rpB2xwmq
2px, tq ´ pB2xwq
2px, tqsφ˜
p1q
N dxdt
ˇˇˇ
ď C
ż
supp φ˜
p1q
N
ż t˚
1
t˚
0
|B2xwm ´ B
2
xw||B
2
xwm ` B
2
xw|dtdx
ď C
ż
supp φ˜
p1q
N
}B2xwmpx, ¨q ´ B
2
xwpx, ¨q}L2T }B
2
xwmpx, ¨q ` B
2
xwpx, ¨q}L2T dx
ď C}B2xwm ´ B
2
xw}L8x L2T }B
2
xwm ` B
2
xw}L8x L2T |supp φ˜
p1q
N |
ď C}B2xwm ´ B
2
xw}L8x L2T Ñ 0,
as mÑ 8.
Therefore, passing to the limit in (5.18), as mÑ8, we obtain that
1
2
ż t˚
1
t˚
0
ż
R
pB2xwq
2ptqφ˜
p1q
N dxdt ď
1
5
ż
R
w2pt˚1qφ˜N ´
1
5
ż
R
w2pt˚0qφ˜N ` C
ď C
ż
R
w2pt˚1qxxy
2αdx` C
ż
R
w2pt˚0qxxy
2α ` C ”M. (5.19)
Since φ˜
p1q
N is an even function, φ˜
p1q
N ě 0 and, for x ě 1,
φ˜
p1q
N pxq Ñ 2αxxy
2α´1xxy1 „ xxy2α´1,
as N Ñ8, applying Fatou’s Lemma in (5.19) we can conclude thatż t˚
1
t˚
0
ż
|x|ě1
pB2xwq
2ptqxxy2α´1dxdt ď CM.
On the other hand, since 2α´ 1 ď 0,ż t˚
1
t˚
0
ż
|x|ď1
pB2xwq
2ptqxxy2α´1dxdt ď
ż t˚
1
t˚
0
ż
|x|ď1
pB2xwq
2ptqdxdt ď 2}B2xw}
2
L8x L
2
T
“ 2}B4xu}
2
L8x L
2
T
ă 8.
In consequence ż t˚
1
t˚
0
ż
R
pB2xwq
2ptqxxy2α´1dxdt ă 8. (5.20)
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From (5.20) it follows that
B2xwptqxxy
α´1{2 P L2pRq, a.e. t P rt˚0 , t
˚
1s.
This fact and (5.10) imply that
xxyαwptq P L2 and J2pxxyα´1{2wptqq P L2, a.e. t P rt˚0 , t
˚
1s.
Let us define f :“ xxyα´1{2wptq. Then
xxy1{2f P L2 and J2pfq P L2.
Using Lemma 2.2 with a “ 2 and b “ 1{2 we conclude that, for θ P r0, 1s,
}J2θpxxyp1´θq{2fq}L2 ď C}xxy
1{2f}
p1´θq
L2
}J2pfq}θL2.
Taking θ “ 2α, we have that }J4αwptq}L2 ă 8, a.e. t P rt
˚
0 , t
˚
1s, i.e., wptq P H
4α, a.e.
t P rt˚0 , t
˚
1s, i.e., uptq P H
2`4α.
The end of the proof is as in [9] and in consequence we omit the details. 
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