A long-standing challenge in the business cycle literature is explaining the near identical volatility of output and hours worked. We refer to this as the hours volatility puzzle. We conjecture that resolving this puzzle boils down to accounting for the volatility of age specific hours. Our motivation comes from observing that aggregate hours' fluctuations are disproportionately accounted for by the young, whose hours vary much more over the business cycle than the prime-aged. Differences in age-specific hours' volatility can arise from differences in labor supply, labor demand, or both. We first show that the joint behavior of hours and wages indicate the importance of age-specific labor demand differences over the cycle. We then investigate different expressions of this labor demand explanation in a quantitative framework. Based on both economic and econometric evidence we demonstrate that the most promising explanation features a greater diminishing marginal product of prime-age labor relative to young labor input in production. Our preferred model accounts for the volatility of age-specific hours and wages relative to output observed in the data. Moreover, it replicates the relative volatility of aggregate hours to output, providing a solution to the hours volatility puzzle.
Introduction
Perhaps the most salient stylized fact regarding the business cycle is the striking similarity in cyclical fluctuations of aggregate output and hours worked. Indeed, the first business cycle phenomenon discussed in the seminal work of Prescott (1986) is that: "Output and hours clearly move up and down together with nearly the same amplitude." That is, when looking at detrended real GDP and aggregate hours worked the two series display: (i) a correlation near unity, and (ii) a relative volatility near unity.
Modern business cycle analysis has been successful in accounting for the first of these phenomena but has failed to account for the second. While the standard deviation of hours relative to that of output is near unity in the U.S. data, quantitative models generate a ratio of 0.7 − 0.75 at best (see Rogerson, 1988; Hansen, 1985; Benhabib et al., 1991) . We refer to this long-standing discrepancy between data and theory as the hours volatility puzzle. Developing a solution to this puzzle is crucial to our understanding of the mechanisms that amplify and propagate business cycle fluctuations.
In this paper, we hypothesize that a resolution can be found by modeling the cyclical behavior of disaggregated hours worked. We are motivated by the observation that the hours of young individuals fluctuate much more over the business cycle than for the prime-aged, leading to aggregate hours' volatility being disproportionately accounted for by the young. The mechanisms embodied in standard business cycle models do a good job of accounting for hours volatility of prime-aged individuals, but not for the young. Hence, we hypothesize that explaining the volatility of aggregate hours boils down to explaining the volatility of hours for young individuals. We ask whether a model that accounts for the business cycle volatility of hours worked by these different age groups can solve the hours volatility puzzle.
To maintain comparability with the real business cycle (RBC) literature, we study models that represent minimal deviations from the standard RBC model, extended to three factor inputs:
capital, "young" labor, and "old" labor. Within this framework, differences across age groups can arise from factors related to preferences (or succinctly, differences in labor supply), technology (labor demand), or both. 1 How does one distinguish between these two channels?
The joint behavior of age-specific hours and wages over the cycle provides the necessary evidence.
Specifically, any modification to the RBC framework relying on age-specific labor supply differences alone would generate either a higher relative volatility of young hours or young wages, but not both simultaneously. 2 In Section 2 we document that both the volatilities of hours and wages of young individuals is greater than that of the prime-aged over the cycle. Hence, jointly matching the behavior of hours and wages in the RBC framework requires a role for age differences in cyclical labor demand. Since we also show that all age-specific real wages are procyclical, we restrict our analysis to models where the sole impulse is a productivity shock.
Analytically, models featuring differences in labor demand characteristics over the cycle fall into two categories. The first features age-specific marginal products of labor that respond differently to cyclical shocks. To study this, we construct a model that allows the variance of innovations to labor-augmenting productivity to differ across young and old labor input. In the second category are models featuring different degrees of diminishing marginal product of age-specific labor. We study this by allowing the elasticity of substitution between capital and labor to differ between young and old.
We present both economic and econometric evidence to discriminate between such models.
Based on this evidence we argue that the most promising explanation features different elasticities of substitution between factor inputs, so that production exhibits a greater diminishing marginal product of old labor input relative to young labor. Indeed, our analysis points to the importance of capital-experience complementarity in production, when age is equated with labor market experience.
In our analysis, we do not simply impose values for the models' key elasticity parameters.
Instead we estimate the structural parameters from the models' factor demand equations. Our estimation strategy exploits the identification that emerges from the relationship between aggregate prices and quantities observed in the data, and in no way targets the differences in cyclical volatility of age-specific hours.
Using our estimated parameters we find that a model with capital-experience complementarity generates volatilities of hours and relative wages across age groups that are very similar to those observed in the data. As a by-product, the model generates a relative volatility of aggregate hours to interaction between age and worker-occupation match.
2 Section 4 discusses this in depth.
output that is essentially unity. That is, the capital-experience complementarity model represents a solution to the hours volatility puzzle. This is not the first paper to address age group differences in analyzing labor market fluctuations. Rios-Rull (1996) and Gomme, Rogerson, Rupert, and Wright (2004) study models with differences in hours volatility owing to life-cycle considerations (e.g., preferences for home and market production, and efficiency units of hours worked that differ exogenously by age). They show that life-cycle factors are successful at explaining volatility differences between the prime-aged and those near retirement age. However, in the data these differences are small. These same factors cannot account for the much greater volatility of young workers relative to all others. By extension, these models are unsuccessful in improving upon the standard, homogenous labor RBC model in terms of the hours volatility puzzle. Hansen and Imrohoroglu (2008) consider a life-cycle model in which efficiency units of labor are accumulated while working via learning-by-doing. This mechanism generates substantial differences in volatility by age, but at the expense of dampening the volatility of hours worked for all age groups. Hence, the learning-by-doing model actually underperforms relative to the standard RBC model in matching the volatility of aggregate hours. It is also worth noting that these papers focus on age differences in the elasticity of labor supply. As a result, at a qualitative level these models are counterfactual with respect to the relative volatility of real wages over the cycle.
The paper is organized as follows. In Section 2, we document differences in the volatility of hours worked and wages by age. Section 3 presents our class of models that allows for the cyclical properties of labor demand to differ across age. Section 4 provide analytical results on the response of age-specific hours and wages to business cycle shocks in the different models we consider. In
Section 5 we present our estimation and calibration of structural parameters and discuss our ability to statistically discriminate between model specifications. In Section 6 we present results for the models' cyclical properties relative to the U.S. data. Notwithstanding the quantitative success of the capital-experience complementarity model, we acknowledge that there are other mechanisms that can account for the behavior of age specific hours. We consider such alternatives in Section 7, and present evidence to evaluate the plausibility of these. Concluding remarks are provided in Section 8.
The Cyclical Volatility of Age-Specific Hours and Wages
In this section, we document the empirical findings that motivate our approach. We first present evidence on the large differences by age in the volatility of hours and employment over the cycle.
Within the RBC framework, these differences can arise from differences in the cyclical characteristics of labor demand or labor supply. In subsection 2.2 we provide an analysis of the cyclicality of age specific real wages. Taken together with the evidence from subsection 2.1 these findings indicate an important role for age differences in the cyclical properties of labor demand.
Hours
The evidence on the cyclicality of age-specific hours has been extensively addressed in Gomme, Rogerson, Rupert, and Wright (2004) and Jaimovich and Siu (2009) . We provide a brief summary here and refer the reader to the cited papers for greater detail.
Using data from the March supplement of the CPS, 1963-2005, we construct annual series for per capita hours worked for specific age groups, as well as an aggregate series for all individuals 15 years and older. 3 We extract the high frequency component of each series using the HodrickPrescott (HP) filter. Since we are interested in fluctuations at business cycle frequencies (those higher than 8 years), we use a smoothing parameter of 6.25 for annual data. 4 Table 1 presents results on the time series volatility of hours worked by age. The first row presents the percent standard deviation of the detrended age-specific series. We see a decreasing relationship between the volatility of hours worked and age, with an upturn close to retirement age.
We are not interested in the high frequency fluctuations in these time series per se, but rather those that are correlated with the business cycle. For each age-specific series, we identify the business cycle component as the projection on a constant, current detrended output, and on current and lagged detrended aggregate hours; we refer to these as the cyclical hours worked series. The second row of Table 1 reports the R 2 from these regressions. This is high for most age groups, even for those whose hours comprise a small fraction of total hours. This implies the preponderance of 3 See Appendix A.3 for detailed information on data sources used throughout the paper. 4 Through analysis of the transfer function of the HP filter, Ravn and Uhlig (2002) find this to be the optimal value for annual data. Using a similar approach, Burnside (2000) recommends a smoothing parameter value of 6.65. Finally, see Baxter and King (1999) , who recommend a value of 10 through visual inspection of the transfer function. Throughout this paper, we have repeated our analysis of annual data using the band-pass filter proposed by Baxter and King (1999) , removing fluctuations less frequent than 8 years. The results are essentially identical in all cases. , 1968-2005 . Filtered volatility is the percentage standard deviation of HP-filtered log data. Cyclical volatility is the percentage standard deviation of HP-filtered log data as projected on aggregate business cycle measures, with the R 2 from this projection reported. Share of hours is the sample average share of aggregate hours worked by the age group. Share of hours volatility is the age group's share of "aggregate hours volatility," the average of age-specific cyclical volatilities weighted by hours shares.
high frequency fluctuations are attributable to the business cycle. 5
The third row indicates the percent standard deviation of the cyclical series. The data indicates a pattern of decreasing volatility with age. The young experience much greater cyclical volatility in hours than all others. Moreover, the age differences are large. The standard deviation of cyclical hours fluctuations for 15-19 and 20-24 year old workers is 5 and 2.5 times that of 50-59 year olds, respectively. 6
The fourth row indicates the average share of aggregate hours worked by each age group. The fifth row indicates the share of "aggregate hours volatility" attributable to each age group. Here, aggregate hours volatility is represented by the weighted average of age-specific cyclical volatilities, with weights reflecting an age group's share of aggregate hours. Fluctuations in aggregate hours are disproportionately accounted for by young workers. Although those aged 15-29 make up only about one quarter of aggregate hours worked, they account for nearly one half of aggregate hours volatility. By contrast, prime-aged workers in their 40s and 50s account for more than 40% of hours, but only about 25% of hours volatility. 7 5 The exception is the 60-64 age group, where a larger fraction of fluctuations are due to age-specific, non-cyclical shocks.
6 These results corroborate the findings of Gomme, Rogerson, Rupert, and Wright (2004) , and extend them to include data from the 2001 recession. See also Clark and Summers (1981) , Rios-Rull (1996), and Nagypál (2004) who document differences in cyclical sensitivity across age groups.
7 Large differences by age remain when we undertake further breakdowns, such as gender, education, marital status, and industry of occupation. See Gomme, Rogerson, Rupert, and Wright (2004) and Jaimovich and Siu (2009) 
Age-Specific Wages
From the March CPS, we use information on labor income and hours worked to construct annual series for hourly wages, 1963-2005 . These wages are then deflated by the GDP deflator to obtain real wages. Given our interest in wage cyclicality, we construct wage rates in a manner mitigating composition effects that stem from labor heterogeneity. Specifically, we classify individuals into 220 highly disaggregated demographic groups, and weight observations to derive efficiency measures of age-specific labor input. Our procedure is an extension of that used by Katz and Murphy (1992) and Krusell, Ohanian, Rios-Rull, and Violante (2000) , and is detailed in Appendix A.3. 8 We then HP-filter these series to isolate fluctuations at the business cycle frequency.
The first row in Table 2 reports the percent standard deviation of the HP-filtered hourly real wage rates by age. 9 We see a decreasing pattern in volatility by age with an upturn beginning in the 55-59 age group. The second row reports the R 2 from projecting the age-specific series onto detrended aggregate output and hours, as done in subsection 2.1. These statistics, and the fact that all these series are positively correlated, indicate that real wages, when disaggregated by age, are indeed procyclical.
Row 3 presents the percent standard deviation of the cyclical age-specific series. As in Row 1, we see the familiar decreasing pattern of volatility by age, with a slight upturn at the end of the age distribution. For instance, the standard deviation of cyclical volatility for 20-24 year olds is about twice that of 45-49 year olds.
Hence, the cyclical volatility of both hours and wages is greater for the young than for other age groups. This evidence allows us to discriminate between alternative mechanisms in our analysis.
Specifically, real wages are equated to the marginal product of labor within the RBC framework.
Because all real wages are procyclical, we restrict attention to models where business cycle impulses are due to productivity shocks. If age differences in labor supply were the sole factor responsible for the greater volatility of young workers' hours than the prime-aged, their wages would simultaneously be less volatile over the business cycle. By contrast, we find exactly the opposite.
This is not to claim that age-specific labor supply considerations are irrelevant for understanding differences in hours volatility. However, the greater volatility of wages and hours for the young indicates that, within the RBC framework, there must be some role played by differences in the cyclical nature of labor demand. 10 This finding is laid out in detail in Section 4.
The Models
In this section, we present models featuring differences in the cyclical characteristics of labor demand for age-specific labor. The remaining features of the model -in particular, household preferences -are specified to conform as closely as possible to the standard RBC model. This specification allows us to isolate the role of age differences in labor demand in accounting for the facts presented in Section 2. It also allows us to isolate the theoretical differences implied by the two classes of labor demand models.
Households
The economy is populated by a large number of identical, infinitely-lived households. Each household is composed of a unit mass of family members. For simplicity, we assume there are only two types of family members, young and old. Let s Y denote the share of family members that are young. Family members derive instantaneous utility from consumption C i and disutility from hours spent working N i , according to U i (C i , N i ), where i ∈ {Y, O} denotes either young or old.
The representative household's date t problem is to maximize
with 0 < β < 1, 0 ≤ δ ≤ 1. HereK t denotes capital holdings at date t, r t is the rental rate, W Y t is the wage rate of young workers, and W Ot is the wage rate of old workers. The household takes all prices as given. In our benchmark case, we specify the instantaneous utility function to be Because of additive separability in preferences, optimality entails equating consumption across all family members:
2)
The first-order condition (FONC) for capital holdings is given by:
The FONCs for hours worked are given by:
In our benchmark calibration, we set θ Y = θ O so that the substitution effect of wage changes on labor supply is equated across workers. Given this, condition (3.2) implies that the income effect of a consumption change on labor supply is equal across young and old workers. Again, the data presented in Section 2 imply that the labor demand channel is required for an RBC model to explain the stylized facts. Adopting identical income and substitution effects allows us to isolate the role of labor demand differences in generating volatility differences across young and old workers.
Firms
To study differences in demand for young and old labor over the business cycle, we relax two assumptions imposed on the standard RBC model's production technology. First, we allow hours of young and old workers to be distinct factor inputs. Second, we drop the Cobb-Douglas assumption of unit elasticity of substitution across inputs, and consider a nested CES functional form. In all of our analysis, we assume that production is constant returns to scale, and that final goods are produced by perfectly competitive firms.
With three factor inputs, there are three possible specifications for the nested CES production function:
Here, Υ 1 and Υ 2 are CES aggregators, H Y t is labor input of young workers, H Ot is labor input of old workers, and K t is capital services hired at date t. The representative firm's problem is to maximize profits:
taking input prices as given.
Differences in elasticity of substitution
Consider the following production function specification for nesting (1):
Labor-augmenting technology follows a deterministic growth trend with stationary shocks:
where E (ε) = 0, 0 ≤ var (ε) = σ 2 ε < ∞, and g > 0 is the growth rate of technology.
The degree of diminishing marginal product differs between young and old labor whenever σ = ρ. 12 The elasticity of substitution between old workers and capital is given by (1 − ρ) −1 , while the elasticity of substitution between young workers and the
Following Krusell, Ohanian, Rios-Rull, and Violante (2000), we define production as exhibiting capital-experience complementarity when σ > ρ when we equate age with labor market experience.
Profit maximization entails equating factor prices with marginal revenue products. The FONCs are:
Ot ,
where
In nesting (2) here. Again, the degree of diminishing marginal product of young and old labor differs whenever the elasticity parameters differ.
Differences across technology shocks to young and old labor input
In nesting (3) the functional form becomes: 13
Again, the FONCs equate factor prices with marginal revenue products:
When A Y t ≡ A Ot , productivity shocks affect the marginal product of young and old labor in an identical fashion. As a result, the cyclical characteristics of labor demand do not differ. 14 In order to generate labor demand differences in nesting (3), we must assume that shocks to labor-augmenting technology affect H Y t and H Ot differently. To this end we impose that:
with 0 <φ < 1. That is, A Y t and A Ot are subject to stationary shocks with the same persistence and identical shock innovations. However, the impact of the innovations on A Y t are larger, so that young labor input is subject to technology shocks with larger variance compared to old labor input.
We define production as exhibiting youth biased technology shocks when ψ > 1.
Of course, ψ cannot be estimated or calibrated to match first moments. As a result, we must impose a value for ψ. Note that in the case of nesting (1) (or nesting (2)), no such assumption need be made; young and old labor input are subject to the same technology shock, A t . Differences in cyclical labor demand arise naturally from the difference in elasticity of substitution with respect to capital. Moreover, the values for the elasticity parameters, σ and ρ (orσ andρ), need not be imposed, and are estimated from aggregate data.
Equilibrium
Equilibrium is defined as follows. GivenK 0 > 0 and the stochastic process(es) for technology, a competitive equilibrium is an allocation,
and price system, {W Y t , W Ot , r t }, such that: given prices, the allocation solves both the representative household's problem and the representative firm's problem for all t; and factor markets clear for all t:
Walras' law ensures clearing in the final goods market:
14 Indeed, the standard RBC model is a special case with AY t ≡ AOt,σ = 0 andρ = 1.
Finally, for the purposes of model evaluation, we define aggregate hours worked as
Analytical Results
In this section, we provide analytical results illustrating how the models generate a higher relative cyclicality of young hours to old workers. We then discuss their implications for the relative cyclicality of real wages. In Section 6 we present results for quantitative versions of the models.
Youth Biased Technology Shocks
We begin with the case in which production exhibits youth biased technology shocks, nesting (3).
It is easy to show that the response of young hours to a shock innovation is greater than that of the old, even when there are no differences in labor supply characteristics.
The response of hours of young workers to a business cycle shock is greater than the response of hours of old workers.
To see this, consider the firm's FONCs with respect to labor, (3.5) and (3.6). 15 In log W -log H space, these define linear labor demand curves with common slope, (ρ − 1). 16 Consider the effect of an innovation to technology. Since ψ > 1, this results in a larger impulse to log A Y than log A O .
That is, the vertical shift in the labor demand curve for the young is greater than that for the old. This is responsible for the result of Proposition 1.
We show this diagrammatically in Figure 1 . The left panel depicts the demand curve for young labor, the right panel for old labor. The horizontal line depicts the labor supply curves derived from the household's FONCs with Rogerson-Hansen preferences and lotteries; in log-log space, both are linear with common slope, θ Y = θ O = 0. This restriction is made for graphical simplicity and, as indicated, the result is independent of the (common) slope of the labor supply curves.
Consider the response to a positive innovation to technology, ε > 0. The equilibrium income effect of this shock generates an upward shift in the labor supply curves; since our model assumes identical wealth effects, we abstract from these in the diagram for the sake of clarity. Using a 15 A formal presentation of this is straightforward and available from the authors upon request. 16 We are abstracting from the fact that Yt and Θt are functions of HY t and HOt. Since these terms are identical across the FONCs, this is inconsequential to the analysis. Notes: Red lines labeled "S" depict the labor supply curves derived from the household's FONCs with RogersonHansen preferences in log-log space with common slope θY = θO = 0; blue lines labeled "D" depict labor demand curves. Since ψ > 1, %∆AY > %∆AO and therefore %∆HY > %∆HY and the innovation has a larger effect on the marginal product of young labor, the relative shift effect.
circumflex to denote log deviations, the shock generatesŶ > 0 andΘ > 0 in (3.5) and (3.6). Since these are identical across labor demand curves, we abstract from these as well.
Hence, the only effect that requires diagrammatic consideration is the direct effect of the innovation to the labor demand curves, and we plot these in Figure 1 . The innovation generates a larger vertical shift in the demand for H Y than for
has a larger effect on the marginal product of young labor, and we refer to this as the relative shift
Capital-Experience Complementarity
Now consider the case of nesting (1), when production displays capital-experience complementarity.
Again, the response of young hours to a technology shock is greater than that of the old, even when there are no differences in labor supply characteristics.
Proposition 2 Let θ Y = θ O ≥ 0 and σ > ρ. The response of hours of young workers to a business cycle shock is greater than the response of hours of old workers.
The detailed proof is in Appendix A.1. Here, we demonstrate this result for the special case with ρ = 0. When ρ = 0, the H O -K composite in equation (3.3) becomes Cobb-Douglas, and the firm's FONCs simplify as:
In log W -log H space, these define linear labor demand curves, with slope (σ − 1) for young labor and slope [(1 − λ) σ − 1] for old. Since 0 < λ < 1 and 0 < σ < 1, the demand curve for young labor is flatter than that of old labor. Moreover, a shock to technology (a change in log A, which is common to both FONCs) generates a vertical shift in the young labor demand curve of σ, which is larger than the shift in the old labor demand curve of (1 − λ) σ. These two factors combine to generate the result of Proposition 2.
We show this diagrammatically in Figure 2 . Again, the left panel depicts the demand curve for young labor, the right panel for old labor, and the horizontal line depicts the labor supply curves
Consider a positive shock to technology,Â. As before, we abstract from the equilibrium income effect of this shock on the labor supply curves since they are identical across young and old. We also abstract from the output response,Ŷ , since this identical across labor demand curves as well.
Finally, since capital is a state variable, the response of capital to the shock isK = 0.
Hence, the only effect that requires diagrammatic consideration is the direct effect of the shock to the labor demand curves, and we plot these in the middle and bottom rows of Figure 2 . Suppose, momentarily, that the technology shock results in identical shifts of the two demand curves: this is illustrated as the dotted lines in the middle row. This results in a larger equilibrium response of young labor input relative to the old, i.e.Ĥ Y >Ĥ O . This is due to the relative complementarity of old labor to capital, implying that the marginal product of labor is more sensitive to changes in
After a positive shift in labor demand, a smaller change in old labor is required to achieve the same change in its marginal product, and we call this the relative slope effect.
The positive shock also generates a larger vertical shift in the demand for H Y than for H O :
σÂ > (1 − λ) σÂ. This is depicted by the dash-dot line in the left panel of the bottom row. The relative shift effect reinforces the relative slope effect. Hence, in equilibrium,Ĥ Y >Ĥ O .
Furthermore, the relative shift effect occurs with capital-experience complementarity, even though old and young labor demand are subject to the same technology shock, A t . This is in Notes -All panels: Red lines labeled "S" depict the labor supply curves derived from the household's FONCs with Rogerson-Hansen preferences in log-log space with common slope θY = θO = 0; blue lines labeled "D" depict labor demand curves. Top panels: slope of demand curve for HY is flatter than the demand curve for HO. Middle panels: productivity shock causes both demand curves to shift up; the relative slope effect is evident from %∆HY > %∆HO. Bottom panels: the relative shift effect is evident from the labor demand for HY shifting up by more than for HO, increasing %∆HY even more.
contrast to the youth biased technology shock model, in which we had to assume that shock innovations had larger effects on A Y t as compared to A Ot .
Finally, similar results can be obtained from the production technology described as nesting (2). Given the symmetry with nesting (1), we do not provide detail here. In this case, absent labor supply differences, the response of young hours worked to a business cycle shock is greater than the response of old hours when σ < ρ.
The Response of Real Wages
Differences in the relative shift effect and/or the relative slope effect in labor demand generate greater cyclicality of hours worked for young workers relative to old workers. However, for the extreme case with infinite Frisch labor supply elasticities (θ Y = θ O = 0) displayed, the equilibrium wage response is equated across young and old labor. For the more general case of positive, but finite, Frisch elasticity (θ Y = θ O > 0), the response of the young wage to business cycle shocks will be greater than that of the old. This is illustrated in the top row of Figure 3 for the youth biased technology shock model. The diagram for the capital-experience complementarity model would obviously be similar and demonstrate the same result.
This can be shown analytically from the household's FONCs with respect to labor supply. Using the fact that consumption is equated across agents:
Substituting in the labor market clearing conditions, this can be rewritten in terms of log deviations
when workers have identical labor supply curves, the only way to induce a greater hours response for the young is through a larger wage response. 17
Note, however, that this condition implies a stronger result. With cyclical differences in labor demand, the wage response of young workers can be greater than that of the old, even when young labor supply is more elastic (i.e. when θ Y < θ O ). We view this as an important result, since our point is not to claim that labor supply characteristics are identical across all agents. Relative to the old, the Frisch elasticity of young workers may be greater, or the income effect of wage changes Notes -All panels: Red lines labeled "S" depict labor supply curves; blue lines labeled "D" depict labor demand curves. Top panels: labor supply curves derived from the household's FONCs with finite and positive Frisch elasticity in log-log space with common slope θY = θO > 0, labor demand derived from the youth biased technology shock model. Since %∆AY > %∆AO we have that %∆WY > %∆WO (and as seen before, the young hours response is also larger). Bottom panels: young labor supply curve is perfectly elastic, old labor supply curve is less elastic, and labor demand is the same across young and old. In this case, %∆HY > %∆HO as desired, but %∆WY < %∆WO.
for young workers may be smaller, or both. Models featuring labor demand differences are still capable of delivering greater cyclical volatility of hours and wages for the young relative to the old.
On the other hand, assume that there are no differences in labor demand characteristics. As discussed in Section 2, then one must assume that the Frisch labor supply elasticity of the young is higher than that of the old (and/or the income effect of wage changes is smaller) in order to match the fact that young hours are more responsive to business cycle shocks. 18 However, such a model cannot match the fact thatŴ Y is more responsive thanŴ O . This is illustrated in the bottom row of Figure 3 , where the labor supply curve of the young is depicted as being perfectly elastic. More 18 We maintain the hypothesis that business cycles are generated by shocks to technology. A model emphasizing the role of shocks to labor supply would incorrectly predict that real wages are countercyclical.
generally, as long as labor supply is more elastic for the young relative to the old, the wage response of the young will be smaller in response to identical labor demand fluctuations. Hence, matching both the higher relative volatility of young hours and young wages requires a model where labor demand characteristics are not age neutral.
Quantitative Specification
In this section, we describe the quantitative specification of our models. To maintain comparability with the RBC literature, we perform a standard calibration when possible. However, the parameters governing elasticities of substitution in production cannot be calibrated to match first moments in the U.S. data. Instead, we adopt a structural estimation procedure to identify these values using data from the NIPA and CPS. After describing the procedure, we discuss calibration of the remaining parameter values. Given the empirical evidence discussed in Section 2, we identify young and old workers in the model with 15-29 and 30-64 year old age groups, respectively, in the data.
Structural Estimation Procedure
We estimate the elasticity parameters in production from the factor demand equations implied by our various models. 19 Across models, these equations differ in terms of factor inputs and prices, but maintain the same functional forms. As such, our strategy is identical across models, and differences occur only in the labeling of variables across estimating equations.
Empirical Strategy
Consider the capital-experience complementarity model, nesting (1). The firm's FONC with respect to H Y t rewritten in logged, first-differenced form is:
Here a 0 is a constant, and u t is a function of current and lagged shock innovations,
Hence, σ is identified from the response of W Y to exogenous changes in H Y and Y .
19 A similar approach is used in Burnside, Eichenbaum, and Rebelo (1995) and the references therein.
The age-specific wage measures analyzed in Section 2 are constructed using hours data in order to translate direct information on labor income into information on hourly wages. To avoid the obvious problems from using W Y t , which is partly constructed from H Y t , we estimate a variant of (5.1) for which direct data on the left-hand side variable is available. This is obtained by multiplying both sides of the FONC by H Y t :
where LI Y t ≡ W Y t H Y t denotes labor income earned by young workers. If there were no endogeneity issues (see below), σ could be estimated from a simple restricted least-squares regression.
To estimate ρ, we proceed in a similar manner. Combining the firm's FONCs with respect to H Ot and K t and performing similar manipulations obtains:
where Q Ot denotes the share of national income earned by old labor, and Q Kt the share of national income earned by capital.
Importantly, our procedure does not require imposing any restrictions from the model's specification of household behavior. 20 The only assumptions required to pin down σ and ρ are: (i) profit maximization on the part of firms, and (ii) that changes in factor prices reflect changes in marginal revenue products. As is obvious from our estimating equations, (5.2) and (5.3), identification does not rely upon the fact that young hours are more volatile over the cycle than old hours. Moreover, no aspect of our approach imposes that σ > ρ; whether this is satisfied depends on the relation between aggregate prices and quantities observed in the data.
The empirical strategy for the other production specifications is analogous, so we do not go into detail here. 21 20 We see this as a virtue since our goal is not to claim that labor supply characteristics are indeed identical across the young and old, as maintained in our benchmark calibration. Instead, or goal is to isolate the quantitative role of differences in the cyclical demand for young and old labor.
21 One minor difference deserves mention for the youth biased technology shock model, nesting (3). The estimate forσ is obtained from the demand function for capital services as: ∆ log QKt = a3 +σ∆ log (Kt/Yt) .
Shocks to technology do not directly enter this equation. Hence, deviations from this equation, which are observed in the data, are accounted for by the presence of classical measurement error.
Exogeneity
Since our estimating equations are based on factor demand equations, we must address the endogeneity of the regressors to the error term. In (5.2) and (5.3) for instance, the structural equations identify the error term as due to shocks to technology. To obtain unbiased estimates, we must isolate variation in our regressors that is unrelated to shocks shifting firms' factor demand, be they technology shocks or other omitted factors from the FONCs.
We do so by adopting an instrumental variables (IV) approach. We use two instruments: the Ramey and Shapiro (1998) dates indicating the onset of exogenous military build-ups and lagged birth rates. In a standard RBC model like the one we consider, government spending shocks introduce exogenous shifts in labor supply due to their associated income effects (see Christiano and Eichenbaum (1992) ). This results in changes in H Y , H O , and Y that are unrelated to shifts in factor demand.
Our second instrument is lagged birth rates. This instrument allows us again to identify changes in current labor supply -this time due to changes in past fertility -that are uncorrelated to shifts in factor demand. 22 Recall that:
Lagged birth rates are valid if fertility is exogenous to past technology shock innovations, {ε t−j } ∀j>0 .
If one believes that fertility decisions, say, 15 years ago might be endogenous to innovations at least 15 years ago, then some bias might be induced. However, note that in the case of the 15-year lagged birth rate, the concern is its correlation with the sum (1 − φ)
For standard values of shock persistence, φ, relevant for our analysis, this impact is almost negligible.
Obviously, for birthrates of larger lag, this is even smaller. We thus conclude that, from an empirical standpoint, lagged birth rates are valid instruments.
Model Estimation and Discrimination
For the capital-experience complementarity model, we estimate equations (5.2)-(5.3) as described above. For the two other production function nestings, suitably modified versions of these equations are estimated using the same instruments. Given that we are investigating three potential models which differ in terms of production technology, we pursue a simple specification test to discriminate between them. Our approach is to test for misspecification in the models' factor demand equations to determine if any of the three alternatives are rejected by the data.
To this end, we perform the Ramsey test for model misspecification. Each model's production function delivers a pair of linear estimating equations. As discussed in Davidson and MacKinnon (2004) , the Ramsey test is a straightforward and powerful method of testing the null hypothesis that the linear estimating equations are correctly specified.
Our estimation method is the two-step version of Hansen's (1982) Generalized Method of Moments, which following Newey and McFadden (1986) is asymptotically-efficient. Heteroskedasticity and autocorrelation robust standard errors are estimated following Andrews (1991) . We pursue a systems approach because our theory suggests that the error terms are correlated. 23 Nevertheless, estimating the system equation-by-equation does not qualitatively change our results.
The estimation results for nesting (1) are presented in the first row of Table 3 . We have calculated the Anderson (1951) and Cragg and Donald (1993) tests of the weak instrument null hypothesis. We reject using either statistic in both (5.2) and (5.3) with p-values below 0.05 in all cases. Thus, we conclude that weak instruments are not a cause for concern in these data.
Column 1 presents the p-value for the Ramsey test. We fail to reject the null hypothesis 23 This is not necessarily true for the production function that nests HO with HY -see footnote 21.
of correct specification in equations (5.2)-(5.3), so that the FONCs derived from this nested CES production function are a reasonable depiction of the data. The point estimate of ρ = 0.16 indicates that the elasticity of substitution is near unity in K and H O ; in contrast, the estimate of σ = 0.72 indicates that the substitution elasticity is substantially larger between H Y and the K-H O composite. Conducting the F-test of the null hypothesis that σ = ρ, we get a p-value of 0.02 so that the difference between σ and ρ is easily statistically significant at the 5% level. Moreover, the difference is in the "right" direction for the interpretation of capital-experience complementarity
The specification test for nesting (2) Finally, we present results for nesting (3) in the second row of Table 3 In what follows we consider the quantitative predictions of nestings(1) and nesting (3), the capital-experience complementarity and youth biased technological shock models, respectively.
Calibration
The remaining parameters are calibrated in the standard manner. We set β = 0.99 and δ = 0.025 to correspond to quarterly time periods. In contrast to nesting (1), we are not able to back out series for {A Y t } and {A Ot } for nesting (3), the youth biased technology shock model. As such, we cannot identify the parameters, φ and ψ, governing, respectively, the persistence of shocks and the relative impact of shock innovations on technology. Given this, we consider a range of values for ψ to investigate the plausibility of the model's predictions, and simply set φ = 0.95. This last choice is made to facilitate comparison with the analysis of nesting (1) and the standard RBC model.
Quantitative Evaluation
Column I in Table 4 presents business cycle statistics for HP-filtered U.S. data. As is well known, the volatility of aggregate hours is almost identical to the volatility of output (the ratio of standard deviations is 0.97). The remaining rows in Column I report the relative volatility of hours and wages for the two age groups, 15-29 year olds and 30-64 year olds. While aggregate hours worked is as volatile as output, this masks large differences across the young and the old. The hours of the young are about 50% more volatile than output, while the hours of the old are less volatile than output. As noted in Section 2.2, the volatility of real wages is also greater for the young than for 
Notes: Column I are sample moments calculated from HP filtered data from March CPS, 1968 -2005 . Columns II-VIII are sample moments calculated from model-simulated data. Columns II-III are moments simulated from the capital-experience complementarity model (nesting (1)): setting the production function parameters to those estimated in the data, for varying calibrations of the Frisch labor supply elasticities. Columns IV-VIII use the youth biased technological shock model (nesting (3)): setting the production function parameters to those estimated in the data, for varying calibrations of the labor supply elasticities and ratio (ψ) of young to old labor technology shocks. The row Target says what moments are targeted by setting parameters.
the old. For our two age groups, the ratio of real wage volatility is 1.26.
Capital-Experience Complementarity
We begin with examination of the capital-experience complementarity model. We initially set θ Y = θ O = 0, so that utility is linear in labor. This is a useful benchmark since the standard RBC model (with homogenous labor and Cobb-Douglas production function) requires very high aggregate labor supply elasticity to generate significant volatility of hours worked; the indivisible labor model (with perfectly elastic labor supply) generates a ratio of the standard deviation of hours to output of approximately 0.7 − 0.75. 27 In this sense, the volatility of aggregate hours worked represents a puzzle to the RBC literature.
As Column II of Table 4 reports, the capital-experience complementarity model generates volatility of total hours that is very close to that observed in the data. In fact, aggregate hours are more volatile than output; the relative standard deviation is 1.03. The next row shows that the key to this result is the model's ability to generate hours worked by the young that fluctuates substantially more than output and old hours over the business cycle. The model generates a volatility ratio of 1.85 for young hours to output, which is greater than the value of 1.48 observed in the data. On the other hand, the model understates the volatility of old hours relative to output: the relative standard deviation is 0.70, while this is 0.82 in the data. 28 As such, the model overstates the relative volatility of age-specific hours.
While the benchmark calibration is surprisingly successful along the hours dimension, it cannot account for the behavior of relative wages between the young and the old. This is expected since the Frisch labor supply elasticity is infinite for both young and old agents; as discussed in Section 4, the volatility of age-specific wages is identical in this case.
In Column III we consider the following modification: we change only the labor supply elasticity Because of its ability to generate volatility in hours worked, the capital-experience complementarity model embodies strong amplification of productivity shocks. Across experiments, the relative volatility of output to the shock process is around 1.4 − 1.5. This is reported in row 8
28 Our quantitative specification has an elasticity of substitution between capital and old hours that is close to unity ((1 − ρ) −1 = 1.19), and infinite Frisch elasticity of labor supply for the old. These are the features displayed by the homogenous labor input in the standard RBC model with indivisible labor, discussed in the preceding paragraph. Thus the capital-experience complementarity model generates a relative volatility of old hours to output, sd (HO) /sd (Y ), similar to the relative volatility of aggregate hours to output in the standard RBC model.
29 Note that we are reporting the volatility for cyclical fluctuations in real wages, as constructed in Section 2.2. As previously shown, a significant portion of high frequency wage variation is not correlated with the cycle. Given the focus on business cyle fluctuations in hours and wages, we concentrate on the variation in wages that is due to the cycle.
labeled sd(Y )/sd(z). As we discuss below, this value is substantially larger than in the benchmark RBC model and the model with youth biased technology shocks.
In sum, we find that the capital-experience complementarity model generates a relative volatility of age-specific hours that is similar to that observed in the data. As a by-product of this success, the model generates volatility of aggregate hours that is very close to that of aggregate output. Moreover, the model accounts for the joint behavior of age-specific hours and wages.
Youth Biased Technology Shocks
Columns IV-VIII present results for the youth biased technology shock model. Again, we initially set θ Y = θ O = 0, so that utility is linear in labor.
In Column IV we set ψ = 1 for illustrative purposes. As discussed in Section 3, this specification generates identical hours volatility of young and old. Note also that this model has weak amplification which stems from the elasticity of substitution between capital and the hours composite being less than one. Even with Rogerson-Hansen preferences, the volatility of aggregate hours to output is only 0.56.
In Column V we set ψ to explicitly target the relative volatility of young hours to output, sd (H Y ) /sd (Y ) = 1.48. This requires ψ = 1.22, so that technology innovations have a 22% greater impact on A Y as compared to A O . Again, θ Y = θ O = 0 to maximize the model's amplification mechanism. As is obvious, the model is grossly counterfactual regarding the relative volatility of age-specific hours. The standard deviation of young hours is almost 4.6 times that of old hours, whereas in the data, the ratio is 1.84. Moreover, the model fails to solve the hours volatility puzzle: the volatility of aggregate hours to output is only 0.65, far from the value of 0.97 in the data.
Our next experiment sets ψ to explicitly match the relative volatility of aggregate hours to output. 30 We do not present these results in Table 4 for brevity, but summarize them here. To obtain sd(H)/sd(Y ) = 0.97, the youth biased technology shock model requires a value of ψ = 2.22.
However, in doing so the model wildly overpredicts the volatility of young hours compared to output and old hours; sd (H Y ) /sd (Y ) = 8.35 and sd (H Y ) /sd (H O ) = 15.32 whereas these values are 1.48 and 1.81, respectively, in the data. As such, this model does not provide a resolution to the hours volatility puzzle.
The final thing to note is the weak amplification embodied by all versions of the youth biased technology shock model. Row 8 reports that sd(Y )/sd(z) is near unity, where we are displaying the standard deviation of output relative to that of the shock on old hours, z O . This obviously maximizes the magnification statistic as much as possible, as relative to the more volatile shock, z Y , this statistic is obviously even smaller.
Column VI repeats the exercise from Column V, this time also adjusting θ Y to match the relative volatility of young and old wages. Of course, with lower labor supply elasticity of the young, an even larger value of ψ is required to generate sd (H Y ) /sd (Y ) = 1.48. Moreover, the performance of the model deteriorates on the key dimensions (relative to the calibration with θ Y = 0). The overprediction of the volatility of young to old hours is even more pronounced, as is the failure to resolve the hours volatility puzzle.
As a final robustness check, we investigate the properties of the youth biased technology shock model when we no longer use the estimated elasticities, and instead imposeσ = 0 andρ = 1. 31
This as an interesting case since it is the analog to the Cobb-Douglas assumption of unit elasticity of substitution between capital and "labor" used in the RBC literature; here, "labor" refers to the weighted sum of young and old hours worked, where the weight is time-varying and given by generates a relative volatility of aggregate hours to output very close to that of the data. Moreover, the model easily accounts for the relative volatility of age-specific wages. Interestingly, this model also embodies the greatest amplification mechanism among the different specifications considered.
Alternative Mechanisms
In this paper, we have focused on models with cyclical differences in labor demand characteristics between young and old workers to explain differences in hours worked volatility. This is motivated by the fact that such models are capable of explaining the fact that both hours and wages of the young are more cyclically sensitive than that of the old. However, as stated in the Introduction, other potential mechanisms may account for the observed age group differences in hours worked volatility. In this section, we discuss the ability of several leading alternatives to account for this observation.
Schooling
The first alternative stresses differences in labor supply characteristics between young and old due to schooling. Specifically, post-secondary enrollment is concentrated among the young, giving individuals in this age group greater ability to move in-and-out of schooling over the business cycle. That is, during recessions, when the returns to labor market participation are low, (young) individuals enroll in post-secondary education at a greater rate than usual, and vice-versa. Hence, countercyclical enrollment provides a natural channel accounting for differences in employment and hours worked volatility across age groups.
To address this hypothesis we analyze data on post-secondary enrollment from the October CPS for the same time period we consider in Section 2. 32 We construct the enrollment rate for the [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , and 25-29 year old age groups, as this corresponds to the notion of "youth" studied in this paper. We find that the enrollment rate is indeed countercyclical, but that its volatility is low relative to that of real GDP. For instance, for the 15-29 year old age group as a whole, the cyclical standard deviation is only 20% of that for output. Given that sd (H Y ) /sd (Y ) = 1.48 as presented in Section 6, the bulk of the volatility in young hours cannot be accounted for by the schooling 32 The data includes student who enroll in two-year college, four year college and graduate school.
The data is present in To further quantify this, we perform a simple accounting exercise. We construct a counterfactual employment and hours worked series for the 15-29 age group in which fluctuations due to countercyclical enrollment are eliminated, thus minimizing the volatility that is due to the schooling channel.
We proceed as follows. We first measure "usual" post-secondary enrollment as its HP trend. We convert the cyclical component into a number of young individuals using the data on population by age. When the cyclical component is positive or above trend, this represents individuals who would normally not be in enrolled -and hence would not be counted as out of the labor forceif it were not a period of recession. Given our goal to minimize the cyclical volatility in the labor input, we make the extreme assumption that all of these individuals would otherwise be employed.
Similarly, when the cyclical component of enrollment is negative, these individuals would otherwise be in school and counted as not in the labor force, if it were not for the boom. As such, we subtract them from the number of employed individuals.
We thus obtain a counterfactual series for employment and hours that can be compared to the actual series to see how much the volatility is dampened when post-secondary enrollment is acyclical. We find that the standard deviation of employment among the young falls by only 12% while that of hours worked falls by only 10%. Hence, even when the most generous assumptions are made, the schooling channel cannot account for the bulk of the cyclical volatility of young labor input.
Participation Margin
More generally, young individuals may display different cyclical labor supply behavior relative to the old for reasons aside from countercyclical schooling. For instance, they may face different tradeoffs between market work and home production, or possess a greater degree of insurance through parental ties. All of these indicate that if labor supply differences are of primary importance, the cyclicality of labor force participation should be more pronounced for the young.
33 Dellas and Sakellaris (2003) also consider a Probit analysis on individual level data and find that a 1% rise in the unemployment increases the probability of enrollment by only 0.8%, again implying that this channel cannot be of first order importance in explaining the volatility of young hours. , 1968-2005 . Shown are percentage shares of total hours variation attributed to the participation margin. Total hours per age group member is the product two variables: labor force participation per age group, and hours per labor force participant in that age group. "Covariance not included" means covariance terms are ignored, so total variation is just the sum of the variables' variances and the share attributed to the participation margin is the variance of labor force participation. "Covariance included" means total variation includes covariance terms, so total variation is the sum of the variables' variances plus two times their covariance and the share attributed to the participation margin is the variance of labor force participation plus the covariance. Cyclical volatility is the standard deviation of HP-filtered log data as projected on aggregate business cycle measures.
To explore this, we note that changes in per capita hours worked can be viewed as being due to changes in either hours per labor force participant, or the number of the labor force participants per capita. We refer to the former as the hours margin, and to the latter as the participation margin. If the participation margin is the main driver of hours variation for the young, then one could argue the practical necessity of explicitly modeling labor supply differences, and specifically, differences in the participation decision between young and old. If not, it would indicate that, to a first-order approximation, the primary factor generating age group differences are to be found elsewhere.
Following Hansen (1985) , the variance of hours is decomposed V ar(hpc) = V ar(hplf p) + V ar(lf pr) + 2Cov(hplf p, lf pr)
for hours per capita hpc, hours per labor force participant hplf p, and the labor force participation rate lf pr. In Table 5 we present this decomposition of the variance of hours worked into these two margins. 34 This table shows the proportion of hours variation by age group that can be attributed to the participation margin. The first row presents the ratio of the cyclical variance owing to the participation margin to the sum of the variances of the hours margin and participation margin. 35
With covariance terms not included, the participation margin explains less than one quarter of the variation of any age group. Specifically, for 20-59 year old individuals, the participation margin accounts for no more than 5%. For teenagers, this is higher at 25%; nonetheless, nearly three quarters of the variance of their hours worked is due to the hours margin. The bulk of all age groups' hours variation is due to variation in hours per labor force member.
The second row presents an alternative decomposition which accounts for the covariance between hours per labor force member and labor force members per capita. Specifically, the participation margin's share is now defined as its variance plus the covariance, divided by the total variance of hours worked. Row 2 presents a similar picture to Row 1. With the inclusion of covariance terms, participation now explains at most 35% of the variation for the 15-19 year olds. But for 20-59 year old individuals, participation explains less than 15% of the variation of hours.
Hence, fluctuations in hours per labor force participant continue to account for the bulk of hours variation for all age groups. Consequently, it does not appear that explanations centered on differences in the cyclicality of participation -are of first-order importance for generating greater volatility of young hours relative to the old over the business cycle.
Seniority Rules and Young Workers
In reality, the institutional features of labor markets are more complex than those posited in the RBC literature. It can be argued that this complexity partially accounts for age differences in hours volatility: workers and firms engage in multi-period relationships and older workers have more permanent work situations that young workers. This may be due to the nature of the production process -the existence of organizational capital, firm know-how, or operational knowledge -which, in and of itself, is compatible with our emphasis on capital-experience complementarity. That is, capital-experience complementarity may be responsible for both the differences between young and old in the existence of long-term relationships, and the differences in hours volatility.
On the other hand, differences in the permanency of work tenure across age may be driven by institutional features, like labor market policies or social norms, that are independent of considerations owing to the nature of production. Hence, seniority rules or "last-in/first-out" (LIFO) rules may constitute an independent force for age group differences in hours volatility over the cycle. 36 We explore the importance of such institutional features by looking at the relationship between 36 We thank Valerie Ramey for encouraging us to investigate this mechanism. intersectoral unionization rates and age-specific hours worked volatility. Specifically, we assume all labor unions place an emphasis on the concerns of its (employed) members, and either implicitly or explicitly endorse LIFO rules in employment decisions. To the extent that different industries and sectors feature different rates of unionization, we should expect variation in the importance of LIFO effects. To test this, we look at the volatility of young workers' hours relative to that of the prime-aged over the cycle. Since seniority is highly-correlated with age, we should expect that the quantitative importance of LIFO rules will obtain in age group comparisons. 37 We disaggregate hours worked by age and nine BLS-defined nonfarm "supersectors," which roughly correspond to 1-digit level SIC codes. We obtain unionization rate data from the BLS starting in 1983. In Figure 4 , we present the scatterplot of the ratio of cyclical volatility of 15-29 year olds relative to 30-64 year olds to unionization, 1983-2005. The unionization rate measure is the average rate observed over the sample period. This serves as a useful summary statistic since unionization rates have been relatively stable since 1983, and importantly, the ordinal ranking across supersectors has not changed.
We see that there is little evidence that more highly unionized sectors feature greater relative 37 Note that we implicitly assume that the unionization rate is exogenous to the relative volatility between the young and prime-aged workers. We do not assume that it is exogenous to the level of total volatility of the sector. volatility of the young. As such, we do not find prima facie evidence for the importance of seniority or LIFO rules in explaining age differences in hours and employment volatility.
Conclusion
In this paper, we address the hours volatility puzzle by explicitly modeling age specific hours fluctuations over the business cycle. Our motivation comes from observing that aggregate hours' fluctuations are disproportionately accounted for by the young, whose hours vary more than primeaged workers' hours. The fact that hours and wages of the young display greater volatility over the cycle relative to the prime-aged points to a class of models featuring labor demand differences by age.
We consider several such models which are straightforward and parsimonious extensions to the standard RBC model. This allows us to clearly identify and quantify the plausibility of the mechanism embedded in each model. We show that the most promising explanation features capital-experience complementarity in production which induces a greater diminishing marginal product of prime-age labor relative to the young. In our analysis we estimate the key structural parameters governing the degree of capital-experience complementarity in a manner that does not target differences in the volatility of age-specific hours.
We find that our quantitative model is able to match the relative volatility of age-specific hours to output, and as a result, also replicates the relative volatility of aggregate hours with respect to output. Moreover, the model accounts for the relative volatility of age-specific wages observed in the data. Thus, this paper demonstrates the value of understanding the volatility of hours worked by age as a potential resolution to the hours volatility puzzle, and as an important propagation mechanism in business cycle analysis.
Because the model's only shock drops out of these equations, theoretically we do not need to estimate these equations using instruments; nonetheless, doing so ad hoc does not change the test result.
To understand the Ramsey test, recall that the conditional expectation E(Y |X) is a function f (X). Therefore we can express the conditional expectation as a Taylor expansion of f . Let that expansion be around the linear prediction of Y , call it Xb; a linear prediction of the left-hand side variable is what estimating equations provide. Of course, the function f itself is linear if all its higher order (second and beyond) derivatives are zero: said another way, f is not linear if there is a nonzero coefficient on a higher order expansion term. We look for evidence of higher order expansion terms by regressing the residuals on higher powers of the regression fitted values; in practice one can restrict consideration to low powers of the fitted values as suggested by Davidson and MacKinnon (2004) .
For the two estimation equations involving regressors X 1 and X 2 , we run seemingly unrelated regressions of their residualsû 1 andû 2 on fitted values and fitted values squared 38
The specification test of the null hypothesis γ 1 = γ 2 = 0 has a χ 2 (2) distribution.
• If a person claims to be PT last year and works between 1 and 34 hours last week, we impute their hours-per-week last year as their hours last week; otherwise (they worked 0 or more than 34 hours last week) they are imputed the group average
• If a person claims to be FT last year and works 35 or more hours last week, we impute their hours-per-week last year as their hours last week; otherwise (they worked 0-34 hours last week) they are imputed the group average Let g be the part of g with hours last week that are FT-status-fitting for imputation purposes (given the FT/PT nature of g), and g be those whose hours last week are not FT-status-fitting. Let h i , m i , y i , and µ i be worker i's hours last week, number of weeks worked last year, wage and salary income last year, and CPS Person weight, respectively. 41 Then the measures of group g's "disaggregated" group average, weight, hours worked last year, and income last year are
Let γ be a set of gs: this is a larger group, such as all workers in the 15-19 age category, comprised of smaller "disaggregated" groups. Our construction of an efficiency wage measure for γ is similar to that of Krusell, Ohanian, Rios-Rull, and Violante (2000) : our efficiency measurement f for each g is the average of their wage (y g /h g ) for the years 1985-1989. 42 W γ = g∈γ y g µ g g∈γ h g f g µ g (A.5)
It is worth mentioning that the March CPS has a specific question "On average, how many hours per week did you work last year, when you worked?" starting in 1976. We find that making sure the hours imputation is FT-status-fitting leads to hours measures that are close to the post-1976 question when both are available. By ignoring the FT-status, one underreports the groups' hours.
Our data on hours come directly from the hours last week question. Likewise, our labor force share data comes from a labor force status question pertaining to last week.
We have found that these last week hours have level shifts between the 1967 and 1968 survey years and therefore start our hours series at 1968. The last year information used in the wage series 41 In the March supplement, we have both a CPS Basic Person weight, and a CPS Supplemental Person weight. Personnel at the Census Bureau have advised us to use the latter for all the data questions we are addressing, even though some of these data are not part of the March Annual Supplement.
42 Krusell, Ohanian, Rios-Rull, and Violante (2000) use the wage in 1980 as the efficiency measurement. We use an average of the wage to allow for the possibility that the efficiency measure varies over the cycle. Hence, by averaging over five years we aim to smooth the efficiency measurement. The results remain the same using either efficiency measurement.
