This paper addresses the classification problem, and a semantic classification approach using neural networks is proposed. The approach embeds the theoretical findings of the axiomatic fuzzy set theory in neural networks. Complex concepts are extracted by neural networks, which means that the class description is formed analytically rather than by tuning parameters of constraint conditions. The experiments are carried out on five benchmark datasets and compared results with five other neural network-based classifiers. The experimental results show that the proposed approach produces high classification accuracy and has a better explanation.
I. INTRODUCTION
Classification is frequently encountered task in many fields, such as economy [1] , industrial engineering [2] , natural environment [3] . Many approaches are applied to the classification problem, which includes fuzzy logical [4] , support vector machine [5] , artificial neural network [6] . However, the actual data are usually uncertain or imprecise, and knowledge acquisitions and representations is a major bottleneck for classification problems. The fuzzy sets and fuzzy logic are introduced to the classification problem, which makes the classifier has the ability of dealing with uncertain or imprecise data with high classification accuracy [7] - [11] . The traditional method of determining membership degree need to manually select the construction method. Therefore, the determination of membership function through expert intuition is very difficult when the number of attributes is large. To solve these problems, an axiomatic fuzzy set (AFS) theory has been proposed in [13] - [15] to automatically generate membership function based on the distributions of raw data. AFS has been used in many fields, such as fuzzy rough sets [16] , [17] , fuzzy decision-making The associate editor coordinating the review of this manuscript and approving it for publication was Jiankang Zhang . tree [18] , [19] , fuzzy clustering [20] , [21] , and fuzzy classifiers [22] , [23] . AFS-based technology has been applied in practical applications, such as semantic facial descriptor extraction [24] , management strategic analysis [25] , time series forecasting [26] , prevent customer loss [27] , etc.
In order to enhance the efficiency of AFS classifier and add semantic interpretation of neural networks, the neural network is embedded into AFS classifier. Therefore, a semantic classification algorithm using neural networks is proposed. The algorithm contains three steps: first, obtain the membership of each sample in each simple concept; second, take simple concepts as input and extract complex concepts by using BPNN; third, based on complex concepts derived from hidden layers, form the class descriptions for each class. The algorithm reduces the complexity in extracting complex concepts and fore the semantic interpretation of the classification results. The improvements in the proposed algorithm include the following aspects:
1) Take the membership degree of simple concepts as input, the algorithm fully considers the data structure and the semantic interpretation. 2) Utilize the neural network to extract complex concepts, which reduces the complexity of forming complex concepts. 3) Evaluate the complex concepts through weights between layers, which makes the output more reasonable. 4) Take full advantage of the AFS theory in knowledge discovery, which overcomes the shortcomings of the neural network including the black box structure and the lack of semantic interpretation. The remaining content of this paper is organized as follows. The introduction to the neural network and AFS theory is provided in Section II. A semantic classification algorithm using neural networks is proposed in Section III. In Section IV, the experiment results by the proposed algorithm and other five famous approaches on UCI datasets are reported. Section V concludes the paper.
II. PRELIMINARIES A. BACK PROPAGATION NEURAL NETWORK (BPNN)
BPNN is a feedback network and has been cited as the most commonly used approach for classification. The structure of BPNN firstly introduced by Rumelhart et al. [28] (shown as Fig. 1 ), which consists of three layers and two main processes. The three layers are input, hidden and output layers, and the two processes are the dissemination of positive information and error back-propagation. The mathematical relationships of the two processes can be expressed as follows:
This is the relationship between input layer and hidden layer. y m and y i is the input and output from the input layer, respectively; f I represent the activation function of the hidden layer; u im are the network weights which connects the input layer and hidden layer; u i is the threshold values of the hidden layer; n is the number of the nodes of the input layer.
This is the relationship between hidden layer and output layer. y j and y t is the input and output from the hidden layer, respectively; f O represent the activation function of the output layer; λ oj are the network weights which connects the hidden layer and output layer; λ o is the threshold values of the output layer; n is the number of the nodes of the hidden layer.
B. AXIOMATIC FUZZY SET (AFS) THEORY
The theory and knowledge of AFS can refer to the research monograph [29] . The basic definitions and theorems will be recalled for this study in the following.
1) AFS ALGEBRA
AFS algebra is constructed through a family of completely distributive lattices and consisted of EI , EII , . . ., EI n and EI . In order to illustrate AFS algebra, the Example 1 is introduced and shown as follows. The set EM * is defined as follows:
Definition 1: Equivalence relation R in EM * is defined as following: Theorem 1: (EM , ∨, ∧) is completely distributive lattices if the lattice operators ∨, ∧ are satisfied the following conditions:
2) AFS STRUCTURE AFS structure is composed of various lattice representations, which are induced by the membership degrees and fuzzy logic operations of the fuzzy concepts in EM . Definition 2: (M , τ, X ) is called an AFS structure if τ : X × X → 2 M satisfied the following conditions: The construction of AFS structure is based on a linearly ordered relation ''≥ m '', which implies the ordered relation of the simple concept m as follows:
where x ≥ m y denotes the degree of x is larger than or equal to that of y for simple concept m. A ≥ (x) is made up of the elements, whose membership degrees of concepts set m∈A m are not more than that of x. The more details of AFS structure can be found in [29] .
3) MEMBERSHIP FUNCTION
Definition 3: For fuzzy concept ξ ∈ EM , µ ξ : X → [0, 1], {µ ξ |ξ ∈ EM } is called coherence membership function of the AFS fuzzy logic system (EM , ∨, ∧) and AFS structure (EM , τ, X ), if the following conditions are satisfied:
Definition 4: Let m be a simple concept on X , ρ m is called a weight function of m if ρ m satisfies the conditions as follows:
where R m is the binary relation of concept m. Theorem 2: If the membership function is described by:
where n y is the number of occurrences and ξ = i∈I ( m∈A i m) ∈ EM is fuzzy set. Then {ρ m (x)|m ∈ EM } is coherence membership function of (EM , ∨, ∧).
III. THE SEMANTIC NEURAL NETWORK CLASSIFICATION ALGORITHM A. STRUCTURE
Traditional AFS classification algorithm is time consuming. The search for optimal complex concepts and class descriptions need a great lot of calculation and room. For example, X is a dataset with n samples and every sample has s attributes. Each attribute has k fuzzy concepts, such as ''small'', ''medium'', ''large''. Therefore, the number of fuzzy concepts in simple concept set M is s × k. In order to search optimal complex, the membership degree of each simple concept should be calculated. And the class description need to calculate the degrees of one class belongs to each complex concept and the other classes not belong to the complex concept, the amount of calculation is huge.
The structure of the proposed classification algorithm is shown in Fig. 2 . The algorithm contains three steps: first, obtain the membership of each sample in each simple concept; second, take simple concepts as input and extract complex concepts by using BPNN; third, based on complex concepts derived from hidden layers, form the class descriptions for each class. The details of the algorithm will be elaborated in the following.
B. OBTAIN THE MEMBERSHIP OF EACH SAMPLE IN EACH SIMPLE CONCEPT
Let X = {x 1 , x 2 , . . . , x n } be a data set with n f attributes
For each attribute f j , partition the data on this attribute f j in to n s sections, where n s is the number of simple concept such as ''small'', ''medium'', ''large''. The length of section is calculated by,
where f max j and f min j are the minimum and maximum values, respectively. And the section thresholds is obtained as follow,
The section corresponds to the simple concept m j,i . The weight of m j,i is defined by,
where σ is a parameter of Gaussian function. VOLUME 8, 2020 Based on the theory of AFS, the membership function can be defined as follows,
where N u is the number of observed times u ∈ X .
C. EXTRACT COMPLEX CONCEPTS BY USING BPNN
In order to extract the optimal complex concepts from a large number of complex concepts, BPNN is exploited to construct fuzzy concepts extraction method. For each class, we utilize a BPNN to extract complex concepts. Firstly, the degree of simple concepts are taken as input, and the class label as output. Then, the labeled data set as train dataset to train the BPNN. Finally, the trained BPNN is obtained. From the hidden layer, the complex concepts can be extracted by analyzing the weights of the input to hidden layers. Meanwhile, determines the relationship between the memberships of sample for complex concepts and the weight of the hidden to output layers, and acquires the optimal complex concepts.
D. FORM THE CLASS DESCRIPTIONS FOR EACH CLASS
For each class, based on the hidden layer of the trained BPNN, the fuzzy rules can be extracted as, R: IF x i1 is ξ 1 and x i2 is ξ 2 . . . and x in f is ξ n f , Then x i belongs to class i. where ξ j = m j,1 + m j,2 + · · · + m j,n s . The obtained rules are combined and treated as the class description C i = {R j |j = 1, 2, . . . , c i }, i = 1, 2, . . . , c.
The degree of sample x in each class is calculated by
where µ R j is the degree of the sample in Rule R j , and can be calculated by
and µ ξ j (x) is calculated by
The training of the proposed classification algorithm is completed while the class description for each class is formed. The procedure of classification algorithm is shown in form of Algorithm 1.
IV. EXPERIMENTAL RESULTS
To verify the proposed algorithm, experimental results of comparative comparison with other algorithms is analyzed. In the experiment, the five datasets are described in Table 2, where Na, Ns, and Nc are the numbers of attributes, samples, and classes. The five neural network-based classifier are chosen to conduct comparison as follows: The classification accuracy of each approach for every testing dataset is reported in Table 3 . The performance of the proposed algorithm is better than that of Ensemble, NNEP, EvRBFN, iRProp+, and LVQ on the four datasets iris, glass, yeast, tae. ENsemble, NNEP, EvRBFN, and iRprop+ have better results than the proposed algorithm on haberman dataset. More specifically, the proposed algorithm has the highest accuracy and the minimum deviation on the iris dataset. The proposed algorithm achieves the highest accuracy and relatively small deviation on the glass dataset. EvRBFN has the highest accuracy and the proposed algorithm has the minimum deviation on the haberman dataset. The proposed algorithm achieves the highest accuracy and relatively small deviation on the yeast dataset. The proposed algorithm achieves the highest accuracy and relatively small deviation on the tae dataset. In summary, the proposed algorithm has the best performance for classification on the five datasets.
V. CONCLUSION
In this paper, a semantic classification algorithm based on neural networks is proposed. The proposed classification algorithm utilizes the two important technical, axiomatic fuzzy sets and neural networks, to construct classifier with high accuracy and semantic interpretation. The algorithm contains three steps, calculate the membership degree of simple concepts, extract complex concepts by the neural network, and form the classification rules. The empirical results show that the proposed algorithm achieves higher accuracy rates than the five famous algorithms on different datasets, iris, glass, haberman, yeast, and tae.
Future works will aim at intelligently choosing the parameters of the neural network and applying the proposed algorithm to deal with more complicated real-world problems.
