Some recent results (Bauer et al. in Algorithms in bioinformatics, Springer, Berlin, pp 326-337, 2012; Cox et al. in Algorithms in bioinformatics, Springer, Berlin, pp. 214-224, 2012; Rosone and Sciortino in The nature of computation. Logic, algorithms, applications, Springer, Berlin, pp 353-364, 2013) have introduced external-memory algorithms to compute self-indexes of a set of strings, mainly via computing the Burrows-Wheeler transform of the input strings. The motivations for those results stem from Bioinformatics, where a large number of short strings (called reads) are routinely produced and analyzed. In that field, a fundamental problem is to assemble a genome from a large set of much shorter samples extracted from the unknown genome. The approaches that are currently used to tackle this problem are memory-intensive. This fact does not bode well with the ongoing increase in the availability of genomic data. A data structure that is used in genome assembly is the string graph, where vertices correspond to samples and arcs represent two overlapping samples. In this paper we address an open problem of Simpson and Durbin (Bioinformatics 26(12):i367-i373, 2010): to design an external-memory algorithm to compute the string graph.
Introduction
Several fields are witnessing a huge increase in the amount of available data, such as real-time network data, Web usage logs, telephone call records, financial transactions, and biological data [9, 15] . There are three main algorithmic solutions to cope with that amount of data: (1) data streaming, where only one pass is made over the data and the working memory is small compared to the input data [19, 22] , (2) parallel algorithms, where input data are split among several processors [35] , and (3) external-memory algorithms [2, 36] where only part of the data is kept in main memory and most of the data are on disk.
The latter subfield has blossomed with the seminal paper by Vitter and Shriver [37] , introducing the parallel disk model, where the performance is measured as the number of I/O operations and the amount of disk space used.
The above discussion is especially relevant in Bioinformatics, where we are currently witnessing a tremendous increase in the data available, mainly thanks to the rise of different Next-Generation Sequencing (NGS) technologies [25] . De novo sequence assembly is still one of the most fundamental problems and is currently receiving a lot of attention, just as it used to be twenty years ago [3, 4] . The assembly problem asks for a superstring G (the unknown genome) of the set R of input strings (sampled from the unknown genome). The concatenation of all input strings is a feasible solution of the problem, but it is clearly a solution void of any biological significance: for this reason a suitable optimization criterion must be introduced. The simplest criterion is to find a shortest superstring of R [11] , but that model considers neither that the input strings are sampled uniformly from the genome G, nor that the samples may contain some errors (that is G is a superstring only in an approximate sense). Moreover, data obtained with different technologies or different instruments have different characteristics, such as the length of the samples and the error distribution, making difficult to describe a unified computational problem that actually represents the real-world genome assembly problem.
For all those reasons, the successful assemblers incorporate a number of ideas and heuristics originating from the biological characteristics of the input data and of the expected output. Interestingly, almost all the assemblers are based on some notion of graph to construct a draft assembly. Most of the available assemblers [5, 28, 34] are built upon the notion of de Bruijn graphs, where the vertices are all distinct k-mers (that is the k-long substrings appearing in at least an input string). If we want to analyze datasets coming from different technologies, hence with important variability in read lengths, an approach based on same-length strings is likely to be limiting. Moreover, one of the main hurdles to overcome is the main memory space that is used by those assemblers. For instance, a standard representation of the de Bruijn graph for the human genome when k = 27 requires 15GB (and is unfeasible in metagenomics). To reduce the memory usage, a probabilistic version of de Bruijn graphs, based on the notion of Bloom filter, has been introduced [16] and uses less than 4GB of memory to store the de Bruijn graph for the human genome when k = 27.
The amount of data necessary to assemble a genome emphasizes the need for algorithmic solutions that are time and space efficient. An important challenge is to reduce main memory usage while keeping a reasonable time efficiency. For this reason, some alternative approaches have been developed recently, mostly based on the idea of overlap graph, that represents the overlap relations between the reads, and string graph [26] , a refinement of the overlap graph. These methods build a graph whose vertices are the input reads and a visit of the paths of the graph allows to reconstruct the genome. A practical advantage of overlap/string graphs over de Bruijn graphs is that reads are usually much longer than k, therefore the former graphs can immediately disambiguate some repeats that latter might resolve only at later stages. On the other hand, overlap and especially string graphs are more computationally intensive to construct [33] .
SGA [32] is one of the most used string graph assemblers since it first showed that computing the string graph of a NGS dataset containing hundreds of millions reads was possible by using efficient data structures such as BWT [14] and FM-index [21] . Still, the memory usage of SGA is considerable, since the experimental analysis in [33] has proved that SGA can successfully assemble the human genome from a set of ≈1 billion 101bp reads, but uses more than 50GB of RAM to complete the task. The space improvement achieved in the latest SGA implementation [33] requires to apply a distributed construction algorithm of the FM-index for the collection of reads, and some specific optimization strategies to avoid keeping the whole indexing of reads in main memory.
The construction of the string graph in SGA [32] has two steps and has a total time complexity of O(|R|). The first step iterates over each read r computing all reads r 1 overlapping r , by finding the portions (also called string-intervals) of the BWT corresponding to the suffixes containing a prefix Q, where Q is the overlap of r with r 1 . The second step extends all string-intervals to discover the irreducible edges of the overlap graph. The approach of [32] is strictly in-memory and cannot be immediately translated into an external memory approach. For example, the portions of the string-intervals of all overlaps of a read r can be scattered throughout the BWT, hence requiring to random access the BWT and all relevant data structures, such as the FM-index. Moreover, the algorithm requires to recompute those string-intervals for each input distinct read, even though several reads can share a common string-interval. Since the approach used in SGA requires to keep in main memory the entire BWT and the FM-index of all input data, an open problem is to reduce the space requirements by developing an external-memory algorithm to compute the string graph.
For this reason we have studied the problem of computing the string graph on a set R of input strings, with the goal of developing an external-memory approach that requires only a limited amount of main memory, and that performs only sequential disk accesses in order to maximize the throughput also when mechanical drives are used. The external-memory algorithm we present in this paper is composed of three parts: the first to compute the topology of the overlap graph associated with a set of reads, the second to label such a graph, and the third to reduce the overlap graph to the string graph.
A fundamental inspiration is the sequence of papers [7, 17, 29] that have culminated in a paper [6] describing BCRext, a lightweight (i.e., external-memory) algorithm to compute the BWT (as well as a number of other data structures) of a set of strings R. In fact, our algorithm receives as input the data structures computed by BCRext on the set R of input reads and computes the string graph of R. This represents a remarkable difference with SGA which, instead, receives as input also the set of reads. We also want to point out that SGA [32] preceded BCRext [6] : hence the development of an externalmemory approach was impossible at the time. Our algorithms are instead based on sequential scans of the data structures computed by BCRext, without requiring to access to the set of reads, which is fundamental in improving the I/O complexity. We point out that, while a generic external memory algorithm might have a time complexity much larger than its I/O complexity (hence making a large number of in-memory operation to avoid a disk access), our approach has a time complexity that almost matches its I/O complexity.
Parts of the results of this paper have been the algorithmic foundation of an implementation, called LSG, that has been studied experimentally on real biological data [12, 13] .
Preliminaries
We briefly recall some standard definitions and some preliminary results that will be used in the paper. Let be an ordered finite alphabet and let S be a string over . We denote by S[i] the i-th symbol of S, by |S| the length of S, and by S[i : j] the substring
The suffix and prefix of S of length k are the substrings S[|S| − k + 1 : |S|] (denoted by S[|S| − k + 1 :]) and S[1 : k] (denoted by S[: k]) respectively. The i-th rotation of S is the concatenation of the suffix of length i of S and its prefix of length |S| − i. Note that a string S has exactly |S| distinct rotations although some of them can be represented by the same string. As a consequence, in order to be able to reconstruct the original string from one of its rotations, we use a sentinel symbol $ / ∈ (such that $ precedes all symbols in , that is $ is the minimum element of $ = ∪ {$}) and we define the concepts of k-suffix and k-rotation. The k-suffix of a string S of length is the concatenation of its suffix of length k with the sentinel $, that is S[ − k + 1 :]$. In particular, notice that the 0-suffix is equal to $. Moreover, the k-rotation of S is the concatenation of its k-suffix and its prefix of length − k. As a consequence, the 0-rotation of S is $S. We keep this notation even if it might seem counterintuitive because we want to maintain that the k-rotation of S has its k-suffix as prefix. Moreover, a rotation of S is a k-rotation of S for an unspecified k. Finally, the empty string is the string with no characters (of length 0) and will be denoted with .
In the rest of the paper we will consider a collection R = {r 1 , . . . , r m } of m distinct strings (also called reads, borrowing the term from the bioinformatics literature) over
. Furthermore, we assume that R is substring-free, that is, no string in R is a substring of another string in R. We denote by n the total number of characters in the input strings plus the m sentinels and by max the maximum length of a string, that is n = m i=1 (|r i | + 1) and max = max m i=1 {|r i |}. Generalized Suffix Arrays, Longest Common Prefix arrays, and the Burrows-Wheeler transform (BWT) are well-known index structures for collections of strings based on the lexicographic ordering of all their suffixes [31] . In order to preserve the identifiability of each string of the collection, it is often assumed that all of them are terminated with distinct sentinels symbols. However, this approach has the drawback of making the alphabet too large. To overcome this technical difficulty, we use a single sentinel symbol and we define the index structures on the lexicographic ordering of all the rotations of all the strings of the collection. This allows to uniquely identify the resulting indexing structures independently from the order of the strings even if a single sentinel symbol is used. Furthermore, at the end of this section we will show how these indexing structures can be easily mimicked using those based on the ordering of the suffixes (that are computed by most existing methods).
Definition 1
Let RT be the lexicographic ordered array of all the rotations of all the strings in R and let LS be the array such that LS[i] is the prefix of RT [i] up to the symbol $. The Generalized Suffix Array (GSA) of R is the array SA where each element SA[i] is equal to (k, j) if and only if the k-rotation of string r j is the i-th element of RT . The Longest Common Prefix (LCP) array of R is the n-long array L such that L[i] is equal to the length of the longest prefix shared by LS[i − 1] and LS [i] . Conventionally,
Recall that the k-rotation of r j is defined as the concatenation of the suffix of length k of r j plus the sentinel $ plus the remaining prefix of r j . In the paper, we will refer to the generalized suffix array of R as SA, to the LCP array of R as L, and to the BWT of R as B. Figure 1 shows an example of these data structures over the set R = {GCA, CCA, CAT, ATT}.
Given a string Q ∈ ( ∪ {$}) * containing at most a single sentinel symbol $, notice that all rotations of all the strings in R whose prefix is Q appear consecutively in RT . We call Q-interval [6, 18] on R (or, simply, Q-interval) the maximal interval
For instance, on the example in Fig. 1 , the interval q(A) is [5, 9) and the interval q(AT) is [7, 9) . It is worth noting that two strings Q 1 and Q 2 might be distinct but q(Q 1 ) = q(Q 2 ) (see, for example, q(GC) and q(GCA) in Fig. 1 ). We define the length and width of the Q-interval [b, e) as |Q| and the difference e − b, respectively. Notice that the width of the Q-interval is equal to the number of occurrences of Q as a substring of some string r ∈ R. Whenever the string Q is not specified, we will use the term stringinterval. For simplicity we assume that q( ) = [1, n + 1) = [1, |RT | + 1). Nonempty string-intervals q(Q$) or q($Q) have some important properties. In the first case, the string Q is a suffix of some strings in R. Indeed, given the Q$-interval [b, e), then
For this reason, we will say that a Q$-interval is associated with the set R s (Q) of the reads with suffix Q. In the latter case, the string Q is a prefix of some strings in R. Indeed, given the $Q-interval [b, e), then RT [i][: |Q| + 1] = $Q for each i, b ≤ i < e. For this reason, we will say that the $Q-interval is associated with the set R p (Q) of the reads with prefix Q. Moreover, given a $Q-interval [b, e), we have that 1 ≤ b < e ≤ m + 1 since $ is smaller than any element in , and R contains m reads. Notice that the width of a Q$-interval ($Q-interval, resp.) is equal to the number of reads having Q as suffix (prefix, resp.). Since we are not interested in circular patterns (i.e., strings which match a rotation of a string in R), in the following we will assume that all the string-intervals refers to strings of the form Q, $Q, or Q$ for some Q ∈ * . Since RT , B, SA, and L are all closely related, a string-interval can be viewed as an interval on any of those arrays. There are some interesting relations between stringintervals and the LCP array. The interval [i, j) of the LCP array is called a lcp-interval of value k (shortly k-interval) [ 
An immediate consequence is the following proposition.
Proposition 1 Let S be a string over and let [b, e) be the S-interval. Then L[h] ≥ |S|
Proposition 1 relates the notion of string-intervals with that of lcp-intervals. It is immediate to associate to each k-interval [b, e) the string S consisting of the common klong prefix of all strings RT [i] with b ≤ i < e. Such string S is called the representative of the k-interval. Moreover, given a k-interval [b, e), we will say that b is its opening position and that e is its closing position.
String-intervals form an inclusion hierarchy, that is no string-interval can partially overlap another one, as showed by the following proposition. Proposition 2 Let S 1 , S 2 be two strings such that the S 2 -interval [b 2 , e 2 ) is nonempty, and let [b 1 , e 1 ) be the S 1 -interval. Then S 1 is a proper prefix of S 2 if and only if
Proof The only-if direction is immediate, therefore we only consider the case when [b 1 , e 1 ) contains [b 2 , e 2 ) and |S 1 | < |S 2 |. If the containment is proper, the proof is again immediate from the definition of string-interval. Therefore assume that b 1 = b 2 and e 1 = e 2 . Since both S 1 and S 2 are prefixes of all the rotations in RT [b 1 , e 1 ) and since |S 1 | < |S 2 |, we have that S 1 is a proper prefix of S 2 .
Notice that Proposition 2 is restricted to nonempty S 2 -intervals, since the Q-interval is empty for each string Q that is not a substring of a read in R. Therefore relaxing that condition would falsify Proposition 2.
Let B r be the BWT of the set R r = {r r i | r i ∈ R}, let [b, e) be the Q-interval on R for some string Q, and let [b r , e r ) be the Q r -interval on R r (denoted by q r (Q r )). Then, [b, e) and [b r , e r ) are called linked string-intervals. The linking relation is a 1-to-1 correspondence and two linked intervals have same width and length, hence
Given a Q-interval for some Q ∈ * and a symbol σ ∈ $ , the backward σextension of the Q-interval is the σ Q-interval. We say that a Q-interval has a nonempty (empty, respectively) backward σ -extension if the resulting interval has width greater than 0 (equal to 0, respectively). Conversely, the forward σ -extension of a Q-interval is the Qσ -interval.
The FM-index [21] is a data structure that allows to efficiently compute the backward extension of a string-interval by using two functions C and Occ, where C(σ ), with σ ∈ $ , is the number of occurrences in B of symbols that are alphabetically smaller than σ , while Occ(σ, i) is the number of occurrences of σ in the prefix B[: i −1] (hence Occ(·, 1) = 0). Two important results [21, 24] showed that, given an S-interval on R and the linked S r -interval on R r , it is possible to compute the backward σ -extension of the former and the forward σ -extension of the latter using only the functions C and Occ computed on B (hence avoiding to store C and Occ computed on B r ). The following proposition summarizes those results. Proposition 3 Let S be a string, q(S) = [b, e) be the S-interval on R, q r (S r ) = [b r , e r ) be the S r -interval on R r , and let σ be a character. Then, the backward σextension of q(S) and the forward σ -extension of q r (S r ) are:
It is immediate to obtain from C a function C −1 (i) that returns the first character of
Notice that, up to now, we have described B, SA, and L on the rotations of the input strings, but most existing methods compute these data structures based on the k-suffixes (for all k) of the input strings. The two definitions are almost equivalent and, indeed, the resulting data structures are mostly identical. The only difference between sorting suffixes and rotations is due to the order of identical suffixes. In fact, the traditional definition does not impose an order in that case, whereas we impose a specific order of identical suffixes. This order guarantees that Proposition 2 holds also when σ = $. Moreover, the order of identical suffixes has no impact if we focus our attention only on string-intervals, since the definition of string-interval does not depend on such order. We will now show a simple, yet efficient, algorithm that will allow us to modify the data structures produced considering the suffixes in order to correctly identify each string r j of R by performing a backward $-extension of the r j $-interval.
The goal is to (efficiently) sort the suffixes that are equal to the sentinel $ (corresponding to the positions i such that S A[i] = (0, ·)) according to the lexicographic order of the reads. In other words, we enforce that, for each i 1 
Since the reads are already listed in lexicographic order in the GSA, we can reconstruct such order with a coordinated scan of the GSA and of the BWT, exploiting the fact that B[i] = $ and SA[i] = (k, j) iff the read r j is k long (see Algorithm 1) . Since in this work we are not interested in searching patterns that include the sentinel symbol in the middle (i.e., circular patterns), this procedure, which is executed just after the construction of SA and B, updates SA in order to simulate the data structures produced on the rotations of the input strings. For this reason the order of the input strings does not affect in any way our approach and we will interchangeably refer to suffixes and rotations from now on. Notice that the procedure performs a single sequential scan of B and SA and requires only O(1) internal memory.
Algorithm 1:
Reorder the first m entries of SA according to the lexicographic order of the input reads.
Input : The BWT B and the GSA SA of the set R. Output: An updated SA such that for each i 1 , i 2 where SA[i 1 ] = (0, j 1 ), SA[i 2 ] = (0, j 2 ), if i 1 < i 2 then r j 1 lexicographically precedes r j 2 .
The overlap graph is a graph that represents the overlap relationships among the strings in the collection R. Given two strings r i , r j ∈ R, we say that r i overlaps r j iff a nonempty suffix S of r i is also a prefix of r j , that is, r i = P S and r j = S X. In that case we say that S is the overlap of r i and r j , denoted as ov i, j , that X is the right extension of r i with r j , denoted as r x i, j , and P is the left extension of r j with r i , denoted as lx i, j (see Fig. 2 ). The overlap graph is defined as follows.
Definition 2 (Overlap graph) Given a set R of reads, its overlap graph [26] is the directed graph G O = (R, A) whose vertices are the reads in R, and where two reads r i , r j form the arc (r i , r j ) if they have a nonempty overlap. Moreover, each arc (r i , r j ) of G O is labeled by the left extension lx i, j of r j with r i .
Example of an overlap between the reads r 1 , r 3 of Fig. 1 (left) and the associated arc of the overlap graph (right). According to Definition 2, the label of the arc is G since G is the left extension of the arc. The assembly of the path r 1 ,
The main use of an overlap graph is to compute the assembly of each path, corresponding to the sequence that can be read by traversing the reads corresponding to vertices of the path. More formally, given a path r i 1 , r i 2 , . . . , r i k of G O , its assembly is the string lx i 1 ,i 2 lx i 2 ,i 3 · · · lx i k−1 ,i k r i k . Figure 2 depicts the overlap graph of the set of reads {r 1 , r 3 } with r 1 = GCA and r 3 = CAT. The assembly of the path r 1 ,
The original definition of overlap graph [26] differs from ours since the label of the arc (r i , r j ) consists of the right extension r x i, j instead of the left extension lx i, j . Accordingly, also their definition of assembly uses the right extensions instead of the left extensions. The following lemma, which has been initially proved in [12] , establishes the equivalence of those two definitions in terms of assembly of a path.
Lemma 4 Let G O be the overlap graph for R and let r
Proof We will prove the lemma by induction on k. Let (r h , r j ) be an arc of G O . Notice that the path r h r j represents lx h, j ov h, j r x h, j . Since r h = lx h, j ov h, j and r j = ov h, j r x h, j , the case k = 2 is immediate.
Assume now that the lemma holds for paths of length smaller than k and consider the path r i 1 , . . . , r i k . The same argument used for k = 2 shows that
This definition models the actual use of overlap graphs to reconstruct a genome [26] . If we have perfect data and no relevant repetitions, the overlap graph is a directed acyclic graph (DAG) with a unique topological sort, which in turn reveals a peculiar structure: the graph is made of tournaments [20] . More formally, let r 1 , . . . , r n be the topological order of
Notice that in this case, all paths from r i to r j have the same assembly. This suggests that it is possible (and desirable) to remove some arcs of the overlap graph without modifying the set of distinct assemblies that can be read from the graph. An arc (r i , r j ) of G O is called reducible [26] if there exists another path from r i to r j with the same assembly (i.e., the string lx i, j r j ). After removing all reducible arcs from the overlap graph, we obtain the string graph [26] . Figure 3 depicts the overlap graph of the subset {r 1 , r 3 , r 4 } of the reads of Fig. 1 . Since the assembly of the path r 1 , r 4 is the same of that of r 1 , r 3 , r 4 , then the arc (r 1 , r 4 ) is reducible. Notice that the label of the arc (r 3 , r 4 ) is a suffix of the label of the arc
Example of a reducible arc of the overlap graph on the subset {r 1 , r 3 , r 4 } of the reads of Fig. 1 . The arc (r 1 , r 4 ) is reducible since the assembly of r 1 , r 4 is the same of r 1 , r 3 , r 4 (GCATT) (r 1 , r 4 ). The following lemma, introduced but not formally proved in [12] , proves that this condition is necessary and sufficient to recognize reducible arcs.
Lemma 5 Let G O be the labeled overlap graph for a substring-free set R of reads and let
Proof First notice that lx r h, j is a proper prefix of lx r i, j iff and only if lx h, j is a proper suffix of lx i, j . By definition, (r i , r j ) is reducible if and only if there exists a second path r i , r h 1 , . . . , r h k , r j representing the string XY Z, where X , Y and Z are respectively the left extension of r j with r i , the overlap of r i and r j , and the right extension of r i with r j . Assume that such a path (
Notice that X 1 = lx h k , j and R is substring free, hence X 1 is a proper suffix of X , otherwise r i would be a substring of r h k , completing this direction of the proof. Assume now that there exists an arc (r h , r j ) such that lx h, j is a proper suffix of lx i, j . Again, r h = X 1 Y 1 Z 1 where X 1 , Y 1 and Z 1 are respectively the left extension of r j with r h , the overlap of r h and r j , and the right extension of r h with r j . By hypothesis, X 1 is a proper suffix of X . Since r h is not a substring of r i , the fact that X 1 is a suffix of X implies that Y is a substring of Y 1 , therefore r i and r h overlap and |ov i,h | ≥ |Y |, hence (r i , r h ) is an arc of G O . The string associated to the path (r i , r h , r j ) is r i r x i,h r x h, j . By Lemma 4, r i r x i,h r x h, j = lx i,h lx h, j r j . At the same time the string associated to the path r i , r j is r i r x i, j = lx i, j r j by Lemma 4, hence it suffices to prove that lx i,h lx h, j = lx i, j . Since lx h, j is a proper suffix of lx i, j , by definition of left extension, lx i,h lx h, j = lx i, j , completing the proof.
Computing the String Graph
We will now sketch our algorithm and we compare it with SGA [32] , which computes the string graph of a set R of m reads in O(n) time-we recall that n = m i=1 (|r i |+1). As a first step, SGA computes the Burrows-Wheeler transform both of the set of reads (obtaining B) and of the set of reversed reads (B r ). Then, for each read r ∈ R and for each suffix s of r , SGA computes the Q-interval on B along with the Q-interval of s r on B r . This step clearly requires O(|r |) time for each read r (and O(n) time overall). Only Q-intervals with a nonempty $-backward extension represent overlaps between r and some other reads since they correspond to a suffix of r and a prefix of some read. Only those Q-intervals are stored and extended in the next step of SGA. Essentially, this phase constructs the overlap graph.
Finally, SGA extends all the stored intervals on B r using all possible characters: each extension corresponds to a refinement of a partition of the interval where, at the very beginning, all intervals are in the same set. Once an interval I with a nonempty $-backward extension is found, SGA outputs an arc between r and the (only) read r I corresponding to the interval I . Moreover SGA discards all intervals that are in the same set as I . This step requires at most O( max ) time for each arc of the string graph (where max is the maximum length of an input read).
Our algorithm (Algorithm 2) for computing the string graph is composed of three main parts: (i) computing the topology of the overlap graph, (ii) labeling the arcs of the overlap graph, and (iii) reducing the overlap graph to the string graph. Those three parts will be presented respectively in Sects. 3.1, 3.2, and 3.3.
In the first part (line 3) we compute the topology of the overlap graph basically by computing the set of the strings S that are overlaps between two strings in R. Indeed, the set of arcs of the overlap graph is the union of the cartesian products R s (S)× R p (S) for all overlaps S. Observe that the pair (q(S$), q($S)) of string-intervals compactly represents the set of arcs whose overlap is S, since q(S$) and q($S)) represent the sets R s (S) and R p (S), respectively.
In the second part (lines 4-6) we compute the labels of each arc in a representation suitable for performing the reduction step. By Lemma 4 we can label each arc with its left extension and by Lemma 5 the reverse of the left extension is sufficient for correctly identify reducible arcs. Observe that testing if a string is a prefix of another can be performed on the corresponding string-intervals as showed by Proposition 2. Hence, for each arc whose left-extension is P, we will obtain the string-interval q r (P r ) while computing the string-interval q(P).
In the third part (line 7) we reduce the overlap graph to the string graph by analyzing all the arcs incoming to a given node and by removing the arcs that are reducible according to the characterization provided by Lemma 5.
The main information used by the algorithm can be represented as a tuple that we call (P, S)-encoding and is defined as follows. This definition formalizes a compact representation of all arcs whose overlap is S and whose label (that is, the left-extension) contains P as a suffix.
Definition 3
Let P and S be two strings, with |S|>0, over the alphabet . The tuple (q(P S$), q($S), q(P), q r (P r ), |P|, |S|) is called (P, S)-encoding (or simply encoding). Moreover, the (P, S)-encoding is terminal if the P S$-interval has a nonempty backward $-extension, and it is basic if P is the empty string .
A (P, S)-encoding represents (or encodes) the subset of the arcs of the overlap graph with overlap S and label (i.e., left extension) having suffix P. In particular, a basic ( , S)-encoding represents all the arcs with overlap S, hence the first part of the algorithm is focused on computing all the basic encodings. On the contrary, a terminal (P, S)-encoding represents all the arcs with overlap S and label P, while nonterminal (P, S)-encodings represent arcs whose label has not been fully computed yet (i.e., P is a proper suffix of the left extension). Under the substring-free assumption of R, a terminal (P, S)-encoding represents all the arcs with overlap S outgoing from the (unique) read r = P S. The labels of all such arcs are exactly P. The second part of the algorithm is devoted to compute the terminal encodings starting from the basic encodings. Notice that the fourth field of a terminal encoding (i.e., q r (P r )) is sufficient to test if the arcs represented by the encoding are reducible. The third part of the algorithm will use this information to build the string graph. Fig. 4 Example of the ( , A)-, (C, A)-, and (GC, A)-encodings on the set of reads R = {GCA, CCA, CAT, ATT}. Each encoding is represented in its tuple form. Moreover, we position the reads so that their common overlap is stacked up. A zigzag line marks a mismatch between reads. Reads not involved in the encoding are grayed out. On the right we highlighted the intervals on the index structures involved in some encoding. Interval q( ) and intervals on the index structures of R r are not represented Figure 4 depicts the ( , A)-, (C, A)-, and (GC, A)-encodings on the set of reads R = {GCA, CCA, CAT, ATT}. The first one is basic (since P = ), represents the arcs with overlap A (hence, (r 1 , r 4 ) and (r 2 , r 4 )), and is output by the first part of the algorithm. The second one is the (C, A)-encoding and it is obtained at the end of the first iteration of the second part of the algorithm by extending the ( , A)-encoding. It represents the arcs with overlap A and left extension having suffix C (hence, (r 1 , r 4 ) and (r 2 , r 4 )). The third one is the (GC, A)-encoding and is obtained at the end of the second iteration of the second part of the algorithm by extending the (C, A)-encoding. It is terminal since q(GCA$) has a non-empty backward $-extension and represents the arcs with overlap A and left extension GC (hence, only (r 1 , r 4 ) because the arc (r 2 , r 4 ) has a different label and is represented by a different encoding, namely the (CC, A)encoding still obtained by extending the (C, A)-encoding). Notice that all these arcs are reducible by the arc (r 3 , r 4 ) since its left extension (C) is a suffix of the ones of (r 1 , r 4 ) (GC) and (r 2 , r 4 ) (CC). This arc is not represented by any (·, A)-encoding since its overlap is not A.
For simplicity, and to emphasize that our algorithms are suited also for an in-memory implementation, we use lists as main data structures. An actual external-memory implementation will replace such lists with files that can be accessed only sequentially. We will use an array-like notation to denote each element, but we access those elements sequentially. Moreover, we will assume that the set of reads R has been processed with the BCRext algorithm [6, 7] to compute the BWT B, the GSA SA, and the LCP array L of R, possibly post-processed in linear time with Algorithm 1 as explained in the previous section.
Computing the Overlap Graph
In order to compute the basic encodings, we need to identify strings that are prefixes of some reads and suffixes of others. In terms of string-intervals, this corresponds to intervals with nonempty forward and backward $-extension. This concept is formalized with the notion of seed. In the following we will show how the set of all seeds can be identified by a single scan of B, SA, and L. Definition 4 Let S be a proper substring of some read of R. If both the S$-interval and the $S-interval are nonempty, then S is called a seed.
Observe that in general an S-interval is a lcp-interval of value at least |S|. In particular, if S is a seed, we have that the S-interval is a lcp-interval of value |S|, as proved by the following lemma. is the length of the longest common prefix of S and Sα, hence
Given a seed S we will say that the opening and closing position of the S-interval are the opening and closing position of the seed S. By Lemma 6, we can easily prove that string-intervals of seeds form an inclusion hierarchy, and that S$ is a prefix of RT [b], with b the opening position of $.
Corollary 7
Let [b 1 , e 1 ) and [b 2 , e 2 ) be respectively the S 1 -interval and the S 2interval for two seeds S 1 and S 2 . Then b 1 = b 2 and the two intervals are either disjoint or one is contained in the other.
Algorithm 3: BuildBasicEncodings
Input : Three lists B, L, and SA containing the BWT, the LCP array and the GSA of the set R, respectively. Output: A set of lists E(σ, 0, |S|) each containing the ( , S)-encoding for the seeds S whose first character is σ . The encodings ([b, e), ·, ·, ·, ·, ·) in each list are sorted by increasing values of b. 
Algorithm 3 presents the procedure BuildBasicEncodings [13] which identifies all the seeds of R with a single coordinated sequential scan (lines 4-24) of B, L, and SA.
At each position p, three cases may arise: (i) p identifies a complete read in LS[ p], (ii) p −1 is an opening position, or (iii) p is a closing position. The first case (lines [22] [23] can be identified by checking if B contains $ at p. In this case, we increment a variable # $ (previously initialized to 0) that represents the value of Occ($, p + 1). We will use this value in the other two cases for computing backward $-extensions. The second case (see lines [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] can be identified by means of Lemma 6 and Corollary 7. Indeed, if the value of L increases at position p, then p −1 is the opening position of an L[ p]-interval that can be seed (of length L[ p] ). Let S be the (unknown) representative of such L[ p]-interval. First, at lines 17-21, we check if such interval has a nonempty forward $-extension by computing the S$-interval [ p − 1, e 1 ). Since the S$-interval is an initial portion of the S-interval, we move forward the position as long as the value in L is constant and is equal to the value in SA (i.e., the two suffixes in LS at position p − 1 and p are equal and are proper suffixes of some reads). If the S$interval is nonempty, then we would need to check if the S-interval has a nonempty backward $-extension. However, the closing position e of the S-interval has not been reached yet and, by Corollary 7, another seed can be a sub-interval of [ p, e). Hence, we store the S$-interval in a stack Z along with the length of S and the current value of # $ (i.e., the number of sentinels in B[: p − 2], which will be used to compute the backward $-extension using Eq. (1) of Prop. 2). We cannot determine yet if S is a seed, because we do not know if it has a nonempty backward $-extension (we say that S is a potential seed) since, if S is a seed, we have not reached its closing position yet. It will be determined only later, and the information in Z will suffice (together with some information available only at that position) to reconstruct the basic encoding with overlap S, i.e., the ( , S)-encoding. Notice that the stack Z always represents the nested hierarchy of potential seeds whose ending position has not yet been reached.
In the third case, p is a closing position (lines 5-11) of the potential seeds on the top of Z whose lcp-interval has value k with k>L[ p]. The procedure removes from the stack Z all the records 1] , and that # $ is the number of sentinels in B[: p − 1] (since # $ is increased after this test). Then, the backward $-extension of the S-interval is
is nonempty hence S is a seed and we can output the corresponding basic ( , S)-encoding
In fact we will use different lists E(σ, P , S ), each containing the (P, S)-encodings, where σ is the first character of P S, P = |P| and S = |S|. Moreover, we say that a list E(σ, P , S ) is correct if it contains exactly all the (P, S)-encodings such that P = |P| and S = |S| and the encodings ([b, e), ·, ·, ·, ·, ·) are sorted by increasing values of b. Storing encodings in different lists, each one sorted by increasing value of b, will allow us to compute arc labels in the next part of the algorithm with sequential scans of B.
Finally, after all iterations, the stack Z contains the intervals whose closing position is p = n + 1. Those intervals are managed at lines 25-29 as described above.
Notice that the order in which the cases are tested in Algorithm 3 is reversed to ensure the algorithm correctness, proved by the following lemmas. We distinguish two cases depending on the closing position e S of S: either e S ≤ n or e S = n + 1. If e S ≤ n then there is an iteration where p = e S . During such iteration the condition at line 5 holds, hence all entries (q(T $), |T |, ·) at the top of Z such that |T |>L[ p] are popped and the corresponding encoding is output at line 9. Since
If e S = n + 1, then the condition of line 5 is never satisfied. Anyway, the stack Z is completely emptied at lines 25-29 and the same reasoning applies to show that the ( , S)-encoding is output. 
where e is the closing position of the Sinterval, and # $ > b $ , we have that also the $S-interval is nonempty. Hence S is a seed.
Lemma 10
Let E(σ, 0, S ) be a list produced as output by Algorithm 3. Let f 1 = (q(S 1 $), q($S 1 ), ·, ·, ·, |S 1 |) and f 2 = (q(S 2 $), q($S 2 ), ·, ·, ·, |S 2 |) be two distinct encodings in E(σ, 0, S ), q(S 1 $) = [b 1 , e 1 ) and q(S 2 $) = [b 2 , e 2 ). Then the intervals q(S 1 $) and q(S 2 $) are disjoint. Moreover, f 1 precedes f 2 
Proof By construction, |S 1 | = |S 2 | = S and σ = S 1 [1] = S 2 [1] . Since f 1 , f 2 are distinct and |S 1 | = |S 2 |, the two string-intervals q(S 1 $) and q(S 2 $) cannot be nested, hence they are disjoint. Notice that, since [b 1 , e 1 ) and [b 2 , e 2 ) are disjoint, then b 1 < e 1 ≤ b 2 or b 1 ≥ e 2 >b 2 . Assume that b 1 < e 1 ≤ b 2 and let us consider the iteration when p = e 1 , i.e., when f 1 is output. Since e 1 ≤ b 2 , the entry ([b 2 , e 2 ), ·, ·) has not been pushed onto Z yet, we have that f 1 precedes f 2 in E(σ, 0, S ). If b 1 ≥ e 2 >b 2 the same argument shows that f 2 precedes f 1 in E(σ, 0, S ), completing the proof.
From the previous lemmas, we derive the algorithm correctness, stated as follows.
Corollary 11
Let E(σ, 0, S ) be a list computed by Algorithm 3. Then E(σ, 0, S ) is correct.
There is an important observation on the sorted lists of encoding that we will manage. Given a (P 1 , S 1 )-encoding and a (P 2 , S 2 )-encoding stored in the same list E(σ, P , S ), the two string-intervals q(P 1 S 1 $) and q(P 2 S 2 $) are disjoint (as long as we can guarantee that P 1 S 1 = P 2 S 2 ), hence sorting them by their opening position implies sorting them also by their closing position.
Labeling the Overlap Graph
We compute the labeled overlap graph by iteratively extending the (P, S)-encodings for increasing values of |P S|. The input of each iteration i are the encodings stored in lists E(·, P , S ) such that P + S = i and the output encodings are stored in lists E(·, P + 1, S ). At each iteration, in order to perform only sequential scans of B, we first backward extend all the P S$-intervals with all possible symbols σ (procedure ExtendEncodings), then we use the same characters for extending the corresponding linked intervals q(P) and q r (P r ) (procedure CompleteExtensions), producing all (σ P, S)-encodings. When we encounter a terminal encoding (i.e., we have found a read P S), we output the corresponding arcs partitioned by their destination node in a representation that can be easily managed by the following arc reduction step.
Since the extension of each encoding is managed by two different procedures, the tuple output by ExtendEncodings is not an encoding as formally defined in Definition 3 because only the P S$-interval (i.e., the first field of the (P, S)-encoding) is updated. We call these tuples partially extended encodings and we store them in lists P(·, ·, ·) indexed by the same values as the source lists E(·, ·, ·). However, the first procedures also stores the characters used to extend the P S$-interval along with the partially extended encoding hence procedure CompleteExtension is able to correctly complete the extension of the encoding.
Similarly as we have done for the lists E(·, ·, ·), we say that the list P(σ P S , P , S ) is correct if it contains exactly all the partially extended (P, S)-encodings (q(σ P S$), ·, ·, ·, P , S ) for some σ ∈ such that |σ P S| = P + S + 1, P S starts with the character σ P S , and all the encodings are sorted by increasing value of opening position of q(P S$). In the rest of the section we will detail those two procedures.
The procedure ExtendEncodings (Algorithm 4) iterates over all the (P, S)encodings included in all the lists E(·, |P|, |S|) such that |P| + |S| is equal to the input parameter i fed by Algorithm 2. This procedure basically extends a sequence of P S$-intervals that are disjoint or equal since |P| + |S| is constant. Furthermore, since all input lists are correct, we can visit the sequence of intervals by increasing value
Algorithm 4: ExtendEncodings(i)
Input : Two lists B and SA containing the BWT and the GSA of the set R, respectively. The correct lists E(·, P , S ) containing the (P, S)-encodings such that P + S = i. Output: The correct lists P(·, P , S ) containing the partially extended (σ P, S)-encodings. The arcs of the overlap graph outgoing from reads of length P + S , incoming in a read r y , and with left extension long P are appended to the file A( P , y) . of their opening position (after merging some sorted lists) hence a single scan of B suffices to extend those string-intervals by one character, and to produce the partially extended encodings.
Since all string-intervals computed in an iteration have the same length, they are disjoint or equal. Moreover, those string-intervals are visited by increasing opening position, hence we can backward extend all of them by storing only the number of occurrences of the characters at the opening and closing positions (i.e., we need to store only two | $ |-long integer vectors called and π ).
For each considered (P, S)-encoding, the iteration is mainly divided in three parts: (i) the computation of and π , (ii) the output of the arcs with label P and overlap S, and (iii) the output of the partially extended encodings.
Let [b, e) be the P S$-interval of the current encoding. The first part (lines 5-12) scans B up to e and updates the arrays and π such that is equal to Occ(·, b) and + π is equal to Occ(·, e). The correctness of this part is established by Lemmas 12, 13.
The second part (lines 13-18) tests if the P S$-interval has a nonempty backward $-extension. In that case the algorithm outputs the arcs along with the labels. In order to efficiently remove the arcs in the reduction step, we partition the arcs in different lists A( P , y) where P is the length of the label and y is the position in RT of the 0-rotation of the destination node. Indeed, at this point we are not able to retrieve the index of the destination node avoiding random accesses to SA but we are able to obtain the index of the source node from SA with a sequential scan since all the P S$-intervals are sorted.
The third part (lines [19] [20] [21] [22] computes all the nonempty backward σ -extensions of the current P S$-interval [b, e), obtaining the partially extended encodings.
Finally, we would like to point out that each list E(·, ·, ·) and P(·, ·, ·) contains disjoint or equal intervals. If we can guarantee that the intervals in each list are sorted in non-decreasing order of the end boundary (we will prove this property of Comple-teExtensions), then those intervals are also sorted in non-decreasing order of the start boundary (as required for the correctness of successive iterations of ExtendEncodings).
For simplicity, Algorithm 4 and the following lemmas assume that all intervals are disjoint. However, it is possible to easily extend the procedure to operate on lists of non necessarily distinct string-intervals. Indeed, if two intervals are equal, then they are processed in two consecutive iterations and we can correctly manage them by skipping lines 5-12 testing if the current position p is equal to e.
The following two lemmas establish the correctness of the values in and π . Proof Notice that at line 9, the value of p is equal to b and π is reset to zero. Moreover, π is incremented only at line 11 and the while loop (line 10) stops at p = e, proving the lemma. Proof We will prove the lemma by induction on the number of the encodings that have been read. When extending the first input encoding, π consists of zeroes and the lemma holds, since the while loop at lines 6-8 increments by the number of occurrences of each symbol σ up to b − 1.
Let k be the number of encodings that have been read by Algorithm 4, with k ≥ 2, and let ([b 1 , e 1 ), ·, ·, ·, ·, ·) be the (k − 1)-th encoding read. By Lemma 12, π [σ ] We can now prove the correctness of procedure ExtendEncodings.
Lemma 14
Let the lists E(·, P , S ) be the input of Algorithm 4 and assume that all those lists are correct. Let ([b, e) = q(P S$), q($S), q(P), q r (P r ), P , S ) a generic input encoding, and let σ be a character of . If [b, e) has a nonempty backward σ -extension [b , e ), then ExtendEncodings outputs the partially extended encoding ([b , e ), q($S), q(P), q r (P r ), P , S ) to the list P(σ P S , P , S ) where σ P S = P S [1] . +Occ(σ, e) ). By Lemmas 12, 13 , the values of b and e computed at lines 20-21 are correct. Notice that π [σ ]>0 iff Occ(σ, e)>Occ(σ, b) + 1, hence the partially extended encoding ([b , e ), q($S), q(P), q r (P r ), P , S ) is output iff e >b , that is iff the backward σ -extension is nonempty. ([b , e ), q($S), q(P), q r (P r ), P , S ) be a partially extended encoding that is output by ExtendEncodings. Then ([b, e) , q($S), q(P), q r (P r ), P , S ) is an encoding in E(·, P , S ) and [b , e ) is the backward σ -extension of [b, e) for some σ ∈ .
Lemma 15 Let
Proof Let ([b, e), q($S), q(P), q r (P r ), P , S ) be the input encoding that is currently processed when ([b , e ), q($S), q(P), q r (P r ), P , S ) is output by ExtendEncodings. When computing the partially extended encoding (line [19] [20] [21] [22] , there exists a σ ∈ such that b = C(σ ) + [σ ] + 1 and e = b + π [σ ]. The lemma is a direct consequence of Proposition 3 and Lemmas 12, 13.
Lemma 16
Let P(σ, P , S ) be any list written by ExtendEncodings. Then the encodings (q(σ P S$), q($S), q(P), q r (P r ), P , S ) in P(σ, P , S ) are sorted by increasing values of opening position of q(P S$).
Proof By Lemmas 14, 15, the list P(σ, P , S ) contains only partially extended (P, S)-encodings computed from (P, S)-encodings stored in correct lists E(σ, P , S ) where σ is the first symbol of P S.
Therefore, since the (P, S)-encodings are processed ordered by the opening position of the P S$-interval, then the partially extended (P, S)-encodings are sorted by the opening position of the P S$-interval.
The following lemma shows the correctness of ExtendEncodings.
Lemma 17
Let the lists E(·, P , S ) be the input of Algorithm 4 and assume that all those lists are correct. Then ExtendEncodings produces the correct lists P(·, P , S ) and outputs the record j, y, q r (P r ), P to A( P , y) iff there exists a read r j = P S with P and S both nonempty and there exists a read r z = S X such that RT [y] = $S X.
Proof First, notice that the lists P(·, P , S ) are correct by Lemmas 14, 15, and 16. Moreover, notice that the record j, y, q r (P r ), P is output to A( P , y) at line 18 only if we are currently extending the (P, S)-encoding (hence S is a seed) and we have found that the P S$-interval has a nonempty backward $-extension (since π [$] > 0, by condition at line 13). The index of the read P S is j since at line 15 we correctly perform the backward $-extension and at line 16 we read j from SA. By definition of seed, S is nonempty and the length of q($S) is greater than 0. Therefore, there exists a read r z with prefix S and the position of its 0-rotation in RT is in q($S). All the positions in q($S) are output by the loop at line 17. Moreover by the substring-free assumption, P is nonempty since there exists a read P S and S is a proper prefix of some other read.
Assume now that there exist two reads r j = P S and r z = S X with P, S, and X nonempty and RT [y] = $S X. Then the S$-interval and $S-interval are nonempty, hence S is a seed. Moreover, there exists a terminal (P, S)-encoding, hence there is an iteration of ExtendEncodings where we backward extend the P S$-interval. Since r j = P S, the P S$-interval has a nonempty backward $-extension, hence the condition at line 13 is satisfied and the corresponding record is output at line 18. Such a record is correct by the correctness of the backward $-extension and the correctness of q($S).
While the procedure ExtendEncodings backward extends the P S$-intervals and outputs the records that will be used later when producing the arcs, the actual arc labels are computed by the procedure CompleteExtensions which scans the results of ExtendEncodings, i.e., a list of partially extended encodings and updates them by extending the intervals q(P) on R and q r (P r ) on R r .
A procedure has been originally described [18] to compute all backward extensions of a set of disjoint string-intervals, with only a single pass over B. Notice that in our case, the input P-intervals are not necessarily disjoint, since they can have different length, therefore that procedure is not directly applicable. We exploit the property that any two string-intervals are either nested or disjoint to design a new procedure that computes all backward extensions with a single scan of B.
Our procedure CompleteExtensions works on a list I of partially extended encodings (q(σ P S$), q($S), q(P), q r (P r ), P , S ), sorted by increasing opening position of the P-interval and by decreasing closing position of the same interval as a secondary criterion. This list can be easily obtained from the output of ExtendEncodings by merging the lists P(·, ·, ·). Indeed, each list is sorted by opening position of the P-intervals and these intervals are all disjoint or equal. Hence the procedure Merge in Algorithm 5 (line 1) can be implemented efficiently using a simple multiway merge [30, Chap. 11] . We assume that the list I is terminated with a sentinel partially extended encoding (·, ·, [n+1, n+2), ·, ·, ·)-we recall that n is the total number of input characters. For each partially extended encoding (q(σ P S$), q($S), q(P), q r (P r ), P , S ), the procedure outputs the encoding (q(σ P S$), q($S), q(σ P), q r (P r σ ), P + 1, S ) into the list E(σ, P + 1, S ).
Just as the procedure ExtendEncodings, we maintain an array , where [σ ] is equal to the number of occurrences of the character σ in B[: p − 1], and p is the current position in B. Therefore, at each position p, [σ ] = Occ(σ, p) . The array is used to compute the backward extension at line 16 of Algorithm 5.
Since the input P-intervals can be nested, the procedure maintains a stack Z storing the partially extended encodings that have already been read but have not been extended yet, along with the values of Occ at the opening position of the P-interval of such partially extended encodings. A correct management of Z allows to have the encodings in the correct order, that is to read the encodings from I in increasing order of the opening
The following lemmas show that CompleteExtensions(i) computes the correct lists E(·, P , S ) with P >0 and P + S = i + 1.
Lemma 20
Let P(·, ·, ·) be the correct lists that are the input of Algorithm 5. Algorithm 5 outputs the encoding (q(σ P S$), q($S), q(σ P), q r (P r σ ), P + 1, S ) if and only if (q(σ P S$) = [b ps , e ps ), q($S), q(P), q r (P r ), P , S ) is a partially extended encoding of some input list P(·, P , S ).
Proof In Algorithm 5 each input partially extended encoding is pushed onto the stack Z exactly once and extended exactly once. Hence we only need to prove that for each partially extended input encoding (q(σ P S$), q($S), q(P), q r (P r ), P , S ), the (σ P, S)-encoding is output.
Let [b z , e z ) be equal to q(P), let [b r z , e r z ) be equal to q r (P r ) and let σ be the symbol C −1 (b ps ). By Lemma 18 and Corollary 19, at lines 13-16, and z are equal to Occ(·, e z ) and Occ(·, b z ). Notice that the output encoding is obtained by computing q(σ P) and q r (P r σ ). By Proposition 3, q(σ P) is equal to
which are correctly computed at line 16 and at the same line the encoding (q(σ P S$), q($S), q(σ P), q r (P r σ ), P + 1, S ) is output.
To complete the correctness of our algorithm, we need to show that the output follows the desired ordering. We will start with some lemmas showing the structure of the encodings stored in the stack Z .
Lemma 21
The stack Z of Algorithm 5 contains a hierarchy of encodings (·, ·, [b, e), ·, ·, ·) where all intervals [b, e) are nested, with the smallest at the top.
Proof We only have to prove that the lemma holds at line 21, since it is the only line where an encoding is pushed onto a nonempty stack. Let Z be the stack just before the push, and let (·, ·, [b z , e z ), ·, ·, ·) be the encoding at the top of Z .
Clearly the lemma holds when Z contains only the sentinel encoding pushed at line 5, therefore assume that the top encoding of Z is an input encoding.
Notice that an encoding is pushed onto Z without modification, before reading the next input encoding. Since the input encodings are sorted by increasing values of b, then b ≥ b z . To reach line 21, the condition at line 8 must be false, hence e ≤ e z .
Lemma 22
Algorithm 5 pops all input encodings (·, ·, [b, e), ·, ·, ·) in nondecreasing order of e, but it does not pop the sentinel encoding.
Proof First, we will consider a single generic iteration of the while loop at lines 8-17. By Lemma 21 the intervals in Z are nested, therefore the intervals popped in a single iteration satisfy the lemma.
We can consider the intervals popped in different iterations. Let f 1 = (·, ·, [b 1 , e 1 ), ·, ·, ·) be the most recently popped encoding, and let f z = (·, ·, [b z , e z ), ·, ·, ·) be a generic interval that has been popped from Z in a previous iteration; we will show that e z ≤ e 1 . Moreover let f = (·, ·, [b, e), ·, ·, ·) be the encoding read from I at the iteration when f 1 has been popped from Z . By construction, f z precedes f (which precedes f 1 ) in I . Since the intervals in I are in non-decreasing order of the start boundary, b z ≤ b ≤ b 1 . Moreover, the condition at line 8 that determines when to pop an encoding, implies that e>e z . All string-intervals in I are disjoint or nested, therefore e ≤ b 1 or e ≥ e 1 . If e ≤ b 1 , then e ≤ e 1 and, a fortiori since e z < e, then e z ≤ e 1 . Hence we only need to consider the case when [b, e) includes [b 1 , e 1 ), that is e ≥ e 1 . Now, let us consider the intervals [b, e) and [b z , e z ). Since e z < e and b z ≤ b, those intervals cannot be nested, hence e z ≤ b. Since b ≤ b 1 and b 1 < e 1 , then e z ≤ e 1 .
Finally, we want to prove that all intervals in I , except for the sentinel interval, are popped from Z (and backward extended). Just after reading from I the sentinel (·, ·, [n + 1, n + 2), ·, ·, ·), all intervals in Z , but not the starting sentinel, satisfy the condition at line 8, completing the proof.
Corollary 23
The lists E(σ, P , S ) output by Algorithm 5 are correct.
Proof It is a direct consequence of Lemma 17 and Lemma 22 since the output (P, S)encodings are partitioned into lists E(·, ·, ·) by initial character of P S$, by the length of P, and by the length of S.
Corollary 24 Lines 3-6 of Algorithm 2 correctly compute the records representing the arcs of the overlap graph G O .
Proof It is a direct consequence of Corollary 11 (which shows the correctness of Algorithm 3 to compute the basic encodings), Lemma 17 (which shows the correctness of Algorithm 4 to compute the partial extensions of a set of encodings and that the records representing the arcs of G O are correctly output), and Corollary 23 (which shows the correctness of Algorithm 5 to complete the extension of a set of partially extended encodings).
Reducing the Overlap Graph to the String Graph
In this section we state a characterization of reducible arcs based on the notion of string-interval, then we will exploit such characterization to reduce the overlap graph to the string graph.
We can transform Lemma 5 into an easily testable property, by way of Proposition 2, that is (r x , r z ) is reducible iff there exists an arc (r s , r z ) such that q r (lx r s,z ) includes q r (lx r x,z ) and |lx x,z |>|lx s,z |. The following lemma shows that, if (r x , r z ) can be reduced, then it can be reduced by an arc of the string graph G S , hence avoiding a comparison between all pairs of arcs of G O .
Lemma 25
Let G O be the overlap graph of a set R of reads, let G S be the corresponding string graph, and let (r x , r z ) be an arc of G O that is not an arc of G S . Then there exists an arc (r s , r z ) of G S such that q r (lx r s,z ) includes q r (lx r x,z ) and |lx x,z |>|lx s,z |.
Proof Let (r s , r z ) be the arc of G O whose left extension is the shortest among all arcs of G O such that q r (lx r s,z ) includes q r (lx r x,z ) and |lx x,z |>|lx s,z |. By Lemma 5, since (r x , r z ) is not an arc of G S such an arc must exist. We want to prove that (r s , r z ) is an arc of G S .
Assume to the contrary that (r s , r z ) is not an arc of G S , that is there exists an arc e 1 = (r h , r z ) of G O such that q r (lx r s,z ) includes q r (lx r h,z ) and |lx s,z |>|lx h,z |. Then q r (lx r x,z ) includes q r (lx r h,z ) and |lx x,z |>|lx h,z |, contradicting the assumption that (r s , r z ) is the arc of G O whose left extension is the shortest among all arcs of G O such that q r (lx r s,z ) includes q r (lx r x,z ) and |lx x,z |>|lx s,z |.
A direct approach based on comparing all pairs of arcs would determine which arcs are irreducible, but this approach would require to store in main memory all arcs of G O incident on a given vertex. Furthermore, Lemma 25 suggests that each arc e must be tested only against irreducible arcs whose label is strictly shorter than that of e to determine whether e is also an arc of G S (i.e., it is irreducible). Therefore, to reduce the main memory usage, we partition the arcs of G S incoming in a vertex r z into chunks, where each chunk can contain at most M arcs (for any given constant M) [36] . Let D z be the set of arcs of G S incoming in r z , and let d z be its cardinality.
Since there are at most M arcs in each chunk, we need d z /M passes over D z to perform all comparisons. There are some technical details that are due to the fact that the set D z is not known before examining the arcs of G O incoming in r z (see Algorithm 6) . Mainly, we need an auxiliary file to store whether each arc e of G O has already been processed, that is if we have already decided whether e is an arc of G S . A second technical detail is that the records in the lists A(·, y) are not indexed by the index of the destination read but by the position of its 0-rotation in RT , that is, the lists A(·, y) contain the records representing the arcs whose destination node is r z where SA[y] = (·, z). Nevertheless, reading the files A(·, y) by increasing values of y allow us to retrieve such information by a sequential scan of SA (line 3). For simplicity, in the following we will assume that A(·, ·) are indexed by the index of the destination read. Now we can start proving the correctness of Algorithm 6.
Lemma 26 Let G O be the overlap graph of a set R of reads, and let G S be the corresponding string graph. Then the execution of Algorithm 6 on G O terminates with all arcs of G O marked processed.
Proof To prove that the algorithm terminates, we only have to prove that all arcs in the generic set A( p, z) are marked processed, as in that case the condition of the while at line 4 becomes false. As long as there is an unprocessed arc, the condition at line 4 is satisfied, hence the corresponding while loop is executed. At each execution of such loop, the first unprocessed arc is added to C (since C is emptied at the beginning of the iteration) and marked processed. Hence, eventually all arcs must be marked processed.
Lemma 27
Let G O be the overlap graph of a set R of reads, let G S be the corresponding string graph, and let e = i, z, q r (Q r ), |Q| be an arc encoding that is marked transitive. Then e is not an arcs of G S .
Proof Since e is marked transitive, there exists an arc encoding h, z, q r (P r ), |P| ∈ C such that |P| < |Q| and q r (P r ) contains q r (Q r ). By construction of arc encoding and by Lemma 5, the arc (r i , r z ) cannot be an arc of G S .
Lemma 28
Let G O be the overlap graph of a set R of reads, let G S be the corresponding string graph, and let e = i, z, q r (Q r ), |Q| be an arc encoding whose arc is output by Algorithm 6. Then (r i , r z ) is an arc of G S .
Proof Since (i, z) is output by the procedure, e has been previously added to C. Let us consider the iteration when e is added to C: notice that |C| < M and e is not marked as processed at the beginning of the iteration. Consequently, no arc encoding that is currently in C or that has been in C in a previous iteration of the while loop at lines 4-16 satisfies the condition of Lemma 5, that is no arc in C or in a previous occurrence of C can reduce e. Since the arcs incoming in r z are examined by increasing length of their left extension, all arcs of G S that are incoming in r z and whose left extension is shorter than e have already been inserted in C, either in the current iteration or in one of the previous iterations. Consequently no arc of G O can reduce e, hence e is an arc of G S .
A direct consequence of Lemmas 26, 27, and 28 is that Algorithm 6 outputs the irreducible arcs of G O .
Time, Space, and I/O Complexity
In this section we investigate the computational complexity of our algorithm, comparing it with that of SGA [32] . Moreover, we assume to have a buffer that can store M integers and an internal memory that can store max | | integers. 
Lemma 29
Given the lists B, SA, and L, it is possible to compute the overlap graph of a set of reads R with total length n and where no read is longer than max characters, reading sequentially (3 + 5 max )n records, writing sequentially (2 max )n + |E(G O )| records, in O( max n) time, and using O( max | |) internal memory.
Proof The analysis of Algorithm 1 is straightforward, as the algorithm scans once the lists B and SA and rewrites the first |R| records of SA. Notice that only constant time is used for each position of SA, while O(1) internal memory is used.
Algorithm 3 scans only once the lists B, SA, L (hence reading 3n records, with n = |B|) and outputs at most n records: one for each seed. In fact, by Corollary 7 the string-intervals associated to two seeds are either disjoint or one contained in the other. Moreover such string-intervals have width at least 2. Combining these two facts implies that there are at most n seeds. The only data structure that requires space that is not constant is the stack Z . Anyway, the encodings stored in Z form a hierarchy, hence Z contains at most max encodings, each of which needs O(1) space. Overall, Algorithm 3 uses O( max ) internal memory. Regarding the time complexity, for each position p at most constant time is spent, except for the while loop at lines 7-11. The latter loop pops a record from the stack Z . Since only O(n) records can be pushed to Z , the overall time complexity is O(n).
Each invocation of Algorithm 4 at iteration i scans only once the lists B and SA (hence reading 2n records) as well as the lists E(·, P , S ) containing the (P, S)encodings with |P S| = i. Let us now consider the (P, S)-encodings that are read during a single execution of Algorithm 4 and notice that the number of encodings is limited by the number of terminal encodings since we never merge encodings. Moreover, notice that the number of terminal encodings is limited by the number of suffixes of all the reads and that such value is limited by n. This fact implies that at most n (P, S)-encodings are read and at most n (P, S)-encodings are output during a single execution. Algorithm 4 uses the and π arrays which requires O(| |) space, while all other data structures need O(1) space. Regarding the time complexity, for each position p at most constant time is spent, except for the for loop at lines 15-18. Anyway, such loop only outputs a new record to the list of arcs of the overlap graph. Since there are at most n input encodings, the overall time spent at lines 15-18 is O(n).
The analysis of Algorithm 5 is similar to that of Algorithm 4. The only difference is that Algorithm 5 scans once the list B, as well as the lists E(·, P , S ). The consequence is that Algorithm 5 reads at most 2n records and writes at most n records. Just as for the previous algorithms, the main data structures are the | |-sized array and the stack Z which can contain at most max records. Differently from the previous algorithms, each record in Z does not have constant size, since it contains a copy of the array . Hence the internal memory needed to store Z is O( max | |). Again, the time complexity is O(n), since the algorithms spends constant time for each position p.
Since Algorithms 4 and Algorithm 5 are called at most max times, the overall number of records that are read is at most 3n + 5 max n. Notice that this I/O complexity matches that of BCRext [6, 7] , which is the most efficient known external-memory algorithm to compute the data structures (GSA, BWT, LCP) we use to index the input reads.
While the amount of internal memory used for the construction of the overlap graph depends on the input reads (but is negligible with respect to the size of the input or the output), the amount of memory used by Algorithm 6 depends on the parameter M which is the number of records that we can keep in memory.
Since Algorithms 3, 4, 5 are essentially sequential scans of some files, there is no direct advantage in reading or writing a block of M integers, therefore the number of block transfers of those algorithms is O(( max n + |E(G O )|)/M). Proof To determine the total number of records that are read by Algorithm 6, we first notice that the procedure reads the first |R| entries of SA only once (line 3).
Moreover, the only relevant data structure is the list C which contains M 1 = M/5 records, each consisting of 5 integers. Each execution of the while loop at lines 4-16 reads the records of all arcs incoming in r z as well as all records of the auxiliary file storing whether an arc encoding has been processed. Moreover during each iteration, such auxiliary file is written. Therefore the I/O complexity of an iteration of the while loop regarding the arc incoming in r z is equal to 3 times the number of arcs of G O incoming in r z . Now we have to determine the number of iterations of the while loop at lines 4-16. A consequence of Lemmas 26, 27, and 28 is that the condition at line 4 becomes false (and we exit from the while loop) only when all arcs in D z are inserted in C in some iteration. The condition at line 10 that an arc encoding e is added to C only if |C| < M 1 and e is not transitive. Therefore only the last iteration can terminate with a set C containing fewer than M 1 elements. Hence the number of iterations is equal to |D z |/M 1 . Consequently the I/O complexity of an iteration of the for loop over all reads in R (lines 2-16) is equal to 3 |D z |/M 1 |E O (r z )|, where E O (r z ) is the set of arcs of G O that are incoming in r z . By construction of M 1 , the number of records that are read or written is 3 5 Finally, we discuss the disk usage of our algorithm. Some of the data structures we use, namely the lists B, SA, and L, are static (that is, they do not grow during the computation of the string graph) and require O(n) space on disk.
Additionally, we store some lists E(·, ·, ·), P(·, ·, ·), and A(·, ·) whose contents change during different iterations of Algorithms 3, 4, 5, and 6. Since the lists A(·, ·) store exactly the arcs of the overlap graph and each record requires constant space, it is immediate to notice that the disk space for those lists is O (|E(G O )|) .
At iteration i of Algorithms 4 and 5, the only lists P(·, P , S ) on disk are those with P + S = i since the lists for which P + S < i have been considered at a previous iteration and can therefore be deleted, and the lists for which P + S >i are yet to be created. As we have shown in the proof of Lemma 29, the number of encodings read and output at each iteration is n, therefore the lists P(·, ·, ·) that are output at each iteration require O(n) disk space, since each encoding requires constant space. Notice that all lists P(·, ·, ·) that have been created at a previous iteration can be deleted. A similar argument shows that the lists E(·, P , S ) that are considered at iteration i (that is, those with P + S = i) of Algorithm 4 and 5 require O(n) space. Notice that, all other lists E(·, P , S ) such that P >0 are deleted (if P + S < i) or have not been created yet (if P + S >i).
Algorithm 3 outputs all the lists E(·, 0, ·). Nevertheless, as showed in the proof of Lemma 29, Algorithm 3 outputs at most n record and hence the disk space required by those lists is O(n). The following corollary is an immediate consequence of our argument.
Corollary 32 Algorithm 2 computes the string graph of a set R of reads using O(n + |E(G O )|) disk space.
Conclusions
The first contribution of this paper is a compact representation of the overlap graph and of the string graph via string-intervals. More precisely, we have shown how a string-interval can be used to represent the set of reads sharing a common prefix, with a possible reduction in the overall space used.
Then, we have proposed the first known external-memory algorithm to compute the overlap graph, showing that it reads at most (3 + 5 max )n records, where n is the total length of the input and max is the maximum length of each input string, using only a constant amount of main memory. A fundamental technical contribution is the improvement of the CompleteExtensions procedure that has been introduced in [18] to compute, with a single scan of the BWT, all backward σ -extensions of a set of disjoint string-intervals. Our improvement allows to extend a generic set of string-intervals.
We have described a new external-memory algorithm for reducing an overlap graph to obtain the corresponding string graph, reading or writing 3|E(G O )| d/M + |R| records, where M is the amount of records we can store in internal memory, E(G O ) is the arc set of G O and d is the maximum indegree of G S , while using an amount of main memory necessary to store 5M integers (as well as some constant-sized data structure). Notice that SGA (i.e., the algorithm that first applied the notions of BWT and FM-index to the problem of computing a string graph) is an internal-memory algorithm that cannot be easily translated into an external-memory algorithm. In particular, it performs O(n) extensions using the FM-index of R, but those extensions require to randomly access the FM-index. Therefore, in their case, it is necessary to store the entire O(n)-space FM-index in main memory.
There are some open problems that we believe are interesting. The analysis of the algorithm complexity is not very detailed. In fact, we conjecture that some clever organization of the records and a more careful analysis will show that the actual I/O complexity is better than the one we have shown in the paper.
Another direction is to assess the actual performance of the algorithm on data originating from a set of sequences, such as those coming from transcriptomics [10, 23] or metagenomics [27] , especially to verify the gain in disk usage.
Finally, since recent sequencing technologies produce reads that consists of pair of strings (paired ends) an interesting research direction is towards exploiting such kind of data to construct string graphs, instead of considering independently each string and extracting from the string graph the paths corresponding to feasible assemblies of the input data [8] .
