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The healthcare branch of the iGLANCE project aims at 
making high quality high definition autostereoscopic 
displays available in the clinical operating room. Displaying 
medical images on an autostereoscopic display poses 
different requirements than consumer usage would. For 
entertainment it is sufficient when the perceived image is 
convincing, even when deviating from the actual imaged 
scene. For medical usage it is essential that the perceived 
image represents the actual clinical data. The challenge that 
the iGLANCE project intends to address is the transmission 
of the autostereoscopic data through a bandwidth limited 
channel, while maintaining an image that does not contain 
significant image artifacts, like e.g. visible disocclusions. 
 
Index Terms— Three-dimensional displays, Stereo 




The iGLANCE project is part of the European MEDEA+ 
program. MEDEA+ is an industry-initiated pan-European 
program for advanced co-operative research and 
development in microelectronics. It has been set up and 
labeled within the framework of EUREKA (E! 2365) to 
ensure Europe's continued technological and industrial 
competitiveness in this sector. The iGLANCE consortium 
consists of STMicroelectronics, Logica, TIMA, INRIA and 
4D View Solutions in France, and Philips Healthcare, the 
University of Technology Eindhoven, TASK24, Silicon 
Hive, Verum and Prodrive in the Netherlands. 
The iGLANCE project targets the healthcare and the 
consumer market. This article deals with the healthcare 
branch of the project. Displaying medical images in a 
clinical context, e.g. for diagnosis or treatment, imposes 
several restrictions on the image transmission chain. The 
error that is introduced (e.g. due to discretization, 
compression, transfer function, dynamic range limitations, 
etc.) has to be quantified and kept below a stringent 
threshold. The reason for this is obvious: medical decisions 
are taken based on these images, and flaws in the image 
might lead to misinterpretations. 
The development of high resolution LCD grids (such as 
QuadHD grids) has brought high resolution autostereoscopic 
screens within reach.  These screens, however, introduce a 
new challenge, since the amount of the visualized data 
becomes enormous, while the images have to be rendered 
and transmitted to the display in real-time. To cope with 
this, the iGLANCE project proposes the usage of view 
interpolation, using several 2D+depth views. This approach 
alleviates the rendering system, since fewer views need to 
be generated. Further, it reduces the strain on the 
transmission channel, because less data has to be 
transmitted, which is cost efficient and allows existing 
infrastructures to be used. In this paper we intend to 
describe the iGLANCE objectives regarding the usage of 
high definition autostereoscopic displays in a clinical 
environment. 
 
2. THE AUTOSTEREOSCOPIC DISPLAY 
 
  
Figure 1. The autostereoscopic lenticular screen. The 
various sub-pixels are refracted to different angles by 
the sheet with the lenticular cylindrical lenses. In this 
way the left and the right eye are presented with 
different views. 
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Autostereoscopic displays allow a stereoscopic view of a 3D 
scene, without the use of any external aid, such as goggles. 
The additional depth impression that a stereoscopic image 
offers, allows a natural interpretation of 3D data. For the 
usage of such displays during medical interventions, the 
absence of goggles is a significant benefit, since there is no 
compromise of sterility by any external attributes and the 
goggles might be considered to be disturbing when the 
clinician is not looking at the stereoscopic display (which 
typically will be the major part of the clinical procedure) 
[1].  
The multi-view autostereoscopic lenticular display 
consists of a cover sheet of cylindrical lenses (lenticulars) 
placed on top of an LCD, in such a way that the LCD image 
plane is positioned at the focal plane of the lenses [2], see 
Figure 1. As a consequence of this arrangement, different 
LCD pixels underneath the lenses become visible when 
viewed from various directions. Provided that these pixels 
are loaded with suitable stereo information, a 3D stereo 
effect is obtained, in which the left and right eye see 
different, but corresponding, information, see Figure 2 [3, 
4]. A commercially available display line offers nine distinct 




Figure 2. The same scene rendered from the most left 
and most right viewpoint. 
 
The fact that mutually exclusive subsets of LCD pixels 
are assigned to different views (spatial multiplex), leads to a 
lower effective resolution per view than the intrinsic 
resolution of the LCD grid [5]. In order to distribute this loss 
of resolution over the horizontal and vertical axis, the 
lenticular cylindrical lenses are not placed vertically and 
parallel to the LCD column, but slanted at a small angle. 
The resulting assignment of a set of interweaved LCD 
pixels is illustrated in Figure 3. Note that the red, green and 
blue color channels of a single pixel are depicted in different 
views, and that 9 different views are covered within a 
column of 3 pixels. 
                                                 
1 Commercially available as the Philips WOWvx 3D display 
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Figure 3. The cylindrical lenses depict every sub-pixel in 
a different view. The numbers in the sub-pixels indicate 
in which view they are visible. 
 
3. VIEW INTERPOLATION 
 
In order to reduce the load of the 3D rendering on the 
workstation and the transmission channel, we create fewer 
views than are displayed on the lenticular screen. The 
missing views are interpolated after decoding the video 
stream at the receiver side, see Figure 4. The interpolation 
method that is used is known from free viewpoint 
interpolation [6], see Figure 5. This method takes into 
account the camera parameters, and the depth information 
per pixel, which quantifies the distance between the screen 
and the object displayed at a particular pixel. The camera 
focus point and the pixel location define a ray in a virtual 
ray space [7]. By using this information more accurate 
interpolated views can be created than using a naïve 
interpolation method, such as linear interpolation.   
 
 
Figure 4. Two configurations for 4 transmitted views, 
and 9 displayed views. Solid black: transmitted views 
that can be mapped directly on an output view. Dashed: 
transmitted views that cannot be mapped on an output 
view. Light blue: interpolated view. 
 
A QuadHD LCD grid consists of 3840 * 2160 pixels. 
Assuming that a nine view QuadHD autostereoscopic 
display is used, it would make sense to build up a single 
view in a resolution of 1280 * 720 pixels [8]. The views that 
are used for the interpolation algorithm can consist of 32 
display 
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bits per pixel; 24 bits for RGB and 8 bits for depth 
information. Usage in clinical interventions requires a 
minimum frame rate of 24 frames per second (fps). When 
for example four views are transmitted at 24 fps, and the 
others are interpolated (see Figure 4), that would require a 
bandwidth of 4 views * 1280 * 720 pixels * 24 fps * 32 bits 
= 2.6 Gbit/s (for uncompressed video data) versus 4.4 Gbit/s 
for nine views without depth information. 
 
 
Figure 5. Free viewpoint (FVP) interpolation. 
 
There is a particular type of artifact that may appear 
when using free viewpoint interpolation, which is the 
occurrence of disocclusions [9,10]. When this happens, a 
part of the scene becomes visible that has been hidden in 
any of the transmitted views, see Figure 6. Consequently, 
there is no proper information available that should be filled 
in at the affected pixels. Fortunately, the impact of this 
effect is very limited for our application, since the 
transmitted views and the interpolated views are very close 
to each other. Disocclusions mainly occur for views that are 
rather far apart, which is not the case for our setup.  
 
 
Figure 6. Depending on the viewing position different 
parts of a background object are occluded. 
Another free viewpoint interpolation related artifact 
concerns semi-transparent parts of the depicted scene. The 
free viewpoint algorithm expects a single depth datum per 
pixel. However, when the object that is being depicted is 
semi-transparent, a pixel can contain visible information that 
is composed of the light that is reflected by several objects. 
Once the reflected light has been blended into a single pixel 
color, it is impossible to dissect it. In the rendering of 3D 
medical data this effect is even amplified, since the depicted 
data is often the result of a volume rendering process [3], 
whereby a ray of light traverses through a continuous range 
of semi-transparent material. 
 
4. THE IGLANCE PIPELINE 
 
The iGLANCE image rendering, transmission and 
displaying pipeline for the healthcare application is built up 
as follows (see Figure 7): 
• Rendering multiple 2D+depth views 
• Encoding the views into a video stream 
• Transmission of the video stream 
• Decoding the views 
• View interpolation to generate the missing views 
• Interweaving of the output signal 
• Stereoscopic displaying 
It should be noted that the iGLANCE project focuses mainly 
on the decoding, view interpolation and interweaving steps. 
It aims at developing dedicated hardware for these steps. 
 
 
Figure 7. The iGLANCE pipeline for the healthcare 
branch. 
 
It is the intention that the encoding, transmission and 
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compression. The depth maps are then encoded as grayscale 
images, which puts all information in the hue components. 
Further efficiency can be reached by employing the multi-
view extension of the H.264 codec [11]. The literature 
suggests that lossy compression ratios of 15:1 to 20:1 are 
still acceptable for medical images [12]. While it is 
necessary to use an efficient encoding strategy to fit the 
large amount of streaming data in a bandwidth limited 
channel, the usage of on-the-fly lossy compression in 




In this article we have presented the objectives of the 
iGLANCE project to achieve high definition 
autostereoscopic displaying of medical images during 
clinical interventions. The iGLANCE project focuses at 
creating algorithms, hardware and software design and a 
reference hardware implementation of the decoding and free 
viewpoint interpolation blocks of the proposed pipeline.  
Free viewpoint interpolation algorithms are employed 
to 1) generate and 2) transmit fewer views. Rendering fewer 
views relieves the processing on the workstation, and 
therefore significantly aids in offering an interactive station 
that can visualize the requested data on-the-fly. Interactive 
and real-time 3D rendering is of the greatest importance for 
e.g. advanced minimally invasive clinical procedures. The 
bandwidth is further reduced by using H.264 compression. 
The reduction of the bandwidth requirements for the 
transmission channel will furthermore help to reduce the 
cost price. 
The free viewpoint interpolations, as well as the H.264 
compression may lead to image artifacts. Further 
investigations and quantification is needed to evaluate 
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