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Abstract
Knowledge about land use and land cover (LU/LC) is necessary to plan, monitor and
evaluate the developmental activities. Many methods of remote sensing technologies have
been developed to detect LU/LC. Several digital classification approaches were used to
classify the satellite dataset. Different methods have different principal algorithms and have
different approaches. These technologies are required to be evaluated for better accuracy. In
the current study, five techniques (isocluster unsupervised classification, maximum
likelihood supervised classification, principal component based classification, spectral angle
mapper based classification and decision tree approach based classification) have been used
to identify LU/LC in Bhubaneswar city in India. The accuracy assessment is done on all the
classification techniques to compare and choose the best suited algorithm. It was observed
from the study that Decision Tree Classifier based classification showed best result with
overall accuracy of 88.40 % and kappa value 0.855 thus suited well to the study area.
Keywords: Land use-Land cover (LULC), Satellite images, Algorithm, Classification
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1. Introduction
Land cover (LC) refers to the surface cover on the ground (Burley 1961; Lillesand et al.
2012) such as vegetation, water, bare soil, urban infrastructure or other and can be directly
interpreted from appropriate remote sensing data. Land cover refers to what is actually
present on the ground and may also contain an ecological description. In contrast, land use
(LU) refers to the human activities on the land (Clawson and Stewart 1965). Land use is
influenced by economic, cultural, political, historical, and land-tenure factors at multiple
scales. LU/LC change helps in understanding the manipulation of natural resources (Belal
and Moghanm 2011; Haiyang and Wenzhong 2013; Suja et.al 2013; Hussain et.al 2014;
Singh and Leh, 2018). The study of LU/LC change has become very important these days in
planning and management purposes to address global issues like global warming (Penner
1994), climate change (Skole 1994), land degradation (Weng, 2001) or water scarcity
(Mahapatra et.al. 2013; Singh and Saraswat, 2016). For water resources managers, LU/LC
data is required for water resource inventory, flood control, water supply planning and waste
water treatment (Anderson et al. 1983; Leh et al. 2018; Singh et al. 2018). Hence a through
observation and mapping of LU/LC is necessary for proper use of natural resources in order
to plan, monitor and evaluate the development in certain area.
Many methods of remote sensing technologies have been developed to detect LU/LC
change. Several parametric and non-parametric digital classification approaches were used to
classify the satellite dataset. Hussain et.al (2014) analysed the temporal variations in surface
temperature in Ajmer district, Rajasthan, India using Landsat TM/ETM+ data over the period
1989 to 2013 using unsupervised classification methods. Ding and Shi (2013) studied the
land use and land cover change and its influence on surface temperature of Beijing City,
China by using support vector machine (SVM) method. Singh and Kumar (2017) outlined the
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impacts of land use impacts on model output results. Suja et.al (2013) studied the urban
growth and expansion of Thiruvananthapuram district, Kerala in India, using remote sensing
and GIS. In their study, supervised classification and GIS based buffer gradient analysis were
employed

to

evaluate

the

spatiotemporal

characteristics

of

urbanisation

in

Thiruvananthapuram district. Suribabu et.al (2012) assessed the urban growth of
Tiruchirappalli city of India from 1989 to 2010 by using supervised classification method.
Sharma and Joshi (2013) monitored urban landscape dynamics over Delhi, India, using
remote sensing data with main aim at quantifying urban expansion. Urban Landscape
Analysis Tool (ULAT) was used for quantification of dynamics of urban expansion. Belal
and Moghanm (2011) analysed the urban growth using remote sensing and GIS techniques in
Egypt. The aim of the study was to produce LU/LC map for the study area at varied periods
to monitor possible changes that may occur, particularly in urban areas and agriculture areas.
Xiuwan C. (2002) analysed the land cover change and its impacts on regional sustainable
development. He used post-classification method to detect land cover change from multitemporal satellite data. However With limitations in resolution, the accuracy of land cover
classification and change detection was limited by specific remotely sensed data.
Further, very few studies have reviewed and summarized the various change detection
techniques (Mas 1999; Outkei and Blaschke 2010) or compared their performances.
Madugundu et.al (2014) compared the two different approaches of change detection of landuse and land-cover. The dataset were spectrally enhanced by Principal Component Analysis
(PCA) and Tasseled Cap Transformation (TCT) separately before classification by supervised
method. It was found that the TCT based classification resulted in higher accuracy than PCA
based classification. Ghose et.al (2010) developed Decision Tree Classification algorithm for
remotely sensed satellite data using the separability matrix of the spectral distributions of
Raj and Sahoo
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probable classes in respective bands. The sample image was classified by both Decision Tree
method and Maximum Likelihood method and then the overall accuracy, kappa coefficients
were calculated. The overall accuracy was found better using the decision tree method than
maximum likelihood method. Li and Yeh (2010) presented a principal component analysis
(PCA) of stacked multi-temporal images method to reduce errors like inadequate creation of
classification signatures. Their study demonstrated that PCA method could reduce errors in
change detection using multi-temporal images and provide a very useful way in monitoring
rapid land use changes and urban expansion. Punia et.al (2010) explored the potential of
multi-temporal IRS P6 (Resourcesat) Advanced Wide Field Sensor (AWiFS) data for
mapping of LU/LC for Delhi, India. They found better accuracy in Decision tree
classification method than other methods like expert system classification technique and
visual interpretation methods. Otukei and Blaschke (2010) explored the data mining
approaches for pixel based land cover classification using landsat imageries for Pallisa
district of Eastern Uganda. It was observed from their study that Decision tree classification
method gave better result and accuracy than Maximum likelihood method and Support
Vector Machine Method. Deng et.al (2008) presented a new method using multi-temporal
and multi-sensor data (SPOT-5 and Landsat data) to detect land-use changes in an urban
environment based on principal-component analysis (PCA) and hybrid classification
methods. They compared the PCA based approach with the post-classification method and
found that PCA based change detection method showed better accuracy in terms of overall,
producer’s and user’s accuracy and kappa index. Lu et.al (2003) summarized and reviewed
different change detection techniques. On the basis of their study they recommended to use
different techniques in different change detection types. For digital change detection of
change/non-change information, single band image differencing and PCA are the
Raj and Sahoo
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recommended methods. For a detailed ‘from–to’ detection, post-classification comparison is
recommended to implement when sufficient training sample data are available. Foody G.M.,
(2002) reviewed the background and methods of classification accuracy assessment that are
commonly used and recommended it in the research literature. Hunter and Power (2002)
compared the performance of the Spectral Angle Mapper (SAM) and Maximum Likelihood
Classifier (MLCs) and found that MLCs performed consistently better than SAM. Mas
(1999) monitored and analysed the land cover changes with the comparison of different
change detection techniques. He compared different change detection techniques like image
differencing, NDVI, PCA, isodata unsupervised classification and post classification method.
Based on his analysis, post-classification method gave better result than others.
From the reviewed literatures, it can be observed that, while few literatures (Lu et al.
2003; Alquarashi and Kumar 2013) review the different techniques to detect LU/LC change,
few studies have compared the accuracy (Deng 2008; Ghose et.al. 2010; Otuki and Blaschke
2010) of these techniques. Also it was found that the studies dealing with the comparison of
different classification techniques are very few and the comparison is made mostly between
two or more frequently used traditional methods. Owing to the fact that different methods
have different principal algorithms and have different approaches, the result will. So, these
various technologies are required to be evaluated for better accuracy. To that end, in the
current study, five techniques have been used to identify LU/LC. They are isocluster
unsupervised classification, maximum likelihood supervised classification, principal
component based classification, spectral angle mapper based classification and decision tree
approach based classification. The accuracy assessment is done on all the above mentioned
classification techniques to compare the best one. Thus the objective of this study is (i) to
evaluate different techniques like isocluster unsupervised classification, Maximum
Raj and Sahoo
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Likelihood Supervised classification, PCA based classification, SAM based classification and
DTA based classification for the detection of LU/LC over an urban area and (ii) to suggest
the most suitable technique for LU/LC change detection over the study area.
2. Study area
Bhubaneswar, is the capital of the Indian state of Odisha. It is the largest city in Odisha
and is the centre of economic and religious importance in Eastern India. The city is bounded
by River Daya to the south and the Kuakhai River to the east. The city lies in the middle of
21° 15' latitudes and 85° 15' longitudes. The normal temperature in winter is 12˚C and the
most extreme temperature is 43˚C. The mean yearly temperature of Bhubaneswar lies
between 27oC to 41oC. The normal yearly precipitation of the city is 1498 mm. The
atmosphere stays humid for the month of June to month of October.

Fig. 1 Location of study area
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3. Data collected and methodology used
Topographic map of Odisha state of India was collected from Survey of India. LISS III
satellite data of the study area for the year 2013 was collected from Bhuvan, National Remote
Sensing Centre (NRSC), India. The land use is classified into five classes like forest,
agricultural land, barren land, built-up area and waterbodies. The area of each class is
generated and compared using different classification techniques. There are mainly two types
of classification methods: supervised classification and unsupervised classification.
Supervised classification is a process which requires a prior knowledge of land use of the
study area in which the analyst selects a number of training areas for an image and then
identifies the type of LU based on the training area characteristics. Whereas, unsupervised
classification is a process which do not require prior knowledge of land use of the study area
and hence enables the analyst to define many classes easily. In Unsupervised classification
Isocluster algorithm is approached in the current study. From supervised classification,
different algorithms like maximum likelihood classifier (MLC), decision tree classifier
(DTC), spectral angle mapper (SAM) are used in the current study. A hybrid classification is
also approached in which Principal Component Analysis (PCA) image is used for maximum
likelihood supervised classification. A comparison has been made between the performances
of these different classifiers whose working principle is described next.
3.1 Isocluster unsupervised classification
The Isocluster algorithm is an iterative process for calculating the minimum Euclidean
distance when allocating each cell to a cluster. The process starts with arbitrary means being
assigned by the software, one for each cluster. Each cell is allotted to nearby of these means
values. New means values are recalculated for every cluster based on the attribute distances
of the cells that belong to the cluster after the first iteration. The process is repeated and every
Raj and Sahoo
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cell is allotted to the nearby means in multidimensional attribute space and new means are
computed for each cluster based on the association of cells from the iteration. The algorithm
divides all cells into the user-specified number of different unimodal groups in the
multidimensional space of a multiband raster (Richards and Xia 1996).
3.2 Maximum likelihood supervised classification
Maximum likelihood classifier is based on the principle that a given pixel will be
allotted to the class to which it has the maximum probability of belonging. Also it presumes
that the statistics of each class for each band usually calculates the probability that a given
pixel belongs to a particular class using Eq. 1.

………………
Where x is the vector location of the pixel in the N dimensional space;

Eq. 1

is the mean of

the distribution; and C is the covariance. Thus the normal distribution is specified completely
by its mean (µ) and the covariance (C). Hence the probabilities of the pixel under
consideration for each class can be calculated. Then it is allocated to that column of class
which has got the maximum probability. A pixel close to the mean of a class will have
highest probability for that class and as it moves away from the mean, the probability will
decrease. A probable threshold is selected in order to classify all pixels. The pixel remains
unclassified if the highest probability taken is smaller than a threshold value.

3.3 Principal Component Analysis (PCA) based classification
Multi-spectral images often exhibit a high correlation between the spectral bands.
When two data sets are perfectly correlated, then the same information content in one set is
available in the other set making the second data set redundant. Thus if there are ‘n’
Raj and Sahoo
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correlated spectral bands, the Principal Component (PC) transformation tries to reduce such
redundancy in multi-spectral data. PCA tries to transform all the information contained in ‘n’
data sets into fewer than ‘n’ new sets of data and use this transformed data sets in lieu of the
original ‘n’ sets for analysis.

Fig. 2. Concept of Principal Component Transformation (Adapted from Joseph 2003)
In Fig. 2, the reflectance in spectral bands λ1 and λ2, plotted along the x and y axis
represents the two-dimensional feature space, wherein most of the information is contained
along the line AB. The coordinate system can be rotated in such a way that, one axis lies
along the maximum variance AB. This new axis is called the principal component 1 (PC1). A
second axis perpendicular to PC 1 and passing through m1 and m2 (the means of the two
bands) is the second principal component PC 2. For ‘n’ number of bands, PC 3, PC 4…PC n
can be obtained.
3.4 Spectral Angle Mapper (SAM) based classification
Spectral angle mapper (SAM) is the most commonly used analytical technique in remote
sensing. In this technique, angular information is used to identify pixel spectra. The classifier
Raj and Sahoo
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is based on the concept that a pixel of n-band image can be considered as a vector in ndimensional space, whose magnitude can be related to illumination of the pixel. The
algorithm determines the spectral similarity between two spectra by calculating the angle
between the spectra and treating them as vectors in a space with dimensionality equal to the
number of bands. Smaller angles represent high similarity and higher angles represent low
similarity with the reference spectrum. Pixels further away than the specified maximum angle
threshold are not classified. Let’s consider a reference spectrum and a test spectrum from a
two band data on a 2D plot as depicted in Fig. 3. The line containing each spectrum point and
the origin contains all possible position for that material. If the illumination of certain pixel of
a material is less it will be closer to origin, whereas, if the illumination of any pixel of the
same material is more it will fall on the same line but farther to origin. However the angle α
between the vectors remains the same irrespective of their length. In the current study, the
spectral angle (in radian) is set same (0.4) for each class since, the other angles (0.1, 0.2, 0.3
0.5) showed lesser accuracy values.

Fig. 3. Plot of reference spectrum and test spectrum for a two-band image (Adapted from
Kruse et al 1993)
Raj and Sahoo
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3.5 Decision Tree Classifier (DTC) based classification
DTC is a type of non-parametric classifier. This is a hierarchically based classifier i.e. a
data set containing ‘n’ themes is classified into successive levels of lesser complexity, till
each class is separated. At each level, selection is based on the decision rule. The ‘root’
contains all the ‘n’ classes. There is an exclusive path from the root to each node. Every node
excluding the root has exactly one entering edge. The decision rule applied at each node
produces successive nodes of lesser number of classes till the class cannot be partitioned
further. That is, the process finally reaches a ‘leaf’ or a terminal. All the other nodes (except
the root) are called internal nodes.
This methodology includes root nodules, interior nodules, and terminal nodules, called
“leaves”. The root nodule and interior nodules, jointly known as nonterminal nodules get
attached in the decision stage. The terminal nodules signify finishing categorisation. This
practise is initiated with some basic guidelines which define the path to be monitored,
beginning with the root nodule and concluding at the terminal nodule, and this portrays the
description for the image being classified. At every nonterminal nodule, a decision needs to
be procured regarding the path for the next nodule. Fig. 4 shows a schematic display of a
decision tree considering pixel reflectance as input.

Raj and Sahoo
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Fig. 4: Example of Decision Tree Approach
4. Results and Discussions
Topographic map of Odisha state was georeferenced and shape file of Bhubaneswar
was generated by using ArcGIS 9.3. LISS III satellite image (spatial resolution of 23.5 m) of
Bhubaneswar for the year 2013 was downloaded and the shape file was used to get the study
area. The classified images were obtained by employing different algorithms discussed in the
previous section and accuracy assessment was conducted for classified images. Fig. 5
represents the classified image of the study area obtained by using different algorithms. From
Fig. 5, it can be observed that, areas under each type of land cover are different for the study
area due to the use of different algorithms which is quantified in the present study.

Raj and Sahoo
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Fig. 5. Classified image of study area for the year 2013 by (a) Isocluster unsupervised
classifier (b) Maximum likelihood classifier (c) Principal Component Analysis (d) Spectral
Angle Mapper
For the classification of image through Decision tree classifier (DTC) method, the
spectral characteristics for the different classes are defined. The basic statistics of the
different classes in each band are shown in table 1. This table is used for preparing the
spectral plot which is shown in Fig. 6. It can be observed from Fig. 6 that, the five classes are
more distinguishable in Band 3 and Band 5. Based on the basic statistics presented in table 1
and spectral plot shown in Fig. 6, decision criteria is fixed and decision tree is prepared which
Raj and Sahoo
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is shown in Fig. 7 . Based on the decision criteria the image is classified which is shown in
Fig. 8.
Table 1. Basic statistics of different classes for all bands of LISS III image of
Bhubaneswar for the year 2013
Classes
Forest Land

Agricultural Land

Barren Land

Built-up

Waterbodies

Bands
2
3
4
5
2
3
4
5
2
3
4
5
2
3
4
5
2
3
4
5

Mean
80.15
59.51
156
148.16
115.89
114.77
171.25
188.72
149.36
178.15
237.31
277.67
106.2
99.02
156.58
154.44
83.13
53.36
49.69
35.84

Standard Deviation
3.31
5.91
8.65
7.29
8.09
12.73
14.89
20.27
16.7
23.79
26.69
31.21
8.69
14.9
18.98
22.18
5.99
5.00
3.15
4.08

Fig. 6. Class spectra of the bands 2 to 5 of LISS III image of Bhubaneswar for the year 2013
Raj and Sahoo
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Fig. 7. Decision tree for DTC

Fig.: 8 Classified image of study area by Decision Tree Classifier (DTC) for year 2013
Raj and Sahoo

15

Journal of Spatial Hydrology Vol.14, No.2 Fall 2018

Table 2 shows the comparison of area of five land cover classes obtained using
different classification techniques. The study area is classified into five different classes such
as forest, agricultural land, barren land, built-up area and waterbodies using the algorithms
mentioned above. It can be clearly seen from the table that the area of five classes obtained
by all the classifiers are different. The classified image results are different for different
techniques because of different algorithms they are based on. However, two methods i.e
SAM and DTC show closer values. Also, some of the classes like agricultural land, barren
land and waterbodies, show similar values in MXL supervised and PCA based classifications.
This can also be observed from Fig. 9 that shows a comparison of land covers obtained by
using different classification algorithms.
Table 2. Land cover quantification of Bhubaneswar for the year 2013 by different
classification techniques
Area by Isocluster
Land cover type

Area by MXL
In

Area by PCA

Area by SAM

Area by DTC

In %

In km2

In %

In km2

In %

In km2

In %

In km2

In %

Forest Land

187

20.98

163

18.3

280

31.4

238

26.7

216

24.2

Agricultural Land

247

27.72

288

32.3

302

33.9

467

52.4

475

53.3

Barren Land

160

17.96

125

14.08

113

12.7

28

3.2

35

3.9

Built-up

231

25.93

305

34.2

184

20.6

152

17.1

161

18

Waterbodies

66

7.41

10

1.12

12

1.4

6

0.6

4

0.6

Raj and Sahoo
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Fig. 9: Land cover types of Bhubaneswar for the year 2013 obtained by different classifiers
5. Accuracy Assessment
While analysing the LU/LC factor in an area, if we choose the incorrect class during
classification then there is possibility of error detection. If we take into account a specific
class, omission error appears when pixels of that class are allotted into an improper category
and commission error appears when additional pixels are allotted incorrectly to the category
of class included. The errors appear when the signal of a pixel is unclear, possibly as an
outcome of spectral mixing, or when the signal is emitted by a cover type which is not
considered during training course. These errors are very common in classification
methodology which can be reduced, but we cannot skip it totally.
Accuracy assessment is a very important part of classification methods which helps in
understanding the detected change results. The most common method for accuracy
assessment is to apply an error matrix which can be used as a starting point for a series of
descriptive and analytical statistical analysis. The total number of reference pixels (ground
Raj and Sahoo
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data) is a crucial factor in accuracy assessment. Congalton (1991) suggested that a good rule
of thumb is to collect a minimum of 50 samples for each land-cover class in the error matrix.
So the accuracy assessment in the current study was done on the classified images obtained
by applying different classifiers as discussed above. For this purpose, a confusion matrix is
obtained in which reference points are compared with ground truth points using google earth
image. The producer’s accuracy, user’s accuracy corresponding to the various land cover, as
well as the overall accuracy and kappa value is computed, which is summarised in table 3.
From table 3 it is observed that, all classification algorithms performed well with the
available medium resolution LISS III raster data except iso-cluster unsupervised
classification which showed overall accuracy of 72% and kappa value of 0.65. Since this
technique do not involve analyst and depends on spectral and spatial resolution of the satellite
image, so it is not that reliable and hence frequently not used for classification purpose. MXL
supervised classification showed overall accuracy of 82.40 % only, because of medium
resolution imagery and due to the presence of noise and more mixing of spectral values. The
other approach is PCA based classification with overall accuracy of 85.8 %. This technique is
a hybrid classification in which principal components i.e. the components having clear and
more information, are extracted from their respective bands and then supervised classification
is done on it. It reduces the noise present in the image and results are better as compared to
MXL supervised classification technique. It is also observed from table 3 that SAM based
classification shows overall accuracy of 83.6 %. The spectral angle of 0.4 is taken as same for
all the classes since, the other angles (0.1, 0.2, 0.3 0.5) showed lesser accuracy results. DTC
is the last technique that is approached for land cover classification. This technique showed
the best classified image with overall accuracy of 88.4 %, because it involves the analysis of
spectral values of different classes generated from training samples and based on the analysis,
Raj and Sahoo
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there are selection of few bands where classes are more distinguishable. From table 3 it can
be concluded that, DTC based method is best suited classifier among all other classifiers,
since it shows better kappa and overall accuracy (Lillesand et al. 2012) values.
Table 3. Accuracy assessment of different types of classifications
Isocluster
Type
of
Land
cover

Forest
Land
Agric
ultura
l
Land
Barre
n
Land

Prod
ucer
s
Acc
urac
y
(%)

50

72

60

Water
bodie
s

84

Prod
ucer
s
Acc
urac
y
(%)

User
s
Acc
urac
y
(%)

94

Builtup

MXL

87.0
4
71.4
3

Ove
rall
Acc
urac
y=
72.0
0

59.0

9
87.5
0

72

92

2
57.6

92

Kap
pa
valu
e
=0.6
5

80

76

PCA
Prod
ucer
s
Acc
urac
y
(%)

User
s
Acc
urac
y
(%)
88.5
0
75.0
0
77.9

Ove
rall
Acc
urac
y=
82.4
0

6
75.4
7
100

Kap
pa
valu
e=
0.78

96

94

70

80

86

SAM
Prod
ucer
s
Acc
urac
y
(%)

User
s
Acc
urac
y
(%)
82.7
5
73.4
4

Ove
rall
Acc
urac
y=
85.8
0

91.1
1
59.7
2

89.7

90.9

4

0

88.8
9
97.7
2

Kap
pa
valu
e
=0.8
1

90.0
0
100

DTC
Prod
ucer
s
Acc
urac
y
(%)

User
s
Acc
urac
y
(%)
Ove
rall
Acc
urac
y=
83.6

82

86

94.2
0
75.0
0
91.5

80
Kap
pa
valu
e
=0.7
95

72

98

0
87.8
0
97.8
2

User
s
Acc
urac
y
(%)

98

96

Ove
rall
Acc
urac
y=
88.4

86

72

90

Kap
pa
valu
e
=0.8
55

6. Conclusions
LISS III raster image of Bhubaneswar for the year 2013 was used in order to evaluate
and analyse different classification algorithms which are used to classify an image into
different categories. In the current study, five techniques have been used to identify LU/LC.
They

are

isocluster

unsupervised

classification,

maximum

likelihood

supervised

classification, principal component based classification, spectral angle mapper based
classification and decision tree based classification. The accuracy assessment is done on all
the above mentioned classification techniques to compare the best one.
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Isocluster unsupervised classification showed the worse result than other methods
with overall accuracy of 72 % and kappa value 0.65. Maximum Likelihood supervised
classification approach classified the image with overall accuracy of 82.40 % and kappa
value 0.78. The less percentage accuracy could be because of noise present in the image and
spectral mixing which are not identifiable by the algorithm. So, Principal Component based
method is approached in order to reduce the noise and enhance the spectral values. This
approach showed better result than maximum likelihood approach with overall accuracy of
85.80 % and kappa value 0.81. Another method Spectral Angle Mapper is approached in
which a threshold angular value is considered for each classified categories and the result
showed better result than maximum likelihood method with accuracy of 83.60 % and kappa
value 0.795. Decision Tree Classifier based classification showed best result so far with
overall accuracy of 88.40 % and kappa value 0.855.
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