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Abstract
The discovery of the iron-based high critical transition temperature (Tc) superco-
nductors has aroused a new wave of investigations on the high Tc superconductors.
The key point of the investigations on the high Tc superconductors is the pairing
mechanism, which is reflected by the superconducting gap symmetry. Other than
the cuprate superconductors, the gap symmetry of the iron-based superconductors
has been controversial in many iron-based superconductors. To solve this problem,
using angle-resolved photoemission spectroscopy (ARPES), we investigated the
isovalent doped BaFe2(As1 xPx)2, in which no charge doping is involved.
The analysis method of the superconducting gap is important. Therefore, prior
to judging what the spectrum detected by ARPES corresponds to, we analyzed the
possible orbitals of the available spectrum by calculating the polarization dependent
photoemission response using the electric dipole selection rules. According to the
comparison between experimental and calculated results, the orbital character of the
Fermi surface in BaFe2(As1 xPx)2 was determined.
Moreover, the bands and Fermi momentums (kF s) were determined through the
fitting of each momentum distribution curve (MDC) using a Lorentzian-Gaussian
function. After that the energy distribution curves (EDCs) were selected based on
kF ; the value of superconducting gap ( ) on the kF was given by the fitting of
symmetrized EDCs to the Norman function.
The superconducting gap symmetry on the electron Fermi surfaces was analyzed
at different kF positions as obtained from the analysis above. Through ARPES
measurements, we obtained the superconducting gap of BaFe2(As1 xPx)2 for a
series of doping concentration, including the optimal doping (x = 0.3) and over
doping (x = 0.34, x = 0.38, and x = 0.45). We mainly studied the superconduc-
ting gaps on the electron Fermi surfaces as well as those on the hole Fermi
surfaces, and consider that the complexity of the superconducting gap symmetry
in BaFe2(As1 xPx)2 comes from the competition of spin and orbital fluctuations.
In heavily doped materials (x = 0.45), we conclude that the spin fluctuation is
dominant base on strongly anisotropic of superconducting gap and nodes on the
edge of the Electron Fermi surface comparing with the previous theoretical study;
with decreasing doping, for example, at x = 0.38, the effect of orbital fluctuation
turns significant. In fact, the spin fluctuation also increases with decreasing doping;
yet the orbital fluctuation increases faster, as suggested by the increasing of gap
size and the decreasing of the anisotropic of superconducting gap symmetry with
decreasing doping, which compared with the previous theoretical study. The orbital
fluctuation becomes dominant when x < 0.34; near the optimal doping or even
prior to that (slightly over doping region), the orbital fluctuation decreases abruptly
while spin fluctuation continues increasing. The conclusion here has solved the
contradiction appeared in some previous studies, and is consistent with the previous
theoretical and experimental results, such as the theoretical superconducting gap
calculation considering competition of spin and orbital fluctuations. It is found
that the competition of spin and orbital fluctuations appears in the optimal doping
and slightly over doping region, where one of two fluctuations becomes dominant
depending on the doping concentration. We believe that the pairing symmetry
changing from nodal s-wave to s±-wave corresponds to the doping ration x = 0.45
to the optimal doping.
All the codes for analyzing the polarization dependent photoemission response,
MDC/EDC, kF , and superconducting gap were written by software IGOR.
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1• Symbols and Units
Symbol Physical Quantity Units
A Photoemission spectrum -
a, b, c Lattice constants A˚
c, c+ Annihilation and creation operators -
d, p d and p orbit -
E Energy J, eV
EB, Ekin, EF Kinetic, binding, and Fermi energy eV
EP Pass energy eV
e Charge of electron C
"(q,!) dielectric function F m 1
G Arbitrary reciprocal lattice vector m 1
G Green’s function -
H Hamilton eV
h(~) Planck constant (Dirac constant) eV· s
h, k, l Miller indices 1
i, j Site indices -
kB Boltzmann coefficient JK 1
k Wave number m 1
kx, ky, kz Wave number in x, y, and z direction m 1
kF Fermi wave number m 1
lk Mean free path m
m⇤ Effective mass kg
n Carrier concentration -
n Operator -
P Pressure Pa
p Electron momentum N· s
px, py, pz Electron momentum in x, y, and z direction N· s
RH Hall coefficient cm3/C
R0 Mean radius of hemisphere analyzer cm
Sab Seebeck coefficient µV/K
T Temperature K
Tc Critical temperature of superconductors K
Transfer intergrals between the nearest,
t, t0, t00 second nearest, eV
and third nearest neighbor sites
U On-site Conlomb interaction eV
Up, Ud On-site Conlomb interaction on O and Cu sites eV
vF Fermi velocity m/s
2Symbol Physical Quantity Units
w Slit width m
Zk Residue of pole 1
↵ Acceptance angle of the slit rad
 SC Superconducting gap eV, meV
 CT Charge transfer energy eV
  Phase Delay rad
  A small quantity 1
✏k Dispersion eV
" Incommensurability 1
✓ Space angle rad
  Escape depth nm
µ Chemical potential eV
⌫ Frequency Hz
⇢ Electrical resistivity m⌦ cm, µ⌦ cm
⌃ Self energy eV
  Spin index -
  Work function eV
 , ' Space angle rad
⌧ Mean lifetime of electrons s
  Magnetic susceptibility emu/g
 State function -
! Energy eV
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Introduction
1.1 History
Superconductors are certain materials with zero electrical resistance and perfect dia-
magnetism when they are cooled to a temperature lower than a critical point; owing
to which they exhibited great potential in application [1].
In 1911, a Dutch scientist Heike K. Onnes observed that the electrical resistivity
of mercury dropped abruptly to zero, which is usually called superconductivity [2].
Subsequent researches confirmed the universality of this phenomenon; in many
other elemental metal and compounds the superconductivity also appeared [3].
In addition to zero resistivity at low temperature, another typical characteristic
called the Meissner effect was observed by W. Meissner and R. Ochsenfeld in year
1933 [4]. In the superconducting state, the interior magnetic field is completely
expelled from the superconductors [4]. The Meissner effect would be broked if a
sufficient high magnetic field was applied. According to how the Meissner effect
vanishes, the superconductors can be categorized into two types.
Untill 1986, amounts of superconductors had been reported, including metals,
alloys, oxides, organic compounds, and so on [5–8]. The critical temperatures (Tc)
of superconducting transformation in these materials are very low [5,8]. Therefore,
at that time superconductivity was regarded as an interesting physical phenomenon
rather than one with application potential [3].
The variety of the structure symmetry aroused the continuous survey for inner
mechanisms of superconductivity. The first theoretical breakthrough was proposed
by John Bardeen, Leon Cooper, and John Robert Schrieffer (BCS theory) in 1957
[9]. BCS theory enabled in describing superconductivity as a microscopic effect
derived from the boson-like state of Cooper pairs coming from the interaction
between the electrons and the phonons [9]. Conventional superconductivity could
be well explained by BCS theory. According to calculation using BCS theory, a
maximum Tc was predicted to be about 40 K (controversial), which is consistent
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with the low Tc in abovementioned superconductors. In addition, some novel
physical phenomena appeared in the superconductors, like the coexistence with
charge density wave or spin desity wave, which require further study [10].
In year 1986, the discovery of high Tc cuprate superconductors [11] broke the Tc
limitation predicted by BCS theory [12], uncovering a new page of the research on
the superconductivity. In the subsequent competition in surveying high Tc cuprate
superconductors, YBa2Cu3O7 was found to possess a Tc above liquid nitrogen
temperature [13], which is a significant signal for practical application. Until now
the champion of cuprate superconductors is HgBa2Ca2Cu3O9   with a Tc higher
than 130 K at room pressure and 164 K at high pressure [14, 15]. The cuprate
superconductors are in multi-layered perovskite crystal structures containing CuO2
plane(s) [16, 17], which is a strongly correlated system, is the basic part of the
cuprate superconductors. Detailed introduction of the layered structure and related
mechanism will be presented in chapter 2.
Later, BCS superconductor MgB2 which has a Tc of about 40 K was discovered
in 2001 [18]. In addition, heavy Fermion superconductors and carbon superconduc-
tors were also discovered and attracted attention of many researchers. Recently, it
was reported that H2S has a Tc as high as 203 K under high pressure [19].
Recently, the iron-based superconductors, a new family of the superconducting
materials, were discovered one after another since 2008, when H. Hosono group
reported a Tc of 26 K in fluorine-doped LaFeAsO [20]. The antiferromagnetism
of parent compound LaFeAsO indicated new characteristics, which excited a new
wave of experimental and theoretical researches [21, 22]. In these several years,
typical structures of iron-based superconductors have been revealed, such as 11
(FeSe), 111 (LiFeAs), 122 (BaFe2As2), 1111 (LaFeAsO), and so on [23–26].
Modifications have been carried out to the parent compounds, including hole
doping, electron doping, and isovalent doping to each site [27–29].
Proximity of superconductivity and antiferromagnetism in iron-based materials
triggered a wave of experimental and theoretical studies. Spin and orbital fluctuation
mechanisms of superconductivity and complex pairing symmetry were suggested
and mentioned in amounts of experimental and theoretical studies. Various kinds
of iron-based superconductors were discovered in succession. Such as different
structures of 11 (FeSe) [23], 111 (LiFeAs) [24], 122 (BaFe2As2) [30], 1111
(LaFeAsO) [26] whit hole doping, electron doping, and isovalent doping. Among
those iron-based superconductors BaFe2(As1 xPx)2 has attracted much attention
because of the presence of superconducting gap nodes [29]. Detailed introduction
to the structure, gap symmetry, and properties of these materials will be given in
chapter 2.
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1.2 Thesis motivation
In this thesis, the angle-resolved photoemission spectroscopy (ARPES) is taken as
a main tool to study the gap structure in iron-based superconductors. The purpose
is to observe the electronic band structure and directly reveal the gap structure. The
following problems were encountered and relevant solutions were explored:
(1) For investigating the anisotropic of superconducting gap symmetry, it
is important to distinguish the kF on the different Fermi surface sheets in the
experimental spectrum. And we cannot exclude if the outer Electron Fermi surface
mixing or not with the inner Electron Fermi surface in the strong intensity on the
edge of spectrum measured using circularly polarized by a simple second derivative
on the ARPES spectrum. Then therefore, we calculate polarization dependent
photoemission response using electric dipole approximation and selection rules, and
find out that outer Electron Fermi surface does not mix with the inner ones.
(2) For obtaining the value of superconducting gap, it is important for us to
obtaining the right kF . It is roughly to infer the position of kF by eye or only
fitting the momentum distribution curve (MDC) near the Fermi surface. Then
therefore, we fit the amounts of MDCs using the Lorentzian-Gaussian function for
obtaining the band structure and get the kF . And then fitting the symmetrized energy
distribution curves (EDCs) by the Norman function and obtain the fitting result gap
| |.
(3) Nodes (or at least obviously very small gap) exists around the two 1/4 regions
of the two edges on the inner Electron Fermi surface in the BaFe2(As1 xPx)2 (x
= 0.38) was reported in previous ARPES study (unpublished). Then therefore,
we measured several different samples of the same doping composition (x = 0.38
and x = 0.34) several times in the same experimental condition using different
polarized light for searching the nodes and get a serious conclusions consistent of
superconducting gap symmetry, and did not find the nodes.
(4) Although the superconducting gap size on the inner election pocket in x
= 0.3, 0.34, 0.38 and 0.45 systematically decreases with the doping percentage,
which is consistent with the tendency of Tc, the superconducting gap symmetry has
not a linear relationship between the anisotropy and x. We solve this problem by
considering the competition of spin and orbital fluctuations.
1.3 Thesis structure
In this thesis, the superconducting gap symmetry of BaFe2(As1 xPx)2 was studied
via angle-resolved photoemission spectroscopy (ARPES). This thesis is organized
as follows.
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In chapter 1, the history of superconductivity is introduced. The motivation and
structure of this thesis are described.
In chapter 2, the crystal structure, strongly correlated electron system, gap
structure, and phase diagram of cuprate and iron-based superconductors are
introduced successively. The superconducting gap in iron-based superconductors
and physical properties of P-BaFe2As2 are then presented.
In chapter 3, the principles of photoemission spectroscopy, especially the
ARPES are given. Important equations of spectral function, self-energy, and
electron escape depth are then deduced. At last the experimental setup of adopted
two ARPES lines are introduced.
In chapter 4, the method of ARPES spectral analysis are introduced. Electric
dipole approximation and selection rules are used to calculate the polarization
dependent photoemission response for distinguishing the orbital characters in the
spectrum. The Lorentzian-Gaussian function is used to fit MDCs for obtaining the
band structure and kF . The Norman function is used to fit the symmetrized EDC and
obtain the superconducting gap. Abundant experimental results of superconducting
gap were presented using the method mentioned in this chapter.
In chapter 5, the experimental results of superconducting gap symmetry on the
Electron Fermi surfaces in BaFe2(As1 xPx)2 (x = 0.3, 0.34, 0.38 and 0.45) are
introduced. Several superconducting gap on the hole pockets are also introduced.
We analyse the possibility of the competition of spin and orbital fluctuations exists
in the BaFe2(As1 xPx)2. In addition, theoretical analysis of the experimental
results was carried out and compared to the previous theory. The superconducting
gap results of BaFe2(As1 xPx)2 were also discussed, which suggested that the
competition of spin and orbital fluctuations change with the doping concentration
x.
In chapter 6, abovementioned results are summarized; concluding remarks and
prospects are made.
At last, acknowledgements and cited references are listed.
Chapter 2
Background
2.1 Superconductors
As we introduced in chapter 1, various superconductors have been reported [5–8].
The reported year and critical temperature Tc of several typical superconductors are
summarized in Fig. 2.1 [31]. It is noticed that the reported maximum Tc increases
slowly before 1980s; while an abrupt increase appeared after 1986. The discovery
of cuprate superconductors as well as H2S with a Tc of 203 K at high pressure
(top right corner in Fig. 2.1) has greatly enhanced people’s confidence in practical
application of superconductors [19].
To date, according to the structure and contained elements, the superconductors
can be categorized into several types: metals and alloys, cuprate superconductors,
heavy Fermion superconductors, carbon superconductors, organic superconductors,
and recently reported iron-based superconductors [31]. The superconductivity of
each appeared owing to its own mechanism, and some of them still need further
investigation; yet they also have some similarities. For example, layered structure
proved to be crucial in cuprate, iron-based supercondcutors as well as MgB2 [18].
Hence, it is instructive to review the previous studies.
2.2 High-Tc cuprate superconductors
Cuprate superconductors, as the first system breaking the McMillan rull [12]
predicted by BCS theory, exhibit significant research value on both physical
mechanism and application prospect. Especially, the investigation on the structures
and coupling mechanisms is inspiring. In this section, a brief review of crystal
structure, gap structure, and phase diagram in the cuprate superconductors will be
introduced.
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Figure 2.1: Reported years and Tc of typical superconductors; red, blue, black,
and purple points denote metal and alloy, cuprates, heavy Fermion, and carbon
superconductors, respectively.
2.2.1 Crystal structure
High-Tc cuprate superconductors possess multi-layered perovskite crystal structures
containing singular or plural CuO2 planes [16, 17]. In the multi-layered perovskite
structures, the electronic states on the CuO2 planes play an important role in the
properties of high-Tc superconductivity and low energy excitations. As illustrated
in Fig. 2.2(a), the 2-dimensional CuO2 layers can be observed in the schematic
crystal structure of La2 xSrxCuO4 [32, 33]. The CuO2 planes with charge carriers
are clamped by charge reservoir layers. The number of layers of the CuO2 planes
n can be 1 - 4. For example, the hole-doped superconductor YBa2Cu3O7 [13]
has two CuO2 layers, i.e., CuO2-Y-CuO2 double layer structure [34]; this double
layer structure is usually taken as superconductive layer while the other parts are
considered as carrier reservoir layer. The CuO2 chain [35] in the carrier reservoir
layer can adjust the carrier concentration of the superconductive layer. In addition,
it also affects the carrier distribution and transporting properties [36].
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Figure 2.2: Schematic crystal structure of (a) La2 xSr2CuO4 [33] with one CuO2
layer, (b) YBa2Cu3O7 [13] with two CuO2 layers, and (c) Bi2Sr2Ca2Cu3O10+  [37]
with three CuO2 layers. Structures are performed by software VESTA [38].
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2.2.2 Strongly correlated electron system
The key element of the high-Tc cuprate superconductors, CuO2, belongs to Mott
insulator, which is one typical strongly correlated electron system. The strongly
correlation in CuO2 comes from strong on-site Coulomb repulsion. For the record,
Mott insulator is special because it should be metal based on band theory but it’s
not [39]. Mott insulator can be described by the Hubbard model and its Hamilton
can be expressed by:
H =
X
i,j, 
tijc
†
i cj  + U
X
i
ni"ni#, (2.1)
in which, i and j are site indices,   is spin index, tij is hopping integral, c†i  and cj 
are creation and annihilation operators, operator ni  = c†i cj , and U is the on-site
Coulomb interaction, respectively. Figure 2.3(a) shows the schematic diagram of
the electronic structure that can be described by the Hubbard model.
U 
(a)
Cu 3dx2-y2
UHB
LHB
Cu 3dx2-y2
E
W
N(E)
!CT 
Cu 3dx2-y2
UHB
LHB
(c)
Cu 3dx2-y2
O 2p U
E
W
N(E)
!CT
 
Cu 3dx2-y2
UHB
LHB
(b)
Cu 3dx2-y2
O 2p
U
E
W
N(E)
MH Insulator CT InsulatorMott Insulator
Figure 2.3: Schematic pictures for the electronic structure of (a) the Hubbard model
and (b), (c) the three band Hubbard model. (b) Mott-Hubbard (MH) insulator when
 CT > U . (c) charge transfer (CT) insulator when  CT < U [40].
Mott insulator can be categorized into the Mott-Hubbard (MH) insulators and
the charge transfer (CT) ones [40], depending on  CT, as shown in Fig. 2.3(b)-(c).
Doping can transform Mott insulators into some unique metal, like high-Tc cuprate
superconductors, most of which are hole-doped charge transfer insulators [41]. The
Cu 3dx2 y2 orbital and the O 2px and 2py orbitals on the CuO2 plane determine
the important properties of the cuprate superconductors, which were verified by
amounts of theoretical and experimental studies [42, 43]. Therefore, the Hamilton
of the cuprate superconductors can be described by a three band model [44], as
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expressed by:
H =
X
l 
"pp
†
l pl  +
X
i 
"dd
†
i di  +
X
 hili
tpd(p
†
l di  + d
†
i pl )
+
X
l
Upp
†
l"pl"p
†
l#pl# +
X
i
Udd
†
i"di"d
†
i#di#, (2.2)
in which, l and i are the positions of O sites and Cu sites; subscripts p and d are
indexes of p orbital on O sites and d orbital on Cu sites; "p and "d are dispersion
relation of electron; tpd is hopping integral between O and Cu on the CuO2 plane;
hili is the sum of nearest neighbour of Cu and O sites; p†l  (d†i ) and pl  (di ) are
creation and annihilation operators of p (d) orbit; Up and Ud are the on-site Coulomb
interaction on O and Cu atoms in the CuO2 plane, respectively [45–47].
(b)

+
+


+
+
+ + +


 +

+
+
 + + + +



+
+

(a)
Cu
O
tpd
Figure 2.4: Schematic diagram of (a) the CuO2 plane and (b) the electronic orbital
order; red and blue denotes the oxygen and copper sites.
The effect of p orbital in the Mott insulators may result in the distinguishing of
Mott-Hubbard insulators (MH insulator) or charge transfer insulators (CT insulator)
[40]. When only the d orbital of Cu is considered, as shown in Fig. 2.3(a), the
Hubbard model expressed by Eq. 2.1 gives two bands above and below the Fermi
surface, called upper Hubbard band and lower Hubbard band, respectively. In Fig.
2.3(a), Hubbard energy U is the band gap between upper and lower Hubbard bands
andW is the width of the valence band; Mott insulators would turn into conductors
when W > U . In the three band model expressed by Eq. 2.2, p orbitals of O are
also taken into account as well as d orbitals of Cu, as described by an additional
p band in Fig. 2.3(b)-(c). In Fig. 2.3(b)-(c),  CT is the charge transfer energy;
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and the size relationship between U and  CT mainly decides the type of the Mott
insulators. When  CT > U , the insulators are called Mott-Hubbard insulators, in
which the excited charge transport is mainly contributed by the d orbital electrons.
On the contrary, when  CT < U , p orbital electrons could be excited to d orbital
under the fundamental excitation, called charge transfer insulators.
Schematic diagram of the CuO2 planes and the electronic orbitals are shown in
Fig. 2.4. In Fig. 2.4(a), tpd is the hopping intergral between the adjacent Cu and O
sites; while the interaction is illustrated by the overlapping of electron cloud in Fig.
2.4(b) [3].
The physical properties of Mott insulators can be modified by doping (isovalent
doping, hole doping and electron doping) [27–29]. The isovalent doping mainly
affects the crystal structure of the materials [29]. In the hole doped Mott-Hubbard
insulators the holes are doped in the lower Hubbard band while in the hole doped
charge transfer insulators the holes are doped in the p band [28, 48]. In the electron
doped Mott-Hubbard and charge transfer insulators, the electrons are doped in
the upper Hubbard band [48]. Noticed that the Hubbard energy U is about 7 eV
and the charge transfer energy  CT is about 1.5 eV - 2 eV in the high Tc cuprate
superconductors [49] (U >  CT ), all the cuprate superconductors are doped charge
transfer insulators.
2.2.3 Gap structure
One of the most important approaches for inferring the origin of superconductivity
is the pairing order parameter [50]. The investigation on the superconducting gap
structure is very effective in predicting the pairing order parameters. In the previous
studies, the cuprate superconductors have been verified to have a d-wave symmetry
[51]. According to the BCS theory, twice the superconducting gap (2 SC) is equal
to the energy required to separate one Cooper pair. The superconducting gap  SC
is an important characteristic of the superconductors. It is related to the critical
temperature (Tc) of the superconductors as expressed by  SC = 1.76 Tc based on
the BCS Theory. Angle-resolved photoemission spectroscopy (ARPES) [52, 53]
can detect the spectrum of dispersion to determine the size of the superconducting
gap. The principle of ARPES will be introduced in chapter 3.
Nodal structure in the superconducting gap was discovered in the cuprate super-
conductors (e.g., Bi2Sr2CaCu2O8+x), as illustrated in Fig. 2.5(a) [54]. The structure
of the superconducting gap  corresponds to the d-wave gap, the size of | | reduces
to zero when the Fermi surface angle is around 45 . In other words, the node is
along the (0, 0) - (⇡, ⇡) direction on the Fermi surface, which demonstrates that the
pairing mechanism in the cuprate superconductors is d-wave symmetry [51]. When
the temperature is above Tc (the normal state), the pseudogap is opening in the
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(a)
(b)
(c)
Figure 2.5: (a) The superconducting gap of Bi2Sr2CaCu2O8+x (Bi2212) in d-wave
symmetry; node appears in the diagonal region of the Fermi surface (FS) [54]; (b)
energy distribution curves (EDCs) over (real squares) and below (hollow squares)
Tc of Bi2Sr2CaCu2O8+x along the (⇡, 0) - (⇡, ⇡) (antinodal) direction with different
dopant concentration x; superconducting gap (T > Tc) and pseudogap (T < Tc)
structures appear below the Fermi level [55]; (c) Fermi surfaces, quasi particle
dispersion, and d-wave pusedogap of overdoped Bi2Sr2CaCu2O8+x (Bi2212) from
the bottom to the top, respectively [56].
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antinodal region as shown in Fig. 2.5(b) [55]. In the superconducting state (T <
Tc), the energy distribution curves (EDCs) have a structure with sharp shoulder,
which is a quasiparticle peak; while a gap structure with no shoulder (pseudogap)
appears below the Fermi level when T > Tc, as shown in Fig. 2.5(b) [55]. Figure
2.5(c) shows an integrated graph of Fermi surface, quasi-particle dispersion, and
gap structure of overdoped Bi2Sr2CaCu2O8+x [56]. The physical properties of the
pseudogap can be investigated by ARPES, scanning tunneling microscope (STM)
measurements and so on; preformed Cooper pairs was also suggested by theoretical
works [9]; however, the origin of the pseudogap still remains unrevealed.
2.2.4 Phase diagram
Phase diagram of hole-doped and electron-doped high Tc cuprate superconductors
exhibits asymmetry, as shown in Fig. 2.6 [56]. The left half is the phase diagram of
one typical electron-doped high Tc superconductor Nd2 xCexCuO4, while the right
half gives a representative hole-doped material La2 xSrxCuO4. Antiferromagnetic
(AFM) order appears in the parent compound and low doping regions. Neel tem-
perature TN decreases with the increasing of the dopant concentration until the
superconducting phase appears or the AFM order disappears. In addition, the pseu-
dogap region appears in a triangular region, varying with the dopant concentration
and temperature.
electron doped
hole doped
Figure 2.6: Phase diagram of the the cuprate superconductors, including the electron
doped ones like Nd2 xCexCuO4 and hole doped ones like La2 xSrxCuO4 [56].
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Although the research on the cuprate superconductors has continued for a few
decades, the origin of the high Tc superconductivity still has not lead to a certain
conclusion. For investigating the high Tc superconductivity, new family of high Tc
superconductors are necessary, which shall be introduced as follows.
2.3 Iron-based superconductors
In recent years, iron-based superconductors have recalled high research interest
since superconductivity was found in La(O1 xFx)FeAs (x = 0.05 - 0.12) by Hosono
group [20]. Subsequently, various iron-based superconductors have been reported,
as shown in Fig. 2.7 [57]. It should be noticed that the year axis is not equally
scaled considering the intense competition of pursuing brought about amounts of
new superconductors in 2008. To date, although the maximum critical transition
temperature Tc is lower than that of cuprate superconductors or recently reported
H2S at high pressure [19], the mechanism is very attractive.
This section mainly introduces the crystal structure, electronic structure, and
phase diagram of some typical iron-based superconductors.
Figure 2.7: History of the iron-based superconductors; which can be categorized
into several systems according to their elemental composition [57].
2.3.1 Crystal and electronic structure
As we mentioned in section 2.2, the cuprate superconductors exhibit multi-layered
structures; similarly, the parent compound LaOFeAs also has a layered crystal
structure [58, 59], as illustrated in Fig. 2.8(a). In Fig. 2.8(a), one Fe-As layer is
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clamped between two La-O layers; the former one acts as superconductive layer and
hence is the focus of theoretical research. Notice is taken that although iron-based
superconductors have similar layered structure (superconductive layer) as cuprate
superconductors, they are different from the cuprate superconductors in essence.
For example, Cu and O atoms are in the same plane, and As atoms are located out
of the Fe layer; resulting in the 2D and quasi 3D band structures of cuprate and
iron-based superconductors, respectively. The distance between As layer and Fe
layer has great influence on the band structure [60].
So far, the iron-based superconductors include a series of well-known materials;
e.g., LaFeAsP in 1111 system (ZrCuSiAs-like structure) [26], LiFeAs in 111 system
(Cu2Sb-like structure) [24], BaFe2As2 in 122 system (ThCr2Si2-like structure) [30],
FeSe in 11 system (i.e., the edge-shared tetrahedrons accumulated along c axis)
[23], and so on. Therefore, it is available in testing and comprehending the physical
mechanism for superconductivity in high Tc superconductors.
All the iron-based superconductors have conducting layers, which are consisted
of iron and pnictogens or chalcogens, such as LaOFeAs [20] and FeSe [61] shown
in Fig. 2.8. The iron-pnictide or iron-chalcogen layers play an important role in the
iron-based superconductors, like the CuO2 planes in the cuprate superconductors.
The iron-pnictide or iron-chalcogen layers are quasi-2-dimensional with pnictides
or chalcogens locate over and below irons plane, while Cu-O layer is 2-dimensional.
(a) (b)
Figure 2.8: Crystal structure of (a) LaOFeAs [20] and (b) FeSe [61].
The electronic structure near Fermi level is mainly contributed by Fe d orbitals.
Schematic diagram of the iron-pnictide layer is shown in Fig. 2.9(a). Pnicitides
form the so-called two-iron unite cell. The first Brillouin zone is shown in Fig.
2.9(b). Iron-based superconductors have complex structure on the Fermi surface.
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For example, single-layered FeSe only consists of the electron-like Fermi surface
sheets around the corner (⇡, ⇡) of the folded Fermi surface; while (Tl, Rb) doped
FeSe consists of the electron-like Fermi surface sheets around both center and (⇡, ⇡)
[62]. In addition, the Fermi surface of 122 systems like BaFe2(As1 xPx)2 [63] and
the 1111 systems like LaFeAsO [60] consists of three hole-like Fermi surface sheets
around the Brillouin zone center and two electron-like Fermi surface sheets around
the corner of the folded Brillouin zone.
2.3.2 Orbital character of energy bands
The band structure can be calculated by the local density approximation (LDA) as
illustrated in Fig. 2.10 [68] and Fig. 2.20(I) [67]. Apart from theoretical predictions,
experimental verifications are even more crucial. Zhang et al. investigated the
orbital characters of bands in BaFe1.85Co0.15As2 by ARPES using p and s linearly
polarized light, as shown in Fig. 2.11(c) [69].
They analyzed the orbital characters of bands by the relationship between light
polarization and spatial symmetry of 3d orbitals, which could be inferred from the
electric dipole approximation and selection rules, as we will introduce in section
4.1. The orbital characters of bands were illustrated in Fig. 2.11(d), in which the
Brillouin zone (BZ) and coordinate x, y, z were defined in Fig. 2.11(a)-(c). We
have taken into account the fact that the cut plane for the electron pockets is tilted
by a non-negligible angle. Taking the 122 type iron-based superconductors as an
example, the angle at the centre of the electron pockets is about 22 degree for h⌫ =
40 eV, and 36.5 degree for h⌫ = 18 eV. Moreover, detailed numerical calculation of
the spectral weight is necessary, which will be presented in section 4.2.
There are some contradictions between the theoretical and the experimental
researches. In the iron-based superconductors the orbital characters on the inner
electron pockets, the experimental result were the same as the theoretical result,
while the outer electron pockets are not. We will discuss this problem in detail in
section 4.2.
2.3.3 Phase diagram
The Phase diagrams of hole-doped, electron-doped, and isovalent-doped 122 type
iron-based high Tc superconductors exhibits similar behaviors [27–29], as shown
in Fig. 2.12. The superconducting phase appears in certain stoichiometric regions;
while the antiferromagnetic (AFM) order appears in the parent compound and the
low doping regions in the iron pnictide. The AFM order vanishes when temperature
exceeds the Neel temperature TN, which slowly decreases with increasing dopant
concentration. Different from the cuprate ones, crystal structure phase transition
(tetragonal-to-orthorhombic phase transition) occurs in the iron-based pnictides at
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Figure 2.9: (a) Schematic drawing of the iron-pnictide layers; dashed red and blue
squares denote the unit cell containing one and two iron atoms; blue solid circles are
iron atoms, red real and hollow circles are pnicitides over and below the iron planes,
respectively; (b) first Brillouin zone of two-iron unit cell; (c) and (d) schematically
show the unfolded (solid red lines) [64] and folded (solid blue lines) [65] Brillouin
zones with hole and electron pockets, corresponding to the unit cell with one and
two iron atoms [66, 67].
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Figure 2.10: Band structure and Fermi surface in folded (a) and unfolded (b)
Brillouin zone of the five-band model;  , X , and M are the symmetry points in
the Brillouin zone; the red, green, yellow, blue, magenta, and brown lines denote
the dxz, dyz, dxy, dx2 y2 , d3z2 r2 , and dxz   dyz orbitals, respectively [68].
the temperature Ts, which is slightly higher than TN. An electronic nematic phase
transition usually accompanies the structural transition in the iron pnictides [70,71].
The AFM phase may coexist with the SC phase in the iron-based superconductors
[72], which usually does not happen in the cuprate ones, as illustrated in Fig. 2.6.
The phase diagrams of iron-based superconductors are quite different from and
more complex than that of the cuprate ones. For example, the phase diagrams of
Co-doped 1111 systems contain the SC phase, the spin-density-wave (SDW) phase,
AFM phase and the ferromagnetic (FM) phase, as is shown in Fig. 2.13 [73]. Ts
and TN in the phase diagram of BaFe2(As1 xPx)2, as shown in Fig. 2.12(c), are
close to each other, suggesting that the spin and orbital fluctuations are comparable
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Figure 2.11: (a), (b) Brillouin zone (BZ) of iron-based superconductors; (c)
definition of polarized light; and (d) schematic graph of orbital characters of bands
on the Fermi surface [69].
around the optimal doping, indicating the possible existence of the spin and orbital
fluctuations competition near the optimal doping.
2.4 Superconducting gap
The superconducting gap in the iron-based superconductors exhibits complex
features; which is quite different from that of the cuprate superconductors. As
mentioned in section 2.2, cuprate superconductors have the universal d-wave pairing
symmetry. Thus, systematic investigation of the superconducting gap turns out to
be important. To date, a large amount of experimental and theoretical works on the
gap symmetry have been carried out, as described in the following.
2.4.1 Experimental studies
In the experimental studies of 1111 systems, the appearance of nodeless gap was
reported in PrFeAsO1 y [74], LaFeAsPO0.7 [75] and so on, yet a line nodal gap
was also found in LaOFeP [76–78]. In the 122 systems, a nodeless gap appeared
in the optimally doped Ba1 xKxFe2As2 (hole doping) [79] and in a wide range of
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Figure 2.12: Phase diagram of the hole-doped [27], electron-doped [28], and
isovalent-doped [29] 122 type iron-based superconductors.
Co doping in Ba(Fe1 xCox)2As2 (electron doping) [80]; while the nodal gap was
reported in the isovalently-doped BaFe2(As1 xPx)2 [81,82] and Ba(Fe1 xRux)2As2
[82], hole-doped Ba0.6K0.4Fe2As2 [83], and KFe2As2 [84, 85].
A nodal structure with fourfold symmetry in the superconducting gap was
suggested in the isovalent-doped iron-based superconductor BaFe2(As1 xPx)2 by
angle-resolved thermal conductivity measurements in a magnetic field (Fig. 2.14),
and closed-loop line nodes in the flat part of electron pocket was also suggested, as
shown in Fig. 2.15 [86].
However, contradictory results were reported by several ARPES experiments
[79, 87, 88], as shown in Fig. 2.16 in BaFe2(As1 xPx)2.
Full superconducting gap on the hole Fermi surfaces (FSs) in BaFe2(As1 xPx)2
(x = 0.35) has been observed by laser ARPES measurements (h⌫ = 7 eV) [79].
Zhang et al. [87] have observed a horizontal superconducting gap node on the outer
hole Fermi surface around Z point and isotropic superconducting gaps on electron
Fermi surfaces by ARPES measurements in optimally doped BaFe2(As1 xPx)2 (x
= 0.3). However, Yoshida et al. [88] suggested no horizontal superconductiong gap
node on the hole Fermi surfaces and anisotropic superconducting gaps on the outer
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Figure 2.13: Phase diagram of the 1111-type iron-based superconductors
CeFe1 xCoxAsO and GdFe1 yCoyAsO [73].
electron Fermi surface by ARPES measurements in the same doping composition,
which agreed with the angle-resolved thermal conductivity measurements [86].
Although Shimojima et al. [79] considered that the spectrum using photons of
h⌫ = 7 eV is around the Z point (kz = ⇡) in the Brillouin zone in BaFe2(As1 xPx)2
(x = 0.35), our Fermi surface mapping in the kk-kz plane (Fig. 5.1), which crosses
the   and X points in the folded Brillouin zone, shows that h⌫ = 7 eV is a little
far away from the Z point. The range of Fermi surface angle (✓FS) on the outer
hole Fermi surface is narrow (-20  ⇠ 20 ); and therefore they did not measure the
crucial angles (✓FS = 45  or it’s fourfold symmetric angles around the Z point),
which is along the  -X direction. The related information shall be mentioned in
section 2.4.2.
It is also controversial about the line nodes in the superconducting gap as
suggested by Zhang et al. [87]. For example, the gap symmetry reported by Zhang
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Figure 2.14: (a) Angular variation of the thermal conductivity  in BaFe2(As1 xPx)2
(x = 0.33); (b) magnitudes of twofold (2 ) and fourfold (4 ) symmetry of ; (c)-
(h) 4  under different conditions [86].
et al. does not show the four-fold symmetry reported by the thermal conductivity
measurements [86]. Because the sharp superconducting gaps were not observed,
as shown in Fig. 2.16(III.a), it is difficult to to make definite conclusion on the
existence of horizontal superconducting gap node definitely. Besides, the range of
✓FSs on the electron Fermi surfaces are also narrow; therefore it is also difficult to
conclude whether the gaps on the electron Fermi surfaces are isotropic or not.
Superconducting gaps with no line nodes were observed around the Z (h⌫ =
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Figure 2.15: (I.a) Fermi surface of BaFe2(As1 xPx)2 (x = 0.33), (I.b), (I.c) The
density of state (DOS), N("F ) and N("F ) ⇥ vabF ; (II.a), (II.b) and (II.c) several
kinds of closed-loop line nodes structure drawn by white line, and only (II.b) is
suggested [86].
35 eV) point, which is exactly opposite to the result from Zhang et al., as shown
in Fig. 2.16(II.a). In addition, from low photon energies to high photon energies
the superconducting gaps also exhibited a contrary trend of ↵ band (Fig. 2.16(II.c),
marked by red points) to Zhang et al.’s study (Fig. 2.16(III.b) marked by green
points). Notice is taken that there are subtile differences between the Fermi surface
mapping in the kk-kz plane given be the results of Zhang et al. [87] and Yoshida et
al. [88]. The symmetrized cuts including the Z point, as shown in Fig. 2.16(II.a)
and Fig. 2.16(III.a), gave two and three bands, respectively. In fact, cuts crossing
the   point (not shown here) also presented different numbers of bands [87, 88].
2.4. SUPERCONDUCTING GAP 25
Figure 2.16: Superconducting gap (I) around the Z point (h⌫ = 7 eV) [79]; (II.a)
around the Z point (h⌫ = 35 eV) and (II.b)-(II.c) with various kz [88]; (III.a)
around the Z point (h⌫ = 35 eV) and (III.b)with various kz [87] on the hole Fermi
surfaces in the BaFe2(As1 xPx)2 measured by ARPES. Fermi surface angles (✓FSs)
are defined as illustrated. Note that the definition of the Fermi surface angle in (I)
is different from the other two.
These numerous experimental results on the nodal or nodeless gap exhibit no
systematic tendency, suggesting that the gap of the iron-based superconductors
cannot be simply described by one unified model. Hence, several theoretical models
were suggested, which will be introduced in the following section.
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2.4.2 Theoretical studies
Various potential mechanisms, such as external pressure [89], height of pnictogen
[60], spin- and orbital-fluctuations [67], were suggested to explain the complexity
of the structure of gap nodes in the iron-based superconducors.
Figure 2.17: Sketch of the shift in gap nodes under the uniaxial strain along x
direction [89].
Employing a five-orbital Hubbard model, the structure of gap nodes tuned by
the uniaxial strain was obtained, as illustrated in Fig. 2.17 [89]. Using the five-
band Hubbard model and combining with random phase approximation (RPA),
Kuroki et al. have shown that the effect of pnictogen height on the spin-fluctuation
brought about the nodal or nodeless superconducting gap in the 1111 systems, such
as LaFeAsO [75], NdFeAsO [21, 90], and LaFePO [91, 92]. This relationship can
be observed in the phase diagram of pnictogen height versus lattice constants, in
which the nodeless (high-Tc) and nodal (low-Tc) regions are separated, as shown in
Fig. 2.18 [60].
When we compare the crystal structure of LaFeAsO [20] with that of LaFePO
[93] (increased chemical pressure by P dopant), or compare the optimally doped
NdFeAsO1 y with NdFeAsO1 y under pressure, it is obvious that the symmetry
of superconducting gap is sensitive to the crystal structure. Considering that the
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LaFeAsO
LaFePO
Optimally doped 
NdFeAsO1-y
NdFeAsO1-y (P = 3.8 GPa)
Chemical pressure
External pressure
Figure 2.18: Schematic graph of the phase diagram on hPn - [a, c], in which, La
is LaFeAsO, Nd is optimally doped NdFeAsO1 y, Nd-p is NdFeAsO1 y under the
pressure of 3.8 GPa, and P is LaFePO, respectively [60].
chemical pressure on LaFeAsO (by P doping) changes the lattice parameters a
and c only by 2-3% while the pnictogen height changes by about 15%, the switch
between nodeless and nodal gap structure in LaFeAsO and LaFeAsP may come
from the change of pnictogen height. In other words, it can be concluded that the
superconducting gap symmetry is sensitive to the pnictogen height. As a result,
applying either external pressure or chemical pressure without charge dopant can
probably change the properties of the high Tc iron-based superconductors, which
shows great consistency with the experiments [75–78].
In the 1111 systems, the transition temperature Tc of LaFePO (node, Tc = 5
K [93]) is much lower than that of LaFeAsO (nodeless, Tc = 26 K [20]), while Tc
is not lower in the 122 system BaFe2(As1 xPx)2, which also has a nodal gap [81].
It seems that the appearance of nodal gap does not significantly affect the Tc of
BaFe2(As1 xPx)2, which is quite different from the situation in 1111 systems. Spin
fluctuation was suggested as the origin of the line nodes in the 1111 systems [60],
while the competition between spin and orbital fluctuations was proposed as the
origin of the gap in the 122 systems [94, 95].
In addition, Suzuki et al. [63] calculated the structure of superconducting
gap of BaFe2(As1 xPx)2 by using the ten-orbital model and RPA under the spin-
fluctuation-mediated pairing mechanism, suggesting a s± superconducting gap with
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nodal gap on the Z2/XZ/Y Z (X , Y , Z refer to the folded unit cell as shown in Fig.
2.9) hole Fermi surfaces around the Z points, and nodeless gap on the electron
pockets, as shown in Fig. 2.19 [63].
On the other hand, Saito et al. [67] also calculated the superconducting gap
of BaFe2(As1 xPx)2 using the ten-orbital Hubbard model through changing the
parameters, the appearance of anisotropy or even the line nodes could be observed.
Line nodes appears or vanishes on the hole Fermi surfaces depending on the
competition between spin and orbital fluctuations, as shown in Figs. 2.21(c) and
2.22(c) [67].
In Figs. 2.20-2.24, x, y, and z refer to the unfolded unit cell, as shown in Fig.
2.9; the relationship of colour lines and orbitals is shown in Figs. 2.21; U (in eV)
is the Coulomb interaction; and g (in eV) is the quadrupole interaction reflecting
the orbital polarization, respectively. The quadrupole interaction comes from the
electron-phonon interaction of the iron ion oscillations, which was demonstrated by
the shear modulus softening experiments [70, 96, 97], as expressed by [98]
Vquad =  g1(!l)
siteX
i
(Oˆiyz · Oˆiyz + Oˆixz · Oˆixz)  g2(!l)
siteX
i
(Oˆixy · Oˆixy), (2.3)
where Oˆiorbit is the quadrupole operator.
Assumption was made that g1 = g2 = g in Figs. 2.21-2.23, while g1 = g
and g2 = 0 in Fig. 2.24. Focusing on Fig. 2.9(V.i)-(V.iii), the symmetry of the
superconducting gap changed dramatically by slightly tuning the parameters, in
which the quadrupole interaction term was fixed and only the Coulomb interaction
U was varied slightly. The value of pairing order parameter   became negative
when increasing the spin-fluctuation on the electron pockets. By comparing Fig.
2.22 with Fig. 2.24, both of them are about the orbital-fluctuation-mediated
pairing mechanism (U = 0); the only difference is considering the dxy orbital-
fluctuation (setting g2 a nonzero value) or neglecting it (g2 = 0), respectively. The
superconducting gap size of the dxy orbital in the outer hole pocket around the Z
point changed a lot by tuning the contribution of the dxy orbital-fluctuation. The
symmetry of the gap was also affected by the impurity concentration ratio nimp, as
shown in Fig. 2.25.
2.5 Physical properties of P doped BaFe2As2
Among plenty of modifications of the parent compound BaFe2As2 through adding
various dopants (hole, electron, isovalent) on one or more of Ba, Fe, and As sites
[27–29], phosphorus-doping BaFe2As2 or BaFe2(As2 xPx)2 has gained particular
attention since its first report in 2010 [81]. In this section a brief review of the
previous studies on some special properties of P-BaFeAs is performed.
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Figure 2.19: Structure of superconducting gap in BaFe2(As1 xPx)2 given by ten-
orbital model and random phase approximation (RPA) [63].
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Figure 2.20: The Fermi surfaces of the iron-based superconductors in the (a) kz = 0
and (b) ky = 0 plane; (c) sketch of the competition of spin and orbital fluctuations
[67].
BaFe2(As1 xPx)2 is a multiband superconductor, with five 3d orbitals, the Fermi
surfaces of which can be seen in Fig. 2.26. The doping concentration x of P affects
the lattice constant a, c, and pnictogen height, which have an approximate linear
decrease [99], as shown in Fig. 2.27(a)-(b).
Hashimoto et al. reported a penetration phenomenon in BaFe2(As1 xPx)2
[100]. As illustrated in Fig. 2.28, the quantum critical point appears at x = 0.30,
which is optimally doped and corresponds to maximum critical temperature. The
Fermi surface of BaFe2(As1 xPx)2 has in total five quasi-cylindrical pockets in the
Brillouin zone, including three hole pockets at the center and two electron pockets
at the corner [100]. Figure 2.28(c) shows the dopant concentration-dependence of
the squared in-plane London penetration length  2L(0) in the zero-temperature limit.
It is found that the concentration denoted by the sharp peak (about x = 0.30), and the
appearance of QCP at x = 0.30 was believed to be the cause of the  2L(0) peak [100].
It has been proposed that when correlations in one system are significant, its
electronic states could become anisotropic, as classified into three phases: liquid
phase (breaks no spatial symmetry), nematic phase (breaks four-fold rotation
symmetry), and smectic phase (breaks translational symmetry in one direction)
[101], as shown in Fig. 2.29.
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Figure 2.21: Superconducting gap functions in the presence of spin fluctuation
pairing mechanism with U = 1.15 and g1 = g2 = g = 0 [67].
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Figure 2.22: Superconducting gap functions in the presence of orbital fluctuation
pairing mechanism with U = 0 and g1 = g2 = g = 0.22 [67].
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Figure 2.23: Superconducting gap functions in the presence of competition between
spin and orbital fluctuations-mediated pairing mechanism with (I) U = 1.011, (II) U
= 0.1017, (III) U = 1.023, and g1 = g2 = g = 0.204 [67].
An electronic nematic phase was observed by magnetic torque measurements
in BaFe2(As1 xPx)2 [71]. In Fig. 2.30(c) there are four phases: antiferromagnetic
phase, superconducting phase, nematic phase, and paramagnetic phase [71]. When
T > T ⇤ susceptibility tensor   is tetragonal symmetry; while T < T ⇤ the nematic
phase appears [71]. In Fig. 2.30(d) the torque ⌧ = µ0VM⇥H is a thermodynamic
quantity, which is a periodic function of azimuthal angle  . ⌧ can be decomposed
into two- and four-fold symmetric componets. When T < T ⇤ the two-fold term
⌧2  has a nonzero value, indicating the appearance of two-fold rotational symmetry;
that is to say in this case the material is in the nematic phase which breaks four-fold
rotation symmetry.
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Figure 2.24: Gap functions on the hole Fermi surfaces with g1 = g, g2 = 0, and U =
0 [67].
Figure 2.25: U -nimp phase diagram of pairing mechanism [67].
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Figure 2.26: Fermi surfaces of (a) BaFe2As2 and (b) BaFe2P2; (c)-(e) are cross-
section view along (110) plane for x = 0, 0.3, and 1, respectively [99].
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Figure 2.27: (a) Lattice constants a and c, (b) z coordinate of pnictogen atoms in the
unit cell zPn and pnictogen height from the iron plane hPn = (zPn-0.25)⇥c, as well
as the phase diagram of BaFe2(As1 xPx)2 as functions of the doping concentration
x [99].
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Figure 2.28: (a) Phase diagram of BaFe2(As1 xPx)2, in which QCP appears at x =
0.30. (b) Fermi surface of BaFe2(As1 xPx)2, which consists of five quasi-cylindrical
pockets (three hole pockets at the center of Brillouin zone and two electron pockets
at the corner). The shading represents the in-plane Fermi velocity (vF ). (c) London
penetration depth  2L(0) in the zero-temperature limit [100].
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Figure 2.29: Schematic image of the local stripe order in four different phases [101].
Figure 2.30: (a)-(b) Schematic diagram of the configuration of magnetic torque
measurement. (c) Phase diagram of BaFe2(As1 xPx)2; T ⇤ is the nematic transition
temperature. (d) Upper panels depict the temperature evolution of the raw torque;
the middle and lower panel are the two- and four-fold componets from the Fourier
analysis of upper panel [71].
Chapter 3
Experimental methods
This chapter briefly describes the principle of photoemission spectroscopy and
especially angle-resolved photoemission spectroscopy (ARPES). We describe the
information available from ARPES measurement, and the experimental setup at
Photon-Factory (PF) beamline 28A (BL28A) and Standford Synchrotron Radiation
Lightsouce (SSRL) beamline 5-4 (BL5-4).
3.1 Principles of photoemission spectroscopy
Photoemission spectroscopy (PES) is a widely adopted technique, which enables us
to detect excited electrons emitted from various samples, bases on the photoelectric
effect. Its main purpose is to determine the binding energies of electrons in the
materials. A sketch of instrument is shown in Fig. 3.1.
3.1.1 Photoemission spectroscopy
A schematic diagram of the principle of potoemission spectroscopy is illustrated
in Fig. 3.2. As shown in Fig. 3.2, when an electron in the specimen absorbs an
incident photon of sufficiently high energy ~! (h⌫), it is emitted as a photoelectron.
According to the energy conservation law,
~! = Ef   Ei, (3.1)
where Ef and Ei are final- and initial-state energies of electrons, and indices i and
f indicate the initial and final states, respectively. The binding energy is given by
EB = EF   Ei, where EF is Fermi energy. The kinetic energy is given by Evkin =
Ef   Evac, where Evac is the vacuum level. Using the work function  , which is
the energy separation between vacuum level and Fermi energy (  = Evac -EF), the
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Figure 3.1: Sketch of photoemission spectroscopy (PES), in which x, y and z axis is
coordinate in sample system which will be used in section 4.4; the z axis is vertical
to the sample and the y axis vertical to the ground.
kinetic energy can be expressed by
Evkin = ~!      EB, (3.2)
Although in practical experiments, the kinetic energy measured from the Fermi
energy (Ekin = Evkin +  ) is a more convenient physical quantity that Evkin and Eq.
3.2 can be rewritten as
Ekin = ~!   EB. (3.3)
According to Koopmans’ theorem, EB equals the negative Hartree-Fock orbital
energy ✏k measured from EF , as expressed by
EB = EF   ✏k. (3.4)
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Figure 3.2: Schematic diagram of the principle of photoemission spectroscopy
(PES). The left half and right half are the electronic structure of the sample
and the photoemission spectroscopy spectrum, respectively. Through the electron
energy analyzer, the information of electronic structure can be expressed by the
photoemission spectrum.
Under this condition, the photoemission spectrum I(EB) is proportional to the
density of states (DOS) or N (E), as
I(EB) _
X
k
 (EB   EF + ✏k) _ N(EF   EB). (3.5)
Therefore, through an electron energy analyzer, the information about the electronic
structure can be expressed by a photoemission spectrum, as shown in Fig. 3.2.
3.1.2 Angle-resolved photoemission spectroscopy (ARPES)
Among various types of photoemission spectroscopies the angle-resolved photoemi-
ssion spectroscopy (ARPES) is unique because it’s the only tool in determining the
band structure of solid materials. In ARPES measurement, the obtained spectrum
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gives not only the energy distribution but also the momentum distribution of the
electrons in the solid. Schematic diagram of the principle of hemispherical electron
analyzer of ARPES is illustrated in Fig. 3.3.
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Figure 3.3: Schematic diagram of the principle of hemispherical electron analyzer.
The incident light from a certain angle energizes electrons to different angles
from the specimen located at the focus of the electron lens. The energized electrons
carry the dispersion relation of energy band in the detected sample. After deflected
by electrical or magetic fields in the anayzer chamber, the electrons move in a
semicircle track and reach different locations of CCD camera, corresponding to
the electronic momentum and energy.
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In the photoexcitation process, the wave vector of an electron should satisfy
the momentum conservation law before and after the photoexcitation except for the
reciprocal lattice vector, as expressed by
kf = ki + kl +G, (3.6)
where kf and ki are the wave vector of the electron in initial state and final state, kl
is the wave vector of the incident photon, andG = (2⇡/a, 2⇡/b, 2⇡/c) is an arbitrary
reciprocal lattice vector, respectively. Since the wave vector of the ultraviolet light
kl is negligible comparing with the size of the Brillouin zone. Approximatively we
have
kf = ki +G. (3.7)
Figure 3.4: Schematic diagram of the photoelectron emission near the boundary
between a solid medium and the vacuum; the parallel component of the wave vector
keeps unchanged while the prependicular one does not.
When the photoelectron is emitted from the material to the vacuum, the
prependicular component of its wave vector changes owing to the potential barrier
of the inner potential; and the parallel component of the wave vector keeps the
same due to the translational symmetry along the material surface. The schematic
diagram of this process is illustrated in Fig. 3.4.
kvfk = kfk +Gk, (3.8)
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where kvfk is the parallel component of k
v
f , which is the wave vector of an excited
electron in vacuum.
Figure 3.5: Schematic diagram and definition of parameters in ARPES.
In the ARPES measurement, as shown in Fig. 3.5, an electron energy analyzer
is employed to detect the kinetic energy Evkin and the momentum k
v
f , and the angle
✓,   of the photoelectron momentum. According to Fig. 3.5, the momentum kvfk
and kvf?, which parallel and vertical to the plane, respectively, is given by
kvfk =
p
2meEvkin
~ sin ✓ (3.9)
and
kvf? =
p
2meEvkin
~ cos ✓; (3.10)
kvx and kvy are two components of the in-plane momentum kvfk; and it is easy to
obtain
kvx =
p
2meEvkin
~ cos  sin ✓, (3.11)
kvy =
p
2meEvkin
~ sin  sin ✓. (3.12)
In the photoemission process, both the energy E ⌘  EB and the parallel
momentum kk of the electron can be determined by ARPES. Now taking the
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reciprocal lattice vector into account, the above equations can be revised as
kx =
p
2meEvkin
~ cos  sin ✓ +
2⇡nx
a
, (3.13)
ky =
p
2meEvkin
~ sin  sin ✓ +
2⇡ny
b
, (3.14)
where nx and ny are arbitrary integers. The relationship the energy (in Fig. 3.2) can
be rewritten as
E = Ekin   ~!,
Ekin = E
v
kin +  ,
(3.15)
where
Ekin =
~2(k2fk + k2f?)
2me
  E0. (3.16)
Considering kvfk = kfk, and Eq. 3.9, 3.10, 3.15, and 3.16,
kf? =
p
2me(Evkin cos
2 ✓ + E0 +  )
~
=
p
2me [(E + ~!    ) cos2 ✓ + V0]
~ ,
(3.17)
where inner potential is given by V0 = E0 +  .
Figure 3.6 schematically illustrates the procedure for mapping band dispersion
from the ARPES spectrum. For a two-dimensional system (e.g., high Tc supercon-
ductors), E and kvfk are sufficient to map the energy-momentum dispersion of the
band structure. For the record, since iron-based superconductors are quasi-three
dimensional systems, an additional term kf? should also be taken into account;
which will be discussed in chapter 4.
3.1.3 Spectral function and self-energy
Last subsection is based on the one-electron approximation; however, many-body
effect should also be taken into account. Considering a system withN electrons and
energy ENg , the photoemission process is regarded as the removal of a peripheral
electron from a ground state | Ng i, leaving the new (N   1)-electron system in an
excited state | N 1i iwith energyE(iN 1). The photoemission spectrumA(k,!) of
the system, corresponding to the single-electron excitation spectrum of the system,
can be expressed by
A(k,!) =
X
i
  h N 1i |ck| Ng i  2  (! + EN 1i   ENg ), (3.18)
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Figure 3.6: Schematic diagram of the procedure for mapping band dispersion from
the ARPES spectrum.
where ck is the annihilation operator of an electron whose momentum is k. Define
Green’s function G(k, t) as
G(k, t) ⌘  i✓(t)h Ng |{ck(t), c†k(0)}| 
N
g i, (3.19)
where c†k is the creation operator of the same electron, as expressed by
ck(t) ⌘ eiHtcke iHt. (3.20)
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Then derive the Fourier transformation of G(k, t) as the following equations:
G(k,!) =
Z 1
0
dtG(k, t)ei!t 0
+t
=  i
Z 1
0
dth Ng |ck(t)c†k + c†kck(t)| Ng iei!t 0
+t
=  i
Z 1
0
dt(h Ng |eiHtcke iHt
X
i
| N+1i ih N+1i |c†k| Ng i
+ h Ng |c†k
X
i
| N 1i ih N 1i |eiHtcke iHt| Ng i)ei!t 0
+t
=  i
Z 1
0
dt
⇣X
i
eiE
N
g te iE
N+1
i tei!t 0
+t
   h N+1i |c†k| Ng i   2
+
X
i
eiE
N 1
i te iE
N
g tei!t 0
+t
  h N 1i |ck| Ng i  2 ⌘
=
X
i
i
iENg   iEN+1i + i!   0+
   h N+1i |c†k| Ng i   2
+
X
i
i
iEN 1i   iENg + i!   0+
  h N 1i |ck| Ng i  2
=
X
i
1
!   EN+1i + ENg + i0+
   h N+1i |c†k| Ng i   2
+
X
i
1
! + EN 1i   ENg + i0+
  h N 1i |ck| Ng i  2
=
X
i
   h N+1i |c†k| Ng i   2
"
P
!   EN+1i + ENg
  i⇡ (!   EN+1i + ENg )
#
+
X
i
  h N 1i |ck| Ng i  2
"
P
! + EN 1i   ENg
  i⇡ (! + EN 1i   ENg )
#
,
(3.21)
where H is the Hamilton of the system and P is the principal value of the integral.
When !  µ, the spectral function A(k,!) is given by
A(k,!) =  1
⇡
ImG(k,!)
=
X
i
  h N 1i |ck| Ng i  2  (! + EN 1i   ENg ). (3.22)
Thus in this case (!  µ), we have
I(!) =   1
⇡
ImG(k,!). (3.23)
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The Green’s function G(k,!) can be expressed using the self-energy ⌃(k,!),
in which the renormalization of particle interactions has been carried out,
G(k,!) =
1
!   ✏0k   ⌃(k,!)
. (3.24)
Hence, Eq. 3.22 can be revised as
A(k,!) =  1
⇡
ImG(k,!)
=  1
⇡
Im⌃(k,!)⇣
!   ✏0k   Re⌃(k,!)
⌘2
+
⇣
Im⌃(k,!)
⌘2 . (3.25)
The real part of the pole of G(k,!), ! = E⇤k is determined by the following
equation:
E⇤k   ✏0k   Re⌃(k,!) = 0; (3.26)
and the residue of the pole Zk is given by
Zk =
✓
1  @Re⌃(k,!)
@!
|!=E⇤
k
◆ 1
. (3.27)
Near ! = Ek, we can expand Eq. 3.26 as follows,
!   ✏0k   Re⌃(k,!) ⇠=
1
Zk
⇣
!   E⇤k
⌘
. (3.28)
Therefore, Eq. 3.25 can be revised as
A(k,!) =  Zk
⇡
ZkIm⌃(k,!)⇣
!   E⇤k
⌘2
+
 
ZkIm⌃(k,!)
 2 . (3.29)
In the vicinity of EF, Ek can be written as Ek = v
⇤
k(k   kF), where v⇤k ⌘|rE⇤k| is the renormalized Fermi velocity and k is taken perpendicular to the Fermi
surface. Then, the momentum distribution curve (MDC) at the Fermi level (!=0) is
given by
A(k, 0) =  Zk/v
⇤
k
⇡
ZkIm⌃(k,!)/v
⇤
k
(k   kF)2 +
⇣
ZkIm⌃(k, 0)/v
⇤
k
⌘2 . (3.30)
Thus, the MDC is given as a Lorentzian with a full width at half maximum
(FWHM) of k = 2|ZkIm⌃(k,!)/v⇤k, if the k-dependence of Zk, Im⌃(k, 0) and
v⇤k can be neglected. Since the inverse life time of the quasi-particle is given by
1/⌧k =  2ZkIm⌃, 1/ k represents the mean free path lk:
lk = v
⇤
k⌧k =
1
 k
. (3.31)
Figure 3.7 summarizes the relationship between the obtained ARPES spectra
and momentum distribution curve (MDC) and energy distribution curve (EDC).
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Figure 3.7: Relationship between the ARPES spectra, momentum distribution curve
(MDC) and energy distribution curve (EDC).
3.1.4 Electron escape depth
Photoemission spectroscopy (PES) can only detect a surface layer (several angstroms
to several nanometers) of the samples; thus, clean surface of the samples under the
ultra-high vacuum (UHV) condition is necessary when we want to study the bulk
properties. As shown in Fig. 3.8 [102], the electron mean free path   gives the
electron escape depth of photoelectrons, which is determined by electron-electron
and electron-phonon collisions. Usually, electron-phonon scattering plays a role
only at low energies, so the mean free path (escape depth) of an electron   is
determined mainly by electron-electron interaction in this case. The inverse of
the average mean free path   is proportional to the scattering cross-section, which
means
  1 = N , (3.32)
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Figure 3.8: Experimental results of the electron mean free path   as a function of
the electron kinetic energy Ekin plotted on a logarithmic scale for several different
metals [102]
.
where N is the electron number per unit volume,   is the cross-section of electron-
electron scattering, as expressed by
d 
d⌦d!
=
~2
(⇡ea0)2
1
q2
Im

  1
"(q,!)
 
, (3.33)
where "(q,!) is the dielectric function, ~q is the momentum transfer, ! is the
energy loss of the electron, a0 is the Bohr radius (0.529 A˚), and ⌦ is the angle
of the scattered electron [102,103].
According to Eqs. 3.32 and 3.33, the mean free path is determined by the loss
function Im( 1/"). The loss function is small unless the energy transfer exceeds
the gap energy in insulators and semiconductors. Thus, the mean free path   is
very large at small energies, as shown in the low energy range of Fig. 3.8. When
the energy is not very small, the binding energies of electrons are negligible in the
solid, which means that electrons can be roughly approximated as a free-electron
gas. Under this condition, Im( 1/") is determined by the electron density (or
the mean electron-electron distance rs). Therefore, even "(q,!) varies between
different materials, the mean free path   as a function of kinetic energy is roughly
similar for all materials, as expressed by
  1 ⇠=
p
3
a0R
Ekin
r
  32
s ln
"✓
4
9⇡
◆ 2
3 Ekin
R
r2s
#
, (3.34)
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where a0 = 0.529 A˚, R = 13.6 eV, and rs is measured in units of the Bohr radius
a0 [102] [103]. This gives the escape depth as a function of photoelectron kinetic
energy Ekin, which is roughly “universal”. As shown in Fig. 3.8, the electron
mean free paths in some metals measured at the kinetic energy of 1480 eV have
deviation from Eq. 3.34; yet the function is still roughly valid. Different from the
above-mentioned qualitative results (Eq. 3.34), some other quantitative theoretical
research on the inelastic mean free path (IMFP) has been reported [104].
3.2 Experimental setup
3.2.1 PF BL-28A
Here a brief introduction to the beamline 28A (BL-28A) of Photon-Factory
(PF), High Energy accelerator Research Organization (KEK) and the related
measurement system is presented. BL-28A is an undulator beamline with a
Spherical GratingMonochromator (SGM). Both linearly polarized light and circularly
polarized light as well as a wide range of photon energy from 30 to 800 eV are
available in BL-28A. The endstation BL-28A mainly consists of a preparation
chamber and an ARPES measurement chamber (main chamber), as shown in Fig.
3.9(a).
Employing an arm it is convenient to transfer the samples from one chamber
to another so as to conduct the characterization or angle-resolved photoemission
measurement. The samples are cleaved in the main chamber (in situ) so that a clean
surface is available for the test. In the ARPES chamber, a hemispherical analyzer
(Gamma-data Scienta 2002) is equipped, connecting a 2-dimensional multichannel
plate detection system. In the measurement, the sample motion is controlled by
a manipulator with five degrees of freedom: three translational degrees and two
rotational ones. Measurement temperature has a range from about 9 K to room
temperature.
The schematic diagram of experimental geometry in the measurement of the
sample surface and the electron energy analyzer can be seen in Fig. 3.9(b). The
emission angle can be adjusted by rotating the sample with two axes ✓ and   while
the position of the analyzer itself is fixed.
The main conditions adopted in the experiments are listed in Table 3.1.
3.2.2 SSRL BL-5-4
Following is a brief introduction to the beamline 5-4 (BL5-4) of Stanford Synchro-
tron Radiation Laboratory (SSRL) and the related measurement system. Same as
abovementioned BL-28A in PF, beamline 5-4 is also an undulator beamline, yet
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Figure 3.9: Overview of the measurement system at BL-28A.
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Table 3.1: Main measurement conditions used in BL28A of PF.
BaFe2(As1 xPx)2 x = 0.3 x = 0.34 x = 0.38
Tc 30 K 27 K 24 K
Measurement temperature 10 K, 35 K 10 K, 30 K 10 K, 30 K
h⌫ 40 eV
Polarization Linearly; circularly
 E ⇡ 10 meV
Pressure ⇡ 10 8 Pa
Analyzer SCIENTA SES2002
with a normal incidence monochromator (NIM). NIM is advantageous for photons
in the vacuum ultraviolet (VUV) range and NIM monochromators have much
higher throughput for low energy photons. Therefore, the NIM monochromator in
beamline 5-4 is limited to a photon energy range of 15-32 eV. This is beneficial for
most high-Tc superconductors owing to their large photo-ionization cross-sections
of photons (in the magnitude order of a few meV).
The endstation of beamline 5-4 also has a preparation chamber and an ARPES
measurement chamber as shown in Fig. 3.10(b). The samples are transferred to
the chamber for angle-resolved photoemission measurement and then cleaved in
situso as to ensure an available clean surface for the measurement. The sample
motion can be easily controlled by a manipulator with five degrees of freedom:
three translational degrees and two rotational ones. In the ARPES chamber,
a hemispherical analyzer (Gamma-data Scienta SES200 and 4000) is equipped,
connecting a 2-dimensional multichannel plate detection system. The experimental
geometry used in the present measurements is the same as that of PF BL-28A.
Despite the abundant similarities between SSRL BL-5-4 and PF BL-28A, it should
be emphasized that several variations also exists. The measurement temperature
range is from about 5 K to room temperature as well as the energy range. In
addition, as shown in Fig. 3.10(b) and Fig. 3.9(b), the orientation of the slit are
different.
The main conditions adopted in the experiments are listed in Table 3.2.
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Table 3.2: Main measurement conditions used in BL5-4 of SSRL.
BaFe2(As1 xPx)2 x = 0.3 x = 0.45
Tc 30 K 20 K
Measurement temperature 5 K, 35 K 5 K, 30 K
h⌫ 28 eV 18 eV
Polarization Linearly; circularly
 E ⇡ 8 meV
Pressure ⇡ 10 9 Pa
Analyzer SCIENTA R4000
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Figure 3.10: Overview of the measurement system at BL-5-4.
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Chapter 4
Analysis of ARPES spectra
4.1 Electric dipole approximation and selection rules
According to the electric dipole approximation and selection rules, the total decay
rate of atoms absorbing a photon can be expressed by
 tot =
e2 (Ei   En)
2⇡~2m2c3
X
 
Z
d⌦ 
     im(En   Ei)~ h n|✏ˆ · r| ii
    2 , (4.1)
in which ✏ˆ is the unit vector in the direction of light polarization,  i is the initial
state, and  n is the final state of electron, respectively. Equation 4.1 can be rewritten
in polar coordinates, as
h n|✏ˆ · r| ii =
Z 1
0
r2drR⇤nnlnRnili
Z
d⌦Y ⇤lnmn ✏ˆ · rYlimi
=
Z 1
0
r3drR⇤nnlnRnili
Z
d⌦Y ⇤lnmn ✏ˆ · rˆYlimi ,
(4.2)
where indices n and i are those of final and initial states, Rlm(r) is the radial wave
function, Ylm(✓, ) is the spherical harmonic, n is principal quantum number, l is
azimuthal quantum number,m is magnetic quantum number, and rˆ is the unit vector
in the radial direction, respectively. ✏ˆ · rˆ can be rewritten to the spherical harmonic
form, as expressed by:
✏ˆ · rˆ = ✏x sin ✓ cos + ✏y sin ✓ sin + ✏z cos ✓
=
4⇡
3
✓
✏zY10 +
 ✏x + i✏yp
2
Y11 +
✏x + i✏yp
2
Y1 1
◆
.
(4.3)
And the spectral weight can be expressed by:
 tot =
e2 (Ei   En)
2⇡~2m2c3
X
 
Z
d⌦ 
   r4⇡
3
Z 1
0
r3drR⇤nnlnRnili
Z
d⌦Y ⇤lnmn✓
✏zY10 +
 ✏x + i✏yp
2
Y11 +
✏x + i✏yp
2
Y1 1
◆
Ylimi
   2, (4.4)
58 CHAPTER 4. ANALYSIS OF ARPES SPECTRA
whereZ
d⌦Y ⇤lnmn
✓
✏zY10 +
 ✏x + i✏yp
2
Y11 +
✏x + i✏yp
2
Y1 1
◆
Ylimi
=
r
2li + 1
2ln + 1
hln0|li100i
 
✏zhlnmn|li1mi0i+  ✏x + i✏yp
2
hlnmn|li1mi1i+
✏x + i✏yp
2
hlnmn|li1mi   1i
!
,
(4.5)
where |li - ln| =  l = 0, ±1, which is selection rules.
As the final state in ARPES experiment is plane wave,  n = exp(ikf · r), where
kf is the momentum of the final state of the electron. The spectral weight can also
be expressed by:
 tot =
e2 (Ei   En)
2⇡~2m2c3
X
 
Z
d⌦ 
   r4⇡
3
Z 1
0
r3dre ikf ·rRniliZ
d⌦
✓
✏zY10 +
 ✏x + i✏yp
2
Y11 +
✏x + i✏yp
2
Y1 1
◆
Ylimi
   2, (4.6)
4.2 Polarization dependent photoemission response
deduced from theoretical and experimental studies
Orbital character of bands in iron-based superconductors have been investigated by
a series of experimental [69] and theoretical studies [67]. Results of the experiments
do not necessarily agree with each other as mentioned in section 2.3.2. To solve
this problem, calculation of detailed polarization dependent photoemission response
was carried out employing the conditions used in the experiments.
4.2.1 Experimental measured and theoretical calculated spectra
using linearly polarized light
In Fig. 4.1, we present the experimental and calculated results of spectra and
polarization dependent photoemission response of different orbitals, in which x,
y, and z defined as shown in Fig. 2.9(a) and Fig. 3.9(a). We performed the
experiments at BL28A of PF using p linearly polarized light, as defined in Fig.
2.11(c), with a photon energy h⌫ = 40 eV, by which one can probe the kz = ⇡ plane
of BaFe2(As1 xPx)2. Since the spectral weight of each orbital is not known, the
relative weight of orbitals in the calculation is important, and the spectral weight
should not be compared between different orbitals. Employing the electric dipole
approximation and selection rules, the photoemission intensities of various orbitals
in the periodic lattice structure was calculated.
4.2. POLARIZATION DEPENDENT PHOTOEMISSION RESPONSE 59
Figure 4.1: Experimental and calculated spectra: (a) Fermi surface near kz = ⇡ (Z
point) of BaFe2(As1 xPx)2 (x = 0.38) detected by p linearly polarized light with
a h⌫ = 40 eV measured in BL28A of PF; the location of (a) in the Brillouin zone
is shown in (b) from top view along the kz direction; (c)-(g) are calculated spectra
of polarization dependent photoemission response considering various 3d orbitals:
(c) dyz, (d) dxz, (e) d3x2 r2 , (f) dx2 y2 , and (g) dxy, respectively, under the same
condition with (a); (h) Fermi surface near kz = 0 (  point) of BaFe2(As1 xPx)2 (x =
0.3) measured at BL5-4 of SSRL and using photon energy of 18 eV; (i) calculated
spectra of polarization dependent photoemission response of dxy orbital under the
same condition with (h).
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(i) Analysis of orbital character of the inner electron Fermi surfaces
The orbital character of the inner electron Fermi surface of the BaFe(As1 xPx)2
superconductor should be dxz/dyz orbitals as mentioned in section 2.3.2 [63] [69].
As shown in Fig. 4.1(a), in BaFe2(As1 xPx)2 (x = 0.38), the spectral intensity of the
inner electron Fermi surface is weak on the two edges, indicating the existence of
dxy orbit; and the intensity has no significant variation around the middle part of the
inner electron pocket, where the dyz orbital is predominant, as shown in schematic
diagram of Fig. 4.2(a). In another word, being observed by p linearly polarized
Figure 4.2: Schematic diagram of the orbital character of the (a) electron Fermi
surfaces and hole Fermi surfaces around Z point (kz = ⇡); and the (b) hole Fermi
surfaces around kz = 1.25⇡ detected by p linearly polarized light with h⌫ ⇡ 40
eV; green, blue, red, and orange in the figure denote the dxy, dyz, dxz, and d3z2 r2
orbitals, respectively.
light, the orbital character of the inner electron Fermi surface in BaFe2(As1 xPx)2
(dyz and dxz around the middle and edges, respectively) is different from the
experimental results on Ba(Fe1 xCox)2As2 [69] and theoretical results [68] [67]
(dxz and dyz around the middle and edges, respectively) as described in section
2.3.2.
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(ii) Analysis of the orbital characters of the outer electron Fermi surfaces
Given that d3z2 r2 orbital in Fig. 4.1(e), dx2 y2 orbital in Fig. 4.1(f), and dxy orbital
in Fig. 4.1(g), are candidates for the outer electron pocket, as shown in Fig. 2.20(a),
(b) and Fig. 2.11(d), it is necessary to consider possible combinations of the three
orbitals.
The spectral intensity of the outer electron Fermi surface in Fig. 4.1(a) is very
weak in the right upper part, but intense in the left lower part, which does not
correspond to the dx2 y2 orbital. In addition, the outer electron Fermi surface also
cannot be observed on line (0,0)-(⇡,0), as shown in Fig. 4.1(a), which does not
correspond to the d3z2 r2 orbital. The calculation result of the dxy orbital is weak
at the upper and lower part at point (0,⇡) and weak at point (⇡,0), indicating great
consistency with the experimental results. The d3z2 r2 and the dx2 y2 orbitals are
too weak to be observed or even absent. And besides, the experimental spectrum
in Fig. 4.1(h) is also consistent with the dxy orbital. The experimental spectrum is
measured at BL5-4 of SSRL and using photon energy of 18 eV, which is around the
(0,⇡) point and about 20  rotated. Calculated dxy orbital photoemission response
spectrum (e) is consistent with the experimental result in which the right part of the
outer electron Fermi surface exhibits a strong spectral intensity around the (0, ⇡)
point.
In short, the orbital structure of the electron Fermi surfaces of BaFe2(As1 xPx)2
is very similar to the theoretical results mentioned in section 2.3.2 [68] [67]; but dxz
orbital and dyz orbital in the inner electron Fermi surface is precisely the opposite,
when detected by a p linearly polarized light.
(iii) Analysis of the orbital characters of the hole pockets
It is difficult to make a definite conclusion on the orbital character on the hole Fermi
surface here, because bands on the hole Fermi surfaces are not well separated as the
bands on the electron Fermi surfaces do.
The spectrum measured with the photon energy of 40 eV is illustrated in Fig.
4.1(a) and (b); on the hole Fermi surface the value of kz has slight deviation from
Z point. Therefore, both d3z2 r2 and dxz/dyz are possible candidates. Comparing
the spectral intensity on the hole Fermi surface in Fig. 4.1(a) and the calculated
spectrum Fig. 4.1(e) and Fig. 4.1(c)/(d), one can recognize that the experimental
spectrum corresponds to the d3z2 r2 orbital shown in Fig. 4.1(e) the schematic
diagram of which is given in Fig. 4.2(b). There are a big notch and a small notch
on the left and right hole Fermi surface, respectively, which does not correspond to
the d3z2 r2 orbital in Fig. 4.1(e) very well. Similar to the last subsection, dxy/dyz
orbital is also a candidate of the middle hole Fermi surface around the Z point; the
dyz orbital can be observed on the upper and lower part of the hole Fermi surface
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and the dxz orbital exists cannot be observed on the left and right parts on the middle
hole pocket. In addition, it is noticed that in Fig. 4.1(a) the intensity of the d3z2 r2
orbital varies with momentum; the left part is weak while the right part is strong;
which exactly corresponds to the calculated dxy/dyz and d3z2 r2 orbital, as shown
in Fig. 4.2(b).
4.3 Method of spectral analysis
We will introduce the photoemission spectrum of BaFe2(As1 xPx)2 (x = 0.38)
detected by circularly polarized light with photon energy of 40 eV here.
Figure 4.3: Mapping graph of the (a) two- and (b) three-dimensional Fermi surface
in the Brillion zone; (c) E-kk plot of spectrum; Lorenz fitting results of (d) MDC
and (e)EDC, respectively.
Fig. 4.3(a) shows the two-dimensional mapping Fermi surface of hole and
electron Fermi surfaces in the Brillouin zone of BaFe2(As1 xPx)2 (x = 0.38)
detected by circularly polarized light with photon energy of 40 eV. In which, the
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blue line is the Brillouin zone, red lines are all the cuts, blue points are kF s, and
black points are symmetrized kF s. Figure 4.3 (b) is the Fermi surface from the
mapping of 3D Brillouin zone, respectively; larger red points denote kF while
smaller red points are symmetrized kF .
Figure 4.3 (c) shows the energy-momentum plot of one selected electron
surface, in which the position of kF is marked by the white arrow. The curves
horizontally extracted from photoemission spectra at fixed energies are momentum
distribution curves (MDCs). The MDCs along the pink solid line and the black
dotted line can be seen in Fig. 4.3 (c) and Fig. 4.3 (d), respectively. Each MDC
was fitted using the convolution of superimposed Lorenz functions and Gaussian
function, as expressed below:
h(x) =
Z +1
 1
f(x0)g(x  x0)dx0 + bg.
=
Z +1
 1
dx0
X
i
Ai
(x0   x00i)2 +Bi
exp
"
 (x  x
0)2
2 2
#
+ bg.,
(4.7)
where x00i is the position of the ith peak in MDC, and 2 
p
2 ln 2 is the full width
at half maximum (FWHM), constant bg. is the background. In Fig. 4.3 (d), the
horizontal axis is the momentum kk parallel to the kx-ky Fermi surface and vertical
axis is the intensity; black points are measured datapoints in MDC, and green line
is the fitting result using Eq. 4.7, red lines are the Lorenz functions that synthesize
the green line. As seen in Fig. 4.3 (d), the fitting turns to be successful.
The vertically extracted ones at fixed momentums are energy distribution curves
(EDCs). The EDCs along the black dash line and the black dotted line can be seen
in Fig. 4.3 (c) and Fig. 4.3 (e), respectively. Each EDC was fitted using the similar
procedure for MDC, except that a Fermi-Dirac distribution term was multiplied and
that a different background was obtained, which included a constant and a quadratic
term, as:
h(✏0) =
Z +1
 1
F (✏)f(✏0)g(✏  ✏0)d✏0 + bg.
=
Z +1
 1
X
i
1
e(✏0 µ)/kT + 1
· Ai
(✏0   ✏00i)2 +Bi
exp
"
 (x  ✏
0)2
2 2
#
d✏0 + bg.,
(4.8)
where k is Boltzmann coefficient, T is absolute temperature (thermodynamic
temperature). The obtained peaks in the Lorenz functions are the band. Figure
4.3 (e) is similar to Fig. 4.3(d), but it is EDC with an energy horizontal axis, and
fitted by Eq. 4.8.
The photoemission intensities taken along the momentum cuts mentioned in Fig.
4.3(a) on the electron Fermi surface with 40 eV photons in Fig. 4.4. Each cut in
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4.4(b)-(l) is along the red arrow shown in each figure as well as in 4.4(a), while cut
1 to cut 11 follow the order marked by the while arrow. The red points in 4.4(b)-(l)
denote the obtained positions of Lorenz functions after fitting all the MDCs using
Eq. XX, exhibiting the band structure observed in the spectrum. The cross of band
and Fermi surface (EF = 0) is kF , as marked by solid points in 4.4(a). As illustrated
in 4.4(c) and 4.4(e), we performed the gap analysis of EDCs at kF .
Figure 4.4: (a) mapping graph of the Fermi surface and (b)-(l) each spectral cuts in
Fig. (a). Red points in (b)-(c) are fitting results of the MDCs.
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4.4 Method of gap estimation
In the spectrum we can obtain the band-Fermi surface crosses kF , which are
momenta on the Fermi surface. Then the gap analysis can be performed using the
energy distribution curves (EDCs) at kF .
The EDCs at kF point can be expressed by the following formula:
A(kF ,!) =   1
⇡
ImG(kF ,!) =   1
⇡
Im
1
!   ⌃(kF ,!) , (4.9)
where ⌃(kF ,!) is the self-energy [105], which can be expressed by:
⌃(kF ,!) =  i 1 +  
2
! + i 0
, (4.10)
where  1 is the single-particle scattering rate, and  0 is the inverse pair lifetime
determined by  0(T ) = 8(T   Tc)/⇡, which turns to zero when temperature is
lower than the critical temperature Tc,  0 = 0 when T < Tc.
Symmetrized spectra can be fitted to the convolution of Eq. 4.9 and Gaussian
resolution function, as expressed by
Sym. EDC =
Z +1
 1
d!0
1
 
p
2⇡
exp

 (!   !
0)2
2 2
 
A(kF ,!
0) + bg., (4.11)
where bg. is the background including a constant and a quadratic term. Figure 4.5
is one example of symmetrized EDCs and the fitting results below and above Tc,
respectively. In photoemission experiments the energy resolution, full width at half
maximum (FWHM), can be derived to be 2 
p
2 ln 2.
Sometimes, a large background can be a problem, which may result in
inaccurate fitting; some uncorrelated bands below yet close to the kF may lead
to the appearance of certain fake structure (resembles the pseudogap structure)
in the symmetrized EDCs near the Fermi level. Besides, the pseudogap will
bring about a consequence that the pairing order parameter | | determined in the
fitting cannot reflect the superconducting gap size. For solving those problems, the
superconducting information is extracted by subtracting the high temperature EDC
(T > Tc) from low temperature EDC (T < Tc). Then, the subtracted spectrum can
be fitted using
Sub. EDC = Sym. EDC (T < Tc)  Sym. EDC (T > Tc), (4.12)
in which the fitting equation EDC is given by Eq. 4.11. Detailed fitting results will
be presented in section 5.2.
We fit the gap size vs Fermi surface angle ✓ by
 (✓) = A + Bcos(2✓) + Ccos(4✓), (4.13)
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Figure 4.5: Measured symmetrized EDCs at the temperature over (red points) and
below (blue points) Tc, respectively; solid lines are fitting results using Eq. 4.11.
where A, B, and C are parameters of average value, two- and four-fold anisotropic of
superconducting gap, respectively. And estimate the anisotropic of superconducting
symmetry quantitatively by those parameters.
4.5 Summary
In this chapter, we presented the electric dipole approximation and selection rules,
which are usually employed to analyze the electron obrital properties in ARPES
4.5. SUMMARY 67
experiments along with the symmetry. We also presented the method of spectral
analysis and gap estimation.
Since in most of ARPES experiments the photoelectrons are detected by rotating
the specimens, the required deflection angle to measure the electron surfaces is
quite large when the photon energy is not significantly high, which results in
the deviation of the incident light from the symmetry plane. Consequently, the
analysis of symmetry based on such results could lack rigour. Thus, we numerically
calculated the photoemission spectroscopy of different electron orbitals, and carried
out experiments at PF and SSRL as well as theoretical calculation. The main results
are as follows:
(1) Theoretically available photoemission spectra were calculated.
(2) Through comparison between calculated spectra and detected ones , the
experimental measured spectra of BaFe2(As1 xPx)2 were analyzed and possible
corresponding electronic orbitals were determined. dxz/dyz orbital and dxy orbital
correspond to the inner and outer electron Fermi surface, respectively; dz2 and
dxz/dyz orbital on the hole Fermi surface near the Z point in the Brillouin zone;
and dxz/dyz orbital on the hole Fermi surface near the   point in the Brillouin zone
in the BaFe2(As1 xPx)2 (x = 0.38).
(3) Orbital character of bands in iron-based superconductors can be analyzed by
polarization dependent photoemission response. The dxz/dyz and the dxy orbitals
are on the inner electron and outer Fermi surface, respectively.
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