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1. Introduction
Euler numbers Em,m 0 are integers given by (cf. [13,24])
E0 = 1, Em = −
m−1∑
k=0
2|m−k
(
m
k
)
Ek for m = 1,2, . . . . (1.1)
The Euler polynomial Em(x) is deﬁned by (see [15, p. 25]):
Em(x) =
m∑
k=0
(
m
k
)
Ek
2k
(
x− 1
2
)m−k
, (1.2)
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1851. Further, in view of the p-adic integral, this identity can be obtain in Section 2, Eq. (2.17) below.
Setting x = 1/2 and normalizing by 2m gives the Euler numbers
Em = 2mEm
(
1
2
)
, (1.3)
where E0 = 1, E2 = −1, E4 = 5, E6 = −61, . . . . Therefore, Em = Em(0), in fact [24, p. 374, (2.1)]
Em(0) = 2
m + 1
(
1− 2m+1)Bm+1, (1.4)
where Bm means the Bernoulli numbers. The Euler numbers and polynomials (so-named by Scherk
in 1825) appear in Euler’s famous book, Institutiones Calculi Differentialis (1755, pp. 487–491 and
p. 522).
Let p be an odd prime number. For all m ∈ Z \ {0}, we denote ordp(m) the greatest integer k  0
such that pk divides m in Z. If m = 0, we agree to write ordp(0) = ∞. For any rational number
x =m/n, deﬁne ordp(x) to be ordp(m) − ordp(n). Further deﬁne a map | · |p on Q as follows:
|x|p =
{
p−ordp (x), if x = 0,
0, if x = 0.
It is well known that | · |p is a norm over Q, called the p-adic norm over Q, while ordp is called the
p-adic ordinal over Q.
Let Qp be the topological completion of Q with respect to the metric topology induced by | · |p .
Let Cp be the ﬁeld of p-adic completion of algebraic closure of Qp . Let Zp be the topological closure
of Z. We have Zp = {x ∈ Qp | |x|p  1}. We say that f : Zp → Cp is uniformly differential function at
a point a ∈ Zp, and we write f ∈ UD(Zp), if the difference quotients Φ f : Zp × Zp → Cp such that
Φ f (x, y) = f (x) − f (y)x− y (1.5)
have a limit f ′(a) as (x, y) → (a,a) (x and y remaining distinct). Set a + pNZp = {x ∈ Qp | |x− a|p <
p−N }. Deﬁne μ(a + pNZp) = (−1)a. This extends to a distribution on Zp, since μ(a + pNZp) =∑p−1
b=0 μ(a + bpN + pN+1Zp). For f ∈ UD(Zp), the p-adic integral on Zp was deﬁned by
I( f ) =
∫
Zp
f (a)dμ(a) = lim
N→∞
pN−1∑
a=0
f (a)(−1)a (1.6)
(cf. [6–8,12,16,18,21,22]). In view of (1.6), for f ∈ UD(Zp) we get
I( f1) + I( f ) = 2 f (0), (1.7)
where f1(x) = f (x + 1). The relation (1.7) were studied in great detail by T. Kim [8], who was par-
ticularly interested in their relationship to Euler numbers. More recently, many authors investigated
some interesting integral equations related to q-analogue of (1.6) (cf. [5–8,10–12,16–18,20–22]).
In order to consider p-adic and complex cases simultaneously we will use an isomorphism σ ,
between the algebraic closure of the rational numbers in Cp and the algebraic closure of the rational
numbers within the complex numbers C. So we shall consider σ as ﬁxed throughout this note and
use σ to identify p-adic algebraic numbers with complex algebraic numbers. We shall write x = y
when x ∈ Cp , y ∈ C and y = σ(x). From (1.7), we derive
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Zp
eat dμ(a) = 2
et + 1 =
∞∑
m=0
Em(0)
tm
m! . (1.8)
Here Em(0) are the Euler polynomials with x = 0 in (1.2). One, in [8,13,24,26], can ﬁnd the fully de-
tailed study of the numbers Em(0) for m 0. Namely, Witt’s formula (Witt’s p-adic characterization)
for the numbers Em(0) is proved by in [8] using the integral equation (1.7). Also, various applications
and some identities for Euler numbers can be founded in some resent works (for example) [2,8,20,
24–27].
In this note we give a new proof of Witt’s formula for Euler polynomials and Euler numbers. Also
we give a simple treatment to some known or new identities involving the Euler numbers. We obtain
a brief proof of a classical result on Euler numbers modulo of two due to M.A. Stern [23] asserts that
E2m ≡ E2m
(
mod 2k
)
if and only if 2n ≡ 2m (mod 2k), (1.9)
which was recently proved by G. Liu [13] and Z.-W. Sun [24]. Finally, some explicit formulas for
Genocchi numbers are proved and applications are given. Even though some results are not really
new, the writer believes that all the proofs in the paper are new.
2. Some results
From (1.8), the Euler polynomials Em(x), 0m < ∞, are deﬁned by means of the following gener-
ating function:
ext
∫
Zp
eat dμ(a) =
∞∑
m=0
Em(x)
tm
m! . (2.1)
It will be shown in the sequel that, indeed, 2mEm(x) is a polynomial in x of degree m. Now consider
the series
f (t) = 1+ 1− e
t
2
+ (1− e
t)2
22
+ (1− e
t)3
23
+ · · · , (2.2)
which converges for |1− et | < 2 and hence small values of t. Moreover, we can write
f (t) =
∞∑
k=0
(
1− et
2
)k
=
(
1− 1− e
t
2
)−1
= 2
et + 1 (2.3)
or
f (t) =
∞∑
k=0
(
1
2
)k k∑
j=0
(
k
j
)
(−1) je jt . (2.4)
We may now expand the expression in (2.4) using (2.1), (2.2) and (2.3). We obtain for small values of
t > 0 the relation
∞∑
m=0
Em(x)
tm
m! = f (t)e
xt =
∞∑
m=0
tm
m!
m∑
k=0
(
1
2
)k k∑
j=0
(
k
j
)
(−1) j( j + x)m. (2.5)
Eq. (2.5) it follows that Em(x) can always be written in the closed form.
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Em(x) =
m∑
k=0
(
1
2
)k k∑
j=0
(
k
j
)
(−1) j( j + x)m.
In particular, if m 0 be integers, then 2mEm(x) ∈ Z[x] and 2mEm(0) ∈ Z.
Taking x = 12 in Lemma 2.1 and nothing that Em = 2mEm( 12 ) we deduce:
Corollary 2.2. Let m 0 be integers. Then
Em =
m∑
k=0
(
1
2
)k k∑
j=0
(
k
j
)
(−1) j(2 j + 1)m.
We use the following notations. If f (x) = a0x0 +a1x1 +· · ·+amxm is a polynomial, then by f (E(x))
we mean the polynomial a0E0(x) + a1E1(x) + · · · + amEm(x). Analogously, if f (x, t) is a power series
of the form
∑∞
m=0 fm(x)tm, where fm(x) is a polynomial, then by f (E(x), t) we means the series∑∞
m=0 fm(E(x))tm. Using this notation, (2.1) can be written in the form
e(E(x)+1)t + eE(x)t = 2ext, (2.6)
and hence we have
(
1+ E(x))m + Em(x) = 2xm, m 0. (2.7)
Therefore by (2.7), we ﬁnd that Euler polynomials are related to the recurrence relation
E0(x) = 1, Em(x) = xm − 1
2
m−1∑
k=0
(
m
k
)
Ek(x) (2.8)
for m 1. Now, from (2.6), we have
e(E(x)+ρ+1)t + e(E(x)+ρ)t = 2e(x+ρ)t , (2.9)
where ρ is a nonnegative integer. The identity (2.9) is equivalent to
∞∑
m=0
(
E(x) + ρ + 1)m tm
m! +
∞∑
m=0
(
E(x) + ρ)m tm
m! = 2
∞∑
m=0
(x+ ρ)m t
m
m! . (2.10)
Clearly this implies
(
E(x) + a)m + (E(x) + a − 1)m = 2(x+ a − 1)m, a = 1,2, . . . , ρ. (2.11)
Alternating adding and subtracting this identity with a = 1,2, . . . , ρ for each case, gives the formula
(
E(x) + ρ)m + Em(x) = 2 ρ−1∑(−1)a(x+ a)m. (2.12)a=0
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(
E(x) + pN)m + Em(x) = 2 p
N−1∑
a=0
(−1)a(x+ a)m, (2.13)
and hence
Em(x) + pN
(
1
2
m−1∑
i=0
(
m
i
)
Ei(x)p
(m−i−1)N
)
=
pN−1∑
a=0
(−1)a(x+ a)m. (2.14)
Let N → ∞, then pN → 0 in Qp, and thus by (1.6) and (2.14), we have
Lemma 2.3. Let m 0 and p  3. Then
Em(x) = lim
N→∞
pN−1∑
a=0
(−1)a(x+ a)m =
∫
Zp
(x+ a)m dμ(a).
Corollary 2.4. Let m ≡ 0 (mod p − 1) with p  3. Then
Em(0) =
∫
Zp
am dμ(a) ≡ 0 (mod p).
Proof. Note that
pN−1∑
a=0
a ≡0 (mod p)
(−1)a =
pN−1∑
a=0
(−1)a −
pN−1−1∑
b=0
(−1)pb = 0. (2.15)
It is clear from (2.15) that for m ≡ 0 (mod p − 1),
pN−1∑
a=0
(−1)aam ≡
pN−1∑
a=0
a ≡0 (mod p)
(−1)a ≡ 0 (mod p). (2.16)
By substituting x = 0 into Lemma 2.3 and (2.16), we get at once
Em(0) ≡ lim
N→∞0 ≡ 0 (mod p).
This completes the proof. 
Theorem 2.5 (Witt’s formula of Euler numbers).
Em =
∫
Zp
(2a + 1)m dμ(a).
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∞∑
m=0
∫
Zp
(2a + 1)m dμ(a) t
m
m! =
∞∑
m=0
2m
∫
Zp
(
a + 1
2
)m
dμ(a)
tm
m!
=
∞∑
m=0
Em
(
1
2
)
(2t)m
m!
=
∞∑
m=0
Em
tm
m! .
We therefore obtain the theorem. 
Theorem 2.5 can be regarded as Witt’s p-adic characterization of the Euler numbers (see [3]).
Remark 2.6. By Lemma 2.3 and Theorem 2.5, we have
Em(x) = 2−m
∫
Zp
(2x+ 2a)m dμ(a)
= 2−m
∫
Zp
(2x− 1+ 2a + 1)m dμ(a)
= 2−m
m∑
k=0
(
m
k
)
(2x− 1)m−k
∫
Zp
(2a + 1)k dμ(a)
= 2−m
m∑
k=0
(
m
k
)
(2x− 1)m−k Ek
=
m∑
k=0
(
m
k
)
(2x− 1)−k
(
x− 1
2
)m
Ek
=
m∑
k=0
(
m
k
)
Ek
2k
(
x− 1
2
)m−k
, (2.17)
which is the same as Eq. (1.2). For a different approach of (2.17) see [15, p. 25].
Since the Euler numbers are all integers, there is no analogue for them of the von Staudt–Clausen
theorem. But Kummer’s congruence has an analogue, due also to Kummer (cf. [1,26]):
Theorem 2.7. If m 1 and p  3, then
E2m ≡ E2m+p−1 (mod p).
Proof. Let ρ  1 be integers. Applying (2.12) with x = 12 , we ﬁnd that
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ρ−1∑
a=0
(−1)a
(
1
2
+ a
)m
=
(
E
(
1
2
)
+ ρ
)m
+ Em
(
1
2
)
=
m∑
k=0
(
m
k
)
Ek
(
1
2
)
ρm−k + Em
(
1
2
)
= 2−m
m∑
k=0
(
m
k
)
2k Ek
(
1
2
)
2m−kρm−k + Em
(
1
2
)
= 2−m
m∑
k=0
(
m
k
)
(2ρ)m−k Ek + 2−mEm
and thus
m∑
k=0
(
m
k
)
(2ρ)m−k Ek + Em = 2
ρ−1∑
a=0
(−1)a(1+ 2a)m.
Clearly
Em ≡
ρ−1∑
a=0
(−1)a(1+ 2a)m (mod ρ) (2.18)
since Em ∈ Z. Write ρ = p. Taken modulo p, we have
Em ≡
p−1∑
a=0
(−1)a(1+ 2a)m (mod p)
and
Em+p−1 ≡
p−1∑
a=0
(−1)a(1+ 2a)m+p−1 (mod p).
Now it suﬃces to show that
(1+ 2a)m+p−1 ≡ (1+ 2a)m (mod p).
In fact,
(1+ 2a)m+p−1 = (1+ 2a)m(1+ 2a)p−1 ≡ (1+ 2a)m (mod p)
for 0  a  p−12 − 1 and p−12 + 1  a  p − 1 by Fermat’s Little Theorem. Clearly (1 + 2a)m+p−1 ≡
(1+ 2a)m ≡ 0 (mod p) when a = p−12 . Hence we have
Em ≡ Em+p−1 (mod p).
This completes the proof. 
By (2.18), we known that Em ≡ ∑ρ−1a=0 (−1)a(1 + 2a)m (mod ρ). Taking ρ = p and m ≡ 0
(mod p − 1), we have
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p−1∑
a=0
(−1)a(1+ 2a)m (mod p)
≡
p−1
2 −1∑
a=0
(−1)a +
p−1∑
a= p−12 +1
(−1)a (mod p)
≡ 1+ (−1) p+12 (mod p) (2.19)
by Fermat Little Theorem. We have also the following theorem.
Theorem 2.8. (See [27].) If p  3 and m ≡ 0 (mod p − 1), then
Em ≡ 1+ (−1) p−12 (mod p).
Lemma 2.9. (See [20].) If m is a nonnegative integer, then
Em(0) =
∫
Zp
am dμ(a) = Gm+1
m + 1 ,
where Gm are the Genocchi numbers, which are deﬁned by G0 = 0, G1 = 1, (G + 1)m + Gm = 0 if m  2,
symbolically.
Remark 2.10. It follows that G2m+1 = 0 (m  1). The Genocchi numbers G2m are directly connected
to the Bernoulli numbers by G2m = 2(1− 22m)B2m, while to E2m−1(0) by G2m = 2mE2m−1(0) ∈ Z.
Now we give a new proof of a classical result due to M.A. Stern in [23], see also [13] and [26].
Theorem 2.11. Let nm 0 be integers, and 2n ≡ 2m (mod 2k). Then
E2n ≡ E2m − (2n + 2m)
(
mod 2k+1
)
.
Proof. If 2n ≡ 2m (mod 2k), then 2n = 2kl + 2m for some l. From Theorem 2.5 we have
E2n =
∫
Zp
(2a + 1)2kl+2m dμ(a)
=
∫
Zp
(2a + 1)2m(2a + 1)2kl dμ(a)
=
2kl∑
i=0
(
2kl
i
)
2i
∫
Zp
(2a + 1)2mai dμ(a)
=
∫
Zp
(2a + 1)2m dμ(a) +
2kl∑
i=1
(
2kl
i
)
2i
∫
Zp
(2a + 1)2mai dμ(a).
It follows from Lemma 2.9 that
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Zp
(2a + 1)2mai dμ(a) =
2m∑
j=0
(
2m
j
)
2 j
∫
Zp
ai+ j dμ(a) =
2m∑
j=0
(
2m
j
)
2 j
Gi+ j+1
i + j + 1 .
Therefore we can rewrite E2n as
E2n = E2m +
2kl∑
i=1
(
2kl
i
) 2m∑
j=0
(
2m
j
)
2i+ j
Gi+ j+1
i + j + 1
= E2m + 2k+1l G2
2
+ 2kl
2m∑
j=1
(
2m
j
)
2 j+1
G j+2
j + 2 +
2kl∑
i=2
2m∑
j=0
(
2kl
i
)(
2m
j
)
2i+ j
Gi+ j+1
i + j + 1 .
By
ord2
((
2m
j
)
2 j+1
j + 2
)
= ord2
((
2m
j
))
+ ord2
(
2 j+1
j + 2
)
 1
for j = 1, . . . ,2m, and
ord2
((
2kl
i
)(
2m
j
)
2i+ j
i + j + 1
)
= ord2
((
2kl
i
))
+ ord2
((
2m
j
))
+ ord2
(
2i+ j
i + j + 1
)
 k + 1
for i = 2, . . . ,2kl and j = 0, . . . ,2m, and note that G2 = −1, Gm ∈ Z, we have
E2n ≡ E2m − 2kl
(
mod 2k+1
)
.
This completes the proof. 
Remark 2.12. For 2n = 2m + 2k, Theorem 2.11 immediately yields a result due to Wagstaff (see [26]).
Corollary 2.13. If m is a positive integer, then E4m ≡ 1 (mod 4).
Proof. Note that
E4m =
∫
Zp
(2a + 1)4m dμ(a)
=
4m∑
i=0
(
4m
i
)
2i
∫
Zp
ai dμ(a)
=
4m∑
i=2
(
4m
i
)
2i
Gi+1
i + 1 − 4m + 1
and
ord2
((
4m
i
)
2i
i + 1
)
= ord2
((
4m
i
))
+ ord2
(
2i
i + 1
)
 2
for i = 2, . . . ,4m. This completes the proof. 
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Gm(x) =
m∑
k=0
(
m
k
)
Gkx
m−k. (2.20)
It satisﬁes
nm−1
n−1∑
k=0
(−1)kGm
(
x+ k
n
)
= Gm(x), if n is odd. (2.21)
Note that Gm(0) = Gm, where Gm are Genocchi numbers. Their investigation goes back to L. Euler
while the term Genocchi numbers, named after A. Genocchi, was presumably introduced by E. Lucas
in [14]. In [20], Rim et al. constructed the Hurwit’s-type Genocchi zeta function which interpolates
Genocchi polynomials at nonpositive integers; see also [9] and [11]. Intensive works on these numbers
were done in [5,11,20] and [22].
Relations between En and Gn are the following:
Corollary 2.14. Let m 0. Then
Em =
m∑
k=0
(
m
k
)
2k
Gk+1
k + 1 .
Proof. By Lemma 2.3 and 2.9, we have
Em
(
1
2
)
=
∫
Zp
(
1
2
+ a
)m
dμ(a) = 2−m
∫
Zp
(1+ 2a)m dμ(a) = 2−m
m∑
k=0
(
m
k
)
2k
Gk+1
k + 1 .
This together with (1.3) yields the result. 
Corollary 2.15. Let m 0. Then
Gm+1 = m + 1
2m
m∑
k=0
(
m
k
)
(−1)k Em−k.
Proof. By Theorem 2.5 and Corollary 2.9, we have
2m
Gm+1
m + 1 =
∫
Zp
(2a)m dμ(a)
=
∫
Zp
(2a + 1− 1)m dμ(a)
=
m∑
k=0
(
m
k
)
(−1)k
∫
Zp
(2a + 1)m−k dμ(a)
=
m∑
k=0
(
m
k
)
(−1)k Em−k.
This completes the proof. 
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Em(x). We give another proof here, however, which depends only upon (2.17), Corollary 2.4 and
Lemma 2.9.
Theorem 2.16. If m is an even positive integer, then Em(0) = Em(1) = 0. Also, if m is a positive integer, then
G2m+1 = 0.
Proof. Let x = 0 and x = 1 in (2.17). Thus we have
(−1)mEm(0) = 2−m
m∑
k=0
(
m
k
)
(−1)k Ek = 2−m
m∑
k=0
(
m
k
)
Ek = Em(1), (2.22)
since E2k+1 = 0. In fact, G0 = 0 and G1 = 1. By Corollary 2.4 and Lemma 2.9, we have
G2m+1
2m + 1 =
∫
Zp
a2m dμ(a) = E2m(0) ≡ 0 (mod p) (2.23)
for m  1 and inﬁnitely many primes p. Combining (2.23) and (2.22) we arrive at the desired re-
sults. 
We can now prove the following, which corresponds to Eq. (2.18).
Theorem 2.17. Let m and ρ be positive integers. Then
2G2m ≡ 4m
ρ−1∑
a=0
(−1)aa2m−1 (mod ρ2).
Proof. From (2.20), we can be written symbolically as
e(G(x)+ρ+1)t + e(G(x)+ρ)t = 2te(x+ρ)t .
This gives
(
G(x) + a)m + (G(x) + a − 1)m = 2m(x+ a − 1)m−1,
where m 1, a = 1, . . . , ρ and (G(x) + a)m = Gm(x+ a). Alternating adding and subtracting this iden-
tity with a = 1,2, . . . , ρ for each case, gives the formula
(
G(x) + ρ)m + Gm(x) = 2m ρ−1∑
a=0
(−1)a(x+ a)m−1.
Clearly
2mG2m−1ρ + 2G2m ≡ 4m
ρ−1∑
a=0
(−1)aa2m−1 (mod ρ2).
As G2m−1 = 0, by the above we are done. 
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2Gm ≡ 2m
ρ−1∑
a=1
(−1)aam−1 (mod ρ). (2.24)
Taking ρ = p and m = p + 1, we ﬁnd that the congruence
2Gp+1 ≡ 2
p−1∑
a=1
(−1)aap (mod p)
≡ 2
p−1∑
a=1
(−1)aa (mod p)
≡ 2
p−1∑
a=1
a − 4
p−1
2 −1∑
a=0
(2a + 1) (mod p)
≡ −1 (mod p) (2.25)
by Fermat Little Theorem. We have also the following theorem.
Theorem 2.18. If p  3, then
2Gp+1 ≡ −1 (mod p).
Theorem 2.19. If p  3, then
G2m
4m
≡ −
p−1
2∑
a=1
(p − 2a)2m−1 (mod p).
Proof. Let p  3. Then p − 1 does not divide 2m − 1. From Theorem 2.17, we obtain
G2m
2m
≡
p−1∑
a=0
(−1)aa2m−1 (mod p)
≡
p−1∑
a=1
a2m−1 − 2
p−1
2∑
a=1
(p − 2a)2m−1 (mod p)
≡ −2
p−1
2∑
a=1
(p − 2a)2m−1 (mod p),
because
∑p−1
a=1 a2m−1 ≡ 0 (mod p) since p − 1 does not divide 2m − 1 (see [4, p. 235, Lemma 2]). 
Remark 2.20. Since G2m = 2(1− 22m)B2m, as examples, taking p = 5 in Theorem 2.19 we ﬁnd
(1− 22m)B2m
2m
≡ −
2∑
(5− 2a)2m−1 ≡ −(32m−1 + 12m−1) (mod 5). (2.26)
a=1
2178 M.-S. Kim / Journal of Number Theory 129 (2009) 2166–2179Now from (2.26) we have, with m replace by 2k + 1:
(1− 24k+2)B4k+2
4k + 2 ≡ −
(
34k+1 + 14k+1)≡ −(3+ 1) ≡ 1 (mod 5) (2.27)
by Fermat Little Theorem. Hence
2(24k+2 − 1)B4k+2
2k + 1 ≡ −4 ≡ 1 (mod 5).
Taking p = 3 in Theorem 2.19 we ﬁnd
(1− 22m)B2m
2m
≡ −
1∑
a=1
(3− 2a)2m−1 ≡ −1 (mod 3) (2.28)
and
2(24k+2 − 1)B4k+2
2k + 1 ≡ 4 ≡ 1 (mod 3). (2.29)
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