Introduction

Objective
In the present work and its successor [1] we will give a systematic investigation on the quadratic nonlinearities coupled in diagonalized wave-Klein-Gordon system in two spatial dimensions. More precisely, we will regard the following system: Here F i are linear with respect to ∂∂u or ∂∂v respectively and quadratic with respect to the rest arguments. The fact that F 1 and F 2 do not contain ∂∂v and ∂∂u respectively is due to the quasilinearity and the fact that the system is diagonalized. When the initial data are sufficiently regular and being small, this Cauchy problem has unique local solution in classical sense, i.e., all derivatives appear in the equations are continuous.
The main objective of this work is to understand when the initial data is sufficiently regular and small in Sobolev norm, i.e., (1.2) u 0 H N +1 + v 0 H N +1 + u 1 H N + v H N ≤ ε, N ∈ N sufficiently large, will the local solution extends to time infinity? And when this is true, what is its asymptotic behavior?
The interest of regarding such problem is two-fold. First, we are encouraged by [2] where the Einstein vacuum equation in 3 + 1 space-time with a translation space-like Killing field is reduced to a 2 + 1 dimensional quasilinear wave system. Then it is natural to consider what will happen if the 3 + 1 Einstein equation is coupled with a self-gravitating massive scalar field. Similar formulation leads to a 2 + 1 dimensional waveKlein-Gordon system (to be written as W-KG system in the follows), which contains the essential quasi-null structure of Einstein equation. However, since the decay of both wave and KleinGordon equations in 2 + 1 dimension is weaker than in 3 + 1 case, the analysis on this system, compared with our previous work [3] , [4] (see also [5] , [6] ) in 3 + 1 case, will be much more delicate. This article and its successor can be considered as technical preparations, in which we will regard (1.1) as a model and concentrate firstly on the nonlinear terms which do not concern the quasi-null structure and/or (generalized-)wave gauge conditions enjoyed by Einstein-scalar system. Compared with our previous work [7] , in (1.1) we will show how to treat the inevitable semi-linear terms on metric components and Klein-Gordon scalar (modeled as u and v respectively) which are (counterintuitively) much more difficult than the quasilinear terms treated in [7] (for alternative approach to these nonlinear terms, see [8] ).
A second interest comes form (1.1) it-self. The research on global behavior of quasilinear wave equation/system has attracted a lot of attention of the mathematical community. Since the dimension is higher, the decay rates of both linear wave and linear KG equation are stronger, the problem of global existence of small regular solution becomes trivial when dimension is sufficiently large.
In dimension 3 + 1, [9] established the global existence for wave equation with null quadratic nonlinearities (see also [10] ), [11] established the global existence for Klein-Gordon equation with arbitrary quadratic nonlinearities (see also [12] ).
For W-KG system of the form (1.1), we have established its global existence in [13] for quadratic nonlinearities satisfying the so-called "minimal null condition", i.e. we only demand null conditions on quadratic terms of wave components coupled in wave equation. This demand is "minimal" in the sens that, in the wave equation of (1.1) if we take v ≡ 0, it reduces to a quasilinear wave equation treated in [9] . The "minimal null condition" is the minimal demand such that the wave equation of (1.1) reduces to the case of [9] .
In dimension 2 + 1 the situation becomes more complicated. For wave equation, [14] and [15] gave a complete description on quasilinear quadratic terms. The semi-linear terms, being counterintuitively more difficult, is treated in [16] several years latter (the techniques in [17] works only in the case of single equation). For Klein-Gordon equation, [18] combined the normal form transform developed in [12] and the vector field method from [11] and established the global existence for arbitrary quadratic nonlinearities in the case of single equation and "non-massresonance" system. Then [19] regarded the case with mass-resonance.
For W-KG system, we naturally demand whether it is possible to obtain analogue result as in dimension three as we have done in [13] , but this is far from trivial due to the lack of decay. In the present work and its successor, we will develop techniques aimed at the following question: in (1.1), which are the nonlinearities permitted in order to maintain the global existence?
Structure of the system and main results
In general, the existence and asymptotic behavior of the global solution depends on two factors, the structure of nonlinear terms and the profile of initial data. In this work we are mainly interested in the former one, therefor the initial data are supposed to be compactly supported in unique disc (in the following discussion, this property is often called localized). Furthermore, as we are discussing small amplitude solution, the first step is to consider quadratic nonlinearities. (However, in contrast to the R 3+1 case, where all cubic terms lead to global existence, there are cubic terms leads to finite time blow-up, see [15] for pure wave case.) So F i is taken to be quadratic with constant coefficients. Now let us write the general form of F i : (1.3a) (s/t) 2 ∂ t u, (x a /t)∂ t u + ∂ a u, ∂ t u + (x a /t)∂ a u.
The boxed terms will not be considered (suppose to be zero). The reason is that these terms do not appear in Einstein-scalar system. The ✿✿✿✿✿ wavy ✿✿✿✿✿✿✿✿✿✿ underlined terms P 6 do appear in Einstein-scalar system, however, their treatment demands a detailed construction and investigation on the gauge conditions and quasi-null structure of Einstein equation which is not the purpose of this article. Moreover, in Einstein-scalar system, the terms A 3 and A 4 vanishes. This will give not a little convenience when we estimate P 6 . So in this work this term is supposed to be zero.
The underlined terms coupled in the wave equation is called strong coupling terms. They change significantly the asymptotic behavior of the global solution. More precisely, when these terms disappear, (1.4) u ∼ (1 + |t − r|) −1/2+δ/2 t −1/2+δ/2 , ∂ α u ∼ (1 + |t − r|) −3/2+δ/2 t −1/2+δ/2 while when they appear, we can only obtain (1.5) u ∼ (1 + |t − r|) 1/2+δ/2 t −1/2+δ/2 , ∂ α u ∼ (1 + |t − r|) −1/2+δ/2 t −1/2+δ/2 .
The system is said to be in strong coupling case, if it contains these strong coupling terms. Otherwise the system is said to be in weak coupling case.
The reason why we distinguish between weak and strong coupling case is also two-fold. Firstly, it is important to understand the dependence of asymptotic behavior on nonlinear structure, and secondly and most importantly, in Einstein-massive-scalar system, some components of the metric is weakly coupled to the scalar field while the rests are in strong coupling. It is necessary to make a hierarchy between them.
Then we recall the standard null condition. A multi-linear form defined on R 2+1 is said to be null, if it vanishes on the light-cone
For example, let A αβ be a quadratic form and Q αβγ be a cubic form, then A and Q are said to be null, if
. After these assumptions, we fist state the main result to be established in this article for the weak coupling case: being null multi-linear forms. Suppose that the initial data are supported in the unit disc {|r| < 1}. Then there exists a positive constant ε 0 determined by (1.1), such that when (1.2) is satisfied with 0 < ε ≤ ε 0 and N ≥ 15, the associated local solution extends to time infinity. Furthermore, (1.4) holds.
Remark 1.2. This result can be generalized without any essential improvement to the system where u and v are vectors.
In [1] the Strong coupling case will be discussed, we will show that when
= 0 and the terms in (1.7) are null. the solution associated to small localized regular initial data extends to time infinity.
Structure of this article
This article is composed by two parts.
In the first part (from Section 2 to Section 7 and the Appendix), we recall the conformal energy identity on hyperboloids (Section 2) and the normal form transform on Klein-Gordon equation (Section 3), then the basic notion of hyperboloidal foliation method are recalled in Section 4 and Appendix. Sections 5 to Section 7 are devoted to divers estimates based on the previous sections.
In the second part which only contains Section 8, we apply the bootstrap argument combined with the techniques developed in previous sections in order to prove the main result.
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Conformal energy estimate on hyperboloids
In this section we recall the conformal energy estimates on hyperboloid which is introduced in [20] for 3 + 1 dimensional case (see also [21] where it is named as "K-energy"). In this section we only show the this estimate within flat back-ground metic (i.e.,Minkowski). The estimate in curved back-ground metric is postponed in subsection 5.3 once we have recalled necessary notation in subsection 5.3 and 5.2.
Basic notation
We are working in R 2+1 equipped with the Minkowski metric. We denote by (t, x) = (x 0 , x) with x ∈ R 2 a point in R 2+1 with x = (x 1 , x 2 ). We also use r = |x| = |x 1 | 2 + |x 2 | 2 for the Euclidean norm of x. We denote by s = t 2 − r 2 the Minkowski distance from a point (t, x) to the origin. We denote by K :={t > r + 1}, The translated light-cone where we work.
The upper-nap of the hyperboloid with hyperbolic radius s. 
Then we recall the following energies defined on hyperboloids. Firstly, the standard hyperbolic energy (or alternative energy in [22] ):
Then the conformal energy
We also introduce the following "high-order" energies:
Frames adapted to hyperboloidal foliation
In the future cone K, we introduce the change of variables
together with the corresponding natural frame
which we refer to as the hyperbolic frame. The transition matrices between the hyperbolic frame and the Cartesian frame are
s dx a and dx a := dx a . The Minkowski metric in the hyperbolic frame reads
For a two tensor T αβ ∂ α ⊗ ∂ β , we write T αβ for its components within hyperbolic frame:
The transition relations are written as:
1 Our sign convention is opposite to the one in our monograph [13] , since the metric here has signature (−, +, +, +).
We also recall the semi-hyperboloidal frame which is introduced in [13] . In K,
The transition matrices between this frame and the natural frame {∂ α } is:
αβ ∂ α ⊗ ∂ β be a two tensor defined in K or its subset. Then T can be written with {∂ α }:
We calculate the Minkowski metric in this frame:
For a quadratic form T acting on (∂u, ∂v) as T (∂u, ∂v) = T αβ ∂ α u∂ β v, we denote by
For a trilinear form acting on (∂u, ∂∂v):
where
However, it has the disadvantage that the transition matrices are singular on the cone {t = r}. The semi-hyperboloidal frame has the advantage that the transition matrices are homogeneous of degree zero.
Differential identity
Let g αβ be a metric defined in K [s0,s1] , sufficiently regular. Let g αβ = m αβ + h αβ with m αβ the standard Minkowski metric. The following differential identities is deduced from the decomposition of g αβ ∂ α ∂ β within the hyperbolic frame (for details of calculation, see [20] ).
(2.7)
This leads to (2.8)
with (2.9) 
Furthermore, we remark that
Remark that when g αβ = m αβ , h αβ = 0 and
This leads to
Then (2.8) becomes (2.14) 
Proof. This is by integrating (2.14) in K [s0,s1] and the Stokes formula:
Differentiate with respect to s, we obtain
which leads to
Integrate the above inequality on the interval [s 0 , s 1 ], the desired result is obtained.
However, if we regard directly the energy E con (s, u) 1/2 , it is not such satisfactory: it can neither control directly the gradient of u nor the L 2 norm of u itself. In fact, in 3D case we can prove that the L 2 norm of s(s/t) 2 ∂ t u and (s/t)u can be controlled by the flat conformal energy as we have done in [20] , where the Hardy's inequality on hyperboloids is applied, which is valid only for dimension larger than or equal to three (see also [21] where a weighted Hardy inequality is applied in 3D and 2D). Here in two dimensional case, we need other techniques.
Proof. This relies on the following differential identity:
Integrate this on H s (remark that the restriction of u on H s is supported in H * s ), we obtain:
Then integrate on time interval [s 0 , s 1 ], the desired result is established.
For the convenience of discussion, we introduce the following notation:
Then the following bound holds:
] and vanishes near ∂K. Then the following quantities :
are bounded by F con (s 0 ; s, u) 1/2 .
Normal form transform: differential identities
In this section we will begin to present a version of normal form transform adapted to our context. Roughly speaking, normal from transform is, instead of considering the original Klein-Gordon component v which satisfies a nonlinear Klein-Gordon equation, regarding a carefully constructed nonlinear perturbation of v, who satisfies a much better equation (with more friendly nonlinear terms). The techniques that we will introduced in the follows is somehow "overqualified", i.e., in order to obtain the main result, the normal form transform introduced in [23] is sufficient. However, these techniques will be necessary in the analysis on Einstein-Scalar system.
Our construction of normal form transform is divided into tow steps. In this section we will only give the "algebraic" part, which contain only the differential identities. The construction of estimates will be postponed to section 6 after we introduce necessary notation and results in section 4.
Differential identities
Suppose that
with (3.3)
where we recall m(∂v, ∂v)
We consider the following quasilinear Klein-Gordon equation:
where h 0 , h 1 , A, B, R are supposed to be constant-coefficient multi-linear forms. R 0 is a sufficiently regular function. In (3.2), taking
We write:
Then we obtain:
Write the D'Alembert operator within semi-hyperboloidal frame:
we divide (3.8) by (1 + h[a, v] ) and obtain
with (3.12)
So we obtain (3.13)
Now we have eliminated all quadratic terms except ∂ t w∂ t w.
Modified energy identity
The semi-linear term ∂ t v∂ t v is more difficult to handle. We need to modify the energy estimate. Suppose that v, w are sufficiently regular and satisfying
where A is a regular function. Next, let ω be a function defined in K [s0,s1] , sufficiently regular. Then (3.18)
We consider the system
. Then thanks to (3.17), (3.20)
We can do energy estimate on the above system: on one hand,
On the other hand,
Next, taking (3.18) with ω = P
Taking the sum of (3.21) and (3.22), we obtain (3.23)
In the rest of this section we always take P
That is, we managed to eliminated all quadratic nonlinear terms. We introduce the following modified energy density for the vector v :
and recall the standard energy density for scalar u:
then we establish the following result:
then the following relation holds:
Proof. Denote by w = (
Recall the definition of w i , we can write
where I is the identity matrix and
. Remark that when (3.25) holds, the matrices (I + P) and (I + P α ) are invertible. Taking ε s sufficiently small and thanks to (3.26), we will have
Now let us regard the expression of e Q,c [v] :
Then due to (3.25) with ε s ≪ 1, (3.27) holds. Now we introduce the modified energy
Following the condition (3.25) and (3.26),
] and apply Stokes' formula, the following modified energy identity holds:
Lemma 3.2. Under the conditions (3.25), (3.26), the following energy identity holds:
Recall of basic results in hyperboloidal foliation framework
In this section we recall some necessary notation and results for the following discussion. In Appendix A we will give a sketch of their proofs.
Families of vector fields and multi-index
In the region K, we introduce the following vector fields:
and the following notation of high-order derivatives: let I, J be multi-indices taking values in {0, 1, 2} and {1, 2},
We define
to be an (m + n)−order derivative. We also define the following vector fields in K:
For the convenience of discussion, we introduce the following notation on families of vector fields:
Then we introduce the following notation on high-order derivatives. Let I = (i 1 , i 2 , · · · i N ) be a multi-index with i j ∈ {1, 2, · · · , 6} and |I| = N . Then
Suppose that Z I is composed by i partial derivatives, j Lorentzian boots, k hyperbolic derivatives, then Z I is said to be of type (i, j, k). If Z I is of type (0, j, 0), we denote by Z I = L I and if Z I is of type (i, 0, 0), we denote by Z I = ∂ I .
Homogeneous functions
We recall the following notion on homogeneous functions:
Definition 4.1. Let u be a C ∞ function defined in {t > |x|}, satisfying the following properties:
is bounded by a constant C determined by |I| and u for |x| < 1. Then u is said to be homogeneous of degree k.
The following properties are immediate: Proposition 4.2. Let u, v be homogeneous of degree k, l respectively. Then 1. When k = l, αu + βv is homogeneous of degree k where α and β are constants.
uv is homogeneous of degree
There is a positive constant determined by I, J and u such that the following inequality holds in K:
Analysis on (s/t)
The function (s/t) = √ t 2 − r 2 /t plays an important role in our analysis. We recall the following properties of this function. A detailed proof is presented in Appendix A.3. Proposition 4.3. Let l, n ∈ Z and I be a multi-index of type (i, j, k). Then in K,
Remark 4.4. We list out some special cases of (A.19):
Global Sobolev's inequality on hyperboloid
In order to turn L 2 bounds to L ∞ bounds with decreasing rates, we need the following global Sobolev type inequality 
Standard energy estimate
Recall the standard energy defined on hyperboloid for flat (Minkowski) metric (c ≥ 0):
where the energy density
We denote by m αβ the standard Minkowski metric. Let
Proposition 4.6. We consider the C 2 solution u to the following wave equation 
and (4.6)
Then the following energy estimate holds:
The proof relies on the following differential identity:
Then integrate this identity in the region K [s0,s1] and by Stokes' formula, we obtain the following standard energy estimate on hyperboloids (For more detail , see [13] , [23] ).
Bounds with energies
In this section we firstly re-state some L 2 and L ∞ estimates on linear terms established in our previous work (e.g. [13] , [3] ) with notation which are more convenience for sub sequential discussion. Then we complete the conformal energy estimate and sharp decay estimate on wave equation established in previous sections with
Notation
Let u be a function defined in the region
Furthermore, we have the following results:
Inversely,
Proof. (5.2) and (5.3) are deduced from (A.13). For (5.4), we can write
Then we distinguish between the following cases. First, when
Then by homogeneity:
L11 contains at least one partial derivative. Then
Thus we conclude by (5.4).
We introduce the notion of "linear combination".
for "A is a finite linear combination of B i , i = 1, 2, · · · , n or B α , α ∈ Λ with homogeneous coefficients of degree zero". When Λ = ∅, we take A = 0. Then the following result is obvious:
where C is a positive constant determined by the coefficients of linear combination.
The following estimate on multi-linear form is trivial, we omit the proof.
and especially:
Basic bounds on linear terms
With the above notation and recall the definition (2.1) and (2.2), we write the following bounds that are frequently applied in the subsequential discussion:
] , sufficiently regular. Let N ≥ 2, then the following quantities are bounded by CE N (s, u) 1/2 with C a constant determined by N :
For c > 0, the following quantities are bounded by CE N c (s, u) 1/2 with C a constant determined by N :
The following quantities are bounded by CF N con (s, u) with C a constant determined by N :
Proof. These are direct results of proposition A.7 and proposition A.9 except the bound on |(s/t)u| N and |(s/t)∂u| N . For this term we only need to remark the following calculation. Let K be type (i, j, k), |K| = N . Then
Then recall (A.19), we obtain
where C is determined by N . Then combined with proposition A.7 and proposition A.9, the bounds on |(s/t)u| N and |(s/t)∂u| N are established.
Conformal energy estimate with curved back-ground metric
Now based on the differential identity (2.8) and the notation introduced in subsection 5.1, we establish the following energy estimate: 
Then if 0 ≤ ε s ≪ 1 and
Remark 5.6. The estimate (5.12) seems to be not very reasonable: both side contain E con (s, u)
and F con (s 0 , s, u) is in fact an integration of E con (s, u) 1/2 . However it is satisfactory for our bootstrap argument. In fact we will suppose that E con (s, u) 1/2 ∼ Cεs δ which leads to F con (s 0 ; s, u) ∼ Cεs δ . Then if we can prove that
then the above estimate will give desired refined bound E con (s, u) 1/2 ∼ Cε 2 s δ .
In order to prove Proposition 5.5, we firstly analyze the objects appears in (2.8)
.
For the convenience of discussion, we introduce the following functions of "energy density": 
(5.14)
Proof. Recall (2.11), (5.13) demands the following bounds:
Recall (2.12), (5.14) demands taht the following terms
are bounded by ε s . These bounds are guaranteed by (5.11) and the following relations:
Then under the assumption (5.11) 
Differentiate the above identity with respect to s, we obtain:
Now we remark that
Combine the above bounds with (5.18),
This leads to the desired estimate.
Bounds on commutators
In this subsection we recall the estimates of the following terms:
These terms appear when we derive the wave equation with respect to ∂ I L J . In [13] the following estimate is (implicitly) proved:
We remark that (5.20)
The "good" component H(∂∂, ∂)u can be written as:
Then we have the following result for the "good components". Its proof is contained in Appendix A.5. 
where |I| + |J| = p, |J| = k.
Proof. We make the following calculation:
where in the second equality (A.15) is applied. Remark that
Then, substitute the above bound into (5.25), the desired result is established. 
Normal form transform : bounds and estimates
Based on the notation and estimates established in the previous section, we will complete the discussion on normal-form transform. In this section we follow the notation applied in section 3. 
Modified energy estimate on Klein-Gordon system
then the following estimate holds:
Remark 6.2. The fact that the right-hand-side of (6.
seems to be not very satisfactory, however, the importance is the convergent factor s −2+2δ . This shows that even if the standard energy is increasing (no too fast), the modified energy will remain globally bounded.
Proof. Differentiate (3.32) with respect to s 1 , we obtain
Now we analyse S
(1) i and S
i . By (6.1) and (6.2),
and (6.6)
where for the last inequality we have applied (3.27). Remark that
So we obtain (6.7)
In the same manner,
So combine (6.4) with (6.7) and (6.8) and remark that (thanks to (3.27))
then the desired estimate is proved.
High-order energy estimate on semi-linear Klein-Gordon equation
In this subsection we will establish a version of high-order estimate on (3.4), i.e., we will bound the quantity
via the above modified energy estimate. We consider the following semi-linear Klein-Gordon equation:
where A and R are regular functions defined in K [s0,s1] . This is the equation (3.16) after normal form transform. The idea is to differentiate (6.9) with respect to ∂ I L J , |I| + |J| ≤ N . This will leads to a system in the form (3.19) with v k = ∂ I L J v and then we apply Proposition 6.1. To do so, we need the following technical preparations.
Remark the following special case of (A.15) :
with Γ
Jβ αJ ′ constants and the following identity:
So we obtain: Lemma 6.3. Let v be a function defined in K [s0,s1] , sufficiently regular. Then
where Θ J ′ are homogeneous of degree zero.
Then we are ready to establish the following result:
Lemma 6.4. Let v be a sufficiently regular solution to (6.9) in K [s0,s1] . Then
Proof. Differentiate (6.9) with respect to ∂ I L J , we obtain
Then substitute (6.11) into the above expression, the desired result is proved.
Now we apply proposition 6.1 on (6.12).
Proposition 6.5. Let v be the regular solution to (6.9). Let 0 < κ ≤ 1 and 0 < ε s ≪ 1 be constants. Suppose that A is of the following form:
with A 0 a constant and A 1 a homogeneous function of degree zero. Suppose furthermore that for
and (6.16)
Then the following estimate holds:
Proof. Consider (6.12) with |I| + |J| ≤ N . These equations forms a system of semi-linear Klein- . Recall (6.13) combined with (6.14) and (6.15), we have the following bounds:
i.e., (3.25) and (3.26) are verified. Furthermore, (6.1) is guaranteed by (6.16). Direct calculation based on (6.14) and (6.13) shows that (6.2) holds. Then (6.3) is applied. Substitute (6.16), we obtain:
Recall (3.31) guaranteed by (3.25) and (3.26) which implies the equivalence between the modified energy and the standard energy. Then by (6.3), the desired result is established.
Bounds of R
Once we have established energy estimate on (3.16), we need to regard the L 2 norm of R. Recall its definition (3.14). This term is "good" in the following sens: Lemma 6.6. Following the conditions (3.15) and suppose that (6.20)
Proof. First, remark that (3.15) combined with (4.2) leads to
where C are determined by p, k. These bounds leads to (combined with (6.20)) (6.23)
1/2 and (6.26)
Now for the terms in R 1 , we substitute the bounds (6.22) combined with (6.24), (6.25), (6.26) and (6.20) into its expression. We only need to point out that for the terms
the null structure should be evoked. For example
So we obtain
We also remark the term in R 1 concerning f :
Remark in the case of (3.5), we have
For the rest terms in R 1 , we omit the detail. For terms in R 2 , remark the following bounds:
This is because that in each term there is at least one hyperbolic derivative, and
For the same reason:
For the rest terms in R 2 , we recall (6.26) and the fact that
is homogeneous of degree (−1) which supplies additional decay.
For the terms in R 3 , remark that (6.20) leads to
thus (thanks to Faà di Bruno's formula)
Then substitute the above bounds into the expression of R 3 , the desired bound is established.
Normal-form transform: conclusion
Proposition 6.7. Let v be a sufficiently regular solution in K [s0,s1] to the following equation:
where h 0 , h 1 , A, B, R are supposed to be constant-coefficient multi-linear forms. R 0 is sufficiently regular. Suppose furthermore that
Remark 6.8. The main interest of this estimate is to obtain uniform bounds on lower order energy. In right-hand-side a higher order energy appears, however, it is multiplied by a fast decreasing factor.
Proof. Recall the calculation made in subsection 3. 
Now we apply Proposition 6.5 on (6.31). (6.15) and (6.16) are guaranteed by the above bounds. (6.14) is verified by the expression. For the bound of R, recall lemma 6.6 where (6.20) is guaranteed by (6.29b) and (6.32).
7 Other estimates based on semi-hyperboloidal decomposition of wave operator
Estimates on Hessian form for wave component
In this section, we concentrate on the estimates on the following terms:
With a bit abuse of notation, we call these terms the Hessian form of u of order |K| . Observe that by (5.28), the only essential component of
In the following we will give an estimate on this component.
We have the following decomposition of the D'Alembert operator with respect to SHF:
here in A m [u] in the index m represents the Minkowski metric. We remark that
Then we establish the following estimate for Hessian components with flat background metric:
Lemma 7.1. Let u be a function defined in K [s0,s1] , sufficiently regular. Then
Proof. Differentiate u = f with respect to Z K with K of type (p − k, k, 0), one obtains:
Apply (5.2) (with
Then recall the relation (5.28), (7.3) is established. (7.4) is direct by (7. 3) combined with (5.3).
Fast decay of Klein-Gordon component near light-cone
In this section we recall the following bound on Klein-Gordon component:
Proposition 7.2. Let v be a regular solution to
Proof. Differentiate (7.5) with respect to Z I with I of type (p − k, k, 0)
Then by (7.1),
And this leads to the desired result (thanks to (5.2))
8 Bootstrap argument
Bootstrap bounds
This section is devoted to the proof of theorem 1.1. As explained in introduction, we suppose that on time interval [2, s 1 ], the following bounds hold:
and N ≥ 15. We will prove, when
where C = C(N ), C 0 = C 0 (N ) are constants determined by N , then the following improved energy bounds hold:
Then standard bootstrap argument leads to global existence. For the convenience of expression, we collect the linear terms to be bounded Proof. One only needs to remark that (8.3) leads to
And this combined with lemma 5.4 (list (5.9)) leads to the bounds for terms in (8.10).
For wave component, the decay on / ∂u can be improved as following:
Integrate this bound along radial direction and recall that ∂ a ∂ I L J u vanishes when r = t − 1, one obtains:
In the same manner, integrate ∂ r ∂ I L J u we obtain
Thus by (5.4),
Also for wave component, remark that for |I| + |J| = p,
Basic multi-linear estimates
We apply lemma 5.3, especially (5.6) combined with lemma 8.1. For the convenience of expression, we list out the quantities of interest:
Then we state the following bounds:
Under the assumption of (8.1) and (8.2),
Under the assumption (8.1) and (8.3), the quantities listed in (8.17) and (8.19) with p = N − 4 are bounded by Cδ
Proof. Consider firstly the terms in (8.16 ). For the term P 1 , P 3 , P 5 , A 1 , A 3 , A 5 and A 7 , we need to evoke their null structure. We only show how to bound P 1 for p = N , the rest terms are similar.
For the first term in right-hand-side, remark the null conditions leads to |P Terms other than the null terms are bounded directly via (5.6), we omit the detail. For terms in (8.17) and (8.19), we need to remark that the terms P 2 and A 6 are bounded by applying (8.15) combined with (8.10b) and (8.8a) combined with (8.10a), that is why they have a factor δ (provided by F N −4 con (s, u) 1/2 ). Here we show how to bound P 2 :
For the first term, due to the null condition,
The second term contains at least one hyperbolic derivative, we apply (8.13) combined with (8.8a) or (8.9b) together with (8.15). The last term has decreasing factor ∂ α (Ψ β ′ β ). We omit the detail.
Bounds on Hessian form of wave component
In this subsection we will establish the following bounds:
This is by lemma 7.1. We first remark that by lemma 8.2, all terms in F 1 except P 2 satisfies the following bounds:
where T represents any term in F 1 other than P 2 . The only problematic term is P 2 . We recall the null structure of P 2 :
and for the last two terms, thanks to (8.13), (8.8a), (8.9b) and (8.15),
where T represents one of the terms other than the first in right-hand-side. Combing (7.4) with (8.22 ) and (8.23), we obtain
We will first establish the L ∞ bound. To do so, remark that in (8.25) for p ≤ N ,
where (8.13) is applied. The last term does not exist if N − 6 > p − 3 ⇔ p < N − 2. When C 1 ε ≪ 1 (8.25) together with the above bound leads to
So we conclude by (3 ≤ N − 4)
For the L 2 bounds, remark that
where in the third inequality (8.26) is applied on |∂∂u| 4 (recall that N − 7 ≥ 4) and in the last inequality (8.15) on |Z
This combined with (8.24) (and suppose that C 1 ε ≪ 1) leads to
Thus (8.21) is established.
Improved energy bound for KG component: lower order
objective
This section is devoted to the following improved energy bound:
where C 0 is a constant determined by N . (8.28) is proved by Proposition 6.7. The following section is devoted to the verification of (6.29a) and (6.29b), and estimates on ∂ t R 0 and R 0 (according to the notation of Proposition 6.7).
Fast decay of KG component near light-cone
First, we need to guarantee (6.29a) and (6.29b). In fact we will prove that
The bound on first two terms are included in (8.9b). The bounds on last two terms are guaranteed by
This is done by application of Proposition 7.2. From (8.9b)
Then we need to bound F 2 (∂u, u, ∂∂v, ∂v, v) (who take the role of f , following the notation of Proposition 7.2). This is concluded in the following lemma:
Proof. This is by substitution of the bounds in (8.8b), (8.12) and (8.9b) into the expression. Among these terms we pay special attention to P 5 , A 5 , A 6 and A 7 , which null terms and their structure need to be evoked. We first write the bound on P αβγ 7 ∂ γ v∂ α ∂ β v as an example. For this term we need to remark that
where we have remark the relation s
] . For null terms, take P 5 as example:
Due to the null condition, P 000 5 = Λ(s/t) 2 with Λ homogeneous of degree zero. In the second term of right-hand-side, there is at least one hyperbolic derivative. In the last term the factor ∂ α (Ψ β ′ β ) is homogeneous of degree (−1). Taking these into consideration rather than substituting naïvely the bounds of ∂u and ∂∂v, we obtain (with one factor bounded by bounds in with p = N and the other bounded by those with p = N − 4)
Then we conclude by (8.30).
L 2 bounds on R 0
In this subsection we show how to bound R 0 and ∂ t R 0 (according to the notation of Proposition 6.7). A fist result is Lemma 8.4. Following the notation of proposition 6.7 and assume that (8.1), (8.2) and (8.3) hold, then
The bound on R 0 is by bilinear estimate (5.6) combined with the bounds (8.10a), (8.10b ) and (8.29) . We need to evoke the null structure of P In this subsection we will establish the following bound:
This is by energy estimate Proposition 4.6 applied on
We only need to establish the following bound:
It is done in the next subsubsection.
Bound on |F
For the convenience of discussion, we denote by
However, the bound on P 2 can not be bounded as f 1 . We do null decomposition:
The last two terms can be bounded by C(C 1 δ −1 ε) 2 s −2+δ , while the fist term is bounded as following:
where on |∂∂u| we have applied (8.21 ) and on |u| [(N −4)/2] we have applied (8.10b). We thus obtain (8.36)
Take this bound and apply (4.7), we obtain (8.33), where we remark that (4.5) and (4.6) holds automatically with κ = 1.
8.6 Improved conformal energy bound
Objective
In this subsection we will establish the following bound:
In order to establish this bound, we write the wave equation in (1.1) into the following form:
Then differentiate this equation with respect to ∂ I L J , we obtain: 
Bounds on commutator
In this subsubsection we establish the following bounds:
To do so, we rely on Proposition 5.8. It is clear that by (8.10a) and (8.10b):
Recall that P 2 is a null quadratic form, thus
Null recall Proposition 5.8, apply the above bounds together with (8.21) (with p = N − 4) and (8.10) on the first two terms in right-hand-side of (5. 
Improved energy bounds: high-order
This subsection is devoted to the final step: improved energy estimates for high-order:
We differentiate (1.1) with respect to ∂ I L J and obtain:
and then apply Proposition 4.6. To do so, it is sufficient to guarantee (4.5) and (4.6) and give sufficient bonds on source terms. The following subsubsections are devoted to these.
8.7.1 Verification of (4.5) and (4.6)
Remark that these two conditions are posed on the quasilinear part of the system. We first concentrate on (4.5). Suppose that we can prove:
Let w be a sufficiently regular function defined on K [s0,s1] . Taking the difference of E g,c (s, w) and E c (s, w), one has:
which leads to (4.5). Then we concentrate on (8.46 ). We will only show haw to bound P w and omit the bound on P kg which is similar. Recall the expression of P w and the bound (8.29), P 3 and P 4 are easily bounded. For P 2 , the null condition leads to |P 00 2 | ≤ C(s/t) 2 , and then recall (8.13). For P 1 , the 00 component is written as
Also by null condition, |P 000 ∂ t u| ≤ C(s/t) 2 C 1 ε. Recall (8.14) for the second term. Then |P 00 w | and P ab w are correctly bounded as in (8.46 ). The verification of (4.6) is similar. We will prove that
We will only write the estimate on ∂ µ P αβ w ∂ α w∂ β w. Recall the expression of P αβ w , we need to bound P 1 , P 2 , P 3 , P 4 . In P 3 and P 4 , due to the bound (8.9b) with p = N − 4,
For the term P 1 and P 2 , we need to evoke their null structure:
and this leads to (s/t)P 000 1 ∂ t ∂ µ u∂ t w∂ t w L 1 (Hs) ≤ CC 1 εs −1 E(s, w).
And this leads to
The verification on P 2 is similar, we omit the detail.
Bounds on source terms
Recall lemma 8.2, all semilinear terms in F 1 and F 2 (i.e., A w , A kg , B kg and v 2 ) are bounded as following:
The analysis on commutators is based on Proposition 5.8. We will prove the following bounds:
The terms other than P 2 are bounded directly by (8.8a) with p = N and (8.8b) with p = N − 4 while P 00 2 u is bounded by (8.15) and (8.13 ). In the same manner, the following bounds hold:
Now we are ready to bound the commutator for wave equation. By Proposition 5.8:
In the same manner, we can establish the same bound for Klein-Gordon equation:
by applying the following bounds:
where the first is due to (8.9b) for p = N − 4. Now, substitute (8.49), (8.52a) and (8.52b) into (4.7), (8.44) is verified.
Conclusion of bootstrap argument
Now, recalling (8.28), (8.33), (8.37) and (8.44), we only need to make the following choice:
where C is a constant determined by N . Then
which leads to (8.5), (8.6), (8.7).
A A Sketch on the basic results of hyperboloidal foliation framework
A.1 Weak Leibniz rule and Faà di Bruno's formula
The following two results are not sharp but enough for our analysis. Their proof is by induction, we omit the detail.
Lemma A.1 (Weak Leibniz Rules). If u k are functions defined in K, sufficiently regular, then
is a finite linear combination (with constant coefficients determined by I) of the terms
where I n is of type (i n , j n , k n ) and I is of type (i, j, k) with
is a finite linear combination (with constant coefficients determined by I, J) of the terms
Lemma A.2 (Weak Fàa di Bruno's formula). Let u be a function defined in K, sufficiently regular. Let f be a C ∞ function defined on an open interval (a, b) of R which contains the image of u. Then Z I (f (u)) is a finite linear combination of the following terms (with constant coefficients determined by I):
where 1 ≤ k ≤ |I|, I n is of type (i n , j n , k n ) and I is of type (i, j, k) with
) is a finite linear combination of
For the convenience of expression, we denote by
for the fact that the left-hand-side being finite linear combinations of the terms in right-hand-side with the conditions (A.2), (A.4) or (A.6), (A.8).
A.2 Ordering lemma of high-order derivative
The main result of this subsection is the following lemma, which shows that a high-order derivative Z I can be written in a "standard" form.
Lemma A.3 (Decomposition of high-order derivative). Let u be a function defined in K [s0,s1] , sufficiently regular. Let Z K be a N −order operator of type (i, j, k) and j + k ≥ 1. Then the following bound holds:
with ∆ K IJ homogeneous functions of degree zero. Before prove this, we state the following special case:
Lemma A.4. Let u be a function defined in K [s0,s1] , sufficiently regular. Let Z K be a N −order operator of type (i, j, 0). Then the following bound holds:
with Γ K IJ constants determined by K and I, J.
Sketch of proof.
We need the following relation:
where Γ J β αJ ′ and Γ JI I ′ J ′ are constants. This is firstly proved in [13] and can be observed easily by making induction on (I, J) (to get start, verify the case |I| = |J| = 1).
Then let K be of type (i, j, 0), then it can be written as
where |I 1 | and |J r | may be zero. Then apply (A.15) :
Then by induction on r, one can obtain the desired result.
Proof of lemma A.3. When k = 0, we apply (A.14).
Suppose that k ≥ 1, then we proceed by induction on k. Suppose that (A.13) holds for
In another word, Z km is the first hyperbolic derivative in Z K . We denote by ∂ a = Z km . Then
Suppose that K 11 is of type (i 11 , j 11 , 0) and K 12 is of type (i 12 , j 12 , 0) with i 11 + i 12 = i 1 and
Then by the assumption of induction:
On the other hand, by the homogeneity of t −1 :
where θ is a homogeneous function of degree zero. So for each term in right-hand-side of (A.16),
and we remark that θ∆
IJ are homogeneous functions of degree zero. Now we take the sum over K 11 + K 12 = K 1 , and see that the case for k = k 0 + 1 is guaranteed (here remark that a sum of finite homogeneous functions of degree zero is again homogeneous of degree zero).
A.3 Sketch of Proof for proposition 4.3
Lemma A.5. In the region K, the following decompositions hold:
with Λ J homogeneous of degree zero, Λ I k homogeneous of degree −|I|. Furthermore,
with C a constant determined by I, J.
Proof. The first decomposition in (A.17) is by induction. We just remark that
where (−x a /t) is homogeneous of degree zero. For the second decomposition of (A.17), we recall the Faà di Bruno's formula and take u = s 2 /t 2 = (1 − r 2 /t 2 ) and
Also recall that (1 − r 2 /t 2 ) is homogeneous of degree zero, ∂ I1 u∂ I2 u · · · ∂ I k u is homogeneous of degree −|I|. So the desired decomposition is established.
Furthermore, recall proposition 4.2 (the last point) and the fact that in K, s ≤ t ≤ s 2 ,
Then by (A.17),
Recall the homogeneity of Λ J , (A.18) is proved.
Then we prove the following results:
Lemma A.6. In the region K, the following bounds hold for k, l ∈ Z:
Proof. We first establish the following bound, for n ∈ Z:
When n ∈ N, this is based on (A.18) combined with the weak Leibniz rule.
Then consider (s/t) −n . This is also by Faà di Bruno's formula. We denote by u = (s/t) and
We denote by
′ is of type (i, j, 0) with i = |I| and j = |J|. Then
Here Z
Then by (A.18): suppose that among {I 1 , I 2 · · · I k } there are i 0 indices of positive order . Then when i ≥ 1, there are at least one index with order ≥ 1. Then
Recall that s −1 ≤ s/t, then the bound on ∂ I L J (s/t) −n is established. Now for (A. 19) , remark that
Then apply (A.20) and the homogeneity of t l , the desired result is established.
Now proposition 4.3 is direct by combining (A.13) and (A.19).
A.4 Estimates of high-order derivatives
Recall the following notation: We also recall E N (s, u) and E N c (s, u) in (2.1) and (2.2). Proposition A.7. Let u be a function defined in K [s0,s1] , sufficiently regular. Let Z K be a operator of type (i, j, k), and let |K| = N + 1 ≥ 1. Then the following bounds hold:
When c > 0, the following bound holds for |K| = N ≥ 0:
Let J be a multi-index of type (i, j, k) with |J| = N ≥ 1, 
Recall that |I| = i = 0, then |J| ≥ 1. We denote by L J = L a L J ′ . Then (recall i ≥ 0)
For (A. 22) , remark that in this case i ≥ 1. By (A.13), we consider
As in discussion on (A.21), when |I| ≥ 1, we denote by ∂ I = ∂ α ∂ I ′ . Then (recall that i ≥ |I|)
(A.23) is direct by (A.13) and the expression of the energy, we omit the detail. For the bounds (A.24), (A.25) and (A.26), we combine proposition 2.4 and (A.13), we omit the detail.
The following result is to be combined Klainerman-Sobolev inequality in order to establish decay estimates.
Lemma A.8. Let u be a function defined in K [s0,s1] , sufficiently regular. Let |I 0 | + |J 0 | ≤ 2, then the following bounds hold for Z K of type (i, j, k) with 1 ≤ |K| ≤ N − 1:
When c > 0 and |K| ≤ N − 2,
Let J be a multi-index of type (i, j, k) with |J| = N ≥ 1, Then, based on this lemma, we can establish the following L ∞ bounds via global Sobolev's inequality (proposition 4.5) Proposition A.9. Let u be a function defined in K [s0,s1] , sufficiently regular. then the following bounds hold for Z K of type (i, j, k) with 1 ≤ |K| ≤ N − 1:
When c > 0 and |K| ≤ N − 2, A.5 Proof of lemma 5.9
First, we need the following decomposition:
Lemma A.10. Let u be a function defined in K [s0,s1] , sufficiently regular. Then 
Remark that in right-hand-side of the above expression, the underlined coefficients are homogeneous of degree zero. Furthermore, for the forth term, since |I ′ | ≥ 1, we write 
For the first term we apply (5.2):
where 
where p = |I| + |J|, k = |J|. So we conclude that and this leads to the bound of T 1 . The bound on T 2 can be established in the same manner (thanks to (A.41)), we omit the detail.
