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The search for the association between complex diseases and
haplotype is the most interesting topic in the ﬁeld of medicine or
disease control and prevention. Several studies have proved that
association studies using haplotype information generally outper-
form those using single SNP analyses [1]. Objective of these studies
is to discover the relationship between genetic variations and such
traits, by comparing genetic sequence and phenotypes of individu-
als sampled from a population. Although all single nucleotide poly-
morphisms (SNPs) can be used for indirect association studies to
detect disease-related genetic variants, the complete screening of
a gene or a chromosomal region is nevertheless an expensive
undertaking. A key strategy to improve the efﬁciency of association
studies is to select a subset of informative SNPs, called tag SNPs, for
analysis [2]. Therefore, it is essential to use a small subset of infor-
mative SNPs accurately identifying haplotypes in a block.
The selection procedure is referred as haplotype tagging, which
is a key process to save the cost for Genome Wide Association
Study. The tag SNPs selection strongly depends on how the chosen
SNPs will be used, and different sets of tag SNPs should be selected
for fulﬁlling requirements of various genotyping platforms and
projects [3]. For example, Carlson et al. [4] select maximally infor-
mative SNPs for association analysis and Chapman et al. [5] use
haplotype tags to detect disease associations.
Tag SNPs selection is valuable, but it is proved to be a NP-hard
problem [6], and computational science, which includes computa-
tional intelligence (CI), has recently become an important methodll rights reserved.for these complicate problems [7]. Many algorithms of tag SNPs
selection have been developed in the past few years. Tag SNPs
selection can follow two different strategies: the block-based and
the block-free strategy. Block-based methods were based on the
haplotype block structure of the human genome. The rationale is
that the human genome can be partitioned into discrete blocks
[8], and most members of a population share a very small subset
of common haplotypes within each block. Since the number of dis-
tinct combinations of alleles (one of two or more alternative forms
of a gene at corresponding loci on homologous chromosomes)
within a block is relatively small [9], thus, selecting a small subset
of SNPs that efﬁciently represent other SNPs in a given block is an
important problem for reducing genotyping costs without losing
the ability to detect disease associations. There are numerous
block-based methods that include exact (e.g., [1]), approximation
(e.g., [10]), and evolutionary (e.g., [11]) algorithms have been pro-
posed to solve this problem. In a block-free method, tag SNPs are
regarded as a subset of all SNPs, from which the remaining SNPs
can be reconstructed. Block-free methods (e.g., [12,13]) do not
need prior block partition or limit the diversity of haplotypes.
To select smaller tag SNPs and cost less time, a genetic algo-
rithm, called GTagger (Genetic Tagger) [11], for the haplotype tag-
ging SNPs (htSNPs) selection problem is designed. It is intended to
ﬁnd the smallest htSNPs set in blocks with relatively large number
of SNP sites. However, GTagger cannot ﬁnd the most representative
SNPs for haplotyping, so that it is not stable and the number of tag
SNPs is not small enough. He and Zelikovsky have introduced two
novel approaches for informative SNP prediction based on multiple
linear regression (MLR) [12] and support vector machines (SVMs).
When the number of tags is increased to 30, MLR needs nearly half
an hour to build a predictor. MLR takes a lot of time to completely
reconstruct the predictor because of selecting a new tag. With
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that MLR is not cost-effective enough.
In this study, we take the block-based approach and ant colony
algorithm is continuously used several times to search for better
solution, which we refer to as a multiple ant colony algorithm
(MACA). The ant colony algorithm inspired by the observation of
real ant colonies was ﬁrst proposed by Dorigo and his colleagues
[14] as a multi-agent approach to difﬁcult combinatorial optimiza-
tion problems. One of the important parameters in our method is
the heuristic value (g). We design heuristic function with three
heuristic factors (coverage, repeatability, margins). Larger granu-
larity can save running time, and smaller granularity can select a
smaller set of tag SNPs. For trade-off between running time and
the number of tag SNPs, we use three sizes of granularity to build
vertex (a set of SNPs). In our study, MACA is compared with two
other latest evolutionary algorithms (GTagger and NSGA-II [3])
on the number of tags. The results show that MACA is more stable
and the number of tag SNPs is smaller than others, as MACA can
ﬁnd the most representative SNPs for haplotyping. And, extensive
experiments have shown that the running time of the MACA is also
less than GTagger and MLR.
2. Problem formulation
The tag SNPs problem is regarded as being equivalent to the min-
imum test set problem from the beginning by Zhang et al. To better
explain some concepts involved in our method, we will give a brief
introduction to it in this section. Since we focus on biallelic SNPs,
each haplotype is to be represented by a binary string set. The
length of each haplotype is m and we denote it as hi = {s1,s2, . . .,sm},
si 2 {0,1}. Given a set of haplotypes H = {h1,h2, . . .,hm} belonging to
an arbitrary population, the purpose of this study is to ﬁnd a smaller
set of tag SNPs T = {t1, t2, . . ., tk} (where k represents the selected
number of tag SNPs) to recognize any proportion (even all) of hap-
lotypes in H.
For the sake of convenience and without losing generality, we
assume that the ﬁrst haplotype is h1 = {0,0, . . .,0}, and if the SNP
in the same column j in hi (i– 1) is the same as h1, then we let
hij = 0, otherwise hij = 1. For example
H ¼
h1 ¼ ½AT T T
h2 ¼ ½GCCC
h3 ¼ ½AT C T
h4 ¼ ½GC T T
2
6664
3
7775 is transformed to H ¼
h1 ¼ ½0000
h2 ¼ ½1111
h3 ¼ ½0010
h4 ¼ ½1100
2
6664
3
7775
In this example, SNP2 and SNP3 are sufﬁcient to identify each of
the four haplotypes.
The set covering problem is a classical question in computer sci-
ence and complexity theory. Given a m  n matrix A = [aij] with
every element being 0 or 1, and aij = 1 represents that the jth col-
umn covers the ith row. Every column in Matrix A has a cost bj. This
problem is to ﬁnd a subset with minimum total cost to cover every
row. Use J to represent a subset of all columns, and yj is a boolean
variable. If j e J, let yj = 1 otherwise yj = 0. This should be formula-
tion for set cover problem,
min f ðyÞ ¼Pn
j¼1
bj  yj ð1Þ
constrained by:
Pn
j¼1
aij  yj P 1 ði ¼ 1;2; . . . ;mÞ ð2Þ
yj 2 f0;1g ð3Þ
For the haplotype tagging problem, we take the cost of each SNP
as 1, so the (1) is transformed to (4):min f ðyÞ ¼Pn
j¼1
1 yj ð4Þ
Let C(si) represents the set of covered haplotypes, and |C(si)| is
coverage. Set cover model has an important property (5) and we
will make full use of it to construct heuristic function.
CðSi þ SjÞ  CðSiÞ þ CðSjÞ ð5Þ
Namely, when a set of SNPs Sj is added to Si, there are some new
covered haplotypes not existing in C(Si) or C(Sj), and we consider it
as amargin. When a set of SNPs Sj is added to Si, CðSiÞ \ CðSjÞ–;may
happen. Then, we deﬁne |C(Si)\C(Sj)| as a repeatability.
3. Methods
In this section, we purpose a method for ﬁnding a small subset
of tag SNPs which can accurately identify haplotypes in cases or
controls for Genome Wide Association Study (GWAS). In order to
better describe our method, we divide this section into three sub-
sections. Section 3.1 outlines our approach to solving minimum
test cover, and the corresponding algorithm is in Section 4. After
that, we separately introduce two important components (phero-
mone and heuristic value) of the ant colony algorithm in Sections
3.2 and 3.3.
3.1. Multiple ant colony algorithm (MACA)
In the natural world, ants leave pheromone trails and choose a
path according to the concentration of pheromone, and the phero-
mone density is higher when the path is shorter. Thus, this positive
feedback eventually leads all the ants to follow a shorter path. The
idea of the ant colony algorithm is to simulate real the ant’s behav-
ior. Ant colony algorithm was ﬁrst proposed by Dorigo and his col-
leagues as a multi-agent approach to difﬁcult combinatorial
optimization problems like the traveling salesman problem (TSP)
and the quadratic assignment problem (QAP) [14]. There is cur-
rently a lot of ongoing activity in the scientiﬁc community to ex-
tend or apply ant-based algorithms to solve many different
discrete optimization problems.
In this study, ﬁrstly, we aggregate t(2t m, m is the number of
haplotypes, and t is granularity of a vertex) SNPs to form vertexes,
and t SNPs can be successive or randomly (the experiment shows
that the difference between successive and random is not much).
One SNP cannot be aggregated in different vertexes. Ideally, t SNPs
can cover 2t (2t 6m) haplotypes. After the ant colony algorithm
(ACA) has found the best combination of vertexes with granularity
t, we shrink t to half and use ACA again to optimize the selected
vertexes. Finally, we directly shrink t to 1 and the last optimization
process is executed. Larger granularity accelerates the conver-
gence, and smaller granularity reﬁnes the solution. For the trade-
off between running time and the number of tags, we gradually
use t, t/2 and 1 to be the size of granularity, so that we recursively
run the ACA algorithm three times in total, and our method is
named MACA.
3.2. Ant-decision and Pheromone-update
In the ant colony algorithm, a key factor that inﬂuences ants
decision-making is pheromone. When a SNP is selected by more
ants, more pheromone is accumulated on this SNP, so that the
probability of it being tag is bigger. When the ant colony algorithm
is applied to the set cover problem, pheromone should be con-
served on vertex (SNPs or single SNP), not on the path.
Since pheromone expressed by si is conserved on the vertex, the
probability with which an ant k chooses the vertex i to be part of
the solution is:
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½si a½gi bP
i2R ½si 
a½gi b
i 2 R
0 otherwise
8<
: ð6Þ
R is the set of vertexes to be selected, and a and b are two param-
eters that control the relative weight of pheromone trail and heuris-
tic value. The heuristic value gi is described in detail in Section 3.3.
After all ants have completed their tour, pheromone evapora-
tion on all vertexes is triggered, and then each ant k deposits a
quantity of pheromone Dsi(t) on each vertex.
DskiðtÞ ¼
Q
LkðtÞ i 2 T
kðtÞ
0 otherwise
(
ð7Þ
where Tk(t) is the tour done by ant k at iteration t, and Lk(t) is its
length (the number of vertexes in Tk(t)), and in our study Q = |V|,
|V| is the number of all vertexes.
In practice, the addition of new pheromone by ants and phero-
mone evaporation are implemented by the following rule (8) ap-
plied to all vertexes:
siðtÞ ¼ ð1 qÞsiðt  1Þ þ DsiðtÞ ð8Þ
where DsiðtÞ ¼
Pm
k¼1Dski ðtÞ,m is the number of ants at each iteration
(maintained constant, in our studym = 8), and q 2 (0,1) is the pher-
omone trail decay coefﬁcient. To improve the global and local
search ability, the q should be adaptive. The pheromone trail decay
coefﬁcient will be dynamically changed, depending on whether the
best solution is changed. If the best solution did not change in the
last time, q is changed according to the following equation:
qðtÞ ¼ rand qðt  1Þ if rand qðt  1ÞP qmin
qmin otherwise

ð9Þ
where rand is a random value between 0 and 1, qmin = 0.2, in our
study.
3.3. Heuristic function
In the process of ant decision-making, a heuristic value based
on the available information is the effect to make a decision about
which vertex (a set of SNPs) can be selected for tagging. In order to
be convenient for discussion, we give several deﬁnitions as follows.
Deﬁnition1. Aggregated SNPs set is denoted by vi (vi = {s1, . . .,st}, t
is the number of SNPs) and we slit all haplotypes into ht ¼ djhj=te
slits (each slit is a vertex, 16the size of the last slit 6 t), the set of
vertexes is denoted by V = {v1,v2, . . .,vht}. The set of haplotypes
covered by vi is denoted by C(vi). The selected vertex set, that is the
part of solution of kth ant at time t, is denoted by PartSk(t).Deﬁnition2. The |C(vi)| denoted by C is the coverage of vi. The
jCðv iÞ \ CðPartSkðtÞÞj denoted by r is the repeatability between vi
and PartSk(t). The jCðv i [ PartSkðtÞÞ  ðCðviÞ [ CðPartSkðtÞÞÞj denoted
by m is the margin when Vi is added to PartSk(t).
Subsequently, we construct the heuristic function as follows:
giðr; c;mÞ ¼
c
r
þwm ð10Þ
where gi represents the heuristic value of vertex i, w is the weight,
and in our studyw = 2. If jCðViÞ \ CðPartSkðtÞÞj ¼ 0, namely r = 0, (10)
is not valid. In this study, when r = 0, we simply let r = 1 and c add 1,
thus, gmin = 1, and gmax  (w + 1)m or (w + 1)c.
4. Algorithm
In this section, we describe the details of our method. Algo-
rithms 1 and 2 show the steps of our multiple ant colonyalgorithm. A simple illustration of our method over eight haplo-
types (listed in Table 1) is shown in Fig. 1.
This algorithm MACA starts from a preliminary process. The
preliminary process includes two parts: statistics for all types of
haplotypes and removing the SNPs with only one allele. The Pseu-
do-code description of MACA is as follows.
Algorithm 1. The procedure of MACA
procedure MACA()
Begin:
preliminary process;
Solution=all SNPs;
for granularity=t, t/2 and 1
slit the Solution into vertexes according to granularity;
Solution=ACA(vertexes);
End for:
Output the tag SNPs;
End
The ACA procedure starts from initializing the pheromone and
the parameters. The next and also most important step is essen-
tially a loop which is constrained by two conditions: the maximum
number (Nc) of loops and the maximum number (Re) of the same
best solution in successive loops. Every ant chooses a vertex
according to (7), until (1) is satisﬁed.
Algorithm 2. The procedure of ACA
procedure ACA(vertexes)
Begin:
initialize the pheromone and the parameters;
Nc=Nc_max, Re=Re_max;
While(Nc>0&&Re>0)
For i=1 to a //a is the number of ants
While(the formula (1) is not satisﬁed)
Calculategi;
Choose a new vertex in vertexes by (7);
End while
Conserve the new best solution;
If the new best solution=the old best solution
Re--;
Else Re=Re_max;
End For
Update pheromone;
Nc--;
End while
Return bestsolution;
End5. Results and discussion
The following datasets are used to measure the quality of our
method as well as comparing with the results of other algorithms.
We use GERBIL [15] algorithms for resolving missing data and
block partitioning. In our study, we assume that the haplotypes
are completely known. In practice, haplotypes can be determined
by either experimental methods, or it can be extracted from geno-
type data through phasing programs such as GERBIL or PHASE [16].
The NSGA-II method proposed by [3] is also block-based meth-
ods. However, the NSGA-II method ﬁnds non-dominated solutions
considering four objectives simultaneously and provides users
with great ﬂexibility to extract different sets of tag SNPs for differ-
ent platforms and scenarios. However, our method is focused on
ﬁnding the minimum tags set. In order to increase comparability,
Table 1
(a) Eight haplotypes with nine SNPs denoted by listing nucleotides and (b) binary
table corresponding to above table (a).
hap. SNP1 SNP2 SNP3 SNP4 SNP5 SNP6 SNP7 SNP8 SNP9
(a)
hap1 A G A T C A A G G
hap2 A G A C T A T A A
hap3 A G G C C A T A A
hap4 A A A C C A A A G
hap5 A G G C T A A A G
hap6 A A A C T A A A G
hap7 A A G C C A A A G
hap8 A A G C T A A A G
(b)
hap1 0 0 0 0 0 0 0 0 0
hap2 0 0 0 1 1 0 1 1 1
hap3 0 0 1 1 0 0 1 1 1
hap4 0 1 0 1 0 0 0 1 0
hap5 0 0 1 1 1 0 0 1 0
hap6 0 1 0 1 1 0 0 1 0
hap7 0 1 1 1 0 0 0 1 0
hap8 0 1 1 1 1 0 0 1 0
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from NSGA-II results. Then, we compare the number of tags from
several methods.
In our study, the number of ants is 8. The maximum number
(Nc) of loops is 50 and the maximum number (Re) of the same best
solution in successive loops is 5. The two important factors (pop-
size and generations) of GTagger is ﬁxed with 100 and 30 sepa-
rately. The required arguments (popsize and ratio) of NSGA-II are
20 and 0.5 respectively. To comprehensively describe our method,
we use two kinds of datasets to design this experiment and com-
pare with other methods under several conditions.5.1. Experimental datasets
The following datasets is used to measure the performance of
MACA and compare with other methods. They can be grouped into
two categories: simulated datasets and real datasets. Our algo-
rithm is implemented using Microsoft Visual C++ compiler 6.0
and run on a Pentium 4 processor PC with 512 MB of RAM.
Our method can distinguish any proportions speciﬁed by the
user of all haplotypes. But to better validate our methods, we com-
paredMACAwith othermethods over running time and the number
of tag SNPs used to identify all kinds of haplotypes. The scale of this
problem is inﬂuenced by two factors: the number of samples and
the number of SNPs, so we compare our methods with GTagger
based on three experiment environments: the ﬁrst situation is that
the number of samples and SNPs is ﬁxed, but runs four times; the
second situation is that the number of samples is ﬁxed, but the num-
ber of SNPs in a block is changing; and the third situation is that the
number of SNPs is ﬁxed, but the number of samples is changing.
In order to show the performance of our methods when the
dataset is real and large, we make comparisons on the real data,
HapMap data.Fig. 1. Overview of the MACA. A simple illustration of our algorithm. (a) Eight5.1.1. Simulated data
Simulated datasets are generated by using MS of Hudson [17], a
well known haplotype generator based on the coalescent model of
SNP sequence evolution.haplotypes with nine SNPs in Table 1. (b) We aggregate t = 3 successive SNPs to
build vertexes, and the number of haplotypes covered by each vertex is equal to
coverage. (c) Vertexes 1 and 2 are combined by MACA, that we can identity all
haplotypes. Next, we set t ¼ b3=2c as granularity to aggregate SNPs in vertex 10 (in
this step, some SNPs are ignored, such as SNP4, 8, and 9). (d) MACA ﬁnds the best
set of tag SNPs (SNP2, SNP3 and SNP5).5.1.2. Other gene region from HapMap
We downloaded the phased haplotype data from HapMap [18].
Because the database is updating, the number of SNPs in the same
region has a little difference. We present the results of applying our
Fig. 2. Results for the second situation. Experimental results of MACA, GTagger and
NSGA-II are based on the datasets composed of 13 samples and the number of SNPs
in a block changes from 20 to 200.
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population.
5.2. Results on simulated data
5.2.1. The ﬁrst situation
Four times of running is based on the same data set composed
of 16 different samples and 20 SNPs (see Table 2). Comparing to the
GTagger, MACA consumes less CPU time and the number of tag
SNPs is smaller than GTagger.
5.2.2. The second situation
We compare MACA with GTagger and NSGA-II when the num-
ber of samples is 13 and the number of SNPs is changing from 20
to 200. Comparing to the GTagger, the number of tag SNPs found
by MACA is signiﬁcantly smaller than GTagger. Our method can
ﬁnd the most informative SNPs, so the efﬁciency is more obvious
with the growth of the number of SNPs (see Fig. 2a). From
Fig. 2b, MACA is faster than GTagger. However, since the scale of
this situation is relatively small, the curves of MACA and NSGA-II
almost coincide.
5.2.3. The third situation
In this situation, we perform a further comparison over larger
datasets (200 SNPs and the number of the samples is changing
from 10 to 80). The results also show that the performance of
MACA outperforms GTagger (see Fig. 3a). Generally, the difference
of CPU time between them is not much (see Fig. 3b). From the re-
sult, the curve of NSGA-II locates over MACA, which indicates the
tags selected by MACA are fewer than NSGA-II.
5.2.4. The fourth situation
MACA and NSGA-II are parameter-sensitive programs and the
results of them are close in Figs. 2 and 3. To be more convincing,
we make a further comparison between them on datasets with
602 SNPs. The popsize of MACA and NSGA-II is changing from 8
to 30, and the result is showed in Fig. 4.
5.3. Results on real datasets
In order to show that our algorithm is suitable for solving prob-
lem of larger size and valid for practice, several ENCODE regions
from CEU population is considered.
It is not fair to only compare our method with MLR over the
number of tags, which are not block-based methods. Then, we also
compare different algorithms on running time. Our algorithm
(MACA) and MLR are performed on these datasets and their results
over running time are shown in Table 3. The proportion of haplo-
types to be covered by MACA is 95% and the prediction accuracy
of MLR is 95%.
As shown in Table 3, when the number of tags is small, the
running time of MLR is even better than MACA. However, when
the number of tags is greater than 10, the running time is increased
sharply. We guess the important reason is that when new tags areTable 2
Results of running MACA and GTagger on simulated datasets.
Order MACA GTagger
Tag SNPs (no.) Time (s) Tag SNPs (no.) Time (s)
Run#1 9 0.38 11 3.27
Run#2 10 0.4 12 2.35
Run#3 10 0.41 12 2.33
Run#4 9 0.42 12 3.19selected, the predictor MLR should be completely reconstructed.
And, when the number of independent variables is large, the multi-
ple linear regression model is time consuming to converge.
5.4. Performance on different proportion
For real application, haplotypes are typically unknown and in-
ferred by computational methods, so that identifying all kinds of
haplotypes is not necessary and maybe biased. For this reason,
the proportion of haplotypes to be identiﬁed can be speciﬁed by
user. We compare our algorithmwith GTagger on the various data-
sets composed of different proportions of all 62 haplotypes, and
the results are shown in Table 4.
5.5. Stability of our method
When we aggregate t SNPs to form a vertex in set cover model,
these SNPs can be selected successively or randomly. Intuitively,
the way of aggregating a vertex could inﬂuence the performance
of MACA, but the number of tag SNPs shown in Fig. 5 tells us that
the difference between them is not much. Therefore, no matter
Fig. 3. Results for the third situation. Experimental results of MACA, GTagger and
NSGA-II are based on the datasets composed of 200 SNPs and the number of
samples ranges from 10 to 80.
Fig. 4. Results for the fourth situation. Experimental results of MACA and NSGA-II
are based on the datasets composed of 602 SNPs and the popsize ranges from 8 to
30.
Table 3
The comparison of our proposed MACA method and the MLR method over running
time. The proportion of haplotypes to be covered by MACA is 95% and the prediction
accuracy of MLR is 95%.
Datasets (no. of SNPs) MACA MLR
No. Running time (s) No. Running time (s)
STEAP (25) 4 1.17 1 0.08
TRPM8 (101) 12 11.72 8 5.181
ENr113 (150) 20 25.81 13 28.13
ENr112 (300) 22 134.39 25 317.22
Table 4
Compared with GTagger to distinguish different proportion of haplotypes.
Proportion (%) MACA GTagger
Number Time (ms) Number Time (ms)
75 26 7341 32 9415
80 30 7281 33 9882
85 33 7791 42 11,022
90 35 5909 45 14,023
95 35 9374 46 15,887
100 37 15,612 50 21,430
Each haplotype has 160 SNPs. The number column represents the number of tag
SNPs found by corresponding algorithm.
Fig. 5. Stability of our method. We compare different (successive or random) ways
to build vertexes on the datasets composed of 20 samples and the number of SNPs
changes from 20 to 200.
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method can ﬁnd the most informative SNPs, and the result indi-
cates that MACA is stable.6. Conclusion
Clearly, the statistical signiﬁcance and the total cost of the asso-
ciation study are directly affected by both of the number of individ-
uals typed and the number of SNPs typed. Our method MACA can
identify haplotypes with a smaller subset of tag SNPs, so that
researchers can increase the power of the statistical tests by
increasing the number of individuals.
In this paper, we demonstrate that the combination of MINI-
MUM TEST SET and MACA allows us to select fewer tag SNPs with
less running time. For trade-off between running time and the
number of tags, we recursively run our algorithm on three kinds
of granularity. Two kinds of datasets are used for testing the per-
formance of MACA. The results demonstrate that MACA is faster
and more stable than other evolutionary methods, and selects few-
er tags.
Of course, evaluating the algorithm of selecting tag SNPs not
only depends on running time or the number of tag SNPs, but also
on the tolerance of the missing data. And, it is not fair to compare
the number of tags between block-based method and block-free
B. Liao et al. / Journal of Biomedical Informatics 45 (2012) 931–937 937method only, but more attention needs to be focused on the power
loss of them in association studies. These issues are the focus of fu-
ture work.
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