Ecuación en derivadas parciales de Poisson como problema inverso de momentos by Pintarelli, María Beatriz & Vericat, Fernando
Facultad de Ingeniería - UNLP 
ECUACIÓN EN DERIVADAS PARCIALES DE POISSON COMO 
PROBLEMA INVERSO DE MOMENTOS 
 
Pintarelli María B.† y Vericat Fernando ‡ 
 
Grupo de Aplicaciones Matemáticas y Estadísticas de la Facultad de Ingeniería (GAMEFI), Universi-
dad Nacional de La Plata 
† Departamento de Matemática, Facultad de Ciencias Exactas, Universidad Nacional de La Plata,  
Argentina, 
mariabea@mate.unlp.edu.ar 
‡  Instituto de Física de Líquidos y Sistemas Biológicos(IFLYSIB) CONICET-La Plata, Argentina. 
 
 
Resumen: Usando la identidad de Green mostramos que encontrar soluciones de la ecua-
ción de Helmholtz y la ecuación de Poisson no lineal bajo condiciones de contorno de Cau-
chy es equivalente a resolver una ecuación integral de Fredholm de primera clase, la cual 
puede ser tratada como un problema de momentos bidimensional de Hausdorff en el caso 
lineal y como un problema inverso de momentos generalizado en el caso no lineal. En am-
bos casos encontramos soluciones aproximadas de los problemas de momentos obtenidos y 
cotas para los errores correspondientes. Ilustramos los diferentes casos con ejemplos.  
 
Palabras claves: problema de momentos, densidad bi-dimensional, estabilidad de la solución, ecua-
ciones diferenciales parciales. 




El problema de momentos de Hausdorff bidimensional consiste en recobrar una función 
),( yxf dados sus momentos      
         ,....2,1,0,      ),( == ∫∫ jidxdyyxfyx
I
ji
ijµ        donde ( ) ( )1,01,0 ×=I .  
Existe solución cuando ∑∑ >
i j
ijija 0µ   para todo polinomio ∑∑=
i j
ji
ij yxayxP ),(  tomando valo-
res no negativos para todo Iyx ∈),( ([2],cap. 1, teorema 1.1). 
 
2. ECUACIÓN DE HELMHOLTZ O ECUACIÓN CON AUTOVALOR. 
 
Consideramos la ecuación  
                                                                 
(1)                    0     0   ),(),(),(),( >>+=+ txtxbftxautxutxu xxtt                
 
Tomamos la función auxiliar eesrtxh strx )1()1(),,,( +−+−=  que verifica 
    
                                           (2)                         ),,,()(),,,(),,,( 22 srtxhtxsrtxhsrtxh ssrr +=+ .                  
 
En la región ],0[],0[ MMD ×=  aplicamos la identidad  de Green  
     
                                                     ∫∫∫∫ ∫ ∇∇−∇=∇
∂ DD D
dAhundhuhdAu )).(().(2 l  
 
Reemplazando aquí  h   y usando (2) junto con (1) obtenemos 
         




φ=−+∫ ∫             
donde 
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Asumimos que cuando ∞→M            
                 











Entonces haciendo ∞→M : 
                                               
(4)           ),()],0(),0()[,0,,()]0,()0,()[0,,,(),(),,,()(
),(1






∫ ∫ ∫∫∫ ∫
∞ ∞ ∞∞∞ ∞
++++−=−+
        
 
Reemplazando  mx =  y  nt =   ),( Nnm ∈  obtenemos   
                                      
















φ                
 
Esto puede ser visto como un problema de momentos bidimensional generalizado de Stielt-
jes. Haciendo el cambio de variable ),(),( 21 zzsr →  donde   ez r−=1  y   ez s−=2  se tiene un 
problema de momentos de Hausdorff dado por 
                                      





212121 ==∫ ∫ nmzdzdzzwzz mnnm µ         
 
con   )1,1(1 21 ααφµ ++++= nmmn    y    zzzzuzzw αα 2212121 1)ln,ln(),( −=                       (6) 
Aquí  α1  y  α 2  son elegidos convenientemente para que los momentos µmn  estén bien defi-
nidos. 
Las ecuaciones (5) y (6)  representan un problema de momentos de Hausdorff bidimensional 
para ),( 21 zzw . 
Hemos estudiado este problema en referencia [4]. 
Consideramos el problema de momentos finito tomando Nnmmn ,...2,1,0,      =µ . 
Estimamos  ),( 21 zzw  por la expansión truncada  









2121 ),(),( λ  
donde )()(),( 2121 zPzPzzP jiij =  con ,...)2,1(  )( =izPi  son los polinomios de Legendre definidos 
en ]1,0[  y los coeficientes λ ij  son 


























µλ                    
Para que el método de la expansión truncada [3] sea válido se requiere que [4]  




22 )],(),([ dxdtetxuttxux txtx
 
Teorema 1  Llamando ),(),( e te xwtxu NN −−=  y si  ),(),( e te xwtxu −−=  verifica que 
 )(),( 222121 RLeetxu tx +− ∈  ;    )(),( 222121 RLeetxu txx +− ∈  ;  )(),( 222121 RLeetxu tx +− ∈   ;    )(),( 222121 RLeetxu txt +− ∈  
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∫ ∫= , entonces 




































































   
 










Consideramos la ecuación  
 
                             )2(2),( ),(),( )( −+−=+ +−−− xtexetxutxutxu xttxxxtt   
 
con condiciones iniciales 0)0,( ==txu   xetxu xt −== )0,(  
y condiciones de contorno (Cauchy) en el origen: 0),0( == txu      tetxu tx −== ),0(  
La solución es eexttxu tx −−= )(),(  
En la Figura 1 se superponen los gráficos de  ),( txuN  (gris claro) y ),( txu  (gris oscuro) 
 El Teorema 1 provee una estimación de la 
“exactitud” de la solución aproximada. Calcu-

















                                      ( ) ( ) ( ) ( ) ( )2222 11 2231 11 1,1 xt xtxttx ++ ++−+++=φ
                          Figura 1                  
 
 
3. ECUACIÓN DE POISSON NO LINEAL 
 
Consideremos ahora la ecuación 
                  
(7)                    ]2,2[]1,1[),(con         ),()),((),(),( babaItxtxbftxuagtxutxu xxtt ×=∈+=+   
          
Asumimos que la función ),( txu  está sujeta a condiciones iniciales: 
   )(1)2,( xatxu ϕ==    ; )(2)2,( xbtxu ϕ== ;   )(3),1( xtaxu ϕ== ;  )(4),1( xtbxu ϕ==   ;      
     )(5)2,( xatxut ϕ==  ;  )(6)2,( xbtxut ϕ==  ;   )(7),1( xtaxux ϕ== ;    )(8),1( xtbxux ϕ==   
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                                     (9)                             ),,,()(),,,(),,,( 22 srtxhtxsrtxhsrtxh ssrr −=+ .  
                 
Al tomar tx =  en (9) se tiene que 
 
                                       0),,,()(),,,(),,,( 22 =−=+ srtthttsrtthsrtth ssrr  
 
Aplicamos la identidad de Green en la región  ]2,2[]1,1[ babaD ×=  y obtenemos: 
 












φ−=∫ ∫       
                
con 
                   








































Se debe resolver  
 










mm µ  ,  
 












dttsrtKsrK ψφµ  
 
donde  ))1cos((),,( )1( tsesrtK tr +−= +  y  )(tmΨ  una base de )(2 IL . 
Si las funciones ,...2,1,0    ),( =msrKm  son linealmente independientes el problema de momen-
tos generalizado definido por las ecuaciones anteriores puede ser resuelto como se detalla 
en [5]: encontrando la solución )),((),( srugsr =ψ  para el correspondiente problema finito con 
Nm ,...,2,1,0= . 
Así si )(ug  tiene inversa continua, entonces )),((1 srg ψ−  será una estimación de ),( sru . 
Consideramos la base  ,...2,1,0    ),( =isriϕ  obtenida por aplicar el proceso de ortonormaliza-
ción de Gram-Schmidt sobre NmsrKm ,...,2,1,0    ),( =  y adicionando al conjunto resultante las 
funciones necesarias hasta alcanzar una base ortonormal. 
Aproximamos la solución )),((),( srugsr =ψ  con [5]: 
 









µλϕλψ      
 
y los coeficientes Cij  verifican  
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Los términos de la diagonal son           NisriCij ,...,1,0          ),(
1 =−= ϕ  
Teorema 2  Sea el conjunto de números reales { }µk N
k 0=
  y  sean  E  y    ε  dos números posi-
tivos tales que 
 
                           εµψ 2
0 0 0
2









222 )( Edrdseesr srsr ψψ  
 
y además 
                
              NkrssrsNksrsrr kk ∈∀∞→→∈∀∞→→    ,        para    0),(                 ,        para    0),( ψψ  
 
entonces 
                                                   









ECCdrdssrsr TN εψψ  
 
Si )(1 xg−  es  Lipschitz en R2 , es decir si yxygxg −≤− −− λ)()( 11  para algún λ  y  Ryx 2, ∈∀  
entonces de acuerdo al teorema previo 
                                                





















Consideramos la ecuación      etxutxu txuxxtt ),( ),(),( =+    en  ( ) ( )1,03,0 ×  
con condiciones iniciales 


















                         
x
txut +−== 2














y condiciones de contorno (Cauchy) 
 
































 La solución es      
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En la Figura 2 se superponen los gráficos de  ),( txuN  (gris claro) y ),( txu  (gris oscuro)              
El Teorema 2  provee una estimación de la “exactitud” de la   solución aproximada. Calcula-
mos  para el ejemplo dado 





























     
                                                          
                                                                Figura 2 
                             
          
                
CONCLUSIONES 
 
Aplicando la identidad de Green se puede llevar una ecuación en derivadas parciales a una 
ecuación integral. Si la ecuación integral es de la forma  
 










txdrdssrugsrtxK ϕ  
 
donde ),,,( srnmK  con ,...2,1,0, =nm  son linealmente independientes entonces se podría re-
solver la ecuación integral con las técnicas de problema inverso de momentos. 
Análogamente si ),,,( srtxK  es tal que    
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