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Abstract 
We discuss how an optimization model can be used together with a scenario generation procedure to provide valuable analysis 
for companies operating in a natural gas value chain. The solution time of the optimization model can be considerable for some 
model specifications, so a large scale sampling from the distribution of the uncertain parameters would lead to intractable 
solution times. By using a scenario generation procedure we can, however, drastically reduce the required amount of analyses 
necessary to run. We discuss two different procedures in this paper: moment-matching and copulas. We also demonstrate the 
application on a gas transportation network similar to the one on the Norwegian Continental Shelf. The data used in the analysis 
are synthetic, but with realistic values. 
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1. Introduction 
One of the most important tasks of a Transportation System Operator (TSO) is to make sure there is a high 
production assurance (equivalent to security of supply) in the network. In our setting, this is defined as the actual 
delivery in the markets as a fraction of the agreed delivery. In a natural gas network the production assurance is 
limited by events in the network that reduce the transportation capacity when they occur. These possible events must 
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be taken into account when the expected production assurance is calculated and when routing plans are made for the 
network.  
 
The pressure-flow relationship in natural gas networks makes the operation of pipelines dependent on each other. 
This means that increasing the flow in one pipeline in the system may lead to a larger decrease in another part of the 
system. We refer to these effects as system effects (see [1]). The existence of these effects makes the analysis of the 
natural gas transportation networks challenging. When pressure levels in the natural gas transportation network are 
changed, the gas flow will have a transient nature. Models of such transient gas flows are presented in [2]. Often, a 
steady-state assumption is used when modelling the relationship between pressure and flow in the network. In [3] 
and [4], such a steady-state representation of gas network pressures and flows is used to optimize the network.  
 
Natural gas is not a uniform commodity. Each production field has a distinct gas composition (different 
concentration of components such as methane, ethane, and CO2), which also varies with time. The multi-commodity 
flow makes the problem difficult to solve and gives rise to even more severe system effects. Given blending 
opportunities in the network with possibilities to deliver to different markets with quality constraints in the markets, 
we need to handle the resulting pooling problem in the solution process. The pooling problem is known to exhibit 
multiple local optima since [5], and was recently shown to be strongly NP-hard by [6]. [7] provides a good review of 
different approaches to the pooling problem. Gas quality issues are discussed and modelled in [8], [9] and [10]. In 
the optimization tool used in this paper, we assume a steady-state representation of the pressure-flow relationship, in 
line with the formulation in [3]. The model also has a flexible set-up such that cases both with and without multi-
commodity flows can be handled.  
 
The Monte Carlo method is a numerical technique based on random sampling, used at least as early as in the 
1950s. The accuracy and computational efficiency of Monte Carlo methods can be improved by using deterministic 
selection of values rather than truly random sampling. We propose using scenario generation techniques based on 
moment matching and copulas in a quasi-Monte Carlo framework. For an overview of Monte Carlo and quasi-
Monte Carlo methods, see [11]. The copula-based method for scenario generation we use here is described in [12]. 
 
The main contribution of this paper is a discussion of various ways to utilize a scenario analysis approach 
combined with an optimization tool for natural gas networks. We investigate the suitability and usability of such an 
analysis and provide a small numerical example to illustrate the procedure.  
 
In the next section, we give a brief introduction of the optimization tool. In Section 3, we discuss scenario 
generation techniques and the linking of event and price / demand scenarios. We demonstrate the use of scenario 
analysis in the context of a natural gas transportation network in Section 4, before a numerical example is given in 
Section 5. We conclude in Section 6.  
 
2. The optimization model 
In this paper we use an optimization tool, GasOpt, that has been developed for and used by Statoil and Gassco 
(TSO on the Norwegian Continental Shelf) to assess capacity in the transportation network. The tool uses a single 
period steady-state, deterministic flow optimization model. It includes modelling of pressure-flow relationships in 
pipelines, flexible production capacity and use of compressor units. It is also possible to run GasOpt in multi-
commodity mode, where the gas quality is tracked throughout the network and quality constraints may be imposed 
at various points in the network. A model of processing facilities where some gas components are extracted may 
also be invoked. GasOpt has an interactive interface for specification of the transport network and its properties, and 
defining specific deviations from normal operation in terms of events is straightforward. The model can be run for a 
single period or as batches of multiple runs such as Monte Carlo simulations with variations in production capacity, 
quality attributes, demand or prices.  For more details on the GasOpt modelling framework, see [13]. 
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3. Generating scenarios 
In order to get reliable results from the scenario analysis, it is important to have scenarios that form a good 
representation of the possible future events. In other words, we need a good discretization of the distribution of the 
stochastic (uncertain) parameters in the model. It follows that scenario generation is a very important part of the 
modelling process, as bad scenarios can invalidate results of an otherwise faultless model. 
 
3.1. Scenario generation tool 
One way of generating the scenarios is sampling from the target distribution. While being intuitive, this approach 
has several potential problems: we might not know the distribution or we might have a non-standard distribution that 
we do not know how to sample from. In addition, sampling typically requires a large number of scenarios to provide 
a good discretization of the target distribution. This is important in the optimization setting, where the number of 
scenarios can lead to intractable solution times for the full analysis. An alternative to pure sampling is to use a 
scenario-generation method. When using a suitable scenario-generation method, the same accuracy can be achieved 
with a much lower number of scenarios. This is particularly important when the computational effort required to 
solve the model for one scenario is high, which is often the case for model instances with pooling.  
 
There are many different scenario generation techniques (see [14] or [15] for an overview). We use the copula-
based method from [12]. This method aims to generate scenarios with (multivariate) cumulative distribution as close 
to some specified target as possible. This is achieved in two steps: first, the algorithm tries to replicate the target 
copula, i.e., the way the marginal distributions are linked together. In the second step, the marginal distributions are 
transformed to match the target specifications. There are several ways of specifying the target distributions, 
including a choice of standard multivariate distributional families, a combination of marginal moments and some 
specified copula, or a set of historical data to be replicated. In this paper, we use the latter variant. 
 
3.1.1. Copulas 
As we have mentioned above, the scenario generation tool uses copulas to describe the dependence between the 
margins. In this sense, it plays the same role as a correlation matrix, except that it captures any dependence, while 
correlations measure only the level of linear dependence between two random variables. In other words, correlations 
do not capture any kind of non-linear relationships; for example, a standard normal variable ܼ~ܰ(0,1) has zero 
correlation with its square ܻ = ܼଶ, even though the two have the strongest possible form of dependence (being a 
function of each other). The reason for correlations being the de-facto standard way of measuring dependence 
between random variables is that it is a sufficient tool in the case of elliptic distributions, such as the normal 
distribution and the t-distribution. In the normal case, there even is the nice property that zero correlations imply 
independence.  
Outside the class of elliptical distributions, correlations generally do not capture the whole dependence between 
two variables. For example, correlations cannot model the case where the dependence is stronger in the `bad' cases 
than in the `good' cases—something that exists in financial data—or detect presence of tail dependence, i.e., 
correlations of extreme outcomes (see [17]). In both these cases, using correlations would lead to underestimation of 
the probability of several extreme outcomes occurring together—the infamous `black swans'—, and consequently 
expose the decision makers to a much higher level of risk than suggested by the model. 
Copulas, on the other hand, are a completely general tool that can model any kind of relationship between 
stochastic variables, so they would handle these cases as well. Moreover, tests presented in [12] indicate that this 
particular copula-based method performs better than correlation-based methods (such as the moment-matching 
algorithm from [16]) even in cases where the distribution is elliptical. This is why we have chosen to use it in this 
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paper. For a detailed discussion about copulas and their role in scenario generation, see [17]; for general information 
about copulas, see [18].  
 
3.1.2. Generating scenarios for gas prices and volumes 
For our analysis, we focus on the distribution of changes over a certain time period. This is because, in the model, 
we start with a given value (price, demand) for today and wants a distribution of values some time (one day, week, 
month) ahead. So, if we have a data series ܺ௧ , we want to know the distribution of the differences/increments 
ܺ௧ െ ܺ௧ି௞, or in relative terms as (ܺ௧ା௞ െ ܺ௧)/ ܺ௧. In our case, the relative increments are more appropriate, since 
the overall level changes during the time horizon of our data series: the prices are almost three times higher in the 
most expensive period, compared to the cheapest one. Demand volumes would be treated in the same way. In the 
following, we will use price data due to the lack of reliable publicly available data on demand and delivery volumes. 
 
3.2. Modelling unplanned and planned events in the distribution network 
In addition to the standard price scenarios, we want to be able to model specific events in the distribution network, 
such as equipment failures. Unlike price and demand, where distributions and properties can be estimated from 
historical data, the nature of these events is such that they cannot be described by usual probability distributions. In 
this section, we will discuss how to create scenarios for such hand-selected events. 
 
Unlike the prices and demand volumes that are assumed to have a given value for the whole period (in our case, one 
day), events have their natural duration that may be significantly shorter. The easiest way of dealing with this 
problem without increasing the number of periods is the following approximation: if a platform is out for, say, one 
quarter of a period, we can decrease its production to 75% of what it would be otherwise. If the event concerns a 
pipeline, we would decrease the pipeline's capacity accordingly, etc. If the event duration is unknown, we can 
include it with several different durations. 
 
When we consider more than one event, we should ideally test all different combinations of the events. However, 
since ݊ events give rise to 2௡  combinations, this approach is hardly practical for larger ݊. Instead, it is natural to 
limit the number of simultaneous events; this is a reasonable simplification especially in the case of independent 
events. The easiest option is to test the events one at a time, i.e., using ݊ scenarios. For ݊ independent equiprobable 
events with probability ݌, it is easy to compute how much of the probability is left out: the scenarios cover (1 െ
݌)௡ିଵ, so the left-out part is 1െ (1 െ ݌)௡ିଵ. It is then up to the analyst to decide whether this is acceptable, or not. 
For the general case, with non-equiprobable dependent events, the calculation is much more involved, so one would 
probably need to resolve to approximations.  
 
One natural approximation is extending the tests to cover all possible pairs of events, in addition to testing each 
event separately. In this case, the number of scenarios increases to ݊(݊ - 1)/2 and the covered probability increases 
by  ݌ଶ(1 െ ݌)௡ିଶ to (1 െ ݌ + ݌ଶ)௡ିଶ. This is a small increase for a large increase in model size; however, it might 
be important as two simultaneous events might have a much more severe effect on the network's performance than 
one single event. 
3.2.1. Combining the events with the price and demand scenarios 
Once we have modelled the events, we have to combine them with the price and demand scenarios from the 
previous section.  The easiest, and most general, option is to combine them all against all. If the two types of 
uncertainty are independent, i.e., if the events do not influence the prices or demands, then the probability of each of 
the resulting scenarios is simply the product of the two constituent scenarios' probabilities. Otherwise, we would 
need to estimate the probabilities in some way. The obvious downside with this approach is the number of resulting 
scenarios. If this turns out to be prohibitively large, we use some approximation instead. 
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An alternative is to use only a selection of the price/demand scenarios, where the simplest and most natural 
choice is to use the expected values of prices and demands in all the event scenarios. With ݊௣ price and ݊௘ event 
scenarios, this would result in ݊௣ + ݊௘ scenarios, where the first part would be price scenarios without events and 
the second the events with expected prices. This is a large reduction from ݊௣(݊௘ + 1) of the all-against-all approach 
(the `+1' part is for the scenario without any events.) 
The above approach is somehow equivalent to the case where we test only one event at a time, in the sense that it 
does not include combinations of events with extreme price/demand values. Hence, we could add one more set of 
event scenarios, with all price and demand values equal to some critical percentile, say 90%, instead of the mean. 
Note that this approach would most likely provide a pessimistic approximation, since we would have extreme values 
for all prices and demands simultaneously. 
 
4. Natural gas network analysis 
The one-period deterministic model described in the Section 2 can be used for a number of analyses in the natural 
gas network. When combined with the scenario generation procedure presented in Section 3, we can use the setup 
also for analyses of situations where we have uncertain parameters that influence the performance of the network. 
Relevant uncertain parameters include the composition of the gas entering the network, market conditions such as 
customer demand or prices, and network events such as equipment failures. Representing this uncertainty by a set of 
scenarios and running the deterministic model for each scenario, we can estimate the robustness and profitability of 
the network given the current configuration. As such a scenario analysis considers all scenarios independently; the 
single model runs can be performed in parallel with evaluations of all solutions in a post-processing step. 
 
An alternative procedure to incorporate uncertainty in the decision analysis is by way of a stochastic programming 
model (see for instance [19]). In such a model, we may use the scenario generation procedure presented in Section 3. 
The major drawback of using scenario analysis is the implicit assumption of perfect foresight within each scenario. 
Since each model instance will be a deterministic model, the solution will not value flexibility or robustness in the 
solutions. The stochastic programming model, on the other hand, will include the uncertainty representation in a 
combined model. In our case, we have a single-period model such that the assumption of perfect foresight within 
each scenario is not unreasonable. We still have to take care when analysing the results from the model. It can also 
be noted that there are several relevant analyses that can be performed in the natural gas network where a multi-
period model would be valuable (such as storage valuation, linepack management and reservoir levels). The validity 
of the results will depend on whether or not the decisions in each instance will be taken under certainty. That is, we 
analyse today the expected effect of uncertainty that will be resolved before we have to make the decisions. In such 
an instance, the scenario analysis will be a theoretically sound approach. One example of a situation where this is 
not valid is network expansions. In an infrastructure analysis, we have to make design decisions before important 
uncertain parameters are known (reservoir characteristics, demand, prices, etc.). A large advantage of using scenario 
analysis is that the model complexity increases only linearly with the number of scenarios. The model instances can 
also easily be solved in parallel. [20] provides a thorough discussion of the validity of scenario analysis. In the 
following, we outline some possible ways to use scenario analysis for ``what-if" network structure evaluations. 
 
Evaluating network performance. Scenarios can be constructed for various network states (events) such as 
production outages, pipeline problems or other equipment failures. Likewise, a number of scenarios may reflect 
market situations in terms of customer demand, quality requirements or prices. The optimization model can be 
solved for a given network structure and a combination of these scenarios. Most likely, the solutions will be 
different for each case showing how the operations are tailored to each situation. For each solution, various 
performance indicators can be calculated such as production assurance at selected entry or exit points, demand 
satisfaction (for example the ratio of gas delivered with a different quality than the specification in the market) or 
realized revenue for the operators. Estimating the probability distribution of the relevant indicators, statistics of 
interest can be computed: mean, variance, confidence intervals, probability of exceeding given certain thresholds, 
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covariance of production assurance on several fields etc. This way, the flexibility and robustness of the network 
structure can be evaluated, showing how well it can be adapted to different situations.  
 
Critical events. A robust network structure should be able to handle many different events satisfactorily. Testing the 
same network structure with various event scenarios helps to identify the events to which a given network structure 
is most vulnerable or which events would have most effect on its performance. For each of the potential critical 
events we can add a large number of demand scenarios. Analysing the optimal solutions found for such critical 
events, one may also obtain indications of which part of the infrastructure may cause the vulnerability. 
 
``Blaming" / tracking. Reasons for low performance (e.g., production assurance) under certain scenarios can be 
found by identifying critical events and non-robust network infrastructure elements. Investigating the solutions 
found under these circumstances may give suggestions to which actions are required to improve performance. It is 
important to keep the system effects in natural gas networks in mind when analysing the results. Due to these 
effects, the true cause of low performance may be found in a different part of the network than where the elements 
with low performance are observed. For instance, an upstream compressor station with low discharge pressure leads 
to reduced capacity in all connected pipelines and downstream nodes.   
 
Evaluating potential projects. While all analyses described so far have investigated a given network structure, 
scenario analyses can also help to investigate different network structures. By adding new projects that change the 
existing infrastructure, a scenario analysis can be used to evaluate both the original and the changed network 
structure on the same set of scenarios and to compare relevant performance indicators. This procedure requires the 
analyst to manually specify all network changes as well as to perform the evaluation in each case. A scenario 
analysis will compare and evaluate the infrastructure performance for various given projects and find the best among 
these. This procedure will find solutions which are tailored to a specific scenario as all scenarios are considered 
separately. It is, therefore, not possible to find operational solutions which are robust, i.e., perform reasonably well 
under (almost) all scenarios. Solutions found for one scenario may even be infeasible under different conditions. 
Hence, a scenario analysis can be used to evaluate given suggested changes to the network. It will, however, not 
necessarily be able to find a design decision which is optimal considering all scenarios together. As mentioned in the 
beginning of this section, this is a classic example of a situation where a full stochastic programming model will be 
better suited.  
 
5. Numerical Example 
To illustrate the procedure of using scenario generation in combination with the network optimization tool, we 
present a simple numerical example. Figure 1 shows the network we use in our example. The total production 
capacity in the fields far exceeds the total transportation capacity, giving a substantial flexibility to deal with 
reduced capacity in parts of the network. To avoid issues of confidentiality, we will consider price scenarios instead 
of volume scenarios in this example. The price scenarios are generated based on day-ahead prices from the National 
Balancing Point in the UK (Market 1), Zeebrugge (Market 2) and the two German markets Gas Pool and 
NetConnect. We have used the average of Gas Pool and NetConnect prices to represent the market price in Germany 
(Market 4), while the price in Dunkerque (Market 3) is a weighted average of the Zeebrugge and Germany prices. 
The scenarios are generated for relative price changes (ܺ௧ାଵ െ ܺ௧) / ܺ௧   by using the copula method described 
earlier in the paper. The resulting prices (for the 100 generated scenarios) are shown in Figure 2. 
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Figure 2: The price scenarios used in our numerical example. 
 
In addition to these 100 scenarios we have used 5 event scenarios in addition to the normal situation (full capacity in 
the network). We have analyzed these 6 event scenarios independently and combined each of them with all the price 
scenarios. This gives a total of 600 scenarios to solve the model for. When quality constraints are not used, the 
Figure 1: The network used in our case study. The squares are field nodes, the ovals 
represent intermediate nodes in the network while the triangles represent markets. The 
arrows indicate the direction of the pipelines connecting the nodes. 
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solution time of each run is within seconds, making it possible to solve it for a large number of scenarios. With 
volume scenarios, this approach could have been used for analyzing the security of supply in the network given 
different network events. Since we have used price scenarios in our numerical example, we will focus on the effect 
on the total revenues generated in the network under different event scenarios. We use a system perspective in our 
analysis and define the total revenues as the income generated from selling natural gas in the markets. This means 
that division of income between the different stakeholders (such as producers and network operators) is not 
included. Table 1 summarizes the network events in each of these scenarios. 
Table 1: Description of the event scenarios used in our analysis. 
Scenario Description 
1 Normal network condition 
2 Capacity through node 106 is reduced by 50% 
3 Market 2 is taken out 
4 Market 3 is taken out 
5 The pipeline from node 105 to Market 4 has zero capacity 
6 Pipeline from node 101 to market 1 has zero capacity 
 
 
Results from the analysis are summarized in Table 2. They show that the expected revenues from the operation of 
the gas network depend heavily on the network event scenario. This is not a surprise given the quite drastic network 
events we consider in our numerical example. The effects on expected revenues vary from a reduction by just 0.26% 
when Market 3 is taken out of the network, up to a reduction by 20.73% when the pipeline connecting node 101 to 
Market 1 has been removed. This gives an indication of critical events in the network in terms of influence on the 
revenue distribution.  
Table 2: Results from the analysis. 
 Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 
Expected revenues 490.64 442.89 417.80 489.35 485.86 388.93 
Standard deviation 21.92 19.84 18.67 22.02 22.66 17.46 
VaR (5%) 446.89 403.37 384.42 446.61 439.63 360.24 
CVaR (5%) 440.93 397.60 376.95 438.49 432.60 351.31 
 
 
6. Conclusions 
In this paper, we have discussed the potential for analysing the impact of uncertainty on the operations of natural 
gas networks by using a combination of a deterministic optimization model and scenario generation. Relevant 
uncertain parameters include prices, volumes and network events. There are several ways of generating scenarios for 
such an analysis, and we have presented an overview of relevant methods and their properties. The benefit of 
combining a deterministic optimization model with scenario generation is the ability to use a rich description of 
relevant values for uncertain parameters to analyse the effect on the optimal decisions in the network. The 
optimization model makes sure that we find the best possible solutions for each scenario, taking into account all 
elements in the network. Since the scenarios are independent and can be solved separately, the model size will be 
moderate. The total solution time can be decreased further by using simple parallelization schemes. It is, however, 
important to note an important limitation of such an approach, namely that we in each scenario assume perfect 
knowledge of the network state and (for multi-period models) also have perfect foresight with respect to the 
development of the uncertain parameters. Although we solve the model for a large number of scenarios, we assume 
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perfect foresight in each of these. Indeed, in order to find optimal solutions for decision problems under uncertainty, 
stochastic programming is a suitable method to use but the main challenge with this approach is the exponential 
growth in model size and solution time with increasing number of scenarios. Hence, for performing the types of 
analysis we have highlighted in this paper, a combination of a deterministic model and scenario generation will be 
well suited.  
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