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a b s t r a c t
In this paper, the hybridization of PS (Pattern Search)method and SA (SimulatedAnnealing)
are incorporated in the optimization process. This is in order to look for the global
optimal solution for the fitness function and decision variables as well as minimum
computational CPU time. The real strength of SA approach has been tested in a case study
problem of industrial production planning. This is due to the great advantage of SA for
being easily escaping from trapped in local minima by accepting up-hill move through a
probabilistic procedure in the final stages of optimization process. In the Ph.D. Thesis by
Vasant (2008) [4], 16 different techniques were provided of heuristic and meta-heuristic
approaches in solving industrial production problems with nonlinear cubic objective
functions, eight decision variables and 29 constraints. In this paper, fuzzy technological
problems have been solved using hybrid techniques of pattern search and simulated
annealing (HSAPS). The simulated and computational results are compared to other various
evolutionary techniques.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Hybrid Simulated Annealing Computation (HSA) has been recognized as an incredible tool for solving optimization
problems among Engineering, Science, Information Technology and Economics researchers over the last two decades. In
this regard, the suitability of using hybrid simulated annealing computation for optimization will be explored indicating the
advantages and disadvantages from the optimization point of view.
For many real world optimization problems, the environment is uncertain or fuzzy, leading to dramatic changes in the
fitness or objective function values of individual solution. The industrial production planning problems with uncertainty
in the profit function is a good example. Optimization under uncertain environment can be handled nicely by hybrid
evolutionary techniques [1]. The industrial production planning problems can be handled successfully in an uncertain
environment.
Based on the above-mentioned advantages of hybrid evolutionary computation, the following listed objectives are
thoroughly investigated in this research work. This research work:
• Provides a new formulation of the industrial production planning problem with the global solution approaches by
Jimenez, Sanchez, Vasant and Verdegay [2] who have formulated the above problems with quadratic objective function
and solved by fuzzy evolutionary approach. But in this researchwork the author has formulated a new objective function
in the form of a cubic function. The idea of cubic objective function was obtained from the reference [3]. Lin and Yao [3]
solved a theoretical problem of fuzzy optimal profit with cubic function by using genetic algorithm approach without
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fuzzy membership function. In this research the cubical objective function with 21 inequality constraints and 8 bound
constraintswas solved by various hybrid evolutionary optimization techniqueswith fuzzymodified s-curvemembership
function.
• Reports the best known approaches, its results and findings for the real world application problems. The major
approaches which were adopted in the research work of Vasant [4]: Hybrid Genetic Algorithms and Line Search, Hybrid
Genetic Algorithms and General Pattern Search, Hybrid Genetic Algorithms and Simulated Annealing, Hybrid General
Pattern Search and Simulated Annealing, Hybrid Mesh Adaptive Direct Search and Genetic Algorithms and Hybrid Line
Search and Simulated Annealing. All the above methods are successfully utilized and solved applied to real world
problems of industrial production planning.
• Investigates the optimization of the objective function with constraint handling approaches of the problem. Various
methods have been provided by Vasant [4] on constraint handling techniques. The majority of these techniques are
related to penalty function approaches. The main drawback of penalty functions is the careful fine tuning required by
the penalty factors, which determine the severity of the penalization. Moreover it is difficult to use penalty function
approaches for the large scale problem with many constraints. Based on this limitation, several approaches have been
proposed to deal with it and also alternative techniques such as hybrid approaches have been adopted in this research
work.
• Proposes a new form of the hybridization approaches as global solution procedures.
There are 11 different techniques of hybridization which have been utilized in this research work for solving a nonlinear
cubic objective function of industrial production planning. The problems are with 21 constraints and 8 bound constraints
representing the eight decision variables. The nonlinear cubic objective function contains 24 coefficients for the 8 decision
variables.
• Finds the optimal solution for the objective function with respect to decision variables, level of satisfaction, vagueness
factor and computational time.
The fuzziness and uncertainty in the technological coefficients of constraints in the industrial production planning
problems will be represented with by fuzzy membership function of modified s-curve [5–7]. The optimal profit function
depends on the major factors such as vagueness and computational time.
• Compares classical approaches versus hybrid approaches in solving optimization problems of industrial production
planning.
Four non-hybrid approaches such as genetic algorithms; general pattern search, mesh adaptive direct search and line
search have been adopted in solving this problem. On the other hand 11 hybrid techniques have been utilized in solving the
similar problem [4].
The scope of this paper is to propose novelmethods, whichwould take benefit of newly formed hybrid approaches: being
sufficiently general to be used for particular real world problems of industrial production planning, it should still be able to
incorporate specific knowledge about this problem.
The final goal is therefore to achieve best possible findingswith respect to the optimal profit for the industrial production
planning problems, with nonlinear objective function with 21 constraints and eight decision variables with respect to
decision variables, level of satisfaction, vagueness factor and computational time. To perform this task, the methods
proposed in this paper should succeed in finding optimal but realistic solutions for the implementation.
2. Pattern search (PS)
Pattern search methods are a class of direct search methods for nonlinear optimization. Since the introduction of the
original pattern search methods in the late 1950s and early 1960s (Abramson, 2002), they have remained popular with
users due to their simplicity and the fact that they work well in practice on the variety of problems. The fact that they, more
recently, are provably convergent has generated renewed interest in the nonlinear programming community.
Pattern search (PS) is a valuable algorithm, but the application of non-smooth analysis techniques in [8] showed its
limitations due to the finite choice of directions in [9]. Mesh Adaptive Direct Search (MADS) removes the PS restriction to
finitely many poll directions. We have long felt that this was the major impediment to stronger proofs of optimality for PS
limit points (and better behavior), andmore satisfying optimality process for MADS in addition to opening new possibilities
for handling nonlinear objective function.
The following is the two attractive features of pattern search algorithms:
• They can be extremely simple to specify and implement.
• No explicit estimate of the derivative nor anything like Taylor’s series appears in the algorithm. This makes these
algorithms useful in situations where derivatives are not available and finite-difference derivatives are unreliable, such
as when f (x) is noisy.
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These qualities have made pattern search algorithms popular with users. Yet despite their seeming simplicity and
heuristic nature and the fact that they do not have explicit recourse to the derivative of f (x), pattern search algorithms posses
global convergence properties that are almost as strong as those of comparable line-search and trust-region algorithms. This
surprising fact was explained by Lewis, Torczon and Trosset [10].
Lewis, Torczon and Trosset [10] have noted some further features of pattern search, which are manifest in their research
work.
• They required only simple decrease in f (x). In fact, they do not even need to know f (x) as a numerical value, provided
they can make the assessment that f (x+) is an improvement on f (xk).
• If they are lucky, they need only a single evaluation of f (x) in any given iteration. Once they can find an x+ for which
f (x+) < f (xk), they can accept it and proceed. On the other hand, in theworst case theywill look in quite a few directions
(2n, for example) before they try shorter steps.
• The steps that are allowed are restricted in direction and length. In their example, the steps must lie in parallel with the
coordinate axes and the length of any step has the form∆0/2N for some integer N .
Their example also suggests that there is a great deal of flexibility in pattern search algorithm, depending on how one
specifies the pattern of points to be searched for the next iterate. These features have been recurring themes in their
discussion [10].
As we shall see, pattern search algorithms are globally convergent because [10,11]:
1. At each iteration, they look in enough directions to ensure that a suitably good descent direction will ultimately be
considered.
2. They posses a reasonable back-tracking strategy that avoids unnecessarily short steps.
3. They otherwise avoid unsuitable steps by restricting the nature of the step allowed between successive iterates, rather
than by placing requirements on the amount of decrease realized between successive iterates.
At the heart of the argument lies an unusual twist: Lewis, Torczon and Trosset [10] relaxed the requirement of sufficient
decrease and require only simple decrease (f (xk+1)) < (f (xk)), but Lewis, Torczon and Trosset [10] imposed stronger
conditions on the form the step skmay take. Furthermore, this trade-off ismore than just a theoretical innovation: in practice,
it permits useful search strategies that are precluded by the condition of sufficient decrease.
Direct search methods are usually presented for the case of unconstrained optimization. What is not so widely
appreciated is that since the time they first appeared in the 1950s and 1960s, they have been adapted in various ways
to handle constrained problems [12].
Early proposals for direct search algorithms for constrained optimization met with some success in practice. However,
they are not usedmuch today, unlike their unconstrained counterparts. In fact, the early developers of direct searchmethods
for constrained optimization were aware that their heuristics did not always work in practice. For instance, refer to Box’s
comments on Rosenbrock’s method in [13] or Keefer’s comments on Box’s method in [14]. At the time, the emphasis
in optimization was on the development of new computational methods rather than on establishing their theoretical
properties. This is not surprising. The early development of direct search methods preceded the first global convergence
analysis of even unconstrained optimization algorithms using the Armijo–Goldstein–Wolfe conditions [15]. Nevertheless,
some of the ideas proposed in the early development of direct searchmethods can be placed on a firm theoretical basis. This
is particularly true for bound and linearly constrained problems. The approach outlined here for bound and general linear
constraints is a feasible iterates approach [16]. Philosophically, in the presence of linear constraints, the situation is similar
to that of the unconstrained case. At each iteration the method must work with a sufficiently rich set of search directions to
ensure that, regardless of the direction of steepest descent, one of the search directions is a descent direction if the current
iterate is not a Karush–Kuhn–Tucker (KKT) point. But, as discussed in [15] the presence of constraints introduces a new
consideration. Now it is not simply enough to ensure a direction of descent; it must also be possible to take sufficiently long
steps along the descent directions and remain feasible. This suggestsmodifying the choice of search directions for Generating
Set Search (GSS) methods.
3. Combination of simulated annealing with pattern search method
There are two ways in which simulated annealing may be combined with an alternative method; either using the
alternativemethod to provide a ‘good’ initial solutionwhich simulated annealing attempts to improve, or by using simulated
annealing to provide a ‘good’ initial solution as a starting point for the alternative method [17]. In this research work the
first approach is adopted as an optimization problem solving method.
The first of these approaches is illustrated byChams,Hertz andWerra [18] for example,when considering graph colouring
problems. Johnson, Aragon, McGeogh and Schevon [19] also provide some experimental results for the graph partitioning
problem. They show that both quality of solution and running time may be improved by the use of a good starting solution.
When a good initial solution is used, the initial temperature in the cooling schedule is reduced; otherwise the benefits of
the good initial solution will be lost. They also show that starting solutions which take advantage of the special structure of
the problem instance being considered seem preferable to those obtained by general heuristics.
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The second approach is exemplified by using simulated annealing as away of obtaining a good initial solution for a branch
and bound algorithm or integer programming algorithms [17].
In this paper, the hybridization of PS method and SA are incorporated in the optimization process in order to look for the
global optimal solution for the fitness function and decision variables as well as minimum computational CPU time. The real
strength of SA approach has been tested in this case study problem of industrial production planning. This is due to the great
advantage of SA for being easily escaping from trapped in local minima by accepting up-hill move through a probabilistic
procedure in the final stages of optimization process.
Vasant has specified the algorithms for PS and SA respectively [4]. Below is the parameter setting in the program for SA.
Parameter setting for SA:
Annealing Fcn: @annealing fast
TemperatureFcn: @temperature exp
Acceptance Fcn: @acceptance sa
Tol Fun: 1.0000e−006
Stall Iter Limit: ‘500∗number of variables’
Max Fun Evals: ‘3000∗number of variables’
Time Limit: Inf
Max Iter: Inf
Objective Limit: Inf
Initial Temperature: 100
Reanneal Interval: 100
Data Type: ‘double’
Stopping conditions for the Algorithm
The simulated annealing algorithms use the following conditions to determine when to stop:
• Tol Fun — the algorithm runs until the average change in value of the objective function in Stall Iter Lim iterations is less
than Tol Fun. The default value is 1e−6.
• Max Iter — the algorithm stops if the number of iterations exceeds this maximum number of iterations. You can specify
the maximum number of iterations as a positive integer or Inf. Inf is the default.
• Max Fun Eval specifies the maximum number of evaluations of the objective function. The algorithm stops if the number
of function evaluations exceeds the maximum number of function evaluations. The allowed maximum is 3000∗number
of variables.
• Time Limit specifies the maximum time in seconds the algorithm runs before stopping.
• Objective Limit — the algorithm stops if the best objective function value is less than or equal to the value of Objective
Limit.
4. Problem statement
Hybrid Optimization approaches are primarily used in production planning problems in order to achieve optimal
objective function (fitness function), whichmaximizes a certain objective function by satisfying a number of constraints. The
first step in optimal production planning problems is to formulate the underlying nonlinear programming (NLP) problem
by writing the mathematical model (Eq. (1)) relating to the objective and constraints.
Given a degree of satisfaction value µ, the uncertain technological constrained optimization problem can be
formulated [20–22] as the nonlinear constrained optimization problem as shown below. The input data for Eq. (1) and
the values of ci, di, ei, aij, bj, ri and ui. in the problem statement is provided in [23].
Maximize
8∑
i=1
(cixi − dix2i − eix3i )
Subject to:
8∑
i=1
[
alij +
(
ahij − alij
α
)
ln
1
C
(
B
µ
− 1
)]
xi − bj ≤ 0, j = 1, 2, . . . , 17
8∑
i=7
rixi − 0.15
6∑
i=1
rixi ≤ 0
x1 − 0.6x2 ≤ 0
x3 − 0.6x4 ≤ 0
x5 − 0.6x6 ≤ 0
0 ≤ xi ≤ ui, i = 1, 2, . . . , 8
(1)
C = 0.001001001, B = 1 and 0 < α ≤ 50 [24].
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Fig. 1. Fitness value versus γ .
Table 1
Optimal value for fitness function (f ) for α = 13.8.
γ x1 x2 x3 x4 x5 x6 x7 x8 f
0.001 247.5 413.2 193.0 321.6 153.9 256.4 118.0 0.00 147460.7
0.1 256.0 767.0 256.0 592.0 0.00 248.1 0.00 108.0 136011.7
0.2 256.0 767.0 256.0 512.0 128.0 250.0 0.00 18.7 143793.0
0.3 256.0 767.0 256.0 576.0 128.0 248.0 0.00 17.1 144084.7
0.4 256.0 800.0 264.0 512.1 128.0 248.0 0.00 128.0 152004.5
0.5 384.0 767.0 256.0 512.0 0.00 250.0 0.00 16.7 137408.2
0.6 384.0 767.0 256.0 512.0 0.00 248.3 0.00 120.1 144574.4
0.7 328.8 654.9 261.4 435.6 102.7 171.2 174.0 6.4 172576.3
0.8 384.0 799.0 256.0 592.0 0.00 250.0 0.00 144.2 146549.6
0.9 384.0 775.0 256.0 512.0 128.0 250.0 0.00 164.7 161561.8
0.99 457.4 762.4 333.5 555.9 136.4 227.4 200.0 66.0 196956.4
In the above nonlinear programming problem, the variable vector x represents a set of decision variables xi, i = 1, 2,
. . . , 8. The above optimization problem contains eight continuous variables and 21 inequality constraints. The aim of the
optimization is tomaximize the total profit for the industrial production planning problemswith a nonlinear cubic objective
function which contained 24 coefficients.
5. Experimental results and discussion
Fig. 1 depicts the best optimum solution for the fitness function with respect to level of satisfaction γ at α = 13.813.
The best optimal solution for the fitness function is 196956.4 at α = 13.813 and γ = 0.99. CPU time for running GPS and
SA is 0.81864 s and 0.81892 s respectively. This is due to incorporation of SA in the hybridization process of optimization.
On the other hand, the best optimal fitness function value is less than PS techniques alone.
Table 1 reports the solution for the decision variables respect to γ and fitness function at α = 13.813.
From Table 1, one can observe that the majority of solutions for decision variable x7 is zero. This shows that, PS and SA
hybridization techniques are unable to produce non-zero solution for this optimization process. This is the drawback of this
hybrid approach. On the other hand, their superiority lies in the CPU computational time.
In order to improve the result obtained for α = 13.813, further experiment on various α from α = 1 to α = 41 is
carried out in this case studies problem. Tables 2–4 revealed the best optimal solution for the objective function and the
best optimal feasible solution for the decision variables. The non-zero solutions for the decision variables x7 and x8 are
successfully obtained at vagueness factor α = 41 (Table 4).
Table 5 reveals the complete solutions for various vagueness factor α respect to objective function (f ) and level of
satisfaction (γ ). The last column in Table 5 indicates the best optimal solutions for the objective function.
The fitness function value is improved when the PS and SA hybridization approach is carried out in the following
experimental simulation. Fig. 2 reveals the simulation results for eight decision variables and fitness function. The superior
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Table 2
Decision variables (xi) versus level of satisfaction (γ ) for α = 1.
γ x1 x2 x3 x4 x5 x6 x7 x8
0.001 18.53 319.00 0.00 0.00 0.00 0.00 0.00 0.00
0.1 71.13 145.91 9.55 53.59 54.14 90.24 11.07 0.00
0.2 78.02 137.23 19.27 59.49 55.74 92.91 14.95 0.00
0.3 81.26 147.76 19.58 74.22 56.31 93.86 15.34 0.00
0.4 88.26 155.78 19.58 75.35 56.31 101.86 15.34 0.00
0.5 91.26 167.78 19.58 75.60 56.31 121.87 15.34 0.00
0.6 98.26 183.78 19.58 76.61 56.31 121.87 15.34 0.00
0.7 105.26 207.78 19.58 76.61 56.31 121.88 15.34 0.00
0.8 120.26 223.81 19.58 76.61 56.31 130.14 15.34 0.00
0.9 127.26 279.81 19.58 108.68 56.31 138.39 15.34 0.00
0.99 452.68 754.47 320.00 533.33 137.57 229.29 195.12 75.68
Table 3
Decision variables (xi) versus level of satisfaction (γ ) for α = 21.
γ x1 x2 x3 x4 x5 x6 x7 x8
0.001 311.52 719.47 184.48 480.58 46.39 190.62 91.34 37.93
0.1 375.52 719.47 184.48 544.58 110.39 200.87 91.34 37.93
0.2 375.52 719.47 184.48 544.58 126.39 248.87 91.34 63.93
0.3 375.52 719.47 184.48 592.58 127.39 248.87 91.34 63.93
0.4 375.52 719.47 184.48 592.58 147.39 248.93 95.34 64.45
0.5 375.52 751.47 184.48 592.58 147.39 249.99 95.34 65.78
0.6 375.52 783.47 184.48 592.58 147.39 249.99 95.34 70.45
0.7 375.52 783.47 200.48 592.58 147.39 249.99 95.34 79.09
0.8 391.52 783.47 200.48 592.58 147.39 249.99 99.34 79.76
0.9 391.52 783.47 232.48 594.58 147.39 249.99 99.34 88.96
0.99 463.52 783.47 328.48 599.58 149.39 249.99 163.34 91.46
Table 4
Decision variables (xi) versus level of satisfaction (γ ) for α = 41.
γ x1 x2 x3 x4 x5 x6 x7 x8
0.001 337.78 699.35 273.72 566.64 93.08 227.48 131.29 44.79
0.1 401.78 699.35 273.72 566.64 125.08 229.48 131.29 53.12
0.2 401.78 699.35 273.78 598.64 133.08 229.48 131.29 55.28
0.3 401.78 699.35 273.72 598.64 139.08 249.48 131.29 72.28
0.4 401.78 699.35 273.72 599.64 149.14 249.48 135.29 72.78
0.5 409.78 699.35 273.72 599.64 149.14 249.51 135.29 73.78
0.6 417.78 699.35 273.72 599.64 149.14 249.64 135.29 75.29
0.7 417.78 715.35 273.72 599.64 149.20 249.64 139.29 75.29
0.8 425.78 715.35 273.72 599.64 149.96 249.99 143.29 75.49
0.9 424.72 710.80 300.50 500.84 147.31 245.51 200.00 35.81
0.99 456.22 766.26 337.30 562.17 147.68 246.14 200.00 61.49
Table 5
Objective function (f ) versus vagueness factor (α) and level of satisfaction (γ ).
z/α/γ 0.001 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99
1 24662 42185 45562 47949 49951 51986 54118 56644 60006 66412 196103
5 93058 109205 112865 114631 115779 116393 120886 124311 129082 132518 196710
9 122828 138599 140602 141117 143187 148288 150554 153293 155992 161087 198426
13 128311 142309 143800 148698 151966 154318 159671 160751 175839 178225 197888
17 141549 150192 152888 156975 160023 163096 165051 166902 169329 183545 196357
21 150563 162012 165830 166109 168705 169101 169625 171737 173122 176549 195167
25 153784 163389 168968 170796 173401 174547 175678 176132 176939 178872 195956
29 159829 172155 173864 174758 176838 177745 178684 179607 180169 181892 197501
33 165676 172663 176938 178416 179294 179991 180710 181550 182029 183540 195581
37 166565 174283 175263 187304 187552 187812 188077 188249 189258 189911 198390
41 172889 179763 180757 182578 184151 184491 184842 185645 186548 192276 197989
performance of decision variables x2 and x4 observed in the Fig. 2 and their values in Table 1. This is due to the significant
contribution of SA in this optimization process.
The fitness function value for Fig. 2 is 197098.9 at α = 13.813 and γ = 0.99. CPU time for running PS and GA in this
simulation result is 0.24016 s and 0.24045 s respectively. Total CPU time is 7.07 s. The interesting contribution of this hybrid
method is on the finding of the best feasible decision variables solutions for of x2 and x4.
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Table 6
Comparative results for fitness function with various techniques.
Fitness function (f )
γ GALS [23] GA [25] EA [26] DONLP2 [27,28] Hybrid SAGA [29] Hybrid SAPS
0.001 147712.9 559.8 7921.18 7921.18 138507.0 147460.7
0.1 163731.6 320.4 7807.31 7302.24 155100.9 136011.7
0.2 166763.3 268.3 7850.74 7761.24 158323.2 143793.0
0.3 168830.5 161.5 7854.35 7721.25 161210.7 144084.7
0.4 170548.7 430.3 7849.07 7654.33 163769.9 152004.5
0.5 172146.4 375.0 7827.40 7453.34 161944.9 137408.2
0.6 173763.9 441.0 7921.14 7821.33 170991.2 144574.4
0.7 175548.3 336.7 7797.14 7645.52 169956.3 172576.3
0.8 177754.9 583.0 7921.18 7107.24 170203.5 146549.6
0.9 181132.7 250.2 7921.18 7921.18 171209.0 161561.8
0.99 200116.4 719.6 7921.18 7921.18 195828.7 196956.4
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Fig. 2. Objective function versus decision variables.
Further experiment carried out α values from 1 to 41. The best fitness function values with respect to the level of
satisfaction and vagueness factor are depicted in the Fig. 3. Total CPU time for these simulations results is 52.53 s. CPU
time running GPS and SA is 1.1758 s and 1.1761 s respectively for best optimal fitness function value 197989.75 at α = 41
and γ = 41. Nevertheless, the best near global optimal solution for the fitness function is 198426.5 at α = 9 and γ = 0.99.
From the simulation and computational results, the findings show that the superiority of PS and SA hybridization
approach in the best near global optimal solution and lowest computational CPU time. In fact, the fitness value and CPU time
of this hybrid approach outperformed over PS approach alone. Moreover, the major contribution of this hybrid approach is
on the computational CPU time that outweighs the CPU time for PS with GA and PS, GA with LS approaches.
Fig. 4 depicts the result obtained for vagueness factor (α) with respect to level of satisfaction (γ ), Fig. 5 shows the optimal
objective function (f ) versus level of satisfaction (γ ) and Fig. 6 illustrates the optimal objective function with vagueness
factor (α). These three figures are clearly explaining the 2D version of the solution for the 3D solutions in the Fig. 3. The
decisionmakers, analysts and the implementer will be able to make their satisfactory judgement on the results obtained for
the profit function in the above case studies problem.
6. Comparative results
Table 6 provides the comparative results for the production planning problems in Eq. (1). Various techniques have been
considered in this research work.
The last column in Table 6, indicates the best optimal solution for hybrid simulated annealing. The last column in Table 6,
indicates the best optimal solution for hybrid simulated annealing and pattern search approach. The optimal solution for
this current technique is better than hybrid SAGA approach but less than GALS approach. The advantage of hybrid SAPS
method is, in providing more realistic and practical solution compared to other methods.
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Fig. 3. 3D plot for f , α and γ .
Fig. 4. Vagueness (α) versus level of satisfaction (γ ).
The computational CPU time for hybrid SAPS is speedier than hybrid GALS [23] method. Donlp2 method (column 5)
which is freely available through the internet and it is based on [27,28], EA [26], Hybrid SAGA [29] and the adaptive GA
method (column 3) [25]. The six different techniques are very important for the decision maker and implementer for their
final decision making process and implementation in real world fuzzy environment.
7. Conclusions
We propose a Hybrid Simulated Annealing and Pattern Search method, SAPS, for solving the Constrained Optimization
Problem of Industrial Production planning. SA has a global diversification in overcoming locally trapped solution. Hybrid
SAPS is capable of finding a good feasible, robust, convergence and flexible solutions for decision variables and objective
function. The combination of SA with PS worked very well in exploration and exploitation of findings of optimal solution for
the industrial production planning problem. The comparative studies among other heuristic and meta-heuristic methods
provide an excellent result for the optimal solution with respect to level of satisfaction and vagueness factor. Future studies
will be in the direction of other meta-heuristic techniques of ant colony optimization and particle swarm optimization for
the industrial production planning problem.
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Fig. 5. Objective function versus level of satisfaction (γ ).
Fig. 6. Objective function (f ) versus vagueness factor (α).
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