Smooth orthogonal and biorthogonal multiwavelets on the real line with their scaling function vectors being supported on [−1, 1] 
INTRODUCTION
With high vanishing moments, both orthogonal and biorthogonal wavelets on the real line prove to be very useful in various applications. However, in many applications, one is interested in problems confined to an interval such as solutions to differential equations with boundary conditions and image processing. One excellent construction of orthogonal wavelet bases on the interval [0, 1] was given by Cohen, Daubechies and Vial [4] by adapting the famous Daubechies orthogonal wavelets on the real line to the interval [0, 1] (see also [1, 3] ). The motivation to construct wavelets on the interval and the fast wavelet transforms associated with wavelets on the interval were explained in detail in [4] . In the literature, several other approaches were also reported in [6, 9, 12, 20 ] to obtain wavelets on the interval by adapting the wavelets on the real line. Recently, the theory of multiwavelets has been extensively studied in the literature. As a generalization of scalar wavelets, multiwavelets have several promising features such as short support and relatively high vanishing moments.
Before proceeding further, let us recall some definitions related to multiwavelets. A refinable function vector φ = (φ 1 , . . . , φ r )
T , where the positive integer r is the multiplicity, satisfies the following refinement equation
where H = {H k } k∈Z is a finitely supported sequence on Z and is called the (matrix refinement) mask. If the matrix J 0 := k∈Z H k has a simple eigenvalue 2 and all the other eigenvalues in modulus are less than 2, then up to a scalar multiplication there is a unique vector φ of distributions which is a solution to the refinement equation ( For ν 0, W ν denotes the Sobolev space consisting of all functions f in L 2 (R) with f (ω)(1 + |ω| 2 ) ν 2 ∈ L 2 (R). We say that a function vector φ = (φ 1 , . . . , φ r )
T has accuracy order n if
for some sequences λ j of 1 × r vectors on Z. Accuracy order of a refinable function vector has a close relation to the order of vanishing moments of a (bi)orthogonal multiwavelet.
Biorthogonal multiwavelets come from a primal scaling function vector φ = (φ 1 , . . . , φ r )
T ∈ L 2 (R) r and a dual scaling function vector φ = ( φ 1 , . . . , φ r ) T ∈ L 2 (R) r such that
where H and H are finitely supported masks, and φ and φ satisfy the following biorthogonal relation:
where φ(t − k) * := φ(t − k) T and δ is the Dirac sequence such that δ 0 = 1 and δ k = 0 for all k ∈ Z\{0}. If φ satisfies (1.2) with φ = φ, then φ is called an orthogonal scaling function vector.
If [7] that φ and φ satisfy (1.2) where φ and φ are the normalized solutions to the refinement equations (1.1) with the masks H and H, respectively.
It is known that there are symmetric smooth orthogonal multiwavelet bases while there is no symmetric continuous orthogonal scalar wavelet (see [8, 10] ). The properties of short support, reasonably high vanishing moments and certain smoothness of a multiwavelet are particularly attractive for the construction of wavelet bases on the interval. For example, multiwavelet bases on the interval were reported in [6, 9, 12] . In the current literature, many (bi)orthogonal multiwavelets with multiplicity 2 were reported, see e.g. [6, 10, 12, 17] and references therein. To obtain multiwavelets with short support and high vanishing moments, it is quite natural to consider multiwavelets with higher multiplicity. However, with higher multiplicity, the construction of multiwavelets and the algorithm to perform the associated wavelet transform will be much more complicated. Therefore, it is natural and in its own right to consider multiwavelets with multiplicity 4. In this paper, we shall construct both orthogonal and biorthogonal smooth multiwavelets with multiplicity 4 and support [−1, 1] . Then the multiwavelets on the interval [0, 1] are obtained from them. The multiwavelets on the interval in this paper have four boundary wavelets at each level with simple structure and small support. All the wavelet filters reported in this paper have closed form expressions and the multiwavelet bases enjoy good smoothness, short support, symmetry and high vanishing moments. For example, we construct a symmetric C 2 orthogonal multiwavelet with multiplicity 4, while a C 2 orthogonal multiwavelet given in [9] has multiplicity 11 and some components of the (piecewise polynomial) refinable function vector lack symmetry. In comparison with many other constructions of wavelet bases on the interval [0, 1], besides many good properties such as good smoothness, short support, symmetry, high vanishing moments and interpolation properties, multiwavelet bases constructed in this paper have very simple structure with explicit expressions and therefore, can be implemented efficiently.
The structure of this paper is as follows. In Section 2, we shall obtain a symmetric C 2 orthogonal scaling function vector with multiplicity 4 such that it is supported on [−1, 1], has accuracy order 4 and belongs to the Sobolev space W 2.56288 . Here and in the following, a function f being in the Sobolev space W 2.56288 means f ∈ W s , where s is approximately 2.56288. In Section 3, we shall discuss how to construct biorthogonal multiwavelets by the parameterization method in [18] and the coset by coset (CBC) algorithm in [11] . In particular, a C 3 primal scaling function vector φ and its C 1 dual scaling function vector φ are constructed such that both of them are supported on [−1, 1] and have accuracy order 4 while φ ∈ W 3.63298 and φ ∈ W 1.75833 . Moreover, the primal function vector φ is a Hermite interpolant. In Section 3, based on the CBC algorithm in [11] we construct a continuous dual scaling function vector φ for the following cardinal Hermite interpolant φ = (φ 1 , . . . , φ 4 )
It is easy to check that φ is supported on [−1, 1], has accuracy order 8 and belongs to W 4.5 . Therefore, φ ∈ C 4− for any > 0. The dual scaling function vector φ we construct in Section 3 is supported on [−4, 4] , has accuracy order 8 and belongs to W 1.13762 . See Figure 1 in Section 3 for the graphs of the function vectors φ and φ. In Section 4, we discuss how to obtain multigenerators on the interval [0, 1] from the orthogonal scaling function vector φ, and from primal and dual scaling function vectors φ, φ constructed in the preceding sections. The orthogonal multigenerators Φ j and biorthogonal multigenerators Φ j and Φ j at each level j ∈ Z + are explicitly constructed with a simple expression. The matrices H j and H j , for the refinement equations Φ j = H j Φ j+1 and Φ j = H j Φ j+1 , are explicitly given. Finally, in Section 5, the orthogonal multiwavelets Ψ j , and biorthogonal multiwavelets Ψ j , Ψ j at each level j are explicitly given. Moreover, The matrices G j and G j for Ψ j = G j Φ j+1 and Ψ j = G j Φ j+1 are explicitly given. The sequence norms for the coefficients based on such orthogonal and biorthogonal multiwavelet expansions characterize Sobolev norms · W s ([0,1]) for s ∈ (−2.56288, 2.56288) and for s ∈ (−1.75833, 3.63298), respectively. The orthogonal and biorthogonal multiwavelet bases on the interval constructed in Section 5 have good smoothness and vanishing moments. At each level, two boundary multiwavelets with simple expressions are used for each end point of the interval [0, 1]. Moreover, the method of constructing (bi)orthogonal multiwavelets in this paper can be used to construct multiwavelets which are supported on [−1, 1] with multiplicity other than 4.
ORTHONORMAL MULTIWAVELETS ON THE REAL LINE
To construct symmetric/antisymmetric orthogonal multiwavelets, we take the mask H to be the following form:
where a, b, c, d and w are 2 × 2 real-valued matrices and w * w = I 2 , i.e., w is an orthogonal matrix.
In order to obtain an orthogonal scaling function vector, the mask H necessarily satisfies 
If φ j (ω+2kπ) k∈Z , j = 1, . . . , r, are linearly independent for ω = 0 and ω = π, then φ has accuracy order n if and only if there exist 1×r row vectors y m , m = 0, . . . , n−1 with y 0 = 0 such that (see [14] )
Furthermore, under the condition y 0 φ(0) = 1, we have
If a mask H satisfies (2.5), then we say that H satisfies the sum rules of order n with {y m : m = 0, . . . , n − 1}. See also [11, 13, 15, 19] about the relation between the accuracy order of a refinable function vector and the order of sum rules of the corresponding mask.
In the following we shall construct a mask H of the form given in (2.1) such that (2.3) holds and H satisfies the sum rules of order 4 with vectors {y 0 , y 1 , y 2 , y 3 }.
By an appropriate orthogonal transform and the special structure of the mask H, without loss of generality, we may assume 
Therefore x 1 = 0 and x 3 = 0. In the following we also assume that x 5 = 0. It is easy to see that the mask H of the form given in (2.1) satisfies the sum rules of order 1 if and only if [1, 0] 
The equations (2.8) and (2.10) together are equivalent to
(2.12)
The equations (2.9) and (2.11) together are equivalent to
Let w i,j denote the (i, j) entry of the orthogonal matrix w. By the first equation of (2.3), one can obtain
By the second equation of (2.3), we have
4 . From the above expressions, we compute the parameters in the order x 1 , x 2 , x 3 , x 4 and x 5 . For an orthogonal 2 × 2 matrix w, it is given by one parameter. Thus there is one free parameter for the mask H given in (2.1) such that H satisfies the discrete orthogonal condition (2.2) and the sum rules of order 4.
By choosing t = 477/512 and
we obtain the orthogonal scaling function vector φ such that φ ∈ W 2.56288 and φ has accuracy order 4 where φ is the normalized solution to the refinement equation (1.1) with the mask H. Here and in the following we use the smoothness estimate for scaling functions provided in [16] . Thus φ ∈ C 2.06288 . Moreover, the orthogonal scaling function vector φ = (φ 1 , φ 2 , φ 3 , φ 4 )
T satisfies
In [9] , a C 2 orthogonal scaling function vector supported on [−1, 1] was constructed. Each component of the refinable function vector is a piecewise polynomial. However its multiplicity is 11 and some components of the refinable function vector lack symmetry.
In the following we shall derive the corresponding multiwavelets on the real line from the mask H and φ. Set G k = 0 for all k ∈ Z\{−1, 0, 1} and set
where the 2 × 2 matrices e and f are given by
and
It is not difficult to verify that
Define ψ = (ψ 1 , ψ 2 , ψ 3 , ψ 4 ) T as follows:
Then for all x ∈ R,
The reader is referred to Figures 2 and 3 in the Appendix for the graphs of the function vectors φ and ψ.
In the rest of this section, we discuss the interpolation properties of φ. Since φ is supported on [−1, 1] and φ ∈ C 2.06288 , we have φ
. By the symmetry of φ and φ (0) = 2H 0 φ (0), from (2.7) and (2.13), we have
Assume that {f j k } k∈Z , j = 0, 1, 2, are three arbitrary sequences. Let f be the function defined by
Then we have
For φ constructed above, the corresponding parameters x 1 , x 2 , x 3 are
47185920 .
BIORTHOGONAL MULTIWAVELETS ON THE REAL LINE
In this section we shall construct biorthogonal scaling function vectors and biorthogonal multiwavelets with good approximation and smoothness properties.
3.1. The primal Hermite interpolatory mask with the sum rules of order 4 In this section, we want to obtain a refinable function vector φ with mask H such that
That is, φ is a refinable Hermite interpolant. By Lemma 4.1 in [11] , it is necessary that
and H satisfies the sum rules of order 4 with
We take the primal Hermite interpolatory mask H to be the following form: H k = 0 for all k ∈ Z\{−1, 0, 1} and
where a, b and w are 2 × 2 matrices and w is nonsingular.
Let O m , m ∈ Z + be defined in (2.4). It is easy to verify that H of the form given in (3.2) satisfies the sum rules of order 4 with {y 0 , y 1 , y 2 , y 3 } given in (3.1) if and only if
One can obtain that (3.3) is equivalent to
Under condition (3.7), (3.4) is equivalent to [1, 0] 3.2. The dual mask with the sum rules of order 4 In the following, we shall recall the coset by coset (CBC) algorithm proposed in [11] to construct dual masks with arbitrary order of sum rules for any given interpolatory mask. The reader is referred to [11] for a proof of the following result. 
where the matrices J m are defined as follows
2. Choose an appropriate subset E of Z (e.g., any subset E of Z such that the cardinality of E is no less than n) such that after setting H 1+2k = 0 for all k ∈ Z\E, the following linear system
has at least one solution for { H 1+2j : j ∈ E} where the matrices O m are defined by
3. Construct the coset of H at 0 as follows:
Then the mask H is a dual mask of the primal mask H and H satisfies the sum rules of order n.
From (3.13) and the special structure of the primal mask H in (3.2), we have By a simple computation, we take the dual mask to be the following form: H k = 0 for all k ∈ Z\{−1, 0, 1}, and One can choose other nonsingular matrix w such that φ is more smooth while φ is less smooth, or φ is less smooth while φ is more smooth.
In the following we shall derive the multiwavelets and dual multiwavelets from the masks H and H.
Set G k = 0 and G k = 0 for all k ∈ Z\{−1, 0, 1} and set
where D := diag(1, 4) and the matrices e, e, f and f satisfy the following relation:
It is not difficult to verify that for all j ∈ Z,
Define ψ, ψ as follows:
Moreover, the first two components of ψ, ψ are symmetric about the origin and the other two components of ψ, ψ are antisymmetric about the origin. See Figures 4-7 in the Appendix for the graphs of the function vectors φ, ψ, φ and ψ.
Cardinal Hermite Interpolation
In the rest of this section, we are interested in constructing a continuous dual scaling function vector for the cardinal Hermite interpolant given in (1.4). A refinable function vector φ = (φ 1 , . . . , φ r )
T is said to be a refinable Hermite interpolant if φ j ∈ C r−1 for all j = 1, . . . , r and
It is easy to see that the cardinal Hermite interpolant given in (1.4) satisfies the following refinement equation
where the mask H is given by H 0 = diag(1, 1/2, 1/4, 1/8) and 
For simplicity, in this section, we assume
In other words, the first two components of φ and φ are symmetric about the origin and the other two components of φ and φ are antisymmetric about the origin. First we have the following lemma. 
where C 1 , C 1 are two matrices satisfying C 1 C * 1 = C, and S 0 is defined in (4.3) . Then
Then Φ j and Φ j are biorthogonal to each other with respect to the Proof. It suffices to prove that
Moreover, if
The other statements can be easily verified.
In 
where 
where C 1 is an invertible matrix satisfying 
Moreover, if φ has accuracy order k, then Φ j can reproduce all polynomials on [0, 1] of degrees up to k − 1.
For the orthogonal scaling function vector φ constructed in Section 2, C is given below. The matrix C 1 is not unique. We choose a C 1 such that the second, third and fourth components of φ L j are continuous on R. 
ORTHOGONAL AND BIORTHOGONAL MULTIWAVELETS ON [0, 1]
In this section, we construct orthogonal and biorthogonal multiwavelets on [0, 1] from the orthogonal and biorthogonal multiwavelets on the real line constructed in Sections 2 and 3. [0, 1] Let the masks H and G be given in (2.1) and (2.16) with the matrices a, b, c and d given in (2.12) and (2.13). Then we have the following result.
Orthogonal multiwavelets on
Theorem 5.1. Let B be the 2 × 2 matrix given by
where
where S 0 is defined in (4.3).
Proof. It is equivalent to verifying the following equalities.
From Theorem 4.2, the above equalities are equivalent to
which can be easily verified by the assumptions.
Biorthogonal multiwavelets on [0, 1]
In the following, we shall construct biorthogonal multiwavelets on [0, 1] from the biorthogonal multiwavelets on the real line constructed in Sections 3.1 and 3.2. The method used in [6] can be employed to obtain a multiwavelet basis on the interval from the biorthogonal multiwavelet constructed in Section 3.3.
Let the masks H, G and H, G be given in (3.2), (3.24), (3.16) and (3.25), respectively. Then we have the following result. 
.
Define the boundary wavelets
The matrices B and B in both [2] , [5] , [6] ) the following theorem. In the following we provide graphs of multigenerators φ L 2 , φ [2, 1] , φ L 2 , φ [2, 1] , and multiwavelets ψ L 2 , ψ [2, 1] , ψ Orthonormal boundary multigenerator φ L 2 (the left column) and orthonormal mid multigenerator φ [2, 1] (the right column) Orthonormal boundary multiwavelet ψ L 2 (the first two in the left column) and orthonormal mid multiwavelet ψ [2, 1] Primal boundary multigenerator φ L 2 (the left column) and primal mid multigenerator φ [2, 1] (the right column) Primal boundary multiwavelet ψ L 2 (the first two in the left column) and primal mid multiwavelet ψ [2, 1] Dual boundary multiwavelet ψ L 2 (the first two in the left column) and dual mid multiwavelet ψ [2, 1] (the others)
