Tracking speakers in multiparty conversations constitutes a fundamental task for automatic meeting analysis. In this paper, we present a probabilistic approach to jointly track the location and speaking activity of multiple speakers in a multisensor meeting room, equipped with a small microphone array and multiple uncalibrated cameras. Our framework is based on a mixed-state dynamic graphical model defined on a multiperson state-space, which includes the explicit definition of a proximity-based interaction model. The model integrates audio-visual (AV) data through a novel observation model. Audio observations are derived from a source localization algorithm. Visual observations are based on models of the shape and spatial structure of human heads. Approximate inference in our model, needed given its complexity, is performed with a Markov Chain Monte Carlo particle filter (MCMC-PF), which results in high sampling efficiency. We present results -based on an objective evaluation procedurethat show that our framework (1) is capable of locating and tracking the position and speaking activity of multiple meeting participants engaged in real conversations with good accuracy; (2) can deal with cases of visual clutter and partial occlusion; and (3) significantly outperforms a traditional sampling-based approach.
INTRODUCTION
The automatic analysis of meetings recorded in multisensor rooms is an emerging research field [4] . In this domain, localizing and tracking people and their speaking activity play fundamental roles in two areas. The first one is media processing: speaker location is useful to select or steer Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. a camera as part of a visualization or production model, to enhance the audio stream via microphone-array beamforming for speech recognition, to provide accumulated information for person identification, and to recognize locationbased events. The second one is human interaction analysis: social psychology has highlighted the role of non-verbal behavior (e.g. gaze and facial expressions) in interactions, and the correlation between speaker turn patterns and aspects of the behavior of a group [12] . Extracting cues to identify such multimodal behaviors requires reliable speaker tracking.
Although the tracking task in meetings is facilitated by the constraints of the physical space and the expected type of human activities, the multimodal multispeaker tracking problem poses various challenges. These include algorithms for AV data fusion, that make use of the modalities' complementarity, and for tractable joint multiperson models (which represent each individual state, while accounting for the constraints introduced by their interaction). In meetings, interaction in its simplest form relates to proximity in the visual modality (occlusion being the fundamental case), and to overlapping speech in the audio modality (commonly found in spontaneous conversations). Approaches addressing some of these issues have begun to appear [2, 3] .
In this paper, we address the problem as one of approximate inference in a dynamical graphical model, using PF techniques [7, 11] , building on recent advances in the field [9] . For a state-space model, a PF recursively approximates the filtering distribution of states given observations, using a dynamical model, an observation model, and sampling techniques, by predicting candidate configurations and measuring their likelihood. Our model uses a mixed-state, multiobject state-space, which in addition to being mathematically rigorous, allows for the integration of a pairwise person occlusion model, through a Markov Random Field (MRF) prior in the multi-object dynamic model. To address the problems of traditional PFs in handling high-dimensional spaces (defined by the joint multi-object configurations), we combine MCMC techniques with the PF framework, allowing for efficient sampling [11, 9] . Our work integrates data captured by a small microphone array and multiple cameras with mostly non-overlapping fields of view by a novel observation model of AV features. Based on an objective evaluation of the quality of estimated head location and speaking activity, and using small-group discussion data, we show that our framework is capable of jointly tracking the location and speaking activity of multiple meeting participants with good accuracy, dealing with realistic conditions, and outperforming a traditional PF model. The paper is organized as follows. Section 2 discusses previous work. Section 3 summarizes our framework. Section 4 describes the multi-person dynamical model. Section 5 presents the AV observation model. Section 6 describes the sampling technique. Section 7 discusses the case of varying numbers of people. Section 8 describes experiments and results. Section 9 provides some concluding remarks.
RELATED WORK
Localizing and tracking speakers in enclosed spaces using AV information has increasingly attracted attention in signal processing and computer vision [13, 15, 1, 6, 3, 2] . Broadly speaking, the differences among existing works arise from the overall goal (tracking single vs. multiple speakers), the specific detection/tracking framework, and the AV sensor configuration. Much work has concentrated on the single-speaker case, assuming either single-person scenes [13] or multiperson scenes where only the location of the current speaker needs to be tracked [15, 1, 6] . Many of these works used simple sensor configurations (one camera and a microphone pair) [13, 15, 1] . Among the existing techniques, probabilistic generative models based on exact [13] or approximate inference methods (both variational [1] and sampling-based [15] ) appear to be the most promising, given their principled formulation and demonstrated performance.
Although multiobject visual tracking is a classic field in computer vision [8, 14, 9] , the AV multispeaker tracking problem has been studied relatively recently, making use of more complex sensor configurations to cover an entire workspace (table, whiteboards, etc.) [4, 3, 2] . The work in [4] described a system based on a device that integrates a small circular microphone array and several calibrated cameras. The system, in which each person is tracked independently, consists of three modules: AV auto-initialization, HMM-based visual tracking, and tracking verification. The closest works to ours are [2, 3] , both based on PF techniques. The work in [2] used two calibrated cameras and four linear sub-microphone arrays on a wall, and was based on the model by [8] , defining a multi-person state-space in which the number of people can vary over time. An observation model was defined by two terms: one for video, derived from background substraction, and one for audio, derived from short-time Fourier transforms computed on each microphone's signal. The PF relied on importance sampling (IS), and is thus likely to become rapidly inefficient as the number of objects increases. The work in [3] used the same setup as [4] , and tracked multiple speakers with a set of independent PFs, one for each person. Each PF uses a mixture proposal distribution, in which the mixture components are derived from the output of single-cue trackers (based on audio, color, or shape information). This proposal increases robustness in case of tracking failure in single modalities.
Our work substantially differs from previous work in AV multispeaker tracking with respect to multi-object dynamic and AV observation modeling, and to the sampling mechanism. Building on the model in [9] , our model has two advantages over [2, 3] . First, unlike [2, 3] , we use a multiperson dynamical model that explicitly incorporates a pairwise person interaction prior term. This model is especially useful to handle person occlusion. Second, unlike [2] , we use MCMC sampling, that allows to track several objects in a tractable manner (effectively close to the case of independent PFs), while preserving the rigorous joint state-space formulation. Finally, we objectively evaluate our algorithm in more detail than [2, 3] .
MODEL SPECIFICATION
We use a generative approach to model the tracking problem [7, 11] . Given a Markov state-space model, with hidden states Xt representing the joint multi-object configuration (e.g. position, scale, etc.), and AV observations Yt, the filtering distribution p(Xt|Y1:t) of Xt given the observations up to time-step t, Y1:t = (Y1, ..., Yt), can be recursively computed using Bayes' rule by
where p(Xt|Xt−1) is the dynamical model of the temporal evolution of the multi-object state-space, and p(Yt|Xt) denotes the observation likelihood, which measures how well the observations fit the multi-object predictions.
PFs approximate Eq. 1 for non-linear, non-Gaussian problems [11] . Following [7] , the basic PF represents the filtering distribution using a weighted set of samples {(X
and w (n) t denote the n-th sample and its associated weight at each time-step, and updates this representation as new data arrive. With this representation, Eq. 1 can be approximated by a mixture model,
using IS (Z is a normalization constant). Given the particle set at the previous time-step, {(X
t−1 )}, a set of new configurations at the current time-step are drawn from a proposal distribution q(Xt) = P r w
t−1 ). The weights are then computed as w
A state at time-step t is defined by Xt = (Xi,t), i ∈ It, where It is the set of object identifiers in the configuration, mt = |It| denotes the number of objects, and |·| indicates set cardinality. Each object has a unique identifier, given by the position occupied by their configuration in the state vector. In what follows, we assume It to be fixed (the case when It varies over time is discussed in Section 7). A mixed statespace is defined for single-object configurations Xi,t, where both the geometric transformations of a person's model in the image plane and the speaking activity are tracked. In this work, a single-object state Xi,t = (xi,t, ki,t) is composed of a 3-D continuous vector xi,t = (ui,t, vi,t, si,t), defined over a subspace of affine transformations comprising 2-D translation and scaling, and a discrete binary variable ki,t, which models each participant's speaking status (0: silent, 1: speaking).
The generative model in Eq. 1 and its approximation in Eq. 2 require the specification of the dynamical and observation models. Additionally, the dimension of the multiobject state-space grows linearly with the number of objects, so that even for a small-group discussion (4-5 participants) and the compact single-object state-space described above, the dimension of the joint state-space is prohibitively high for IS, which calls for a more efficient sampling scheme. Each of these issues is discussed in the following sections.
MULTI-OBJECT DYNAMICAL MODEL
The dynamical model includes two factors: one that describes interaction-free, single-object dynamics, and another one that explicitly models interactions (e.g. occlusion), constraining the dynamics of each object based on the state of the others, via a pairwise MRF prior [10, 9] . The field is defined on an undirected graph, where the graph vertices are the objects, and the links are defined between object pairs at each time-step. The dynamical model is expressed as
where p(Xi,t|Xi,t−1) denotes the dynamics of the i-th object, and the prior is a product of pairwise potentials, denoted by φ(Xi,t, Xj,t) over the set of cliques C (i.e., pairs of connected nodes) in the graph. The approximation in Eq. 2 is now given by
where the interaction term can be moved out of the sum over all particles, as it does not depend on past information [9] . Furthermore, assuming that the motion and the speaking activity are independent, each single-object dynamical model is factorized as
where the continuous distribution p(xi,t|xi,t−1) is classically modeled as a second-order auto-regressive model [7] , and p(ki,t|ki,t−1) is a 2 × 2 transition probability matrix (TPM).
The interaction model we adopt takes into account visual information, and penalizes large visual overlaps between objects, which reduces the possibility of associating two configurations to one single object when people occlude each other momentarily. Let the spatial supports of xi,t and xj,t, that is, the application of the continuous transformation to the object template in the image plane, be denoted by Si,t and Sj,t, respectively. The overlap measures are the wellknown precision ν and recall ρ from information retrieval. Assuming that Si,t is the reference, the two above measures are respectively defined by
Note that, as ν(Si,t, Sj,t) = ρ(Sj,t, Si,t), the (symmetric) pairwise potentials in the MRF can be defined as
where λ φ is a model parameter. Precision and recall take their maximum value (unity) when the spatial support of two objects perfectly match, and their minimum (zero) if the objects have no overlap.
AUDIO-VISUAL OBSERVATION MODEL
A person is represented by the elliptical silhouette of the head in the image plane. Observation models are derived from audio and video. Both shape and spatial structure of human heads are used as visual cues, so the three types of observations are defined as
, where the superindices stand for audio, shape, and spatial structure, respectively. We further assume that observations are extracted for each object, and that the different observations are conditionally independent given the single-object states, producing the following factorized representation,
All terms in Eq. 7 are defined in the following subsections.
Audio observations
Audio observations are derived from the microphone array signals to produce 2-D location estimates in the image plane. We first use an audio speaker localization approach consisting of two steps: finding candidate source locations, and classifying them as speech or non-speech [6] . In the first step, a single-source localization algorithm based on the Steered Response Power -Phase Transform (SRP-PHAT) measure [5] is used to generate candidate 3-D speaker locations. In practice, the estimated range is imprecise, and only azimuth and elevation are significant. The algorithm exhaustively searches for the location with maximum SRP-PHAT on a fixed concentric grid of points. SRP-PHAT is known to be suitable for reverberant environments. In the second step, a speech/non-speech classification algorithm based on shortterm clustering of the localization results is used to filter out noisy estimates. This technique is effective, unlike most energy-thresholding algorithms, at detecting the low-energy beginning of utterances, and short speaker turns [6] . Using these filtered 3-D location estimates, the frame rates of audio and video are matched, generating between zero and three audio location estimates per video frame. Finally, we use a nearest-neighbor approach to project 3-D audio estimates on the 2-D image plane [6] . This requires an off-line calibration procedure between the AV sensors. The procedure uses training data collected by having a person talking while moving in typical areas of the meeting room. The correspondences between 3-D and 2-D points are obtained from the audio estimates and the output of a single-person visual tracker, respectively. A precise sensor calibration procedure is not required in our case [6] .
The audio observation likelihood is defined on the image plane, relating the Euclidean distance between the 2-D audio location estimates and the candidate particles. Let x a i,t = (u a i,t , v a i,t ) denote the audio estimate closest to the translation components of a configuration xi,t = (ui,t, vi,t) (i.e., the ellipse center). We define a distribution for each value the speaking status variable can take,
where || · || denotes the Euclidean distance, R a defines a radius around the translation components of Xi,t, and K a 1 > K a 2 are constant terms introduced to refect the desired situation: the likelihood of a person actively speaking must be large when there exists a nearby audio estimate, and small if such condition does not hold. In case no audio location estimates exist, u a i,t and v a i,t are set to an arbitrarily large number.
Spatial structure observations
We propose an observation model of spatial structure of human heads, based on a parametric representation of the overlap between skin-color blobs and head configurations. The model is based on the fact that the presence of skin pixels in a typical head blob (e.g. face and neck) is usually confined to specific regions inside and outside a proposed head configuration. Skin-color blobs are first extracted at each frame as described in [6] . Given a set of skin-color blobs and a single-object configuration Xi,t, and assuming that the candidate configuration is the reference, the recall between the spatial support Si,t and each blob is computed. Let S B i,t denote the spatial support of the blob with the largest recall. A head is further represented by three non-overlapping parts with spatial support S l i,t , l ∈ {1, 2, 3}, Si,t = ∪ l S l i,t (Fig. 1) . With this representation, precision and recall are computed for each of the head parts (ν(S l i,t , S B i,t ) and ρ(S l i,t , S B i,t )), and for the whole head, (ν(Si,t, S B i,t ) and ρ(Si,t, S B i,t )). Although the proposed features are obviously not as discriminant as the ones used in dedicated face processing algorithms [16] 
where {ω0, ω l , µ l , Σ l } are model parameters. When no blobs are detected, the likelihood is set to a constant value. 
Shape observations
Edge-based observations are computed, based on a classic model, along L lines normal to a hypothesized contour [7] . This results in a vector of candidate positions for each line l, {z l i,c , l ∈ {1, ..., L}, c ∈ {1, ..., C l }}, relative to z l i,0 , the point lying on the contour. With some typical assumptions, the shape-based likelihood for each object is given by
where z l i,ĉ is the nearest edge detected on line l, σ sh is a standard deviation parameter, and K sh is a constant that limits the influence of cases when no edges are detected.
MCMC SAMPLING
Inference with a traditional particle filter (based on IS) on the high-dimensional space defined by several objects being tracked is computationally infeasible [11] . In order to efficiently place samples as close as possible to regions of high likelihood, we build on recent work and propose to sample from Eq. 4 with MCMC techniques [11] , using a MetropolisHastings (MH) sampler at each time-step [9] . MCMC methods produce a sequence of samples from a Markov chain whose stationary distribution corresponds to the target distribution (the filtering distribution in the tracking case), after running the sampler long enough, and discarding the initial part of the run, called burn-in period [11] . The MH algorithm consists of two iterative steps. First, given a current configuration X, a new sample X * is drawn from a proposal distribution q(X * |X). Then, the proposed sample is accepted as the new configuration in the Markov chain with probability (also called acceptance ratio)
where p(X) denotes the target distribution (in our case p(X) = p(Xt|Y1:t)). If the move is not accepted, the chain remains in the same configuration. The sample set obtained by the MH sampler is a fair sample from the true filtering distribution, and so all particle weights are equal to
In the tracking case, we run a MH sampler at each timestep. However, for computational tractability, a proposal distribution that simplifies the evaluation of the acceptance ratio is needed, as Eq. 12 involves the evaluation of Eq. 4, i.e., a sum over all particles. We use a mixture model formulation over all objects, where one object is chosen at each step in the chain to attempt a move,
where q(i) is the prior over object indices, and q(X * t |Xt, i) are the mixture components. To construct a candidate configuration X * t from the current configuration Xt, an object index i * is first chosen with probability q(i = i * ). A move will be attempted on i * , while the rest of the multi-object configuration is left unchanged. The mixture components are defined so that
which implies that given i * , the new configuration for object i * is sampled from p(X * i * ,t |X (n * ) i * ,t−1 ), using a randomly chosen particle n * from the previous time, while keeping all the other object configurations fixed. Using the Dirac delta function, the specific expression fulfilling Eq. 14 is
This proposal distribution satisfies the desired property of cancelling all the factors that involve summations over the particles in the acceptance ratio. It is not difficult to show that the acceptance probability is simplified to
where Ci * denotes the set of pairwise cliques that involve object i * . For the factorized form for the multi-object likelihood (Eq. 7), the expression can be further simplified to
which only involves the evaluation of single-object AV likelihood terms. MH improves the predictions of multi-object configurations by accepting, at each step, single-object candidates closer to a region of high likelihood, without discarding good candidates already accepted for other objects.
Finally, the mean estimate is approximated by the marginal mean estimates for each object,Xt = (Xi,t), i ∈ It. Each Xi,t is computed as usual in mixed-state models, first computing the maximum a posteriori (MAP) estimate for the discrete variable ki,t, and then the weighted mean of the continuous component xi,t given the MAP discrete estimate [7] . The full algorithm is summarized in Fig. 2 .
• Initialize the MH sampler, by sampling X from the purely predictive distribution
. This implies randomly choosing a particle n * from {X -Sample X * from q(X * |X) (Eq. 13).
-Compute acceptance ratio α (Eq. 17).
-Accept X * (X ← X * ) with probability α.
-Add X to the set {X
• Compute mean estimateXt. 
VARYING NUMBER OF PEOPLE
Although the MCMC-PF could formally integrate birthdeath processes as part of the filtering recursion, this would require a multi-person observation model that allowed for the comparison between configurations containing varying number of people [8, 2] . The factorized observation model in Eq. 7 is not suitable for such a case. For this reason, we opted for a simple process in which, at each time frame, the set of people of the scene It is first established, and then the MCMC-PF is applied on the detected It.
New objects are handled as follows. All skin-color blobs inside a set of birth-likely scene regions, and not overlapping with existing objects, are probed as candidates. Given a standard ellipse template, and a new object ID i * (chosen as the next available object ID in a list), a number of singleobject samples {X (r) i * ,t } is constructed by drawing samples {x (r) i * ,t } from a Gaussian distribution (with mean translation equal to the blob centroid, mean scaling set to unity, and diagonal covariance matrix set to explore a relatively small space around the mean), while setting {k (r) i * ,t } to zero. The set of samples is ranked based on their visual likelihood, p(Y sh i * ,t |Xi * ,t)p(Y st i * ,t |Xi * ,t), and the presence of a new object is decided by thresholding the likelihood of the best configuration. Needless to say, more robust people detectors could be integrated in our approach [16] . Object disappearance is declared whenever a configuration leaves the image limits, or when a configuration has too low visual likelihood. Finally, continuing people are handled as in the case of fixed number of objects.
EXPERIMENTS AND RESULTS

Data collection
Data are recorded in a 8.2m×3.6m×2.4m room containing a 4.8m×1.2m rectangular meeting table, and equipped with fully synchronized video and audio capture devices. The video equipment includes three identical uncalibrated CCTV cameras. Two cameras on opposite walls record frontal views of the participants, including the table and workspace area, and have non-overlapping fields of view (FOVs). A third wide-view camera looks over the top of the participants towards the white-board and projector screen. The audio equipment consists of an eight-element circular equi-spaced microphone array centered on the table, with diameter 20cm, and composed of high quality miniature electret microphones. Video was captured at 25 fps (288×360 pixels), while audio was recorded at 16kHz, with features estimated at 62.5 fps. Training data to estimate the GMM parameters for the skin-color and spatial structure models, and for the AV calibration procedure were additionally recorded in the meeting room. In Section 8.4, we present results on two two-camera sequences, (meeting1 and meeting2, 1715 and 1200 frames, respectively), and one threecamera sequence (meeting3, 1200 frames). The sequences are composed by merging the different views. The first two sequences have non-overlapping FOVs, while in the third one there is some overlap.
Parameter setting
The GMM parameters for skin-color pixels and spatial structure features were estimated by standard Expectation Maximization (EM). Model selection was automatically done using the minimum description length principle. All other parameters were set by hand to sensible values, and kept fixed for all experiments. Regarding the dynamical model for the single-object continuous dynamics p(xi,t|xi,t−1), we use an augmented continuous state,xi,t = (xi,t, xi,t−1), and express the dynamics asxi,t = Axi,t−1 + B(ωt, 0) T , with A =ˆ2
and ωt is a white noise process with standard deviations for translation and scaling equal to 4 and 10 −4 , respectively. The TPM for speaking activity was set to p(ki,t|ki,t−1) =ˆ0
For the interaction model, λ φ = 3. In the audio observation model, R a = 50 pixels, and K a 1 = 1 = 10K a 2 . For the shape-based observations, the number of measurement lines L = 16, each with length a = 20 pixels, σ sh = 5, and
A scaling procedure was applied as the various likelihood terms have a different dynamic range. Finally, we assume a uniform prior for the proposal q(i) in the MH sampler.
Performance evaluation measures
We evaluate both the tracking quality and the ability to infer speaking status. For the first criterion, a semiautomatic head bounding-box ground truth (GT) is generated using a color-based single-person tracker [14] . We then compute precision and recall between the GT and our tracker estimates (represented by bounding boxes) for each person at each frame, and define four person-based measures:
1. Track state (T S). A frame-level binary variable, which is unity if precision and recall are greater than zero, and zero otherwise.
2. Track F-measure (FT ). The precision/recall combination (FT = 2νρ ν+ρ ) is computed for those frames with T S = 1.
Success rate (SR).
A sequence-level variable, defined as unity if T S = 1 for the entire sequence, and zero otherwise.
4. Tracking rate (T R). A sequence-level variable, defined as the ratio between the number of frames where T S = 1 and the number of frames in the sequence.
Jointly, FT , SR, and T R provide an indication of the quality and stability of the tracker, including eventual recovery from failures. All results are computed over multiple runs of the particle filter, to account for its stochastic nature. SR and T R are then reported as averages. Finally, an overall average over the number of people is also reported.
Regarding speaking activity, a binary GT of speaker turns was manually generated for each person. Precision and recall are then computed between the GT and the tracker estimate for each person at each frame, defining:
5. Speak F-measure (FS). A measure computed as in FT . FS is also reported as averages over multiple runs and people, as with the other measures.
Results and discussion
We first evaluated the specific abilities of our framework to estimate location and speaking activity, conducting experiments under two controlled conditions: (1) the number of tracked people was known and kept fixed for the duration of the sequence, and (2) the tracker was hand-initialized in the first frame. Results of the algorithm handling varying numbers of objects are discussed at the end of this section. The mean configuration is displayed, at each time-step for each person, as an ellipse of distinct color. Inferred speaking activity is shown as a double ellipse with contrasting tones. The number of particles in all cases was B + N = 500, with 30% of the particles being discarded in the burn-in period of the MH sampler. All the results were obtained using 20 runs of the MCMC-PF. People are given an object identifier (O1,O2,...) with respect to the position they first occupy in the video, from left to right. The results are best appreciated by watching the videos in the companion website 1 . Meeting1. The results on the meeting1 sequence are shown in Fig. 3 and Table 1 . In this sequence, recorded with no visual background clutter, four seated speakers are engaged in a conversation and talk at a relaxed pace, taking turns with little overlap, which occurs for instance when people laugh. The last row in Table 1 (SGT ) indicates the proportion of time during which each person spoke in the sequence, as labeled in the speaking activity GT.
Regarding visual tracking, the four objects were tracked with good quality and stably throughout the sequence for all runs (see SR, T R, and FT rows in Table 1 , and video meeting1 mcmc 500.avi). The algorithm can handle partial visual self-occlusion (e.g. person O3 touches his chin and rests his head on his right hand in Fig. 3(a),(c) ), and variations of head pose (from frontal to side views), which confirms the advantages of combining visual cues.
With respect to speaking activity, our source localization method, combined with the AV calibration procedure, has shown to be able to estimate location reasonably well, and detect speaker turns with good accuracy and low latency, when people talk at the meeting table [6] . The audio activity inferred by the MCMC-PF preserves these properties for those segments where only one speaker takes the turn, while smoothing out very short speaker turns with the dynamical model (see FS row in Table 1 ). Although we use a Figures (a-c) correspond to frames 10, 526, and 1420, respectively.
single-source localization algorithm, the MCMC-PF can infer simultaneous speaking activity for multiple participants (see Fig. 3(b) ). In general, however, a "dominant speaker" effect is observed in overlapping speech segments.
To study the efficiency of the MCMC-PF, we compare it with a traditional joint multi-object PF, which uses IS instead of MCMC, while all other aspects and parameters of the filter remain fixed. Results are computed using 20 runs, and are shown in Table 1 and video meeting1 pf 500.avi. Clearly, our approach outperforms the traditional PF in both ability to track and estimation of the speaking status. With the classic PF, a loss of track occurred for all of the objects (see SR) at some point in the sequence (especially poor for O2, who was tracked successfully only in 60% of the runs). The tracker also has high visual jitter. Finally, the inference of speaking activity is degraded considerably. The number of particles that is required with the basic PF to perform as well as the MCMC-PF is prohibitively high. 
Meeting2
. The results are shown in Fig. 4 , Table 2 , and video meeting2 mcmc 500.avi. This sequence depicts four seated speakers in a more animated conversation (see SGT row in Table 2 covers in almost all cases, as shown by the SR, T R, and FT rows in Table 2 . The combination of visual cues renders the tracker more robust: while the spatial structure observations help in cases of uncertainty with respect to edge information (e.g. textured background), the shape observations refine the spatial structure model, which consistently drives the tracker to skin-blob areas, but sometimes without much accuracy. A limitation of the likelihood model can be seen for O3, for whom we can observe a combined effect of edge-related clutter, and head spatial structure (i.e., less hair) that might not have been represented accurately in the training data (Fig. 4(a),(c) ). Regarding speaking activity, our approach can correctly infer some cases of simultaneous speech (Fig. 4(b) ). Finally, our approach is significantly more effective than a traditional joint PF, which shows an even more severe performance degradation: SR can be as low as 35-40% and, with the exception of FT , all other figures are considerably lower than the ones obtained for meeting1. This result suggests that the MCMC-PF is more robust to realistic conditions than traditional approaches. Testing the interaction prior. We conducted experiments with a five-person tracker on an excerpt of the meeting2 sequence (frames 550-690), where the walking person (O5) is partially occluded by two seated participants. Performance is computed over 20 runs of the MCMC-PF, without and with the MRF prior. Results are shown in Table 3 , Fig. 5 , meeting2 o1 mcmc 500 no int.avi (without MRF) and meeting2 o1 mcmc 500 int.avi (with MRF). Without the MRF prior, tracking is of high quality for objects O2-O4 (SR = 1, T R = 1, and FT ≥ 0.87). The results for O1 and O5 are shown in Table 3 for O5, tracking was lost in 25% of the cases, locking sometimes onto O1, or drifting away. In contrast, the use of the MRF prior produced high quality tracking for the five objects (SR = 1, T R = 1 , FT ≥ 0.87 for O2-O4, see Table 3 for O1 and O5). The performance with the MRF prior on a second excerpt of meeting2 (frames 830-1000) is shown in meeting2 o2 mcmc 500 int.avi. Table 3 : Results for an excerpt of meeting2 with partial occlusion. Performance was affected for O1 and O5; w (resp. p) indicates without (resp. with) MRF prior.
Meeting3
. Results for this sequence are shown in Table  4 , Fig. 6 , and video meeting3 mcmc 500.avi. In this case, a person (O3) makes a presentation and uses the whiteboard, while the others remain seated and mostly silent (see SGT row in Table 4 ). Due to the FOV overlap, one person (O2) appears in two views. We only track this person in the frontal view. Our algorithm correctly tracks the location of the four people across the sequence, although tracking is more challenging for O3 due to his size and distance from the array. As one would expect, the single-source audio localization algorithm detects a speaker at the table better than at a whiteboard/presentation, given their shorter distance to the microphone array. Due to this fact, when O2 makes noise (in frames 200-225) or when the presenter and a seated person speak simultaneously (e.g., O1 in frames 660-700, Fig. 6(b) ), the tracker infers speaking activity only for the person at the table. Overall, the speaking activity of the presenter is inferred with reasonable quality, although some of his turns are missed. The activity of O1 and O4 is estimated with good quality, comparable to the obtained with previous sequences. The comparatively low FS-value for O2 is explained by the fact that he spoke briefly only once, and made noise that was identified as speaking activity. Auto-initialization. The performance of the algorithm is illustrated in video meeting1 mcmc 500 autoinit.avi. The tracker is initialized at frame 0 with I0 = ∅. The birth-likely area for this example is the entire scene, roughly above the chest of the seated participants. At frame 1, O1, O2, and O4 are automatically initialized, while O3 is initialized once he moves his hand away from his face at frame 24. From this frame on, the performance is equivalent to the one obtained with manually initialized objects. A second example is shown in Fig. 7 and meeting2 mcmc 500 autoinit.avi. The tracker is initialized at frame 800 with I800 = ∅. At frame 801, the algorithm detects O1-O4 and initializes them correctly. O5 is detected at frame 825. Overall, the algorithm is adequate for our application, although as stated in Section 7, it could be improved by the use of a specialized face detector algorithm [16] .
CONCLUSIONS
We presented a probabilistic framework for the joint tracking of multiple people and their speaking activity in a multia b c Figure 7 : Handling varying number of objects, meeting2; (a-c) correspond to frames 800, 801, and 825, resp. sensor meeting environment. Our framework integrates a novel AV observation model, a principled mechanism to represent simple, proximity-based interactions (occlusion), and an efficient sampling strategy that overcomes some of the problems faced by traditional PFs. We have shown that our framework can localize and track multiple people and their speaking status with good accuracy, tolerating visual clutter, and outperforming a traditional PF. Several issues remain open for improvement. First, more refined interaction models could be proposed, making use of the speaking status variable in the MRF prior, and introducing an occlusion variable in the state-space. Second, although our model can reflect simultaneous speaking activity from multiple people, it is based on a limiting single-audio-source assumption. We are currently developing truly multi-speaker detection techniques. Third, the auto-initialization mechanism could be enhanced by using audio-based localization and/or face detection, whose integration in the MCMC-PF is conceptually direct. Finally, the evaluation of our approach on more dynamic data will also be part of future work.
