In a recently developed simple particle mechanics model, in which a single particle represents the working fluid, (gas) in a heat engine, (exemplified by a piston engine) a new approach was outlined for the teaching of concepts to thermodynamic students. By mechanics reasoning, a model was developed that demonstrates the connection between the Carnot efficiency limitation of heat engines, and the Kelvin-Planck statement of Second Law, requiring only the truth of the Clausius statement. In a second paper the model was extended to introduce entropy. The particle's entropy was defined as a function of its kinetic energy, and the space that it occupies, that is analogous to that normally found in classical macroscopic analyses.
INTRODUCTION
In previous papers [1, 2] , simple, one dimensional theoretical models of heat engines were presented that bridge the conceptual gap between the elegantly abstract Second Law approaches and physical/mechanical principles governing the limiting efficiency of heat engines. The models demonstrated clearly how a (fictitious) model heat engine could harness the kinetic energy of a particle representing a thermodynamic fluid and convert it to useful work. They showed that the engines must operate between two kinetic energy levels (the source level and the sink level) in order to produce net useful work. The maximum efficiency achievable with the engines was shown to be in agreement with the Carnot efficiency.
Simple mechanical concepts allow students to grasp complex concepts in terms of readily understandable particle mechanics, without introducing the full intricacies of the kinetic theory of gases or statistical thermodynamics. The thermodynamic claims of the papers were limited to situations involving ideal gases.
Discussion in [1] centered on a single particle contained in one dimensional oscillation. Traditional macroscopic thermodynamic symbols such as P, T, V, H, S and Q were not used. Yet many of the basic relationships and demonstrations of the Kinetic Theory of Gases were derived. In [2] , further one dimensional models were introduced involving two or three particles in order to study the concepts of energy (heat) transfer and the tendency of systems toward equilibrium. Students and engineers have difficulty with the concept of entropy, so entropy relationships for the particles, analogous the conventional textbook definitions were explored. Total entropy was found to increase in the familiar way during 'irreversible' processes.
Whilst some engineering thermodynamics textbooks introduce a discussion of kinetic theory of gases and statistical thermodynamics, the majority of authors e.g. [3] concentrate on developing macroscopic concepts. However, in our experience the majority of students find thermodynamic concepts difficult to grasp whether they are introduced through the classical approach, or with the aid of kinetic theory of gases and statistical thermodynamics. The significance of the approach developed in [1] is that the cause of the Carnot limitation is clearly shown -in an ideal heat engine operating in a cycle, the Carnot limitation is purely due to mechanical and spatial constraints without the need for complex new (thermodynamic) concepts. In [2] , the tendencies of, systems toward energy equilibrium and of entropy to maximize in the simple particle mechanical systems were demonstrated.
Because of environmental and other concerns, there are intense efforts to develop fuel cells, thermoelectric and photovoltaic systems as well as many other processes for energy generation. Mechanical engineering students need to be well acquainted with such devices so that grounding in traditional heat engines may not be sufficient for an adequate understanding of the phenomena involved in these new fields which all require an understanding of the principles of the kinetic theory of gases, statistical and a modicum of quantum mechanics. We believe that many mechanical engineering students have difficulties understanding the abstract concepts involved, so that a visual, more mechanistic approach is now essential in teaching the fundamentals of thermodynamics.
As an example, consider the Clausius statement of the Second Law of Thermodynamics which proposes that heat can only be transferred, unaided, from a higher to a lower temperature. In [1] it was assumed that this statement was a 'law of thermodynamics', however, in [2] , the one-dimensional models demonstrated that the Clausius' statement of the second law of thermodynamics is a consequence of simple principles of mechanics.
In the explorations of [1 and 2] the particles' kinetic energy was analogous to thermodynamic temperature. This led to dimensionless entropy in our simple systems. This paper explores, more fundamentally, the definitions of both temperature and entropy in the light of the simplest possible particle based models. The treatment of temperature as a kinetic energy, with consequent definition of dimensionless entropy is investigated. Dimensionally, δQ/T becomes energy/energy. The potential for the simple models to provide a basis for significantly improving students' understanding of engineering thermodynamics are explored further.
NOMENCLATURE
δ = increment, incremental operator φ = entropy (of particle or system) T φ System total entropy γ = adiabatic index C η = cycle efficiency E = energy supplied/rejected E T = total energy in system 〉 〈ε = average energy of motion of a single particle (as measured in the reference frame of centre of mass of the ensemble) per degree of freedom of motion F = average inwardly directed force containing particle F = scalar value of F c F = average force throughout a cycle ke = average kinetic energy of particle during process or cycle KE = kinetic energy of more massive particle ke = kinetic energy (or kinetic energy of less massive particle) k = Boltzmann constant (k=1.38x10-23 Joules/Kelvin) M = mass of more massive particle N = number of molecules present m = mass (or mass of less massive particle) n = index P, p = pressure Q = heat supplied/rejected S = entropy T = absolute temperature U T = upper absolute temperature L T = lower absolute temperature U = initial velocity of more massive particle u = initial velocity of less massive particle V = volume (or velocity of more massive particle) v = velocity of less massive particle v = average velocity 
THE PREVIOUSLY PRESENTED MODELS -[REF 1]
In order to make the work presented in this paper more easily understood, we begin this paper with a brief recapitulation of the previous work. A discussion of the motion of a single particle of mass m, moving along a straight line, between two perfectly reflecting (fixed) ends was presented. From this simple model many of the "laws" which are commonly presented as stemming from experiment, or are introduced through the fairly complex concepts involved in the kinetic theory of gases were derived. 
Equation of state and state path laws
Suppose that the ends are fixed a distance x apart and that the reflections are perfectly elastic at each end, the time average of the kinetic energy of the particle, ke is constant: It follows immediately that
This, on multiplying the numerator and denominator by area results in
Equation (2) can be interpreted as the equation of state and the connection to the ideal gas state law is simply demonstrated if it is possible to assume that ke is directly related to the absolute temperature. It should be noted, and it cannot be emphasized sufficiently strongly, that the temperature does not form part of the theoretical development, rather it is introduced by the argument that equation (2) appears to be similar to the universal gas law. This, of course, is exactly what is done in the development of the kinetic theory of gases, but it is often suggested that the temperature is the average kinetic energy of the gas molecules and that it "falls out" as part of the theory.
In [1] , processes related to the model of Figure 2 , where each of the variables c F , x and ke , of (1) is held constant were shown to be analogous, respectively, to the processes of: Charles' Law, the constant volume process and Boyle's Law.
Additionally, envisaging a process in which there is no energy input to the molecule, other than by the motion of the piston illustrated in Figure ( 2), that is an adiabatic process, the state path law may be derived as
The power of x can be interpreted as the "adiabatic index". The one-dimensional case yields an adiabatic index of three. However, in a three-dimensional single particle version of the model, on applying the equi-partition principle, the usually accepted values for the adiabatic index are obtained.
It is possible [1] to extend the analysis of processes to the analysis of cycles without undue difficulty and without introducing the concept of entropy.
The Carnot Cycle
Suppose that the cycle shown in Figure 3 is executed by the apparatus in Figure 2 .
Consider the expansion process (3-4) of the cycle. Imagine that the energy source at surface S 1 (vibrating particles), is such that, during the process 3-4 in Figure 3 , the working particle returns after rebound from the source with more kinetic energy than its average kinetic energy, ke . This means that during process 3-4, the particle travels to the right with above average kinetic energy and returns with below average kinetic energy. In effect, it acts as a carrier of energy to the piston (perfectly elastic surface S 2 ). However, during process 4-1 the energy source is removed so that the only source of energy for moving the piston is the stored energy in the particle.
Here all the energy supplied by the source is converted to work at the piston. In the case where the piston compresses the space in which the particle moves, imagine the reverse to take place. S 1 must reject the excess energy of the particle at each reflection of the particle so as to maintain constant average kinetic energy. Analysis yielded:
This equation supports the analogy between the mean kinetic energy and the absolute temperature first derived by Boltzmann, namely, 
T = absolute temperature of the gas. m = molecular (particle) mass. k = the Boltzmann constant.
the mean square velocity of the particles Thus equation (7) can be written as This is the well known and accepted Carnot efficiency, the maximum possible, for an engine operating between temperatures T U and T L .
Others have investigated elementary Carnot cycles involving few particles.
SEARCH FOR ALL CYCLES HAVING CARNOT EFFICIENCY -PREVIOUS PAPER [REF 1]
A new mathematical approach for finding the entire family of cycles having Carnot efficiency was published in [1] . It was shown that there is an infinity of such ideal cycles and they may be generally represented on a ln ( ke ) -ln (x) diagram, (a somewhat unorthodox representation) such as that of Figure 4 . All such cycles comprise two equal-length lines parallel to the log(x) axis (isothermals) and two lines, (or curves), such as BWXYZC and ANOMLD which have similar geometrical shape (e.g. parallel).
The three best known cycles, Carnot, Ericsson and Sterling, that have Carnot efficiency, are illustrated in Fig. 5 .
Further to [1] and [2] , we now note as part of this paper, that the Carnot Cycle is bounded by stationary lines of the properties in question in this paper: temperature and entropy. The upper isothermal involves 100% conversion of heat to work, whilst a part of this is lost in proportion to the temperature ratio in the lower isothermal. The outer isentropic involves 100% conversion of the internal energy of the perfect gas to work which is all lost in the inner isentropic process. In the Sterling cycle, [15] internal energy which would otherwise be lost in the outer constant volume process, must be stored and used for regeneration in the inner constant volume process. 
ENTROPY -PREVIOUS PAPER [REF 2]
The gradients of the sloping lines in Figure 5 for the Carnot cycle are derived as follows: Conservation of energy requires that:
By dividing this equation through by ke in a way that is analogous to the classical approach, an expression for 'entropy' is obtained. viz,
Substituting from the state law (1) of this paper for ke F c , then solving the limiting case differential equation and setting the arbitrary constant to zero, the following expression may be obtained:
(9) Thus the slope of the adiabatic lines in the Carnot cycle is -2 and these lines are constant entropy lines.
SIMULATING HEAT TRANSFER THROUGH A CONDUCTIVE WALL BETWEEN TWO PARTICLES REPRESENTING GASES AT DIFFERENT INITIAL ENERGY LEVELS -PRVIOUS PAPER [REF 2]
Many simulations employing software [4] such as that represented in Figures 6 and 7 were performed. The idea in these cases is to simulate a "conductive wall" represented by a vibrating, spring-anchored particle M w , positioned between two oscillating particles M and m. In all such simulations, a tendency for equi-partition of energy between all elements of the system was observed. Thus, these simulations amount to demonstrations that heat flows only from a higher to a lower temperature -i. e. the Clausius statement of the Second Law. Figure 11 showing how long-time averages tend to equalize -i.e. energy equi-partitions.
Next, consider two equal point masses of m kg, having kinetic energies of 1,000 J and 10 J respectively, contained in one dimensional collinear oscillation of amplitude 1 m as shown in Figure 8 . The entropies of the particles and the system will now be shown to vary when the wall is removed allowing the particles interact. The diagram provides an efficient basis for explaining that entropy increases in heat transfer processes.
If the middle wall is removed, our experimental trials indicate that long term equi-partition between the kinetic energies of the two particles will occur and each particle will have an average kinetic energy of 505 J.
If the wall is replaced (rather that removed) by a suitable vibrating wall such as the one in Figure 6 , for which the initial mean wall particle kinetic energy is 505 J and the mean spring strain energy is also 505 J, then the wall's total average energy will eventually stabilise at 505 J, and it will effectively act as an energy conductor allowing energy to flow from the high energy particle p 1 to the low energy particle p 2 , whilst effectively containing each particle in its original space of 1 m. Now consider the system's entropy. Before the wall is removed, the particles' entropies are 50 and 30 units respectively, giving a system total entropy of 80 units. After the wall is removed, the point plotted on Figure 9 for m KE indicates that the entropy of each particle is approximately 47 units so that the system entropy is 94 units. The system entropy has increased from 80 to 94 units. This supports the well known behaviour of entropy -it increases in a heat transfer process! If on the other hand, the wall is not replaced, but simply removed, each point mass will be able to move into the other particle's space (evidently not getting to the other side of it), thus allowing 'diffusion' as well as energy transfer to take place. Trials, such as Figure 9 support the notion of this behaviour. The situation just described is more like a diffusion process than a constant volume heat transfer process.
Thus, during this trial, each particle occupies space of 2 m instead it its original 1 m and a new entropy of the two particles is now 104 units, an even greater increase in system entropy, the extra being due to the diffusion of each particle into the other's (now total) space.
EQUIPARTITION OF ENERGY IN MECHANICAL SYSTEMS -THIS PAPER
Now, in preparation for discussion on the topics of the present paper, namely, temperature and entropy, the equipartition of energy in simple mechanical systems comprising elastic spheres, springs and elastic containing walls is addressed with several cases. Many simulations were performed to demonstrate the law of equi-partition of energy in these systems involving (one dimensional) co-linear oscillation. Figure 10 illustrates a simulation where ten perfectly elastic particles of varying masses and initial velocities were set in collinear oscillation between two reflective walls. Figure 10 : Ten particles of differing masses and differing initial kinetic energies in co-linear oscillation for 32,765 time steps of 0.01 sec. Average inter-particle forces equalize and equi-partition of kinetic energies occurs. Total free space between particles = 17 m All inter-particle impact forces and particle -wall impact forces were recorded and time-averaged over the 32,765 time steps of 0.01 sec. The time-averaged forces on any of the particles and the walls differed from the mean value of all the forces by less than 1%, thus supporting Pascal's Principle. Similarly, any particle's time-averaged kinetic energy varied from the mean kinetic energy of all the particles by less that 7 %, except for one ( of -10.71 %), with the difference decreasing as the iterations progressed. Many such trials with differing numbers of particles and initial conditions produced similar results. Thus, the tendency for the kinetic energy to equi-partition between the particles is effectively demonstrated. An interesting observation was that each particle seemed to be confined, on average, to equal 'space'.
On assuming this to be true and given that equi-partition holds and that average particle containing forces are all equal, the data from the trials indicate that the behaviour of each particle is governed by the state law, equation (1) .
This suggests that each molecule of a real, or at least, ideal, gas in thermal equilibrium, most likely behaves:
• as though it occupies on the average one n th of the total volume of the container, in which n is the number of molecules in the container volume; It should be noted that the first dot point is in agreement with Avogadro's Hypothesis.
In the example shown in Figure 11 , it is supposed that a 'molecule' oscillates between reflective walls. The molecule has two 'atoms' of differing masses, m and M, held together by a spring of length, Ls with a stiffness coefficient, ks.
It is more common to consider the rotational kinetic energies of molecules, however this one dimensional example serves the purpose of illustrating that equi-partition applies to internal molecular (potential and kinetic) energy. At any point in time, the total energy in the system is the sum of the kinetic energies of the two particles, m and M, and the strain energy in the spring. Over the 32,765 time steps the time-averaged energies were found to vary from their mean average by no more that 3 %, thus supporting the equi-partition law. In addition, when the 'molecule' was considered as a point mass concentrated at the centre of mass of the two 'atoms', the time averaged kinetic energy of this point mass was found to be within 6 % of the above mean, again supporting the equi-partition law.
Av Energy
The model of Figure 12 was constructed so as to better illustrate the behaviour at room temperature of diatomic molecules like N 2 . Such a diatomic molecule in real three dimensional motion, is considered to have linear velocity (three degrees of freedom) and, in addition, rotational motion (two d.o.f), giving a total of 5 degrees of freedom. Nowadays, Applets are popular in illustrating the animated behaviour of systems of atoms and molecules [5] .
The two dimensional model has only three degrees of freedom (x, y and rotational), however, simulations confirm that energy equi-partitions between all three degrees of freedom. Note that the elastic degree of freedom of the spring between the 'atoms' is not active in this simulation. 4 , and m 5 are spring connected to each other. Particle m 5 is given zero initial velocity, is relatively massive (1000 kg) and is anchored by springdamper, designed so that the kinetic energy of m 5 is never able to rise much above zero. Thus it acts as an energy sink whose energy level is near zero. Particles m 1 m 2 , m 3 and m 4 , (all of mass 5 kg) were given initial energy in the form of a kinetic energy of 62.5 kJ. The graphs in Figure 13 were the result of time-averaging (in lots of 500 time-steps) the kinetic energies of masses, recorded as series 1, 2, 3, 4 and 5. An interpretation of the model is to view m 1 as a 'gas atom', and m 2 as a 'surface atom' of a solid at zero absolute temperature. 'Heat' flows from the surface atom through intermediate atoms, (m 3 , m 4 , etc) into the rest of the massive solid which acts as an energy-sink. A kinetic energy gradient (temperature gradient) exists from the surface atom to the sink.
MAXIMUM (MECHANICAL) ENTROPY IN A THREE PARTICLE SYSTEM HAVING ENERGY TRANSFER THROUGH A VIBRATING ELASTIC WALL OCCURS WHEN EQUI-PARTITION IS ESTABLISHED
As may be seen in Figure 14 , the "wall particle", which is attached by a spring to the stationary surroundings, vibrates about a mean position indicated by the dotted line which defines the spaces 1 x and 2 x occupied, in the mean, by oscillating particles 1 and 2. Exhaustive simulations have allowed the conclusion to be drawn that provided averages are taken over a sufficiently long time, the spring, whose spring constant is k s , will have a mean strain energy, s E , which equals the average kinetic energy, kew of the vibrating wall particle of mass, m w .
Similarly, particles 1 and 2, will be contained by average containing forces 1 F and 2 F , and have average kinetic energies 1 ke and 2 ke . The long term behaviour of these two particles will be governed by state laws equation (1) above. Entropies may be evaluated for each element in the system using equations (9) . The choice of zero for the constant of integration in solving the DE resulting from (8), leads to x ke ln 2 ln + = φ (10) It should be noted that the space occupied by the wall particle is negligibly small as k s can be assumed arbitrarily large, so that the term containing x in equation (10) Thus the system total entropy is: Here we have a product, π of three variables which requires maximisation while the sum, E T of the three variables is invariant:
Consider a three variable system where the sum, S of the variables is invariant and their product, P is to be maximised P = xy 2 z. (38) So it can be concluded that the system entropy is maximised when the component energies reach equi-partition.
TEMPERATURE: HOW SHOULD IT BE DEFINED AND SHOULD IT HAVE THE DIMENSIONS OF ENERGY?
A well known definition of temperature is: 'Absolute temperature T of an ensemble of particles is defined as the average energy 〉 〈ε of motion of a single particle (as measured in the reference frame of centre of mass of the ensemble) per degree of freedom of motion [6] ':
For an ideal gas having three degrees of freedom per atom this becomes:
So, on the surface, temperature simply relates to 'kinetic energy level' of each of all the particles, implying that equipartition of energy exists between all particles with respect to their degrees of freedom.
Leff and others [7, 8, 9] raised the question as to whether temperature should be treated as having the dimensions of energy.
Consider the logic of the historical development of thermodynamics in the past few hundred years. Heat engines (first, the steam engine) were discovered. They converted heat to useful work. Carnot reasoned that there was an upper limit on the conversion, requiring that some of the heat must be rejected. Kelvin discovered the absolute temperature scale. Clausius proposed the Second Law of Thermodynamics and the concept of entropy. The simple, single particle model (Figs 2 and 3 of this paper) suggests that the kinetic energy levels of the particles (absolute temperatures) at the source and sink in a heat engine determine the upper (Carnot) limit of conversion efficiency. Boltzmann provided the link between kinetic energy and temperature. The proportionality constant k between units of temperature in kelvin, and energy in joule is the Boltzmann constant.
Whether temperature has or has not the dimensions of energy, it is clear that a separate unit of temperature is not essential.
WHAT IS TEMPERATURE?
Temperature is certainly not the total (internal) energy in a substance. Energy tends to equi-partition between all the degrees of freedom of the classical particle systems of this paper.
How is temperature measured? We place a measuring device in thermal contact with the object whose temperature is required and wait until thermal equilibrium has taken place, at which point we take our reading. Is the measuring device calibrated to measure the mean kinetic energy per degree of freedom of a single typical particle in the measured object? The definition of (46) implies that this is how such a device should be calibrated. Then the thermometer must contain particles whose mean kinetic energies equi-partition with those of the measured object and possess some property that calibrates with these mean kinetic energies -e.g., gas pressure in a gas thermometer.
Measuring temperature as 'energy' has a problem. The problem is that number of degrees of freedom per particle is not constant throughout the absolute temperature range for real substances. The number of degrees of freedom per atom adjusts at each change of phase and is affected by molecular structure. In addition, elastic degrees of freedom, such as represented by the spring connecting the 'atoms' of the 'molecule' of Figure 11 , may, under certain circumstances, become inactive ('freeze out'), as represented by the rigid connection between atoms of the molecule in Figure 12 . This tendency is greater at lower temperatures and occurs at low temperatures in solids. Thus there is an apparent incongruity about the way temperature behaves with respect to various substances and states of matter, despite the fact that the concept of an ideal gas and its ideal behaviour, with respect to an absolute temperature scale would indicate otherwise.
The extensive property of internal energy, measured in energy units, effectively takes into account the irregularities caused by the above-mentioned degrees of freedom.
The extensive properties of internal energy, enthalpy and entropy are measured in energy units. People often confuse them, particularly enthalpy and entropy. There seems to be no compelling reason to add another entity, measured in the same energy units to the above list. After all, the fact that it is an intensive property, (a kind of potential that 'drives' the flow of energy as heat), sets it apart form the other three extensive properties above.
Another problem of measuring temperature in energy units would be that the concept of mean kinetic energy per degree of freedom is so erudite that it is not generally understood by most people. To most people, temperature, with its own unique units, provides meaning to the sense of hotness or coldness of a body and this sense would be lost without temperature.
Leff [7] could not find any technical justification for changing the measurement of temperature to energy units, even though the Boltzmann relationship is well established.
Temperature has a unique and fundamental part to play in every day life and in scientific and technical areas so a special unit is justified.
Finally, temperature has a very special and unique place in the whole structure of thermodynamics, particularly its laws (e.g Zeroth and Second) and the Carnot cycle efficiency, as outlined in [1] , [2] and now in this paper.
WHAT IS ENTROPY?
Historically, Clausius laid the foundations to define the entropy change dS of a system at temperature T during a reversible process, with the algorithm:
Entropy is often said to be a difficult topic for students to learn [1, 2, 9] . Over the years, many questions about our understanding and teaching of entropy have been raised [10, 11, 12, 13] . One of the difficulties with entropy is that it is not tangible like temperature or force. However, this is not entropy's only problem; thermodynamic entropy has been inadvertently confused with such concepts as information entropy and has been incorrectly associated with disorder. Even the probabilistic basis for the mathematical treatment of entropy has been questioned in [13] . Equation (48) resulted in entropy having the dimensions of energy per unit temperature -common units are J/K. Clausius used the Kelvin scale with temperature, T in kelvin. The Kelvin temperature T is defined to be proportional to kT and to have the value T 3 = 273.16 K at the triple point of H 2 O. The full temperature scale is constructed using T 3 along with other standard points.
If temperature is measured in energy units, entropy becomes dimensionless as in the simple models of this paper and as is sometimes treated by researchers [6, 7, 8] so that the treatment of entropy in [1] , [2] and in this paper is analoguous to the classical treatments of most (engineering) thermodynamics textbooks.
With respect to the simple particle models, entropy was discussed in [2] as that property of a thermodynamic fluid that does not vary during a frictionless adiabatic process. In addition, its tendency to increase during energy (heat) transfer and mixing between the particles was graphically demonstrated. These demonstrations of entropy's behaviour support situations of practical importance to thermal engineers.
Because the energy transfer / mixing demonstration in [2] was limited (to a particular numerical case), the more general analysis illustrated in Figure 14 was performed showing that, in general, for the system shown, total entropy is maximized when energy equilibrium and equi-partition between the components is reached.
The reasoning was inductive (in the mathematical sense) so that the above is true for any number of particles in such a system. This reasoning may be applied to other systems that could be devised for the purpose of teaching. For example, consider the ten particle simulation of Figure 10 : 
Clearly, i could range up to any value, n, making a general case.
As in the above examples, a product is to be maximized subject to the constraint of a fixed sum(s). Thus maximum entropy occurs where the energies and spaces equi-partition.
Another example which very simply demonstrates that entropy increases is Joule's experiment. Consider a modified version of the system of Figure 8 having only one of the particles, say the one on the left. Suppose the middle wall is suddenly removed. Then it is clear that the particle will suddenly occupy the whole space with no loss of kinetic energy. However c F will reduce as the particle's space will increase. In fact:
x F c / 1 ∝ . However, entropy will increase with the increase in the particle's space: ) / ln( 2 1 2 x x = ∆φ . We note the tendency for energy of molecular material to spread out and become shared evenly throughout all available space to which it has access when equilibrium is reached, at which stage entropy is maximized. This characteristic, evident in the models of this paper, is now replacing the old concept of disorder [10, 11, 12, 14] .
DISCUSSION AND CONCLUSION
The analogies of the simple particle models of this paper reinforce the well known definition of temperature:
'Absolute temperature, T of an ensemble of particles is defined as the average energy, 〉 〈ε of motion of a single particle (as measured in the reference frame of centre of mass of the ensemble) per degree of freedom of motion'.
Although it is not of general benefit to eliminate the conventional absolute temperature units (such as kelvin), replacing them by energy units (such as joule) using the Boltzmann 'conversion factor' is justifiable by the above definition. When temperature is measured in energy units, entropy becomes dimensionless. This modification has been used by some researchers and is constructive in relation to the models of this paper.
Equi-partition of energy between system components such as particles and springs of the mechanical models of this paper is demonstrated by numerical simulations.
Simple mathematical analyses of mechanical particle systems such as those of this paper may be used to demonstrate that 'total entropy is maximized when energy equilibrium and equi-partition between the components is reached' -thus reenforcing the second law of thermodynamics in concrete ways -with potential educational benefits.
In [1] , [2] and now in this paper, one conclusion is that the laws of thermodynamics are merely consequences of Newton's laws of mechanics. This was exactly the aim of the great minds who originated the Kinetic Theory of Gases and consequent Statistical Mechanics, which then required the modifications of Quantum Mechanics. We present a view that mechanical engineers should learn, if only at a simplified, visual level, these important theories, rather than a classical thermodynamics, whose structure is based purely on its laws, with little reference to the atomic and molecular building blocks of matter. The purpose of the simulations of this paper, leading to the questions about definitions and perceptions of temperature and entropy, is to provide a basis for designing teaching materials that will achieve the desired simplified, visual approach that will be appropriate for future teaching of mechanical engineers.
Finally, from the mechanical nature of the discussed models there are two potential educational benefits:-1. Reinforcement of thermodynamic concepts from the more concrete mechanical models.
2. Reinforcement and extension in our understanding of the mechanical area, specifically vibration.
