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истокообразнопредставимо, т. е. 0, >= szAx s  получена оценка погрешности 
( ) ( )δααααααδ nsnsn zsxx +++++++≤− − ...... 2121, . 
Покажем, что метод (2) пригоден и тогда, когда 0=λ  является собственным значением 
оператора А (случай неединственного решения уравнения (1)). Обозначим ( ) { } ( )AMAxHxAN ,0=∈=  – ортогональное дополнение ядра ( )AN  до Н. Пусть 
( )xAP  – проекция Hx∈  на ( )AN , а ( )xAП  – проекция Hx∈  на ( )AM . Доказана 
Теорема. Пусть 20,,0 <<∈≥ iHyA α , тогда для итерационного процесса (2) верны 
следующие утверждения 
а) ( ) ( ) yAxyAJyAxyAПAx
Hxnn
−=→−→ ∈inf,, ; 
б) процесс (2) сходится тогда и только тогда, когда уравнение ( )yAПAx =  разрешимо. В 
последнем случае ( ) ∗+→ xxAPxn 0 , где ∗x  – минимальное решение уравнения (1). 
Замечание. Так как  у нас 00 =x , то метод (2) сходится к нормальному решению, т. е. к 
решению с минимальной нормой.  
Предложенный метод может быть успешно применён для решения задач спектроскопии, 
акустики, синтеза антенн, автоматической обработки результатов эксперимента, обратных задач 
теплопроводности. 
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В гильбертовом пространстве Н решается уравнение I рода 
yAx =            (1) 
где А – ограниченный положительный и самосопряжённый оператор, в предположении, что 
нуль принадлежит спектру оператора А, но не является его собственным значением. Тогда задача о 
разрешимости уравнения (1) является некорректной. Если решение уравнения (1) существует, то 
будем искать его с помощью итерационного метода  ( ) 0, 011 =−−= ++ xyAxxx nnnn α .       (2) 
Обычно правая часть уравнения (1) известна с некоторой точностью δ , т. е. известно δy  
такое, что δδ ≤− yy . Тогда метод (2) примет вид ( ) 0, ,0,1,,1 =−−= ++ δδδδδ α xyAxxx nnnn .      (3) 
Показано, что метод (3) сходится к точному решению при условии 
Ai
20 <<α , если число 
итераций n выбирать в зависимости от уровня погрешности δ  так, чтобы ( ) 0...21 →+++ δααα n  при 0, →∞→ δn . При условии, что точное решение 
истокообразнопредставимо, т. е. 0, >= szAx s получена оценка погрешности 
( ) ( )δααααααδ nsnsn zsxx +++++++≤− − ...... 2121, . 
Априорный выбор числа итераций для метода (3) был получен при условии, что точное 
решение уравнения (1) истокопредставимо. Однако не всегда имеются сведения об элементе z  и 
степени истокопредставимости s . Тем не менее, метод (3) можно сделать вполне эффективным, 
если воспользоваться правилом останова по невязке. 
Зададим уровень останова 0>ε  и момент m останова зададим условиями 






Теорема. Пусть MAAA ≤≥= ∗ ,0  и пусть момент останова ( )δmm =  в методе (3) 












































.       (5) 
Замечание 1. Порядок оценки (5) есть ( )( )1/0 +ssδ  и он оптимален в классе задач с 
истокопредставимыми решениями. 
Замечание 2. Предположение порядка 0>s истокопредставимости точного решения не 
потребуется на практике, т. к. оно не содержится в правиле останова по невязке. Число итераций 
выбирается по правилу (4) автоматически. 
Предложенный метод может быть успешно применён для решения задач спектроскопии, 
акустики, синтеза антенн, автоматической обработки результатов эксперимента, обратных задач 
теплопроводности. 
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В обстановке острой конкурентной борьбы получение знаний требует коллективной работы. 
Это объясняется тем, что в первоначальном виде знания представляют собой разрозненные факты. 
Собранную информацию формализуют для получения данных. Результатом накопления данных 
являются системы управления знаниями. Их основная функция – распределение в организации 
знаний так, чтобы каждый сотрудник или рабочая группа могли эффективно использовать их в 
процессе принятия решений. 
В соответствии с указанными представлениями о коллективном процессе обработки знаний 
нами была проделана работа по созданию элемента системы управления знаниями – базы данных. В 
качестве предметной области выбран автовокзал города Бреста. На первоначальном этапе был 
выполнен сбор данных о расписании движения пассажирского транспорта, с целью создания 
системы управления знаниями. Итог сбора, обработки и накопления знаний, реализован в виде 
реляционной базы данных «Расписание движения транспорта по брестскому автовокзалу». Кратко 
представим основные виды работ, проделанных в ходе разработки реляционной базы данных. 
На этапе инфологического моделирования, выполненного с использованием системы 
автоматизации проектирования и разработки данных Microsoft Office Access, выделены 
необходимые сущности и связи. Стержневыми сущностями базы данных «Расписание движения 
транспорта…» выбраны «Маршруты движения» и «Виды транспорта», которые связаны друг с 
другом ассоциативной сущностью «многие-ко-многим». В ходе разработки проекта выполнена 
нормализация отношений базы данных, которая не вызвала особенных затруднений. Как правило, 
основным ее этапом явилось приведение к первой нормальной форме. Например, регулярность 
движения, отображаемая в расписании в виде одного или нескольких атрибутов, представлена семью 
атрибутами, обозначающими дни недели. Маршрут представлен двумя атрибутами – названиями 
начального и конечного пунктов. 
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Традиционно практическое приложение интеграла иллюстрируется вычислением площадей 
различных фигур, нахождением объемов тел и некоторыми приложениями в физике и технике. 
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