Abstract. Let ω = { 0, 1, 2, . . . }, and for A ⊆ ω, let E A be the lattice of subsets of ω which are recursively enumerable relative to the "oracle" A. Let (E A ) * be E A /I, where I is the ideal of finite subsets of ω. It is established that for any A, B ⊆ ω, (E A ) * is effectively isomorphic to (E B ) * if and only if A ≡ T B , where A is the Turing jump of A. A consequence is that if A ≡ T B , then E A ∼ = E B . A second consequence is that (E A ) * can be effectively embedded into (E B ) * preserving least and greatest elements if and only if A ≤ T B .
Introduction
Many theorems in recursion theory remain true when relativized to any oracle A: that is, when "r.e." is replaced throughout by "r.e. in A", "recursive" is replaced by "recursive in A", and so on. This is because most of the methods of proof used in recursion theory actually use only the fact that the class of recursive functions is closed under certain operations. Nevertheless, if we define E to be the lattice of recursively enumerable sets and E A to be the lattice of sets which are recursively enumerable in A, it is not true that for all sentences ϕ (e.g., of second order logic L II ), ϕ is true in E if and only if ϕ is true in E A . In particular, there are sets A such that E A ∼ = E (see Lachlan [3] , Feiner [1] , or Hammond [2] ). 1 In this paper, we will establish that there are nonrecursive sets A such that E A ∼ = E. Indeed, let (E A ) * be the lattice E A modulo the ideal of finite sets; for U ∈ E A , let U * be the unique element of (E A ) * containing U ; let ω be the set of natural numbers; and say that (E A ) * and (E B ) * are effectively isomorphic ((E A ) * ∼ =1 (E B ) * ) if and only if there is a recursive permutation f of ω such that the map (W A e ) * → (W B f (e) ) * is a well-defined isomorphism of (E A ) * and (E B ) * . Then we will establish the following more general theorem, which is the main theorem of this paper: We refer the reader to Soare [9] for notions we leave undefined here: in particular for the definitions of A (the Turing jump of A), the relations ≤ T and ≡ T
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(Turing reduction and equivalence), W A e (the "e-th subset of ω which is recursively enumerable in A"), and {e} A (the "e-th function which is partial recursive in A"). Notice that because all acceptable enumerations of the r.e. sets are equivalent up to a recursive permutation of ω (see Rogers [5] ), the definition of ∼ =1 is independent of the choice of an acceptable enumeration of the r.e. sets.
The main goal of this paper is to prove Theorem 1. Theorem 1 has the following easy corollary:
Corollary 1. For all A, B ⊆ ω, if A ≡ T B , then E
Proof. Suppose A ≡ T B . Thus (E A ) * ∼ =1 (E B ) * by the right to left direction of Theorem 1, so a fortiori (E A ) * ∼ = (E B ) * . But Lachlan [3] established (Lemma 14, p. 28) that if M 1 and M 2 are two countable lattices of subsets of ω which each contain all finite and cofinite sets, then M 1 ∼ = M 2 if and only if M will remain true if "recursively enumerable" is replaced throughout by "recursively enumerable in A" for some low A. The lattice E is a complex structure, and is far from being completely understood.
There is an analog of Theorem 1 which holds for effective embeddings. [9] , p. 98), there is a set C such that A ≤ T C and C ≡ T B . Since A ≤ T C, the inclusion map from (E A ) * to (E C ) * is easily an effective embedding preserving least and greatest elements. But C ≡ T B , so by Theorem 1, (E C ) *
and (E B ) * are effectively isomorphic. Composing these maps, we get an effective embedding of (E A ) * into (E C ) * preserving least and greatest elements.
The proof of the left to right direction of Corollary 2 will be delayed until Section 2. The following curious "Schröder-Bernstein"-like result follows easily from Theorem 1 and Corollary 2: However, it is not hard to see that Corollary 3 would be false if the word "effective" were dropped.
Corollary 3. For all A, B ⊆ ω, (E
The left to right directions of Theorem 1 and Corollary 2 are easy, and will be proven in Section 2. It will then remain to prove the right to left direction of Theorem 1. We will do this in Sections 3-6 using a modification of Soare's automorphism construction [7] . Section 3 gives some background on Soare's automorphism construction, an outline of what is done in Sections 4 through 6, and briefly explains the most important difference between our proof and proofs of other theorems which also use modifications of Soare's automorphism construction.
Although this paper is in principle self-contained, it will be helpful for the reader to be familiar with the essentials of Soare's automorphism method. Sections XV.6.1 and XV.6.3 of Soare [9] , which give some of the intuition and motivation for his automorphism method, will be particularly helpful in this regard. The reader should keep in mind, however, that some features of his construction will be somewhat modified.
We adopt the usual conventions of set theory: in particular, for all n ∈ ω,
We will normally use the symbols A, B, and C to denote subsets of ω, and the symbols a through e and i through z to denote elements of ω. A function F is a (1, n)-ary partial recursive functional if dom F ⊆ P (ω) × ω n and if there is an e ∈ ω such that graph
. . , x n ) exists and equals y }. If n > 0 and a ∈ ω we let F a be the function with graph
. . , x n ) exists and equals y }. If f is a function with domain a subset of ω, then we say that lim s f (s) exists if there exist s ∈ ω and α such that for all t ≥ s, t ∈ dom f and f (t) = α, in which case we put lim s f (s) = α.
A few remarks on the context of this paper: The problem of the relationship between E and the lattices E A might be called the "outer" isomorphism problem. The "inner" isomorphism problem is then the problem of the relationship between E and the lattices L(A), where for A an r.e. set, L(A) = { W ∈ E | W ⊇ A }. Both problems (and especially the "inner" isomorphism problem) are in the spirit of Post, who was among the first to ask questions about the relationship between the complexity of a set and its lattice-theoretic properties. The "inner" isomorphism problem has met with much success in work by Soare [8] , Maass [4] , and in recent (as yet unpublished) work by Harrington, Lachlan, Maass, and Soare. The "outer" isomorphism problem has until recently been relatively neglected, important exceptions being in work by Lachlan [3] and Feiner [1] . The main theorem of this paper is most closely analogous to the main theorem of Maass [4] , which indeed supplied much inspiration for this paper.
Proof of the easy direction of the Main Theorem
The following proposition is well known (see Soare [9] , pp. 53 and 66): Proof of ⇒ for Theorem 1. Strictly analogous, except we can now choose f to be a recursive permutation. (Alternatively, we can apply the proof above twice: first to get A ≤ T B , and second to get B ≤ T A .) Proposition 1 also plays an important role in the proof of the hard direction of Theorem 1.
Introduction to the hard direction
In Sections 4-6 we will prove the harder direction of Theorem 1. That is, given A, B ⊆ ω such that A ≡ T B , we will prove that (E A ) * ∼ =1 (E B ) * . Our proof will use the automorphism method (though not the results) of Soare [7] with simplifications taken from Maass [4] and Soare [9] . Of course, other changes will also be necessary. Maass's notion of verified [4] inspired a similar notion which will be an important element of our proof (this notion will be defined in Section 4). However, it is not necessary for the reader to have read these proofs. Throughout the rest of the paper, we fix sets A, B ⊆ ω such that A ≡ T B .
To describe the proof of the hard direction further, we need the following notions, which we will use frequently throughout the rest of the paper:
Definition. (i) ν is a state if ν is a triple (e, σ, τ ) where e ∈ ω and σ and τ are subsets of { 0, 1, 2, . . . , e }. If ν = (e, σ, τ ) is a state, then |ν| (the length of ν) is e, and ν * = (e, τ, σ). Let S be the set of all states. (ii) If (X i ) i∈ω and (Y i ) i∈ω are sequences of subsets of ω, and if x, e ∈ ω, then we let ν(e, x;
We will use the symbols ν, µ, and π for states. States can be easily coded by elements of ω, and it is sometimes convenient to identify S with ω.
A sketch of our modification of Soare's automorphism construction is as follows: In Section 5, we will use Smullyan's Double Recursion Theorem and the definitions of Section 4 to define sequences (U i ) i∈ω and (V i ) i∈ω of recursively-enumerable-in-A subsets of ω and sequences (V i ) i∈ω and (Û i ) i∈ω of recursively-enumerable-in-B subsets of ω. Given e, x ∈ ω, we will define ν(e, x) = ν(e, x; (U i ) i∈ω , (V i ) i∈ω ) and ν(e, x) = ν(e, x; (V i ) i∈ω , (Û i ) i∈ω ). By the end of Section 6, we will see that the sequences (U i ) i∈ω , (V i ) i∈ω , (V i ) i∈ω , and (Û i ) i∈ω have the following properties:
(1)
It now follows (as the reader can easily check) that (1), (2) , and the facts that
Moreover, the sequences (V i ) i∈ω and (Û i ) i∈ω will be defined in such a way that there are recursive functions g, h : ω → ω such that
(In fact, (3) will also hold with "= * " replaced by "=".) It is easy to see (cf. Soare [9] , p. 344) that (1) i . We will define the sequences (U i ) i∈ω , (V i ) i∈ω , (V i ) i∈ω , and (Û i ) i∈ω by "stages". That is, we will define sequences (U i,s ) i,s∈ω , (V i,s ) i,s∈ω , (V i,s ) i,s∈ω , and (Û i,s ) i,s∈ω of finite sets, and for all i ∈ ω will put
At the risk of oversimplifying slightly, it is fair to say that the most important difference between our proof and the proofs of other theorems which also use modifications of Soare's automorphism construction is that the sequences (V i ) i∈ω and (Û i ) i∈ω , whose definitions have in other modifications of Soare's automorphism construction seemed intertwined in a complex way, are now defined entirely separately except for one use of Smullyan's Double Recursion Theorem. (The statement of Smullyan's Double Recursion Theorem is given in Section 5.) Roughly speaking, the reason that this change is necessary is that in order to achieve property (3), the sequences (V i ) i∈ω and (Û i ) i∈ω must be defined using different "oracles" (A and B, respectively). In effect, and now very roughly speaking, in defining (V i,s ) i∈ω at some s, we will have no knowledge of (Û i,ŝ ) i∈ω at any particularŝ, but can only guess what will happen in (Û i,ŝ ) i∈ω "infinitely often" (i.e., for infinitely manyŝ).
We can approximate the final state ν(e, x) orν(e,x) of an element x orx of ω using the following functions: let ν s (e, x) = ν(e, x; (U i,s ) i∈ω , (V i,s ) i∈ω ) and ν s (e,x) = ν(e,x; (V i,s ) i∈ω , (Û i,s ) i∈ω ). If ν = (e, σ, τ ) and ν = (e , σ , τ ) are states, then we put ν ⊆ ν if and only if e = e , σ ⊆ σ and τ ⊆ τ . Thus we see that for all e, x,x, s ∈ ω, ν s (e, x) ⊆ ν s+1 (e, x) andν s (e,x) ⊆ν s+1 (e,x). Now consider the following problem: If we are given e, x,x, s,ŝ ∈ ω and sets (U i,s ) i∈ω , (V i,s ) i∈ω , (V i,ŝ ) i∈ω , and (Û i,ŝ ) i∈ω , under what conditions on ν s (e, x) andνŝ(e,x) can we define (V i,s+1 ) i∈ω and (Û i,ŝ+1 ) i∈ω so that ν s+1 (e, x) =νŝ +1 (e,x), and yet also let U i,s+1 = U i,s and V i,ŝ+1 = V i,ŝ for all i ∈ ω? The answer uses the following definition:
Notice that is a symmetric relation. It is easy to see that we can define (V i,s+1 ) i∈ω and (Û i,ŝ+1 ) i∈ω as desired if and only if ν s (e, x) νŝ(e,x). Moreover, if ν s (e, x) * νŝ(e,x), we can in addition takê V i,s+1 =V i,s for all i, and if ν s (e, x) * νŝ (e,x), we can takeÛ i,s+1 =Û i,s for all i.
Definition. Let ν = (e, σ, τ ) and ν = (e , σ , τ ) be states. Then we put (i) ν ≥ ν (read ν covers ν ) iff e = e , σ ⊇ σ and τ ⊆ τ .
(ii) ν ≥ * ν (read ν exactly covers ν ) iff e = e , τ = τ and σ ⊇ σ .
The intuition is that bigger is better: it is easier for ≤-big states to be compatible than it is for ≤-smaller ones to be, in the sense of the following easy proposition:
Since we will be concerned with states ν of arbitrarily large length, the following notation will be useful:
Definition. Let ν and ν be states, and suppose ν = (e, σ, τ ) and ν = (e , σ , τ ). We put
(ii) ν ν if and only if e ≤ e and ν = ν e.
Some more notions which we will use in the remainder of this paper: As usual,
We say that S is a stream if S is a set of pairs (ν, x) such that ν is a state and x ∈ ω.
Suppose R ⊆ ω. We say that R holds at stage s if R(s), that R holds by stage s if R(t) for some t ≤ s, and that R holds infinitely often if { s | R(s) } is infinite. Now suppose that f is a function. Let α be arbitrary. We say that f (α) exists
Given any sets X, Y , and y ∈ Y , we put
("F S" stands for "finite subset" and "F F " stands for "finite function".) Let J be the set of integers.
The isomorphism construction
In the next three sections we give our modification of Soare's automorphism construction, in order to show that (E A )
For the remainder of this paper, fix a bijection (a "coding")
(It is not hard to see that any two "natural" choices K 1 , K 2 for K are recursively equivalent in the sense that there is a recursive permutation π of ω such that
, so the choice of K is not particularly important. However, we will omit the definition of exactly what we mean by the term "natural" here.) Fix a sequence The goal of this section is to define for each s ∈ ω the objects
We define ‡(s) to be the finite sequence of objects in (0). For each s ∈ ω,
In Section 4.2, we will define the function λs ‡(s) by course of values induction. We drop the superscripts b, v, Y for the remainder of this section.
Remark. The reader may find it helpful to think of M s as the set of balls in a "pinball machine" at "stage" s, where a stage is just an element of ω. Then H is a "hole" of the pinball machine, C, C 1 , C 2 , and D are "tracks", P and Q are "pockets", and each B ν (ν ∈ S) is a "box". The reader may find Figure 1 (from Diagram 6.1 of Soare [9] , p. 361) helpful in visualizing this "pinball machine". Part of the work in Section 4.2 can then be thought of as moving a ball from one hole, track, box, or pocket to another. We use the symbol X to range over the symbols C,
We also need the following easy proposition, whose proof we omit: Proposition 1. There are recursive functions α, β, γ, δ, , ζ : S → ω such that for all statesμ and all Z ⊆ ω,
Now fix recursive functions α, β, γ, δ, , ζ as in the statement of the proposition.
Definition of λs ‡(s).
We now define the function λs ‡(s) by course of values induction. At "stage s" we will define ‡(s) from ( ‡(t)) t<s , in such a way that (1)
for all e, x ∈ ω, (e, x) ∈ dom ν s if and only if e ≤ x and x ∈ M s , and (b) for
So assume that we are given ( ‡(t)) t<s and that for all t < s, (1) t -(8) t hold. In the remainder of this subsection, we define ‡(s) and show that (1) s -(8) s hold.
We define these elements by cases:
, and put n s = 0.
. If i = 1, put C 1,s = {x} and put C 2,s = ∅, and if i = 2, put C 2,s = {x} and put C 1,s = ∅. Step 3. For each y ∈ ∆, let t y be the largest t < s such that y / ∈ P t . Put
Step 4. For each ν such that B ν,s−1 = ∅, let
Step
, and
Step 1. Define w s by puttingν ∈ dom w s if and only ifν is of length ≤ s andν does not occur unmarked on I s−1 , and by for each suchν letting w s (ν) be the largest t < s − 1 such thatν occurs unmarked in I t , if such a t exists, and |ν| otherwise.
Step 2. Let 
Choose from among theseν y aν y such that { t < s | ζ(ν y ) is verified at stage t } has maximal cardinality. Supposeν y = (e, τ,σ) and ν s−1 (e, y) = (e, σ,τ ). Put
Step 2.
Definition of
For all e and x ∈ ω, put (e, x) ∈ dom ν s if and only if e ≤ x and x ∈ M s , in which case put ν s (e, x) = (e, 
Definition of S
) }, and if X is one of the symbols P or Q, then we put
4.2.6. Definition of M s , P s . We will first define two special properties, called Condition (a) and Condition (b). Ifν is a state and r < s, then we say that Condition (a) holds ofν at stage r if (∃ν)(∃x)(∃X)[ |ν| < |ν| ∧ (ν, x) ∈ S r (X) ∧ ν / ∈ P r ]. To define Condition (b), first define for each stateν and each r < s an element uν ,r of ω as follows: if there is a u < r such thatν ∈ M u+1 − M u , then let uν ,r be the largest such u, and put uν ,r = 0 otherwise. Ifν is a state and r < s, then we say that Condition (b) holds ofν at stage r if for someμ ν, β(μ) has been verified uν ,r times by stage r and yet q |ν| (μ * ) = q t (μ * ) for all t with |ν| ≤ t ≤ r. If s = 0, we put M s = ∅. Otherwise, we define for each stateν an element tν of ω: if there is a t < s such thatν ∈ M t , then we let tν be the largest such t, and we let tν = |ν| otherwise. Define M s = {ν ∈ S | (ν ∈ M s−1 and neither Condition (a) nor Condition (b) holds ofν at stage s − 1) ∨ (ν / ∈ M s−1 and for allμ ν, α(μ) has been verified tν times by stage s − 1) }. This completes the definition of the function λs ‡(s).
Definition of the isomorphism
Given n, k ∈ ω and a (1, n + 1)-ary partial functional H, let H k be as defined in Section 1. We use Smullyan's Double Recursion Theorem [6] in the following form:
Theorem. Fix n ∈ ω, let F, G be (1, n + 1)-ary partial recursive functionals, and let {e} be the e-th (1, n)-ary partial recursive functional. Then there are a, b ∈ ω such that F b = {a} and G a = {b}.
This differs from the usual form of Smullyan's Double Recursion Theorem only in that set variables are allowed. Otherwise, the proof is as usual (cf. Soare [9] , pp.
39-40).
Recall that A, B are sets such that A ≡ T B . Apply Proposition 2.1 to get a recursive permutation f of ω such that for all e ∈ ω, W ,q s = q a,g,B s
B e is infinite if and only if W
, andn s = n a,g,B s
.
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For all i,
The reader can easily verify from the fact that F and G are recursive functionals that there are recursive functions h,ĥ : ω → ω such thatV i = W A h(i) and
for all i. If e, x,x ∈ ω, put ν(e, x) = ν(e, x; (U i ) i∈ω , (V i ) i∈ω ) and ν(e,x) = ν(e,x; (V i ) i∈ω , (Û i ) i∈ω ). We say that x has state ν at stage s if x ∈ M s and ν ν s (x, x). We say that x has final state ν if ν ν(x, x) .
For each X one of the symbols C, C 1 , C 2 , D, P , Q, and each s ∈ ω, choose a sequence S s (X) listing the elements of S s (X), in some arbitrary order. Let S(X) be the concatenation of the sequences S s (X) for s ∈ ω. If L is a sequence of elements of S × ω and if ν ∈ S, then we say that n ∈ ω is an occurrence of ν on L if for some y ∈ ω, L(n) = (ν, y).
We will show in the next section that (1)- (3) of Section 3 hold, from which it will follow, by (4) 
Proof of the hard direction of the Main Theorem
The proof is similar to the proof in Soare [9] . Each of the following lemmas has a dual lemma, obtained by exchanging the symbols C andĈ, and so on. In Lemma 14, both versions are proved simultaneously. Otherwise, the statement of the dual lemma is omitted.
Lemma 1. Every state which occurs infinitely often in S(C) also occurs infinitely often in each of S(C 1 ), S(C 2 ), and S(D).
Proof. Let 1 R = s 1 R s . Assume ν occurs infinitely often in S(C). To show that ν occurs infinitely often in S(C i ) for each i ∈ {1, 2}, it suffices (cf. Rule R 1 ) to show that for each i ∈ {1, 2} and for each n ∈ ω, there is an m ≥ n such that 0 R(m) = (ν, i) and m ∈ 1 R. So let i ∈ {1, 2} and n ∈ ω. Choose m ≥ n such that (ν, i) = 0 R(m). Choose s such that for all k ≤ m such that k ∈ 1 R, k ∈ 1 R s . Since ν occurs infinitely often in S(C), there is a t ≥ s and a y ∈ ω such that (ν, y) ∈ S t (C). So m ∈ 1 R (for otherwise (cf. Rule R 1 ) there would be a k ≤ m such that k ∈ 1 R t+1 − 1 R t ). This completes the proof that ν occurs infinitely often in S(C 1 ) and in S(C 2 ).
To see that ν occurs infinitely often in S(D), notice that for all s, if y ∈ C 2,s then y ∈ D s+1 and ν s (y, y) = ν s+1 (y, y). Therefore since ν occurs infinitely often in S(C 2 ), ν also occurs infinitely often in S(D). If (L s ) s∈ω is a sequence of sets, then we let L ω = { x | x ∈ L s for all but finitely many s ∈ ω }. In particular, we use this notation for M ω , P ω , P ω , Q ω , and B ν,ω . We prove (ii) by induction on y. Assume that (ii) is true for all z < y, and that y ∈ Q ω . Choose s 0 so that (1) for all z ≤ y and for all s ≥ s 0 , z ∈ Q s iff z ∈ Q s0 ; (2) for all z < y, all s ≥ s 0 , and all states µ, if q s0 (µ)↓ and q s0 (µ) = z, then q s (µ)↓ and q s (µ) = z; and (3) for all s ≥ s 0 , ν s (y, y) = ν s0 (y, y). Since y ∈ Q s0 , y = q s0 (ν) for some state ν. By the definition of q, for all µ ≺ ν, q s0 (µ)↓ and q s0 (µ) < y. So by (2), for all s ≥ s 0 and all µ ≺ ν, q s (µ)↓ and q s (µ) = q s0 (µ). Thus (using (3)), for any s ≥ s 0 , q s (ν)↓ and q s (ν) ≤ y. Suppose q s (ν) = z < y for some s > s 0 . So by (2), q s (ν) = q s0 (ν). But q s0 (ν) = y, a contradiction. The rest of the statement of (ii) follows directly from the definition of q.
Lemma 2. (i) If
(iii) Suppose lim s q s (ν) exists and equals y. Choose s 0 large enough so that (1) for all z < y and for all s ≥ s 0 , z ∈ Q s iff z ∈ Q s0 , (2) for all z < y, all s ≥ s 0 , and all states µ, if q s0 (µ)↓ and q s0 (µ) = z then q s (µ)↓ and q s (µ) = z. (The existence of an s 0 for (2) follows from part (ii) of the lemma.) But by definition of q, for any µ ≺ ν, there is a z < y such that q s0 (µ) = z. So by (2), for all s ≥ s 0 , q s (µ)↓ and q s (µ) = z.
Lemma 3. Fix a stateν. If for infinitely many
Proof. Let T be the set of s such that there exists aμ ν such thatμ ∈ M s+1 −M s . For each s ∈ T , letμ s be a state ν such thatμ s ∈ M s+1 − M s , and define t s as follows (cf. the definition of M): let t s be the largest t < s + 1 such that µ s ∈ M t , if such a t exists, and let t s = |μ s | otherwise. If sup s∈T |μ s | = ∞, then sup s∈T t s = ∞, as the reader can easily verify. Otherwise for some fixedπ,π =μ s for infinitely many s ∈ T . Thus sinceπ ∈ M u for infinitely many u, we again see that sup s∈T t s = ∞. Proof. Let µ and ν be as in the statement of the lemma. By the dual of Lemma 2(iii), we may assume without loss of generality that for all π ≺ µ, B π,s = ∅ for only finitely many s; otherwise we can shorten µ. So, as is easily seen, for each π ≺ µ, s L π,s+1 is finite (cf. Rule R 2 , Step 4). Using the facts that ν occurs in S(D) infinitely often and that B µ,s = ∅ for infinitely many s, the reader can easily verify that for infinitely many s, there is a y ∈ B µ,s which is in state ν at stage s. (Hint: by Rule R 2 , Step 4, ν will occur unmarked on L µ,s+1 for infinitely many s, and by Rule R 2 , Step 5, each unmarked occurrence of ν in L µ,s+1 will be marked at some stage t > s.) Let T be the set of pairs (y, s) such that y ∈ B µ,s and y is in state ν at stage s. For each pair (y, s) ∈ T , let t(y, s) be the least t ≥ s such that y ∈ B µ,t − B µ,t+1 . B µ,t(y,s) = B µ,t(y,s)+1 , so B µ,t(y,s)+1 is defined either by Rule R 2 or by Case 3B2. It is easy to see that if there were infinitely many (y, s) ∈ T such that B µ,t(y,s)+1 is defined by Rule R 2 , then γ(µ * ) would be verified infinitely often and therefore { s |q s (µ
LetT be the set of all pairs (y, s) ∈ T such that B µ,t(y,s)+1 is defined by Case 3B2. Let e = |ν|. We will show that for each (y, s) ∈T , ν t(y,s)+1 (e, y) > * ν s (e, y) = ν. Given this, if u > t(y, s) is least such that y ∈ C u , then ν u (e, y) = ν t(y,s)+1 (e, y) (i.e., y retains the same state while it is in hole H). So some ν > * ν occurs infinitely often in S(C), and thus by Lemma 1, ν occurs infinitely often in S(D). Now suppose (y, s) ∈T . It is easily seen that ν t(y,s)+1 (y, y) ≥ * ν s (y, y) (i.e., y enters no setV i while y is in P ). However, since y leaves B µ through Case 3B2, we see that y ∈ U i,t(y,s)+1 − U i,t(y,s) for some i ≤ |µ| ≤ e. Thus ν t(y,s)+1 (e, y) > * ν s (e, y). (ii) is immediate from (i), from Proposition 3.1, and from the definition of P ω .
(iii) Suppose ν is of length e and ν ∈ P s for infinitely many s. For each s such that ν ∈ P s there is aν ∈ M s such thatν * ν. Chooseν * ν such thatν ∈ M s for infinitely many s. Ifν ∈ M ω , then ν ∈ P ω . Otherwise,ν ∈ M s+1 − M s for infinitely many s. So by Lemma 3,ν occurs in S(D) infinitely often. Apply (i) to find aμ ≥ * ν such thatμ ∈ M ω . Butν * ν, so by Proposition 3.1,μ * ν. Thus ν ∈ P ω . Proof. We prove (1) by proving that (1a) s M s ⊆ P ω ∪ Q ω , and (1b) s M s = ω.
(1a): We prove by induction on x that if x ∈ s M s , then x ∈ P ω ∪ Q ω . So suppose that x ∈ s M s and that for all y < x, if y ∈ s M s , then y ∈ P ω ∪ Q ω . Observe that M s ⊆ M s+1 for all s. Choose s such that (i) x ∈ M s ; and for all y < x, either (ii) for all t ≥ s, y ∈ P t or (iii) for all t ≥ s, y ∈ Q t . Notice that for all t ≥ s,
, and (vii) if x ∈ D t then x ∈ P t+1 ∪ Q t+1 . Thus for infinitely many t, x ∈ P t ∪ Q t . But for all t, if x ∈ P t − P t+1 or x ∈ Q t − Q t+1 , then ν t+1 (x, x) ν t (x, x). But since there are only finitely many states of length x, ν t+1 (x, x) ν t (x, x) for only finitely many t. Thus x ∈ P ω ∪ Q ω , completing the induction step and thus the proof of (1a).
(1b): It is easy to see by induction on s that for all s,
Thus to prove (1b), it suffices to show that lim s n s = ∞. So suppose lim s n s < ∞. Choose s such that n t = n t+1 for all t ≥ s. Thus t M t equals M s and is therefore finite. Using (1a), choose s > 0 such that s ≥ s and such that for all x ∈ t M t , either (i) for all t ≥ s , x ∈ P t , or (ii) for all t ≥ s , x ∈ Q t . But then s > 0 and H s ∪ C s ∪ C 1,s ∪ C 2,s ∪ D s = ∅. Consequently, n s +1 = n s + 1 by Case 3 of Section 4.2.1, a contradiction. This completes the proof of (1b) and thus the proof of (1). (2) Proof. Suppose (ν, x) ∈ S s (X). So x ∈ X s and ν ν s (x, x). If X = C the lemma is trivial. If X = C 1 or C 2 , then x ∈ C s−1 and ν ν s−1 (x, x) (= ν s (x, x)). Otherwise, let ν = (e, σ, τ ). Let t be the largest t < s such that x ∈ C t . Let ν = ν t (e, x) = (e, σ , τ ). If X = D or X = Q then σ = σ , so ν ≥ ν. Suppose now that X = P . Let µ be such that x ∈ B µ,s . If |µ| ≥ e, then σ = σ (or else x / ∈ P s ), and ν ≥ ν as before. So we may assume that |µ| < e. If x / ∈ B µ,ω , let u be the least u ≥ s such that x ∈ B µ,u − B µ,u+1 . B µ,u+1 is defined either by Rule R 2 or by Case 3B2. So either x ∈ Q u+1 − Q u (in which case we have σ = σ , since ν ν s (x, x)) or x ∈ H u+1 − H u . In the former case, ν ≥ ν, so we are done. In the latter case, ν u+1 (e, x) = (e, σ , τ) for some σ ⊇ σ. So if v is the smallest v > u such that x ∈ C v , then ν v (e, x) = ν u+1 (e, x) ≥ ν. The lemma now follows from the facts that |µ| < e and that by Lemma 7, for each state µ, B µ,ω is finite.
Lemma 9.
For each x and X, there are only finitely many s such that for some ν, (ν, x) ∈ S s (X).
Proof. By Lemma 7, we choose s 0 large enough so that either (1) for all s ≥ s 0 , x ∈ P s , or (2) for all s ≥ s 0 , x ∈ Q s . So if X = C, C 1 , C 2 , or D, then there are no s ≥ s 0 and state ν such that (ν, x) ∈ S s (X).
∈ S s (X) for any s ≥ s 1 and state ν.
the definition of δ(μ)).
Roughly speaking,Ĥν is infinite exactly if there are infinitely many elementsŷ which are at some stage in stateν and at some later stage "cause" a failure of Lemma 14 (2) for a state of the same length asν. Lemma 14 will show that the setsĤν are actually finite.
Lemma 10. Fix a stateν. IfĤν is infinite and some ν ν occurs infinitely often in S(C), then some ν * ν occurs infinitely often in S(D).
Proof. Fixν as in the statement of the lemma. Fix ν ν such that ν occurs infinitely often in S(C). SinceĤν is infinite, δ(ν) is verified at infinitely many stages s. Also, sinceĤν is infinite and by the dual of Lemma 9, { s | (∃ŷ)(∃X)[ (μ,ŷ) ∈ S s (X) ] } is certainly infinite for eachμ ν. Thus for eachμ ν, (μ) is verified at infinitely many stages s. By Lemma 1, since ν occurs infinitely often in S(C), ν also occurs infinitely often in S(C 2 ). Consider an unmarked occurrence ofν on (
Step 3, each such occurrence is marked on some I t for t > s. Suppose that t > s is least. By the definition of Rule R 3 , Step 3, then there is an x t ∈ ω such that x t ∈ D t , ν t−1 (|ν|, x t ) ν and ν t (|ν|, x t ) * ν. Now, by Rule R 3 , Step 2, and the fact that δ(ν) and (μ) for allμ ν are verified for infinitely many stages,ν occurs unmarked on ( + I s , − I s−1 ) for infinitely many s. Thus for infinitely many t, there is an x t ∈ ω such that x t ∈ D t and ν t (|ν|, x t ) * ν. Choose ν which is ν t (|ν|, x t ) for infinitely many such x t . So ν * ν and ν occurs infinitely often in S(D). Proof. The proof is very similar to the proof of Lemma 3. Let T be an infinite subset of ω such that for all n ∈ T , I(n) ν. For each n ∈ T, let u n be such that n ∈ dom I un+1 − dom I un , and let t n = w un+1 (I(n)) (cf. Rule R 3 , Step 1). If sup n∈T |I(n)| = ∞, it is easy to see that sup n∈T t n = ∞. Otherwise for some fixedμ, I(n) =μ ν for infinitely many n ∈ T . Sinceμ occurs in I infinitely often,μ occurs unmarked on I t for infinitely many t, so again it is easy to see that sup n∈T t n = ∞. Sinceν I(n) for each n, the reader can easily see that (ν) is verified infinitely often, and therefore
For each state µ, we put (1) ⇒ (4): First, consider x ≥ e. We claim that for all stages s such that x ∈ M s , there is an X and a t ≥ s such that (ν s (e − 1, x), x) ∈ S t (X) (i.e., for every state ν occupied by x while x is in M , (ν, x) enters some S(X)). First, if s is least such that x ∈ M s , then x ∈ H s . For any s such that x ∈ H s , we have x ∈ C t for some t > s, and for t least, (ν s (e − 1, x), x) = (ν t (e − 1, x), x) ∈ S t (C). Also, for any s such that x ∈ M s−1 and ν s (e − 1, x) = ν s−1 (e − 1, x), either Step 3 of Rule R 3 , or Case 3B, or Rule R 4 applies. If
Step 3 of Rule R 3 applies, then (ν s (e − 1, x), x) ∈ S s (D). If Rule R 4 applies, then (ν s (e − 1, x), x) ∈ S s (Q). If Case 3B applies, then either x ∈ H s , in which case we have seen that for t > s least such that x ∈ C t , then (ν s (e − 1, x), x) ∈ S t (C); or else x ∈ Q s , in which case we have (ν s (e − 1, x), x) ∈ S s (Q). Now assume (1) holds. Choose s 0 such that for all ν of length e − 1, ν ∈ P ω implies ν ∈ P s for all s ≥ s 0 . For each state ν of length e − 1 and each X such that ν does not occur infinitely often in S(X), let F ν,X = { x | (∃s)[ (ν s (e − 1, x) = ν and (ν, x) ∈ S s (X) ] }. Note that each F ν,x is finite. Let G = ν,X F ν,x . There are only finitely many e − 1 states, so G is finite. Now choose x 0 such that (a) x 0 > e − 1, (b) x 0 > max G, and (c) no x ≥ x 0 is in M s0 . So by (1), for each x ≥ x 0 and each s such that x ∈ M s , (ν s (e − 1, x), x) ∈ P ω , and thus since s > s 0 , (ν s (e − 1, x), x) ∈ P s . Thus by the definition of d, for all s such that x ∈ M s , d s (x) ≥ e − 1.
(2) ⇒ (1): If ν is of length < e and ν / ∈ P ω , then by Lemma 6, there is some s 0 such that for all s ≥ s 0 , ν / ∈ P s . Thus by (2) again, ν cannot occur in S s (X) infinitely often.
(3) ⇒ (2) and (4) ⇒ (2) are clear. The proof that (1) ∧ (5) ⇒ (6) is similar to the proof that (1) ⇒ (4), and is left for the reader.
Showing that (1)-(4) hold for all e is the main remaining obstacle in the proof. We will show this by induction on e in Lemma 14. The next lemma plays a crucial part in this induction. Then for all states ν of length e such that H ν is infinite, there is someν ν which occurs infinitely often in S(Ĉ). The lemma will now be proved by ⊆-induction on ν. Assume the claim is true for all ν − ⊂ ν. We prove by ⊆-induction on ν + that if H ν,ν+ is infinite then there is someν ν which occurs infinitely often in S(Ĉ). So assume that H ν,ν+ is infinite and that for all ν + ⊂ ν + , if H ν,ν + is infinite then there is someν ν which occurs infinitely often in S(Ĉ). Let ν = (e, σ, τ ). Choose y j , s j , and t j for all j ∈ ω such that y j ∈ M tj , t j ≤ s j , ν tj (e, y j ) = ν, ν sj (e, y j ) = ν + , (∃X)[ (ν + , y j ) ∈ S sj (X) ], and ν + / ∈ P sj . For each j, let v j be least such that y j ∈ M vj . Suppose that for some j ∈ ω, y j had state ν at stage v j . So τ = ∅. Also, for anyŷ ≥ e, ifv is least such that y ∈Mv, then for someσ ⊆ { 0, 1, . . . , e },νv(e,ŷ) = (e,σ, ∅) ν. Consequently, someν ν occurs infinitely often in S(Ĉ).
So we may assume that no y j had state ν at stage v j . For each j, let u j be least such that ν uj (e, y) = ν tj (e, y) = ν. We may assume that there is some fixed ν − such that for all j, ν uj −1 (e, y) = ν − . So ν − ⊂ ν and H ν− is infinite. Suppose that ν ≥ ν − . Since H ν− is infinite, by the induction hypothesis, someν withν ν − (and thereforeν ν) occurs infinitely often in S(Ĉ). So assume ν ν − . So since ν − ⊂ ν, ν − = (e, σ, τ − ) for some τ − ⊂ τ. Since for each j we have y j ∈V i,uj −V i,uj −1 for some i, it is easy to see that either y j ∈ C 2,uj −1 or y j ∈ Q uj ∩ Q uj −1 . We may assume that either y j ∈ C 2,uj −1 for all j or y j ∈ Q uj ∩ Q uj −1 for all j. Case 1. y j ∈ C 2,uj −1 for all j. By the assumption of the lemma and by the dual of Lemma 12,Ĥν is finite for eachν with |ν| < e. Therefore for eachν with |ν| < e, δ(ν) is verified only finitely many times. So there are only finitely many occurrences in I of a stateν with |ν| < e. For each j, letν j be the stateν which first occurs unmarked on ( + µ π, β(μ) must be verified only finitely often, and therefore { s |Bμ ,s = ∅ } must be finite. SoBμ ,ω = ∅ by Lemma 7.
Lemma 17. For every µ, if there are infinitely many y ∈ P ω such that µ = ν(|µ|, y), then there are infinitely manyŷ ∈Q ω such that µ * =ν(|µ|,ŷ). 
Proof

