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ABSTRACT
Numerical studies play an important role in understanding lithospheric and mantle
dynamics. In this thesis, we first develop and use multiphysics geodynamic models
to study the evolution of subduction. Our geodynamic models are constrained by
different geological and geophysical observations, including topography. We then
use 3Dnumerical simulations of dynamic rupturewith off-fault inelastic deformation
to study the scaling between damage zone thickness and fault width. Finally, we
study the mechanical strength and anisotropy in the continental collision region with
flexural models and gravity and topography data.
Topography is valuable data for investigating lithosphere and mantle dynamics and
constraining numerical studies. Topography prediction with forward models is well
established at plate interiors, while it is still difficult to predict realistic topography at
subduction zones. We use multiphysics geodynamic models to tackle this problem.
Our models incorporate a true free surface, phase changes, and elasto-visco-plastic
rheology. We also include surface processes, water migration and water weakening.
We study the influences of different geophysical, petrological, and geochemical
processes on topography and subduction zone evolution and show that surface
geometry, surface processes, elasticity, and oceanic crust all strongly influence the
stress state and deformation within plates, water weakening decouples the overriding
plate and the subducting slab at the mantle wedge region and contributes to the
initiation of overriding plate failure, and oceanic crust has a similar effect with
sediments lubricating the subduction interface. Free slip surface topography and
free surface topography have substantial differences, and free surface topography
is influenced by different processes by adjusting the force balance. Application
to the New Hebrides subduction zone suggests that deformation within a detached
slab segment caused by the impact of the slab segment on the strong lower mantle
explains the origin of the isolated deep earthquakes in the transition zone beneath the
North Fiji Basin, and the difference in the seismic intensities between northern and
southern deep earthquake clusters is caused by transition from strong deformation
to weak deformation after the impact.
We apply our multiphysics approach to investigate the influence of inherited litho-
spheric heterogeneity on subduction initiation at the Puysegur Incipient Subduction
Zone (PISZ) south of New Zealand. Our predictions fit the morphology of the
Puysegur Trench and Ridge and the deformation history on the overriding plate. We
vii
show how a new thrust fault forms and evolves into a smooth subduction interface,
and how a preexisting weak zone can become a vertical fault inboard of the thrust
fault during subduction initiation, consistent with two-fault system at PISZ. The
model suggests that the PISZ may not yet be self-sustaining. We propose that the
Snares Zone (or Snares Trough) is caused by plate coupling differences between
shallower and deeper parts, that the tectonic sliver between two faults experiences
strong rotation, and that low density material accumulates beneath the Snares Zone.
We then turn to the scaling between damage zone thickness and fault width. Field
observations indicate that damage zone thickness scales with accumulated fault dis-
placement at short displacements but saturates at a few hundred meters for displace-
ments larger than a few kilometers. To explain this transition of scaling behavior,
we conduct 3D numerical simulations of dynamic rupture with off-fault inelastic
deformation on long strike-slip faults. We find that the distribution of coseismic
inelastic strain is controlled by the transition from crack-like to pulse-like rupture
propagation associated with saturation of the seismogenic depth. The yielding
zone reaches its maximum thickness when the rupture becomes a stable pulse-like
rupture. Considering fracture mechanics theory, we show that seismogenic depth
controls the upper bound of damage zone thickness on mature faults by limiting
the efficiency of stress concentration near earthquake rupture fronts. We obtain
a quantitative relation between limiting damage zone thickness, background stress,
dynamic fault strength, off-fault yield strength, and seismogenic depth, which agrees
with first-order field observations. Our results help link dynamic rupture processes
with field observations and contribute to a fundamental understanding of damage
zone properties.
Finally, we investigate the interactions betweenmechanical strength and lithospheric
deformations. Variation of lithospheric strength controls the distribution of stress
and strainwithin plates and at plate boundaries. Simultaneously, deformation caused
by localized stress and strain reduces the lithospheric strength. We calculate the
effective elastic thickness, Te, which is a proxy of lithospheric strength, and its
anisotropy at the Zagros-Himalaya belt and surrounding regions. Te varies from
< 5 km to over 100 km, and shows good correlations with geological boundaries.
Along plate boundaries, mountain belts, and major faults, Te is usually smaller than
30 km. In basins, Te is between 30 - 60 km. In stable cratons, Te is larger than 60
km. In the regions with low and intermediate strength (Te < 60 km), the extent of
Te anisotropy is usually large, and the weak direction of Te anisotropy agrees well
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with the directions of GPS data and crustal stress. In stable cratons, the extent of
Te anisotropy is usually small. Our results suggest that mechanical weakening is
the dominate mechanism to reduce the lithospheric strength in regions where Te is
smaller than 60 km. In stable cratons, the effects of mechanical weakening can be
ignored, and only thermal weakening resulting from mantle processes can modify
the lithospheric strength substantially.
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1C h a p t e r 1
INTRODUCTION
A thorough understanding of lithosphere and mantle dynamics is a precondition
to a proper interpretation of the formation and distribution of tectonic structures
and events. Such an understanding also helps us to investigate the interactions be-
tween the solid Earth and other Earth systems, such as surface processes driven by
topographic evolution with long-term climate change, and fluid migration within
subduction zones as components of water and carbon cycles. In the lithosphere
and mantle system, different processes occur over a range of timescales and re-
quire different physical models to describe the force balances and energy transfers.
Numerical computations constrained by observations are a powerful tool to study
these complex lithosphere and mantle processes and to test different hypothesizes.
My thesis contributes to a better understanding of the lithosphere and mantle dy-
namics in the following aspects: through the development of a comprehensive and
self-consistent multiphysics approach to simulate the long-term evolution of the
lithosphere and mantle system (Chapter 2); through the application of numerical
models to different locations over short and long timescales (Chapter 2, 3 and 4);
and finally, I present a study of the interactions between mechanical strength and
lithospheric deformation in a continental collision region (Chapter 5).
1.1 A multiphysics approach for long term lithosphere and mantle dynamics
On a geological timescale, lithosphere and mantle behave like a highly viscous fluid,
and the evolution of the system is mainly driven by density variations resulting from
thermal and chemical anomalies. During the past few decades, large-scale and low
resolution mantle convection models with free slip surface have been widely used,
and thesemodels give us a generalized picture of the pattern ofmantle convection and
show how plate tectonics interacts with mantle convection (Zhong andGurnis, 1995;
Tackley, 2000). However, significant limitations exist in these models generating
realistic slab behaviors as well as other model predictions, including topography
at subduction zones, due to the highly simplified physics used. Some models
(e.g., Gerya et al., 2002) have attempted the inclusion of more physics into the
mantle convection system and reproduced some complex and detailed geological
phenomena, while the relative importance of these processes need to be discussed
2in order to understand the controlling mechanism.
In Chapter 2, we develop a comprehensive and self-consistent multiphysics approach
to simulate long-term lithosphere and mantle dynamics. We start with a more
reasonable representation of Earth’s surface. Earth’s surface is a stress free boundary
that deforms freely in response to the motion of material below. Simultaneously,
the development of topography and surface processes (erosion and sedimentation)
generate loads that affect lithosphere and mantle dynamics (Kaus et al., 2008,
2010). A true free surface coupled with surface processes is incorporated in our
models overcoming the traditional free-slip representation of Earth’s surface with
a more reliable prediction of topography. We then include phases changes, water
migration, and water weakening to address the effects of the complex petrological
and geochemical processes in the subduction channel, oceanic crust, and mantle
wedge on the force balance of subduction zone, which are usually highly simplified
or ignored in computations. An elasto-visco-plastic rheology is used with our new
numerical formulation to better describe the stress evolution within plates and slabs.
To clarify the influence of different geophysical, petrological, and geochemical
processes on topography and subduction zone evolution, we carry out a systematic
study of models with different parameters.
We apply our newmethod to study the NewHebrides subduction zone. A substantial
number of deep focus earthquakes near the bottom of the transition zone and isolated
from active subducting slabs, occur beneath the North Fiji Basin. These earthquakes
can be divided into two clusters: the northern cluster has a relativelywell constrained
shallow-dipping structure with a high level of seismicity, while the shape of southern
cluster is poorly defined with much less seismicity. These isolated deep focus
earthquakes are interpreted to be within detached slab segments (Hamburger and
Isacks, 1987; Okal and Kirby, 1998; Richards et al., 2011). Phase transformations
related to metastable peridotite in the cold slab material are used to explain the
seismicity in detached stagnant slab segments (Okal and Kirby, 1998), while this
theory alone can not account for the intensity difference if both clusters were related
to detached slab segments (Richards et al., 2011). Reactivation of preexisting weak
structures under deformation is another possible mechanism for deep earthquakes
(Jiao et al., 2000), while it was not considered as a plausible explanation for these
isolated deep earthquakes since it is not clear that what drives the deformation in
these detached slab segments.
Finally, also in Chapter 2, we use a full subduction zonemodel, which generates self-
3consistent slab detachment during the early stage of evolution for a young subducting
plate connected to a large plate, to provide a possible context to understand the origin
of the isolated deep earthquakes beneath the North Fiji Basin.. We use the transition
from strong deformation to weak deformation in the detached slab after the impact
of the slab segment into the strong lower mantle to explain the cause of the difference
in seismic intensities between northern and southern deep earthquake clusters. The
compuations also produces other interesting and reasonable phenomena, including
overriding plate failure, back-arc spreading, and trench retreat.
1.2 Subduction initiation at the incipient Puysegur subduction zone
Subduction initiation is a vital phase of the plate tectonic cycle since it fundamentally
alters the global force balance on tectonic plates. Numerical studies have advanced
our understanding of under what circumstances and with what physical processes
a new subduction zone can develop (Toth and Gurnis, 1998; Regenauer-Lieb et al.,
2001; Gurnis et al., 2004; Nikolaeva et al., 2010; Thielmann and Kaus, 2012), but
uncertainty still exists and key parameters related to subduction initiation remain
poorly quantified mainly due to the lack of good constraints on numerical models.
At the Puysegur Incipient Subduction Zone (PISZ), just south of New Zealand,
the morphology of the Puysegur Ridge shows a characteristic change from uplift
in the southern part, where the total convergence is less, and subsidence in the
northern part, the Snares Zone (or Snares Trough), where the total convergence
is largest. Discrete flat-topped segments, which are interpreted as the results of
subaerial exposure and erosion, are also evident at both northern and southern parts
of the Puysegur Ridge. The southernmost segment is close to sea level (-120 m),
while a peak subsidence of ∼ 1800 m is found in the Snares Zone in the north,
suggesting that the southern part has only experienced uplift, while there was uplift
followed by subsidence in the Snares Zone (Collot et al., 1995; Lebrun et al., 1998;
Gurnis et al., 2004). These topographic variations on the overriding plate are good
constraints for the study of subduction initiation processes.
In Chapter 3, we use geodynamicmodels with a true free surface to track topographic
changes and a model setup and boundary conditions tailored for PISZ to investigate
subduction initiation. We test our hypothesis for the formation of the two-fault
system at PISZ, while exploring the factors that control the transition in the force
balance. We focus on the evolution of topography and state of stress.
41.3 Investigating the scaling between damage zone thickness and fault width
with 3D dynamic rupture simulations
A typical fault zone architecture comprises a highly deformed core surrounded by
a damage zone composed of rocks with higher fracture density and lower elastic
moduli than the host rocks. In most mature faults, damage zones are 100 to 400
m wide and have between 20% and 60% wave velocity reductions relative to their
country rock (e.g., Huang and Ampuero, 2011). Studying the formation of damage
zones provides insight into the mechanical, hydraulic and seismic behavior of faults.
Fault zone damage is in part inherited from the early process of fracture coalescence
and strain localization that led to the formation of the fault, and in part results from
damage during earthquakes (Mitchell and Faulkner, 2009). Damage zone thickness,
defined as a characteristic scale of the cross-fault distribution of fracture density,
varies from a few centimeters on small faults to a few hundred meters on large
mature faults. Field observations indicate that damage zone thickness scales with
accumulated fault displacement, which is a measure of fault maturity, but generally
saturates at a few hundred meters for fault displacements larger than a few km
(Mitchell and Faulkner, 2009; Savage and Brodsky, 2011).
In Chapter 4, we use 3D numerical simulations of dynamic rupture on strike-slip
faults with large aspect ratios to study first-order aspects of the off-fault yielding pat-
tern in long faults. In particular, we assess the role of seismogenic depth in limiting
fault zone width. The ingredients of our model are intentionally minimalistic: mate-
rial properties surrounding the fault are uniform, a linear slip-weakening friction law
is assumed on the fault. Comparing results of simulations with different seismogenic
depths, we find that the distribution of inelastic strain is controlled by the transition
from crack-like to pulse-like rupture propagation associated with saturation of the
seismogenic depth. The yielding zone reaches its maximum thickness when the
rupture becomes a stable pulse-like rupture. We develop quantitative insight, from
the perspective of fracture mechanics, on how the transition to pulse-like rupture in
long faults explains the saturation of damage zone thickness with accumulated fault
displacement. In particular, we show that seismogenic depth controls the upper limit
of damage zone thickness on mature faults. We discuss how our results help to link
dynamic rupture models with field observations, and contribute to a fundamental
understanding of damage zone properties.
51.4 Mechanical strength and anisotropy of the lithosphere in continental col-
lision region
The classic plate tectonic theory assumes that plate boundaries accommodate most
of the plate deformation, generating large earthquakes in a relatively narrow zone,
while the plate interior is rigid with little deformation. However, in the continents,
large plates are divided into blocks and are connected with suture zones. Defor-
mations often extend into the interior of a plate as suggested by large earthquakes
within the plate (Zhang et al., 2003). At continental collision regions, the defor-
mation zone is usually wide, sometimes even wider than 1000 km (Kreemer et al.,
2003). These observations contradict the classic plate tectonic theory, and in order
to explain these phenomena, study of the strength variation of continental plates and
plate boundaries is needed. In addition to the important tectonic meaning, under-
standing the strength variation in the continents and its interaction with lithospheric
deformation contributes to a better estimation of seismic hazards.
In Chapter 5, we study the variations of mechanical strength and anisotropy of
the lithosphere at the Zagros-Himalaya belt and surrounding regions. The Zagros-
Himalaya belt is one of the most active continental deformation region that is
surrounded by relative stable continental blocks, which makes it a widely used
region to investigate the interactions between lithospheric strength and deformation.
We compare the variation of lithospheric strength with the distributions of plate
boundaries, major faults, and intermediate and large earthquakes within the context
of lithospheric strength and active deformations. The geophysical interpretations of
the mechanical anisotropy of the lithosphere are discussed by comparing the weak
direction of the mechanical anisotropy with the directions of surface displacements
(from GPS), crustal stress, and SKS shear wave splitting.
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8C h a p t e r 2
PREDICTING SUBDUCTION ZONE TOPOGRAPHY WITH
MULTIPHYSICS GEODYNAMIC MODELS
Topography is valuable data to investigate lithosphere and mantle dynamics and to
constrain numerical studies. Topography prediction with forward models is well
established at plate interiors, while it is still difficult to predict realistic topography at
subduction zones. We use multiphysics geodynamic models to tackle this problem.
Our models incorporate a true free surface, phase changes and elasto-visco-plastic
rheology. We also include surface processes, water migration and water weaken-
ing. We study the influences of different geophysical, petrological and geochemical
processes on topography prediction and subduction zone evolution and show that
surface geometry, surface processes, elasticity and oceanic crust all strongly influ-
ence the stress state and deformation within plates, water weakening decouples the
overriding plate and the subducting slab at the mantle wedge region and contributes
to the initiation of overriding plate failure, and oceanic crust has a similar effect with
sediments lubricating the subduction interface. Free slip surface topography and
free surface topography have substantial differences, and free surface topography
is influenced by different processes by adjusting the force balance. Application to
the New Hebrides subduction zone suggests that deformation within a detached slab
segment caused by the impact of the slab segment on the strong lower mantle ex-
plains the origin of the isolated deep earthquakes in the transition zone beneath the
North Fiji Basin, and the difference in the seismic intensities between northern and
southern deep earthquake clusters is caused by transition from strong deformation
to weak deformation after the impact.
2.1 Introduction
Numerical studies play an important role in understanding subduction zone evolution
and are constrained by different observations, including plate velocity, topography,
internal slab deformation, and slab morphology. Among these observations, topog-
raphy contains abundant information with little uncertainty. However, there are still
substantial difficulties in the prediction of subduction zone topography with numer-
ical models, which limit usage of this valuable data. We arrive at a multiphysics
approach to this problem by reviewing the related geophysical, petrological, and
9geochemical processes that are interconnected through the complex force balance
at subduction zones.
A proper representation of the Earth’s surface in numerical models is crucial for the
prediction of subduction zone topography. Earth’s surface is a stress free boundary
that deforms freely in response to the motion of material below. Simultaneously,
the development of topography and surface processes (erosion and sedimentation)
generate loads that affect lithosphere and mantle dynamics (Kaus et al., 2008, 2010).
Two kinds of boundary conditions, free slip surface and free surface, are commonly
used to approximate Earth’s surface. A free slip surface, where both the normal
velocity and tangent stress at the surface are zero, has been used inmantle convection
studies extensively since it does not require mesh update and is thought to be a good
approximation of the Earth’s surface for large scale mantle convections models (e.g.,
McKenzie et al., 1974; Zhong and Gurnis, 1995). However, a free slip surface does
not satisfy the stress free nature of Earth’s surface, and it may significantly influence
the stress state within the lithosphere and slab dynamics (Gurnis et al., 1996; Kaus
et al., 2010; Thielmann et al., 2015). Instantaneous topography can be derived via
the normal stress at the free slip surface (e.g., Zhong and Gurnis, 1994; Andrews
and Billen, 2009), while the accuracy of the stress-derived topography depends on
lateral viscosity variations near the surface and topographic slopes and amplitudes
(King, 2009; Crameri et al., 2017). On the other hand, a free surface, where both the
normal and tangent stresses are zero at the surface, is a more natural approximation
of Earth’s surface, but needs frequent mesh updates to track its evolution. A
common implementation of the free surface which avoids mesh update is through
introducing a weak layer with low viscosity and usually zero density (’sticky air’)
between the lithosphere and the actual flat surface boundary (e.g., Gerya et al.,
2004; Leng and Gurnis, 2011). Topography is defined by the material interface
between the ’sticky air’ and solid materials. Despite its simplicity, the sticky air
method can approximate the free surface-like behavior of the lithosphere well and
gives reasonable topographic predictions (Schmeling et al., 2008; Crameri et al.,
2012a). However, a shortcoming of the ’sticky air’ method is that it is hard to
couple the surface processes with the lithosphere and mantle dynamics explicitly
since the material interface is not an actual boundary of the model, where the
coupling is usually defined (e.g., Avouac and Burov, 1996; Salles et al., 2017). A
true free surface method, where a stress free boundary follows the motion of the
material below, is capable of tracking accurate topographic evolution, including the
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approach is its computational expense as it requires frequent remeshing (e.g., Braun
and Sambridge, 1994).
The force balance at subduction zone is also influenced by the complex petrological
and geochemical processes in the subduction channel, oceanic crust, and mantle
wedge, which are usually highly simplified or ignored in numerical models. In large
scale, low resolution mantle convection models, the lithosphere is often treated as
a high viscosity layer with homogeneous chemical composition, and only the first
order phase changes are considered (e.g., the olivine-spinel phase change at 410 km
and the spinel-perovskite phase change at 660 km) (e.g., Tackley et al., 1993; Zhong
and Gurnis, 1995). These models give us a big picture of the pattern of mantle
convection and show how plate tectonics interact with mantle convection, while
they could have problems with generating self-consistent single-sided subduction,
while their predicted topographies smooth out important details. Including a weak,
low viscosity crust layer on top of the lithosphere helps to lubricate the decoupling
process between the subducting and the overriding plates and to produce more re-
alistic slab behaviors (e.g., Crameri et al., 2012b). The density difference between
the oceanic crust and the lithospheric mantle may or may not be considered, and
the basalt-eclogite phase transition can be incorporated as a change in the density
at some depth or temperature and pressure condition (e.g., Hu et al., 2016; Liu and
Currie, 2016). Fluid migration related to this phase change is usually neglected,
while a large weak zone may be imposed in the mantle wedge to simulate the flu-
ids weakening effects in this region and to further decouple the subducting and
overriding plates (e.g., Manea and Gurnis, 2007; Liu and Stegman, 2011). These
simple methods of including the oceanic crust and/or the related phase changes
into a mantle convection model are able to generate realistic slab behaviors, while
the inconsistency introduced by the constant low viscosity and the imposed weak
zone could bring bias into model predictions, including topography. On the other
hand, incorporating a number of material types and sophisticated phase changes
into the subduction system can help to reproduce some complex and detailed geo-
logical phenomena, including the exhumation of high-pressure metamorphic rocks
in subduction channel (Gerya et al., 2002; Li et al., 2010), and to predict realistic
topography, while the relative importance of these processes needs to be discussed
in order to understand the controlling mechanism.
The complex rheology of the lithosphere and mantle and the unclear relative im-
portance of elasticity introduce some uncertainties in the prediction of subduction
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zone topography. On geological time scales, the lithosphere and mantle behave
like highly viscous fluids, and their viscosities are strongly temperature dependent,
which results in a relatively low effective viscosity (1018 − 1021 Pa s) in the mantle
due to the high temperature and a high effective viscosity (generally > 1023 Pa s,
sometimes ∼ 1026 Pa s or even larger) in the lithosphere with the low temperature
(e.g., Li et al., 2017; Mallard et al., 2016). Large viscosity variation in the man-
tle and in the lithosphere causes viscous and viscoelastic behaviors on geological
time scales in these two regions respectively, while the influence of elasticity on
subduction zone evolution is still unclear and often overlooked. Theoretical studies
with numerical models suggest that the shape, the velocities, and the stress state
of the subducting slab are significantly altered if a viscoelastic rheology is used
instead of a viscous rheology (e.g., Moresi et al., 2002; Fourel et al., 2014; Far-
rington et al., 2014), while the model setups in these studies are usually too simple
compared to real subduction zones, and some important parts of the rheology may
be ignored (e.g., plasticity or temperature dependence of the viscosity). On the
other hand, plate bending models that fit the trench and outer rise topography pro-
files show that various rheologic models, including purely elastic, purely viscous
and elasto-plastic models, could give similar topography predictions (e.g., Caldwell
and Turcotte, 1979; Bremaecker, 1977; Goetze and Evans, 1979). Geodynamic
models with viscous rheologies are also able to reproduce the trench and outer rise
topography, which indicates that the lithosphere may not retain any elastic strength
within the subduction zone (e.g., Gurnis et al., 2000). Gravity measurements within
the Kermadec trench show a large-magnitude decrease in the flexural rigidity from
the outer rise to the trench axis, which also suggests that the plate has little or no
elastic strength within the trench (Billen and Gurnis, 2005). The discrepancy on the
importance of elasticity between theoretical and data-based studies may be related
to the pervasive yielding and normal faults on the subducting plates that form when
the slab enters the trench, strongly reducing lithospheric strength regionally. Again,
this implies that the influence of elasticity cannot be isolated from other factors
involved in the force balance at subduction zones.
To address the influences of various processes on the prediction of subduction
zone topography, we treat it as a multiphysics problem and include most of the
important geophysical, petrological, and geochemical processes that affect the force
balance. However, full implementation of all these processes involves some physical
models that are still under exploration and may be computationally expensive or
even currently intractable for a fully coupled subduction zone system, e.g., the
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long distance fluvial erosion and transport, the hydrous melting processes, and the
separation between melts and solids (two phase flow problem). Nevertheless, we
incorporate most of the currently tractable and potentially important processes into
our model. The goal of this chapter is to introduce the method used to predict
realistic high resolution topography for incipient subduction (Mao et al., 2017) and
to discuss how the topography and lithosphere and mantle dynamics are influenced
by different processes. To that end, we evaluate the model output sensitivity to
different physical processes (e.g., free surface, surface processes, elasticity, ...) in
small scale domains of dimensions 800 km x 300 km. In addition, we present a
single full subduction zone model (2500 km x 1000 km) which is compatible to the
New Hebrides subduction zone at last to show the realistic model predictions using
our new method.
2.2 Method
Governing equations for lithosphere and mantle flow
Under the Boussinesq approximation for an incompressible fluid, the conservation
equations of mass and momentum are
∇ · u = 0 (2.1)
∇ · τ − ∇p = f , (2.2)
where τ represents the deviatoric stress tensor, and its expression is given later since
it depends on the visco-elastic model. Here, u,p are the velocity and the pressure,
respectively, f is the body force, and f = ρg, where ρ is the density, and g is the
acceleration of gravity. Through the body force term, density differences resulting
from thermal anomalies, phase changes, and chemical heterogeneities provide the
driving forces for mantle convection.
Equations (2.1) and (2.2) are closed with boundary conditions,
u |ΓD = u¯ (2.3)
σ · n |ΓN = T¯, (2.4)
where σ is the total stress, σ = τ − pI , T¯ is the traction vector, and n is the outward
pointing normal to the boundary ∂Ω. ΓD and ΓN denote the regions along the
boundary ∂Ω where the Dirichlet and Neumann boundary conditions are applied.
The conservation equation of energy is
∂T
∂t
= −u · ∇T + κ∇2T + H, (2.5)
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where T is the temperature, κ is the thermal diffusivity, and H is the heat source. We
assume Dirichlet conditions for the temperature on the top and bottom, and no-flux
conditions on the other (side) boundaries,
T |ΓD = T¯ (2.6)
∇T · n |∂Ω\ΓD = 0. (2.7)
Rheology
The nonlinear visco-plastic rheology includes the influence of elasticity by modi-
fying the viscosity and body force term of the Stokes equation. We consider the
dislocation creep mechanism for the steady-state lithosphere and mantle flow. The
reference viscosity is temperature, strain rate, and composition-dependent
η0 = A
− 1
n Ûε
1−n
2n
II
exp
(
E
nRT
)
, (2.8)
where A is a material constant which differs greatly between assemblages, ÛεII is the
second invariant of the strain rate tensor, E is the activation energy for the creep, R
is the universal gas constant and n is the stress exponent. In the mantle, the viscosity
is also influenced by water in olivine (Hirth and Kohlstedt, 1996)
η =


C0
OH
COH
η0, if COH > C
0
OH
;
η0, otherwise,
(2.9)
where COH is the total water content, and C
0
OH
is the critical water content.
Plastic deformation of the material is included by enforcing the deviatoric stress
within the yield stress limit by modifying the viscosity
ηy = min
(
τy
2
√ ÛεII
, η
)
, (2.10)
where τy is the yield stress based on the Drucker-Prager yield criterion (e.g., Lemiale
et al., 2008), and
τy = min(sin ϕp + cos ϕC, τymax), (2.11)
where ϕ is the material friction angle, C is the cohesion, and τymax is the maximum
yield stress. Linear softening respect to accumulated plastic strain, εp, is applied to
the friction angle and the cohesion
ϕ = ϕ f + (ϕ0 − ϕ f )
(
1 −min
(
1,
εp
ε0
))
(2.12)
C = C f + (C0 − C f )
(
1 −min
(
1,
εp
ε0
))
, (2.13)
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where ε0 is the reference plastic strain, and ϕ0, ϕ f , C0 and C f are the initial and
final friction angles and cohesions, respectively. Plastic strain is recorded on the
Lagrangian markers, and its evolution is governed by
Dεp
Dt
=


ÛεII, if √τII > τy;
0, otherwise,
(2.14)
where D/Dt is the material derivative.
The final effective viscosity is obtained by applying the highest and lowest viscosity
cutoffs
ηe f f = max
(
ηmin,min(ηmax, ηy)
)
, (2.15)
where ηmin and ηmax are the minimum and maximum viscosities respectively. The
rheological parameters we use are given in Table 2.1.
Table 2.1: Rheological parameters
Parameter Value
maximum viscosity cutoff (ηmax) 10
24 Pa s
minimum viscosity cutoff (ηmin) 10
18 Pa s
critical water content in mantle (C0
OH
) 100 ppm
apreexponential factor in mantle (Am) 2.5 x 10
4 MPa−n s−1
aexponent in mantle (nm) 3.2
aactivation energy in mantle (Em) 540 kJ mol
−1
bpreexponential factor in crust (Ac) 3.3 x 10
−4 MPa−n s−1
bexponent in crust (nc) 3.2
bactivation energy in crust (Ec) 238 kJ mol
−1
cpreexponential factor in sediment (As) 7 x 10
−6 MPa−n s−1
cexponent in sediment (ns) 2.3
cactivation energy in sediment (Es) 154 kJ mol
−1
shear modulus (G) 50 GPa
maximum yield stress (τymax) 150 MPa
minimum yield stress (τymin) 3 MPa
initial cohesion in mantle and crust (C0) 40 MPa
final cohesion for all materials (C f ) 3 MPa
initial friction angle in mantle and crust (ϕ0) 0.6
final friction angle for all materials (ϕ f ) 0
reference plastic strain (ε0) 0.4
constant yield stress in sediment 3 MPa
adry olivine, bplagioclase, cquartz.
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True free surface and surface processes
The true free surface is achieved by applying zero traction Neumann boundary
condition (by setting the traction force T¯ to 0¯ in equation (2.4)) on the top of the
model domain to obtain the surface velocity from the Stokes equation and then in
turn updating the surface. The evolution of the topography, H, with respect to the
surface velocity is governed by
∂H
∂t
= −uh · ∇H + uv, (2.16)
where uh and uv are horizontal and vertical components of the surface velocity
respectively, and ∇H is the horizontal gradient of the topography.
The influence of surface processes are incorporated, by considering a simple law of
topographic changes that simulate erosion and sedimentation at the scale of several
tens of kilometers (Avouac and Burov, 1996; Jourdon et al., 2017). Assuming the
rate of downslope transport of debris, qe, is proportional to the local slope, we have
qe = −κs∇H, (2.17)
where κs is the mass diffusivity coefficient. From mass conservation law,
∂H
∂t
= −∇ · qe . (2.18)
With constant κs, equations (2.17) and (2.18) lead to the linear diffusion equation
∂H
∂t
= κs∇2H. (2.19)
Combining the effects of surface advection, uplift and diffusion, we have
∂H
∂t
= −uh · ∇H + uv + κs∇2H. (2.20)
Phase changes and water migration
Changes in density and water content of the lithosphere and mantle are tracked
by referring to pre-calculated phase maps and transporting free water within the
system. Three-dimensional (temperature, pressure, and total water content) phase
maps for density and free water content are calculated for different rock types using
an efficient software Perplex (Connolly, 2005), which solves the classical non-linear
free energy minimization problem of phase equilibria through linear programing
by representing the continuous compositional variations of solutions phases with a
series of discrete compositions. Chemical compositions for different rocks used are
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given in Table 2.2 (Gerya et al. (2006) and reference therein), and different solution
models are used for shallow and deepermantle (Connolly and Petrini, 2002; Stixrude
and Lithgow-Bertelloni, 2011). Melts are not considered in our petrological models
due to the difficulties on the calculation of the related phase equilibria and the
migration of melts within a deforming matrix.
Darcy’s law is used to migrate free water, and the velocity separating water from
the solid is simplified as
vwater = −Cφφnφ−1g, (2.21)
where φ is the mean free water fraction, nφ is a constant related to pore geometry,
and Cφ is a blended constant that depends on several parameters, including the
characteristic length of transport, the fluid viscosity, and the density difference
between fluid and solids (Hebert et al., 2009).
Table 2.2: Rock compositions (weight %)
pyrolite altered basalt sediment harzburgite
SiO2 45.55 51.75 61.10 44.5
Al2O3 4.03 10.19 12.43 1.7
FeO 7.47 7.06 5.43 9.6
MgO 37.42 14.94 2.59 42.6
CaO 3.18 13.88 6.21 1.4
Na2O 0.33 2.18 2.54 0.1
K2O 0.03 0.15 1.0 0.03
H2Oa 0.01 2.68 7.29 0.01
aInitial water content.
Elastic Viscous Stress Splitting
With a modified viscous flow code, elasticity is usually implemented by adjusting
the effective viscosity and the right-hand-side of the Stokes equation (Moresi et al.,
2002). We introduce the basic ideas and formulas of the elastic viscous stress
splitting (EVSS) model (Keunings, 2000), and then show how we incorporate the
EVSSmodel into the visco-plastic system presented in the rheology section to obtain
the elasto-visco-plastic behaviors of the materials.
The primary reason that why we use an EVSS model instead of the traditional
Maxwell model is because the stress evolution with a Maxwell model depends
strongly on the time step. During the computations, time step varies considerably,
causing a change in the stress state and leading to numerical instability. On the
17
other hand, the EVSS model could help to stabilize the stress evolution with the
additional viscous term. The EVSS model is built upon the following deviatoric
stress decomposition:
τ = 2ηv Ûε + τe, (2.22)
where the 2ηv Ûε term denotes the contribution from the purely viscous component
to the shear stress, and τe is the contribution from the visco-elastic component. ηv
is the viscosity of the purely viscous component (defined later with Eq. (2.27)), and
Ûε is the strain rate tensor defined as
Ûεi j = 1
2
(
∂ui
∂x j
+
∂u j
∂xi
)
. (2.23)
The stress on the visco-elastic component, τe, is recorded on the marker and evolves
according to the following:
τe
2ηe
+
1
2G
(
Dτe
Dt
+ J(u, τe)
)
= Ûε, (2.24)
where ηe and G are the viscosity (defined later with Eq. (2.28)) and shear modulus
of the visco-elastic component respectively, and
Dτe
Dt
+ J(u, τe) is the Jaumann
corotational stress rate, where
J(u, τe) = τeW −Wτe, (2.25)
andW is the rotation tensor,
Wi j =
1
2
(
∂ui
∂x j
− ∂u j
∂xi
)
. (2.26)
The partition of the total viscosity (η defined byEq. (2.9)) into these two components
is given by
ηv = (1 − ξ)η (2.27)
ηe = ξη, (2.28)
where ξ is the partition coefficient, and
ξ ∈ [0, 1]. (2.29)
In our models, ξ decreases linearly from close to 1 in the lithosphere to 0 in the
asthenosphere with the increasing temperature, resulting in visco-elastic and viscous
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behaviors in the two regions respectively. When ξ is set to 1, the EVSS formulation
reverts back to the Maxwell model. The relationship between ξ and T is
ξ =


1 − T
Tm
, if T ≤ Tm;
0, otherwise,
(2.30)
where Tm is the mantle temperature and is set to be 1400 °C.
Numerical implementation
We study the long-term lithosphere and mantle dynamics as governed by a creep-
ing flow in a domain Ω with boundary ∂Ω using an arbitrary Lagrangian Eulerian
(ALE) finite element method (May et al., 2014, 2015). To facilitate large deforma-
tions, we use a hybrid spatial discretization ("mesh-marker" discretization) which
couples mixed finite elements for the density driving flow problem (u, p, T), with a
Lagrangian marker-based discretization. The Lagragian markers track constitutive
properties and material properties (e.g., plastic strain, density, water content). The
domain Ω is partitioned using a structured mesh of hexahedral elements, and the
mesh is updated following the evolution of topography. Over each element, we
employ mixed Q2 − Pdisc1 basis functions for (u, p) and Q1 basis functions for T .
Markers are uniformly distributed in each element at the beginning of the simu-
lation, and are updated with the flow velocity during the evolution. Markers can
move across elements, and marker population control is performed over an element
when it becomes underpopulation or overpopulation. Material properties are first
evaluated at markers and then interpolated to mesh nodes or quadrature points.
To track the topography evolution, we solve Eq. (2.20) via operator splitting. We
first update the surface mesh with respect to the surface velocity. The time step used
to update the surface mesh is equal to the time step for the energy equation, subjected
to the additional constraint that the vertical topographic change is smaller than 20 m
to avoid topographic oscillation (Kaus et al., 2010). The updated topography, which
is on a new surface mesh, is projected back to the surface nodes of the old mesh
with Q1 basis functions. The interior nodes are updated vertically with a distance
proportional to the topographic changes of surface nodes above. The proportion
decays linearly from 1 at the surface to 0 at the bottom of the domain. In this way,
the advection and vertical movement of the topography are accurately recorded on
the surface mesh, while the cost for remeshing is restricted (mesh nodes are updated
vertically only). The mesh update is handled efficiently through interactions with
the parallel PETSc object DMDA (data manager for distributed arrays) (Buschelman
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et al., 2017), withwhich themesh itself is defined. We then solve the surface diffusion
equation on the surface mesh with no-flux boundary conditions. Topographic
diffusion is applied to the free surface between time steps and after the topographic
update related to subsurface dynamics. After topographyic diffusion, topography
increases in the sedimentation region, and sedimentary markers are added into this
increased region.
To update the density andwater content in the phase assemblages, rock type and total
water content are recorded on tracers, and temperature and pressure are obtained
from the solutions of the governing equations. Linear interpolation is then used
to obtain density and free water content between adjacent nodes of temperature,
pressure, and total water content from phase maps for different phase assemblages.
Free water is projected to mesh nodes and migrated with the velocity calculated
from Eq. (2.21).
To implement the EVSS model, we discretize Eq. (2.24) in time similar to the
traditional Maxwell model (Moresi et al., 2002)
τ
t+∆t
e
2ηt+∆te
+
1
2G
(
τ
t+∆t
e − τte
∆t
+ J(ut, τte)
)
= Ûεt+∆t, (2.31)
and then we get
τ
t+∆t
e =
∆t
λt+∆t + ∆t
2ηt+∆te Ûεt+∆t +
λt+∆t
λt+∆t + ∆t
τ
t
e −
λt+∆t∆t
λt+∆t + ∆t
J(ut, τte), (2.32)
where ∆t is the time step, and λt+∆t is the shear relaxation time (
ηt+∆te
G
). We define
η′ = ηt+∆t
v
+
∆t
λt+∆t + ∆t
ηt+∆te , (2.33)
and
τ
′t
e =
λt+∆t
λt+∆t + ∆t
τ
t
e −
λt+∆t∆t
λt+∆t + ∆t
J(ut, τte). (2.34)
Substituting the total stress into the momentum equation, we have
∇ · (2η′ Ûεt+∆t) − ∇pt+∆t = f t+∆t − ∇ · τ′te . (2.35)
In this way, by modifying the viscosity and adding another force term, related to
the stored stress from previous step into the body force term, our EVSS model is
incorporated into the viscous system. The plastic behavior is also influenced by the
stored stress, and we simply modify Eq. (2.10) with
ηy = min(
max(τy −
√
(τ′te )II, τymin)
2
√ ÛεII
, η′). (2.36)
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2.3 Influence of different processes
Previous studies (e.g., Gurnis et al., 1996; Kaus et al., 2010; Fourel et al., 2014;
Farrington et al., 2014) often used simplified models to study the influences of
different processes on subduction zone evolution, and they may not be suitable
for addressing the complex force balance and the interactions between different
processes at subduction zones. In this section, we document the influence of different
geophysical, petrological, and geochemical characteristics through the systematic
comparison of models with different parameters. We focus on the differences in
model outcomes, including topography, the deformation pattern in the bending slab,
and the stress state within the slab and plates.
Model setup
Due to the large computational cost for multiphysics subduction models with high
resolution, we set the model size (length ×width) to 800 km × 300 km and compare
the differences in the early stage of subduction evolution. The initial condition has a
plate with a thermal age of 80Ma (using the half-space cooling model) that subducts
below a young plate (thermal age of 20 Ma) with prescribed inflow and outflow at
the right side boundary (Fig. 1). The left and bottom boundaries are free slip, while
the top is a free surface. The initial topography is calculated from isostasy. A 45°
dipping weak zone of 10 kmwidth is set between the two plates to localize the initial
deformation, and the weak zone is initialized with plastic strain of random value
between 0 and 0.4, while other parameters remain unchanged. A 5 km thick crust
with altered basalt and a 15 km thick harzburgite layer below the crust are placed on
top of dry pyrolite. Initially, there are no sediments, but are subsequently generated
with the surface processes algorithm within the sedimentation region. The finest
resolution is 1 km × 1 km near the subduction zone, and the lowest is 3 km × 3 km
in the asthenosphere. The model setup includes 384 × 192 elements in total.
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Figure 2.1: Setup for the test model. The initial topography is shown above the
model domain and the imposed horizontal velocity is shown to the right. Black
dashed lines represent the isotherm of 400 °C, 800 °C and 1200 °C respectively.
WZ: weak zone. H: topography.
Free surface vs free slip surface
With evolutionary models, Kaus et al. (2010) compared free surface with free slip
surface and show that the upper boundary condition has a significant influence on
subduction dynamics. With their set up, the subducting plate can mechanically
decouple from the upper boundary only with the incorporation of a free surface.
However, they did not compare the changes in the stress state and deformation within
plates that generate the final difference in slab morphology. Here, we address this
by taking a time evolutionary model with free surface at 10.1 Myr and changing
its upper boundary to a free slip surface for comparison (Fig. 2.2). During the
boundary change, we keep materials below the trench depth and remove materials
above that depth. In this way, only the surface geometry of the model is changed
to be compatible with the free slip surface (topography removed), while the deep
structure and material properties are kept constant. A new Stokes solve is then
computed with the free slip surface to obtain the stress and deformation and the
instantaneous topography with the surface normal stress. We use this comparison to
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show how changes of surface geometry from free to free slip surface influence the
stress state and deformation within plates, and to study the difference between the
free surface topography and the stress-derived topography using a free slip surface.
For the free surface case (Fig. 2.2a), at 10.1 Myr, the subducted slab reaches
∼170 km depth and is under extension due to its own negative buoyancy, although
not sufficiently large to dominate the dynamics of the system, so that the system
is controlled by the boundary push and the bending of the subducting plate. The
bending of the subducting plate causes near-surface extension and deep compression
of the lithosphere near the trench, as indicated by the plate perpendicular maximum
principal stress in the upper part of the lithosphere and the along plate maximum
principal stress in the lower part of the lithosphere. With bending, the subducting
plate yields strongly in the extensional region near the surface and moderately in the
compression region near the bottom of the lithosphere as shown with the reduced
effective viscosities. Most of the overriding plate is in a nearly neutral stress state,
while the overriding plate near the subduction interface is under compression. The
trench depth is 4 km, and the fore bulge height at ∼ 540 km distance is ∼ 100 m.
Comparing the free slip surface case (Fig. 2.2b) to the free surface case (Fig.
2.2a), in the asthenosphere, the two cases are identical, but the near surface stress,
deformation and topography have similaries and differences. The general patterns of
the stress state and deformation in the plates of the two cases are similar, with some
subtle differences. With a free slip surface, the compression in the subducting plate
near the right boundary is smaller than in the free surface case, and, near the trench,
the extensional area is divided into two parts with a kink in the maximum principal
stress orientation at the trench, while themaximumprincipal stress orientation varies
continuously in the this region with a free surface. Yielding within the bending
region is limited to a narrower zone close to the subduction interface with the free
slip surface, and the change in the yielding pattern occurs near the trench position.
It is obvious that the change of the surface curvature on the subducting plate near the
trench strongly influence the stress state and deformation at the bending region, and,
with free slip surface, the transition of the stress and deformation near the surface
are not as smooth as with a free surface. Topographic outcomes from the two cases
are similar, e.g., position of trench and fore bulge and higher overriding plate than
the subducting plate, but the relief is much larger with the free slip surface than
with the free surface ( ∼ 4× larger for trench depth and ∼ 10× larger for the fore
bulge height), and the free slip surface case shows more topographic variations, e.g.,
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the depression on the overriding plate close to trench (at 320 km distance) and the
depression near the right boundary, and some sharp topographical structures, e.g.,
the trench and the narrow peak at ∼ 370 km distance.
To further investigate the origin of the large topographic variations with free slip,
we reduced the maximum viscosity cutoffs (Fig. 2.2b and 2.S1). The topographic
variations decrease with smaller plate viscosity, and with a weaker lithosphere,
the topography approaches that of the free surface case (Fig. 2.3). Nevertheless,
substantial differences between topography from free slip and free surface remain.
In addition, we conducted a time evolutionary case with free slip surface and starting
at 0 Myr. We also found that the subducting plate cannot mechanically decouple
from the upper boundary.
24
Figure 2.2: Comparison between (a) free surface and (b) free slip surface. Red lines
show the direction andmagnitude of the maximum principal stress. H is topography.
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Figure 2.3: Topography comparison between free surface and free slip surface
models at 10.1 Myr. H is topography.
Surface processes
Surface processes, i.e., erosion and sedimentation, are thought to influence the
lithosphere and mantle dynamics mainly through redistributing surface loads (to-
pography) (Avouac and Burov, 1996; Burov and Toussaint, 2007). In addition,
subduction of weak and water rich sediments generated by surface processes could
play some role in lubricating the subduction interface (Lamb, 2006). Here, we focus
on how different sedimentation and erosion rates affect the dynamics of the system
and model predictions through topographic changes while controlling the amount
of weak material near the trench.
Surface diffusion influences the wavelength of topography and the amount of weak
material near the trench. We vary the surface diffusion coefficient, κs, from 1 ×
103 m2/yr to 4 × 103 m2/yr (Burov and Toussaint, 2007). With increasing erosion
and sedimentation rates, the wavelength of the topography increases, the trench
depth shallows, the size of the weak prism increases, and the yielding area on
the subducting plate at the bending region widens slightly (Fig. 2.4, Fig. 2.S2
and Fig. 2.S3). Topography is controlled by two competing mechanisms: the
deeper lithosphere and mantle dynamics that builds topographic variations and the
surface processes that smoothen the variations. With larger diffusivity, there is more
erosion and in turn more sediment, which leads to smoother topography with longer
topographic wavelength and shallower trench depth. The averaged horizontal stress
within the overriding plate is an indicator of the interaction between two plates.
Initially, the stress levels within the overriding plate are similar for all four cases
26
(2 Myr), while larger κs leads to faster release of stress when the fault starts to
decouple the plates (6 Myr) (Fig. 2.5a and Fig. 2.5b). However, when the fault
matures, the averaged horizontal stress within the overriding plate is much higher
for the case with the smallest κs. This indicates that κs influences plate coupling on
the subduction interface and a transition in the plate coupling happens after some
critical value of κs is reached. This transition in the plate coupling is likely caused
by the amount of weakmaterial near the trench as suggested by the change in the size
of the weak prism (Fig. 2.4 and Fig. 2.S2). The change in yielding of the hinge zone
is likely to be influenced by both the plate coupling at the subduction interface and
surface curvature of the bending plate which are both adjusted by surface processes.
Figure 2.4: Comparison among models with increasing surface diffusion coefficient
(a) 1 × 103 m2/yr, (b) 2 × 103 m2/yr (reference model), (c) 3 × 103 m2/yr, and (d)
4 × 103 m2/yr. H is topography. The black arrow shows the position of the weak
prism. Zoom ins of the weak prism are shown in Fig. S2.3.
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Figure 2.5: Averaged horizontal stresses within the overriding plate with different
surface diffusion coefficients. (a) Stress evolution. (b) Stress vs surface diffusion
coefficients. The averaging is performed within the region that spans from 100 km
to 300 km distance with reference to the left side boundary and surface to 40 km
depth.
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Subduction of sediments and oceanic crust
Subduction of sediments and oceanic crust is important for several reasons. The
subduction interface is generally thought to be composed of sediments and oceanic
crust, and their strength and rheology influence plate coupling (Bebout, 2007).
Fluids released from subducted sediments and oceanic crust reduce the frictional
strength on the subduction interface through increasing pore pressure and weaken
the mantle wedge (Kodaira et al., 2004; Audet et al., 2009). Subduction of sediments
and oceanic crust also contributes to the geochemical heterogeneity of the deeper
mantle (Hofmann and White, 1982). Here, we test the influence of the subduction
of sediments and oceanic crust on plate coupling, the deformation on the subducting
plate, and the weakening of the mantle wedge.
We first test a case without sediments (Fig. 2.6b and Fig. 2.S4b). The generated
sediments during the surface processes near the upper boundary are replaced with
weakened oceanic crust (with the rheology of plagioclase instead of quartz and less
water content). Comparing the case without sediments (Fig. 2.6b) to the reference
case (Fig. 2.6a), we do not observe obvious changes in the topography, intra-plate
deformation, and the weakening in the mantle wedge. The stress evolutions on the
overriding plate are also very similar (Fig. 2.7). The casewithout sediments suggests
that the differences in rheology and water content between weakened oceanic crust
and sediments do not seem to substantially influence the dynamics of the system,
and weakened oceanic crust and sediments may have similar effects on lubricating
the subduction interface. The weakening in the mantle wedge is not influenced by
the removing of sediments since the weakening is dominated by water released from
the crust, while sediments dehydrate mostly at shallower depths (before reaching the
mantle wedge) (Fig. 2.S4). We then test another case without sediments or oceanic
crust (Fig. 2.6c). In this case, only pyrolite is incorporated in the model. Comparing
the case without sediments or crust (Fig. 2.6c) to the reference case (Fig. 2.6a) and
the case without sediments (Fig. 2.6b), this case has a deeper trench depth and a
further topographic depression on the overriding plate (300 km from the trench),
and the yielding area is much narrower at the bending region than the other two
cases. The case without sediments or crust has the largest average horizontal stress
within the overriding plate during the fault maturation stage among all models (Fig.
2.6), which suggests that without the lubrication of sediments or crust, subducting
and overriding plate remain strongly coupled. We test one more case by turning
off the water weakening effect while keeping other parameters unchanged to test
the influence plate coupling at the mantle wedge (Fig. 2.6d). With additional
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coupling in the mantle wedge between two plates, the topographic depression on the
overriding plate close to trench deepens (Fig. 2.6d), and the stress on the overriding
plate increases (Fig. 2.7), while the differences are not large. However, we will show
that water weakening initiates failure of the overriding plate with a full subduction
zone model (Section 2.4).
Figure 2.6: Comparison among (a) reference model, (b) model without sediments,
(c) model without sediments or crust, and (d) model without water weakening. H is
topography.
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Figure 2.7: Averaged horizontal stresses within the overriding plate for cases related
to sediments and crust. The averaging is performed within the region that spans
from 100 km to 300 km distance with reference to the left side boundary and surface
to 40 km depth.
Elasticity
The influence of elasticity on subduction zone evolution has been addressed previ-
ously, especially during the bending and unbending processes, with free subduction
models (Capitanio et al., 2007; Fourel et al., 2014; Farrington et al., 2014). These
models ignore the overriding plate and usually employ constant viscosity for the
slab and mantle. However, these simplified models may not be compatible terres-
trial subduction. Here, we compare two subduction zone models with or without
elasticity to test the influence of elasticity on subduction zone evolution.
Comparing the case without elasticity (Fig. 2.8b) to the case with elasticity (Fig.
2.8a), the slab dips are almost the same after 10 Myr of convergence. The predicted
topography profiles are similar except that there is amild depression on the overriding
plate close to trench (370 km in board) in the case with elasticity and is absent in
the case without elasticity. However, deformation and strain localization on the
subducting plate within the bending region (Fig. 2.8) and the stress level within
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the overriding plate during compression are quite different (Fig. 2.9) between
these two cases. Without elasticity, yielding within the extensional region during
bending occurs within a relatively narrow zone near the trench, and no localized
shear bands on the subducting plate have formed. With elasticity, stored stress
within the bending region bring the subducting lithosphere closer to yield surface,
and yielding extends to a much wider area in both directions away from the trench
than the case without elasticity. Compression between the subducting plate and the
overriding plate across the subduction interface is slightly stronger than the case
without elasticity due to the unbending, which causes yieldings on both plates and
gives rise to the formation of the mild topographic depression at 370 km distance.
However, due to the existence of the overriding plate, the unbending process does not
lead to appreciable shallowing of slab dip. This comparison implies that elasticity
dose not affects the slab dip angle much in the presence of the overriding plate and
plasticity. Its importance may lie in changing the stress level of the plates during
the compression, and the deformation pattern and generating localized shear bands
within the hinge zone.
We carry out two additional cases with different reference plastic strains (controling
the weakening rate of yield stress). With a lower reference plastic strain (ε0 = 0.2)
(Fig. 2.8c), the stress within the overriding plate decreases faster than the reference
case, and more localized shear bands develop on the subducting plate. With a higher
reference plastic strain (ε0 = 0.6) (Fig. 2.8d), yielding area on the subducting plate
becomes narrower, and less localized shear bands develop than in the reference
case. The plate coupling of the case with slow strain weakening when fault matures
is much stronger than the other 3 cases. These two additional cases confirm that
the generation of the localized shear bands is related to plastic parameters but is
controlled by the interaction between elasticity and plasticity.
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Figure 2.8: Comparison between (a) the reference, (b) without elasticity, (c) fast
strain weakening, and (d) slow strain weakening. H is topography.
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Figure 2.9: Averaged horizontal stresses within the overriding plate for cases related
to elasticity and plasticity. The averaging is performed within the region that spans
from 100 km to 300 km distance with reference to the left side boundary and surface
to 40 km depth.
2.4 The New Hebrides Subduction Zone
We now turn our attention to a full subduction zone model, which generates self-
consistent slab detachment during the early stage of subduction zone evolution for
a young subducting plate connected to a large plate. The impact of the detached
slab on the lower mantle causes strong deformation within the slab segment, which
provides a possible context to understand the origin of the isolated deep earthquakes
beneath the North Fiji Basin. We use the transition from strong to weak deformation
in the detached slab with depth to explain the cause of the difference in seismic
intensities between the northern and the southern deep earthquake clusters (Fig.
2.10). The model also produces other important outcomes, including overriding
plate failure, back-arc spreading, and trench retreat. Topographic evolution is a
constraint on the internal lithosphere and mantle dynamics.
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Isolated deep earthquakes and motivation
Substantial seismicity near the bottom of the transition zone and isolated from
active subduction occurs beneath the North Fiji Basin (Fig. 2.10a and 2.10b). These
earthquakes can be divided into two clusters: a northern cluster has a high level of
seismicity at the base of the transition zone and is clearly seperated from the shallow
dipping Benioff zone; there is also a detached southern cluster which detached from
both the northern cluster and the shallow slab, but is more poorly defined because
there are much less earthquakes there. The deformation geometries revealed by
the focal mechanisms of these earthquakes are complex (Okal and Kirby, 1998).
These isolated deep earthquakes are interpreted to be within detached slab segments
which might have originated from either the extinct Vitiaz subduction zone to the
northeast (which had southward vergeing subducting from the Pacific Plate) or the
NewHebrides Subduction Zone to the southwest (Hamburger and Isacks, 1987; Okal
and Kirby, 1998; Richards et al., 2011). Three interesting questions were raised for
these isolated deep earthquakes in detached slab segments: (1) where did these slab
segments actually come from? (2) what triggers these deep earthquakes within the
detached slab segments? (3) what causes the difference in the seismic intensities
between the northern and the southern clusters? If the detached slab segments
originated from the extinct Vitiaz Subduction Zone then they should be trapped
within the transition zone for a long time and stagnant with little active deformation
(Mann and Taira, 2004). On the other hand, if they were from the New Hebrides
Subduction Zone then the question as to what caused slab detachment for this
young subduction zone, while most previous studies suggest that slab detachment
usually happens during subduction termination (e.g., Gerya et al., 2004; Andrews
and Billen, 2009). Phase transformations related to metastable peridotite in the cold
slab material are used to explain the seismicity in detached stagnant slab segments
(Okal and Kirby, 1998), while this theory alone cannot account for the intensity
difference if both clusters were related to detached slab segments (Richards et al.,
2011). Reactivation of preexisting weak structures under deformation is another
possible mechanism for deep earthquakes (e.g., Jiao et al., 2000), while it was not
considered as a plausible explanation for these isolated deep earthquakes since it is
not clear what drives the deformation in these detached slab segments.
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Figure 2.10: (a) Intermediate and deep earthquake distribution of the New Hebrides
Trench and the Tonga Trench region. The two red dashed circles show the northern
and the southern clusters of isolated deep earthquakes in the transition zone, respec-
tively. AUS:Australia Plate; NDR:NorthD’EntrecasteauxRidge; OJP: Ontong Java
Plateau; PAC: Pacific Plate. (b) Cross-sections of vertical earthquake distribution.
Red bars show the focal mechanisms. Surface positions of these three cross-sections
correspond to the three thickened black lines in (a) from north to south. Earthquake
location data are from ISC Bulletin (International Seismological Centre, 2014), and
the focal mechanism solutions are form CMT catalog (Dziewonski et al., 1981).
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Model description
The model consists of an old plate with a thermal age of 40 Ma subducting below
a younger plate (thermal age of 10 Ma) under imposed velocity (Fig. 2.11). The
imposed velocity influences the dynanics in different ways at early and later stages
of the model evolution. The imposed velocity first provides the driving force needed
for the convergence of the two plates during subduction initiation which is defined
as a stage that the negative buoyancy of the subducted slab is insufficient to drive
the convergence (Gurnis et al., 2004). The actual driving force for the initiation of
the New Hebrides Subduction Zone might come from the collision of the Ontong
Java Plateau and the Solomon Island Arc which started as early as ∼ 20 Ma and
caused subduction polarity reversal for several adjacent subduction zones including
the extinct Vitiaz Subduction Zone (Mann and Taira, 2004). After subduction is
initiated, the imposed velocity tends to hold back the subducted slab from sinking
too fast into the mantle and consequently contribute to the back-arc spreading and
the trench retreat, consistent with the initiation of the Izu-Bonin-Mariana subduction
zone (Leng and Gurnis, 2011). In the case of IBM, only a fraction of the overall
force on the rather large Pacific was modified. Here, we think that this holding back
mechanism is also applicable considering that the size of New Hebrides subduction
zone is far smaller compared to the size of the Australia Plate and the plate motion of
the Australia Plate was not strongly influenced by the initiation of the New Hebrides
subduction zone. A constant value for the imposed velocity is used here to avoid
the influence of the imposed velocity change on the morphology of the slab. We set
the imposed velocity to 2 cm/yr since this value results a similar time span of ∼ 20
Myr for the model evolution from the initial compression.
Prescribed inflow and outflow velocity boundary conditions are frequently used in
regional geodynamic models to provide the driving force and to conserve the model
volume (or mass) at the same time, while the prescribed outflow at the deeper
parts of side boundaries or at the bottom boundary could produce artifacts on the
slab morphology. To avoid prescribed outflow, we applied the imposed velocity
within the lithosphere on the subducting plate 600 km from the right boundary and
introduced a ridge (thermal age of 0 Ma) at the right end of the model to decouple
the subducting plate from the right side boundary. Free slip boundary condition is
used at the side and the bottom boundaries, and true free surface boundary condition
is applied on the upper boundary. For simplicity, we use a 45° dipping weak zone
of 10 km width between two plates to localize the initial deformation. The initial
weak zone is initialized with random plastic strain between 0 and 0.4, 1000 km
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away from the left boundary and 900 km from the imposed velocity. Other than the
initial weak zone, we do not incorporate any other heterogeneities. A 5 km thick
crust with altered basalt and a 15 km thick harzburgite layer below the crust are
placed on the top of dry pyrolite. Two viscosity discontinuities are introduced at
the 410 km depth and 660 km depth respectively, where the rheology in the lower
mantle is Newtonian (linear viscosity) and the rheology in the transition zone is
non-Newtonian and similar to the upper part but about 5 times larger (e.g., Li et al.,
2017). Resolution within the red box (Fig. 2.11) is highest and is 1 km x 1 km, and
the lowest resolution in the transition zone and lower mantle is 3 km x 3 km. The
model has 1024 × 512 elements in total.
Figure 2.11: Model setup for the New Hebrides Subduction Zone. The red bar
shows the position of the imposed velocity and the red arrows show the direction.
The red box shows the regional refined region (with resolution 1 km x 1 km). WZ:
weak zone.
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Results
Overview of the model evolution
Here, we briefly introduce the evolution of the model, while we address important
phenomena and their tectonic and geophysical implications. During subduction
initiation (before 10.2Myr), the system is dominated by two processes, development
of the localized decoupling zone (subduction interface) and the accumulation of the
negative buoyancy of the subducted slab (Fig. 2.12). By 2.1 Myr, resistance from
the bending of the subducting plate and smoothing of the immature subduction
interface causes strong compression within both overriding and subducting plates.
Buckling of the lithosphere, manifested as topographic fluctuations of ∼ 100 m at
the surface (Fig. 2.13) and similar distance-separated yielding regions within the
lithosphere (Fig. 2.12), occur on both plates, while the buckling is more obvious
on the overriding plate and its wavelength is much shorter compared the subducting
plate due to its younger thermal age. An antisymmetric topographic structure
with uplift on the overriding plate close to the trench and depression at the trench,
a transient feature for subduction initiation under compression, shows up with a
amplitude of ∼ 2 km (Fig. 2.13).
With the maturation of the subduction interface and the accumulation of the negative
buoyancy on the subducted slab (by 10.2 Myr), compression fades, and extension
resulted from the hanging subducted slab starts to dominate the dynamics of the
system. The buckling in the lithosphere disappears, and the uplifted topography on
the overriding plate close to trench releases. Pervasive normal faults develop in the
upper part of the subducting lithosphere (the bending hinge zone, Fig. 2.12 and fine
structure in Fig. 2.14). Such faults areweak structures that enter themantle following
subduction and could be reactivated under proper situations. Water released from
the subducting slab raises up and weakens the mantle wedge and the overriding
plate, which contributes to the localization of deformation in the overriding plate
(Fig. 2.12 and Fig. 2.14). Trench depth increases due to the increasing negative
buoyancy on the hanging slab (before the slab reaches the lower mantle, Fig. 2.13).
By 15 Myr, more negative buoyancy accumulates on the hanging slab, which adds
strong extensional forces to the subducting and overriding plates. Together with the
constraint applied on the subducting plate by the imposed velocity and the developed
weak structures on both the overriding and subducting plates around the trench
region, both plates stretch regionally, which leads to the failure of the overriding
plate and the formation of a localized weak zone penetrating through the subducting
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slab (Fig. 2.12 and Fig. 2.14). The trench depth reaches its maximum value (∼ 5
km), and a regional depression is found at the failure point on the overriding plate
with slightly uplifted edges (Fig. 2.13). Upwelling in the asthenosphere is not yet
developed beneath the failure region of the overriding plate.
With further extension (by 16 Myr), a slab segment of ∼ 250 km length detaches
from the subducting plate along the localized weak zone, and the failure of the
overriding plate further develops (Fig. 2.12 and Fig. 2.14). Responding to the
reduction of negative buoyancy, the trench depth shallows rapidly (Fig. 2.13). By
17 Myr, the detached slab segment sinks freely into the deeper part of the mantle
and tilts clockwise slightly (Fig. 2.12). As a consequence of slab detachment, the
trench depth becomes as shallow as ∼ 2 km and an ∼ 2 km uplift is also found in
the forearc region. Upwelling in the asthenosphere beneath the failure region of the
overriding plate causes an elevated topography (Fig. 2.13). The back-arc region
starts to spread and the trench retreats (Fig. 2.12). By 18.1 Myr, the detached
slab segment hits the upper surface of the lower mantle, which results in a strong
deformation within the detached slab segment (Fig. 2.12 and Fig. 2.15). With
the increasing of the negative buoyancy on the subducting slab, the trench depth is
deepening again (Fig. 2.13). By 20.6 Myr, the sinking velocity of the detached slab
segment becomes small, and the deformation within it almost vanishes (Fig. 2.15).
Near the surface, the rate of the back-arc spreading and the trench retreat increases
substantially with the fast subduction of a continuous slab (Fig. 2.12 and Fig. 2.16).
Due to the large negative buoyancy on the subducting slab, the trench depth reaches
as deep as ∼ 5 km again (Fig. 2.13).
Trench position as a function of time is shown in Figure S2.6. Before the failure of
the overriding plate (∼ 15 Myr), trench advances slowly (with a velocity of ∼ 0.1
cm/yr) under the imposed driving velocity. After the failure of the overriding plate,
the trench retreats with a velocity of ∼ 4 cm/yr and results in an ∼ 200 km total
retreating (by 20.6 Myr).
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Figure 2.12: Model evolution shown with the effective viscosity.
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Figure 2.13: Topography evolution for the eight times shown in Figure 2.12 and
labelled with a key outcome. Black arrows show the motion of the trench, and Vt is
the average velocity of trench migration.
Overriding plate failure and slab detachment
Failure of the overriding plate is a prelude to back-arc spreading and may be facil-
itated from the water weakening in the mantle wedge and the adjacent lithosphere.
Due to the nonlinearity in viscosity (shear thinning), the positive feedback between
viscosity reduction and strain localization, the weakening effects of water are ampli-
fied. A 10× to 100× viscosity reduction is observed in the water weakening region
in the lithosphere directly above the mantle wedge (Fig. 2.14a). The water weak-
ening does not directly break the overriding plate, but leads to the concentration of
deformation there. After the tip of the slab passes the 200 km depth (by 12 Myr),
the large negative buoyancy on the slab pulls the overriding plate trench-wards,
resulting in a large shear band connecting the water weakened region at the bottom
of the lithosphere to the surface. At this stage, deformation on the overriding plate
is largely concentrated within this shear band, but is not yet localized on faults (Fig.
2.14 a and b). With further extension (by 14 Myr), localized normal faults begin to
appear near the edges of the shear band (Fig. 2.14 a and b), and deformation is much
more localized on the normal faults. Coupled with the onset of the relative motion
on the normal faults near the edges of the shear band, thinning of the lithosphere
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plate eventually fails and leaves a ductile mantle in the deeper part of the original
lithosphere and a brittle and weakly connected thin lithosphere near the surface with
multiple pairs of active normal faults offsetting the extension (Fig. 2.14 a and b).
Although water weakening contributes to the initiation of overriding plate failure,
during the development of the failure, the breaking center migrates back to the
overriding plate side (with respect to the trench), and at the time the overriding plate
spreads, the spreading center is at the back-arc region.
During the evolution of the slab it detaches. After the subduction initiation and before
the negative buoyancy on the subducted slab is too large (by 10.2 Myr), deformation
on the subducting plate near the trench is mainly controlled by the bending of the
plate. The characteristic stress state of plate bending with near-surface extension
and compression at deeper part causes the development of pervasive normal faults
at the bending region which move downward (Fig. 2.14). As long as the regional
stress is below the yield strength on these weak structures, they remain inactive (as
marked in Figure 2.14 at 12 Myr). By 14 Myr, with failure of the overriding plate
not being well established and plate convergence being controlled by the imposed
velocity of the subducting plate, the large volume of the hanging subducted slab
causes strong extensional stress within the slab, and some weak structures within
begin to reactivate, leading to the elongation of the slab (Fig. 2.14 a and b). By 15
Myr, strain localizes on a lithospheric-scale weak zone within the hanging slab at ∼
100 km depth, and the weak zone develops by reactivation of one these subducted
weak structures. Quickly, within 1 Myr (by 16 Myr), the deeper part of the slab
detaches along the localized weak zone.
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Figure 2.14: Development of the overriding plate failure and the slab detachment.
(a) Effective viscosity. The white contour shows the free water content (120 ppm).
(b) Normalized horizontal gradient of the second invariant of the strain rate tensor.
This quantity basically shows how sharp the deformation region is, and therefore it
is capable on the detection of active localized deformation. (c) Plastic strain. WS:
weak structure; WZ: weak zone.
Deformation within detached slab
After detaching from the subducting slab (by 17 Myr), the sinking speed of the de-
tached piece accelerates. Due to the shear thinning of the viscosity, the acceleration
of the detached slab gives rise to a lowviscosity shell around the detached slab, which
in turn contributes to the acceleration. Deformation within the detached segment
is moderate (Fig. 2.15b), with most of it under extension with some compression
near the left edge of the segment (Fig. 2.15a). By 18.1 Myr, the detached segment
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hits the lower mantle where the rheology is described by the diffusion law (linear)
and the effective viscosity is much higher than the upper mantle. The strong lower
mantle slows the sinking of the detached slab segment leading to strong compression
within. Due to the preexisting weak structures within the detached slab segment,
the apparent stress orientations are complex (Fig. 2.15a). Strong deformation (large
strain rate) is revealed within the detached slab segment (Fig. 2.15b). About 1.8
Myr later, within the detached slab segment the deformation weakens. The detached
slab segment sinks slowly into the lower mantle.
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Figure 2.15: Evolution of the stress state and the deformation within the detached
slab. (a) Effective viscosity. The red bar shows the direction and the amplitude of
the maximum principle stress. (b) Second invariant of the strain rate tensor. The
dashed black lines represent the isotherm of 800 °C and 1200 °C respectively.
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Back-arc spreading and trench retreat
There are distinct aspects of the surface expression of fault structures during back-
arc spreading and trench retreat (Fig. 2.16) Four tectonic features are recognized
from the topography profiles from left to right: the spreading center, the arc region,
the forearc region and the trench. The spreading center is at a regional topography
low and corresponds to a velocity kink in the surface velocity profile. The velocity
difference on the two sides of the kink defines the spreading rate (with full rates of
∼ 4 cm/yr at 17 Myr and ∼ 8 cm/yr at 20.6 Myr). The arc and forearc regions are
separated with a set of steep faults, and their topographies and surface velocities are
quite different. The arc region has a dome topography and uniform surface velocity.
The convergence rate between the arc and the subducting plate is ∼ 6 cm/yr at 17
Myr and ∼ 10 cm/yr at 20.6 Myr. The forearc region usually has a relatively flat
topography and a much larger convergence rate respect to subducting plate. Vertical
offset between the trench and the forearc region is ∼ 2 km and remains invariant
through its evolution. With the retreating and deepening of the trench, strong
deformation occurs within the forearc, which explains the strong surface velocity
variations in this region.
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Figure 2.16: Evolution of back-arc spreading and trench retreat. The colored plots
show active fault structures. The red lines (Vx) show the horizontal velocity at
the surface with respect to the subducting plate. The blue lines (H) show the
topography, and the black arrows above the topography represent the positions of
the spreading center, the arc region, the forearc region, and the trench from left to
right respectively.
2.5 Discussion and Conclusions
With our systematic comparison of models with different parameters during the
early stage of subduction zone evolution, we determined the influence of different
processes, and here discuss the implications of the coupled physical, chemical and
surface processes.
With the comparison between models with free surface and free slip surface, we
show that the change of surface geometry strongly influences the stress state and
deformation pattern near the trench. With free slip surface, the transition of stress
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and deformation near the surface are not as smooth as the case with free surface.
These subtle changes in the stress and deformation illustrated in our models with
different surface boundary conditions have long term influence on slab behavior and
may lead to different evolutionary pathways of subduction zone in agreement with
earlier work (Kaus et al., 2010). Free slip surface models with strong lithosphere
(large viscosity) and plasticity are most likely to be influenced by these changes in
stress and deformation when a strong plate bends. Adapting the curvature of the
subduction interface near the surface to the flat top boundary (by either imposing
a smooth fault geometry or adding a weak layer above the strong lithosphere) may
help to make smoother transitions of the stress and plastic deformation and reduce
the influence of the free slip boundary condition. With a lower maximum viscosity
cutoff in models with no plastic failure, the influence of the free slip surface may
also be reduced. Independent of lithospheric strength, the differences between the
free surface topography and free slip surface topography at subduction zones are
substantial. Free surfaces should be preferred for the prediction of subduction zone
topography.
With the comparison among models with different erosion and sedimentation rates,
we show that surface processes influence the magnitude and wavelength of topog-
raphy variations and the size of the accretionary prism. The size of the accretionary
prism has a strong influence on plate coupling at the subduction interface, and
when the accretionary prism is small, plates may become strongly coupled. During
subduction initiation, formation and maturation of the subduction interface control
the evolution of the system. Our results suggest that the amount of weak materials
near the trench strongly influences plate coupling and with more weak material,
subduction initiation is more easily facilitated. This finding implies that with a
continental or island arc overriding plate, the large amount of sedimentary inputs
from the overriding plate may reduce the resistance on the subduction interface,
favors subduction initiation. Sediments also increase the loading on the subducting
plate, which may contribute to subduction initiation (e.g., Cloetingh et al., 1982).
Extending to initiated subduction zones, if there is insuffcient weak material near
the trench, the strong plate coupling may contribute to subduction erosion of the
overriding plate.
With the comparison between models with or without sediments, we show that with
the same amount of weak materials near the trench, the rheology and water content
differences between sediments and crust do not substantially influence the evolution
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of the system and model predictions. However, if both sediments and crustal
material are absent, subduction evolution diverges from the original model, and the
subducting and overriding plates remain strongly coupled during the entire evolution
of the model. The decoupling in the mantle wedge resulting from water weakening
does not substantially influence the stress state within the over-riding plate and the
topography prediction, while water weakening contributes to the initiation of failure
in the overriding plate. The crustal layer plays an important role in generating
more realistic slab behaviors, and the incorporation of water weakening or similar
weakening effects (e.g., serpentinization) on the overriding plate above the mantle
wedge appears to be essential for the generation of back-arc spreading.
Comparison betweenmodelswith andwithout elasticity shows that elasticity strongly
influences the stress level within the plate during compression, while affecting the
deformation and strain localization as the plate bends. Previous studies suggest that
the importance of elasticity on subducting slab lies in its ability to shallow the slab
dip via unbending, which may contribute to trench retreat (e.g., Fourel et al., 2014;
Farrington et al., 2014). However, our results show that elasticity dose not affects
the slab dip angle much with the existence of overriding plate and plasticity, while
its importance may actually lie in changing the deformation pattern and generating
localized shear bands on subducting plate at the bending region. Shear localiza-
tion on the subducting plate occurs only in the case with elasticity as localization
phenomena controlling self-regulation are thought to require a threshold value for
energy input into the system, and the release of the stored energy contribute to
localized weakening (Regenauer-Lieb et al., 2012). Subduction and reactivation
of these localized weak structures formed at the bending region within the slab
could influence the deformation and morphology of the slab as shown with the New
Hebrides subduction zone model.
Most previous studies suggest that slab detachment usually occurs during subduc-
tion termination caused by the subduction of continental lithosphere or oceanic
plateau which decreases the subduction rate (e.g., Gerya et al., 2004; Andrews and
Billen, 2009). Leng and Gurnis (2011) show that with a fast strain weakening rate,
slab detachment happens soon after subduction initiation, and the subducting plate
continues to break after the onset of back-arc spreading (segmented subduction ini-
tiation). With a normal strain weakening rate and a constant subduction rate, we
show that slab detachment can develop during the early stage of subduction zone
evolution with the setting of a young subducting plate connected to a large plate
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with moderate convergence rate, and the slab subducts continuously after the onset
of back-arc spreading. The predicted size and position of the detached slab segment
are compatible with the observations. A ∼ 2 km uplift in the forearc region and
a rapid shallowing of the trench depth immediately after the slab detachment are
suggested. Strong deformation happens within the detached slab segment when the
accelerated segment hits the strong lower mantle. The deformation caused by the
impact leads to the reactivation of preexisting weak structures within the detached
slab segments, whichmay be able to generate large deep earthquakes near the bottom
of the transition zone. After the impact, the deformation within the slab segment
weakens. We suggest this transition from strong to weak deformation can be used
to explain the difference in seismic intensities between northern and southern deep
earthquake clusters. As suggested by the plate tectonic reconstruction of subducted
slabs, detachments occurs earlier at the southern part of the New Hebrides subduc-
tion zone than in the north (Richards et al., 2011). We propose that the detached slab
segment in the south has passed a transition from strong to weak deformation, while
the detached slab segment in the north is still at the early stage of the transition.
Therefore, few and dense earthquakes are recorded in the southern and the northern
detached slab segments respectively. Although both the predicted topography and
slab morphology are reasonable, some limitations exist for the full subduction zone
model, including the ∼ 200 km trench retreat, which is shorter than the observed
length at the southern part of the New Hebrides subduction zone and may be related
to the simplifications we made for the overriding plate. The slab detachment may
also be influenced by plastic parameters and the value of the imposed velocity on the
subducting plate. However, a full investigation of the geological setting and model
parameter spaces is out the scope of this chapter and currently impractical due to the
large computational cost. Nevertheless, it is worthwhile for future work to explore
more along these parameters with full subduction zone models.
In conclusion, we developed a multiphysics approach to simulate subduction zone
evolution and to predict subduction zone topography. We discussed the influence of
different geophysical, petrological and geochemical processes at subduction zones.
Our model of the New Hebrides subduction zone explains the origin of isolated
deep earthquakes and the difference in the seismic intensities between the northern
and southern deep earthquake clusters. With the multiphysics approach, we are able
to predict subduction zone topography as well as realistic slab behavior. We show
that multiphysics geodynamic models is powerful approach to simulate subduction
zone evolution, although computationally expensive. Some further work is needed
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in order to make it more efficient, e.g., including adaptive mesh refinement to reduce
the computation involved for high resolution model.
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Figure S2.1: Two more cases with free slip surface and lower maximum viscosity
cutoffs: (a) ηmax=10
23 Pa s and (b) ηmax=10
22 Pa s.
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Figure S2.2: Zoom ins show the size of weak prism for cases with different surface
diffusion coefficients (a) 1 × 103 m2/yr, (b) 2 × 103 m2/yr (reference model), (c) 3
× 103 m2/yr, and (d) 4 × 103 m2/yr.
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Figure S2.3: Topography profiles for cases with different surface diffusion coeffi-
cients.
56
Figure S2.4: Zoom-ins show the distributions of sediments and oceanic crust:
(a) reference model, (b) model without sediments, (c) model without sediments or
crust, and (d) model without water weakening. The red contour shows the free water
content (120 ppm).
57
Figure S2.5: Compilation of averaged horizontal stresses within overriding plate
for different models. The averaging is performed within the region that spans from
100 km to 300 km distance and surface to 40 km depth
58
Figure S2.6: Trench position as a function of time. Vt denotes the velocity of
trench migration.
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C h a p t e r 3
SUBDUCTION INITIATION WITH VERTICAL LITHOSPHERIC
HETEROGENEITIES AND NEW FAULT FORMATION
Mao, Xiaolin, Michael Gurnis, and Dave A May (2017). Subduction initiation
with vertical lithospheric heterogeneities and new fault formation. Geophysical
Research Letters, 44(22). doi: 10.1002/2017GL075389.
How subduction initiateswithmechanically unfavorable lithospheric heterogeneities
is important and rarely studied. We investigate this with a geodynamic model for
the Puysegur Incipient Subduction Zone (PISZ) south of New Zealand. The model
incorporates a true free surface, elasto-visco-plastic rheology and phase changes.
Our predictions fit the morphology of the Puysegur Trench and Ridge and the
deformation history on the overriding plate. We show how a new thrust fault forms
and evolves into a smooth subduction interface, and how a preexisting weak zone
can become a vertical fault inboard of the thrust fault during subduction initiation,
consistent with two-fault system at PISZ. The model suggests that the PISZ may
not yet be self-sustaining. We propose that the Snares Zone (or Snares Trough) is
caused by plate coupling differences between shallower and deeper parts, that the
tectonic sliver between two faults experiences strong rotation, and that low density
material accumulates beneath the Snares Zone.
3.1 Introduction
Subduction initiation is a vital phase of the plate tectonic cycle since it fundamentally
alters the global force balance on tectonic plates. Numerical studies have advanced
our understanding of under what circumstances and with what physical processes
a new subduction zone can develop (Toth and Gurnis, 1998; Regenauer-Lieb et al.,
2001; Gurnis et al., 2004; Nikolaeva et al., 2010; Thielmann and Kaus, 2012), but
uncertainty still exists and key parameters related to subduction initiation remain
poorly quantified mainly due to the lack of good constraints on numerical models.
Subduction initiation can be either induced or spontaneous: induced subduction
initiation begins with strong compression and uplift (Gurnis et al., 2004), whereas
spontaneous initiation begins with rifting and subsidence (Stern, 2004). Therefore,
topographic changes that result from subduction initiation can be used to distinguish
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different initiation modes and can potentially be used to quantify parameters that
control the initiation process. While the importance of topographic change in
subduction initiation has been noticed previously (Gurnis et al., 2004), applying
topographic changes as a constraint on subduction initiation process at a specific
subduction zone has not been addressed, as most of the early record needed to
constrain the dynamics is over-printed by later deformation and volcanism formature
subduction zones, like the well known examples of the Eocene initiation of Izu-
Bonin-Marianas and Tonga-Kermadec subduction zones (Sutherland et al., 2006).
On the other hand, some possible incipient subduction zones are so young (Gorringe
Bank, the Owen Ridge, the Hjort Trench, Mussau Trench) that the slab may not have
yet started to bend into the mantle (Gurnis et al., 2004).
Luckily, one subduction zone overcomes these limitations: the Puysegur Incipient
Subduction Zone (PISZ). The Puysegur Trench and Ridge form the northern end of
the Macquarie Ridge Complex (MRC) defining the Australian-Pacific plate margin
south of New Zealand (Fig. 3.1a). Since about 20 Ma, highly oblique convergence
beneath the Puysegur Ridge results in a maximum total convergence of 150-200 km
at Puysegur as suggested by a Benioff zone with seismicity down to 150 km depth
(Fig. 3.1c) (Sutherland et al., 2006). Subduction related igneous rocks, especially
adakite, which is formed by the partial melting of young oceanic crust under eclogitic
facies conditions, are sparsely distributed on the overriding plate at Solander Island
(Reay and Parkinson, 1997). This confirms that the slab enters the mantle. The
morphology of the Puysegur Ridge (Fig. 3.1b) shows a characteristic change from
uplift in the southern part, where the total convergence is less, and subsidence in
the northern part, the Snares Zone (or Snares Trough), where the total convergence
is largest, and is roughly consistent with geodynamic models of induced subduction
initiation (Gurnis et al., 2004). Discrete flat-topped segments, which are interpreted
as the results of subaerial exposure and erosion, are also evident at both northern
and southern parts of the Puysegur Ridge (Fig. 3.1d). The southernmost segment
is close to sea level (-120 m), while a peak subsidence of ∼ 1800 m is found in the
Snares Zone in the north, suggesting that the southern part has only experienced
uplift, while there was uplift followed by subsidence in the Snares Zone (Collot
et al., 1995; Lebrun et al., 1998; Gurnis et al., 2004). The width of the Puysegur
ridge also widens northwards from less than 50 km at 49.5° S to ∼ 80 km at 47.5°
S . A confined strike slip fault zone is found near the peak of the ridge in the south,
while a splayed fault zone structure is suggested in the trough of the Snares Zone
(Fig. 3.1d). Together, they show that the overriding plate close to the trench is
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under compression in the south and potentially in extension in the north (Collot
et al., 1995; Lamarche and Lebrun, 2000). The corresponding trench depth in the
south is about 1 km shallower than in the north (Collot et al., 1995). These spatial
variations in structure along the PISZ are thought to represent different time periods
in the evolution, and a space-for-time substitution can be made to compare the time
evolution from 2D models with the spatial variation along the PISZ.
The two-fault system at PISZ, with a thrust fault at the trench and a vertical fault
inboard of the thrust fault, is recognized through the dual rupture mode for large
earthquakes and interpretations of multibeam bathymetric, sonar imagery, seismic
reflection and geopotential data (Ruff et al., 1989; Collot et al., 1995). However,
how this two-fault structure formed is still open to debate. Ruff et al. (1989)
propose that the thrust interface formed through the propagation and connection
of disconnected small thrust faults behind the vertical fault, while this hypothesis
preceded the mapping of these two faults. Collot et al. (1995) propose that it
developed through progressive adjustments of two adjacent vertical weak zones
under compression, which requires the development of the ridge and differential
uplift of the crustal block at one weak zone, and the rotation of the other. Here,
we propose that the two-fault system formed through developing a new thrust fault
near the preexisting vertical fault during subduction initiation. Previous studies
suggest that there is a transition in the force balances from being forced externally
to a state of self-sustaining subduction under its own negative buoyancy for induced
subduction initiation (Gurnis et al., 2004; Leng and Gurnis, 2011). However, it is
not clear whether PISZ is self-sustaining, or if the along strike variation in the uplift
and subsidence of the Puysegur Ridge represents this transition. Here we use 2D
geodynamic models, which have a true free surface to track topographic changes,
andmodel setup and boundary conditions tailored for PISZ, to test our hypothesis for
the formation of the two-fault system at PISZ, and to explore the factors that control
the transition in the force balance, while focusing on the evolution of topography
and state of stress.
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Figure 3.1: (a) Tectonic outline of the Puysegur region. AUS: Australian Plate; PAC:
Pacific Plate; MRC: Macquarie Ridge Complex. (b) Bathymetry of the Puysegur
Incipient Subduction Zone. The red vector is the relative velocity of AUS to
PAC (DeMets et al., 1994). Stars show the location of young volcanic features
(Sutherland et al., 2006), and black lines show position of cross sections in d.
Dashed lines show possible position of the Puysegur Fault. (c) Filled circles are
earthquakes with magnitude between 2 to 5 from the ISC Bulletin (International
Seismological Centre, 2014), and the focal mechanism solutions are from CMT
catalog (Dziewonski et al., 1981). (d) Bathymetry cross sections and inferred fault
structures (modified from Lebrun et al. (1998)).
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3.2 Method
Although a number of studies have tracked the topography in subduction zone
models (e.g., Zhong and Gurnis, 1994; Billen and Gurnis, 2001; Kaus et al., 2008;
Gerya and Meilick, 2011), predicting reliable topographic evolution in subduction
zone remains a challenge. By reliable topography, we mean that not only is the
predicted topography consistent with that observed, but the model should also be
able to include most of the important geophysical, petrological and geochemical
processes that affect the force balance, and the model setup, boundary conditions
and the evolution of material properties need to be self-consistent and properly
constrained. During subduction initiation, the driving forces must overcome the
resisting forces from the friction on the sliding interface, the bending of lithosphere
and the buoyancy of oceanic crust (before the basalt-to-eclogite phase change) (e.g.,
McKenzie, 1977; Toth and Gurnis, 1998). With the subduction of the down-going
slab, phase changes in the crust lead to an increasing crustal density, and this part of
the resisting force evolves to drive subduction. Fluids released from the subducting
crust contribute to the decoupling between subducting and overriding plates, which
may reduce the resisting force. Also influencing the force balance is the development
of topography and surface process, which generate loads that affect lithospheric and
mantle dynamics (Kaus et al., 2008, 2010).
A true free surface is tracked in pTatin3D (May et al., 2014, 2015), based on the
Arbitrary Lagrangian Eulerian (ALE) finite element method, and is used to follow
the dynamic mantle-surface interactions and the topographic evolution. Initial
topography is calculated from isostasy (Fig. 3.2), and topography is updated between
time steps with surface velocity under the constraint that the vertical topographic
change is smaller than 20 meters to avoid topographic oscillation (Kaus et al.,
2010). A simplified surface process model, based on linear topographic diffusion,
is implemented (e.g., Avouac and Burov, 1996). A 5 km thick altered basaltic crust
is placed on the top of dry pyrolite, and sediments are generated at the surface with
our surface process. Density and free water content for different phase assemblages
are gained by referring to precalculated 4D (temperature, pressure, rock type and
total water content) phase maps using Perplex (Connolly, 2005). Darcy’s law is
used to migrate free water, and a linear water weakening is applied to the mantle
material (Hirth and Kohlstedt, 1996). The Drucker-Prager yield criteria with a
maximumyield stress is employed formaterial plasticity, and the accumulated plastic
strain is recorded on tracers and used to reduce the material friction coefficient and
cohesion. Elasticity alters the stress within the slab, and we include a new visco-
70
elastic formulation called the Elastic Viscous Stress Splitting (EVSS) method (e.g.,
Keunings, 2000) in our model. Energy change with shear heating is treated as heat
source terms and stored on tracers. Thermal and rheological parameters are given
in Table S3.1.
Figure 3.2: Model setup. The gray area show the shape of the weak zone, with
dip angle, θ, and width, dwz. The weak zone is initialized with random plastic
strain within 0-0.4, while other material properties remain unchanged. The finest
resolution is 1 km x 1 km near the subduction zone, and the lowest is 3 km x 3 km
in the asthenosphere.
3.3 Results
The models we run are given in Table S3.2. We first show the detailed evolution
of a subduction initiation case (SI1) that starts with a vertical weak zone with
imposed far field plate velocities (Fig. 3.3), which are key aspects of PISZ. Initially
(by 2.26 Myr), both the overriding and subducting plates are in a strong sense of
compression, and the first lithospheric scale fault forms at the top of the initial weak
zone with a high dip angle (fine structures shown in Fig. 3.4a). Displacement
on this new fault is small, and wide spread shear bands together with buckling of
the lithosphere develop within the overriding plate. The buckling and shear bands
absorb a considerable amount of the convergence. Some strain begins to localize
at a shear band on the subducting plate side, and this shear band connects to the
deeper part of the initial weak zone (Fig. 3.4a). Responding to strong compression,
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a topographic pair of uplift adjacent to subsidence appear near the plate boundary at
the overriding and subducting sides respectively, and amplitudes of both are around
1.5 km (Fig. 3.3d). Topographic fluctuation on the order of a hundred meters is
predicted due to the lithospheric buckling in the overriding plate (Fig. 3.3d). By
3.87 Myr, the shear band on the subducting plate side evolves into a new fault which
later becomes the subduction interface. A ∼ 30 km wide triangular lithospheric
block which was on the subducting plate attaches to the overriding plate with the
formation of the new plate boundary. A two-fault system, with the main thrust fault
at the subduction interface and a vertical fault inboard of the thrust fault, starts to
appear and dominate the deformation and structure of the overriding plate close to
the trench. A sharp topographic signal is manifest with the uplift and rotation of the
triangular block. The rough subduction interface is slowly smoothed by continuous
tectonic erosion and plate bending from 3.87 to 11.65 Myr. With smoothing, the
compressive stress in the overriding plate decreases (Fig. 3.3c and Fig. 3.4c), and
shear bands in the overriding plate become inactive (Fig. 3.3a). Topography of
the overriding plate close to the trench changes from uplift to subsidence, and the
trench depth deepens (Fig. 3.3d). The bending of the subducting plate causes near
surface extension and compression deeper within the subducting lithosphere near
the trench, which leads to development of the forebulge topography and normal
faults in the upper part of the lithosphere. Interestingly, these normal faults become
temporarily inactive after they pass the bending region and enter the subduction
zone (Fig. 3.3a). Basalt transitions to eclogite at 70-80 km depth resulting in a
density jump in the oceanic crust, and decoupling occurs between the overriding
and subducting plates in the mantle wedge caused by released fluids. Both tend to
bend the subducted slab to a higher dipping angle. A trough forms at the overriding
plate close to the trench region when the slab reaches ∼ 200 km depth (Fig. 3.3d),
and weak material consisting of sediments and crustal and lithospheric components
(scrapped off along the interface) accumulate beneath the trough (Fig. 3.4a).
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Figure 3.3: Model results (case SI1). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. The black box shows the corresponding region for
Figure 4a. (c) Density evolution. Black lines show direction and magnitude of
maximum principal stress. Rock types and free water contents are shown in the
insets with different colors and white contours. (d) Topography changes. Blue and
red lines show initial and final topography for each time interval.
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We compare this case with one with a 30° dip angle weak zone (Fig. S3.1). Initially,
the subduction interface develops easily within the weak zone, and strain localizes
to this thrust fault efficiently. The shape of the fault is favorable for subduction, and
compression within the overriding plate decreases much faster compared to the case
with a vertical weak zone. Only one fault develops during the entire subduction
initiation process, and few shear bands appear during the early stage of compression.
Lithospheric buckling of the overriding plate is absent in this case. The overriding
plate close to the trench experiences uplift and subsidence during the initiation,
while no trough-like structure develops. Unlike the vertical weak zone case, where
the whole overriding plate is under weak compression or at a nearly neutral stress
state after the smoothing of the subduction interface, the stress state in the overriding
plate transitions into the extension phase quickly (Fig. 3.4c).
To fill the gap between the two end members of shallow and steep dipping weak
zones, we computed three additional cases with dip angles of 45°, 60°, and 75° (Fig.
S3.2-S3.4). These models can be divided into two categories: one starts with high
dip angles and evolves to a two-fault system (Fig. 3.4a), while the other starts with
a shallow dip and converges to a single-fault system (Fig. 3.4b). During initiation,
resisting forces in the two-fault system are at higher stress level, and the compression
in the overriding plate can last much longer compared to the single-fault system (Fig.
3.4c).
To test the other geometrical parameter that may influence the fault structure during
subduction initiation, we conduct two more cases, varying the width of the weak
zone with a 90° dip angle (Fig. S3.5-S3.6). With a wider weak zone, the evolution
pathway is generally similar to case SI1. The main differences are the triangular
block between the thrust and vertical faults becomes smaller and the compressive
stress within the overriding plate is at a slightly lower level. With half the width
of the initial weak zone, the model fails to localize the deformation near the plate
boundary. These two models confirm that once the weak zone is wide enough
to localize the initial deformation, the dip angle plays a more important role in
determining if a new fault is needed to initiate subduction.
In the previous cases, we focus on the influence of weak zone geometry on fault
structure and stress state within the lithosphere during subduction initiation under
compression, and we ignore a harzburgite layer in our density structure for sim-
plicity (Fig. S3.7). However, harzburgite has a slightly lower density compared to
the undepleted mantle, and could increase resisting forces for slab subduction (e.g.,
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Oxburgh and Parmentier, 1977; Arrial and Billen, 2013). Therefore, we compare
another case that incorporates a 15 km thick harzburgite layer beneath the crust
(Fig. S3.8) to case SI1 to test how this simplification affects our results. As we
can see, these two cases give very similar model predictions on fault structure and
topographic evolution (Fig. 3.3 and Fig. S3.8), while the transition from compres-
sion to extension happens later with the addition of harzburgite (Fig. 3.4c). This
additional case suggests that during induced subduction initiation, early resistance
mainly comes from friction on the plate interface and bending of the plates, while
when slab approaches the transition threshold, positive buoyancy from chemical
heterogeneities becomes important.
75
Figure 3.4: Model summary. (a), (b) are zoomed in plastic strains for case SI1
and SI2 respectively. WM: weak material. (c) Averaged horizontal stresses within
overriding plate for different cases. The averaging is performed within the region
that spans from 100 km to 300 km distance and from surface to 25 km depth.
76
3.4 Discussion and Conclusions
Although the strike-slip motion on the Puysegur Fault is ignored in our 2D model,
our model predictions from case SI1 are generally consistent with field observations
at PISZ. The uplift and subsidence of the topography on the overriding plate close
to the trench agree with the uplift of the Puysegur Ridge in the south and uplift
followed by subsidence in the north. The predicted trough has the similar distance
to the trench as in the Snares Zone. The trench depth increase during the smoothing
and maturation of the new thrust fault fits the depth difference between the southern
and northern parts of the Puysegur Trench (∼1000m). The buckling and shear bands
that develop during the new fault formation are consistent with the renewed folding
and reverse faulting on structures subparallel to the plate boundary on the overriding
plate in the PISZ (Sutherland et al., 2006). More importantly, the predicted two-
fault system, where a main thrust fault at the subduction interface and a vertical
fault inboard of the thrust fault, is consistent with the Puysegur Trench and Fault
structure.
Previous studies (Gurnis et al., 2004; Leng and Gurnis, 2011) suggest that the
transition in the force balances from being forced externally to a state of self-
sustaining subduction happens after a critical convergence is reached for induced
subduction initiation, and the critical value is influenced by plastic parameters. Our
results show that this transition is also affected by fault structures in two ways: one is
through the development of the two-fault system, which absorbs some convergence
and delays the transition; the other is more complex and related to the plate coupling
difference between shallower and deeper parts. The rotation of the tectonic sliver
between two faults causes the accumulation of weak materials beneath it, which
results in a wider weak zone and a weaker plate coupling in the shallower part and a
narrower weak zone and a stronger plate coupling in the deeper part. This coupling
difference leads to a weak compression at the deeper part of the slab interface,
which also contributes to a delay in the transition. We suggest that the PISZ may
have not yet reached a state of self-sustaining subduction, and the subsidence at the
overriding plate close to the trench may not be a direct proxy for the transition in the
force balances. The Snares Zone may form through an isostatic response to tectonic
erosion of a crustal root or pull by negative slab buoyancy, or both (Sutherland et al.,
2006). Here, we suggest the opening of the trough maybe caused by the surficial
extension resulting from the combined effects of the deeper compression between
two plates and the rotation of the tectonic sliver. Our prediction of low density
material beneath the trough also helps to explain the strong (-110 mGal) localized
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low gravity anomaly at the Snares Zone, which is difficult to explain by subsidence
alone (Lamarche and Lebrun, 2000).
In conclusion, our model motivated from the geological setting (Collot et al., 1995)
requires a simpler initial condition, one weak zone instead of two, and gives more
detailed explanation for the formation of the two-fault system at PISZ. Our model
also provides important insights into how subduction initiates at fracture zones and
transform faults, where the initial weak zone may have mechanically unfavorable
dip angles.
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3.5 Appendix: Supplementary materials for Chapter 3
Table S3.1: Thermal and rheological parameters
Parameter Value
surface temperature 0 ◦C
bottom temperature 1400 ◦C
thermal diffusivity (κ) 10−6 m2 s−1
maximum viscosity cutoff (ηmax) 10
24 Pa s
minimum viscosity cutoff (ηmin) 10
18 Pa s
shear modulus (G) 30 GPa
maximum yield stress (τyield) 150 MPa
initial water content in mantle 100 ppm
preexponential factor in mantle (Am) 1.6 x 10
−15 Pa−n s−1
exponent in mantle (nm) 3.2
activation energy in mantle (Em) 540 kJ mol
−1
initial water content in crust 2.68%
preexponential factor in crust (Ac) 2 x 10
−23 Pa−n s−1
exponent in crust (nc) 3.2
activation energy in crust (Ec) 238 kJ mol
−1
initial water content in sediment 7.29%
preexponential factor in sediment (As) 5 x 10
−21 Pa−n s−1
exponent in sediment (ns) 2.3
activation energy in sediment (Es) 154 kJ mol
−1
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Table S3.2: Table of models. WZ is short for weak zone.
Model WZ dip angle WZ width Harzburgite layer
SI1 90° 10 km No
SI2 30° 10 km No
SI3 45° 10 km No
SI4 60° 10 km No
SI5 75° 10 km No
SI6 90° 15 km No
SI7 90° 5 km No
SI8 90° 10 km 15 km
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Figure S3.1: Model results (case SI2). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. The black box shows the corresponding region for
Figure 4b. (c) Density evolution. Black lines show direction and magnitude of
maximum principal stress. Rock types and free water contents are shown in the
insets with different colors and white contours. (d) Topography changes. Blue and
red lines show initial and final topography for each time interval.
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Figure S3.2: Model results (case SI3). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. (c) Density evolution. Black lines show direction
and magnitude of maximum principal stress. Rock types and free water contents
are shown in the insets with different colors and white contours. (d) Topography
changes. Blue and red lines show initial and final topography for each time interval.
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Figure S3.3: Model results (case SI4). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. (c) Density evolution. Black lines show direction
and magnitude of maximum principal stress. Rock types and free water contents
are shown in the insets with different colors and white contours. (d) Topography
changes. Blue and red lines show initial and final topography for each time interval.
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Figure S3.4: Model results (case SI5). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. (c) Density evolution. Black lines show direction
and magnitude of maximum principal stress. Rock types and free water contents
are shown in the insets with different colors and white contours. (d) Topography
changes. Blue and red lines show initial and final topography for each time interval.
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Figure S3.5: Model results (case SI6). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. (c) Density evolution. Black lines show direction
and magnitude of maximum principal stress. Rock types and free water contents
are shown in the insets with different colors and white contours. (d) Topography
changes. Blue and red lines show initial and final topography for each time interval.
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Figure S3.6: Model results (case SI7). (a) Effective viscosity evolution. (b)
Accumulation of plastic strain. (c) Density evolution. Black lines show direction
and magnitude of maximum principal stress. (d) Topography changes. Blue and
red lines show initial and final topography for each time interval.
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Figure S3.7: Along depth variation of initial density structure. hz: harzburgite.
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Figure S3.8: Model results of a case with a 15 km Harzburgite layer (case SI8).
(a) Effective viscosity evolution. (b) Accumulation of plastic strain. (c) Density
evolution. Black lines show direction and magnitude of maximum principal stress.
(d) Topography changes. Blue and red lines show initial and final topography for
each time interval.
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C h a p t e r 4
UPPER LIMIT ON DAMAGE ZONE THICKNESS
CONTROLLED BY SEISMOGENIC DEPTH
Ampuero, Jean Paul and Xiaolin Mao (2017). Upper limit on damage zone thick-
ness controlled by seismogenic depth. Fault Zone Dynamic Processes: Evo-
lution of Fault Properties During Seismic Rupture, 227:243. doi: 10.1002/
9781119156895.ch13.
The thickness of fault damage zones, a characteristic length of the cross-fault distri-
bution of secondary fractures, significantly affects fault stress, earthquake rupture,
ground motions, and crustal fluid transport. Field observations indicate that damage
zone thickness scales with accumulated fault displacement at short displacements
but saturates at a few hundred meters for displacements larger than a few kilometers.
To explain this transition of scaling behavior, we conduct 3D numerical simulations
of dynamic rupture with off-fault inelastic deformation on long strike-slip faults.
We find that the distribution of coseismic inelastic strain is controlled by the transi-
tion from crack-like to pulse-like rupture propagation associated with saturation of
the seismogenic depth. The yielding zone reaches its maximum thickness when the
rupture becomes a stable pulse-like rupture. Considering fracture mechanics theory,
we show that seismogenic depth controls the upper bound of damage zone thickness
on mature faults by limiting the efficiency of stress concentration near earthquake
rupture fronts. We obtain a quantitative relation between limiting damage zone
thickness, background stress, dynamic fault strength, off-fault yield strength, and
seismogenic depth, which agrees with first-order field observations. Our results
help link dynamic rupture processes with field observations and contribute to a
fundamental understanding of damage zone properties.
4.1 Introduction
A typical fault zone architecture comprises a highly deformed core surrounded by
a damage zone composed of rocks with higher fracture density and lower elastic
moduli than the host rocks. In most mature faults, damage zones are 100 to 400
m wide and have between 20% and 60% wave velocity reductions relative to their
country rock (e.g., Huang and Ampuero, 2011). Studying the formation of damage
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zones provides insight into themechanical, hydraulic, and seismic behavior of faults.
Fault zone damage is in part inherited from the early process of fracture coalescence
and strain localization that led to the formation of the fault, and in part results
from damage during earthquakes (Mitchell and Faulkner, 2009). Damage zone
thickness, defined as a characteristic scale of the cross-fault distribution of fracture
density, varies from a few centimeters on small faults to a few hundred meters on
large mature faults. Field observations indicate that damage zone thickness scales
with accumulated fault displacement, which is a measure of fault maturity, but
generally saturates at a few hundred meters for fault displacements larger than a
few km (Mitchell and Faulkner, 2009; Savage and Brodsky, 2011). Explaining this
transition of scaling behavior is the main goal of the present work.
Understanding what controls damage zone thickness is important because this pa-
rameter can have significant effects on earthquake rupture, seismic wave radiation,
and state of stress and hydromechanical properties of the crust. The transition from
damage zone to country rock is often sharp, marked by a change of decay rate
of fracture density as a function of distance to the fault core (Johri et al., 2014b).
Earthquakes happening inside damage zones can thus generate reflected waves and
head waves, which can enhance ground motion near the fault (Spudich and Olsen,
2001) but also interact with earthquake ruptures and modulate rupture properties
such as rupture speed, slip rate, and rise time (Huang et al., 2014; Pelties et al.,
2015). In particular, seismological evidence of rupture speeds enhanced by fault
zone effects was recently presented (Huang et al., 2016; Perrin et al., 2016a). Dam-
age zones may also alter the stress field surrounding faults, leading to mean stress
increase and stress rotations, thereby allowing high pore fluid pressure weakening
of unfavorably oriented faults (Faulkner et al., 2006). The effect of reduced elastic
moduli in damage zones and their systematic changes along strike induced by fault
growth help explain patterns of long-term fault displacement and earthquake slip
distributions (Cappa et al., 2014; Perrin et al., 2016a). Damage zone thickness is
also an important factor affecting the fluid transport and storage properties of the
crust and reservoirs (Johri et al., 2014b).
Off-fault inelastic deformation is observed all along the rupture trace of large earth-
quakes (Milliner et al., 2015), demonstrating the importance of damage generated
coseismically in the vicinity of propagating rupture fronts. Off-fault yielding dur-
ing dynamic rupture propagation has been previously studied through analytical
approaches (Poliakov et al., 2002; Rice et al., 2005
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off-fault plasticity (e.g., Andrews, 1976a, 2005; Gabriel et al., 2013) or continuum
damage (Xu et al., 2015). Plastic strain is often discussed as a proxy for damage
(e.g., Xu et al., 2012a,b) and can be mapped into fracture density for comparison
with field observations (Johri et al., 2014a). The thickness of the off-fault yielding
zone generated by a single self-similar rupture (crack-like or pulse-like) increases
linearly with distance from the hypocenter (Andrews, 2005; Gabriel et al., 2013). In
contrast, the yielding zone thickness generated by steady-state pulse-like ruptures
remains constant (Ben-Zion and Shi, 2005; Ben-Zion and Ampuero, 2009; Xu et al.,
2012a,b). The accumulated effect of multiple slip events can be considered as a su-
perposition of the coseismic plastic strain fields of each individual slip event (Johri
et al., 2014a). Most previous numerical studies of coseismic damage are based on
2D models or on 3D models of relatively short ruptures (Ma and Andrews, 2010),
and are unable to consider the influence of the aspect ratio of a rupture, i.e., the
ratio of its along-strike length to along-dip width. A notable exception are the 3D
simulations of long ruptures by Shi and Day (2013), which yielded an eventually
stable thickness of the off-fault plastic zone. As proposed by Day (1982) on the
basis of an asymptotic analysis of stress concentration near a 3D rupture front, the
inelastic deformation induced by a rupture with high aspect ratio is controlled by
width rather than length.
In this study, we use 3D numerical simulations of dynamic rupture on strike-slip
faults with large aspect ratios to study first-order aspects of the off-fault yielding
pattern in long faults. In particular, we assess the role of seismogenic depth in
limiting fault zone width. The ingredients of our model, described in Section
4.2, are intentionally minimalistic: material properties surrounding the fault are
uniform, a linear slip-weakening friction law is assumed on the fault. In Section
4.3, comparing results of simulations with different seismogenic depths, we find
that the distribution of inelastic strain is controlled by the transition from crack-
like to pulse-like rupture propagation associated with saturation of the seismogenic
depth. The yielding zone reaches its maximum thickness when the rupture becomes
a stable pulse-like rupture. In Section 4.4 we develop quantitative insight, from
the perspective of fracture mechanics, on how the transition to pulse-like rupture
in long faults explains the saturation of damage zone thickness with accumulated
fault displacement. In particular, we show that seismogenic depth controls the upper
limit of damage zone thickness on mature faults. In Section 4.5 we discuss how our
results help link dynamic rupture models with field observations, and contribute to
a fundamental understanding of damage zone properties.
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Figure 4.1: Model setup. (a) Model geometry and background stresses. σ1 and
σ3 are maximum and minimum principal initial stresses, respectively. The angle
between σ1 and the fault strike is 30.96° and the intermediate principal stress is
vertical. The seismogenic zone depth is denoted by W . (b) Fault plane view
showing the nucleation zone (circle), a shallow zone of increased cohesion and a
deep zone of tapered stressed. (c) Initial stresses and frictional strength on the fault
as a function of depth.
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4.2 Model description
The geometry of our numerical model is shown in Fig. 4.1(a). The fault is long
enough (along strike) for dynamic rupture to reach an approximately steady state
after it reaches the surface and bottom boundaries of the fault (Figs. 4.2 and 4.3
(a)). The simulation domain is large enough to avoid boundary effects. We aim
to demonstrate the influence of seismogenic depth (W) on rupture propagation and
inelastic response near advancing rupture fronts. Therefore, we consider a single,
vertical, and planar strike-slip fault embedded in a uniform material with P-wave
velocity of 6 km/s, S-wave velocity of 3.464 km/s and density of 2670 kg/m3.
The initial stress field is depth-dependent, and fluid pressure is hydrostatic and
time-independent. The directions of principal stresses are shown in Fig. 4.1 (b)
and (c), respectively, for the case with W = 15 km. To avoid a sudden arrest of
rupture at depth and the normal stress increases up to the same value as the effective
intermediate principal stress.
A linear slip-weakening friction law (Andrews, 1976b) is employed, in which the
friction coefficient µ is a function of cumulative slip D:
µ(D) = µs − (µs − µd)min(D/Dc, 1), (4.1)
where µd is the dynamic friction coefficient, µs is the static friction coefficient, and
Dc is the critical slip-weakening distance. Here, we assume µs = 0.6, µd = 0.1
(representative of thermally weakened faults) and Dc = 0.3 m (representative of
seismological estimates for large earthquakes). The fault strength τ includes a
cohesion Co (different from off-fault plastic cohesion C, which will be discussed
later):
τ = Co + µ(σn − P f ), (4.2)
where σn is normal stress on the fault, and P f is fluid pressure. To avoid an
excessively intense surface break of the rupture, Co is set to 0.4 MPa at depths larger
than 3 km, and linearly increases to 4 MPa from 3 km depth to the surface (Figs.
4.1(b) and 4.1(c)). The relative strength S parameter (Andrews, 1976b; Das and
Aki, 1977), defined by
S =
τs − τo
τo − τd
, (4.3)
where τo, τs = µsσo, τd = µdσo and σo are initial shear stress, static strength,
dynamic strength and initial normal stress, respectively, is set to 2 on most of the
fault (Fig. 4.1(c)).
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Rupture initiation is achieved by forcing the fault to rupture within a circular zone
surrounding the hypocenter (Fig. 4.1(b)). We linearly reduce the friction coefficient
from its static value at specified time T to its dynamic value within a time period to
= 0.5 s. T is set to be infinity outside the nucleation zone, and inside the nucleation
zone
T =
r
0.7Vs
+
0.081rcrit
0.7Vs
( 1
1 − ( r
rcrit
)2 − 1), (4.4)
where r is the distance from the hypocenter, rcrit is the radius of the nucleation zone
(set to 3 km here) andVs is shear wave velocity. This procedure forces the rupture to
expand at a variable speed, about 0.7 Vs near the hypocenter and decreasing to zero
at rcrit . Spontaneous rupture gradually overtakes the ever-slowing forced rupture.
The Drucker-Prager yield criterion (Drucker and Prager, 1952) is adopted in our
study as the off-fault yielding criterion, by which the yield stress Y (σ) depends on
the mean normal stress:
Y (σ) = −(σkk
3
+ P f ) sin ϕ + C cos ϕ, (4.5)
where σ is the stress tensor, ϕ is the internal frictional angle and C is the plastic
cohesion. The maximum shear stress is
τmax =
√
1
2
si j si j, (4.6)
where s is the deviatoric part of the stress tensor
si j = σi j − 1
3
σkkδi j . (4.7)
A Drucker-Prager yield function is defined as:
F(σ) = τmax − Y (σ), (4.8)
with yielding starting when F(σ) = 0. After yielding starts, the Duvaut-Lions-type
viscoplasticity (Duan and Day, 2008) is used to calculate the accumulation of plastic
strain εp through:
Ûεi j = 1
2µTv
F(σ) si j
τmax
, (4.9)
where µ is shear modulus and Tv is the viscoplastic relaxation time scale. Viscosity
is included here as an artificial means to mitigate mesh-dependency due to extreme
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strain localization (Templeton and Rice, 2008). A scalar quantity is defined to
describe the magnitude of plastic strain (Figs. 4.4 and 4.5) as:
ε
p
o =
√
2ε
p
i j
ε
p
i j
. (4.10)
In this study ϕ = arctan(0.6), C= 1.36 MPa and Tv = 0.03 s.
The 3D dynamic rupture problem coupled to wave propagation and plastic deforma-
tion is solved numerically with SPECFEM3D, a code based on the spectral element
method (Kaneko et al., 2011; Galvez et al., 2014). The implementation of viscoplas-
ticity in SPECFEM3D was verified by comparison to other numerical methods in a
community benchmark problem (Harris et al., 2011).
4.3 Simulation results
Crack- to pulse-like rupture transition controlled by fault geometry
Seismic observations and dynamic rupture models indicate that rise time, the du-
ration of earthquake slip at a given point on a fault, can be either comparable to
or much shorter than the overall earthquake duration. The former case defines
crack-like ruptures (Madariaga, 1976) while the latter case corresponds to pulse-
like ruptures (Heaton, 1990). Proposed mechanisms of local slip arrest leading
to pulse-like ruptures include self-healing due to velocity-dependent friction (e.g.,
Perrin et al., 1995; Beeler and Tullis, 1996) and stopping phases (healing fronts)
generated by spatial changes of initial stress or strength on the fault (e.g., Beroza
and Mikumo, 1996). A particular case of the latter mechanism, first described by
Day (1982), is the generation of stopping phases at the deep limit of the seismogenic
zone, which acts as a rupture barrier.
On mature strike-slip faults, the fault length is usually much larger than the fault
width, as in the model setup described in Fig. 4.1 (a). Our first example of
dynamic rupture simulation with off-fault plasticity is on a long fault with W =
15 km. We show resulting snapshots of slip rate in Fig. 4.2, and slip rate and
slip profiles at 7.5 km depth in Figs. 4.3 (a) and (b), respectively. The rupture
first grows as a self-similar crack-like rupture: the rupture front expands in all
directions from the hypocenter, the peak slip rate increases with rupture propa-
gation distance, and slip occurs simultaneously within the whole ruptured region.
When the rupture front reaches the bottom boundary of the seismogenic zone, a
stopping front is generated and propagates back into the ruptured area. When
the healing front reaches the surface, the rupture splits into two pulses (i.e., a
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pair of rupture fronts followed closely by healing fronts) that propagate in sepa-
rate directions along the fault strike. The pulses eventually develop into a steady
state, characterized by stable slip, rupture speed and peak slip velocity. Notably,
the steady pulse width (i.e., the along-strike length of the region of active slip
at a given time) is comparable to the seismogenic width W (Fig. 4.3 (a)).
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Figure 4.2: Development of a steady pulse-like rupture on a long fault. Distribution
of horizontal slip rate at six different times (indicated by labels on the top left of
each panel) in a dynamic rupture simulation with seismogenic depth W = 15 km.
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Figure 4.3: Slip rate (a) and slip (b) profiles every 2.5 s from 1.25 s to 26.25 s at 7.5
km depth for the rupture model with W = 15 km.
Plastic strain distribution
Figure 4.4 shows horizontal and vertical plastic strain distribution of our model with
W = 15 km. Similar to Johri et al. (2014a), we observe that plastic strain decays as a
function of distance from the fault core as a power-law at short distance, and drops
more abruptly, exponentially at larger distance (Fig. 4.5). In this simulation and in
those presented in the next section the change of plastic strain decay behavior occurs
near εp = 10
−3.3. Thus, to facilitate the comparison between all our simulations, we
define the thickness of the damage zone, H, as the distance at which εp = 10
−3.3. In
the presence of dilatancy (volumetric and deviatoric plastic strains are proportional)
and assuming the average fracture aperture is spatially uniform, fracture density
is proportional to εp (Johri et al., 2014a). This relation connects rupture models
with plasticity to field studies, in which the definition of damage zone thickness
is based on fracture density. Field data on fracture density vs. distance has been
interpreted either as power laws (Savage and Brodsky, 2011) or as exponential
(Mitchell and Faulkner, 2009), but to our knowledge a transition between these two
decay behaviors has not been reported. The field data shown in Figure 7-a of Savage
and Brodsky (2011) is a rare example reminiscent of such transition. Nevertheless,
based on the theoretical arguments developed in section 4.4, we expect the scaling
properties discussed in this work to hold also for other definitions of H.
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In Fig. 4.4(a), along the fault, the thickness of the damage zone first grows with
increasing rupture distance, as found in 2D models (e.g., Gabriel et al., 2013; Xu
et al., 2012b). However, H saturates at distance over ∼ 50 km, where the rupture
becomes a stable pulse. This saturation was also noted in 3D simulations by Shi
and Day (2013). In the deep region, damage is limited to the extensional quadrants.
In Fig. 4.4(b), the vertical plastic strain pattern shows a "flower-like" structure with
a narrow damage zone of nearly constant thickness in the deeper region and a wide
damage zone of increasing thickness near the surface. Similar flower-like patterns
of plastic strain were observed in previous 3D simulations (Ma and Andrews, 2010).
In the shallower region, the inelastic strain is induced by seismic waves ahead of the
rupture front, and is distributed in both extensional and compressional regions. The
constant H in the deeper region in our model is explained in section 4.5 as a result
of a linear depth-distribution of both initial stress and strength.
Damage zone thickness comparison for different seismogenic depths
Wenow examine the effect of the seismogenic depthW on the damage zone thickness
H at mid-seismogenic depth. We conduct four additional simulations in which all
settings are the same as in the previous one except the seismogenic depth, which is
taken as W = 9, 12, 18 and 21 km, respectively. The width of the stress tapering
zone near the fault bottom and the width of the zone of increased fault cohesion near
the surface are set proportional to W .
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Figure 4.4: Distribution of plastic strain (εp) for the model with W = 15 km: (a)
horizontal distribution at 5 km depth and (b) vertical distribution along the cross-
section shown by a green dashed line in (a). The label C indicates a compressional
region, and T a tensional region.
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In Fig. 4.6 we compare the plastic strain distributions resulting from the three
simulations with W 6 15 km. The plastic strain patterns are similar for the three
models. In particular, they all eventually reach a steady damage zone geometry at
sufficient distance from the hypocenter. However, the off-fault extent of their plastic
zones is different, it increases as a function of W . Fig. 4.5 compares fault-normal
profiles of plastic strain at 5 km depth and at a horizontal distance of 70 km form
the hypocenter, a distance at which the damage zone has already reached a steady
thickness, Hmax , in all five simulations. In this figure, distance is normalized by W
and the inset shows how our measure of damage zone thickness H (the distance from
the fault at which plastic strain is εp = 10
−3.3) depends on W . The steady damage
zone thickness in our five models vary from ∼ 100 to ∼ 500 meters, a range of values
that agrees well with the largest values obtained from field observations (Savage and
Brodsky, 2011). The approximate collapse in Fig. 4.5 of the normalized plastic
strain profiles corresponding to the four models withW > 12 km indicates that Hmax
is approximately proportional toW ifW is large enough. The dashed gray line in the
inset of Fig. 4.5 is a hypothesized asymptotic linear Hmax-W scaling. The model
with the smallest W (9 km) has an Hmax significantly over-predicted by the linear
Hmax-W scaling (Fig. 4.5 inset). These key results of our simulations are put on a
theoretical basis in the next section.
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Figure 4.5: Plastic strain (εp) as a function of distance from the fault plane for
models with different seismogenic depths (W) ranging form 9 to 21 km. Profiles are
located at 5 km depth and 70 km horizontal distance from the hypocenter. The insert
shows with crosses the damage zone thickness (H), defined here as the distance at
which εp = 10
−3.3, as a function of W for all simulations. The solid gray curve is
our interpretation of the non-linear trend in the simulation data. The dashed gray
line is an asymptotic linear relation between H and W at large W motivated by our
theoretical analysis.
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Figure 4.6: Comparison of the plastic strain distribution among different models
with W = 9, 12, and 15 km, respectively, (a) along a vertical cross-section at 70 km
horizontal distance from the hypocenter and (b) on a horizontal cross-section at 5
km depth.
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4.4 Theoretical estimate of damage zone thickness
On the basis of fracture mechanics arguments, Ben-Zion and Ampuero (2009) and
Xu et al. (2012b) developed theoretical relations between the thickness of dynami-
cally generated damage zones, initial stresses, material strength and rupture speed.
Xu et al. (2012b) found that this approach predicts well the yielding zone thickness
obtained in 2D dynamic crack-like rupture simulations with off-fault plasticity. A
fracture mechanics analysis of damage zones formed by quasi-static fault growth
was developed by Scholz et al. (1993). These models predict a self-similar scaling
in which H is proportional to fault or rupture length L, without saturation. Here, we
apply the dynamic fracture mechanics approach to pulse-like ruptures in 3D, which
allows us to assess the effect of seismogenic width.
An estimate of the thickness of the damage zone generated by a dynamic rupture is
the distance at which the stress concentration near the rupture tip exceeds the yield
strength of the material (e.g. equation 14a of Ben-Zion and Ampuero (2009)):
H ≈ ( K
τs − τo
)2, (4.11)
where K is the dynamic stress intensity factor. The yield strength τs involved in this
equation pertains to the off-fault material, and can be higher than the yield strength
of the fault. This estimate assumes that the on-fault slip-weakening zone near the
rupture front is much smaller than the rupture dimensions, which is the case in our
simulations, and significantly smaller than H, which is better satisfied at large W as
discussed at the end of this section. The squared stress intensity factor K2 scales
with a characteristic length of the rupture. For small earthquakes, represented as
circular ruptures, the characteristic length is the rupture radius and Equation 4.11
predicts self-similar scaling between H and rupture length L. For larger earthquakes
with elongated rupture area, L ≫ W , the characteristic length that controls K is the
shortest one (Eshelby, 1957), and thus H scales with rupture width W . For pulse-
like ruptures, the characteristic length is the along-strike width of the pulse. As
illustrated in section 4.3.1, large earthquake ruptures that saturate the seismogenic
depth are inevitably pulse-like, and their pulse width scales with seismogenic depth
W . This break in self-similarity leads to a linear relation between H andW , as found
in our simulations with large W (inset of Fig. 4.5).
In more detail, following Xu et al. (2012b) but considering pulse-like ruptures and
ignoring some factors of order one,
H ≈ (k(vr)τo − τd
τs − τd
)2W, (4.12)
107
where k is a decreasing dimensionless function of rupture speed, vr . In particular,
k and K are larger at the stopping ends of a rupture, especially if arrest occurs in a
fault region with large fracture energy rather than low initial stress. Moreover, pulse
width can be smaller than in our simulations if the pulse-like behavior is controlled
by self-healing due to dynamic weakening mechanisms (Heaton, 1990) instead of a
geometric effect of the finite seismogenic depth. Thus an upper bound on coseismic
damage zone thickness is
Hmax ≈ (τo − τd
τs − τd
)2W . (4.13)
This linear Hmax-W relation is consistent with our simulation results at large W
(Fig. 4.5 inset, dashed gray line). Equations 4.12 and 4.13 should be understood as
containing a multiplicative factor of order 1 that accommodates different definitions
of H and encapsulates geometric effects ignored in our derivation.
The departure from a linear Hmax-W scaling at low W in our simulations (Fig. 4.5
inset) is attributed here to a blunting effect of the on-fault slip weakening zone. The
derivation of Equation 4.13 assumes that Hmax is significantly larger than the slip-
weakening zone size lc. Using equation 24 of Gabriel et al. (2013), we find that the
ratio Hmax/lc is proportional to a function of rupture speed and, more importantly,
to the non-dimensional number κ introduced by Madariaga and Olsen (2000) to
represent the ratio between available elastic energy and fracture energy:
κ =
W(τo − σoµd)2
Gσo(µs − µd)Dc
, (4.14)
where G is shear modulus. Because the initial stresses τo and σo increase linearly
with depth in ourmodels, κ is proportional toW2 and decreasingW rapidly decreases
κ. We thus consider that themodel withW = 9 km has approached an unusual regime
associated with low values of Hmax/lc in which the smoothening effect of the slip-
weakening zone reduces significantly the off-fault stresses and hence the damage
zoen thickness. This is simply an artifact of the large value of critical slip-weakening
distance (Dc) and low value of initial stress ratio τo/σo adopted here to limit the
computational cost of the simulations. We expect that simulations with smaller κ
should give a nearly linear Hmax-W relation down to smaller values ofW . Moreover,
regardless of the value of κ, Equation 4.13 provides a useful upper bound on Hmax .
4.5 Discussion and conclusions
Our 3D dynamic rupture simulations and fracture mechanics arguments indicate that
damage zone thickness is ultimately bounded in long faults by the limiting effect of
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seismogenic depth on the efficiency of stress concentration near a rupture front. In
particular, Equation 4.13 provides a quantitative prediction of the relation between
limiting damage zone thickness, state of stress, dynamic fault strength, off-fault
yield strength and seismogenic depth, which we can compare to field observations.
Average stress drops (τo − τd) of large earthquakes are typically on the order of a
few MPa, and order of magnitude smaller than estimates of strength drop (τs − τd =
σo(µs − µd)) based on typical values of effective confining stress σo at seismogenic
depth and of static and dynamic friction coefficients. Thus, the predicted Hmax is
about two orders of magnitude smaller than W , that is , a few 100 m. This order-of-
magnitude estimate is consitent with field observations of damage zone thickness on
large-displacement faults (Savage and Brodsky, 2011; Mitchell and Faulkner, 2009,
2012).
The saturation of H as a function of fault displacement (long-term cumulative slip)
in the data complied by Savage and Brodsky (2011) occurs at displacements of a few
km or less. Considering that displacement to fault length ratios typically range from
0.1 to 0.01 on faults with displacement shorter than a few km (Kim and Sanderson,
2005), the saturation of H starts at fault lengths ranging from a few 10 km to a
few 100 km. This range encompasses the typical values of seismogenic depth,
which is consistent with our model. In particular, in the data of strike-slip faults
compiled by Kim and Sanderson (2005), a displacement of a few km corresponds
to a length of a few 10 km, which quantitatively supports our interpretation of the
role of seismogenic depth in limiting damage zone thickness.
The constant thickness of deep damage zones found in our simulations can be
rationalized from a theoretical basis. Our model assumed linearly increasing initial
shear stress andmaterial strength, such that the ratio (τo−τd)/(τs−τd) is independent
of depth. Equation 4.13 predicts a constant H in this situation. This estimate is
not appropriate near the surface, where dynamic free surface effects and cohesion
play important roles. Damage zone properties at seismogenic depth are difficult to
resolve by seismological techniques. Current field data compilations (e.g., Savage
and Brodsky, 2011) include observations on exhumed faults that capture fault zone
structures from a range of depths, including shallow and deep ones, which may
contribute to the data scatter. In this study, we have focused on a scaling feature
(saturation of H) that is apparent in the field data despite its significant scatter.
Our theoretical argument further suggests that the ratio Hmax/W is a relativemeasure
of the stress τo at which an active fault operates in the long term. In particular,
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Equation 4.13 predicts that a critically stressed fault, in which the average shear
stress is close to yield (τo ≈ τs), would have a thicker damage zone than a fault
operating at sub-critical stress. According to this model, the small value of Hmax/W
in natural faults is additional evidence that long mature faults operate at stresses
significantly lower than the crustal yield strength.
The simulations presented here are intentionally based on simplifying assumptions
regarding fault friction, fault geometry, state of stress and material heterogeneities.
An important next step in the development of earthquake models is to study the
evolution of fault zone damage through multiple earthquake cycles on long faults,
including not only the accumulations of plastic strain but also the reduction in elastic
moduli around the fault (Kaneko et al., 2011; Xu et al., 2015). If the evolution of a
fault towards increasing maturity is accompanied by a tendency to operate at lower
stress (Fang and Dunham, 2013), our theoretical results suggest the hypothesis that
further damage may localize on thinner zones, which could be tested in simulations
of long-term damage evolution. Such a simulation framework could also provide
insight on how fault growth leaves systematic changes of damage zone properties
along strike that may control the distribution of earthquake slip and rupture speed
(Cappa et al., 2014; Perrin et al., 2016a).
An additional argument allows us to conclude that short-term damage processes are
essential in the evolution of fault zone structure. While the present work emphasizes
damage occurring over co-seismic time scales, a similar saturation of damage zone
thickness is predicted for slower, quasi-static damage processes, because the static
stress intensity factor K is also limited by the depth extent of fault slip (seismic
or aseismic). However, if damage were dominated by time scales longer than deep
afterslip and longer than the relaxation time of the asthenosphere, the relevant model
would be a throughgoing crack in a thin elastic slab (the lithosphere, decoupled from
the asthenosphere). The long-term K would no longer be limited by W , as shown
by Lehner et al. (1981), and the damage zone thickness would not saturate.
These different predictions of scaling behavior also help us identify aspects of fault
zone evolution that may be controlled by long-term damage processes. At a larger
scale than the damage zones considered here, faults develop an "outer damage zone"
(Perrin et al., 2016b) that encompasses a network of secondary faults. The younger
fault branches often organize near the tips of the main fault into splay fault fans,
whose width scales with fault length without saturation (Perrin et al., 2016a). This
observation is consistent with a model in which the evolution of outer damage zones
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is controlled by fault growth and branching processes operating over time scales
longer than the viscous relaxation time of the asthenosphere.
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C h a p t e r 5
MECHANICAL STRENGTH AND ANISOTROPY OF
CONTINENTAL LITHOSPHERE AT THE ZAGROS-HIMALAYA
BELT AND SURROUNDING REGIONS
Variation of lithospheric strength controls the distribution of stress and strain within
plates and at plate boundaries. Simultaneously, deformation caused by localized
stress and strain reduces the lithospheric strength. We calculate the effective elastic
thickness, Te, which is a proxy of lithospheric strength, and its anisotropy at the
Zagros-Himalaya belt and surrounding regions. Te varies from < 5 km to over
100 km, and shows good correlations with geological and geophysical data. Along
plate boundaries, mountain belts and major faults, Te is usually smaller than 30
km. In basins, Te is between 30 - 60 km. In stable cratons, Te is larger than 60
km. In the regions with low and intermediate strength (Te < 60 km), the extent of
Te anisotropy is usually large, and the weak direction of Te anisotropy agrees well
with the directions of GPS data and crustal stress. In stable cratons, the extent of
Te anisotropy is usually small. Our results suggest that mechanical weakening is
the dominate mechanism in reducing the lithospheric strength in regions where Te
is smaller than 60 km. In stable cratons, the effects of mechanical weakening can
be ignored, and only thermal weakening resulted from mantle processes can modify
the lithospheric strength substantially.
5.1 Introduction
The classic plate tectonic theory assumes that plate boundary accommodates most
plate deformation, generating large earthquakes in a relatively narrow zone, while
the plate interior is rigid with little deformation. However, in the continents, large
plates are divided into blocks and are connected with suture zones. Deformations
often extend into the interior of a plate as suggested by large earthquakes within
the plate (e.g., Zhang et al., 2003). At continental collision regions, deformation
can occur over a wide zone, sometimes even wider than 1000 km (Kreemer et al.,
2003). These observations contradict the classic plate tectonic theory, and in order
to explain these phenomena, study of the strength variation of continental plates and
plate boundaries is needed. In addition to the important tectonic meaning, under-
standing the strength variation in the continents and its interaction with lithospheric
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deformation contributes to a better estimation of seismic hazards.
Analyzing the flexural behavior of the lithosphere is a common way to estimate the
vertically integrated strength of the lithosphere. In the flexural bending model, a
uniform elastic plate with thickness Te lies over a viscous fluid and bends under the
applied surface or subsurface loads. The bending related predictions are compared
with observations to determine the proper value of Te (Watts, 2001). Te is called the
effective elastic thickness of the lithosphere and is related to the rigidity (D) of the
lithosphere through
D =
ET3e
12(1 − υ), (5.1)
where E is the Young’s modulus and υ is the Poisson’s ratio of the lithosphere. Te
estimations are divided into forward model methods and spectral methods based
on whether comparing the direct model predictions with observations or studying
the correlations between model predictions in spectral domain. Both kinds of
methods are widely used to study the continental lithospheric strength (e.g., Pirouz
et al., 2017; Chen et al., 2017), while only spectral methods have been advanced to
compute mechanical anisotropy.
One limitation of the flexural bending model is related to the assumption of uniform
elastic plate thickness in the derivation of the governing differential equation for the
flexure (w) of the plate. To illustrate this, we consider a plate extending in the x
direction and bending under the applied load q(x). The second order differential
equation for the moment (M) is expressed as
d2M
dx2
= −q(x) + P d
2
w
dx2
, (5.2)
where P is the horizontal pressure within the plate. M is related to both the rigidity
(D) of the plate and the second derivative of the flexure ( d
2
w
dx2
). The Young’s modulus
and the Poisson’s ratio are generally set to be constant during the calculation. With
the further assumption of constant thickness for the plate, we arrive at the forth order
differential equation for the flexure (w)
D
d4w
dx4
= q(x) − P d
2
w
dx2
. (5.3)
Eq. (5.3) is the basis for plate bending analysis and Te calculations. However, if the
plate thickness is not constant and
d2D
dx2
, 0, (5.4)
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then Eq. (5.3) need to be modified, which shows that using Eq. (5.3) to calculate
Te variation may be problematic. Nevertheless, numerous previous studies mapped
Te variations with methods incorporating Eq. (5.3) (e.g., Lowry and Smith, 1994;
Lowry and Pérez-Gussinyé, 2011; Audet and Bürgmann, 2011).
The relationship between Te and lithospheric deformation in the continent has been
investigated previously. In western U.S., Lowry and Smith (1994, 1995) showed that
Cenozoic normal faults are found primarily in areas of low Te, with an approximate
correlation between seismicity and Te gradient. Later, Lowry and Pérez-Gussinyé
(2011) suggested that the low Te region plays an important role in localizing defor-
mation. Audet et al. (2007) and Audet and Bürgmann (2011) also concluded that
strain is prone to concentrate at weak region whereTe is small based on comparisons
between Te and other physical properties in western Canada and global continental
regions. These studies used low spatial resolution spectral methods which may
influence the detailed explanations between Te and lithospheric deformation. Kirby
and Swain (2011) improved the spatial resolution in Te estimation with the high
resolution ’fan’ wavelet method. With the improved method, Mao et al. (2012)
showed that earthquakes occur more frequently in regions where Te is smaller than
30 km, and within the Cathaysia block, in the eastern part of South China, there
exists a large low Te and low seismicity region. Chen et al. (2015a) showed that
Te variations at the Arabian plate are correlated with the structural differences in
the lithosphere between the Arabian shield in the west and the Arabian platform in
the east. Although these studies improved our understanding of Te, the relationship
between Te and other geological and geophysical data is still not clear, and how
the lithospheric strength controls and is affected by the lithospheric deformation
remains poorly understood.
The azimuthal variations in the strength is described with the Te anisotropy model
which is composed with a long axis with the largest Te value and a short axis
with the smallest Te value at perpendicular directions and the azimuth of the short
Te axis (Kirby and Swain, 2006). The tectonic and geophysical meanings of Te
anisotropy aremore obscure compared toTe, and its direction does not show a unique
relationship with other geophysical observations in previous work. Kirby and Swain
(2006) found that theweak direction ofTe anisotropy is nearly perpendicular to shear-
wave splitting direction in Australia, while Audet et al. (2007) obtained parallel
relationships between the weak direction of Te anisotropy and both shear-wave
splitting direction and maximum horizontal compressive stress direction in western
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Canada. Later, Audet and Bürgmann (2011) suggested that no preferred angular
relationships exist between theweak diretion ofTe anisotropy and dynamic indicators
in the crust and mantle. Different hypotheses are proposed for the formation of Te
anisotropy, including localized brittle failure of crustal rocks under deviatoric stress
(Lowry and Smith, 1995), ’frozen’ deformation by alignment of olivine in the
lithospheric mantle (Kirby and Swain, 2006; Simons et al., 2003), and large-scale
tectonic features and faults (Burov et al., 1998; Audet and Mareschal, 2004), while
no agreements have yet been reached.
In order to better understand the relationship between Te and lithospheric deforma-
tion, and to investigate the tectonic and geophysical meanings of Te anisotropy, we
study variations of Te and its anisotropy at the Zagros-Himalaya belt and the sur-
rounding regions. The Zagros-Himalaya belt is one of the most active continental
deformation region that is surrounded by relative stable continental blocks, which
makes the study region ideal to investigate the relationship between lithospheric
strength and deformation. We first briefly introduce the tectonic background of the
study region and the high resolution wavelet coherence method used to obtain Te
and its anisotropy. We then show our Te and its anisotropy results, and compare
them with different geological and geophysical data.
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Figure 5.1: Map of Zagros-Himalaya belt and surrounding regions showing topog-
raphy and major active faults (black line). Red line shows the major plate boundary.
Abbreviations: ATF-Altyn Tagh fault, CF-Chaman fault, DSF-Dead Sea transform
fault, LMT-Longmen Shan thrust belt, MBT-Main Boundary thrust, MZT-Main
Zagros thrust, NAF-North Anatolian fault, RS-Red Sea, SC-Sichuan basin, and
XXF-Xiangshuihe-Xiaojiang fault system.
5.2 Tectonic background
The Zagros and the Himalaya (Fig. 5.1) are two prominent mountain belts built
by continental collisions of India-Asia and Arabia-Asia following the closure of
the Neo-Tethyan Ocean in the early Paleogene (e.g., Yin, 2010). In the Himalaya,
collision between India and Asia at 55-30 Ma shortened thrust belts in the southern
and northern Tibet and created a large intracontinental basin. Subsequent crustal
thickening and a possible thermal event in the mantle raised the elevation of the
Tibet plateau up to its current height. Collision between India and Asia also caused
lateral extrusion of southeast Asia between 32Ma and 17Ma. The latest stage of the
India–Asia collision was expressed by north-trending rifting and the development
of V-shaped conjugate strike-slip faults. In the Zagros, the Arabia-Asia collision
casued the early crustal thickening in the orogenic interior at or prior to 30-20
Ma. This style of deformation was replaced by strike-slip faulting at ∼15-5 Ma
associated with further northward penetration of Arabia into Asia and the westward
extrusion of the Anatolia block. Due to these two continental collisions, wide-
spread active faultings and large earthquakes developed along the Zaros-Himalaya
belt and extended into the interior of east Asia and southeast Asia (Fig. 5.1 and 5.2),
and high deformation rates are observed in these regions (Kreemer et al., 2003).
However, the interiors of India, Arabia, and Central Asia remain stable with almost
no deformation.
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Figure 5.2: Map of intermediate and large earthquakes between 1979 and 2017
with focal depth shallower than 50 km. Earthquake data are from U.S. Geological
Survey.
5.3 Methods
We use a ’fan’ wavelet based spectral method to calculate Te and its anisotropy.
The wavelet transform is a space-domain convolution of a signal with a wavelet,
at a series of scales. It was first introduced into Te calculations by Stark et al.
(2003) in which they used the Derivative of Gaussian (DoG) wavelet to determine
the variations of Te in southern Africa. Later, Kirby and Swain (2004) showed that
DoG wavelet yields over- or under-estimates of the Fourier spectra. A ‘fan’ wavelet,
which is a superposition of two-dimensional Morlet wavelets, is employed by Kirby
and Swain (2004) for isotropic Te calculations, and by Kirby and Swain (2006)
for anisotropic Te estimate. Subsequently, ‘fan’ wavelet has been widely used to
compute the variations of Te and its anisotropy due to its convenience (there is no
need to switch window size for different Te values as in old spectral methods, e.g.,
the multi-taper method) (e.g., Tassara et al., 2007; Audet et al., 2007; Mao et al.,
2012; Chen et al., 2015b).
For a 2D space-domain (x) signal g(x) with Fourier transform G(k), its wavelet
coefficients are computed via
g˜(s, x, θ) = F−1[G(k)ψˆsθ(k)], (5.5)
where s and θ are the scale and azimuth of the Morlet wavelet, F−1 is the inverse
2D Fourier transform, ψˆsθ(k) is the Fourier transform of the dilated, translated and
rotated wavelet defined as
ψˆsθ(k) = sψˆ(sΩ−1(θ)k) (5.6)
ψˆ(k) = e
−|k−k0 |2
2 − e
−(|k |2+ |k0 |2)
2 , (5.7)
where Ω is the rotation matrix, k0 = (|k0 | sin θ, |k0 | cos θ), and |k0 | = 2.668. Equa-
tions (5.4) and (5.3) are the Fourier transformed ‘mother’ and ‘daughter’ wavelets
respectively. The scale s can be converted to an ‘equivalent Fourier wavenumber’,
kF , by
kF =
|k0 |
s
. (5.8)
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Figure 5.3: Map of free-air gravity anomaly. Strong negative anomalies in foreland
basins and positive anomalies in mountains, e.g., Zagros, Himalaya and Tienshan
regions, which may indicate flexural supporting from the lithosphere.
The square of the real part of coherency (SRC) between Bouguer gravity anomaly
g and topography h is given by
Γ
2(s, x) = (Re < g˜h˜
∗ >θ)2
< g˜g˜∗ >θ< h˜h˜∗ >θ
, (5.9)
where Re is the real part used, * indicates complex conjugate, and the angular
bracket denote an average over some azimuthal extent. The isotropic SRC is gained
by averaging from 0° to 180° at the given scale and location, and the anisotropic
SRC is derived by averaging over an azimuthal extent of 90° centered at the given
central azimuth.
Following Forsyth (1985), with an assumed isotropicTe for the uniform elastic plate,
we perform load deconvolution to obtain the predicted coherence. The SRC curve
for different scales at each space point is converted to wavenumber domain through
equation (5.5), and compared with the predicted coherence curves with different
assumed Te to find the best-fitting isotropic Te. Predicted anisotropic coherence
curve is obtained by assumingTemax ,Temin and the azimuth ofTemin for an orthotropic
elastic plate (Kirby and Swain, 2006). Similar procedures are followed as in the
isotropic Te case to determine the three orthotropic elastic plate parameters at each
space point. This method compares the 2-D wavelet coherence with orthotropic
elastic plate given a large number of assumptions, which is debatable. However, the
response of the lithosphere should in theory be close to that of a thin elastic plate,
and the orthotropic elastic plate model has the advantage of determining physical
estimates of the anisotropy (Audet and Mareschal, 2007).
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Figure 5.4: Isotropic Te distribution with major faults (black line) and plate bound-
aries (red line). Abbreviations are the same as Fig. 5.1.
5.4 Data
Our topography/bathymetry data are derived from ETOPO1 digital elevation model
(DEM) (Amante, 2009), and our free-air gravity anomaly data are derived from the
V18 Gravity Anomaly model (Sandwell and Smith, 2009). Free-air gravity anomaly
data are shown in Figure 5.3. Strong negative free air anomalies in foreland basins
and positive anomalies in mountains, e.g. Zagros, Himalaya and Tienshan regions,
indicate flexural support from the lithosphere. Bouguer gravity anomaly data are
obtained by performing complete terrain correction to free-air gravity anomaly
(Fullea et al., 2008). To reduce boundary effects in spectral analyses, the original
data cover a larger area than the study area (with each boundary extending out ∼
1500 km). Calculations of Te and its anisotropy are on a geodetic coordinate system
with 20 km x 20 km resolution grids, and Lambert conic conformal projection is
used to transfer data and results between geographic and geodetic coordinates.
5.5 Results
Isotropic Te
Te in the study region varies from < 5 km to over 100 km and shows good correlation
with geological and geophysical boundaries (Fig. 5.4). Along plate boundaries,
mountain belts, and major faults, Te is usually smaller than 30 km, e.g., the Red
Sea spreading ridge, the Dead Sea transform fault, the North Anatolian fault, the
Zagros belt, the Chaman fault, the Himalaya belt, the Tienshan belt, the Altyn Tagh
fault, the Longmen Shan thrust belt, the Xiangshuihe-Xiaojiang fault system. Te in
basins is between 30-60 km, and generally increases with distance away from active
boundaries, e.g., the Zagros and Himalaya foreland basins have Te between 30-60
km, the Tarim basin has Te between 30-40 km, the Junggar basin has Te between
40-50 km, the Qaidam basin has Te between 40-50 km, the Sichuan basin has Te
30 km, and the Ordos basin has Te between 30-50 km, with a stronger northern part
and weaker southern part. Into the stable cratons, Te is often larger than 60 km, e.g.,
the Arabian craton, the Indian craton, and the Central Asian craton. The Iranian
Plateau has relatively uniform Te of 30 km, and the Tibetan Plateau has a stripe-like
Te distribution, with larger Te in terrains and smaller Te in the suture zones.
There are two sharp Te gradient regions near the stable cratons (Fig. 5.4). One is
at the southern boundary of the Indian craton, which agrees well with the boundary
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of Deccan Volcanic Province. The other one is at the southwest boundary of the
Arabian craton, which is right next to the proposed mantle flow beneath the Arabian
plate (e.g. Hansen et al., 2006). These two sharp Te gradient regions may indicate
thermal weakening of the lithospheric strength in stable craton regions.
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Figure 5.5: Te distribution with intermediate and large earthquakes between 1979
and 2018 with focal depth shallower than 50 km. Earthquake data are from U.S.
Geological Survey. The red dashed line shows the Te = 60 km contour.
Te vs earthquake and other geophysical data
Our Te variation shows good correlation with earthquake distribution (Fig. 5.5).
Most intermediate and large earthquakes (Ms > 5) are limited in the region Te
smaller than 60 km, and they prone to occur at the highTe gradient or relatively weak
areas. When Te is larger than 60 km, there are few earthquakes. The correlation
between Te variation and earthquake distribution is most obvious at the Tibetan
Plateau. The stripe-like Te variation leads to stripe-like earthquake distribution.
The concentration of active lithospheric deformation within both low Te and high Te
gradient regions imply that lithospheric deformation is controlled by Te distribution,
while at the same time, lithospheric deformation (mechanical weakening) reduces
lithospheric strength. However, when the lithosphere is strong enough (Te is larger
than 60 km), mechanical weakening is ignorable.
We then compare Te with other geophysical data on different sections which cross
both low-intermediate and high Te regions (Fig. 5.6). We see that wherever to-
pography varies sharply (active tectonic region), lithospheric strength is low, and
Te is usually smaller than the crust thickness, which indicates that the lithospheric
strength is limited in the crust, and the lithospheric mantle is weak in the active
regions. While, when the topography is flat (stable region), Te is usually large and
deeper than the Moho depth, which shows that in the stable regions, lithospheric
mantle is strong and contributes to a large amount of the total strength. Thick
sediments in these cross sections correspond to foreland basins. We observe that Te
decreases rapidly at these areas, which suggests that the bending of the lithosphere
reduces the lithospheric strength largely. All large earthquakes (Ms > 7) happen at a
shallower depth than Te, which shows that large earthquakes occur within the elastic
core of the vertically stratified lithosphere.
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Figure 5.6: Cross sections showing the effective elastic thickness (purple line),
Moho depth (dashed purple line), sediment thickness (red line) and topography
(blue line). Positions of these cross sections are shown in Figure 5.5. Both the
Moho depth and sediment thickness data are from crust 1.0 model (Laske et al.,
2013).
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Te anisotropy map
Both the weak direction and extent ofTe anisotropy vary substantially over the region
(Fig. 5.7). At large thrust faults, e.g., the thrust fault between Tianshan and Tarim
and the Main Boundary thrust between India and Tibet, weak direction tends to be
perpendicular to the fault strike. At large strike-slip faults, e.g., the Chaman fault,
weak direction seems to be parallel to the fault strike. At the spreading center, e.g.,
the Rea Sea, weak direction is perpendicular to the spreading axis. At these three
different fault types mentioned above, the Te anisotropic directions are generally
consistent with the maximum principal stress directions in the crust, which suggests
that mechanical weakening could be an efficient mechanism in reducing lithospheric
strength in these relativeweak regions. At theMain Zagros thrust, theweak direction
of Te anisotropy is complex, which may be related to the fact that both thrust and
strike-slip components are large on this fault. In the Zagros foreland basin, the
dominant weak direction is the northwest and southeast direction. In the Himalaya
foreland basin, the weak direction is not clear. In the Tarim basin, the weak direction
changes from north-south direction in the western part to west-east direction in the
eastern part. In the Ordos basin, the weak direction is west-east direction. In the
interior of stable cratons, the anisotropic extent is usually restricted, which indicates
little deformation within the strong lithosphere.
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Figure 5.7: Direction and extent of Te anisotropy mapped on isotropic Te variation.
Orientation of black line shows the weakest direction of the lithospheric strength.
Te anisotropy vs other geophysical data
Comparing to GPS velocities respect to Eurasia (Fig. 5.8b), our Te anisotropic
direction agrees with surface movement except within the Zagros. The agreements
are most obvious around the Tibetan Plateau, where the north-south collision in
the west and eastward extrusion in the east are all well represented in the weak
directions of Te anisotropy. The maximum principal stress directions (Fig. 5.8c)
are also generally consistent with our weak Te directions. Agreements between our
weak Te directions and these crustal stress and strain indicators further confirm that
mechanical weakening resulted from yielding under plate boundary forces is the
main weakening mechanism of the lithospheric strength in the low and intermediate
Te region.
Anotherway of comparing anisotropic extents ismapping themaximum tominimum
Te ratio (Fig. 5.8d). Dominant parts of continental lithosphere in the study region
have ratios between 1-2, but several areas have larger anisotropic ratios (up to 4-5).
The lithospheric strength, D, is proportional to the third power of Te, which means
that the azimuthal difference in the lithospheric strength could be larger than 10
times in these areas. One striking anisotropic band lies in the central-western part
of the Arabian plate, and it extends north-south. Shear-wave splitting (SKS) studies
(e.g., Hansen et al., 2006) show that mantle flow beneath that region is in also
in north-south direction, and tomography from seismic travel time and waveform
inversions (e.g., Chang and Van der Lee, 2011) indicates that a channelized mantle
flow exists beneath Arabian plate. Comparing with the isotropic Te distribution, we
can see that this band corresponds to large Te changes. The Te anisotropic direction
in this regions is not consistent with the general northwest-southeast weak direction
of the other part of the Arabian plate. Together, they show that thermal weakening
from mantle flow reduced the lithospheric strength in this region.
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Figure 5.8: (a) Te anisotropy mapped on topography. (b) GPS velocities respect
to Eurasia over map of topography. GPS data are taken from Gan et al. (2007);
Mohadjer et al. (2010); Reilinger et al. (2006); Walpersdorf et al. (2006). (c)
Maximum principal stress direction in the crust (Heidbach et al., 2016) over map
of topography. (d) Map of the azimuthal differentiation ratio of Te. Brown lines
show the SKS direction (Hansen et al., 2006), which is generally thought to be the
direction of channelized mantle flow beneath the Arabian plate.
5.6 Discussion and conclusions
Our results of Te and its anisotropy in the Zagros-Himalaya belt and surrounding re-
gions show good correlations with geological and geophysical observations. Along
plate boundaries, mountain belts and major faults, Te is usually smaller than 30 km.
In the basins, Te is between 30 - 60 km. In the stable cratons, Te is larger than 60
km. Earthquake is prone to occur at the high Te gradient or relatively low Te region
when Te is smaller than 60 km. Few earthquakes occur when Te is larger than 60
km. In the regions with low and intermediate strength (Te < 60 km), the extent of
Te anisotropy is usually large, and the weak direction of Te anisotropy agrees well
with GPS and crustal stress.
Our results also suggest that in the active regions and basins, the lithosphere can not
transmit plate boundary forces efficiently and yields under the applied forces, while
in the stable craton regions, the lithosphere is strong enough to transmit boundary
forces efficiently with little internal deformation. We conclude that mechanical
weakening is the dominate mechanism to reduce the lithospheric strength in regions
where Te is smaller than 60 km, while in stable cratons, the effects of mechani-
cal weakening can be ignored, and only thermal weakening resulted from mantle
processes can modify the lithospheric strength substantially.
One potential shortage of using spectral methods to calculate Te variation is related
to the uniform elastic plate assumption in the forward prediction step. Lithospheric
strength varies substantially in space, while during load deconvolution, the elastic
plate is assumed to be uniform in space. The idea is that the inverted Te represents
averaged or characteristic lithospheric strength in this region centered at this grid
point. Therefore, this assumption tends to smoothen the actual Te variations in
space. The absolute Te values in our results may be affected by this smoothening.
However, our conclusion of the interactions betweenTe and lithospheric deformation
is unlikely to be affected since the general trends of low and high of the Te variations
are not changed by the smoothening.
136
References
Amante, Christopher (2009). ETOPO1 1 arc-minute global relief model: proce-
dures, data sources and analysis. http://www. ngdc. noaa. gov/mgg/global/global.
html.
Audet, Pascal and Roland Bürgmann (2011). Dominant role of tectonic inheritance
in supercontinent cycles. Nature Geoscience, 4(3):184–187. doi: 10.1038/
ngeo1080.
Audet, Pascal and Jean-Claude Mareschal (2004). Anisotropy of the flexural re-
sponse of the lithosphere in the Canadian Shield. Geophysical Research Letters,
31(20). doi: 10.1029/2004gl021080.
Audet, Pascal and Jean-ClaudeMareschal (2007). Wavelet analysis of the coherence
between Bouguer gravity and topography: application to the elastic thickness
anisotropy in the Canadian Shield. Geophysical Journal International, 168(1):
287–298. doi: 10.1111/j.1365-246x.2006.03231.x.
Audet, Pascal, A Mark Jellinek, and Hideharu Uno (2007). Mechanical controls
on the deformation of continents at convergent margins. Earth and Planetary
Science Letters, 264(1-2):151–166. doi: 10.1016/j.epsl.2007.09.024.
Burov, E, C Jaupart, and JC Mareschal (1998). Large-scale crustal heterogeneities
and lithospheric strength in cratons. Earth and Planetary Science Letters, 164
(1-2):205–219. doi: 10.1016/s0012-821x(98)00205-2.
Chang, Sung-Joon and Suzan Van der Lee (2011). Mantle plumes and associated
flow beneath Arabia and East Africa. Earth and Planetary Science Letters, 302
(3-4):448–454. doi: 10.1016/j.epsl.2010.12.050.
Chen, Bo, Mikhail K Kaban, Sami El Khrepy, and Nassir Al-Arifi (2015a). Effec-
tive elastic thickness of the Arabian plate: Weak shield versus strong platform.
Geophysical Research Letters, 42(9):3298–3304. doi: 10.1002/2015gl063725.
Chen, Bo, Jianxin Liu, Chao Chen, Jinsong Du, and Ya Sun (2015b). Elastic thick-
ness of the Himalayan–Tibetan orogen estimated from the fan wavelet coherence
method, and its implications for lithospheric structure. Earth and Planetary
Science Letters, 409:1–14. doi: 10.1016/j.epsl.2014.10.039.
Chen, Bo, Carina Haeger, Mikhail K Kaban, and Alexey G Petrunin (2017). Varia-
tions of the effective elastic thickness reveal tectonic fragmentation of the Antarc-
tic lithosphere. Tectonophysics. doi: 10.1016/j.tecto.2017.06.012.
Forsyth, Donald W (1985). Subsurface loading and estimates of the flexural rigidity
of continental lithosphere. Journal of Geophysical Research: Solid Earth, 90
(B14):12623–12632. doi: 10.1029/jb090ib14p12623.
137
Fullea, J, M Fernandez, and H Zeyen (2008). FA2BOUG—A FORTRAN 90 code
to compute Bouguer gravity anomalies from gridded free-air anomalies: Appli-
cation to the Atlantic-Mediterranean transition zone. Computers & Geosciences,
34(12):1665–1681. doi: 10.1016/j.cageo.2008.02.018.
Gan, Weijun, Peizhen Zhang, Zheng-Kang Shen, Zhijun Niu, Min Wang, Yongge
Wan, Demin Zhou, and Jia Cheng (2007). Present-day crustal motion within
the Tibetan Plateau inferred from GPS measurements. Journal of Geophysical
Research: Solid Earth, 112(B8). doi: 10.1029/2005jb004120.
Hansen, Samantha, Susan Schwartz, AbdullahAl-Amri, andArthur Rodgers (2006).
Combined plate motion and density-driven flow in the asthenosphere beneath
Saudi Arabia: Evidence from shear-wave splitting and seismic anisotropy. Geol-
ogy, 34(10):869–872. doi: 10.1130/g22713.1.
Heidbach, Oliver, Mojtaba Rajabi, Karsten Reiter, andMoritz Ziegler (2016). World
stress map 2016. Science, 277:1956–1962.
Kirby, JF andCJ Swain (2004). Global and local isostatic coherence from thewavelet
transform. Geophysical research letters, 31(24). doi: 10.1029/2004gl021569.
Kirby, JF and CJ Swain (2006). Mapping the mechanical anisotropy of the litho-
sphere using a 2D wavelet coherence, and its application to Australia. Physics of
the Earth and Planetary Interiors, 158(2-4):122–138. doi: 10.1016/j.pepi.2006.
03.022.
Kirby, JF and CJ Swain (2011). Improving the spatial resolution of effective elastic
thickness estimation with the fan wavelet transform. Computers & geosciences,
37(9):1345–1354. doi: 10.1016/j.cageo.2010.10.008.
Kreemer, Corné, William E Holt, and A John Haines (2003). An integrated global
model of present-day plate motions and plate boundary deformation. Geophysical
Journal International, 154(1):8–34. doi: 10.1046/j.1365-246x.2003.01917.x.
Laske, Gabi, Guy Masters, Zhitu Ma, and Mike Pasyanos (2013). Update on
CRUST1. 0—A 1-degree global model of Earth’s crust. In Geophys. Res. Abstr.,
volume 15, page 2658.
Lowry, Anthony R and Marta Pérez-Gussinyé (2011). The role of crustal quartz
in controlling Cordilleran deformation. Nature, 471(7338):353. doi: 10.1038/
nature09912.
Lowry, Anthony R and Robert B Smith (1994). Flexural rigidity of the Basin and
Range-Colorado Plateau-Rocky Mountain transition from coherence analysis of
gravity and topography. Journal of Geophysical Research: Solid Earth, 99(B10):
20123–20140. doi: 10.1029/94jb00960.
138
Lowry, Anthony R and Robert B Smith (1995). Strength and rheology of the
western US Cordillera. Journal of Geophysical Research: Solid Earth, 100(B9):
17947–17963. doi: 10.1029/95jb00747.
Mao, Xiaolin, Qin Wang, Shaowen Liu, Minjie Xu, and Liangshu Wang (2012).
Effective elastic thickness and mechanical anisotropy of South China and sur-
rounding regions. Tectonophysics, 550:47–56. doi: 10.1016/j.tecto.2012.05.019.
Mohadjer, S, R Bendick, A Ischuk, S Kuzikov, A Kostuk, U Saydullaev, S Lodi,
DM Kakar, A Wasy, MA Khan, et al. (2010). Partitioning of India-Eurasia
convergence in the Pamir-Hindu Kush from GPS measurements. Geophysical
Research Letters, 37(4). doi: 10.1029/2009gl041737.
Pirouz, Mortaza, Jean-Philippe Avouac, Adriano Gualandi, Jamshid Hassanzadeh,
and Pietro Sternai (2017). Flexural bending of the Zagros foreland basin. Geo-
physical Journal International, 210(3):1659–1680. doi: 10.1093/gji/ggx252.
Reilinger, Robert, Simon McClusky, Philippe Vernant, Shawn Lawrence, Semih
Ergintav, Rahsan Cakmak, Haluk Ozener, Fakhraddin Kadirov, Ibrahim Guliev,
Ruben Stepanyan, et al. (2006). GPS constraints on continental deformation
in the Africa-Arabia-Eurasia continental collision zone and implications for the
dynamics of plate interactions. Journal of Geophysical Research: Solid Earth,
111(B5). doi: 10.1029/2005jb004051.
Sandwell, David T and Walter HF Smith (2009). Global marine gravity from
retracked Geosat and ERS-1 altimetry: Ridge segmentation versus spreading
rate. Journal of Geophysical Research: Solid Earth, 114(B1). doi: 10.1029/
2008jb006008.
Simons, Frederik J, Rob D van der Hilst, and Maria T Zuber (2003). Spatiospec-
tral localization of isostatic coherence anisotropy in Australia and its relation
to seismic anisotropy: Implications for lithospheric deformation. Journal of
Geophysical Research: Solid Earth, 108(B5). doi: 10.1029/2001jb000704.
Stark, CP, J Stewart, and CJ Ebinger (2003). Wavelet transformmapping of effective
elastic thickness and plate loading: Validation using synthetic data and application
to the study of southern African tectonics. Journal of Geophysical Research:
Solid Earth, 108(B12). doi: 10.1029/2001jb000609.
Tassara, Andrés, Chris Swain, RonHackney, and JonKirby (2007). Elastic thickness
structure of South America estimated using wavelets and satellite-derived gravity
data. Earth and Planetary Science Letters, 253(1-2):17–36. doi: 10.1016/j.epsl.
2006.10.008.
Walpersdorf, Andrea, Denis Hatzfeld, H Nankali, Farokh Tavakoli, Faramarz Nil-
foroushan, M Tatar, P Vernant, J Chéry, and F Masson (2006). Difference in the
GPS deformation pattern ofNorth andCentral Zagros (Iran). Geophysical Journal
International, 167(3):1077–1088. doi: 10.1111/j.1365-246x.2006.03147.x.
139
Watts, Anthony Brian (2001). Isostasy and Flexure of the Lithosphere. Cambridge
University Press.
Yin, An (2010). Cenozoic tectonic evolution of Asia: A preliminary synthesis.
Tectonophysics, 488(1-4):293–325. doi: 10.1016/j.tecto.2009.06.002.
Zhang, Peizhen, Qidong Deng, Guomin Zhang, Jin Ma, Weijun Gan, Wei Min,
Fengying Mao, and Qi Wang (2003). Active tectonic blocks and strong earth-
quakes in the continent of China. Science in China Series D: Earth Sciences, 46
(2):13–24. doi: 10.1002/cjg2.699.
140
C h a p t e r 6
CONCLUSION
With numerical models constrained by different geological and geophysical ob-
servations, we studied the lithosphere and mantle dynamics at different locations
over short and long timescales. With gravity and topography data, we investigated
the interactions between the mechanical strength and lithospheric deformations in
continental collision region. Our results provide some new insights into a compre-
hensive understanding of the lithosphere and mantle dynamics and demonstrate the
strength of integrating numerical models with observations in revealing complex
Earth processes.
In Chapter 2, we developed a multiphysics approach to simulate subduction zone
evolution and to predict subduction zone topography. We discussed the influences of
different geophysical, petrological and geochemical processes at subduction zones.
We show that surface geometry, surface processes, elasticity, and oceanic crust have
strong influences on the stress state and deformation within plates, water weakening
decouples the overriding plate and the subducting slab at the mantle wedge region
and contributes to the initiation of overriding plate failure, and oceanic crust has
similar effects with sediments on lubricating the subduction interface. We also
show that free slip surface topography and free surface topography have substantial
differences, and free surface topography is influenced by different processes though
adjusting the complex force balance. Our model of the New Hebrides Subduction
Zone explains the origin of isolated deep earthquakes and the difference in the
seismic intensities between the northern and southern deep earthquake clusters.
With the multiphysics approach we developed, we are able to predict subduction
zone topography as well as realistic slab behavior.
In Chapter 3, we tested the influence of inherited lithospheric heterogeneity on
subduction initiation. We built a geodynamic model for the Puysegur Incipient
Subduction Zone (PISZ) south of New Zealand. With a vertical preexisting weak
zone, the compression between two plates leads to the formation of a new thrust fault
on the subducting plate. Eventually, the thrust fault evolves into a new subduction
interface, while the preexisting weak zone becomes a vertical fault inboard of the
thrust fault. Our results are consistent with the two-fault system at PISZ, while the
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initial condition is very simple. Our model also provides important insights into how
subduction initiates at fracture zones and transform faults, where the initial weak
zone may have mechanically unfavorable dip angles. Strike-slip motions on the
Puysegur Ridge and the Puysegur subduction interface are ignored in our 2D model,
which may have some influence on the stress evolution during subduction initiation.
Since about 20 Ma, a large component of the relative plate motion between the
Australian plate and Pacific plate was absorbed by strike-slip movements on the
two faults, and the related accumulated plastic strain would have contributed to the
weakening of the faults. Without taking this into consideration, our 2D model may
predict a higher resistant force during the subduction initiation.
In Chapter 4, we investigated the scaling between damage zone thickness and fault
width with 3D dynamic rupture simulations. Our 3D dynamic rupture simulations
and fracture mechanics arguments indicate that damage zone thickness is ultimately
bounded in long faults by the limiting effect of seismogenic depth on the efficiency
of stress concentration near a rupture front. We provide a quantitative prediction of
the relation between limiting damage zone thickness, state of stress, dynamic fault
strength, off-fault yield strength and seismogenic depth, which we can compare to
field observations. We conclude that short term damage processes are essential in
the evolution of fault zone structure. In our simulations, we inhibit the effects of free
surface by increasing the cohesion near the free surface, which may be unrealistic.
The scaling between damage zone thickness and fault width can be influenced by
the free surface effects. For instance, free surface effects can contribute a factor 2,
resulting from the effective doubling of W by a mirror-image rupture.
In Chapter 5, we studied the interactions between mechanical strength and litho-
spheric deformations in continental collision region. Our results of Te and its
anisotropy in the Zagros-Himalaya belt and surrounding regions show good correla-
tions with other geological and geophysical data. Along plate boundaries, mountain
belts and major faults, Te is usually smaller than 30 km. In the basins, Te is between
30 - 60 km. In the stable cratons, Te is larger than 60 km. The weak direction of Te
anisotropy is a good indicator for the active deformation direction and agrees well
with the surface GPS and stress data. Our results suggest that mechanical weakening
is the dominate mechanism for the reduction of lithospheric strength in the regions
with low and intermediate Te values (< 60 km), while in the high Te (> 60 km) re-
gion, thermal weakening is more efficient modifying the lithospheric strength. The
uniform elastic plate assumption in the forward prediction step contradicts with the
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goal of mapping Te variations. We suggest that this assumption tends to smoothen
the actual Te variations in space, and the absolute Te values in our results may be
affected by this smoothening. However, our conclusion of the interactions between
Te and lithospheric deformation is unlikely to be affected since the general trends of
low and high of the Te variations are not changed by the smoothening.
Moving forward, the multiphysics geodynamic approach we developed is powerful
to simulate subduction zone evolution, while is currently computationally expensive.
Some further work is still needed in order to make it more efficient, e.g., including
adaptive mesh refinement to reduce the computation involved for high resolution
model. Lithospheric heterogeneities play important roles in influencing the long
term evolution of the lithosphere and mantle system, while the formation of these
heterogeneities is also related to short term damage processes. However, short and
long term processes are currently separated from each other in numerical models.
Combination of both short and long term processes in a consistent numerical model
is potentially an important direction. The mechanical strength and anisotropy are
important properties of the lithosphere, while no numerical models take advantage
of the variation of Te and its anisotropy estimated from gravity and topography
data. Incorporating this valuable piece of data into numerical models may con-
tribute to a better fitting between model predictions of lithospheric deformations
and observations.
