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I. INTRODUCTION 
la. The inertia of an n xn matrix A with complex elements is defined 
to be the integer triple In A = (T(A), v(A), 6(A)), where a(A) {v(A)} is the 
number of eigenvalues of A in the open right {left} half-plane, and S(A) is 
the number of eigenvalues on the imaginary axis. The best-known classical 
theorem on inertias is that of Sylvester [l, I p. 296; 21, which may be stated 
as: 
If P > 0 (positive dejnite), and H is Hermitian, then In PH = In H. 
Lyapunov’s theorem [3, p. 245; 1, II p. 187; 4,5] is less well-known: 
For a given A, there exists an H > 0 such that 
9q~H) = *(AH + HA*) > 0 
;f and only if In A = (n, 0, 0). 
Both classical theorems are contained in a generalization due to Taussky [6] 
and to Ostrowski and Schneider [7], which we shall call the 
MAIN INERTIA THEOREM. For a given A, there exists a Hermitian H such 
that W(AH) > 0 if and only if 6(A) = 0. If 92(AH) > 0, then In A = In H. 
1 b. In this paper we shall discuss the situation when we require only that 
W(AH) 2 0 (positive semidefinite). In this case the relation of In H to In A 
may be very complex and we shall here, in Section 2, solve the problem only 
in two special cases; first, under the assumption 
(1.1) All elementary divisors of imaginary roots (;f any) of A are linear, 
and second when A consists of just one Jordan block belonging to one ima- 
ginary root. 
* The research of the authors was supported by the National Science Foundation 
under Grant No. NSF G-19052 and by the Mathematics Research Center, United 
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We deduce two general existence theorems from these special cases: 
COROLLARY II. 1. For any A, there exists a nonsingular H such that 
SE(AH) 2 0. 
COROLLARY III. 1. For given A, there exists an H > 0 for which 
L%‘(AH) >_ 0 if and onZy if (1.1) holds and v(A) = 0. 
Corollary II. 1 was proved by Givens [8] for matrices satisfying (1.1). 
In Section 3, we discuss the relationships between the null-spaces&‘(H) 
and .N(W(AH)) and given subspaces .K of the (column) space on which 
these matrices act. Given a matrix A and subspace ~9~ of the space of all 
columns, Theorem V gives a necessary and sufficient condition for the 
existence of an H such that W(AH) 2 0 andX(W(AH)) =-V(H) =.N. In 
this case, In H < In A. Here we define 
In B < In A : 44 I 44, v(B) I v(A). 
This is a generalization of the Main Theorem, which is obtained from Theo- 
rem V by setting J = (0). Again, given a matrix A and subspace X, 
Therrem VI answers the question: when does M(B(AH)) 1 JY imply that 
N(H) 3 JY. This theorem generalizes the well-known result that %‘(AH) = 0 
implies that H = 0 if and only if LYE + ‘Yj # 0 for all pairs of eigenvalues 
ai, ‘~j of A. 
A matrix A is called H-stable if, for each Hermitian H, In AH = (n, 0, 0) 
if and only if H > 0 (cf. [7]). In [7], a necessary and sufficient condition was 
found for H-stability, but this was of the nature of an existence theorem. 
In Section 4 we provide an effective test for H-stability. Necessary conditions 
include that A be nonsingular, and 3(A) 2 0. Under these assumptions, 
we may determine H-stability by block-diagonalizing W(A) by a (complex) 
congruence transformation and examining the effect of this particular 
transformation on $(A) = (1/2i) (A - A*). 
Throughout our paper, we will assume that all matrices are n x n with 
complex elements, and matrices denoted by H and K are Hermitian. All 
triples w = (.rr, Y, 6) will have nonnegative integers as elements, and satisfy 
r + v + 6 = n, the order of A. We shall call such triples inertia tripbs. 
II. THE GENERAL INERTIA PROBLEM UNDER SPECIAL ASSUMPTIONS 
2a. If *@‘(AH) 2 0 and B = SAP’, K = SHS*, then 
W(BK) = Sg(AH) S* 2 0, 
and 
In A = In B, In H = In K, and In 9(AH) = In W(BK). 
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Thus we may often replace A by a matrix B similar to A, and H by a matrix 
K (complex) congruent to H. In particular, in proving many results it is 
convenient to assume that A is in some variant of the Jordan canonical form. 
An inequality obtained in this section, which relates the inertias (or ranks} 
of matrices A and H, will be said to be “bestpossible” if it satisfies the follow- 
ing: For a given A satisfying the conditions of the theorem, and any given 
inertia triple w {or, nonnegative integer r} satisfying the particular inequality, 
there exists a Hermitian H for which In H = w {or, rank H = Y} satisfying 
the conditions of the theorem. As an example, see Lemma 1. 
2b. LEMMA 1. Let A be a matrix with b(A) = 0. If H is Hermitian and 
@AH) 2 0, then In H 5 In A. This inquality is best possible, i.e., for any 
inertia triple w 2 In A there exists an Hfor which In H = w and @(AH) 2 0. 
PROOF. By the Main Inertia Theorem, there exists a Hermitian HI such 
that W(AH,) > 0, and In HI = In A. Set Ht = H + tHl. For all t > 0, 
W(AH,) = W(AH) + tS(AH,) > 0, whence, again by the Main Theorem, 
In Ht = In A. By the continuity of the eigenvalues of Ht as functions of t, 
we must have In H < In A. 
To prove the “best possible” part of the lemma, let w = (rr, Y, 6) be an 
inertia triple for which w _< In A. By the remark at the beginning of this 
section we may (as in the proof of the Main Theorem in [7]), assume A to be 
in the form 
where U, is a matrix with ones in the first superdiagonal and zeros elsewhere, 
and P is any positive number. Let H = I$+ @ Ji, where 
-1 
1 
. . . 
Ji = sign W(hi) . 
1 
0 
0 
. . 
has j$ ones on the diagonal, and 
0. 
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It is easily verified that g(AH) 2 0 for sufficiently small z, that rank 
9(&Z) = rr + V, and that In H = w. This completes the proof. 
THEOREM I. Let A be a given matrix fw which all elementary divisors of 
imaginary eigenvalues are linear. If H is a Hermitian matrix for which 
&‘(AH) 2 0, then 
n(H) I 44) + S(A), v(H) I 4-J) + S(A) 
and also we have 
rank a(AH) I n(A) + v(A). 
Zf equulity hoti in (2.2), then (2.1) can be strengthened to 
(2-l) 
(2.2) 
44) I a(H) I 44) + 6(A), v(A) I +-O I 4.4 + 6(A), (2.3) 
Inequalities (2.1)) (2.2) and (2.3) are each best possible. 
We shall use in this theorem and others the well-known result that all 
principal minors of H 2 0 are nonnegative; thus if hii = 0, then hij = h,, = 0 
for all j # i; or if Hii = 0, then Hij = Hji = 0 for any partitioning of H. 
PROOF OF THEOREM I. Since the elementary divisors of imaginary eigen- 
values are linear, we may suppose that 
where the hi are distinct and imaginary and S(A,,) = 0. Let H and W(AH) 
be partitioned conformably with A. Then, for 1 < i 5 q - 1, 
W(AH),i = i (XiHii - hiHi,) = 0, 
and thus, since SP(AH) 2 0, B(AH), = 0 for all distinct i, j. But for 
1 I j 2 q - 1 and j < i I q, W(AH), = 4 (A, - &Ii) Hi, and as 
Ai, - &Ii is nonsingular, we must have Hij = Hji = 0. Thus we have 
and 
H=$@H,, (2.4) 
i-l 
W(AH) = 0 @ L%(A~&.~). (2.5) 
We note that (2.5) immediately yields (2.2), as order A,, = ?z(A) + v(A). 
Since S(A,,) = 0, and &4,J3,,) 2 0, we may apply Lemma 1 and obtain 
that In H,, I In A,,. From (2.4) and order (EE: @ H,,) = S(A), we deduce 
that (2.1) holds. 
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If equality holds in (2.2), then clearly, W(A,,H,,) > 0, by (2.5), and by 
the Main Theorem, In H,, - In A,,. Now (2.3) is obvious. 
We shall prove that (2.1) is best possible. (Proofs for (2.2) and (2.3) are 
similar.) Let w = (rr, Y, S) be an inertia triple for which 
7.r I n(A) + S(A), v I v(A) + 6(A). 
We may write v = 7r1 + ~a, v = “1 + v2 where ~a 5 z(A), v2 5 v(A). By 
Lemma 1, there is an H,, for which B(A,,H,,) 2 0, and a(H,,) = ~a, 
v(H,,) = v2. Since, for i < Q, W(AjjHji) = 0 for any Hia, we choose 
H,, = EiIt Hji as a diagonal matrix so that n(H,) = rr, v(H,,) = or and then 
for H = H,, 63 H,,, In H = w and 9(AH) 2 0. 
2c. Our next theorem concerns a matrix consisting of a single Jordan 
block A = AI + U. where h is imaginary, and U is the matrix with ones on 
the first superdiagonal and zeros elsewhere (if A has order 1, we take U = 0). 
THEOREM II. Let A = AI + U. If H is a Hermitian matrix for which 
K = W(AH) 2 0, and ifrank H = I, rank K = s, then 
2s < Y (2.6) 
[r(H)-v(H)/ I 1 (2.7) 
hfj = 0 ;f i+j>r+l (2.8) 
kij = Q (hi.j+l + k+l,j); kii = 0 if i > ~12 OT j > ~12, (2.9) 
where hi,n+l = h,+l,i = 0. 
These inequalities are best possible in the following strong sense : 
Given integers r, s, 0 5 2s 5 r 5 n and an inertia triple w = (a, v, 8) for 
which r + v = Y  and 1 T - v 1 < 1, there exists an H for which B?(AH) 2 0, 
s = rank W(AH), and w = In H. 
To make clear the meaning of conditions (2.8) and (2.9) we shall represent 
by Fig. I the most general H and K satisfying (2.8) and (2.9). Matrices 
of even and odd order differ slightly and therefore we shall illustrate both the 
case n = 5 and n = 6. Below, . represents a 0 element, x an element not 
necessarily 0, and x - x indicates that the sum of the two linked elements is 0. 
In the proof of theorem II we shall use a theorem of Cauchy’s on the 
separation of eigenvalues of a Hermitian matrix by the eigenvalues of a 
principal minor ([9; 10, p. 75; 11, p. 751). Thus let H be Hermitian of order n 
and let L be a submatrix of order n - m. If the eigenvalues of H and L are 
ordered in magnitude: 
and h,(L) 2 h(L) 2 ... 2 L,,(H) 
hi(H) 2 h(L) 2 b+m(H)t i = 1, ..., 71 - m. 
H 
x x x x x 
/ / x x x x . 
/ n=5 x x x . _ 
L I 
‘x’ 
II/ *. . . . . . 
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x x . . . 
x x . . . 
. f  . . . 
1 
. . . . . . . . . . 
xxxx.. 
n=6 
x/x/x * * * 
7 . * * * . . . . . I 
x x x x x x 
/ / 
x x x x x . 
/ 
I 
xxx... 
xxx... 
xxx... 
. . . . . . 
. . . . . . 
. . . . . . 
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We shall also note that if r = 2r’, then (2.9) asserts that r(H) = v(H) = r’, 
while if r = 27’ + 1 then one of r(H), v(H) is Y’ and the other r’ + 1. 
PROOFOFTHEOREM II. Wefirstnotethat 
K = @AH) = *(AH + UH - XH + HU*) = W(UH). 
To avoid “boundary problems” we define the infinite matrices 
U’ = (Uij), i, j = 1,2, a-. by %,i+l = 
1 
and 
I(~,~ = Q otherwise 
H’ = (hk), i, j = 1,2, --. by 
I 
hij = hi,, i I n, j 5 n 
h& = 0 otherwise 
Then K’ = L%‘( U’H’) = 9( UH) 0. We shall prove the theorem for H’ and 
K’, while for convenience we write H for H’, K for K’. 
Our argument rests on the easily checked result: 
kj = &i,i+l + k+i.i), i, j = 1, 2, -a. (2.10) 
If  H = 0, the theorem is trivial. We suppose then that H # 0, and let t be 
the largest integer for which there exists a nonzero hi9 with i + j = t + 1. 
By (2.10), kii = 0 if i > t/2. Thus, as K 2 0, and, using (2.10) again, we 
obtain 
hsj = i(h,+l,i + /z,,~+~) = 0 if i > t/2, (2.11) 
This implies that s = rank K < t/2. 
7 
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Also, by (2.11), 
h‘j = (- l)t-ik,, for i+ j=t+l, i>t/2. 
hi, = ij, = (- l)~%tl for i+ j=t+l, j>t/2. 
Thus by our choice oft, k,, # 0, whence k,, # 0 for all j, j with i + j = t + 1. 
From this we deduce that t I n, and I = rank H = t, and (2.6), (24, and 
(2.9) are proved. To prove (2.7) we shall apply the theorem of Cauchy we 
have quoted before the proof of this theorem to the matrix H and the prin- 
cipal submatrix 
L = (hi,) (r + 1)/2 < i, j I n. 
Here L = (0) is of order II - m, where m = [(r + 1)/2], the integral part of 
!h:s1)‘2* , 
Lm(H) 2 La(L) = 0 = 4(L) 2 L+lW) 
whence 
But 
?r(H) S m, v(H) < tn. (2.12) 
71(H)+Y(H)=r22m-1, 
so that 
?r(H)>m-1, v(H)>m-1 (2.13) 
and now (2.12) and (2.13) yield (2.7). 
Suppose 0 < 2s I Y I n, and w = (r, Y, a), with rr + v = Y and 
1 r - v 1 < 1. We define an H for which @AH) 2 0, s = rank .f%(AH), 
and w = In H. For 1 < i I j S; 11 we define h,, = jis, = (-l)Goj,, where 
Sk= 2/-i 
/ 
(- l)r@ if k is even and k g 2s, 
ifk = r, r is even and I > 2s, 
(- l)+r)l*(v - 7r) ifk = randrisodd, 
0 otherwise. 
2d. COROLLARY II. 1. For any A, there edits a nonsingub H fm wfih 
@AH) r 0. 
PRooF. We may assume that 
A = 2 %3 A<t, 
f-l 
(2.14) 
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where order A,, = n(A) + v(A), S(A,,) = 0, and for i = I, a”, q - I, 
Aii = hil, + Ui, 
order Aii = mi, and Xi is imaginary. By the Main Theorem, there exists an 
H,, for which W(A,,H,,) > 0. For i = 1, ..., q - 1, we may find a non- 
singular Hii for which .!%(A,,H,,) >_ 0 by Theorem II. Certainly 
H=$@ Hi, 
i=l 
will satisfy the conditions of the theorem. 
COROLLARY II. 2. I f  B?(AH) 2 0, then 
rank W(AH) I m(A) + v(A) + 2 [42] 
i-1 
(2.15) 
where vi, i = 1, “‘, p, are the degrees of the elementary divisors belonging to 
pure imaginary roots of A. The inequality (2.15) is best possible. 
PROOF. We assume that A is in the form (2.14), with p + 1 = q, and 
we partition H conformably. Since 9#(AiiH<i) = W(AH),, 2 0, i = 1, ‘a’, p, 
by Theorem II. W(A<,Hii) has at most [uJ2] nonzero rows. Thus W(AH) has 
at most n(A) + v(A) + El, [0,/2] nonzero rows; hence (2.15) is proved. 
That (2.15) is best possible is obvious from the best possible inequalities 
(2.2) and (2.6), using block diagonal H. 
2e. THEOREM III. Let A be giwm. If H 2 0 and @AH) 2 0, then 
rank H I m(A) + p(A), (2.16) 
where p(A) is the number of elementary divisors of imaginary roots of A. The 
inequality (2.16) is best possible for H 2 0. 
PROOF. We again assume that A is in form (2.14), and we partition H 
conformably. We note that both H,, 2 0 and W(A,,H,,) 2 0, i = 1, **., q. 
For i = 1, ‘“, p = q - 1, this implies that rank H,, = 1, by (2.7). By 
Lemma 1, rank HpQ = n(H,,) 5 r(A,,) = v(A), as S(A,,) = 0. Asp(A) = p, 
it follows that 
2 rank & I 1T(A) + p(A). 
i-l 
We complete the proof by showing that 
rank H 5 2 rank H,, = Y. 
i-1 
(2.17) 
(2.18) 
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AS Hii 2 0, i = 1, **., q, there exist unitary Vii such that USzHiiUii is diago- 
nal. We set U = J$‘-, @ 17,~ and note that U*HU has at most r nonzero 
diagonal elements, and hence, as U*HU 2 0, at most T nonzero rows. This 
proves (2.18), and with (2.17), we have proved (2.16). 
That (2.16) is best possible is obvious from Lemma 1, Theorem II, and 
Corollary II. 1. 
2f. COROLLARY III. 1. Let A be given. There edits un H > 0 for which 
9(AH) r 0 if and otu’y ;I v(A) = 0 and (1.1) holds. 
PROOF. In general, p(A) _< S(A); (1.1) is equivalent to p(A) = S(A). 
It follows that m(A) + p(A) = n = a(A) + v(A) + S(A) if and only if 
u(A) = 0 and (1 .l) holds. The corollary now follows from Theorem III, 
the sufficiency following from the best possible property of (2.16). 
COROLLARY III. 2. If 9?(A) 2 0 and H > 0, then all elementary divisors 
of imaginary eigenvalues (if any) of AH are linear. In particular, this is true of 
A itserf. 
PROOP. Let B = AH and K = H-l > 0, then A = BK and this corol- 
lary follows from Corollary III. 1 applied to B and K. 
For AI = A, this result is part of Theorem 2 of [7]. 
2g. We shall use Lemma 2 in Section III. It is interesting to compare 
Lemmas 1 and 2. 
LEMMA 2. Let A be any matrix and H be a nonskgular Hermitian matrix 
fat which W(AH) ;L 0, then In A < In H. If, in addition, S(A) = 0, then 
In A = In H. 
PROOF. We let B = AH, K = H-l, and apply Corollary 4 to Theorem 1 
of [7] to B and K. We have In A = In BK < In K = In H-l = In H. 
(We see by the proof of Theorem I that this inequality is best possible if all 
elementary divisors of imaginary eigenvalues are linear.) The statement of 
equality when S(A) = 0 follows from Lemma 1, and what has already been 
proved. 
III. THE INERTIA PROBLEM WITH PRRSCRIBED NULLSPACES 
3a. Let w be a subspace of V (the n-dimensional space of all columns); 
thenwA = {y : y*x = 0 for all x in7Y). We may find an orthonormal basis 
111, *.e, u,, of Y, so that ur, ..., u, is a basis of WI and u,+r, s-e, u,, is a basis 
of w. Let u = [u,, ..*, u,,], a unitary matrix. For any matrix B, B’ = U*BU 
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with respect to the basis ur, ..., u,, is the same transformation as B with respect 
to the usual basis e,, ... , e,,. It is clear that in the proofs below we may simul- 
taneously replace all matrices B by U*BU, and thenricrl is spanned by the 
first r unit vectors and YP” the last rz - T unit vectors. 
We will say that B is in form (3.1) with respect to??‘- when we have replaced 
B by B’ = V*BU, and partitioned 3 (actually B’) in the following way: 
B = [z z] , where B,, = [&I, 1 I i, j I Y, etc. (3.1) 
We will, in several proofs, let w = N(B), where .N(B)is the nullspace of B. 
Then for B in form (3.1), we have 
B = [ii: ;] , (3.2) 
where the rank of 41 [ I 41 is full. I f  B is Hermitian, then also B,, = 0, and B,, 
is nonsingular. For B in form (3.2), M(B) 5 M(C) is equivalent to C,, = 0 
and C,, = 0. 
In other proofs, B will map a subspace #‘-l into itself: BWlc YYI; then 
we shall use (B IYY~) to denote the restriction of B to %+‘-I. When B is in 
form (3.1) with respect to w, BWL G YYL is equivalent to B,, = 0, and to 
B*YYs YY and then (B [wl) = B,,, (B* \*w) = B,,. Thus 
InB=InB,,+InB,,=In(B/~‘)+In(B*)rlL^), (3.3) 
since In B,, = In B,*,. 
It seems preferable to us to state our theorems in terms of subspaces, 
thus avoiding the dilemma of either constantly referring to unitary similarity 
transformations or else restricting ourselves to special cases. In the proofs, 
however, we shall usually go to a pure matrix form of our theorems. 
For example, Theorem IV below is equivalent to: 
If C%‘(AH) 2 0 and H = HI, @ 0, HI, nonsingular, then for confmmably 
pa&timed A, 
W(AH) = W(A,,H,,) cT3 0 (3.4) 
A,, = 0 (3.5) 
In A,, < In H. (3.6) 
This is the form of the proposition we shall prove. 
Our definition of In A 5 In B will be carried over to the case where A 
and B are square matrices of perhaps different orders. For such matrices 
we define 
and 
In A 5 In B if 44 I +4), v(B) I v(B). 
In A = In B if +J) = +), v(A) = v(B). 
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3b. THEOREM IV. IfW(AH)2 0 then 
-4@f(~fo) 2 Jqw, 
and 
AN( s N(H)l, 
In (A IN(ZZZ)~) < In H. 
(3.4) 
W) 
(3.6) 
PROOF. We may assume that all’ matrices are in form (3.1) with respect 
toM(H); thus H = H,, @ 0, where H,, is nonsingular. Then 
so, since W(AH) 2 0, A,,H,, = 0 and A,r = 0 follows. Thus (3.5) is proved. 
For (3.4) we simply note that W(AH) = W(A,,Hll) @ 0, and to prove 
(3.6) we note that W(A,,H,,) 2 0, whence, by Lemma 2, 
In A,, _< In HI, = In H. 
We remark that (3.4) is also a consequence of the following easily-proved 
assertions (with B = AH): 
N(AH)z J’-(H), (3.7) 
.-K@‘(B))? M(B), if W(B) 2 0. (3.8) 
The first corollary generalizes Lemma 2. 
COROLLARY IV. 1. If W(AH) 2 0 and In (A* IN(H)) = (0, 0, a), then 
In A = In (A IJV”(H)~) < In H. 
PROOF. The proof follows immediately from (3.3) (with7Clr =N(H)) and 
Theorem IV. 
COROLLARY IV. 2. If g(AH) 2 0 and rank A = rank &?(AH), then 
In A = In (A IN(H),) < In H. 
PROOF. We may assume H = H,, @ 0 and A,, = 0. Then, using (3.8), 
rank A 2 rank A,, 2 rank A,,H,, 2 rank 92(A,,H,,) = rank 9(AH), and 
by our hypotheses we must have equality throughout. Rank A = rank A,, 
implies that A,, = , 0 and hence In (A* IN(H)) = (0, 0, 8). We apply 
Corollary IV. 1 to complete the proof. 
The following lemma reduces to Lemma 1 when M(H) = 0. 
LEMMA 3. Suppose that 9?(AH) 2 0 and S(A IN(H)*) = 0. Tkm 
In H = In (A JJV(H)~) I In A. 
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PROOF. We assume as usual that H = Hi, CB 0, with Hi, nonsingular. 
Then 
ByAH) = W(A,,H,,) a3 0. 
As H,, is nonsingular and 
S(A \JV-(H)~) = S(A,,) = 0, 
we must have 
In H = In HI, = In (A IN(H)‘) 5 In A, 
by Lemma 2. 
THEORRM V. (Generalization of the Main Inertia Theorem). Let A be a 
given matrix and JV a given subspace. There exists a Hermitian H swh that 
W(AH) 2 0 
and 
J’-(@(AH)) =./V(H) =N 
if and only if 
AMls .NL 
S(A)NL)=O 
If (3.9) and (3.10) hold, then 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
In H = In (A (XL) < In A. 
PROOF. Suppose that (3.11) and (3.12) hold. We may assume that A 
is in form (3.1) with respect to N; then A,, = 0 and &(A,,) = 0. By the 
Main Theorem, there exists a nonsingular Hi, such that W(A,,H,,) > 0. 
Let H = H,, @ 0. Then W(AH) = B!(A,,H,l) $0 2 0, and, as both 
B?(A,,H,,) and HI, are nonsingular, (3.9) and (3.10) hold. 
Conversely, suppose we are given matrices A and H satisfying (3.9) and 
(3.10). Setting H = HI, @ 0, where HI, is nonsingular, we see that (3.11) 
is part of Theorem IV. Also B?(A,,H,,) = W(AH),, 2 0. By (3.10), W(AH),, 
is nonsingular; hence 6(A,,) = 0 by the Main Theorem. This is (3.12). 
If (3.9) and (3.10) hold, then we have proved (3.12). By Lemma 3, 
COROLLARY V. 1. If 3?(AH) 2 0 and rank B(AH) = rank H, then 
InH=In(A)N(H)J-)<InA. 
PROOF. By Theorem IV, N(B(AH)) =X(H). The result follows from 
Theorem V. 
442 CARLSONANDSCHNEIDER 
COROLLARY V. 2. If 9(4H) 2 0 and 
rank &4H) = rank H = ~(4) + v(A), 
then In H = In A. 
PROOF. Assuming that H = HI, @ 0, we have A, = 0 and 
@(A1,Hl,) > 0. We must have 6(A,,) = 0, and by our hypothesis, 
rank H = rank H,, = 7r(-4r,) + v(A,) = s(A) + v(A). 
Then In H = In Hi, = In A,, = In A, and the proof is completed. 
3d. In Theorem V we found necessary and suiIicient conditions for the 
existence of a K for which &?(AK) 2 0 and Jlr =X(K) =N(a(AK)), 
X being given. Now we shall attack the following problem. Suppose there is 
one K satisfying these conditions. By Theorem IV we know that for every H 
with g(AH) 2 0 and Jlr(W(AH) =Jlr we have J’(H)c M. Under what 
conditions can we conclude thatJlr(H) =JY for all such H. 
If A and B are square matrices of order II and p respectively, we shall 
denote by T(A, B) the produce m(ai + &) over all pairs of eigenvalues of A 
andB. 
We shall write’ T(A) = T(A, A*). If A is an empty matrix (i.e., operator 
or a O-dimensional space) consistency conditions connected with direct sums 
of matrices force us to put T(A, B) = 1, and this is in conformity with the 
usual convention that the empty product is 1. 
We remark that in the next theorem we have omitted the usual hypothesis 
that W(AH) 2 0. 
3e. THEOREM VI. Let .M be a subspace of 9‘” and A a matrix for which 
A/V-l E ML. If 
T(A IMA, A* IM) T(A* 1-K) # 0, (3.13) 
then N(&?( AH)) 2 J’-l im@k that M( H)z N. ConwerseZy, if
T(A I/V-, A* 1.N) T(A* I&-) = 0, (3.14) 
then there exists an H such thut.N(9(AH))~ JV”, but M(H)+ .N. 
We remark that if JY = Y in Theorem VI then (A IML) is an empty 
matrix, whence T(A 1x1, A* /Jr/-) T(A* 1~9”) = T(A*) = T(A). Thus in 
this case the theorem reduces to the knower result that there exists a nonzero 
H such that %‘(AH) = 0 if and only if T(A) = 0, [1, Vol. II, p. 225; 7J This 
result will be used in the proof of theorem. 
1 In [7] n(A) was written instead of T(A). 
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PROOF OF THEOREM VI. We assume A is (and all H are) in the form 
(3.1) with respect to J, Our assumptions on A now state that A,, = 0. 
%F= 
T(A,,, Aa*a) T(AZ) = T(A 1.N*, A* IA-) ?-(A* IN-) # 0. 
Now suppose that 
%%2KJ = 0, & b%,H,, + GG + 4&d = 0 
(M(S(AH)) 1 N). Since T(A,,) # 0, we obtain H,, = 0, whence 
-kC%,H,, + Hw%3 = 0, and so Hi, = H,, = 0 by T(A,,, A,) # 0. 
Hence H = H,, @ 0, orA” X. 
Conversely, suppose that T(&, A&) T(A,*,) = 0. We consider two cases. 
(a) T(A,,, Ata) # 0. In this case Z’(A$ = 0, and there exists nonzero 
H,, such that W(&HaJ = 0, and just because T(A,,, A,*,) # 0 there exists 
HI, such that A,,H,, + H,,A: = - A,H,,. 
(8) V4,, A:) = 0. This time we set Hzz = 0, and our condition now 
guarantees the existence of a nonzero HI, for which AllHI, + H,,A,*, = 0. 
In both cases, W(AH) = W(AH),, @ 0, while either Hm # 0 or H,, # 0. 
Thus N(S(AH))a ,A’- but N(H)? X, and the theorem is proved. 
COROLLARY VI. 1. Let B(AH) 2 0 and set JV = N(.@(AH)). I’ 
A.Nl c Ml, and (3.13) ho&is, thewV(L%‘(AH)) =.,4’-(H). 
PROOF. By Theorem IV, AN( E M(H)“, and .N(B(AH))z M(H) 
But as (3.13) holds,.A’-(H)z .K =.N(g(AH)). 
COROLLARY VI. 2. Let g(m) > 0 and A’- =k”(K) =N(9(AK)). If 
(3.23) hoi& then W(AH) 2 0 mid J’-(@(AH)) =J’- impZ~~ Jy =M(H). 
Conwrsely, if (3.14) kids, there exists an H such that W(AH) 2 0 and 
.N(W(AH)) =NyetN(H) CM. 
(Here C means “properly contained in.“) 
PROOF. From the assumptions of the corollary we deduce that 
A&J- c Xi. Hence Theorem VI applies, and therefore we deduce from (3.13) 
and A”(a(AH)) =J that M(H)2 M. But, since W(AH) 2 0, we &JO have 
.N(B(AH))z N(H), whence .X =M(H). 
Now suppose that (3.14) holds. We partition our matrices corresponding 
toX. As usual we may assume that K = K,, @ 0, where Kll is nonsingular, 
and @(AK) = B(AK),, @ 0, where s%(AK)~, > 0. By Theorem VI, we 
444 CARLSON AND SCHNEIDER 
can find a Hermitian L such that either L,, # 0 or I,,, # 0 ( K(L)? J1T) 
with .%‘(AL) = a(AL),, @ 0 (.N(.%(AL))2 A’). Thus if E > 0 is sufficiently 
small and H = K + EL then H,, is nonsingular (d’“(H) c N), and either 
HI2 # 0 or H,, # 0 (N(H)? A”, whence&(H) CM), 
g(AH),, = W(AK),, + QB(AL),~ > 0, W(AH) = W(AH),, $0 
whence W(AH)z 0 and N(W(AH)) =A’-. The corollary is proved. 
AS a final corollary to Theorem VI, we shall combine the results of Theo- 
rem V and of Corollary VI. 2, into a single statement. 
COROLLARY VI. 3. Let A be a matrix, Jlr a subspace of -L-. The following 
two sets of properties are equivalent. 
JVA’G Jy=L, S(A ) N-l) = 0, 
and 
T(A I& A* IN-) T(A* I./V) # 0 (3.15) 
There exists a Hermitian H such that W(AH) 2 0 and 
Jlr@%‘(AH)) =Jlr, and for every such H, M =X(H). (3.16) 
IV. AN EFFECTIVE TJZST FOR H-STABILITY 
4a. By examining Theorem 2 of [7] and the proof of Theorem 4 of [7], 
it is easy to see that Theorem 4 of [7] may be restated in a somewhat more 
precise form. We call this the 
IMPROVED FORM OF THEOREM 4 OF [7]. Let A be a matrix for which 
W(A) 2 0. If there exists an H > 0 such that S(AH) = k then there exists a B 
complex congruent to A which has a skew-Hermitian direct summand of order k. 
Thus B = B,, @ iR,,, Rz2 Hermitian of order k. In the special case 
k = 0, R,, is empty; i.e., B = B,,. This will be used in the proof of the next 
theorem. We also require a lemma. 
If B is complex congruent to A (B = S*AS, where S is nonsingular) we 
shall write B N A. 
LEMMA 4. Let A = P + iQ, A’ = P’ + iQ’, where P, P’, Q, Q’ are all 
Hermitian, and P = P,, @ 0, PI, > 0, P’ = PI, @ 0 (partitioned confor- 
mably). If A N A’, then Qea N Qi2 
PROOF. Suppose A’ = S*AS, where S is nonsingular. We partition 
P’, Q, Q’ conformably with P; then 0 = P.& = S&Pl,S,,. If x is any column 
of Siz, 0 = x*P,,x, whence x = 0 since PI, > 0. Hence S,, = 0 and Sa, 
must be nonsingular. We deduce that Qh, = S,*,Q,,S,,. 
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THEOREM VII. Let A be a nonsingular matrix with %?(A) 2 0, and suppose 
that 
$n,n 6(AH) = k. (4.1) 
Let A - A’ = P + iQ; P, Q Hermitian, with P = P,, @ 0 and P,, > 0. 
If Q is partitioned conformably with P, then rank Qaa = k. 
In particular, A is H-stable if and only ifQzz = 0. 
PROOF. (a) We set s = rankQ,,, and shall first show that s I k. Since 
Qaa is Hermitian, Qaa has a nonsingular principal minor L,, of order s, which 
by a cogradient permutation of rows and columns of Qz2 may be brought 
into bottom right position. Repartitioning, we have A - A’ = K + iL, 
where order K,, = order L,, = s, K = K,, @ 0, and L,, is non-singular. 
Define S by 
S=[-LiiLzl ; * 1
An easy computation shows that 
S*KS = K,, G3 0, SLS = (L,, - L,,L;;6,‘LL,) @ L,,. 
It is clear that 6 = G(S*A’S) 2 s, and since S*-l(S*A’S) S* = A’(SS*) 
and SS* > 0, we must have 6 = S(A’(SS*)) = b(AH) for some H > 0. 
Thus s _< 6 _< k, by (4.1). 
(b) We next show that s 2 k. By the improved version of Theorem 4 
of [7], there exists a B - A - A’ with B = C @ iRs3, with R,, Hermitian, 
of order k. (The reason for our choice of subscripts will be clear later.) 
AS B is nonsingular, rank R,, = k. We apply a congruence transformation 
to C and we obtain B N B’ = C’ $ iR,,, and 
W(C’) = s,, CT3 0, s,, > 0. 
Thus if R’ = 4(B’) is partitioned conformably, then 
so that the minor complementary to R,, is R,, @ R,,. Note that order 
S,, = order P,, since A’ N B’. Hence we can apply Lemma 4, and obtain 
CR,, @ &) - Qzz, whence 
s = rankQ,, = rank (R,, @ Rs3) 2 rank R, = k. 
As s 5 k by (a), s = k. 
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We have proved Theorem VII (and incidentally also that R.& = 0.) 
We conclude with a consequence of H-stability. 
COROLLARY VII. 1. If A has order n and is H-stable, then rank W(A) 2 n/2. 
PROOF. As in Theorem 4.2, A -A’=P+iQ, where P=P,,$O 
and P,, > 0. By Theorem 4.2, Qsa = 0. Thus 
As rank &‘(A) = order P,,, obviously rank A’ _( 2 rank Pll. But A’ (-A) 
must be nonsingular; hence rank PI, 2 n/2. 
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