Introduction
Along with the ceaseless development of social productivity, human life, production and scientific research activities are becoming more and more complex. Recognition is the most basic and important activities in human life, production and scientific research. It is the demand of the development of human productivity to use a machine, which helps realize the automatic pattern recognition. Developed on the basis of statistical learning theory [1] , Support Vector Machine (SVM) is one of the advanced machine learning algorithm in the area of pattern identification [2, 3] . Due to using the principle of structural risk minimization instead of empirical risk minimization, SVM can handle the problem of small sample size better. As a result of using the idea of kernel function, it can turn the problem from nonlinear space to linear space in order to reduce the complex rate of the problem [4] .
The classification of nonlinear problem has been resolved effectively by SVM with kernel functions, while different kinds of kernel functions can lead to different performance of classification results [5] . Kernel function display a very important role in SVM, linear algorithm can be non-linear and non-linear pattern recognition problem in original input space can be solved by using it. The curse of dimensionality problem could be avoided cleverly by introducing kernel function into SVM.
It is generally believed that there is no more important problems than the nonlinearity of examples from actual space and dimensionality reduction of examples space during the course of the research of recognition [6] . As a key factor of the success of the support vector machine, a more novel theory and more valid method to such problems as nonlinearity of swatch and dimensionality reduction, kernel function theory has attracted sweeping researchers to apply it to existing pattern recognition field and develop it.
The kernel model's scarcity is an important criterion to evaluate a kernel model, good or bad, so how to construct a sparse kernel model is a hot topic in machine learning field. There are two main strategies to establish a kernel model: convex optimization method and greedy method [7, 8] . Using convex optimization method can get the only one global optimal solution and wouldn't get the local optimal solution. The representative model using convex optimization is the support vector machines. The greedy method can get the optimal solution very fast, which produces the optimal solution is not always the global optimal solution, is the global optimal solution or the approximation of global optimal solution. Kernel matching pursuit, projection pursuit and orthogonal least squares; the three models are the examples that use the greedy method [9] . SVM showed excellent performances in solving small size samples, nonlinear and high dimensional pattern recognition problems. Compared with support vector machine models, the kernel matching pursuit has equivalent performance and better scarcity and less computational complexity. The orthogonal least squares model is a simple and high-efficiency model, and it has the characteristics of non-linear model with linear weight, good generalization performance and scarcity.
Next, we describe the SVM and its algorithm.
SVM and its algorithm
Support vector machine is a new machine learning technique developed from the middle of the 1990s by Vlaimir Vapnik. Support vector machine is a very specific class of algorithms, characterized by the use of a maximal margin hyper-plane the theory of kernels, the absence of local minima, convex optimization the sparseness of the solution, Mercer's theorem and the capacity control obtained by acting on the margin [10] . A large number of experiments have shown that support vector machine has not only simpler structure, but also better performance, especially its better generalization ability. The support vector machine approach was originally developed to solve binary classification problems. The basic idea of SVM is that [11] : Select a set of feature subset from the training set and make the feature subset linear division is equivalent to the entire data set divided. Based on limited sample information, SVM finds the best compromise in the complexity of the model (Learning accuracy of a particular sample) and the learning ability (the ability to identify any sample with no error), to obtain the best generalization ability [12] . Theoretically, this is approximation of structural risk minimization principle. In the condition of fixed machine learning experience risk, minimize VC confidence, and then minimize expected risk sector, to obtain linearly separable classification surface optimization.
In SVM, different kernel function and parameter selection has important implications for algorithm. There are four categories kernel functions in researches and applications.
1) Linear kernel function (1) ( , ) .
The SVM in the function is the hyper plane in sample space.
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The SVM in the function is q-order polynomial classifier.
3) RBF kernel function
Each general function centre corresponds to a support vector. Output power value is automatically determined by the algorithm.
The SVM is multilayer perceptron containing a hidden layer. Hidden nodes are determined automatically by the algorithm.
Improvement of kernels function
Currently, humans usually construct a kernel model using only one type of kernel function, but it is inadequate for some data that the data has different structures, so we will use mixed kernels for this question. We construct a regression model using the orthogonal least squares method and mixed kernels and use the repeated weighted boosting research to speed up the search. It has been proved that the repeated weighted boosting search is a simple and effective global optimization search algorithm, so the model we constructed by using the orthogonal least squares regression, tenable mixed kernels and repeated weighted boosting search has a good scarcity and generalization performance.
Many different types of kernel functions are combined in a certain way; the new mixed kernel function is suitable for non-linear relationship problems.
Polynomial kernel function is a common kernel function, with features of good generalization ability and weak learning ability. Gaussian kernel is typically localized kernel. With the increase of parameters, its scalability gradually weaken.
If these two kernels are combined linearly, the new mixed kernel function is
where K1 is the Gaussian kernel function, K2 is the Polynomial kernel function. If 
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where  is the right combination weighting factor of mixed kernel function. 
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,  is the selected threshold. Then a regression of mixed kernels function is obtained.
Results
The experiment is carried on with classic artificial data. Because of strong signal shock of artificial data, it is used to check the reliability of thinning model. Generate 400 equally spaced data points from noisy data. Using crossvalidation method, select 200 even point for training, and the remaining 200 odd points for testing.
As illustrated by Figs 1-3 , compared with the Gaussian kernel, in the mixed kernel function of Gaussian and Polynomial kernel function, time consumption reduced with low accuracy. It improves time efficiency at the expense of accuracy. Compared with the Gaussian kernel, in the mixed kernel function of Gaussian and Wavelet function, time performance improved significantly, and scarcity and generalization ability of the model remains in the same performance. The data is generated in the way:
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produce 1000 sample points, 500 points are selected as the training data, and the remaining 500 points as the test data.
The input data is
In three-dimensional graphics drawing, take the two components of x as x and y, output is z. Fitting experiments are carried on with Gaussian kernel function, the mixed kernel function of Gaussian and Polynomial kernel function, the mixed kernel function of Gaussian and Wavelet function. As shown in Tables 3-5 , compared with the Gaussian kernel, in the mixed kernel function of Gaussian and Polynomial kernel function, time consumption reduced with low accuracy. It improves time efficiency at the expense of accuracy. Compared with the Gaussian kernel, in the mixed kernel function of Gaussian and Wavelet function, time performance improved significantly, and scarcity and generalization ability of the model remains in the same performance. Image target recognition is one of the most attractive areas in the field of image understanding and computer vision. It has wide usability in commercial area, civil area and military area. The pattern analysis technology based on kernel methods is a new technology of good performance and strict theory, and has been used in image target recognition.
An experiment is designed, which carried on the Matlab7.4.0 in computer with Pentium1.50GHZ CPU and Windows XP operate system. In this experiment, we have established a number of shapes as simulation data to prove the ability of the algorithm. A is the data dealed with Gaussian kernel function. B is the data dealt with by the mixed kernel function of Gaussian and Polynomial kernel function. C is the data dealt with by the mixed kernel function of Gaussian and Wavelet function. 
Conclusion
This paper has shown an improved SVM with two mixed kernel functions. With the new mixed kernel functions, we check different parameters, showing good time efficiency and accuracy. And then, in image recognition we used SVM with two mixed kernel functions, the mixed kernel function of Gaussian and Wavelet function is suitable for more states.
In actual use of the SVM, we can choose different kernel function based on our needs. R e f e r e n c e s
