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1. Introduction
In this paper, we study the existence of positive periodic solutions of p-Laplacian with nonlinear and periodic sources
∂u
∂t
= div(|∇u|p−2∇u)+ α(x, t)uq, (x, t) ∈ Ω ×R, (1.1)
subject to homogeneous boundary value condition and periodic condition
u(x, t) = 0, x ∈ ∂Ω, t ∈R, (1.2)
u(x, t) = u(x, t + ω), x ∈ Ω, t ∈R, (1.3)
where Ω ⊂ RN is a bounded domain with smooth boundary, q  0, p > 1 are all constants and α(x, t) is an appropriately
smooth and positive function which is periodic in time with periodicity ω > 0.
Since the last century, periodic parabolic equations have been the subject of extensive study, see for example [1–9].
Among the earliest works of this aspect, we refer to Seidman [10] (1975), in which one can ﬁnd the related result for the
special case of Eq. (1.1), namely
∂u
∂t
= div(|∇u|p−2∇u)+ α(x, t), (x, t) ∈ Ω ×R. (1.4)
The author establishes the existence of nontrivial periodic solutions for any p  2 and α(x, t) ≡ 0. However, it is worth
mentioning the work by Beltramo and Hess [6] (1984), who considered the linear case of Eq. (1.1), namely
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∂u
∂t
= u + α(x, t)u.
It is shown that only for some special α(x, t) can the equation have nontrivial periodic solutions. It seems that (p1,q1) =
(2,1) is a singular value. Indeed, this interesting phenomenon was veriﬁed by Esteban [7] (1986) (see also [8] (1988)) for
the equation
∂u
∂t
= u + α(x, t)uq.
Her results imply that, for q in a neighborhood of q1 except for q1, nontrivial periodic solutions exist deﬁnitely for any
α(x, t) > 0. Her results also imply the existence of positive periodic solutions for any q > 1 with N  2, and for 1 < q <
N/(N − 2) with N > 2 for any positive α(x, t). At the same time, she also indicated that if q (N + 2)/(N − 2) with N > 2,
then the equation might have no positive periodic solution. In fact, at least for star shaped domains, there is deﬁnitely
no such solutions. So, this is another interesting phenomenon, and it is imaginable that (p2,q2), where p2 = 2 and q2 =
(N +2)/(N −2), should be a critical value. In fact, in 2004, it was Quittner [9] who proved the existence of positive periodic
solutions for the case 1< q < (N +2)/(N −2) with N > 2, although there are still some restrictions on the structure α(x, t).
We are quite interested in the general case p > 1, q > 0, in which Eq. (1.1) may have degeneracy or singularity. One of
the authors in this paper with Wang and Wu [5] (1998) established the existence of positive periodic solutions for the case
p − 1< q < p − 1+ p
N
, p  2.
It is clear that there are still large gaps for the parameters p and q relating to the existence of positive solutions of
the problem (1.1)–(1.3). The purpose of the present paper is to give a rather complete characterization, in terms of the
parameters p and q, of whether or not the positive periodic solutions exist. In particular, we try to ﬁnd all of the singular
points like (p1,q2), and all of the critical points like (p2,q2). Indeed, the singular set and critical set will be determined as
Esigular =
{
(p,q); q = f1(p) ≡ p − 1
}
,
Ecritical =
{
(p,q); p < N, q = f2(p) ≡ Np
N − p − 1
}
.
It is noticed that Ecritical has a vertical asymptotic line p = N , see Fig. 1.
The whole range of (p,q) can then be divided into four parts:
(1,+∞) × [0,+∞) = Epositive ∪ Esingular ∪ Epositive ∪ Enone,
which corresponds to the existence of positive periodic solutions, the conditional existence of such solutions, the existence
of nonnegative periodic solutions and nonexistence of such solutions. It is worth noticing that our results supplement the
known results completely, even for the special case p = 2 in which there are small gap for the existence of positive periodic
solutions before the present paper.
This paper is organized as follows. In Section 2, we ﬁrst discuss the case 0  q < p − 1, and establish the existence
of positive periodic solutions. Subsequently, in Section 3, we discuss the case q > p − 1, in which we will investigate the
existence and nonexistence of positive periodic solutions. The singular case q = p − 1 will be arranged in Section 4.
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In this section, we consider the case 0 q < p− 1, in which we will show that there exists at least one positive periodic
solution. To begin with, we ﬁrst introduce some notations which will be used throughout the paper. Let τ ∈R be ﬁxed and
set
Q = Ω × (0,+∞), Qω = Ω × (τ , τ + ω),
S = inf
Q
α(x, t), L = sup
Q
α(x, t).
Denote by E , E0 the reasonable solutions spaces, namely
E =
{
u ∈ Lq+1(Qω); ∂u
∂t
∈ L2(Qω), ∇u ∈ Lp(Qω)
}
,
E0 =
{
u ∈ E; u(x, t) = 0 for any x ∈ ∂Ω}.
Because of the degeneracy and the singularity, Eq. (1.1) might not have classical solutions in general, and hence we consider
nonnegative solutions of Eq. (1.1) in the following weak sense
Deﬁnition 2.1. A function u ∈ E is called to be a weak ω-periodic upper solution of the periodic problem (1.1)–(1.3) provided
that for any nonnegative function ϕ ∈ C1(Q ω) with ϕ(x, t) = 0 for x ∈ ∂Ω ,⎧⎪⎪⎪⎨⎪⎪⎪⎩
∫ ∫
Qω
∂u
∂t
ϕ dxdt +
∫ ∫
Qω
|∇u|p−2∇u∇ϕ dxdt 
∫ ∫
Qω
α(x, t)uqϕ dxdt,
u(x, t) 0, x ∈ ∂Ω,
u(x, t) u(x, t + ω), x ∈ Ω.
Replacing “” by “” in the above inequalities, it follows the deﬁnition of a weak lower solution. Furthermore, if u is a
weak upper solution as well as a weak lower solution, then we call it a weak solution of the problem (1.1)–(1.3).
We have the following proposition concerned with the existence of solutions.
Proposition 2.1. Let u˜, uˆ with u˜  uˆ  0 be a pair of bounded upper and lower solutions of the problem (1.1)–(1.3). Then the prob-
lem (1.1)–(1.3) admits a solution u with uˆ  u  u˜.
Proof. Deﬁne a function sequence {un}∞n=0 by the iteration scheme, namely⎧⎪⎨⎪⎩
∂un
∂t
= div(|∇un|p−2∇un)+ α(x, t)uqn−1, (x, t) ∈ Qω,
un(x, t) = 0, (x, t) ∈ ∂Ω × (τ , τ + ω),
un(x, τ ) = un−1(x, τ + ω), x ∈ Ω,
(2.1)
where u0 = uˆ. The existence and uniqueness of solutions for the above problem is classical, so un is well deﬁned. Then we
have
uˆ  u1  · · · un−1  un  · · · u˜. (2.2)
In fact, by using the comparison principle, we obtain that
u1  u0,
and ⎧⎪⎨⎪⎩
∂u1
∂t
− div(|∇u1|p−2∇u1)= α(x, t)uq0  α(x, t)uq1, (x, t) ∈ Qω,
u1(x, t) = 0, (x, t) ∈ ∂Ω × (τ , τ + ω),
u1(x, τ ) = u0(x, τ + ω) u1(x, τ + ω), x ∈ Ω.
Then u1 is a periodic lower solution. Furthermore, by using the comparison principle, we see that u1  u˜. Repeating the
process above, we obtain (2.2). By the monotonicity of un on n, there exists a function u such that un(x, t) → u(x, t) a.e.
in Qω , and u(x, τ ) = u(x, τ +ω). Moreover, multiplying the ﬁrst equation of (2.1) by un , and integrating over Qω , we obtain∫ ∫
|∇un|p dxdt  L‖u˜‖q+1∞ . (2.3)
Qω
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∂t yields∫ ∫
Qω
∣∣∣∣∂un∂t
∣∣∣∣2 dxdt  12 L2‖u˜‖2q∞. (2.4)
It follows that for any r > 0,
un → u in Lr(Qω), ∇un ⇀ ∇u in Lp(Qω)
as n → ∞, which implies that u(x, t) is a periodic solution of the problem (1.1)–(1.3). 
Theorem 2.1. Assume that 0 q < p − 1. Then the problem (1.1)–(1.3) admits at least one positive periodic solution u ∈ E0 .
Proof. Choose R˜ to be appropriately large such that Ω ⊂ B R˜/2. Let λ1, λ˜1 be the ﬁrst eigenvalue of the p-Laplacian
equation with homogeneous Dirichlet boundary value conditions on Ω and B R˜ respectively, φ, ψ with ‖φ‖L∞(Ω) = 1,
‖ψ(x)‖L∞(B R˜ ) = 1 be the corresponding eigenfunction corresponding to λ1 and λ˜1. Precisely speaking, φ, ψ satisfy that{
−div∣∣∇φ(x)∣∣p−2∇φ(x) = λ1∣∣φ(x)∣∣p−2φ(x), x ∈ Ω,
φ(x)|∂Ω = 0,{
−div∣∣∇ψ(x)∣∣p−2∇ψ(x) = λ˜1∣∣ψ(x)∣∣p−2ψ(x), x ∈ B R˜ ,
ψ(x)|∂B R˜ = 0.
It is well known, see for example [24], that φ(x) > 0 for x ∈ Ω , ψ(x) > 0 for x ∈ B R˜ . Therefore, there must exist a constant
γ > 0 such that ψ(x) > γ for x ∈ Ω . Let Φ = κ1φ(x) with κ = ( Sλ1 )1/(p−1−q) . Then Φ is a periodic lower solution of the
problem (1.1)–(1.3). Moreover, let Ψ2 = κ2ψ(x), and κ2 is to be determined. A simple calculation yields that Ψ is a periodic
upper solution of the problem (1.1)–(1.3) if and only if
λ˜1Ψ
p−1−q  a(x, t),
which is ensured by
κ2 max
{
1
γ
(
L
λ˜1
) 1
p−1−q
,
κ1
γ
}
.
Clearly we also have Ψ (x)  Φ(x). Then Proposition 2.1 implies that the problem (1.1)–(1.3) admits a periodic solution u
with Φ(x) u(x, t) Ψ (x). 
In what follows, we will show that all periodic solutions of the problem (1.1)–(1.3) are uniformly bounded. Indeed, we
have
Theorem 2.2. Assume that 0  q < p − 1. Then there exists a constant R > 0, such that for any periodic solution u(x, t) of the
problem (1.1)–(1.3), there holds ‖u‖L∞(Qω)  R.
Proof. Let u(x, t) be a solution of the problem (1.1)–(1.3). Multiplying Eq. (1.1) by ur on both sides for any r > 0, and
integrating over Ω yields
1
r + 1
d
dt
∫
Ω
ur+1(x, t)dx+
∫
Ω
|∇u|p−2∇u∇ur dx =
∫
Ω
α(x, t)uq+r dx. (2.5)
Integrating the above inequality from τ to τ + ω, and using the periodicity of u, we conclude that
r
(
p
p + r − 1
)p ∫ ∫
Qω
∣∣∇u(p+r−1)/p∣∣p dxdt  M ∫ ∫
Qω
uq+r dxdt
 Mμ
(∫ ∫
Qω
up+r−1 dxdt
) q+r
p+r−1
 MC
(∫ ∫ ∣∣∇u(p+r−1)/p∣∣p dxdt) q+rp+r−1 .Qω
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Qω
∣∣∇u(p+r−1)/p∣∣p dxdt  C1. (2.6)
By Poincaré’s inequality, we further obtain that∫ ∫
Qω
up+r−1 dxdt  C
∫ ∫
Qω
∣∣∇u(p+r−1)/p∣∣p dxdt  C2. (2.7)
Here C1, C2 depend only on r, p, q, ‖α‖L∞(Qω) and Qω . Recalling (2.5), we obtain that
1
r + 1
d
dt
∫
Ω
ur+1(x, t)dx+ r
(
p
p + r − 1
)p ∫
Ω
∣∣∇u(p+r−1)/p∣∣p dx C(∫
Ω
∣∣∇u(p+r−1)/p∣∣p dxdt) q+rp+r−1 ,
which means that
d
dt
∫
Ω
ur+1(x, t)dx < C (2.8)
since that q+rp+r−1 < 1. By (2.7) and the arbitrariness of r > 0, we see that there exists a t0 ∈ (τ , τ +ω) such that∫
Ω
ur+1(x, t0)dx< Cr .
Combining with (2.8), we obtain that∫
Ω
ur+1(x, t)dx < Cr + C(t − t0)
for any t  t0. The periodicity of u(x, t) implies that∫
Ω
ur+1(x, τ )dx =
∫
Ω
ur+1(x, τ + ω)dx < Cr + Cω.
Repeating the above process, we ﬁnally arrive at
sup
t∈(τ ,τ+ω)
∫
Ω
ur+1(x, t)dx C3 (2.9)
for any r > 0, where C3 depends only on r, p, q, ω, ‖α‖L∞(Qω) and Qω . Multiplying Eq. (1.1) by (u − k)r+χ[t1,t2](t) on both
sides for any k > 0, where χ[t1,t2](t) is the characteristic function of the interval [t1, t2], then integrating over Qω yields
1
r + 1
t2∫
t1
d
dt
∫
Ω
(u − k)r+1+ dxdt + r
t2∫
t1
∫
Ω
(u − k)r−1+ |∇u|p dxdt  M
t2∫
t1
∫
Ω
uq(u − k)r+ dxdt.
Let
Ik(t) =
∫
Ω
(u − k)r+1+ dx.
Assume that the absolutely continuous function Ik(t) attains its maximum at  ∈ [τ , τ +ω]. Since Ik(τ ) = Ik(τ +ω), hence,
if Ik(t) attains its maximum at τ , then we take  = τ + ω. Thus, we may suppose  > τ . Taking t1 =  −  , t2 =  with
 > 0 small enough so that t1 > τ . Therefore, we have
Ik() Ik( − ),
which implies that
r
(
p
r + p − 1
)p 1

∫
−
∫ ∣∣∇(u − k) r+p−1p+ ∣∣p dxdt  M
∫
−
∫
uq(u − k)r+ dxdt.Ω Ω
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r
(
p
r + p − 1
)p ∫
Ω
∣∣∇(u(x,) − k) r+p−1p+ ∣∣p dx M ∫
Ω
uq(x,)
(
u(x,) − k)r+ dx
 M
(∫
Ω
uρ˜q(x,)dx
)1/ρ˜(∫
Ω
(
u(x,) − k)rρ+ dx)1/ρ
 C
(∫
Ω
(
u(x,) − k)rρ+ dx)1/ρ,
where ρ = N+pN with ρ˜ = N+pp . Let
Ak(t) =
{
x; u(x, t) > k}, μk = sup
t∈(τ ,τ+ω)
∣∣Ak(t)∣∣.
Using Isotropic Embedding Theorem [11] and Hölder’s inequality for the above inequality yield
r
(
p
r + p − 1
)p( ∫
Ak()
(
u(x,) − k)r′+ dx)
r+p−1
r′
 C
( ∫
Ak()
(
u(x,) − k)rρ+ dx)1/ρ
 C
∣∣Ak()∣∣ r′−rρr′ ( ∫
Ak()
(
u(x,) − k)r′+ dx)r/r
′
,
where
r′ =
{ N(r+p−1)
N−p , if p < N,
r + 2(N+p)(p−1)N , if p  N.
We further have( ∫
Ak()
(
u(x,) − k)r′+ dx)
p−1
r′
 C
∣∣Ak()∣∣ r′−rρr′ .
Thus we are led to
Ik()
( ∫
Ak()
(
u(x,) − k)r′+ dx)
r+1
r′ ∣∣Ak()∣∣1− r+1r′
 C4
∣∣Ak()∣∣ (r′−r−ρ(p−1))(r+1)ρr′(p−1) +1,
where C4 depends only on r, p, q, Qω . In addition, we also note that
Ik(t)
∫
Ah(t)
(u − k)r+1+ dx (h − k)r+1
∣∣Ah(t)∣∣.
Combining the above two equalities yields
(h − k)r+1∣∣Ah(t)∣∣ Ik(t) Ik() C4∣∣Ak()∣∣ (r′−r−ρ(p−1))(r+1)ρr′(p−1) +1
 C4μ
(r′−r−ρ(p−1))(r+1)
ρr′(p−1) +1
k ,
which means that
μh 
(
Ĉ
)r+1
μ
(r′−r−ρ(p−1))(r+1)
ρr′(p−1) +1
k .h − k
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′−r−ρ(p−1))(r+1)
ρr′(p−1) > 0. Then by Lemma 4.1.1 of [11], we conclude that
μD = 0
with
D = Ĉ · 21+
ρr′(p−1)
(r′−r−ρ(p−1))(r+1) |Qω|
r′−r−ρ(p−1)
ρr′(p−1) ,
which means that
‖u‖L∞(Qω)  D.
Clearly, D depends only on p, q, Qω . Up to now, we complete the proof of this theorem. 
3. The case q> p − 1
In what follows, we pay our attention to the case q > p − 1, in which we will determine a curve q = f2(p), such that
f1(p) < q < f2(p) and q f2(p) are corresponding to the existence and nonexistence of nontrivial and nonnegative periodic
solutions respectively, where f1(p) = p − 1. It is worth noticing that the nontrivial and nonnegative periodic solutions must
be positive in Ω by the property of ﬁnite speed propagations. To prove the existence of periodic solutions, we need the
following lemma, which can be found in [12].
Lemma 3.1. Let R+ := [0,+∞) and (E,‖ · ‖) be a real Banach space. Let G :R+ × E → E be continuous and map bounded subsets
on relatively compact subsets. Suppose, moreover, G satisﬁes
(a) G(0,0) = 0,
(b) there exists R > 0 such that
(i) u ∈ E, ‖u‖ R and u = G(0,u) implies u = 0,
(ii) deg(id− G(0, ·), B(0, R),0) = 1.
Let J denote the set of solutions to the problem
u = G(t,u)
in R+ × E. Let C denote the component (closed connected subset maximal with respect to inclusion) of J to which (0,0) belongs.
Then if
C ∩ ({0} × E)= {(0,0)},
then C is unbounded in R+ × E.
Deﬁne an operator G by
G
(
R
+, L∞ω
(
(τ , τ + ω), Lq˜(Ω)))→ L∞ω ((τ , τ + ω), Lq˜(Ω)),
G(k, v) = u,
where q˜ >max{2q, Nqp + 1} is a constant. Let u be a solution of the following problem
∂u
∂t
= div(|∇u|p−2∇u)+ α(x, t)(|v| + k)q, (x, t) ∈ Qω, (3.1)
u(x, t) = 0, (x, t) ∈ ∂Ω × (τ , τ + ω), (3.2)
u(x, τ ) = u(x, τ + ω), x ∈ Ω. (3.3)
It is clearly that u  0. Thus, for simplicity, in what follows, we would throw off the symbol of absolute value of |u|. We
aim to apply Lemma 3.1 to get the existence of positive periodic solutions. For this purpose, ﬁrstly, we need to verify the
compactness and continuity of the operator G .
Lemma 3.2. The operator G is completely continuous.
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by ur , and integrating over Ω yields
1
r + 1
d
dt
∫
Ω
ur+1 dx+ r
(
p
r + p − 1
)p ∫
Ω
∣∣∇u r+p−1p ∣∣p dx L ∫
Ω
ur
(|v| + k)q dx
 L
(∫
Ω
urr
′/(r′−1) dx
) r′−1
r′ (∫
Ω
(|v| + k)qr′ dx) 1r′
 CL
(∫
Ω
∣∣∇u r+p−1p ∣∣p dx) rr+p−1(∫
Ω
(|v| + k)˜q dx) qq˜ ,
where
r′ >max{1,N/p}, qr′  q˜ < r + 1.
Integrating from τ to τ + ω, and combining with Hölder’s inequality yield∫ ∫
Qω
∣∣∇u r+p−1p ∣∣p dxdt  C1, (3.4)
where C1 depends only on Qω , k, q, r, q˜, ‖α‖∞ and supt∈(τ ,τ+ω) ‖v(·, t)‖Lq˜(Ω) . Furthermore, for appropriately large r, we
also have∫ ∫
Qω
ur+1 dxdt  C
(∫ ∫
Qω
∣∣∇u r+p−1p ∣∣p dxdt)(r+1)/(r+p−1)  C2, (3.5)
where C2 depends only on Qω , q, r, q˜, k, ‖α‖∞ and supt∈(τ ,τ+ω) ‖v(·, t)‖Lq˜(Ω) . Similar to the proof of Theorem 2.2, it is
easy to obtain that
sup
t∈[τ ,τ+ω]
∫
Ω
ur+1(x, t)dx C3, (3.6)
where C3 depends only on r, p, q, ω, ‖α‖L∞(Qω) , Qω and supt∈(τ ,τ+ω) ‖v(·, t)‖Lq˜(Ω) . Multiplying Eq. (3.1) by ut , and inte-
grating over Ω yields∫
Ω
u2t dx+
2
p
d
dt
∫
Ω
|∇u|p dx L2
∫
Ω
(|v| + k)2q dx. (3.7)
Integrating from τ to τ + ω yields∫ ∫
Qω
u2t dxdt  C4. (3.8)
Multiplying Eq. (3.1) by u and integrating over Qω , we also obtain that∫ ∫
Qω
|∇u|p dxdt  C5. (3.9)
Recalling (3.7), similar to (3.6), we further obtain that
sup
t∈[τ ,τ+ω]
∫
Ω
∣∣∇u(x, t)∣∣p dx C6, (3.10)
where C4, C5, C6 depend only on p, q, ω, ‖α‖L∞(Qω) , Qω and supt∈(τ ,τ+ω) ‖v(·, t)‖Lq˜(Ω) . Moreover, by means of (3.6), (3.8)
and (3.10), we obtain the compactness of the operator G . While for the continuity of G , it is easy to obtain just by a simple
and cumbersome real analysis process, so we omit it. The proof is complete. 
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Theorem 3.1. Assume α(x, t) ∈ C1(RN ,R). The following conclusions hold:
(1) If Ω is a convex domain, and
p − 1< q
{
 N(p−1)N−p , for 1< p < N,
< +∞, for p  N,
then the problem (1.1)–(1.3) admits at least one positive periodic solution.
(2) If Ω is a ball, α(x, t) = α(t), and
N(p − 1)
N − p < q <
Np
N − p − 1, for 1< p < N,
then the problem (1.1)–(1.3) admits at least one positive periodic solution.
(3) While if
q >
Np
N − p − 1, for 1< p < N,
and the domain Ω is star shaped, or
q = Np
N − p − 1, for 1< p < N,
and the domain Ω is strictly star shaped, then there is no positive periodic solution.
To complete the proof of this theorem, we recall a lemma about the geometric symmetry property of solutions and two
Liouville type theorems.
Consider the following problem⎧⎨⎩−div
(|∇u|p−2∇u)= λuq, x ∈ BR ,
u(x)|∂BR = 0,
u(x) > 0, x ∈ BR ,
(3.11)
where BR is a ball in RN , centered at the origin.
The following lemma can be deduced from Theorem D of [13] or Lemma 2 of [14].
Lemma 3.3. Let u be a solution of the problem (3.11). Then u is radially symmetric and radially decreasing, i.e.
u = u(|x|),
and
∂u
∂r
< 0, if x ∈ BR\0.
We also need the following Liouville type lemma, which can be found for example [15,16].
Lemma 3.4. If p − 1< q N(p−1)N−p , p < N and C > 0 is a constant, then the problem⎧⎪⎨⎪⎩
∫
RN
|∇u|p−2∇u∇ψ dx C
∫
RN
uqψ dx for all ψ ∈ C10
(
R
N), ψ  0,
u(x) > 0 for all x ∈RN , u ∈ C1(RN) (3.12)
has no solution.
It is worth noticing that for the case N(p−1)N−p < q 
Np
N−p − 1 with p = 2, the above problem may admit solutions, see
for [17]. While if, instead of differential inequalities, we consider differential equations, then it is impossible for (3.12) to
have solutions. Exactly, we refer to the following nonexistence results, proved by Ni and Serrin [18,19], which will be used
in our arguments.
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Np
N−p − 1, p < N and C > 0 is a constant, then the following problem⎧⎪⎨⎪⎩
∫
RN
|∇u|p−2∇u∇ψ dx = C
∫
RN
uqψ dx for all ψ ∈ C10
(
R
N), ψ  0,
u(x) > 0 for all x ∈RN , u ∈ C1(RN) (3.13)
has no nontrivial radial solution.
As for the case q > p − 1, p  N , similar to the proof of [16], we also have the following nonexistence result.
Lemma 3.6. Assume that q > p − 1, p  N and A(x) is an appropriately smooth function with 0< S < A(x) < L, then the problem⎧⎪⎨⎪⎩
∫
RN
|∇u|p−2∇u∇ψ dx =
∫
RN
A(x)uqψ dx for all ψ ∈ C10
(
R
N), ψ  0,
u(x) > 0 for all x ∈RN
(3.14)
has no solution u ∈ C1(RN ).
Proof. For any ϕ ∈ C10(RN ), taking ψ = u−rϕ in (3.14), where r with 0< r < q−p+1p is to be determined, we conclude∫
RN
u−r |∇u|p−2∇u∇ϕ dx− r
∫
RN
u−r−1|∇u|pϕ dx =
∫
RN
A(x)uq−rϕ dx,
that is
r
∫
RN
u−r−1|∇u|pϕ dx+
∫
RN
A(x)uq−rϕ dx
∫
RN
u−r |∇u|p−1|∇ϕ|dx
 r
2
∫
RN
u−r−1|∇u|pϕ dx+ Cr
∫
RN
up−1−r |∇ϕ|
p
ϕp−1
dx
 r
2
∫
RN
u−r−1|∇u|pϕ dx+ 1
2
∫
RN
A(x)uq−rϕ dx+ C˜r
∫
RN
|∇ϕ| p(q−r)q−(p−1)
ϕ
p(q−r)
q−(p−1) −1
dx,
which implies that
r
∫
RN
u−r−1|∇u|pϕ dx+
∫
RN
A(x)uq−rϕ dx 2C˜r
∫
RN
|∇ϕ| p(q−r)q−(p−1)
ϕ
p(q−r)
q−(p−1)−1
dx. (3.15)
Furthermore, replacing ψ by ϕ in (3.14), we see that∫
RN
A(x)uqϕ dx =
∫
RN
|∇u|p−2∇u∇ϕ dx

( ∫
RN
u−r−1|∇u|pϕ dx
)(p−1)/p( ∫
RN
u(r+1)(p−1) |∇ϕ|
p
ϕp−1
dx
)1/p

( ∫
RN
u−r−1|∇u|pϕ dx
)(p−1)/p( ∫
RN
A(x)uq−rϕ dx
) (r+1)(p−1)
p(q−r) ( ∫
RN
|∇ϕ| p(q−r)q−r−(r+1)(p−1)
ϕ
p(q−r)
q−r−(r+1)(p−1)−1
dx
) q−r−(r+1)(p−1)
p(q−r)
.
Combining with (3.15), we obtain that∫
A(x)uqϕ dx M
( ∫ |∇ϕ| p(q−r)q−(p−1)
ϕ
p(q−r)
q−(p−1)−1
dx
) p−1
p + (r+1)(p−1)p(q−r) ( ∫ |∇ϕ| p(q−r)q−r−(r+1)(p−1)
ϕ
p(q−r)
q−r−(r+1)(p−1)−1
dx
) q−r−(r+1)(p−1)
p(q−r)
. (3.16)RN RN RN
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ξ(x) = ξ0
( |x|
R
)
,
where ξ0 ∈ C1(R+) with 0 ξ0  1 satisfying
ξ0(η) =
{
1, 0 η 1,
0, η 2.
Take ϕ = ξκ with κ chosen appropriately large. By the choice of ϕ , through a simple calculation, we obtain that for any
σ > 0,∫
RN
|∇ϕ|pσ
ϕpσ−1
dx C RN−pσ .
Recalling (3.16), we obtain that∫
BR
uq dx 1
S
∫
RN
A(x)uqϕ dx C RN−
qp
q+1−p , (3.17)
where C is independent of R . When p  N , we clearly have N − qpq+1−p < 0. Letting R → ∞, we obtain that∫
RN
uq dx = 0,
which means that u ≡ 0. It is a contradiction. 
Proof of Theorem 3.1. We ﬁrst show the existence part of the theorem. We shall complete the proof by using Lemma 3.1.
Recalling the deﬁnition of the operator G and Lemma 3.2, we see that the operator G is completely continuous. In what
follows, we ﬁrst need to check the condition (a) in Lemma 3.1. Let u = G(0,0), that is, u is a solution of the following
problem⎧⎪⎨⎪⎩
∂u
∂t
= div(|∇u|p−2∇u), (x, t) ∈ Qω,
u(x, t) = 0, (x, t) ∈ ∂Ω × (τ , τ + ω),
u(x, t) = u(x, t + ω), x ∈ Ω.
(3.18)
Clearly, the above problem admits only zero solution. In fact, multiplying the ﬁrst equation of (3.18) by u and integrating
over Qω yields∫ ∫
Qω
|∇u|p dxdt = 0.
Recalling Poincaré’s inequality, we see that∫ ∫
Qω
up dxdt 
∫ ∫
Qω
|∇u|p dxdt = 0,
which implies that u = 0 a.e. in Qω . Next, we shall show that there exists an R > 0 such that if u = G(0,u), and
sup
t
∥∥u(·, t)∥∥Lq˜(Ω) < R,
then u ≡ 0. Taking k = 0, replacing v by u in (3.1), and then multiplying the equation by uq˜−q on both sides and integrating
over Ω yield
1
q˜ − q + 1
d
dt
∫
Ω
uq˜−q+1 dx+ ( q˜ − q)
(
p
q˜ − q + p − 1
)p ∫
Ω
∣∣∇u q˜−q+p−1p ∣∣p dx L ∫
Ω
uq˜ dx.
By virtue of Isotropic Embedding Theorem, we get
1
q˜ − q + 1
d
dt
∫
uq˜−q+1 dx+ μ( q˜ − q)
(
p
q˜ − q + p − 1
)p(∫
uq˜ dx
) q˜−q+p−1
q˜
 L
∫
uq˜ dx,Ω Ω Ω
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1
q˜ − q + 1
d
dt
∫
Ω
uq˜−q+1 dx
(
L − μ( q˜ − q)
(
p
q˜ − q + p − 1
)p(∫
Ω
uq˜ dx
)−q+p−1
q˜
)∫
Ω
uq˜ dx.
Thus if
sup
t
∫
Ω
uq˜ dx R0,
where
R0 =
(μ( q˜ − q)( p
q˜−q+p−1 )
p
2L
) q˜
q−(p−1)
,
then we have
1
q˜ − q + 1
d
dt
∫
Ω
uq˜−q+1 dx−L
∫
Ω
uq˜ dx,
which means u = 0 a.e. in Qω .
Next, we check the condition (b) in Lemma 3.1, namely, there exists an R < R0, such that
deg
(
id− G(0, ·), B(0, R),0)= 1.
Consider the following problem⎧⎪⎨⎪⎩
∂u
∂t
= div(|∇u|p−2∇u)+ σα(x, t)|v|q, (x, t) ∈ Qω,
u(x, t) = 0, (x, t) ∈ ∂Ω × (τ , τ + ω),
u(x, t) = u(x, t + ω), x ∈ Ω,
(3.19)
where σ ∈ [0,1]. Construct a homotopic mapping
T : [0,1] × L∞ω
(
(τ , τ + ω), Lq˜(Ω))→ L∞ω ((τ , τ + ω), Lq˜(Ω)),
T (σ , v) = u.
Similar to Lemma 3.2, we see that T is completely continuous. Assume that
sup
t∈(τ ,τ+ω)
∥∥v(·, t)∥∥˜qLq˜(Ω)  R,
where R  R0 is to be determined. Multiplying the ﬁrst equation of the above problem by ur , and integrating over Ω yield
1
r + 1
d
dt
∫
Ω
ur+1 dx+ r
(
p
r + p − 1
)p ∫
Ω
∣∣∇u r+p−1p ∣∣p dx L ∫
Ω
ur |v|q dx
 L
(∫
Ω
uq˜r/( q˜−q) dx
) q˜−q
q˜
(∫
Ω
|v |˜q dx
) q
q˜
 C R
q
q˜
(∫
Ω
∣∣∇u r+p−1p ∣∣p dx) rr+p−1 .
Integrating from τ to τ + ω and using Hölder’s inequality give∫ ∫
Qω
∣∣∇u r+p−1p ∣∣p dxdt  C R q(r+p−1)q˜(p−1) .
Then for appropriately large r, we further have∫ ∫
Qω
ur+1 dxdt  C
(∫ ∫
Qω
∣∣∇u r+p−1p ∣∣p dxdt) r+1r+p−1
 C R
q(r+1)
q˜(p−1) .
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Ω
ur+1(x, tσ )dx C R
q(r+1)
q˜(p−1) .
By the periodicity of u, and a similar process as Theorem 2.2, we obtain that
sup
t∈(τ ,τ+ω)
∫
Ω
ur+1(x, t)dx C R
q(r+1)
q˜(p−1) + C R
q(r+p−1)
q˜(p−1) .
For appropriately large r, and using Hölder’s inequality gives
sup
t∈(τ ,τ+ω)
∫
Ω
uq˜(x, t)dx C R
q
p−1 + C R q(r+p−1)(r+1)(p−1) < R, (3.20)
if R with R  R0 is appropriately small, since that q > p − 1. Therefore,
deg
(
id− T (1, ·), B(0, R),0)= deg(id− T (0, ·), B(0, R),0)= 1,
which means that
deg
(
id− G(0, ·), B(0, R),0)= 1.
To show that the problem (1.1)–(1.3) admits at least one positive solution, it remains to check the boundedness of the
set C in Lemma 3.1. Otherwise, the set of solutions to the problem u = G(k,u) is unbounded. Therefore, there exist kn , un
such that un = G(kn,un) and
kn + sup
t∈(τ ,τ+ω)
∥∥un(·, t)∥∥L∞(Ω) → ∞,
which implies that
kn + ‖un‖L∞(Qω) → ∞.
If this were true, then we would have
kn
‖un‖L∞(Qω)
→ 0. (3.21)
Suppose to the contrary, and note that if kn is bounded, then ‖un‖L∞(Qω) → ∞, which means (3.21). Thus, without loss of
generality, we may assume that 0< kn → +∞. Making change of variable
vn = un
kn
,
we have
k2−pn
∂vn
∂t
− div(|∇vn|p−2∇vn)= α(x, t)kq−(p−1)n (vn + 1)q.
If ‖vn‖L∞(Qω) are bounded uniformly, that is there is a constant C > 0 such that ‖vn‖L∞(Qω) < C , then for any ϕ ∈ C1T (Qω)
with ϕ|∂Ω = 0, we have
k2−pn
∫ ∫
Qω
∂vn
∂t
ϕ dxdt +
∫ ∫
Qω
|∇vn|p−2∇vn∇ϕ dxdt =
∫ ∫
Qω
α(x, t)kq−(p−1)n (vn + 1)qϕ dxdt. (3.22)
Noticing the density of C1T (Qω) in L
r
T ((τ , τ +ω),W 1,p(Ω)), then it is sound to take ϕ = vn , thus we have∫ ∫
Qω
|∇vn|p dxdt  CLkq−(p−1)n .
In addition, for any 0 ϕ(x) ∈ C1(Ω), we also have0
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∫ ∫
Qω
α(x, t)ϕ dxdt  kq−(p−1)n
∫ ∫
Qω
α(x, t)(vn + 1)qϕ dxdt

(∫ ∫
Qω
|∇vn|p dxdt
)(p−1)/p(∫ ∫
Qω
|∇ϕ|p dxdt
)1/p

(∫ ∫
Qω
|∇ϕ|p dxdt
)1/p(
CLkq−(p−1)n
)(p−1)/p
,
that is
k
q−(p−1)
p
n
∫ ∫
Qω
α(x, t)ϕ dxdt  C
(∫ ∫
Qω
|∇ϕ|p dxdt
)1/p
.
Clearly, it is a contradiction since kn → ∞. Therefore, (3.21) holds, which also implies that ‖un‖L∞(Qω) → ∞. Let ρn =‖un‖L∞(Qω) = un(xn, tn) → ∞. By the convexity of Ω , we see that there exists a δ0 > 0 such that dis(xn, ∂Ω) δ0, see for
example [20,21]. Then there exists a subsequence, for simplicity, we still denote it by xn such that xn → x0, tn → t0 with
dis(x0, ∂Ω) δ0. Let
ωnj(y, s) = ρ−1n un
(
ρ
− q−(p−1)p
n y + x0, t j + js
)
, α˜nj(y, s) = α
(
ρ
− q−(p−1)p
n y + x0, t j + js
)
,
and let
Ωn =
{
y; y = ρ
q−(p−1)
p
n (x− x0) for x ∈ Ω
}
, Qnj = Ωn ×
(
τ − t j
j
,
τ + ω − t j
j
)
. (3.23)
Then ωnj with ‖ωnj‖L∞(Qnω) = 1 on Qnj satisﬁes
ρ
1−q
n
∂ωnj
∂s
− jdiv(|∇ωnj|p−2∇ωnj)= jα˜nj(y, s)(ωnj + knρ−1n )q.
Therefore for any φ(y, s) ∈ C1T (Qnj) with φ = 0 on ∂Ωn , we have∫ ∫
Qnj
ρ
1−q
n
∂ωnj
∂s
φ dy ds + j
∫ ∫
Qnj
|∇ωnj|p−2∇ωnj∇φ dy ds = j
∫ ∫
Qnj
α˜nj(y, s)
(
ωnj + knρ−1n
)q
φ dy ds. (3.24)
Taking φ = ωnj , we have
j
∫ ∫
Qnj
∣∣∇ωnj∣∣p dy ds = j ∫ ∫
Qnj
α˜nj(y, s)
(
ωnj + knρ−1n
)q
ωnj dy ds
 C |Ωn|,
which means that there exists σ j ∈ [ τ−t jj , τ+ω−t jj ) such that∫
Ωn
∣∣∇ωnj(y,σ j)∣∣p dy  C |Ωn|.
For any s > σ j , take φ = χ(σ j ,s) ∂ωnj∂s in (3.24) yields∫
Ωn
∣∣∇ωnj(y, s)∣∣p dy  ∫
Ωn
∣∣∇ωnj(y,σ j)∣∣p dy + 1
q + 1
∫
Ωn
α˜nj(y,σ j)
(
ωnj(y,σ j) + knρ−1n
)q+1
dy
− 1
q + 1
∫
Ωn
α˜nj(y, s)
(
ωnj(y, s) + knρ−1n
)q+1
dy
− j
q + 1
s∫
σ j
∫
Ωn
∂α˜nj
∂s
(y, s)
(
ωnj + knρ−1n
)q+1
dy ds
 C0|Ωn|,
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Ωn
∣∣∇ωnj(y, (τ − t j)/ j)∣∣p dy  C0|Ωn|.
Repeating the process above, we ﬁnally obtain that for any s ∈ ((τ − t j)/ j, σ j),∫
Ωn
∣∣∇ωnj(y, s)∣∣p dy  C1|Ωn|.
Summing up, we ﬁnally obtain that
sup
s
∫
Ωn
∣∣∇ωnj(y, s)∣∣p dy  Ĉ |Ωn|. (3.25)
In addition, we note that for any ϕ ∈ C10(Ωn), we have
j
∫ ∫
Qnj
∣∣∇ωnj∣∣p−2∇ωnj∇ϕ dy ds = j ∫ ∫
Qnj
α˜nj(y, s)
(
ωnj + knρ−1n
)q
ϕ dy ds.
By Lebesgue differential theorem, there exists s j ∈ ( τ−t jj , τ+ω−t jj ) such that∫
Ωn
|∇ωnj|p−2∇ωnj(y, s j)∇ϕ dy =
∫
Ωn
α˜nj(y, s j)
(
ωnj(y, s j) + knρ−1n
)q
ϕ dy.
Then there exists a function ωn ∈ W 1,p(Ωn) with ‖ωn‖L∞ = 1 such that as j → ∞ (passing to a subsequence if necessary)
∇ωnj ⇀ ∇ωn in Lp(Ωn); ωnj → ωn in Lr(Ωn) for any r > 0
and
α˜nj(y, s j) → α˜n(y) uniformly, and α˜n(y) ∈ Cβ(Ωn) for some 0< β < 1,
we obtain that∫
Ωn
|∇ωn|p−2∇ωn∇ϕ dy ds =
∫
Ωn
α˜n(y)
(
ωn + knρ−1n
)q
ϕ dy ds.
Take ϕ = ωnη2p(x), where
η(x) =
{
1, x ∈ BR(0),
0, x ∈ B2R(0)
with 0 η 1 is suﬃciently smooth and |∇η| CR . Then for suﬃciently large n, we have B2R ⊂ Ωn , and∫
B2R
η2p|∇ωn|p dy = −
∫
B2R
2pη2p−1ωn|∇ωn|p−2∇ωn∇ηdy +
∫
B2R
α˜n(y)
(
ωn + knρ−1n
)q
ωnη
2p dy
 1
2
∫
B2R
η2p|∇ωn|p dy ds + C
Rp
∫
B2R
ηpω
p
n dy + L
∫
B2R
(
ωn + knρ−1n
)q
ωnη
2p dy
 1
2
∫
B2R
η2p|∇ωn|p dy + C RN−p + C RN .
Then for suﬃciently large R > 0, we have∫
BR
|∇ωn|p dy  C RN , (3.26)
where C is independent of n and R . Then there exists a function ω̂ ∈ W 1,ploc (RN ) such that, passing to a subsequence if
necessary, as n → ∞
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Then we have⎧⎪⎨⎪⎩
∫
BR
|∇ω̂|p−2∇ω̂∇ϕ dy =
∫
BR
α˜(y)ω̂qϕ dy for any ϕ ∈ C10(BR),
‖ω̂n‖L∞(BR ) = 1, and ω̂ 0 for x ∈ Ωn.
Moreover, since ω̂ = 0, we have ω̂(x) > 0 for all x ∈ BR by the strong maximum principle [22]. Taking balls larger and larger
and repeating the argument for the subsequence ω̂k obtained at the previous step, we get a Cantor diagonal subsequence,
for simplicity, we still denote it by ω̂k which converges in W
1,p
Loc (R
N ) to a function ω ∈ W 1,pLoc (RN ). Namely⎧⎪⎪⎨⎪⎪⎩
∫
RN
|∇ω|p−2∇ω∇ϕ dy =
∫
RN
α˜(y)ωqϕ dy for any ϕ ∈ C10
(
R
N),
‖ω‖L∞(RN ) = 1, and ω > 0 for x ∈RN .
(3.27)
We can now conclude that (3.27) is a contradiction. Indeed, for the case p − 1 < q  N(p−1)N−p with p < N and the case q >
p − 1 with p  N , thanks to a Liouville type theorem [15,16], namely Lemmas 3.4 and 3.6, we see that the problem (3.27)
has no solution, which is a contradiction. Next, if Ω is a ball, recalling (3.23), combining with Lemma 3.3, we see that ω̂n(y)
is radially symmetric on x0. By the above proof, we ﬁnally conclude that ω is a radial solution of the problem (3.27), which
contradicts to Lemma 3.5. The above contradictions imply that kn + ‖un‖∞ is bounded uniformly. By means of Lemma 3.1,
we conclude that the problem (1.1)–(1.3) admits at least one positive periodic solution.
At last, we consider the nonexistence of nontrivial periodic solutions.
If α is independent of t , then the periodic solution of the problem (1.1)–(1.3) must be steady state. In fact, multiplying
Eq. (1.1) by ut on both sides and integrating over QΩ yield∫
Qω
u2t dxdt = 0,
which means that u is a steady state. While by [23], we see that there is no positive solution if the domain Ω is star shaped
for this problem. It is a contradiction.
If α depends on t , in what follows, for simplicity, we only consider the case α(x, t) ≡ α(t). While for the case that α
depends x, the proof is similar, we omit it.
Assume that (1.1)–(1.3) admits a positive periodic solution u. For any ﬁxed s ∈ [τ , τ +ω], multiplying Eq. (1.1) by xi ∂u(x,s)∂xi
on both sides, and integrating over Ω , then sum from 1 to N on i yield
N∑
i=1
∫
Ω
ut(x, t)xi
∂u(x, s)
∂xi
dx−
N∑
i=1
∫
Ω
div
(|∇u|p−2∇u(x, t))xi ∂u(x, s)
∂xi
=
N∑
i=1
∫
Ω
α(t)uq(x, t)xi
∂u(x, s)
∂xi
dx.
Similarly, multiplying Eq. (1.1) by u(x, s), and integrating over Ω yield
N − p
p
∫
Ω
u(x, s)ut(x, t)dx+ N − p
p
∫
Ω
|∇u|p−2∇u(x, t)∇u(x, s)dx = N − p
p
∫
Ω
α(t)uq(x, t)u(x, s)dx.
Combining the above two equalities, we obtain∫
Ω
ut(x, t)
(
N∑
i=1
xi
∂u(x, s)
∂xi
+ N − p
p
u(x, s)
)
dx−
N∑
i=1
∫
Ω
div
(|∇u|p−2∇u(x, t))xi ∂u(x, s)
∂xi
dx
+ N − p
p
∫
Ω
|∇u|p−2∇u(x, t)∇u(x, s)dx
=
N∑
i=1
∫
Ω
α(t)uq(x, t)xi
∂u(x, s)
∂xi
dx+ N − p
p
∫
Ω
α(t)uq(x, t)u(x, s)dx. (3.28)
For simplicity, denote the ﬁrst term of the left sides of the above equality by J1(t). By the periodicity of u, we get
τ+ω∫
J1(t)dt = 0.τ
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J1(t) = 0.
Denote ts = min{t ∈ [τ , τ + ω]; J1(t) = 0}. Deﬁne an operator
T : [τ , τ + ω] → [τ , τ + ω];
T (s) = ts
by T (τ ) − τ  0, T (τ + ω) − (τ + ω) 0, there must exist t∗ ∈ [τ , τ + ω] such that T (t∗) = t∗ . Thus, by (3.28),
N∑
i=1
∫
Ω
(|∇u|p−2∇u(x, t∗))∇(xi ∂u(x, t∗)
∂xi
)
dx+ N − p
p
∫
Ω
∣∣∇u(x, t∗)∣∣p dx
=
N∑
i=1
∫
Ω
α
(
t∗
)
uq
(
x, t∗
)
xi
∂u(x, t∗)
∂xi
dx+ N − p
p
∫
Ω
α
(
t∗
)
uq+1
(
x, t∗
)
dx. (3.29)
Denote the two terms on the left sides of the above equality by J2(t∗) and J3(t∗), the two terms of the right sides by J4(t∗)
and J5(t∗). By a direct calculation, we obtain (see also [23])
J2
(
t∗
)= p − N
p
∫
Ω
∣∣∇u(x, t∗)∣∣p dx− p − 1
p
∫
∂Ω
∣∣∇u(x, t∗)∣∣p(x · η(x))dσ ,
where, η(x) is the unit outward normal at the point x. We further obtain that
J4
(
t∗
)= − N
q + 1
∫
Ω
α
(
t∗
)
uq+1
(
x, t∗
)
dx.
Summing up, we obtain(
N − p
p
− N
q + 1
)∫
Ω
α
(
t∗
)
uq+1
(
x, t∗
)
dx+ p − 1
p
∫
∂Ω
∣∣∇u(x, t∗)∣∣p(x · η(x))dσ = 0.
Note that for any x ∈ ∂Ω , x · η(x)  0 if the domain Ω is star shaped; x · η(x)  ρ > 0 if Ω strictly star shaped, thus we
have u(x, t∗) ≡ 0. Or else(
N − p
p
− N
q + 1
)∫
Ω
α
(
t∗
)
uq+1
(
x, t∗
)
dx< 0
if q = NpN−p − 1;(
N − p
p
− N
q + 1
)∫
Ω
α
(
t∗
)
uq+1
(
x, t∗
)
dx 0
if q > NpN−p − 1, which is a contradiction. The proof is complete. 
Remark 3.1. It is worth noting that the restriction on the domain in Theorem 3.1 (2) can be extended to the convex domain,
which will be proved in a further paper.
4. The singular case q = p − 1
In this section, we consider the case of q = p − 1, in which the equation is written as
∂u
∂t
= div(|∇u|p−2∇u)+ α(x, t)up−1, (x, t) ∈ Ω ×R, (4.1)
subject to the homogeneous Dirichlet boundary value condition
u(x, t)|∂Ω = 0. (4.2)
We are going to show the speciality of this case. It is quite different from the other cases, in which positive periodic
solutions deﬁnitely exist or deﬁnitely not exist. It will be shown that for small α(x, t), any solution of the initial boundary
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large α(x, t), all positive solutions will blow up at ﬁnite time, we may consider the initial and boundary value problem for
Eq. (4.1) with the initial value condition
u(x,0) = u0(x), (4.3)
where u0(x) 0 for x ∈ Ω and satisﬁes some compatibility conditions.
We ﬁrst have the following proposition.
Proposition 4.1. Assume that q = p−1. Let λ1 be the ﬁrst eigenvalue of the p-Laplace equationwith homogeneous boundary condition
on Ω .
(1) If L = supα(x, t) < λ1 or S ≡ infα(x, t) > λ1 , the problem (1.1)–(1.3) admits no positive periodic solution;
(2) If α(x, t) ≡ λ1 , there is a positive periodic solution for the problem (1.1)–(1.3).
Proof. (1) Firstly, we consider the case L < λ1. We note that there exists λ˜ with L < λ˜ < λ1 and a domain Ω˜ with Ω  Ω˜
such that λ˜ is the ﬁrst eigenvalue of the p-Laplacian equation with homogeneous boundary condition on Ω˜ , and corre-
spondingly, ψ˜ is the ﬁrst eigenfunction with ‖ψ˜‖∞ = 1. A simple calculation yields that K ψ˜ is an upper solution of the
problem (4.1)–(4.3) for appropriately large K > 0. Then we have u  K ψ˜ . Let ω be the solution of the following problem⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
= div(|∇u|p−2∇u)+ α(x, t)up−1, (x, t) ∈ Ω ×R+,
u(x, t) = (K ψ˜)e−t, x ∈ ∂Ω,
u(x,0) = K ψ˜(x), x ∈ Ω.
(4.4)
We conclude that ω(x, t) is decreasing on t , and u(x, t)ω(x, t). Thus, there exists a function ω(x) such that
ω(x) = lim
t→∞ω(x, t).
It follows that ω(x) is a steady state of the ﬁrst equation of (4.4) with homogeneous Dirichlet boundary condition. Clearly,
we have ω(x) = 0 since α(x, t) < λ1, which means that u(x, t) goes to 0 uniformly as t → ∞.
Next, let’s consider the case S > λ1. Take Ω̂ Ω such that the ﬁrst eigenvalue λ̂ of the p-Laplace equation with homo-
geneous boundary condition on Ω̂ satisfying λ1 < λ̂ S , φ̂ be the ﬁrst eigenfunction of Ω̂ .
When p > 2, take uˆ0(x) u0(x) satisfying that 0 uˆ0(x) ≡ 0 for x ∈ Ω̂ and uˆ0(x) = 0 for x ∈ ∂Ω̂ . Consider the following
problem⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
= div(|∇u|p−2∇u)+ Suq, (x, t) ∈ Ω̂ ×R+,
u(x, t) = 0, x ∈ ∂Ω̂,
u(x,0) = uˆ0(x), x ∈ Ω̂.
(4.5)
Denote by uˆ the solution of the above problem. Clearly the solution u of the problem (4.1)–(4.3) is an upper solution of the
problem (4.5) on Ω̂ . By comparison, we have u  uˆ. While by the result of [25], we see that uˆ blows up in some ﬁnite time
if p > 2, which means that u blows up in ﬁnite time.
When p  2, let
u = g(t)φ̂,
where g(t) satisﬁes that⎧⎨⎩ g
′(t) = (S − λ̂1)gp−1(t), t > 0,
g(t) > 0, t > 0,
g(0) = 0.
After a direct calculation, we see that u is a lower solution of the problem (4.1)–(4.2) for any initial value on Ω̂ . Furthermore,
by the fast diffusive property of Eq. (4.1), we see that u(x, t) > 0 in Ω when t > 0 for any nontrivial and nonnegative initial
value. While by comparison we see that u(x, t)  g(t)φ̂ on Ω̂ . Thus we have ‖u(x, t)‖∞ goes to inﬁnity as t → ∞ since
g(t) → ∞ as t → ∞. The proof is complete.
While if α = λ1, then clearly the ﬁrst eigenfunction is a periodic solution of the problem (1.1)–(1.3). 
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