1. Introduction. Translation surfaces naturally arise in the study of billiards in rational polygons (see [ZKa]). To any such polygon P , there corresponds a unique translation surface, S = S(P ), such that the billiard flow in P is equivalent to the geodesic flow on S (see, e.g.,
In §3, we study G-coverings of G-manifolds. Given such a covering, p : X → Y , we characterize the group of G-automorphisms of Y (resp., X) that lift to X (resp., descend to Y ). As an application, we show that if Y has a finitely generated fundamental group, then the subgroup of homeomorphisms that lift to X has finite index in the full homeomorphism group of Y (see Proposition 3.3). This fact and the technical Proposition 3.4 are crucial to the proof of the results of §4.2. Also in §3, we establish the existence and uniqueness of the minimal H -covering of a G-manifold for a subgroup H ⊂ G (Theorem 3.6).
In §4, we specialize to the case where G is a group of affine transformations of the Euclidean plane. Using the functoriality of the spinal triangulation (Proposition 4.1), we obtain a topological bound on the number of flat coverings, p : X → Y , where X is a given flat surface (Theorem 4.3). We then apply this result, in combination with results of §3, to affine coverings of translation surfaces. In particular, we show that if p : R → S has finite degree, then (R) and (S) are commensurable (see Theorem 4.9). It follows that Veech surfaces are preserved by finite degree coverings, a result that is anticipated in [V2] .
In §5, we discuss arithmetic properties of translation surfaces. We introduce the set of developed cone points, the cross-ratio of saddle connections, and the notion of a translation tiling. Our main result, Theorem 5.5, gives several geometric and algebraic characterizations of translation surfaces that have arithmetic Veech groups. For example, we show that (S) is commensurable to SL(2, Z) if and only if S is (translation) tiled by a parallelogram.
Translation surfaces tiled by parallelograms are the historical precursors of Veech surfaces. They were the first examples of translation surfaces having a large group of affine diffeomorphisms (see [Th2] ). The so-called Veech dichotomy (a geodesic is either finite or uniformly distributed) was first proven for these surfaces (see [Gu1] ).
In §6, we take up the counting of simple closed geodesics on a Veech surface S. Let N S (x) be the number of lengths of closed geodesics on S that are less than x. H. Masur (see [Ma1] , [Ma2] ) showed that there are constants 0 < c 1 ≤ c 2 < ∞ such that c 1 x 2 ≤ N S (x) ≤ c 2 x 2 holds for large x. Remarkably, if S is a Veech surface, then N S (x) ∼ c · x 2 for some constant c = c(S) (see [V1] ). We call c(S) the quadratic constant of S. Veech explicitly computed the quadratic constant for a family of right triangles in [V1] and for regular polygons in [V2] .
The main result of §6, Theorem 6.5, gives an explicit general formula for the quadratic constant. The proof is based on the counting of vectors in the orbit of a lattice (Theorem 6.1). We reduce the latter to a counting of horocycles in the hyperbolic plane. Our approach to counting closed geodesics is more elementary than Veech's original approach. In particular, our proof depends on neither Eisenstein series nor Tauberian theorems, but rather on the mixing of the geodesic flow on surfaces of constant negative curvature and finite volume. Independently, Veech discovered another "Eisenstein series free" approach in [V3] . However, [V3] does not contain a formula for the quadratic constant of a Veech surface.
In §7, we show that the cross-ratio field of a Veech surface is equal to the trace field of its Veech group (Theorem 7.1). From results in [Th2] , it is easy to deduce that the trace field of a Veech surface is a number field. Combining this fact with Theorem 7.1, we show that the quadratic constant of a Veech surface S multiplied by π ·Area(S) is an algebraic number (Theorem 7.4). The proof depends on the fact that the ratio of the lengths of two parallel saddle connections belongs to the cross-ratio field.
In [GuJ] , we announced and sketched proofs of several of our results from the present paper and gave applications to polygonal billiards. At the same time, an independent announcement, [Vo1] , appeared. Some of the theorems announced in [Vo1] overlap with results in [GuJ] . More specifically, the overlap concerns those results whose detailed proofs appear below in §4. Although no proofs were given in [Vo1] , they have since appeared in [Vo2] . The methods of both §4 below and [Vo2, §5] have their genesis in the work of Veech [V2] .
Preliminaries and notation

Group structures on manifolds.
Recall the notion of a (G, X)-manifold (refer to [Th3] ), where G is a subgroup of the group of self-homeomorphisms of a manifold X. In the present paper, X = R n , and hence we use the term G-manifold. We denote by (M, µ) be a Gmanifold, and let f : X → M be a local homeomorphism. Then there exists a unique
From now on, we consider only connected G-manifolds where G has the following (unique continuation) property: If g 1 (x) = g 2 (x) for all x belonging to a nonempty open set U ⊂ R n , then g 1 = g 2 . 1 Let (M, µ) be a simply connected G-manifold, and let µ 0 : U 0 → R n be a chart. Then there exists a unique G-map, dev : (M, µ) → R n , satisfying dev| U 0 = µ 0 (see [Th3] ). This map is the developing map of (M, µ) . For arbitrary (M, µ) , the developing map associated to (M, µ) is the map dev :
For each G-map f of a simply connected G-manifold into itself, there is a unique element hol(f ) ∈ G, the holonomy of f , satisfying dev
The map hol : π 1 (M) → G is the holonomy homomorphism (see [Th3] ). The group
, which is often implicit in the sequel. Let H be a normal subgroup of G. For a G-map, f : (X, µ) → (Y, ν) , between H -manifolds, we define the differential D(f ) ∈ G/H as follows. Choose µ i : U i → R n and ν j : V j → R n to be charts associated, respectively, to µ and ν such that f (
is independent of the choices. The name "differential" is justified by the example of affine diffeomorphisms of translation manifolds (see §2.3). Next, we define a natural left action G/H × Str H (X) → Str H (X). Let g ∈ G, and let ᐂ = {µ i : U i → R n } be an atlas of µ ∈ Str H (X). Consider the atlas g ·ᐂ = {g •µ i : U i → R n }. Because H is a normal subgroup, g · ᐂ is an H -atlas whose equivalence class in Str H (X) depends only on the coset gH .
In this paper, we consider affine, flat, and translation manifolds. These three types of G-manifolds correspond, respectively, to G equal to
• the group of affine transformations, Aff (R n 
• the group of translations of R n , Trans (R n 
A pseudogroup Ᏻ of homeomorphisms between open subsets of R n gives rise to the concepts of Ᏻ-structure and Ᏻ-manifold (see [Th3] ). Since every group G of self-homeomorphisms of R n defines a pseudogroup, every G-manifold is also a Ᏻ-manifold. Some of the notions defined above extend to pseudogroup manifolds. For example, we have the notion of a Ᏻ-map and the forgetful functor, which maps Ᏼ-structures to Ᏻ-structures when Ᏼ ⊂ Ᏻ. Note that every pseudogroup of homeomorphisms is a subset of -op, the pseudogroup of homeomorphisms of open subsets of R n . In particular, every Ᏻ-manifold is a topological manifold.
Flat surfaces.
A flat surface X is a 2-dimensional G-manifold such that G = Isom (R 2 ). The standard metric tensor on R 2 pulls back to a flat Riemannian metric on X. A curve γ ⊂ X is a geodesic if dev(γ ) is a line (segment) in R 2 for some liftγ of γ .
Let X denote the metric completion of the flat surface X with respect to the Riemannian distance. A flat map f : X → Y has a unique continuous extension f : X → Y . For example, each deck transformation γ :X →X has an extension γ . The developing map extends to a map dev from the completion ofX to R 2 , and equation (1) extends to
Assumption 2.1. For each flat surface X appearing in the sequel, the set X\X is assumed to be discrete.
The set (X) ≡ X\X is the set of cone points of X. Let U denote the universal cover of the punctured plane with the metric induced by the covering. The flat surface U is isometric to R + ×R with the metric dr 2 +r 2 dθ 2 . For each cone point c ∈ (X), there exist s and α such that the quotient of [0, s)×R ⊂ U by the group generated by (r, θ ) → (r, θ + α) is isometric to a neighborhood of c in X. The number α is called the angle at c.
Recall the notion of a cell complex. We only consider 2-dimensional cell complexes whose 2-cells are simple Euclidean polygons that are glued along their edges via isometries. Let Ꮿ and Ᏸ be cell complexes. Then a polygonal map f : Ꮿ → Ᏸ is a continuous map of the underlying topological spaces such that f maps each 2-cell of Ꮿ isometrically onto a 2-cell of Ᏸ. If the underlying topological space of a cell complex Ꮿ is a closed surface S, then Ꮿ is a cell decomposition of S. Note that a cell decomposition of S induces a flat structure on the complement of the 0-skeleton, making the puncturing of S a flat surface.
The completion X of a flat surface has several canonical cell decompositions. Here we define the spinal triangulation and the Voronoi decomposition. Let Spine(X) ⊂ X be the set of points x ∈ X such that there exist at least two geodesic segments realizing the distance, d(x, (X)) (see [Bo] ). Let K ⊂ Spine(X) consist of points for which there exist exactly two such segments. Then K is a disjoint union of open geodesic segments called vertebrae. The set Spine(X) has a natural interpretation as a graph: The edges are the vertebrae, and the vertices, v ∈ V , are the points for which there are at least three distinct geodesic segments realizing d (v, ) .
The connected components of X\ Spine(X) are the umbrellas. Each cone point c ∈ (X) is contained in a unique umbrella U c . For each point x ∈ U c , there is a unique minimal geodesic segment joining x to c ∈ U c . The Voronoi decomposition, ᐂ X , is the cell decomposition of X whose 2-cells are the umbrellas (see [Th1] ).
Let v ∈ ∂U c be a vertex of the spine. Each geodesic segment joining v to c is called a rib. The ribs partition U c into a finite number of spinal triangles each bounded by two ribs and an edge of the spine. The Gauss-Bonnet theorem implies that each spinal triangle is isometric to a Euclidean triangle. The spinal triangulation, -X , is the cell decomposition of X whose 2-cells are the spinal triangles.
Translation and half-translation surfaces.
A translation surface is a topological surface X together with µ ∈ Str G (X), where G = Trans (R 2 ). Note that Trans(R 2 ) ∼ = R 2 is a normal subgroup of Aff (R 2 ) with quotient GL(2, R). Hence, the remarks of §2.1 apply. In particular, we use the left action GL(2, R)
Let R be a precompact translation surface. Let Aff(R) denote the group of orientation-preserving, affine diffeomorphisms of R. Any φ ∈ Aff(R) is volume preserving, and thus the differential is a homomorphism D : 
There is a natural mapping from the set of geodesics on R into the projective space P (R 2 ): Let γ ⊂ R be a geodesic and letγ be a lift of γ to the universal coverR. Define [γ ] ∈ P (R 2 ) to be the line through the origin parallel to dev(γ ). Equation (1) implies that [γ ] is independent of the choice of lift.
The preceding discussion applies to the slightly larger class of half-translation surfaces. These are the G-surfaces where G is the group of half-translations, 1/2-Trans(R 2 ) ≡ {±Id} × R 2 . Each half-translation structure either reduces to a translation structure or lifts uniquely to a translation structure on a double covering. The study of half-translation surfaces is equivalent to the study of meromorphic quadratic differentials with poles of order at most one (see, e.g., [Ma1] ). In [V1] , half-translation structures were called "F-structures." Our analysis of translation surfaces is based on the fact that Trans(R 2 ) ⊂ Isom (R 2 ) is a normal subgroup of Aff (R 2 ). Since 1/2-Trans(R 2 ) also has this property, we have the following remark.
Remark 2.2 (On quadratic differentials).
All of the results of this paper concerning translation surfaces are valid for half-translation surfaces, provided we replace SL(2, R) with PSL(2, R).
Group structures and coverings
Lifting and pushing down homeomorphisms. Let Homeo(M) denote the group of self-homeomorphisms of a topological manifold M.
Definition 3.1. Let M and N be topological manifolds. Two coverings, p i : M → N, i = 1, 2, are lower equivalent (resp., upper equivalent 3 ) if there exists φ ∈ Homeo(N ) (resp., ψ ∈ Homeo(M)) such that p 2 = φ • p 1 (resp.,
For a covering p : M → N, let [p] * (resp., [p] * ) denote its lower (resp., upper) equivalence class. Define a right (resp., left) action of Homeo(M) (resp., Homeo(N)) on the set of lower (resp., upper) equivalence classes by
Let Ᏻ be a pseudogroup, and let µ be a Ᏻ-structure on a topological manifold X. We let Aut(X, µ) ⊂ Homeo(X) denote the subgroup of homeomorphisms of X that preserve µ. If the structure µ is implicit, then we use the notation Aut(X).
To each Ᏻ-covering of Ᏻ-manifolds, p : X → Y , we associate two groups:
(resp., Aut(Y )) on the set of lower (resp., upper) equivalence classes of coverings.
Proof. The proofs of the two claims are dual, and hence we prove only the first: Let ψ belong to Aut(X). We have The following is probably known if Ᏻ is the pseudogroup of homeomorphisms or diffeomorphisms.
Proof. The standard theory (see [M] ) yields a one-to-one correspondence between upper equivalence classes of Ᏻ-coverings and conjugacy classes of subgroups of π 1 (Y ). Moreover, if a covering q has degree d, then the conjugacy class C(q)
* | is at most the number of conjugacy classes of subgroups whose index is equal to the degree of p. A finitely generated group has only finitely many index d subgroups. Thus, the claim follows from Lemma 3.2.
We say that a covering p :
is equal to the identity, and hence q is an H -map. Therefore, q * (ν ) = µ, and thus
The minimal H -covering of a G-manifold. The range of i G
H consists of Gstructures µ on X that can be represented by an H -atlas. In this case, we say that µ is an H -representable G-structure. The following proposition is standard. (See, e.g., [R, Theorem 8.4.5] .) We include the proof here for the convenience of the reader.
Proof. We shall prove the nontrivial implication. Suppose Hol(X, µ) ⊂ H , and let p : (X, p * (µ)) → (X, µ) denote the universal covering. The developing map provides an H -atlas for p * (µ) onX. The deck group π 1 (X) acts properly discontinuously oñ X, and by equation (1), each deck transformation is an H -map. It follows that the H -structure p * (µ) uniquely descends to an H -structure ν on X =X/π 1 (X).
By construction, p * (ν) is an H -structure, and i G H (p * (ν)) = p * (µ). Using the fact that the pullback and the forgetful functor commute, and the injectivity of the pullback, we conclude that
The standard theory (see [M] ) provides a coveringp :X → X such that
) is a G-manifold whose holonomy group belongs to H . Hence, Proposition 3.5 implies that there exists an H -structureμ onX
is uniquely determined up to upper equivalence, and the degree ofp is equal to the index [Hol(X, µ) :
The following theorem justifies the choice of terminology.
and let (X,μ) be as above. Suppose that there is an H -manifold, (Y, ν), and a G-covering p : (Y, i G H (ν)) → (X, µ). Then p is the composition of an H -covering q : (Y, ν) → (X,μ) and a G-coveringp : (X,μ) → (X, µ). The H -manifold (X,μ) is uniquely determined by this property.
Proof. Since (Y, ν) is an H -manifold, we have Hol(Y, i G H (ν)) ⊂ H , and hence
The claims now follow from the definition of (X,μ) and the theory of topological coverings (see [M] ).
Affine coverings of flat surfaces
Flat coverings and cell decompositions.
Recall from §2.2 the spinal triangulation -X associated to a flat surface X with nonempty cone set (X). 
Proof. To prove the first claim, it suffices to show that the restriction of p to each
Because p is a local isometry, any path in X has the same length as its projection in Y . Thus, since the distance d(x, (X)) (resp., d(y, (Y ))) is obtained by minimizing length over the paths joining x and (X) (resp., y and (Y )), we have d (x, (X) 
Thus, a geodesic γ realizes the distance d(x, (X)) if and only if p •γ realizes the distance d(y, (Y )).
Two distinct geodesics based at x are mapped to two distinct geodesics based at y. Therefore:
(1) The inverse image of the vertex set V (Y ) of Spine(Y ) is the vertex set of Spine(X); (2) the inverse image of Spine(Y ) \ V (Y ) is Spine(X) \ V (X); (3) the inverse image of a rib in -Y is a union of ribs in -X . Indeed, vertices of the spine are points for which there are at least three geodesicsthe ribs-realizing the distance to , and their complement in the spine is the set of points for which there are exactly two such geodesics. Consequently, (1) and the fact p( (X)) = (Y ) together imply that the 0-skeleton of -X is mapped onto the 0-skeleton of -Y .
Since p :
is continuous and surjective, each vertebra of X is mapped onto a vertebra of Y . This and (3) above imply that each 1-cell e of -X is mapped onto some 1-cell e of -Y . Since e is simply connected and p is a covering, p : e → e is injective. Thus, the local isometry p : e → e is an isometry.
Let E(X) and E(Y ) denote the respective 1-skeletons of -X and -Y . We have
Arguing as above, we conclude that each 2-cell of -X is mapped isometrically onto a 2-cell of -Y .
In sum, p defines a polygonal map -(p), and p is determined by -(p).
As a corollary of the proof, we have the following. Here we consider a dual problem. Proof. If g : Ꮿ → Ᏸ is a surjective polygonal map, then each 2-cell in Ᏸ is isometric to a 2-cell in Ꮿ, and f (Ᏸ) ≤ f (Ꮿ). In particular, the cell complex Ᏸ can be constructed by gluing together 2-cells belonging to Ꮿ. It follows that the number of cell complexes Ᏸ that can be the image of Ꮿ under a polygonal map is bounded in terms of f (Ꮿ) and N(Ꮿ).
Fix Ᏸ and let g : Ꮿ → Ᏸ be a surjective polygonal map. Then g is determined by the following data: a map G from the index set I of the 2-cells of Ꮿ, onto the index set J of the 2-cells of Ᏸ, and for i ∈ I , an isometry g i : C i → C G(i) . The number of possible isometries is bounded by 2N(Ꮿ). Since f (Ᏸ) ≤ f (Ꮿ), the number of maps
Lemma 4.5. Let X be a precompact flat surface with
Proof. The vertex set of the spinal triangulation is the disjoint union of the cone point set (X) and the vertex set V (X) of Spine(X). Since the 2-cells of -X are triangles, Lemma 4.6 below implies f (-X ) = 2| (X)| + 2|V (X)| − 2χ(X). On the other hand, V (X) is the vertex set of the Voronoi decomposition ᐂ X . The set of 2-cells in ᐂ X is in one-to-one correspondence with (X). Applying inequality (5) below to ᐂ X , we obtain |V (X)| ≤ 2| (X)|−2χ (X) . Substituting this into the equality above, we obtain the claim. Remark 4.7. The bounds in the results above can be made explicit. We leave this to the reader. More efficient bounds on the number of coverings can be obtained by exploiting the fact that the polygonal maps considered here are induced by coverings of flat surfaces, and by using, for instance, the dual of the Voronoi decomposition, the Delaunay decomposition (see [Th1] , [MaS] ). Efficient bounds would be useful in estimating the relative sizes of Veech groups of translation surfaces (see Theorem 4.9).
Affine coverings and Veech groups.
In this section, we show that if two translation surfaces are related by a covering map, then the respective groups of affine diffeomorphisms are closely related. Proof. By hypothesis, S is a finitely punctured closed surface and hence, π 1 (S) is finitely generated. Since R is compact, p has finite degree. Hence, Proposition 3.3 gives the first claim.
For g p = (Dp) −1 ∈ GL(2, R), we have Aff(g p · R) = Aff (R) . As an affine map from g p · R to S, the covering p has differential equal to the identity. Therefore, by replacing R by g p · R, we may assume that p is a translation covering.
Let H = Trans(R 2 ) and let G = Aff(R 2 ). By Proposition 3.4, it suffices to demonstrate the finiteness of the set of (lower equivalence classes of) translation coverings with R as a covering space. Since every translation covering is a flat covering and R is precompact, the claim follows from Theorem 4.3.
Recall that two subgroups , ⊂ G are commensurate if ∩ has finite index in and . They are commensurable if is commensurate with g g −1 , for some g ∈ G.
Theorem 4.9. Let p : R → S be an affine covering of precompact translation surfaces. Then the groups (R) and (S) are commensurable. If p is a translation covering, then (R) and (S) are commensurate.
Proof. In the proof of Theorem 4.8, we showed that p : g · R → S is a translation covering for some g ∈ GL(2, R). Thus, since (g ·R) = g · (R)·g −1 , the first claim follows from the second.
Let p be a translation covering. If (R) = ∅, then R (resp., S) is a flat torus
, L(S)) is an abelian lattice in R 2 . The translation covering p induces a finite index inclusion L(R) ⊂ L(S).
It follows that the stabilizers of the respective lattices are commensurate. The Veech group of a flat torus is equal to the corresponding stabilizer, and the claim follows.
Suppose that (R) = ∅. (R) ] are finite. Let D R (resp., D S ) denote the differential homomophism, and let p (R) 
The operation of "pushing down" an affine homeomorphism is a surjective homomorphism: p * :
(S). Since p is a translation covering, we have D S • p * = D R . It follows that p (R) = p (S), and hence (R) and (S) are commensurate.
The preceding theorem motivates the following definition.
Definition 4.10. Two precompact translation surfaces are close relatives if either both surfaces are affinely covered by a common precompact translation surface, or both surfaces affinely cover a common translation surface. Two translation surfaces are called relatives if they are equivalent under the equivalence relation generated by the relation of being close relatives.
Finiteness of index is a property that is closed under intersection, and hence both commensurateness and commensurability are equivalence relations. Therefore, Theorem 4.9 implies the following. Proof. The first two assertions are immediate. The class of elementary subgroups of SL(2, R) is closed under the equivalence relation of commensurability (see [B] ), thus implying assertion (3). Let ⊂ SL(2, R) be arbitrary, and let ⊂ be a subgroup of finite index. Let g, h ∈ be noncommuting parabolics. Then for some n ≥ 1, the group elements g n , h n are noncommuting parabolics in . Thus, the class of groups in question is closed under commensurability. The last assertion follows.
Arithmetic translation surfaces.
Let S be a translation surface with (S) = ∅, letS be its universal covering, and let dev :S → R 2 be the developing map. Define the set of developed cone points to be˜ (S) ≡ dev( (S)). (see, for example, [Be] ). Let K(S) denote the field of fractions of the cross-ratios of saddle connections on S. Note that K(g · S) = K(S) for any g ∈ GL(2, R).
The developing map associates to each (oriented) saddle connection γ , a unique vector γ ∈ R 2 . Let V (S) ⊂ R 2 denote the K(S)-vector space spanned by these vectors.
Proposition 5.2. Let S be a precompact translation surface with (S) = ∅. Then the following are true.
(
1) The vector space V (S) contains Hol(S). (2) Any two elements of˜ (S) differ by an element of V (S). (3) The vector space V (S) is 2-dimensional over K(S).
Proof. Let Ꮿ be a triangulation of S such that every 1-cell is a saddle connection (for example, a Delaunay triangulation). Let A(Ꮿ) be the group generated by the vectors γ , where γ is a 1-cell of Ꮿ. Now let γ ⊂ S be an arbitrary saddle connection. By developing Ꮿ along γ , one finds that γ belongs to A(Ꮿ). In particular, V (S) is spanned by the vectors associated to 1-cells of Ꮿ. The holonomy homomorphism, hol : π 1 (S) → Hol(S), factors through π 1 (S), and each class in π 1 (S) is represented by a loop in the 1-skeleton of Ꮿ.
It follows that Hol(S) ⊂ A(Ꮿ) ⊂ V (S).
Let c, c ∈ (S), the vertex set of Ꮿ, and let γ be a path consisting of 1-cells that joins c to c . The development of γ is an element of A(Ꮿ) ⊂ V (S), and the second claim follows.
It remains to show that V (S) is 2-dimensional over K(S).
Let T 0 be a triangle belonging to Ꮿ, and let α and β be 1-cells belonging to ∂T 0 . It suffices to show that for any 1-cell γ ∈ Ꮿ, the vector γ is a K(S)-linear combination of α and β. We prove the claim by induction. Namely, since S is connected, we may order the triangles, T 0 , . . . , T n ∈ Ꮿ, so that T i is adjacent to T i+1 for i = 1, . . . , n−1. The claim is trivial for each 1-cell in ∂T 0 . Suppose that the claim holds for all 1-cells in ∂T i . By developing T i and T i+1 and applying the lemma below, we prove the claim for each side of T i+1 .
To each oriented finite line segment γ ⊂ R 2 , there is a unique vector γ ∈ R 2 . If γ is the side of a Euclidean polygon P , then γ is called a side vector of P . Proof. Let γ be the common side, and let α 1 , α 2 (resp., β 1 , β 2 ) be the other sides of T (resp., T ). See Figure 1 . Orient each side, and let α 1 , α 2 , β 1 , β 2 , and γ be the corresponding side vectors. We have the obvious relations γ = ± α 1 ± β 1 = ± α 2 ± β 2 , where the signs depend on the choice of side orientations. By applying paragraph 6.5.6 of [Be] , we obtain
Since the cross-ratios appearing above belong to K, the claim follows.
Lemma 5.4. Let S be a precompact translation surface with (S) = ∅. If K(S) = Q, then Hol(S) is a lattice in R 2 . Moreover, there is a lattice L ⊂ R 2 containing Hol(S) such that any two points in˜ (S) differ by an element of L.
Proof. Since S is precompact, it has finite topological type. It follows that Hol(S) is generated by a finite set h 1 , . . . , h k . Lemma 5.1 implies that˜ (S) = ∪ n i=1 (x i + Hol(S)), where x 1 , . . . , x n ∈˜ (S). Let L ⊂ R 2 be the group generated by the set {h 1 , h 2 , . . . , h k , x 2 − x 1 , x 3 − x 1 , . . . , x n − x 1 }. By Proposition 5.2, this generating set belongs to V (S), and hence L is isomorphic to a finitely generated subgroup of Q 2 . Such a group has rank at most two. Since S is precompact, the rank of Hol(S), and hence the rank of L, is at least two. Therefore, both Hol(S) and L are lattices in R 2 with Hol(S) ⊂ L.
Let S be a flat surface, and let P be the interior of a Euclidean polygon. A P -tile in S is an isometrically embedded copy of P . The polygon P tiles S if there exists a disjoint set of P -tiles, P 1 , . . . , P n , such that S = ∪P i and such that each intersection (S) ∩ P i is contained in the set of vertices of P i . If, in addition, each adjacent pair of tiles is related by a translation, then P tiles S by translations.
Let S be a flat surface and let I ⊂ S be a discrete set. We call S I ≡ S \ I , with the induced flat structure, a puncturing of S. For a torus T , we let T 0 denote its puncturing at a single point.
Theorem 5.5. Let S be a precompact translation surface, and let (S) be its Veech group. The following statements are equivalent.
(1) The groups (S) and SL(2, Z) are commensurable.
(2) Every cross-ratio of saddle connections is rational (equivalently, K(S) = Q). (3) There exists a translation covering from a puncturing of S onto a oncepunctured flat torus.
(4) There is a Euclidean parallelogram that tiles S by translations.
Proof. (1⇒2) There exists g ∈ SL(2, R) such that (g · S) = g (S)g −1 is commensurate to SL(2, Z). It follows that the set, F ⊂ R ∪{∞}, of parabolic fixed points of (g · S) is equal to Q. Propositions 2.4 and 2.10 of [V1] imply that F is equal to the set of slopes of lines in ᏸ(g · S). Hence,
be the corresponding translation covering. Puncture the flat torus T = R 2 / Hol(S) at the set J consisting of points corresponding to the orbit L + x ⊂ R 2 . The restriction of ψ to T J is a translation covering onto T 0 , where T = R 2 /L. To prove the claim, it suffices to show that there is a translation covering from a puncturing of S onto T J .
Let π :S → S be the universal covering. PunctureS atĨ = dev −1 (L + x) (the set of "regular" points ofS that correspond to L + x), and puncture S at I = π(Ĩ ). The restriction of the developing map toSĨ is a translation covering onto the puncturing of R 2 at the orbit L+x. Equation (1) implies that this covering descends to a translation covering φ : S I → T J . (3⇒1) Theorem 4.9 implies that for some finite set I ⊂ S and flat torus T , the group (S I ) is commensurable to (T 0 ) and hence to SL(2, Z). In particular, the area of H 2 / (S I ) is finite, and it follows that the covering H 2 / (S I ) → H 2 / (S) associated to the inclusion (S I ) ⊂ (S) is finite. Therefore, (S) is commensurable with (S I ) and hence with SL(2, Z).
(3⇒4) Let p : S I → T 0 be the given translation covering. Let L be the lattice corresponding to T . Let P ⊂ R 2 be an (open) fundamental parallelogram for L. Then S is tiled by P .
(4⇒3) Let I ⊂ S be the set of vertices of the given tiling. Associated to the given parallelogram P , there is a flat torus T = R 2 /L such that P is the fundamental domain for L. Let T 0 be the corresponding punctured torus. Since P tiles S by translations, the isometries mapping each tile onto P induce a translation covering from S I onto T 0 .
A precompact translation surface is called arithmetic if it satisfies one (and hence all) of the four conditions in Theorem 5.5. As mentioned in the introduction, these surfaces constitute a subclass of Veech surfaces that were studied prior to [V1] . For instance, the geodesic flow on arithmetic translation surfaces was completely analyzed in [Gu1] .
Remark 5.6. Suppose that Hol(S) is a lattice. This does not imply that˜ (S) belongs to the orbit of a lattice. For example, let S = T \ {t, t }, where T is a flat torus, and t and t are points lying on a closed geodesic γ ⊂ T . Then˜ (S) belongs to the orbit of a lattice if and only if the distance along γ from t to t is commensurate to (γ ). Yet we have Hol(S) = Z 2 regardless of the relative positions of t and t . In particular, the assumption that Hol(S) is a lattice does not imply any of the statements in Theorem 5.5.
6. Asymptotics of closed geodesics on Veech surfaces. In this section, we derive an explicit asymptotic formula for the number of cylinders on a Veech surface. The proof of the main result, Theorem 6.5, is based on an asymptotic count of vectors in the orbit of a nonuniform lattice in SL(2, R).
The antipodal map v → −v acts freely on R 2 \ { 0} with quotient space ᐂ. The elements of ᐂ are called vectors. The standard Euclidean norm and the action of SL(2, R) on R 2 descend, respectively, to a norm · on ᐂ and an action on ᐂ. Let ᐂ = ᐂ ∪{ 0} be the metric completion. For vectors u, v ∈ ᐂ, the absolute value of the inner product | u, v | is well defined.
Given two functions f, g :
Theorem 6.1. Let ⊂ SL(2, R) be a discrete subgroup with finite covolume, and let v ∈ ᐂ. Let v ⊥ ∈ ᐂ be orthogonal to v. Suppose that the stabilizer of v in is not {± id}, and let g be a generator of this stabilizer. Then the number of vectors, N v (x) , in the orbit v with norm less than x is well defined, and
Proof. The group SL(2, R) acts on the hyperbolic upper half plane, H 2 = {(x, y) ∈ R 2 : y > 0}, via Möbius transformations. This action induces an action, h → g · h, on the space, Ᏼ, of horocycles in H 2 . The manifolds Ᏼ and ᐂ are isomorphic as SL(2, R) homogeneous spaces. We choose a specific isomorphism F : Ᏼ → ᐂ by requiring that the distance, d (i, h) , between i = √ −1 and the horocycle h ∈ Ᏼ be equal to | log( F (h) 2 )|.
Let h = F −1 (v). Let A(t) be the set of horocycles g ·h ∈ ·h with dist(i, g ·h) < t. Then F (A(t) ) is the set of vectors in v lying in the annulus with the radii e −t/2 and e t/2 .
Since the stabilizer of h in is nontrivial, the set · h is discrete in Ᏼ. Hence, |A(t)| < ∞ and the orbit v is discrete in ᐂ. Thus, by Lemma 10 in [G] , the set v ⊂ ᐂ is bounded away from 0. Hence, for t sufficiently large, N v (e t/2 ) = |A(t)|. The asymptotics of the latter are known (see, e.g., [EM, Theorem 7.2] ). Namely, if h ⊂ H 2 / is the closed horocycle corresponding to h, then |A(t)| ∼ length(h) · Area(H 2 / ) −1 · e t . Therefore,
It remains to show that In applying Theorem 6.1 to the counting of cylinders, we reinterpret the constant in (8). Let g ∈ (S) belong to the stabilizer v of the vector v ∈ R 2 . Let w ∈ R 2 be an independent vector. Define x (g, v, w) implicitly by the equation g · w = w + x (g, v, w) v. Note that the absolute value, |x(g, v, w)|, depends only on the class of v, w ∈ ᐂ.
Suppose that w = v ⊥ is perpendicular to v, and let R be the rectangle spanned by v and v ⊥ . A calculation gives the desired reinterpretation:
Area (R) . (11) The function x (g, v, w) satisfies the following equivariance properties: If h ∈ SL(2, R), then we have hv, hw = x(g, v, w) . (g, v, w) . (13) A (translation) cylinder is a translation surface (with boundary) that is homeomorphic to a cylinder. We associate to a cylinder C its length, (C), and its width, w(C). Let S be a translation surface. From here on, we only consider embedded cylinders, C ⊂ S, which are "maximal" in the sense that C is not properly contained in another cylinder C ⊂ S. The group Aff(S) acts naturally on the set, Ꮿ(S), of embedded cylinders. The developing map induces a mapping v : A cylinder decomposition, Ᏸ, of S is a subset of Ꮿ(S) consisting of nonoverlapping cylinders that form a partition of S. The span of {v(C) : C ∈ Ᏸ} is one-dimensional and hence defines a line l(Ᏸ) ∈ P (R 2 ), the direction of Ᏸ.
Proposition 6.2. Let C be a cylinder in a cylinder decompostion Ᏸ. Let g = ± id be a generator of the stabilizer of v(C) in (S). The number i(C) ≡ |x (g, v(C) , v ⊥ (C))| is a rational number that does not depend on the choice of g.
Proof.
Let φ ∈ Aff(S) be such that Dφ = g. By [V1, Proposition (2.4)], some power φ m maps each cylinder C ∈ Ᏸ onto itself with φ| ∂C = id. (Indeed, the set of saddle connections in Ᏸ is finite. Let m be the order of the permutation of induced by φ.) Let ψ : C → C be a basic Dehn twist for C. Then φ m | C = ψ n for some n ∈ Z. By developing C into a strip-see Figure 2 -we find that (g, v, v ⊥ ) , and the claim follows. 
Proof. By equivariance, the restriction of the map v to Aff(S) · C is a |Ᏹ(C)|-to-1 (x) . The claim then follows from Theorem 6.1, equation (11), and the definition of i(C).
The group Aff(S) acts naturally on the collection of all cylinder decompositions of S. It also acts by conjugation on the set ᏼ of maximal parabolic subgroups of (S).
Each P ∈ ᏼ preserves a unique line that corresponds, in turn, to a unique cylinder decompostion Ᏸ (see [V1] ). This map is equivariant with respect to the actions above. For a Veech surface, this map is bijective. Hence each orbit Aff(S) · Ᏸ corresponds to a unique conjugacy class of maximal parabolic subgroups of (S)-that is, a cusp of (S).
Proposition 6.4. Let Ᏸ be a cylinder decomposition of a Veech surface S. The number
depends only on the cusp, u, of (S) associated to Ᏸ. We set c(u) = c(Ᏸ), where Ᏸ is any cylinder decomposition corresponding to u.
Proof. Let φ ∈ Aff(S), h = Dφ, and C = φ(C). It suffices to show that c(φ ·Ᏸ) = c(Ᏸ). Since det(h) = 1, we have Area(C ) = Area(C), and hence it is enough to show that i(C ) = i(C). Let v, v ⊥ , and g (resp., v , (v ) ⊥ , and g ) be the data associated to C (resp., C ) as in Proposition 6.2. Then g = hgh −1 , v = hv, and (v ) ⊥ = hv ⊥ . By equation (12), x(g , v , (v ) (g, v, v ⊥ ) , and the claim follows. 
Proof. Let Ᏸ i be a cylinder decomposition such that the orbit Aff(S) · Ᏸ i corresponds to the cusp u i . By the results of [V1] , each cylinder of S lies in the Aff(S)-orbit of a cylinder C ∈ Ᏸ i for a unique i. Let N Ᏸ (x) denote the number of cylinders of length less than x lying in the orbit of some C ∈ Ᏸ. Then,
Let Ᏹ 1 , . . . , Ᏹ k ⊂ Ᏸ be the equivalence classes defined by C ∼ C if and only if C, C ∈ Ᏸ lie in the same Aff(S)-orbit. Using Theorem 6.3 and equation (15), we find that
The claim follows. (16) is called the quadratic constant of the Veech surface S. By Theorem 6.5, this constant determines the main term of the asymptotics of the lengths of closed geodesics on S. Note that c(g · S) = c(S) for any g ∈ SL(2, R). Thus, c(S) depends only on the affine structure of S, that is, on the Teichmüller disc to which S belongs.
The number c(S)
7. The arithmetic of the quadratic constant. Let tr : SL(2, R) → R denote the trace. For each subgroup ⊂ SL(2, R), define the trace field of to be T ( ) = Q(tr( )).
Theorem 7.1. Let S be a translation surface. Then the trace field of (S) is contained in the cross-ratio field, K(S). If S is a Veech surface, then T ( (S)) = K(S).
Proof. By Proposition 5.2, elements of (S) have entries in K(S) with respect to some basis of R 2 . Thus, T ( (S)) ⊂ K(S) for any translation surface. Now suppose that S is a Veech surface. Then the slope of each saddle connection is fixed by some parabolic matrix in (S) acting projectively on R ∪ {∞} (see [V1] ). Thus, to show that K(S) ⊂ T ( (S)), it suffices to prove that each cross-ratio of parabolic fixed points belongs to the trace field. Let p, q, r, and s be four parabolic fixed points. Since [p, q, r, s (17), we obtain the claim. Proof. Use the conjugation invariance of cross-ratio and trace to bring three of the matrices into a standard form, and then make a direct computation. Proof. It is well known that if ⊂ SL(2, R) is finitely generated, and the set tr( ) consists of algebraic numbers, then T ( ) is an algebraic number field (see, for example, [T, Lemma 2] ). The trace of each matrix in the Veech group of any translation surface is an algebraic integer (see [Th2] ), and hence Theorem 7.1 implies the claim. Proof. Let u be a cusp of (S). By Theorem 6.5, it suffices to prove that π · Area(H 2 / (S)) −1 · Area(S) · c(U ) is an algebraic number. By the Gauss-Bonnet theorem, π ·Area(H 2 / (S)) −1 is rational, and it remains to show that Area(S)·c(u) is algebraic. Hence, by Corollary 7.3, we only need to prove that Area(S) · c(u) belongs to the cross-ratio field K(S).
Let Ᏸ be a cylinder decomposition associated to u. In view of equation (15) and Proposition 6.2, it suffices to show that Area(C)/ Area(C ) ∈ K(S) for any pair of cylinders C, C ∈ Ᏸ. For any cylinder C, we set µ(C) = (C) · w(C) −1 . Note that µ(C) = v(C) / v ⊥ (C) , where v ⊥ (C) ∈ ᐂ is the unique vector perpendicular to v(C) with length w(C). We have
Let g be the generator of the stabilizer of the line corresponding to Ᏸ. By (13), we have
Thus, by Proposition 6.2, µ(C )/µ(C) is rational.
Hence, it suffices to show that (C)/ (C ) ∈ K(S). The length of any cylinder is a rational linear combination of the lengths of the saddle connections in its boundary. The claim then follows from the lemma below. Proof. "Develop" the cylinder C into a strip in R 2 . Let p, q, r, s denote the developed cone points such that the line segment pq corresponds to γ and the line segment rs corresponds to γ . Either pq and rs belong to the same boundary line or they do not. The two cases are illustrated by Figures 3 and 4 .
In the first case, choose c to be a developed cone point on the line not containing p, q, r, s. It follows from [Be, paragraph 6.5.6 ] that 4 |pq| |rs| = |pq| |qr| |qr| |rs| = cp, cr, pq, cq · cq, cs, qr, cr . (21) In the second case, choose a such that arsp is a parallelogram. It then suffices to show that |pq|/|ap| belongs to K(S). By [Be, paragraph 6.5.6] , |pq|/|ap| = [ra, rq, pq, rp] . Since ra is parallel to sp, we have |pq|/|ap| = [sp, rq, pq, rp] . Proof. By the proof of Theorem 7.4, it suffices to show that K(S) = Q. This follows from Theorem 5.5.
