Abstract -Region of interest (ROI) extraction is an important step in deriving visual features for an audio-visual speech recognition system. Colour based segmentation offers the potential of computationally inexpensive algorithms for ROI selection. This paper presents a comparative study of two colour based techniques, one using hue and accumulated difference, the other chrominance. Results are presented for the CUAVE database. The two methods achieved 69% and 72% correct ROI extraction. The experiment prompted investigation of a new method using a chrominance based accumulated difference image. The new method achieved 79% correct ROI identification. The overall results suggest that a dual approach using chrominance to locate the mouth region and only employing an accumulated difference image when significant motion is not present would offer good robustness with lower computational cost.
I Introduction
Automatic Speech Recognition (ASR) is a highly enabling technology [1] . Its value lies in making human interaction with machines more natural and efficient. The bimodal nature of human speech interpretation, with its use of both audio and visual cues, has prompted research into AudioVisual Speech Recognition (AVSR) as a means of improving the accuracy and robustness of conventional audio only speech recognition systems. The fusion of both audio and visual features has been shown to improve the reliability of speech recognition, making the task less susceptible to operating conditions such as high levels of background noise or multiple speaker environments [2] .
In a Hidden Markov Model (HMM) based AVSR system, the first stage in developing a new system is feature extraction from the audio and video stream. This study is focused on the visual feature extraction stage for an AVSR system. In order to extract useful visual features it is essential that a reliable estimate of the mouth region of interest (ROI) can be established from the visual information stream. The visual features in this system will capture cues used by humans in lipreading. Hence the ROI extracted is required to encompass the lip region and chin. ROI extraction has generally been implemented using either image processing techniques (colour segmentation, edge detection, motion information) or statistical modeling (template matching, snakes, active appearance models) [2] . The attraction of image processing techniques is that they can be less computationally expensive than those that require statistical modeling. To date there is no strong consensus in the AVSR community as to which approach is most robust. This paper presents a comparative study of two prominent image processing ROI extraction algorithms [3] [4] . Both methods use colour information to segment the lip region. In order to reduce the computational requirements of AVSR systems, colour information is not always used. However, it has been shown that it can significantly improve lip recognition in comparison to graylevel techniques [5] . The database used in evaluating the performance of the methods is the CUAVE audio-visual database [6] . This database presents a reasonably challenging task and allows comparison between AVSR systems. This paper is organised as follows: Section II provides a brief overview of ROI extraction techniques, followed by a detailed description of the two implemented algorithms. Section III introduces the CUAVE audio-visual database and in Section IV the experimental procedure is outlined. Finally, in Section V our findings are given before some conclusions are drawn.
II Colour Based Segmentation of Mouth ROI
Establishing the location of the mouth region within an image through colour space analysis is a difficult problem. The brightness of human skin/lips can vary significantly with differing lighting conditions but is found to have consistent chromatic features [7] . Many approaches therefore transform the RGB signal to discard the luminance component, utilising chrominance components in the segmentation [3] [4] [7] [8] [9] . In this paper two colour based segmentation methods are implemented. The first method was proposed by Zhang et al. [3] . It employs the hue component obtained from HSV transformation coupled with the accumulated difference of an image sequence to find the mouth region. The second method was proposed by Hsu et al. [4] and uses the red and blue chrominance components to locate the mouth region.
a) Zhang's Method
Zhang et al. evaluated the effectiveness of different colour spaces to discriminate between the face and lip regions. By plotting the histograms of each component of RGB, normalised rgb, YC b C r and HSV for both the face region and the mouth region, it was shown that the hue component histograms for the face and mouth region showed the least similarity.
The red component of hue is located at both the low and high ends of the hue colour range. To obtain a connected red region in the high end, the hue component is rotated about 0 by 0.0333 for hue defined within the range [0, 1] (or 12
• within the range [0, 360]). Then, by performing a suitable thresholding operation all non-red hue components can be removed from the image. Another thresholding operation is required to remove hue components which have low saturation values as these are more susceptible to noise. Once the thresholding operations are completed, all remaining pixels are designated as lip pixels. The result is a binary image:
where H is the hue image, S is the saturation image, i and j are the pixel locations and H 0 = 0.8 and
To remove non-lip red hue pixels in the resultant binary image, an accumulated difference image (ADI) is calculated on the R component of RGB for the proceeding 100 frames as:
where:
k is the frame number and R is the red component of RGB.
The lips can be extracted from this image as their movement during speaking will cause a large ADI within the mouth region. Two sequential thresholding operations are then performed on the ADI, the first using Otsu's method [10] on the entire image, the second by applying Otsu's method again to all pixels greater than the first threshold.
Finally in order to obtain a location for the mouth region, an AND operation is performed on the thresholded binary ADI and hue images. Then by selecting the largest connected region a bounding box can be drawn around the mouth region (see Figure 2 ).
b) Hsu's Method
Hsu et al. acknowledge that the red chrominance component C r is more prevalent in the mouth region than the blue chrominance component C b . It was shown that the mouth region had a high C 2 r response, but a low C r /C b response. The mouth map is found as:
where η is the ratio of the average C 2 r to the average C r /C b ,
C 2 r and C r /C b are in the range [0, 255] and n is the number of pixels in the face mask F . The face mask, F , is created by finding the skin colour pixels in a facial image and grouping them within a pseudo-convex hull (see Figure 3 ).
III CUAVE Database
The video sequences used for this study were taken from the Clemson University Audio-Visual Experiments (CUAVE) database [6] . This database is freely available and therefore is an excellent candidate for comparison of results in audio-visual research. Many researchers have previously used their own recorded data and therefore it can be difficult to compare the robustness of individual methods.
The CUAVE database consists of 36 individual speakers, 19 male and 17 female, and 20 pairs of speakers speaking both connected and continuous strings of integers. The database comprises over 7,000 utterances, and though its size is limited to fit on one DVD, it has been designed to be as comprehensive and challenging as possible. A wide variety of subjects with different skin tones and visual features such as spectacles, hats and facial hair are included. Each speaker speaks in a variety of positions. This study is focused on the frontal profile.
IV Experimental Setup
To quantify the operation of the two algorithms, and their ability to find the mouth region of interest within the face region, four example frames of each subject in CUAVE were analysed (total of 144 frames). The test frames are 250, 500, 600 and 850. Hsu's method only requires one frame to find the mouth region, however the ADI for Zhang's method is calculated on the preceding 100 frames with the hue thresholding operation performed on the test frames.
Zhang's method was implemented as follows: An OpenCV implementation[11] of the Viola Jones [12] face detector was used to isolate the face region in the frame under test. This reduces the operation of the algorithm to the extraction of the lip region from the face, as opposed to the face finding itself. The ADI for that frame is calculated using 100 frames as defined in equation 2. The hue calculations as denoted in II (a) are performed on the test frame. All pixels outside the face region are zeroed (masked) in both the ADI and thresholded hue images.
Early testing showed that the AND operation frequently failed to return a useful result. This occurred when the ADI highlighted the centre of the mouth region and the thresholded hue returned only the lip region. Depending on the current mouth position, the two might not overlap. Therefore it was necessary to dilate both the thresholded ADI and hue images before ANDing. The largest connected region within this resultant image is then selected as the mouth region. The centre pixel within this region is noted and a bounding box is drawn around this. This step is not specifically detailed in Zhang's original paper.
Hsu's method is implemented directly using the formula in equation 4. It is necessary to determine the number of pixels within the face region, n. In Hsu's paper [4] In this study a threshold is applied to remove all pixels with intensity less than 0.6. The image is dilated and then segmented into connected regions, the largest of which is selected as the mouth region. The centre pixel within this region is chosen and a bounding box is drawn around this. These concluding steps are not specifically detailed in Hsu's paper.
It was determined empirically that a suitable size of bounding box should comprise 26% of the pixels that are contained in the face region. This allows for the lips and the chin to be selected. From observation it was noted that the height of the bounding box should be 80% that of the width. The positioning of the bounding box is different for the two methods. The centre pixel in Zhang's method should lie within the centre of the mouth as the ADI is largest there. Hsu's method will return the region with the largest chrominance, i.e. the lips. In fact, the highest red chromatic pixels are contained within the lower lip, and in most cases the centre pixel is within this region. For Zhang, it was found that the centre pixel of the segmented mouth should be 30% of the vertical height from the top of the bounding box, while given Hsu's method generally finds the lower lip, the centre pixel is placed 44% from the top. In both methods the centre pixel is centered in the horizontal direction. To qualitatively assess performance and hence compare the two methods, a returned ROI was categorised as one of four types. Figure 1 provides an example of each category. Full ROI refers to an ROI that encloses a centered mouth and chin. A partial ROI is where the chin is not included in the ROI but the mouth is centered, or where the mouth is shifted slightly to one side resulting in some minor cropping. Poor ROI refers to cases where the mouth region was returned but one lip might not be fully included. If some other region is selected other than the mouth this is classified as a failure of method. Figure 2 shows the outlined steps in Zhang's method for one frame. This frame is typical of successful ROI detection. Both the ADI and hue image show a significant outline of the mouth region. It can also be seen that this person's shirt has a large proportion of red hue. Applying the Viola Jones mask (zeroing all pixels outside circle) and thresholding results in a well defined mouth and some blotches around the right eye and nose. The output of the AND stage is a well defined bounding box enclosing the mouth and chin. Figure 3 shows the steps outlined for Hsu's method using the same frame as Figure 2 . Again this is typical of successful segmentation of ROI. The C 2 r image in Figure 3 shows a significantly large (dark) region around the lips, and also for some of the blotches on the subject's face. The C r /C b image shows much less of a response for these regions of high red chrominance. Hence the difference between the two should be greatest for these regions. The resultant image has a large mouth region, with some other smaller blotches also included. By selecting the largest region the mouth region is selected and the result is a full ROI. Table 1 summarises the results obtained from both Hsu's and Zhang's method. Both methods have comparable results with high success rates. Hsu's method has a slightly higher success rate than Zhang (at 72.2% and 69.4% respectively) and its principal advantage over Zhang's method is that it does not require multiple frames to find the mouth region. The ADI does however provide useful information. For situations where there are multiple people in frame it can indicate which individual is speaking. Both had low failure of method rates (3.6% and 5.6% respectively). Even though the overall failure rates (frames not achieving a full ROI) are quite significant, none of the methods failed consistently for any one individual. Also the majority of the frames that returned a partial ROI, returned a full mouth region but did not enclose the chin. In most cases this was due to the position of the subject relative to the camera. With some of the male subjects, the video sequences have been shot with the top of their heads not in view (see figure 4(a) ). The result is that the Viola Jones face detector can return a smaller enclosing region for those subjects and the bounding box made relative to this region is smaller than normal. This Hsu's method fails to find the mouth region when other skin regions yield high amounts of red chrominance, most notably the cheek region. As can be seen from Table 1 , this only occurred in 3.5% of cases and did not occur consistently for any one individual. However, this effect is more prominent in individuals with pale skin as typified by the subject shown in figures 4(f) and 4(g).
V Results
The poor ROI is typified in figure 1 . This is the worst case example, all other frames select much more of the full mouth region. This frame is also notable in that it fails for all methods. The subject's head is tilted backwards which causes the problem. A much larger bounding box is required in this case than is normally used.
Many of the failings of Zhang's method were caused by varying luminance effects, especially where metallic objects adorned the face. By transforming the images used in the ADI the luminance issues can be removed from its result. Therefore an additional experiment was conducted to investigate the use of red chrominance for an ADI. This involved using the calculation as described in equation 2 with the red components R being replaced with the red-chrominance components C r of the corresponding frames. A threshold was then applied to remove all pixels with intensity less than 0.65. The largest connected region was selected as the mouth and its centre pixel was positioned 35% (of the bounding box vertical height) from the top. The results for this are included in Table 1 .
The chrominance ADI method outperforms both methods. Like Hsu's and Zhang's methods, one of the largest contributions to a partial ROI occurs in cases where the mouth region does not enclose the chin due to the whole head not being visible within the image. The two occasions in which the method fails are when the subjects eye is selected instead of the mouth, in cases where eye movement is significantly large when compared to speaking rate. Figures 4(h) and 4(i) show an example of one of these occurrences.
The greatest advantage of using Hsu's algorithm is that it provides an indication of the mouth region from just one frame. Both the ADIs have been implemented using 100 frames so cannot be used to provide an initial estimate at the beginning of a sequence. However, once a suitable time period has elapsed the chrominance ADI method provides a more accurate estimation of the mouth region. This is only if the subject has remained relatively stationary for this period, though it has been shown here that ADIs can provide accurate results even with the natural head movement in the CUAVE database. Also, once this time period has elapsed, the computation is just a single frame subtraction operation, making it more efficient than Hsu's algorithm. Given that Zhang's method requires a thresholded hue image and an ANDing operation to define the ROI, it is computationally less efficient with no performance gain.
VI Conclusion
This paper presented a comparative study of two colour based segmentation techniques. The algorithms of Zhang [3] and Hsu [4] achieved similar ROI extraction at 69% and 72% respectively. A new method based on a red chrominance ADI was shown to outperform both existing methods with 79% successful ROI extraction. Figure 5 shows a variety of successful ROI extractions from the three methods. The majority of errors in all methods were related to the choice of ROI bounding box based on the facial region returned by the Viola Jones algorithm. None of the methods failed consistently for any one individual. Hence by employing a Viterbi tracking algorithm [13] it would be possible to prevent isolated errors causing an AVSR system to lose track of the ROI.
A system implementation that utilises Hsu's algorithm to initially find the mouth region and then, after a suitable period of minimal movement, would switch to use the chrominance ADI during relatively stationary periods warrants further investigation. Through the analysis of motion vectors it would be possible to detect significant movement within the sequence and then revert to Hsu's algorithm. By performing the ADI an indication of the person speaking in group situations is also given.
The results have been tested on 144 frames in CUAVE over a range of conditions. With the proposed improvements outlined, it would be worthwhile verifying performance on a larger dataset such as XM2VTSDB.
