Abstract-In this paper stochastic dynamic systems are studied, modeled by a countable state space Markov cost/reward chain, satisfying a Lyapunov-type stability condition. For an infinite planning horizon, risk-sensitive (exponential) discounted and average cost criteria are considered. The main contribution is the development of a vanishing discount approach to relate the discounted criterion problem with the average criterion one, as the discount factor increases to one, i.e., no discounting. In comparison to the well-established risk-neutral case, our results are novel and reveal several fundamental and surprising differences. For example, the limit of the (normalized) discounted costs, as the discount vanishes, is not equal to the average cost, but rather equal to an arithmetic mean of the average cost over a range of values for the risk sensitivity coefficient. Other significant contributions made in this paper are the use of convex analytic arguments to obtain appropriately convergent sequences and a verification theorem for the case of unbounded solutions to the average cost Poisson equation arising in the risk-sensitive case. Also of importance is the fact that our developments are very much self-contained and employ only basic probabilistic and analysis principles.
The Vanishing Discount Approach in Markov Chains with Risk-Sensitive Criteria I. INTRODUCTION C ONSIDER a Markov cost (or reward) chain (MCC) with countable state space, i.e., a chain with (perhaps) no external actions or controls applied to it, but whose performance is measured through an aggregate index of one-stage costs. This type of process relates to controlled Markov chain (CMC) models [1] , [7] , [25] , [27] , [28] , [30] , in that a CMC under the action of a fixed stationary deterministic policy gives rise to an MCC. The aggregate performance of the MCC is measured by a risk-sensitive index with constant risk sensitivity [6] , [10] , [17] , [26] , [34] . The main objective of the paper is to study the vanishing discount approach, which consists of determining the relation between the average cost and the limit behavior of the discounted cost criteria, as the discount factor increases to one. The vanishing discount approach has received substantial attention in the CMC/MCC literature with (standard) risk-neutral criteria; see, e.g., [1] , [7] , [25] , [27] , [28] , and [30] . This approach plays a central role in applications when, e.g., results on structured policies for discounted cost problems are extended to average cost problems [2] , [3] , [19] , [27] , [30] , [33] . On the other hand, similar studies are just beginning to emerge in the literature for risk-sensitive problems, e.g., this work and [14] , [15] . While its pursuit is clearly a worthwhile endeavor, the feasibility of such an approach has been seen as questionable [22] , [26] , due to the inherent nonstationarity of the risk-sensitive discounted cost problem; see Remark 2.1 below.
Using a self-contained probabilistic analysis, it is shown here that for stable MCC (see Assumption 3.1 below) a vanishing discount approach can be successfully obtained for the risk-sensitive case. However, the structure of the resulting solution to the corresponding average cost Poisson equation exhibits fundamental, and perhaps surprising, differences with respect to those in the (standard) risk-neutral case; see Theorem 3.1, Corollary 3.1, Remark 3.2, and Example 9.1 below. The latter is significant, given that the stability assumption used to obtain our results is (much) stronger than assumptions commonly used in the risk-neutral case, and nevertheless fundamental differences are found between the standard and the risk-sensitive cases. The need for such strong conditions, and the differences that arise in the solutions, is supported by a growing body of recent literature in this area; see [4] [5] [6] , [8] [10]- [12] . The source of these differences is due precisely to the nature of the criteria used and its sensitivity to higher moments, e.g., variance, of the cost process; see [6] , [5] , and [34] . On the other hand, other authors [14] , [15] have recently obtained a risk-sensitive analog to the standard vanishing discount approach which does not exhibit the differences mentioned previously. Examining the conditions used in [14] and [15] , it becomes clear that their models behave like the strongly recurrent finite state models in [24] ; see also [12] . Therefore, our results and those in [14] and [15] , and also those in [4] and [8] can be seen to complement each other, in that they show how very strong the (stability) assumptions have to be in order to emulate the standard results and what significant differences may arise otherwise.
Other significant contributions are also made in the paper that provide analysis tools likely to be useful in more general contexts. Among these are the use of convex analytic arguments to obtain appropriately convergent sequences, thus extending to the risk-sensitive case similar approaches used in the risk-neutral case [16] , [31] , and a verification theorem (Theorem 6.1) 0018-9286/00$10.00 © 2000 IEEE for the case of unbounded solutions to the average cost (multiplicative) Poisson equation arising in the risk-sensitive case, that extends previous results obtained for bounded solutions [6] , [5] , [10] , [11] , [20] , [22] , [24] , [26] .
Notation: Throughout the remainder, and stand for the set of real numbers and positive integers, respectively. Given a nonempty set , and a bounded function , define as the supremum norm of . Furthermore, , , denotes the -algebra generated by the random variables in parentheses. Finally, for an event , the corresponding indicator function is denoted by
. As usual, all relations involving conditional expectation are supposed to hold true almost everywhere with respect to the underlying probability measure without explicit reference.
II. THE MODEL

A. Utility Function
For each define , the (exponential) utility function with (constant) risk sensitivity as follows: For ; (2.1) notice that each function is increasing. A decision maker (DM) with utility function given by (2.1) exhibits constant risk aversion as manifested by , and the DM will be risk averse if , risk seeking if , and neutral to risk if ; see [6] , [10] , [13] , [17] , [26] , and [34] .
For a (bounded) random variable , the corresponding certain equivalent with respect to is implicitly defined by (2.2) so that a controller with risk sensitivity is indifferent between incurring the random cost or paying the corresponding certain equivalent for sure. Observe now that (2.1) and (2.2) together yield that .
(2.3)
Using Jensen's inequality, it follows that when and is nonconstant, i.e., the DM is risk averse. The following additional properties of the certain equivalent will be useful in the sequel.
Lemma 2.1: Let be a bounded random variable on a probability space . In this case, i) for every , where is the essential supremum norm of ; ii) the mapping , is convex.
Proof: i) Using that the exponential function is increasing, the inequality implies that -almost surely and then , and combining this inequality with (2.2) it follows that so that , which yields for ; to conclude notice that this latter inequality clearly holds for , since . ii) Using the basic relation (2.3) straightforward calculations yield that for every setting and , it follows that establishing the convexity of the function .
B. Risk-Sensitive Performance Criteria
Throughout the remainder is a Markov chain on a denumerable set . The transition mechanism is assumed to be stationary and the distribution of the state process given that is denoted by , whereas if is a -measurable function, denotes the expectation of with respect to . This type of process relates to control Markov chain (CMC) models [1] , [7] , [25] , [27] , [28] , [30] , in that a CMC under the action of a fixed stationary deterministic policy gives rise to a MCC. Each time that a state is visited by the chain, a cost is incurred, where is a given bounded function, i.e.,
An observer measures the performance of the chain using the stream of costs . The computation of the specific performance index involves the utility function introduced in (2.1).
Discounted Criterion: Let be a fixed discount factor. In this case, the -discounted risk-sensitive criterion corresponding to the initial state and to the risk sensitivity coefficient , denoted by , is defined as the certain equivalent of the total discounted cost . see, for instance [2] , [13] , [26] . Note that the term on the right-hand side in the above equation has a modified risk factor , and thus risk-sensitivity introduces nonstationary behavior in discounted problems.
Long-Run Average Criteria: For a given initial state and risk sensitivity coefficient , is the certain equivalent of the total cost incurred up to time with respect to (2.6) and ( 
2.7)
The and average criteria corresponding to the initial state and are defined by (2.8)
As already mentioned, the main objective of the paper is to study the relation between the risk-sensitive discounted and average criteria for stable MCC. In the risk-neutral case it is well known that, under appropriate ergodicity conditions-for instance, if the Markov chain satisfies the simultaneous Doeblin condition or the Foster-Hordjik's Lyapunov function condition-the following properties i)-iii) hold true [1] , [7] , [27] , [28] and that is a convex function (2.13)
In this case from (2.8) and (2.12) it follows that , and similarly . To conclude the proof, it remains to establish the convexity properties of the mappings and on the negative and positive rays, respectively. To achieve this goal, let and be fixed and set ; using (2.13) it follows that and then (2.14)
Now, for ease of presentation the analysis is separated into two cases.
Case 1: When (2.14) implies that i.e., , , so that is a convex function on . Case 2: Now pick , and set . In this case, is also nonpositive, so that and (2.14) implies that so that is a convex function on the interval .
III. THE VANISHING DISCOUNT APPROACH
In this section, the risk-sensitive average cost criterion is related to the limit behavior of the discounted value functions . The subsequent developments are obtained under the following (ergodicity) stability condition, which seems to be a natural one in the context of performance criteria given in terms of exponential utility functions as in (2.1). Throughout the remainder of the paper, is a fixed state, and denotes the first passage time to state in a positive time (3.1) where, by convention, the minimum of the empty set is taken as .
Assumption 3.1 [Exponential Foster-Hordjik's Lyapunov Stability Condition]: For every and
Remark 3.1: The above condition is quite strong and, in the context of CMC, similar stability assumptions have been previously employed in the study of overtaking optimality criteria [18] , and also in obtaining solutions to risk-neutral average cost problems [9] ; see also [23] . Furthermore, the (weaker) Simultaneous Doeblin condition can be thought of as the risk-null analog of Assumption 3.1, and this is well known to be also a quite strong condition; see [1, pp. 301-309] and also see Example 9.1 in the sequel for further insight on the meaning of the above assumption.
The main result of the paper is the following theorem, which extends (2.9)-(2.11) to the risk-sensitive case. is the average cost corresponding to the risk sensitivity coefficient , i.e.,
The proof of the above result will be presented in Section VIII, after establishing important intermediate results in Sections IV-VII. In contrast to other results in the literature on stochastic processes with risk-sensitive criteria, the methods of proof employed in the sequel are very much self-contained and, in particular, do not need the construction of an ancillary discounted stochastic game [26] , [21] , [22] . The techniques used in the sequel are probabilistic in nature, with the use of basic convexity and analysis results. Some of the results in Theorem 3.1, and their consequences, are rather unexpected and perhaps surprising, by comparison to the much better known risk-neutral case; see for example (3.4) Proof: i) By parts i) and v) of Theorem 3.1, the average cost and the limit function in (3.2) are linked by . By part ii) of Theorem 3.1, is absolutely continuous in (since it is convex), and thus i) above follows. ii) From Theorem 3.1 it follows that is convex for , and thus increases in . Therefore (3.7a) follows from (3.6). [In Example 9.1 in the sequel, it will be shown that, in general, the inequality is strict in (3.7a).] In a similar way, it can be shown that (3.7b) holds.
Remark 3.2:
i) Theorem 3.1 and Corollary 3.1 reveal several fundamental, and perhaps surprising, differences between the risk-sensitive and the risk-null problems. The results above add to and complement other recent results pointing to such differences [5] , [10] . Furthermore, the fact that Assumption 3.1 is very strong further emphasizes the relevance of these differences. As shown in [12] , [14] , [15] , and [24] , in order to avoid such differences, (much stronger) conditions are required implying, e.g., infinite state models to behave similarly to strongly recurrent finite state models. ii) In spite of differences with respect to the risk-null case, Theorem 3.1 does provide the means for constructing solutions for average cost problems based on discounted cost problems. The latter are relatively easier and better understood [2] , [3] , [13] . Such a scheme would be carried out as follows: A) Compute using (3.2); B) Set and compute ; C) Compute using (3.3) and D) Use the (multiplicative) Poisson equation (3.5) . The main difference with respect to risk-null models is contained in step B) above, and as suggested by Corollary 3.1 [see (3.6)], this difference is not present when is constant over a range of values of . The latter situation arises, under certain stability conditions, for sufficiently small, as suggested also by (3.4) above; see [10] .
IV. PRELIMINARY RESULTS ON THE DISCOUNTED CRITERION
This section contains several important results on the discounted criterion that will be employed to establish Theorem 3.1 and that apparently have not been obtained before. As a first step, Theorem 4.1 provides a candidate to the function in Theorem 3.1-ii). The proof depends on the preliminaries given in Lemmas 4.1-4.3 below. Essentially, in Lemmas 4.1 and 4.2 the objective is to establish some (Lipschitz-) continuity properties of the discounted value functions, as well as to obtain appropriate bounds for the discounted relative value function ; these bounds will also be useful in Section V. On the other hand, Lemma 4.3 builds, via the Arzelà-Ascoli theorem, a candidate to the function using a given sequence of discount factors increasing to one. Central to the above-mentioned arguments is the convexity of established in Theorem 2.1. Other approaches also based on convex analysis have been employed to obtain related results in the risk-neutral context; see [1] , [16] , and [31] . is a convex mapping on By convenience, the following notation will be used throughout the remainder of the paper: and is a convex function, so that for every , with , it follows that Then, using (4.1) and (4.2), and similarly so that the last inequality yields the desired conclusion. ii) Let . In this case, for every , and applying part i) with and it follows that for all where was used to obtain the second inequality. On the other hand, using that , the inequality is obtained, and then (4.3) and (4.5) together yield, via the bounded convergence theorem, that where was used to obtain the second equality. Therefore and then the induction hypothesis yields that which is (4.3) for , completing the proof. The next lemma extends to the risk-sensitive context the convexity/equicontinuity approach used in, e.g., [16] , [31] to obtain solutions to the average cost problem as a limit of the discounted cost problem, in the risk-neutral case. 
V. THE RISK-SENSITIVE AVERAGE COST POISSON EQUATION
After constructing a candidate to the function in Theorem 4.1, the next step is to build a solution to the average cost Poisson equation (3.5) , and this is accomplished in Theorem 5.1 below. As stated in Theorem 3.1, such a solution involves both the limit of the discounted relative value functions, as well as the derivative of the mapping . Throughout the remainder of the section is a sequence of positive numbers, increasing to 1, satisfying the conditions guaranteed by Theorem 4.1, i.e., In this case, it is well known that is countable and that is continuous on [29] , [32] . In the following theorem a solution for the risk-sensitive average cost Poisson equation is constructed, via the vanishing discount approach, whenever . where the third equality followed from an application of the Markov property, and the fourth equality used (5.6). Since is arbitrary, this yields that To conclude, in (5.7) replace and by and . Taking limit as goes to in both sides of the resulting equality, Lemma 5.2-ii), (5.8) and (5.9) together allow to use the dominated convergence theorem to obtain which is equivalent to (5.5).
VI. A VERIFICATION THEOREM
In the previous section, a solution to the average cost Poisson equation corresponding to was constructed, and now the task is to verify that is the -risk-sensitive average cost. The following verification theorem (for the risk-sensitive average cost Poisson equation) establishes this fact, along with an explicit formula for . It is important to note that is not uniformly bounded; see Lemma 5.2, and hence other verification theorems already available in the literature, e.g., [10] , [20] , [22] , and [24] , cannot be used here. In this context
i) The and risk-sensitive average cost corresponding to the risk sensitivity coefficient coincide, are independent of the initial state, and are equal to , i.e., ii) For every (6. 3)
The somewhat technical proof of this result is mainly divided into four lemmas (Lemmas 6.1-6.4). Lemma 6.1 is a technical preliminary result which will be used to study the asymptotic behavior of in Lemma 6.2, whereas Lemmas 6.3 and 6.4 refer to additional continuity properties of the average criteria and . The proofs of these lemmas are collected in an Appendix. Throughout the remainder of the section, the notation is as in the statement of Theorem 6.1. : From Lemma 6.3 it follows, since , that and (6.6) Since the mapping is convex in , is continuous in that interval, so that the first inequality in (6.6) yields that (6.7)
Subtracting from the cost function and from the constant , there is not loss of generality in assuming that . In this case, the mapping is decreasing, and then so is . In this situation, for so that is decreasing in (6.8) Now observe that, by (6.8) and Lemma 6.4-i) so that
i.e., , and then the second inequality in (6.6) implies that (6.9) Using that , (6.7) and (6.9) together imply that
Case 2
: From Lemma 6.3 it follows, since , that and (6.10) Since the mapping is convex in , is continuous in that interval, so that the first inequality in (6.10) yields that (6.11) Adding to the cost function and to the constant , it can be assumed that , and in this case is an increasing mapping, and then so is and the following holds. For , so that is increasing in (6.12) Now observe that, by (6.12) and so that that is, , and then the second inequality in (6.10) implies that (6.13) and using that , (6.11) and (6.13) together imply that
ii) The proof of (6.3) relies on the following equality: (6.14) Assuming that this assertion is valid, the argument goes along the following lines. First, notice that Assumption 3.1 implies that for every , so that (6.15) where it was used that . Next observe that :(since on the event )
where and the condition in the statement of the theorem was used. Therefore, Lemma 6.1-i) yields that This inequality implies that the collection of random variables is uniformly integrable with respect to , since so is , and combining this property with (6.14) and (6.15) it follows that establishing (6.3). To conclude, it is necessary to prove (6.14), and this will be done by induction. First, notice that for (6.14) is equivalent to (6.1). Assume now that (6.14) holds for certain integer , and observe that the Markov property implies where (6.1) was used to obtain the second equality. Then (6.16) Observing that on the event and that on , the following equalities are obtained:
where (6.16) was used to obtain the last equality, and then and the induction hypothesis was used in the second equality. Since was arbitrary, this establishes (6.14) for the integer and completes the proof.
VII. DIFFERENTIABILITY OF Combining Theorems 5.1 and 6.1, it follows that at each point , is the -risk-sensitive average cost. The objective of this section is to prove that this assertion holds for every and to obtain this conclusion it is sufficient to show that is contained in , which will be established in the following theorem.
Theorem 7.1: For a given sequence satisfying (5.1) let and the set be as in (5.2) and (5.3). In this case, the following hold.
i) is continuously differentiable in . ii) Therefore, the set contains , and
and then
Proof: Observe that assuming part i), the definition of implies that , and then part ii) follows from Theorems 5.1 and 6.1. To establish part i) notice that is an absolutely continuous function, since is convex. Thus, is differentiable almost everywhere with respect to the Lebesgue measure, and
Also, the convexity of the mappings and in and , respectively, implies that and are continuous functions on those intervals. By Theorems 5.1 and 6.1, on the set , and using that has a countable complement, (7.3) is equivalent to and and since the integrands in these expressions are continuous, it follows that has a continuous derivative in .
VIII. PROOF OF THE MAIN RESULT
With the results of the previous sections, the main result can now be established as follows. 
X. CONCLUSION
This paper established several fundamental new results in relation to a vanishing discount approach for Markov cost chains with risk-sensitive criteria. In particular, Markov chains were considered that satisfy the (exponential) Foster-Hordijk's Lyapunov stability condition in Assumption 3.1. Within that context, the relation between the average cost criterion and the limit behavior of the discounted performance index was studied. The main result, stated in Theorem 3.1, establishes that for an arbitrary risk sensitivity coefficient , a solution to the average cost Poisson equation (3.5) can be constructed using the limit behavior of the discounted value functions associated to , as the discount factor goes to one. Moreover, it was established that fundamental differences exist between the risk-neutral and risk-sensitive cases. For example, in the latter context the normalized discounted valued functions do not converge to the average cost, but instead to the (arithmetic) mean of the average cost function in the interval (0, ); see Corollary 3.1 and the detailed (counter) example in Section IX. Other significant contributions made in this paper are the convexity results in Theorem 2.1 and the subsequent use of convex analysis in order to establish Theorem 4.1; see also Lemma 4.3. The latter may seem to extend to the risk-sensitive case similar techniques that have been employed in the risk-neutral case; see [1] , [16] , and [31] . Furthermore, (the verification) Theorem 6.1 is new and extends to the case of unbounded solutions to the average cost Poisson equation results previously obtained for the bounded case; see [22] and, for the risk-neutral analogs, [1] and references therein. Of interest is to note that the feasibility of such an approach as the one established in this paper has been seen as questionable [22] , [26] , due to the inherent nonstationarity of the risk-sensitive cost problem; see Remark 2.1. Once the fundamental results and insight provided by this paper have been obtained, the next natural step is to consider controlled Markov chains, as in [6] , [10] [11] [12] , [22] ; see also [8] , [14] , and [15] .
APPENDIX
Throughout this Appendix, the notation is as in the statement of Theorem 6.1. The proof of Lemma 6.1 relies, essentially, on the Markov property, and since it plays a central role in the argumentation leading to the proof of Theorem 6.1, a detailed proof will be provided.
Proof of Lemma 6.1: Notice that for each integer the event belongs to , and that and from this equality it follows that for every and (A.1) On the other hand, from the definition of the hitting time it is clear that on the event Hence, using the -measurability of the event , the following equalities are obtained:
where the third equality follows from the Markov property and the fourth one is a consequence of (5.6). Then, (6.4) is obtained combining this argument with (A.1). To conclude observe that, since , (6.4) implies that , and then (6.5) follows taking expectation with respect to in both sides of this latter inequality. Proof of Lemma 6.2: i) First notice that for each which represents the decomposition of the sample space according to the last visit to state in time , and the right-most term considers the possibility of sample trajectories along which has not been reached up to time . Then where the second equality follows from the Markov property and the definition of . This implies, in combination with Lemma 6.1-ii), that where , so that and the conclusion follows after taking limit as . ii) It is clearly sufficient to consider the case . In this situation, the function is convex (and increasing) on the interval , so that (6.2) and Jensen's inequality together yield the inequality that implies so that taking the th root in both sides of this inequality it follows that and the conclusion follows using part i). Proof of Lemma 6.3 : The starting point is the following equality, which can be obtained from an induction argument using the Poisson equation 
