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Silicon spin qubits form one of the leading platforms for quantum computation [1, 8]. As with
any qubit implementation, a crucial requirement is the ability to measure individual quantum states
rapidly and with high fidelity. As the signal from a single electron spin is minute, different spin
states are converted to different charge states [2, 3]. Charge detection so far mostly relied on
external electrometers [4–6], which hinders scaling to two-dimensional spin qubit arrays [8–10]. As
an alternative, gate-based dispersive read-out based on off-chip lumped element resonators were
introduced [11–16], but here integration times of 0.2 to 2 ms were required to achieve single-shot
read-out [17–19]. Here we connect an on-chip superconducting resonant circuit to two of the gates
that confine electrons in a double quantum dot. Measurement of the power transmitted through
a feedline coupled to the resonator probes the charge susceptibility, distinguishing whether or not
an electron can oscillate between the dots in response to the probe power. With this approach, we
achieve a signal-to-noise ratio (SNR) of about six within an integration time of only 1 µs. Using
Pauli’s exclusion principle for spin-to-charge conversion, we demonstrate single-shot read-out of a
two-electron spin state with an average fidelity of >98% in 6 µs. This result may form the basis of
frequency multiplexed read-out in dense spin qubit systems without external electrometers, therefore
simplifying the system architecture.
Single-shot read-out is required for implementing
quantum error correcting schemes [20], where the read-
out and correction should be performed with high fidelity
and well within the qubit coherence times. Spin qubits
are commonly measured using spin-to-charge conversion
in combination with various types of charge detectors
nearby the qubit dots [4]. Among those, an ancillary
quantum dot probed using radio-frequency reflectometry
(RF-dot) is the most sensitive charge detector [6]. How-
ever, dense spin qubit architectures don’t allow space for
integrating detectors adjacent to the qubit dots [8–10].
Therfore, applying RF-reflectometry to one or more gates
that are already in place to define the qubit dots, a tech-
nique known as gate-based dispersive read-out, has been
an ongoing research topic across different semiconductor
platforms [11–16]. However, so far the tank circuits used
a commercial or superconducting inductor mounted on a
printed circuit board adjacent to the quantum dot chip.
These circuits are quite lossy and contain a large parasitic
capacitance, masking the useful signal from the capaci-
tive response of the quantum dots. Even though single-
shot read-out of spin states could be achieved thanks
to long spin relaxation timescales, the effective detec-
tion bandwidths were limited by the SNR to a few kilo-
hertz [17–19].
Here, we use a fully integrated on-chip superconduct-
ing resonator in the GHz-range to perform single-shot
singlet-triplet read-out. The high quality factor and
large impedance of the resonator enable fast high-fidelity
charge detection. The resonator linewidth of ∼2.2 MHz
sets the maximum measurement bandwidth, and we ob-
tain a SNR of 6 at a ∼350 kHz bandwidth. Conventional
Pauli spin blockade was used to map the two-electron
spin state onto the charge state. Despite a comparatively
short T1 ≈ 160 µs, the achieved single-shot spin read-out
fidelity was > 98%.
A top view of a Si/SiGe double quantum dot (DQD)
device is depicted in Fig. 1a [21]. The DQD confining the
electrons is formed in the strained Si quantum well of a
Si/SiGe heterostructure by applying appropriate voltages
to a single layer of metallic gates to create a double-well
potential [22] (see Fig. 1c). The device is cooled down
to ∼20 mK in a dilution refrigerator. The colored gates
are galvanically connected to the NbTiN superconduct-
ing nanowire resonator [23], which can be modeled as a
distributed network with a characteristic impedance of
∼1 kΩ. This resonator is capacitively coupled to a pla-
nar superconducting transmission line (feedline) through
which a microwave signal with a power P = −110 dBm
is sent to probe the resonant circuit. At this power ∼1
photon is stored in the resonator. We measure the trans-
mission amplitude and phase near 5.71 GHz in a standard
heterodyne scheme after amplification at 4 K and room
temperature. The observed dip in the normalized trans-
mission amplitude in Fig. 1b reveals the resonance fre-
quency f0 = 5.7116 GHz, along with the total linewidth
κ/2pi ≈ 2.2 MHz. This corresponds to a loaded quality
factor Q = f0/(κ/2pi) ≈ 2600.
The resonator is a sensitive probe that can detect tiny
changes in the charge susceptibility of the DQD [24–28].
This susceptibility is largest at zero detuning, ε = 0,
where the electrochemical potentials of the left and right
dots align and an electron is able to tunnel freely be-
tween the two dots. In this case, the DQD damps the
resonator and shifts its frequency [30–32]. Away from
zero detuning, the electron(s) can only move within a
quantum dot, and the electrical susceptibility is negligi-
ble in comparison. By recording the transmitted signal
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FIG. 1. Device schematics. a Scanning electron micro-
graph of a device nominally identical to that used in the exper-
iment, showing the Al gate electrodes for accumulation and
confinement of electrons, with a schematic of the supercon-
ducting resonanator. The circuit consists of a high impedance
NbTiN thin wire with a λ/2 resonance mode. The ends of
this wire, the red and purple shaded gates, extend towards
and overlap with the location of the two dots (white dashed
circles). The LP and RP gates are used to adjust the elec-
trochemical potentials of the dots. Voltage pulses are sent to
these gates as well, through bias tees. The white crossed
boxes at the bottom indicate the location of Fermi reser-
voirs of electrons that are connected to source and drain elec-
trodes outside the image. b Normalized transmission ampli-
tude through the superconducting co-planar transmission line
(feedline), prior to the formation of dots. From a Lorentzian
fit (red line) the resonance frequency f0 = 5.7116 GHz, loaded
quality factor Q ≈ 2600, internal quality factor Qi ≈ 5780
and coupling quality factor Qc ≈ 4730 are extracted [35]. c
Schematic cross-section of the device along the red dashed
line in a. A two-dimensional electron gas is formed in the
∼10 nm thick Si strained quantum well by positively biasing
the Al gates. The SiGe barrier on top of the quantum well
is approximately 30 nm thick. The resonator gates produce
a tiny oscillating electric field Er to which the electron in the
DQD responds. Co micromagnets are located on top of the
gate stack, isolated from the gates by a layer of SiN dielectric,
and provide a transverse field gradient after they are magne-
tized by an external magnetic field Bext. This gradient is not
used intentionally in this experiment, but may impact the
spin relaxation time T1.
at the resonance frequency f0 while varying the voltages
on the plunger gates, LP and RP, one can map out the
charge stability diagram of the DQD. A typical diagram
in the few-electron regime is shown in Fig. 2a, where
(NL, NR) indicates the charge occupation, with NL (NR)
the number of electrons in the left (right) dot. A bright
yellow line appears at the transition between the (1,1)
and (0,2) charge states. Since the probe frequency of
around 5.7 GHz is above the interdot tunnel coupling
tc ≈ 2 GHz, measured using two-tone spectroscopy [33],
the system is not in the adiabatic limit where quantum
capacitance arising from the curvature of the dispersion
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FIG. 2. Characterization of the charge sensitivity. a
The transmitted amplitude at 5.7116 GHz as a function of the
voltages applied to LP and RP. The yellow bright line defines
the zero detuning axis, along which one electron can tunnel
freely between the left and right dots while a second electron
remains in the right dot. The white dashed lines indicate the
boundaries of the charge stability diagrams, where electrons
can be added to or removed from the dots. The scan was
taken by repeatedly applying a 500 Hz sawtooth wave to RP
and stepping VLP every 200 ms. Each pixel in the plot has
an effective integration time of 1 ms. The inset shows the
exact same scan in the presence of an external in-plane mag-
netic field of 2 T. Here the probe frequency was set to 5.6930
GHz, to account for a shift of the resonance frequency with
magnetic field. The overall transmission in the new frequency
range is higher. The white dashed lines in the inset are copied
from the main plot. b The transmitted amplitude versus the
voltage on RP around zero detuning (red dashed line in a).
Data is collected point by point in VRP, with an integration
time of 1.28 µs (blue trace) and 256 µs (red trace). c SNR
as a function of the integration time. Three sets of data are
shown, corresponding to a power of -105 dBm (blue dots),
-110 dBm (red dots) and -115 dBm (yellow dots) through the
feedline. The red data points were taken in a slightly differ-
ent charge configuration from the blue and yellow data points.
Each data set is fit well by a straight line (solid lines), from
which we extrapolate tmin, the integration time for SNR =
1. The rms noise amplitude B was obtained from time traces
containing 1000 points for each integration time. The errors
in A and B translate to uncertainties (standard deviations)
in SNR that are smaller than the size of the data points.
relation dominates the response [34]. Instead, there is
also a significant contribution from the tunneling capaci-
tance, whereby charges non-adiabatically redistribute in
the double dot at a rate comparable to the probe fre-
quency.
We first quantify the sensitivity of the resonator to
changes in the DQD susceptibility due to electron tun-
neling. We scan over the interdot transition by sweeping
3the voltage on RP (red dashed line in Fig. 2a). Fig. 2b
shows two examples of the resulting line traces, with an
integration time of 1.28 µs (blue) and 256 µs (red) per
point. The power SNR is defined as SNR = (A/B)2. The
signal A is the difference between the transmitted ampli-
tude at the interdot transition (VRP ≈ −162 mV) and
the amplitude in the Coulomb blockaded region, where
no electrons are allowed to tunnel. This difference is ob-
tained from a Gaussian fit to data such as that in Fig. 2b.
The noise B is the root-mean-square (rms) noise ampli-
tude measured with the electrons in Coulomb blockade
(VRP ≈ −170 mV). We expect A2 to increase linearly
with the probe power, and B2 to decrease linearly with
the integration time. Fig. 2c shows the SNR as a function
of the integration time for three different probe powers.
The data points follow SNR(tint) = tint/tmin, with tmin
the integration time corresponding to an SNR of unity.
We find tmin ≈ 170 ns at -110 dBm input power, and it is
∼3.3 times longer than at -115 dBm, which is expected
from the 5 dB difference in power. At higher power (-105
dBm) tmin begins to saturate, presumably since the elec-
tron displacement in the DQD reaches a maximum. The
inverse resonator linewidth imposes an additional con-
straint on the measurement time of 0.35(κ/2pi)−1 ≈ 160
ns. Using the standard definition of the charge sensitiv-
ity, we get δq = e
√
tmin = (4.1 ± 0.3) × 10−4 e/
√
Hz at
P = −110 dBm. This is an order of magnitude higher
than reported for a microwave resonator probed with a
quantum-limited Josephson parametric amplifier (JPA)
but two orders of magnitude lower compared to the value
reported without JPA [29].
Having characterized the charge sensitivity, we now
move on to detecting spin states. At ε = 0, the S(1,1)
and S(0,2) singlet states hybridize due to finite interdot
tunnel coupling tc. Thus when the system is in a singlet
state, one electron is allowed to tunnel between the dots,
loading the resonator as a result. When the system is in
one of the triplet states, there is negligible hybridization
of the (1,1) and (0,2) states at ε = 0 (the valley splitting
is estimated to be ∼85 µeV from magnetospectroscopy),
so tunneling is now prohibited and the resonator remains
unaffected. At zero magnetic field the two electrons form
a spin singlet ground state and a strong signal is ob-
served at zero detuning, as discussed (Fig. 2a). When
we apply an external in-plane magnetic field Bext of 2 T,
the triplet state T−(1,1) becomes the ground state (see
Fig. 3a). As expected, this suppresses the signal from the
S(1,1)-S(0,2) tunnelling significantly (see inset Fig. 2a).
We next probe the spin dynamics of our system by ap-
plying voltage pulses to gates LP and RP (see Fig. 3a),
first to empty the left quantum dot at point E (100 µs),
then to load an electron with a random spin orientation
into the left dot at point L (10 µs), and finally to measure
the response of the resonator at point R. We perform
10000 repetitions of this single-shot cycle, and record
time traces of the transmitted signal with an integration
time of 1 µs. The traces start 50 µs prior to pulsing to
point R. The results from 100 cycles are shown in Fig. 3b
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FIG. 3. Single-shot spin read-out and fidelity analysis.
a Schematic of a typical charge stability diagram with a three-
stage pulse sequence. The DC voltages on LP and RP are
set to point R. Voltage pulses are applied to LP and RP as
well. A two-electron energy level diagram as a function of
the detuning ε (red arrow) in finite magnetic field is shown
in the lower half. The T± states are separated from T0 by
EZ = gµBB, with g the g-factor and µB the Bohr magneton.
Valley-orbit states are neglected in this diagram for simplicity.
b One hundred single-shot traces with 9 µs averaging time
per data point are shown in the top panel as a function of the
measurement time. The traces start 50 µs prior to pulsing
to point R. The bright yellow lines correspond to the signal
from the spin singlet state. Two traces are shown separately
in the bottom panel. For the blue (red) line the electron
was loaded into either T0(1,1) or T−(1,1) (S(1,1)) at point
L. The grey dashed line represents the optimum threshold
|S21|th ≈ 1.57. c The transmitted amplitude as a function of
measurement time shows a typical T1 decay. The data is taken
at zero detuning (point R) and 2 T. d Measured histogram
of the single-shot traces with 9 µs integration time. A model
adapted from Ref. [7] was fitted to the data (red solid line)
to extract the triplet (blue dashed line) and singlet (yellow
dotted line) distributions. See main text for details. e The
calculated spin read-out fidelities and visibility as a function
of threshold amplitude for 9 µs integration. The maximum
visibility is found by setting the threshold at |S21|th ≈ 1.57. f
Maximum average fidelity and visibility as a function of the
integration time. For each tint a similar analysis as presented
in e was performed.
4(top panel) with an additional 9 µs integration time set
in post-processing of the experimental data. We per-
form threshold detection, declaring singlet (triplet) when
the signal exceeds (does not exceed) a predefined thresh-
old, |S21|th. Two examples of single traces are shown
separately in the bottom panel. The blue trace reflects
the case in which the two electrons form a spin triplet
state, i.e., the signal remains low during the entire trace.
The red trace corresponds to loading a spin singlet state,
which here decays to a T (1,1) state after ∼150 µs. When
averaged over all traces, we obtain a characteristic decay
with a relaxation time T1 from the singlet to the triplet
ground state of 159 ± 1 µs (see Fig. 3c). Even though
this value of T1 is smaller than typical values for silicon
devices, we can achieve high-fidelity single-shot read-out
thanks to the high sensitivity and bandwidth of our res-
onator.
In order to characterize the spin read-out fidelity, we
create a histogram of the signal integrated over the first
9 µs in point R. A clear bimodal distribution is visible
in Fig. 3d. We fit the data to a model that is based
on two noise-broadened Gaussian distributions with an
additional term taking into account the relaxation of the
singlet state during the measurement [7]:
N(|S21|) = Ntot[PSnS + (1− PS)nT ]|S21|bin,
with
nT =
1√
2piσT
e
− (|S21|−µT )2
2σ2
T
the triplet probability density and
nS =
1√
2piσS
e
− (|S21|−µS)2
2σ2
S e
tint
T1 +
1√
2piσS
tint
T1
∫ µS
µT
1
µS − µT e
− x−µSµS−µT e
(|S21|−x)2
2σ2
S dx
the singlet probability density. Here, µT (µS) is the av-
erage triplet (singlet) signal amplitude, σT (σS) is the
standard deviation of the triplet (singlet) peak, PS is the
probability of loading into S(1,1) and |S21|bin is the bin
size. We note that the singlet peak has a slightly larger
spread than the triplet peak. This could be explained by
the fact that in addition to the measurement noise that
broadens the triplet signal, the singlet signal is also prone
to effects of charge noise.
We use the following definition of the read-out fi-
delities: Ftriplet = 1 −
∫∞
|S21|th nT d|S21| and Fsinglet =
1 − ∫ |S21|th−∞ nSd|S21|. The visibility is defined as V =
Ftriplet+Fsinglet−1. The maximum visibility for 9 µs aver-
aging is 96.9% (see Fig. 3e). The corresponding read-out
fidelity for the singlet (triplet) is 97.3% (99.5%), with an
average read-out fidelity of 98.4%. We repeat this analy-
sis for various integration times (see Fig. 3f). The average
read-out fidelity is above 98% for tint greater than 6 µs.
In conclusion, we have used a high-Q and high-
impedance on-chip superconducting resonator to demon-
strate single-shot gate-based spin read-out in silicon in
a few microseconds. Despite the relatively short T1 in
our system, we can still achieve a spin read-out fidelity
up to 98.4% in less than 10 µs. Extrapolating our re-
sults assuming a T1 of 4.5 ms and tint = 16 µs, we ex-
pect a spin read-out fidelity of 99.9% is possible, well
above the fault-tolerance threshold. Further improve-
ments both in the duration and fidelity of spin read-
out can be achieved by using quantum-limited amplifiers,
such as a JPA or a traveling wave parametric amplifier
(TWPA). The demonstration of single-shot gate-based
spin read-out is a crucial step towards read-out in dense
spin qubit arrays where it is not possible to integrate
electrometers and accompanying reservoirs adjacent to
the qubit dots. In contrast, multiple qubits on the inside
of an array can be probed using a single resonator cou-
pled to a word or bit line in a cross-bar architecture. In
addition, a single feedline can be used for probing multi-
ple resonators using frequency multiplexing.
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