The small leak in the propulsion system pipeline of the sounding rocket is prone to occur in the connections because of the screw thread loosening. Due to economic and technical bottleneck, the traditional soap bubble method is widely used in practice to evaluate whether existing a leak or not by visually observing the bubble's size and numbers. Thus doing so will result in the low inspection efficiency and high cost. Using acoustic emission (AE) techniques, this paper presents an experimental study on small leak detection on the screw thread connection in the propulsion system pipeline of sounding rocket. The time and frequency characteristics of the corresponding small leak AE signals are investigated. After characteristic indices extraction and selection, the multi-class support vector machines (MCSVM)-based leak rates recognition algorithm in One-vs-All (OVA) is proposed. It has been validated that, for the propulsion system pipeline of the sounding rocket, the dominant characteristic frequency band of the small leak AE signals induced by screw thread loosening concentrates on 35-45 kHz. The proposed optimal OVA SVM models can achieve good classification accuracy of >98% by using the characteristic index set {Envelope area, standard deviation (STD), root-mean-square (RMS), Energy, Average frequency} and Gaussian Radial Basis Function (RBF) kernel function. The drastic drops in the false alarm attribute to use the combination of time-and frequency-domain characteristic indices. Especially, once adding the ''Envelope area'' into the characteristic index set, the classification accuracies of the OVA SVM models are further improved significantly regardless of the effect of kernel functions.
I. INTRODUCTION
Aluminum alloy pipes with screw thread connections are widely used for the propulsion system pipeline of the sounding rocket. It is well known that the leak in this type of pipeline is prone to occur in the connections because of the screw thread loosening. Accordingly, the small leak will lead The associate editor coordinating the review of this manuscript and approving it for publication was Yu Wang . to little disturbance with pipeline system. Obviously, this kind of small leak is very easily drowned by the complicated noise. Consequently, it is much harder to timely identify small leaks [1] .
In the actual assembly process of the propulsion system pipeline of the sounding rocket in China, the quality inspector usually spreads the soap solution on the screw thread connections to evaluate whether existing a leak or not. Meanwhile, the leak rates can be calculated according to the bubble's VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ size and numbers observed in an inspection time range [2] . However, a whole propulsion system pipeline of the sounding rocket almost has hundreds of such connections. Thus doing so will result in the low efficiency and high cost. So, how to detect small leak generated by screw thread loosening has long been an academic and engineering research focus in this field. Currently, various methods have been proposed for pipeline leak detection, including visual inspection, ultrasound methods, radiographic methods, electromagnetic methods, and acoustic methods [3] , etc. Among these, acoustic emission (AE) technique has attracted increasing attention and has been proven to be one of the most efficient nondestructive testing techniques. Compared with the detection methods for measuring pressure waves or vibrations with hydrophones or accelerometers, AE technique provides the signals which are very sensitive to the leak [4] - [6] . In the early AE-based leak detection, parameter analysis is a common method. The leak AE event usually can be distinguished from background noise by constructing some features, such as Peak, Mean, Standard deviation (STD), Root-mean-square (RMS), Energy, etc. in time domain [7] as well as Skewness, Kurtosis, Peak frequency, Frequency centroid, etc. in frequency domain [8] . Nevertheless, at the early stage, the effectiveness and accuracy of above features are restricted with the limited data acquisition power. With the huge improvements in AE sensor and instrument, leak AE signal can be recorded efficiently and reliably. Guo et al. [9] utilized empirical mode decomposition (EMD) method to de-noise and extract features from raw AE data. Ding et al. [10] found that Wavelet transform (WT) presents a good performance in small leak detection with certain accuracy, whereas its applicability and accuracy are highly dependent on the choice of mother wavelet. It's worth noting that that the leak AE wave captured by the data acquisition system is digital signal in essence. Just because of it, modern pattern recognition methods for leak AE signal processing are attracting more and more attention and have been utilized to detect the leaks in pipelines [1] , [2] , [11] - [14] .
Among the different pattern recognition methods, logistic regression (LR), artificial neural network (ANN) and support vector machine (SVM) are the most popular algorithms. In general, ANN and SVM classifiers present better performance than LR for the non-linear data processing like AE leak signals [12] . Xu et al. [13] utilized ANN with a back-propagation (BP) algorithm to detect pipeline leak. The corresponding algorithm is not satisfactory in efficiency and accuracy when it comes to small leak detection [14] . Hence, this paper focuses on SVM, one of the most powerful classifier in the literature. For the small leak evaluation, the SVMbased two class pattern classification has been proved to be an effective method that can accurately evaluate whether existing a leak-induced AE pattern in the analyzed AE signal or not.
Through the practical survey on the propulsion system pipeline of sounding rocket in China, it is found that, for the screw thread connections with different leak rates, different maintenance methods are recommended in practical application to improve the connection quality. Therefore, not only whether existing a leak in the screw thread connection or not need to be detected, but also the leaks-induced AE patterns need also to be classified according to the different leak rates. Obviously, the traditional two-class pattern classification methods based on SVM cannot solve the focused issue in this paper.
Multi-class classifications had been practical usages in several problems of pattern recognition. The popular multiclass classification strategies are generally divided into two categories in literature. The first category attempts to incorporate simultaneously all the classification constraints within a single optimization scheme such as neural networks. However, such scheme significantly increases the problem complexity and requires advanced optimization techniques and more computing time [15] - [17] . Thus doing so is not suitable for practical applications [18] , [19] . The second category is to decompose the multi-class problem into several twoclass problems. All binary tasks are solved separately, and their results are combined to infer the multi-class solution.
Although SVM was originally designed for binary classification, it was extended to solve multi-class problems such as multi-class support vector machines (MCSVM) [18] - [21] . The earliest and simplest solution for MCSVM is known as ''One-vs-All'' (OVA) [22] , [23] . For an N class pattern classification problem, N binary SVMs are constructed; one for each class. Each class SVM is trained to separate its own training datapoints from the training datapoints of other classes. The testing datapoints can be classified to a class whose binary SVM gives the largest value. Another solution is to train N (N -1)/2 binary SVMs, where each binary SVM is trained on training datapoints from two classes. This solution is called ''One-vs-One'' (OVO) [24] , [25] . After training N (N -1)/2 binary SVMs, the further classification of the testing datapoints is done according to ''Max Wins'' voting strategy. A modified OVO solution was proposed by Platt and Cristianini [26] , called directed acyclic graph SVM (DAGSVM). Compared with OVO, they have a same training process. However, in testing process, DAGSVM uses a rooted binary directed acyclic graph with N (N -1)/2 internal nodes and N leaves. The advantage of doing so is that only (N -1) binary classifiers are required in testing process, rather than N (N -1)/2 binary classifiers in OVO solution. Another improvement to OVO for multi-class problem is called Binary Tree of SVM (BTS) [19] . According to this solution, a binary SVM trained between two classes also separates some other classes, and hence obviates the need for several binary SVMs. They have showed that BTS requires (N -1) binary SVMs to be trained under best situation. Garcia-Pedrajas and Ortiz-Boyer [27] proposed a solution called ''All-and-One'' (AO) that combined both OVA and OVO. The main drawback of this solution is the necessity of training a large number of classifiers, particularly when the number of classes is large. Dietterich and Bakiri [28] proposed the idea of using error correction output code (ECOC) to represent the N class of the multiclass problem. In this solution, the used exhaustive method is not feasible when a large number of classifiers need to be trained. Among these six popular approaches, the OVA, OVO, DAGSVM, BTS, AO and ECOC solutions provide redundancy to the prediction of pattern classes. Redundancy is said to improve system generalization. At the same time, Rifkin and Klautau [22] also conducted many carefully controlled experiments and came out with a suggestion: if all binary SVMs are properly tuned then the simple OVA is as accurate as any other multiclass method. Motivated by the simplicity of OVA in solving multiclass problems, it can be concluded that the combination of SVM and OVA should be suitable for practical applications.
The SVM-based pattern recognition has mainly two stages, the training and the testing. In training, SVM is trained to form a classifier which assigns new samples into one category or the other. It can be done by placing a linear hyper plane between two qualities of samples. However, the real engineering data usually are not linearly separable. For using SVM-based pattern recognition to classify the nonlinear data, a nonlinear mapping should be firstly performed in higher featured space. Generally mapping is not explicitly given. Instead a kernel function K(CI, x i ) is utilized. CI and x i represent the characteristic indices and samples of the testing data points, respectively. Three common kernel functions are often used, for example: (i) Linear:
where d is the degree of the polynomial and k represents the slope while m denotes the intercept; (iii) Gaussian Radial Basis Function (RBF): K G = e −||xi−CI ||/2σ 2 , where || || indicates L 2 norm defined on Euclidian space and σ is the parameter which denotes the kernel width [29] . The choice of the kernel function plays an important role in the classification ability of the MCSVM. Although Gaussian RBF kernel function has been proved to be very versatile for mapping non-linearly scattered data into feature space, the so-called ''best kernel function'' may not exist because a good solution for a specific engineering problem is mainly to determine the ''pattern'', which is highly case-dependent on the specific application. Hence, one of the challenges is to choose a suitable kernel function for the small leak case in the propulsion system pipeline of sounding rocket.
Furthermore, it is commonly known that the training of comprehensive characteristics indices that significantly correlated with classification pattern is helpful to improve the classification accuracy of the classifier. Hence, it is necessary for the MCSVM-based small leak rate evaluation in this study to make quantitative analysis regarding the characteristic indices of leak rate. Jin et al. [30] employed some characteristic indices to make quantitative analysis on the leak detection, including RMS, Mean, Variance and Kurtosis. However, the internal testing pressure and leak rate are relatively large. Mostafapour and Davoodi [31] utilized the leak characteristic frequency to discriminate the leak AE event from environmental noise. Wang et al. [32] found that energy features also presents a good illustration of leak signals in pipelines. However, it's well known the leak AE signal usually expresses an important feature of frequency dispersion while propagating along pipelines. Furthermore, the leak AE signals are greatly affected by the pipeline internal pressure, propagation distance, destruction type, connection types, leak source morphology. It's also reported that they have an impact on propagation and attenuation of the leak AE signals in pipelines. To find which characteristic indices are most suitable for pattern recognition of the different leak rates, its selection plays an important role before training a robust classifier. However, through literature review, rare researches are found on small leak rate detection in this kind of pipeline system. Therefore, when trying to identify small leak event from background noise and determine leak rate utilizing MCSVM-based pattern recognition techniques, another challenge is to extract the powerful characteristic indices in time and frequency domain.
Since the above mentioned problem, this paper is organized as follows. In the following sections, an AE-based experimental investigation is presented, which focuses on small leak detection on screw thread connections of propulsion system pipeline of sounding rocket. Meanwhile, a MCSVM-based leak detection method is developed. Section II introduces the corresponding experiment setup. In Section III, through the experimental investigation, the characteristic index candidates that can be used to identify the different leak rates are extracted and selected. Section IV presents a SVM-based leak rates recognition algorithm in OVA. Section V provides the classification accuracy comparison and discussion of the constructed OVA SVM models with different characteristic index sets and kernel functions. Section VI outlines the conclusions.
II. EXPERIMENTAL SETUP
Two 20 mm diameter, 500 mm and 600 mm long aluminum alloy pipes with 3 mm wall thickness were isolated from the propulsion system pipeline of the sounding rocket and further connected by using a screw thread connection. A blind flange was fit at each end of the segment. In Fig. 1 (a) the leak sources with different leak rates were formed by loosening screw thread connection. To measure the leak rate, the bubble leak detection method was used. Firstly, the above aluminum alloy pipe with 5 bar inner pressure was immersed in water completely. Secondly, a graduated cylinder full of water was placed above the leak point to gather the gushing bubble from the screw thread connection. Then, through a period of accumulation, the corresponding leak rate can be estimated according to the ratio of the gathered gas to detection time. In this paper, the different leak rates were calibrated by changing the tightness degree of the screw thread connection. As shown in Fig. 1(b) , corresponding to the screw thread connection with the different tightness degrees, an AE sensor was attached on the top of the segment I with 30mm away from the screw thread connection. The analog AE signal was preamplified by a preamplifier (PAC, MISTRAS, 2/4/6) operating at 40 dB amplification and recorded by an 8-channel AE data acquisition system (PAC, Micro-II Express, 1 MS/s) driven by an ancillary data processing software (PAC, AE Win). Thus experimental setup was used to measure and record the leak AE signal.
III. CHARACTERISTIC INDICES CORRELATING WITH LEAK RATE
Rare researches are found on the small leak detection in the propulsion system pipeline of the sounding rocket. Accordingly, for this type of specific engineering problem, the time and frequency features of the leak AE signal induced by screw thread loosening is unknown. Hence, in this paper, a broad spectral band AE sensor (Physical Acoustics Corporation (PAC), S9208) was firstly used to capture the AE signal generated in experiment. Its response characteristic is almost same under 1 MHz and the peak frequency is around 87.89 kHz. In order to get a complete investigation on the effect of leak rate on the leak AE signal, the small and bigger leak rates were set to form the different leak sources, including 0 ml/s, 0.6 ml/s, 1.8 ml/s, 4 ml/s. Hilbert transform was firstly used to calculate the instantaneous attributes of the leak AE signals captured. Then, the analytic signals of the above Hilbert Transform were further transformed to frequency domain by Fourier Transform [33] .
As shown in Fig. 2 , Fourier transforms of the envelope of the leak AE signals highlights the characteristic frequency component in strong background noise environment. It can be observed that the induced leak AE signals under the above different leak rates are continuous AE signals in time domain from Fig. 2(a) . Of particular note is that in Fig. 2 (b) the local acoustic energy concentrates on the frequency range 40-50 kHz whether existing a leak source or not. Furthermore, other three spikes locate around 23, 100 and 103 kHz no matter how the leak rate changes. The corresponding peak values are almost same mainly because the testing leak rates are very small. Hence, authors think that these features occur as a result of the pipe's natural frequencies and the weaker or undetectable leaks [34] . Meanwhile, it can be also found the peak values on the frequency range 40-50 kHz weakly get bigger as the leak rate increases. Thus changes can be seen as the effects of leak rates on the frequency characteristics of the leak AE signals. Therefore, it is necessary to use a narrow spectral band AE sensor to further investigate the analyzed leak AE signals.
A narrow spectral band AE sensor, PAC R6α, was further used to capture the small leak AE signal generated in experiment. Its resonant frequency is 50.78 kHz. In order to get a detailed investigation on the effect of small leak rate on the AE signal induced, the small leak rates were set again to form Fig. 3(a) for example, the induced leak AE waveform is similar to the time-domain results shown in Fig. 2 . The local acoustic energy concentrates on the frequency band 20-50 kHz. Furthermore, two spikes also locate around 36.7 and 100 kHz. The above frequency characteristics are similar among the induced leak AE signals under other considered leak rates, as shown in Figs. 3(b) ∼ (e). It is worth noting that the new findings are as follows: (1) the peak values around 100 kHz are almost same under different leak rates; (2) the peak values in frequency range 36-40 kHz do not monotonically increase with the increase of the leak rates and presents the slight variation. Obviously, such frequency characteristics cannot be used to differentiate the different leak rates; (3) what is pleasantly surprised is that, by visual inspection, the local acoustic energy in the frequency band 35-45 kHz becomes bigger with the increase of the leak rate. Based on these findings, it can be found that, compared with other frequency bands, the local acoustic energy in the frequency band 35-45kHz becomes larger with the increase of the leakage rate increases. It can be seen that the variation in the frequency band 35-45kHz has the explicit correlation with the corresponding leak rates. In other words, the frequency band 35-45kHz is more sensitive to the leak rates. Therefore, authors make a bold conjecture: if the analytic signal of the Hilbert Transform for the leak AE signal was seen as a dimensionless envelop curve, the envelope area of the frequency band 35-45 kHz may be an important characteristic index to evaluate the real leak rate in this study.
To make some comparison with the different characteristic indices recommended in past research, other nine features, such as peak, mean, STD, RMS, energy in time domain as well as skewness, kurtosis, peak frequency, frequency centroid in frequency domain, were also used to analyze the induced leak AE signals under the above small leak rates. For realizing a better comparison, the captured leak AE signals were preprocessed as: (1) 100 samples were randomly selected from the corresponding leak AE signals; (2) the mean value was taken for each feature; (3) the features of background noise were all set to 1.0. The relative values of the ten features regarding the five cases (C 1 ∼ C 5 ) are given in Table 1 .
In contrast with the background noise, the envelope areas of the frequency band 35-45 kHz present a monotonically increase with the increase of the leak rate and show a great difference. This kind of variation also validates authors' conjecture. For other 9 features, their variations show the correlation with the leak rate. However, the corresponding variation trends are not all monotonically increase, and exist several obvious knee points, such as peak of C 2 and C 3 , skewness of C 4 and C 5 , kurtosis of C 4 and C 5 . Furthermore, the variations of mean, peak frequency have an obvious fluctuation once the leak rate is greater than 0.1 ml/s, and show a slight difference among the leak cases (C 1 and C 2 , C 3 ∼ C 5 ). Therefore, the features, including envelope area, STD, RMS, energy and average frequency, may be the candidates of the characteristic indices that are most suitable for pattern classification of the different leak rates. The more suitable characteristic index or their combinations were determined and discussed in Section V.
IV. MCSVM-BASED LEAK DETECTION METHOD A. SVM PRINCIPLE
SVM is a machine learning algorithm based on statistical learning theory and structural risk minimization (SRM) principle. The basic idea of SVM is to seek an optimal separating hyper plane as the decision surface, which can classify two classes of data whilst maximizes the distance between the points over the separation margin and the hyper plane. The corresponding learning process has mainly two stages, the training and the testing.
The linear SVM is an efficient algorithm for classification and regression in linearly structured data. For the linearly separable case, the mainly goal is to find a hyper plane that separates data points with different labels into the different side. Given a set of training samples (x i , y i ) belongs to two classes of data, i = 1, 2, . . . . . . , n, x i ∈ R d , y i = ±1. The design of a binary classifier based on SVM is to seek an optimal separating hyper plane H: w T x + b = 0 (straight line) in two-dimensional feature space. The parameters w and b can be learned in the training phase. Though numerous such hyper planes are possible to classify the data, SVM can choose that hyper plane which maximizes the margin of data separation. For the linearly inseparable structured data, mapping data to a high-dimensional space by kernel function K is often used. Linearly inseparable data points in the original space can be transformed into linear separable problem in high-dimensional space. This is equivalent to nonlinear classification in the original space. Hence, for the nonlinearly structured data, the decision function of the classifier can be constructed by employing Lagrange and Karush-Kuhn-Tucker (KKT) conditions, as follows:
where, n is the total number of training data points; α i are Lagrange coefficients corresponding to a support vector (SV); K (CI , x i ) is the pre-defined kernel function and b is the threshold constant; f (x)>0 indicates one class while f (x)<0 represents the other. It commonly known that the choice of the kernel functions regarding the specific engineering problem is highly casedependent on the specific application. For this, in Section V, three common kernel functions, including K L , K P and K G , were employed in the training, testing and validating phase to find the optimal OVA SVM models according to the related classification accuracy.
B. LEAK DETECTION PROCEDURE BASED OVA SVM
As mentioned in Section I, motivated by the simplicity of OVA in solving multi-class problems, the pattern classification method based on OVA SVM is more suitable for practical applications and used in this study. This implementation of N-class MCSVM is usually converted into N binary SVM in OVA. The ith SVM is trained with all training sets in the ith class with positive label, and all other training sets with negative label. The testing data can be classified to a class whose binary SVM gives the maximal value. For the multiclass classification problem of leak rates in this study, the MCSVM-based leak rates recognition algorithm in OVA is mainly followed by the six steps:
Step 1: Extracting samples randomly from the small leak AE signals. 200 samples were randomly extracted from every leak AE signal captured in the experiments C 1 ∼C 5 listed in Table 1 , totally 1000 samples. The 5-fold cross-validation method was used to construct the training sets of the different classes of sample data.
Step 2: Calculating the features of training samples. All training sets' characteristic indices, including Envelope area (CI 1 ), STD (CI 2 ), RMS (CI 3 ), Energy (CI 4 ) and Average frequency (CI 5 ), were calculated and defined as the candidates of the optimal characteristic indices for the pattern classification of different leak rates.
Step 3: Constructing the OVA SVM models with K L , K P , K G and combinations of CI 1 ∼ CI 5 . In training, the different combinations by taking one or more features from the above candidates were further utilized to construct the different OVA SVM models with kernel functions K L , K P and K G .
Step 4: Choosing the suitable characteristic indices. In testing, the classification accuracies of the constructed OVA SVM models using the same kernel function were compared to choose the suitable characteristic indices.
Step 5: choosing the suitable kernel function. In testing, the classification accuracies of the constructed OVA SVM models using the same characteristic indices were compared to choose the best kernel function.
Step 6: Determining the optimal OVA SVM model. The optimal OVA SVM models using the chosen characteristic indices and kernel function were constructed to detect the small leak AE signal of the testing sets based on pattern recognition.
V. EXPERIMENTAL RESULTS AND DISCUSSION
200 samples were randomly chosen from the background noise (C 1 ) and the small leak signals (C 2 ∼ C 5 ), respectively. The 5-fold cross-validation method was used to construct the training and testing sets and their characteristic indices CI 1 ∼ CI 5 were calculated. The different combinations of the training sets' CI 1 , CI 2 , CI 3 , CI 4 , CI 5 , {CI 2 ∼ CI 4 }, {CI 2 ∼ CI 5 } and {CI 1 ∼ CI 5 } with K L , K P and K G were used to construct the different OVA SVM models in training process, respectively. The SVM-based leak rates recognition algorithm in OVA was further utilized to determine the optimal the OVA SVM models according to the classification accuracy of the testing sets. Tables 2-4 show the classification results of the OVA SVM models constructed with the combinations of CI 1 , CI 2 , CI 3 , CI 4 , CI 5 , {CI 2 ∼ CI 4 }, {CI 2 ∼ CI 5 } and {CI 1 ∼ CI 5 } with K G , K L or K P , respectively. Models 1-5 are the OVA SVM models after training the samples chosen from C 1 ∼ C 5 , respectively. According to 5-fold cross-validation theory, every OVA SVM model was trained with two thirds of samples. Other one third of samples were used to test the trained OVA SVM models.
A. OPTIMAL OVA SVM MODELS
Taken the classification results of Model 1 shown in Tables 1-3 for example, the training process used 134 samples and the rest 66 samples are used to test. Obviously, no matter adopting K G , K L or K P in testing process, defining different characteristic indices has much effect on the classification accuracy of the constructed SVM models, as follows:
(1) The characteristic index combinations, such as {CI 2 ∼ CI 4 } and {CI 2 ∼ CI 5 }, have the stronger ability to decrease the misjudgment ratio of Model 1 than CI 2 , CI 3 , CI 4 , CI 5 . Meanwhile, as shown in Figs. 4(a) and (b) , the classification accuracy of Model 1 that defined characteristic index separately using CI 2 , CI 3 , CI 4 , CI 5 is generally lower than that using combination {CI 2 ∼ CI 4 }. Furthermore, the characteristic indices {CI 2 ∼ CI 5 } achieves the higher classification accuracy of over 95% in all cases. It indicates that the combination of time-and frequency-domain characteristic indices can reduce false alarm significantly.
(2) The classification results of Model 1 that defined characteristic index separately using CI 1 is superior to ones separately using CI 2 , CI 3 , CI 4 , CI 5 , {CI 2 ∼ CI 4 } or {CI 2 ∼ CI 5 }. As depicted in Figs. 4(c) , the misjudgment ratio of Model 1 with characteristic index CI 1 is less than 2.39%. Of particular note is that the misjudgment ratio of Model 1 was further reduced by defining the characteristic index combination {CI 1 ∼ CI 5 } in Fig. 4(d) , and which achieves the higher classification accuracy of over 97.88% than that using other characteristic index combinations. It can be seen that this notable improvement is attribute to the selection for CI 1 during constructing the characteristic index of Model 1. In other words, the constructed OVA SVM models could reach the higher estimation accuracy if the defined characteristic indices included ''CI 1 : Envelope area''.
Based on the analysis above, it can be concluded that the characteristic indices {CI 1 ∼ CI 5 } can work well for the multi-class classification problem of leak rates due to the screw thread loosening in the connections. Furthermore, it can be also found from Fig. 4 that kernel functions K G , K L , and K P also has some influence on the classification accuracy of the constructed OVA SVM models, as follows:
(1) The OVA SVM models with kernel function K G perform the most precisely overall in contrast with other two kernel functions K L and K P .
(2) When adopting the characteristic index combination {CI 1 ∼ CI 5 }, the OVA SVM models with kernel function K G is more accurate with a <0.31% false alarm rate in all case. It can be concluded that K G is more suitable for the specific engineering problem considered in this study.
In summary, through training of experimental data in cases C 1 ∼ C 5 , it is can be seen that Gaussian RBF kernel function and the characteristic index combination {CI 1 : Envelope area, CI 2 : STD, CI 3 : RMS, CI 4 : Energy, CI 5 : Average frequency} can be used to construct the optimal the SVM model in OVA for detecting the small leak AE signal generated in the propulsion system pipeline of the sounding rocket based on pattern recognition. 
B. VALIDATION ON OPTIMAL THE OVA SVM MODELS
In order to further validate the optimal OVA SVM models constructed in Section V, the new validating tests were done. According to the designed leak rates in cases C 1 ∼ C 5 shown in Table 1 , the small leak rates were set again to form the new leak sources, as 0ml/s, 0.08ml/s,0.14ml/s, 0.26ml/s, 0.37ml/s. 200 samples were randomly chosen from the small leak AE signals induced by the new leak sources, respectively. All sampling sets' features CI 1 , CI 2 , CI 3 , CI 4 , CI 5 , Mean, Peak, Skewness, Kurtosis, Peak Frequency were calculated. The correlated validation results were shown in Fig. 5 .
On the one hand, no matter adopting K G , K L or K P in validating test, the constructed OVA SVM models with characteristic index combination {CI 1 ∼ CI 5 } have the supreme classification accuracies that are higher than 98% in all cases, as shown in Fig. 5(a) . while separately using CI 3 , CI 4 , or CI 5 , the false alarms of the constructed OVA SVM models were shown in Fig. 5(b) , >15% in all tests. Although the classification accuracies of the constructed OVA SVM models are improved through using CI 2 , its false alarms also are higher than 8%. Similar with the result shown in Fig. 4 , the characteristic index CI 1 has a relatively strong ability on improving classification accuracy of the OVA SVM models. As shown in Fig. 5(b) , the classification accuracy of the OVA SVM models with CI 1 is higher than that separately using CI 2 , CI 3 , CI 4 , CI 5 , >93% in all tests. Furthermore, in Fig. 5(c) the false alarm of the constructed OVA SVM models can be reduced significantly by using the combination of timeand frequency-domain characteristic indices {CI 2 ∼ CI 5 }, which is lower than that separately using CI 2 , CI 3 , CI 4 , CI 5 or {CI 2 ∼ CI 4 }, 6% in all tests. On the other hand, the OVA SVM models with kernel function K G perform the most precisely overall in contrast with other two kernel functions K L and K P . When adopting the characteristic index combination {CI 1 ∼ CI 5 }, the OVA SVM models with kernel function K G have higher classification accuracy with a <0.31% false alarm rate in all test. Therefore, it can be validated that the OVA SVM models constructed with characteristic index combination {CI 1 ∼ CI 5 } and Kernel Function K G is more suitable for the specific engineering problem considered in this paper.
Out of curiosity, this paper made the additional tests on the ability of the other features, such as Mean, Peak, Skewness, Kurtosis, Peak Frequency listed in Table 1 . As shown in Fig. 5(d) , the corresponding test results shows that the OVA SVM models constructed with Mean, Peak, Skewness, Kurtosis, Peak Frequency, respectively, have very low the classification accuracy. As a result of using the feature combination {Mean, Peak, Skewness, Kurtosis, Peak Frequency} during constructing the OVA SVM models, the related classification accuracy is improved, but still lower than 86.36%. Thus further validated that the features Mean, Peak, Skewness, Kurtosis, Peak Frequency is not suitable for the specific engineering problem considered in this paper.
VI. CONCLUSION
This paper presents an experimental investigation on AE-based leak detection of a propulsion system pipeline of the sounding rocket subject to failure of the screw thread loosening. A pattern recognition procedure based on OVA SVM models is proposed. The major work and conclusions are summarized as follows:
(1) For the propulsion system pipeline of the sounding rocket, the dominant characteristic frequency band of the small leak AE signals induced by screw thread loosening concentrates on 35-45 kHz.
(2) The ten features were extracted from the raw leak AE signals under the different small leak rates. Among these, four characteristic indices including Envelope area, STD, RMS, Energy and Average frequency show the correlation with the leak rate's change, and which were determined as the candidates for training and testing of the OVA SVM models.
Especially, envelope areas of leak AE signals in the frequency band 35-45 kHz present a monotonically increase with the increase of the leak rate.
(3) The constructed OVA SVM models with characteristic index set {Envelope area, STD, RMS, Energy, Average fre-quency} and Gaussian RBF kernel function have the supreme classification accuracies that are higher than 98% in testing process, which can be employed as the optimal OVA SVM models for detecting the small leak AE signal generated in the propulsion system pipeline of the sounding rocket based on pattern recognition.
(4) In the random validation test, the proposed optimal OVA SVM models can achieve good estimation accuracy of >98%. The drastic drops in the false alarm attribute to use the combination of time-and frequency-domain characteristic indices. Particularly, once adding the Envelope area into the characteristic index set of the OVA SVM models, the corresponding classification accuracies were further improved significantly regardless of the effect of kernel functions.
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