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ABSTRACT
The theory of iterated function systems (IFS) allows one to construct a fractal 
which depends on a finite number of parameters. The associated inverse problem, 
finding a set of parameters which reconstructs a given fractal, is much more difficult. 
This paper explores the possibility of solving the inverse program with the genetic 
algorithm.
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CHAPTER 1
INTRODUCTION
The word "fractal" does not have an agreed-upon mathematical definition. 
Sometimes fractals are defined as "sets whose topological dimension exceeds their 
Hausdorff dimension." Or, less formally, any set with a marked self-similar structure 
may be considered fractal. In addition to their mathematical value, fractal sets have a 
great deal of visual appeal, and they have proved to be excellent tools for generating 
images of natural phenomena such as mountains, rivers and plants.
One of the most convenient ways of determining specific fractals is as the 
fixed points of certain set maps, called Iterated Function Systems (IFS). Not all 
fractals may be constructed by linear IFS's; however, linear IFS's provide a convenient 
framework for the description, classification, and communication of a wide variety of 
fractals.
An IFS represents a fractal as a finite list of parameters. This immediately 
gives rise to an inverse problem: given a fractal, can one find a list of parameters 
under which the IFS algorithm will generate that fractal? A rapid, general method
1
for solving this problem would have many applications in the area of image 
compression.
For instance, suppose one needed to write some code generating an image of a 
mountain. If one had an effective solution to the inverse problem, one would not need 
to store the entire image pixel by pixel; one could determine the parameters underlying 
an accurate fractal model of the mountain image and store these parameters. Then, 
when it needed to generate the picture of the mountain, one's code could simply 
execute the IFS algorithm. This would be a very significant reduction in memory use.
A complete practical solution to the inverse problem would appear to be far 
off. However, it is worthwhile to explore the various possibilities; to test different 
algorithms, noting their strengths and weaknesses. In this way we may come to more 
fully understand the nature of the problem.
One of the most interesting optimization algorithms to surface in recent years is 
the genetic algorithm, which seeks to "evolve" the solutions to mathematical problems 
by mimicking the biological process of natural selection. Here experiments will be 
described in which the genetic algorithm is applied to the inverse problem of IFS 
fractal generation. While these experiments were not successful in the sense of 
yielding results of immediate practical use, they do give new insight into both the 
inverse problem and the genetic algorithm itself.
Chapter 2 introduces some basic ideas about fractals: the definition of IFS with 
and without probabilities, deterministic and random iteration algorithms, contraction 
mapping theorem, Hausdorff and Hutchinson metric spaces, the definition of fractal 
attractor, and the theorem on measures.
Chapter 3 briefly describes the genetic algorithm. The reproduction, crossover, 
and mutation operators are reviewed; and cmcial implementation issues such as the 
choice of mutation rate and population size are discussed.
Finally, Chapter 4 discusses the inverse problem. A program is described 
which uses the IFS random iteration algorithm and the genetic algorithm together, to 
approximate a set of parameters generating a given "target" fractal. The Cantor Set 
and the Sierpinski triangle are used as illustrative examples. Results of numerical 
experiments are reported, and avenues for future research are suggested.
CHAPTER 2
FRACTALS
This chapter will review certain facts from the theory of fractals and IFS's 
which are necessary for the understanding of the inverse problem to be discussed in 
Chapter 4. Proofs of the theorems stated here may be found in (Barnsley, 1988).
First of all, we must introduce the following definitions:
Definition 1
An IFS consists of a complete metric space (X, d) together with a finite set of 
contraction mappings Wn: X—>X, with respective contractivity factors Sn, for n = 1, 2, 
. . . , N.
Definition 2
A transformation f : X-»X on a metric space (X, d) is called a contraction 
mapping if there is a constant 0 < s < 1 such that d(f(x), f(y)) < s • d(x,y), for all x, y 
e  X. Any such number s is called a contractivity factor for f.
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Definition 3
An iterated function system with probabilities consists of an IFS {X; w„ w2, . .
. , wn} together with a set of numbers {p,, p2, . . . , pn} such that p, + p2 + . . . + pn= 1 
and Pj > 0 for i = 1, 2, . . . , n.
To make these ideas clearer, let us consider a few standard examples:
Example 1
Let {w„ w2} be a set of contraction mapping where w,(x) = Vb x and 
w2(x) = 1/a x + %. This is an IFS with contractivity factor s = Va. Let B0 = [0,1], then 
Bn = won(B0), n = 1, 2, 3, . . . , where woa denotes n-fold iteration of w. Let A = Va A 
u  {Va A + %} where A = Lim,,.^ Bn is the classical Cantor set.
Example 2
Let {w,, w2, w3} be a set of contraction mapping where
This is an IFS with contractivity factor s = Vi. Let B0 = [0, 1] x [0, 1], then 
B„ = won(B0), n = 1, 2, 3, . . . . Let A = W(B) = w,(B) u  w2(B) u  w3(B) where 
W(B) is the Sierpinski triangle.
There are two basic methods for using IFS theory to construct fractals. The 
"deterministic algorithm" is mathematically simpler and is useful for theoretical 
purposes. For practical computations, however, the probabilistic "random iteration 
algorithm" is much superior.
Deterministic Algorithm





Given w,, w2, . . . , wn. Fix x0 e X. For i = 1 to n, pick one of w,, w2,
. . . , wn at random (call it w j. Let x( = wk (X j.,), then plot x; next.
The deterministic algorithm is simply an application of Banach's contraction 
mapping theorem to the Hausdorff metric space:
Contraction Mapping Theorem
Let f  : X-»X be a contraction mapping on a complete metric space (X, d). 
Then f  possesses exactly one fixed point xf e X and moreover for any point x e X,
the sequence { f“(x) : n = 0, 1, 2, . . .} converges to xf, that is, L in v ^ f^ x ) = xf, for 
each x s  X.
Hausdorff Metric
Let (X, d) be a complete metric space. Then the Hausdorff metric between 
points A, B e  IK (X) is defined by h(A, B) = max {d(A, B), d(B, A)} where 




Figure 1. Demonstration of Hausdorff Metric
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d ( A , B )  =V( - l -2 ) z+ ( - l - l ) 2=v/l3
and
d { B , A )  =V( l -3)2+ ( l - 3 ) 2=/8
so
h ( A , B )  =v/TJ.
The following theorem summarizes the main facts about IFS, and gives the 
formal justification for the deterministic algorithm.
Theorem 1
Let {X; wn, n = 1, 2, . . . , N} be an IFS with contractivity factor s. Then the 
transformation W: IM(X) —> IK(X), where IK(X) denotes the space whose points are the 
compact subsets of X, other than empty set, is defined by
N
W(B) = U Wn (B) 
n=1
for all B e 3-£(X), is a contraction mapping on the complete metric space (T£(X), h(d)) 
with contractivity factor s. That is h(W(B), W(C)) < s • h(B, C) for all B, C e lH(x).




and is given by 
for any Be Tf(X).
A = Lim B^ mWon{B)
The fixed point A e  IK(X) is called the attractor of the IFS.
The mathematical foundation of the random iteration algorithm is a little 
subtler. Instead of looking at Hausdorff metric spaces, one must consider contraction 
mappings on a space of measures. Toward this end, one must introduce a special 
metric called the "Hutchinson metric," and then study the effects upon this metric of 
certain measure-to-measure operators called Markov operators.
Hutchinson Metric
Let (X, d) be a compact metric space. Let 1P(X) denotes the set of normalized 
Borel measure on X. The Hutchinson Metric dH on IP(X) is defined by 
dH (u, v) = sup {jx f du - Jx f dv : f:X—>R, f continuous, | f(x) - f(y) | < d(x, y) for all x,
y} for all u, v e 1P(X).
Measures
A measure p, on a field is a real non-negative function p : ST [0, «>] e R, 
such that whenever Aj e  ^ f o r  i = 1, 2, 3, . . . , with Aj fl Aj = 0  for i =£ j and 
U~=1 Aj e ^  we have
M U A j )= £  (lUi)
1 = 1
If p is a measure on the class B(X) of Borel subsets of X, then p is called a Borel 
measure. Finally, p is said to be normalized if p(X) = 1.
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The following result gives the justification for applying the contraction 
mapping theorem to spaces of measures.
Theorem 2
Let (X, d) be a compact metric space. Let IP(x) denote the set of normalized 
Borel measure on X and let dH denotes the Hutchinson metric. Then (IP(x), dH) is a 
compact metric space.
Let (X, d) be compact metric space, let B be Borel subsets of X. Now, let 
w : X—>X be continuous. Then we can prove that w'1 : B—>B. It follows that if v is a 
normalized Borel measure on X, then so is v(w'‘). This implies that the function 
defined next indeed takes 5P(x) into itself.
Maikov Operator
Let (X, d) be a compact metric space and let J*(x) denotes the space of 
normalized Borel measures on X. Let {X; w,, w2, . . . , wN; p,. p2, . . . , pN} 
be an IFS with probabilities.
The Markov operator associated with the IFS is the function M:!P(x)—»!P(x) 
defined by M(v) = p,v (w,’1) + p2v (w2‘) + . . . + pNv (wN_l) for all v e IP(x).
Example
Let (X; w,, w2; p1( p2} be an IFS with probabilities where
w, (x) = 1/3 x 
w2 (x) = Va x + %
11
and p, = %, p2 = 3/>; 
then w,'1 (x) = 3x, w2’' (x) = 3x -2, 
and M(v) = % v (3x) + V* v (3x - 2)
Now, let v(x) = X(0i „







and v(3x - 2)
2/3
The area of a rectangle equals the measure of the base of the rectangle. 
L im ^ M 011 (v) = n
13
1  1










Let M denotes the Markov operator associated with an IFS. Let f:X— be 
either a simple function or a continuous function. Let v e IF(x), then the following 
result gives the theoretical justification for the Random Iteration Algorithm.
N
f d ( M { v ) ) = y I P i  f  f ' W i d v  
2=1 x
Measure Theorem
Let (X, d) be a compact metric space. Let {X; w,, w2) . . . , wN; p,, p2, . . . , 
pN} be an IFS with probabilities. Let s e (0, 1) be a contractivity factor for the IFS. 
Let M:p(x)—>p(x) be the associated Markov operator. Then M is a contraction
14
mapping, with contractivity factor s, with respect to the Hutchinson metric on p(x). 
That is, dH (M(v), M(p)) < s d H (v, p) for all v, p e p(x). In particular, there is a 
unique measure p e p(x) such that M,, = p.
Invariant Measure
Let p denotes the fixed point of the Markov operator, promised by the theorem, 
p is called the invariant measure of the IFS with probabilities.
This completes the basic mathematical idea of what fractals are, from the IFS 
point of view. A fractal may be understood as the invariant measure of a Markov 
operator. This is certainly not the only way of characterizing the concept of "fractal," 
but it is one useful approach.
CHAPTER 3
GENETIC ALGORITHM
The phrase "genetic algorithm" refers to a class of adaptive search procedures 
based on principles derived from the dynamics of natural population genetics. This 
methodology, first devised by John Holland, can be applied to a wide range of search 
problems; often it is highly effective. However, the theory of genetic algorithms is 
still in an early stage of development, so that most implementation decisions must be 
made on a purely empirical basis.
Instead of a biological population of organisms, the genetic algorithm evolves a 
simulated population of "structures." Often these structures are simply bit strings, but 
this need not always be the case; one may genetically evolve real vectors, graphs, 
computer programs, etc. In optimization applications, these "structures" represent 
elements of the domain of the objective function (which is often called a "fitness 
function," to emphasize the biological metaphor).
A conventional optimization algorithm will iterate from one estimate to the 
next, hopefully reducing error as it progresses. The novelty of the genetic algorithm is 
that at each time step it iterates an entire population of structures in an holistic way.
15
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The members of the old population are combined or "crossed over" with one another 
to form the members of the new -- just as, in biological evolution, two parents give 
rise to children combining aspects of each.
Mutation, according to which structures are randomly altered with a certain 
percentage chance, is also simulated. But the trick is that only the "fittest" members 
of the population have a decent chance of getting to reproduce, by crossover or 
mutation. This gives a bias toward those structures with higher objective function 
value, and urges the evolutionary process toward optimal structures. The following 
"pseudocode" procedure summarizes the basic idea.
Procedure G enetic A lgorithm
Begin t := 0;
initialize P(t);
evaluate structures in P(t);
while termination condition not satisfied do
begin t := t + 1;
select P(t) from P(t - 1); 
recombine structures in P(t); 




Next, let us briefly discuss the basic operations of a genetic algorithm. In 
giving concrete examples, we will assume that the "structures" involved are bit strings; 
though as emphasized above, this need not generally be the case. An individual bit 
will be referred to as a "gene."
R eproduction
Reproduction is the central focus of the genetic algorithm. Only those 
structures which are chosen to reproduce will have a influence on later generations. 
The basic idea is that the probability of S being chosen to reproduce should be 
proportional to the fitness of S. Thus, fitter structures will be more likely to 
reproduce, and one has "survival of the fittest." In practice, it is sometimes necessary 
to scale the fitness in various ways, but this does not alter the basic concept.
C rossover
The crossover operator is the most important tool for reproduction; it is what 
gives the genetic algorithm its unique robustness and power.
For a simple bit string example, consider the pair of strings S, and S2 such that 
S, = 0 0 1 10  1 and S2 = 1 1 0 1 0 0 as an initial population. To cross over these 
strings, we first choose a number between 1 and 5 at random, say 2, then we separate 
each 6-digit string into two parts, first 2-digit and remaining 4-digit. That is,
S,= 0 0 II 1 1 0 1 and S2 = 1 1 II 0 1 0 0.
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Next, we crossover these two strings by exchanging the sections between these 
positions, so that S,' = 1 1 1 10 1 and S2' = 0 0 0 1 0 0 where the prime (') means the 
string are part of the new population.
The crossover rate affects the performance of genetic algorithms. Some studies 
show that the best results are obtained with a crossover rate of about 50%; that is, 
about 50% of the new population undergoes crossover. But this rule of thumb may 
not hold across all application areas.
M utation
The mutation operator introduces small random changes into the population. 
This operator is less interesting than the crossover operator, in that it does not 
combine aspects of different structures to form new structures; it merely makes slight 
variations on individual structures. In the bit string example, the mutation operator 
simply changes some bits of randomly selected strings from zero to one or one to 
zero.
Empirical studies show that a large mutation rate does not enhance genetic 
search. General wisdom is that a proper mutation rate is approximately one mutation 
per generation for each one thousand genes in the population. But once again, this 
may not be correct for all applications.
19
Population Size
The size of the population has a dramatic effect on the performance of a 
genetic algorithm. A smaller population size may require a vastly larger number of 
generations. A larger population, on the other hand, requires more computation per 
generation. There is a tradeoff between population size and the number of generation 
that can be simulated in a given amount of time.
A Sim ple Exam ple
To make these abstract concepts a little clearer, let us apply the simple genetic 
algorithm to a particular optimization problem. Consider the problem of maximizing 
the function f(X) = X2, where X is the integer variable between zero and 31.
To do this problem, we must first code the decision variable of the problem as 
some finite length of string. So, we will code the variable X as a binary unsigned 
integer of length five, so that we can obtain numbers between zero (00000) and 
31 ( 11111).
Now, we can simulate one generation of a genetic algorithm with reproduction, 
crossover, and mutation.
First, we need to select an initial population at random. Let a population size 
be four, so that we get four five-bit binary number by tossing a fair coin 20 times. 
Looking at this population, we observe that the decoded x values are presented along
20











f / I f
1 10111 23 529 0.33
2 01110 14 196 0.12
3 10000 16 256 0.16
4 11001 25 625 0.39
Table 1. Result of f(X) = X2
A generation of the genetic algorithm begins with reproduction. The 
simulation of this process resulted in string one and string three received one copy, 
string four received two copies, and string two received no copies. Comparing this 
with the expected number of copies (population size * probability of selection), we 
obtained what we expect; that is, the best get more copies, the average stay even, and 
the worst die off.
Next, the crossover proceeds in two steps: (1). Strings are mated randomly 
using coins tosses to pair off. (2). Mated string couples cross over using coin tosses 
to select the crossing positions.
The random choice of mates has selected the second string to be mated with 
the third, and the first string to be mated with the fourth. Again, the random choice of 
crossover position decided that the first pair crossed over at position two and the 







Value f ( x )
101 11 4 3 10101 21 441
10 0 0 0 3 2 1 00 01 17 289
11 0 0 1 2 2 1 1 0 0 0 24 576
1 1 0  01 1 3 1 10 11 27 729
Table 2. Result of the Crossover
Notes:
1). Initial population chosen by 20 repetitions of a fair coin tosses where head = 1, 
tail = 0.
2). Reproduction performed by tossing three coins to choose the weighted position.
3). Crossover performed through binary decoding of tossing two coins (TT = 002 =
0 = crossover position one, HH = 112 = 3 = crossover position four.)
4). Crossover probability assumed to be 1.0.
5). Mutation probability assumed to be 0.001.
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Finally, the mutation is performed on a bit-by-bit basis. We assume that the 
probability of mutation in this practice is 0.001. With 20 transferred bit positions, we 
expect 20 x 0.001 = 0.02 bits to undergo mutation during a given generation. The 
actual simulation of this process indicates that no bits undergo mutation for this 
probability value. As a result, no bit positions are changed from zero to one or vice 
versa during this generation.
Now, the new population, created by the simple genetic algorithm 
(reproduction, crossover, and mutation), is ready to be tested. The results of a single 
generation of the simulation are shown in the previous table. The population average 
fitness value has improved from 402 to 509 in one generation. The maximum fitness 
value has increased from 625 to 729 during the same period.
CHAPTER 4
THE FRACTAL INVERSE PROBLEM
In this chapter, I will discuss the application of the genetic algorithm to the 
problem of finding the set of parameters required to reproduce a given fractal attractor 
using the IFS algorithm.
Initialization
As a simple one-dimensional test case, I used a classical Cantor set in [0, 1] as 
a target. The appropriate IFS may be developed in R by the class of affine maps 
Wj : R—>R of the form
w,(x) = a,x + b, .
Here, I would like to use the IFS with the probabilities, so that each w, has a 
probability p, where i = 1, 2, . . . , n. For example, we have the structure such that 
w,(x) = 0.333x + 0.0 , and 
w2(x) = 0.333x + 0.666 




For the inverse problem, one wants to find the set of parameters {a*, bj, p j .  In 
this particular application, we wish to find {a,, b„ p„ a2, b2, p2} where a, = 0.333, 
bj = 0.0, p, = 0.3, aj = 0.333, b2 = 0.666, and p2 == 1 - pt = 0.7.
Population
In order to attempt to solve this test problem, we used the genetic algorithm to 
"evolve" a population of guesses at the correct set of parameters. For sake of 
simplicity, the entire set of parameters needed to produce a fractal was encoded as a 
single binary string. Specifically, the parameter values are converted into 16-bit 
binary string with the following order:
We need not include p2 in the string because p2= 1 - p,. Therefore, one string 
has a length 5 * 16 = 80. If the population size is assumed to be n, then for the 
Cantor set test problem, we have n strings of length 80 as an original population.
Fitness
Ideally, one would like to use a fitness function involving the Hutchinson 
metric on measure space. However, each evaluation of this metric involves a 
minimization on function space, and so this is not an effective computational strategy. 
The longer each function evaluation takes, the longer the algorithm will take to run.
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In practical applications, one is not directly concerned with measure-theoretic 
convergence, but rather with convergence to the degree of approximation represented 
by a computer screen. Therefore, it seems sensible to use a lattice-based "distance 
measure," in which the distance between two finite sets A and B is determined by 
dividing the interval or square involved into rectangular subdivisions. For each 
subdivision, one measures the magnitude of the difference between the number of 
points of A which lie in the subdivision, and the number of points of B which lie in 
the subdivision. Then one sums these values, to obtain the distance between A and B.
In one dimension, this means that the fitness function f is defined so that
f  _1_ ab+ dp  
1 2 x t o t a l
where ob = # of points which are out of bound,
r2_ l .  .
dp=]T \ap j- tp j  
J = l
where each apj is an actual # of points lay on the sub-interval j and each tpj i s a # of 
test points which is made by a population i, and total = total # of iteration points.
For example, suppose we divide the interval [0, 1] into 5 sub-intervals. Let 20 
be the total number of iteration for one population. Then, the following table shows 
the actual and tested distribution of 20 points:
Actual: 01 4 I 7 1 2 1 1 I 6 1, Tested: 01 5 i 2 I 2 1 7 I 3 | ,
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The total # of points in the tested distribution is 19, and only one point is out of 
bound. Now,
f l - i -  og i gp  - 0 . 6
1 2 x t o t a l
where ob = 1, dp = 14 - 5 | + | 7 - 2 | + | 2 - 2 | + | 1 - 7 | + | 6 - 3 | =15,  and 
total = 20. Thus, the tested pattern converges to the actual pattern, the fitness value 
converges to one.
Reproduction
Population members reproduce proportionally to fitness. To implement this 
idea, we first need to find the probability for which each sequence will be chosen. 
The formula
P i =
.  f i
gives the probability of each sequence with respect to its fitness values.
A "roulette wheel" selection method is used to select sequences with the 
probabilities determined by this formula. A random number 0 < r < 1 is chosen, and 
then the values p, are summed in order. When this sum exceeds r, the procedure 
selects the sequence corresponding to the p; most recently added on.
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C rossover
Two population strings are chosen at random, according to the roulette-wheel 
reproduction process. Then a "cut-point" is chosen at random. Say, for instance, the 
cut point is 15, and the sequences in the population are of length 80; then the first 15 
bits of one string are combined with the last 64 bits of the other, to produce a new 
string.
Mutation
The mutation rate, for our initial experiments, was assumed to be 0.0015 so 
that 15 mutation is expected per every ten thousand transferred bit positions. This is 
in accordance with the philosophy that crossover does the main work of optimization, 
mutation merely serving as a tool for escaping local optima.
O ne-D im ensional Experim ents
The Cantor set used for the experiment was defined so that w,(x) = a,x + b,, p, 
, and w2(x) = a2x + bl5 p2, where a, = 0.333, bj = 0.0, pj = 0.5, = 0.333, b2 = 0.666,
p2 = 0.5 are the values we wish to find.
In the first experiment, let the population size be 300 and the generation size 
be 1,500. The number of iteration of each population is ten thousand. Table 3 shows 
the result. The fitness value reaches its maximum at the generation 890 where the 
fitness value is 0.802.
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Maximum Generation (Gen.): 1500
Population Size: 300
# of 
Gen. Fitness al b, p. *2 b2
1 0.299 0.596 0.416 0.624 0.238 0.500
10 0.321 0.347 0.001 0.562 0.240 0.666
:
50 0.611 0.336 0.002 0.522 0.346 0.657
; • : ; 1 ; ;
100 0.747 0.331 0.001 0.520 0.345 0.657
200 0.760 0.330 0.001 0.516 0.344 0.663
300 0.782 0.330 0.001 0.516 0.344 0.664
400 0.791 0.331 0.000 0.516 0.344 0.664
500 0.785 0.330 0.001 0.500 0.344 0.664
600 0.784 0.332 0.001 0.532 0.344 0.664
700 0.789 0.332 0.001 0.513 0.344 0.663
800 0.786 0.332 0.000 0.518 0.344 0.664
850 0.789 0.330 0.001 0.519 0.344 0.664
: : : : :
890 0.802 0.332 0.000 0.504 0.344 0.664
! i i : : • ;
1000 0.791 0.332 0.001 0.518 0.344 0.664
: : : • •
Table 3. Result of First Experiment.
29
In the second experiment, let the maximum generation be four thousand and 
the population size be fifty. At the generation 84, the fitness value became 0.406 and 
a! = 0.499, b, = 0.169, p! = 0.598, a2 = 0.377, b2 = 0.001. After this stage, the fitness 
value doesn't converge to 1.0; it stays in the range between 0.335 and 0.415. 
Comparing this with the first experiment, the obvious conclusion is that a bigger 
population size leads a better result.
In the third experiment, let the maximum generation be one thousand and the 
population size be one thousand. The original pj and p2 be 0.3 and 0.7 respectively. 
The attractor 5 shows the result.
In the fourth experiment, let the population size be 150 and the maximum 
generation be 2,000. At the generation 173, the fitness value became 0.568. After 
this stage, the fitness value doesn't converge to 0.6; it stays at 0.5. The attractor 6 
shows the result.
The machine being used for these experiment is a Gateway 2000, 486/33 Mhz. 
About 12,500 population can be iterated in one hour so that it took about 36 hours to 
complete the first experiment, 16 hours for the second, and 80 hours for the last. The 
result of the experiment is not accurate enough to reproduce the original fractal 
attractor. What we are observing is the phenomenon of "dithering," wherein the 
genetic algorithm fairly quickly finds values in the vicinity of the attractor, then takes 
an inordinately long time to "zoom in."
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The followings are the fractal attractors with the given set of parameters.
A ttractor 1 (The O riginal C an to r Set)
a, = 0.333, b, = 0.0, p, = 0.5, a2  = 0.333, b2 = 0.666, p2 = 0.5.
Figure 2. Attractor 1 (The original cantor set).
Attractor 2 (The Best of the First Experiment)
aj = 0.332, b, = 0.0, = 0.504, ^  = 0.344, b2 = 0.664, and p2 = 0.496.
Mil I I I  tl il~ ll
Figure 3. Attractor 2 (The best of the first experiment).
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Attractor 3 (From the Second Experiment)
a, = 0.499, b, = 0.169, p, = 0.598, a2  = 0.377, b2 = 0.001, and p2 = 0.402.
Figure 4. Attractor 3 (From the second experiment).
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Attractor 4 (The Original for the Third Experiment)
at = 0.333, = 0.0, p, = 0.3, aj = 0.333, b2 = 0.666, and p2 = 0.7
LiLJ
Figure 5. Attractor 4 (The original for the third experiment).
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Attractor 5 (The Best of the Third Experiment)
a, = 0.622, b, = 0.378, p, = 0.823, = 0.619, b2 = 0.183, and p2 = 0.177.
Figure 6. Attractor 5 (The best of the third experiment)
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Attractor 6 (The Best of the Fourth Experiment)
a, = 0.357, b, = 0.642, p, = 0.680; a2 = 0.501, b2 = 0.290, p2 = 0.320.
Figure 7. Attractor 6 (The best of the fourth experiment).
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Second and Third trials of the First Experiment
In this section, the first one-dimensional experiment was redone with different 
population size and mutation rate.
In the second trial, let the population size be 400, and mutation rate be 0.005. 
At generation 89, the fitness value became 0.906, and at generation 202, the fitness 
value became 0.951. The attractor 7 through attractor 10 show the visual change of 
the experiment. In addition, appendix III shows the complete data.
In the third trial, let the population size be 500, and mutation rate be 0.01. At 
generation 437, the fitness value became 0.951. This trial converged slower than the 
second trial, but it also converged to an acceptable fitness value of above 0.95. The 
attractor 11 through attractor 14 show the visual change, and appendix IV shows the 
complete set of data.
The running time of the second trial was about six and a half hours; the third 
trial was about 17.5 hours. Whenever the value of fitness converged to an acceptable 
value, it took shorter running time.
A ttrac to r 7 (G eneration 1, Fitness = 0.279)
a, = 0.507, b, = 0.305, p, = 0.205; a2 = 0.983, b2 = 0.040, p2 = 0.795.
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Attractor 7 (Generation 1, fitness = 0.279)Figure 8
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Attractor 8 (Generation 21, Fitness = 0-430)
a, = 0.374, b, = 0.628, p, = 0.380; a2 = 0.343, b2 = 0.000, p2 = 0.620.
L
Figure 9. Attractor 8 (Generation 21, fitness = 0.430)
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Attractor 9 (Generation 53, fitness = 0.765)
a, = 0.332, b, = 0.665, p, = 0.498; a2 = 0.333, b2 = 0.002, p2 = 0.502.
Figure 10. Attractor 9 (Generation 53, fitness = 0.765).
40
Attractor 10 (Generation 202, Fitness = 0.951)
a, = 0.333, b, = 0.666, p, = 0.495; a2  = 0.333, b2 = 0.000, p2 = 0.505.
Figure 11. Attractor 10 (Generation 202, fitness = 0.951)
Attractor 11 (Generation 1, Fitness = 0.280)
a, = 0.501, b, = 0.527, p, = 0.441; a2 = 0.536, b2 = 0.293, p2 = 0.559.
h
Figure 12. Attractor 11 (Generation 1, fitness = 0.280).
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Attractor 12 (Generation 22, Fitness = 0.388)
a, = 0.366, b, = 0.043, p, = 0.464; a2 = 0.387, b2 = 0.630, p2 = 0.536.
Figure 13. Attractor 12 (Generation 22, fitness = 0.388).
Attractor 13 (Generation 76, Fitness = 0.598)
a, = 0.331, b, = 0.001, p, = 0.572; a2 = 0.320, b2 = 0.667, p2 = 0.428.
Figure 14. Attractor 13 (Generation 76, fitness = 0.598)
Attractor 14 (Generation 437, Fitness = 0.951)
a, = 0.333, b, = 0.000, p, = 0.515; a2 = 0.333, b2 = 0.666, p2 = 0.485.
till III 111 II
Figure 15. Attractor 14 (Generation 437, fitness = 0.951).
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Two-Dimensional Experiments
Next, I did the experiment in R2 by using the Sierpinski triangle as the fractal 
attractor. The relevant IFS in R2 is determined by the affine maps w; : R2 —» R2 where
X A X S i
y . c i  A y .
+
A .
with the probabilities p; for i = 1, 2, . . . , n.
For the Sierpinski triangle, experiment requires the parameter set of size 21 
such that a, = 0.5, b, = 0.0, c, = 0.0, d, = 0.5, e, = 0.01, f, = 0.01; a? ~ 0.5, b2 = 0.0, 
c2 = 0.0, dj = 0.5, e2 = 0.5, f2 = 0.01; a3 = 0.5, b3 = 0.0, c3 = 0.0, d3 = 0.5, e3 = 0.5, 
f3 = 0.5; p! = 0.2, p2 = 0.3, p3 = 1 - (p, + p2) = 0.5.
Attractor 15 (The Sieipinski triangle)
This experiment is not suitable for using the PC because of the usage of large 
memory space, and a lot of amount of computing time. Moreover, the result does not 
come up to be very well. The following is the result of a set of parameters and the 
attractor after 96 hours of mnning time, a, = 0.5, b, = 0.0, c, = 0.0, dj = 0.5, e, = 
0.01, f, = 0.01; a2 = 0.5, b2 = 0.0, c2 = 0.0, d2 = 0.5, e2 = 0.5, f2 = 0.01; a3 = 0.5, b3 = 
0.0, c3 = 0.0, d3 = 0.5, e3 = 0.5, f3 = 0.5; p, = 0.2, p2 = 0.3, p3 = 1 - (p, + p2) = 0.5.
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Figure 16. Attractor 15 (The Sierpinski triangle).
Attractor 16 (From the Experiment)
a, = 0.179, b, = 0.668, c, = 0.408, d, = 0.002, e, = 0.158, f, = 0.636;
^  = 0.602, b2 = 0.023, c2 = 0.144, ^  = 0.616, e2 = 0.557, f2 = 0.465; a3 = 0.268,
b3 = 0.413, c3 = 0.727, d3 = 0.001, e3 = 0.09, f3 = 0.075; p, = 0.236, p2 = 0.178, p3 = 1
- (Pi + P2) = 0-586.
Figxire 17. Attractor 16 (From the experiment)
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As we observe both attractors, they are not even close. It appears that this 
experiment is not suitable for a PC implementation because the longer binary 
sequences require a larger population size, which requires a lot of memory space and 
computing time. If we had used a mainframe or a supercomputer, we could have 
increased the population size dramatically and obtained far better convergence results.
Future Development
For the future development of the genetic approach to the fractal inverse 
problem, one strategy to consider is hybridization of the genetic algorithm with 
simulated annealing. The following algorithm shows the basic idea.
Algorithm (Simulated Annealing)
Let S0 be a string.
Mutate S0 so that S, be a string after mutation.
If (the fitness of S0) < (the fitness of S,), then we accept S,
else if (the fitness of S,) < (the fitness of S0), then accept S, with the
probability p such that
r f i T f , p = e x p [ _ i _ ]
n
where f, = the fitness of S,, f = the fitness of S0, and Tn decreases with each
step of the algorithm and Tn = CT0 where C < 1 and T„ are some fixed values.
Iterating a hybrid population, in such a way that the new generation is 
determined from the old partly by the genetic algorithm and partly by multi-sequence
49
simulated annealing, might provide a way of accelerating the behavior of the genetic 
algorithm. In particular, it might be a way of avoiding the "dithering" problem 
observed in our first one-dimensional experiment, whereby the algorithm converged to 
the 0.7 - 0.8 fitness range and got no closer. The second and the third trials of the 
first one-dimensional experiment converged to above the 0.95 fitness range in an 
earlier generation period. We may conclude that the genetic algorithm is very 
"sensitive" procedure which depends on the population size and the mutation rate, as 
well as the nature of the objective function and the initial population.
APPENDIX I
The complete program for Fractal-inverse-ID.
( *  * )
(* Program Fractal_Inverse_ID *)
( *  * )
(* This program demonstrates how to find the original system of *)
(* equations from a fractal graphic by using a simple genetic *)
(* algorithm. The system of equations have structures and probability *)
(* wlx(x) = al x + bl P(wl) = gl *)
(* w2x(x) = a2 x + b2 P(w2) = g2 *)
(* where g2 = 1 - gl. *)
(* Since the destination is [0, 1), we have the restriction for the *)
(* coefficients. *)
(* ai + bi <= 1 for all i = 1, 2, *)







prog ram  Fractal_Inverse_lD;
uses
CRT, GRAPH, DOS, PRINTER;
const
MAXGEN = 2000; (* maximum iteration *)
SCALE = 200; (* scale of fractal *)
MAXCT = $F FFF ; (* max number of CType(word) *)
MAXWORD = $F FFF ; (* max number of word *)
POP = 500; (* population size *)
CO NUM = 5; (* # of coefficients in the sys..*)
TPOINT = 10000; (* # of test point *)
CSCALE = TPOINT DIV 2000; (* scale of frequency *)
FSIZE = 200; (* divide the graphic field *)
(* FSIZE * FSIZE *)
UPPER = 1.0E10; (* upper bound of a point *)
ACCEPT = 0.95; (* acceptable level of fitness *)
MU RATE = 0.2; (* mutation rate of a gene *)
CTLEN = sizeof(word) * 8; (* length of Ctype described *)
(* below (in bit) *)
CHRLEN = CTLEN * CO_NUM; (* length of chromosome in bit *)
CFILE = 'c :\turbop\coeffId. txt 1 ; (* file name containing coeff..*)










(* front color 
(* background color
= word; 




Point = single; 
RCoeff = record 
a, b : single; 
e n d ; (*Rcoeff*)
RSEqu = record 
first : RCoeff; 
probl ; single; 
second : RCoeff; 
end;(*RSWqu*)
Coeff = record 
a, b : CType; 
e n d ; (*Coeff*)
SEqu = record 
first : Coeff 
probl : CType 
second : Coeff 
e n d ; (*SEq u*)
Chromo = array [l..CO_NUM] of CType; 
ChroPtr = AChromo; (’
Population = array [1..POP
:>
test field cont. # of points *)
Point in R *)
coefficients of equations *)
with real number *)
(* system of equations w/real *)
(* coefficients of the 1st eq. *) 
(* the chance to use the 1st eq.*) 
(* coefficients of the 2nd eq. *)
(* coefficients of equations
(* system of equations *)
(* coefficients of the 1st eq. *)
(* the chance to use the 1st eq.*) 
(* coefficients of the 2nd eq. *)

































generation of the population
coefficients of original eq.
original pattern of fractal
entire population
fitness for the population
number of chromosomes which
fit the original
# of point exceeding dest.
use for dummy
storage of coefficients on
the disk space
(* This procedure initializes all which are required to use graphics *)
(* and random number generator. *)
procedure Init_All(var generation; word; var store: Text); 
var
gr_mode, gr_driver : integer; (* used for initialize graphics *)
ErrCode : integer;
b e g i n (*Init_All*) 
generation := 1;
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gr_driver := Detect; 
InitGraph(gr_driver, gr_mode, 
ErrCode ;= GraphResult; 
if ErrCode <> 0 then begin 
w r i t e l n ('Graphics error:', 
halt; 
e n d ; (* i f *)
Randomize;
ClearDevice;
Assign(store, CFI LE) ;
Rewrite(s tor e); 
end;(*Init_All*)
(* initialize 
"  ) ;
(* if error occur 
GraphErrorMsg(ErrCode));
(* stop program immediately
open the file 
coefficients
to store the
(* Show the system of equations with probability. *)
procedure Show_System(equation: RSEqu; x, y: byte);
(* a system of equations, position to write*)
(* Write an equation with probability. *)
procedure Show_Equation(num: byte; equation: RCoeff; prob: single;
x, y: b y t e ) ;
(* equation #, coefficients of e q . , probability*)
(* position to write *)
type
Str5 = s t r i n g [5];
var
s : string; 
si, s2, s3 : Str5;
(* This procedure changes numbers to strings. *)
procedure Make_Str(num: byte; a, b: single; var si, s2, s 3 :
S t r 5 ) ;
(* numbers to change, resulting string *)
b e g i n (*Make_Str*)
Str(num, s i ) ;
Str(a:5:3, s 2 );
Str(b:5:3, s3); 
end;(*Make_Str*)
b e g i n (*Show_Equation*) 
with equation do begin
Make_Str(num, a, b, si, s2, s3); 
s := 'w' + si + '(x) = ' + s2 + 'x + ' + s3;
OutTextXY(x, y, s ) ; (* show equation for x
Str(prob:5:3, s 2 );
s : = ' P ( w 1 + si + ' )  = ' +  s 2 ;
OutTextXY(x, y + 20, s ) ; (* show probability *!
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end;(*with*) 
e n d ; (*Show_Equation*)
b e g i n (*Show_System*)
with equation do begin
S ho w_E qua tio n(1, first, probl, x, y ) ;
Show_E qua tio n(2, second, 1.0 - probl, x, y + 40); 
e n d ; (*with*) 
e n d ; (*Show_System*)
(* Get the original system of equations to evaluate. *)
procedure Get_System(var equation: RSEqu);
(* coefficients of system of equations *)
var
done : boolean; (* show the probability satisfy *)
(* the restriction *)
(* Get coefficients of an equation in the system. *)(***********************★******★********★*****★*********************)
procedure Get_Coeff(num: byte; var coefficient: RCoeff);
(* equation #, coefficients of the equation *)
(* Get a part of coefficients of an equation in the system. *)
(* They should meet the restriction.
*)
procedure Get_Part(num: byte; var a, b: single);
(* get ax + b *)
var
done : boolean; (* shows all coefficients meet *)
(* the requirement *)
b e g i n (*Get_Part*)
done := False; (* initialize *)
while not done do begin
write('Enter the coefficient a in the equation w', 
num, 1: ' ) ; 
readln(a);
write)'Enter the shift b in the equation w 1, 
num, ': ‘);
readln(b); (* check the inputs *)
if a + b  > 1.0 then
w r i t e l n ('Improper coefficients. Try again.') 
else
done := True; 
end;(*while*) 
end;(*Get_Part*)
b e g i n (*Get_Coeff*)
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with coefficient do 
Get_Part(num, a, b) ; 
end;(*Get_Coeff*)
(* Ask the user that all inputs are correct or not. If user *)
(* answers no, this function return false. *)
function Check_Input(equation; RSEqu); boolean;
(* the system of equation to check *)
var
answer : char; (* user reply yes or no *)




S e t V i e w P o r t (0, 0, GetMaxX, GetMaxY, C l i p O n ) ;
ClearViewPort;
Show_System(equation, 1, 1) ;
OutTextXY(l, 200, 'Is this correct? (y/n) : '); 
answer := upcase(ReadKey); (* wait user input *)
Ou tTe xt(answer); 





b e g i n (*Get_System*)
RestoreCrtMode;
done := False; (* initialize *)




write('Enter the probability of the first equation : '); 
r e a d l n (equ a t i o n .p r o b l ); 
if equation.probl > 1.0 then
w r i t e l n ('Probability should be less then or equal 1.') 
else
done := Check_Input(equation); 
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(* Get the next point by using the system of equations and a random #.*) (**********************************************************************)
procedure Next_Point(equation: RSEqu; var position: Point);
(* a system of equations, a point *)
var
select : single; (* determine the selection of *)
(* a equation randomly *)
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( a * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * )  
(* Compute the next point with using an equation. *)
{ * * * * * * * * * * ★ * * * * * * ★ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * )
procedure Comp_Point(equation: RCoeff; var position: Point);
(* coefficients of an equation *)
b e g i n (*Comp_Point*)
with equation do begin
position := a * position + b;
(* avoid the over flow *)
if position > UPPER then 
position := UPPER; 
end;(*with*) 
e n d ; (*Comp_Point*)
b e g i n (*Next_Point*) 
select := random; 
with equation do begin
if probl > select then (* select
C o m p _ P o i n t (first, position) (* use 
else
Comp_Point(second, position) (* use 
end;(*with*) 
e n d ; (*Next_Point*)
eq. by probability *
1st eq. *
2nd eq. *
(* This procedure plot a point in a fractal pattern. *)
procedure Show_Fractal(eddge: word; p a t t e r n :Field);
(* position to plot, pattern to plot *)
var
i : word; (* counter *)
It, rb : PointType; (* left top/right bottom corner *)
b e g i n (*Show_Fractal*)
SetViewPort(eddge, 0, eddge + SCALE + 1, SCALE, ClipOn); 
ClearViewPort;
MoveTo(0, 0); (* write a boundary *)
L i n e T o (0, SCALE);
LineTotSCALE + 1, SCALE);
L i n e T o (SCALE + 1, 0);
L i n e T o (0, 0);
for i := 1 to FSIZE do (* plot a fractal pattern *)
if pattern[i] <> 0 then begin
lt.X := ((i - 1) * SCALE) div FSIZE + 1; 
lt.Y := SCALE - pattern[i] div CSCALE; 
rb.X := (i * SCALE) div FSIZE; 
rb.Y := SCALE - 1;
Re c t a n g l e d t . X ,  lt.Y, rb.X, rb.Y); 
end;(*if*) 
e n d ; (*Show_Fractal*)
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(* Get the fractal pattern to test. Devide [0, 1) to FSIZE region *)
(* and count frequency of points. If a point goes out of bounds, that
* )
(* is counted as out. *)
(* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * )
procedure Get_Fractal(eddge: word; equation: RSEqu; var pattern:
Field; var o u t :lo ngi nt) ;
(* left side of the view port coeff. of sys. *)




x_f : integer; (* position of field *)
(* Set a random position as the first point, and set 0 for the *)
(* fractal pattern. (i.e. no pattern yet) *)
procedure Initialize(var position: Point; var pattern: Field;
var out: longint);
(* point x, fractal pattern, out of bounds *)
var
i : integer; (* counter *)
b e g i n (* Initialize*)
ClearViewport;
OutTextXY(l, 1, ’Making a Fractal P a t t e r n ’); 
position := random; 
for i := 1 to FSIZE do 
pattern[i] := 0; 
out := 0; 
end;(*Initialize*)
b e g i n (*Get_Fractal*)
SetViewPort(eddge, SCALE + 80, eddge + (GetMaxX div 2),
SCALE + 99, ClipOn);
Initialize(position, pattern, out); 
for counter := 1 to TPOINT do begin 
Next_Point(equation, position); 
if (position >= 1.0) then 
out := out + 1
else begin (* count the number of points *)
x_f := trunc(position * FSIZE) + 1; 
pattern[x_f] := pattern[x_f] + 1; 
end;(*if-else*) 
end;(*for*) 
e n d ; (*Get_Fractal*)
(**********************************************************************)
(* Make an initial set of chromosomes with random number. *)
procedure Make_Population(var popul: Population);




(* Make a part of chromosome (coefficients of an equation)randomly.*)
procedure Make_AB(var equation: Coeff);
(* coefficients of an equation *)
b e g i n (*Make_AB*)
with equation do begin
a := r a n d o m (MAXW ORD ); (* not necessarily to have all *)
b := random(MAXWORD); (* possible number *)
e n d ; (*wi th* ) 
end; (*Make_AB*)
( A * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
b e g i n (*Make_Population*)
SetViewPort(GetMaxX div 2, SCALE + 20, GetMaxX, SCALE + 99, 
C l ipO n);
ClearViewPort;
O u t T e x t X Y d ,  1, 'Generation 1');
O u t T e x t X Y d ,  61, 'Making Population'); 
for counter := 1 to POP do 
with p opu l[counter] do begin 
Make_AB (fi rst );
Make_AB(se con d); 
probl := random(MAXWORD); 
e n d ; (*wit h*) 
e n d ; (*Make_Population*)
^ ■ k i t ' k ' k ' k - k ' k ' k ' k i t i t i e ' k - k - k ' i e ' k ' k ' k ' k ' k ' k ' k i c - k - k i t i e - k ' k i t ' k i t i t - k - k - k - k i t ' k - k ' k - k - k - k i e ' k i e - k i r ' k i e i e ' k - k ' k i r - k - k i e i e ' k i r - k i e i r i r - k - k i r ' j
(* Convert a chromosome to actual coefficients of equations so that *)
(* we can create a fractal graphic with them. *)
procedure Convert(chromosome: SEqu; var equations: RSEqu);
(* string, coefficients of equations *)
(* Convert a part of a chromosome to actual coefficients of an *)
(* equation. *)
procedure Conv_Eq(p_chromo: Coeff; var actual: RCoeff);
(* a part of a chromosome, actual coefficients *)
b e g i n (*Conv_Eq*)
with p_chromo do begin 
actual.a := a / MAXCT; 
actual.b := b / MAXCT; 
end;(*with*) 
end;(*Conv_Eq*)
k i c - k - k i t i e ' k - k ' k i r ' k ' k - k i f k ' k ' k ' k - k - k - k - k ' k ' k ' k ' k i c ' k i t ' k - k i c k i t i c - k ' k - k - k i c k i c k - k - k - k ' k - i c - k - k i t - k - k - k - k i t i t ' k - k - k - k - k ' k - k i t i t ' k ' j
b e g i n (*Convert*)
with chromosome do begin
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Conv_Eq(first, equations.first); 
Conv_Eq(second, e q u ati ons .second); 
equations.probl := probl / MAXCT; 
e n d ; (*with*) 
e n d ; (*Convert*)
(* This procedure computes fitness for each chromosome(string). *)
(* First, this procedure gets a test fractal pattern, t_pattern, and *) 
(* then compare it with o_pattern. Then this procedure computes the *) 
(* fitness according to the difference of the number of points each *) 
(* cell contains. *)
procedure Comp_Fit(o_pattern: Field; p o p u l : Population; var fit:
Fitness);






s i , s2
RSEqu; (* test system of equations *)
integer;
Field; (* test fractal pattern *)
longint; (* # of out of bound *)
string[5]; (* string to show on screen *)
(* This function compares the test fractal pattern with the *)
(* original fractal pattern, and computes and returns the fitness. *)
function Compare(o_p, t_p: Field; out: longint): single;
(* fractal patterns to compare with out of bound *)
var
i : integer; (* counters *)
total : longint; (* total of differences of each *)
(* cell with out of bound *)
b e g i n (*Compare*)
SetViewPort(GetMaxX div 2, SCALE + 80, GetMaxX, SCALE + 99, 
C l i p O n ) ;
ClearViewPort;
O u t T e x t X Y d ,  1, 'Computing Fitness');
total := out; (* points that are out of bound *)
for i := 1 to FSIZE do (* sum up the all the difference*)
total := total + ab s(longint(o_p[i ]) - l o n g i n t (t _ p [i ])); 
Compare := 1.0 - total / (2.0 * TPOINT); 
end;(*Compare*)
begin(*Comp_Fit*)
for counter := 1 to POP do begin
SetViewPort(GetMaxX div 2, SCALE + 40, GetMaxX, SCALE + 59, 
C l i p O n ) ;
ClearViewPort;
Str(counter:3, si);
O u t T e x t X Y d ,  1, 'Chromosome No. ' + si);
Convert(popul[counter], test);
Get_Fractal(GetMaxX div 2, test, t_pattern, out_b oun d); 
fit[counter] := Compare(o_pattern, t_pattern, out_bo und ); 
SetViewPort(GetMaxX div 2, SCALE + 140, GetMaxX, SCALE + 159,
59
C l ip On) ;
ClearViewPort;
S t r (fit[counter]:5:3, s2);
O u t T e x t X Y d ,  1, 'Fitness of a Chromosome ' + si + ' is ' + 
s2 + ' . ') ;
end;(*for*) 
end; (*Comp_Fit*)
(* Find a maxi mum  of fitness. Then, this function returns the *)
(* chromosome's number. *)
^ * * * * * * * * * * * * * * * * * * * * * ■ * * * * * * * * ■ * ■ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * • * ■ * * *  +  ***1
function F i t _ C h r o m o (f i t : Fitness): word;
(* fitness for test strings *)
var
counter : integer;
ma x _nu m : integer; (* elem. # of array
(* contains maximum
b e g i n (*Fit_Chromo*)
max_ num  := 1; (* initialize
for counter := 2 to POP do (* find the maximum
if fit[max_num] < fit[counter] then 
max_n um := counter;
Fit_Chromo := max_num; 
e n d ; (*Fit_Chromo*)
(* Make a new population by using old population according to fitness.*) 
(* The essential part of Genetic Algorithm. *)
procedure New_Generation(ge: word; fit: Fitness; var popul:
Population);
(* generation, fitness for strings, a set of strings *)
var
s : string[5]; (* string to show on screen *)
counter: integer;
meet_p : Population; (* reproduced chromosomes *)
(* (meeting place to match up) *)
(* This procedure mutates allele in a chromosome with probability *) 
(* M U _ R A T E . *)
procedure Mutation(var chromosome: S E q u ) ;
(* chromosome *)
var
w_str : ChroPtr; (* work space for string *)
gene, num : word; (* position of mutation *)
radiation : word; (* take xor to mutate *)
b e g i n (*Mutation*)
w_str := Schromosome;
for gene := 0 to (CHRLEN - 1) do
if random < MU_RATE then begin (* will this allele *)
num := gene div CTLEN + 1 ;  (* mutate? *)
radiation := 1; (* mutate *)





w _ s t r A [num] := w_strA [num] xor radiation; 
e n d ; (*if*) 
e n d ; (*Mutation*)
60
(***************************************★***************************) 
(* This procedure reproduces population according to their fitness.*) 
(* Reproduced chromosomes are placed in meeting place to wait *) 
(* match up. *)
procedure R e p rod uct ion (f i t : Fitness; popul: Population;
var meet: Population);
(* fitness, population, reproduced population *)
var
counter : integer;
look_t : Fitness; (* look up table to determine *)
(* reproduction *)
(* Make a look up table for reproduction *)
procedure M a k e _ L o o k _ U p (f i t : Fitness; var look: Fitness);
(* fitness, look up table *)
var
counter : integer;
b e g i n (*Make_Look_Up*) 
l o o k [1] := f i t [1];
for counter := 2 to POP do (* make a look-up table *) 
look[counter] := look[counter - 1] + fit[counter]; 
for counter := 1 to POP do
lookfcounter] := look[counter] / look[POP]; 
e n d ; (*Make_Look_Up*)
(* select a chromosomes number randomly according to the look *)
(* up table. *)
function Selectflook: Fitness): integer;
(* look up table *)
var
num : word;
upper, lower : word;
done : boolean;
where : single; (* contains a random number *)
(* deciding chromosomes *)
^ ■ k i e i r i c ' k ' k ' k ' k i e ' k ' k ' k ' k ' k ' k i e ' k ' k ' k - k - k i t i t ' k ' k ' k - k ' k ' k i c ' k i e ' k i e i e ' k ' k - k - k i e - k - k ' k - k - k - k ' k ' k ' k ' k i t i e i e ' k - k ' k ' k i f ' k ' k ' k ^
(* initialize all variables used in Select procedure *)
procedure Init_Select(var where: single; var done: boolean;
var upper, lower, num: word; look: Fitness);




= random; (* select randomly *)
= POP; (* initialize *)
= 1 ;
61
if where <= look[lower] then begin 
num := lower; 
done := True;
end
else if where > look[upper] then begin 
num := upper; 
done := T r u e ;
end
else begin
num := (POP + 1) div 2; 
done := False; 
end;(*if-else*) 
e n d ; (*Init_Select*)
b e g i n (*Select*)
Init_Select(where, done, upper, lower, num, look); 
while not done do begin
if where < look[num] then begin 
if where >= look[num - 1] then
done := True (* num >= 2 always 4
else begin
upper := num;
num := (lower + upper) div 2; 
end;(*if-else*) 
end else begin
if where < look[num + 1] then begin
done := True; (* num < POP always *)
num := num + 1; 
end else begin 
lower := num;




Select := num; 
e n d ; (*Select*)
****************************************************************\
b e g i n (*Reproduction*)
Make_Look_Up(fit, look_t); 
for counter := 1 to POP do
meet[counter] := popul[Select(look_t)]; 
e nd ;(‘Reproduction*)
(* make new generation with using reproduced population. *)
procedure Crossover(meet: Population; var popul: Population);
(* reproduced population, next generation *)
var
i, j, k : integer; (* counter, indicator *)
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(* From two reproduced chromosomes, make two new chromosomes *)
(* with exchanging parts of chromosomes. *)(** + ************************************■****■************** + ******)
procedure Cross(equationl, equation2: SEqu; var new_eql,
n e w_e q2: SEqu);
(* original strings, new strings *)
var
male, female




ChroPtr; (* original chromosomes *)
ChroPtr; (* new chromosomes *)
word; (* length of chromosome *)
word; (* length of chromosome / CO_NUM*)
word; (* cutting position *)
(* exchange the tale of the new generation *)
procedure Exchange(male, female, babyl, b a b y 2 ; ChroPtr;
num, rem: w o r d ) ;
(* original strings, new strings, cutting position*)
var
musk : word; 
counter : integer;
b e g i n (*Exchange*) 
musk := 0;
musk := (not musk) shl (CTLEN - rem) ; 
b abylA [num] := (babylA [num] and musk) or 
((not musk) and femaleA [num]); 
b aby2A [num] := (baby2A [num] and musk) or 
((not musk) and ma l e A [num]);
(* copy the second half *)
for counter := (num + 1) to CO_NUM do begin 
b ab ylA [counter] := femaleA [counter]; 
b ab y2A [counter] := m a l e A [counter]; 
e n d ; (* for *) 
e n d ; (*Exchange*)
b e g i n (*Cross*)
new_eql := equationl; (* initialize *)




baby2 := @new_e q2;
gene := random(CHRLEN); (* which gene will mutate? *)
Exchange(male, female, babyl, baby2, (gene div CTLEN + 1), 
(gene mod CTLE N)); 
end;(*Cross*)
a***************************************************************)
b e g i n (‘Cross ove r*)
for i := 1 to (POP div 2) do begin
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j := k - 1;
Cross(m eet [j ], meet[k], popul[j], popul[k]);
Mutation(popul[j]); (* make a baby with a risk of *) 
Mutation(popul[k]); (* mutation *)
end;(*for*)
if odd(POP) then begin
popul[POP] := meet[POP];
Mutation(popul[POP]); 
e n d ; (*if*) 
e n d ; (*Crossover*)
b e g i n (*New_Generation*)
SetViewPort(GetMaxX div 2, SCALE + 20, GetMaxX, SCALE + 99, 
Cl i p O n ) ;
ClearViewPort;
Str(ge:4, s ) ;
O u t T e x t X Y d ,  1, 'Generation ' + s) ;
O u t T e x t X Y d ,  61, 'Making New Population');
Reproduction(fit, popul, m e e t _ p ) ;
Crossover(meet_p, popul); 
e n d ; (*New_Generation*)
(* Store and show the best one. *)
procedure Put_Best(num; word; popul; Population; fit:Fitness;
var store; Text);
(* # of fitted string, a set of strings *)
var
guess : RSEqu; (* actual guessed system *)
t_pattern : Field; (* fractal to show *)
out : longint;
(* Store the coefficients of the best fit fractal. *)
procedure Store_Fractal(best: RSEqu; rate; single; var store: T e x t ) ;
* coefficients of the best fit and its fitness *)
b e g i n (*Store_Fractal*)
write(store, rate:6:3, ','); 
with best do begin 
with first do
write(store, a:6:3, ',', b:6:3, ','); 
write(store, pr obl :6:3, ','); 
with second do
writeln(store, a:6:3, ',', b :6:3); 
end;(*with*) 
e n d ; (*Store_Fractal*)
b e g i n (*Put_Best*)
Convert(popul[num], guess);
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Get_Fractal(GetMaxX div 2, guess, t_pattern, out); 
Show_Fractal(GetMaxX div 2, t_pattern); 
Store_Fractal(guess, fit[num], store);
F l us h(s tor e); 
e n d ; (*Put_Best*)
(* Store the entire population with generation number at the top of *)
(* the file. *)
procedure Store_Pop(gen: word; popul: Population);
(* generation number, entire population *)
var
f_pop : Text; (* internal file name *)
i : word; (* counter *)
b e g i n (*Store_Pop*)
A s s i g n (f_pop, PF ILE );
R e w r i t e (f_p op) ; 
w r i t e l n (f_pop, gen); 
for i := 1 to POP do
with  popul[i] do begin 
with first do
write(f_pop, a, 1 1 , b, ' '); 
write(f_pop, probl, ' '); 
with second do
writeln(f_pop, a, ' ', b ) ; 
end;(*with*)
C l o s e (f_pop); 
e n d ; (*Store_Pop*)
(* Write the guessed system of equations. *)
( * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * )
procedure Show_Result(num: word; popul: Population; f i t :F i t n e s s ;
var store: Text);
(* # of fitted string, a set of strings *)
var
guess : R S E q u ; (* actual guessed system *)
t_pattern : Field; (* dummy *)
out : longint;
s : s t r i n g [5];
b e g i n (*Show_Result*)
Put_Best(num, popul, fit, store);
SetViewPort(GetMaxX div 2, SCALE + 3, GetMaxX, GetMaxY, C l i p O n ) ; 
ClearViewPort;
Show_System(guess, 1, 1); 
if fit[num] < ACCEPT then
O u t T e x t X Y U ,  GetMaxY - SCALE - 25, 'Generation exceeded its 
m a x i m u m . ')
else begin
Str(fit[num] :5:3, s ) ;
O u t T e x t X Y d ,  GetMaxY - SCALE - 25, 'Fitness is ' + s) ; 
end;(*else*) 
e n d ; (*Show_Result*)
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(★★★★★★★★★★a***********************************************************)
(* This procedure let this program quit correctly. *)
procedure Final_Process(pattern: Field; var store: Text);
(* original pattern*)
b e g i n (*Final_Process*)
S e t V i e w P o r t (0, 0, getmaxx, getmaxy, C l ip On) ;
OutTextXY(l, GetMaxY - 20, 'Press Return to quit: ');




Close (st ore ); 
end;(*Final_Process*)
b e g i n (*ma in* )
Init_All(generation,
Get_System(original)
G e t _ F r a c t a l (0, original, o_pattern, 
S h o w _ F r a c t a l (0, o_pattern); 
S e t V i e w P o r t (0, SCALE + 3, GetMaxX div 
ClearViewPort;
Show_System(original, 1, 1) ; 
Make_Population(popul);
Comp_Fit(o_pattern, popul, fit); 
num_chromo := F it_ Chr omo (fit); 
Put_Best(num_chromo, popul, fit, 
while (fit[num_chromo] < ACCEPT)
Inc(generation);
New_Generation(generation, fit, 
Comp_Fit(o_pattern, popul, fit); 
num_chromo := Fit_Chromo(fit); 
Put_Best(num_chromo, popul, fit, 
if (generation mod 10) = 0 then 
Store_Pop(generation, popul); 
end;(*while*)
Show_Result(num_chromo, popul, fit, 
Final_Process(o_pattern, c_s tore); 
e n d . (* mai n*)
(* get the original fractal *) 
o_bound);
2, GetMaxY, ClipOn);
compute fitness of strings*) 
c_store);
and (generation < MAXGEN) do begin 
po p u l );
c_store);
(* store population every *) 





The complete data of the first experiment (the best approximation for each 
generation).
Maximum Generation: 1,500 
Population Size: 300 
Mutation Rate: 0.0015
 fit &i hi Hi &2. t>2
0.299, 0.596, 0.416, 0.624, 0.238, 0.500
0.285, 0.685, 0.204, 0.731, 0.250, 0.777
0.304, 0.596, 0.416, 0.595, 0.497, 0.332
0.303, 0.685, 0.204, 0.725, 0.997, 0.117
0.303, 0.685, 0.204, 0.725, 0.997, 0.117
0.295, 0.286, 0.001, 0.414, 0.895, 0.193
0.306, 0.647, 0.416, 0.624, 0.238, 0.505
0.327, 0.347, 0.001, 0.562, 0.240, 0.666
0.327, 0.347, 0.003, 0.357, 0.395, 0.580
0.321, 0.347, 0.001, 0.562, 0.240, 0.666
0.321, 0.347, 0.003, 0.530, 0.571, 0.144
0.305, 0.497, 0.011, 0.530, 0.528, 0.204
0.329, 0.463, 0.004, 0.522, 0.572, 0.144
0.320, 0.467, 0.011, 0.436, 0.572, 0.144
0.323, 0.435, 0.011, 0.581, 0.346, 0.667
0.327, 0.341, 0.048, 0.562, 0.346, 0.667
0.345, 0.372, 0.003, 0.640, 0.346, 0.667
0.331, 0.372, 0.003, 0.640, 0.346, 0.668
0.359, 0.372, 0.012, 0.559, 0.346, 0.658
0.358, 0.372, 0.012, 0.559, 0.346, 0.658
0.419, 0.279, 0.013, 0.522, 0.409, 0.661
0.367, 0.279, 0.013, 0.522, 0.409, 0.657








































































































































































































































































































































































































fit b, Pi a. t?2
0.736, 0.335 0.000 0.516, 0.344, 0.658
0.738, 0.331 0.001 0.522, 0.345, 0.657
0.741, 0.331 0.001 0.522, 0.345, 0.665
0.740, 0.335 0.000 0.520, 0.344, 0.657
0.732, 0.332 0.001 0.516, 0.344, 0.657
0.731, 0.332 0.001 0.518, 0.344, 0.657
0.740, 0.335 0.000 0.522, 0.344, 0.657
0.750, 0.335 0.000 0.516, 0.344, 0.657
0.742, 0.335 0.000 0.522, 0.344, 0.657
0.731, 0.335 0.000 0.530, 0.345, 0.657
0.739, 0.332 0.001 0.516, 0.344, 0.657
0.736, 0.332 0.001 0.518, 0.344, 0.657
0.741, 0.335 0.000 0.516, 0.344, 0.657
0.743, 0.331 0.001 0.502, 0.345, 0.657
0.733, 0.331 0.001 0.502, 0.345, 0.657
0.734, 0.335 0.000 0.520, 0.344, 0.657
0.743, 0.334 0.000 0.520, 0.344, 0.658
0.774, 0.331 0.000 0.520, 0.344, 0.665
0.765, 0.331 0.000 0.520, 0.344, 0.665
0.766, 0.331 0.000 0.520, 0.344, 0.665
0.762, 0.331 0.000 0.520, 0.344, 0.665
0.754, 0.331 0.000 0.516, 0.344, 0.664
0.769, 0.331 0.000 0.516, 0.344, 0.664
0.756, 0.331 0.001 0.501, 0.344, 0.664
0.768, 0.331 0.000 0.501, 0.344, 0.664
0.758, 0.331 0.001 0.501, 0.344, 0.664
0.775, 0.332 0.000 0.516, 0.344, 0.664
0.773, 0.331 0.001 0.521, 0.344, 0.664
0.754, 0.332 0.001 0.554, 0.344, 0.664
0.756, 0.331 0.001 0.522, 0.344, 0.664
0.765, 0.331 0.000 0.528, 0.344, 0.664
0.766, 0.331 0.000 0.528, 0.344, 0.664
0.774, 0.331 0.000 0.528, 0.344, 0.664
0.761, 0.331 0.000 0.523, 0.345, 0.664
0.767, 0.331 0.000 0.523, 0.345, 0.664
0.772, 0.331 0.000 0.528, 0.345, 0.664
0.751, 0.331 0.001 0.520, 0.344, 0.663
0.745, 0.331 0.001 0.520, 0.344, 0.663
0.772, 0.331 0.001 0.520, 0.344, 0.664
0.748, 0.331 0.001 0.520, 0.344, 0.664
0.766, 0.331 0.001 0.561, 0.344, 0.664



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































fit ai bi Pi tu b2
0.781, 0.331 0.000 0.524 0.344, 0.664
0.785, 0.331 0.001 0.519 0.344, 0.664
0.783, 0.331 0.000 0.516 0.344, 0.664
0.781, 0.331 0.000 0.517 0.344, 0.664
0.780, 0.331 0.001 0.524 0.344, 0.664
0.789, 0.331 0.000 0.516 0.344, 0.664
0.786, 0.331 0.001 0.516 0.344, 0.664
0.790, 0.331 0.000 0.519 0.344, 0.664
0.788, 0.331 0.000 0.516 0.344, 0.664
0.785, 0.331 0.000 0.503 0.344, 0.664
0.786, 0.331 0.000 0.517 0.344, 0.664
0.787, 0.331 0.000 0.516 0.344, 0.664
0.791, 0.331 0.000 0.517 0.344, 0.664
0.787, 0.330 0.001 0.518 0.344, 0.664
0.789, 0.330 0.001 0.516 0.344, 0.664
0.784, 0.330 0.001 0.518 0.344, 0.664
0.792, 0.330 0.001 0.516 0.344, 0.664
0.793, 0.330 0.001 0.516 0.344, 0.664
0.783, 0.330 0.001 0.503 0.344, 0.664
0.785, 0.330 0.001 0.516 0.344, 0.664
0.779, 0.331 0.001 0.505 0.344, 0.664
0.779, 0.330 0.001 0.516 0.344, 0.664
0.783, 0.331 0.000 0.516 0.344, 0.664
0.781, 0.330 0.001 0.516 0.344, 0.663
0.789, 0.331 0.001 0.516 0.344, 0.664
0.779, 0.330 0.001 0.516 0.344, 0.664
0.789, 0.331 0.000 0.502 0.344, 0.664
0.782, 0.331 0.000 0.516 0.344, 0.664
0.782, 0.331 0.000 0.504 0.344, 0.664
0.781, 0.331 0.000 0.524 0.344, 0.664
0.783, 0.331 0.000 0.502 0.344, 0.664
0.780, 0.330 0.001 0.516 0.344, 0.663
0.779, 0.331 0.000 0.504 0.344, 0.664
0.786, 0.330 0.001 0.516 0.344, 0.664
0.784, 0.330 0.001 0.524 0.344, 0.664
0.781, 0.331 0.000 0.516 0.344, 0.664
0.784, 0.330 0.001 0.516 0.345, 0.664
0.788, 0.330 0.001 0.516 0.344, 0.664
0.779, 0.331 0.001 0.548 0.344, 0.664
0.786, 0.331 0.000 0.516 0.344, 0.664
0.791, 0.331 0.000 0.516 0.344, 0.664





































































































































































































































































fit ai Pi a* b2
0.784, 0.331, 0.000 0.501 0.344, 0.664
0.788, 0.331, 0.001 0.532 0.344, 0.664
0.784, 0.331, 0.000 0.501 0.344, 0.664
0.786, 0.331, 0.000 0.519 0.344, 0.664
0.783, 0.331, 0.000 0.518 0.344, 0.664
0.787, 0.330, 0.001 0.524 0.344, 0.664
0.786, 0.330, 0.001 0.501 0.344, 0.664
0.788, 0.331, 0.000 0.518 0.344, 0.664
0.788, 0.330, 0.001 0.508 0.344, 0.664
0.788, 0.330, 0.001 0.501 0.344, 0.664
0.786, 0.331, 0.000 0.501 0.344, 0.664
0.788, 0.331, 0.001 0.517 0.344, 0.664
0.797, 0.331, 0.000 0.501 0.344, 0.664
0.785, 0.331, 0.001 0.548 0.346, 0.664
0.788, 0.330, 0.001 0.532 0.344, 0.664
0.787, 0.330, 0.001 0.505 0.344, 0.664
0.785, 0.330, 0.001 0.501 0.344, 0.664
0.785, 0.330, 0.000 0.516 0.344, 0.664
0.784, 0.330, 0.001 0.505 0.344, 0.664
0.787, 0.331, 0.001 0.536 0.344, 0.664
0.784, 0.330, 0.000 0.524 0.344, 0.664
0.786, 0.330, 0.001 0.505 0.344, 0.664
0.784, 0.331, 0.000 0.520 0.344, 0.664
0.786, 0.331, 0.001 0.536 0.344, 0.664
0.786, 0.330, 0.001 0.501 0.344, 0.664
0.789, 0.331, 0.001 0.536 0.344, 0.664
0.783, 0.331, 0.001 0.501 0.344, 0.664
0.789, 0.331, 0.000 0.509 0.344, 0.664
0.785, 0.331, 0.000 0.509 0.344, 0.664
0.783, 0.331, 0.001 0.520 0.344, 0.664
0.785, 0.331, 0.000 0.501 0.344, 0.664
0.786, 0.330, 0.000 0.501 0.344, 0.664
0.784, 0.330, 0.001 0.508 0.344, 0.664
0.793, 0.330, 0.001 0.508 0.344, 0.664
0.788, 0.330, 0.001 0.508 0.344, 0.664
0.795, 0.330, 0.001 0.508 0.344, 0.664
0.785, 0.331, 0.001 0.517 0.344, 0.663
0.785, 0.330, 0.001 0.516 0.344, 0.664
0.781, 0.330, 0.001 0.532 0.344, 0.664
0.781, 0.331, 0.000 0.516 0.345, 0.664
0.783, 0.330, 0.001 0.500 0.344, 0.664
0.781, 0.330, 0.001 0.533 0.344, 0.664
78
fit a, k,_
0.781, 0.330. 0.001 
0.788, 0.331, 0.001 
0.785, 0.331, 0.001 
0.782, 0.330, 0.001 
0.792, 0.331, 0.001 
0.797, 0.330, 0.001 
0.785, 0.330, 0.001 
0.787, 0.331, 0.001 
0.795, 0.331, 0.001 
0.783, 0.330, 0.001 
0.783, 0.330, 0.001 
0.783, 0.330, 0.001 
0.782, 0.330, 0.001 
0.786, 0.331, 0.001 
0.785, 0.330, 0.001 
0.779, 0.331, 0.000 
0.786, 0.331, 0.001 
0.781, 0.330, 0.001 
0.785, 0.331, 0.000 
0.779, 0.331, 0.001 
0.788, 0.330, 0.001 
0.782, 0.331, 0.001 
0.785, 0.330, 0.001 
0.785, 0.330, 0.001 
0.784, 0.331, 0.001 
0.782, 0.330, 0.001 
0.796, 0.330, 0.001 
0.785, 0.331, 0.001 
0.788, 0.330, 0.001 
0.781, 0.332, 0.000 
0.785, 0.330, 0.001 
0.793, 0.331, 0.001 
0.785, 0.330, 0.001 
0.788, 0.331, 0.000 
0.785, 0.331, 0.001 
0.786, 0.330, 0.001 
0.786, 0.330, 0.001 
0.785, 0.330, 0.001 
0.779, 0.330, 0.001 
0.781, 0.330, 0.001 
0.781, 0.330, 0.001 
0.788, 0.330, 0.001
—Ri------ &2-----
0.532, 0.345, 0.664 
0.533, 0.344, 0.664 
0.500, 0.344, 0.664 
0.533, 0.344, 0.663 
0.532, 0.344, 0.664 
0.533, 0.344, 0.664 
0.533, 0.344, 0.664 
0.525, 0.344, 0.664 
0.501, 0.344, 0.664 
0.532, 0.344, 0.664 
0.548, 0.344, 0.664 
0.501, 0.344, 0.664 
0.509, 0.344, 0.664 
0.501, 0.344, 0.664 
0.500, 0.344, 0.664 
0.516, 0.344, 0.664 
0.516, 0.344, 0.664 
0.516, 0.344, 0.664 
0.501, 0.344, 0.664 
0.516, 0.344, 0.664 
0.516, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.517, 0.344, 0.664 
0.532, 0.344, 0.664 
0.509, 0.344, 0.664 
0.517, 0.344, 0.664 
0.532, 0.344, 0.664 
0.516, 0.344, 0.664 
0.517, 0.344, 0.664 
0.517, 0.344, 0.664 
0.501, 0.344, 0.664 
0.532, 0.344, 0.664 
0.502, 0.344, 0.664 
0.516, 0.344, 0.664 
0.502, 0.344, 0.664 
0.509, 0.344, 0.664 
0.516, 0.344, 0.664 
0.532, 0.344, 0.664 
0.517, 0.344, 0.664 
0.502, 0.344, 0.664 
0.532, 0.344, 0.664
79
fit t>i Pi a. b2
0.793, 0.330, 0.001 0.532 0.344. 0.664
0.784, 0.330, 0.001 0.501 0.344, 0.664
0.787. 0.330, 0.001 0.532 0.344, 0.664
0.789, 0.330, 0.001 0.517 0.344, 0.664
0.792, 0.330, 0.001 0.532 0.344, 0.664
0.783, 0.330, 0.001 0.532 0.345, 0.664
0.786, 0.331, 0.000 0.524 0.344, 0.664
0.783, 0.331, 0.001 0.532 0.344, 0.664
0.782, 0.331, 0.001 0.532 0.344, 0.664
0.785, 0.331, 0.001 0.517 0.344, 0.664
0.780, 0.330, 0.001 0.501 0.344, 0.664
0.783, 0.330, 0.001 0.500 0.344, 0.664
0.785, 0.331, 0.001 0.532 0.344, 0.664
0.786, 0.331, 0.000 0.501 0.344, 0.664
0.786, 0.331, 0.000 0.517 0.344, 0.664
0.784, 0.332, 0.001 0.532 0.344, 0.664
0.780, 0.330, 0.001 0.532 0.344, 0.664
0.787, 0.330, 0.001 0.532 0.344, 0.664
0.794, 0.330, 0.001 0.500 0.344, 0.664
0.787, 0.330, 0.001 0.534 0.344, 0.664
0.791, 0.330, 0.001 0.534 0.344, 0.664
0.788, 0.330, 0.001 0.534 0.344, 0.664
0.787, 0.330, 0.001 0.534 0.344, 0.664
0.786, 0.331, 0.000 0.500 0.344, 0.664
0.782, 0.331, 0.000 0.516 0.344, 0.664
0.785, 0.330, 0.001 0.503 0.344, 0.664
0.791, 0.331, 0.000 0.500 0.344, 0.664
0.782, 0.330, 0.001 0.534 0.344, 0.664
0.785, 0.332, 0.000 0.502 0.344, 0.664
0.784, 0.331, 0.001 0.517 0.344, 0.664
0.781, 0.331, 0.001 0.532 0.344, 0.664
0.782, 0.331, 0.001 0.501 0.344, 0.664
0.783, 0.330, 0.001 0.503 0.344, 0.664
0.785, 0.331, 0.001 0.501 0.344, 0.664
0.782, 0.332, 0.000 0.516 0.344, 0.664
0.786, 0.331, 0.001 0.532 0.344, 0.664
0.783, 0.331, 0.001 0.517 0.344, 0.664
0.785, 0.332, 0.000 0.516 0.344, 0.664
0.783, 0.332, 0.001 0.501 0.344, 0.664
0.787, 0.332, 0.001 0.532 0.344, 0.664
0.785, 0.332, 0.001 0.532 0.344, 0.664
















































































































































































































































































































0.501, 0.344, 0.664 
0.500, 0.344, 0.664 
0.534, 0.344, 0.664 
0.532, 0.344, 0.664 
0.501, 0.344, 0.664 
0.533, 0.344, 0.664 
0.534, 0.344, 0.664 
0.533, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.532, 0.344, 0.664 
0.516, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.536, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.532, 0.344, 0.664 
0.531, 0.344, 0.664 
0.503, 0.344, 0.664 
0.536, 0.344, 0.664 
0.503, 0.344, 0.664 
0.501, 0.344, 0.664 
0.536, 0.344, 0.664 
0.538, 0.344, 0.664 
0.532, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.501, 0.344, 0.664 
0.532, 0.344, 0.664 
0.503, 0.344, 0.664 
0.536, 0.344, 0.664 
0.505, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.505, 0.344, 0.664 
0.536, 0.344, 0.664 
0.507, 0.344, 0.664 


















































































































































































































































































































0.503, 0.344, 0.664 
0.501, 0.344, 0.664 
0.500, 0.344, 0.664 
0.513, 0.344, 0.664 
0.513, 0.344, 0.663 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.500, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.516, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.501, 0.344, 0.664 
0.505, 0.344, 0.664 
0.500, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.507, 0.344, 0.664 
0.518, 0.344, 0.664 
0.507, 0.344, 0.664 
0.507, 0.344, 0.664 
0.503, 0.344, 0.664 
0.511, 0.344, 0.664 
0.511, 0.344, 0.664 
0.503, 0.344, 0.664 
0.513, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.507, 0.344, 0.664 
0.511, 0.344, 0.664 
0.503, 0.344, 0.664 
0.511, 0.344, 0.664 
0.503, 0.344, 0.664 
0.503, 0.344, 0.664 
0.501, 0.344, 0.664 
0.501, 0.344, 0.664 
0.503, 0.344, 0.664 
0.500, 0.344, 0.664 
0.511, 0.344, 0.664
84
fit ai h{ P| a, bn
0.790, 0.332, 0.001, 0.511, 0.344, 0.664 
0.796, 0.331, 0.000, 0.507, 0.344, 0.664 
0.790, 0.331, 0.000, 0.511, 0.344, 0.664 
0.786, 0.331, 0.001, 0.507, 0.344, 0.664 
0.791, 0.331, 0.000, 0.511, 0.344, 0.664 
0.788, 0.331, 0.000, 0.507, 0.344, 0.664 
0.786, 0.330, 0.000, 0.511, 0.344, 0.664 
0.789, 0.331, 0.000, 0.503, 0.344, 0.664 
0.780, 0.331, 0.000, 0.511, 0.344, 0.664 
0.779. 0.332, 0.000, 0.518, 0.344, 0.664 
0.786, 0.331, 0.000, 0.518, 0.344, 0.664 
0.787, 0.331, 0.001, 0.518, 0.344, 0.664 
0.791, 0.332, 0.000, 0.503, 0.344, 0.664 
0.785, 0.331, 0.000, 0.518, 0.344, 0.664 
0.787, 0.332, 0.000, 0.503, 0.344, 0.664 
0.789, 0.332, 0.000, 0.502, 0.344, 0.664 
0.790, 0.331, 0.000, 0.511, 0.344, 0.664 
0.787, 0.331, 0.001, 0.518, 0.344, 0.664 
0.785, 0.331, 0.000, 0.501, 0.344, 0.664 
0.793, 0.332, 0.000, 0.502, 0.344, 0.664 
0.785, 0.332, 0.000, 0.502, 0.344, 0.664 
0.785, 0.332, 0.000, 0.502, 0.344, 0.664 
0.783, 0.332, 0.000, 0.500, 0.344, 0.664 
0.793, 0.332, 0.000, 0.518, 0.344, 0.664 
0.788, 0.332, 0.000, 0.502, 0.344, 0.664 
0.788, 0.331, 0.000, 0.503, 0.344, 0.664 
0.786, 0.332, 0.000, 0.518, 0.344, 0.664 
0.786, 0.332, 0.000, 0.518, 0.344, 0.664 
0.785, 0.331, 0.001, 0.511, 0.344, 0.664 
0.785, 0.332, 0.000, 0.526, 0.344, 0.664 
0.786, 0.332, 0.000, 0.526, 0.344, 0.664 
0.784, 0.332, 0.000, 0.503, 0.344, 0.664 
0.788, 0.331, 0.000, 0.503, 0.344, 0.664 
0.785, 0.331, 0.000, 0.511, 0.345, 0.664 
0.787, 0.332, 0.000, 0.512, 0.344, 0.664 
0.788, 0.332, 0.000, 0.518, 0.344, 0.664 
0.793, 0.332, 0.000, 0.503, 0.344, 0.664 
0.786, 0.331, 0.000, 0.511, 0.344, 0.664 
0.792, 0.332, 0.000, 0.518, 0.344, 0.664 
0.791, 0.331, 0.000, 0.511, 0.344, 0.664 
0.785, 0.332, 0.000, 0.502, 0.344, 0.664 






































































































































































































































































fit bi Pi cU b2
0.789, 0.330 0.001, 0.519 0.344, 0.664
0.795, 0.332 0.000, 0.502 0.344, 0.664
0.788, 0.331 0.001, 0.518 0.344, 0.664
0.790, 0.332 0.000, 0.504 0.344, 0.664
0.793, 0.332 0.000, 0.510 0.344, 0.664
0.790, 0.332 0.000, 0.507 0.344, 0.664
0.783, 0.332 0.000, 0.503 0.344, 0.664
0.787, 0.332 0.001, 0.516 0.344, 0.664
0.787, 0.332 0.001, 0.510 0.344, 0.664
0.787, 0.332 0.000, 0.502 0.344, 0.664
0.788, 0.331 0.000, 0.502 0.344, 0.664
0.788, 0.332 0.001, 0.534 0.344, 0.664
0.786, 0.331 0.001, 0.518 0.344, 0.664
0.784, 0.332 0.000, 0.518 0.344, 0.664
0.790, 0.332 0.000, 0.502 0.344, 0.664
0.791, 0.331 0.001, 0.522 0.344, 0.664
0.791, 0.331 0.001, 0.518 0.344, 0.664
0.793, 0.332 0.000, 0.502 0.344, 0.664
0.791, 0.332 0.000, 0.503 0.344, 0.664
0.788, 0.331 0.001, 0.518 0.344, 0.664
0.792, 0.331 0.001, 0.522 0.344, 0.664
0.788, 0.331 0.001, 0.518 0.344, 0.664
0.788, 0.331 0.001, 0.522 0.344, 0.664
0.788, 0.332 0.000, 0.503 0.344, 0.664
0.788, 0.332 0.000, 0.516 0.344, 0.664
0.788, 0.332 0.000, 0.522 0.344, 0.664
0.802, 0.332 0.000, 0.504 0.344, 0.664
0.791, 0.332 0.000, 0.504 0.344, 0.664
0.787, 0.332 0.000, 0.522 0.344, 0.664
0.786, 0.330 0.001, 0.500 0.344, 0.664
0.788, 0.332 0.000, 0.522 0.344, 0.664
0.789, 0.332 0.000, 0.522 0.344, 0.664
0.786, 0.332 0.001, 0.516 0.344, 0.664
0.788, 0.332 0.000, 0.518 0.344, 0.664
0.786, 0.332 0.001, 0.511 0.344, 0.664
0.783, 0.332 0.000, 0.504 0.344, 0.664
0.793, 0.331 0.001, 0.518 0.344, 0.664
0.788, 0.332 0.000, 0.522 0.344, 0.664
0.791, 0.332 0.000, 0.510 0.344, 0.664
0.789, 0.332 0.000, 0.519 0.344, 0.664
0.784, 0.332 0.000, 0.516 0.344, 0.664
0.786, 0.331 0.001, 0.523 0.344, 0.664
88
fit &i bj Pi £U b2
0.790 0.331 0.001 0.504 0.344 0.664
0.785 0.332 0.001 0.507 0.344 0.664
0.792 0.331 0.001 0.502 0.344 0.664
0.785 0.331 0.001 0.504 0.344 0.664
0.785 0.332 0.001 0.511 0.344 0.664
0.785 0.331 0.000 0.510 0.344 0.664
0.789 0.331 0.001 0.516 0.344 0.664
0.783 0.331 0.001 0.510 0.344 0.664
0.783 0.331 0.001 0.517 0.344 0.664
0.788 0.331 0.000 0.500 0.344 0.664
0.784 0.332 0.000 0.510 0.344 0.664
0.784 0.331 0.001 0.504 0.344 0.664
0.785 0.331 0.001 0.526 0.344 0.664
0.788 0.332 0.000 0.516 0.344 0.664
0.785 0.331 0.001 0.518 0.344 0.664
0.795 0.331 0.001 0.517 0.344 0.664
0.789 0.332 0.001 0.510 0.344 0.664
0.786 0.332 0.000 0.523 0.344 0.664
0.790 0.331 0.001 0.516 0.344 0.664
0.793 0.331 0.001 0.517 0.344 0.664
0.789 0.331 0.001 0.504 0.344 0.664
0.791 0.331 0.001 0.511 0.344 0.664
0.784 0.331 0.001 0.518 0.345 0.664
0.785 0.331 0.001 0.501 0.344 0.664
0.786 0.331 0.001 0.518 0.344 0.664
0.790 0.331 0.001 0.501 0.344 0.664
0.788 0.331 0.001 0.516 0.344 0.664
0.789 0.331 0.001 0.518 0.344 0.664
0.788 0.332 0.000 0.503 0.344 0.664
0.788 0.331 0.001 0.511 0.344 0.664
0.786 0.332 0.001 0.502 0.344 0.664
0.784 0.332 0.001 0.511 0.344 0.664
0.789 0.332 0.000 0.519 0.344 0.664
0.788 0.331 0.001 0.516 0.344 0.664
0.788 0.332 0.000 0.504 0.344 0.664
0.789 0.332 0.000 0.511 0.344 0.664
0.786 0.331 0.001 0.516 0.344 0.664
0.784 0.332 0.001 0.508 0.344 0.664
0.789 0.331 0.001 0.511 0.344 0.664
0.785 0.332 0.000 0.503 0.344 0.664
0.784 0.332 0.001 0.538 0.344 0.664















































































































































































 £[------ &2___ b-2
0.506, 0.344, 0.664 
0.514, 0.344, 0.664 
0.514, 0.344, 0.664 
0.522, 0.344, 0.664 
0.525, 0.344, 0.664 
0.514, 0.344, 0.664 
0.525, 0.344, 0.664 
0.520, 0.344, 0.664 
0.508, 0.344, 0.664 
0.525, 0.344, 0.664 
0.507, 0.344, 0.664 
0.514, 0.344, 0.664 
0.516, 0.344, 0.664 
0.514, 0.344, 0.664 
0.510, 0.344, 0.664 
0.528, 0.344, 0.664 
0.524, 0.344, 0.664 
0.514, 0.344, 0.664 
0.528, 0.344, 0.664 
0.513, 0.344, 0.664 
0.508, 0.344, 0.664 
0.531, 0.344, 0.664 
0.531, 0.344, 0.664 
0.509, 0.344, 0.664 
0.524, 0.344, 0.664 
0.529, 0.344, 0.664 
0.529, 0.344, 0.664 
0.530, 0.344, 0.664 
0.526, 0.344, 0.664 
0.528, 0.344, 0.664 
0.531, 0.344, 0.664 
0.509, 0.344, 0.664 
0.506, 0.344, 0.664 
0.510, 0.344, 0.664 
0.511, 0.344, 0.664 
0.526, 0.344, 0.664 
0.526, 0.344, 0.664 
0.512, 0.344, 0.664 
0.527, 0.344, 0.664 
0.509, 0.344, 0.664 


























































































fit b, Pi a, b2
0.786, 0.331 0.001 0.525 0.344, 0.664
0.787, 0.330 0.001 0.510 0.344, 0.664
0.788, 0.331 0.000 0.512 0.344, 0.664
0.790, 0.330 0.001 0.530 0.344, 0.664
0.788, 0.330 0.001 0.530 0.344, 0.664
0.789, 0.330 0.001 0.510 0.344, 0.664
0.789, 0.332 0.001 0.526 0.344, 0.664
0.791, 0.332 0.001 0.524 0.344, 0.664
0.786, 0.331 0.001 0.526 0.344, 0.664
0.788, 0.330 0.001 0.510 0.344, 0.664
0.786, 0.330 0.001 0.510 0.344, 0.664
0.790, 0.331 0.001 0.529 0.344, 0.664
0.786, 0.330 0.001 0.508 0.344, 0.664
0.788, 0.332 0.001 0.524 0.344, 0.664
0.787, 0.331 0.001 0.526 0.344, 0.664
0.786, 0.331 0.001 0.529 0.344, 0.664
0.790, 0.331 0.001 0.521 0.344, 0.664
0.789, 0.330 0.001 0.524 0.344, 0.664
0.792, 0.330 0.001 0.526 0.344, 0.664
0.790, 0.331 0.001 0.526 0.344, 0.664
0.788, 0.330 0.001 0.526 0.344, 0.664
0.786, 0.331 0.001 0.525 0.344, 0.664
0.788, 0.331 0.001 0.524 0.344, 0.664
0.789, 0.332 0.001 0.524 0.344, 0.664
0.787, 0.331 0.001 0.516 0.344, 0.664
0.784, 0.331 0.001 0.516 0.344, 0.664
0.785, 0.331 0.001 0.524 0.344, 0.664
0.784, 0.332 0.001 0.524 0.344, 0.664
0.787, 0.331 0.001 0.524 0.344, 0.664
0.788, 0.331 0.000 0.527 0.344, 0.664
0.783, 0.331 0.001 0.527 0.344, 0.664
0.793, 0.331 0.001 0.526 0.344, 0.664
0.791, 0.331 0.001 0.514 0.344, 0.664
0.786, 0.332 0.000 0.515 0.344, 0.664
0.789, 0.331 0.001 0.514 0.344, 0.664
0.785, 0.331 0.001 0.516 0.344, 0.664
0.787, 0.331 0.001 0.512 0.344, 0.664
0.787, 0.331 0.001 0.512 0.344, 0.664
0.794, 0.331 0.001 0.524 0.344, 0.664
0.792, 0.332 0.001 0.525 0.344, 0.664
0.792, 0.332 0.000 0.516 0.344, 0.664
0.786, 0.332 0.001 0.524 0.344, 0.664
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fit Al t>i Pi t>2
0.791 0.332, 0.000, 0.522, 0.344. 0.664
0.798 0.332, 0.000, 0.511, 0.344, 0.664
0.794 0.332, 0.000, 0.522, 0.344, 0.664
0.792 0.331, 0.001, 0.514, 0.344, 0.664
0.785 0.331, 0.001, 0.508, 0.344, 0.664
0.786 0.329, 0.002, 0.524, 0.344, 0.664
0.785 0.332, 0.001, 0.528, 0.344, 0.664
0.788 0.331, 0.001, 0.524, 0.344, 0.664
0.791 0.332, 0.001, 0.525, 0.344, 0.664
0.790 0.331. 0.001, 0.512, 0.344, 0.664
0.792 0.331, 0.001, 0.524, 0.344, 0.664
0.789 0.332, 0.001, 0.524, 0.344, 0.664
0.786 0.332, 0.001, 0.524, 0.344, 0.664
0.788 0.332, 0.001, 0.524, 0.344, 0.664
0.789 0.332, 0.001, 0.528, 0.344, 0.664
0.789 0.332, 0.001, 0.524, 0.344, 0.664
0.789 0.331, 0.001, 0.524, 0.344, 0.664
0.787 0.332, 0.000, 0.524, 0.344, 0.664
0.785 0.331, 0.001, 0.528, 0.344, 0.664
0.787 0.331, 0.001, 0.530, 0.344, 0.664
0.787 0.331, 0.001, 0.520, 0.344, 0.664
0.791 0.332, 0.000, 0.529, 0.344, 0.664
0.789 0.332, 0.001, 0.505, 0.344, 0.664
0.789 0.332, 0.001, 0.505, 0.344, 0.664
0.792 0.332, 0.001, 0.524, 0.344, 0.664
0.784 0.332, 0.000, 0.508, 0.344, 0.664
0.792 0.332, 0.001, 0.509, 0.344, 0.664
0.787 0.332, 0.001, 0.528, 0.344, 0.664
0.790 0.331, 0.001, 0.528, 0.344, 0.664
0.788 0.332, 0.001, 0.524, 0.344, 0.664
0.786 0.331, 0.001, 0.524, 0.344, 0.664
0.786 0.332, 0.001, 0.509, 0.344, 0.664
0.784 0.331, 0.001, 0.524, 0.344, 0.664
0.785 0.332, 0.000, 0.524, 0.344, 0.664
0.785 0.332, 0.001, 0.524, 0.344, 0.664
0.784 0.331, 0.001, 0.507, 0.344, 0.664
0.794 0.332, 0.001, 0.524, 0.344, 0.664
0.787 0.331, 0.001, 0.528, 0.344, 0.664
0.788 0.331, 0.001, 0.528, 0.344, 0.664
0.787 0.331, 0.001, 0.506, 0.344, 0.664
0.793 0.331, 0.001, 0.524, 0.344, 0.664













































 E>1------ &2----- i^ 2
0.507, 0.344, 0.664 
0.514, 0.344, 0.664 
0.524, 0.344, 0.664 
0.514, 0.344, 0.664 
0.516, 0.344, 0.664 
0.507, 0.344, 0.664 
0.514, 0.344, 0.664 
0.516, 0.344, 0.664 
0.520, 0.344, 0.664 
0.528, 0.344, 0.664 
0.506, 0.344, 0.664 
0.528, 0.344, 0.664 
0.528, 0.344, 0.664 
0.512, 0.344, 0.664 
0.516, 0.344, 0.664 
0.507, 0.344, 0.664 
0.514, 0.344, 0.664 
0.528, 0.344, 0.664 
0.507, 0.344, 0.664 
0.520, 0.344, 0.664 
0.528, 0.344, 0.664 
0.514, 0.344, 0.664 
0.528, 0.344, 0.664 
0.513, 0.344, 0.664 
0.511, 0.344, 0.664 
0.522, 0.344, 0.664 
0.514, 0.344, 0.664 
0.536, 0.344, 0.664 
0.501, 0.344, 0.664 
0.512, 0.344, 0.664 
0.530, 0.344, 0.664 
0.511, 0.344, 0.664 
0.511, 0.344, 0.664 
0.507, 0.344, 0.664 
0.514, 0.344, 0.664 
0.500, 0.344, 0.664 
0.511, 0.344, 0.664 
0.515, 0.344, 0.664 
0.513, 0.344, 0.664 
0.513, 0.344, 0.664 




0.795, 0.332 0.001 0.518, 0.344, 0.664
0.785, 0.331 0.001 0.520, 0.344, 0.664
0.783, 0.331 0.001 0.514, 0.344, 0.664
0.787, 0.331 0.001 0.515, 0.344, 0.664
0.785, 0.331 0.001 0.515, 0.344, 0.664
0.785, 0.332 0.001 0.520, 0.344, 0.664
0.787, 0.331 0.001 0.513, 0.344, 0.664
0.790, 0.331 0.001 0.512, 0.344, 0.664
0.787, 0.332 0.001 0.513, 0.344, 0.664
0.790, 0.331 0.001 0.514, 0.344, 0.664
0.786, 0.331 0.001 0.523, 0.344, 0.664
0.786, 0.331 0.001 0.511, 0.344, 0.664
0.789, 0.331 0.001 0.513, 0.344, 0.664
0.789, 0.331 0.001 0.523, 0.344, 0.664
0.791, 0.331 0.001 0.500, 0.344, 0.664
0.788, 0.331 0.001 0.515, 0.344, 0.664
0.785, 0.331 0.001 0.514, 0.344, 0.664
0.784, 0.332 0.001 0.517, 0.344, 0.664
0.785, 0.332 0.001 0.514, 0.344, 0.664
0.785, 0.332 0.001 0.514, 0.344, 0.664
0.782, 0.332 0.001 0.514, 0.344, 0.664
0.787, 0.332 0.001 0.505, 0.344, 0.664
0.785, 0.332 0.001 0.512, 0.344, 0.664
0.786, 0.332 0.001 0.519, 0.344, 0.664
0.786, 0.332 0.001 0.519, 0.344, 0.664
0.788, 0.331 0.001 0.511, 0.344, 0.664
0.787, 0.331 0.001 0.515, 0.344, 0.664
0.789, 0.331 0.001 0.505, 0.344, 0.664
0.788, 0.332 0.001 0.517, 0.344, 0.664
0.790, 0.331 0.001 0.519, 0.344, 0.664
0.785, 0.331 0.001 0.520, 0.344, 0.664
0.790, 0.332 0.001 0.509, 0.344, 0.664
0.787, 0.332 0.001 0.530, 0.344, 0.664
0.785, 0.332 0.001 0.508, 0.344, 0.664
0.790, 0.332 0.000 0.505, 0.344, 0.664
0.786, 0.332 0.001 0.531, 0.344, 0.664
0.784, 0.331 0.001 0.514, 0.344, 0.664
0.788, 0.332 0.001 0.508, 0.344, 0.664
0.791, 0.332 0.000 0.514, 0.344, 0.664
0.788, 0.332 0.001 0.512, 0.344, 0.664
0.787, 0.331 0.001 0.515, 0.344, 0.664
0.783, 0.331 0.001 0.511, 0.344, 0.664
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fit t>i Pi a, b2
0.791, 0.332, 0.000, 0.507, 0.344, 0.664
0.790, 0.332, 0.000, 0.510, 0.344, 0.664
0.787, 0.331, 0.001, 0.514, 0.344, 0.664
0.786, 0.331, 0.001, 0.515, 0.345, 0.664
0.788, 0.331, 0.001, 0.509, 0.344, 0.664
0.785, 0.331, 0.001, 0.514, 0.344, 0.664
0.786, 0.331, 0.001, 0.515, 0.344, 0.664
0.782, 0.331, 0.001, 0.509, 0.344, 0.664
0.785, 0.332, 0.001, 0.514, 0.344, 0.664
0.786, 0.331, 0.001, 0.515, 0.344, 0.664
0.785, 0.332, 0.001, 0.514, 0.344, 0.664
0.789, 0.331, 0.001, 0.504, 0.344, 0.664
0.785, 0.331, 0.001, 0.506, 0.344, 0.664
0.784, 0.332, 0.001, 0.514, 0.344, 0.664
0.787, 0.331, 0.001, 0.512, 0.344, 0.664
0.787, 0.331, 0.001, 0.514, 0.344, 0.664
0.787, 0.331, 0.001, 0.507, 0.344, 0.664
0.788, 0.331, 0.001, 0.516, 0.344, 0.664
0.789, 0.331, 0.001, 0.514, 0.344, 0.664
0.789, 0.331, 0.001, 0.507, 0.344, 0.664
0.785, 0.331, 0.001, 0.514, 0.344, 0.664
0.782, 0.332, 0.000, 0.501, 0.344, 0.664
0.789, 0.331, 0.001, 0.514, 0.344, 0.664
0.788, 0.331, 0.001, 0.515, 0.344, 0.664
0.788, 0.332, 0.001, 0.515, 0.344, 0.664
0.789, 0.331, 0.001, 0.513, 0.344, 0.664
0.785, 0.331, 0.001, 0.514, 0.344, 0.664
0.784, 0.332, 0.001, 0.524, 0.344, 0.664
0.787, 0.332, 0.001, 0.514, 0.344, 0.664
0.788, 0.332, 0.000, 0.512, 0.344, 0.664
0.787, 0.332, 0.000, 0.512, 0.344, 0.664
0.787, 0.331, 0.001, 0.506, 0.344, 0.664
0.785, 0.332, 0.001, 0.511, 0.344, 0.664
0.787, 0.332, 0.001, 0.527, 0.344, 0.664
0.783, 0.332, 0.001, 0.514, 0.344, 0.664
0.788, 0.332, 0.001, 0.515, 0.344, 0.664
0.789, 0.332, 0.000, 0.504, 0.344, 0.664
0.784, 0.331, 0.001, 0.514, 0.344, 0.664
0.787, 0.332, 0.001, 0.515, 0.344, 0.664
0.787, 0.331, 0.001, 0.514, 0.344, 0.664
0.786, 0.332, 0.001, 0.515, 0.344, 0.664





































































































































































































































































fit a. bi Pi t>2
0.786, 0.331, 0.001 0.514, 0.344, 0.664
0.787. 0.331, 0.001 0.512, 0.344, 0.664
0.788, 0.331. 0.001 0.512, 0.344, 0.664
0.789, 0.331, 0.001 0.512, 0.344, 0.664
0.785, 0.331, 0.001 0.514, 0.344, 0.664
0.785. 0.332, 0.001 0.505, 0.344, 0.664
0.784, 0.331, 0.001 0.522, 0.344, 0.664
0.782, 0.331, 0.001 0.514, 0.344, 0.664
0.786, 0.331, 0.001 0.514, 0.344, 0.664
0.786, 0.331, 0.001 0.514, 0.344, 0.664
0.789, 0.331, 0.001 0.514, 0.344, 0.664
0.788, 0.331, 0.001 0.514, 0.344, 0.664
0.788, 0.331, 0.001 0.514, 0.344, 0.664
0.787, 0.331, 0.001 0.507, 0.344, 0.664
0.787, 0.331, 0.001 0.514, 0.344, 0.664
0.787, 0.332, 0.001 0.505, 0.344, 0.664
0.791, 0.331, 0.001 0.514, 0.344, 0.664
0.783, 0.331, 0.001 0.514, 0.344, 0.664
0.783, 0.331, 0.001 0.506, 0.344, 0.664
0.789, 0.331, 0.001 0.512, 0.344, 0.664
0.786, 0.331, 0.001 0.512, 0.344, 0.664
0.783, 0.331, 0.001 0.505, 0.344, 0.664
0.787, 0.331, 0.001 0.514, 0.344, 0.664
0.786, 0.332, 0.001 0.514, 0.344, 0.664
0.791, 0.332, 0.001 0.514, 0.344, 0.664
0.787, 0.331, 0.001 0.514, 0.344, 0.664
0.787, 0.332, 0.001 0.538, 0.344, 0.664
0.784, 0.332, 0.001 0.528, 0.345, 0.664
0.785, 0.331, 0.001 0.513, 0.344, 0.664
0.788, 0.331, 0.001 0.512, 0.344, 0.664
0.784, 0.332, 0.001 0.504, 0.344, 0.664
0.781, 0.332, 0.001 0.506, 0.344, 0.664
0.781, 0.332, 0.001 0.505, 0.344, 0.664
0.784, 0.331, 0.001 0.505, 0.344, 0.664
0.790, 0.331, 0.001 0.514, 0.344, 0.664
0.783, 0.332, 0.001 0.505, 0.345, 0.664
0.784, 0.331, 0.001 0.514, 0.344, 0.664
0.783, 0.331, 0.001 0.507, 0.344, 0.664
0.788, 0.332, 0.001 0.513, 0.344, 0.664
0.784, 0.332, 0.001 0.522, 0.344, 0.664
0.785, 0.331, 0.001 0.514, 0.344, 0.664
0.783, 0.332, 0.001 0.514, 0.344, 0.664
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fit A] bi Pi a, l?2
0.783, 0.331, 0.001 0.512 0.344, 0.664
0.779, 0.332, 0.001 0.513 0.344, 0.664
0.784, 0.332, 0.001 0.513 0.344. 0.664
0.786, 0.332, 0.001 0.507 0.344, 0.664
0.784, 0.332, 0.001 0.512 0.345, 0.664
0.789, 0.332, 0.001 0.514 0.344, 0.664
0.785, 0.332, 0.001 0.515 0.344, 0.664
0.782, 0.332, 0.001 0.507 0.344, 0.664
0.781, 0.332, 0.001 0.522 0.344, 0.664
0.784, 0.332, 0.001 0.514 0.344, 0.664
0.782, 0.332, 0.001 0.506 0.344, 0.664
0.779, 0.331, 0.001 0.514 0.344, 0.664
0.791, 0.332, 0.001 0.506 0.344, 0.664
0.790, 0.331, 0.001 0.507 0.344, 0.664
0.781, 0.332, 0.001 0.522 0.344, 0.664
0.784, 0.331, 0.001 0.507 0.344, 0.664
0.791, 0.331, 0.001 0.507 0.344, 0.664
0.782, 0.331, 0.001 0.522 0.344, 0.664
0.787, 0.331, 0.001 0.507 0.344, 0.664
0.787, 0.331, 0.001 0.507 0.344, 0.664
0.789, 0.332, 0.001 0.522 0.344, 0.664
0.783, 0.332, 0.001 0.531 0.345, 0.664
0.780, 0.332, 0.001 0.515 0.345, 0.664
0.787, 0.332, 0.001 0.514 0.345, 0.664
0.786, 0.332, 0.001 0.505 0.344, 0.664
0.789, 0.332, 0.001 0.515 0.344, 0.664
0.784, 0.331, 0.001 0.513 0.344, 0.664
0.784, 0.331, 0.001 0.522 0.344, 0.664
0.785, 0.332, 0.001 0.514 0.344, 0.664
0.787, 0.331, 0.001 0.522 0.344, 0.664
0.785, 0.331, 0.001 0.514 0.344, 0.664
0.785, 0.331, 0.001 0.514 0.344, 0.664
0.783, 0.331, 0.001 0.514 0.344, 0.664
0.785, 0.332, 0.001 0.515 0.344, 0.664
0.784, 0.332, 0.001 0.504 0.344, 0.664
0.786, 0.332, 0.001 0.505 0.344, 0.664
0.790, 0.332, 0.001 0.514 0.344, 0.664
0.788, 0.332, 0.001 0.514 0.345, 0.664
0.787, 0.332, 0.001 0.506 0.344, 0.664
0.787, 0.332, 0.001 0.505 0.344, 0.664
0.786, 0.332, 0.001 0.514 0.345, 0.664
0.784, 0.332, 0.001 0.505 0.344, 0.664
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fit ai b t Pi a, b2
0.786 0.332 0.001 0.514 0.344, 0.664
0.786 0.332 0.001 0.530 0.344, 0.664
0.786 0.332 0.001 0.513 0.344, 0.664
0.787 0.332 0.001 0.506 0.344, 0.664
0.785 0.332 0.001 0.512 0.344, 0.664
0.787 0.332 0.001 0.513 0.344, 0.664
0.787 0.331 0.001 0.514 0.344, 0.664
0.787 0.332 0.001 0.514 0.344, 0.664
0.789 0.332 0.001 0.514 0.344, 0.664
0.791 0.332 0.000 0.512 0.344, 0.664
0.788 0.332 0.001 0.506 0.344, 0.664
0.785 0.332 0.001 0.505 0.344, 0.664
0.791 0.331 0.001 0.506 0.344, 0.664
0.787 0.332 0.001 0.506 0.344, 0.664
0.787 0.332 0.000 0.512 0.344, 0.664
0.786 0.332 0.001 0.506 0.344, 0.664
0.785 0.332 0.001 0.515 0.344, 0.664
0.791 0.332 0.001 0.515 0.344, 0.664
0.789 0.332 0.001 0.506 0.344, 0.664
0.784 0.331 0.001 0.514 0.344, 0.664
0.787 0.332 0.001 0.506 0.344, 0.664
0.785 0.332 0.001 0.514 0.344, 0.664
0.790 0.332 0.001 0.505 0.344, 0.664
0.785 0.332 0.001 0.506 0.344, 0.664
0.787 0.331 0.001 0.505 0.344, 0.664
0.784 0.331 0.001 0.506 0.344, 0.664
0.786 0.332 0.001 0.513 0.344, 0.664
0.785 0.332 0.001 0.507 0.344, 0.664
0.788 0.332 0.001 0.512 0.344, 0.664
0.788 0.331 0.001 0.506 0.344, 0.664
0.787 0.332 0.001 0.507 0.344, 0.664
0.790 0.332 0.001 0.512 0.344, 0.664
0.786 0.332 0.001 0.507 0.344, 0.664
0.790 0.332 0.001 0.514 0.344, 0.664
0.788 0.332 0.001 0.522 0.344, 0.664
0.788 0.332 0.001 0.507 0.344, 0.664
0.786 0.331 0.001 0.514 0.344, 0.664
0.791 0.331 0.001 0.506 0.344, 0.664
0.788 0.332 0.001 0.514 0.344, 0.664
0.785 0.332 0.001 0.514 0.344, 0.664
0.788 0.332 0.001 0.507 0.344, 0.664
0.785 0.332 0.000 0.506 0.344, 0.664
101
lit Si hi £>i___a2___b2
0.785, 0.332, 0.001, 
0.787, 0.331, 0.001, 
0.786, 0.331, 0.001, 
0.786, 0.332, 0.001, 
0.786, 0.332, 0.001, 
0.785, 0.331, 0.001, 
0.789, 0.332, 0.001, 
0.786, 0.331, 0.001, 
0.784, 0.331, 0.001, 
0.785, 0.332, 0.001, 
0.787, 0.332, 0.001, 
0.785, 0.331, 0.001, 
0.781, 0.331, 0.001, 
0.790, 0.331, 0.001, 
0.784, 0.332, 0.001, 
0.786, 0.332, 0.001, 
0.784, 0.331, 0.001, 
0.784, 0.331, 0.001,
0.537, 0.344, 0.664 
0.515, 0.344, 0.664 
0.514, 0.344, 0.664 
0.537, 0.344, 0.664 
0.514, 0.344, 0.664 
0.515, 0.344, 0.664 
0.514, 0.344, 0.664 
0.510, 0.344, 0.664 
0.507, 0.344, 0.664 
0.515, 0.344, 0.664 
0.507, 0.344, 0.664 
0.506, 0.344, 0.664 
0.515, 0.344, 0.664 
0.506, 0.344, 0.664 
0.504, 0.344, 0.664 
0.506, 0.344, 0.664 
0.506, 0.344, 0.664 
0.506, 0.344, 0.664
APPENDIX III
The complete data of the second trial of experiment 1 (the best approximation 
for each generation).
Maximum Generation: 1,000 
Population Size: 400 
Mutation Rate: 0.005
—fit ai_____hi Ri___a* bo
0.279, 0.507, 0.305, 0.205, 0.983, 0.040
0.340, 0.387, 0.628, 0.538, 0.237, 0.091
0.299, 0.358, 0.279, 0.089, 0.886, 0.003
0.299, 0.358, 0.279, 0.089, 0.886, 0.003
0.304, 0.382, 0.614, 0.504, 0.319, 0.051
0.351, 0.450, 0.549, 0.529, 0.312, 0.043
0.355, 0.450, 0.549, 0.529, 0.312, 0.040
0.391, 0.262, 0.672, 0.366, 0.339, 0.005
0.347, 0.414, 0.549, 0.529, 0.370, 0.003
0.382, 0.414, 0.549, 0.527, 0.347, 0.000
0.342, 0.387, 0.628, 0.454, 0.386, 0.000
0.434, 0.387, 0.628, 0.445, 0.340, 0.002
0.377, 0.452, 0.549, 0.547, 0.323, 0.005
0.485, 0.388, 0.665, 0.395, 0.314, 0.002
0.483, 0.373, 0.628, 0.461, 0.340, 0.002
0.497, 0.373, 0.628, 0.461, 0.340, 0.002
0.492, 0.374, 0.660, 0.461, 0.318, 0.010
0.460, 0.373, 0.628, 0.461, 0.333, 0.003
0.466, 0.387, 0.666, 0.336, 0.319, 0.002
0.466, 0.387, 0.666, 0.336, 0.319, 0.002
0.430, 0.374, 0.628, 0.380, 0.343, 0.000
0.475, 0.294, 0.684, 0.485, 0.323, 0.000
0.482, 0.294, 0.684, 0.485, 0.323, 0.003














































 Bl &2___ 12.2
0.485, 0.323, 0.003 
0.485, 0.323, 0.003 
0.340, 0.339, 0.002 
0.485, 0.332, 0.001 
0.485, 0.332, 0.001 
0.461, 0.314, 0.007 
0.455, 0.333, 0.000 
0.456, 0.332, 0.000 
0.387, 0.333, 0.001 
0.338, 0.324, 0.002 
0.457, 0.332, 0.000 
0.485, 0.323, 0.001 
0.452, 0.322, 0.002 
0.396, 0.332, 0.002 
0.433, 0.327, 0.002 
0.433, 0.332, 0.000 
0.433, 0.327, 0.004 
0.455, 0.333, 0.001 
0.455, 0.331, 0.002 
0.433, 0.333, 0.002 
0.455, 0.331, 0.002 
0.377, 0.333, 0.001 
0.456, 0.332, 0.001 
0.433, 0.327, 0.002 
0.456, 0.332, 0.001 
0.456, 0.332, 0.001 
0.498, 0.333, 0.002 
0.498, 0.333, 0.002 
0.498, 0.333, 0.002 
0.455, 0.333, 0.000 
0.455, 0.333, 0.000 
0.455, 0.333, 0.000 
0.455, 0.333, 0.000 
0.455, 0.333, 0.000 
0.440, 0.333, 0.000 
0.440, 0.333, 0.000 
0.438, 0.333, 0.000 
0.468, 0.333, 0.000 
0.468, 0.333, 0.000 
0.486, 0.333, 0.000 







































































































































































































































































































































































































































































































































— fit a,------ b,— a,___ & 2 b2
0.911, 0.334, 0.666, 0.480, 0.333, 0.000 
0.923, 0.333, 0.666, 0.486, 0.333, 0.000 
0.915, 0.334, 0.666, 0.480, 0.332, 0.001 
0.913, 0.333, 0.666, 0.497, 0.333, 0.000 
0.942, 0.334, 0.666, 0.483, 0.333, 0.000 
0.925, 0.333, 0.666, 0.488, 0.333, 0.000 
0.936, 0.333, 0.666, 0.488, 0.333, 0.000 
0.937, 0.333, 0.666, 0.488, 0.333, 0.000 
0.928, 0.333, 0.666, 0.488, 0.333, 0.000 
0.938, 0.333, 0.666, 0.489, 0.333, 0.000 
0.943, 0.333, 0.666, 0.482, 0.333, 0.000 
0.932, 0.333, 0.666, 0.488, 0.333, 0.000 
0.938, 0.333, 0.666, 0.488, 0.333, 0.000 
0.943, 0.333, 0.666, 0.499, 0.333, 0.000 
0.928, 0.333, 0.666, 0.475, 0.333, 0.000 
0.937, 0.333. 0.666, 0.483, 0.333, 0.000 
0.942, 0.334, 0.666, 0.496, 0.333, 0.000 
0.934, 0.333, 0.666, 0.488, 0.333, 0.000 
0.926, 0.334, 0.666, 0.491, 0.333, 0.000 
0.934, 0.332, 0.666, 0.493, 0.333, 0.000 
0.933, 0.332, 0.666, 0.488, 0.333, 0.000 
0.935, 0.333, 0.666, 0.482, 0.333, 0.000 
0.934, 0.333, 0.666, 0.496, 0.333, 0.000 
0.933, 0.333, 0.666, 0.488, 0.333, 0.000 
0.944, 0.333, 0.666, 0.480, 0.333, 0.000 
0.945, 0.333, 0.666, 0.488, 0.332, 0.000 
0.930, 0.333, 0.666, 0.487, 0.332, 0.001 
0.937, 0.333, 0.666, 0.488, 0.333, 0.000 
0.943, 0.332, 0.666, 0.494, 0.333, 0.000 
0.942, 0.333, 0.666, 0.489, 0.332, 0.000 
0.932, 0.332, 0.666, 0.487, 0.333, 0.000 
0.939, 0.334, 0.665, 0.494, 0.333, 0.000 
0.936, 0.333, 0.666, 0.487, 0.333, 0.000 
0.935, 0.333, 0.666, 0.492, 0.332, 0.000 
0.941, 0.333, 0.666, 0.496, 0.333, 0.000 
0.943, 0.333, 0.666, 0.496, 0.333, 0.000 
0.944, 0.333, 0.666, 0.490, 0.333, 0.000 
0.945, 0.333, 0.666, 0.490, 0.333, 0.000 
0.941, 0.333, 0.666, 0.485, 0.332, 0.000 
0.939, 0.333, 0.666, 0.491, 0.333, 0.000 
0.939, 0.333, 0.666, 0.496, 0.332, 0.001 
0.936, 0.332, 0.666, 0.495, 0.332, 0.000
107
ill at hi Ui a? b2
0.935, 0.334, 0.666, 
0.935, 0.333, 0.666, 
0.932, 0.332, 0.666, 
0.934, 0.333, 0.666, 
0.941, 0.332, 0.666, 
0.927, 0.333, 0.666, 
0.935, 0.333, 0.666, 
0.934, 0.334, 0.665, 
0.949, 0.333, 0.666, 
0.951, 0.333, 0.666, 
0.951, 0.333, 0.666,
0.496, 0.332, 0.001 
0.496, 0.332, 0.000 
0.491, 0.332, 0.000 
0.496, 0.332, 0.000 
0.491, 0.332, 0.000 
0.495, 0.332, 0.000 
0.485, 0.332, 0.000 
0.491, 0.332, 0.000 
0.499, 0.333, 0.000 
0.495, 0.333, 0.000 
0.495, 0.333, 0.000
APPENDIX IV
The complete data of the third trial of experiment 1 (the best approximation for 
each generation).
Maximum Generation: 1,000 
Population Size: 500 
Mutation Rate: 0.01
.fit Si ht Pi a, b.
0.280, 0.501, 0.527, 0.441, 0.536, 0.293 
0.322, 0.342, 0.013, 0.417, 0.538, 0.174 
0.304, 0.342, 0.013, 0.385, 0.538, 0.174 
0.324, 0.498, 0.012, 0.517, 0.383, 0.618 
0.316, 0.310, 0.012, 0.517, 0.383, 0.618 
0.329, 0.713, 0.095, 0.817, 0.212, 0.000 
0.360, 0.377, 0.209, 0.541, 0.454, 0.005 
0.321, 0.380, 0.012, 0.513, 0.436, 0.532 
0.384, 0.471, 0.645, 0.553, 0.217, 0.056 
0.379, 0.471, 0.645, 0.553, 0.217, 0.056 
0.391, 0.310, 0.026, 0.321, 0.383, 0.618 
0.381, 0.310, 0.026, 0.321, 0.383, 0.618 
0.346, 0.309, 0.001, 0.530, 0.906, 0.249 
0.341, 0.310, 0.001, 0.530, 0.906, 0.249 
0.338, 0.497, 0.567, 0.565, 0.280, 0.020 
0.325, 0.376, 0.051, 0.493, 0.383, 0.615 
0.359, 0.310, 0.024, 0.569, 0.388, 0.625 
0.364, 0.310, 0.024, 0.569, 0.388, 0.625 
0.348, 0.393, 0.001, 0.530, 0.613, 0.149 
0.343, 0.426, 0.001, 0.438, 0.393, 0.608 
0.387, 0.366, 0.043, 0.464, 0.387, 0.630 
0.388, 0.366, 0.043, 0.464, 0.387, 0.630 
0.390, 0.366, 0.043, 0.464, 0.387, 0.629 














































 Bl &2----- 2^
0.566, 0.375, 0.536 
0.550, 0.393, 0.608 
0.330, 0.376, 0.641 
0.621, 0.381, 0.632 
0.446, 0.290, 0.750 
0.503, 0.381, 0.632 
0.503, 0.381, 0.632 
0.346, 0.384, 0.624 
0.321, 0.381, 0.629 
0.446, 0.378, 0.630 
0.449, 0.381, 0.632 
0.449, 0.381, 0.634 
0.610, 0.384, 0.624 
0.456, 0.389, 0.632 
0.456, 0.376, 0.656 
0.456, 0.376, 0.656 
0.519, 0.389, 0.658 
0.457, 0.412, 0.608 
0.457, 0.412, 0.604 
0.526, 0.367, 0.649 
0.513, 0.386, 0.661 
0.518, 0.389, 0.639 
0.579, 0.389, 0.639 
0.544, 0.386, 0.632 
0.543, 0.447, 0.633 
0.548, 0.354, 0.663 
0.549, 0.411, 0.604 
0.526, 0.354, 0.664 
0.526, 0.354, 0.664 
0.527, 0.370, 0.664 
0.549, 0.411, 0.604 
0.556, 0.388, 0.641 
0.519, 0.412, 0.606 
0.519, 0.412, 0.606 
0.553, 0.388, 0.647 
0.566, 0.384, 0.643 
0.566, 0.384, 0.643 
0.566, 0.384, 0.643 
0.566, 0.384, 0.643 
0.562, 0.389, 0.659 






































































































































0.675, 0.334, 0.000 
0.675, 0.334, 0.000 
0.674, 0.334, 0.000 
0.679, 0.334, 0.000 
0.664, 0.329, 0.003 
0.692, 0.329, 0.001 
0.647, 0.330, 0.002 
0.665, 0.329, 0.002 
0.668, 0.330, 0.003 
0.742, 0.335, 0.001 
0.705, 0.330, 0.001 
0.718, 0.330, 0.001 
0.686, 0.330, 0.001 
0.731, 0.329, 0.001 
0.804, 0.330, 0.002 
0.795, 0.333, 0.001 
0.807, 0.330, 0.002 
0.759, 0.335, 0.001 
0.825, 0.330, 0.001 
0.808, 0.331, 0.000 
0.818, 0.334, 0.000 
0.721, 0.329, 0.001 
0.709, 0.329, 0.001 
0.745, 0.329, 0.001 
0.869, 0.331, 0.001 
0.861, 0.331, 0.001 
0.888, 0.331, 0.001 
0.901, 0.331, 0.001 
0.873, 0.331, 0.001 
0.891, 0.331, 0.001 
0.851, 0.332, 0.001 
0.856, 0.331, 0.001 
0.866, 0.334, 0.000 
0.856, 0.331, 0.002 
0.842, 0.334, 0.000 
0.866, 0.333, 0.000 
0.873, 0.332, 0.000 
0.893, 0.333, 0.000 
0.866, 0.334, 0.000 
0.862, 0.333, 0.001 
0.874, 0.333, 0.001 
0.870, 0.332, 0.000
_ E i ______ aa _ .  b 2
0.530, 0.320, 0.667 
0.530, 0.320, 0.667 
0.530, 0.320, 0.667 
0.530, 0.320, 0.667 
0.521, 0.346, 0.663 
0.530, 0.329, 0.671 
0.501, 0.350, 0.658 
0.521, 0.346. 0.663 
0.521, 0.346, 0.663 
0.519, 0.329, 0.667 
0.589, 0.329, 0.667 
0.589, 0.337, 0.667 
0.566, 0.320, 0.674 
0.554, 0.329, 0.667 
0.554, 0.329, 0.667 
0.558, 0.329, 0.667 
0.554, 0.329, 0.668 
0.552, 0.329, 0.668 
0.507, 0.329, 0.668 
0.553, 0.330, 0.668 
0.553, 0.330, 0.668 
0.511, 0.325, 0.672 
0.511, 0.325, 0.672 
0.511, 0.328, 0.668 
0.521, 0.331, 0.667 
0.521, 0.331, 0.667 
0.521, 0.331, 0.667 
0.521, 0.331, 0.667 
0.521, 0.331, 0.667 
0.522, 0.331, 0.667 
0.510, 0.336, 0.664 
0.554, 0.331, 0.667 
0.525, 0.331, 0.666 
0.521, 0.331, 0.666 
0.511, 0.330, 0.668 
0.516, 0.330, 0.668 
0.533, 0.330, 0.668 
0.511, 0.330, 0.668 
0.511, 0.331, 0.666 
0.534, 0.331, 0.666 
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