Abstract. We will classify the path connected components of spaces of Sobolev maps between manifolds and study the strong and weak density of smooth maps in the spaces of Sobolev maps for the case the domain manifold has nonempty boundary and Dirichlet problems.
1.
Introduction. This is a sequel to [6, 7, 8] . The main aim is to classify the path connected components of spaces of Sobolev maps between manifolds and study the density of smooth maps in the space of Sobolev maps similar to those in [7] for the case domain manifold has boundary and Dirichlet problems. We will emphasize those analytical techniques different from the no boundary cases. These techniques have their own interest in variational problems for maps between manifolds. Definition 1. Let (X 1 , X 2 , A) be a triple of topological spaces, X, Y be topological spaces, f ∈ C (A, Y ) and i : X 1 → X be an embedding such that (X, i (X 2 )) satisfies the homotopy extension property with respect to Y . Given an α ∈ X 1 | X2 , Y ; f rel.A , if for any representative u ∈ α, u| X2 • i −1 has a continuous extension to X, then we say α is extendible to X with respect to Y .
2.1. k-extension property. Let (X, X 0 , A) be a triple of topological spaces such that X is compactly generated, X 0 and A are closed subsets of X, (X, X 0 ) and (X 0 , A) satisfy the homotopy extension property. Then we know (X, A) satisfies the homotopy extension property too. Let Y be an arbitrary topological space.
At first we will define a map between homotopy classes which will be useful in Section 5.1. Assume f, f ∈ C (A, Y ) and H is a homotopy from f to f i.e. H ∈ C (A × [0, 1] , Y ) such that H (a, 0) = f (a), H (a, 1) = f (a) for a ∈ A; in another way, H is a continuous path in C (A, Y ) from f to f , we will define a map µ H : X| X0 , Y ; f rel.A → X| X0 , Y ; f rel.A .
For any u ∈ C f (X, Y ), let u H (x, t) = u (x) , x ∈ X, t = 0; H (x, t) , x ∈ A, 0 ≤ t ≤ 1, then u H ∈ C ((X × {0}) ∪ (A × [0, 1]) , Y ). By the homotopy extension property, we may find an extension of u H , namely w ∈ C (X × [0, 1] , Y ). Let v (x) = w (x, 1) for x ∈ X, then v ∈ C f (X, Y ). We let µ H be the map which sends [u] X0,rel.A to [v] X0,rel.A . We have to show µ H is well defined. For i = 0, 1, let u i ∈ C f (X, Y ) such that u 0 ∼ X0,rel.A u 1 . Then we may find a map H 0 ∈ C (X 0 × [0, 1] , Y ) such that H 0 (x, 0) = u 0 (x), H 0 (x, 1) = u 1 (x) for x ∈ X 0 and H 0 (x, t) = f (x) for x ∈ A, 0 ≤ t ≤ 1. We have u i,H (x, t) = u i (x) , x ∈ X, t = 0; H (x, t) , x ∈ A, 0 ≤ t ≤ 1,
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and w i ∈ C (X × [0, 1] , Y ), a continuous extension of u i,H . Let v i (x) = w i (x, 1) for x ∈ X. We will show v 0 ∼ X0,rel.A v 1 . To achieve this, let w 2 (x, t) =    w 0 (x, 1 − 3t) , x ∈ X 0 , 0 ≤ t ≤ 1 3 ; H 0 (x, 3t − 1) , x ∈ X 0 , 1 3 ≤ t ≤ 2 3 ; w 1 (x, 3t − 2) , x ∈ X 0 , 2 3 ≤ t ≤ 1,
x ∈ X 0 , t = 0; f (x) , x ∈ A, 0 ≤ t ≤ 1; v 1 (x) , x ∈ X 0 , t = 1, The claim is verified. It follows easily from (1) and (2) that if f, f ∈ C (A, Y ) and H is a homotopy from f to f , let H (a, t) = H (a, 1 − t), a ∈ A, 0 ≤ t ≤ 1 be the homotopy from f to f , then we have both µ H • µ H and µ H • µ H are identity maps. This implies µ H is a bijection and µ Proof. Let ψ i : (X, A) → (X i , A i ) be a homotopy inverse of φ i as maps of pairs. By the cellular approximation theorem (p77 of [16] ) we may find a cellular map
In particular, if (X, A) is a relative CW complex and f, g : (X, A) → (Y, B) are continuous maps such that f | X k ∼ g| X k as maps between pairs X k , A and (Y, B), then we say f and g are k-homotopic as pairs. It follows from Lemma 1 that this definition does not depend on the specific choice of the relative CW complex structure on (X, A). Similar to usual homotopy equivalence between pairs, we have k-homotopy equivalence between pairs which are relative CW complexes. In the same line as lemma 2.2 in [7] , we have Lemma 2. Let (X, A) and (Y, B) be relative CW complexes, Z be a topological space and g ∈ C (B, Z).
Proof. We may find a continuous map ψ : (Y, B) → (X, A) such that ψ•φ is (k + 1)-homotopic to id X and φ • ψ is (k + 1)-homotopic to id Y , both as maps of pairs. By the cellular approximation theorem, we may assume both φ and ψ are cellular maps. Let i be the map from X k to X k+1 such that i (x) = x for any x ∈ X k . We claim that ψ•φ ∼ i as maps of pairs from X k , A to X k+1 , A . Indeed since ψ • φ| X k+1 ∼ id X | X k+1 as maps of pairs from X k+1 , A to (X, A), we may find a continuous map
. By the cellular approximation theorem, we may find a cellular map H :
, the claim follows. For any u ∈ C X k+1 , Z with u| A = g • φ| A , we may define v (y) = u (ψ (y)) for y ∈ Y k+1 . Then for y ∈ B, v (y) = g (φ (ψ (y))). Since φ • ψ| B ∼ id B , we see v| B ∼ g. By the homotopy extension property we may find a continuous extension of g to Y k+1 , namely w, such that w is homotopic to v. By assumption, we may find a w ∈ C (Y, Z) such that w| Y k = w| Y k . Using homotopy extension property again we see there exists a v ∈ C (Y, Z) such that v| Y k = v| Y k . Now it follows from the above claim that v • φ| X k = u • ψ • φ| X k ∼ u| X k and hence u| X k has a continuous extension to X.
Now let us introduce the following
Definition 2. Let (X, A) be a relative CW complex, Y be a topological space, f ∈ C (A, Y ), k ∈ Z, k ≥ 0. If for any u ∈ C f X k+1 , Y , u| X k has a continuous extension to X, then we say (X, A; f ) satisfies the k-extension property with respect to Y .
It follows from Lemma 2 that the k-extension property does not depend on the specific choice of relative CW complex structure on (X, A).
Let (X, A) and (Y, B) be relative CW complexes, φ : (X, A) → (Y, B) be a cellular map, Z be a topological space, g ∈ C (B, Z) and k ∈ Z, k ≥ 0. We define a map
is easy to see that ν φ is well defined. The next lemma will help us understanding the set of equivalence classes defined above.
Lemma 3. Let (X, A) and (Y, B) be relative CW complexes, Z be a topological space and g ∈ C (B, Z). Assume k ∈ Z, k ≥ 0 and φ : (X, A) → (Y, B) is a cellular map which is a (k + 1)-homotopy equivalence between pairs. Then
Proof. Let ψ : (Y, B) → (X, A) be a (k + 1)-homotopy inverse of φ. By the cellular approximation theorem, we may assume ψ is cellular. Since φ • ψ is (k + 1)-homotopic to id Y as maps between pairs, we may find a continuous map
. By the cellular approximation theorem, we may assume H is cellular. Now we have maps
We claim the composition of the above two maps, ν ψ • ν φ is equal to
By the homotopy extension property, we may find a continuous extension of w,
The claim follows.
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Using the fact
B is a bijection, we see
A must be injective and
Applying above assertions for g replaced by g • φ| A we see
B is also injective, hence it must be a bijection. This together with the fact
In the future, we will also need the following fact.
n be a compact subset which is a Lipschitz neighborhood retractor i.e. there exists an open set Y ⊂ V ⊂ R n and a Lipschitz map r : V → Y such that r (y) = y for y ∈ Y . Let X be a compact metric space and A be a closed subset. Assume f ∈ Lip (A, Y ) such that there exists a v ∈ C (X, Y ) with v| A = f , then for any ε > 0, there exists a u ∈ Lip (X, Y ) such that u| A = f and |u (x) − v (x)| < ε for x ∈ X. In particular, when ε is small enough, we have u ∼ v rel. A.
then for x ∈ U , there exists an a ∈ A with d (x, a) < δ, this implies
Choose η ∈ Lip (X, R) such that 0 ≤ η ≤ 1, η| A = 1 and η| X\U = 0, then for x ∈ X, let
3. Construction of maps with suitable transversality. Let M n be a smooth compact Riemannian manifold without boundary and assume M n ⊂ R l . In [7] , when applying the results on slicing of Sobolev functions on M , the nearest point projection plays an important role. In fact, for ε 0 = ε 0 (M ) > 0 small enough,
. If ∆ is a rectilinear cell and h : ∆ → M is a Lipschitz map, then the map H :
and (H 3 ) in section 3 of [7] (see the beginning of section 4 of [7] ). This fact plays a crucial role in discussing the homotopy of Sobolev maps between manifolds (see section 4 of [7] ). However, the method of using the nearest point projection is not very convenient for the Dirichlet problem. In this section, we describe some other methods of constructing maps satisfying (H 1 ), (H 2 ) and (H 3 ) in section 3 of [7] and will apply them to the Dirichlet problem later.
3.1.
Manifolds without boundary. Let M n be a smooth compact Riemannian manifold without boundary. We claim that we may find smooth vector fields
Here M p means the tangent space of M at p. In fact, for any p ∈ M , we may find n smooth vector fields,
By continuity, we may find an open neighborhood U (p) such that for any q ∈ U (p), X p,1 (q) , · · · , X p,n (q) are linearly independent in M q . By the compactness of M , we may find
If X is a smooth vector fields on M , let φ X,t : M → M , t ∈ R be the flow generated by X, that is
It is clear that Φ is a smooth map and for any p ∈ M ,
Hence we may find a ε 0 = ε 0 (M ) > 0 such that for
Proof. Choose a base of R l ξ0 , namely e 1 , · · · , e l . Let e 1 , · · · , e l be the corresponding dual base. Without losing of generality, we may assume dΦ (p0,ξ0) (0,
It is easy to see dϕ (p0,ξ0) :
we get the lemma.
, that is,
There exists a positive number c (M ) such that
Proof. (1) and (2) are clearly satisfied. To prove
by Lemma 4 we may find open neighborhoods
By compactness, we may find
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For convenience, we write φ i = φ pi,ξi , g i = g pi,ξi , ψ i = ψ pi,ξi . We claim
The claim follows. (3) clearly follows from the claim.
Manifolds with boundaries.
In this subsection, we always assume M n is a smooth compact Riemannian manifold with boundary. Let V be a product neighborhood of ∂M and ψ : V → ∂M × [0, 1) be a diffeomorphism such that ψ (p) = (p, 0) for any p ∈ ∂M . We may write ψ (p) = (r (p) , τ (p)), where r : V → ∂M is a smooth retraction and τ :
We still denote the first component of this ψ as r and second component as τ . The differentiable structure on D (M ) is given such that i 0 , i 1 are smooth embeddings and ψ is a diffeomorphism. We identify M as a subset of
and X| D(M )\VD = 0, then X is a smooth vector fields on D (M ). We claim that there exists X 1 , · · · , X l , smooth vector fields on D (M ), such that
Indeed, given any p ∈ D (M ). If p ∈ D (M ) \∂M , then we may find smooth vector fields
we may find smooth vector fields
In both cases, we may find an open neighborhood U (p) such that for any q ∈ U (p),
is the collection of vector fields we want. Note that X must lie in this collection by our choice. Define
It is clear that for any p ∈ D (M ), dΦ (p,0) {0} × R 
In the same line as Lemma 5, we have Lemma 6. Assume ∆ is a rectilinear cell of dimension d and h : ∆ → M is a Lipschitz map. Define H (x, ξ) = Φ (h (x) , ξ) for x ∈ ∆, ξ ∈ B l ε0 , then H satisfies (H 1 ), (H 2 ) and (H 3 ) in section 3 of [7] , that is,
Besides the map Φ defined in (7), another map is also of interest. To describe it, we claim that there exists smooth vector fields
Indeed, this may be proven directly or we may choose ρ ∈ C ∞ (D (M ) , R) such that {ρ = 0} = ∂M , then let
then
4. The case domain manifold has a nonempty boundary. In this section, we always assume M n is a smooth compact Riemannian manifold with a nonempty boundary, N is a smooth compact Riemannian manifold without boundary and it is embedded into Rl. For 1 ≤ p < ∞, let
The aim of this section is to classify the path connected components of W 1,p (M, N ) and study when smooth maps will be dense in W 1,p (M, N ). These questions have been answered in [7] for the case domain manifold has no boundary. We will follow closely arguments in [7] , present main statements and discuss some proofs when necessary.
Homotopy of Sobolev mappings
, K is a finite rectilinear cell complex, the parameter space P is a m-dimensional Riemannian manifold and H : |K| × P → M is a map such that H| ∆×P satisfies (H 1 ), (H 2 ) and (H 2 ) in section 3 of [7] for any ∆ ∈ K. Assume k is a nonnegative integer and k ≤ p, we want to define a measurable map
We note that the map defined here is the same as the one defined in section 4 of [7] but we emphasize its image lies in K
To define such a χ, we note that by lemma 3.3 and corollary 3.1 of [7] , we may find a Borel set E ⊂ P such that H m (E) = 0 and u
If p is not an integer, it follows from Sobolev embedding theorem that
, N , then we let
We note that under the identification of K
If p is an integer and 0 ≤ k < p, then by lemma 4.4 of [7] , for ξ ∈ P \E, we may
Note that under the identification of
If p is an integer and k = p, then we let Θ be the map defined in lemma 4.5 of [7] and define
one should compare this with lemma 4.5 and lemma 4.6 in [7] . Same proofs as in section 4 of [7] show that χ is measurable. Moreover proposition 4.1 and lemma 4.7 in [7] remain true if we assume the domain manifold has a nonempty boundary. We will use those notations in Section 3.2 below.
Given
It follows from Lemma 6 and (the boundary version of ) lemma 4.7 in [7] 
Using this definition of u #,p (h), one sees easily the boundary version of lemma 4.8 and lemma 4.9 in [7] remain true. In the same line as definition 4.1 and theorem 4.1 in [7] , we have
follows from the same arguments as in the proof of theorem 5.1 of [7] thatū ∼ pv . Hence u ∼ p v.
Using Theorem 2, we may easily classify the path connected components of W 1,p (M, N ). Indeed, assume 1 ≤ p < n, take a bi-Lipschitz rectilinear cell decomposition of M , namely h : K → M , and let
we have two bijections
The left pointing arrow is the usual one and the right pointing arrow can be described as follows: take any 
there exists a smooth rectilinear cell
It is known ( [13] ) that when p ≥ n, we have H
Fix a smooth cubeulation of M , h : K → M such that each of the cell in K is a normal cube. It follows from Lemma 6 and (the boundary version of ) lemma 4.7 in [7] that for a.e.
For such ξ, the proof of theorem 6.1
The same arguments as in the proof of theorem 6.2 in [7] or theorem 5.4 in [8] give us 
In the same line as theorem 6.3 of [7] , it follows from Theorem 3 and Theorem 4 that N ) . It follows from [11, 4] that we may find a sequencē
If 1 < p < n and p is not an integer, or
If n ≥ 3, h : K → M is a bi-Lipschitz rectilinear cell decomposition, then we claim N ) : u may be connected to smooth maps .
we may find a sequence N ) . It follows from [5] , which is based on an important local result in [12] , that we may find a sequence 
u may be connected to smooth maps ,
This may be proved usingū : D (M ) → N and theorem 8.5 in [8] , just the same way as in the previous paragraph. We remark that the method in [5] reduces the problem for general target N to a local question. There is also a very interesting recent work for
5. Dirichlet boundary conditions. In this section, we always assume M n is a smooth compact Riemannian manifold with a nonempty boundary, N is a smooth compact Riemannian manifold without boundary and it is embedded into Rl. Let ε 0 = ε 0 (N ) > 0 be a small positive number such that
The aim of this section is to classify the path connected components of W N ) . We will use those notations from Section 3.2.
Homotopy of Sobolev mappings.
In this subsection, we will study the topological information carried by a Sobolev map. These issues were studied systematically in [15] . We will use somewhat different methods to obtain the main conclusions in section 4 of [15] as well as some generalizations. We shall closely follow section 4 of [7] .
Let X be a compact metric space, A ⊂ X be a closed subset and f ∈ C (A, N ), then [X, N ; f ] rel.A is countable. Indeed, since C f (X, N ) ⊂ C X, Rl , which has a countable topological base, we may find a countable dense subset
The countability of [X, N ; f ] rel.A follows. This countability is needed later to discuss the measurability of maps into [X,
is a simply connected smooth Riemannian manifold of dimension m, H : |K| × P → M is a map such that H| ∆×P satisfies (H 1 ), (H 2 ) and (H 3 ) in section 3 of [7] for any ∆ ∈ K and H (|K 0 | × P ) ⊂ C. Let k 1 and k 2 be nonnegative integers such that k 1 ≥ k 2 . Given ξ 1 , ξ 2 ∈ P , we want to define a map µ ξ2,ξ1 from
Choose a continuous curve ξ (·) in P such that ξ (0) = ξ 1 , ξ (1) = ξ 2 . Let Σ :
It follows from simply connected connectedness of P and the discussions in Section 2 that the map µ Σ from
does not depend on the specific choice of the path ξ (·). Hence we define this map as µ ξ2,ξ1 . It is easy to see that for ξ 1 , ξ 2 , ξ 3 ∈ P , µ ξ3,ξ2 • µ ξ2,ξ1 = µ ξ3,ξ1 . Fix a point ξ 0 ∈ P , we want to define a measurable map
Indeed, it follows from lemma 3.3 and corollary 3.1 of [7] that we may find a Borel set E ⊂ P such that H m (E) = 0 and u • H ξ ∈ W 1,p (K, N ) for ξ ∈ P \E. If p is not an integer, by Sobolev embedding theorem we see
.
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We remark that, under the identification made in Section 2,
To prove the measurability of χ, we observe that it follows from corollary 3.1 in [7] that if we set
It follows from Lusin's theorem that for any ε > 0, we may find a closed subset F ⊂ P such that H m (P \F ) < ε and u| F ∈ C F, W 1,p (K, N ) . Given ξ 1 ∈ F , we may find a neighborhood U (ξ 1 ) in P , such that for any ξ 2 ∈ U (ξ 1 ), we may find a path ξ (·) in P from ξ 1 to ξ 2 , such that for any 0 ≤ t ≤ 1 and any x ∈ |K 0 |, we have |u (H (x, ξ (t))) − u (H (x, ξ 1 ))| ≤ for any x ∈ K k . We claim
In fact, let Σ (x, t) = u (H (x, ξ (t))) for x ∈ |K 0 |, 0 ≤ t ≤ 1, and ] . By the discussions in Section 2, we have
This shows χ is locally constant on F . The measurability follows. If p is an integer and 0 ≤ k < p, then by lemma 4.4 of [7] , for ξ ∈ P \E, we may find a g ∈ C (|K
Under the identification made in Section 2, we have
For the case p is an integer and k = p, we need some preparations. Let K and K 0 be the same as above and f ∈ C (|K 0 | , N ) ∩ W 1,k (K 0 , N ). We want to define a map
Indeed, it follows from lemma 4.4 of [7] that we may find an ε = ε (k, K, K 0 , N, u) > 0 and a
. By lemma 4.4 of [7] , Θ (v) does not depend on the choice when ε is small enough. Hence Θ is well defined. In addition, it follows from corollary 4.1 in [7] that Θ is a locally constant map. For ξ ∈ P \E, define
Then similar arguments as before show that χ is a measurable map.
A similar argument as the one for proposition 4.1 in [7] gives us
m is a simply connected smooth Riemannian manifold of dimension m, ξ 0 ∈ P is a given point, H : |K| × P → M is a map such that H| ∆×P satisfies (H 1 ), (H 2 ) and (H 3 ) in section 3 of [7] for any ∆ ∈ K, and H (|K 0 | × P ) ⊂ C. If either
then after passing to a subsequence we have χ k,H,|K0|,u i → χ k,H,|K0|,u a.e. on P .
Next we want to introduce the ([p] − 1)-homotopy class of a Sobolev map. Assume we have the same p, u, C, K, K 0 , P, ξ 0 and H as in the assumption of Proposition 2. If we know k ≤ [p] − 1, then we claim
The proof of this claim follows from the arguments for lemma 4.7 in [7] with minor modifications.
, which may be identified as a subset of
This homotopy class behaves well topologically. Indeed, if 1 ≤ p ≤ n, u ∈ W 1,p ϕ (M, N ), K is a finite rectilinear cell complex, K 0 ⊂ K is a subcomplex. h 0 , h 1 : |K| → M are two Lipschitz maps such that h 0 (|K 0 |) , h 1 (|K 0 |) ⊂ ∂M and we may find a homotopy g :
In fact, first we observe that we may assume g is a Lipschitz map. To see this, we note that it follows from Proposition 1 that there exists a map
By homotopy extension property, g 1 has a continuous extension to |K| × [0, 1], still denoted as g 1 . Applying Proposition 1 again, we may find
Clearly we may replace g by g 2 . Next, define a new rectilinear cell complex K by
for x ∈ K, using lemma 4.4 of [7] when p ∈ N, we see
In fact, let
we see easily that Λ 0 ∼ rel.|K0|×{0,1} Λ 1 . The claim follows from discussions in Section 2. Hence we have
Besides the above stated homotopy invariance, we have the following statement.
To prove this statement, we may assume
Observe that by the cellular approximation theorem, we may find a g 0 ∈ C (|L| , M ) such that
Similar arguments for theorem 4.1 in [7] give us the following To prove this theorem, we need to do some preparations.
Proof. For each ∆ ∈ K, take an interior point y ∆ ∈ int∆. For x ∈ ∆, let |x| ∆ be the Minkowski norm of x with respect to y ∆ i.e.
We will define u on |K| by induction. For x ∈ |K 0 |, we let u ( N ) such that there exists a v ∈ C (|K| , N ) with v| |K0| = f . Then for any ε > 0, there exists a u ∈ C (|K| , N ) ∩ W 1,p (K, N ) such that u| |K0| = f and |u (x) − v (x)| < ε for x ∈ |K|. In particular, this implies u ∼ rel.|K0| v when ε is small enough.
Proof. By Lemma 7, we may find a v 1 ∈ C |K| , Rl ∩ W 1,p K, Rl such that
By lemma 2.3 of [7] we may find a v 2 ∈ Lip |K| , Rl such that . In particular, this shows for any
Proof. The argument is very similar to those for part (3) of proposition 2.3 in [7] . The only difference is that we need to use Lemma 8 at suitable place instead of part (1) of proposition 2.3 in [7] .
Proof of Theorem 7. The necessary part follows from Theorem 6. To prove the sufficient part, we will use notations from Section 3.2 and Section 5. 
, arguments similar to those in the proof of theorem 5.1 in [7] show u ∼ p,rel.∂M v (one needs to use Lemma 8 and Lemma 9 when necessary). This implies u ∼ p,rel.∂M v.
Next we will identify all the path connected components of W 1,p ϕ (M, N ) for 1 ≤ p < n. First we claim there exists a smooth triangulation h : K → M and a subcomplex K 0 ⊂ K such that h (|K 0 |) = ∂M and ϕ • h| |K0| ∈ W 1,p (K 0 , N ). Indeed, take an arbitrary smooth triangulation h : K → M and a subcomplex
, hence h ξ = Φ ξ •h is still a smooth triangulation of M with h ξ (|K 0 |) = ∂M . On the other hand, it follows from (6), Lemma 5 and corollary 3.1 of [7] that for
Take a bi-Lipschitz rectilinear cell decomposition h : K → M and a subcomplex
We may define an equivalence relation on X by: for f, g ∈ X , f ∼ X g if and only if there exists a
We have a natural map
for any f ∈ X . We claim that Γ 1 is a bijection. Indeed for any u ∈ C ϕ M [p] ∪ ∂M, N , it follows from Lemma 8 that we may find a g ∈ C K
[
Pick up an interior point y ∆ ∈ int∆ for each ∆ ∈ K. For any f ∈ X , we want to define inductively a
on ∂∆, then on ∆ we let f be the homogeneous degree zero extension of f ∂∆ with respect to y ∆ . Then we do similar things for
Keeping this procedure, we finish after finite many steps.
∂M for any f ∈ X . It follows from Theorem 7 that Γ 2 is well defined. We claim Γ 2 is a bijection too. Indeed if
the existence of such a f follows from Lemma 8.
Sum up the discussions above, we get Proposition 3. Assume 1 ≤ p < n, h : K → M is a bi-Lipschitz rectilinear cell decomposition and K 0 ⊂ K is a subcomplex such that h (|K 0 |) = ∂M and N ) . Let X and ∼ X be defined as above, then we have two natural bijections 
. This clearly implies u #,p,|K0| (h) is extendible to M with respect to N . On the other hand, assume u #,p,|K0| (h) is extendible to M with respect to N , then we may It is known ( [13] ) that when p ≥ n, we have H To deal with the case 1 ≤ p < n, we need to discuss the deformation with respect to the dual skeletons for a relative rectilinear cell complex (K, K 0 ). We follow closely section 6 of [7] . Let K be a finite rectilinear cell complex with dim K = m and K 0 ⊂ K be a subcomplex, then (K, K 0 ) is a relative complex with (K, K 0 ) i = K i ∪ K 0 . For each ∆ ∈ K, we fix an interior point y ∆ ∈ int∆. Denote Y = (y ∆ ) ∆∈K . Given an integer 0 ≤ k ≤ m − 1.
For x ∈ (K, K 0 ) k , we let |x| K0,k = 1. Then for each ∆ ∈ (K,
k and x ∈ ∆, we set |x| K0,k = |x| ∆ y ∆ + x − y ∆ |x| ∆ K0,k , here |x| ∆ is the Minkowski norm of x with respect to y ∆ . Next we define |x| K0,k for x ∈ ∆ with ∆ ∈ (K, K 0 ) k+2 \ (K, K 0 ) k+1 similarly. Keeping this procedure going, after finite many steps, we get a function |·| K0,k on |K|.
For 0 ≤ ε ≤ 1, we let Γ k K0,ε = x ∈ |K| : |x| K0,k = ε , then
. We call L m−k−1 as the dual m−k −1 skeleton of (K, K 0 ). Next, we define inductively a map
We let 
In the next step we deal with points in (K, K 0 ) k+2 similarly. After finitely many steps we get the needed φ k K0,1 . Now we will define a map φ k K0 : x ∈ |K| : 0 < |x| K0,k < 1 × (0, 1) → |K| .
We write φ k K0 (x, ε) = φ k K0,ε (x), then φ k K0 (x, 1) is defined for 0 < |x| K0,k ≤ 1. For x ∈ (K, K 0 ) k+1 with 0 < |x| K0,k < 1, there exists a unique ∆ ∈ (K, K 0 ) k+1 such that x ∈ int∆, then we set φ k K0 (x, ε) = y ∆ + ε |x| ∆ (x − y ∆ ) for 0 < ε < 1.
If for some k + 2 ≤ i ≤ m, φ k K0 (x, ε) has been defined for x ∈ (K, K 0 ) i−1 with 0 < |x| K0,k < 1 and 0 < ε < 1, then for any x ∈ (K, K 0 ) i \ (K, K 0 ) i−1 , there exists a unique ∆ ∈ (K, K 0 ) i such that x ∈ int∆. We let
After finitely many steps, we get the needed φ k K0 . As in appendix B of [7] , for δ, ε ∈ (0, 1), φ x, when |x| K0,k = 0.
