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Abstract. This paper deals with zigzag factorizations and zigzag codes. The language of “zigzag” 
over a regular language is represented by constructing a special fidmily of two-way automata. 
Decidability of zigzag codes, previously shown for the finite languages, is proved here for all 
regular languages by the analysis of the set of “crossing sequences” produced by a two-way 
automdrvll I,1 IIIL larllir_v. c +r\- ie *ha F*=*‘I-, \JJe 21s~ obtain ihat ii is dp&dab;e i;YPeiirer or “01 a two-way automaton 
of a certain type is non-ambiguous. 
RbumC. Dans ce papier on reprend les notions de factitrisation zigzag et de code zigzag. On 
construit pour tout langage rationnel, une famille d’automates bilatkes lesquels reconnaissent les 
mots obtenus “par zigzag” sur le langage. La dkidabilitk des codes zigzag, -_. - - fl!!i ax?ai! et6 prouy& 
pour les langages finis, est dCmontr& ici pour tout langage rationnel, en analysant les “suites de 
travcrs~e” (crossing ssquez~es) engendrkes par un automate bilakre de la famille. Une con- 
skquence est la dkidabiliti de la non-ambiguite des automates bilatires d’un certain type. 
0, Introduction 
Le point de d6part de cette &ude Pst un th6orGme d’lsbeli tippeli le “theorkme 
du zigzag”? concernant la notion de dominion d’un semigroupe [7]. Ce tht!orkme 
caract&ise le dominion d’un semigroupe comme 2ant I’ensemble des klements 
obtenus “par zigzag” sur les &ments du semigroupe. En rapportant cette :lotion 
au cas d’un langage X, sous-ensemble d’un monoi’de libre A*, on peut introdbire 
I’ensemble XT des ;nots obtenus “par zigzag” sur X, ainsi que la notion de factorisa- 
tion et de code zigzag [i ]. L’utilisaticn des automates bilatkres (“two-way”), deGent 
alors naturelle pour l’ktude dcs codes zigzag sationnels. A tout langage X rationnel, 
on associe UN famlllie particuliere &( XT) d’automates bilatGres, lesqraels recon- 
naissent les mots de XT avec muitipliciti igale au nombre de factorisations zigzag 
du mot. k’~qulvalence ntre les aut 
“unilatkres” ou “one-way”) [5, 6, 
langage XT, lorsque le !a 
O_lO(a-_197S!9(Y!SO3,() L@ 199(J--Elsevicr Science Pubiisher., i3.V. ( North-Holland) 
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automates de &XT), permet de tester si un langage fini est un cede zigzag ou non 
Dans ce papier, on geniralise ce resultat, en prouvant la decidabilite des codes 
zigzag dans le cas d’un quelconque langage rationnel, cePa 6tant fait par d’autres 
methodes que celles employees pour le cas fini. Plus pricisiment, on demontre que 
la longueur minimale d’un mot avec deux factorisations zigzag sur X, est bornee 
par une fonction de la taille d’un automate de &XT) qui reconna?t XT. La cl6 
sera l’etude des “c ,uites de traversee” (crossing sequences) engendries dans l’auto- 
mate bilatere par un calcul d’un tel mot. 
Les familles &(Xs), pour tout langage X rationnel, csnstituent une classe 
particuliCre d’automates bilateres: les automates du type .#. Pour tout automate 
bilatere de ce type on peut definir le concept de “ambiguite” en coherence avec 
l’etude pricedemment raitee. La decidabilite des codes zigzag entrake alors comme 
consequence, aussi la decidabilite de l’ambiguiti de tout automate bilatere de ce type. 
L’etude ici developpee constitue un autre exemple d’un domain plus natureilement 
et zissnent itud ” a” m*1fC1r3 AaS automates biiatires Cd]; .U uw C1BV ,*&a VWw 
1, DCfinitions 
On reprtnd les definitions de factarisation zigzag et de code zigzag introduites 
dans 111. Ssit X un langage rationnel sur un alphabet fini A. Soit T la relation 
d’iquivalence dans A* x A* engendree par 
T=(((t?lx,2r),lu.XV~~]u,VF:A*,xEX). 
On 6rrira ( g, c) + ( r4’ . “WS , u’) si et seulement si ((t!, IJ), (1.8, u’)) E T 0:: ((u’, u’), (u, k:)) E T 
et on appellera (u, u) + (u’, u’) WI pas. Les pas de la forme (ux, u) + (u, x-u) seront 
appelis “vers la gauche” ou “en arriere”; les autres, de la forme (u, m) -+ (ux, u), 
seront appelees “vers la droite” ou “en avant”. On dkignera par u (3 u la classe 
de Gquivalence du couple (u, U) et par E le mot vide de A*. Nous pouvons alors 
introduire l’ensemble des mots obtenus par zigzag sur les m0ts de X, ce qu’ on 
notera XT. u 
DCfinition 1.1. Pour tout saw-ensemble X de A*, le langage zigzag sur X est 
Xi={w~A*I~ 0 w=w 0 E}. 
Done un mot w dans A* appartient a XT s’Z1 cxiste une suite (finie) de pas 
reliant (E, w) a (w, E); le premier et le dernier sent vers la droite. 
Cfinition 1.2. Pour tout mot w E XT, une faciorisafion zigzag de w sur X, est we 
suite de pas (u,, 3,) + (u,, , 7 o,+ ,), i = 1, 2, . . . , m tdle que 
(1) uI = ZI,,,+! =E et uI = ulnt., = w; 
(2) ii n’ y a pas de sous-suites 
(u,,u,)-,(~~,+,,~,+,)~***~(~,II,,u,I:) 
avec u,=u,,h, u,==uUItL et I~j<j+km+l. 
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11 faut remarquer que la condition (2) de la definition exclut dans une factorisation 
zigzag la presence de “boucles” sur une meme position: en effet, on pourrait ripeter 
ces boucles autant de fois que l’on veut dans la factorisation et ceci donwrait lieu 
a un nombre infini de factorisations qui ne differeraient que pour le nombre de 
boucles. 
Gxempie PA A = a t 6, A = c + aba. ie mot abatia appartient a X ;, m&ne s’il 
n’appartient pas a X*. Pour w = ababa une factorisation zigzag sur X est 
(E, w) = (E, ababa) + (aba, ba)+ (ab, aba) + (ababa, E) = (w, E). 
On se trouve qele X?=a(a+ba)*+E. 
DCfinition 1.4. Pour tout langage reconnaissable X sur un alphabet fini A, la s&e 
7;t-r7nrr cmsr Y est Y'&'sA& 0-n IL 
oti px ( w) est le nombre de factorisations zigzag differentes sur X du mot w. 
Difinition 1.5. Un sous-ensemble X de A* est un code zigzag si et seulement si tout 
mot de A* admet au plus un factorisation zigzag sur X. 
Remarque 1.6. Toute concatenation de mots de X constitue une factorisation zigzag 
sur X. Tout code zigzag est done en particulier un code, dans le sens ciassique. 
Exernp!es de codes zigzag ou non 
(I) Tout code X prifixe ou suffixe (ou biprifixe) est trivialement zigzag. 
Soit l’alphabet A = a -+- b. 
(2) x= a + aba est un code et il est aussi un code zigzag. La seule %gon dans 
une factorisation zigzag d’un mot de X ?, de faire des pas vers la gauche et de 
repartir apt& ve.” rc la droite sans faire de boucles, est la suivante: 
NOUS pouvons etablir la factorisation zigzag d’un mot de XT = a( a + ba )* + E, de 
maniere univoque, en regardant le nombre de a qui c&arPrrt delux b successifs. L-‘wySA* W..L 
Cet exempie peut $tre giniralise a tout code X = a +x, oh x est un mot avec au 
moins une occurrence de la lettre 6; et aussi au code infini X = a + ab+a. Plus 
generalement, si X est une base d’un sous-groupe Y du groupe libre sur A, aiors 
X est un code zigzag. En effet, tout mot de XT appartient aussi a l’ensemble Y fl A*, 
toute factorisation zigzag d’un mot de XT pouvant &re consider&e comme une 
kriture du mot sur la base X (tout pas en avant correspond 5 la concatenation 
d’un mot de X; tout pas en arriC.re 6 i;a concatenatiobi de l’inverse d’un mot de X). 
L’univocite de l’ecriture d’un mot de XT, en tant que mot du group libre, entrak 
l’univocite de son decodage zigzag. 
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(3) Y = a+aha+ahF est un code, mais il n’est pas zigzag car par exemple le 
mot ,5at ii ad,mct dezux factorisations distinctes. 
Ees outils employ& pour l’etude des “zigzag” sur %es mats sont les automates 
“Wateres” (ou “boustrophedons”, ou “2-way” selon la terminologie anglaise). Nous 
adopterons le modele d’automate bilatere utilise dans E3,4,5,8]. On appelle automate 
bilatkre sur l’alphabet fini A tout quadruplet & = (Q, I, T, F) constitue d’un ensemble 
fini d’etats Q disjoint de A, de deux parks dc Q: !, ensemble des etats initiaux et 
T, ensemble des etats terminaux, et d’une partie F de Q x (A U A) x Q contenant 
les filches, air A = (8 / a E A} est une copie de A, disjoi te de A et de Q. 
On appelle section de w E A*, tout couple (u, u) E A* x A* verifiant uu = w et 
description instantake (d’un calcul) de w, tout mot uqv E A*QA* dans Ieque! (I?, u) 
est une section de w. On definit SW les descriptions instantanees une relation binaire 
notee “e” par les conditions (*): 
uq, au-uaq2v si (q,, a, qd E F, 
(*) 
uaq,w-wq,au si (q,, 4 92) E F. 
Soit 1-P ia fermeture reflexive et transitive de H. La re?ation I+* est semblable a la 
relation r, mais en general elle n’est pas symetriqw. 
On appelle chemist dans &, tout mot de F* de la forme 
c = (40, x0, q,)h, Xl, 42) -- - (9,1-I, xfl- I, Sflh 
Son e’tiquette st ICI = xoh’, . . . xn-, E (A U ii)*; son Etiquette rkhrite 11 cl1 est le mot 
IL>! rbAllit pr gppQfl_ & !ZJ ____ I__C1_ CYCSg~lg~p.~~ - engendree par l’ensemble { (aG, E), 
@a, E)/ a E A). 
On appelle calcul de MJ E A* dans ,rQ, toute suite wiqiw j, i = 0, 1, . . . , n de descrip- 
tions instantanees de w veridiant wiqiw:-w,+,q;+, w:+, pour i L- 8, 1, . . . , n -- 1. A un 
tel calcul les relations (*) permettent d’associer un unique chemin dont l’etiquette 
est appelee une lecture de w. On a done uqu-* u’q’v’ si et seulement s’il existe un 
calcul de w = uu = u’v’ de premier terme uqu et de dernier terme u’q’hll. Si c : q + q’ 
est m chemin associe a un tel talc-ul on notera, uqU+! u’q’u’; ou bien (u, v)lcl = 
(u’, c’) si on regarde le chemin c comme un operateus sur les sections; on dira que 
c kite w. Si (E, w)lcl = (w, E) on dira q-ue c c~~kuk w. 
Cfinition 6.7. Etant dorm& un chemin c dans WI rlutomate bilatkre &, et le calcul 
associe (u,q+,), i = 1,2, . . . , n, du mot w = UJI,, on appelle suite de truuerske (crossing 
sequence) de c sur la section (u, u), la suite cs,.( u, U) = (qil, qj2, . . . 9 q;,,,), avec 
* <’ l,.‘l,S’ l 
l s i,,, de tous les etats q,i de A!‘, te! que P~,,u est une description instantanee 
dt 2. 
ots reconnus par & est 
k2s :*odes zigzag et leur dkidnbiliti 345 
Les automates biiatkres sont ;aussi appek automates “‘-way” car i!s peuvent etre 
vus comme URP machine ti une t&e de lecture pouvant se depiacer B gauche et A 
droite et qui accepte un mot si une lecture commenke sur ie bord gauche dans un 
&at initial se termine sur ie bord droit dans un ktat terminal. Les automates 2-way 
ont done p!s~a de iibert6 que ies automates “l-way”. Cependant, !eur puissance n’est 
pas supkieure, dans ie sens oti ies iangages reconnus par ies automates biiatkres 
sont encore exactement les !angages rationnels LS, 6,9, IO). La preuve don&e darns 
[5] consiste essentieliement 2 montrer deux faits. 
Etant donn6 un automate 2-way sur un alphabet fini A, d = ( I, T, F) avec 
lOI = m, qui reconnait E = .Z(c(;zQ), aiors; 
(1) la famiiie des contextes ZI droite de L, {s-‘L/ s E A”} est de cardinal born6 
pdr 2 111( n1+ I 1 .
(2) ii exiite une procidure effective qui pour tout s E A*, dkide si s appartient 
A i ou non. Et ces cieux faits sutl-isent pour qtik I’automate l-way minimal qui 
reconnait L, soit effectivement constructible. 
Le (2) dkouie du fait que tout mot s reconnu par .4, peut ctre calcuE par un 
chemin reussi de iongueur infkieure ou igale ti m( IsI + 1). Le (1 ), qui est plus 
inGressant, se dkmontre en definissant pour tout s E A* et pour tout p E Q, un 
sous-ensemble sp de Q et une fonction scp :Q + 2’ par: 
3!.~40)=(9~Q 
z \ 
:/ 3c :p + 9 tel que (s: E)I~I = (s, E)). 
Si i’on dit en outre, que deux mots s, t E A”: sent dans la relation d’6quivaience 0, 
et on krit s 8 t, si et seuiement si sp = ap et sq = tq, alors pour tcut s, t E A* : 
s8t=cdL= t-IL. 
Le nombre de couples possibies (sp, scp) est 2”““” “, et done c-eci constitue une 
borne pour le nombre de contextes. En fait, i’automate I-way deterministe qui 
reconnait Z(d) est construit en prenant comme &ats ies classes O(s), pour tout 
s E S, oti S est un ensembis de reprkentants des classes de 84quivaience. L’ktat 
initial est O(E) et ies ktats terminaux sont toutes ies classes H(s) avec s E S; ies flkhes 
sont ies triplets (O(s), a, O(sa)). 
Let but de ce parzgraphe est de construire une famiiie d’automates bilatitres qui 
reconnaissent ies mots de T, chacun avec multiplicitC Gg;k FU nombre de S~S 
factorisations zigzag. On trouve ie rksuitat suivant. 
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Ccmliaire 2.2. Si X est un langage rationnel, XT l’est aussi. 
Soit J$ = ( Q9 IF K F) un automate one-way. On dit que I’automate J@ = (Q”, 1, 
T, F*) est 1’ &ode de & [2], s’il est obtenu en emondant l’automate dont l’ensemble 
des Ctats est Q* = Q U { 1) et les fleches sont donnees par F” = F U S U E U B avec 
S={(l, a, q)/3ie I tel que (i, a, q)E F), 
E={(q,cJ)/3tE Ttelque(q,a, t)E F), 
B=((l,a,1)/3id,tETteique(i,a,t)cF,B. 
Pour tout !angage rationnel X, soit alors &(X* ) la famille de tous ies automates 
unilatkres obtenus en faisant 1 trdk Gkn atiiolnate unilatere dont le comportement 
est la serie caracteristique de _X. LJn te! automate recoxlnait l’etoile de la serie 
caracteristique de X et a un seul &at initial confondu avec Se seul &at terminal. La 
famille J&(X*) est evidemment non vide. Oans ie cas oti X est fini, elle contient 
en particulier l’automate fini en p&k [2, IV.2]. 
Soit ensuite S&(X T, la famille contenant tout automate bilatere cr8’ = ( Q, I, 7” F) 
obtenu de la faGon suivante B p&G- d’un automate &‘* = (Q”, 1, 1, F”) de J&(X*). 
L’ensemble Q des etats est Q = Q’ U Q- U { 1) o-ir Q’ = Q* - { 1) et Q- en est une 
copie: Q- = {q/ q E Q’}; 1 est encore le seul etat initial et le seul etat final. Les 
transitions sont donnees par F = F* U F, oii F est un ensemble de fleches dont les 
Etiquettes sont toutes dans A et (~7, if, q) E F si et seuiement si (q, a, p) E F*. En 
pratique l’automate a = (Q- U {l}, 1, 1, F) n’est qu’ une copie renversee et barree 
de &*, dans le sens oti il reconnait l’etoile de la serie caracteristique de X, 06 x 
est l’ensemble x = (a = ~,&_, . . . Z2x, / x = x1x2 . . . x;, E X}. 
On va montrer que la famille d’automates bilateres ainsi construite satisfait bien 
aux conditions de la proposition precidente. Cela est dCi fondamentalement a la 
propriete suivante, qui decoule directement de la construction. 
DCfinitioe 2.3. Un chemin c :p + q dans un automate (2-way ou non) & = (Q, 1, 1, 
F) esi simple si et seulement si pour toute factorisation c : p + r+ q de c en deux 
chemins non nuls on a r # 1. 
P:op:iCtP 2.4. Po-ur tout langage X ratio? . x! et pour tout automate ~4* E S&(X*), 
ia vaieur de la serie caracteristique de X en w coi’ncide avec le nombre de chemias 
simples de 1 a 1 dans sY* d’etiquette w. 
roposition 2.1. On va moxtrer que Y( A@) = A :, pour tcitii; &G&‘;;;ZfZ 
-4’ E S&(X T). Pcur cela on etablit une correspondance entre les factorisations zigzag 
des mats de XT et les chemins d’un automate bilatere ,pP’ calculant ces mots et 
construit comme precCdemment. C1eile-G esr basee sur la correspondance biunivoque 
existant entre les pas des factorisations zigzag et les calculs relatifs aux chemins 
simples de f 5 1 dam l’automate ;Qr9 gr$ce A. Da Tuirpri5te 2.4. A tout pas en avant 
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(21, :, u E -+ ( UX, u) awe: x E X, on associe le calcul u 1x11-* 
l’unique chemin simple de 1 a 1, d’etiquette x; a tout pas en 
ie seul d’Ctiquette -2; et viceversa. 
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ux 1 v correspondant a 
arriere (ux, u j + (u, xu) 
Soit w E X’ et f l’une de ses factorisations zigzag. On peut consi&rer le &emin 
c = C(f) ubieriu en reliant ies dwriins hipies de 1 B 1, ---------J__L __ ___ ___ LUl L ~~yuI&udllL QUA pa3 
successifs de f: Le chemin c est bien un chemin de 1 a 1 dans J& qui calcule W. 
Soit ensuite w E .Z(dT) et c : 1 + 1, un chemin qui le calcule. Le chemin c se 
decompose en produit de chemins simples de 5 1. I1 lui correspond done une 
suite de pas qui reiie la section (E, w) ii la section (w, E). On peut demander que 
cette suite de pas n’ait pas de boucles, quitt’a enlever de c les sous-chemins 
correspondak AC;;- ~:US d’:r::e Gs-~ntuc!!c boucle. Cela acheve la preuve de la Proposi- 
tion 2.1. Cl 
~efini~ior~ 2.5. Soil ~4” un autoruate de ia famiile Am, et c un chemin de cd? ql.si 
cakule w. Un sous-chemin b est dit une bousle sur la section (u, U) de w si et 
seulement si b : 1 + 1 et (u, v)lbl = t u, u). 
On a ainsi voulu etablir une correspondance entre les boucles dans les factorisa- 
tions zigzag et les sous-chemins correspondants. La preuve de la Proposition 2.1, 
nous dit alors quelque chose de plus. 
Lemme 2.6. Soit X un langage rationnel et dT un automate bilatke de la famille 
&(XT) 11 ovirte une correspondance biunivoque entre les_factorisations zig-zag d’un . . Cd..” 
mot w E XT et les chemins re’ussis ans houcles qtri calcu!ent w dans J& 
On notera CJ la fonction qui associe a la factorisation f le chemin c = c.,.,r(f) 
correspondant et JJ l’application inverse. Lorsqu’il est clair de quel automate il 
s’agit, on notera simplement c et J: I1 faut remarquer que le lemme affirme aussi 
que deux factorisations zigzag d’un mot sont distinctes si et seulement si les chemins 
correspondant le sent. 
Si l’on definit comme comportement d’un automate .& de la familie &(X7 ), la 
serie Y&9@) = C ,,_,* p.,{( w)w, ou &.,( w j est ie nombre dc chemins reussis sans 
boucles qui calculent IV, alors le Lemme 2.6 peut s’enocer ainsi. 
PropssIt!an 23. Si X _ _. opt m langage r~?in~nwi er.w” = ( Qy 1, i, F j i.m aii~oi~Mlit2 biiclih? 
de la famille A(XT), alors Y’(d”) =(A#. 
Lemtne 2.8. Soit w un mot de A*, f, , f2 deux,factorisations zigzag de w sur un langage 
X c A* et c(fi) et c($) les chemins correspondant dans un automate & E J&(X’ ). 
S’il existe une section (w, i/;T ~4% k iti; t.p? c&., , ,(ti, 0) i; cS,.( fz)i u, 0 j, &i~ .A +_Lz~ 
reuve. ia preuve est imm&liaie, clu h=xne 2.6 et du fait que si les deux chemins 
I et c(&) sont egaux. alors SW roxe section (u, u) de w les suites de traversee 
correspondantes coikident. Cl 
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icida0iliti des codes zigzag rationnels 
Dor&~avant soit X c A* un langage rationnel qui nest pas un code zigzag, J&‘* 
un automate de la famille sC,(X*) et &’ l’automate correspondant dans &L(XT). 
Soit encore w un mot minimal en longueur qui admet deux f&crisations zigzag 
sur X distinctes, appelees J, et JZ. Qn notera simplement c = C.J, ~=J.J, cl = c(f,) 
et cZ = c(fi). Pour toute section (u, u) de w, c.s,( U. C) et c+( U, u) seront les suites de 
traversee de cl et cr, respectivement, sur la position (u, u). 
Remarque 3.1. Pour tout mot w la presence d’une boucle dans une suite f de pas 
reliants (E, w) i [ wj E)~ est caracterisee par !a presence de deux fois Mat 1 dans 
une suite de traversee du chemin c(f) (precisiment dans la mGme position oti 
apparait la boucle). 
Eemme 3.2. Pour toute section (u, v) de MT avec u, v f E: 
1 E cs,( lf, u)* 1 fz C&( lf, 6). 
Preuve. S~.~ppxons par !‘absurde qu’il existe une section (u, o) de w tel que 1 
appartienne B cs,(u. U) et a CSJU, 21). Pour i= 1,2, on decompose ci en ci = di.ei, 
OG di : I-_) 1 est le ck--:- ,=-: .nwna.lll yul pcrzxi & passer de la description instantanee ~1 w 5 
ib Gt%Aipiion instamen&! U i Z?; c”i : ? + 1 est le chemin qui permet de passer de la 
description instantake u 1 v ii la description instantanee w ]I E. Un exemple est montre 
dans !a Fig; 1, g--j efl $ rnornll~ !Pp_ dP!!U rl?P???i.?~ A sx-G:-%i:c: ._” M-w... W..” .. . . asa “1 r,r -* d2. Comme c, et cZ sont deux 
chemins differents, soit d, # d2, soit e, # e,. 
Supposons d, # d, et pour i = 1, 2 soit xi le plus court prifixe de w visit6 par d, 
(c’est-a-dire tel que (E, xi)(d,l = ( M, u -‘Xi )). Si x, et x1 ont longueur diffirerite, alors 
pour le plus long des deux, disons s, , on trouve deux factorisations zigzag distinctes 
(voir Fig. 2). En fait, d, = a, . b, oti le chemin a, : 13 i esi tel que (c, x, j/a,1 = (x,, E) 
et le chemin fi, : I+ 1 est tel que (x,, E)ib,J = (u, c’x,). On pcut alors considerer le 
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il correspond une factorisation zigzag de x, differente de celle correspondant a 61,. 
Si Ix,1 = [x,[, avec des raisonnements analogues, on trouve deux factorisations 
zigzag distinctes pour x, = x-, ou pour U-‘x, . Cela contredit la minima!ite de MT. Cz 
Lemme 3.3. Pour route factorisation zigzag f du mot w et pour toute section (u, v) de 
. uw cs ‘.,,, (u,v)=(q,, qZ,.-,qL), alorspour toui i,j=l,..., k 
q,=q,+(i= 1 etj= k) oubien (i=_j). 
Ce lemme nous dit que les suites de traversee possibles pour le mot w sont en 
nombre d;: 2”+‘, si n = 2m - 1 est le nombre d’etats d’un automate .&” E A(XT) et 
m le nombre d’etats de l’automate A!* correspondant. 
Prmrv~_ Cnit n. = 
1.(11.-. L-m- _,: qj (f I), i # 1 et j f k. Si par l’absurde i #j, et supposons qi E Q’, 
aiors dans l’automate .dT il existe deux chemins simples distincts g, , g2: 1 + qi, ayant 
pour etiquette deux suffixes de u: x, et + respectivement; supposons x, le plus long 
des deux. I1 existe ensuite deux autres chemins simples distincts d, , d2 : q, + I, ayant 
pour etiquette dew prkfixes de v: y, et yZ respectivement; su?posons ,t’, le plus long 
des deux (voir Fig. 3). Les mots x, et x, sont differents entre eux, -1’ etant une 
factorisation sans boucles (voir remarque prkedente). Les mots ~7, et _I’~ aussi sont 
des prefixes distincts de v. 
En correspondance aux chemins ci-dessus, il existe dans .tiT deux chemins simples 
g, , &: Si + 1, d’itiquette X, et % respectivement; et deux autres chemins simpies 
6,, &: 13 qi, d’itiquette j+ et j& respectivement. La contradiction dkoule alors de 
ia presence de deux factorisatioi~s zigzag Afferentes pour Is mot .Y, J’,, de longueur 
strictement inferieure a celle de w (voir Fig. 4). Les deux factorisations sont celles 
qui correspondent (par la fonction f) aux deux chemins suivants de .dT : I‘m est 
- 0. A. ’ I’ ailtre f-2.t 0 d A 0,. P- . d: _ Ilc sent diff&ents &ant donne que le premier hl*_l, . UUILV _vs ai*--~--_~_o__c_ 
. - __^_ A__ ‘es.,, 2, .-t rie p&tie qik IJCtl UC3 Clc113 UC v 
- * .- --m-_-L ^__ *el;>:;.;;~fif 
, cGniralIc=IrIcrlr LU "I"‘.iw..:P. 
Pour le cas q, E 0, on repete ‘Jes raisonnements analogues sur les mats de X et 
on le reporte aux mots de X. II! 
On pose une derniere definition avant d’enoncer le resultat principal. 
Etant donnee une factorisation zigzag f d’un ot y dans X’ et le 
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Soit X un hgage rahww!8 SW un dphabet jini A et m le nombre 
&&tats d’un automale .d* de la famil/e dr (X” ). Si X n’est pas un code zigzq ef w 
est un mot de iongueur mimmale avec 642ax~~~~~ori.s~~i~~s zigzag .wr X u’isiincCe3, ~WV-s 
IwId24n’+m2. 
_ ceuve. On reprend toutes les notations pr&Cdentes pour ce qui concerne le Zangage 
.X et le mot w. La preuve consiste & montrer qu’il existe une section (w! ~ 1~) du 
mot w ok 
(a) les suites d e traversk relatives aux deux factorisations de w different; 
/h) les Iongueurs de w! et SY~ 3~;n.t born&s: [w,! s m’ et lw,l s 24”1. 
On commence pa r remarquer que chaque fois que P’on a deux factorisations zigzag 
pour un mot. GE r _:> ~e::t touj~rs trouver des suffixes du mot tel quz les chemins 
cor,espondant aux factorisations les visitent en passant exeiuslvement par des 6tats 
.-I* A+ L’ 1 
\IL y 
(en d’autres mats il !oamr *nvr-np---J 
k,... - rL.Jpul~~ seulement des pas en avant); soit wz 
te plus long de teis s;a!%,xes de w (voir Fig. 5). 
W 
Fig. 5. 
Considkons le mot wI = w( w?)-’ et les ktats e,.,( w,) = 9, et e(.J w,) = +. Les suites 
de &aver&e sur la position (w, , w,) ne peuvent ctre que les suivantes: 
CS,(WI, wz)=(q,) OLk (l,9,); / CS~\, ‘r’;‘, 7K,) = (92) ou Cl, w,). _
I-Tag . 
ILitCb 3tr1ii ciiluia -G.~.~.._~~~~ -r--+ -l-c- Aiq&nptpc En fait psur avoir j’&ga!itc elles devraient contenir toutes 
Bes deux, I’etat 1, contre le lemme 3.2, ou bien 6tre c3pi( M’,  w) = csz(wi 9 w,) = !9)+ 
contre ia maximalit de w?. 
Consid&ons maintenant pour tout prCfixe ra de w?, le couple d’ktats e(u) = 
(e,.,( w, u), e,.,( w, u)). Ces couples sect en nomhre e WI’: ci kn est le nombre d’etats 
de l’automate SF!*. 
Si done, par l’absurde Iwzla II;‘, i1 existe de 
F lesquels e( u) :-‘ e( ur) (c’est !e princi 
(Fig. 5). Pour i = 
X-ixes disthcts de I+- 
es tiroirsj; on appel 
352 M. _AnselmcE 
Fig. 6. 
d’etiquette u de l’etat e,,( w, u) = e,,( W,LII) a Mat 1. Le mot w,uv a alors deux 
factorisations zigzag, qui sont distinctes car !eurs suites de travcrsee different au 
moins dans la position ( WY,, w) (Fig. 6). Cela contredit la minimalite de w. 
On montre maintenant que lwll 5 2’“‘. Pour toute position (w’, w”) de w on va 
considerer le couple s( w’, w”) = (s, , s?) oti sl = a,., ( w’, w”) et sZ = c.s,.,( w’, 4’). Par le 
Lemme 3.3, on sait qu’il y a 2”” couples de ce genre possibles. Si done, la longueur 
de w, &ait superieure i ce nombre, I! existersit L ‘ne dkomposition de w, en mots 
de A*, wl = xyz, avec y # E, telle que s(x, yz) = s(xy, z) (voir Fig. 5). 
Le mo? _~‘zb’;’ admettrait alors deux factorisakns zigzag distinctes, contre la 
minimalite de w. En effet, il serait possible d’effacer lc lnot y avec ses suites de 
traversee et de caller les bouts de chemins dans x a ceux dans zwl (Fig. 6). En 
d’autres termes, on pourrait consid&er pour _YZW, ks ehemins g, et g? definis par 
les suites de traversee suivantes. Pour toute position (t: 5 L) du mot XZW~ et tout 
i=l,2 
csg,~:l) f.! ) = cs,.,(:,, r,‘w) si If,1 6 1x1. , 
cs,,( t,, t) = cs,.,(x~~p, (xq’p))‘w) avec p = x- ‘1,) sinori. 
Les chemins g, et g, sont bien definis car ies suites de traversee “sont coherentes” 
(“right-match”, dans le sens de [6]). En outre, ils correspondent (par le moyen de 
I# * d ;;i*iGiGT; C ti*Z L emze 2.6) 5 &IIY factorisations zigzag du mot xzw?. Ces deux 
factorisations stirit sans bouc!es parcc que aucune suite de travcr& nc cnntient L 
‘rf&?!_!X fnip !‘h .__L A ,:r?t ! [goant donne qene chacune d’entre elles provient d’un chemin ssns 
boucles) et elks sont difierentes par le Lemme 2.8, a cause de la presence de deux 
suites de traversee differentes sur ia position (xz, w,). Le mot w = w, wZ a done 
longueur Its’f=(w,+Iu’~(~2”“+m’ et la preuve de la proposition est ainsi 
achevee. Ci 
position nous permet ainsi d’affirmer la decidabilite des codes zigzag 
etant donne que !a recherche d’un mot avec deux factorisations zigzag 
si se restreindre ;‘ un no 
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e 3.6. Etant Donna un langage rationnel X SW un alphabet jini A, cn peut 
d&cider si X est un code zigzag ou non. 
Ce r&.&at permet d’&db!ir un autre resultat de decidabilite. 
Cfiraition 3.7. On dit qu’un automate bilatere .PI = (0, 1~ 1, F) est du type ,oilT s'il 
existe un langage rationnel X et ~2 E 5&( XT). 
ifinition 3.8. On dit qu’un automate bilatere JI! du type ~8 est mm-ambigu si pour 
tout mot w E A* k rombre p. ., (Mv j des chemins recssis sans boucles qui le calculent 
dans .& est ega; _oit B 0 soit a 1. 
_ -5 --- l_Jtl corollaire au Theu~e:lue 3.6 est. aiors le suivant. 
Corollaire 3.9. Etant donnt? un automate bilatcre csl du type S& on peut ddcider s’il 
est non-ambigu ou non. 
Pour- rela i! ;&% de considerer le langage rationnel X tel que <PI E JA( XT ). 
L’automate est non-ambigu si et seukment pi ie langape X est un code zigzag. 
robli2mes ouverts 
Dans le cadre d’une etude pl us approfondir: sur la famihe des codes zigzag, on 
pourrait enrichir la discussion sur l’ensemble X’, que I’on a demontre etre rationnel, 
avec une etude de ses multiplicites. On pourrait ainsi faire une ;jr,alyse de la serie 
(X)T introduite dans la Definition 1.4, ceil e qui a tout mot associe le nombre de 
ses factorisations zigzag. En particulier il serait souhaitable de verifier sa raiionalite, 
dans le cas d’un langagt ,X rationnel. 
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