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Abstract
The method of upper and lower solutions is a classical tool in the theory of periodic
differential equations of the second order. We show that this method does not have a direct
extension to almost periodic equations. To do this we construct equations of this type without
almost periodic solutions but having two constants as ordered upper and lower solutions.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The method of upper and lower solutions is a popular tool for the study of many
boundary value problems of the second order. In particular, for the periodic problem
associated to the equation
u¨ ¼ f ðt; u; ’uÞ; ð1Þ
where f is a continuous function which is T-periodic in t: An upper solution is a C2-
function j ¼ jðtÞ which is T-periodic and satisﬁes
.jðtÞpf ðt;jðtÞ; ’jðtÞÞ
everywhere. A lower solution c ¼ cðtÞ is deﬁned in an analogous way by reversing
the inequality. A basic principle says that if j and c are ordered in the appropriate
way ðjXcÞ and f satisﬁes a Nagumo condition then Eq. (1) has a T-periodic
solution lying between c and j: We recall that the Nagumo condition essentially
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says that the growth of f with respect to ’u is at most quadratic and refer to [2,8,10,15]
for more information and details. The simplest application of the previous principle
occurs when j and c are constant, say j  bXa  c: These constants are upper and
lower solutions if
f ðt; b; 0ÞX0Xf ðt; a; 0Þ
for every tAR:
Let us now assume that our equation is not periodic in t but only almost periodic.
More precisely, we assume that f is continuous and f ð; u; ’uÞ is almost periodic
uniformly on juj þ j ’ujpR for each R40: We refer to [3] for the precise deﬁnition of
uniform almost periodicity and notice that it is satisﬁed when f is quasi-periodic in t:
This means that f can be expressed as
f ðt; u; ’uÞ ¼ Fðo1t;y;oNt; u; ’uÞ;
where FACðTN 	 R2Þ and the real numbers o1;y;oN are linearly independent over
Q: Throughout the paper, T is the quotient group R=Z:
By analogy with the periodic case one could try to develop a method of upper and
lower solutions for the existence of almost periodic solutions of (1). Some discussions
in this direction can be found in [16]. The next result seems to show that this is
impossible.
Theorem 1. Given oeR
Q there exists a function GACðT2 	 RÞ and numbers c40;




u¨ þ c ’u ¼ Gðt;ot; uÞ ð2Þ
has no almost periodic solutions.
For a quasi-periodic equation like (2) it is natural to ask about the existence of
quasi-periodic solutions of the type
uðtÞ ¼ Uðt;otÞ;
where U ¼ Uðy1; y2Þ is a function in CðT2Þ: The search of solutions of this class is
equivalent to the problem of ﬁnding continuous solutions of the partial differential
equation
D2oU þ cDoU ¼ Gðy1; y2; UÞ; ð3Þ
where Do ¼ @@y1 þ o @@y2 and the equation is understood in the sense of distributions. A
proof of this fact can be obtained following along the lines of Proposition 2.4 in [13].
We shall prove that, for the example constructed to prove Theorem 1, the p.d.e. (3)
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has a solution U in LNðT2Þ: Since quasi-periodic functions are almost periodic, the
Theorem implies that this U cannot be continuous.
There are two aspects in our theorem which are not satisfactory. First we need to
assume that c is positive and it would be desirable to ﬁnd also an example for c ¼ 0:
We do not know how to construct such an example. The second criticism is the lack
of smoothness, because G is only continuous. We shall explain later how to
overcome this.
There are several examples in the literature showing that certain results in the
theory of periodic equations cannot be extended to the almost periodic context.
Among them we mention [4,6,12,17]. The ﬁrst of these examples is due to Opial. In
[12] he constructed a ﬁrst order quasi-periodic equation of the type
’u ¼ Xðt;ot; uÞ
such that all the solutions are bounded but none of them is almost periodic.
Later, in [4], Fink and Frederickson modiﬁed Opial’s example and constructed
an equation
’u ¼ X ðt;ot; uÞ þ DðuÞ
which is dissipative and has no almost periodic solution. We noticed in [13] that this
example can also be employed to show that the method of upper and lower solutions
does not work for ﬁrst-order equations. Our task in this paper is to construct a
similar example for a second-order equation. The idea of the construction is as
follows. After reversing the time in the example in [4], we shall differentiate the
equation in order to obtain an equation of the second order. Then we introduce an
additional dissipative term which forces all the solutions of the second-order
equation to satisfy
’uðtÞ 
 Xðt;ot; uðtÞÞ 
 DðuðtÞÞ-0 as t-þN:
This implies that they cannot be almost periodic. With some care one can prove that
this second-order equation has constant upper and lower solutions b4a: Indeed our
starting equation will not be exactly the equation in [4] but a modiﬁcation. The
reason is that we need a bounded derivative for DðuÞ and this function had a
quadratic growth in the original construction.
The rest of the paper is organized in four sections. The idea of Section 2 is to
construct a second-order equation from another of the ﬁrst order in the way
previously described. This construction reduces the proof of Theorem 1 to a question
in ﬁrst-order equations. In Section 3 we use ideas from [4] to describe a method of
modifying an equation without introducing new almost periodic solutions. To do
this it is essential that the solutions of the initial equation have the property of weak
stability. This means that if two initial conditions are close then the corresponding
solutions will also be close for some sequence of times going to inﬁnity. In Section 4
we complete the proof of Theorem 1 by showing that the property of weak stability
holds for Opial’s example. The outline of this section is again in [4]. However, after
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reading [4], we had the impression that a detailed discussion could be useful. The
example by Opial is based on the Denjoy vector ﬁeld and this implies that all the
equations constructed up to now cannot be of class C2 if they are of the ﬁrst order or
of class C1 if they are of the second order. The ﬁnal section is devoted to discuss
other examples with more regularity. They will lead to a variant of Theorem 1 in the
CN context.
2. The reduction to a ﬁrst-order equation
We shall consider the classes of functions
AP ¼ fhACðRÞ : h is almost periodicg
APk ¼ fhACkðRÞ : h; h0;y; hðkÞ are almost periodicg; k ¼ 1; 2;y;N:
A function g :R	 R-R; ðt; uÞ/gðt; uÞ is in the class UAP if it is continuous and
satisﬁes the conditions
* For each xAR; gð; xÞAAP:
* For each R40 the family of functions fgðt; ÞgtAR is equicontinuous on ½
R; R:
This deﬁnition is just one of the possible ways to introduce the notion of uniform
almost periodicity and we refer to [3] for alternative formulations. A function g
belongs to UAPk; k ¼ 1; 2;y;N; if gACkðR2Þ and all the partial derivatives @ht @ ju g
with h þ jpk belong to UAP: The classes UAPk are introduced in order to guarantee
the following composition property,
uAAPk; gAUAPk ) gð; uðÞÞAAPk:
For k ¼ 0 this is proved in [3, p. 27] and the rest follows easily by induction. In this
section we shall work with the equations
’u ¼ gðt; uÞ ð4Þ
and
u¨ þ c ’u ¼ gˆ ðt; uÞ; ð5Þ
where g and gˆ are in UAP and cAR: An almost periodic solution u of (4) is a solution
in AP: The composition property implies that if gAUAPk then uAAPkþ1: A solution
of the second-order equation (5) is almost periodic if it belongs to AP1 or,
equivalently, if it belongs to AP2: In principle there is an alternative and less-
restrictive deﬁnition of almost periodic solution of (5), simply as a solution in AP:
After some work one can prove that such a solution is always in AP1 and so the two
deﬁnitions are equivalent.
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Let us start with the ﬁrst-order equation (4) with gAUAP1: We assume that the
partial derivative in u of g is bounded; that is, for some M40;
jguðt; uÞjpM; for each ðt; uÞAR2: ð6Þ
After differentiating the equation one obtains
u¨ ¼ gtðt; uÞ þ guðt; uÞgðt; uÞ: ð7Þ
We notice that all solutions of (4) are also solutions of (7). If we could draw the set of
solutions of (7) in the space ðt; u; ’uÞ then the solutions of (4) could be visualized as an
invariant surface. Next we modify Eq. (7) so that this surface attracts all solutions. In
more precise terms, we consider the equation
u¨ þ cð ’u 
 gðt; uÞÞ ¼ gtðt; uÞ þ guðt; uÞgðt; uÞ: ð8Þ
Proposition 2. Assume that g is in UAP1 and satisfies (6). Then every almost periodic
solution of (8) is also a solution of (4) if c4M:





Then V is in AP1 and
dV
dt
¼ ð ’u 
 gÞðu¨ 
 gt 




 guð ’u 
 gÞÞp2ð
c þ MÞV :
Thus V is an almost periodic solution of the differential inequality dV
dt
p
 gV ; VX0
with g40: This implies that V is identically zero and so uðtÞ is also a solution of (4).
The interest of the previous result is that it reduces the proof of Theorem 1 to a
question in ﬁrst-order equations. In fact it would be sufﬁcient to ﬁnd a function
HAC1ðT2 	 RÞ satisfying
lim
u-7N
Hðy1; y2; uÞ ¼7N; uniformly in ðy1; y2Þ; jDoHj þ jHujpM
and such that the equation
’u ¼ Hðt;ot; uÞ ð9Þ
has no almost periodic solutions. For, if this is possible, the function G ¼
ðc þ HuÞH þ DoH would satisfy the conditions of the theorem. Notice that the
constant upper and lower solutions a and b could be constructed arbitrarily large.
We conclude this section with an observation about the associated p.d.e. (3).
Assume for the moment that we have already proved the Theorem 1 in this way.
Then Eq. (9) has a bounded solution and this implies that there is a solution of
DoU ¼ Hðy1; y2; UÞ; UALNðT2Þ;
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in the sense of distributions. Moreover, this solution is upper semi-continuous and
satisﬁes the equation pointwise. This is a consequence of Theorem 2.2 in [13]. Now it
is easy to prove that U is also a solution of (3) with G deﬁned as before.
3. The construction of Fink and Frederickson
We start with a differential equation
’u ¼ Xðt; uÞ; ð10Þ
where X :R	 R-R is a continuous function satisfying the Lipschitz property: for
each R40 there exists L40 such that
jXðt; u1Þ 
 Xðt; u2ÞjpLju1 
 u2j if tAR; juijpR; i ¼ 1; 2:
The solution of (10) satisfying uð0Þ ¼ x will be denoted by fðt; xÞ: It will be assumed
that for each xAR this solution is deﬁned in ½0;NÞ: The solution fðt; xÞ is said to be
weakly stable if for every e40 there exists d40 such that
jx
 x%jpd) lim inf
t-þN jfðt; xÞ 
 fðt; x
%Þjpe:
Of course, a solution which is stable in the Lyapunov sense is also weakly stable. As
another example of weak stability consider the linear equation
’u ¼ aðtÞu þ bðtÞ;




t-þN AðtÞoþN; lim supt-þN AðtÞ ¼ þN;
then every solution is weakly stable but not stable. This fact follows easily from the
formula of variation of constants. For the existence of functions a with the required
properties we refer to [5].
We shall assume that (10) satisﬁes the assumptions





(H2). Every solution of (10) is weakly stable.
The bounded solution given by (H1) will be ﬁxed and denoted by jðtÞ :¼ fðt; x0Þ:
Let %m and
%
m be numbers with
%
mpinf jpsup jp %m
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and let D :R-R be a locally Lipschitz function such that
DðuÞ ¼ 0 if xA½
%
m; %m; DðuÞ40 if xo
%
m; DðuÞo0 if x4 %m:
Consider the modiﬁed equation
’u ¼ X ðt; uÞ þ DðuÞ: ð11Þ
Theorem 3. In the previous conditions every almost periodic solution c of (11) will
satisfy
%
mpcðtÞp %m for each tAR;
and therefore will be a solution of (10).
Before the proof we need two preliminary results.
Lemma 4. Let fðt; xÞ be a solution of (10) with x4jð0Þ [resp. xojð0Þ]. Then fðt; xÞ is
an upper solution [resp. lower solution] of (11). In particular, if sðt; xÞ is the general
solution of (11),
x4jð0Þ ) fðt; xÞXsðt; xÞ; tX0;
xojð0Þ ) fðt; xÞpsðt; xÞ; tX0:
Proof. The uniqueness for (10) implies that if x4jð0Þ then fðt; xÞ4jðtÞ for each
tX0: Thus, Dðfðt; xÞÞp0 if tX0: In consequence,
’fðt; xÞXX ðt;fðt; xÞÞ þ Dðfðt; xÞÞ: &
We recall a standard deﬁnition in the theory of almost periodic functions. A subset
E of R is relatively dense if there exists c40 such that
ða; a þ cÞ-Ea| 8aAR:
Given ECR and d40 we deﬁne
Ed ¼ ftAR: distðt; EÞpdg:
Lemma 5. Let z : ½0;NÞ-R be a C1 function satisfying
’zðtÞpLzðtÞ; zðtÞX0 if tX0;
’zðtÞpLzðtÞ 
 n if tAEd-½0;NÞ;
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where L and n are positive constants and E is a relatively dense subset of R: Then
inf tX0 zðtÞ40:
Proof. Given tAE-½0;NÞ; ’zðtÞpLzðtÞ 
 n; tA½t; tþ d: This implies that
zðtÞXeLðt
t












Let c be an inclusion number for E: It is not restrictive to assume that c4t040 for
some t0 in E: For tA½t









 c; t we deduce that inf ½0;NÞzXm: &




(We discuss the case inf ½0;NÞco
%
m later).
Since jðtÞ is also a solution of (11) we know that
cðtÞ4jðtÞ; t40:
From the almost periodicity of c one can ﬁnd a relatively dense set E and e40 such
that
cðtÞX %m þ 2e if tAE:
Since c is uniformly continuous one can ﬁnd d40 with
cðtÞX %m þ e if tAEd:
For each tX0;




where n :¼ minfjDðuÞj: %m þ epupsup cg40: Let fðt; x%Þ be the maximal solution
of (10) among those which are below c in the future; that is,
x% ¼ maxfxAR: cðtÞXfðt; xÞ 8tX0g:
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Notice that x% exists because the family of solutions below c is non-empty, it
contains at least the solution j: The function zðtÞ ¼ cðtÞ 
 fðt; x%Þ is in the
conditions of Lemma 5. Here L is an appropriate Lipschitz constant for X : Thus,
there exists m40 with
cðtÞXfðt; x%Þ þ m if tX0:
We shall obtain the searched contradiction from the weak stability of fðt; x%Þ: First
we take d40 such that if xAðx%; x% þ dÞ then
lim inf





On the other hand the deﬁnition of x% implies that, for x4x%; fðt; xÞ must touch
cðtÞ and, from Lemma 4, we deduce that for large t;
fðt; xÞXcðtÞXfðt; x%Þ þ m:
If coj then ’cXX ðt;cÞ þ n on Ed-½0;NÞ and if fðt; x%Þ is the minimal element of
ffXcg; z ¼ f
 c is in the conditions of Lemma 5. &
4. The property of weak stability for Opial’s example
In this section we quote freely from [1,7,9]. A generic element of the quotient
group T ¼ R=Z will be denoted by %y ¼ yþ Z; where yAR: The distance in this group
is deﬁned as jjy1 
 y2jj where
jj%yjj ¼ distðy;ZÞ:
We state explicitly an elementary property which will be employed later. Given d40






Given a function Y ¼ Y ðt; yÞ in C1ðT	 TÞ we consider the differential equation
’y ¼ Yðt; yÞ: ð13Þ
When we look at it as an equation on the line, the general solution will be denoted by
Yðt; yÞ where Yð0; yÞ ¼ y: The identity
Yðt; yþ 1Þ ¼ Yðt; yÞ þ 1
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allows us to interpret the equation in T; with solutions %Yðt; %yÞ ¼ Yðt; yÞ: The






This limit exists and is independent of y: Moreover there exists M40 (depending
only on the vector ﬁeld Y ) such that
jYðt; yÞ 
 y
 otjpM 8tAR: ð14Þ
A solution %CðtÞ of (13) in T is said to be distal if
inf
tAR
jj %Yðt; %yÞ 
 %CðtÞjj40 for each %ya %Cð0Þ:
Lemma 6. Assume that (13) has a distal solution %CðtÞ and let Y1ðtÞ; Y2ðtÞ be two
solutions of (13) in R with
Y1ð0Þ;Y2ð0ÞAðCð0Þ þ k þ D;Cð0Þ þ k þ 1
 DÞ





The proof follows from (12) and elementary properties of the differential equation.
Remark. There are equations in T for which the conclusion of the lemma
does not hold. These equations cannot have distal solutions. As an example
consider
’y ¼ sin2ðpyÞ
with Y1ðtÞ ¼ 0 and Y2ðtÞ any non-constant solution with Y2ð0ÞAð0; 1Þ:
Then jY1ðtÞ 
Y2ðtÞj-1 as t-þN while jjY1ðtÞ 
Y2ðtÞjj-0: In this case the
rotation number is o ¼ 0: It is possible to prove that such a situation can only occurs
if oAQ:
As it is well known, for each oAR
Q; there exists a Denjoy vector ﬁeld of class
C1: This means an equation of the type (13) which has rotation number o but is not
topologically equivalent to ’y ¼ o: To be more precise we consider the usual Poincare´
map
PðyÞ ¼ Yð1; yÞ
and the induced diffeomorphism %P :T-T: Let us use the notation %P ¼ D to
emphasize that D corresponds to a Denjoy example. It is known that there exists a
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continuous and non-decreasing Cantor function p :R-R with pðyþ 1Þ ¼ pðyÞ þ 1
such that %p :T-T deﬁnes a semi-conjugacy between D and %Ro; where RoðyÞ ¼








Let us now deﬁne the set
I ¼ f%yAT: %p
1ð %pð%yÞÞ is a singletong:
This set is invariant for D and the restriction of %p to I is a homeomorphism onto
%pðIÞ: This implies that ðD;IÞ and ð %Ro; %pðIÞÞ are conjugate. The closure ofI in T is
a Cantor set and so T
 clðIÞ is a disjoint union of open arcs al with lAZ: The set
A ¼ clðIÞ 
I is composed by the end points of these arcs and we now describe the
behaviour of %p
1 when one approaches %pðAÞ: Let %yn be a sequence in A,I such
that %pð%ynÞ ¼ %jn converges to some %jA %pðAÞ: Then %p
1ð %jÞ is one of the arcs al and we
denote by %y
 and %yþ the oriented end points of al: Assume now that %jn is monotone
with respect to the cyclic order and
%j1! %j2!?! %jn!?! %j:
Then %yn converges to %y
: On the contrary, if %jn converges to %j from the right then %yn
converges to %yþ:
Another property which will be useful is that two solutions with initial conditions
in the closure of the same arc al have a common asymptotic behaviour. More
precisely, if %y1; %y2AclðalÞ then
lim
t-þN jj %Yðt; %y1Þ 
 %Yðt; %y2Þjj ¼ 0:
To conclude this discussion on Denjoy’s example we notice that there are no almost
periodic solutions for the equation in T and that every solution %Yðt; %yÞ with %yAI is
distal. These properties are discussed in the Example 8.14, p. 391 of [11] and in
Section 4 of [9], respectively. However the reader can deduce the distality directly
from the properties of the semi-conjugacy %p:
We can now describe Opial’s example [12]. Given a Denjoy example of class C1 (so
that oeQ and %P ¼ D) one performs the change of variables
u ¼ y
 ot:
Then (13) is transformed into
’u ¼ Y ðt; u þ otÞ 
 o: ð15Þ
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This new equation, deﬁned in the real line, is quasi-periodic in t; with two
frequencies. Estimate (14) implies that all solutions are bounded. However they
cannot be almost periodic because if uðtÞ were such a solution, then
%YðtÞ ¼ uðtÞ þ ot
would be an almost periodic solution of the Denjoy example.
Proposition 7. Assume that YAC1ðT	 TÞ is such that (13) is a Denjoy example. Then
all the solutions of Opial’s equation (15) are weakly stable.
Before the proof we need a preliminary result on the dynamics of the
diffeomorphism D: In the statement we shall employ a sequence of positive integers
fskgkX0 satisfying that limk-þNsk ¼ þN; sko converges to %0 in T and there exist
subsequences sk
 and skþ such that sk
o [resp. skþo] converges monotonically to %0
from the left [resp. from the right].
Lemma 8. Let fskg be a sequence of integers with the previous properties. Then
Dskð%yÞ-%y for each %yAI:
Moreover, given %yAA; either Dsk
 ð%yÞ-%y or Dskþ ð%yÞ-%y:
Proof. The ﬁrst part of the result follows directly from the conjugacy between ðD;IÞ
and ð %Ro; %pðIÞÞ: In fact, if %yAI;
Dskð%yÞ ¼ %p
1ð %pð%yÞ þ skoÞ-%y
because all points %pð%yÞ þ sko lie on %pðIÞ: To prove the second part we take %yAA:
This point will be an end of some arc al; say the left end. Then we choose a
subsequence ftkgCfskg such that tko converges monotonically to %0 by the left.
Thus
%pð%yÞ þ tko! %pð%yÞ þ tkþ1o! %pð%yÞ:
Since %pDtkð%yÞ ¼ %pð%yÞ þ tko- %pð%yÞ we apply the observation on the behavior of %p
1: &
Proof of Proposition 7. It will be sufﬁcient to prove that, given Y1ðtÞ solution







To do this we ﬁrst ﬁx some distal solution %CðtÞ of (13) so that %Cð0Þa %Y1ð0Þ: We
distinguish three cases:
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Case 1: %Y1ð0ÞAI:
Fix D40 with Cð0Þ þ k þ DoY1ð0ÞoCð0Þ þ k þ 1
 D for some kAZ
and let C40 be the constant appearing in Lemma 6. We can now ﬁnd y2;þ and
y2;
 such that
Cð0Þ þ k þ Doy2;
oY1ð0Þoy2;þoCð0Þ þ k þ 1
 D
and %y2;þ; %y2;
AI: The two points can be chosen arbitrarily close to %Y1ð0Þ and we
shall impose jj%y2;7 
 %Y1ð0Þjjp eC: From Lemma 6 we have
jY1ðtÞ 
Yðt; y2;7ÞjpCjj %Y1ðtÞ 
 %Yðt; %y2;7Þjj 8tAR:
We deduce from Lemma 8 that





 %Y1ð0Þjj þ jj %Y1ð0Þ 
 %y2;7jj þ jj %Yðsk; y2;7Þ 
 %y2;7jj-jj %Y1ð0Þ 
 %y2;7jj
and the conclusion follows.
Case 2: %Y1ð0ÞAA:
To ﬁx the ideas we assume that this point is the left end of some arc al: We choose
D as before. Then we can ﬁnd %y2;
 and %y2;þ with
Cð0Þ þ k þ Doy2;
oY1ð0Þoy2;þoCð0Þ þ k þ 1
 D
and %y2;
AI; %y2;þAal: Again these two points can be chosen arbitrarily close to
%Y1ð0Þ: We know that
lim
t-þN jj %Y1ðtÞ 
 %Yðt; %y2;þÞjj ¼ 0
and, from Lemma 8, we can ﬁnd a sequence tk such that
%Y1ðtkÞ- %Y1ð0Þ; %Y1ðtk; %y2;
Þ-%y2;
:
The rest of the argument is a repetition of the previous case.
Case 3: %Y1ð0ÞeI,A:
Since there exists an arc al containing %Y1ð0Þ in its interior, it is sufﬁcient to choose
y2;7 as appropriate lifts of two points %y2;þ and %y2;
 in al with %y2;
! %Y1ð0Þ!%y2;þ: &
Proof of Theorem 1. Let us start with Eq. (15) and think of it as a particular case of
Eq. (10) in Section 3. We know that (H1) and (H2) hold and, after ﬁxing a solution
j; we construct DAC1ðRÞ in the conditions of Section 3. In addition we assume that
it satisﬁes DðuÞ-8N as u-7N and the derivative D0 is bounded. The modiﬁed
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equation is
’u ¼ Y ðt; u þ otÞ 
 oþ DðuÞ
and we know that it has no almost periodic solutions. Here we are using Theorem 3.






 otÞ þ o
 DðuÞ:
The function
Hðy1; y2; uÞ ¼ 
Yð
y1; u 
 y2Þ þ o
 DðuÞ
satisﬁes all the requirements imposed in Section 2 to complete the proof. &
5. Non-existence of almost periodic solutions for smooth equations
Let us start with the linear equation
’u ¼ aðtÞu þ bðtÞ; ð16Þ
where the coefﬁcients a and b are in AP: The constructions in [6,17] imply that it is
possible to ﬁnd an equation of this type and such that all the solutions are bounded
but none of them is almost periodic. In [14] we made some variants of the
construction in [17] and proved that it is possible to construct the equation in such a
way that the coefﬁcients are smooth, namely
a; bAAPN:




This implies that all the solutions of (16) are stable (not uniformly). We intend to




mpjp %m: Finally D will be a non-increasing function in CNðRÞ with
DðuÞ ¼ 0 if
%
mpup %m; uDðuÞo0 if ue½
%
m; %m:
We can now apply Theorem 3 to conclude that the equation
’u ¼ aðtÞu þ bðtÞ þ DðuÞ ð17Þ
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then it is easy to prove that (17) is dissipative. As usual this means that all the
solutions can be continued up to þN and that there exists r40 with the following
property: given R40 it is possible to ﬁnd T40 such that if xðtÞ is a solution with
jxðtÞjpR; for some tAR; then jxðtÞjpr if tXtþ T : We sum up the previous
discussions.
Theorem 9. There exists gAUAPN such that the equation
’u ¼ gðt; uÞ
is dissipative but it has no almost periodic solutions.
This is close to the original result in [4]. However, in that paper, g was only in
UAP1:
We now start with (17) and construct a second-order equation using Section 2.
First we change the independent variable t/
 t and obtain
’u ¼ a%ðtÞu þ b%ðtÞ 
 DðuÞ
with a%ðtÞ ¼ 
að
tÞ and b%ðtÞ ¼ 
bð
tÞ: This equation will play the role of (4) in
Section 2. Condition (6) will hold if we assume that D0 is bounded, an assumption
which is compatible with the previous ones. From Proposition 2 we deduce that, for
c large, the equation
u¨ þ c ’u ¼ ’a%ðtÞu þ ’b%ðtÞ þ ða%ðtÞ 
 D0ðuÞ þ cÞða%ðtÞu þ b%ðtÞ 
 DðuÞÞ
has no almost periodic solution. The assumptions already imposed on D are
sufﬁcient to guarantee that large constants ao0ob are lower and upper solutions
for sufﬁciently large c: In this way we obtain a smooth variant of Theorem 1.
Theorem 10. There exist gˆAUAPN and constants c40; aob; d40 such that, for each
tAR;
gˆ ðt; aÞp
 do0odpgˆ ðt; bÞ
and the equation
u¨ þ c ’u ¼ gˆ ðt; uÞ
has no almost periodic solutions.
This new result does not contain the theorem in the introduction because there we
were more precise about the module of the equation (the additive group generated by
1 and o).
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