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Передмова 
Наближення якості національної вищої освіти до вимог світових 
стандартів потребує впровадження у вітчизняну навчальну практику 
нових технологій організації навчального процесу та створення від-
повідного універсального навчально-методичного комплексу робо-
чих матеріалів.  
Цей підручник може вважатися однією з складових такого ком-
плексу.  
У підручнику викладено базові аспекти теорії систем, процесів і 
сигналів, висвітлено ймовірнісні, часові, кореляційні та спектральні 
характеристики детермінованих та випадкових процесів і сигналів, 
особливості характеристик стаціонарних випадкових та модульова-
них процесів, викладено методи оцінювання перетворень процесів і 
сигналів різноманітними системами в рамках спектрально-
кореляційної теорії, розглянуто точкові та інтервальні оцінки випад-
кових процесів, проблематика перевірки статистичних гіпотез.  
Розгляд характеристик процесів і сигналів грунтується на їхній 
практичній значимості.  
Серед розмаїття типів систем розглядаються стаціонарні ліній-
ні та нелінійні перетворювачі процесів, що є матеріальними носіями 
інформації. Дослідження виконується методами часової та частотної 
областей з використанням часових та спектральних характеристик 
процесів.  
Особливістю підручника є подання матеріалу за формою від 
простого до складного, його компонування у спосіб, коли кожний на-
ступний розділ є логічним продовженням попереднього.  
Підручник містить багато прикладів, які ілюструють особливості 
проблем, підходів до їх вирішення та дають змогу читачам, навіть з 
різним рівнем підготовки, зрілості та інтересів, самостійно розібрати-
ся в них.  
У кожному пункті наведені висновки, які призвані сконцентрува-
ти його увагу на ключових ідеях, принципах та результатах, допомо-
гти читачеві не пропустити головне.  
Зробити роботу читача з книгою максимально ефективною до-
поможуть також завдання для поточного тестування та контролю і 
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задачі для самостійного та індивідуального розв’язування, що пода-
ються в кінці кожної глави.  
У основу підручника покладено курси лекцій, що читаються ав-
торами студентам факультету електроніки Національного технічного 
університету України "Київський політехнічний інститут" та факуль-
тету інформаційних технологій Національного авіаційного універси-
тету.  
Підібраний та висвітлений у підручнику матеріал може бути ко-
рисним не тільки під час підготовки фахівців у вищих навчальних за-
кладах, а і спеціалістам із проектування та експлуатації інформацій-
но-вимірювальних та експертних систем, діагностичних комплексів, 
систем керування складними об’єктами та технологічними процеса-
ми, неруйнівного контролю, систем передачі та обробки даних, роз-
пізнавання образів тощо. 
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1 Основні визначення 
 та поняття  
 
 
1.1 Математична модель системи,  
процесу та сигналу  
 
Загальні положення. Поняття “система”, “процес” і “сиг-
нал” вживаються дуже часто, майже в усіх сферах діяльності люди-
ни. 
Слово “процес” у перекладі з латинської "processus" означає 
просування. Серед розмаїття смислового значення поняття “про-
цес”, наведемо таке: 
 Процес – це послідовна зміна етапів, яких-небудь явищ, 
дій, команд тощо. 
Для систем передавання, приймання, накопичення, збережен-
ня та перетворення інформації поняття “процес” пов’язане з такими 
поняттями як інформація, “повідомлення” та “сигнал”. 
Під інформацією зазвичай розуміють сукупність відомостей про 
будь-які події, явища та предмети, що нас оточують. Такі відомості 
стають доступними, можуть передаватися або зберігатися, якщо во-
ни подані в певній формі. Наприклад, тексту телеграми чи листа; го-
лосу людини; звучання оркестру, сирени; зображення на екрані 
монітора тощо. Все це і є повідомлення. 
 Передавання повідомлень на відстань, а значить і інформації, 
як сукупності знаків чи символів, що утворють деяку форму, збере-
ження повідомлень можливе тільки за допомогою деякого 
матеріального носія (бумаги, магнітної плівки тощо) чи фізичного 
процесу, зокрема, коливання часток повітря навколо музикального 
інструменту, мікрофону, в гортані людини; переміщення та взаємодії 
електричних зарядів у газах, рідинах та твердих тілах, поширення 
електромагнітних хвиль. 
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 Будь-які фізичні процеси чи різноманітні стани фізичних 
об’єктів, що відображають повідомлення, називають   
сигналом. 
Слово “система” в перекладі з грецької "system" означає ці-
ле, складене з частин; з’єднання. Найбільш узагальненим визначен-
ням системи є таке:  
 система – це сукупність закономірно зв’язаних один з 
одним та взаємно-обумовлених елементів, що є відпові-
дним цілісним утворенням. 
Отже, визначальним для системи є наявність відповідних від-
носин та зв’язків між її елементами. Серед різноманітних типів сис-
тем, наприклад, біологічних, механічних, абстрактних тощо предме-
том наших інтересів будуть інформаційні системи, елементи яких 
виявляють відносини один до одного через таку загальну функцію, 
як наприклад, реєстрація, збереження та перетворення інформації. 
Систематичне дослідження систем, процесів і сигналів, їх ви-
вчення можливе на основі емпіричного чи фізичного підходів або іх 
поєднання. Слід підкреслити, що обидва підходи є рівноцінними, до-
повнюють один одного. У той же час, виходячи з цілого ряду 
суттєвих чинників, доцільно застосовувати теоретичний підхід, що 
грунтується на принципі математичного моделювання і 
передбачає вивчення об'єкта на основі його математичної 
моделі. 
Головними з таких чинників є: 
 неможливість проведення експерименту з різних причин 
(економічних, технічних тощо); 
 абстрагування від конкретної природи носія повідомлення 
та системи, в зв’язку з тим, що одна і та ж модель у рівній 
мірі може відображати, наприклад, струм, натяг магнітної 
плівки, систему зв’язку чи систему контролю за рухом 
літаків; 
 відображення тільки тих властивостей об’єкта, які 
об'єктивно є найбільш важливими в конкретному випадку, 
ігноруючи велику кількість другорядних; 
 передбачення чи прогнозування результатів у 
нестабільних, різнофакторних умовах. 
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Математичні моделі дозволяють також проводити класифіка-
цію систем, процесів і сигналів, порівнювати їх між собою, встанов-
лювати тотожність чи несхожість, а в кінцевому підсумку системати-
зовано їх вивчати. 
 Математична модель – сукупність математичних еле-
ментів (числа, змінні, вектори, множини тощо) і відно-
шень між ними (рівняння, графіки, функції), яка адекват-
но відображає властивості досліджуваного об’єкта (тех-
нічної системи, процесу) з урахуванням поставлених під 
час його вивчення та дослідження завдань. 
Вивчати системи, процеси та сигнали можна грунтуючись на 
так званому детермінистичному та статистичному підходах. 
Основу останнього складають, як відомо, ідеї та методи теорії 
ймовірностей, математичної статистики, випадкових процесів. Ста-
тистичний підхід до розв’язування задач збереження, перетворення, 
передачі інформації в системах та пристроях зв’язку різного призна-
чення є об’єктивною реальністю і дає змогу не тільки краще 
зрозуміти проблему, а і використовувати отримані результати для 
розробки нової високоякосної апаратури. 
Ось чому предметом наших інтересів бідуть такі основні питан-
ня:  
 властивості та характеристики процесів, як 
матеріальних носіїв інформації, а також принципи їх ма-
тематичного опису; 
 властивості та математичні моделі фізичних систем, 
що виконують різноманітні перетворення над процеса-
ми і сигналами; 
 ідеї та методи аналізу перетворень процесів і сигналів у 
системах зв’язку різного призначення. 
Математична модель процесу і сигналу. Будь-яке фізичне 
явище розвивається в просторі та часі. Ось чому математична мо-
дель процесу, в тому числі, що відображає повідомлення (сигнал), в 
загальному визначенні є функціональною залежністю з часовим t  та 
простором l  аргументами. В подальшому такі залежності ми будемо 
позначати, як правило, латинськими літерами: s(t, l); y(t, l); u(t, l);   
i(t, l); z(t, l) тощо.  
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Модель з двома аргументами t, l є ознакою провідних ліній 
зв’язку, процесів на поверхні твердих тіл (акустичні хвилі), 
радіохвиль тощо. Однак, у більшості випадків процес або сигнал 
може бути ототожнений із явищем, яке розвивається тільки в часі. У 
цьому разі функціональна залежність включає тільки один аргумент 
t, а інший l опускається. Наприклад uвх(t) – напруга на вході 
підсилювача, струм підмагнічування магнітної головки, звуковий тиск 
на мембрану мікрофона тощо. 
►Приклад. Гармонічний процес (рис.1.1, а) подається тригономет-
ричною функцією в косинусній формі: 
)cos()( 111 tSts m . 
Основними параметрами такого процесу є амплітуда mS , початкова 
фаза 1, кутова 1 (циклічна 1f ) частота або період 111 ω/π2/1 fT . 
                                                                                                                 ◙ 
 
 
 
 
 
 
 
 
Рисунок 1.1 - Гармонічний (а) та імпульсний процеси (б). 
 
►Приклад. Процес у вигляді прямокутного імпульсу (рис. 1.1, б) 
описується функцією 
.0,,0
;0,
)(
імп
імп0
2
ttt
ttS
ts  
Серед параметрів виділимо максимальне значення 
0S  та тривалість 
імпульсу імпt . 
                                                                                                                       ◙ 
 
Ці приклади показують, що математична модель процесу і сиг-
налу визначається не тільки видом функціональної залежності, але і 
деяким основними параметрами, що відбивають їхні властивості. 
Узагальнена форма математичної моделі процесу і сигналу є 
такою: 
 t 
s2(t) 
 tімп 
б
ω 
 S0 
 α1 
s1(t) 
 Sm 
 ωt 
а 
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                                ),....,;,(),( 1 naaltslts ,                              (1.1) 
де через а1, а2,…, аn позначені параметри процесу і сигналу. 
 Значення, яке приймає процес і сигнал у поточний (дис-
кретний) момент часу, називають миттєвим значенням 
процесу і сигналу. 
Так, на рис. 1.2 )(),( 21 tsts  – миттєві значення процесу )(ts  
довільної форми, що відповідають моментам часу 1t  та 2t  
відповідно. 
Очевидно, що для повного опису процесу і сигналу слід вказу-
вати не тільки вид функціональної 
залежності, його основні параметри, а і 
область можливих (допустимих) значень 
функції (миттєвих значень) та її аргументу. 
Так, у вищенаведеному прикладі 
гармонічного процесу (рис. 1.1, а), його 
миттєві значення можуть бути будь-якими 
в діапазоні ],[ mm SS , в той же час для 
іншого процесу )(2 ts  (рис. 1.1, б) характер-
на точна визначеність його миттєвих значень: 0 або 0S . 
Математична модель системи. Як би не різнились системи 
(зв’язку, керування, радіомовлення, телебачення тощо), в їх 
структурі завжди можна виділити місця прикладання корисних 
процесів, які підлягають перетворенню, а також точки системи звідки 
перетворені процеси поступають для подальших операцій над ними. 
Перші, як відомо, називаються входами, другі – виходами систе-
ми. Відповідно процеси на вході – діючими, вхідними, збуджую-
чими, а на виході – вихідними, реакціями, відгуками. 
Зазначимо, що на систему діють небажані процеси 
різноманітної природи (завади), які є причиною спотворення корис-
них процесів, а значить, і закладеної в них інформації. Природа за-
вад також різна. Так, запис на одній доріжці магнітної плівки можна 
вважати завадою по відношенню до запису іншої при відтворенні 
звуку чи зображення; атмосферні явища, які впливають, зокрема, на 
якість зображення на екрані телевізора тощо. Звичайно кількість 
вхідних та вихідних процесів, а також завад може бути довільною. 
s(t) 
s(t2) 
t 
s(t1) 
   t1    t2 
Рисунок 1.2 - Миттєві 
значення процесу. 
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У подальшому будемо використовувати такі позначення: 
)}(),...,(),({)()( 21 txtxtxtXtx n  
- для сукупності вхідних процесів і сигналів; 
)}(),...,(),({)()( 21 tytytytYty m  
- для реакцій; 
)}(),...,(),({)()( 21 ttttНt k  
- для завад. 
Характер перетворень діючих процесів і сигналів, вид реакцій 
на них визначається властивостями системи (структурою, початко-
вим станом, кількістю елементів та їхніми параметрами тощо), які в 
загальному випадку можемо виразити так званим системним опе-
ратором F . Цей оператор і відображає зв’язок між діями (корисні 
процеси )(tx  і завади )(t ) та реакціями )(ty  системи: 
                                              )]();([)( ttxFty .                                 (1.2) 
Оператор F  може включати операції інтегрування, додавання, 
задаватись ймовірнісною функцією, бу-
ти постійною величиною тощо. 
Для повного математичного опису 
системи окрім оператора F  слід вказа-
ти області xD  можливих вхідних та yD  
вихідних процесів (сигналів). У 
найпростішому випадку визначення цих 
областей зводиться до того, що 
встановлюється характер вхідних і вихідних процесів і сигналів, які 
можуть бути неперервними чи дискретними, детермінованими чи 
випадковими тощо. 
Таким чином, 
 математична модель системи - це опис (1.2) разом з до-
пустими областями xD  та yD . 
Графічно систему подають “чорною скринькою” (рис.1.3). 
►Приклад. Послідовний електричний коливальний контур 
збуджується гармонічним процесом )cos()( tXtx m . Реакція кон-
туру y(t) на таке збудження є розв’язком диференційного рівняння: 
   F 
Входи Виходи 
Завади 
Рисунок 1.3 - Узагальнена 
структура системи. 
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.)()(
)(
2
)( 2
рез
2
рез2
2
txty
dt
tdy
dt
tyd
 
Тоді,  
xD  – електрична напруга гармонічної форми з амплітудою mX , час-
тотою ω та початковою фазою ; 
yD  - електрична напруга на ємнісному елементі в усталеному 
режимі роботи контура, також гармонічна з параметрами CmU , ω та С; 
F  – оператор диференціювання, додавання, множення.  
                                                                                                                   ◙ 
►Приклад. Інтегруюча система, властивості якої визначаються 
імпульсною характеристикою tetg )( , збуджується прямокутним 
відеоімпульсом (рис. 1.1, б). Реакція системи на таке збудження 
обчислюється за інтегралом Дюамеля або згортки: 
t
dxtgty )()()( . 
Отже, у цьому разі: F  – операція згортки; xD  - неперервний 
відеоімпульс; yD  - неперервний процес довільної форми. 
                                                                                                                   ◙ 
►Приклад. Деяка система перетворює одновимірний аналоговий 
процес за таким законом: 
dttdxty /)(15)( . 
Тоді, системний оператор: 
dtdF /15 . Цьому виразу можна по-
ставити у відповідність структурну 
схему, що утворена каскадним 
з’єднанням ідеального підсилювача і 
диференціатора (рис. 1.4). 
                                                                                                                   ◙ 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Емпіричний та фізичний 
підходи до систематизованого 
 Слід запам’ятати: 
1. Визначення понять: мате-
матична модель системи, про-
y(t) x(t) 
15 d/dt  
Рисунок 1.4 - Функціональна 
схема системи. 
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вивчення систем, процесів і  си-
гналів є рівноцінними. 
2. Математична модель 
процесу і сигналу визначається 
як функціональною залежністю, 
так і певними параметрами, що 
відображають його властивості. 
3. Характер перетворень дій, 
вид реакцій на них визначається 
властивостями системи. 
4. Для повного математич-
ного опису системи крім сис-
темного оператора слід зазна-
чити області можливих вхідних 
та вихідних сигналів. 
 
          Треба вміти: 
1. Визначати поняття: мате-
матична модель системи, про-
цесу і сигналу, миттєве значен-
ня процесу і сигналу.  
2. Визначати основні пара-
метри гармонічного сигналу та  
прямокутного відеоімпульсу за 
їхніми математичними моделя-
ми. 
цесу і сигналу, миттєве значення 
процесу і сигналу.  
2. Основні чинники, що ви-
значають доцільність викорис-
тання математичних моделей 
під час дослідження систем, 
процесів і сигналів 
3. Повним описом процесу і 
сигналу є певна функціональна 
залежність, їхні основні параме-
три, область можливих значень 
функції та її аргументів. 
4. Основними параметрами  
гармонічного процесу чи сигналу 
є амплітуда, початкова фаза, ку-
това (або циклічна) частота, а 
прямокутного відеоімпульсу - 
максимальне значення mS  та 
тривалість імпульсу імпt . 
4. Математичні моделі: 
- гармонічного сигналу 
)cos()( 111 tSts m ; 
- прямокутного відеоімпульсу 
.0,,0
;0,
)(
імп
імп
2
ttt
ttS
ts
m
 
 
 
1.2 Класифікація систем  
Основні принципи класифікації. Будемо виходити з того, що 
система є об’єктом виконання функцій над процесами, як 
матеріальними носіями повідомлень, і враховувати: 
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 особливості, суттєві сторони математичних моделей сис-
тем; 
 співвідношення між розмірами системи та значенням дов-
жини хвилі, що відповідає максимальній робочій частоті в спек-
трі процесу чи сигналу; 
 форму подання характеру розвитку процесів і сигналів у 
часі та просторі. 
Так, беручи до уваги суттєві сторони математичних моделей, 
розрізняють стаціонарні та нестаціонарні системи, лінійні та 
нелінійні, детерміновані та випадкові (статистичні). 
 
Стаціонарні та нестаціонарні системи. 
 Система називається стаціонарною, якщо її вихідна 
реакція не залежить від того, в який момент часу 
прикладається дія. 
Системний оператор F  такої системи не є функцією часової 
змінної t . Якщо )(tx  є причиною )(ty , то в стаціонарній системі 
реакції )( 0tty  відповідає дія )( 0ttx  для будь-якого значення 0t , 
що вказує на момент прикладання дії. Відповідно до (1.2) 
                                )}.({)( 00 ttxFtty                               (1.3) 
Таким чином, якщо )(tx  та )(ty  задовольняють (1.2), то для 
стаціонарної або інакше інваріантної в часі системи для )( 0ttx  
та )( 0tty  є справедливим (1.3). 
Параметри всіх елементів стаціонарної системи не змінюються 
в часі. Це системи з постійними параметрами.  
Якщо ж інваріантність властивостей системи відносно моменту 
прикладання дії не задовольняється (відсутня), то її називають 
нестаціонарною чи системою із змінними в часі параметрами. 
Оператор F  такої системи є функцією часу: )(tFF . 
 
►Приклад. Система характеризується співвідношенням: 
)()( tx
dt
d
ty . 
Тоді для діючого процесу )( 0ttx  маємо: 
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.)()(
)(
)()()( 00
0
11
11
01
0 ttyttx
ttd
d
tytx
dt
d
dtdt
ttt
ttx
dt
d
 
Умова стаціонарності (1.3) виповнюється, значить така система є 
стаціонарною з незалежним від 0t  оператором 1// dtddtdF .  
Отже, для стаціонарної системи оператор F не є функцією часу, хо-
ча може містити операції інтегрування та диференціювання відносно 
часової змінної. 
                                                                                                                   ◙ 
►Приклад. Математична модель системи: )()( tx
dt
d
tty . 
Для дії )( 0ttx  реакція 
.)()(
)(
)()()( 11
01
0100 tytx
ttd
d
ttttx
dt
d
ttty

  
Для інваріантної системи )()( 1
1
11 tx
dt
d
tty . 
Отже, система є нестаціонарною. Це підтверджується залежністю від 
часової змінної t оператора системи )(tf
dt
d
tF . 
                                                                                                                   ◙ 
Зазначимо, що система вважається нестаціонарною, якщо па-
раметр хоча б одного з її елементів змінюється в часі. 
Передбачається, що така зміна може бути зумовлена 
цілеспрямованими діями (операціями), факторами або завадами, що 
також можливо. У першому випадку, керована зміна 
використовується для реалізації різноманітних перетворень процесів 
і сигналів (наприклад, модуляції, множення частоти, параметричного 
підсилення), які знаходять практичне застосування, наприклад у 
радіотехнічних системах для передавання, обробки, збереження 
повідомлень. Прикладами подібних елементів є конденсатор змінної 
ємності, мембрана в електродинамічному мікрофоні тощо. 
Некерована зміна за рахунок впливу завад різної природи (хао-
тичний тепловий рух електронів у вузлах кришталевої решітки 
матеріалу, неоднорідність властивостей речовини, вплив одного ка-
налу системи зв’язку на інший тощо) можуть бути проаналізовані на 
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основі положень теорії ймовірностей із урахуванням статистичного 
характеру цих змін. 
Лінійні та нелінійні системи. Класифікація систем базується, 
зокрема, на тому, що різні системи по-різному ведуть себе при дії на 
них суми декількох процесів. 
Припустимо, що реакція системи на окремі дві незалежні дії 
)(1 tx  та )(2 tx – відповідно )(1 ty  та )(2 ty . 
 Система задовольняє принцип суперпозиції (накладан-
ня), отже, є лінійною, якщо вхідному сумарному збуд-
женню )()()( 2211 txatxatx  для всіх 2121 ,,, aaxx  
відповідає реакція виду )()()( 2211 tyatyaty , що є зва-
женою алгебраїчною сумою реакцій на кожну дію окре-
мо. 
У наведених співвідношеннях для реакції та дії 21, aa  – 
постійні величини. 
У загальному випадку діями та реакціями можуть бути будь-які 
змінні, що характеризують процеси в системі або її стан (наприклад, 
електричні напруга і струм).  
Таким чином, відповідно до принципу суперпозиції 
 реакція лінійної системи на суму незалежних дій дорівнює 
алгебраїчній сумі реакцій на кожну дію окремо. 
 
►Приклад. Деяка система (рис. 1.5) виконує обробку вхідного процесу 
за законом: )()()( txa
dt
d
ty . 
Визначити чи є така система лінійною? 
Якщо ),()()()( 111 txa
dt
d
tytx  ),()()( 222 txa
dt
d
tyx  то 
згідно з принципом суперпозиції 
))(()(
)()()(
21
21
xxa
dt
d
ty
txtxtx
 
.)()( 2121 yyxa
dt
d
xa
dt
d
 
y(t) 
dtd /
 
+ 
Х а 
x(t) 
Рисунок 1.5 – Структурна 
схема лінійної системи. 
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Отже, система лінійна, а диференціювання, додавання, множення на 
постійне число є лінійними операціями. 
                                                                                                                   ◙ 
Таким чином, оператор зв’язку F  між реакціями та діями ліній-
них об’єктів є лінійним. Більше того, на відміну від нелінійних він не 
залежить від рівнів (значень) змінних (в тому числі реакцій та дій), 
що визначають процеси в об’єкті (коло, система, елемент). 
Принцип суперпозиції означає також, що під час дослідження 
лінійних систем будь-який процес можна розглядати як суму складо-
вих, відповідний вибір яких забезпечує, з одного боку, ефективність 
процедури дослідження, з іншого – оцінку властивостей системи че-
рез зміни процесів, які вони виконують. 
Зміни процесів і сигналів поділяють на перетворення та 
спотворення. 
 Перетворення - це зміни процесів і сигналів у системі, 
що є бажаними і відповідають її функціональному при-
значенню. 
Такі зміни не пов’язані зі спотворенням інформації. Якщо зміни 
ведуть до втрат інформації, то їх називають спотвореннями. 
 
►Приклад. 
Припустимо, що діючий процес є гармонічним: tXtx m 0cos)( . 
Реакція лінійної стаціонарної системи з оператором const0FF  
tYtXFtxFty mm 0000 coscos)()(   
є також гармонічною тієї ж частоти 0 , але з іншою амплітудою 
mm XFY 0 . 
                                                                                                                 ◙ 
Очевидно, що при розкладанні процесу чи сигналу довільної 
форми, який діє на лінійну стаціонарну систему, на суму гармоніч-
них складових згідно з принципом суперпозиції її реакція буде скла-
датись також із гармонічних складових із тими самими частота-
ми. Вважається, що лінійна стаціонарна ситема не змінює 
гармонічного спектра дії. 
Зазначимо, що принцип суперпозиції та наслідки, які виплива-
ють з нього, виконуються для лінійних як стаціонарних, так і 
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нестаціонарних систем, тобто систем як із постійними, так і змінними 
в часі параметрами. 
►Приклад. Деяка система характеризується співвідношенням: 
)()( tx
dt
d
tty . 
Раніше було встановлено, що вона відноситься до класу 
нестаціонарних систем. У той же час така система є лінійною, оскільки 
для неї виконується принцип суперпозиції: 
212121 )( yyx
dt
d
tx
dt
d
txx
dt
d
t . 
                                                                                                                   ◙ 
Лінійні нестаціонарні системи ще називають параметрични-
ми. Такі системи, на відміну від лінійних стаціонарних, змінюють 
(трансформують) гармонічний спектр діючих процесів і сигналів. 
►Приклад.Розглянемо параметричну систему з системним опе-
ратором tFFtFF 10 cos)( . 
Реакція на вказану раніше гармонічну дію 
tYtYtY
ttFXtXF
ttFXtXFtXtFFty
mmm
mm
mmm
)cos()cos(cos
))cos()(cos(
2
1
cos
coscoscoscos)cos()(
010100
010100
0100010
 
містить нові гармонічні складові із частотами 01  і 01 . Подібні 
зміни процесів і сигналів називають перетворенням частоти, що зу-
мовлено появою в реакції складової з проміжною частотою 
01пч . 
                                                                                                                   ◙ 
 Системи, властивості яких не задовольняють принцип 
суперпозиції, називаються нелінійними. 
►Приклад. Реакція та дія ідеального квадратора задовольняють 
таке співвідношення: )()( 2 txty . 
Дія на його вході суми 
21 xx  процесів на виході спричинює реакцію 
,2)()(
2
221
2
1
2
21 xxxxxxty  
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замість 21
2
2
2
1 yyxx  відповідно до принципу суперпозиції. 
Наявність складової 212 xx  вказує на те, що ця система є нелінійною. 
                                                                                                                   ◙ 
Характерною ознакою нелінійних систем є залежність її пара-
метрів та параметрів елементів системи від рівнів процесів, що в них 
протікають. При математичному описі таких систем отримують опе-
ратор F, що є функцією рівнів (амплітудних значень) процесів. Іншою 
важливою властивістю нелінійних систем є перетворення гармоніч-
них спектрів. 
►Приклад. Реакція на гармонічну дію нелінійної системи з опера-
тором  axFxFF 0)(  дорівнює 
t
aXaX
tXFtaXtXF
taXtXFtxtaxFty
mm
mmm
mm
0
22
000
2
00
0
22
000
2cos
22
cos)2cos1(
2
1
cos
coscos)())(()(
 
і містить постійну та дві гармонічні складові з частотами ω0 та 2ω0. Дві 
спектральні складові відсутні у діючому процесі, що є підтвердженням 
перетворення спектра. 
Операція, за якої змінна величина перетворюється у постійну, нази-
вається випрямленням, а пристрої, що виконують таку операцію, – випря-
млячами. Пристрої зміни частоти називають помножувачами. 
                                                                                                                 ◙ 
З погляду перетворення гармонічних спектрів потрібно підкре-
слити принципову відмінність між параметричними системами та не-
лінійними стаціонарними. Структура спектра на виході нелінійної 
стаціонарної системи, залежить не тільки від форми дії, а і від її ам-
плітудного значення. А от у параметричній системі струкрура спект-
ра реакції не залежить від амплітудного значення діючого процесу. 
Системи із зосередженими та розподіленими параметра-
ми. Передача процесів і сигналів у будь-якій реальній системі здійс-
нюється з кінцевою швидкістю, яка є швидкістю поширення електро-
магнітних хвиль, що в свою чергу дорівнює швидкості світла. 
Процеси, як матеріальні носії інформації, в більшості випадків є 
физичними явищами, що розвиваються як у часі, так і просторі. Це 
означає, що параметри системи в цілому та її елементів, зокрема, 
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будуть для одного й того ж моменту часу різними в різних точках. 
Кажуть, що вони є розподіленими вздовж просторової координати. 
 Системи, характерною ознакою яких є розвиток процесів 
і сигналів у них як у просторі, так і у часі, називаються 
системами із розподіленими параметрами. 
У випадках, коли процеси, що відбуваються в системі, можуть 
описуватися функцією однієї змінної (часу чи просторової координа-
ти), йдеться про системи із зосередженими параметрами. Таке 
можливе, коли характерний розмір системи (наприклад, найбільша 
довжина з’єднувального дроту або друкованої доріжки) значно мен-
ше довжини хвилі процесів, які обробляються системою. Тоді час 
cdt /p , необхідний для поширення хвилі вздовж системи, набага-
то менше характерного часу протікання процесів у ній. 
Властивості систем із зосередженими параметрами не зале-
жать від довжини з’єднувальних провідників, а властивості її 
елементів відображаються залежностями між змінними, які характе-
ризують їх стан у часі відносно полюсів, за допомогою яких вони 
з’єднуються. Вважається, що будь-яке коливання змінних у часі для 
таких систем передається вздовж элемента практично миттєво. 
Нехай електричний струм tIti m cos)(  проходить через двох-
полюсник довжиною d. За кінцевої швидкості поширення зарядів від 
вивода 1 двополюсника до 2  в будь-який момент часу 
)()()( 012 tititi , де 0t  - час проходження зарядів по елементу. Для 
системи із зосередженими параметрами такий час 0t =0, а складова 
0)( 0ti . Тоді )()(: 12 titit . Тоді fTt /10  або ,/0 fcTcct  
де c  – швидкість світла, а T  – період гармонічного струму. Врахо-
вуючи, що c0 /; fcdct , для системи із зосередженими пара-
метрами маємо: .cd  
У радіотехніці зосереджені системи, як моделі реальних 
об’єктів, застосовуються до робочих частот у декілька сотен мега-
герц, а іх аналіз здійснюється на основі законів Кірхгофа. У надвисо-
кому частотному діапазоні розміри пристроїв того ж порядку, що і 
довжина хвилі c . За таких умов необхідно враховувати кінцевий 
час поширення коливань вздовж елементів системи і розгдядати їх 
як системи з розподіленими параметрами.  
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►Приклад. Максимальна робоча частота для каналів телефонного 
зв’язку кГц5,3maxf . Довжина хвилі, яка відповідає цій частоті, 
км100c . Тоді, очевидно, що такі елементи каналу як підсилювачі, 
мікрофони, фільтри тощо, потрібно розглядати як системи із зосередже-
ними параметрами. В той же час кабельні мережі каналу, довжина яких 
може перевищувати 100 км, вважаються системами із розподіленими 
параметрами. 
                                                                                                                   ◙ 
Детерміновані та стохастичні системи. Властивості кожної 
системи визначаються цілим рядом факторів, головними серед яких 
є структура системи та властивості її елементів. Як і система в 
цілому, так і її оремий елемент характеризується одним чи 
сукупністю параметрів, які фактично і визначають реакцію системи 
на корисні дії. Зрозуміло, що на вид реакції впливають не тільки 
корисні дії, а і стан системи в момент їх прикладання, небажані або 
дестабілізуючі фактори тощо. Можна очікувати, що навіть за однієї і 
тієї самої дії реакція конкретної системи в окремому досліді будуть 
відрізнятися. Більше того, така відмінність реакцій (результатів 
досліду) не може бути передбачена чи визначена завчасно. Ось така 
“невизначеність”, неоднозначність або випадковість і є характерною 
ознакою стохастичних (недетермінованих) систем. Дуже часто такі 
системи називають системами з випадковими параметрами, 
підкреслюючи той факт, що їх параметри є випадковими величинами 
чи випадковими функціями. 
 Будь-яка система називається недетермінованою чи 
стохастичною, якщо заданій дії на неї може відповідати 
декілька можливих реакцій, але яка конкретно однознач-
но вказати неможливо. 
Кажуть, що ймовірність появи однієї з можливих реакцій 
стохастичної системи менша за одиницю. 
 Якщо кожному вхідному процесу чи сигналу )(tx  
відповідає єдиний, і ніякий інший, вихідний процес чи 
сигнал )(ty , то система називається детермінованою. 
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Розглянуті раніше системи є прикладами детермінованих або 
нестохастичних систем. Слід пам’ятати, що реакція детермінованої 
системи на випадкову дію носить також випадковий характер. 
Стохастичним системам властиві ряд специфічних ознак, які 
потрібно враховувати на етапах проектування та виготовлення. На-
приклад, стохастична система, яка за номінальних значень 
параметрів є стійкою, у випадку їх значного відхилення може стати 
нестійкою. В той же час використання високоточних елементів в 
системі може значно збільшити її собівартість. 
Зазначимо, що як стохастичні так і детерміновані системи є 
моделями реальних систем, у тому числі і інформаційних. 
►Приклад. Реакція )(ty і дія )(tx  системи задовольняють таке 
функціональне співвідношення: ),()()( tntxrty де r  - випадковий па-
раметр, )(tn  - випадковий процес, зокрема адитивна завада, що 
накладається на корисний процес. Така стохастична модель характерна 
для каналів зв’язку із загальним замиранням. 
                                                                                                                   ◙ 
►Приклад. Диференціальне рівняння з випадковими коефіцієнтами 
,)()())((...
)(
))((
)(
))(( 001-
1-
1-1- txtyrta
dt
tyd
rta
dt
tyd
rta
n
n
nnn
n
nn  
де )(ty  - детермінована чи випадкова функція; )(...,),(),( 01- tatata nn  - 
детерміновані функції; 01- ...,,, rrr nn  - випадкові коефіцієнти, описує 
процеси у вузлах та пристроях різних за фізичною природою каналів 
зв’язку, наприклад, штучної повітряної лінії чи кабельної штучної лінії. 
                                                                                                                   ◙ 
Неперервні (аналогові), дискретні та цифрові системи. Та-
кий розподіл реальних систем є результатом застосування різних 
форм відображення характеру розвитку процесу і сигналу: 
неперервної, дискретної та цифрової, кожній з яких можна поставити 
у відповідність аналогову, дискретну та цифрову системи.  
Отже, аналоговою є система обробки неперервних процесів і 
сигналів. Системний оператор такої системи в загальному випадку є 
алгебро-інтегро-диференційним відносно неперервного аргументу. 
Зазначимо, що обробка неперервних процесів і сигналів аналогови-
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ми системами не потребує додаткових перетворень, які є 
обов'язковими, як для дискретних, так і цифрових систем. Так, об-
робка неперервних процесів дискретними системами неможлива без 
реалізації операції дискретизації в часі та зворотної операції по-
новлення.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 1.6 – Системи, процеси та їхні перетворення. 
 
Використання цифрових систем потребує додаткових перетво-
рень: квантування і кодування цифрами та декодування і 
відтворення аналогового процесу чи сигналу (цифро-аналогове 
перетворення, рис. 1.6). Практична реалізіція вказаних додаткових 
перетворень пов’язана з вирішенням ряду нових, не характерних 
для аналогових систем, завдань: вибір кроку квантування за рівнем 
та кількості розрядів коду, вибір частоти дискретизації тощо.  
На відміну від аналогових процеси в дискретних та цифрових 
системах описуються різницевими рівняннями, які є особливою 
формою диференційних рівнянь. 
Найчастіше використовуються кінцеві різниці першого, другого, 
третього і більших порядків. 
Так, наприклад, для функції )(tx  
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      (1.4) 
- кінцева  різниця першого порядку; 
              
t
kxkx
dt
tdx
t
kxkx
kx
t
]1[][
lim
)(]1[][
][
02
2
2           (1.5) 
- кінцева різниця другого порядку тощо. В (1.4) і (1.5) через ][kx  
позначено відлік функції )(tx в момент часу ,kt  а через t  - крок 
дискретизації . 
►Приклад. Отримати різницеве рівняння, що відповідає лінійному 
диференційному рівнянню з постійними коефіцієнтами  
,)()(
)(
01 txtya
dt
tdy
a  
яке, як відомо, описує властивості лінійної динамічної системи першого  
порядку. 
Відповідно до диференційного рівняння та згідно з (1.4) маємо 
.][][
]1[][
][][ 0101 kxkya
t
kyky
akyakya  
Прості перетворення дають шукане різницеве рівняння 
][]1[][)( 00
1 kxky
t
a
kya
t
a
, 
яке і є математичною моделлю дискретної (цифрової) лінійної 
інваріантної в часі системи. 
Реакція такої системи в будь-який дискретний момент часу є 
розв’язком різницевого рівняння: 
.)/(]}1[][{][ 0
0 a
t
a
ky
t
a
kxky  
                                                                                                                   ◙ 
У загальному випадку алгоритм роботи лінійної дискретної сис-
теми математично описується наступним різницевим рівнянням: 
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де, як і коефіцієнти, так і відлікові значення дії та реакції можуть бути 
величинами дійсними, комплексними, детермінованими чи випадко-
вими. Стаціонарна система характеризується постійними, а 
нестаціонарна – змінними в часі коефіцієнтами. 
►Приклад. Лінійна стаціонарна дискретна система описується 
різницевим рівнянням 
].[]1[8,0][ kxkyky  
Вхідний процес системи 
.0,0
;0,1
][
k
k
kx  
Початкове значення реакції .0]1[y Визначити перших три 
відлікових значення реакції? 
Згідно з (1.6) маємо: 
.64,008,08,0]2[]1[8,0]2[
;8,008,0]1[]0[8,0]1[
;110]0[]1[8,0]0[
xyy
xyy
xyy
 
Вхідний та вихідний процеси є дійсними. 
                                                                                                                   ◙ 
Якщо алгоритм (1.6) роботи дискретної системи реалізується 
на аналогових елементах (наприклад, лінія затримки, операційний 
підсилювач тощо), то для такої системи будут характерні недоліки 
аналогової. 
Цифрова система є сукупністю програмних та апаратурних 
засобів цифрової обробки процесів і сигналів. У такій системі дія та 
реакція є цифровими, так що в її пристроях циркулюють тільки коди.  
Основними перевагами цифрових систем перед аналоговими 
та дискретними на аналогових елементах є: висока стабільність по 
відношенню до дії дестабілізуючих факторів (температура, вологість 
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тощо); висока точність обробки процесів і сигналів та можливість її 
ефективного контролю (принципово точність цифрових пристроїв 
обмежується характеристиками АЦП та ЦАП, що використовуються). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Поділ на стаціонарні та не-
стаціонарні системи грунту-ється 
на тому, чи є системні оператори 
функцією часової змінної. 
2. Параметри всіх елементів 
стаціонарної системи не зале-
жать від часової змінної, а 
нестаціонарної - змінюється в 
часі параметр хоча б одного з її 
елементів.  
3. Різні системи по-різному 
ведуть себе у разі дії на них су-
ми кількох сигналів. Реакція тіль-
ки лінійної системи на суму не-
залежних дій дорівнює алгебраї-
чній сумі реакцій на кожну дію 
окремо. 
4. Задовольняють принципу 
суперпозиції та наслідки, які ви-
пливають з нього, лінійні як з по-
стійними, так і змінними в часі 
параметрами.  
5. Структура спектра на ви-
ході нелінійної стаціонарної сис-
теми залежить не тільки від фо-
рми діючого сигналу, а й від його 
максимального значення. У лі-
нійнній стаціонарній системі 
структура спектра реакції не за-
лежить від цього значення. 
Слід запам’ятати: 
1. Визначення систем: стаціо-
нарної та нестаціонарної, ліній-
ної та нелінійної, детер-
мінованої та стохастичної, ана-
логової, дискретної та цифрової.  
2. Формулювання принципу 
суперпозиції. 
3. Оператор зв’язку між реак-
ціями та діями лінійних об’єктів є 
лінійним.  
4. Перетворення та спотво-
рення – це певні зміни процесів і 
сигналів.  
5. Лінійна стаціонарна сис-
тема не змінює гармонічний 
спектр дії.  
6. Аналіз електричних систем 
із зосередженими параметрами 
здійснюють на основі законів 
Кірхгофа. Основою теоретичного 
дослідження систем із 
розподіленими параметрами є 
закони електромагнітного поля. 
8. Максимальна робоча часто-
та для каналів телефонного 
зв’язку становить 
кГц5,3maxf . 
9. Математичну модель ліній-
ної дискретної системи: 
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6. Характерною ознакою не-
лінійних систем є залежність її 
параметрів від рівнів процесів, 
що в них відбуваються.  
7. Зосереджені системи та 
системи із розподіленими пара-
метрами є моделями реальних 
систем залежно від співвідно-
шення між їхніми розмірами та 
значенням довжини хвилі, що 
визначається максимальною ча-
стотою в спектрі оброблюваного 
сигналу. 
8. Оброблення неперервних 
сигналів цифровими системами 
потребує цифро-аналового пе-
ретворення. 
.][][][
1
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1
1
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i
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j ikxjkyky  
               Треба вміти: 
1. Визначати тип системи за 
математичною моделлю.  
2. Визначати гармонічний 
спектр реакції за системним 
оператором.  
3. Записати різницеве рів-
няння лінійної динамічної систе-
ми на основі її диферен-ційного 
рівняння. 
4. Обчислювати відлікові зна-
чення реакції лінійної дискретної 
системи. 
 
 
1.3 Класифікація процесів  
і сигналів 
 
      ринципи класифікації. Основою класифікації процесів є 
три основних принципи, кожний з яких грунтується на 
 виділенні істотних властивостей математичних моделей 
процесів і сигналів; 
 можливості точно передбачити миттєві значення процесу 
чи сигналу в будь-які моменти часу або однозначно визна-
чити значення його параметрів; 
 характері розвитку в часі (в необхідних випадках і просто-
рі) фізичного явища, що є матеріальним носієм інформації. 
Згідно з першим принципом розрізняють одновимірні й бага-
товимірні, періодичні й неперіодичні, дійсні та комплексні про-
цеси і сигнали, з другим – детерміновані й випадкові, з третім – 
неперервні, дискретні та цифрові процеси і сигнали. 
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Дійсні та комлексні процеси і сигнали. Миттєві значення 
процесу чи сигналу (функціональні залежності, що їх описують) мо-
жуть бути як дійсними, так і комплексними величинами. Отже, 
йдеться про дійсні та комплексні моделі. У деяких випадках один і 
той самий процес чи сигнал можна описувати як дійсною, так і ком-
плексною функціями. Використання того чи іншого способу залежить 
від математичної доцільності. Так, струм генератора гармонічних ко-
ливань можна описати дійсною )cos()( im tIti  та комплексною 
tj
meIti )(  моделями. Проте деякі процеси і сигнали можна опису-
вати тільки з використанням комплексних функцій дійсного аргумен-
ту. 
 Комплексними є процеси і сигнали, математична модель 
яких задається у вигляді комплексної функції дійсного 
аргументу. 
Для зображення процесів і сигналів у комлексній формі в інже-
нерній практиці широко застосують перетворення Гільберта. Згі-
дно з цим перетворенням будь-якому дійсному процесу (сигнал) )(ts  
може відповідати комплексний процес (сигнал): 
       ,)(~)()()(~)()(
)(
)(~
arctg
22)( ts
ts
j
tj
m etstsetStsjtstz     (1.7) 
де дійсний )(ts  та спряжений йому процес (сигнал) )(~ ts  задоволь-
няють перетворенню Гільберта: 
                     .
)(~1
)(;
)(1
)(~ d
t
s
tsd
t
s
ts              (1.8) 
Процес (сигнал) )(tz  називається аналітичним, а його мо-
дуль 
                                )(~)()()( 22 tststztSm                          (1.9) 
та аргумент 
                                      )](/)(~arctg[)( tstst                                   (1.10) 
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відповідно обвідною та повною фазою довільного дійсного проце-
су (сигналу) )(ts . 
Похідна від повної фази за часом 
                          
)(~)(
)(~)()()(~
)(
)(~
arctg)(
22 tsts
tstststs
ts
ts
dt
d
t                (1.11) 
є миттєвою частотою процесу (сигналу) )(ts . 
На комплексній площині аналітич-
ний процес і сигнал зображуються раді-
усом-вектором, довжина якого є моду-
лем аналітичного процесу чи сигналу, а 
кут нахилу до дійсної осі – його аргумен-
том. Як модуль, так і кут нахилу радіус-
вектора є функцією часової змінної. У 
цьому разі проекція вектора на дійсну 
вісь дає миттєве значення процесу чи 
сигналу )(ts , а на уявну вісь – спряжено-
го )(~ ts  (рис. 1.7).  
Неважко встановити, що гармонічному процесу в косинусній 
формі tts cos)(1  відповідає спряжений процес )(sin)(
~
1 tsignts , 
а в синусній - )(~sin)( 22 tstts  )(cos tsign , де функція 
)(sign  є знаковою і додатною для всіх значень 0  та від’ємною, 
коли .0  
►Приклад. Гармонічному процесу )cos()( 0 sm tSts  
відповідає спряжений )sin()(~ 0 sm tSts . Обвідна заданого дійсного 
початкового гармонічного процесу )()( tztSm mStsts )(
~)( 22  є 
сталою і дорівнює його амплітуді. Повна фаза 
sttstst 0)](/)(
~[arctg)( , а миттєва частота 0)(t . 
Отримані за перетворенням Гільберта значення обвідної, повної фази 
та миттєвої частоти збігаються з параметрами комплексних миттєвих 
значень гармонічних коливань, які грунтуються на понятті “комплексна 
амплітуда”. Справді, гармонічному процесу )cos()( s0tSts m  відпо-
відає аналітичний процес  
,)sin()cos()()(~)()( 000
tj
msmsm eStjSttStsjtstz  
~ 
t 
j 
s(t) 
Рисунок 1.7 – Геометрична 
інтерпретація  
аналітичного сигналу. 
Sm (t) 
ψ (t) 
s(t) 
0 
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де )(0 tseS
tj
m  і є комплексне миттєве значення заданого гармонічно-
го процесу. 
 Комплексне миттєве значення гармонічного процесу чи 
сигналу (його символічне зображення) є окремим випад-
ком комплексного зображення на основі перетворення 
Гільберта, справедливого для будь-яких негармонічних 
процесів і сигналів. 
                                                                                                                       ◙ 
Одно- та багатовимірні процеси і сигнали. Типовими прик-
ладами одновимірного процесу є зміна температури повітря, напри-
клад, в аудиторії, напруги на виході підсилювача, потоку рідини в си-
стемі водозабезпечення тощо. Характерною особливостю таких 
процесів є те, що всі вони описуються однією функцією часу. Ці про-
цеси називають одновимірними. 
Багатовимірний процес чи сигнал )}(),.....(),({)( 21 tstststs n  
є сукупністю одновимірних )(),.....(),( 21 tststs n . Ціле число n назива-
ють розмірністю такого процесу і сигналу. Важливо зазначити, що 
багатовимірний процес і сигнал є упорядкованою сукупністю одно-
вимірних, тобто багатовимірні процеси і сигнали з різним порядком 
слідування компонентів - різні. Зокрема, },{},{ 1221 iiii . Поняття “ба-
гатовимірний процес чи сигнал” доцільно застосовувати тоді, коли 
системи аналізуються машинними методами за допомогою 
комп’ютера. 
 
 
 
 
 
Рисунок 1.8 - Біполярний транзистор (а) та відповідні 
багатовимірні сигнали (б). 
 
Е 
Б 
К 
VT uEK 
uБK 
uEБ 
i1(t) = { iE ,  iБ ,  iК }; 
u1(t) = { uEБ ,  uБK ,  uEK }; 
i2(t) = { iБ ,  iЕ ,  iК }. 
 
         а                                                          б  
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Проілюструвати це поняття можна на прикладі системи струмів 
та напруг на виводах біполярного транзистора (рис. 1.8). Певною мі-
рою багатовимірним відносно реалізацій є випадковий процес. 
Періодичні і неперіодичні процеси і сигнали. Такі процеси і 
сигнали дуже поширені при дослідженні інформаційних систем. 
 Періодичним у часі називається нескінченно подовже-
ний процес чи сигнал, миттєві значення якого повторю-
ються через однаковий проміжок часу.  
Співвідношення 
                                  tTtsts ),()(                                    (1.12)  
є умовою періодичності довільного процесу чи сигналу )(ts . Сим-
вол t  означає справедливість умови для всіх допустимих значень 
часової змінної t (рис. 1.9). Найменшу сталу величину T, що задово-
льняє умову (1.12), називають періодом процесу і сигналу, а вели-
чину f=1/T, обернену періоду, яка відповідає числу періодів за оди-
ницю часу – циклічною частотою. 
У системі СI циклічна частота виражається в герцах: [1Гц=1/с]. 
На практиці застосовують також кратні одиниці виміру частоти: кіло-
герц (кГц), мегагерц ( МГц) і гігагерц (ГГц). 
 
 
 
 
 
 
 
Рисунок 1.9 – Приклади періодичних процесів і сигналів: 
а – періодична послідовність імпульсів; б – процес типу “меандр”. 
 
►Приклад. Гармонічний процес і сигнал. Це один із важливих, з 
практичного погляду, представників періодичних процесів і сигналів, 
для яких математична модель задовольняє умову періодичності (1.12) і 
подається у синусній або косинусній формах: 
)cos()( 111 tSts m ; )sin()( 222 tSts m , 
Sm 
 T  t 
s(t) 
 tімп 
          а                                                   б    
0 T t 
Sm 
s(t) 
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де mS  - амплітудне (максимальне) значення,  - кутова частота 
рад/с,/2 T , f - циклічна частота Гц,/1 Tf ; 21,  - по-
чаткова фаза. Кутова частота дорівнює швидкості зміни в часі фази (ар-
гументу) гармонічної функції і є основним атрибутом тільки гармоніч-
ного коливання. 
 
 
 
 
 
 
 
 
Рисунок 1.10 - До визначення початкової фази гармонічного  
коливання: а - косинусна форма; б – синусна форма. 
Для косинусної форми початкова фаза 1 - абсциса відстані від осі 
ординат до найближчого додатного максимуму. Якщо цей максимум ро-
зміщується праворуч від осі ординат, то початкова фаза 01 , якщо 
ліворуч, то 01 . На рис. 1.10, а початкова фаза 01 .  
Якщо процес чи сигнал описується синусною функцією, то початко-
ва фаза 2  - абсциса найближчої точки перетину з віссю абсцис графіка 
функції при його переході з від’ємної напівхвилі до додатної. Значення 
абсциси, а отже, початкової фази вважаюєть додатним, коли така точка 
розміщується ліворуч від осі ординат, і від'ємним – якщо праворуч. Для 
гармонічного коливання, зображеного на рис. 1.10, б, 02 . 
Різницю початкових фаз двох гармонічних коливань називають зсу-
вом фаз і, як правило, позначають через φ. Якщо φ= 2  - 1 > 0, то вва-
жають, що друге коливання випереджає перше або перше відстає від 
другого на φ градусів чи радіан. 
Для φ=0 - процеси чи сигнали називають син-
фазними; коли φ= + 900  чи - 900, вони знаходять-
ся у квадратурі, а якщо  φ= 1800 - у протифазі. 
                                                                             ◙ 
►Приклад. Постійний процес і сигнал 
(рис. 1.11). Єдиний параметр постійного процесу і 
сигналу – амплітуда А є величиною сталою і ві-
дображає його миттєві значення у будь-який момент часу. Постійний 
 ωt 
а 
)(1 ts  
1  
0  ωt 
б 
)(2 ts
 
2  
0 
t 
A 
s(t) 
Рисунок 1.11 – 
Постійний процес. 
0 
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процес і сигнал можна вважати різновидом періодичного процесу і сиг-
налу нескінченного періоду чи нульової частоти. 
                                                                                                                   ◙ 
Періодичні, як і нескінченно подовжені в часі, процеси і сигнали 
певною мірою є ідеалізацією реальних, які характеризуються скін-
ченною тривалістю. Тому вони не є періодичними. 
Процес і сигнал вважають неперіодичним, якщо умова (1.12) 
для мате-матичної моделі такого процесу не виконується. Різнови-
дом неперіодичних процесів і сигналів є імпульсні. 
 Процес чи сигнал називається імпульсним, якщо його 
миттєві значення досить малі за межами деякого часо-
вого інтервалу - тривалості імпульсу. 
Отже, імпульсні процеси і сигнали існують лише в межах пев-
ним чином визначеного проміжку часу. Інакше кажучи, миттєві зна-
чення таких процесів і сигналів дуже малі в будь-якій точці часової 
осі, за винятком її деякої скінченної області.  
Серед імпульсних процесів і сигналів особливе місце належить 
відео- та радіоімпульсам. 
 
 
 
 
 
Рисунок 1.12 - Види відеоімпульсів: а - прямокутний; б - трикутний; 
в - трапецієподібний; г - імпульс Гауса; д – експонентний. 
Відео- та радіоімпульси. Характерною особливістю відео-
імпульсів є іхній порівняно повільний розвиток як у часі, так і просто-
рі. Внаслідок цього спектри відеоімпульсів містять низькочастотні 
(НЧ) складові. Відеоімпульси, відповідають можливостям органів 
чуття людини, які можуть реагувати на досить повільну зміну стану 
подразників. Так, органи слуху реагують на подразнення з частотою 
від 20 Гц до 20 кГц, зору – одиниці мегагерц. 
Математичні моделі відеоімпульсів графічно зображують у фо-
рмі прямокутника, трапеції, тощо (рис. 1.12). Тому розрізняють від-
повідно прямокутний, трапецієподібний імпульси.  
t 
  а                  б                     в                          г                       д   
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Якщо поза межами тривалості імпульсу його миттєві значення 
дорівнюють нулю, то такий процес описується фінітною функцією 
(рис. 1.12, а - в). 
У деяких випадках відеоімпульс передається безпосередньо по 
каналу зв'язку, а в інших - він попередньо перетворюється в високо-
частотне коливання, як правило, гармонічної форми з миттєвими 
значеннями, що змінюються в часі за 
законом відеоімпульсу.  
Якщо )(в ts  – математична модель 
відеоімпульсу, то радіоімпульс, що йо-
му відповідає, описується функцією 
)cos()()( ВЧВЧвp ttsts . Тоді )(в ts  
називають обвідною радіо-імпульсу, а 
)cos( ВЧВЧt  - його заповненням, 
частота якого maxВЧ  і ВЧ  - по-
чаткова фаза, де – max  є максимальною частотою в спектрі відеоі-
мпульсу. Слід зауважити, що на відміну від відеоімпульсу графік ра-
діоімпульсу (див. рис. 1.13) є симетричним відносно осі абсцис. 
Важливе значення в теоретичних дослідженнях систем 
відіграють одиничний ступінчастий та одиничний імпульсний 
процеси і сигнали. Насправді такі процеси і сигнали не існують, а 
визначаються як граничні форми інших і не відповідають повною 
мірою означенню імпульсних процесів і сигналів. 
►Приклад. Одиничний ступінчастий процес і сигнал. Матема-
тичну модель такого процесу і сигналу  
                             
0,1
;0,1чи5,0
;0,0
)(1)()(
t
t
t
ttts                 (1.13) 
записують з використанням функції Хевісайда або сигма-функції 
)(1)( tt . Його графічне зображення подано на рис. 1.14, а. Такий про-
цес можна отримати на виході джерела постійного струму чи напруги за 
його миттєвої комутації в момент часу t=0. 
 
t 
Рисунок 1.13 - Прямокутний 
радіоімпульс. 
обвідна 
заповнення 
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 Перехідна характеристика h(t) лінійної системи – це її реакція 
за нульових початкових умов на одиничний ступінчастий про-
цес чи сигнал.  
Отже, за умови, що  
).()}({)()()( thtFtyttx  
Для систем, які фізично реалізуються, перехідна характеристика 
h(t)=0 для всіх t < 0. Інакше кажучи, реакція зазначеної системи не може 
відбутися раніше моменту прикладання дії до неї. 
 
 
 
  
 
 
Рисунок 1.14 - Одиничний ступінчастий процес і сигнал (а) та його зсунута 
копія (б). 
Одиничний ступінчастий процес і сигнал )(t  можна розглядати як 
граничну форму, наприклад, дійсного експонентного процесу і сигналу 
tet
0
lim)(~  для всіх додатних значень часової змінної і за умови, 
що 0 . 
                                                                                                                 ◙ 
►Приклад. Одиничний імпульсний процес і сигнал, або дельта-
імпульс, аналітично описується функцією Дірака )(t , тому його ще на-
зивають імпульсом Дірака. Дельта-імпульс )(t  - це процес чи сигнал, 
миттєві значення якого дорівнюють нулю, якщо аргумент 0t , а і 
)(t , якщо 0t  (рис. 1.15, а).  
Слід зазначити, що наведений матаматичний опис не досить точний, 
тому важливо з’ясувати, для чого призначені такі імпульси.  
Одиничний імпульсний процес і сигнал характеризуються такими 
особливос-тями: 
 площа, обмежена графіком такого імпульсу, дорівнює одиниці, 
тобто  
1)( d ; 
t
 
1 
)(1)σ( tt  
а 
0t  
)( 0tt
 
б 
t 0 
1 
t 0 
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 інтеграл від добутку дельта-функції на деяку іншу дорівнює зна-
ченню цієї іншої функції для значення аргументу, що визнача-
ється моментом прикладання дельта-імпульсу: 
)0()()( fdf . 
Це рівняння відображає стробувальну, фільтрувальну чи пінцетну 
властивість імпульсу Дірака, або 
функції Дірака. 
Дельта-імпульс виду )()( tAts  
характеризується площею А: 
AdA )( . 
Зміщений вправо на величину t0  
дельта-імпульс (рис. 1.15, б) зображається математичною моделлю 
.,0
;,
)(
0
0
0 tt
tt
tt  
Відповідно до стробувальної властивості інтеграл 
)()()( 00 tfdtf , 
тобто дорівнює значенню функції f  для моменту часу, де зосереджений 
(прикладається) дельта-імпульс )( 0tt . 
 Отже, множення дельта-функції на довільну змінює площу 
функції Дірака, яка тепер визначається значенням довільної 
функції часового аргументу в момент прикладання дельта-
функції.  
Так, якщо площа імпульсу )( 0tt  - одиниця, то площа 
)()()()( 000 tttftttf  буде )( 0tf .  
Ще одне істотне зауваження: інтегрування добутку відповідно до 
стробувальної властивості дельта-функції дає відлікове (дискретне) 
значення )( 0tf  функції )(tf . 
У теорії систем, важливою математичною операцією є операція зго-
ртання двох функцій (процесів і сигналів, які описуються функціями), 
наприклад, )(1 tf  і )(2 tf : 
)(t
 
 
  а 
 t 0t
 
 
)( 0tt  
 б 
 t 
Рисунок 1.15 - Дельта - імпульс 
(а) та його зміщена копія (б). 
0 
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.)()()()()()( 212121
tt
dftfdtfftftf  
Якщо однією з цих функцій узяти функцію Дірака, то відповідно до 
стробувальної властивості операція згортки дає такий результат: 
).()()()()()()( tfdtfdtfttf
tt
 
 Згортання функції Дірака з будь-якою іншою функцією відтворює 
(поновлює) цю іншу функцію. 
                                                                                                                       ◙ 
►Приклад. Періодичну послідовність дельта-імпульсів аналітич-
но описують вибірковою функцією виду  
...)(...)()()()(п kTtTttiTtt
i
.  
Помножимо довільну неперервну функцію )(tf  на вибіркову. В 
результаті отримаємо також періодичну послідовність дельта-імпульсів 
із періодом Т, але кожен із них матиме іншу площу, яка дорівнює миттє-
вому значенню початкової функції в моменти відліку -kТ, …, -2Т, -Т, 0, 
Т, 2Т,…, kТ, … : 
.)()()()()()(
00
п
kk
kTtkTfkTttfttf  
Ця операція є операцією відліку значень неперервної функції в мо-
менти виникнення дельта-імпульсів. Її практична реалізація дає змогу 
подавати неперервне коливання сукупністю його відлікових (дискрет-
них) значень в моменти часу, визначених у певний спосіб. Таку опера-
цію називають дискретизацією в часі, а результат її застосування - дис-
кретним процесом чи сигналом. 
                                                                                                                 ◙ 
Розглянуті приклади хоча і розкривають особливі властивості 
одиничного імпульсного процесу і сигналу, проте не виявляють 
найголовнішу:  
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 реакцію лінійної системи на одиничний імпульсний про-
цес чи сигнал за умови, що її початкові запаси енергії 
дорівнюють нулю, називають імпульсною характерис-
тикою g(t) системи. 
Отже, якщо дія )()( ttx , то реакція )}({)( txFty  лінійної сис-
теми, що не збуджена попередньо і не має внутрішніх запасів енер-
гії, є її імпульсною характеристикою )}({)( tFtg .  
Імпульсну та перехідну характеристики часто називають часо-
вими характеристиками лінійної системи, які визначають її влас-
тивості у часовій області. 
Для систем, що фізично реалізуються, імпульсна характерис-
тика g(t)=0, коли t< 0.  
Між одиничними імпульсним та ступінчастим процесами і сиг-
налами існує взаємний однозначний зв’язок:  
.)()(;
)(
)( dt
dt
td
t
t
 
Модульовані процеси і сигнали. Як різновид неперіодичних 
процесів і сигналів модульовані є результатом їх перетворення, яке 
називають модуляцією. Модуляція, як і підсилення, фільтрація, 
множення частоти тощо, - один із видів перетворення процесів і сиг-
налів, які застосовують в системах передачі інформації. Це зумов-
лено рядом причин. 
 По-перше, процеси як носії інформації є низькочастотними ко-
ливаннями. З погляду ефективності, надійності систем та їхньої еко-
номічності слід орієнтуватися на роботу з високочастотними коли-
ваннями. Так, у разі використання для передавання повідомлень у 
вільному просторі високочастотних коливань істотно зменшуються їх 
загасання, вплив завад, а отже, і втрати інформації. З іншого боку, 
звичайне радіомовлення не можна було б здійснити на частотах кі-
лькох кілогерц через дуже великі розміри передавальних антен для 
генерування при цьому колосальної потужності. 
 По-друге, необхідність модуляції диктується вимогою забезпе-
чення високої пропускної здатності системи та її завадостійкості. Такі 
вимоги можна, зокрема, реалізувати у багатоканальній лінії зв’язку, 
яка забезпечує обслуговування групи незалежних користовучів. При 
цьому кожному користувачеві надається окремий канал (частотний 
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діапазон), що не перекривається іншими, а потім відповідними при-
строями на боці споживача із великої кількості повідомлень виділя-
ються необхідні.  
Практична реалізація цієї ідеї - організація передавання теле-
візійних програм різних компаній на багатьох каналах. Якщо ці про-
грами передавати безпосередньо без будь-яких перетворень, то во-
ни накладатимуться одна на одну і, як результат, відбуватиметься 
взаємний вплив та виникнення спотворень. 
Отже, щоб ефективно, надійно та економічно передавати 
інформацію потрібно перенести спектри низькочастотних (НЧ-) 
процесів і сигналів із низькочастотної в ділянку високих частот. 
Цьому і сприяє таке перетворення, як модуляція. 
У модуляції будь-якого виду в загальному випадку беруть 
участь дві величини. Одна з них містить усю інформацію, що пере-
дається, і є низькочастотним коливанням sм(t)=sНЧ(t), яке називають 
модулюючим (модулювальним) коливанням. Друга є додатковою 
величиною та високочастотним коливанням і називається носійним 
(модульованим) процесом чи сигналом. 
Якщо хоча б один із параметрів носійного (високочастотного) 
коливання змінюється під дією модулювального (низькочастотного), 
що є носієм інформації, то носійне коливання набуває нової власти-
вості – стає носієм інформації. Параметр модульованого коливання, 
в якому закладено інформацію, називають інформативним. 
 Модуляцією називають процес керування параметрами 
носійного коливання іншим.  
 Модуляція – це такий вид перетворення процесів і сиг-
налів, коли один із параметрів заданого процесу чи сиг-
налу  змінюється за законом іншого. 
Математична модель носійного коливання  
sнос(t)=f(t; a1, a2, a3,…, an)=sВЧ(t) 
є такою, що завжди можна виділити деяку сукупність параметрів {a1, 
a2, a3,…, an}, які визначають властивості цього коливання, зокрема, 
його форму.  
Як носійний можна застосовувати будь-який високочастотний 
процес: імпульсну послідовність, неперервне коливання довільної 
форми. Використовуючи як носійне імпульсні коливання (рис. 1.16, 
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а), можна змінювати амплітуду імпульсу (амплітудно-імпульсна 
модуляція - АІМ, рис. 1.16, б), ширину або тривалість (широтно-
імпульсна модуляція - ШІМ, рис. 1.16, в), і місце-знаходження на 
часовій осі (фазоімпульсна модуляція - ФІМ). 
 
 
 
 
 
 
Рисунок 1.16 - Види імпульсної модуляції: а - послідовність імпульсів; 
б - амплітудно-імпульсна; в - широтно-імпульсна. 
У інформаційних системах часто як носійний використовують 
звичайний гармонічне коливання )cos()( ВЧнос tSts m , в якому 
можна змінювати амплітуду Sm , частоту ω та початкову фазу  . Тоді 
відповідно до назв модульованих параметрів отримують 
амплітудно-модульований (АМ-, рис. 1.17, а), частотно-
модульований  (ЧМ-, рис. 1.17, б) та фазомодульований (ФМ-,  
рис. 1.17, в) процеси і сигнали.  
Крім модуляції одного може відбуватися модуляція кількох па-
раметрів. Слід зазначити, що модулювальне (низькочастотне коли-
вання), також може мати різноманітний характер зміни в часі, зокре-
ма як дискретний (імпульсний), так і неперервний. Водночас потріб-
но чітко уявляти, що в будь-якій системі моду-ляції для її надійної 
роботи частоти модульованого та модулювального коливань не є 
довільними, а задовольняють такій вимозі: 
 максимальна частота в спектрі носійного коливання  
fmax нос має бути набагато більшою від максимальної ча-
стоти fmaxНЧ  у спектрі низькочастотного коливання. 
►Приклад. Під час передавання мови чи музики спектр 
повідомлення обмежується частотами fmin=30…50 Гц та fmax=3…10 кГц. 
Тоді на найдовшій хвилі =2000 м радіомовного частотного діапазону з 
частотою носійної fнос=fmax.ВЧ=с/ =3
.
10
8
/2000=1,5
.
10
5
=150 кГц це 
відношення fmax.НЧ/fmax.ВЧ=10/150  0,065 6,5%. Якщо передавати ті са-
мі повідомлення в діапазоні коротких хвиль (fmax.ВЧ=15…20 МГц), то 
таке відношення не перевищить сотих часток відсотка. 
                                                                                                                     ◙ 
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Рисунок 1.17 - Приклади неперервних модульованих процесів і сигналів: 
а – АМ-процес; б – ЧМ-процес; в – ФМ-процес. 
Детерміновані та випадкові процеси і сигнали. Один із 
принципів класифікації процесів і сигналів грунтується на наявності 
чи відсутності можливості точно передбачати закон зміни процесу і 
сигналу або значення його параметрів у майбутньому на основі ап-
ріорних даних. Якщо про процес чи сигнал відомо все, можна точно 
передбачити його миттєві значення в будь-які моменти часу, відома 
форма або точний опис у вигляді цілком визначеної аналітичної 
функції тощо, то процес і сигнал вважають детермінованим. Такий 
процес чи сигнал не містить ніякої невизначеності, тому не є носієм 
інформації. 
 Детермінованим, або регулярним називають будь-який 
процес чи сигнал, параметри і миттєві значення якого в 
довільний момент часу можна передбачити з 
імовірністю одиниця.  
Прикладом детермінованого процесу чи сигналу може бути 
послідовність імпульсів, форма, амплітуда і розташування у часі 
яких відомі. 
Детерміновані процеси і сигнали подаються математичним ви-
разом (наприклад, )cos[)()( 00ttats ), обчислювальним алго-
ритмом, графіком (рис. 1.18), таблицею 
числових даних тощо.  
Детермінованих процесів і сигналів 
у природі не існує через неминучу і не-
передбачувану (випадкову) зміну їхніх 
основних параметрів унаслідок взаємодії 
джерела повідомлень із різними 
об’єктами, що його оточують, наявністю мікроскопічних флуктуацій-
них процесів у матеріалах та інших небажаних явищ.  
Рисунок 1.18 – Графічне 
зображення  
детермінованого сигналу. 
t 
t 
a б в 
t 
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Слово “випадковий” засвідчує той факт, що якщо багаторазово 
спостерігати випадковий процес чи сигнал, то кожного разу його пе-
ребіг буде дещо іншим. Ці варіації пов’язані з наявністю другорядних 
відносно корисного процесу чи сигналу факторів, які на них вплива-
ють, але не можуть бути точно визначені. Так, в апаратах магнітного 
запису та звукотехнічній апаратурі – це нерівномірність товщини ма-
гнітного носія, дрейф швидкості носія, недосконалість контактів в 
апаратурі тощо. Усе це змушує розглядати реальні явища як випад-
кові процеси, для яких не можна задати достатню кількість парамет-
рів, які описували б реальне явище як точно визначену функцію ча-
су. 
До випадкових процесів відносять також завади, що створю-
ються різними установками, атмосферними розрядами, випроміню-
ванням сонця або зірок. Для багатоканального магнітного запису, 
наприклад, це впливи сусідніх каналів та доріжок запису. 
 Випадковим називають процес чи сигнал, перебіг якого 
завчасно передбачити неможливо. 
Випадковий процес і сигнал визначається випадковою функці-
єю аргументу, миттєве значення якої є випадковою величиною. Зна-
чення випадкової величини завчасно невідоме і може бути передба-
чене з імовірністю, меншою за одиницю.  
Випадковий процес чи сигнал характеризується не однією, а 
множиною функцій, які називають його реалізаціями (траекторія-
ми, вибірковими функціями):  
,})(;),({)( )()( DtTttt kk  
де T – область визначення часового 
аргументу t, а множина ξD , якій на-
лежать миттєві значення випадково-
го процессу чи сигналу )(t , – об-
ласть значень випадкового процесу 
чи сигналу. Кожна реалізація випад-
кового процесу чи сигналу (рис. 
1.19) є невипадковою функцією. 
Випадковим процесом і сигна-
лом вважається: послідовність радіоімпульсів на вході 
радіолокатора, коли їхні параметри випадково змінюються через 
t 
Рисунок 1.19 - Реалізація 
випадкового процесу. 
48 
Глава 1  Основні визначення та поняття 
 
зміну умов поширення; електрична напруга, що відповідає голосу 
диктора, звучанню оркестру тощо. 
Теоретичне дослідження випадкових процесів і сигналів 
здійснюють відповідно до положень теорії випадкових процесів, ос-
новою якої є статистичний підхід. 
Аналогові, дискретні та цифрові процеси і сигнали. Процес 
чи сигнал є неперервним, коли його миттєві значення можуть набу-
вати будь-яких значень у межах можливих і визначатися для будь-
якого значення часового чи просторового аргументу. Вважають, що 
множина значень аргументу та функції неперервного процесу і сиг-
налу є континуальною множиною, наприклад, температура речовин 
у доменній печі, тиск води в мережі водопостачання, напруга на 
виході підсилювача гармонічних коливань тощо. 
Неперервні процеси і сигнали ще називають аналоговими, 
або континуальними, або довільними за величиною та непе-
рервними в часі.  
Одновимірний аналоговий процесс і сигнал наочно 
зображується своїм графіком (осцилограмою), причому цей графік 
може містити точки розриву першого роду (рис. 1.20). 
Спочатку використовувалися лише аналогові процеси і сигна-
ли. Підвищення вимог до технічних систем, розширення сфер їх 
практичного застосування зумовили пошук 
нових принципів побудови таких систем. У 
ряді випадків на зміну аналоговим прийшли 
імпульсні системи, робота яких грунтується 
на використанні дискретних процесів і си-
гналів.  
Найпростіша модель дискретного про-
цесу чи сигналу )(д ts  є лічильною множиною 
дискретних значень ...),2,1,0(}{ iti  часової змінної t , для кожно-
го з яких визначене відлікове (дискретне) значення ii sts )(  процес-
су чи сигналу з області його можливих значень. Ці процеси і сигнали 
називають ще довільними за величиною та дискретними в часі, 
як такі, що можуть набувати будь-яких значень, визначених лише у 
точно зазначені моменти часу.  
Інтервал між сусідніми відліками часу ii tt 1  називають 
кроком дискретизації, а перетворення аналогового процесу і сиг-
налу в дискретний - дискретизацією в часі. 
t 
s(t) 
ti 
Рисунок 1.20 – Непе-
рервний процес. 
0 
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Як правило, крок дискретизації для окремого процесу чи сигна-
лу постійний (рис. 1.21). 
 
 
 
 
 
 
 
 
Рисунок 1.21 – Дискретизація в часі неперервного процесу. 
По суті будь-який дискретний процес чи сигнал (йдеться про 
процес як фізичне явище, а не математичну модель) - аналоговий. 
Типовим дискретним сигналом у цьому розумінні є відомості про 
температуру повітря, що передаються радіостанціями кілька разів на 
добу. Хоча температура повітря змінюється в часі неперервно і до-
сить плавно, відомості про неї (дискретний сигнал) є результатом 
дискретизації в часі неперервного процесу. 
Згідно з теоремою Котельникова, дискретний процес чи сигнал 
еквівалентний неперервному (аналоговому) з обмеженим спектром, 
або аналоговий процес чи сигнал може бути точно відновлений за 
дискретним, якщо крок дискретизації  
                                   ,2
1
2
1
maxд
max
Ff
F
                      (1.14) 
де maxF  - максимальна частота в спектрі неперервного процесу чи 
сигналу; дf - частота дискретизації, що визначається кількістю 
відліків миттєвих значень аналогового процесу чи сигналу за одини-
цю часу. 
Способи зображення дискретних у часі процесів і сигналів мо-
жуть бути різними. Наприклад, аналоговому процесу чи сигналу )(ts , 
який повільно змінюється в часі, може відповідати його дискретний 
образ, що має вигляд послідовності прямокутних відеоімпульсів 
однакової тривалості (рис. 1.22, а), а висота кожного імпульсу, 
пропорційна відліковому значенню )( its . 
ti+1 ti 
ti+1 ti 
sд(t) 
s5 
s6 
s7 
s2 
s0 
t 
  
s(t) 
t 
s1 
s3 
s4 
0 
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Можна також зберігати висоту імпульсів однаковою, але 
змінювати їхню тривалість відповідно до відлікових значень (рис. 
1.22, б).  
 
 
 
 
 
 
 
 
Рисунок 1.22 – Дискретизація аналового процесу: а – при зміні 
висоти імпульсів; б – при зміні тривалості імпульсів. 
Ці приклади є наочним підтвердженням того, що дискретними 
процесами і сигналами є й імпульсні послідовності. 
Використання дискретних у часі процесів і сигналів дає змогу 
підвищити завадостійкість системи, тобто її здатність зберігати 
в допустимих межах показники якості при дії завад і реальну пропу-
скну здатність, що визначається максимальною кількістю 
інформації, яка може бути передана із заданою точністю за одиницю 
часу системою, а також здійснювати багатоканальний зв’язок із ча-
совим розділенням каналів, коли повідомлення передається лише у 
визначені моменти часу з кроком Δ від різних джерел різним спожи-
вачам. 
Цифрові процеси і сигнали є результатом аналого-
цифрового перетворення дискретних за часом та неперервних за 
значенням процесів і сигналів. Аналого-цифрове перетворення 
передбачає здійснення операцій квантування і кодування. 
 Квантування – це заміна довільного значення певного 
параметра (величини) найближчим відповідно до шкали 
дозволених значень. 
Такі допустимі (дозволені) дискретні значення називають 
рівнями квантування: Nhhh ,..., 21 , а різницю h  між двома 
сусідніми значеннями 1ih  і ih - кроком квантування. Його значен-
ня, а отже, й кількість рівнів квантування, в конкретному випадку не 
повинні бути меншими, ніж потрібно, щоб запобігти значним втратам 
інформації через неточність опису аналогового процесу. Так, для 
       а                                              б 
s(t) 
t 
s(t) 
t 
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цифрових пристроїв телефонних каналів розрізняють 256=28 рівнів 
квантування аналогового коливання; систем високоякісного звукоза-
пису та цифрового телебачення 4096 = 212 або 16384 = 214 рівнів. 
Квантування дискретного процесу чи сигналу веде до квантовано-
го за рівнем і дискретного за часом процесу чи сигналу.  
Наступний крок – відображення відлікового значення дискрет-
ного за часом і квантованого за значенням процесу чи сигналу чис-
лом (кодом). 
 Цифровий процес чи сигнал - це послідовність чисел 
(кодів), кожне (кожен) з яких є результатом аналого-
цифрового перетворення відлікових (дискретних) зна-
чень аналогового процесу чи сигналу, взятих через 
інтервал дискретизації . 
Для зручності технічної реалізації й обробки, використовують 
двійкові коди з обмеженою кількістю розрядів. Як правило, технічно 
цифрові процеси і сигнали відображаються послідовністю 
відеоімпульсів. Для цього ідеально підходить двійкова система чис-
лення. Наприклад, одиниці може відповідати високий, а нулю – низь-
кий рівень потенціалу, або навпаки. 
Кількість рівнів квантування N та кількість розрядів m  відповід-
ного двійкового коду взаємозв’язані: 
                                        ),int(log2Nm                                (1.15) 
де функція )int(B  визначає цілу частину числа В. 
►Приклад. Визначити дискретний та цифровий сигнали на основі 
аналогового (рис. 1.23, а), область визначення якого 1 с, з такими пара-
метрами: інтервал дискретизації c125,0 ; крок квантування 
5,0h . 
Згідно з інтервалом дискретизації кількість відліків дискретного сиг-
налу на інтервалі визначення заданого аналогового дорівнює дев’яти: 
c;25,02c;125,0;0 210 ttt  
c;75,06c;625,05c;5,04c;375,03 6543 tttt
c.0,18c;875,07 87 tt  
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Сукупність відлікових значень 
25,0)8()(;7,0)7()(;95,0)6()(
;7,0)5()(;0,0)4()(;7,0)3()(
;3,1)2()(;2,1)()(;5,0)0()(
д8д7д6
д5д4д3
д2д1д0
stsstssts
stsstssts
stsstssts
 
є дискретним сигналом, або дискретним у часі та довільним за величи-
ною (рис. 1.23, б). 
Далі знаходимо кількість рівнів квантування  
.61]5,0/))0,1(5,1[(1]/)[( minmax hSSN  
Перший рівень у десятковій системі числення зображується числом 
(кодом) 0,0; другий – 0,5; третій – 1,0; четвертий – 1,5; п'ятий – мінус 
0,5; шостий – мінус 1,0. Квантування дискретного процесу (рис. 1.23, б) 
з урахуванням кількості та значень рівнів квантування дає квантований 
за величиною та дискретний в часі сигнал (рис. 1.23, в). Подаючи його 
відлікові значення числами (кодами) отримаємо цифровий сигнал. 
 
 
 
 
 
 
 
 
Рисунок 1.23 –Сигнали: а – аналоговий; б – дискретний; в – цифровий. 
У десятковій системі числення це така послідовність чисел:  
.
0,0)8(;5,0)7(;0,1)6(;0,1)5(
;0,0)4(;5,0)3(;5,1)2(;0,1)(;5,0)0(
цццц
ццццц
ц
ssss
sssss
(t)s  
Відповідно до (1.20) кількість розрядів двійкового коду 
.3)6int(log2m  Вибираємо чотирирозрядний двійковий код (перший 
зліва для відображення знаку: наприклад, 0 – знак «+»;  1 – знак «-»):  
1,5 
1,0 
0,5 
0 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Один і той самий процес і 
сигнал можна описувати як 
дійсними, так і комплексними 
функціями. 
2. Періодичні, як і нескін-
ченно подовжені в часі, проце-
си і сигнали певною мірою є 
ідеалізацією реальних. 
3. Комплексне миттєве зна-
чення гармонічного коливання є 
окремим випадком його комп-
лексного зображення на основі 
перетворення Гільберта. 
4. Характерною особливіс-
тю відеоімпульсів є їхній порів-
няно повільний розвиток як у 
часі, так і в просторі.  
5. Модуляція – один із видів 
перетворення сигналів. У мо-
дуляції будь-якого виду беруть 
участь мінімум два процеси. 
6. Дискретизація в часі дає 
змогу здійснювати багатока-
нальний зв’язок з часовим роз-
діленням каналів. 
Слід запам’ятати: 
1. Принципи класифікації про-
цесів і сигналів. 
2. Визначення процесів і сиг-
налів: комплексного, періодично-
го, імпульсного, детермінованого, 
випадкового, аналогового, дис-
кретного та цифрового. 
3. Геометричну інтерпрета-цію 
аналітичного сигналу.  
4. Визначення понять: ім-
пульсна та перехідна характе-
ристики. 
5. Згортання функції Дірака з 
будь-якою іншою функцією по-
новлює цю іншу функцію. 
6. Особливості одиничних сту-
пінчастого та імпульсного проце-
сів і сигналів. 
7. Імпульсна та перехідна ха-
рактеристика є характеристиками 
тільки лінійних систем. 
8. Для надійної роботи сис-
теми модуляції потрібно, щоб ма-
ксимальна частота в спектрі но-
сійного коливання була наба-гато 
більшою за найбільшу частоту в 
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 Треба вміти: 
1. Визначити поняття: одно-
вимірні й багатовимірні, періо-
дичні й неперіодичні, дійсні та 
комплексні, детерміновані й ви-
падкові, неперервні, дискретні 
та цифрові, імпульсні сигнали; 
відео- та радіо-імпульси, аналі-
тичний сигнал, обвідна, повна 
фаза, модуляція, миттєва час-
тота, дискретизація в часі, крок 
дискретизації, квантування, 
крок квантування.  
2. Визначити початкову фа-
зу гармонічного сигналу  за йо-
го графічним зображенням для 
косуносної та синусної форм. 
3. Визначити поняття: син-
фазні, квадратурні та проти-
фазні сигнали. 
4. Визначити обвідну, повну 
фазу та миттєву частоту дові-
льного дійсного сигналу. 
5. Визначити крок дискре-
тизації згідно з теоремою Коте-
льникова. 
6. Визначити розрядність 
двійкового коду за кількістю 
рівнів квантування. 
спектрі модулюючого коливання. 
9. Формули: 
)(0m tseS
tj
 - комплексне 
миттєве значення гармонічного 
коливання; 
tTtsts ),()(  - умова пері-
одичності процесу і сигналу; 
)()()( 00 tfdtf  - стро-
бувальна властивість дельта-
імпульсу; 
1)()( df  - площа, обме-
жена дельта-імпульсом;  
dt
dt
td
t
t
)()(;
)(
)( - 
зв’язок між одиничним імпульс-
ним та ступінчастим процесами і 
сигналами; 
maxд
max
2
1
2
1
Ff
F
- 
крок дискретизації за теоре-мою 
Котельникова; 
 )int(log2Nm - зв’язок між 
кількостями розрядів двійкового 
коду та рівнів квантування. 
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1.4 Завдання для поточного 
тестування  
 
1.4.1 Питання для поточного  
контролю 
 
 Що таке інформація, повідомлення і сигнал? 
 Що таке система? 
 Що таке принцип математичного моделювання? 
 Дайте визначення математичної системи, процесу і сигналу. 
 Що таке системний оператор? 
 Дайте визначення стаціонарної та нестаціонарної системи. 
 Сформулюйте принцип суперпозиції.  
 За якими двома основними властивостями розрізняються лі-
нійні та нелінійні системи? 
 За якими трьома властивостями розрізняються лінійні стаціо-
нарні та параметричні системи? 
 За якими ознаками розрізняються системи із розподіленими 
та зосередженими параметрами? 
 Дайте визначення детермінованої та стохастичної системи. 
 Назвати характерні ознаки неперервних, дискретних і цифро-
вих систем. 
 Три основні принципи класифікації процесів і сигналів. 
 Визначення комплексного і дійсного процесів і сигналів. 
 Що таке аналітичний сигнал? 
 Що таке обвідна, повна фаза та миттєва частота? 
 Назвати три основні параметри гармонічного коливання. 
 Як по графічному зображенні визначається початкова фаза 
гармонічних процесів і сигналів? 
 Як співвідносяться початкові фази двох гармонічних коли-
вань, що є синфазними, або знаходяться в квадратурі чи протифазі?
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 Дайте визначення імпульсного процесу і сигналу. 
 За якими ознаками розрізняються відео- та радіоімпульси?  
 У чому полягає стробувальна властивість одиничного імпу-
льсного процесу і сигналу? 
 Як пов’язані між собою одиничний імпульсний та одиничний 
ступінчастий процеси і сигнали? 
 Як поновити довільний сигнал на основі дельта імпульсів? 
 Що таке вибіркова функція? 
 Дайте визначення перехідної та імпульсної характеристик. 
 Зв’язок між імпульсною та перехідною характеристиками? 
 Що таке модуляція? 
 Що таке інформативний параметр? 
 Назвати види модульованих сигналів у разі використання як 
носійного звичайного гармонічного коливання. 
 Назвати види модульованих сигналів у разі використання як 
імпульсного носія. 
 Якими мають бути максимальні частоти в спектрах носійного 
і модулювального коливань? 
 Що таке детермінований та випадковий процеси? 
 Як називають процеси і сигнали довільні за значенням та 
дискретні в часі? 
 Що таке крок дискретизації та крок квантування? 
 За яких умов подання аналогового процесу і сигналу дискре-
тним не є адекватним? 
 Як оцінити кількість розрядів двійкового коду за кількістю рів-
нів квантування? 
 
 
1.4.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Визначити, чи можна подати моделлю із зосередженними 
параметрами пристрій, що здійснює оброблення сигналів із макси-
мальною частотою Fmax=1000 МГц в його спектрі? 
2. Математична модель системи має такий вигляд: 
y(t)=t[dx(t)/dt]. Визначити, до якого класу відноситься ця система? 
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3. До якого класу належать системи із такими операторами: а) 
F=d/dt; б) F=F0 + Fcos t; в) F=F0+ Fx(t), де F, F0 – скаляри? 
4. Системний оператор F змінюється за законом 
F(uвх)=F0+auвх. Які зміни гармонійного сигналу uвх(t)=Umвхcos 0t 
здійснює ця система? 
5. Реакція системи на вхідний сигнал x(t)=10cos100 t+5sin200 t 
має такий вигляд: y(t)=10cos100 t. Визначити частоту вхідного сиг-
налу, а також тип цієї системи. 
6. На вході трьох різних систем діє гармоніxний сигнал 
uвх(t)=5cos100 t. Реакція першої з них uвих1(t)=5sin(100 t+ /4), другої - 
uвих2(t)=5cos200 t, а третьої uвих3(t)=5sin100 t+10cos200 t. Визначити 
зміни сигналів у цих системах. Якими ще системами вони можуть бу-
ти здійснені? 
7. Максимальна частота оброблюваного системою сигналу 
Fmax=6,5 МГц. Визначити, чи можна її розглядати як систему із зосе-
редженими параметрами. 
10. Записати математичну модель відеоімпульсу прямокутної 
форми на основі функції Хевісайда (t).  
11. Визначити обвідну та повну фазу аналітичного сигналу, 
який відповідає дійсному сигналу tAtAts mm 2211 coscos)( .  
12. Зобразити графіки двох гармонічних коливань 
)sin()( 101 tSts m  і )cos()( 202 tSts m  із ненульовими зна-
ченнями початкових фаз в єдиній системі координат для таких 
випадків: а) 1  0, 2  0; б) 1  0, 2 > 0; в) 1, 2 >0; 1 - 2 > 0. 
13. Зобразити в єдиній системі координат графіки двох 
гармонічних квадратурних та протифазних коливань. 
14. На вхід системи, яка здійснює обробку сигналів за законом 
y(t)=dx/dt, подається сигнал х(t)=Xmcos
2
t. Визначити гармонічний 
спектр реакції y(t). 
15. На вхідний сигнал системи uвх(t)=10cos100 t+5sin200 t, а  
вихідний uвих(t)=10cos100 t. Визначити частоту вихідного сигналу та 
зміни, які здійснює система над вхідним сигналом. 
16. Отримати відлікові значення сигналу )()( 0 teSts
t
 з ви-
користанням вибіркової функції )(п t . 
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2 Спектральні та енергетичні          
характеристики періодичних 
процесів  
 
 
2.1 Загальна оцінка характеристик 
процесів  
 
Аналіз процесів і сигналів у різноманітних системах, їх практи-
чне застосування для розв’язування будь-яких завдань можливе за 
наявності достовірної інформації про властивості як систем, так і 
процесів, що в них протікають. 
Математична модель процесу є його повним описом. Однак та-
кий опис може бути складним. У більшості практичних застосувань 
достатньо знати деякі з основних характеристик чи параметрів про-
цесу, які відображають їхні властивості, виходячи перш за все з пос-
тановки задачі. 
Під час дослідження систем, процесів і сигналів оперують з ве-
ликою кількістю характеристик та параметрів, які можна розподілити 
між трьома групами: 
 енергетичні характеристики; 
 спектральні характеристики; 
 часові характеристики. 
Часові характеристики та параметри визначають властивості 
процесів у часовій області, тобто області часової змінної t , спектра-
льні – у частотній області частотної змінної f2 , де  - кутова 
або кругова частота, f  - циклічна частота. 
Прикладом часової характеристики імпульсного процесу є їхня 
тривалість імпt , або шпаруватість імп/ tTQ  імпульсної періоди-
чної послідовності з періодом T . Особливими часовими характери-
стиками випадкових процесів є моментні функції. 
59 
2.1 Загальна оцінка характеристик процесів 
 
Найуживанішими спектральними характеристиками процесів і 
сигналів є спектральна щільність або такий параметр, як шири-
на спектра сп .  
Окрім наведених для оцінювання процесів використовують і 
ряд інших характеристик. Так, найбільш загальними для випадкових 
процесів є їхні ймовірнісні характеритики – функція розподілу 
ймовірності або функція щільності ймовірності. 
Енергетичні характеристики визначають спроможність (здат-
ність) процесу виконувати ту чи іншу роботу (функцію). Це, напри-
клад, – енергія процесу, його потужність тощо. 
 
ПІДСУМКИ 
Необхідно зрозуміти: 
1. У більшості практичних 
застосувань достатньо знати 
деякі з основних характеристик 
чи параметрів процесу, які ві-
дображають їхні властивості, 
виходячи з постановки задачі. 
 Треба вміти: 
1. Розподіляти параметри 
процесів між трьома групами: 
енергетичними, часовими та 
спектральними. 
 Слід запам’ятати: 
1. Усі параметри та характе-
ристики процесів поділяються 
між трьома групами: енергетич-
ні, часові та спектральні. 
2. Часові характеристики та 
параметри визначають власти-
вості процесів у часовій області, 
спектральні – в частотній, а ене-
ргетичні дають змогу оцінити їх-
ню здатність виконувати ту чи 
іншу роботу. 
 
 
2.2 Енергетичні характеристики  
періодичних процесів  
 
Основними енергетичними характеристиками будь-яких проце-
сів є енергія, миттєва та середня потужності, а також енергія взає-
модії двох процесів. 
Миттєва потужність )(tp  будь-якого детермінованого процесу 
)(ts  визначається його квадратом 
                                       )()( 2 tstp                                          (2.1) 
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- для дійсного процесу; квадратом модуля  
                                                
2
)()( tstp                                          (2.2) 
- процесу комплексного, де )(ts  є модуль комплексного проце-
су )(ts . 
Енергія sE  процесу )(ts , визначеного на часовому інтервалі 
],[ 21 tt , знаходиться за такими співвідношеннями: 
                                              
2
1
)(2s
t
t
dttsE                                          (2.3)  
- для дійсного процесу; 
                                             
2
1
2
s )(
t
t
dttsE                                      (2.4) 
- для процесу комплексного.  
Для періодичних та нескінченно подовжених у часі процесів, 
коли 1t , а 2t , інтеграли (2.3) та (2.4) невизначені. У цьому 
разі енергія обчислюється на обмеженому (заданому) часовому ін-
тервалі (для періодичного процесу - на періоді). Ось чому на практи-
ці енергетичні властивості процесів кінцевої тривалості оцінюють че-
рез енергію та миттєву потужність, а періодичних або нескінченно 
подовжених у часі – середню та миттєву потужність. 
Середня потужність срP  процесу )(ts  визначається як грани-
ця, до якої прямує відношення енергії процесу на обмеженому про-
міжку часу до величини цього проміжку за умови, що останній необ-
межено зростає: 
                                  
2
1
2
)(
1
lim 2
12
ср
t
t
t
dtts
tt
P                                  (2.5) 
- для дійсних процесів; 
                                  
2
1
2
2
12
ср )(
1
lim
t
t
t
dtts
tt
P                                  (2.6) 
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- для процесів комплексних. 
Інтеграли (2.4) і (2.5) відображають математичну операцію усе-
реднення в часі. Для періодичних процесів, у тому числі і гармоніч-
них, така операція усереднення здійснюється на часовому інтервалі, 
який збігається з періодом: 
                                              
T
dtts
T
P
0
2
ср )(
1
.                                            (2.7) 
Загальна розмірність потужності [амплітуда2], енергії - [амплі-
туда2●c]. Одиницею виміру, зокрема, електричної потужності, як ві-
домо, є ватт (Вт), а енергії – джоуль (Дж).  
►Приклад. 
Гармонічний детермінований процес )cos()( 0 sm tSts  із амп-
літудним значенням (амплітудою) mS , кутовою частотою 0  та по-
чатковою фазою s  є дійсним і характеризується такими енергетич-
ними характеристиками: 
- миттєва потужність 
pptSStStstp smmsm )(2cos
2
1
2
1
)(cos)()( 0
22
0
222
 
містить постійну та змінну складові. Остання змінюється за гармонічним 
законом, але має вдвічі більшу частоту; 
- середня потужність 
,
202
1
)(2cos
2
1
2
1
)(
1 2
д
2
2
0
s
0
0
2
0
2
0
ср S
ST
tS
T
dtt
S
T
dt
S
T
dttp
T
P mm
T
m
T
m
T
2/д mSS  - діюче, ефективне або середньоквадратичне значення гар-
монічного процесу; 
- енергія за період 
.2дсрsT TSТPE  
 Середня потужність гармонічного процесу дорівнює квадрату йо-
го ефективного значення або половині квадрата максимального 
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значення (амплітудного значення) і не залежить як від його час-
тоти, так і початкової фази. 
                                                                                                                         ◙ 
 
►Приклад. 
Для періодичної з періодом Т послідовності прямокутних відеоімпу-
льсів тривалості імпt  та амплітуди mS  (рис. 2.1) середня потужність  
Q
P
Q
S
t
T
S
dtS
T
dttp
T
P mm
t
m
T
ср.імп
2
імп
2
0
2
0
ср
імп1
)(
1
 
відрізняється від середньої потужності оди-
ночного імпульсу ср.імпP  в Q/1  разів, де 
імп/ tTQ  відношення періоду до тривалос-
ті, як відомо, називається шпаруватістю 
періодичної послідовності. 
                                                                ◙ 
Шпаруватість, як і період, є часовим 
параметром процесів і сигналів. Для об-
числювальних систем та цифрової техніки значення шпаруватості 
знаходиться в межах 1...10; в системах радіотехніки ;10010 Q  в 
радіолокаційних системах - .1000100 Q   
Параметрами серії імпульсів, окрім шпаруватості і періоду T, є 
частота слідування імпульсів f=1/T та тривалість паузи імпп tTt . 
Енергетичною характеристикою двох процесів чи сигналів є 
взаємна енергія або енергія взаємодії вE .  
За означенням для двох детермінованих дійсних процесів або 
сигналів )(1 ts  та )(2 ts  на інтервалі ],[ 21 tt  енергія взаємодії  
                                
2
1
)()(2 2121в
t
t
ss dssEE .                             (2.8) 
У разі комплексних процесів або сигналів 
           ,)()(2)()(2
2
1
2
1
2
*
1
*
2121в
t
t
t
t
ss dssdssEE             (2.9) 
імпt  
Sm 
T 
s(t) 
Рисунок 2.1 - Періодична  
послідовність прямокутних 
відеоімпульсів. 
t 
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де через 
*
2
*
1, ss  позначені комплексно-спряжені процеси і сигнали ві-
дповідно до )(1 ts  та )(2 ts . Для періодичних процесів і сигналів із ві-
домих причин енергію взаємодії визначають на періоді.  
 
►Приклад. 
Для періодичних процесів tts 11 cos)(  і tts 12 sin)(  визначити 
енергію кожного процесу та енергію взаємодії. 
Енергія першого процесу за період 
.
20
2sin
22
1
2
1
2cos
2
1
2
1
cos 1
10
1
00
1
2
1
TT
tTtdtdttdtE
TTT
 
Енергія другого процесу 
.
2
2cos
2
1
2
1
sin
0
1
00
1
2
2
T
tdtdtdttE
TTT
 
Енергія взаємодії за період заданих процесів 
.0
0
2cos
2
1
2sinsincos2 1
10 0
111в
T
ddE
T T
 
                                                                                                                       ◙ 
Таким чином, гармонічні процеси і сигнали t1cos  та t1sin  
тієї самої частоти характеризуються нульовим значенням енергії 
взаємодії за період. Очевидно, що пара процесів або сигналів 
(функцій) tk 1cos  та tk 1sin  за будь-яких цілих чисел 
...,3,2,1,0k  наділені такою самою властивістю. Зрозуміло, що 
інтервалом ортогональності періодичних процесів і сигналів є період.  
 Процеси чи сигнали, взаємна енергія яких на нескінчен-
ному часовому інтервалі ),(  або його відрізку кінце-
вої тривалості ],[ 21 tt  дорівнює нулю, називаються орто-
гональними, а сам інтервал (відрізок) - інтервалом ор-
тогональності. 
Інтеграл від добутку двох функцій (2.8) чи (2.9) в математиці 
називають скалярним добутком. Тоді два процеси або сигнали 
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)(1 ts  і )(2 ts  є ортогональними на деякому часовому інтервалі, якщо 
їхній скалярний добуток )( 21 ss  на цьому інтервалі дорівнює нулю. 
Якщо будь-яка пара деякої довільної сукупності процесів чи си-
гналів (функцій) задовольняє умові ортогональності, то таку сукуп-
ність називають системою ортогональних процесів (сигналів). 
Наведемо приклад такої системи, складовими якої є періодичні 
процеси або сигнали: 
1; t1cos , t1sin ; t12cos , t12sin ; t13cos , t13sin ; … . 
ПІДСУМКИ 
Необхідно зрозуміти: 
1.Енергетичні властивості 
процесів і сигналів кінцевої 
тривалості оцінюють через 
енергію та миттєву потужність, 
а періодичних або нескінченно 
подовжених у часі – середню 
та миттєву потужність. 
2. Для періодичних проце-
сів і сигналів, у тому числі і га-
рмонічних, операція усеред-
нення здійснюється на часово-
му інтервалі, який збігається з 
періодом. 
3. Для різних за призначен-
ням систем значення шпарува-
тості періодичних послідовнос-
тей імпульсів є різним. 
 Треба вміти: 
1. Визначити поняття: мит-
тєва та середня потужності, 
енергія та енергія взаємодії 
дійсних та комплексних періо-
дичногох процесів і сигналів, 
 Слід запам’ятати: 
1. Визначення понять: миттєва 
та середня потужності, енергія та 
енергія взаємодії дійсних та ком-
плексних періодичного процесів і 
сигналів, шпаруватість періодич-
ної послідовності, скалярний до-
буток, ортогональні процеси і си-
гнали, інтервал ортогональності. 
2. Усі енергетичні характерис-
тики періодичних процесів і сиг-
налів визначаються за період. 
3. Середня потужність гармо-
нічного процесу (сигналу) дорів-
нює квадрату його ефективного 
значення або половині квадрата 
максимального значення. 
4. Пара процесів або сигналів 
tk 1cos  та tk 1sin  за будь-яких 
цілих чисел ...,3,2,1,0k  є ор-
тогональними. 
5. Формули: 
)()( 2 tstp , 
2
)()( tstp   
- миттєва потужність відповід-
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шпаруватість періодичної пос-
лідовності, скалярний добуток 
процесів чи сигналів, ортогона-
льні процеси і сигнали, інтер-
вал ортогональності. 
2. Записати формули мит-
тєвої потужності, енергії та се-
редньої потужності дійсного та 
комплексного сигналів, серед-
ньої потужності періодичного 
гармонічного процесів і сигна-
лів, енергії взаємодії двох дійс-
них та комплексних процесів і 
сигналів. 
3. Визначати енергетичні 
характеристики періодичних си-
гналів і процесів. 
4. Довести, що процеси або 
сигнали будь-якої пари tk 1cos  
і tk 1sin  за будь-яких цілих чи-
сел ...,3,2,1,0k  є ортого-
нальними. 
но дійсного та комплексного про-
цесу і сигналу; 
2
1
)(2s
t
t
dttsE , 
2
1
2
s )(
t
t
dttsE  
- енергія дійсного та комплек-
сного процесу і сигналу; 
  
2
1
2
)(
1
lim 2
12
ср
t
t
t
dtts
tt
P   - 
- середня потужність дійсного 
процесу і сигналу; 
2
1
2
2
12
ср )(
1
lim
t
t
t
dtts
tt
P  
- середня потужність комплек-
сного процесу і сигналу; 
T
dtts
T
P
0
2
ср )(
1
 
- середня потужність періоди-
чного процесу і сигналу. 
 
 
 
2.3 Принципи спектрального  
аналізу процесів  
 
Загальні положення. Дослідження процесів і сигналів за 
їхньою зміною в часі та просторі не є єдино можливим. У багатьох 
випадках доцільно застосовувати підхід, що базується на 
розкладанні довільного процессу чи сигналу на сукупність елемен-
тарних складових, які в сумі дають початковий довільний процес чи 
сигнал. Особливо ефективним цей спосіб є при аналізі процесів і 
сигналів у лінійних системах, для яких є справедливим принцип 
суперпозиції.
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Прийнято сукупність введених елементарних процесів (сигна-
лів) називати спектральними складовими або базисом розкла-
дання процесу (сигналу) чи просто його спектром.  
Спектр (латинською мовою spectrum) - представлення, образ. 
Загалом спектр - це сукупність усіх значень деякої фізичної величи-
ни, що повністю характеризує речовину, об'єкт, явище; сукупність рі-
зних точок зору з деякої проблеми, що обговорюється; склад білого 
світла тощо. 
 Спектр процесу (сигналу) - це сукупність процесів (сиг-
налів) заданої форми, які в сумі дають початковий про-
цес (сигнал). 
Розрізняють спектри дискретні, неперервні та змішані. Дис-
кретний спектр характеризується лічильною, неперервний нелічиль-
ною множиною нескінченної або обмеженої кількості спектральних 
складових. Для змішаного спектра характерне об'єднання дискрет-
ного та неперервного спектрів. 
Добре відомо, що процеси і сигнали, які тривають в часі та 
просторі нескінченно довго, наприклад, такі, як періодичні, подають-
ся дискретними спектрами, тобто у вигляді лічільної суми або, як ка-
жуть, ряду виду                                                                                         
                   ...,)(...)()()()( 2211 tetetetets ii
i
ii            (2.10) 
де )(tei  - спектральні складові. 
Для неперіодичних процесів і сигналів характерним є непере-
рвний або змішаний спектри. При цьому процес або сигнал 
подається континуальною (нелічильною) множиною елементарних 
складових: 
                                           .),()()( dtets                               (2.11) 
Вагові коефіцієнти i  і ),( t  в (2.10) та (2.11) називають 
спектральними функціями, спектральними характеристика-
ми або спектральними параметрами довільного процесу і сигна-
лу )(ts . 
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Очевидно, що за визначеного базису розкладання, довільний 
процес і сигнал повністю описується спектральними характеристи-
ками або спектральними функціями. 
Вибір системи елементарних процесів і сигналів (функцій, що їх 
описують) багато в чому залежить від: 
 наявності методу, що дозволяє легко (з мінімальними за-
тратами) обчислювати спектральні параметри i  і )( ; 
 наявності раціонального способу визначення реакції сис-
теми на дію у вигляді елементарного процесу (сигналу) 
),(),( tetei ; 
 необхідності точного чи приблизного розкладання 
довільного процесу або сигналу на елементарні. 
Можна застосовувати різні системи елементарних ск5ладових. 
У сучасній теорії та практиці процесів, сигналів та систем найпоши-
реніші базиси ортогональних процесів (сигналів і функцій), що є 
власними функціями системи. 
Системи ортогональних процесів і сигналів (функцій). Оз-
начення ортогональності вже розглядалось в контексті визначення 
енергії взаємодії двох процесів і сигналів. Наведемо узагальнення 
основних означень, що стосуються властивостей ортогональних ба-
зисів. 
Розглянемо нескінченну систему функцій 
                                          )...,()...(),( 10 tetete k                                    (2.12) 
причому таку, що кожна з цих функцій тотожньо не обертається в 
нуль на часовому відрізку ],[ 21 tt . Це фактично означає, що процес 
чи сигнал, який описується функцією )(tei  на інтервалі ],[ 21 tt  
характеризується ненульовим значенням енергії. 
Тоді, подібно до (2.8) та (2.9), така система функцій є попарно 
ортогональною на відрізку ],[ 21 tt , якщо 
                                    
2
1
0)()(
t
t
ji dee ,   ji                              (2.13) 
- для дійсних функцій (процесів і сигналів); 
68 
Глава 2  Спектральні та енергетичні характеристики періодичних процесів 
 
                    
2
1
2
1
0)()()()(
**t
t
t
t
jiji deedee ,    ji                 (2.14) 
- для функцій (процесів і сигналів), які приймають комплексні 
значення. 
Умови (2.13) та (2.14) виражають попарну ортогональність про-
цесів і сигналів системи (2.12). 
►Приклад.  
Визначити, чи є процеси )exp()( 01 tjts  та )exp()( 02 tjts  
ортогональними та на якому часовому відрізку? 
Задані процеси є комплексними. Згідно з (2.9) енергія взаємодії таких 
процесів 
.2sin22cos2
22)()(2
2
1
2
1
2
1
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2
1
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2
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2
*
в
t
t
t
t
t
t
tj
t
t
tjtj
t
t
ji
tdtjtdt
dtedteedttstsE
 
Очевидно. що коли інтервал ],[ 21 tt  збігається з періодом 0/2T , 
або кратний йому, то як перший, так і другий інтеграли обертаються в 
нуль. Тоді енергія взаємодії процесів 0вE , що задовольняє умову 
ортогональності (2.14) комплексних процесів )(1 ts  та )(2 ts . 
На відрізку ортогональності ],0[ T  значення енергії кожного із вказа-
них комплексних процесів однакові. Дійсно, згідно з (2.4)  
,1)( 2
0
2
0
2
2
11
0
2
1
s
TT
j
t
t
s ETddedsE  
де враховано, що модулі процесів )exp()( 01 tjts  та )exp()( 02 tjts  
однакові і дорівнюють одиниці. 
                                                                                                                         ◙ 
 
►Приклад. 
Визначити енергію sE  дійсного процесу )(ts , поданого рядом виду 
(2.10), за умови, що складові )(tei  задовольняють умову ортогональнос-
ті (2.13).  
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Згідно з (2.3) енергія процесу 
.)()()(
2
1
2
1
2
1
0000
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t
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j
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Відповідно до умови ортогональності (2.13) інтеграл у останньому 
співвідношенні не дорівнює нулю за однакових значень індексів i  та j .  
Тоді  
.)(
0
22
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2
2
1
ei
i
i
t
t
i
i
is EdeE  
 
 Таким чином, енергія довільного процесу, як суми ортогональних, 
є зваженою сумою енергій кожного ортогонального процесу окре-
мо з ваговими коефіцієнтами i , що визначаються спектральни-
ми характеристиками довільного процесу. 
                                                                                                                         ◙ 
 
►Приклад. 
Обчислити енергію процесу ttts 11 sincos)( . 
Такий процес є сумою пари ортогональних процесів tts 11 cos)(  і 
tts 12 sin)( , енергія кожного з яких дорівнює 11 /2/22/T . 
Згідно зі зробленим висновком енергія заданого процесу )(ts  дорівнює 
сумі енергій складових процесів, тобто T. Такий же результат дає беспо-
середнє обчислення за формулою (2.3): 
.0)2sin(21sincos2
)sin(cos)sin(cos
0
1
00
11
0
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1
2
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2
11
TTddd
ddE
TTT
TT
s
 
                                                                                                                             ◙ 
 
Ряд (2.10) за умови, що його складові )(tei  є неперервними, 
характеризуються кінцевою енергією eiE  та ортогональні на відрізку 
],[ 21 tt , а коефіцієнти i  обчислюється за формулою  
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                                     des
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                                (2.15) 
- для дійсних процесів і сигналів; і формулою 
                                     des
E
t
t
i
ei
i )()(
1 2
1
*
                                (2.16) 
- для комплексних називають узагальненим рядом Фур’є.  
Такий ряд характеризується дуже важливою властивістю: 
 за заданої системи )(tei  та фіксованого числа складових 
(членів) узагальнений ряд Фур’є забезпечує найкращу мо-
жливу апроксимацію процесу або сигналу )(ts  за критері-
єм середньоквадратичної похибки: 
.])()([
2
1
2
0
desE
t
t
N
i
iis  
Коли деякий процес чи сигнал подано сумою елементарних 
процесів чи сигналів )(tei , то кажуть, що виконано спектральне розк-
ладання довільного процесу і сигналу в заданому базисі. Визначен-
ня ж спектральних характеристик називають спектральним аналі-
зом процесу або сигналу. Обернена операція відтворення початко-
вого процесу або сигналу )(ts  за його спектральними характеристи-
ками в базисі )}({ tei  називається поновленням або синтезом про-
цесу або сигналу. 
За необхідності точного розкладання довільного процесу (сиг-
налу) на суму ортогональних складових на практиці найчастіше ви-
користовують базиси із гармонічих процесів і сигналів або їхні сим-
волічні (комплексні) зображення. Це обумовлено рядом чинників. 
По-перше, гармонічне коливання є найпростішим процесом (сигна-
лом), що визначений для всіх значень часової змінної та не підлягає 
подальшому спектральному аналізу. По-друге, гармонічний процес 
(сигнал) зберігає форму при проходженні через лінійну стаціонарну 
систему. І по-третє, ряд методів аналізу лінійних систем, зокрема, 
символічний, орієнтовані на гармонічні дії. 
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Для забезпечення приблизного розкладання довільного проце-
су і сигналу використовують і інші системи ортогональних функцій: 
поліноми Чебишева, Ерміта, Лагерра, Лежандра тощо. Предметом 
наших інтересів буде гармонічний аналіз. 
Процеси і сигнали, як власні функції системи. Очевидно, що 
використання ортогональних систем вирішує проблему оптимально-
го спектрального аналізу процесів і сигналів тільки наполовину. Дуже 
важливо в якості базису розкладання вибирати такі ортогональні 
процеси і сигнали, які інваріантні відносно перетворень, що викону-
ються фізичними системами. У цьому разі реакція )(ty  за формою 
буде такою, як і діючий процес або сигнал )(tx : 
),()}({)( tKxtxFty  
де K  – коефіцієнт пропорційності. Тоді процес або сигнал )(tx  нази-
вають власною функцією фізичної системи або оператора F , що 
описує її властивості, а сам оператор F  - власним або характери-
стичним значенням системи. 
Відомо, що усталена реакція лінійної стаціонарної системи на 
гармонічний процес чи сигнал є гармонічною тієї самої частоти. От-
же, гармонічний процес і сигнал є власною функцією лінійної інварі-
антної системи (ЛІВ). 
 
►Приклад. 
Визначити реакцію ЛІВ системи на дію комплексного експонентного 
сигналу .)( tjetx  
Згідно з інтегралом Дюамеля реакція 
.)()}({])(
)()()()( )(
tKxtxFedeg
degdtxgty
tjj
t
t
tj
t
 
                                                                                                                   ◙ 
Отже, комплексний процес і сигнал tje  є власною функцією 
ЛІВ системи, а комплексний коефіцієнт 
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)()( jFdegK j  
- її власним значенням.  
У теорії лінійних систем, як відомо, )( jF  називають компле-
ксною частотною функцією (КЧФ) системи. 
 
►Приклад.  
Визначити реакцію ЛІВ системи на діюсигналу, поданого узагальне-
ним рядом Фур’є (2.10) в базисі комплексних екпонентних процесів 
tj ie . 
За умовою діючий сигнал 
0
)(
i
tj
i
ieXtx , реакція на кожну скла-
дову якого .)()( tjiii
ieXjFty  
Тоді згідно з принципом суперпозиції загальна реакція на дію сигна-
лу )(tx  дорівнює 
.)()()}({)(
00 i
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i
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i
i
ii
ii eYeXjFtytxFty  
                                                                                                                   ◙ 
Таким чином, знаючи спектральні характеристики iX  періодич-
ного або нескінченно подовженого в часі діючого процесу і сигналу в 
базисі експонентних функцій відповідні характеристики реакції ЛІВ 
системи можна обчислити за допомогою операції множення компле-
ксної частотної функції )( ijF  на відповідну спектральну характери-
стику дії. 
Спектральні характеристики неперіодичних процесів і сигналів, 
зокрема кінцевої тривалості, є комплексними функціями неперервної 
, а не дискретної частоти i , а тому в базисі експонентних функцій 
спектральна характеристика реакції ).()()( jXjFjY  
Комплексна частотна функція ЛІВ системи є основною харак-
теристикою, що відображає взаємозв’язок між спектральними харак-
теристиками реакції і дії в базисі комплексних експонентних процесів 
відносно частоти f2 , тобто – в частотній області. 
Вираз виду 
tj
m
tjj
m
tjj
m eAeAeeA
)(  є комплексним 
миттєвим значенням (символічним зображенням) гармонічного про-
цесу і сигналу )cos()( 11 tAts m  в косинусній або 
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)sin()( 22 tAts m  в синусній формах. Тому КЧФ )( jF  в частот-
ній області відображає перетворення над спектральними характери-
стиками дії і в базисі гармонічних функцій. 
Підсумовуючи, зазначимо: 
 спектральні характеристики процесів і сигналів пов’язані з 
базисом розкладання; 
 оптимальним є вибір ортогональних та власних функцій 
системи в якості спектральних складових; 
 серед різноманітних систем ортогональних функцій, які 
можуть використовуватися для спектрального подання 
довільних процесів і сигналів, особливе місце, з ряду на-
званих причин, займають гармонічні. Ось чому в подаль-
шому, якщо додатково не буде обумовлено інше, йдеться 
про гармонічний аналіз процесів і сигналів та відповідні 
ним спектральні характеристики.  
 
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Спектральні характерис-
тики процесів і сигналів 
пов’язані з базисом розкладан-
ня. 
2. Оптимальним є вибір у 
якості спектральних складових 
ортогональних процесів і сиг-
налів, що є власними функція-
ми системи. 
3. Серед різноманітних сис-
тем ортогональних складових, 
які можна використовувати для 
спектрального зображення до-
вільних процесів і сигналів, чі-
льне місце належить комплекс-
ним експонентним і гармоніч-
ним. 
 Слід запам’ятати: 
1. Визначення понять: спектр 
процесу і сигналу, дискретний, 
неперервний та змішаний спект-
ри, процеси і сигнали, що є влас-
ними функціями системи, спект-
ральний аналіз та синтез проце-
сів і сигналів, характеристичне 
значення системи, узагальнений 
ряд Фур’є. 
2. Періодичні та нескінченно 
подовжені в часі неперіодичні  
процеси і сигнали подаються дис-
кретними спектрами. Для процесів 
і сигналів кінцевої тривалості ха-
рактерним є неперервний або 
змішаний спектри.  
3. Енергія довільного сигналу 
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  Треба вміти: 
1. Визначити поняття: дис-
кретний, неперервний та змі-
шаний спектри, ортогональні 
процеси і сигнали, процеси і си-
гнали, що є власними функція-
ми лінійної системи, спектраль-
ний аналіз та синтез процесів і 
сигналів, характеристичне зна-
чення системи, узагальнений 
ряд Фур’є. 
2. Довести, що КЧФ є влас-
ною функцією лінійної системи. 
(процесу) як суми ортогональних 
є зваженою сумою енергій кожно-
го ортогонального сигналу (про-
цесу) з ваговими коефіцієнтами, 
що визначаються спектральними 
характеристиками довільного си-
гналу (процесу). 
4. Узагальнений ряд Фур’є за-
безпечує найкращу можливу ап-
роксимацію довільного процесу і 
сигналу за критерієм середньок-
вадратичної похибки для задано-
го базису розкладання та фіксо-
ваної кількості членів ряду. 
5. Умову ортогональності пари 
дійсних та комплексних процесів і 
сигналів. 
 
 
2.4 Спектральний аналіз періодичних  
процесів 
Періодичний процес і сигнал характеризується дискретним 
спектром і може бути описаний узагальненим рядом Фур’є (2.10). В 
базисі гармонічних функцій періодичний процес і сигнал подається 
нескінченною сумою лічених гармонічних коливань з відповідними 
значеннями амплітуди, початкової фази та частоти. 
Частоти гармонічних спектральних складових періодичного 
процесу і сигналу задовольняють умову кратності: 
                 ,....3,2,1........3,2,1,0;;// 1 nkkffnkff knk            (2.17) 
де k та n - цілі числа. 
Гармонічні складові з вказаними частотами називають гармо-
ніками. Коливання з нульовим значенням частоти 
)0(0 00ff  є нульовою гармонікою або постійною 
складовою, з частотами )( 11ff  – першою, 
)2(2 1212 fff  - другою.   
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Складові з номерами два і більше називають вищими гармо-
ніками. Частота першої гармоніки завжди визначається періодом 
періодичного процесу (сигналу): )/2(/1 11 TTf . 
Згідно з (2.17) значення частот гармонік відносяться одне до 
одного як цілі числа, які є номерами гармонік.  
 
 Спектр, який складається із гармонічних коливань крат-
них частот (гармонік), називається гармонічним дис-
кретним спектром або просто спектром гармонік. 
 
Дискретний гармонічний спектр є характерною ознакою періо-
дичних процесів і сигналів. Якщо частоти гармонічних складових 
дискретного спектра не задовольняють умову кратності, то такий 
процес і сигнал є неперіодичним нескінченно подовженим у часі. 
Подібні процеси і сигнали називають квазіперіодичними. 
►Приклад. 
Визначити, чи є детермінований процес, який містить чотири гар-
монічні складові з частотами 1,2 кГц, 2,7 кГц, 3,6 кГц та 7,8 кГц, пері-
одичним? 
Згідно з (2.17) відношення значень частот складових 
78
36
8,7
6,3
;
78
27
8,7
7,2
;
36
27
6,3
7,2
;
78
12
8,7
2,1
;
36
12
6,3
2,1
;
27
12
7,2
2,1
 
є відношенням цілих чисел. Отже, задані гармонічні складові є гармоні-
ками, а процес періодичним.  
Оскільки найбільшим спільним дільником чисел 12, 27, 36 та 78 є 
число 3, то поділивши на нього названі числа, отримаємо номери гармо-
нік 4, 9, 12 та 26, частоти яких відповідно 1,2 кГц, 2,7 кГц, 3,6 кГц та 7,8 
кГц. 
Тоді частота першої гармоніки кГц.3,0
26
8,7
12
6,3
9
7,2
4
2,1
1f   
                                                                                                                             ◙ 
►Приклад. 
Визначити, чи є детермінований процес, який містить три 
гармонічні складов з частотами 1,2 кГц, 2  кГц та 3,5 кГц, 
періодичним?  
Згідно з (2.17) відношення значень частот складових 
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35
210
5,3
2
;
35
12
5,3
2,1
;
210
12
2
2,1
 
не є відношенням цілих чисел. Отже, задані гармонічні складові не є га-
рмоніками, а процес вважається квазіперіодичним.  
                                                                                                                   ◙ 
 
У базисі гармонічних функцій узагальнений ряд Фур’є (2.10) 
для періодичного процесу і сигналу називають рядом Фур’є, коефі-
цієнти i  якого є спектральними характеристиками періодичного 
процесу і сигналу і містять інформацію про амплітуди та початкові 
фази гармонік. 
На практиці для визначення спектральних характеристик 
періодичного процесу і сигналу використовуються три основні фор-
ми ряду Фур’є: 
 тригонометрична форма: 
                           
1
11
0 )sincos(
2
)(
n
nn tnbtna
a
ts                    (2.18) 
де коефіцієнти na  та nb  визначають спектральні властивості періо-
дичного детермінованого процесу і сигналу і обчислюються за фор-
мулами: 
                 ;cos)(
2 2/
2/
1 dttnts
T
a
T
T
n       ;sin)(
2 2/
2/
1
T
T
n tdtnts
T
b      (2.19) 
 амплітудно-фазова форма: 
                                ;)cos(
2
)(
1
1
0
n
nmn tnA
A
ts                      (2.20) 
 комплексна форма: 
                                         
tjn
n
mneAts
1
2
1
)( .                               (2.21) 
де 11 2 f – кругова частота першої гармоніки,  n– номер гармоніки. 
Згідно з (2.18) та (2.20) процес чи сигнал містить дві складові: 
постійну та змінну. 
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Постійна складова періодичного процесу і сигналу 
                                       
2/
2/
00 )(
1
22
T
T
ds
T
Aa
                                (2.22)  
є їхнім середнім значенням. 
Тригонометрична та амплітудно-фазова форми ряду Фур’є 
основані на системі тригонометричних функцій 
1; t1cos , t1sin ; t12cos , t12sin ; t13cos , t13sin ; …, 
а комплексна (2.21) – на сукупності комплексних:  
,...,,1,,... 1111
22 tjtjtjtj
eeee  . 
При використанні амплітудно-фазової або комплексної форм 
ряду Фур’є спектральні характеристики визначають на базі комплек-
сних амплітуд  
                                ,)(
2 2/
2/
1 dtets
T
eAA
T
T
tjnj
mnmn
n                     (2.23) 
які дають повну інформацію про ам-
плітуди mnA  та початкові фази n  га-
рмонічних складових. 
Взаємозв’язок між різними фо-
рмами спектральних характеристик 
періодичного процесу і сигналу в ба-
зисі гармонічних функцій для n–ї га-
рмоніки, показано на рис. 2.2. При 
цьому є очевидними наступні спів-
відношення: 
 .sin,cos,arctg,
22
nmnnnmnn
n
n
nnnmn AbAa
a
b
baA   (2.24) 
Відповідно до (2.22) та (2.23) амплітуду mnA  і початкову фазу 
n  гармоніки з номером n та коефіцієнти na  і nb  можна розглядати 
як модуль і аргумент та дійсну і уявну частини відповідно комплекс-
ного числа .nnmn jbaA  
tan 1cos  
n  
mnA  
)cos( 1 nmn tnA  
tnbn 1sin  
Рисунок 2.2 – До взаємозв’язку 
коефіцієнтів ряду Фур’є. 
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Отже, амплітуди та початкові фази гармонік і є тими спект-
ральними параметрами (характеристиками) періодичних процесів 
і сигналів, які підлягають визначенню при їх спектральному аналізі, 
оскільки частоти гармонік відомі згідно з умовою кратності (2.17). 
Сукупність амплітуд спектральних складових ще називають 
амплітудним, а початкових фаз – фазовим спектром. 
 
►Приклад.  
Визначити спектральні параметри періодичного сигналу у вигляді 
прямокутного коливання (рис. 2.3), яке 
зветься  меандром (у перекладі з грецької – 
“орнаментр”).  
Такі сигнали широко застосовується в 
вимірювальних системах та комплексах. 
Оскільки заданий сигнал s(t) описується 
непарною функцією, симетричною відносно 
осі абсцис, то відповідно до (2.22) постійна складова a0=0. Нульове зна-
чення приймають і косинусні складові в (2.18), оскільки згідно з (2.19) 
0,...)3,2,1(nan . Отже, заданий сигнал подається тільки синусними 
складовими для форми (2.18) з амплітудами  
0
2/
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0
2/
0
111 sin
2
2sin
2
sin
2
T
T T
mmmmnn tdtnS
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Тоді початкові фази гармонік із непарними номерами 
2/...)5,3,,1(nn . 
Остаточно маємо спектральне зображення заданого сигналу: 
....)5sin
5
1
3sin
3
1
(sin
4
)
2
cos()( 1111
5,3,1
ttt
S
tnAts m
n
mn  
                                                                                                                             ◙ 
 
0 T 
s(t) 
t 
Sm 
Рисунок 2.3 – Процес на 
зразок “меандр”. 
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Наведений приклад є ілюстрацією наступних тверджень, спра-
ведливих для періодичних процесів і сигналів: 
 постійна складова будь-якого непарного періодичного  
процесу і сигналу, симетричного відносно осі абсцис, до-
рівнює нулю; 
 початкові фази всіх ненульових гармонік непарного пері-
одичного процесу і сигналу дорівнюють 2/ ;  
 періодичний непарний симетричний відносно осі абсцис 
процес і сигнал містить гармоніки тільки з непарними 
номерами n=1, 3, 5, ... . 
 
Поновлення періодичних процесів і сигналів за їхніми спектра-
ми згідно з комплексною формою ряду Фур’є потребує значень амп-
літуд і початкових фаз гармонік, що відповідають як додатним, так і 
від’ємним значенням індекса n . Згідно з (2.24) та відповідно до (2.19) 
амплітуди гармонік із однаковими за значенням, але протилежними 
за знаком, номерами характеризуються однаковими амплітудами, а 
їхні початкові фази рівні за величиною, але протилежні за знаком. 
Кажуть, що спектр амплітуд є парною функцією номера гармоніки, а 
спектр початкових фаз – непарною функцією: 
.;)(- nnmnnm AA  
Спектральні діаграми. Спектральні характеристики процесів і 
сигналів дуже зручно подавати у вигляді відповідних графічних зоб-
ржень, які називаються спектральними діаграмами. Для 
періодичного процесу і сигналу спектральні діаграми є графічним 
зображенням значень амплітуд та початкових фаз гармонік (за 
амплітудно-фазової чи комплексної форм ряду Фур’є) або 
коефіцієнтів nn ba , .  
Графічне зображення амплітуд гармонік (амплітудного спектра) 
називають спектральною діаграмою амплітуд, а їх початкових 
фаз (фазового спектра) – спектральною діаграмою початкових 
фаз.  
Спектральна діаграма амплітуд (фаз) є сукупністю вертикаль-
них ліній, перпендикулярних частотній осі абсцис і зосереджених в 
точках, що відповідають частотам гармонік. Висоти ліній співвідно-
сяться відповідно до амплітуд та початкових фаз гармонік, а відс-
тань між лініями є сталою і визначається частотою першої гармоніки 
(рис. 2.4). Особлива форма спектральних діаграм періодичних 
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процесів і сигналів зумовила і широковживану назву їхніх спектрів – 
лінійчасті спектри. 
 
 
 
- 
 
 
 
 
 
 
Рисунок 2.4 – Спектральні діаграми амплітуд (а) та початкових 
фаз (б) меандра. 
 
На даному прикладі прослідковується ряд властивостей спект-
ральних характеристик (спектрів) та спектральних діаграм детермі-
нованих періодичних процесів і сигналів. 
 Незалежно від властивостей періодичного процесу чи сиг-
налу амплітуди гармонік із збільшенням номера гармоніки 
зменшуються. 
 Починаючи з деякого номера n, амплітуди гармонік прий-
мають наскільки малі значення, що ними можна знехтува-
ти. 
 Враховуючи, що потужність гармонічного процесу і сигна-
лу визначається квадратом його амплітуди, за його амплі-
тудним спектром можна судити про діапазон частот, у ме-
жах якого зосереджені найбільш енергетично значимі гар-
монічні складові. 
Ширина спектра. З огляду на вказані особливості амплітудних 
спектрів періодичних процесів і сигналів, а також на те, що реальні 
системи перетворюють процеси і сигнали з допустимими спотворен-
нями в межах обмеженого частотного діапазону, який називають 
смугою пропускання системи )( сс f , при поновленні процесів 
і сигналів використовують обмежену, а нескінченну теоретично, кіль-
кість спектральних складових. За таких умов процес і сигнал пода-
ється обмеженим спектром.  
 
 Amn 
 0       1      2      3      4     5    ω/ ω1 
/3π4 mS  
/π4 mS  
/5π4 mS  
  а 
-π/2 
0    1     2   3     4   5    ω/ ω1 
  б 
αn 
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 Діапазон частот, в межах якого зосереджений обмежений 
спектр процесу чи сигналу, називається шириною спек-
тра )( спсп f . 
 
Ширина спектра, як частотний діапазон, обмежується знизу 
частотою )( minmin f  і зверху – частотою )( maxmax f . Очевидним є 
наступне співвідношення: 
                     .; minmaxспminmaxсп fff              (2.25)  
Практично за ширину спектра беруть діапазон частот, в межах 
якого зосереджені гармоніки з сумарним енергетичним ефектом, що 
становить не менше 90% енергії (потужності) всього процесу чи сиг-
налу. Це так званий енергетичний критерій визначення 
ефективної ширини спектра. Ширину спектра, що відповідає 95% 
повної енергії, називають активною шириною спектра.  
Зазначимо, що такий параметр процесів і сигналів, як ширина 
спектра, обов’язково повинен бути узгодженим із смугою пропускан-
ня системи для забезпечення отримання достовірної інформації. 
Так, канали телефонного зв’язку характеризуються смугою пропус-
кання від 100 Гц до 3,4 кГц, оскільки функціонально призначені для 
передавання мовних повідомлень (голосу людини), для яких енерге-
тично значимі гармоніки, зосереджені всередині вказаного частотно-
го діапазону. 
              
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Під час спектрального 
аналізу періодичних процесів і 
сигналів амплітуди та початкові 
фази гармонік і є тими спектра-
льними характеристиками, які 
підлягають визначенню.  
2. Спектральне подання пе-
ріодичного процесу і сигналу є 
залежним від вигляду їхньої 
симетрії. 
 Слід запам’ятати: 
1. Визначення понять: гармо-
ніка, спектр гармонік, квазіперіо-
дичний сигнал, спектральна діаг-
рама, амплітудний і фазовий спе-
ктри, ширина спектра, активна і 
ефективна ширина спектра.  
2. Спектр гармонік є характер-
ною ознакою періодичних проце-
сів і сигналів.  
3. Неперіодичний нескінченно 
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3. Такий параметр процесів і 
сигналів, як ширина спектра, 
обов’язково повинен бути узго-
дженим із смугою пропускання 
системи. 
4. За амплітудним спектром 
періодичного процесу і сигналу 
можна судити про діапазон ча-
стот, у межах якого зосере-
джені найбільш енергетично 
значимі гармонічні складові. 
5. Поновлення періодичних 
процесів і сигналів за їхніми 
спектрами згідно з комплекс-
ною формою ряду Фур’є потре-
бує значень амплітуд і початко-
вих фаз гармонік, що відпові-
дають як додатним, так і 
від’ємним значенням індекса n . 
подовжений у часі процес і сиг-
нал характеризуються дискрет-
ним гармонічним спектром, спек-
тральні складові якого не є гар-
моніками. 
4. Умову кратності для частот 
гармонік. 
5. Сутність енергетичного кри-
терію визначення ширини спект-
ра. 
6. Тригонометричну, ампліту-
дно-фазову та комплексну форми 
ряду Фур’є. 
7. Зі збільшенням номера ам-
плітуди гармонік зменшуються. 
8. Для періодичного симетри-
чного відносно осі абсцис сигналу 
амплітуди гармонік із непарними 
номерами дорівнюють нулю. 
 Треба вміти: 
1. Визначити поняття: гармоніка, спектр гармонік, квазіперіоди-
чний сигнал, спектральна діаграма, амплітудний і фазовий спектри, 
ширина спектра, активна і ефективна ширина спектра.  
2. Записати тригонометричну, амплітудно-фазову та комплекс-
ну форми ряду Фур’є. 
3. За спектрами визначити, які із сигналів є періодичними або 
квазіперіодичними. 
4. Довести співвідношення взаємозв’язку між різними формами 
ряду Фур’є. 
5. Записати формулу для постійної складової дійсного періоди-
чного процесу і сигналу. 
6. Визначати спектральні параметри періодичних процесів і си-
гналів із урахуванням різних видів симетрії. 
7. Будувати спектральні діаграми амплітуд і початкових фаз.
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2.5 Розподіл потужності в спектрі  
періодичних процесів 
 
Як відмічалось раніше, основною енергетичною характеристи-
кою періодичних процесів і сигналів є середня потужність за період:  
                              .)(
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T
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ds
T
dp
T
P                      (2.26) 
Використовуючи амплітудно-фазову форму ряду Фур’є (2.20), 
згідно з (2.26) маємо: 
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При піднесенні до квадрата підінтегрального виразу отримаємо 
такі складові: 
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Інтеграл від функції косинуса в межах, що визначається її пері-
одом, набуває нульового значення. Тому при інтегруванні наведених 
складових на періоді всі члени з косинусами обертаються в нуль. В 
результаті отримаємо: 
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cp PP
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S
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nn
mn     (2.27) 
де 2cpP та 
2
~cpP  - відповідно середня потужність постійної та змінної 
складових періодичного процесу або сигналу. Враховано, що серед-
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ня за період потужність гармонічного процесу чи сигналу дорівнює 
квадрату його ефективного значення або половині квадрата його 
амплідуного значення. 
 
 Середня за період потужність періодичного процесу і си-
гналу дорівнює сумі середніх потужностей його гармо-
нік. 
 
Відповідно до (2.27) середня потужність гармоніки тим більше, 
чим більше її амплітуда. Отже, потужність періодичного процесу і си-
гналу розподіляється по частотному діапазону (між гармоніками) 
прямопропорційно квадрату амплітуд гармонік. 
 
Сукупність середніх потужностей гармонік періодичного 
процесу і сигналу називають спектром потужностей. 
 
Така характеристика дає інформацію про енергетичну 
значимість кожної гармоніки або її вклад в повну потужність процесу 
і сигналу. 
Співвідношення (2.27) називають рівністю Парсеваля для 
періодичного процесу або сигналу, яке і відображає взаємозв’язок 
між його енергетичними та спектральними характеристиками. 
 
 Середня потужність періодичного процесу і сигналу ви-
значається тільки амплітудами гармонік і незалежить 
від їхніх початкових фаз. 
 
Прирівнюючи праві частини виразів (2.26) та (2.27), отримаємо 
формулу, що встановлює взаємозв’язок між власне процесом (сиг-
налом) s(t) і його енергетичними та спектральними характеристика-
ми у часовій та частотній областях: 
                 .
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 Середню потужність періодичного процесу і сигналу 
можна визначити через квадрат функції, що описує про-
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цес і сигнал, або за їхніми спектральним характеристи-
ками. 
 
►Приклад. Визначити спектр потужностей та його особливості 
для періодичної послідовністі уніполярних імпульсів прямокутної фор-
ми (рис. 2.6, а) з парною симетрією відносно моменту часу t=0 та ві-
домими параметрами: періодом T , тривалістю імпульсу імпt  та шпа-
руватістю Q . 
Постійна складова процесу згідно з (2.22) 
.
1
2
імп
2/
2/
0
імп
імп
Q
S
T
tS
dS
T
A mm
t
t
m  
Комплексні амплітуди гармонік змінної складової згідно з (2.23)  
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Модулі комплексних амплітуд визначать значення амплітуд гармонік 
з номерами n=0, 1, 2, 3,…, а їх аргументи – початкові фази: 
                                          ;
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)/sin(2
Qn
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Q
S
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.0)/sin(якщо,
;0)/sin(якщо,0
Qn
Qn
n                         (2.30) 
Співвідношення враховують знакозмінність функції sinx/x та не-
від’ємність амплітуди гармонічного коливання. Тому початкові фази га-
рмонік, частоти яких належать частотним інтервалам визначення визна-
чення від’ємних значень комплексних амплітуд, збільшені на 1800. 
Спектральні діаграми амплітуд та початкових фаз, що відповідають 
(2.29) та (2.30), показані на рис. 2.5 але тільки для фізично значимих 
(додатних) значень частоти. Особливістю спектральної діаграми амплі-
туд є її пелюсткова структура. 
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Аналіз формули (2.29) свідчить про те, що деякі гармоніки випада-
ють із спектра, тобто їхні амплітуди дорівнюють нулю. Номери та час-
тоти цих гармонік визначаються значеннями аргумента функції 
Qn
Qn
/
/sin
, за яких вона дорівнює нулю. Останнє справедливо для всіх 
чисел kn , які задовольняють таку умову: 
                          ,kk
k Qnk
Q
n
 ,...)3,2,1(k .                      (2.31) 
Отже, в спектрі послідовності відсутні гармоніки з номерами, крат-
ними значенню шпаруватості. Частоти таких гармонік дорівнюють 
імп0 /2 tkk  і називаються вони нулями амплітудного спектра. 
Дійсно, частота гармоніки з номером kn  дорівнює 10 kk n . З ура-
хуванням (2.31) 
           ./2/2/ імп1імп1імп1110 tktktTkQknkk     (2.32) 
Очевидно, що кількість гармонік, які розміщуються між сусідніми 
нулями, дорівнює шпаруватості періодичної послідовності: 
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У разі збільшення шпаруватості амплітуди гармонік зменшуються та 
вирівнюються і прямують до QSm /2 , а їхня кількість істотно зростає. 
Зазначимо, що подібний ефект досягається збільшенням періоду       
(рис. 2.6, б) або зменшенням тривалості імпульсу (рис. 2.6, в).  
У першому випадку ширина спектра залишається без змін, а зменшу-
ється відстань між гармоніками; в другому – кількість гармонік зростає 
за рахунок збільшення ширини спектра, а відстань між гармоніками не 
змінюється.  
Середня потужність всього процесу: 
.
2 2
0
імп
2
2
cp
імпt
mm
m
Q
S
T
tS
dS
T
P  
 
 
 
87 
2.5 Розподіл потужності в спектрі періодичних процесів 
 
Середня потужність нульової гармоніки та першої гармонік: 
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Рисунок 2.5 – Спектральна діаграма амплітуд (а) та початкових фаз 
(б)періодичної послідовності прямокутних імпульсів. 
Припустімо, що шпаруватість Q=2. Тоді, потужність процесу 
2/2cp mSP , потужність постійної складової 4/
2
cp0 mSP , а першої гар-
моніки ./2 22cp1 mSP  Потужність постійної складової становить 50 % 
потужності послідовності, а потужність першої – близько 40%, тоді 
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Таким чином, потужність двох складових – нульової та першої гар-
монік, зосереджених згідно з (2.31) у частотному діапазоні ]/2,0[ імпt , 
що обмежується першим нулем, - складає 90 % потужності всього про-
цесу. В зв’язку з чим ширина спектра за енергетичним критерієм віднос-
но 90 %-го рівня (ефективна ширина спектра) дорівнює 
./2 1імпефсп. Qt  
Активна ширина спектра обмежується другим нулем імп02 /4 t , і 
вдвічі перевищує ефективну ширину спектра. Отже, двократне розши-
рення частотного діапазону веде до зростання потужності зосереджених 
у ньому гармонік послідовності всього приблизно на %5 . Це потребує 
збільшення вдвічі смуги пропускання системи обробки такого процесу. 
Очевидно, що завадостійкість системи зменшується, оскільки за таких 
умов завади можуть збільшити свою енергію вдвоє. Ось чому невиправ-
дане розширення смуги пропускання систем є небажаним. 
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Рисунок 2.6 – Вплив періоду та тривалості на спектр періодичної послідовності 
прямокутних відеоімпульсів. 
                                                                                                                             ◙ 
 
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Середню потужність пері-
одичного сигналу можна визна-
чити через квадрат функції, що 
описує його у часовій області, 
або за спектральними характе-
ристиками. 
2. Кількість гармонік між су-
сідніми нулями амплітудного 
спектра періодичної послідов-
ності прямокутних відеоімпуль-
сів дорівнює її шпаруватості. У 
 Слід запам’ятати: 
1. Визначення понять: спектр 
потужності, нуль амплітудного 
спектра періодичної послідовнос-
ті прямокутних відеоімпульсів. 
2. Середня за період потуж-
ність періодичного сигналу дорів-
нює сумі середніх потужностей 
його гармонік, визначається тіль-
ки амплітудами гармонік і не за-
лежить від їхніх початкових фаз. 
3. Формули: 
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разі збільшення шпаруватості 
амплітуди гармонік зменшу-
ються і прямують до QSm /2 , а 
їхня кількість істотно зростає. 
Подібний ефект досягається 
збільшенням періоду або зме-
ншенням тривалості імпульсу.  
3. Невиправдане розширен-
ня смуги пропускання системи є 
небажаним. 
1
2
20
cp
2
)
2
(
n
mnAAP  рівність 
Парсеваля; 
імп0 /2 tkk  - частоти нулів 
амплітудного спектра періодичної 
послідовності прямокутних відео 
імпульсів. 
 Треба вміти: 
1. Визначити поняття: спектр потужності, нуль амплітудного 
спектра періодичної послідовності прямокутних відеоімпульсів. 
2. Записати рівність Парсеваля 
 
 
2.6 Характеристики форми періодичних  
процесів  
Властивості процесів і сигналів довільної форми, в тому числі і 
періодичних негармонічних (надалі – періодичних), часто подають 
величинами, значення яких дають змогу оцінити наскільки вони від-
різняються від гармонічних, зважаючи на значне поширення гармо-
нічних процесів як у теорії, так і практиці.  
Для характеристики форми періодичних процесів і сигналів у 
системах електроенергетики або інформаційно-вимірювальних сис-
темах використовують спеціальні коефіцієнти: форми фk , ампліту-
ди аk , спотворення спk  і гармонік гk . Ці параметри відображають 
властивості не тільки періодичних процесів і сигналів, а й систем, у 
яких вони відбуваються. Так, якщо досліджується вхідний процес 
або сигнал, то це параметри процесу або сигналу. Щодо реакції, то 
це параметр як процесу (сигналу), так і системи. 
 Коефіцієнт форми – це відношення середньо-
квадратичного значення скS  періодичного процесу або 
сигналу )(ts  до його середнього за період значення срS :
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                                         ./ срскф SSk                                 (2.33) 
Періодичні процеси і сигнали можна усереднювати на період за 
формулою (2.22). Тоді маємо постійну складову S  періодичного 
процесу або сигналу )(ts . Періодичний процес і сигнал можна усе-
реднювати за його абсолютним значенням (за модулем). Результа-
том такої операції є середнє за модулем значення  
                                               ,)(
1
0
ср
T
dtts
T
S                                  (2.34) 
яке і використовується у (2.32). 
Якщо періодичний процес або сигнал є уніполярним на періоді, 
тобто на періоді набуває або тільки додатних, або тільки від'ємних 
значень, то середнє за модулем значення (2.34) збігається з постій-
ною складовою (2.22). 
Якщо функція, що описує періодичний процес або сигнал, має 
однаковий знак на половині періоду і є симетричною відносно осі аб-
сцис, то середнє за модулем значення (2.33) дорівнює середньому 
значенню за половину періоду: 
               .)(
2
)(
2/
1
)(
1 2/
0
2/
00
ср
TTT
dtts
T
dtts
T
dtts
T
S              (2.35) 
Для гармонічного процесу і сигналу середнє за модулем зна-
чення mSS )/2(ср . 
Середньоквадратичне (ефективне чи діюче) значення за пері-
од дійсних періодичних процесів і сигналів визначається таким спів-
відношенням: 
                                  .)]([
1
0
2
ск
T
dtts
T
S                                 (2.36) 
Відомо, що для для гармонічного процесу і сигналу 
2/ск mSS . Тоді для такого процесу (сигналу) 11,1)22/(фk . 
Якщо процес або сигнал подається рядом Фур'є, то, враховую-
чи (2.36), згідно з (2.26) 
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                             ,)(
1
2
д
2
cpск
n
nASPS                      (2.37) 
де дnA  – діюче значення n-ї гармоніки; 2/0AS  – амплітуда пос-
тійної складової або нульової гармоніки.  
Оскільки з енергетичного погляду постійна складова є еквіва-
лентом діючого значення гармонічного процесу і сигналу, то відпові-
дно до виразу (2.37) 
 середньоквадратичне значення періодичного процесу і 
сигналу дорівнює корню квадратному з суми квадратів 
діючих значень його гармонік і не залежить від їхніх по-
чаткових фаз.  
Коли періодичним процесом або сигналом є електричний струм 
)(ti , що складається з гармонік ...,...,,, 210 kIIII , то його серед-
ньоквадратичне значення  
                             ,...... 222
2
1
2
0ск kIIIIII                  (2.38) 
якщо електрична напруга )(tu з гармоніками  ...,...,,, 210 kUUUU  – 
                          ....... 222
2
1
2
0ск kUUUUUU               (2.39) 
Із енергетичного погляду середньок-
вадратичне значення за період T  періо-
дичного негармонічного струму – це таке 
значення постійного струму, під час про-
ходження якого через провідник із опором 
R за час T  розсіюється така сама кількість 
енергії, що і при дії періодичного струму. 
►Приклад. Визначити cередні за моду-
лем, середньоквадратичні значення і 
коефіцієнти форми періодичних 
негармонічних процесів, зображених на рис. 
2.7, а.  
Процес, поданий на рис. 2.7 а, наділений 
симетрією відносно осі абсцис. Тому його се-
реднє за модулем значення за період дорівнює середньому значенню за 
Рисунок 2.7 - До подання 
прямокутного відео-
імпульсу меандром. 
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інтервал від 0 до 2/T . Згідно з (2.35) та (2.26) із урахуванням геометри-
чної інтерпретації інтеграла для цього процесу  
mm STSTS 2/)/2(ср ; 
                                ср
2
ск 2/)/2( SSTSTS mm .                     (2.40) 
Тоді згідно з (2.33) коефіцієнт форми меандра 1фk .  
Постійна складова меандра, як визначено раніше, дорівнює нулю. 
Періодична послідовність прямокутних відеоімпульсів (див. рис. 2.4) 
є процесом одного знака на періоді. Тому середнє за модулем значення 
цого процесу дорівнює його постійній складовій, тобто 
QSSS m /ср , де Q  – шпаруватість послідовності. 
Середньоквадратичне значення цієї послідовності  
                                           QSPS m /срск ,                                    (2.41) 
а її коефіцієнт форми  
                                     QQSQSk mm )//()/(ф .                             (2.42) 
Отже, чим більша шпаруватість послідовності прямокутних ві-
деоімпільсів, тим більше форма такого процесу відрізняється від га-
рмонічного.  
                                                                                                                         ◙ 
 Коефіцієнт амплітуди – це відношення максимального 
значення maxS  періодичного процесу або сигналу )(ts  до 
його середньоквадратичного за період значення скS : 
                                        ./ скmaxа SSk                                (2.43) 
Для гармонічного процесу і сигналу 41,12аk .  
При проходженні через нелінійну систему форма гармонічного 
вхідного процесу або сигналу змінюється. Реакцією буде періодич-
ний негармонічний процес і сигнал із певною кількістю спектральних 
складових. Це наслідок нелінійних спотворень, які спричинює нелі-
нійна система. Зазвичай такі спотворення оцінюють коефіцієнтами 
спотворення спk  та гармонік гk . 
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 Коефіцієнт спотворення – це відношення діючого зна-
чення основної (першої) гармоніки періодичного процесу 
або сигналу до його середньоквадратичного значення: 
                       .
...... 2ск
2
2ск
2
1ск
2
0
1cк
ск
1cк
сп
nSSSS
S
S
S
k          (2.44) 
Для гармонічного процесу і сигналу 1спk . Напруг промисло-
вих енергетичних мереж не є ідеальним гармонічним коливанням 
(синусоїдами). Коефіцієнт спотворення таких коливань із точністю до 
долей відсотка дорівнює одиниці. 
 Коефіцієнт гармонік – це подане у відсотках відношен-
ня середньоквадратичних значень вищих і першої гар-
монік спектра періодичного процесу або сигналу: 
                           .%100
....
1ск
2
4ск
2
3ск
2
2ск
1ск
cк
г
S
SSS
S
S
k          (2.45) 
Для гармонічного процесу і сигналу 0гk . За встановленими 
стандартами напруга промислових енергетичних мереж вважається 
практично синусоїдальною, якщо середньоквадратичне значення 
всіх вищих гармонік не перевищує 5% діючого (ефективного) зна-
чення першої (основної) гармоніки промислової напруги. Для висо-
коякісних інформаційних систем, наприклад, запису та відтворення 
звуку коефіцієнт гармонік %001,0...01,0гk . 
Якщо періодичний процес або сигнал не має постійної складо-
вої, то  
                                          .1)/1( 2спспг kkk                                (2.46) 
►Приклад. Визначити коефіцієнти амплітуди, спотворення та 
гармонік  періодичного процесу ttts 11 2sin30sin100)( . 
 Досліджуваний процес складається з двох гармонік, а отже, є періо-
дичним. Згідно з (2.36) середньоквадратичне значення цього процесу 
.8,732/302/100)2/()2/( 2222
2
1
2
ск2
2
ск1cк mm SSSSS  
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Максимальне значення обчислимо за умовою визначення екстрему-
мів функції: .02cos60cos100)(/)( 111 tttdtds  
Звідси, врахувавши, що 12cos22cos 1
2
1 tt , дістанемо квадрат-
не рівняння 02cos100cos120 11
2 tt , розв'язування якого дає один 
допустимий корінь 404,0cos 1t  01661
t . Тоді 
.7,1162sin30sin100
016611max 1
t
ttS  
Згідно з (2.42) коефіцієнт амплітуди .58,18,73/7,116/ cкmaxa SSk  
Коефіцієнт спотворень заданого процесу  
,96,08,73/)2/100(/ скск1сп SSk  
а коефіцієнт гармонік у відсотках  
%.30%100)]2/100/()2/30[(%100)/( ск1ск2сп SSk  
                                                                                                                         ◙ 
Коефіцієнти форми фk  та амплітуди ak  використовують як пе-
ревідні під час оброблення результатів вимірювання періодичних не-
гармонічних величин, наприклад струмів і напруг, різними вимірюва-
льними приладами, системами та комплексами.  
 Зазвичай електровимірювальні прилади вимірюють середнє, 
максимальнє, або середньоквадратичне значення періодичного сиг-
налу. Так, прилади електродинамічної, електромагнітної та теплової 
систем реагують на діючі значення вимірюваної величини. 
Магнітоелектричні прилади вимірюють постійну складову, а 
доповлені пристроями випрямлення – середнє за модулем значен-
ня. Водночас їх градуюють, як правило, в діючих (ефективних або 
середньоквадратичних) значеннях гармонічних величин. Тому при 
вимірюванні такими приладами (пристроями) аналогічних значень 
негармонічних періодичних процесів і сигналів 
потрібно знати ak  або фk . 
►Приклад. Вольтметром, який проградуйова-
но в діючих значеннях гармонічних коливань, 
досліджується періодична напруга пилкоподібної 
форми (рис. 2.8). За показаннями приладу, яке ста-
новить B,10скU  визначити максимальне, середньоквадратичне та 
Umax 
t 
t 
u(t) 
Рисунок 2.8 - Пилко-
подібне коливання. 
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середнє значення напруги за умови, що вольтметр реагує на значення: а) 
максимальне; б) середнє.  
Можна показати, що досліджувана напруга характеризується такими 
значеннями коефіцієнтів форми та амплітуди: 73,1ak , 15,1фk . 
Якщо прилад вимірює максимальне значення, то зведемо його пока-
зання до такої самої величини гармонічної напруги: 
maxскгарм 1,141041,141,1 UUUm . Тоді відповідно до (2.42) та (2.32) 
середньоквадратичне значення заданої напруги 
B15,873,1/1,14/ amaxcк kUU , а її середнє за модулем значення 
B.08,715,1/15,8/ фcкcp kUU  
У разі вимірювання середнього значення результати зведемо до се-
реднього за модулем гармонічної напруги 11,1/скгарм.ср UU 11,1/10  
B01,9 . Обчислене B01,9гарм.срU  тепер визначає середнє за модулем 
значення заданого коливання: B01,9гарм.срср UU . Тоді середньоква-
дратичне значення цього коливання  B36,1001,915,1срфcк UkU , а 
максимальне B.93,1773,136,10аскmax kUU   
Отже, за однакових показань вольтметри різних систем для одного й 
того самого процесу дають різні амплітудні, середньоквадратичні та 
середні за модулем значення. З цього випливає, що під час дослідження 
певного процесу приборами різних систем їхні покази мають бути 
різними.  
                                                                                                                   ◙ 
 
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Коефіцієнти форми, амп-
літуди, спотворення і гармонік 
параметри відображають влас-
тивості не тільки періодичних 
процесів і сигналів, а й систем, 
у яких вони відбуваються. 
2. За однакових показань 
вимірювальні прилади напруги 
чи струму різних систем для 
одного й того самого процесу 
дають різні амплітудні, серед-
 Слід запам’ятати: 
1. Визначення понять: коефі-
цієнти форми, амплітуди, спотво-
рення та гармонік, середнє за пе-
ріод, середнє за половину періо-
ду, середнє за модулем значен-
ня. 
2. Середньоквадратичне зна-
чення періодичного сигналу дорі-
внює кореню квадратному з суми 
квадратів діючих значень його 
гармонік і не залежить від їхніх 
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ньоквадратичні та середні за 
модулем значення. 
3. Коефіцієнти форми фk  та 
амплітуди ak  використовують 
як перевідні під час оброблення 
результатів вимірювання періо-
дичних негармонічних величин, 
різними вимірювальними при-
ладами, системами та комплек-
сами.  
4. Чим більша шпаруватість 
послідовності прямокутних ві-
деоімпільсів, тим більше форма 
такого процесу або сигналу ві-
дрізняється від гармонічного. 
5. Реакцією нелінійної сис-
теми на гармонічну вхідну дію  
буде періодичний негармоніч-
ний процес і сигнал із певною 
кількістю нових спектральних 
складових. Це наслідок 
нелінійних спотворень, які 
спричинює нелінійна система. 
 
 Треба вміти: 
1. Визначити поняття: кое-
фіцієнти форми, амплітуди, 
спотворення та гармонік, сере-
днє за період, середнє за поло-
вину періоду, середнє за моду-
лем значення. 
2. Записати формули кое-
фіцієнтів форми, амплітуди, 
спотворення та гармонік, сере-
днього за період, середнього за 
половину періоду, середнього 
за модулем значення. 
початкових фаз. 
3. Якщо періодичний процес 
або сигнал є уніполярним на пе-
ріоді, то середнє за модулем зна-
чення збігається з його постійною 
складовою. У разі, якщо періоди-
чний процес або сигнал має од-
наковий знак на половині періоду 
і є симетричним відносно осі абс-
цис, то середнє за модулем зна-
чення дорівнює середньому зна-
ченню за половину періоду. 
5. Формули: 
T
dtts
T
S
0
)(
1
 - середнє за пе-
ріод значення дійсного періодич-
ного процесу і сигналу (постійна 
складова); 
T
dtts
T
S
0
ср )(
1
 - середнє за 
модулем значення;  
2/
0
2/
00
ср
)(
2
)(
2/
1
)(
1
T
TT
dtts
T
dtts
T
dtts
T
S
  
- середнє за половину періоду; 
срскф / SSk  - коефіцієнт 
форми; 
скmaxа / SSk - коефіцієнт 
амплітуди; 
скск1сп / SSk - коефіцієнт 
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3. Визначати коефіцієнти 
форми, амплітуди, спотворення 
та гармонік, середнє за період, 
середнє за половину періоду, 
середнє за модулем значення 
для різних видів періодичних 
процесів і сигналів. 
спотворення; 
ск1ск.вг / SSk - коефіцієнт 
гармонік.  
 
 
2.7 Завдання для поточного 
тестування  
 
2.7.1 Питання для поточного  
контролю 
 
 Назвіть основні групи характеристик і параметрів, з якими 
оперують підчас дослідження систем, процесів і сигналів. 
 На якій ідеї грунтуюються спектральні методи? 
 Що таке дискретний, неперервний і змішаний спектри? 
 Дайте визначення ортогональних процесів і сигналів та інте-
рвалу ортогональності. 
 Яку операцію називають скалярним добутком і її фізичний 
зміст? 
 Довести, що косинусний та синусний процеси і сигнали тієї 
самої частоти є ортогональними. 
 Для яких процесів і сигналів справджується така умова: 
jidee
t
t
ji ,0)()(
2
1
? 
 Чому дорівнює енергія взаємодії комплексно-спряжених екс-
понентних процесів або сигналів частоти 0  на інтервалі ],0[ T , як-
що 0/2T ? 
 Що таке узагальнений ряд Фур’є? 
 Назвіть три основні чинники, що зумовили використання на 
практиці базисів із гармонічних коливань при спектральному аналізі. 
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 Які процеси і сигнали вважаються власними функціями ліній-
ної системи? 
 Поясніть сутність гармонічного аналізу детермінованих про-
цесів і сигналів. 
 Яка функція ЛІВ системи відображає взаємозв’язок між спек-
тральними параметрами її реакції та дії? 
 Сформулюйте алгоритм дослідження процесів і сигналів у 
лінійних колах чи системах спектральним методом. 
 Характерною ознакою яких процесів і сигналів є спектр гар-
монік? 
 Запишіть умову кратності для гармонічних спектральних 
складових. 
 Чим відрізняються спектри періодичного та квазіперіодичного 
процесів і сигналів? 
 Запишіть ряд Фур’є у тригонометричній, амплітудно-фазовій 
та комплексній формах. 
  Запишіть співвідношення, що відображають взаємозв’язок 
між різними формами ряду Фур’є та наведіть їх графічну інтерпрета-
цію. 
 Чому дорівнює постійна складова періодичних коливань із 
таким видом симетрії: а) непарною; б) парною; в) парною із симетрі-
єю відносно осі абсцис? 
 Що таке спектральна діаграма амплітуд і початкових фаз пе-
ріодичного процесу і сигналу? 
 Запишіть формули для миттєвої та середньої потужностей 
дійсного та комплексного періодичного процесу і сигналу. 
 Запишіть рівність, яка установлює взаємний зв’язок між ене-
ргетичними та спектральними параметрами дійсного періодичного 
процесу або сигналу. 
 Доведіть, що середня потужність періодичного процесу і сиг-
налу визначається тільки амплітудами гармонік і не залежить від їх-
ніх початкових фаз. 
 Дайте визначення спектра потужностей.  
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 За якою формулою обчислюється середня потужність гармо-
нічного процесу або сигналу: а) 2дср SP ; б) 2/
2
ср mSP ; в) TSP
2
дср , 
де mS , дS  - відповідно амплітудне та ефективне (діюче) значення, 
T - його період? 
 Як визначається середньоквадратичне значення періодично-
го процесу або сигналу через його спектр? 
 Що таке нулі амплітудного спектра періодичної послідовності 
імпульсів? 
 Чим визначається кількість гармонік, що розміщуються між 
сусідніми нулями в амплітудному спектрі періодичної послідовності 
прямокутних відеоімпульсів?  
 Як співвідносяться потужності постійних складових у спект-
рах періодичних послідовностей прямокутних та трикутних відеоім-
пульсів із однаковими тривалістю, періодом та шпаруватістю? 
 Дайте визначення коефіцієнта амплітуди, форми, спотворен-
ня та гармонік періодичних процесів і сигналів. 
 Яких значень набуває коефіцієнт амплітуди та коефіцієнт га-
рмонік гармонічного процесу або сигналу? 
 
 
2.7.2 Задачі для індивідуального та  
самостійного розв’язування 
 
1. Визначити спектр дійсного періодичного сигналу 
ttts 2cos40sin100)( . Зобразити графік його амплітудного спек-
тра.  
2. Визначити, чи є періодичними такі сигнали: а) 
;200cos5100cos10)( ttts  б) ;2800cos2100cos2)( ttts  в) 
);4/100cos(5)4/50cos(2)( ttts  г) ;800cos5700cos)( ttts  
д) ).3/101,2cos(5104,1cos21)( 33 ttts  Для періодичних сиг-
налів обчислити період.  
3. Визначити, чи є детермінований процес, який містить три 
гармонічні складові з частотами 1,2 кГц, 4,8 кГц та 10,8 кГц, 
періодичним?  
4. Подати періодичний сигнал 
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tttt
ttttts
1111
1111
4sin83sin302sin20sin100
4cos123cos152cos60cos80)(
 
рядом Фур’є в тригонометричній, амплітудно-фазовій та комплексній 
формах. Побудувати спектральні діаграми амплітуд і початкових 
фаз гармонік та визначити середню потужність сигналу.  
5. Визначити середню потужність на виході системи, якщо йо-
го вихідна напруга )30-t20sin(3tcos105)(вих
tu .  
6. Визначити коефіцієнт гармонік та форми сигналу 
ttts 11 2sin30sin100)( .  
7. Визначити коефіцієнти амплітуди, форми, спотворення та 
гармонік періодичного коливання ttts 11 3sin30cos100)( .  
8. Для детермінованих процесів ttts 200cos5100cos10)(1  і 
ttts 2100sin30700cos100)(2  визначити енергію кожного та енер-
гію взаємодії процесів.Визначити середньоквадратичне значення та 
середню потужність процесу )4/60cos(520cos2)( ttts .  
9. Визначити коефіцієнти амплітуди та форми пилкоподібного 
коливання, зображеного на рис. 2.8.  
10. Вольтметром, який проградуйовано в діючих значеннях 
гармонічних коливань, досліджується періодична напруга 
).6/3sin(50sin200120)( 11 tttu  За показаннями приладу, яке 
становить B,189скU  визначити максимальне, середньоквадратич-
не та середнє значення напруги за умови, що вольтметр реагує на 
значення: а) максимальне; б) ефективне змінної складової; в) 
середнє. 
11. Як зміниться відстань між спектральними лініями в спектра-
льній діаграмі амплітуд періодичної послідовності імпульсів при збі-
льшенні: а) тривалості імпульсів; б) періоду? 
12. Як зміняться амплітуди спектральних складових періодичної 
послідовності відеоімпульсів при збільшенні її шпаруватості? 
13. Як зміниться частота першої гармоніки спектра періодичної 
послідовності імпульсів при зменшенні тривалості паузи за рахунок 
збільшення тривалості імпульсу? 
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14. Як співвідносяться потужності постійних складових в спектрі 
періодичних послідовностей прямокутних та трикутних відеоімпуль-
сів із однаковими тривалістю імпульсу імпt , періодом T  і шпаруватіс-
тю Q ? 
15. Виконати гармонічний аналіз реакції )(ty  нелінійного еле-
мента, математична модель якого )()( 2 txty , якщо ttx 0cos)( .  
16. Як зміниться постійна складова імпульсної послідовності 
прямокутної форми, якщо: а) період T  збільшити до 200 мкс; б) 
тривалість імпульсу імпt  зменшити до 10 мкс; в) амплітуду імпульсу 
mU збільшити до 40 В? Дано: mU =20 В, імпt =20 мкс, T =100 мкс.  
17. Визначити період коливань імпульсної послідовності, якщо 
період T =15 мкс, а тривалість паузи пt 900 мкс.  
18. Визначити шпаруватість послідовності імпульсів, якщо три-
валість імпульсів імпt =10 мкс, а тривалість паузи пt 40 мкс.  
19. Визначити тривалість імпульсу, якщо частота слідування 
імпульсів становить 10 кГц, а шпаруватість дорівнює 2.  
20. Визначити, якої потужності потрібно вибрати резистор, якщо 
його опір 500R Ом, амплітуда імпульсів прямокутної форми на ре-
зисторі становить 10 В, а шпаруватість послідовності дорівнює 2.  
21. Визначити кількість гармонік у одній пелюстці амплітудного 
спектра періодичної послідовності прямокутних імпульсів, якщо пері-
од T =20 мкс, тривалість імпульсу імпt =10 мкс, а амплітуда mS 5 В. 
22. Визначити ефективну та активну ширину спектра періодич-
ної послідовності прямокутних імпульсів, якщо період T =20 мкс, 
тривалість імпульсу імпt =10 мкс, а амплітуда mS 5 В. 
23. Як зміниться ефективна ширина спектра періодичної послі-
довності прямокутних імпульсів з періодом T =100 мкс, тривалістю 
імпульсів імпt =10 мкс, амплітудою mS 10 В, якщо а) збільшити три-
валість імпульсу до 20 мкс? б) зменшити період до 50 мкс за незмін-
ної тривалості імпульсів? в) збільшити амплітуду імпульсів до 20 В? 
г) зменшити тривалість імпульсу до 5 мкс? 
24. Як зміниться потужність в імпульсі і середня потужність 
імпульсної послідовності, якщо: а) збільшити тривалість імпульсу? б) 
зменшити частоту слідування за незмінної тривалості імпульсів? в) 
збільшити амплітуду імпульсів? г) зменшити тривалість імпульсу? 
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25. Як зміниться кількість гармонік у одній пелюстці амплітудно-
го спектра періодичної послідовності імпульсів, якщо: а) збільшити 
тривалість імпульсів за незмінного періоду? б) зменшити період за 
незмінної тривалості імпульсів? в) збільшити частоту слідування за 
незмінної тривалості імпульсів?  
26. Які складові містять спектри імпульсних послідовностей, зо-
бражених на рис. 2.9 
 
 
 
 
 
 
 
Рисунок 2.9 – Приклади імпульсних послідовностей. 
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3.1 Гармонічний аналіз та синтез  
       неперіодичних процесів 
Для технічних систем особливо важливими є імпульсні процеси 
і сигнали, тобто неперіодичні процеси і сигнали кінцевої тривалості 
(див. рис. 3.1, а). Основною спектральною характеристикою такого 
детермінованого неперіодичнго процесу або сигналу s(t) у базисі 
комплексних експонентних складових є спектральна щільність 
комплексних амплітуд )( jS . Взаємозв’язок між процесом або си-
гналом s(t) та його спектральною щільністю )( jS  встановлюється 
парою інтегральних перетворень Фур’є: 
               ;)()( dtetsjS tj                 (3.1) 
                .)(
2
1
)( dejSts tj            (3.2) 
Співвідношення (3.1) називають пря-
мим інтегральним перетворенням Фур'є, 
а (3.2) – оберненим.  
Один із можливих способів доведення 
співвідношень (3.1) та (3.2), хоча і не зовсім строгий з математичного 
погляду, грунтується на припущенні, що неперіодичний процес або 
Рисунок 3.1 - Імпульс-
ний процес (а) та його 
періодичний аналог (б). 
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сигнал кінцевої тривалості s(t) можна отримати із періодичного 
)(пер ts , спрямувавши його період T  до нескінченності.  
Нехай s(t) – деякий імпульсний процес або сигнал (рис. 3.1, а). 
Утворимо на його основі періодичну послідовність імпульсів )(пер ts  із 
періодом 1/2T  (рис. 3.1, б), яка допускає її подання однією з 
форм ряду Фур'є, наприклад, комплексною (2.21). Спектр процесу 
або сигналу )(пер ts  є дискретним, а його спектральні параметри пов-
ністю визначаються комплексними амплітудами (2.23). Тоді 
     .])(
2
[
2
1
2
1
)( 111
2/
2/
перпер
n
tjn
T
T
tjn
n
tjn
mn edtets
T
eAts     (3.3) 
За необмеженого збільшення періоду T  сигнал )(пер ts  перехо-
дить у неперіодичний )(lim)( пер tsts
T
. При 
цьому відстань T/2Δ 1  між сусідніми 
спектральними складовими (гармоніками) 1n  і 
1)1(n  прямує до нуля (стає нескінченно ма-
лою d ), а кількість гармонік 1сп /N  в 
обмеженому частотному діапазоні спΔ  –  до 
нескінченності. 
Спектральні лінії в лінійчастому спектрі 
(рис. 3.2, а) наближатимуться одна до одної і 
зрештою зіллються, утворивши суцільний, або 
неперервний, спектр (рис. 3.2, б), що є функ-
цією неперервної частоти , а не дискретної 
1n .  
Оскільки величина T  знаходиться у зна-
меннику виразу (2.23), то за необмеженого збі-
льшення періоду комплексні амплітуди гармоні-
чних складових неперервного спектра стають нескінченно малими 
mAd : 
2/
2/
пер
1
2/
2/
пер
11 )()(
2 T
T
tjn
T
T
tjn
mn dtetsdtets
T
A  
а 
ω1→0 ω 
б 
0 
Рисунок 3.2 –  
Граничний перехід 
дискретного спек-
тра в неперервний 
ω1 ω 0 
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                                .])([
1
ddtetsAd tjm                            (3.4) 
Таким чином, при збільшенні періоду T  до нескінченності пері-
одичний сигнал або процес )(пер ts  переходить в імпульсний )(ts  із 
нескінченно великою кількістю спектральних складових 
tj
m eAdtds )2/1()( , амплітуди яких (див. (3.4)) є нескінченно мали-
ми, а частота  кожної складової локалізована у смузі частот d . 
 Отже, спектр неперіодичного процесу або сигналу кінце-
вої тривалості є неперервним, а сам процес або сигнал 
визначається нелічильною нескінченною або континуа-
льною множиною комплексних експонентних складових, 
кожна з яких має нескінченно малу амплітуду mAd  та ча-
стоту , що належить частотному діапазону d . 
Ураховуючи зазначене, у виразі (3.3) 1  можна замінити на d , 
дискретну змінну 1n  – на неперервну , а операцію додавання – 
операцією інтегрування. Тоді 
              .
2
1
2
1
lim)(lim)( 1пер
tj
m
n
tjn
mn
TT
edAeAtsts      (3.5) 
Підставляючи (3.4) у (3.5), дістанемо:  
               .)(
2
1
]))((
1
[
2
1
)( dejSeddests jtjj        (3.6) 
Співвідношення (3.6) об'єднує в одному виразі як обернене 
(3.2), так і пряме (3.1) перетворення Фур'є. 
У межах гармонічного аналізу неперіодичних процесів і сигна-
лів пряме інтегральне перетворення Фур’є називають операцією 
аналізу заданого процесу або сигналу, а обернене – операцією по-
новлення (синтезу) або відтворення цього процесу чи сигналу 
сумою комплексних експонентних складових. 
 Таким чином, процес або сигнал кінцевої тривалості )(ts  
та його спектральна щільність )( jS  у базисі комплекс-
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них експонентних складових взаємопов'язані через пряме 
та обернене інтегральне перетворення Фур'є.  
Пара інтегральних перетворень Фур'є дає змогу перетворюва-
ти подання процесів і сигналів функцією часової змінної в еквівален-
тне частотне у вигляді комплексної функції частоти і навпаки. Таку 
взаємну відповідність між часовим і частотним зображенням процесу 
або сигналу надалі подаватимемо скороченим умовним записом: 
).()( jSts  
Інтегральне перетворення Фур’є можна застосовувати безпо-
середньо для визначення спектральних параметрів тих процесів і 
сигналів, які описуються функціями з обмеженою кількістю максиму-
мів і мінімумів, розривів першого роду, значень аргументу, що відпо-
відають нескінченним значенням функціїї (все це умови Диріхле), а 
також функцій, які задовольняють умову абсолютної інтегровно-
сті: 
                                    .)(;)( dttsdtts                           (3.7)  
Перший інтеграл у (3.7) належить до дійсного процесу або сиг-
налу )(ts , а другий – до комплексного. 
У практиці застосування корисною є й інша, менш жорстка, ви-
мога для існування перетворення Фур’є, яку називають умовою аб-
солютної інтегровності квадрата процесу і сигналу (функції, 
що його описує): 
                                   .)(;)(
22 dttsdtts                       (3.8) 
У теорії процесів і сигналів інтеграли (3.8) визначають енергію 
дійсного та комплексного процесів і сигналів, тому умову (3.8) задо-
вольняють тільки процеси і сигнали з обмеженою енергією. 
Умови (3.8) і (3.9) задовольняють не всі процеси і сигнали, зок-
рема такі, які описуються одиничною ступінчастою функцією (t), 
комплексною експонентою, постійною або періодичною. Такі проце-
си і сигнали називають абсолютно неінтегровними. 
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ПІДСУМКИ 
Необхідно зрозуміти: 
1. У межах гармонічного 
аналізу неперіодичних процесів 
і сигналів пряме інтегральне 
перетворення Фур’є є операці-
єю аналізу заданого процесу 
або сигналу, а обернене – опе-
рацією його поновлення (синте-
зу) або відтворення сумою ком-
плексних експонентних складо-
вих. 
2. Пара інтегральних перет-
ворень Фур'є дає змогу перет-
ворювати подання процесів і 
сигналів функцією часової 
змінної в еквівалентне частотне 
у вигляді комплексної функції 
частоти і навпаки.  
 Треба вміти: 
1. Обгрунтувати аналітично 
взаємозв’язок між неперіодич-
ним процесом або сигналом і 
його спектральною щільністю 
комплексних амплітуд через ін-
тегральне перетворення Фур’є.  
2. Записати пряме та обер-
нене перетворення Фур’є, умо-
ву абсолютної інтегровності си-
гналу та квадрата сигналу  
 
 Слід запам’ятати: 
1. Основною спектральною 
характеристикою неперіодичнго 
процесу або сигналу є спектра-
льна щільність комплексних амп-
літуд.  
2. Спектр неперіодичного 
процесу або сигналу кінцевої 
тривалості є неперервним.  
3. Імпульсний процес або сиг-
нал і його взаємопов’язані через 
інтегральне перетворення Фур’є. 
4. Умову абсолютної інтегров-
ності неперіодичного сигналу 
  dttsdtts )(;)(   
та умову абсолютної інтегровно-
сті квадрата процесу і сигналу  
.)(;)(
22 dttsdtts  
5. Формули: 
dtetsjS tj)()(   - пря-
ме інтегральне перетворення 
Фур’є; 
  dejSts tj)(
2
1
)(  - обер-
нене інтегральне перетворення 
Фур’є. 
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3.2 Характерні властивості спектральної  
щільності комплексних амплітуд 
Фізичний зміст. Із порівняння виразів (3.5) і (3.6) випливає, що  
                                       .)()/1( djSAd m                                (3.9) 
Тоді, спектральна щільність є коефіцієнтом пропорційності між 
нескінченно малою комплексною амплітудою гармонічної складової 
з частотою  неперіодичного процесу або сигналу і нескінченно ву-
зькою смугою частот d , у якій зосереджена ця спектральна складо-
ва. 
Згідно з (3.9) спектральна щільність  
                    )/)(2/1()();/()( dfAdjfSdAdjS mm .             (3.10) 
Із виразу (3.10) стає зрозумілим зміст терміну «спектральна щіль-
ність»:  
 величина )(2 jfS  є комплексною амплітудою 
спектральної (гармонічної) складової процесу або сигна-
лу, що припадає на одиницю частоти у нескінченно ма-
лому діапазоні частот df , до якого належить частота 
f . 
Формули (3.9) і (3.10) пояснюють також розмірність 
спектральної щільності: ].самплітуда[]Гцамплітуда/[)]([ jS  
Форми подання спектральної щільності. Зіставивши вирази 
(3.2) і (2.23), дійдемо висновку, що при спрямуванні періоду T  до не-
скінченності вони відрізнятимуться лише множником T/2 . Тому, 
спектральна щільність )( jS  має всі характерні властивості коефіці-
єнтів mnA  комплексного ряду Фур'є (2.21), тобто комплексних амплі-
туд гармонік. Ось чому )( jS  називають спектральною щільністю 
комплексних амплітуд дійсного детермінованого неперіодичного 
процесу і сигналу. 
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Звідси, принципово важливим є те, що  
 спектральна щільність є комплексною функцією дійсної 
частоти. 
Це дає змогу під час спектрального дослідження неперіодичних 
процесів і сигналів використовувати одну із трьох відомих форм по-
дання комплексних величин: 
     
),()(
)(αsin)()(αcos)()()( ss
)(αs
IR
j
jSS
jSSeSjS
      (3.11)  
де )(S  – модуль спектральної щільності, )(αs – її аргумент, а 
)(),( IR SS  – відповідно дійсна та уяна частини. 
Підставимо tjte tj sincos  у (3.1): 
                  .sin)(cos)()( tdttsjtdttsjS                  (3.12) 
Зіставивши вирази (3.11) і (3.12), отримаємо 
            .sin)()(;cos)()( tdttsStdttsS IR           (3.13) 
Складові різних форм подання спектральної щільності )( jS  
задовольняють такі співвідношення: 
       
).(αsin)()();(αcos)()(
)];(/)([arctg)(α;)()()(
22
sIsR
RIsIR
SSSS
SSSSS
        (3.14) 
Запишемо комплексні величини виразу (3.9) у показниковій 
формі: .)()/1(
)(α)(α
deSedA sA
jj
m   
Звідси 
;
2
1
)()()(
1
df
dA
fS
d
dA
SdSdA mmm  
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                                        ).()( sA                               (3.15) 
Аналіз співвідношень (3.15) показує, що 
 модуль )(S  комплексної спектральної щільності )( jS  
визначається амплітудами спектральних складових, а її 
аргумент )(αs  – початковими фазами.  
Тому модуль )(S  спектральної щільності )( jS  називають 
амплітудним спектром, або спектром амплітуд, а її аргумент 
)(αs  – фазовим спектром або спектром фаз неперіодичного 
процесу або сигналу ).(ts  Перший дає інформацію про розподіл ам-
плітуд, а другий – початкових фаз спектральних складових процесу 
або сигналу по частотному діапазону. 
Із взаємозв'язку коефіцієнтів ряду Фур'є і спектральної щільно-
сті випливає, що  
 модуль )(S  є парною, а аргумент )(αs  – непарною фу-
нкцією частоти : 
                               )()();()( ssSS .                   (3.16) 
Косинус, як відомо, є функцією парною, а синус – непарною. 
Добуток двох парних або двох непарних функцій дає функцію парну. 
Результатом добутку функції непарної на парну є функція непарна. 
З цих причин і відповідно до співвідношень (3.14)  
 дійсна частина )(RS  спектральної щільності комплекс-
них амплітуд є парною, а уявна )(IS  непарною 
функціями частоти: 
                             ).()();()( IIRR SSSS                (3.17) 
Спряжена симетрія. Узагальненням властивостей (3.16) і 
(3.17) є властивість спряженої симетрії спектральної щільності: 
111 
Глава 3  Спектральні та енергетичні характеристики неперіодичних  
                процесів 
 
 для протилежних за знаком значень частоти значення 
спектральної щільності є комплексно-спряженими вели-
чинами: 
                                             )()( jSjS .                                 (3.18) 
Умову спряженої симетрії задовольняє також КЧФ стійкої сис-
теми, що фізично реалізується. Оскільки КЧФ пов'язана інтеграль-
ним перетворенням Фур'є з імпульсною  характеристикою )(tg , то 
спектр дійсного процесу і сигналу, форма якого збігається з )(tg , бу-
де таким самим, як і КЧФ. 
Властивість спряженої симетрії (3.18) дає змогу розглядати 
спектральні параметри неперіодичних процесів і сигналів тільки для 
діапазону додатних значень частоти.  
 
►Приклад. 
Визначити спектральну щільність дійсного експонентного процесу 
0),()( α tAets t  (рис. 3.3, а). 
 
 
 
 
 
 
 
Рисунок 3.3 - Односторонній експонентний процес (а), його  
амплітудний (б) і фазовий (в) спектри. 
 
Згідно з (3.2) спектральна щільність досліджуваного процесу  
j
A
e
j
A
deAejS jj
0
ωα
exp
0
)(  
.
)(
222222
)α/(arctg
22
A
j
AjA
e
A j
 
За формулою (3.14) обчислюємо модуль і аргумент:  
                    )./(arctg)(;/)( s
22AS               (3.19) 
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Графіки амплітудного і фазового спектрів подано на рис. 3.3, б і в.  
                                                                                                                         ◙ 
Спектральна щільність парних і непарних процесів і сиг-
налів. У загальному випадку будь-який процес або сигнал є сумою 
двох складових – парного )(пaр ts  та непарного )(нпaр ts : 
                                   )()()( нпaрпaр tststs ,                             (3.20) 
причому  
)].()()[2/1()()];()()[2/1()( нпaрпaр tstststststs  
Підставивши (3.20) в (3.1), дістанемо 
).()()()()( нпарпарнпарпар jSjSdtetsdtetsjS
tjtj  
Із урахуванням тригонометричної форми комплексної експоне-
нти )exp( tj  спектральна щільність парної складової 
,sin)(cos)()()( парпарпарпар tdttsjtdttsdtetsjS
tj  
а непарної – 
.sin)(cos)()()( нпарнпарнпарнпар tdttsjtdttsdtetsjS
tj  
Оскільки інтеграл у симетричних межах від непарної функції 
дорівнює нулю, то з урахуванням співвідношень (3.13) 
                       
).(cos)()(
);(cos)()(
нпарнпар
парпар
I
R
jStdttsjjS
StdttsjS
                (3.21) 
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 Отже, дійсна частина )(RS  спектральної щільності )( jS  
є спектром парного )(пaр ts , а помножена на )( j  уявна 
складова )(IS  – спектральною характерикою (спект-
ром) непарного )(нпар ts  процесів і сигналів. 
Тоді спектральні характеристики парних неперіодичних проце-
сів і сигналів повністю визначаються їхніми амплітудними спектрами 
і є величинами дійсними. Фазовий спектр таких процесів і сигналів 
для всіх значень частоти дорівнює нулю.  
Непарний сигнал або процес подається суто уявною спектра-
льною щільністю з рівномірно розподіленим фазовим спектром, зна-
чення якого дорівнюють – 90º.  
 Якщо сигнал або процес не задовольняє умову парної або 
непарної симетрії, то його спектральна щільність міс-
тить як дійсну, так і уявну частини.  
►Приклад. Визначити спектральну щільність дійсного односторон-
нього експонентного відеоімпульсу за його парною )(пар ts  (рис. 3.4, 
а) та непарною )(нпар ts  (рис. 3.4, б) складовими.  
Математичні моделі парної та непарної складових заданого імпульсу 
є такими: 
;)2/()(пар
t
eAts  
.0,)2/(;0,)2/()( αtαtнпар teAteAts   
Cпектральна щільність парної складової 
dee
A
dee
A
dee
A
jS
jj
j
0
α
0
α
пар
22
2
)(
 
,)
11
(
2 22
A
jj
A
 
Рисунок 3.4 - Парна (а) 
та непарна (б) складові 
одностороннього експо-
нентного імпульсу. 
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а непарної -  
.
2
)
2
()(
22
0
0
нпар
A
j
dtee
A
dtee
A
jS tjttjt
 
Співставивши )(пар jS  та )(нпар jS  із (3.19), дійдемо висновку, що 
)(пар jS  є дійсною частиною спектральної щільності одностороннього 
експонентного імпульсу, а )(нпар jS  – добутком її уявної частини на 
)( j . Тому спектральна щільність одностороннього експонентного ім-
пульсу 
.)()()(
2222нпарпар j
AA
j
A
jSjSjS  
                                                                                                                   ◙ 
 
Зроблені зауваження (властивості спектральної щільності) є 
дуже важливими з практичного погляду, 
зокрема, при обчисленні спектральних 
характеристик цілого ряду процесів і си-
галів, особливо таких, котрі не задо-
вольняють умові абсолютної 
інтегровності. 
 
►Приклад. Визначити спектральну 
щільність комплексних амплітуд процесу, 
моделлю якого є ступінчата функція )(tA  
(рис. 3.5, а)  
Безпосередне застосування перетворен-
ня Фур’є неможливе, оскільки такий процес 
не задовольняє умову абсолютної інтегров-
ності (3.7) і навіть умову інтегровності  ква-
драта процесу (3.8). 
Представимо заданий процес )(tA  у сумою парної 2/)(пар Ats  
(для всіх значень t) та непарної  
 
t 
Aσ(t) 
A/2 
t 
sпар (t) 
t 
sнпар (t) 
A/2 
-A/2 
Рисунок 3.5 – Одиничний 
ступінчатий процес та його 
складові. 
A 
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0,0;0,
2
;0,
2
)(нпар tt
A
t
A
ts   
складових. 
Виходячи з вищезазначеного, спектральна щільність парної складо-
вої )(пар ts  буде  дійсною частиною )(RS  спектральної щільності 
)( jS  заданого процесу )(tA , а непарної )(нпар ts  складової )(IjS  
визначить її уявну частину )(IS . 
Непарна складова )(нпар ts  в точці t=0 має розрив першого роду і для 
неї неможливо беспосередньо застосувати перетворення (3.1). В таких 
випадках при обчисленні спектральної щільності користуються операці-
єю граничного переходу, що застосовується до функції без розри-
вів: ),(lim)(
0
jcSjS
c
. 
У нашому випадку  в якості  такої функції можна використати  
cjcj
cjS
1
2
11
2
1
),( , яка є спектральною щільністю непарного 
процесу 0,0;0,
2
1
;0,
2
1
)(~нпар ttetets
ctct , оскільки 
)(~lim)( нпар
0
нпар tsts
c
 за умови, що коефіцієнт с є дадатним. 
Спрямовуючи 0c , отримуємо спектральну щільність непарної 
складової заданого процесу: 
                          .
1
),(lim)ω)(
0
нпар
j
cjS(jSjS
c
I                     (3.22) 
Спектральна щільність )()(пар RSjS  парної складової як проце-
су, що також є процесом абсолютно неінтегровним, повинна бути такою, 
щоби згідно з оберненим перетворенням Фур’є  
dejS
A
ts tj)(
2
1
2
)( парпар . 
Очевидно, що це можливо за умови, коли 
)()()(пар ASjS R . Підстановка з урахуванням стробуючої вла-
стивості -функції підтверджує такий вибір. 
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Такий самий результат отримаємо з використанням операції гранич-
ного переходу. Парна складова 2/)(пар Ats  процесу )(tA  є результа-
том граничного переходу двостороннього експонентного імпульсу 
t
eAts )2/()( : )(lim)(
0
пар tsts . Тоді, спектральна щільність  
.lim),(lim))(
2200
пар
A
jS(ωSjS R  
Аналіз останнього співвідношення показує, що із зменшенням часто-
ти значення функції ),( jS  на нульовій частоті прямує до нескінчен-
ності, а із збільшенням частоти – до нуля, але площа під її графіком за-
лишається без змін і дорівнює  
.)arctg(lim
1
lim
0220
AAd
A
 
Така поведінка є характерною для дельта функції площею A , а, от-
же, )()()(пар ASjS R . Цей приклад засвідчує, що спектральна 
характеристика процесу незмінного в часі та амплітудою A описується 
дельта-функцією з частотним аргументом та площею A2 : 
).(2 AA  
Сума спектральних щільностей парної та непарної складових задано-
го ступінчатого процесу дає його спектральну щільність амплітуд: 
                              .)()()()(
j
A
AjSSjS IR                    (3.23) 
У випадку, коли висота сходинки дорівнює одиниці згідно з (3.23) 
отримаємо спектральну щільність комплексних амплітуд одиничного 
ступінчатого процесу в такому вигляді: 
                                     
j
jSt
1
)()()(                              (3.24) 
- відносно кругової частоти; та  
                                 
fj
ffjSt
2
1
)(
2
1
)2()(                           (3.25) 
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- відносно циклічної частоти. 
                                                                                                                             ◙ 
Дуже часто під час теоретичних досліджень застосовується 
інтегральна форма подання одиничного ступінчатого процесу і си-
гналу, яку легко отримати на основі зворотного перетворення Фур’є 
спектральної щільності комплексних амплітуд. Відповідно до (3.2) та 
з урахуванням (3.38)  
.
1
2
1
)(
2
1
)
1
)((
2
1
)( de
j
dede
j
t tjtjtj  
Перший інтеграл згідно з фільтруючою властивістю –функції 
дорівнює 1/2 , а другий  
,
sin1
sin
1
2
1
cos
1
2
11
2
1
0
d
t
tdj
j
td
j
de
j
tj  
де враховано, що особливий інтеграл 
                                         0cos
1
td .                                    (3.26) 
Остаточно,  
                       .)()(
sin1
2
1
)(
0
нпарпар tstsd
t
t                 (3.27) 
Співвідношення (3.27) і є інтегральною формою одиничного 
ступінчатого процесу і сигналу. 
Інтеграл виду  
                       
0,
2
;0,
2
)(Si
sin
0 t
t
d
t
                        (3.28) 
також відноситься до класу особливих і називається інтегральним 
синусом. 
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Тригонометричні форми перетворення Фур'є. Алгебраїчне 
подання спектральної щільності (3.11) підставимо в (3.2) та 
скористаємося відомою формулою Ейлера. Тоді 
                
.]}cos)(sin)([
sin)(cos)({
2
1
)(
dtStSj
tStSts
IR
IR          (3.29) 
Як інтеграл у симетричних межах від непарних підінтегральних 
функцій уявної частини (3.29)  
                            .0]cos)(sin)([
2
1
dtStS IR                   (3.30) 
Тоді відповідно до (3.29) і (3.30) 
                            .]sin)(cos)([
2
1
)( dtStSts IR                 (3.31) 
Вираз (3.31) і є однією з тригонометричних форм оберненого 
перетворення Фур'є. 
Підінтегральні функції в (3.31) є парними, тому можна записати  
                             .]sin)(cos)([
1
)(
0
dtStSts IR                  (3.32) 
Якщо для всіх 0t  миттєві значення процесу або сигналу )(ts  
дорівнюють нулю, то після обертання на мінус знака для змінної t  в 
(3.32), дістанемо  
                            .0,sin)(cos)(
00
ttdStdS IR                 (3.33) 
З урахуванням (3.33) співвідношення (3.32) записують у такому 
вигляді: 
                          .sin)(
2
cos)(
2
)(
00
tdStdSts IR              (3.34) 
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 Отже, дійсний сигнал або процес, який перетворюється 
на нуль при 0t , повністю визначається тільки дійсною 
або тільки уявною частиною його спектральної щільно-
сті.  
На практиці використовують також іншу тригонометричну фор-
му оберненого перетворення Фур'є, яка є результатом тригономет-
ричних спрощень (3.32) з урахуванням (3.14): 
                             .)](cos[)(
1
)(
0
dtSts s                         (3.35) 
У результаті подібних перетворень виразу (3.23) отримаємо: 
                               .0))(αsin()(
2
1
dtS s                         (3.36) 
Із співвідношень (3.30) і (3.36) випливає, що 
  дійсна і уявна частини спектральної щільності та 
амплітудний і фазовий спектри пов'язані між собою і 
тому не можуть змінюватися незалежно.  
Властивість двоїстості. Не менш важливою з практичного по-
гляду є властивість взаємозамінності змінних t  і  (властивість 
двоїстості). 
Припустімо, що справедливою є відповідність )()( jYty , яка 
задовольняє (3.1) і (3.2). Тоді властивість двоїстості інтегрального 
перетворення Фур'є у загальному випадку подають такою відповідні-
стю: 
                                          ).()2/1()( jtYy                            (3.37) 
Отже, якщо )( jY  – спектральна щільність неперіодичного 
процесу або сигналу )(ty , то при заміні в його математичній моделі 
t  на  отримаємо функцією )(y , що є спектром процесу або сиг-
налу )()2/1( jtY , опис якого з точністю до постійного множника 
2/1  визначається )( jY  при заміні в ній  на t .  
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Для доведення відповідності (3.37) спочатку ліву та праву час-
тини прямого перетворення Фур'є (3.1) для процесу або сигналу )(ty  
помножимо на 2/1  та змінимо знак  на протилежний: 
                                      dtety
jY tj)(
2
1
2
)(
.                           (3.38) 
Замінивши в (3.38)  на t , а t  на , дістанемо: 
                                    .)(
2
1
2
)(
dey
jtY tj                             (3.39) 
Звідси випливає, що )()2/1( jtY  – обернене перетворення 
Фур'є спектральної щільності )(y . 
Розглянемо обернене перетворення Фур'є (3.2) процесу або 
сигналу )(ty . Спочатку внесемо 2/1  під знак інтеграла і замінимо t  
на , а  на t : 
.
2
)(
)( dte
jtY
y tj  
Змінивши в останньому інтегральному співвідношенні знак 
змінної t  і врахувавши, що при перестановці меж інтегрування знак 
результату змінюється на протилежний, отримаємо: 
                     .
2
)(
)(
2
)(
)( dte
jtY
tde
jtY
y tjtj            (3.40) 
Звідси, )(y  – спектральна щільність процесу або сигналу 
)()2/1( jtY . 
Інтегральні співвідношення (3.39) і (3.40) доводять відповід-
ність (3.37).  
Властивість двоїстості перетворення Фур'є дає змогу оцінюва-
ти спектральні характеристики одних процесів, грунтуючись на часо-
вому та частотному описі інших.  
Графічну ілюстрацію властивості двоїстості показано на рис. 
3.5. Як бачимо, спектр )(s  процесу або сигналу )()2/1( jtS  (див. 
рис. 3.6, б), форма якого збігається із спектром )( jS  прямокутного 
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парного відеоімпульсу )(ts  (див. рис. 3.5, а), повторює форму цього 
відеоімпульсу. 
Початкові значення процесу 
або сигналу і спектра. Згідно з 
прямим перетворенням Фур’є (3.1) 
початкове значення спектральної 
щільності комплексних амплітуд (її 
значення на частоті 0 ) 
      .)()0( dsjS          (3.41) 
За геометричної інтерпретації 
інтеграла початкове значення спек-
тральної щільності дорівнює площі 
під графіком процесу або сигналу )(ts . 
Відповідно до оберненого перетворення Фур’є (3.2) початкове 
значення процесу або сигналу 
                          dfjfSdjSs )()(
2
1
)0(                    (3.42) 
також визначає площу, але обмежену графіком спектральної щіль-
ності та віссю частот.  
►Приклад. Визначити початкове значення спектру дійсного експоне-
нтного процесу за його описом у часовій та частотній областях. 
Початкове значення спектральної щільності )/()( jAjS  дій-
сного експонентного процесу дорівнює /)0( AjS . Такий самий ре-
зультат отримаємо за його математичною моделлю )()( tAets t , 
скориставшись (3.41): 
.
0
)/()0( α
0
α AeAdtAejS tt  
Початкове значення процесу за його спектральною щільністю  
.)(
2
1
)0( 0 AtAed
j
A
s t
t  
                                                                                                                          ◙ 
S(ω)  
Рисунок 3.6 - До власти-
вості двоїстості інтег-
рального перетворення 
Фур'є. 
1 
t 
s(t) 
в 
t 
1 
ω 
s(ω) S(t)/2π 
a 
б 
0 0 
0 0 
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ПІДСУМКИ 
Необхідно зрозуміти: 
1. Модуль спектральної 
щільності комплексних амплі-
туд визначається амплітудами 
спектральних складових, а її 
аргумент – початковими фаза-
ми. 
2. Спектр дійсного сигналу, 
форма якого збігається з імпу-
льсною характеристикою фізи-
чно реалізовного ЛІВ кола, бу-
де таким самим, як і його КЧФ.   
3. Якщо сигнал не задово-
льняє умову парної та непарної 
симетрії, то його спектральна 
щільність містить як дійсну, так 
і уявну частини. 
4. Дійсний сигнал, який пе-
ретворюється на нуль при 0t , 
повністю визначається тільки 
дійсною або тільки уявною час-
тиною його спектральної щіль-
ності. 
5. Дійсна і уявна частини 
спектральної щільності компле-
ксних амплітуд та амплітудний і 
фазовий спектри не можуть 
змінюватися незалежно. 
 Слід запам’ятати: 
1. Характерні властивості спе-
ктральної щільності неперіодич-
них процесів і сигналів: комплек-
сний характер, спряженої симет-
рії, парності модуля і дійсної час-
тини та непарності аргумента і 
уявної частини, двоїстості. 
2. Спектральна щільність пар-
ного процесу і сигналу є величи-
ною дійсною, непарного – чисто 
уявною, довільного – містить як 
дійсну, так і уявну частини. 
3. Початкове значення спект-
ральної щільності визначається 
інтегралом від процесу або сиг-
налу, а початкове значення про-
цесу або сигналу – інтегралом від 
його спектральної щільності. 
4. Формули: 
;]sin)(
cos)([
1
)(
0
dtS
tSts
I
R  
0
)](cos[)(
1
)( dtSts s  - 
тригонометричні форми інтег-
рального перетворення Фур’є.  
 Треба вміти: 
1. Пояснити фізичний зміст спектральної щільності комплексних 
амплітуд. 
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2. Записати тригонометричні форми інтегрального перетворення 
ряду Фур’є. 
3. Використовувати характерні властивості спектральної щільно-
сті комплексних амплід для визначення спектральних характеристик 
різних неперіодичних процесів і сигналів. 
 
 
3.3 Взаємозв’язок спектральних та  
енергетичних характеристик  
Енергетичний спектр процесу і сигналу. За означенням ене-
ргія дійсного неперіодичного процесу або сигналу s(t)  
                                           dttsEs )(
2 ,                                       (3.43) 
а для комлексного процесу або сигналу 
                                            dttsEs
2
)( ,                                      (3.44) 
де 
2
)(ts  - квадрат модуля комплексної функції s(t).  
Разом із енергією енергетичною характеристикою процесів і си-
гналів є миттєва потужність: 
                                             )()( 2 tstp .                                        (3.45) 
Якщо спектральна характеристика )( jS  і дійсний сигнал або 
процес )(ts  задовольняють пряме (3.1) і обернене (3.2) інтегральні 
перетворення Фур'є, то згідно з (3.43) енергія цього процесу  
dtdejStsE tjs ])(
2
1
)[( . 
При зміні порядку інтегрування 
0
2 ,)(
1
)()(
2
1
)])()[((
2
1
dSdjSjSddtetsjSE tjs
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де враховано, що внутрішній інтеграл є спектральною комплексно-
спряженою характеристикою процесу або сигналу )(ts  відповідно до 
умови спряженої симетрії (3.18). 
Остаточно, енергія дійсного процесу або сигналу 
                                   .)(
1
)(
0
22 dSdttsEs                        (3.46) 
Якщо досліджуваний процес або сигнал є комплексним, то його 
енергія 
                                   .)(
1
)(
0
22 dSdttsEs                       (3.47) 
Співвідношення (3.46) і (3.47), подібні до рівності Парсеваля 
(2.27), установлюють зв’язок між енергетичними та спектральними 
характеристиками неперіодичного процесу і сигналу та відомі як 
формула Релея.  
Ця формула констатує важливий результат: 
 енергія неперіодичного процесу або сигналу визначаєть-
ся розподілом тільки амплітуд гармонічних складових по 
частотному діапазону та не залежить від розподілу по-
чаткових фаз. 
Вирази (3.46) і (3.47) показують, що енергію процесу або сиг-
налу можна визначити у будь-який із двох рівнозначних способів: 
інтегруванням квадрата процесу або сигналу (модуля комплексно-
го процесу або сигналу) або інтегруванням квадрата амплітудно-
го спектра.  
У разі якщо )()( tuts  – напруга на резисторі з опором у 1 Ом, 
то ліва частина, наприклад формули (3.46), є енергією, яка виділя-
ється на резисторі у вигляді тепла за час від  до . Тоді інтеграл 
правої частини (3.46) як площа, обмежена квадратом АЧХ, дає енер-
гію, що розсіюється на цьому резисторі за напруги )(tu . Це і визна-
чає фізичний зміст формули Релея. 
Із урахуванням (3.15) 
                              .)/(5,0)/()( 222 dfdAddAS mm                (3.48) 
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За формулою Релея енергія процесу або сигналу є сумою 
dS )()/1( 2  елементарних енергій .)()/1( 2 dSdEs  
Для гармонічної складової з амплітудою mdA  і частотою  
елементарна енергія  
                         ./)()/)(/1( 22 ddAdddAdE mms              (3.49) 
Отже, квадрат амплітуди гармонічної складової неперіодич-
ного процесу і сигналу є пропорційним енергії цієї складової. 
Тоді відповідно до (3.48) і (3.49) квадрат модуля спектральної 
щільності (квадрат амплітудного спектра) 
                    dfdEfSddES ss /5,0)(/)(
22 , 
а отже, визначає енергію sdE , яка припадає на одиницю смуги час-
тот df .  
Таким чином, квадрат амплітудного спектра відображає 
розподіл енергії спектральних складових неперіодичного процесу і 
сигналу по частотному діапазону, а тому називається його спек-
тральною щільністю енергії )]()[( fWW ss  або енергетичним 
спектром. 
Отже, енергетичний спектр неперіодичного процесу і сигналу 
                 .
2
1
)()()()( 22
df
dE
fSfW
d
dE
SW ss
s
s           (3.50) 
Це ще одна із спектральних характеристик неперіодичного 
процесу і сигналу в частотній області (разом із спектральною 
щільністю комплексних амплітуд). Вона відіграє дуже важливу роль в 
інженерних оцінках, наприклад такого параметра процесів і сигналів, 
як ширина спектра. Проте слід пам’ятати, що енергетичний підхід 
до дослідження властивостей процесів і сигналів не враховує фазові 
співвідношення, а отже, 
 всі процеси і сигнали однакової форми, але з різним роз-
міщенням на часовій осі, з енергетичного погляду є 
рівнозначними. 
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Згідно з (3.50) енергетичний спектр неперіодичного процесу і 
сигналу має таку розмірність:   
.с]енергія
Гц
амплітуда
Гц
енергія
[)]([)]([
2
fWW ss  
 
►Приклад. Визначити енергетичний спектр )(sW  та енергію sE  
парного прямокутного відеоімпульсу тривалостю імпt  та aмплітудою 
A. 
Такий прямокутний відеоімпульс подамо різницею двох ступін-
частих складових: 
                              )].2/()2/([)( імпімп ttttAts                    (3.51) 
Тоді згідно з прямим перетворенням Фур'є (3.1) спектральна щіль-
ність заданого відеоімпульсу  
                  
)].2//()2/[sin()2/sin()/2(
)()(
імпімпімпімп
2/2/
2/
2/
імпімп
імп
імп
ttAttA
ee
j
A
dtAejS
tjtj
t
t
tj
     (3.52) 
Її графік зображено на рис. 3.7. Оскільки  
1)/(sinlim
0
xx
x
, то початкове значення спект-
ральної щільності імп)0( AtjS , тобто площі 
прямокутного відеоімпульсу. На частотах 
імп0 /2 tkk  ,...)3,2,1(k спектральна 
щільність дорівнює нулю. Такі значення час-
тоти називають її нулями.  
Заданий імпульс є парним. Спектральна 
щільність парного процесу або сигналу, а отже, і досліджуваного, як 
відомо, є величиною дійсною. Вона повністю визначає модуль )(S  
спектральної щільності (3.52), тобто амплітудний спектр прямокутного 
відеоімпульсу, а її аргумент )(αs  на всіх частотах дорівнює нулю.  
Проте функція sin x / x набуває як додатних, так і від'ємних значень, а 
значення амплітудного спектра (амплітуди спектральних складових) ві-
д'ємними бути не можуть. Тому, визначивши амплітудний спектр зада-
Рисунок 3.7 – Спектральна 
щільність прямокутного 
парного відеоімпульсу. 
127 
Глава 3  Спектральні та енергетичні характеристики неперіодичних  
                процесів 
 
ного прямокутного відеоімпульсу (див. рис. 3.8, а) як абсолютне значен-
ня спектральної щільності (3.52)  
                          ,)2//()2/sin()()( імпімпімп ttAtjSS                 (3.53) 
потрібно значення аргументу )(αs  (фазового спектра) збільшити на 
180º для всіх частотних інтервалів, обмежених тими нулями спектраль-
ної щільності, де вона набуває від'ємних значень (див. рис. 3.8, б).  
Тоді можна записати:  
              
.,...5,3,1;/)1(2/2,
;,...4,2,0;/)1(2/2,0
)(
імпімп
імпімп
s
mtmtm
ktktk
        (3.54) 
Порівнявши співвідношення (3.52) з першим у (2.29), дійдемо висно-
вку, що амплітудні спектри одиночного прямокутного відеоімпульсу і 
періодичної послідовності таких імпульсів збігаються за формою.  
Згідно з формулою (3.50) енергетичний спектр прямокутного 
відеоімпульсу  
                             .
2/
)2/sin(
)()(
2
імп
імп
імп
222
s
t
t
tASW                      (3.55) 
Як бачимо із його графічного зображен-
ня (див. рис. 3.9), найбільший внесок у пов-
ну енергію імпульсу вносять спектральні 
складові, частоти яких обмежені першим 
нулем імп01 /2 t  функції 
2)/(sin xx . Із 
зростанням частоти енергетична значимість 
складових зменшується обернено 
пропорційно квадрату частоти: 
)./1()( 2s OW  
Дослідження показують, що в діапазоні 
частот ]/2,0[ імп01 t  зосереджено %90  
всієї енергії імпульсу, а в частотному 
інтервалі ]/4,0[ імп02 t  - майже %95 . 
Отже, розглянутий частотний діапазон за 
межами першої пелюстки не сприяє 
Рисунок 3.8 - Амплітудний (а) 
і фазовий спектри (б) прямо-
кутного парного 
відеоімпульсу. 
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істотному збільшенню енергії імпульсу. Проте подвоєння смуги 
пропускання зменшує завадостійкість системи за рахунок збільшення 
потужності завад. Тому величину імпсп.акт /4 t  називають  актив-
ною шириною спектра прямокутного відеоімпульсу, визначену за енер-
гетичним критерієм, а інтервал частот, обмежений першим нулем, – 
ефективною шириною спектра. 
Згідно з (3.46) повна енергія прямокутного відеоімпульсу  
,])
)2/(
2/sin
[)(
1
)2/(
2/sin
)(
1
імп
2
0
2
імп
імп
2
2
імп
0
2
імп
імп
2
2
імп tAd
t
t
Atd
t
t
AtEs  
де враховано, що інтеграл 
0
22 .2/)/(sin dxxx  
                                                                                                                         ◙ 
Добуток ширини спектра процесу або сигналу на його 
тривалість називають базою процесу або сигналу. Ця безрозмірна 
величина є одним із відображень фун-
даментального для теорії процесів і 
сигналів принципу невизначеності, 
відповідно до якого добуток тривалості 
процесу або сигналу і ширини його 
спектра є сталою величиною порядку 
одиниця. Значення бази процесів і си-
гналів тісно пов’язане з означенням 
його ширини спектра та тривалості 
(табл. 3.1). Так, відносно активної ширини спектра база прямокутно-
го відеоімпульсу .2)/2(Δ імпімпімпсп.актБ tttfC  
У системах зв'язку слід використовувати процеси і сигнали з 
найменшими значеннями бази, що одночасно забезпечує як високу 
завадостійкість системи, так і її пропускну здатність.  
Регулювати ці характеристики системи окремо через 
тривалість імпульсу або ширину спектра дуже проблематично, 
оскільки вимоги на ці параметри відповідно до принципу 
невизначеності суперечать одна одній. Так, пропускна здатність 
системи може підвищитися за рахунок зменшення тривалості або 
збільшення ширини спектра. Водночас забезпечити достатню 
завадостійкість системи можливо за рахунок зменшення ширини 
спектра.  
ω 
Ws(ω) 
Рисунок 3.9 - Спектр енергії 
прямокутного відеоімпульсу. 
- 4π/tімп      2π/tімп     4π/tімп    
  A
2
tімп 
- 2π/tімп  
0 
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 Таблиця 3.1       Типові значення бази деяких процесів і сигналів 
Тип процесу 
або сигналу 
(відеоімпульси) 
База за енер-
гетичним 
критерієм 
База за рівнем 
0,1 від 
максимального 
значення проце-
су або сигналу 
База за рівнем 
0,1 від 
максимального 
значення      
обвідної 
Експонентний 1,16 3,64 3,64 
Прямокутний 0,743 2,68 3,18 
Трикутний 0,454 1,48 2,01 
Косинусний 0,445 1,3 1,66 
Дзвоновий  0,231 1,46 1.46 
Взаємний енергетичний спектр. За означенням взаємна ене-
ргія (або енергія взаємодії) двох дійсних детермінованих неперіоди-
чних процесів або сигналів )(1 ts  та )(2 ts  пропорційна їхньому скаля-
рному добутку )( 21ss : 
                           dttstsssE )()(2)(2 2121в .                        (3.56) 
Припустімо, що дійсні сигнали або процеси )(1 ts  та )(2 ts  задані 
своїми спектральними характеристиками відповідно )(1 jS  та 
)(2 jS . Тоді згідно з (3.56) та з урахуванням оберненого перетво-
рення Фур’є (3.2) енергія взаємодії цих процесів або сигналів 
.))(
2
1
)((2 21в dtdejStsE
tj  
Звідси, змінивши порядок інтегрування за часом і частотою, 
отримаємо: 
.))()((
1
12в ddtejSjSE
tj  
Згідно з умовою спряженої симетрії (3.18) 
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.)()()(
*
111 jSjSdtejS
tj  
Остаточно  
                   
.)()()()(
2
1
)()(
)()(2)()(
1
121221
2112в
dfjfSjfSdjSjSdttsts
dttstsdjSjSE
      (3.57) 
 Скалярному добутку двох неперіодичних процесів або 
сигналів у часовій області відповідає скалярний добуток 
їх спектральних характеристик у частотній. 
Співвідношення (3.57) називають узагальненою формулою 
Релєя за прізвищем англійського фізика, відомого своїми працями з 
теорії коливань та хвиль. У цій формулі операцію комплексного 
спряження можна застосовувати до будь-якого з співмножників, що 
дає змогу записати її і у такому вигляді: 
                  .)()(
2
1
)(2/ 1221в djSjSssE                   (3.58) 
Підставивши спектральні характеристики процесів і сигналів у 
показниковій формі )(11
1)()(
j
eSjS  і )(22
2)()(
j
eSjS  у 
формулу (3.57), дістанемо: 
dSSdeeSSE
jj
)ααcos()()(
2
1
)()(
2
1
2/ 1221
)(α)(α
21в
21  
,)ααcos()()(
2
1
)ααsin()()(
2
1
1221
0
1221 dSSdSSj
  
 
де враховано, що інтеграл у симетричних межах від непарної функції 
дорівнює нулю. 
Отже, скалярний добуток  
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                          .)]()(cos[)()(
2
1
)( 122121 dSSss             (3.59) 
Співвідношення (3.59) є тригонометричною формою подання 
скалярного добутку двох процесів або сигналів, а отже, і формули 
Релєя.  
Підінтегральна функція як добуток модулів спектрів процесів 
або сигналів і косинуса є функцією дійсною. Порівняння, наприклад, 
(3.58) і (3.59) дає змогу записати таке:  
                ,)(
2
1
)]()(cos[)()(
2
1
121221 dWdSS         (3.60) 
де 
               )]()(Re[)]()(cos[)()()( 21122112 jSjSSSW       (3.61) 
є взаємним енергетичним спектром або спектральною щіль-
ністю енергії взаємодії двох детермінованих неперіодичних про-
цесів або сигналів. 
Згідно з формулами (3.58) і (3.59) взаємний енергетичний 
спектр  
                           dfdEddEW /5,0/)( вв12                   (3.62) 
для кожного значення частоти f  визначає енергію взаємодії спек-
тральних складових двох процесів або сигналів із цією частотою, що 
припадає на одиницю частоти в частотному діапазоні df . Це власне 
і відображає фізичну сутність взаємного енергетичного спектра 
)(12W .  
Отже, значення енергетичного спектра взаємодії визнача-
ють розподіл енергії взаємодії двох процесів або сигналів по час-
тотному діапазону.  
Згідно з формулою (3.62) розмірність взаємного енергетичного 
спектра )]([ 12W  ].енергія/Гцц/Гампл.секунда[еенергі
2
 
Аналіз формул (3.59) і (3.61) дає змогу зробити такий висновок: 
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 енергія взаємодії двох процесів або сигналів 
визначається не тільки їхніми амплітудними, а й фазо-
вими спектрами.  
Звернімо увагу на особливості впливу 
амплітудного та фазового спектрів. Як 
випливає з навединих формул, у 
формуванні взаємної енергії двох процесів 
або сигналів головну роль відіграють 
гармонічні складові однакової частоти, 
різниця початкових фаз яких 12  не є 
кратною 2/ . Якщо ця різниця 
,2/)12(12 n  ...,2,1,0n , то енер-
гія взаємодії 0вE , а самі процеси або сиг-
нали, як відомо, вважаються ортогональ-
ними.  
Енергія взаємодії двох процесів або 
сигналів визначається тими ділянками частотного діапазону, де ам-
плітудні спектри процесів або сигналів перекриваються.  
Згідно з виразом (3.61) такі частотні ділянки визначаються час-
тотами, для яких добуток амплітудних спектрів двох процесів або си-
гналів не дорівнює нулю: 0)()( 21 SS .  
На цьому грунтується один із підходів до формування процесів 
і сигналів із мінімальним енергетичним 
зв’язком, добиваючись у кінцевому підсумку їх 
ортогональності.  
Очевидно, що таку ідею можна 
реалізувати селективною системою на зразок 
частотного фільтра, АЧХ якого має яскраво ви-
ражений мінімум у діапазоні частот, де енерге-
тичний спектр )(12W  є максимальним (рис. 
3.10). Слід зазначити, що тип фільтра (ФВЧ, 
ФНЧ, СФ тощо) багато в чому визначається 
властивостями процесів і сигналів )(1 ts  і )(2 ts . 
►Приклад. Визначити взаємний енергетичний 
спектр двох дійсних експонентних процесів із однаковими параметрами, 
зміщених у часі на величину 0t  (рис. 3.11, а). 
Спектральні щільності таких процесів: 
Рисунок 3.10 - До 
формування ортого-
нальних процесів. 
Рисунок 3.11 - Процеси 
з різним рівнем орто-
гональності.  
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Згідно з (3.61) взаємний енергетичний спектр цих процесів 
            .
cos
)arctgarctgcos(
1
)(
22
0
02212
t
tW        (3.63) 
Очевидно, що енергетичний спектр )(12W  залежатиме як від α  
(визначає динаміку процесів), так і від часового зсуву 
0t . Якщо 
зафіксувати α , то спектр )(12W  повністю залежатиме від зсуву 0t .  
На рис. 3.12 зображено два характерних графіки для )(12W . Якщо 
10t  (рис. 3.12, а), то взаємний енергетичний спектр )(12W  має яск-
раво низькочастотний характер. Щоб зменшити скалярний добуток 
процесів, тобто зробити енергію їхньої взаємодії мінімальною, слід за-
стосувати ФВЧ, який не пропускатиме низькочастотні складові з часто-
тами /1н.гр  та виділятиме високочастотні. Це призведе до зрос-
тання швидкості зміни процесів у часі за рахунок істотного зменшення 
впливу НЧ складових, а отже, зменшення тривалості процесів і еффекту 
їх перекриття (рис. 3.12, б). Як наслідок сигнали на виході ФВЧ будуть 
наближатися  до ортогональних 
 
 
 
 
 
 
 
 
Рисунок 3.12 - Залежність взаємного енергетичного спектр двох  
експонентних процесів від значення величини зсуву між ними:  
а – 10t ; б – 10t . 
Очевидно, чим більше схожими є процеси або сигнали в межах пев-
ного часового інтервалу, тим більша енергія взаємодії. Це може бути, 
зокрема, за малих змін процесів і сигналів у часі. При цьому 
збільшується часовий інтервал, у межах якого добуток миттєвих значень 
процесів і сигналів не дорівнює нулю. 
                                                                                                        ◙ 
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ПІДСУМКИ 
Необхідно зрозуміти: 
1. Енергію неперіодичного 
процесу можна визначити у 
будь-який із двох рівнозначних 
способів: інтегруванням квад-
рата процесу або  сигналу та 
інтегруванням квадрата його 
амплітудного спектра. 
2. У інформаційних систе-
мах слід використовувати сиг-
нали з найменшим значенням 
бази. 
3. Усі процеси і сигнали од-
накової форми, але з різним 
розміщенням на часовій осі, з 
енергетичного погляду є рівно-
значними. 
4. Енергія взаємодії двох 
процесів або сигналів визнача-
ється не тільки амплітудними, а 
й фазовими спектрами. 
5. Чим більше схожими є 
процеси або сигнали в межах 
певного часового інтервалу, 
тим більша енергія взаємодії. 
 Треба вміти: 
1. Визначити поняття: спек-
тральна щільність енергії, вза-
ємний енергетичний спектр, ба-
за процесу або сигналу. 
2. Пояснити фізичний зміст 
 Слід запам’ятати: 
1. Визначення понять: спект-
ральна щільність енергії, взаєм-
ний енергетичний спектр, база 
сигналу або процесу. 
2. Енергія взаємодії двох про-
цесів або сигналів визначається 
їхніми як амплітудними, так і фа-
зовими спектрами. 
3. Розмірності енергетичного 
спектра процесу і сигналу та вза-
ємного енергетичного спектра. 
4. Відповідно до принципу не-
визначеності добуток тривалості 
процесу або сигналу і ширини йо-
го спектра є сталою величиною 
порядку одиниця. 
5. Мінімальним енергетичним 
зв’язком характеризуються орто-
гональні процеси або сигнали.  
6. Формули: 
dSdttsEs
0
22 )(
1
)(  
- енергія дійсного процесу і си-
гналу;  
dSdttsEs
0
22 )(
1
)(  
- енергія комплексного проце-
су і сигналу; 
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енергетичного та взаємного 
енергетичного спектрів. 
3. Записати формулу та уза-
гальнену формулу Релея. 
4. Визначити енергію проце-
су та двох процесів як за їх 
описами часової області, так і 
за спектральними характерис-
тиками. 
djSjSE )()(
1
12в  
- енергія взаємодії двох про-
цесів або сигналів (узагальнена 
формула Релея). 
 
 
3.4 Перетворення процесів і 
спектрів 
Додавання, підсилення та послаблення процесів. Подамо 
довільний процес )(ts  у вигляді зваженої суми: 
                                       ,)()(
1
n
k
kk tsts                                       (3.63) 
де вагові коефіцієнти k  є обмеженими та визначають внесок кож-
ної складової )(tsk .  
Відповідно до (3.63) процес )(ts  можна вважати реакцією сума-
тора на n вхідних процесів )(tsk  із підсиленням складової, якщо 
1k , або її послабленням, якщо 1k . Окрема складова реакції 
повторює форму вхідної складової з точністю до знака, коли 1k . 
Від'ємні значення k  відображають операцію інвертування, тобто 
операцію зміни знака вхідного процесу на протилежний.  
Згідно з прямим перетворенням Фур'є (3.1) спектральна щіль-
ність сигналу (3.63)  
n
k
n
k
kk
tj
kk
tj
n
k
kk jSdtetsdtetsjS
1 11
.)(])([)()(  
 Отже, спектр зваженої суми незалежних процесів дорів-
нює зваженій сумі спектрів її складових: 
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                                      .)()(
11
n
k
kk
n
k
kk jSts                          (3.64)  
Таким чином, додавання, підсилення та послаблення сигналів 
є лінійними перетвореннями.  
Відповідність (3.64) у математиці називають теоремою дода-
вання, для випадку підсилення або послаблення кожної складової – 
теоремою масштабування. 
 
►Приклад. Визначити спектр ступінчастого процесу )(tA , 0A  
(рис. 3.13, а).  
Застосувати безпосередньо перетворення Фур’є (11.56) не можна, 
оскільки такий процес не задовольняє умову абсолютної інтегрованості 
(3.7) і навіть умову інтегрованості квадрата процесу (3.8).  
Подамо заданий процес сумою парного 2/)(пар Ats  (рис. 3.13, б) 
та непарного }0,2/;0,2/{)(нпар tAtAts  (рис. 3.13, в) складо-
вих. Відповідно до властивостей спектральна щільність )(RS  парної 
складової )(пар ts  буде дійсною частиною спектральної щільності )( jS  
заданого процесу )(tA , а непарна складова )(нпар ts  – визначить її уяв-
ну частину )(IS . 
Застосувати беспосередньо інтегральне перетворення (3.1) до непар-
нї складової )(нпар ts  також не можна, оскільки фу-
нкція, яка її описує, в точці t = 0 має розрив першо-
го роду. У таких випадках при обчисленні спектра-
льної щільності )( jS  застосовують операцію гра-
ничного переходу до спектральної щільності 
),( jcS  для функції без розривів: 
),(lim)(
0
jcSjS
c
. 
Граничний перехід у часовій області від непар-
ного процесу, зображеного на рис. 3.13, б, при 
0α  дає непарну складову, подану на рис. 3.13, в.  
Для процесу, поданого на рис. 3.13, б, спектра-
льна щільність 
  )./(),(),( 22jAjScjS  (3.65) 
Спрямувавши 0 , отримаємо спектральну 
щільність непарної складової заданого сигналу: 
A/2 
sпар (t) 
sнпар(t) A/2 
- А/2 
Рисунок 3.13 -       
Ступінчатий сигнал  
і його складові. 
 A 
t 
Aσ(t) 
а 
t 
б 
t 
в 
0 
0 
0 
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                                    (3.66) 
Парна складова досліджуваного ступінчастого процесу також не за-
довольняє жодній із умов абсолютної інтегрованості і є постійним про-
цес. Спектральна щільність цього процесу )()(пар RSjS  має бути 
такою, щоб обернене перетворення Фур’є (3.2) від неї його поновлювало 
)(пар ts : 
                                .)(
2
1
2
)( парпар dejS
A
ts tj                    (3.67) 
Очевидно, вираз (3.67) задовольняє співвідношення 
)()()(пар ASjS R . Підстановка )(A  в (3.67) з урахуванням 
стробувальної властивості -функції це підтверджує.  
 Отже, аплітудний спектр постійного процесу амплітудою A міс-
тить тільки одну дельтоподібну складову з необмеженою амплі-
тудою на частоті 0 , а його фазовий спектр дорівнює нулю: 
                                             ).(2 AA                                    (3.68) 
Цей висновок є обгрунтованим із фізичного погляду. Відомо, що 
енергія постійного процесу є необмеженою, а середня потужність срP  
дорівнює квадрату його амплітуди. Постійний процесу можна вважати 
гармонічним, частота якого дорівнює нулю. Тоді відповідно до рівності 
Парсеваля вся потужність постійного процесу приходиться тільки на од-
ну нульову гармоніку з амплітудою A . Інших енергетично значимих га-
рмонік немає як в усьому частотному діапазоні, так і в околі d  частоти 
0 . Отже, обмеженій потужності відповідає частотний інтервал 
нульової ширини, в якому і зосереджена єдина постійна складова з амп-
літудою A .  
Із урахуванням зазначеного спектральна щільність постійного про-
цесу на всіх частотах, окрім однієї 0 , дорівнює нулю, а на частоті 
0  – нескінченності. Аналітично така щільність описується дельта-
функцією )(  з певною площею.  
. / ) , ( lim ) ) ( 
0 α 
нпар        
 
j A c j S ( ω jS j S I 
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Отже, за відповідністю (3.68) дельтоподібна спектральна щільність 
.)(2 dtAeA tj  
Звідси інтегральна форма дельта-функції для частотної області така: 
                                          .)2/1()( dte tj                              (3.69) 
Спектральна щільність комплексних амплітуд заданого ступінчасто-
го процесу є сумою спектрів його парної та непарної складових: 
                            ./)()()()( jAAjSSjS IR               (3.70) 
Якщо амплітуда A  ступінчастого процесу дорівнює одиниці, то дос-
ліджуваним буде одиничний ступінчастий процес. Тоді згідно з (3.70) 
його спектральна щільність комплексних амплітуд  
                                      ).(/1)()( tjjS                      (3.71) 
За переходу до циклічної частоти  
      .)(
2
1
)(
2
1
)2( t
fj
ffjS                   
     ◙ 
У теоретичних дослідженнях корисною є інтегральна форма 
зображення одиничного ступінчастого процесу: 
                            .)()(
sin1
2
1
)(
0
нпарпар ttd
t
t           (3.72) 
Як випливає з (3.72) парна складова )(пар t  цього процесу для 
всіх значень )(-є ,t  дорівнює 2/1 , а непарна  
               
.0,2/
;0,2/
)(Si
sin
)(
0
нпар
t
t
d
t
t          (3.73) 
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Інтеграл (3.73) належить до класу особливих і називається ін-
тегральним синусом. 
Зсув процесу в часі. Такі перетворення сигналів є характер-
ними, зокрема, для ліній затримки. Розглянемо сигнал )( 0tts , за-
триманий у часі на 0t  відносно процесу )(ts , спектральна щільність 
якого )( jS . Тоді спектральні властивості затриманого процесу 
відповідно до (3.1) визначаються спектральною щільністю  
,)()()(
))(()()(
])([)(
0
000
0
0
tjtjjtj
tjjtj
t
ss eSeeSejS
edesdtettsjS
 
де 0tt  – нова змінна. Звідси, 
0)()( 0
tj
ejStts . При зсуві 
ліворуч на 0t  справедливою є така відповідність між спектром і 
сигналом: 0)()( 0
tj
ejStts .  
 Отже, зсув процесу )(ts  в часі на величину 0t  
еквівалентний множенню його спектральної щільності 
на  )exp( 0tj : 
                                  .)()( 00
tj
ejStts                         (3.74) 
Відповідність (3.74) називають теоремою затримки, або 
зсуву, для часової області. 
Для практики важливою є не сама теорема зсуву, а наслідки, 
які з неї випливають. Згідно з (3.74) множення на 0exp tj  змінює 
тільки фазовий спектр )(αs  початкового процесу на 0t . 
Фактично, початкова фаза кожної спектральної складової зміщеного 
процесу отримує додатковий фазовий зсув, прямо пропорційний 
частоті складової та значенню часового зсуву. Амплітудний спектр 
при зсуві сигналів залишається без змін. Отже, операція затримки 
(зсуву в часі) є лінійним перетворенням. 
 
►Приклад. Визначити спектр реакції )(ty  на дію )(tx  у вигляді оди-
ничного імпульсного процесу ( імпульсу) лінійної системи, матема-
тична модель якої подається таким рівнянням «вхід-вихід»: 
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)()()( зttxtKxty , де 0K – коефіцієнт, а зt – затримка вхідного 
процесу в часі.  
Структурна схема цієї системи (рис. 3.14) складається із підсилювача 
з коефіцієнтом підсилення K , лінії затримки та суматора. Якщо вхідним 
сигналом є дельта-імпульс, то за нульових 
початкових умов реакція заданої системи 
буде її імпульсною характеристикою 
)()()( зtttKtg . 
Відповідно до теорем додавання, масш-
табування та зсуву для часової області спе-
ктральна щільність реакції на дельта-
імпульс заданої системи (спектр імпульсної 
характеристики) 
,)()()( з
tj
gg ejSjKSjS  
де )( jS  – спектральна щільність дельта-імпульсу. Згідно з (3.1) та  ві-
дповідно до стробувальної властивості дельта-функції  
                             )(1)()(
0
tedtetjS
t
tjtj .           (3.75) 
 Звідси випливає, що амплітудний спектр дельта-імпульсу є рів-
номірно розподіленим в діапазоні частот від  до , а зна-
чення його фазового спектра на будь-якій частоті дорівнює нулю.  
Отже, всі спектральні складові дельта-імпульсу є рівнозначними, а 
ширина його спектра дорівнює нескінченності. 
Із урахуванням (3.75) спектральна щільність реакції на дельта-
імпульс заданої системи (спектр імпульсної характеристики)  
                                             .)( з
tj
g eKjS                                (3.76) 
Перша складова у виразі (3.76) є спектром підсиленого )(tK , тобто 
дельта-імпульсу з площею K , а друга – спектром затриманого процесу 
)( зtt .  
Співвідношення (3.68) і (3.75) дають змогу зробити ще один важли-
вий висновок: 
 
y(t)) 
+ 
tз 
x(t) 
Рисунок 3.14 - Структурна  
схема лінійної системи. 
К 
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 дельта-імпульсу у часовій області відповідає рівномірний (пос-
тійний) спектр у частотній і, навпаки, дельтоподібному спектру 
відповідає постійний сигнал. 
Обернене перетворення (3.2), застосоване до )( jS , поновлює де-
льта-імпульс:  
                      .
2
1
)(
2
1
)( dedejSt tjtj                (3.77) 
Інтегральне співвідношення (3.77) в теорії сигналів розглядють як 
одну з можливих форм аналітичного подання дельта-імпульсу у часовій 
області.  
                                                                                                                   ◙ 
Диференціювання та інтегрування сигналів. У 
диференціюючих колах і системах реакція пропорційна похідній, а в 
інтегруючих – інтегралу від діючого процесу. При диференціюванні 
швидкість зміни сигналів у часі, як правило, збільшується, а 
інтегрування дає змогу уповільнити сигнал. 
Припустімо, що сигнал )(ts  і його спектральна щільність комп-
лексних амплітуд )( jS  задовольняють інтегральні перетворення 
Фур'є (3.1) і (3.2): )()( jSts . Визначимо спектральну щільність 
)( jSd  процесу dttdstsd /)()( .  
Відповідно до (3.2) 
.)(
2
1
)(
2
1
)()(
2
1
))(
2
1
()()(
dejSdejSj
de
dt
d
jSdejS
dt
d
ts
dt
d
ts
tj
d
tj
tjtj
d
 
 Отже, спектральну щільність здиференційованого сигна-
лу визначають добутком співмножника j  і спект-
ральної щільності )( jS  початкового процесу )(ts : 
                 .)()()(/)( 2/
)( jj
d eeSjSjjSdttds
s     (3.78) 
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Із відповідності (3.78) випливає, що після диференціювання 
процесу змінюється його амплітудний і фазовий спектри. При цьому 
зі зростанням частоти амплітуди високочастотних спектральних 
складових збільшуються. Їхній внесок у спектр здиференційованого 
процесу значно вагоміший, ніж низькочастотних. Фактично таке пе-
ретворення пов'язане з виділенням високочастотних складових, що 
фукнціонально притаманне ФВЧ. Крім того, кожна спектральна скла-
дова реакції отримує додатковий фазовий зсув 90˚.  Це і є причиною 
того, що здиференційований сигнал випереджає початковий і більш 
динамічніший за нього. 
Методом індукції доводять, що при n–кратному 
диференціюванні процесу справедливою є така відповідність: 
                               ....,3,2),()(/)( njSjdttsd nnn            (3.79) 
Вирази (3.78) і (3.79) є відображенням теореми 
диференціювання сигналів. 
Перетворення сигналів на зразок диференціювання та відпо-
відні зміни їхніх спектрів у деяких випадках значно спрощують 
визначення спектральних характеристик неперіодичних сигналів, 
зокрема таких, що описуються кусково-лінійними функціями.  
 
Приклад.  
Визначити спектральну щільність відеоімпульсу трикутної форми 
(рис. 3.15, а). 
Диференціювання цього процесу дає відеоімпульс, зображений на 
рис. 3.15, б, а диференціювання відеоімпульсу – процес із двох дельта- 
імпульсів (рис. 3.15, в), математична модель якого є такою: 
                 ).(
4
)]
2
()
2
([
2)(
імп
імпімп
імп
2
2
t
t
At
t
t
t
t
A
dt
tsd
      (3.80) 
Згідно з теоремами диференціювання та затримки спектр 
здиференційованого процесу (3.80) 
).()()1
2
(cos
4
)2(
2
)( 2імп
імп
22
імп
імпімп
jSj
t
t
A
ee
t
A
jS
t
j
t
j
d  
Отже, спектральна щільність трикутного процесу  
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2 t
tAtt
t
A
jS     (3.81) 
 
 
 
 
 
 
 
 
 
 
Рисунок 3.15 - Перетворення на зразок диференціювання: 
а - трикутний відеоімпульс; б -здиференційований процес; в - результат   
двократного диференціювання. 
 
Аналіз виразу (3.81) показує, що за формою амплітудний і фазовий 
спектри парних трикутного та прямокутного відеоімпульсів збігаються. 
Якшо параметри цих процесів однакові, то відрізняються тільки нулі 
амплітудних спектрів. Для трикутного відеоімпульсу значення нулів йо-
го амплітудного спектра вдвічі перевищують відповідні значення нулів 
цього самого спектра прямокутного відеоімпульсу: ,/4 імп0 tkk  
....,3,2,1k  
Не збігаються також початкові значення амплітудних спектрів. Так, 
для трикутного відеоімпульсу 2/)0( імпAtS . 
                                                                                                                   ◙ 
У системах, наділених функціями інтегрування вхідних проце-
сів, спектр реакції )(інт jS  можна визначити, поділивши спектральну 
щільність вхідного процесу )( jS  на j : 
                     .
)(
/)()( 2/
)( jj
t
ee
S
jjSds s            (3.82) 
Отже, амплітуди спектральних складових зінтегрованого 
процесу, частоти яких прямують до нескінченності, зі збільшенням 
частоти зменшуються до нуля. Чим менша частота, тим більша 
амплітуда складової. Фактично відбувається виділення низько-
частотних спектральних складових початкового процесу та послаб-
лення внеску високочастотних, що властиво ФНЧ. 
s(t) 
t 
   а                                      б                                         в          
  tімп/2 
A 
  -tімп/2 
  - tімп/2 
 
t   t імп/2 
 
s''(t) 
2A/ tімп 2A/ tімп 
-4A/ tімп 
 s' (t) 
t   - tімп/2 
2A/ tімп 
-2A/ tімп 
    tімп/2 
0 
0 
144 
3.4 Перетворення процесів і спектрів 
 
Початкова фаза кожної складової також змінюється, причому 
однаково на мінус 90°, тобто зменшується на 90°. Це є характерною 
ознакою затримки процесу в часі.  
 Отже, зінтегрований процес відстає від вхідного та 
змінюється в часі з меншою швидкістю, тобто є менш 
динамічнішим.  
Стиснення та розтягування процесів. За такого 
перетворення форма процесу зберігається, а змінюється його 
динаміка в часі. Тоді заданому процесу s(t) (рис. 3.16, а) при 
здійсненні зазначених операцій відповідає процес sα(t) = s(αt), де 
коефіцієнт α>1, якщо початковий процес стискується (рис. 3.16, б), і 
α<1 – при його розтягуванні (уповільненні процесу в часі, див. рис. 
3.16, в). Фактично маємо процес, що є результатом масштабування 
часового аргументу t  початкового 
процесу )(ts . 
Відповідно до принципу невизна-
ченості внаслідок зміни масштабу 
часової змінної відбуваються певні 
зміни масштабу частоти. При цьому 
прискоренню процесу (зменшенню його 
тривалості) відповідає збільшення 
ширини його спектра і, навпаки, 
уповільнення процесу в часі 
(збільшення тривалості) зумовлює 
зменшення ширини спектра. Зміна 
масштабу часової змінної спричинює також зміну амплітуд 
спектральних складових. 
Справді, нехай існує відповідність )()( jSts . Тоді згідно з 
прямим перетворенням Фур'є (3.1) спектр процесу )()( tsts  є та-
ким: 
                      
).()()/1()()/1(
)/()()()(
)/(
/
tsjSdes
desdtetsjS
j
jtj
     (3.83) 
Рисунок 3.16 - Початковий 
(а), стиснутий (б) і розтяг-
нутий (в) сигнали. 
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 Отже, при стисненні процесу в α разів саме у стільки 
разів збільшується діапазон частот, де зосереджені йо-
го спектральні складові, розширюється спектр процесу 
і зменшуються амплітуди складових. 
Очевидно, що при розтягуванні процесу в часі (α<1) ширина 
спектра зменшується, а амплітуди спектральних складових 
збільшуються. 
Співвідношення (3.83) є аналітичним поданням теореми про 
зміну масштабу, відповідно до якої будь-який спосіб зміни ширини 
спектра без зміни тривалості процесу зумовлює спотворення спек-
тра. 
►Приклад. Порівняти спектри і тривалості двох дійсних експонент-
них процесів: )()(1 tets
t  і )()( 22 tets
t . 
Процес s2(t) = s1(αt) є результатом стиснення процесу s1(t). При цьому 
α=2. За рівнем 0,1 тривалість першого процесу дорівнює одиниці, а дру-
гого – 0,5. Спектральні щільності заданих процесів є такими: 
.
1)2/(
1
2
1
2
1
)(;
1
1
)( 2
2
1
jj
jSe
j
jSe tt  
Звідси, наприклад, амплітуда постійної складової )0(  другого 
процесу вдвічі менша за амплітуду цієї самої складової першого проце-
су. Отримані результати узгоджуються з теоремою про зміну масштабу. 
                                                                                                                   ◙ 
Добуток двох процесів. Розглянемо два процеси )(1 ts  і )(2 ts , 
для яких визначені такі відповідності: )()( 11 jSts  і )()( 22 jSts .  
Спектральна щільність добутку цих процесів  
                                      .)()()( 21 dtetstsjS
tj                          (3.84) 
Підставивши в (3.84) подання процесу )(2 ts  через його 
спектральну щільність )(2 jS , дістанемо 
.])()[(
2
1
])()[(
2
1
)( )(1221 ddtetsjSdtedejStsjS
tjtjtj  
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Оскільки інтеграл у квадратних дужках відповідно до (3.1) є 
спектральною щільністю процесу )(1 ts  відносно частоти )( , тоб-
то )]([1 jS , то спектр добутку двох процесів 
                                
djSjSjS )]([)(
2
1
)( 12                  (3.85) 
Інтеграл у правій частині виразу (3.85) відображає згортання 
функцій )(1 jS  і )(2 jS . 
 Отже, спектральна щільність добутку двох процесів із 
точністю до співмножника 2/1  дорівнює згортці їхніх 
спектральних щільностей:  
                      .)]([)(
2
1
)()()( 2121 djSjSjStsts       (3.86) 
Із виразів (3.84) і (3.86) випливає, що початкове значення 
спектральної щільності добутку двох процесів, тобто її значення на 
частоті 0 ,  
                     .)()(
2
1
)()()0( 2121 djSjSdttstsjS          (3.87) 
Початкове значення (3.87) визначає енергію взаємодії двох 
процесів. 
Перетворення спектрів на зразок «зсув по частоті». Один із 
ефективних способів побудови систем зв'язку грунтується на 
перенесенні (зсуві) спектрів процесів із однієї ділянки частотного 
діапазону в іншу. Яскравим прикладом практичної реалізації цієї ідеї 
є багатоканальні системи зв'язку з частотним ущільненням каналів 
(телебачення, телерадіовимірювальні системи тощо).  
Перенесення спектра певного процесу на частоту 0  
зумовлює зміну на цю величину як додатних, так і «від'ємних» частот 
усіх спектральних складових. Проте зміни спектральних характери-
стик завжди пов'язані з певними змінами самого процесу. Тому для 
реалізації такого перетворення спектра, як  «зсув по частоті» 
потрібні певні перетворення і процесу.  
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Припустімо, що процес )(ts  і його спектральна щільність )( jS  
задовольняють інтегральне перетворення Фур'є. Визначимо процес 
)(з ts , спектральна щільність якого )]([)( 0з jSjS , тобто є 
зміщеною по осі частот праворуч ( )]([)( 0з jSjS ) і ліворуч 
( )]([)( 0з jSjS ) від частоти 0  «копією» спектральної 
щільності  )( jS . 
Згідно з оберненим перетвореннм Фур'є (11.57) 
,)()][
2
1
)]([
2
1
)( 00
)(
0з
tjtj
ts
tjtj etsedejSdejSts

  
 
де 0  – нова частотна змінна.  
 Отже, перенесення спектра на частоту 0  еквіва-
лентне множенню процесу на комплексний експонентний 
процес )exp( 0tj : 
                                      )].([)( 0
0 jSets
tj
                       (3.88) 
Відповідність (3.88) відома як теорема зсуву спектра. 
Зазначимо, що при множенні на )exp( 0tj  кожна спектральна 
складова процесу )(ts  отримує додатковий фазовий зсув t0 , а 
амплітуди складових не змінюються. За таких умов форма процесу 
залишається без змін, а змінюється тільки його розміщення на 
часовій осі. 
 Таким чином, при зсуві спектра відповідно до теореми 
зсуву форма амплітудного і фазового спектрів процесу 
не змінюється, вони переносяться в іншу ділянку час-
тотного діапазону на частоту 0 .  
►Приклад. Визначити спектр комплексного експонентного процесу 
tj
ets 0)( . 
Такий процес можна розглядати як результат множення постійного 
процесу s1(t) = 1 на комплексний експонентний процес )exp( 0tj . За 
теоремою зсуву (3.88) спектральна щільність заданого процесу 
)]([ 0jS  є зсунутою ліворуч на частоту 0  копією спектра 
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постійного процесу )( jSA  (див. (3.68)). Оскільки тепер 1A , то спек-
тральна щільність заданого комплексного експонентного процесу  
                    .)(2)]([)( 0010
tj
AA
ejSjS           (3.89) 
Аналогічні міркування дають змогу показати, що для комплексного 
експонентного процесу tjets 0)(  спектральна щільність 
                      .)(2)]([)( 0010
tj
AA
ejSjS          (3.90) 
Слід зазначити, що комплексний експонентний процес належить до 
процесів, які не є абсолютно інтегровними.  
                                                                                                                             ◙ 
►Приклад. Визначити спектр гармонічного процесу. 
Гармонічний процес не є абсолютно інтегровним, тому визначимо 
його спектральну щільність за теоремами перетворення процесів і 
спектрів.  
За косинусної форми подання гармонічний процес  
),)(2/(cos)( 000
tjtj
mm eeAtAts  
тобто є сумою двох комплексних експонентних процесів із 
протилежними за знаком частотами та однаковии амплітудами.  
Згідно з теоремами додавання (3.65) та з урахуванням відповідностей 
(3.89) і (3.90) спектральна щільність косинусного гармонічного процесу  
                     ,cos)]()([)( 000 tAAjS mm     (3.91) 
тобто є дійсною, містить тільки дві відмінні від нуля дельтоподібні 
спектральні складові з частотами 0, амплітуди яких дорівнюють  
нескінченності, а площі Am . 
Якщо гармонічний процес подають у синусній формі 
),)(2/(sin)( 000
tjtj
mm eejAtAts  
 то його спектральна щільність  
                .sin)]()([)( 000 tAjAjS mm      (3.92) 
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Отже, як випливає з (3.91) і (3.92), амплітудні спектри косинусного 
та синусного гармонічних процесів збігаються, а фазові відрізняються на 
мінус 90˚. 
                                                                                                                   ◙ 
►Приклад. Визначити спектральну щільність  радіоімпульсу. 
Радіоімпульс )cos()()( 00вp ttsts  є добутком відеосигналу 
(відеоімпульсу) )(tsв  та гармонічного коливання, частота якого значно 
перевищує максимальну частоту max  в спектрі відеоімпульсу, тобто 
max0 . Вважатимемо, що існує відповідність )()( вв jSts . Тоді 
врахувавши, що гармонічний косинусний процес 
,)2/1()2/1()cos( 000000
tjjtjj
eeeet  
відповідно до теореми зсуву спектра та масштабування процесів 
отримаємо спектр радіоімпульсу:  
            )]}.([)([{
2
1
)( 0в0вp
00 jSejSejS
jj
     (3.93) 
Із співвідношення (3.93) випливає, що 
 перехід від відео- до радіоімпульсу означає перенесення спектра 
відеоімпульсу в високочастотну область на частоту 0  і 0  із 
зменшенням удвічі амплітуд спектральних складових 
відеоімпульсу.  
                                                                                                                   ◙ 
Радіоімпульс – це різновид амплітудно-модульованого коли-
вання з гармонічним високочастотним заповненням, амплітуда якого 
змінюється за законом низькочастотного коливання (відеоімпульсу). 
Тому властивість інтегрального перетворення Фур'є, відображувану 
теоремою зсуву спектра, часто називають властивістю 
модуляції. 
►Приклад. Визначити ефективну ширину спектра радіоімпульсу, як-
що відеоімпульсом є парний прямокутний сигнал, тривалість якого імпt , 
а  амплітуда А (див. рис. 3.6, а). 
Як відомо, ефективна ширина спектра прямокутного відеоімпульсу 
зверху обмежується першим нулем його амплітудного спектра 
імп01max /2 t , а знизу – частотою 0min  (рис. 3.17, а). При 
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переході до радіоімпульсу спектр парного прямокутного відеоімпульсу 
переноситься на частоту 0  таку, що імп0 /2 t  (рис. 3.17, б). 
Тільки за такої умови спектри відео- та радіоімпульсів майже не пере-
криваються. 
 
 
 
 
 
 
 
 
Рисунок 3.17 -  Амплітудні спектри відео- (а) та радіоімпульсу (б) з 
прямокутною обвідною. 
Для радіоімпульсу в діапазоні фізичних значень частоти (додатних 
частот) перший нуль його амплітудного спектра визначається двома час-
тотами: імп0max01 /2 t  і імп0min01 /2 t . Відповідно ефек-
тивна ширина спектра  
імпmin01max01сп.еф /4 t . 
 Отже, ширина спектра радіоімпульсу вдвічі перевищує ширину 
спектра відеоімпульсу.  
                                                                                                                   ◙ 
 
Добуток спектрів та процес. Розглянемо два процеси s1(t) і 
s2(t) та відповідні їм спектри )(1 jS  і )(2 jS . Новому спектру 
)()()( 21 jSjSjS , очевидно, відповідає процес s(t), що є певним 
перетворенням початкових процесів s1(t) і s2(t). 
Справді, згідно з (3.2) процес 
).()()()(
])(
2
1
)[()(])([
2
1
)()(
2
1
)(
2
1
)(
2121
)(
2121
21
tstsdtss
ddejSsdejSdes
dejSjSdejSts
tjtjj
tjtj
 
0 
 а                                                                        б               
 
Atімп 
Sв(ω) 
- 2π/tімп   2π/tімп  
0 
- 0 - 2π/tімп   - 0 +2π/tімп  
 
Sp(ω) 
0 - 2π/tімп   0+2π/tімп  
0 
  Atімп/2 
- 0 
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Звідси випливає, що  
 добуткові спектрів відповідає згортка процесів.  
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Додавання, підсилення, 
послаблення, зсув у часі про-
цесів є лінійними перетворен-
нями. 
2. Здиференційований про-
цес випереджає початковий і 
динамічніший за нього. 
3. Зінтегрований процес від-
стає від вхідного та змінюється 
в часі з меншою швидкістю. 
4. При стисненні процесу 
розширюється його спектр і 
зменшуються амплітуди скла-
дових, а при розтягуванні - ши-
рина спектра зменшується , а 
амплітуди спектральних скла-
дових збільшуються. 
5. Зсув спектра відповідно 
до теореми зсуву не спричинює 
зміни амплітудного та фазового 
спектрів процесу. 
6. Перехід від відео- до ра-
діоімпульсу означає перене-
сення спектра відеоімпульсу у 
високочастотну область на час-
тоту носійного коливання із 
зменшенням удвічі амплітуд 
спектральних складових відео-
імпульсу. 
 Слід запам’ятати: 
1. Спектр зваженої суми неза-
лежних процесів дорівнює зваже-
ній сумі спектрів її складоих  
2. Кожна спектральна складо-
ва зміщеного в часі процесу 
отримує додатковий фазовий 
зсув, прямо пропорційний частоті 
складової та значенню часового 
зсуву. 
3. Спектральну щільність 
здиференційованого процесу ви-
значають добутком j  і спектра-
льної щільності початкового про-
цесу (теорема диференціюван-
ня). 
4. У системах, наділених фун-
кціями інтегрування вхідних про-
цесів, спектр реакції можна ви-
значити, поділивши спектральну 
щільність вхідного процесу на j  
(теорема інтегрування). 
5. Спектральна щільність до-
бутку двох процесів із точністю до 
співмножника 2/1  дорівнює зго-
ртці їхніх спектральних щільнос-
тей. 
6. Перенесення спектра пев-
ного процесу на деяку частоту 
пов’язане з таким перетворенням 
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 Треба вміти: 
1. Визначити спектральні 
характеристики неперіодичних 
сигналів, використовуючи тео-
реми про перетворення сигналі 
і спектрів. 
2. Обгрунтувати висновки, 
та наслідки теорем про перет-
ворення сигналів і спектрів із 
фізичного погляду. 
3. Довести відповідності  
між часовим та спектральними 
поданнями сигналів для різнх 
теорем про перетворення сиг-
налів і спектрів. 
процесу, як модуляція (теорема 
зсуву спектра). 
7. Добуткові спектрів відпові-
дає згортка процесів. 
8. Ширина спектра радіоімпу-
льсу вдвічі перевищує ширину 
спектра вілеоімпульсу, що є обві-
дною радіоімпульсу. 
9. Відповідності між часовим і 
спектральним зображенням про-
цесів: 
)(2 AA - для постійного 
процесу; 
)(/1)()( tjjS  
- для одиничного ступінчасто-
го процесу; 
1)(t - для одиничного ім-
пульсного процесу. 
 
 
3.5 Визначення ширини спектрів та 
тривалості процесів  
Установлено, що чим вужчий процес, тим ширший його спектр. 
Це висновок – один із проявів фундаментального положення теорії 
процесів і сигналів – принципу невизначеності, який установлює 
не тільки нижню межу добутку тривалості процесу та ширини спект-
ра, а й дає змогу зрозуміти природу компромісів при розв'язуванні 
головної практичної проблеми – вибору форми процесу чи ширини 
спектра, що одночасно задовольняє три критерії: 
 амплітуди спектральних складових із збільшенням часто-
ти зменшуються і набувають значень, близьких до нуля на 
частотах, що перевищують певне значення;тривалість 
процесу має наближатися до оптимального значення 
відповідно до принципу невизначеності; 
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 процес повинен загасати достатньо швидко для мінімізації 
впливу на сусідні з ним процеси.  
Задовольнити всі три вимоги одночасно неможливо. Проте 
ідея, закладена у принципі невизначеності, є визначальною при 
синтезі процесів, сигналів і систем для найрізноманітніших практич-
них застосувань. Так, для підвищення точності вимірювання момен-
ту прикладання (появи) імпульсу потрібно використовувати короткі 
за тривалістю сигналу. Точність вимірювання частоти тим більше, 
чим вужчою є смуга пропускання пристрою вимірювання, а отже, і 
ширина спектра сигналу.  
Таким чином, з одного боку, ми потребуємо короткотривалих (з 
малими значеннями тривалості t ), а з другого – вузькосмугових 
процесів і сигналів (з малими значеннями ширини спектра 
)( спспf ). Згідно з принципом невизначеності реалізувати одноча-
сно ці наміри неможливо. Проте можна шукати процеси і сигнали та-
кої форми, для яких добуток спft  відповідно до принципу невизна-
ченості набуває найменшого значення. Очевидно, що з цією 
проблемою тісно пов'язана і проблема визначення відповідних зна-
чень тривалості процесу або сигналу t  і ширини його спектра 
)Δ(Δ спспf . 
Теоретично спектри процесів і сигналів інформаційних систем 
загалом займають нескінченний діапазон частот від  до . Прак-
тично потрібно характеризувати процеси і сигнали обмеженим спек-
тром, тобто сукупністю спектральних складових, зосереджених у 
частотному діапазоні, який знизу обмежується частотою )( minmin f , 
а зверху – частотою )( maxmax f . Тоді, як відомо, ширина спектра 
.; minmaxспminmaxсп fff  Проте слід установити певні 
критерії, за якими визначатимуться мінімальна )( minmin f  та макси-
мальна )( maxmax f  частоти, а отже, і ширина спектра. 
Поняття тривалості точно визначене тільки для процесів і сиг-
налів, які описуються фінітними функціями, тобто функціями, зна-
чення яких дорівнюють нулю за межами обженого діапазону значень 
їхніх аргументів. Прикладами таких процесів і сигналів є прямокут-
ний (див. рис. 1.12, а) або трикутний (див. рис. 1.12, б) імпульси. Для 
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цих процесів і сигналів та схожих із ними вважається, що тривалість 
визначена за основою. Для інших, зокрема таких, як дійсний експо-
нентний (див. рис. 1.12, д), поняття тривалості потрібно ввести.  
На практиці тривалість процесів і сигналів та ширину спектрів 
визначають за певними критеріями, зокрема енергетичним, 
інтегральним, заданого рівня тощо, або із застосуванням 
спрощених (штучних) прийомів. Кожен із підходів визначення цих 
параметрів належить до однієї з таких трьох основних груп: 
аналітичних, чисельних і інструментальних. 
Аналітичні методи грунтуються на дослідженні математичних 
моделей процесів і сигналів, чисельні – на поданнях процесів і 
сигналів графіками, таблицями дискретних значень, а 
інструментальні потребують проведення фізичного 
експерименту. 
Енергетичний критерій. Практичну ширину спектра 
визначають як діапазон частот ],[ maxminсп , у межах якого 
зосереджена основна частка всієї енергії процесу або сигналу sE . 
Задаючись відносною часткою  повної енергії, що приходиться на 
діапазон спΔ , та враховуючи формулу Релея для фізичних частот, 
можна визначити цей частотний діапазон із такого співвідношення: 
                                  .)()(
1
0
22
max
min
dSEdS s                (3.94) 
Співвідношення (3.94) визначає ширину спектра в енергетич-
ному значенні.  
У подібний спосіб можна встановити і тривалість t  
неперіодичного процесу і сигналу як часовий інтервал ],[ 21 tt , що 
задовольняє одну із таких умов:  
                   ;)()(
2
1
22
t
t
s dttsEdtts   .)()(
2
1
22
t
t
s dttsEdtts      (3.95) 
Першу задовольняють дійсні, а другу – комплексні процеси і 
сигнали.  
Вибір нижньої межі інтегрування у співвідношеннях (3.95) 
залежить від властвостей неперіодичних процесів і сигналів. Якщо 
процес і сигнал починається при 0t , то нижня межа в обох 
інтегралах дорівнює нулю. 
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Як правило, для величини  у виразах (3.94) і (3.95) вибирають 
значення 0,9 або 0,95. Якщо 9,0 , то ширина спектра і тривалість 
процесів і сигналів називають ефективними, якщо 95,0  то 
активними.  
У табл. 11.1 наведено значення добутку спft , а отже, і бази 
процесу і сигналу, для 9,0 . Як бачимо, цей добуток є найбільшим 
для процесів і сигналів із розривами функцій, що іх описують 
(прямокутний і експонентний імпульси); менші значення спft  
маємо для процесів і сигналів із розривами в першій похідній (три-
кутний і косинусний), а найменше – у дзвонового імпульсу (імпульс 
Гаусса) . Цей імпульс відрізняється від інших тим, що як функція, яка 
його подає, так і всі похідні від неї, є неперервними.  
Метод моментів. Енергетичний підхід до визначення ширини 
спектра та тривалості процесу і сигналу потребує обчислення інтег-
ралів, а тому не завжди є ефективним. У багатьох випадках його 
практична реалізація можлива тільки на ЕОМ. Крім того, цей 
критерій не є універсальним, оскільки не окреслює якими мають бу-
ти процеси і сигнали для забезпечення мінімального значення до-
бутку спft . Ось чому доцільніше використовувати визначення 
тривалості процесів і сигналів та ширини спектрів, які грунтуються на 
загальновідомих поняттях, зокрема таких поняттях теоретичної ме-
ханіки, як момент функції, момент інерції плоскої фігури, радіус 
інерції тощо. Така можливість зумовлена тим, що графіки процесів і 
сигналів та спектрів є плоскими фігурами. 
Розглянемо плоску фігуру як графічне подання на площині 
квадрата )(2 ts  деякого неперіодичного процесу і сигналу )(ts . Тоді 
за тривалість процесу і сигналу беруть радіус інерції r  відносно 
вертикальної осі, що проходить через центр ваги 0t . 
Центр ваги 0t  фігури )(
2 ts  визначають як відношення моменту 
площі фігури stM  до площі фігури st : 
                            .)(/)(/ 220 dttsdtttsMt stst                    (3.96) 
За означенням момент інерції відносно осі ординат  
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                                           dttstM it )(
22                                  (3.97) 
і осі, що проходить паралельно їй через точку центра ваги 0t  на осі 
абсцис, 
                              .)()( 2200
st
st
itit
M
MdttsttM                (3.98) 
Урахувавши, що відповідно до положень теоретичної механіки 
stit rM
2
0
, дістанемо величину, яка може слугувати мірою 
тривалості неперіодичного процесу і сигналу: 
                                ./)/( 22 stststit MMrt                    (3.99) 
Якщо у виразах (3.96) – (3.99) квадрат сигналу )(2 ts  замінити 
на квадрат модуля його спетральної щільності )(2S , нижню межу 
інтегрування  на 0, а часову змінну та індекс t  на частоту , то 
за міру ширини спектра процесу і сигналу можна взяти величину  
                             ,/)/( 2ω
2
ωωωсп SSSi MM                   (3.100) 
де iM  – момент інерції, момент площі SM  і площа фігури SΔ , 
визначені для квадрата модуля спектральної щільності. 
Такий метод оцінювання тривалості процесу і сигналу та шири-
ни спектра (назвемо його методом моментів) можна реалізувати, 
якщо моменти інерції є обмеженими величинами.  
Із урахуванням (3.99) і (3.100) добуток  
              ).2/())((( 2222ωωωсп stststitSSi MMMMtf    (3.101) 
Методами варіаційного числення доводиться, що для парних 
процесів і сигналів )(ts  найменше значення добутку 046,0сп tf . 
Доцільно зіставити це значення з добутком tfсп  для дзвонового 
імпульсу. Для цього імпульсу такий добуток, але визначений тільки 
за енергетичним критерієм, є найменшим (див. табл. 11.1). Установ-
лено, що для імпульсу Гаусса значення добутку tfсп , обчисленого 
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за формулою (3.101), дорівнює 0,048, тобто є дуже близьким до тео-
ретичного мінімуму (значення 0,046). 
Інтегральний критерій. Розглянемо аб-
солютно інтегрований нефінітний 
неперіодичний відеосигнал )(ts  і введемо для 
нього поняття площі S  як інтеграл від сигна-
лу в межах інтегрування, які встановлюються 
областю його визначення. Під час визначення 
такої площі для знакозмінних процесів і 
сигналів оперуватимемо з абсолютними зна-
ченнями.  
Тепер розглянемо прямокутний 
відеоімпульс, амплітуда A  якого дорівнює максимальному значенню 
mS  процесу або сигналу )(ts , а його тривалість імпt  задовольняє 
умові еквівалентності площ S  для заданого процесу або сигналу та 
імпімп tSAt m  для прямокутного відеоімпульсу: 
.)( імпtSdttsS m  
Звідси  
                                     ,)(
1
/імп dtts
S
SSt
m
m                      (3.102)  
яке і є мірою тривалості t  неперіодичного процесу або сигналу за 
інтегральним критерієм (див. рис. 3.18).  
 Отже, відповідно до інтегрального критерію тривалість 
процесу і сигналу визначається основою прямокутника, 
площа якого дорівнює площі процесу або сигналу, а ви-
сота – його максимальному значенню.  
Крайні частоти min  і max , які визначають ширину обмеженого 
спектра за інтегральним критерієм, задовольняють таке інтегральне 
співвідношення: 
Рисунок 3.18 - До ви-
значення тривалості 
сигналу за 
інтегральним 
критерієм. 
t 
tімп=∆t 
Sm 
0 
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                            ,)(
1
0max
minmaxсп dS
S
               (3.103) 
де maxS – максимальне значення амплітудного спектра, а інтеграл у 
правій частині визначає його площу. 
 
►Приклад. Визначити за інтегральним критерієм значення бази дво-
стороннього експонентного відеоімпульсу 
t
eAts )2/()(  (див.        
рис. 3.4, а). 
Амплітудний спектр двостороннього імпульсу )/()( 22AS , а 
його максимальне значення /)0(max ASS .  
Згідно з (3.103) ширина спектра  
.
2
arctg)(
)/(1 00
2
0
22сп
dd
A
A
 
Подамо математичну модель двостороннього імпульсу дещо у іншо-
му вигляді: 
.0,)2/()(;0,)2/()( - teAtsteAts tt  
Тоді згідно з (3.102) тривалість заданого імпульсу  
.
1
2
1
2
1
][
2
1
0
α-0
0
-
0
tttt eedtAedtAe
A
t  
База двостороннього імпульсу  
0,25.)]/(21[/2)(2/спспБ ttfC  
                                                                                                                   ◙ 
Критерій заданого рівня. Для практичних застосувань корис-
ним є приблизне оцінювання параметрів як процесів і сигналів, так і 
систем. Так, згідно з одним із спрощених підходів за ширину спектра 
спΔ  беруть діапазон частот ],[ maxmin , у межах якого модуль 
спектральної щільності )(S  набуває значень, не менших за деяке 
наперед установлене допS . Це значення (установлений рівень) ста-
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новить певну частку  від максимального значення maxS  
амплітудного спектра процесу або сигналу.  
Отже, згідно з критерієм заданого рівня крайні частоти min  і 
max  обмеженого спектра процесу і сигналу є коренями такого 
рівняння:  
                                         maxдоп.)( SSS                              (3.104) 
Для відеоімпульсів амплітудний спектр є максимальним на 
частоті 0  (рис. 3.19, б), а для радіоімпульсів (при перенесенні 
спектрів) – на частоті 00  (рис. 3.19, а). Часто таку частоту на-
зивають центральною. У тих випадках, коли центральна частота 
амплітудного спектра дорівнює нулю, спектр процесу і сигналу знизу 
обмежується частотою 0)( minmin f  (рис. 3.19, б). 
Як правило, допустима частка встановлюється в 10% або 1%. 
Отже, маємо допустимі рівні відповідно 0,1 та 0,01. Використовують 
також й інші рівені, наприклад 0,606. 
►Приклад. Визначити значення бази дзвонового імпульсу (імпульсу 
Гаусса).  
Цей імпульс (див. рис. 3.20, а) описується  функцією  
                                     ,,)(
22 2/ tAets t                        (3.105) 
де А – амплітуда імпульсу,  – стала, яка дорівнює такому значенню  
часової змінної t , за якого миттєве значеня імпульсу менше максималь-
ного в 606,0/1 e  разів. У теорії процесів і сигналів часовий інтервал 
2t  називають тривалістю імпульу Гаусса за рівнем 0,606. 
 
 
 
 
 
 
 
 
 
Рисунок 3.19 - До визначення ширини спектра за критерієм  
заданого рівня. 
 
S(ω) 
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ω 
в 
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0,1Smax 
ωmax ωmin 
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Відповідно до (3.1) спектр цього імпульсу 
dteAedteAejS jttjt 2/)/(2/2/
22222
)(  
      ,22
2222222 /2)]/[2(1/2/ BeeAdxeeA x  (3.106) 
де 2)/j/(tx ,  /1 , AB 2 . 
Порівнюючи вирази (3.105) і (3.106), дійдемо висновку, що імпульс 
Гаусса та його спектр подаються однаковими функціями. Звідси випли-
ває, що ці співвідношення є дуальними: для того щоб отримати одне з 
них за заданим іншим, потрібно замінити змінні ( t  на  чи навпаки) і 
врахувати, що /1 , а AB 2 . 
Величина /1  має зміст ширини спектра дзвонового імпульсу, 
обмеженого зверху max , на якій його спектр набуває значень, мен-
ших за максимальне B  у 
606,0/1 e  разів (рис. 3.20, б). Це 
ширина спектра, яка визначена за рі-
внем 0,606. 
Тоді для критерію за рівнем 0,606 
добуток  
.32,0/12)2/1(
2)2/()2/( спсп ttf
 
                                                  ◙ 
Значення амплітудних спектрів деяких сигналів змінюються з 
частотою немонотонно, тому є неоднозначними функціями частоти. 
Для таких немонотонних спектрів рівняння (3.104) має більше, ніж 
два корені, тому для визначення крайніх частот спектра min  і max  
потрібні додаткові умови. Ось чому ширину спектра в таких випадках 
визначають за функцією )(обS , що описує обвідну немонотонного 
амплітудного спектра. При цьому крайні частоти обмеженого спектра 
є коренями рівняння maxоб )( SS . 
►Приклад. За критерієм заданого рівня визначити ширину спектра 
спf  прямокутного відеоімпульсу тривалістю імпt  та aмплитудою A. 
S(ω) 
_ 
ω -1/α 
1/α 
∆ωсп 
б 
В 
В/√e 
А 
s(t) 
А/√e 
t -α α 
∆t 
а 
_ 
Рисунок 3.20 - Імпульс Гаусса (а) 
та його амплітудний спектр (б)  
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Амплітудний спектр прямокутного відеоімпульсу має пелюсткову 
структуру, змінюється з частотою немонотонно і набуває  максимально-
го значення на частоті 00  (див. рис. 3.17, а). Отже, для цього відеоі-
мпульсу імпmax )0( AtSS , 0min , а ширина спектра сп визнача-
ється тільки частотою max . Тоді для рівня, наприклад 0,1, допустиме 
значення )0(1,0доп SS , а max  задовольняє умову 
                              .1,0)2//()2/sin( імпімпімпімп AtttAt                  (3.107) 
Чисельне розв'язування рівняння (3.107) дає декілька коренів, най-
менший із яких визначає таке значення ширини спектра прямокутного 
відеоімпульсу за рівнем 0,1:  
                           ./83,16/268,2 імпімпmax1сп tt              (3.108) 
Якщо визначати ширину спектра за обвідною )(обS  
/2)2//( імпімп AtAt  амплітудного спектра (3.53) і допустимим рів-
нем )0(1,0доп SS  (див. рис. 3.19, в), то єдиний корінь рівняння 
імп1,0/2 AtA  визначить і одне значення для ширини спектра: 
./20 імпmaxсп t  
Отже, залежно від вибраного підходу ширина спектра є різною. 
                                                                                                        ◙ 
Критерій заданого рівня у такий спосіб використовують також 
для визначення тривалості неперіодичних як відео-, так і радіосиг-
налів, але таких, що не описуються фінітними функціями. Допусти-
мий рівень установлюється для відеосигналів відносно найбільшого 
із миттєвих його значень, а для радіосигналів – відносно максималь-
ного значення обвідної. 
►Приклад. За критерієм заданого рівня визначити тривалість t  і 
ширину спектра спf  одностороннього дійсного експонентного сигналу 
0),()( tAets t  (рис. 3.3, а).  
Максимальне значення цього сигналу дорівнює А при 0t . Тоді для 
рівня 0,1 допустиме значення AS 1,0доп , а тривалість 1,0tt  задово-
льняє таку умову: AAets
t
0,1)( 1,01,0 . Звідси  
                    2,3//10ln1,0ln 1,01,0 ttt .            (3.109) 
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Амплітудний спектр досліджуваного сигналу 22/)( AS  
набуває максимального значення /max AS  на частоті 0 . Тоді для 
рівня 0,1 ширина спектра 1,0maxсп  задовольняє таку умову:  
/1,0/)( 22 1,01,0 AAS . Звідси  
                                 
.584,1/29999 сп1,0сп f     (3.110) 
Із урахуванням (3.109) і (3.110) база 64,3сп tf .  
                                                                                                                   ◙ 
 
Спрощені підходи. Ширину спектра сигналів складної форми і 
таких, що не мають аналітичного опису можна оцінити приблизно (з 
деякою похибкою), якщо подати їх сумою певних складових (прості-
шої чи поширеної на практиці форми). Спектральні та часові харак-
теристики таких складових відомі, а за принципом невизначеності 
ширина спектра всього сигналу визначається складовою найменшої 
тривалості.  
 
►Приклад. Визначити ширину спектра сигналу, зображеного на рис. 
3.21.  
Досліджуваний сигнал можна подати алгебраїчною сумою трьох 
складових. На часовому інтервалі ],0[ 1t  – це майже синусний імпульс 
від'ємної полярності; на інтервалі ],[ 21 tt  – імпульс довільної форми з 
тривалістю 
12 tt ; на напіввідкритому інтерва-
лі ),[ 2t  – від'ємний експонентний імпульс. 
Оскільки найменшу тривалість має синусний 
імпульс, то можна очікувати, що ширина спек-
тра заданого сигналу буде близькою до шири-
ни спектра саме цього імпульсу.  
Установлено, що база синусного імпульсу, 
наприклад за енергетичним критерієм, дорів-
нює 0,445. Тоді ширина спектра заданого сигналу 
./445,0/ 11бсп ttCf   
                                                                                                                 ◙ 
Визначення крайніх частот спектра телевізійного сигналу зоб-
раження – це один із прикладів спрощеного підходу до оцінювання 
ширини спектра. Оскільки основний фон зображення зберігається 
t1 t 
s(t) 
Рисунок 3.21 - Сигнал 
складної форми  
t2 
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впродовж декількох секунд, зрозумілою є така оцінка для 
мінімальної частоти fmin = 0.  
Максимальну частоту в спектрі сигналу зображення можна ви-
значити, виходячи з подання телевізійного кадру послідовностю чо-
рних та білих комірок прямокутної форми, що чередуються. Таке по-
дання часто називають шаховою структурою. Загальна кількість 
комірок у кадрі M = mn, де m – кількість комірок по висоті а кадра, а n 
– кількість комірок по його ширині b.  
Тривалість переходу від чорної до білої комірок шахової струк-
тури (довжина вказаних комірок) еквівалентна періоду гармонічного 
коливання. Тоді одному кадру з M елементів (комірок) відповідає 
mn/2 періодів. 
За одну секунду передається N кадрів, кількість комірок у яких і 
визначить максимальну частоту в спектрі телевізійного сигналу зоб-
раження, а отже, і ширину його спектра: 
                             ,2/2/ 2спmax NpnmnNff                    (3.111) 
де nmabp ::  – формат кадру.  
У сучасному телебаченні прийнятим є такий стандарт: ;3:4p  
;25N  625n . Тоді згідно з формулою (3.111) максимальна часто-
та в спектрі сигналу зображення fmax, а отже і ширина його спектра, 
приблизно дорівнює 6,5 МГц. 
Спрощені підходи при визначенні спектрів і їхньої ширини за-
стосовують для періодичних послідовностей обмеженої кількості 
відеоімпульсів. Такі послідовності називають пачками 
відеоімпульсів.  
 
►Приклад. Визначити спектр (спектральну щільність) і ширину 
спектра пачки із N прямокутних відеоімпульсів (рис. 3. 22).  
Пачку можна розглядати як суму одиночних прямокутних 
відеоімпульсів, зміщених відносно першого на часовий інтервал, 
кратний періоду.  
Тоді згідно з теоремою затримки в часі (3.75) спектр пачки  
TNjTj ejSejSjSjS )1(ппп )(.....)()()( , 
де )(п jS  – спектральна щільність прямокутного відеоімпульсу. 
Скориставшись формулою геометричної прогресії, дістанемо  
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Звідси, амплітудний спектр пачки   
                          )],2//[sin()]2/)[sin(()( п TTNSS               (3.112)  
а фазовий  
).2/)(1()()( п TNs  
Проаналізуємо вираз (11.157). Його чисельник  перетворюється на 
нуль за умови, що аргумент синуса ,...2,1;2/ kkTN  . Звідси 
нульові частоти амплітудного спектра (3.112) 
                                             .,...2,1,/20 kNTkk                       (3.113) 
З іншого боку, чисельник і знаменник 
(3.112) одночасно дорівнюють нулю, а їх від-
ношення максимальне і збігається з числом 
імпульсів N у пачці, якщо 
,...2,1,0;2/ nnT . Звідси знаходимо 
частоти максимумів амплітудного спектра 
пачки: 
                                           ...2,1,0;/2max nTn .                     (3.114) 
Як випливає з виразів (3.113) і (3.114), у кожному частотному 
інтервалі T/2  між двома сусідніми максимумами розміщується 
)1(N -е нульове значення амплітудного спектра.  
Теоретичні дослідження показують, що аплітудний спектр пачки має 
пелюсткову структуру, подібну до структури спектра прямокутного 
відеоімпульсу. Його обвідною є амплітудний спектр відеоімпульсу   
(рис. 3.23).  
Пелюстки на частотах максимумів (головні пелюстки) містять 
більшу частину спектральних складових,  які  у сумі відтворюють задану 
пачку. Ширина кожної головної пелюстки NT/4г.п . 
Як відомо, ширина пелюстки у спектрі прямокутного відеоімпульсу 
дорівнює імпсп /2 t . Тоді в кожній пелюстці прямокутного 
відеоімпульсу число максимумів амплітудного спектра пачки  
А s(t) 
T t 
•   •   • 
  tімп 
(N-1)T 
Рисунок 3.22 - Пачка 
прямокутних імпульсів. 
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                   ,/]/2/[]/2[/ імпімпг.пспmax tTTtn    (3.115) 
тобто дорівнює  шпаруватості послідовності.  
 
 
 
 
 
 
 
Рисунок 3.23 - Амплітудний спектр пачки з чотирьох прямокутних 
відеоімпульсів 
Наведені співвідношення і зроблені висновки стосуються пачки 
відеоімпульсів будь-якої форми.  
                                                                                                                 ◙ 
 
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Принцип невизначеності є 
визначальним при синтезі про-
цесів, сигналів і інформаційних 
систем. 
2. Практично слід викорис-
товувати процеси і сигнали та-
кої форми, для яких добуток 
тривалості на ширину спектра 
має найменше значення. 
 3. Сутність підходів до ви-
значення ширини спектра про-
цесу або сигналу та його три-
валості за енергетичним і інтег-
ральним критерієм, критерієм 
заданого рівня, методом моме-
нтів. 
 Слід запам’ятати: 
1. Визначення понять: фінітна 
функція, момент функції, момент 
інерції плоскої фігури, радіус іне-
рції. 
2. Поняття тривалості точно 
визначене тільки для сигналів, які 
описуються фінітними функціями.  
3. Імпульс Гаусса та його 
спектр подаються однаковими 
функціями. 
4. Для немонотонних процесів 
і сигналів та спектрів допустимий 
рівень при визначенні ширини 
спектра чи тривалості встанов-
люється відносно максимального 
значення обвідної. 
ω 
S(ω) 
- 2π/tімп    
  4Atімп 
  2π/T      4π/T      6π/T      8π/T    2π/4T    4π/4T    
 2π/tімп    
- 2π/4T    
 4T    
 2π    
― 2 • 
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 Треба вміти: 
1. Визначити поняття: фінітна функція, момент функції, момент 
інерції плоскої фігури, радіус інерції. 
2. Пояснити сутність підходів до визначення ширини спектра 
процесу або сигналу та його тривалості за енергетичним і інтеграль-
ним критерієм, критерієм заданого рівня, методом моментів. 
3. Визначити ширину спектрів різних процесів і сигналів та їхні 
тривалості.  
4. Вибирати сигнали певної форми для найрізноманітніших 
практичних застосувань. 
 
 
3.6 Завдання для поточного 
тестування  
 
3.6.1 Питання для поточного  
контролю 
 Чим відрізняються процеси або сигнали з дискретним і непе-
рервним спектрами? 
 Чим відрізняються спектри двох процесів або сигналів одна-
кової форми, зсунутих у часі відносно один одного? 
 Що є основною спектральною характеристикою детерміно-
ваного неперіодичного процесу або сигналу? 
 Яким інтегральним перетворенням визначається взає-
мозв’язок між неперіодичним процесом або сигналом та його спект-
ральною щільністю комплексних амплітуд? 
 Які умови задовольняють процеси і сигнали, що допускають 
безпосереднє застосування інтегрального перетворення Фур’є для 
визначення спектральної щільності комплексних амплітуд? 
 Фізичний зміст спектральної щільності комплексних амплітуд. 
 Яку властивість спектральної щільності комплексних амплі-
туд )( jS  відображає таке співвідношення: )()( jSjS ? 
 Які складові спектральної щільності )( jS  задовольняють 
умови парної та непарної симетрії? 
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 Який взаємозв’язок між парною та непарною складовими не-
періодичного процесу або сигналу і складовими спектральної щіль-
ності комплекних амплітуд? 
 За якою формулою обчислюється тривалість двостороннього 
експонентного імпульсу за рівнем 0,01: а) ln10/імпt ; б) 
ln100/2імпt ; в) /3,2імпt ; г) /6,4імпt ; д) ln100/імпt ? 
 За якою формулою визначається перший нуль спектра амп-
літуд прямокутного відеоімпульсу: а) імп/1 t ; б) 1/1 ; в) імп/2 t ; г) 
імп/4 t ? 
 Зобразити графік фазового спектра трикутного парного віде-
оімпульсу. 
 Подайте графічну ілюстрацію властивості двоїстості. 
 Зобразити графік процесу або сигналу, амплітудний спектр 
якого має форму прямокутного відеоімпульсу? 
 Запишіть співвідношення, якими визначаються початкові 
значення процесу і сигналу та спектра. 
 Сформулюйте результат, який констатує формула Релея. 
 Наведіть формули для визначення енергії процесу і сигналу 
в часовій та частотній областях. 
 Фізичний зміст спектральної щільності енергії неперіодичного 
процесу або сигналу та енергії взаємодії двох неперіодичних проце-
сів або сигналів? 
 Чи залежить енергетичний спектр процесу і сигналу від аргу-
менту його спектральної щільності комплексних амплітуд? 
 Чи впливає фазовий спектр на енергію взаємодії двох про-
цесів і сигналів? 
 Розмірність енергетичного спектра. 
 Чи можуть два ортогональних процеси або сигнали мати од-
наковий енергетичний спектр? 
 Чи є додавання, підсилення та послаблення процесів і сиг-
налів лінійними перетвореннями? 
 Як зміниться фазовий спектр одиничного ступінчастого імпу-
льсу при множенні на постійну величину А? 
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 Яких значень набуває фазовий спектр постійного сигналу? 
 Наведіть фізичне обгрунтування того, що амплітудний спектр 
постійного процесу і сигналу містить тільку одну дельтоподібну 
складову з необмеженою амплітудою на частоті 0 . 
 Запишіть інтегральні форми дельта-імпульсу для часової та 
частотної областей, а також одиничного ступінчастого імпульсу для 
часової області. 
 Як впливає зсув процесу або сигналу в часі на його спектра-
льну щільність? 
 Із виділенням яких складових процесів і сигналів пов’язане 
таке перетворення: а) диференціювання; б) інтегрування?  
 Як змінюються ширина спектра та амплітуди спектральних 
складових при а) розтягуванні процесу або сигналу; б) при стисненні 
процесу або сигналу? 
 Чи можлива зміна тривалості процесу або сигналу без зміни 
його спектра? 
 Доведіть, грунтуючись на теоремі про добуток двох процесів 
(сигналів), що початкове значення спектральної щільності добутку 
визначається енергією взаємодії цих двох процесів (сигналів). 
 Чи змінюється форма амплітудного та фазового спектрів 
процесу або сигналу при його множенні на: а) гармонічне коливання; 
б) комплексний експонентний імпульс? 
 У чому різниця амплітудних спектрів прямокутного відеоім-
пульсу та радіоімпульсу з прямокутною обвідною та гармонічним за-
повненням? 
 Довести, що добутку спектрів відповідає згортка процесів і 
сигналів. 
 Назвати три критерії, які повинні одночасно задовольнятися 
при виборі форми процесу або сигналу чи ширини спектра. 
 Дайте визначення бази процесу і сигналу? 
 Що таке фінітна функція? 
 У чому полягає сутність енергетичного критерію для визна-
чення ширини спектра чи тривалості процесу і сигналу? 
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 Поясніть, чому в системах зв’язку потрібно використовувати 
процеси і сигнали з найменшими значеннями бази. 
 Сформулюйте основні положення методу моментів? 
 Наведіть графічну ілюстрацію визначення тривалості відеоі-
мпульсу чи ширини його спектра за інтегральним критерієм. 
 У чому полягає сутність визначення тривалості процесу і сиг-
налу або ширини спектра за критерієм заданого рівня? 
 Як встановлюється допустимий рівень при використанні кри-
терію заданого рівня для радіоімпульсівв?  
 Як змінюється ширина спектра прямокутного відеоімпульсу 
при збільшенні його амплітуди? 
 Яку частку повної енергії прямокутного відеоімпульсу визна-
чають спектральні складові, зосереджені в першій пелюстці та пер-
ших двох пелюстках його спектра амплітуд? 
 Як зміниться база прямокутного відеоімпульсу при збільшен-
ні його тривалості в п’ять разів? 
 Що таке пачка відеоімпульсів? 
 Як  зміниться ширина спектра пачки прямокутних відеоімпу-
льсів при збільшенні: а) кількості імпульсів у пачці; б) тривалості ім-
пульсів? 
 У скільки разів ширина спектра пачки з трьох прямокутних ві-
деоімпульсів тривалістю імпt та шпаруватістю 2  відрізняється від 
ширини спектра одиночного прямокутного відеоімпульсу? 
 
 
3.6.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Визначити взаємний енергетичний спектр двох експонент-
них імпульсів )(σ)10exp( 6 tt , зміщених один відносно одного на час 
мкс1,00t . Запропонувати спосіб, що забезпечить кращу енергети-
чну відмінність цих імпульсів. 
2. Визначити, який з трьох імпульсів експонентний )(/ te t , 
двосторонній експонентний 
/t
e  чи трикутний тривалістю  має 
найменшу базу. 
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3. Чи забезпечить в межах допустимих спотворень передачу 
інформації система з смугою пропускання 10 кГц, якщо носієм інфо-
рмації є радіоімпульс із прямокутною обвідною та тривалістю 
мкс1імпt ? 
4. Визначити спектральну щільність комплексних амплітуд пе-
ріодичної послідовності дельта-імпульсів. Додаткові дані: період по-
слідовності 0T , площа дельта-імпульсу А.  
5. Зобразити графік сигналу )(ts , спектральна щільність якого 
)(/)( AjAjS . 
6. Визначити взаємний енергетичний спектр дійсного експоне-
нтного імпульсу )(/ tAe t  та прямокутного відеоімпульсу триваліс-
тю імпt  та амплітудою A.  
7. Спектральна щільність неперіодичного процесу 
)1)(/()( імп
tj
ejAjS . Визначити енергетичний спектр такого 
процесу та інтервал кореляції к . 
8. Спектральна щільність const)( AjS . Установити, якою 
є математична модель сигналу )(ts : а) deAts tj)2/()( ;           
б) )()( tts ; в) tetAts )()( ; г) )()( зttAts ; д); е) )()( tAts ?  
9. Визначити ширину спектра радіоімпульсу 
)(200cos10)( 10 ttets t . 
10. Використовуючи спектр дельта-
імпульсу, визначити спектральну щільність ім-
пульсу трикутної форми (див. рис. 3.15, а), як-
що 2імпt , 1A . 
11. Пачка складається з трьох дельта-
імпульсів, як зображено на рис. 3.24. Визначити 
амплітудний та фазовий спектри пачки. Побу-
дувати графіки цих спектрів.  
12. Визначити коефіцієнт гармонік та форми сигналу 
ttts 11 2sin30sin100)( . 
Рисунок 3.24 – Пач-
ка з трьох  
дельта-імпульсів. 
      -Т t    Т 
s(t) 
1 1 
0 
1 
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13. Визначити частоту, на якій фазовий спектр дійсного двосто-
роннього відеоімпульсу дорівнює 45 . Додаткові дані: амплітуда 
імпульсу 10A , коефіцієнт загасання мс1 . 
14. Визначити енергію, що розсіюється на резистивному еле-
менті з опором Ом1R  при проходженні сигналів із такими спект-
ральними щільностями: а) B/c)/(1)(1 jjS ; б) 
B/c)/(1)( 22 jjS . 
15. Визначити амплітудний спектр і його ширину пачки з двох 
прямокутних відеоімпульсів тривалістю імпt  та шпаруватістю 3. 
16. Визначити активну ширину спектра радіоімпульсу прямоку-
тної форми, якщо тривалість імпульсу мкс1імпt , а частота запов-
нення МГц1000ВЧ0 FF . 
17. Грунтуючись на теоремі про добуток процесів і сигналів, ви-
значити спектральну щільність сигналу )()()( 21 tststs , якщо спект-
ральні щільності співмножників є такими: )/(1)( 11 jjS ; 
)/(1)( 22 jjS . 
18. Спектр вхідного процесу ,)(вх AjS  а реакції 
)]./1()([)(вих jAjS  Яке функціональне перетворення над 
діючим процесом виконується системою?  
19. Для сигналів )(1 ts  і )(2 ts  установлені такі відповідності: 
)()( 11 jSts , )()( 22 jSts . Визначити сигнал )(ts , спектральна 
щільність якого )()()( 21 jSjSjS , якщо )()(
1
1 tets
t , а 
)()( 22 tets
t
. 
20. Два сигнали мають такі спектри: )3/()5sin()(1 jjjS , 
)]2)(1/[(1)(2 jjjS . Визначити, який із сигналів має найбіль-
шу тривалість? 
21. За спектральною щільністю прямокутного відеоімпульсу 
jejS імп
tj
/)1()(  визначити спектральну щільність відеоімпу-
льсу трикутної форми ;0,/)( імпімп ttttts імп,0,0)( tttts . 
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4 Кореляційний аналіз  
процесів 
 
4.1 Визначення поняття кореляції 
 
Поряд із спектральними та енергетичними підходами до оцінки 
властивостей процесів (сигналів) на практиці застосовують і часо-
вий, який грунтується на їхніх часових характеристиках. Останні да-
ють необхідну інформацію про протікання процесу в часі. Зокрема 
це такі часові параметри, як тривалість обмеженого в часі процесу, 
період та шпаруватість періодичного процесу, а також кореляційні 
характеристики (функції). 
Поняття кореляції є одним із основних у задачах аналізу як де-
термінованих, так і випадкових процесів, та дуже важливим, напри-
клад, у розв’язанні проблеми вибору оптимальних сигналів для пев-
них застосувань. 
Загалом кореляція характеризує взаємний зв’язок між двома 
миттєвими значеннями )( kts  і )( 1kts  одного процесу )(ts  або миттє-
вими значеннями )(1 kts  і )( 12 kts  двох процесів )(1 ts  та )(2 ts , визна-
чених відповідно в моменти часу kt  та 1kt .  
Для того, щоб зрозуміти, чим зумовлена необхідність у проце-
сах або сигналах із спеціальними властивостями, розглянемо спро-
щену ідею роботи радіолокаційної системи, яка використовується 
для вимірювання дальності до цілі. Така інформація, зазвичай, за-
кладена в параметр  – затримку в часі між зондуючим імпульсом 
)(tx  та прийнятим )(tx  (рис. 4.1, а).  
Як же практично визначити таку затримку? Припустімо, що  
форми зазначених двох імпульсів однакові за будь-яких значень за-
тримки. Структурна схема пристрою, що може реалізувати таку фун-
кцію, показана на рис. 4.1, б. Система складається із набору елеме-
нтів, кожний із яких затримує зондуючий імпульс на деякий фіксова-
ний, відомий і відмінний від інших проміжок часу N,...,, 21 . Затри-
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мані імпульси разом із прийнятим подаються на входи N  пристроїв 
порівняння. Імпульс на виході m - го пристрою порівняння 
з’являється тільки тоді, коли затриманий )( mtx  та прийнятий 
)(tx  імпульси співпадають в часі (“накривають один одного”). Тоді 
кажуть, що імпульси є “копіями”. Знаючи номер того каналу, де від-
булася вказана подія, можна визначити затримку , а значить і відс-
тань до цілі (об’єкта). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 4.1 – Структурна схема радіолокаційної системи: 
 а - зондуючий та прийнятий імпульси; б – до визначення затримки. 
 
Очевидно, що така система буде працювати тим надійніше та 
точніше, чим в більшій мірі відрізняються один від одного імпульс 
)(tx  та його зсунута в часі копія )(tx  (причому для різних значень 
). Якщо ж різниця не дуже велика, то це може привести до одноча-
сної реакції декількох пристроїв порівняння, а значить і неоднознач-
ністі в визначенні затримки . 
Цей приклад якісно показує, які процеси (сигнали) підходять 
для даного застосування, і ілюструє необхідність точного кількісного 
визначення ступеня відмінності процесу )(tx  і його зсунутої копії 
)(tx . 
Ясно, що процес і його зсунута копія повністю збігаються, є 
схожими один на одного, за нульового значення зсуву. Тоді, коли 
0 , вказані процеси повністю перекриваються та покривають один 
одного. Кажуть, що між процесами має місце повна кореляція чи 
повний взаємний зв’язок. Із збільшенням величини зсуву заданий 
процес вже не буде повністю накривати свою зсунуту копію, а отже, 
кореляція на визначеному часовому інтервалі стане меншою. 
)(tx  
)(tx  
)(tx  
)(tx  1
 
2  
Пристрій 
порівняння 
Пристрій 
порівняння 
N
Пристрій 
порівняння 
1 2 
затримка 
N 
а б 
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Ступінь зв’язку (кореляції) залежить з одного боку від динаміки 
процесу (швидкості зміни в часі), з іншого – від величини зсуву  
(рис. 4.2). Більш швидкодіючим процесам, процесам меншої трива-
лості, відповідає і менше значення часового зсуву , за якого забез-
печується необхідний рівень кореляції між процесом та його зсуну-
тою копією (рис. 4.2, б). На рис. 4.2 площа області покриття заданого 
та зсунутого процесів пропорційна ступеню їх кореляції. 
 
 
 
 
 
 
 
 
Рисунок 4.2 – Графічна інтерпретація кореляції. 
 
Такі ж терміни і висновки вживають для оцінки того, наскільки 
корельовані миттєві значення )( 11 ts  і )( 21 ts  одного і того самого про-
цесу для різних моментів часу 21, tt , таких, що 12 tt , або миттєві 
значення )( 11 ts  і )( 22 ts  двох різних процесів, визначені для одного 
процесу в момент часу 1t , а для другого в момент часу 2t  або навпа-
ки. 
Ось цю інформацію і дають такі часові характеристики, як ко-
реляційні функції: автокореляційна функція та коефіцієнт ав-
токореляції для одного процесу (сигналу); взаємна кореляційна 
функція та коефіцієнт взаємної кореляції для двох процесів   
(сигналів). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Поряд із спектральними 
та енергетичними підходами до 
оцінки властивостей процесів і 
сигналів на практиці застосо-
вують і часовий, який грунту-
ється на характеристиках, що 
дають інформацію про проті-
 Слід запам’ятати: 
1. Визначення поняття коре-
ляція, повна кореляція. 
2. Структурну схему радіоло-
каційної системи.  
        
t t t 
s(t) s(t) s(t) 
s(t-τ) s(t-τ) s(t-τ) 
а б в 
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кання процесу (сигналу) в часі.  
2. Ступінь кореляції зале-
жить з одного боку від динаміки 
процесу, з іншого – зсуву між 
процесом (сигналом) та його 
зсунутою копією. Більш швид-
кодіючим процесам (сигналам) 
відповідає і менше значення 
часового зсуву, за якого забез-
печується потрібний рівень ко-
реляції. 
   Треба вміти: 
1. Визначати поняття: кореля-
ція та повна кореляція.  
2. Подати графічну інтерпре-
тацію кореляції. 
3. Зобразити структурну схе-
му радіолокаційної системи. 
 
 
 
4.2 Кореляційна функція періодичного  
процесу  
Розглянемо спочатку характеристики, які визначають 
кореляційні властивості одного періодичного процессу (сигналу). 
Автокореляційна функція. 
 Автокореляційною функцією )(sK  періодичного детер-
мінованого процесу )(ts  з періодом fT /1  визначається 
середнім за період значенням добутку процесу )(ts  та 
його зсунутої праворуч )(ts  )0(  або ліворуч )(ts  
)0(  копії: 
                     
.)()()()(
)()(
1
)()(
1
)(
2/
2/
2/
2/
tstststs
dttsts
T
dttsts
T
K
T
T
T
T
s
            (4.1) 
Відомо, що інтеграл від добутку двох процесів називається їх-
нім скалярним добутком. Він визначає енергію взаємодії двох проце-
сів на визначеному часовому інтервалі. Віднесена до часового інте-
рвалу енергія дає середню потужність взаємодії. Для періодичного 
процесу таким часовим інтервалом вважається період. Отже, згідно 
з (4.1) автокореляційна функція (АКФ) періодичного процесу визна-
чає середню за період потужність взаємодії процесу та його зсунутої 
періодичної копії. 
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►Приклад. Визначити автокореляційну функцію гармонічного 
процесу )cos()( 0 sm tSts ? 
Згідно з (4.1) 
dttStS
T
K m
T
T
sms ))(cos()cos(
1
)( s0
2/
2/
0
0
0
0
 
.cos
2
1
cos
2
1
)22cos(
2
1
0
2
2/
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2
0
2/
2/
s0
2
0
0
0
0
0
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T
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T
T
m SdtS
T
dttS
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 АКФ гармонічного процесу є гармонічною відносно часового зсуву з 
тим самим періодом, що і у початкового процесу, а її амплітуда 
визначається середньою потужністю гармонічного процесу. 
                                                                                                                   ◙ 
Цей приклад є ілюстрацією однієї з можливих властивостей 
кореляційних характеристик періодичних процесів. Зупинимося на 
них. 
 
 Автокореляціна функція )(sK  періодичного процесу )(ts  
є періодичною функцією відносно часового зсуву  з тим 
самим періодом T , що і у початкового процесу: 
                              ).()( TKK ss                                 (4.2) 
Дійсно, якщо )(ts  – періодичний процес, то і його “копія” 
)(ts  є процесом також періодичним із спектральними характе-
ристиками, що визначаються рядом Фур’є, наприклад, у комплек-
сній формі. 
Підставивши (2.21 ) в (4.1), дістанемо: 
.
2
1
)(
1
)(
2/
2/
)(1 dteAts
T
K
T
T
tjn
n
mns  
Зміна порядку операцій інтегрування та суми дає: 
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      ,
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де враховано, що 
)(-
.
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2/
1)(
2
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T
T
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T
 
- комплексно-спряжена величина комплексної амплітуди mnA . 
Співвідношення (4.3) є рядом Фур’є у комплексній формі функ-
ції кореляції )(sK : 
                                    ,
22
1
)( 1
2
n
jnmn
s e
A
K                             (4.4) 
що і підтверджує її періодичність. 
Тригонометрична форма ряду (4.4) має такий вигляд: 
                             .)cos(
2
)
2
()(
1
1
2
20
n
mnm
s n
AA
K                     (4.5) 
 АКФ періодичного процесу може бути розкладена в ряд 
Фур’є з таким же числом гармонік, що і у періодичному 
процесі, з амплітудами, які дорівнюють потужностям 
гармонік, та нульовими початковими фазами: 
Згідно з (4.4) та (4.5) АКФ періодичного процесу або сигналу 
визначається тільки частотами його гармонік та квадратами їхніх 
амплітуд, а отже, середніми потужностями гармонік, і не залежить 
від початкових фаз. У зв’язку з цим може існувати декілька періоди-
чних процесів і сигналів із однаковим значенням періоду, які мають 
однакову автокореляційну функцію. Достатньо, щоб відповідні гар-
моніки мали однакові амплітуди, але різні початкові фази. 
Отже, спектральні характеристики АКФ )(sK  дають інформа-
цію про розподіл потужностей спектральних складових періодичного 
процесу і сигналу по частотному діапазону. Таким чином, такий роз-
поділ можна отримати або на основі процесу за теоремою Парсева-
ля, або за спектром АКФ. 
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 Початкове значення )0(sK  АКФ періодичного процесу є її 
максимумом і дорівнює середній за період потужності 
процесу та визначається сумою середніх потужностей 
його гармонічних складових. 
Відповідно до (4.1) та (4.5) за нульового зсуву ( 0 ) між про-
цесом та його копією маємо: 
         ср
2/
2/
2 )(
1
)0( Pdtts
T
K
T
T
s = ,
2
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2
( ~срср
1
2
20 PP
AA
n
mnm     (4.6) 
що і підтверджує вказану властивість. 
Отже, абсолютне значення АКФ для будь-якого  не 
перевищує свого початкового значення )0(sK , тобто повної серед-
ньої потужності процесу. Окрім того, для періодичного процесу мак-
симальне значення )0(sK  АКФ повторюється через однакові 
інтервали, що визначаються періодом T . 
Екстремум АКФ )(sK  знайдемо, здиференціювавши (4.5). 
Похідна  
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у моменти часу, кратні періоду:  
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1 TkT
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k
kn  
 АКФ періодичного процесу задовольняє умову парності: 
                                                                       ).()( ss KK                                   (4.7) 
Згідно з (4.1) при зсуві ліворуч ( 0) маємо: 
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Із співвідношення (4.7) випливає, що при визначенні автокоре-
ляційної функції немає суттєвої різниці зсувати процес на величину 
 праворуч або ліворуч. Графіки автокореляційних характеристик 
згідно з умовою парності є симетричними відносно осі ординат. 
 
►Приклад. Визначити АКФ періодичної послідовності прямокут-
них відеоімпульсів із заданими парамет-
рами: T  - періодом, тривалістю імпуль-
са - імпt , амплітудою mS , шпаруватіс-
тю Q . 
Графічна інтерпретація процедури 
обчислень АКФ періодичної послідов-
ності прямокутних відеоімпульсів пока-
зана на рис. 4.3. 
На рис. 4.3, а зображено початковий 
процес: mSts )( , /2імпtt ; на рис. 4.3, 
б – його зсунута праворуч копія: 
mSts )( ,  
22
імпімп tt
t
; 
на рис. 4.3, в їх добуток: 
2)()( mStsts ,  
22
імпімп tt
t
. 
Для конкретного значення  в межах 
імп0 t  відповідне значення АКФ 
згідно з (4.1) визначиться площею заштрихованої області, поділеної на 
T : 
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Числові значення таких площ і дають ординати АКФ: 
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Рисунок 4.3 – До визначення    
кореляційної функції. 
180 
Глава 4  Кореляційний аналіз процесів 
 
Враховуючи парність функції )(sK  отримаємо вираз АКФ заданої 
послідовності для одного періоду (рис. 4.4): 
                            
;)1()()(
2
T
Q
Q
S
kTKK mss    імпt .              (4.8) 
Згідно з (4.5) та з урахуванням амплітуд гармонік послідовності три-
кутних імпульсів знаходимо подання АКФ рядом Фур’є: 
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де T/21  - частота слідування імпульсів. 
                                                                                                                             ◙ 
Таким чином, у розглянутій раніше радіолокаційній системі 
(див. рис. 4.1) в пристроях по-
рівняння потрібно апаратур-
ними засобами реалізувати 
обчислення значення кореля-
ційної функції затриманого та 
прийнятого імпульсів. 
Пристрій із максимальним 
значенням АКФ і визначить 
затримку відстань до цілі .  
Попередній приклад може слугувати ілюстрацією алгоритму 
графічного підходу до обчислення АКФ періодичних процесів. Із цією 
метою на періоді потрібно: 
 зсунути графік процесу )(ts  на , наприклад, праворуч ві-
дносно його початкового положення; 
 побудувати графік функції, що є добутком початкового 
процесу та зсунутого: )()( tsts ; 
 визначити середнє значення добутку )()( tsts , як площу, 
обмежену графіком функції добутку на періоді T ; 
 повторити розрахунок для всіх значень часового зсуву  
на періоді; 
 отримані результати на періоді екстраполювати на весь 
часовий нескінченно подовжений інтервал.  
cpP  
)(sK  
t імпt  Ttімп  імпt  Ttімп  Ttімп  Ttімп  
Рисунок 4.4 – Автокореляційна       
функція періодичної послідовності          
прямокутних відеоімпульсів. 
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Нормована кореляційна функція (коефіцієнт автокореля-
ції). На практиці дуже часто оперують замість абсолютних 
відносними величинами. Це стосується і характеристик процесів, що 
в багатьох випадках слугує більш наглядним відображенням їхніх 
властивостей та результатів дослідження. 
 Коефіцієнт автокореляції )(sR  довільного детерміно-
ваного процесу, в тому числі і періодичного, є його нор-
мованою АКФ і визначається відношенням автокореля-
ційної функції до її початкового значення: 
                                         .
)0(
)(
)()(
s
s
s
K
K
R                                (4.9) 
Якщо розмірність значень АКФ )(sK  збігається з розмірністю 
середньої потужності, то значення коефіцієнта кореляції )(sR  – є 
безрозмірними. В той же час форма та властивості )(sR  будуть та-
кими самими, як і у АКФ.  
За повної кореляції процесу та його зсунутої копії, а така подія 
має місце, коли 0 , коефіцієнт кореляції дорівнює одиниці. Із збі-
льшенням величини зсуву , АКФ 0)(sK , а, отже, і 0)(sR . 
Таким чином, на періоді (для періодичних процесів і сигналів) коефі-
цієнт кореляції змінюється в межах від нуля до одиниці: 
1)(0 sR . Значення одиниця відповідає повній кореляції, а нуль 
– її відсутності. 
Перетворення Фур’є автокореляційної функції. З урахував-
нням (4.4) та відомого факту, що )(2 1n  є інтегральним перет-
воренням Фур’є експонентного процесу 1jne , дістанемо перетво-
рення Фур’є кореляційної функції )(sK  періодичного процесу )(ts : 
                                .)(
2
)( 1
2
К nAS
n
mn                         (4.10) 
Як випливає з (4.10) перетворення Фур’є АКФ є послідовністю 
дельта імпульсів, кожний площею 2/2mnA , пропорційною середній 
потужності гармоніки АКФ з частотою 1n . 
Функція частоти )(КS , з одного боку, дає інформацію про роз-
поділ по частотному діапазону амплітуд гармонік кореляційної функ-
182 
Глава 4  Кореляційний аналіз процесів 
 
ції )(sK , з іншого - є спектральним зображенням середньої за пері-
од потужності періодичного процесу )(ts . Тому і називають таку фун-
кцію спектральною щільністю потужності періодичного проце-
су )(ts . 
Очевидно, що зворотне перетворення Фур’є від )(кS  дає АКФ. 
.
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За нульового значення зсуву )0(  відповідно до останнього 
співвідношення  
                      .)()(
2
1
)0( ККср dffSdSPKs                 (4.11) 
 
 Середня потужність періодичного процесу визначаєть-
ся площею, обмеженою графіком його спектральної 
щільності потужності. 
 
Зазначимо і ще одне: наявність дельта-особливостей у спектрі 
кореляційної функції відповідно до властивостей інтегрального пе-
ретворення Фур’є є ще однією ознакою її періодичності, а отже, пе-
ріодичності процесу, який вона характеризує. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. АКФ періодичного проце-
су може бути розкладена в ряд 
Фур’є з таким самим числом 
гармонік, що і у періодичному 
процесі, амплітуди яких дорів-
нюють потужностям гармонік 
процесу, а початкові фази - ну-
лю. 
 Слід запам’ятати: 
1. Визначення понять: автоко-
реляційна функція, коефіцієнт 
автокореляції та спектральна 
щільність потужності періодично-
го процесу.  
2. АКФ періодичного процесу 
визначає середню за період по-
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2. Може існувати декілька 
періодичних процесів із одного 
і того самого періоду, які мають 
однакову автокореляційну фу-
нкцію.  
3. Спектр АКФ дає інфор-
мацію про розподіл потужнос-
тей гармонік періодичного про-
цесу по частоті. Такий розподіл 
можна отримати і на основі 
процесу (сигналу) за теоремою 
Парсеваля. 
тужність взаємодії процесу та йо-
го зсунутої копії. 
3. АКФ періодичного процесу 
є періодичною функцією відносно 
часового зсуву з тим самим пері-
одом, що і у початкового проце-
су. 
4. Амплітуда АКФ гармонічно-
го процесу визначається його се-
редньою потужністю. 
5. Умову парності АКФ періо-
дичного процесу. 
        Треба вміти: 
1. Визначати поняття: автокореляційна функція, коефіцієнт ав-
токореляції та спектральна щільність потужності періодичного про-
цесу.  
2. Визначати автокореляційну функцію, коефіцієнт автокореля-
ції та спектральну щільність потужності різних періодичного проце-
сів.  
3. Обчислювати середню потужність періодичних процесів за 
АКФ. 
4. Знаходити АКФ графічним методом. 
 
 
4.3 Взаємні кореляційні функції  
періодичних процесів  
Взаємні кореляційні функції (ВКФ) визначають характер та сту-
пінь кореляційного зв’язку (кореляції) між двома різними періодич-
ними процесами сигналами). 
 Взаємна кореляційна функція двох детермінованих 
періодичних процесів )(1 ts  та )(2 ts  з однаковим періодом 
fT /1  визначається відношенням скалярного добутку 
за період одного процесу та зсунутої копії іншого до ве-
личини періоду. 
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У разі часового зсуву процесу )(2 ts  ліворуч ВКФ  
                                  dttsts
T
K
T
ss
0
2121 )()(
1
)( ,                          (4.12) 
а процесу )(1 ts  -  
             .)()(
1
)(
0
1212
T
ss dttsts
T
K        (4.13) 
У загальному випадку взаємні коре-
ляційні функції не задовольняють умову 
парної симетрії )()( 2121 ssss KK  та за-
лежать від того, до якого процесу або сиг-
налу застосовується операція часового 
зсуву (порядку слідування індексів у поз-
наченні ВКФ): ).()( 1221 ssss KK   
Таким функціям властива умова 
дзеркальної симетрії, згідно з якою гра-
фік ВКФ )(21ssK  є дзеркальним відносно 
осі ординат відображенням ВКФ )(12ssK  і навпаки (рис. 4.5 для од-
ного періоду): 
                                 ).()( 1221 ssss KK                                 (4.14) 
Дійсно, згідно з (4.12) та (4.13) 
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►Приклад. Визначити взаємну кореляційну функцію двох гармоні-
чних процесів однакової частоти tAts m 111 cos)(  та 
tAts m 122 sin)( ? 
Згідно з (4.12) 
T
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Рисунок 4.5 – 
Ілюстрація умови    
дзеркальної симетрії. 
T 
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Отже, в данному випадку ВКФ є дійсною непарною функцією часо-
вого зсуву , що підтверджує раніше зроблений висновок про невико-
нання умови парної симетрії. 
Згідно з (4.13) 
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       (4.16) 
Таким чином, )()( 1221 ssss KK , що відповдає теорії. Виконується і 
умова дзеркальної симетрії: 
.)()sin(
2
)sin(
2
)( s2s11
21
1
21
21 K
AAAA
K mmmmss  
                                                                                                                         ◙ 
 Взаємна кореляційна функція двох періодичних процесів з 
однаковим періодом T  є також періодичною з тим самим 
періодом T :  
)()( 2121 kTKK ssss . 
Для доведення подамо процес )(2 ts  рядом Фур’є, наприклад, у 
комплексній формі (див. (2.21)). Тоді: 
T
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Змінивши порядок інтегрування та додавання, дістанемо: 
  .
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(4.17) 
Вираз (4.17) є комплексною формою ряду Фур’є ВКФ в базисі 
комплексних експонентних складових із частотами, кратними основ-
ній T/21 , що і доводить її періодичність. 
Запишемо (4.17) у амплітудно-фазовій формі: 
)cos(
2
1
22
)( 121
1
0201
21 21 nnnm
n
nmss nAA
AA
K . 
Із останнього співвідношення випливає, що ВКФ періодичних 
процесів, на відміну від АКФ, частково зберігає інформацію про фа-
зову структуру початкових процесів )(1 ts  та )(2 ts  у вигляді різниці 
початкових фаз відповідних гармонік. У той же час це ще не означає, 
що одній ВКФ може відповідати одна і тільки одна пара процесів. 
Коефіцієнти ряду Фур’є (4.17) визначаються традиційно: 
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2
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На відміну від автокореляційної функції ВКФ необов’язково до-
сягає максимуму у випадку, коли 0 . Можна показати, що для 
будь-якого значення часового зсуву  абсолютне значення ВКФ не 
перевищує середнього геометричного початкових значень АКФ двох  
процесів або сигналів: .)0()0()( 2121 ssss KKK  
Аналогічне співвідношення справедливе і для )(12ssK . 
Нормована взаємна кореляційна функція або коефіцієнт 
взаємної кореляції визначається таким співвідношенням: 
.
)0()0(
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ss
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. ВКФ періодичних проце-
сів, на відміну від АКФ, частко-
во зберігає інформацію про їх-
ню фазову структуру  
2. Одна ВКФ може відпові-
дати декільком парам процесів. 
          Треба вміти: 
1. Визначати поняття: взає-
мна кореляційна функція 
2. Записати умову дзерка-
льної симетрії для ВКФ. 
3. Отримати ВКФ для різних 
періодичних процесів. 
 Слід запам’ятати: 
1. Визначення понять: взаєм-
на кореляційна функція, нормо-
вана ВКФ та коефіцієнт взаємної 
кореляції. 
2. Умову дзеркальної симетрії 
для ВКФ: 
).()( 1221 ssss KK  
3. Взаємна кореляційна функ-
ція двох періодичних процесів із 
однаковим періодом є також пе-
ріодичною з тим самим періодом.  
4 ВКФ не задовольняють умо-
ву парної симетрії та залежать 
від того, до якого процесу засто-
совується операція зсуву.  
 
 
4.4 Інтегральне перетворення Фур’є  
взаємної кореляційної функції  
періодичних процесів  
За аналогією з АКФ інтегральне перетворення Фур’є взаємної 
кореляційної функції двох періодичних процесів (сигналів) (4.17) від-
повідно до його властивостей  
n
nmnmss nAAS )(
2
)( 121 21
n
nmnm
ss nff
AA
fS )(
4
)( 121
21  
є послідовністю спектральних складових у вигляді -імпульсів із ча-
стотами, кратними 1f , та площами, які визначаються комплексними 
амплітудами процесів )(1 ts  та )(2 ts . У літературі за традицією 
)]()[( 2121 fSS ssss  називають взаємною спектральною щільністю 
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потужності. Однак така назва не є точною, оскільки потужність - 
величина дійсна, а добуток nmnm AA 21  - комплексна. 
Властивості коефіцієнтів комплексної форми ряду Фур’є визна-
чають і деякі властивості взаємної спектральної щільності потужнос-
ті двох періодичних процесів. Так, умова парності mnnm AA )(-  для 
коефіцієнтів призводить до такого співвідношення: 
)()(- 2121 nmnmnmnm AAAA .  
Отже,  
 для протилежних за знаком, але однакових за величиною, 
значень частоти значення взаємної спектральної щіль-
ності потужності є комплексно-спряженими величина-
ми: 
                                      )()( 21
*
21 fSfS ssss .                                (4.18) 
Зважаючи на те, що )()( 2121 fSK ssss , )()( s2s1s2s1 fSK , а 
також з урахуванням властивості дзеркальної симетрії 
)()( 1221 ssss KK  та згідно з (4.18), дістанемо умову дзеркальної 
симетрії відносно взаємної спектральної щільності потужності: 
                                 .)()()( 1212
*
21 fSfSfS ssssss                       (4.19) 
 Спектральні щільності потужності )(21 fS ss  та )(12 fS ss  
для протилежних за знаком та однакових за величиною 
значень частоти є однаковими. 
Відповідно до визначення взаємної енергії та взаємної кореля-
ційної функції початкове значення останньої  
ср.в
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T
E
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ss  
є середньою потужністю взаємодії двох періодичних процесів. 
Згідно з оберненим інтегральним перетворенням Фур’є 
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2
1
)( ср.в21021021 PdffSdeSK ss
j
ssss     (4.20) 
 
 Потужність взаємодії двох періодичних процесів на пері-
оді визначається площею, обмеженою графіком їхньої 
взаємної спектральної щільності потужності. 
 
►Приклад. Взаємний кореляційній функції )(21ssK  (4.15) гармо-
нічних процесів tAts m 111 cos)(  та tAts m 122 sin)(  відповідає спек-
тральна щільність потужності  
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2
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mmmm
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jS  
а ВКФ )(12ssK  (4.16) процесів )(2 ts  та )(1 ts  взаємна спектральна 
щільність потужності  
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Отже, ,)()()( 1212
*
21 ssssss SSS що збігається з (4.19).  
Початкове значення 
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Цей результат відповідає ортогональності гармонічних процесів 
)(1 ts  та )(2 ts . 
                                                                                                                   ◙ 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Інтегральне перетворен-
ня Фур’є ВКФ двох періодичних 
процесів є послідовністю -
імпульсів із частотами, кратни-
ми основній, та площами, які 
визначаються комплексними 
амплітудами процесів.  
          Треба вміти: 
1. Визначати поняття: взає-
мна спектральна щільність по-
тужності періодичних процесів.  
2. Записати умови парної та 
дзеркальної симетрії для взає-
много спектра потужності.  
3. Визначити взаємний 
спектр потужності періодичних 
процесів (сигналів). 
 Слід запам’ятати: 
1. Визначення понять: взаєм-
на спектральна щільність потуж-
ності періодичних процесів.  
2. Умови парної  
)()( 21
*
21 fSfS ssss  
та дзеркальної симетрії 
.)()()( 1212
*
21 fSfSfS ssssss  
для взаємного спектра потужнос-
ті. 
3. Початкове значення ВКФ  
є середньою потужністю взаємо-
дії двох періодичних процесів. 
 
 
 
4.5 Кореляційний аналіз неперіодичних  
процесів 
Кореляційні властивості неперіодичних процесів, як і для пері-
одичних, визначаються звичайними та нормованими авто- та взаєм-
ною кореляційними функціями. 
Автокореляційна функція (АКФ) дійсного детермінованого 
неперіодичного процесу (сигналу) )(ts  є скалярним добутком проце-
су та його зсунутої копії 
                            ))()(()()()(s tstsdttstsK                     (4.21) 
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за умови зсуву копії праворуч на величину  відносно початкового 
моменту часу t=0 або 
))()(()( tstsKs  
при зсуві тієї ж копії на таку саму величину зсуву ліворуч. 
Якщо процес є комплексним, то його АКФ визначається за та-
кою формулою: 
                       ,)()()()()(
**
dttstsdttstsKs                  (4.22) 
де через )(s  позначено процес, комплексно-спряжений до )(s . 
Згідно з (4.21) початкове значення функції автокореляції непе-
ріодичного процесу або сигналу дорівнює його енергії: 
                                           dttsKs )()0(
2 .                                   (4.23) 
Як відмічалось раніше, скалярний добуток двох детермінова-
них неперіодичних процесів визначає енергію їхньої взаємодії на за-
даному часовому інтервалі. Тоді, очевидно, 
що такий самий зміст мають миттєві значен-
ня кореляційої функції )(sK  стосовно про-
цесу s(t) та його копії )(ts  [ )(ts ]. Зрозу-
міло, що чим більше схожі процес та його 
зсунута копія на заданому часовому інтерва-
лі, тим більшою є енергія взаємодії, а, отже, і 
відповідне значення кореляційної функції. 
Ясно, що будь-який процес є найбільш схо-
жим сам на себе, а зсунута копія і процес при 
зсуві 0 . Кажуть, що в цьому разі об’єкти 
повністю корельовані або зв’язані лінійною 
залежністю.  
Таким чином, функція кореляції максимальна за зсуву 0 , 
тобто коли процес s(t) повністю покриває свою відповідну копію 
)ф(ts  і її значення дорівнює енергії процесу. Із збільшенням зсуву 
, очевидно, копія )ф(ts  вже не буде повністю перекривати процес 
t  
t  
Рисунок 4.6 – До 
зв’язку динаміки про-
цесу з кореляцією.  
s1(t) 
s1(t-τ) 
s2(t) 
s2(t-τ) 
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s(t) (див. рис. 4.2). Тому буде змінюватися енергія взаємодії та зна-
чення функції кореляції. 
Можна припустити, що при зростанні  процес s(t) та його від-
повідна копія )(ts  будуть перекриватися все менше, буде змен-
шуватися їх енергія взаємодії та значення функції кореляції. Зрозу-
міло, що для фіксованого значення зсуву  на значення кореляцій-
ної фунції )(sK  (енергію взаємодії) впливає швидкість зміни в часі 
процесу (рис. 4.6). Швидкоплинним, а отже, короткотривалим проце-
сам відповідають менші значення часового зсуву , в межах якого 
кореляційна функція відмінна від нуля, а, отже, вужча за тривалістю 
кореляційна функція.  
 
 Чим більше змінюється миттєве значення процесу, тим 
швидше змінюється і значення кореляційної функції 
)(sK , тим менше пов’язані (корельовані) миттєві зна-
чення процесу, що визначені в моменти часу, рознесені 
на величину . 
 
Згідно з (4.23) та формулою Релея (3.46) отримаємо співвід-
ношення для обчислення початкового значення кореляційної функції 
неперіодичного процесу через енергетичний спектр: 
                   .)0()(
1
)(
1
)(
00
22
ss KdWdSdtts            (4.24) 
 Початкове значення функції автокореляції неперіодично-
го процесу визначається площею, обмеженою графіком 
квадрата модуля його спектральної щільності або енер-
гетичного спектра. 
 
Функції автокореляції детермінованого неперіодичного процес-
су властиві всі раніше перелічені властивості АКФ періодичного про-
цесу, за винятком властивості періодичності. 
Залежно від виду процесу s(t) його АКФ може бути як монотон-
но спадною, так і коливальною.  
Тепер ще одне. Нехай )( jS  є спектральною щільністю ком-
плексних амплітуд процесу )(ts . Тоді, процесу )(ts  відповідає 
спектральна щільність jejS )( . Відповідно до відомого твер-
дження, що скалярному добутку детермінованих неперіодичних про-
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цесів відповідає скалярний добуток їх спектральних характеристик, 
дістанемо: 
djSjSdttsts )()(
2
1
)()(  
.)(
2
1
)(
2
1
)()(
2
1 2 deWdeSdejSjS js
jj  
Із урахуванням (4.21) приходимо до важливого результату: 
.)(
2
1
)(
2
1
)( 2 deWdeSK js
j
s  
 Енергетичний спектр процесу, а отже квадрат модуля 
спектральної характеристики та функція АКФ пов’язані 
інтегральним перетворенням Фур’є: 
                                        )()()( 2 ss WSK                              (4.25) 
У теорії процесів і сигналів перетворення (4.25) називають фо-
рмулою Вінера-Хінчина. Ця формула принципово важлива з двох 
причин.  
По-перше, вона дає змогу оцінити кореляційні властивості 
процесів, виходячи з розподілу їх енергії по частотному діапазону 
(за енергетичним спектром). Так, чим у ширшій смузі частот зосе-
реджені більш енергетично значимі спектральні складові, тим менше 
тривалість функції автокореляції (у відповідності з принципом неви-
значеності), тобто тим менше , а, отже, інтервал часу, в межах яко-
го АКФ відмінна від нуля. Це свідчить про більш широку можливість 
вимірювання моменту виникнення процесу.  
Дійсно, чим швидше змінюється )(sK , тим більше відрізня-
ються її миттєві значення, а отже і )0(sK  та )(sK  для будь-якого , 
відмінного від нуля. 
По-друге, формула (4.25) визначає, у який спосіб можна екс-
периментально знайти енергетичний спектр. Часто зручніше спо-
чатку визначити АКФ, а потім, використовуючи перетворення Фур’є, 
обчислити енергетичний спектр. Такий підхід знайшов широке поши-
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рення під час дослідження властивостей процесів за допомогою 
ЕОМ у реальному вимірі часу. 
У зв’язку з тим, що пряме перетворення Фур’є від АКФ )(sK  
дає квадрат модуля )(2S  його спектральної щільності, то  
 АКФ неперіодичного процесу не містить інформації про 
його фазовий спектр, тобто фазові співвідношення між 
спектральними складовими. Знаючи спектральну щіль-
ність енергії процесу, ми можемо відтворити його тіль-
ки амплітудний спектр, проте відтворити фазовий 
спектр неможливо.  
Урахувавши вищезазначене, дійдемо висновку: 
 між АКФ та неперіодичним процесом не існує взаємно-
однозначного зв’язку; одній АКФ можна поставити у від-
повідність різні процеси з однаковими амплітудними, але 
різними фазовими спектрами. 
►Приклад. Визначити АКФ та енергетичний 
спектр дійсного експонентного імпульсу 
)()( tAets t . 
Відповідно до означення АКФ обчислимо ска-
лярний добуток )()( tAets t  та його зсунутої 
копії )()( )( tAets t : 
dttAetAeK tts )()()(
)(
. 
Зрозуміло, що добуток )()( tt  залежить 
від значень . Якщо 0 , то, очевидно (див. рис. 
4.7, а): 
.,0
;),(
)()(
t
tt
tt  
Тоді  
 
-  
)(t  )(t
 
)(t  )(t  
а 
б 
Рисунок 4.7 – Зсув 
копії процесу ліворуч 
(а) та праворуч (б). 
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При 0  (див. рис. 4.7, б) 
,0,0
;0),(
)()()()(
t
tt
tttt  
а АКФ 
e
A
e
eA
dteeAdteeAK ttts
202
)(
2
2
2
0
2
0
2)(2 . 
Об’єднавши ці співвідношення отримаємо 
формулу АКФ дійсного експонентного імпу-
льсу для будь-яких значень : 
e
A
K s
2
)(
2
     . 
Графік АКФ зображено на рис. 4.8. 
Зрозуміло, що для 0  початкове зна-
чення АКФ 2/)0( 2AKs визначає енергію 
заданого процесу. Можна показати, якщо 3,2 , то миттєве значення 
АКФ вдесятеро менше за початкове. Таке значення аргументу прийнято 
називати інтервалом кореляції за рівнем 0,1.  
Пронормувавши АКФ за її максимальним значенням )0(sK , діста-
немо нормовану АКФ (коефіцієнт автокореляції) заданого імпульсу: 
eRs )( . 
Спектральна щільність енергії дійсного експонентного імпульсу як 
перетворення Фур’є від його АКФ 
dee
A
deRW jjss
2
)()(
2
 
 
 
 
2/2A
 
)(sK
 
0 
0,1 Ks 
(0) 
к
 
Рисунок 4.8 – Кореляцій-
на функція дійсного 
 експонентного імпульсу. 
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                                                                                                                             ◙ 
Інтервал кореляції. Наведені раніше міркування показують, 
що миттєві значення АКФ як періодичного (на періоді), так і неперіо-
дичного процесів (сигналів) із збільшенням значення аргументу (ве-
личини зсуву) зменшуються або монотонно, або коливально. Це, як 
відмічалось, є ознакою зменшення кореляційного зв’язку між миттє-
вими значеннями процесу (сигналу). Очевидно, що існує певне зна-
чення , за якого кореляційна функція або дорівнює нулю, або 
приймає значення, близькі, у певному розумінні, до нуля. 
 Інтервал кореляції к  – це таке значення аргументу КФ, 
за якого миттєві значення одного або двох різних дослі-
джуваних процесів у неспівпадаючі моменти часу є не-
корельованими величинами. 
Теоретично встановлено, що некорельованість відповідає 
нульовому значенню нормованої КФ, а повна (лінійний 
функціональний зв'язок) - одиниці. Точне значення інтервалу 
кореляції можна визначити тільки для фінітних функцій, які відмінні 
від нуля в кінцевому діапазоні значень її аргументу (на зразок пря-
мокутного відеоімпульсу). Тому в практичних застосуваннях інтервал 
кореляції обчислюють на основі певних критеріїв. 
 
 
 
 
 
 
 
 
 
 
Рисунок 4.9 - Визначення інтервалу кореляції: а - за рівнем для 
неколивальної КФ; б - за рівнем для коливальної КФ; 
в - за інтегральним критерієм. 
1 
τ 
ρ (τ) 
τк 
а 
ε 
1 
τ 
ρ(τ) 
τк 
б 
ε 
1 
τ 
ρ(τ) 
τк 
в 
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Так, згідно з критерієм рівня за інтервал кореляції к  беруть 
таке значення , для якого КФ не перевищує деякого попередньо 
заданого значення 1: .для,)( к Значення , які вико-
ристовуються найчастіше такі: 05,0 ; 0,01; 0,1. Графічна ілюстрація 
такого підходу подана на рис. 4.9, а. Проте такий підхід є коректним 
для неколивальних КФ. Якщо ж КФ має коливальний характер, то рі-
вень  відноситься до її обвідної (рис. 4.9, б). 
Відповідно до інтегрального критерію за інтервал кореляції 
беруть основу прямокутника, висота якого дорівнює одиниці, тобто 
максимальному значенню нормованої КФ )0( , а площа збігається з 
площею, обмеженою графіком монотонної КФ та додатними напіво-
сями координат (рис. 4.9, в): 
.)(
0
к d  
Для коливальної КФ використовують абсолютний коефіцієнт 
кореляції 
.)(
0
а.к d  
►Приклад. Визначити функцію автокореляції процесу з рівномір-
ним та обмеженим за частотою енергетичним спектром (рис. 4.10, а). 
Енергетичний спектр заданого процесу описується таким співвідно-
шенням: 
,0
,
,0
)( 0sW      
.0
;
;
000
0
W  
АКФ знайдемо як зворотне перетворення Фур’є від енергетичного 
спектра: 
deWdeWK jjss 0
2
1
)(
2
1
)(
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Таким чином, АКФ процесу, що розг-
лядається, має пелюстковий вигляд (див. 
рис. 4.10, б) із нулями в точках 0к /k  
)2/(,...)4,3,2,1( 0fkk . 
Відомо, що тривалість АКФ процесу і 
сигналу ототожнюють з інтервалом коре-
ляції. Для отриманого виду АКФ, як пра-
вило, за такий інтервал беруть тривалість 
першої пелюстки: )2/(1 0к f  
Відповідно до принципу невизначенос-
ті добуток ширини спектра на тривалість 
.2/1)2/1( 00сп fftf  
                                                               ◙ 
 
Обмеження, що накладаються на АКФ. Взаємозв’язок між 
АКФ та енергетичним спектром дає змогу встановити важливий 
критерій існування процесу з заданими кореляційними властивостя-
ми. Розглянемо АКФ  
                                 
,0
,
,0
)( AK s      
.
;
;
к
кк
к
                            (4.26) 
Енергетичний спектр, що відповідає цій АКФ, а отже амплітуд-
ний спектр деякого процесу, обчислимо як пряме перетворення 
Фур’є: 
0
0
)(
sin
2sin
2
)( 2
0
0
00 SA
w
A
dAeW js . 
Зважаючи на те, що квадрат модуля )(2S , а отже і енергія 
процесу або сигналу, є величинами додатними, отримана знакозмін-
на функція не може бути енергетичним спектром будь-якого проце-
су.  
Рисунок 4.10 – Рівномірний 
спектр (а) та відповідна ко-
реляційна функція (б). 
Ws(ω) 
ω 
a 
W0 
 ω0    ω0 
 τ 
Ks(τ) 
б 
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Інакше,  
 не існує процесу, кореляційні властивості якого визна-
чаються постійною або рівномірно розподіленою в 
усьому інтервалі кореляції АКФ.  
Це ще раз підтверджує відомий факт, що АКФ неперіодичного 
процесу для значень 0 не може перевищувати її початкове зна-
чення )0(sK , яке визначає повну енергію процесу. 
Взаємнокореляційна функція. Для двох різних неперіодичних 
процесів )(1 ts  та )(2 ts  взаємна кореляційна функція (ВКФ) є їхнім 
скалярним добутком: 
                      dttstsdttstsK ss )()()()()( 212121             (4.27) 
- для дійсних процесів; 
                  
dttstsdttsts
dttstsdttstsK ss
)()()()(
)()()()()(
2
*
12
*
1
*
21
*
2121
            (4.28) 
- для комплексних процесів.  
Очевидно, що наведені раніше властивості для ВКФ 
періодичних процесів справедливі і для неперіодичних, за виклю-
ченням властивості періодичності. 
Раніше було встановлено, що скалярний добуток процесів є 
пропорційним скалярному добутку їхніх спектральних щільностей: 
                    
.)cos()()(
2
1
)(
2
1
))()((
2
1
)(
2121
21
*
2121
dSS
dWjsjsss ss
            (4.29) 
Застосувавши цей результат тепер вже для процесів )(1 ts  та 
)()( 22 tsts , дістанемо: 
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Враховуючи, що спектральна щільність зсунутого в часі проце-
су jejSjS )()( 22 , дістанемо: 
         deWdejSjSK jss
j
ss )(
2
1
)()(
2
1
)( 21
*
2121 ,   (4.30) 
де )(21ssW  - взаємний енергетичнй спектр двох наперіодичних про-
цесів. 
Таким чином,  
 взаємна кореляційна функція двох процесів та їхній вза-
ємний енергетичний спектр пов’язані парою перетво-
рень Фур’є: 
)()( 2121 ssss KW . 
Очевидно, що для 0  значення ВКФ )0(21ssK  визначає повну 
енергію взаємодії двох процесів. Слід звернути увагу і на таке: як і 
для періодичних суттєвим є порядок запису співмножників при ви-
значенні ВКФ неперіодичних процесів )(1 ts  та )(2 ts , оскільки 
)()( 1221 ssss KK .  
Для взаємної кореляційної функції неперіодичних процесів 
справджується також властивість дзеркальної симетрії: 
)()( 1221 ssss KK . Ця властивість накладає певні вимоги на 
взаємні енергетичні спектри двох процесів: 
                                            )()(
*
1221 ssss WW ,                               (4.31) 
тобто ВКФ )(21ssK  та )(12ssK  відповідають комплексно-спряжені 
пари взаємних енергетичних спектрів )(21ssW  та )(12ssW : 
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Що і підтверджує співвідношення (4.31). 
Як випливає з (4.29) ВКФ, на відміну від АКФ, залежить і від 
фазової структури процесів )(1 ts та )(2 ts . І за таких умов одній і тій 
самій ВКФ може відповідати декілька пар неперіодичних процесів. 
►Приклад. Визначити ВКФ процесів із моделями у вигляді прямо-
кутного та експонентного відеоімпульсів. Амплітуда імпульсів А, а їхня 
тривалість  імпt . 
У разі якщо імп0 tt  задані процеси описуються такими функція-
ми: Ats )(1 ; .)(2
tAets  
Для значень 0  процес )(2 ts  є затриманим відносно процеу )(1 ts . 
Тоді ВКФ 
імпімп
2
0
)(
21 )(
t
t
t
t
ss dteeAdtAAeK  
).1()(
)(
22
імп
2
імпімп ttt e
A
ee
eAt
e
eA
 
Якщо ж 0 , то тоді експонентний імпульс випереджає прямокут-
ний, і ВКФ визначається таким співвідношенням: 
).1(
0
)(
)(
2
імп
2
0
)(
21
імп
імп
t
t
t
t
ss
e
eA
t
e
eA
dtAAeK
 
Очевидно, що аналогічний результат можна було б отримати через 
взаємний енергетичний спектр, використавши спектральні щільності 
комплексних амплітуд експонентного та прямокутного відеоімпульсів: 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Чим більше змінюється 
миттєве значення процесу, тим 
швидше змінюється і значення 
АКФ, тим менше зв’язані (ко-
рельовані) миттєві значення 
процесу, визначені в неспівпа-
даючі моменти часу. 
2. Знаючи спектральну 
щільність енергії процесу, ми 
можемо відтворити тільки його 
амплітудний спектр  
3. Чим у ширшій смузі час-
тот зосереджені більш енерге-
тично значимі спектральні 
складові, тим менше тривалість 
функції автокореляції. 
4. Не існує процесу, коре-
ляційні властивості якого ви-
значаються постійною або рів-
номірно розподіленою в усьому 
інтервалі кореляції АКФ.  
 Слід запам’ятати: 
1. Визначення понять: автоко-
реляційна та взаємна кореляцій-
нама функції, енергетичний і вза-
ємний енергетичний спектр не-
періодичних процесів і сигналів, 
інтервал кореляції. 
2. АКФ неперіодичного проце-
су не містить інформації про його 
фазовий спектр.  Певній АКФ 
можна поставити у відповідність 
різні процеси з однаковими амп-
літудними, але різними фазови-
ми спектрами. 
4. АКФ неперіодичного проце-
су та ВКФ двох неперіодичних 
процесів та їхні енергетичні спек-
три пов’язані парою інтегральних 
перетворень Фур’є. 
6. Початкове значення АКФ 
неперіодичного процесу визна-
чає іхню енергію, а ВКФ – повну 
енергію взаємодії двох процесів. 
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 Треба вміти: 
1. Визначати поняття: автокореляційна та взаємна кореляцій-
нама функції, енергетичний і взаємний енергетичний спектр непері-
одичних процесів і сигналів, інтервал кореляції. 
2. Розв’язувати задачі на визначення кореляційних функцій та 
інтервалу кореляції неперіодичних процесів і сигналів різними мето-
дами  
 
 
4.6 Завдання для поточного 
тестування  
 
4.6.1 Питання для поточного  
контролю 
 Що таке кореляція? 
 Назвіть основні види кореляційних функцій. 
 Наведіть структурну схему радіолокаційної системи. 
 Від чого залежить ступінь кореляційного зв’язку? 
 Дайте визначення авто- та взаємнокореляційної функції пе-
ріодичних та неперіодичних процесів. 
 Поясніть фізичний зміст АКФ періодичного та неперіодичного 
процесів і сигналів. 
 Який вигляд має АКФ гармонічного коливання? 
 Чому дорівнює амплітуда, частота та початкова фаза АКФ 
гармонічного коливання? 
 Чи впливають на АКФ початкові фази гармонік періодичного 
процесу? 
 Що визначає початкове значення АКФ періодичного та непе-
ріодичного процесу? 
 Поясніть, які із співвідношень справджуються для АКФ періо-
дичного процесу: а) );()( ss KK  б) );()( TKK ss  в) 
)()( TKK ss ? 
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 Сформулюйте алгоритм визначення АКФ періодичного про-
цесу графічним методом. 
 У яких межах змінюються значення нормованої кореляційної 
функції періодичного процесу? 
 Запишіть співвідношення, яке визначає взаємозв’язок між 
спектральною щільністю потужності періодичного процесу та АКФ. 
 Запишіть умову дзеркальної симетрії для ВКФ. 
 Вкажіть, які із співвідношень справджуються для ВКФ проце-
сів: а) );()( 2121 ssss KK  б) );()( 1221 ssss KK  в) 
)()( 1221 ssss KK ? 
 Фізичний зміст ВКФ періодичних процесів. 
 Запишіть формули для середньої потужності періодичного 
процесу через характеристики АКФ. 
 Покажіть, що ВКФ періодичних процесів визначається як ам-
плітудами, так і початковими фазами гармонік. 
 Якого максимального значення набуває ВКФ процесів? 
 Поясніть як пов’язані динамічні властивості процесу або сиг-
налу із швидкістю зміни значень кореляційної функції. 
 Запишіть формулу для визначення початкового значення КФ 
неперіодичного процесу через енергетичний спектр. 
 Що таке енергетичний спектр неперіодичного процесу та як 
він пов’язаний із АКФ? 
  Що таке взаємний енергетичний спектр двох неперіодичних 
процесів та як він пов’язаний із ВКФ? 
 Поясніть у чому полягає практична значимість теореми Віне-
ра-Хінчина. 
 Дайте визначення інтервалу кореляції. 
  У чому полягають методи визначення інтервалу кореляції за 
критерієм рівня та інтегральним критерієм. 
 Чи існують реально процеси кореляційні властивості яких 
подаються сталими або рівномірно розподіленими АКФ? 
  Яку умову задовольняють взаємні енергетичні спектри не-
періодичних процесів? 
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4.6.2 Задачі для індивідуального та  
самостійного розв’язування 
 
1. Визначити АКФ дійсного періодичного процесу 
ttts 2cos40sin100)( .  
2. Для періодичного процесу  
tttt
ttttts
1111
1111
4sin83sin302sin20sin100
4cos123cos152cos60cos80)(
 
подати рядом Фур’є в тригонометричній, амплітудно-фазовій та ком-
плексній формах його АКФ. 
3. Визначити середню потужність періодичного процесу, АКФ 
якого 11 2sin30sin100)(K .  
4. Для детермінованих процесів ttts 200cos5100cos10)(1  і 
ttts 2100sin30700cos100)(2  визначити енергію взаємодії проце-
сів за ВКФ.  
5. Визначити АКФ пилкоподібного коливання, зображеного на 
рис. 2.8.  
6. Як зміниться початкове значення АКФ імпульсної послідов-
ності прямокутної форми, якщо: а) період T  збільшити до 200 мкс; б) 
тривалість імпульсу імпt  зменшити до 10 мкс; в) амплітуду імпульсу 
mU  збільшити до 40 В? Дано: mU =20 В, імпt =20 мкс, T =100 мкс.  
7. Як зміняться амплітуди спектральних складових АКФ періо-
дичної послідовності відеоімпульсів при збільшенні її шпаруватості? 
8. За АКФ визначити, як співвідносяться потужності періодич-
них послідовностей прямокутних та трикутних відеоімпульсів із од-
наковими тривалістю імпульсу імпt , періодом T  і шпаруватістю Q ? 
9. Визначити аналітично взаємний енергетичний спектр потуж-
ності двох гармонічних процесів однакової частоти 
)4/cos()( 111 tAts m  та )2/sin()( 122 tAts m , визначивши 
попередньо їхню ВКФ. 
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10. Визначити потужність періодичного процесу, якщо початко-
ве значення його АКФ становить 10 Вт, а шпаруватість послідовності 
дорівнює 2.  
11. Визначити аналітично спектральну щільність потужності пе-
ріодичної послідовності імпульсів, АКФ якої зображена на рис. 4.4, з 
відомими періодом T , тривалістю імпульсу імпt  та шпаруватістю Q . 
12. Визначити аналітично ВКФ двох гармонічних процесів одна-
кової частоти )4/cos()( 111 tAts m  та )2/sin()( 122 tAts m . 
13. Визначити АКФ та енергетичний спектр двостороннього дій-
сного експонентного імпульсу 
t
meAts )( .  
14. Визначити ВКФ процесів із моделями у вигляді експонент-
ного відеоімпульсів. Амплітуда імпульсів А, а їхня тривалість імпt . 
15. Визначити ефективну та активну ширину спектральної 
щільності потужності періодичної послідовності прямокутних імпуль-
сів, якщо період T =20 мкс, тривалість імпульсу імпt =10 мкс, а амплі-
туда mS 5 В. 
16. Визначити аналітично інтервал кореляції за критерієм рівня 
0,5 для прямокутного відеоімпульсу.  
17. Визначити аналітично інтервал кореляції за енергетичним 
критерієм для дійсного експонентного імпульсу. 
18. Визначити аналітично інтервал кореляції за інтегральним 
критерієм для двостороннього експонентного відеоімпульсу. 
19. Кореляційна функція неперіодичного процесу )(ts  описуєть-
ся виразом .)( 2eAKs  Визначити енергію цього процесу та його 
амплітудний спектр. 
20. Визначити автокореляційну функцію та спектральну щіль-
ність енергії періодичного процесу 
1
)sin()(
n
nnmn tAts  
21. Визначити ширину спектра процесу, автокореляційна функ-
ція якого .)( 2eAKs  
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22. Визначити, чи може бути кореляційною функція 
)(,cos)( 00
2eAKs . 
23. Автокореляційна функція процесу .)( 2eAKs  Визначи-
ти інтервал кореляції та енергетичний спектр процесу. 
24. Визначити, чи є для деякого процесу автокореляційною фу-
нкція 
)sin(cos)()( 0
0
0
)(22
0
2 eAKs ? 
25. Автокореляційна функція процесу 
n
i
iis AK
1
2 .cos)(  Ви-
значити енергетичний спектр процесу та ефективну ширину його 
спектра. 
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5 Модульовані процеси 
 
 
5.1 Модуляція як вид перетворення процесів  
Матеріальним втіленням інформації є повідомлення: текст, 
зображення на екрані монітора, звучання сирени, кодова комбінація, 
таблиця даних тощо. Для передачі повідомлення за певною адре-
сою необхідне однозначне його відображення найчастіше яким-
небудь фізичним процесом. Результат такого відображення - сиг-
нал: електричний, світловий, тепловий, звуковий тощо. Продукт без-
посереднього перетворення повідомлення в сигнал часто називають 
первинним сигналом. Але ефективна, економічна та надійна пере-
дача інформації до адресата через відповідне середовище (лінію 
зв'язку, виту пару проводів, коаксіальний кабель, оптичне волокно, 
атмосферу тощо) можлива тільки з використанням таких перетво-
рень, як модуляція та кодування. 
Модуляція - один із видів фізичного кодування, за якого пові-
домлення подається (кодується) зміною (модуляцією) параметрів 
певного носійного коливання (носія) за законом первинного сигналу. 
Змінювані параметри носія називають інформативними. 
Загальні принципи модуляції. У перетворенні на зразок мо-
дуляція будь-якого виду беруть участь загалом дві величини. Одна з 
них містить в собі інформацію, що передається, є низькочастотним 
коливанням )()( нчм tsts  і називається модулювальним коливан-
ням. Друга є додатковою величиною та високочастотним і назива-
ється носійним (модульованим) коливанням.  
Математична модель носійного коливання  
)(),...,,,;()( вч321нoс tsaaaatfts n  
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є такою, що завжди можна виділити деяку сукупність параметрів 
naaaa ,...,,, 321 , які визначають властивості цього коливання, зок-
рема, його форму. Якщо хоча б один із параметрів носійного коли-
вання змінюється під дією модулювального (низькочастотного), то 
носійне коливання отримує нову властивість – тепер воно стає 
носієм інформації. 
 Процес керування параметрами носійного коливання 
називається модуляцією. 
Як носії найчастіше використовують постійні стани (рис. 5.1, а), 
високочастотні гармонічні коливання (рис. 5.1, б) та імпульсні послі-
довності (рис. 5.1, в).  
Для будь-якого повідомлення модуляцію на основі гармонічно-
го носія принято називати аналоговою, а послідовності імпульсів - 
імпульсною. 
 
 
 
 
 
 
Рисунок. 5.1. - Види носіїв: а -постійний; б - гармонічне коливання; 
в - послідовність імпульсів. 
У інформаційних системах (системах зв’язку, радіомовлення і 
телебачення тощо) дуже часто в якості носійного використовують 
гармонічне високочастотне коливання )cos()( вчвчtSts m , у якому 
можна змінювати амплітуду mS , частоту  та початкову фазу . 
Змінюючи амплітуду, отримаємо амплітудно-модульований (АМ-) 
процес (рис. 1.19, а) із інформативним параметром амплітудою; ча-
стоту - частотно-модульований (ЧМ-) процес (рис. 1.19, б), ін-
фомативний параметр - частота; початкову фазу – фазомодульо-
ваний (ФМ-) процес (рис. 1.19, в), інформативний параметр – поча-
ткова фаза. 
АМ і ЧМ є різновидом кутової модуляції (КМ). 
При імпульсній модуляції роль носійного високочастотного ко-
ливання зазвичай виконує імпульсна послідовність прямокутних ві-
деоімпульсів (див. рис. 5.1, в): 
 
t 
A 
s(t) 
 а                                      б                                         в     
s(t) 
t 
t 
s(t) 
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імп
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0 Ttttt
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ttttts
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kkm
k
k
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де kTtk , T  - період послідовності; імпt  - тривалість імпульсу.  
 
 
 
 
 
 
 
Рисунок. 5.2. - Різновиди імпульсної модуляції: а - АІМ;  
 б - ЧІМ; в - ШІМ; г - ФІМ 
 
Розрізняють такі види імпульсної модуляції: 
АІМ - амплітудно-імпульсна модуляція (рис. 5.2, а); інформати-
вний параметр - амплітуда імпульсу mS ; 
ЧІМ - частотно-імпульсна модуляція (рис. 5.2, б); інформатив-
ний параметр - частота імпульсів TfT /1 ; 
ШІМ - широтно-імпульсна модуляція (рис. 5.2, в); інформатив-
ний параметр - тривалість імпульсу імпt ; 
ФІМ - фазо-імпульсна (рис. 5.2, г) або інтервально-імпульсна 
модуляція; інформативний параметр - відстань t  між першим (опо-
рним, тактовим) і другим (інформаційним) імпульсами для кожного 
періоду. Таким чином, при ФІМ лінією зв'язку потрібно передавати як 
інформаційний, так і тактовий імпульси; 
КІМ - кодо-імпульсна модуляція. 
Відмітимо, що КІМ не вважається окремим 
видом модуляції, оскільки поєднує в собі будь-
який вид зміни інформативного параметра імпу-
льсного носія відповідно до коду, що є резуль-
татом цифрового кодування повідомлення 
(зазвичай двійковими чи двійково-десятковими 
кодами). 
Отже, при КІМ спочатку кожне повідомленя 
оцифровується, тобто подається, наприклад, 
двійковим кодом певної розрядності (результат 
оцифровки одного елемента повідомлення на-
зивають кодовою групою). Потім різні елементи кодової групи ві-
    а                               б                             в                          г 
t 
Sm 
t 
T 
t 
tімп 
t 
∆t 
Рисунок. 5.3. - При-
клади КІМ-сигналів. 
t Т 
1 1 
0 0 
а 
КІМ-АІМ 
t Т 
1 1 0 0 
б 
КІМ-ШІМ 
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дображаються зміною певного параметра імпульсного носія. На рис. 
5.3 зображені кодоімпульсні сигнали для елемента повідомлення, 
поданого чотирирозрядним двійковим кодом 1001 при відображенні 
двох різних елементів коду "1" та "0" зміною амплітуди імпульсної 
послідовності (рис. 5.3, а) та зміною її тривалості (рис. 5.3, б). У 
першому випадку маємо кодоімпульсний сигнал із АМ (скорочено 
КІМ-АІМ), а у другому - кодоімпульсний сигнал із ШІМ (КІМ-ШІМ). 
Таким чином, невід'ємними операціями КІМ є квантування за 
рівнем і дискретизація в часі. Інші види модуляції на основі імпульс-
ного носія ведуть тільки до дискретних у часі відліків. При аналоговій 
модуляції зберігається неперервна структура повідомлення. 
Необхідно звернути увагу і на те, що ШІМ і ФІМ є частковими 
випадками імпульсно-часової модуляції (ІЧМ) з різними варіантами її 
практичної реалізації (симетрична та ациклічна модуляції). 
Інформативним параметром ШІМ-сигналів може бути не тільки 
тривалість імпульсу, а і тривалість паузи. Період послідовності Т є 
незмінним.  
Багатоваріантність характерна і для АІМ. Так, АІМ-1 передба-
чає модуляцію амплітуди прямокутного імпульсу на відрізку його 
тривалості (модуляцію вершини) за законом модулюючої функції, а у 
разі АІМ-2 вершина імпульсу в зазначених 
межах є сталою.  
Використання як носія періодичної 
послідовності радіоімпульсів із гармоніч-
ним високочастотним заповненням дає 
змогу реалізувати модуляцію як парамет-
рів відео-імпульсу, так і гармонічного запо-
внення. Наприклад, АІМ-ЧМ (див. рис. 5.4) - це процес, у якому мо-
дулюється амплітуда імпульсу та частота його гармонічного запов-
нення; ШІМ-ФМ - тривалість імпульсу та початкова фаза заповнення.  
Слід відмітити, що і модулювальне (низькочастотне) коливан-
ня, може мати різноманітний характер зміни в часі,зокрема як дис-
кретний (імпульсний), так і неперервний. У той же час необхідно чіт-
ко уявляти, що в будь-якій системі модуляції для її надійної роботи 
частоти модульованого та модулюючого коливань не є довільними, 
а задовольняють таку умову: 
 максимальна частота в спектрі носійного коливання fmax.нос 
повинна бути набагато більшою за максимальну частоту 
fmax.нч в спектрі низькочастотного коливання. 
Т 
tімп 
t 
Рисунок 5.4 - АІМ-ЧМ – 
сигнал. 
Т 
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Так, при передаванні телевізійними системами об’єктів, що ру-
хаються, смуга частот повідомлення досягає 6,5 МГц, однак і носійна 
частота вибирається не меншою за 50…60 МГц, так що відношення 
fmax.нч /fmax.вч  не перевищує 10%. Так, для першого телевізійного ка-
налу для сигналу зображення fнос.зобр= 49,75 МГц і звуку 
fнос.зв.супр.=56,25 МГц, а вже для тридцять п’ятого каналу - 
fнос.зобр=583,25 МГц, fнос.зв.супр.=589,75 МГц. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Ефективна, економічна та 
надійна передача інформації до 
адресата через відповідне се-
редовище можлива тільки з ви-
користанням таких перетво-
рень, як модуляція та кодуван-
ня. 
2. Кодоімпульсна модуляція 
не вважається окремим видом 
модуляції, оскільки поєднує в 
собі будь-який вид зміни інфор-
мативного параметра імпульс-
ного носія відповідно до коду, 
що є результатом цифрового 
кодування повідомлення. 
3. Якщо хоча б один із па-
раметрів носійного коливання 
змінюється під дією модулюва-
льного, то носійне коливання 
отримує нову властивість –воно 
стає носієм інформації  
 Слід запам’ятати: 
1. Визначення понять: моду-
ляція, аналогова та імпульсна 
модуляція, модулювальне та но-
сійне коливання, інформативний 
параметр. 
2. Основні види носійних ко-
ливань. 
3. Класичні різновиди анало-
гової та імпульсної модуляції. 
4. Невід'ємними операціями 
КІМ є квантування за рівнем і 
дискретизація в часі. Інші види 
модуляції на основі імпульсного 
носія ведуть тільки до дискрет-
них у часі відліків.  
5. У будь-якій системі моду-
ляції для її надійної роботи мак-
симальна частота в спектрі но-
сійного коливання повинна бути 
набагато більшою за максима-
льну частоту в спектрі модулю-
вального коливання. 
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     Треба вміти: 
1. Визначати поняття: модуляція, аналогова та імпульсна мо-
дуляція, модулювальне та носійне коливання, інформативний пара-
метр. 
2. Пояснити особливості кодоімпульсної модуляції. 
 
 
5.2 Амплітудно-модульовані процеси 
 
5.2.1 Математична модель та основні параметри 
Будемо вважати, що для передавання інформації в якості но-
сійного застосовують високочастотне гармонічне коливання  
                                    )cos()( вчвч0нoс tSts m .                          (5.1) 
Якщо за законом повідомлення, що передається, модулюється 
амплітуда 0mS , а частота вч  та початкова фаза вч  не змінюються, 
то маємо амплітудну модуляцію носійного коливання, а результуюче 
коливання є амплітудно-модульованим сигналом.  
Форма аналітичного опису АМ-процесу в загальному випадку 
може бути подана у такому вигляді: 
                                   ).cos()()( вчвчAM ttSts m                        (5.2) 
Відповідно до структури формули (5.2) АМ-процес є добутком 
обвідної )(tSm  та гармонічного заповнення ).cos( вчвчt  У 
більшості практичних застосувань обвідна змінюється набагато 
повільніше гармонічного заповнення. 
При звичайній АМ-модуляції взаємозв’зок між обвідною )(tSm  
та модулювальним процесом )(нч ts  визначається такою формулою: 
                                          ))(1()( нч0 tMsStS mm ,                                 (5.3) 
де М - коефіцієнт або індекс амплітудної модуляції, який є ос-
новним параметром АМ-процесу. Вважається, що модулювальний 
процес не містить постійної складової.  
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Отже, згідно з (5.3), при звичайній АМ-модуляції миттєве зна-
чення обвідної змінюється навколо рівня 0mS  за законом, що визна-
чається пропорційною залежністю від керуючого модулювального 
коливання. 
Із урахуванням (5.3) аналітичний опис АМ-процесу приймає та-
кий вигляд: 
                         ).cos())(1()( вчвчнч0AM ttMsSts m                (5.4) 
Звідси випливає, що  
 обвідна амплітудно-модульованого коливання 
змінюється за законом повідомлення, що передається, 
та в точності повторює модулювальне коливання; 
 за нульового значення індекса модуляції АМ-процес є 
звичайним високочастотним гармонічним коливанням з 
амплітудою Sm0; 
На рис. 5.5 зображено графік неперервного АМ-процесу. 
Очевидно, що найбільша зміна обвідної «вниз» не може пере-
вищувати амплітуду 0mS  не-
модульованого сигналу, в той 
же час відхилення “вверх” 
може в принципі бути і 
більшим за 0mS  залежно від 
амплітудного значення про-
цесу )(нч ts  та значення 
коефіцієнта модуляції М. При 
цьому стверджують, що гли-
бина модуляції є малою у 
випадку малих значень 
індекса модуляції, коли відносна зміна обвідної невелика, та знач-
ною – для великих значень М (близьких до одиниці). 
Оскільки зміни амплітуди обвідної “вверх” та “вниз” можуть бу-
ти різними, інколи глибину модуляції вимірюють у відсотках, викори-
стовуючи для цього відносний коефіцієнт модуляції вверх 
%100
)(
0
0max
н
m
m
S
Sts
M  
0mS
 
носійна вч  
t
 
обвідна 
maxS  
minS  
Рисунок 5.5 – Приклад амплітудно-
модульованого сигналу. 
“вверх” 
“вниз” 
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та відносний коефіцієнт модуляції “вниз”  
%.100
)(
0
min0
н
m
m
S
tsS
M  
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. При звичайній АМ-
модуляції миттєве значення об-
відної змінюється навколо рівня 
0mS  за пропорційною залежніс-
тю від модулювального коли-
вання. 
2. Найбільша зміна обвідної 
«вниз» не може перевищувати 
амплітуду 0mS  немодульованого 
процесу, а відхилення “вверх” 
може в принципі бути і більшим 
за 0mS  залежно від амплітудно-
го значення модулювального 
коливання та значення коефіці-
єнта модуляції М.  
3. За нульового значення ін-
декса модуляції АМ-процес є 
звичайним високочастотним га-
рмонічним коливанням. 
 Слід запам’ятати: 
1. Визначення понять: відно-
сний коефіцієнт модуляції 
“вверх“  та “вниз”.  
2. Обвідна АМ-коливання 
змінюється за законом 
повідомлення, що передається, 
та в точності повторює модулю-
вальне коливання; 
3. Основним параметром АМ-
процесу є коефіцієнт або індекс 
амплітудної модуляції. 
4. Математичну модель АМ-
процесу: 
).cos(
))(1()(
вчвч
нч0AM
t
tMsSts m
 
5. Взаємозв’зок між обвідною 
)(tSm  та модулювальним проце-
сом )(нч ts  при звичайній АМ-
модуляції: 
)).(1()( нч0 tMsStS mm  
          Треба вміти: 
1. Визначати поняття: відносний коефіцієнт модуляції “вверх“ 
та “вниз”.  
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2. Записати математичну модель звичайного АМ-процесу та 
взаємозв’зок між обвідною )(tSm  і модулювальним процесом )(нч ts . 
3. Навести графічне зображення звичайного АМ-коливання та 
його складових.  
 
 
5.2.2 Однотональний амплітудно-модульований  
процес 
Математична модель та параметри. Це один із найпростіших 
видів АМ-процесів, який є результатом модуляції амплітуди високо-
частотного гармонічного коливання гармонічним низькочастотним 
(рис. 5.6, а). 
Математична модель однотонального АМ-процесу (ОАМ-
процесу) є такою: 
              ).cos())cos(1()( вчвчнчнч0AM ttMSts m          (5.5) 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 5.6 - Параметри однотонального АМ-процесу (а) та його 
амплітудний спектр (б). 
 
Очевидно, що ОАМ-процес є симетричним відносно осі орди-
нат із однаковими індексами модуляції “вверх” та “вниз”: 
MMM нв . 
Тепер коефіцієнт модуляції є відношенням зміни S  амплітуди 
високочастотного заповнення до його амплітуди 0mS : 
                                      ./ 0mSSM                                       (5.6)
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Амплітуда високочастотного заповнення змінюється від 
мінімального )1(00min MSSSS mm  до максимального 
)1(00max MSSSS mm  значень. Тоді коефіцієнт амплітудної 
модуляції можна записати у такому вигляді: 
                               )./()( minmaxminmax SSSSM                         (5.7) 
Спектральні характеристики. Обчислимо гармонічний спектр 
однотонального АМ-процесу перетворенням співвідношення (5.5) з 
використанням відомих тригонометричних формул: 
             
].)cos[(
2
]
)cos[(
2
)cos()(
нчвчнчвч
0
нчвч
нчвч
0
вчвч0AM
t
MS
t
MS
tSts
m
m
m
       (5.8) 
Як випливає з (5.8) однотональний АМ-процес містить три гар-
монічні спектральні складові: 
 носійне коливання з частотою вч ; 
 верхнє бічне коливання з частотою нчвч ;  
 нижнє бічне коливання з частотою нчвч . 
Частоти бічних гармонічних складових на частотній осі симет-
ричні відносно частоти носійного коливання, а іх амплітуди однакові 
та з коефіцієнтом М/2 пропорційні амплітуді немодульованого висо-
кочастотного гармонічного коливання.  
Спектральна діаграмма амплітуд однотонального АМ-процесу 
показана на рис. 5.6, б.  
Ширина спектра сп  однотонального АМ-процесу як різниця 
максимальної та мінімальної частот у його спектрі дорівнює подвоє-
ному значенню частоти модулювального НЧ-процесу: .2 нчсп   
Фазовий спектр однотонального АМ-процесу визначається по-
чатковими фазами його гармонічних складових: нижня бічна спект-
ральна складова має початкову фазу нчвч ; верхня - нчвч , а 
носійне коливання вч . 
Подання співвідношення (5.8) векторами, що обертаються на 
площині (див. рис. 5.7), наочно ілюструє особливості однотонально-
го АМ-процесу (див. рис. 5.7). Вектор довжиною 0нос mSS , що  
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відображає носійне коливання, обертається відносно початку коор-
динат із постійною швидкістю вч . Вектори бічних складових із одна-
ковими довжинами 2/0вБнБ mMSSS  
обертаються відносно кінця першого век-
тора в протилежних напрямах із 
швидкістю нч , значно меншою за 
швидкість вч . Відносно початку коорди-
нат швидкості зазначених векторів є таки-
ми: для верхної бічної складової нчвч , 
а для нижньої - нчвч . Сумарний век-
тор бічних складових рБS , таким чином, 
завжди направлений вздовж вектора 
носійного коливання та обертається відносно початку координат із 
швидкістю вч . Тоді результуючий вектор, що відповідає одното-
нальному АМ-процесу, обертається з постійною швидкістю вч , але 
його довжина рБнос SS  повільно змінюється за рахунок зміни дов-
жини рБS  сумарного вектора бічних складових. 
Енергетичні характеристики. Для будь-якого процесу його ос-
новними енергетичними характеристиками є енергія, миттєва та 
середня потужності. З практичного погляду цікавим є питання 
розподілу середньої потужності між спектральними складовими. 
Враховуючи те, що середня потужність будь-якого процесу дорівнює 
сумі середніх потужностей його спектральних складових, а також те, 
що середня потужність гармонічного коливання з амплітудою mA  
дорівнює 2/2mA , дістанемо середню потужність однотонального АМ- 
процесу: 
             
).
2
1(
422
)2/(
2
)2/(
2
2
ср.нoс
22
0
2
0
2
0
2
0
2
0
ср.нБср.вБср.нoсср.АМ
M
Р
MSSMS
MSS
РРРР
mmm
mm
          (5.9) 
Зважаючи на те, що коефіцієнт амплітудної модуляції приймає 
значення від 0 до 1, дійдемо такого висновку: 
 Середня потужність однотонального АМ-процесу змі-
нюється в межах від Рср.нос до 1,5 Рср.нос.  
SрБ 
SнБ 
SвБ 
SнБ 
SвБ 
Sнос 
ωвч 
ωвч  - ωнч 
ωвч  + ωнч 
Рисунок 5.7 – Векторна 
інтерпретація одното-
нального АМ-сигналу. 
219 
5.2.2 Однотональний амплітудно-модульований процес 
 
Окрім того з (5.9) випливає, що навіть при 100% модуляції по-
тужність обох бічних складових становить тільки 50% потужності не-
модульованого носійного коливання. 
Оскільки інформація, що передається, закладена в бічні скла-
дові, можна відмітити неефективність використання потужності в си-
стемах однотональної АМ-модуляції: на випромінювання інформа-
ційних складових йде тільки третина всієї середньої потужності 
АМ-процесу. Однак, для того, щоб здійснити ефективну, надійну та 
економічну передачу інформації всеодно необхідно перенести спек-
три НЧ-процесу, як носія інформації, із низькочастотної ділянки час-
тотного діапазону в область високих частот. Це і дозволяє зробити 
перетворення на зразок модуляції. 
Тепер визначимо, в яких межах змінюється миттєва потужність 
однотонального АМ-процесу.  
Як відзначалось раніше амплітуда високочастотного заповнен-
ня змінюється від мінімального )1(00min MSSSS mm  до мак-
симального )1(00max MSSSS mm  значень. Тоді мінімальне 
значення миттєвої потужності 
2
нос.cp
22
0
2
minmin )1(2/)1(2/ МPMSSP m , 
а максимальне 
.)1(2/)1(2/ 2oc.нcр
22
0
2
maxmax МPMSSP m  
У разі 100% модуляції, коли 1M , 0minP , a ср.носmax 4PP . 
Таким чином, пристрій, що формує однотональний АМ-процес, 
повинен бути розрахований на віддавання потужності в певні мо-
менти часу, яка перевищує середню потужність носійного коливання 
у чотири рази. Але таку пікову потужність пристрій віддає тільки 
в ті моменти часу, коли амплітуда АМ-коливання вдвічі перевищує 
амплітуду 0mS .  
У середньому за період модулювального НЧ-процесу 
потужність, що віддається, не перевищує ср.нос5,1 P  за повної 
модуляції (М=1) та ср.носP  за її відсутності (М=0). 
 Отже, використання ОАМ-процесів із малими значеннями 
коефіцієнта модуляції недоцільно з погляду неповного 
використання потужності пристрою, що його формує. 
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Збільшення коефіцієнта модуляції не може принципово вирі-
шити проблему, оскільки за значень M>1 має місце перемодуляція, 
яка спричинює зміну форми обвідної, її відмінність від форми моду-
лювального НЧ-коливання, а значить, до спотворення інформації і її 
втрат. 
Кореляційна функція. За означенням для детермінованого 
нескінченно подовженого в часі процесу )cos()()( вчвчAM ttSts m  
з нульовою початковою фазою його кореляційна функція  
.cos)()(
2
11
lim
)2cos()()(
2
11
lim
)cos()(cos)(
1
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)()(
1
lim)(
0
0
0
0
0
0
0
0
0
вч
0
0
вчвч
0
0
вчвч
0
0
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00
AM
T
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T
T
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T
T
mm
T
T
T
dttStS
T
dtttStS
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dtttSttS
T
dttsts
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K
 
Згідно з властивістю симетрії АМ-процесу відносно осі абцис 
(часової осі) перший інтеграл у останньому виразі дорівнює нулю.  
Тоді   
                
,cos)(
2
1
cos)()(
2
11
lim)(
вч
0
вч
0
AM
0
0
m
T
mm
T
K
dttStS
T
K
           (5.10) 
де )(mK  – кореляційна функція обвідної АМ-процесу. 
 Кореляційна функція АМ-процесу з точністю до постій-
ного множника 1/2 визначається добутком кореляційних 
функцій обвідної )(tSm  та високочастотної носійної (за-
повнення) )cos( вчвчt . 
Ураховуючи (5.3), дістанемо кореляційну функцію обвідної 
)(tSm  однотонального АМ-процесу за нульових початкових фаз: 
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0нч
2
0
2
0
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0
нч00нч00
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)cos()(cos(
1
))(cos)(cos(
1
)(
Т
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Т
mmmmm
tMStMSS
Т
dttMSStMSS
Т
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).cos(
2
))(cos()cos( нч
22
02
0нчнч
2
0
MS
SdtttMS mmm  
Відповідно до (5.10) та з урахуванням останнього співвідно-
шення кореляційна функція ОАМ-процесу 
                     )cos())cos(
2
(
2
1
)( вчнч
22
02
0ОАМ
MS
SK mm .         (5.11) 
Як бачимо, за структурою (5.11) збігається з математичною 
моделью ОАМ-процесу. Тому кореляційна функція ОАМ-процесу є 
сумою трьох спектральних складових: носійного з частотою вч , 
верхнього бічного коливання з частотою нчвч  та нижнього 
бічного коливання з частотою нчвч . Амплітуди складових дорів-
нюють середнім потужностям спектральних складових обвідної 
))cos(1()( нчнч0 tMStS mm  (див. (5.8)). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Однотональний АМ-
процес є симетричним відносно 
осі ординат із однаковими інде-
ксами модуляції “вверх” та 
“вниз”. 
2. З енергетичного погляду 
використання систем із ОАМ-
сигналами є неефективним.  
3. Кореляційна функція АМ-
сигналу з точністю до постійно-
го множника визначається до-
 Слід запам’ятати: 
1. Визначення понять: одно-
тональний АМ-процес, коефіці-
єнт модуляції ОАМ-процесу 
2. Математичну модель од-
нотонального АМ-процесу: 
).cos(
))cos(1()(
вчвч
нчнч0AM
t
tMSts m
 
3. Спектр ОАМ-процесу 
складається з трьох гармонічних 
складових: носійного коливання 
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бутком кореляційних функцій 
обвідної та високочастотної но-
сійної  
          Треба вміти: 
1. Визначати поняття: одно-
тональний АМ-процес.  
2. Зобразити графік ОАМ-
процесу та визначати по ньому 
основні параметри, заповнення 
і обвідну. 
3. Зобразити спектральні ді-
аграми амплітуд і початкових 
фаз для ОАМ-процесу. 
4. Визначити амплітуди, по-
чаткові фази та середні потуж-
ності спектральних складових 
ОАМ-процесу. 
5. Навести векторну інтерп-
ретацію ОАМ-процесу. 
6. Визначити середню поту-
жність, мінімальне та максима-
льне значення миттєвої потуж-
ності ОАМ-процесу, а також йо-
го та кореляційні характеристи-
ки. 
з частотою вч ; верхнього бічно-
го коливання з частотою 
нчвч ; нижнього бічного ко-
ливання з частотою нчвч . 
4. Пристрій, що формує од-
нотональний АМ-процес, пови-
нен бути розрахований на 
віддавання потужності в певні 
моменти часу, яка перевищує 
середню потужність носійного 
коливання у чотири рази.  
5. Формули: 
      ;/ 0mSSM  
)/()( minmaxminmax SSSSM  
- коефіцієнт амплітудної моду-
ляції ОАМ-процесу; 
нчсп 2  
- ширина спектра ОАМ-процесу; 
2
нос.cpmin )1( МPP , 
2
oc.нcрmax )1( МPP  
- мінімальне та максимальне 
значення миттєвої потужності. 
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Математична модель та спектр. На практиці однотональна 
АМ-модуляція застосовується дуже рідко. Більш реальними є випад-
ки, коли модулювальне коливання, а відповідно, і обвідна, мають 
довільну, відмінну від гармонічного коливання, форму. У цьому разі 
в якості модулювального процесу )(нч ts  можна розглядати тригоно-
метричну суму 
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                            )cos()( нчнчнч iii tts                       (5.12) 
гармонічних складових, частоти яких iнч   утворюють впорядковану 
зростаючу послідовність, у той час як амплітуди i  та початкові фазі 
iнч  є довільними. 
Підставивши (5.12) в (5.4), дістанемо: 
          
).cos())cos(1(
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вчвч
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нчнч0
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    (5.13) 
Коливання виду (5.13) називають багатотональним АМ-
процесом, а коефіцієнти MM ii  – парціальними (частинними) 
коефіцієнтами модуляції. 
Спектральний склад такого процесу визначимо подібно одно-
тональному: 
           
).)cos((
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1
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1
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   (5.14) 
 
 
 
 
 
 
 
 
Рисунок 5.8 – Дискретні спектри модулювального (а) та 
багатотонального АМ-процесу (б). 
Таким чином, багатоканальний АМ-процесу містить спектраль-
на складову з частотою носійного коливання, а також верхні та нижні 
бічні складові відповідно з частотами iнчвч  та iнчвч . При 
цьому верхні та нижні бічні спектральні складові є масштабними ко-
піями спектральних складових модулювального НЧ-коливання з ко-
а 
ω ω 0 ωнч1 ωнч2 ωнч3 ωвч ωвч+ ωнч2 ωвч- ωнч2 
б 
224 
Глава 5  Модульовані процеси 
 
ефіцієнтами 2/0 im MS , зсунутими в область високих частот на час-
тоту вч  (рис. 5.8).  
Вищезазначене дає змогу дійти важливого висновку: 
 ширина спектра багатотонального АМ-процесу вдвічі 
перевищує значення найбільшої частоти в спектрі мо-
дулювального НЧ-коливання: 
maxнчсп 2 . 
Тепер розглянемо випадок, коли спектр модулювального НЧ-
процесу є неперервним. Оскільки, згідно з (5.2) АМ-процес є добут-
ком обвідної )(tSm  та високочастотного гармонічного заповнення 
)cos( вчвчt , то у частотній області йому відповідає згортка їхніх 
спектральних щільностей. Тоді, згідно з (5.4) спектральна щільність 
комплексних амплітуд багатотонального АМ-процесу 
)(])()([)(
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Із урахуванням фільтрувальної властивісті функції маємо: 
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                (5.15) 
 Отже, спектр багатотонального АМ-процесу містить 
сконцентровані в області частоти вч  складові, пара-
метри яких визначаються високочастотним заповнен-
ням та спектром модулювального НЧ-процесу. 
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Якщо враховувати тільки спектр )( jSm  обвідної )(tSm , то 
отримаємо спектр АМ-процесу без дельтоподібних складових висо-
кочастотного заповнення: 
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                 (5.16) 
Як випливає з співвідношень (5.15) та (5.16) у разі АМ-
модуляції спектр НЧ-процесу, сконцентрований, зазвичай, в околі 
0, переноситься в область високих частот (гармонічного запов-
нення) на частоту вч . При цьому амплітуди спектральних скла-
дових зменшуються в 2/M  разів, а ширина спектра збільшується 
вдвічі.  
►Приклад. Визначити спектральну щільність радіоімпульсу, запо-
вненням якого є парний прямокутний імпульс тривалістю імпt  та 
амплітудою А. 
Радіоімпульс )cos()()( вчвчвp ttsts  є добутком відеоімпульсу 
)(в ts  та гармонічного коливання, частота якого значно перевищує 
максимальну частоту max  в спектрі прямокутного відеоімпульсу, тобто 
maxвч . Отже, маємо багатотональний АМ-процес. Оскільки тепер 
)()()()( вв jSjStstS mm , ASm0 , а 0вч  і 1M , то 
відповідно до (5.15) спектральна щільність заданого процесу  
                 )]}([)]([{
2
)( вчввчвp jSjS
A
jS .                 (5.17) 
Як відомо, для прямокутного відеоімпульсу спектральна щільність  
2
/
2
sin)( імпімпімпв
tt
tjS . 
Тоді згідно з (5.17) спектральна щільність заданого процесу 
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Графіки спектрів обвідної та радіоімпульсу показані на рис. 5.9. 
 
 
 
 
 
 
 
Рисунок 5.9 - Амплітудні спектри відео- (а) та радіоімпульсу (б) з 
прямокутною обвідною. 
 
Ширина спектра прямокутного відеоімпульсу зверху обмежується 
першим нулем його амплітудного спектра, тобто частотою 
імп01max /2 t , а знизу – частотою 0min  (рис. 5.9, а). При 
переході до радіоімпульсу спектр прямокутного відеоімпульсу перено-
ситься на частоту вч  таку, що імпвч /2 t (рис. 5.9, б). Тільки за 
такої умови спектри відео- та радіоімпульсів майже не перекриваються. 
Для радіоімпульсу в діапазоні фізичних значень частоти (додатних 
частот) перший нуль його амплітудного спектра визначається двома час-
тотами: імпвчmax01 /2 t  і імпвчmin01 /2 t . Відповідно 
ефективна ширина спектра імпmin01max01сп.еф /4 t . 
 Отже, ширина спектра радіоімпульсу вдвічі перевищує ширину 
спектра відеоімпульсу.  
                                                                                                        ◙ 
 
Кореляційна функція. Як і у разі однотональної модуляції ко-
реляційна функція багатотонального АМ-процесу з обвідною довіль-
ної форми обчислюється добутком кореляційної функції обвідної та 
високочастотного заповнення одиничної амплітуди (див. (5.10)). 
 ►Приклад. Визначити кореляційну функцію радіоімпульсу, якщо 
обвідною є парний прямокутний відеоімпульс, тривалість якого імпt , а 
амплітуда А. 
Відповідно до (4.8) КФ відеоімпульсу прямокутної форми 
)()( імп
2
0 tAK mSm є відеоімпульсом трикутної форми. Тоді кореля-
ційна функція заданого радіоімпульсу  
)(cos
2
1
)( імпімп
2
0вчAM ttAK m  
0 
 а                                                                               б               
 
tімп 
Sв(ω) 
- 2π/tімп   2π/tімп  
вч 
- вч - 2π/tімп   - вч +2π/tімп  
 
Sp(ω) 
вч - 2π/tімп   вч+2π/tімп  
0 
  Atімп/2 
- вч 
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є АМ-процесом із трикутною обвідною. 
                                                                                                                             ◙ 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Спектр багатотонального 
АМ-процесу містить складові, 
які визначаються спектрами 
модулювального НЧ-процесу і 
високочастотного гармонічного 
заповнення та концентруються 
в околі його частоти вч . 
 
          Треба вміти: 
1. Визначати поняття: бага-
тотональний АМ-процес, парці-
альний коефіцієнт модуляції.  
2. Визначати спектр, ширину 
спектра та кореляційні характе-
ристики багатотональних АМ-
процесів. 
 Слід запам’ятати: 
1. Визначення понять: бага-
тотональний АМ-процес, парціа-
льний коефіцієнт модуляції.  
2. Ширина спектра багатото-
нального АМ-процесу вдвічі пе-
ревищує максимальну частоту в 
спектрі модулювального коли-
вання, а амплітуди спектральних 
складових – зменшуються удвічі. 
3. Спектральні складові дис-
кретного спектра багатотональ-
ного АМ-процесу. 
4. Кореляційна функція бага-
тотонального АМ-процесу обчи-
слюється добутком кореляційної 
функції обвідної та високочасто-
тного заповнення одиничної ам-
плітуди. 
 
 
5.2.4 Коефіцієнт корисної дії 
Коефіцієнт корисної дії  АМ-процесу визначають як відно-
шення середньої потужності його бічних складових до середньої по-
тужності всього АМ-процесу. 
Тоді згідно з (5.9) 
                       
2
2
22
02
0
22
0
ср.АМ
ср.Б
2
4
22/
4/2
M
M
MS
S
MS
P
P
m
m
m                  (5.18) 
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- для однотонального АМ-процесу; а з урахуванням (5.14) 
                                        )2/( 22
i
i
i
i MM                               (5.19) 
- для багатотонального АМ-процесу. 
Коефіцієнт корисної дії (ККД) набуває максимального значення 
у разі, якщо 1M . Тоді для однотонального АМ-процесу ККД стано-
вить 33,3%. Отже, на генерування інформаційних складових такого 
АМ-процесу йде приблизно тільки третина всієї потужності, інші дві 
третини витрачаються на випромінювання носійної, що не містить 
інформації і з точки зору споживача є зайвою. 
Очевидно, що підвищити енергетичну ефективність систем з 
АМ-процесами можна, сформувавши такий АМ-процес, спектр якого 
не містив би носійного коливання. Такий модульований процес нази-
вають АМ-процесом із подавленою носійною. Він є продуктом 
балансної модуляції (БМ).  
Дослідження показують, що при БМ використання потужності в 
три рази ефективніше, ніж при звичайній АМ. Однак, відомо, що ная-
вність носійної в спектрі АМ-процесу є дуже важливим для спрощен-
ня технічної реалізації демодуляторів - пристроїв, що виділяють НЧ-
коливання з модульованих у приймачах. 
Демодулятори звичайних АМ-процесів, як правило, реалізують 
у вигляді нелінійних детекторів обвідної, що дає змогу виділяти з 
АМ-процесу модулювальне НЧ-коливання. Зазначимо, що на ККД 
при амплітудній модуляції впливає і ряд інших чинників. Зокрема, так 
званий пік-фактор, багатотонального коливання або коливання 
складної (довільної) форми. Це явище оцінюють подібно до коефіці-
єнта амплітуди ak  (2.42). 
Встановлено, що ККД при АМ не може перевищувати величини 
(за відсутності перемодуляції) )1/(1 2ak . Так, для більшості звукових 
сигналів, зокрема “некерованої мови” 35ak . Очевидно, що у цьому 
разі %.1,0   
Для підвищення ККД вдаються до різних заходів. Так, у систе-
мах радіомовлення застосовують системи автоматичного регулю-
вання (САР) підсилення для зменшення підсилення в ті моменти ча-
су, коли інтенсивність завад дуже велика. Це дає змогу, зменшити 
пік-фактор до восьми. 
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Підвищення ККД та зменшення пік-фактору можливе за раху-
нок перемодуляції. Крім того, інколи корисно в організації систем з 
АМ-процесами застосовувати метод компандирування, який полягає 
в скороченні – розширенні дінамічного діапазону сигналу. Початково 
перед модуляцією модулювальний процес пропускається через ре-
зистивне нелінійне коло для зменшення його динамічного діапазону 
та для зменшення пік-фактора. На приймальному боці після демо-
дуляції вводять компенсуючий нелінійний пристрій (експандер), за 
допомогою якого здійснюється зворотна операція - розширення ди-
намічного діапазону. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. На генерування інфор-
маційних складових ОАМ-
процесу йде приблизно тільки 
третина всієї потужності, інші 
витрачаються на випроміню-
вання носійної, що не містить 
інформації. 
2. Демодулятори звичайних 
АМ-процесів реалізують у ви-
гляді нелінійних детекторів об-
відної, що дає змогу виділяти з 
АМ-процесу модулювальне НЧ-
коливання. 
          Треба вміти: 
1. Визначати поняття: кое-
фіцієнт корисної дії, АМ-процес 
із подавленою носійною, пік-
фактор, командирування  
2. Обчислювати ККД одно- 
та багатотональних АМ-
процесів. 
 Слід запам’ятати: 
1. Визначення понять: коефі-
цієнт корисної дії, АМ-процес із 
подавленою носійною, пік-
фактор, командирування  
2. Способи підвищення ККД 
АМ-систем: застосування САР, 
пере модуляція, компандируван-
ня.  
3. Формули для ККД:  
           
2
2
ср.АМ
ср.Б
2 M
M
P
P
    
- для однотонального АМ-
процесу;  
      )2/( 22
i
i
i
i MM                                
- для багатотонального АМ-
процесу. 
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5.2.5 Амплітудно-модульовані процеси  
з подавленою носійною 
Математична модель. Як відмічалось раніше, звичайна амплі-
тудна модуляція з енергетичного погляду не є еффективною навіть 
при застосуванні різноманітних засобів для 
підвищення її ККД. Зумовлено це, як відомо, 
тим що більша частина енергії, що переда-
ється, зосереджена в неінформаційній скла-
довій АМ-процесу, якою є носійна. Проте, 
остання хоча ї не містить інформації, але є 
дуже важливою під час поновлення (детек-
тування) НЧ-процесу. Тому при звичайній 
АМ носійна генерується в канал зв’язку пе-
редавачем, а потім на боці приймача пода-
вляється фільтром. Ось чому застосування 
звичайної АМ у супутникових системах є не-
доцільним, оскільки потужність джерел жив-
лення є обмеженою. 
Якщо звичайний АМ-процес описується співвідношенням (5.5), 
то при балансній модуляції  
               )cos()()cos()()( вчвчнчвчвчБМ ttsttSts m .       (5.20) 
Отже, балансну модуляцію можна розглядати як операцію, при 
якій здійснюється безпосередне множення носійного гармонічного 
ВЧ- коливання на керуюче НЧ-коливання. На рис. 5.10 зображено 
довільний НЧ модулювальний процес та відповідний БМ-процес. 
Слід звернути увагу на те, що обвідна БМ-процесу є модулем 
)(нч ts  модулюючого НЧ-коливання )(нч ts . Тому, на відміну від 
звичайної АМ, для відтворення НЧ-процесу застосовуються не 
амплітудні детектори, що виділяють обвідну )(нч ts , а синхронні або 
когерентні, які виділяють НЧ керуюче коливання. 
Іншою особливістю БМ-процесу є те, що в ньому містяться 
тільки верхні та нижні бічні складові, а носійна відсутня. Дійсно, якщо 
)()( нч jSts ,а ])()([)cos(
вчвч
вчвчвчвч
jj
eet , 
то спектр БМ-процесу 
t 
t 
sБМ(t) 
sНЧ(t) 
модуль 
обвідної sНЧ(t) 
а 
б 
Рисунок 5.10 – 
Обвідна (а) та БМ-
процес. 
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вчвч
вчнчвчнч
cosнчБМ
jj
ejSejS
jSjSjS
           (5.21) 
Ширина спектра БМ-процесу, як і при звичайній АМ, 
визначається подвоєним значенням максимальноїї частоти в спектрі 
модулювального НЧ-коливання нч2  ( maxнч2 ). 
Для демодуляції БМ-процесу (АМ-процесу з подавленою носій-
ною) застосовується особливий вид перетворень, відомий під на-
звою синхроного або коге-
рентного детектування, коли 
в спектр БМ-процесу від ок-
ремого автогенератора на 
приймальній стороні вво-
диться відсутнє в ньому но-
сійне коливання (рис. 5.11). 
Для цього прийнятий 
БМ-процес подається на ба-
лансний модулятор, де він перемножається з ВЧ- коливанням )(0 ts , 
яке генерується місцевим генератором. 
Вихідний процес балансного модулятора  потім подається на 
вхід фільтра нижніх частот (ФНЧ) із частотою зрізу нч , на виході 
якого і формується НЧ-коливання, що містить інформацію. Але такий 
спосіб потребує, щоб частота 0  та початкова фаза 0  місцевого 
генератора в точності збігалися з частотою вч  та початковою фа-
зою вч  носійного ВЧ-коливання. 
Припустимо спочатку, що частота 0  та початкова фаза 0  
місцевого генератора відрізняються від вч  та вч  відповідно. Тоді 
процес на виході балансного модулятора 
).)cos(()(
2
1
))cos(()(
2
1
)cos()cos()()()(
0вч0вчнч
0вч0вчнч
00вчвчнчвчБМ
tts
tts
tttststs
 
Балансний 
модулятор ФНЧ 
s0(t) 
sБМ(t) 
x s0(t) sБМ(t) 
sНЧ(t) 
Рисунок 5.11 - Демодуляція БМ-
сигналу. 
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Якщо місцевий генератор синхронізовано з ВЧ носійною як за 
частотою, так і фазою, тобто коли 0вч  та 0вч , то  
).22cos()(
2
1
)(
2
1
)()( вчвчнчнчвчБМ ttstststs  
Перша складова в останньому співвідношенні 
характеризується спектром )(нч jS  із максимальною частотою нч , 
а друга - спектром, що є зсунутою на частоту вч2  копією спектра 
НЧ-коливання. Тому друга складова не буде пропускатися ФНЧ, а на 
його виході сформується НЧ-процес )(нч ts .  
У разі, якщо існує тільки фазова похибка, тобто коли 0вч , 
то на виході ФНЧ виділяється також НЧ-процес )cos()()2/1( 0вчнч ts , 
але його амплітуда буде збільшуватись, зменшуватись чи навіть 
обертатися в нуль залежно від фазової похибки, що не є бажаним. 
Отже,  
 основна проблема синхроного детектування – точна 
синхронізація частоти та фази місцевого генератора 
з частотою та фазою ВЧ носійного коливання. 
На практиці використовують і інші способи демодуляції БМ-
процесів. Так, відповідно до одного з них на приймальному боці БМ-
процес підносять до квадрату. Отриманий процес є ідентичним за 
частотною структурою процесові на виході демодулятора, зображе-
ного на рис. 5.11, у разі виконання умов синхронізації місцевого ге-
нератора: 
)22cos()(
2
1
)(
2
1
)(cos)( вчвч
2
нч
2
нчвчвч
22
нч ttststts . 
АМ з подавленою носійною (балансна модуляція) широко 
використовується в системах керування, де модулятор та демодуля-
тор розміщуються на невеликих відстанях один від одного. У цьому 
разі один і той же генератор може виконувати роль як основного, так 
і місцевого.  
При передаванні на великі відстані (наприклад, радіомовлення, 
талебачення, радіозв’язок) застосовують інші підходи, один із яких 
полягає у введенні в БМ-процес, що передається, так званої 
контрольної носійної з малою амплітудою та частотою вч . Це 
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носійне коливання використовується для синхронізації місцевого ге-
нератора. Однак, у будь-якому випадку, когерентні детектори є дуже 
складними в технічному відношенні та економічно не єфективними, 
особливо для систем із одним передавачем та багатьма приймача-
ми (системи радіомовлення). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Балансну модуляцію мож-
на розглядати як операцію мно-
ження носійного гармонічного 
ВЧ- коливання на керуюче НЧ-
коливання.  
2. Обвідна БМ-процесу є 
модулем модулювального НЧ-
коливання.  
3. Для демодуляції БМ-
процесу застосовується синх-
ронне детектування. 
4. Основна проблема син-
хроного детектування – точна 
синхронізація частоти та фази 
місцевого генератора з часто-
тою та фазою ВЧ носійного ко-
ливання. 
 Слід запам’ятати: 
1. Математичну модель БМ-
процесу: 
).cos()(
)cos()()(
вчвчнч
вчвчБМ
tts
ttSts m
 
2. Ширина спектра БМ-
процесу визначається 
подвоєним значенням 
максимальноїї частоти в спектрі 
модулювального НЧ-коливання: 
нч2  ( maxнч2 ). 
3. У БМ-процесі відсутня 
складова з частотою носійної. 
4. Способи демодуляції БМ-
процесів та їх сутність. 
 
 Треба вміти: 
1. Записати математичну модель БМ-процесу. 
2. Пояснити принцип роботи когерентного детектора. 
 
 
5.2.6 Односмугові амплітудно-модульовані  
процеси 
Незважаючи на те, що при БМ істотно зменшується потужність 
передавача за рахунок подавлення носійної, необхідна смуга частот 
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для передавання повідомлень залишається такою самою, що і при 
звичайній АМ (вдічі більша за ширину спектра модулюючого НЧ-
коливання), оскільки в обох випадках слід формувати нижні та верхні 
бічні складові, а отже, виділяти відповідні ділянки частотного діапа-
зону, визначені смугами частот, що займають верхні бічні складові 
(верхня бічна смуга частот) та нижні бічні складові (нижня бічна сму-
га частот) відносно частоти вч . Але як нижні, так і верхні бічні скла-
дові окремо повністю характеризують інформацію, що передається. 
Отже, для передавання всієї інформації достатньо виділити одну 
бічну (верхню або нижню) смугу частот (див. рис. 5.12). 
 
 
 
 
 
 
 
 
 
Рисунок 5.12 – До формування односмугового процесу.  
Очевидно, це є дуже важливим з практичного погляду, оскільки 
скорочення займаної смуги частот дає змогу реалізувати частотне 
розділення каналів зв’язку, що забезпечує розміщення більшого чи-
сла каналів у заданому частотному діапазоні. 
Така можливість реалізована в АМ-системах шляхом форму-
вання процесу з подавленою носійною та однією з бічних смуг час-
тот (верхньою або нижньою). Цей вид модуляції відомий під назвою 
односмугова АМ з подавленою носійною або просто односмугова 
модуляція, а відповідні процеси називають односмуговими з подав-
леною носійною або односмуговими процесами (ОС –процеси). 
Отже, ОС-процеси більш економічно використовують смугу 
частот, а також ефективніші з енергетичного погляду за зви-
чайний АМ-процеси. 
У разі, якщо АМ є однотональною, то ОСП-сигнал описується 
таким співвідношенням (враховується верхня бічна складова для 
додатних частот): 
ω ωвч - ωвч 
верхні бічні 
складові нижні бічні 
складові 
верхні бічні 
складові 
ωвч+ ωнч max - ωвч - ωнч max 
ωвч - ωнч max - ωвч + ωнч max 
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а миттєва фаза  
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Як випливає з (5.22), кожна складова ОСП-сигналу при 
однотональній АМ є добутком високочастотного та низькочастотного 
гармонічних коливань, що знаходяться в квадратурі. Тому одното-
нальний ОСП-сигнал можна розглядати як частковий випадок сигна-
лу виду 
          
)),(cos()(
)sin()()cos()()(
вчвч
вчвчsinвчвчcosОСП
tttS
ttsttsts
m
     (5.25) 
в якому низькочастотні співмножники )(cos ts  і )(sin ts  називають 
квадратурними компонентами або квадратурними складовими.  
Згідно з (5.23) у загальному випадку обвідна ОСП не збігається 
з )(нч ts . 
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Аналітичне подання ОС-процесів дуже часто обгрунтовують із 
використанням перетворення Гільберта та поняття аналітичного 
сигналу, як одного з вузькосмугових сигналів. 
Сигнал вважається смуговим, якщо його спектр 
зосереджується навколо частот нoсвч ff , де нoсf - частота висо-
кочастотного носійного коливання. Частоти спектральних складових 
смугового сигналу задовольняють таку умову: 
maxносmaxнoс FffFf , 
де maxF – максимальна частота в спектрі смугового сигналу, що 
визначає ширину його спектра. Причому, якщо ширина спектра сму-
гового сигналу набагато меньше частоти носійної нoсf , сигнал но-
сить назву вузькосмугового: 10/нoсmax fF . Можливі і інші оцінки. 
Наприклад, ширина спектра не повинна перевищувати однієї октави: 
3
)(2 нoсmaxmaxнoсmaxнoс
f
FFfFf . 
Якщо звернутись до опису аналітичного сигналу 
)()()()( tjmsc eStjstst , в якому )(tsc  та )(tss  є комплексно-
спряженими та задовольняють перетворенню Гільберта, то (5.25) 
можна записати у такому вигляді: 
          
)),(cos()(
])(Re[])(Re[)(
вчвч
))(()(
ОСП
вчвчвчвч
tttS
etSetts
m
ttj
m
tj
    
(5.26) 
де обвідна )(tSm  та миттєва фаза )(t  зв’язані такими 
співвідношеннями: 
22|)(|)( scm ssttS  ;     )(arg
)(
)(
arctg)( t
ts
ts
t
c
s  . 
Таким чином, АМ ОСП-сигнал можна розглядати як дійсний 
сигнал (5.26), амплітуда та фаза якого змінюються з часом. Причому 
обвідна такого сигналу )(tSm  є модулем аналітичного сигналу 
)()()()()( tjmsc etStjstst , а миттєва фаза )(t - його аргумен-
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том, де ),()( нч tstsc  а )(
~)( нч tstss  спряжена за Гільбертом до )(нч ts  
складова. 
Односмугову модуляцію в системах можна реалізувати різними 
спосабами. Найбільш поширений полягає в тому, що спочатку за 
допомогою балансного модулятора формується БМ-сигнал, із якого 
потім відфільтровуються бічні складові тільки однієї бічної смуги 
частот. До фільтруючих систем, які при цьому використовуються, ви-
суваються дуже жорсткі вимоги до селективності та стабільності 
смуги пропускання. 
В інших системах односмугової модуляції фактично 
реалізується співвідношення (5.25). Початково в двох незалежних 
каналах формуюються два БМ-процеси, носійні яких зсунуті одна 
відносно іншої на 900. Потім за допомогою перетворень у 
відповідних фазозсувних колах отримують ОС-процес. Точність ро-
боти таких систем, а точніше ступінь виділення однієї з бічних смуг у 
значній мірі залежить від синхронної роботи двох каналів. Слід та-
кож відмітити, що реалізація таких “фазових” методів є більш склад-
ною з технічного погляду, ніж при реалізації БМ чи АМ систем. 
Виділення НЧ-коливання, як носія інформації, з модульованого 
односмугового сигналу здійснюється відповідною фільтрацією та 
синхронним детекторуванням (рис. 5.13). 
Смуговий фільтр з центральною частотою 2/)( нчнoс ff  та 
смугою пропускання maxнчff  забезпечує виділення односмугово-
го сигналу після його передавання каналом зв’язку. Після чого 
відфільтрований )(~ОСП ts  подається на балансний детектор, де 
перемножується з високочатотним сигналом )(о ts  місцевого генера-
тора. Це, як відомо, дає змогу сформувати НЧ-коливання )(нч ts  та 
складову з частотою, що вдвічі перевищує вч . ФНЧ виділяє )(нч ts .  
 
 
 
 
 
 
 
Рисунок 5.13 – Структурна схема односмугового демодулятора. 
 
Як свідчить практика в системах односмугової модуляції, на 
відміну від систем із БМ, вимоги до стабільності місцевого генерато-
Балансний 
модулятор ФНЧ 
s0(t) 
x  s0(t) 
sНЧ(t) 
CФ 
sОСП(t) ˜ sОСП(t) 
˜ sОСП(t) 
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ра можуть бути менш жорстими. У високоточних системах ОМ 
реалізуються всі ті способи підвищення точності відтворення 
інформації, що і в системах із БМ. 
Незважаючи на те, що при ОМ забезпечується як зменшення 
потужності, що генерується, так і займаної смуги частот, її практичне 
використання не знайшло широкого поширення. Це зумовлено перш 
за все складністю систем ОМ та значною вартістю передавачів та 
приймачів. Проте, ОМ все ж використовується в багатоканальних 
системах зв’язку з частотним розділенням каналів. Так, наприклад, 
зв’язок на одній бічній смузі реалізується на завантажених ділянках 
діапазону коротких хвиль (від 3 до 30 МГц або 100…10 м) та 
діапазоні ультракоротких хвиль (30 МГц…300 ГГц або 10 м…1 мм). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Для передавання інфор-
мації у повному об’ємі достат-
ньо однієї бічної (верхньої або 
нижньої) смуги частот. 
2. ОС-процес можна розгля-
дати як дійсний з амплітудою та 
фазою, що змінюються в часі. У 
цьому разі обвідна )(tSm  є мо-
дулем аналітичного сигналу 
)()()( tjstst sc , а миттєва 
фаза )(t - його аргументом.  
 Слід запам’ятати: 
1. Визначення понять: однос-
мугова модуляція та односмуго-
вий процес, квадратурна скла-
дова ОС-процесу, смуговий та 
вузькосмуговий процеси. 
2. Математичну модель одно-
тонального ОС-процесу: 
).)cos((
2
))(cos()()(
нчвчнчвч
0
вчвчОСП
t
MS
tttSts
m
m
 
3. Структурну схему односму-
гового демодулятора. 
 Треба вміти: 
1. Визначати поняття: односмугова модуляція та односмуговий 
процес, квадратурна складова ОС-процесу, смуговий та вузькосму-
говий процеси.  
2. Записати математичну модель однотонального ОС-процесу.
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3. Зобразити структурну схему односмугового демодулятора та 
пояснити призначення кожного з елементів. 
4. Пояснити сутність «фазових методів» побудови систем з ОС-
процесами. 
 
 
5.3 Неперервні процеси з кутовою 
 модуляцією 
 
5.3.1 Загальні принципи кутової модуляції  
Амплітудна модуляція є лінійним перетворенням у тому розу-
мінні, що при АМ структура спектра НЧ-коливання не змінюється, а 
переноситься в ВЧ-область на частоту вч  високочастотного носія. 
При кутовій модуляції спектр НЧ-коливання не тільки переноситься в 
ВЧ-область, а змінюється і його структура: в спектрі з’являються нові 
спектральні складові, які не є лінійною комбінацією спектрів моду-
люючого та модульованого сигналів. Останнє є характерним для 
всіх форм нелінійних перетворень.  
Отже,  
 кутова модуляція (КМ) відноситься до нелінійних пе-
ретворень. 
Для передавання інформації каналами зв’язку при неперервній 
кутовій модуляції, як і в системах з амплітудною модуляцією, в якості 
носія використовується високочастотне гармонічне коливання (5.1). 
Однак, на відміну від АМ, при КМ за законом НЧ-коливання, яке 
відображає інформацію, що передається, змінюється або частота 
вч , або початкова фаза вч , а амплітуда 0mS  залишається 
незмінною. 
Кутова частота  та початкова фаза  гармонічного коливання 
визначають його повну фазу або фазовий кут: 
                                     tt)( .                                       (5.27) 
Як випливає з (5.27), повна фаза гармонічного коливання є 
функцією часового аргумента та подається прямо пропорційною 
залежністю від часової змінної. Отже, значення повної фази (фазо-
вого кута) гармонічного коливання змінюються залежно від значень 
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частоти та початкової фази. Ось чому процеси, в яких за законом 
НЧ- коливання змінюється повна фаза ВЧ гармонічного заповнення, 
отримали назву процесів з кутовою модуляцією або КМ-процесів. 
Згідно з (5.27) початкова фаза 
0
)(
t
t  
та кутова частота 
dttd /)(  
є постійними величинами. 
У разі, коли закон зміни повної фази відрізняється від лінійного 
на зразок (5.27), вводять поняття миттєвої кутової частоти 
                                     dttdt /)()( ,                                   (5.28) 
такої, що повна фаза 
                                    
t
dt )()( .                                   (5.29) 
Тоді з урахуванням вищезазначеного узагальнена математич-
на модель неперервних КМ-сигналів може бути записана у такому 
вигляді: 
                                   )](,[cos)( нч0КМ tstSts m .                          (5.30) 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Кутова модуляція (КМ) 
відноситься до нелінійних пере-
творень. 
 Треба вміти: 
1. Визначати поняття: мит-
тєва кутова частота та повна 
 Слід запам’ятати: 
1. Визначення понять: миттє-
ва кутова частота та повна фаза.  
2. При КМ за законом НЧ-
коливання, яке відображає 
інформацію, що передається, 
змінюється або частота вч , або 
початкова фаза вч  високо час-
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фаза.  
2. Записати узагальнену ма-
тематичну модель КМ-процесу.  
тотного гармонічного носія, а йо-
го амплітуда 0mS  залишається 
незмінною. 
3. Узагальнену математичну 
модель КМ-процесу:  
)](,[cos)( нч0КМ tstSts m . 
 
 
5.3.2 Математичні моделі процесів  
із кутовою модуляцією  
Фазомодульовані процеси. КМ-процеси – це загальна назва 
двох тісно пов’язаних між собою фазо (ФМ) - та частотно-
модульованих (ЧМ).  
 Фазомодульованим процесом або ФМ-процесом нази-
вають процес у вигляді (5.30), в якого повна фаза )(t  
змінюється за законом НЧ-коливання та пов’язана з ним 
такою залежністю:  
                                вчнчвч )()( tkstt ,                        (5.31) 
де k - деякий коефіцієнт пропорційності. 
Підставивши (5.31) в (5.30), отримаємо математичну модель 
ФМ-сигналу: 
                           )].(cos[)( нчвчвч0ФМ tkstSts m                     (5.32) 
Здиференціювавши (5.31), дістанемо 
                      )(
)(
)(
)(
вч
нч
вч t
dt
tds
kt
dt
td
.               (5.33) 
Як випливає з (5.32) і (5.33) зміна фазового кута прямо пропор-
ційно )(нч ts  при ФМ призводить до відхилення миттєвої частоти від 
вч  прямо пропорційно похідній від модулюючого НЧ-коливання. 
Якщо 0)(нч ts , то ФМ – сигнал є гармонічним ВЧ-коливанням. 
Оскільки співвідношення (5.31) відрізняється від лінійного (5.27), мо-
жна стверджувати, що при збільшенні миттєвих значень сигналу 
)(нч ts  повна фаза )(t  ФМ-сигналу )(ФМ ts  буде зростати швидше, 
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ніж у разі, якщо повна фаза )(t  задовольняє (5.27). Зменшення 
значень модулюючого сигналу )(нч ts  призводить до зменшення 
швидкості зростання )(t . На рис. 5.14 наведено графіки ФМ- сигна-
лу, керуючого НЧ-коливання та зміни приросту фазового кута . 
 Максимальне відхилення повної фази ФМ-процесу від 
фази немодульованого ВЧ-коливання називають         
девіацією фази . 
У разі, якщо сигнал )(нч ts  є різнополярним (змінює знак), розрі-
зняють девіацію фази вверх (відпові-
дає додатним значенням )(нч ts ) 
maxв ks  
та девіацію фази вниз (відповідає 
від’ємному значенню )(нч ts ) 
minн ks . 
Частотно модульовані про-
цеси. При частотній модуляції за за-
коном НЧ модулювального коливан-
ня змінюється миттєва кутова часто-
та: 
                             )()()( вчнчвчвч ttkst ,                    (5.34) 
де )(t - приріст частоти несучого ВЧ-коливання. 
Відповідно до (5.29) при цьому повна фаза  
.)())(()( нчвчвчнчвч
tt
dsktdkst  
Таким чином, зв’язок між модулювальною функцією та ЧМ-
процесом можна записати у такому вигляді: 
                        ))(cos()( нчвчвч0ЧМ
t
m dsktSts .              (5.35) 
носійне 
 коливання 
ФМ-сигнал 
 
)(нч ts
 
t 
t 
Рисунок 5.14 – До форму-
вання ФМ-сигналу. 
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Порівнюючи співвідношення (5.32) та (5.35), які описують ФМ- 
та ЧМ-сигнали, дійдемо висновку, що для них справедливим є єдине 
подання математичної моделі: 
                             )](cos[)( вчвч0KM ttSts m .                      (5.36) 
Останнє співвідношення і є узагальненою математичною мо-
делью сигналів із кутовою модуляцією. 
В той же час між ФМ- та ЧМ- сигналом є принципова різниця: 
фазовий зсув ФМ-сигналу по відношенню до немодульованого коли-
вання прямо пропорційний НЧ-коливанню )(нч ts , в той же час для 
ЧМ-сигналу цей зсув прямо пропорційний інтегралу від НЧ-
коливання. 
Природнім параметром ЧМ-сигналу є девіація частоти , 
тобто максимальне відхилення частоти ЧМ-сигналу від частоти вч  
немодульованого ВЧ-коливання.  
Для знакозмінного сигналу виділяють девіацію частоти вверх 
                                                    maxв ks                                    (5.37) 
та девіацію частоти вниз 
                                                    minн ks ,                                  (5.38) 
де minmax , ss – пікові значення НЧ-коливання. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Як частотна, так і фазова 
модуляції є різновидами 
модуляції кутової, коли за зако-
ном модулювального коливання 
змінюється фазовий кут. 
2. Для ФМ зміна фазового 
кута прямо пропорційно моду-
лювальному коливанню спри-
чинює відхилення миттєвої час-
тоти від частоти високочастот-
 Слід запам’ятати: 
1. Визначення понять: фазо- 
та частотно-модульований про-
цес, девіація фази та девіація 
частоти, девіація фази і частоти 
вниз та вверх. 
2. Фазовий зсув ФМ-процесу 
по відношенню до немодульова-
ного коливання прямо 
пропорційний модулювальному 
НЧ-коливанню, а для ЧМ-
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ного носія прямо пропорційно 
похідній від нього. 
 
 Треба вміти: 
1. Визначати поняття: фазо- 
та частотно-модульований про-
цес, девіація фази та девіація 
частоти, девіація фази і частоти 
вниз та вверх.  
2. Записати математичні 
моделі ФМ- та ЧМ-процесів. 
3. Пояснити різницю між 
ФМ- та ЧМ-процесами. 
процесу - інтегралу від модулю-
вального НЧ-коливання. 
3. Математичні моделі: 
)](cos[)( вчвч0КМ ttSts m  
- КМ-процесу; 
)](cos[)( нчвчвч0ФМ tkstSts m  
- ФМ-процесу; 
))(cos()( нчвчвч0ЧМ
t
m dsktSts  
- ЧМ-процесу. 
 
 
5.3.3 Однотональні неперервні КМ-процеси 
Для однотональної кутової модуляції модулювальне НЧ-
коливання є звичайним гармонічним процесом. Тоді миттєва частота 
                               )cos()( нчнчвч tt ,                         (5.39) 
де  – девіація частоти, що може значно перевищувати нч , але 
завжди менше за вч . 
Повна фаза такого процесу 
            
)sin()sin(
)cos()(
нчнчвчвчнчнч
нч
вчвчнчнчвчвч
tmtt
tdtt
t
     (5.40) 
Таким чином, однотональний ЧМ-процес 
                    )]sin(cos[)( нчнчвчвч0ОЧМ tmtSts m .         (5.41) 
Порівнявши (5.41) з описом ФМ-процесу при однотональній 
модуляції
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)](cos[)](cos[)( вчвч0нчвчвч0ОФМ ttStkstSts mm  
можна стверджувати, що при модуляції частоти за законом  
                                           )cos( нчнчt                                   (5.42) 
ми отримуємо коливання, яке можна розглядати як ФМ процес із мо-
дуляцією фази за законом )cos( нчнчt  з девіацією початкової 
фази m : 
                  ).sin()())sin(( нчнчнчнчнч tkAtkstm m            (5.43) 
Величину 
                                               нч/m                                         (5.44) 
називають індексом однотональної частотної модуляції. 
Слід звернути увагу на те, що індекс частотної однотональної 
модуляції не залежить від частоти вч , а повністю визначається де-
віацією частоти  та модулювальною частотою нч . 
Згідно з (5.44) девіація частоти 
                            нчm .                    (5.45) 
Отже, гармонічна ФМ з девіацією фази 
, що дорівнює індексу m , еквівалентна 
частотній модуляції з девіацією частоти 
нчm , а це означає, що при однотона-
льній кутовій модуляції за характером моду-
льованого процесу важко зробити висновок, 
із якою модуляцією (фазовою чи частотною) 
ми маємо справу. 
Однак слід пам’ятати, ЧМ та ФМ про-
цеси ведуть себе по різному при зміні час-
тоти модуляції нч  та амплітуди НЧ (мо-
дулюючого) процесу. 
У разі ЧМ девіація  є амплітудою 
модулювального коливання (див. (5.42)) і не 
залежить від нч ; у разі ФМ девіація частоти 
згідно з (5.45) лінійно збільшується з частотою нч . З іншого боку, у 
а 
б 
m 
m 
∆ω 
∆ω=mωнч 
ωнч 
ωнч 
Рисунок 5.15 – Залеж-
ність від частоти мо-
дуляції індекса моду-
ляції та девіації час-
тоти: а- для ЧМ; б- 
для ФМ. 
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разі ЧМ девіація  (див. (5.43)), а при ФМ – індекс m , змінююється 
пропорційно амплітуді НЧ-коливання. 
 Отже, якщо в якості модулювального коливання засто-
совується гармонічне коливання, то з’ясовувати різни-
цю між ФМ та ЧМ можливо тільки змінюючи частоту 
модуляції. 
У разі ЧМ девіація  не залежить від частоти модуляції нч , а 
визначається тільки амплітудою НЧ-коливання; індекс модуляції m  з 
ростом частоти модуляції буде зменшуватись, а також змінювати-
меться пропорційно амплітуді (див. рис. 5.15, а).  
У разі ФМ індекс модуляції m  залежить тільки від амплітуди 
НЧ- коливання та не залежить від його частоти нч ; девіація частоти 
 залежить як від амплітуди, так і частоти нч . У разі збільшення 
частоти нч  девіація  зростає (див. рис. 5.15, б). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. При однотональній куто-
вій модуляції за характером 
модульованого процесу важко 
зробити висновок, про яку мо-
дуляцію, фазову чи частотну, 
йдеться.  
2. З’ясувати різницю між 
однотональною фазо- та час-
тотною модуляціями можна 
тільки, змінюючи частоту моду-
ляції. 
3. Однотональні ЧМ- та ФМ- 
процеси ведуть себе по-
різному при зміні частоти мо-
дуляції та амплітуди модулю-
вального процесу. 
 
 Слід запам’ятати: 
1. Визначення понять: індекс 
однотональної частотної моду-
ляції. 
2. У разі однотональної ЧМ 
девіація частоти не залежить від 
частоти модуляції, а визначаєть-
ся амплітудою НЧ-коливання; ін-
декс модуляції із збільшенням 
частоти модуляції буде зменшу-
ватись, а також змінюватиметься 
прямо пропорційно амплітуді. 
3. У разі однотональної ФМ 
індекс модуляції залежить тільки 
від амплітуди НЧ-коливання та не 
залежить від його частоти; девіа-
ція частоти залежить як від амп-
літуди, так і частоти модулюва-
льного коливання: при її збіль-
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 Треба вміти: 
1. Визначати поняття: ін-
декс однотональної частотної 
модуляції 
2. Обгрунтувати залежності 
від частоти модуляції індексу 
модуляції та девіації частоти 
для ЧМ та ФМ. 
3. Записати математичні 
моделі однотональних ЧМ- та 
ФМ-процесів. 
4. Навести формули для 
обчислення миттєвої частоти 
та індексу однотональної час-
тотної модуляції. 
шенні девіація частоти зростає. 
4. Математичні моделі: 
)]sin(
cos[)(
нчнч
вчвч0ОЧМ
tm
tSts m
 
- однотонального ЧМ-процесу; 
)]sin(
cos[)(
нчнч
вчвч0ОЧМ
tkA
tSts
m
m
 
- однотонального ФМ-процесу. 
5. Формули: 
нч/m  - індекс одното-
нального ЧМ-процесу. 
 
 
5.3.4 Спектральний аналіз та кореляційна  
функція однотональних  
вузькосмугових КМ-процесів  
Спектральний аналіз. Індекс частотної модуляції m  може змі-
нюватись в широких межах. Процеси, для яких 1m , прийнято на-
зивати вузькосмуговими ЧМ- чи ФМ-процесами, а якщо 1m , – 
широкосмуговими. 
Розглянемо однотональний ЧМ-процес (5.41), для якого 1m .  
Припустимо, що 0нчвч , тоді 
))sin(sin(sin)sin(cos(cos()( нчвчнчвч0KM tmttmtSts m . 
Оскільки 1m , то можемо записати таке: 
1))sin(cos( нчtm , tmtm нчнч sin)sinsin( . 
Ураховуючи також те, що sinsincoscos)cos( , а 
))cos()(cos(
2
1
sinsin , дістанемо: 
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.)cos(
2
)cos(
2
cos
sinsincos)(
нчвч
0
нчвч
0
вч0
нчвчвч0KM
t
mS
t
mS
tS
ttmtSts
mm
m
m
  (5.46) 
Таким чином,  
 вузькосмуговий однотональний КМ- процес містить три 
спектральні складові: носійне коливання та дві бічні 
складові (верхня з частотою вчнч  та нижня з час-
тотою нчвч ).  
Зазначимо, що спектральний склад однотонального вузькосму-
гового КМ-процесу такий самий, як у однотонального АМ-процесу з 
коефіцієнтом амплітудної модуляції mM . Проте, нижня бічня 
складова однотонального вузькосмугового КМ-процесу має додатко-
вий фазовий зсув 1800 (див. рис. 5.16, а). Це і забезпечує незмінність 
амплітуди такого процесу на відміну від АМ (рис. 5.16, б). 
 
 
 
 
 
 
 
 
 
Рисунок 5.16 – Спектр вузькосмугового однотонального КМ-процесу (а) 
та його графічна інтерпретація (б). 
Вектор довжиною 0нос mSS , що відображає носійне коливан-
ня, обертається відносно початку координат із постійною швидкістю 
вч . Вектори бічних складових із однаковими довжинами 
2/0вБнБ mmSSS  обертаються відносно кінця першого вектора в 
протилежних напрямах із швидкістю нч , значно меншою за 
швидкість вч . Відносно початку координат швидкості зазначених 
векторів є такими: для верхної бічної складової нчвч , а для 
нижньої - нчвч . Причому вектор нижньої бічної складової має 
додатковий фазовий зсув у 1800. Сумарний вектор бічних складових 
 а                                                        б                       
0mS
 
0
2
1
mmS  
 
нчвч
 
вч  нчвч
 
0
2
1
mmS  
SрБ 
SнБ 
SвБ SKM 
Sнос 
ωвч 
ωвч  - ωнч 
ωвч  + ωнч 
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рБS , таким чином, завжди обертається відносно початку координат із 
швидкістю вч  та має довжину, яка забезпечує співпадання довжини 
результуючого вектора, що відповідає однотональному вузькосмуго-
вому КМ-процесу, та носійного коливання. 
Зазначимо, що ширина спектра однотональних АМ- та вузько-
смугового КМ-процесів збігаються: нчсп 2 . 
►Приклад. Виконати спектральний аналіз процесу з кутовою од-
нотональною модуляцією )10sin06,010cos(8)( 46KM ttts . 
Для заданого процесу рад/с106вч , рад/с10
4
нч , а індекс час-
тотної модуляції 106,0m . Отже, ми маємо вузькосмуговий КМ-
процес і для його спектрального аналізу можна скористатися співвідно-
шенням (5.46) та зробленими висновками. 
Тоді, амплітуда носійного коливання 8сoнmS , а його частота 
рад/с106вч . Бічні складові мають амплітуду 0,24 та відповідно верх-
ню рад/с1001,1 6в  та рад/с1099,0
6
н  нижню бічні частоти. По-
чаткові фази носійного та верхнього бічного коливань дорівнюють ну-
лю, а нижнього мінус 1800.  
Девіація частоти рад/с100006,01006,0 64нчm , а ширина 
спектра 4нчсп 1022 . 
Тоді, мінімальне значення миттєвої частоти 
.рад/с1099994,0100006,010 666вчmin , а максимальне 
рад/с100004,010 66max . 
                                                                                                                   ◙ 
Кореляційна функція. Відповідно до означення кореляційної 
функції та співвідношення (5.46) 
).()()(
)()(
1
lim)()(
1
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Врахувавши, що складові досліджуваного КМ-процесу є гармо-
нічними коливаннями, кореляційні функції яких є також гармонічними 
тієї самої частоти відносно , дістанемо 
             
.)cos(
2
)(
)cos(
2
)(
cos
2
)(
нчвч
2
0
нчвч
2
0
вч
2
0
КМ
mS
mSS
K
m
mm
s
         (5.47) 
 Отже, кореляційна функція однотонального вузькосмуго-
вого КМ-процесу є сумою кореляційних функцій його спе-
ктральних гармонічних складових. 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Спектри однотонального 
вузькосмугового КМ-процесу і 
однотонального АМ-процесу 
для однакових значень коефі-
цієнтів амплітудної та частотної 
модуляції збігаються. Проте, 
нижня бічня складова одното-
нального вузькосмугового КМ-
процесу має додатковий фазо-
вий зсув 1800, що і забезпечує 
незмінність амплітуди такого 
процесу на відміну від АМ. 
 Слід запам’ятати: 
1. Визначення понять: вузько-
смуговий ЧМ-процес. 
2. Ширини спектрів однотона-
льних АМ- та вузькосмугового 
КМ-процесів збігаються. 
3. Векторну діаграму вузькос-
мугового однотонального КМ-
процесу. 
4. Кореляційна функція одно-
тонального вузькосмугового КМ-
процесу є сумою кореляційних 
функцій його спектральних гар-
монічних складових. 
          Треба вміти: 
1. Визначати поняття: вузько- та широкосмуговий ЧМ-процес.  
2. Проводити спектральний аналіз вузькосмугових процесів з од-
нотональною кутовою модуляцією.  
3. Зображати векторну діаграму вузькосмугового однотонального 
КМ-процесу.
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5.3.5 Спектральні та енергетичні характеристики 
однотональних КМ-процесів за довільних 
значень індексу модуляції 
 
Спектральні характеристики. Детальні дослідження показу-
ють, що спектр однотонального вузькосмугового КМ-процесу за 
структурою складніший за спектр однотонального АМ-процесу. Та-
кий спектр містить окрім вказаних верхньої та нижньої бічних скла-
дових також і складові з частотами, що відповідають гармонікам мо-
дулювального НЧ коливання. 
Основу аналізу КМ-процесів для довільних значень індекса мо-
дуляції складає апарат функцій Бесселя. Використання цього апа-
рату дає змогу записати, наприклад, однотональний КМ-процес у та-
кому вигляді (за умови, що початкові фази 0нчвч ): 
1
нч20вч0
нчвч0КМ
]}2cos)(2)({[cos
)sincos()(
n
nm
m
tnmJmJtS
tmtSts
 
                  ,]})12sin()(2{sin
1
нч12вч0
n
nm tnmJtS            (5.48) 
де )(mJn  – функції Бесселя першого роду n-го порядку від аргументу 
m. 
Співвідношення (5.48) можна отримати, записавши (5.41) (за 
умови, що початкові фази 0нчвч ) як 
)sinsin()sin(
)sincos()cos()sincos()(
нчвч0
нчвч0нчвч0КМ
tmtS
tmtStmtSts
m
mm
 
та врахувавши, що 
.)12sin()(2)sinsin(
,2cos)(2)()sincos(
1
нч12нч
1
нч20нч
n
n
n
n
tnmJtm
tnmJmJtm
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Співвідношення (5.48) можна записати в більш компактному 
вигляді: 
                       
n
nm tnmJSts .)cos()()( нчвч0КМ                   (5.49) 
 Таким чином, спектр однотонального КМ-процесу в за-
гальному випадку складається з нескінченної кількості 
спектральних складових із частотами нчвч n . 
Амплітуди цих складових прямо пропорційні значенням 
функцій Бесселя )(mJn . 
Складова з частотою вч  та амплітудою )(00 mJSm  є носійним 
коливанням, а складові з частотами нчвч n  називають верхніми 
(для 0n ) та нижніми (для 0n ) бічними складовими, що розміщу-
ються симетрично носійного коливання з амплітудами )(mJ n  та 
)(mJ n  відповідно.  
Відомо, що функції Бесселя з додатними та від’ємними значен-
нями індекса n пов'язані між собою: 
)()1()( mJmJ n
n
n . 
Звідси випливає, що початкові фази бічних коливань з часто-
тами нчвч n  збігаються, якщо n  парне, та відрізняються на 180
о, 
якщо n  – непарне число. 
 
                        
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 5.17 - Графічне зображення функцій Бесселя різних порядків. 
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Для детального аналізу та побудови спектральних діаграм, по-
трібно знати особливі властивості функцій Бесселя для різних зна-
чень m залежно від їх порядку (індекса) n. Лінії на рис. 5.17 є графіч-
ною ілюстрацією нулів, максимумів, мінімумів та асимптотичної по-
ведінки функцій Бесселя )(mJn . 
Відмітимо характерні особливості: 
 зі збільшенням аргумента значення функції поступово 
прямують до нуля, але з різною швидкістю; для малих 
значень аргумента ця швидкість є значно більшою; 
 чим більше порядок функції Бесселя, тим довшою є об-
ласть, в межах якої зі збільшенням аргумента значення 
функції дуже малі.  
Отже,  
 зі збільшенням індексу модуляції m кількість спектраль-
них бічних складових зростає, а смуга частот, яку про-
цес займає, розширюється. 
Хоча теоретично кількість спектральних складових зі збільшен-
ням індекса модуляції m  зростає до нескінченності, практично для 
його заданого значення складові з номерами, більшими за 1mn , 
можна не враховувати в силу малих значень їхніх амплітуд 
)(10 mJS mm . Із цього випливає така оцінка практичної ширини спект-
ра процесу з кутовою однотональною модуляцією: 
               )(222)1(2 нчнчнчнчсп mm .           (5.50) 
Отже,  
 процес з однотональною кутовою модуляцією займає 
смугу частот, що приблизно дорівнює подвоєній сумі 
девіації частоти та частоти модуляції нч  і не може 
бути меншим за нч2 ; 
 для вузькосмугових процесів )1(m  ширина спектра 
нчсп 2 , а у разі широкосмугового процесу - 
вдвічі перевищує девіацію частоти: 
                                        2сп .                                   (5.51) 
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Більш широка смуга частот КМ-процесів для значень 1m  в 
порівнянні з АМ-процесами зумовлює їх практичне застосування в 
системах радіозв’язку, але тільки в діапазонах дуже високих частот 
(метрові та дециметрові хвилі). В ЧМ-радіомовленні максимальне 
значення девіації, яке зумовлюється модулювальним процесом, 
складає 75 кГц. Якщо припустити, що максимальна частота звуково-
го процесу нчf =15 кГц, то тоді індекс модуляції 5m , а ширина спе-
ктра такого процесу становить приблизно 150 кГц. У цьому разі сусі-
дні спектральні складові рознесені по частоті на 200 кГц. У той же 
час ця властивість (широкосмуговість) забеспечує і більш високу за-
вадостійкість процесів із кутовою модуляцією в порівнянні з ампліту-
дно-модульованими процесами. Тобто, на відміну від АМ-процесів 
кутова модуляція забеспечує кращу вірність приймання повідомлен-
ня, що передається, за рахунок підвищенної стійкості до дії завад та 
шумів. Відома, наприклад, властивість ЧМ-систем подавляти адити-
вну шумову заваду, що забезпечує на виході системи передачі ін-
формації підвищене значення відношення процес/шум. Слід, однак, 
пам’ятати, що це досягається ціною розширення займаної смуги ча-
стот для розміщення інформації. 
Відстань між бічними спектральними складовими в спектрі 
процесу з кутовою модуляцією визначається модулювальною часто-
тою нч , а тому кількість цих складових у діапазоні сп  для широ-
космугових процесів приблизно на одиницю більша за подвоєне зна-
ченням індекса модуляції m , а для вузькосмугових – дорівнює двом.  
У цьому зв’язку, слід звернути увагу на особливості спектрів 
ЧМ та ФМ-процесів з однотональною модуляцією. Відомо, що у разі 
ЧМ девіація частоти  не залежить від модулюючої частоти нч та 
прямо пропорційна амплітуді НЧ-коливань. Тому збільшення нч  не 
спричинює істотного розширення спектра, як це повинно було б бути 
згідно з (5.50). Пояснюється це тим, що за ЧМ-модуляції таке збіль-
шення нч  спричинює зменшення індекса модуляції m , а отже, згід-
но з (5.50) інтегрально варіація частоти модулюючого коливання 
майже не відбивається на ширині спектра. Однак, у цьому разі відс-
тань між спектральними складовими збільшується, а їхня кількість 
зменшується. Якщо ж модулювальну частоту зменшувати, то кіль-
кість спектральних складових буде збільшуватися, зросте і індекс 
модуляції m , а ширина спектра сп  всеодно залишиться без змін. 
Отже,  
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 незмінність практичної ширини спектра ЧМ-процесу є 
однією з переваг кутової модуляції. 
 
►Приклад. Однотональний ЧМ-процес характеризується такими 
параметрами: частота модуляції fнч=10 кГц; девіація частоти Δf = 40 
кГц. Обчислити: 1) ширину спектра Δfсп; 2) кількість спектральних 
складових у діапазоні частот Δfсп. Визначити зазначені величини у разі: 
а) збільшення частоти fнч вдвічі; б) збільшенні амплітуди модулюючого 
коливання вдвічі. 
Для визначення характеру початкового процесу обчислимо значення 
індекса модуляції .410/40/ нчffm  Отже, маємо широкосмуго-
вий ЧМ-процес, ширина спектра якого 
кГц,100)1040(2)(2 нчсп fff  а кількість бічних спектральних 
складових 1/ нчcпб ffN  11110/100 . 
При збільшенні частоти модуляції вдвічі (тобто до 20 кГц) індекс 
модуляції 220/40m  зменшиться вдвічі, але його значення ще від-
повідає широкосмуговому процесу. Тому згідно з (5.50) ширина спектра 
кГц,12020)12(2спf  а кількість бічних спектральних складових 
71)12(21)1(2Б mN . 
Збільшення амплітуди спричинює зростання девіації вдвічі.  
Тоді індекс модуляції 1810/80/ нчffm . Для такого індекса 
модуляції ширина спектра кГц,180)1080(2спf  а кількість бічних 
складових .191)18(2БN  
                                                                                                                   ◙ 
 
Підкреслимо, що у разі малих значень індекса модуляції 
)1(m  ширина спектра ЧМ-процесу нч2  значно перевищує діапа-
зон зміни миттєвої частоти, тобто подвоєну девіацію, а кількість спе-
ктральних складових у спектрі незначна. Ці особливості знаходять 
практичне застосування в системах відеозапису телевізійних проце-
сів, де використовуються ЧМ-процеси з малими індексами модуляції. 
Тепер розглянемо ФМ-прцеси. Відомо, що для таких процесів 
індекс модуляції не змінюється при зміні частоти модулюючого про-
цесу нч , а девіація частоти  лінійно зростає зі збільшенням нч  
(див. рис. 5.15, б). Тоді за незмінної амплітуди модулюючого процесу 
у разі зростання нч , ширина спектра сп  буде збільшуватись, бу-
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де збільшуватися відстань між спектральними складовими, а їхня кі-
лькість залишиться незмінною. 
 Істотна зміна ширини спектра ФМ-процесу є одним із 
недоліків фазової модуляції. 
 
►Приклад. Розв’язати завдання попереднього прикладу, вважаю-
чи, що йдеться про фазомодульований процес із тими самими парамет-
рами, як і у ЧМ-процесу. 
Якщо врахувати, що ЧМ- та ФМ-процеси при однотональній моду-
ляції еквівалентні для однакових значень відповідних параметрів та за 
умови, що девіація фази m , тоді для fнч=10 кГц , Δf = 40 кГц ми 
отримаємо: 4m , спf =100 кГц, а NБ = 11 (як і у разі ЧМ-процесу). 
При збільшенні частоти модуляції вдвічі індекс модуляції, як відомо, 
не зміниться, отже, не зміниться широкосмуговий характер ФМ-процесу 
і число бічних спектральних складових. Девіація частоти у цьому разі 
зростає вдвічі, збільшується і ширина спектра 
( 200)2080(2)(2 нчсп fff  кГц. Якщо ж кількість бічних спе-
ктральних складових не змінюється, то розширення спектра спричинює 
збільшення відстані між складовими: 
Збільшивши амплітуду вдвічі та залишивши без змін fнч , ми змінимо 
як індекс модуляції, так і девіацію частоти ( ;8m  
80108нчmff  кГц. Усе це спричинить як збільшення кількості 
спектральних складових, так і ширини спектра: 
18010921)(2 нчсп fmf  кГц ; 19БN . 
                                                                                                                   ◙ 
 
Використання частотної (кутової) модуляції за рахунок розши-
рення займаної смуги частот дає змогу підвищити відношення сиг-
нал/завада після демодуляції. За певних умов таке відношення на 
виході ЧМ-системи (широкосмугової) значно перевищує на її вході. 
Це пов’язане зі здатністю детекторів КМ-процесів подавляти адитив-
ну заваду. Таке явище не спостерігається при детектируванні в сис-
темах із АМ. Однак, при частотному детекторуванні слід рахуватися 
з явищем, яке отримало назву “поріг завадостійкості”. Для того, щоб 
КМ-процес був наділений властивістю підвищеної завадостійкості 
потрібно, щоб такий процес перевищував пороговий рівень. Іншими 
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словами, потужність КМ-процесу значно перевищувала потужність 
завади. Якість КМ-системи істотно погіршується, якщо відношення 
сигнал/завада для великих значень індекса модуляції m  менше, ніж 
10…13 дБ. 
Енергетичні характеристики. Основними енергетичними ха-
рактеристиками процесів, у тому числі і однотональних КМ-процесів 
з довільними значеннями індекса модуляції, вважаються енергія sE , 
миттєва )(tp  та середня срP  потужності. Оскільки амплітуда 0mS  но-
сійного коливання при кутовій модуляції не змінюється, то залиша-
ється без змін і середня за період носійного коливання потужність 
КМ-процесу. 
Як зазначалося раніше, спектр КМ-процесу складається (див. 
(5.49) з носійного коливання з амплітудою )(0 mJS nm  та бічних гар-
монічних складових з частотами нчвч n  та амплітудами 
)(0 mJS nm . Амплітуди усіх складових КМ-процесу визначаються фун-
кціями Бесселя першого роду порядку n  від аргумента m . Тоді, згід-
но з рівністю Парсеваля  
           .2/)]([2/)]([
0
2
0
2
00cp.Бcp.носcp.КМ
n
n
n
nmm mJSmJSPPP    (5.52) 
Відомо, що середня потужність потужність носійного проце-
су ср.нос
2
0ср 2/ PSP m . Тоді, як випливає з (5.52) та з незмінності се-
редньої потужності КМ-процесу, наявність бічних складових спричи-
нює зменшення потужності носійного коливання до величини 
2/)]([ 200ср.нос mJSP m , а для деяких значень індекса модуляції, коли 
функція Бесселя нульового порядку 0)(0 mJ , - до нуля. Тобто, для 
певних значень індекса кутової модуляції m  носій не коливання у 
спектрі КМ-процесу відсутнє.  
Отже, у разі зміни індекса модуляції m  у КМ-процесах відбува-
ється перерозподіл потужності процесу )(КМ ts  між носійним коли-
ванням та бічними складовими. Більш того, за певних значень m  но-
сійна складова зникає і вся потужність КМ-процесу витрачається на 
передавання бічних складових, що містять передавану інформацію, 
тобто всі 100% випромінюваної потужності витрачаються на переда-
вання корисної інформації. При кутовій модуляції потужність пере-
давача, що формує процес )(КМ ts , використовується повністю. 
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Більш того, за певних значень m , коли вклад носійної істотно змен-
шується, коефіцієнт корисної дії системи з кутовою модуляцією зна-
чно зростає. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Із збільшенням індексу 
модуляції кількість спектраль-
них бічних складових однотона-
льного КМ-процесу зростає, а 
смуга частот, яку процес за-
ймає, розширюється.  
2. Кутова модуляція, на від-
міну від АМ, забеспечує кращу 
вірність приймання повідомлень 
за рахунок підвищенної стійкості 
до дії завад, але розширення 
смуги частот для розміщення 
інформації. 
3. Незмінність практичної 
ширини спектра ЧМ-процесу є 
однією з переваг КМ. 
4. За період носійного коли-
вання середня потужність КМ- 
процесу залишається незмінною 
та перерозподіляється між його 
спектральними складовими. 
 Треба вміти: 
1. Проводити спектральний 
аналіз однотональних КМ-
процесів за довільних значень 
індекса модуляції та визначати 
його енергетичні характеристи-
ки. 
 Слід запам’ятати: 
1. Спектр однотонального 
КМ-процесу в загальному випад-
ку складається з нескінченної 
кількості спектральних складо-
вих із частотами нчвч n . 
Амплітуди цих складових прямо 
пропорційні значенням функцій 
Бесселя )(mJn . 
2. Характерні властивості 
функцій Бесселя )(mJn  для різ-
них значень m залежно від по-
рядку (індекса) n.  
4. Однотональний КМ-процес 
займає смугу частот, що приб-
лизно дорівнює подвоєній сумі 
девіації частоти та частоти мо-
дуляції; для вузькосмугових КМ-
процесів ширина спектра 
нчсп 2 , а для широ-
космугових - вдвічі перевищує 
девіацію частоти. 
5. За певних значень індексу 
кутової модуляції в спектрі КМ-
процесу відсутня складова, що 
відповідає носійному коливанню, 
і всі 100% випромінюваної поту-
жності витрачаються на переда-
вання корисної інформації. 
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5.3.6 Багатотональна кутова модуляція  
Вищенаведені висновки та міркування стосовно структури та 
ширини спектра КМ-процесу, були зроблені для однотональної мо-
дуляції. У разі більш складних видів модулювальних процесів, що 
практично має місце, аналітичні дослідження процесів із кутовою 
модуляцією є досить громіздкими, складними, а в деяких випадках 
неможливими. 
Як приклад можна навести систему запису повного кольорово-
го телевізійного сигналу, який є далеко не гармонічним, більш того 
його частоти, середнє значення, амплітуда невизначені. Таким чи-
ном, такі параметри не можуть бути використані в якості основних 
під час опису системи з кутовою модуляцією. Параметри кутової мо-
дуляції в відеозаписувальних системах задаються, таким чином, че-
рез характерні характеристики телевізійного сигналу. 
Найбільш загальний підхід до розв’язування поставленого за-
вдання полягає в розкладанні модулювального процесу на суму ни-
зькочастотних коливань, частоти яких ωнч1, ωнч2, …, ωнчk, із подаль-
шим визначенням так званих парціальних індексів кутової модуляції 
m1, m2, …, mk.  
Спектральний аналіз показує, що в спектрі багатотонального 
КМ-процесу процесу містяться такі складові:  
● носійна з частотою вч ; 
● бічні з частотами kn нчвч ; 
● комбінаційні з частотами ...,нч3нч2нч1вч rqp   
де rqp ,,  – довільні цілі числа, включаючи нуль. 
Причому на спектральній діаграмі бічні складові розміщуються 
не завжди симетрично до носійної частоти. Проте, спектр широкос-
мугового процесу з кутовою модуляцією зосереджується навколо 
носійної частоти, а його ширина  
                                 )(2 maxнчmaxсп ,                               (5.53) 
де maxнч – найбільша із модулювальних частот, а max  – макси-
мальна девіація частоти. 
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►Приклад. Розглянемо КМ-процес, промодульований 
негармонічним коливанням, що є сумою двох гармонічних коливаньз 
частотами нч1 і нч2 :  
)sinsincos()( нч22нч11вч0КМ tmtmtSts m , 
 де 1m  та 2m  – відповідні індекси модуляції. 
Припустимо, що парціальні індекси модуляції 1m  та 2m  набагато 
меньші за одиницю (це відповідає вузькосмуговому процесу). Тоді мож-
на скористатися відомими співвідношеннями для обчислення косинуса 
та синуса: ;2/1cos 2xx  0sin x . 
Виконавши громіздкі, але елементарні тригонометричні перетворен-
ня, в результаті отримаємо: 
])2cos()2[cos(
8
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2
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2
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Отже, в спектрі процесу, що розглядається, містяться складові з но-
сійною частотою, бічними частотами 
ωвч ±ωнч1, ωвч ±ωнч2, ωвч ± 2ωнч1, ωвч ± 2ωнч2, 
а також комбінаційними частотами  
ωвч+ ωнч1 + ωнч2, ωвч - ωнч1 + ωнч2, ωвч+ωнч1- ωнч2, ωвч - ωнч1 - ωнч2. 
Як бачимо, амплітуди бічних складових із комбінаційними частота-
ми залежать від добутку парціальних індексів модуляції. 
                                                                                                                   ◙
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ПІДСУМКИ 
Необхідно зрозуміти: 
1. За інших однакових умов 
спектр процесів зі складною 
модуляцією значно багатший 
за спектр одно тональних КМ-
процесів. 
          Треба вміти: 
1. Визначати ширину спект-
ра багатотонального КМ-
процесу.  
 Слід запам’ятати: 
1. У спектрі процесу з багато-
тональною кутовою модуляцією 
крім складових, що містяться в 
спектрі однотонального КМ-
процесу, є складові з усіма ком-
бінаційними частотами. 
2. Формулу для обчислення 
ширини спектра багатотонально-
го КМ-процесу: 
)(2 maxнчmaxсп . 
 
 
5.3.7 Порівняльна характеристика  
модульованих процесів  
Енергетичний аналіз. Як відмічалось, середня потужність за 
період ВЧ-коливання АМ-сигналу не є величиною сталою, а 
змінюється в силу зміни амплітуди носійного коливання. З іншого  
боку, пікова потужність, що генерується передавачем АМ-сигналу, 
майже вчетверо більше за середню потужність, яку передавач 
віддає. Отже, передавач при АМ використовується не повністю. 
Коефіцієнт корисної дії АМ-системи, навіть з подавленням носійної 
або використанням однієї бічної смуги малий. 
Потужність КМ-сигналу не змінюється на періоді коливань мо-
дулювального сигналу. При зміні індексу модуляції потужність 
розподіляється між складовими з частотою носійного коливання та 
бічними частотами, що забеспечує повне використання передавача 
КМ-сигналу за потужністю, на яку він розрахований. 
 Таким чином, з енергетичного погляду кутова модуляція 
має перевагу перед АМ. 
Спектральні характеристики та пропускна здатність. Оче-
видно, щоб розмістити в заданому частотному діапазоні якомога бі-
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льшу кількість каналів передавання інформації з різними носійними 
частотами та найменшим впливом сусідніх каналів один на одного 
потрібно, щоби ширина спектра сигналу, що передається була най-
меншою.  
Припустимо, що для передавання інформації застосовуються 
модульовані сигнали з різними носійними частотами, але однакови-
ми значеннями ширини спектра спf . Тоді в діапазоні f  розміс-
титься сп/ ffN  каналів, спектри яких не перекриваються. Зро-
зуміло, що чим вужче спектр, тим більше N , тим вище пропускна 
здатність системи передавання інформації. 
Порівнявши формули для визначення ширини спектра АМ- та 
КМ-сигналів, дійдемо висновку, що, за інших однакових умов, шири-
на спектра КМ-сигналу в m  разів відрізняється від ширини спектра 
АМ-сигналу. У випадках, коли 1m  спектр КМ-сигналу стає насті-
льки широким, що для його передавання, а значить розміщення де-
кількох КМ-каналів, потрібно виділити великий частотний діапазон. У 
зв’язку з останнім кутова модуляція в системах радіомовлення за-
стосовується в діапазонах надвисоких частот (ультракороткі хвилі – 
УКХ), а АМ – діапазонах наддовгих, довгих та середніх. 
Отже, за кількостю каналів АМ має перевагу перед КМ. 
Завадостійкість. Ясна річ, що вплив завади )(t на носійне 
коливання спричинює додаткову (шкідливу) модуляцію його інфор-
мативних параметрів. Тому можна припустити, що різні параметри 
носійного коливання будуть по-різному реагувати на дію завад, а от-
же, завадостійкість різних видів модуляції буде різною.  
У якості критерію порівняння візьмемо відношення середніх по-
тужностей сигналу, що передається (модулювальне НЧ-коливання) 
та завади: PP /c . 
Можна показати, що у разі однотональної АМ на виході каналу 
передачі 
mmAPP // вихc
, 
де mA - зміна амплітуди носійного ВЧ-коливання у разі «корисної» 
АМ, а m  – шкідливої. 
За стовідсоткової АМ, коли індекс АМ дорівнює одиниці 
mm AA , mm , а 
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вхcвихc
/// PPAPP mm . 
Отже, для однотональної АМ відношення потужностей сигналу 
та завади на виході та вході каналу передачі дорівнює одиниці. 
Дослідження показують, що для однотональної ЧМ таке відно-
шення  
2
вхc
вихc
/
/
PP
PP
, 
де ,  - девіації частоти «корисної» та шкідливої ЧМ відповідно. 
Оскільки, зазвичай, , то за однотональної частотної 
модуляції завада пригнічується і тим сильніше, чим більше девіація 
«корисної» ЧМ. Тоді можна стверджувати, що однотональна ЧМ за-
безпечує завадозахищеність більшу у 2)/(  разів, ніж АМ.  
У разі багатотонального модулювального коливання та флук-
туаційної адитивної завади, як показують дослідження, ЧМ ефекти-
вніша за завадостійкістю, ніж АМ у 23m рази. Слід, однак, 
пам’ятати, що у разі збільшення індекса модуляції збільшується в 
)1(m  рази ширина спектра ЧМ-процесу, що потребує і відповідної 
смуги пропуска ЧМ-системи. Підвищена завадостійкістьт ЧМ-систем 
має місце тільки тоді, коли відношення сигнал/завада перевищує 
порогове значення (10…13 дБ). 
Кодоімпульсна модуляція (КІМ), як зазначалось раніше, потре-
бує реалізації таких операцій, як квантування за рівнем, дискретиза-
ція в часі та кодування. 
При квантуванні за рівнем з кроком квантування кh  дисперсія 
похибки квантування або інакше, потужність шуму квантування як 
завади 12/)(
2
кк hPhD . Потужність корисного процесу )(tX , під-
порядкованого рівномірному закону розподілу ймовірності діапазоні 
],0[ maxX , 12/
2
с max
XP . Тоді відношення потужностей сиг-
нал/завада  
2
к
2
кmaxКІМc
)/()/( NhXPP , 
де кN  – кількість рівнів квантування. 
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Якщо квантований прцес подається n  розрядним двійковим 
кодом, то  
nNPP 22кКІМc
2)/( . 
Із останнього співвідношення випливає, що  
 для збільшення завадостійкості КІМ потрібно збільшу-
вати кількість рівнів квантування, а за заданого динамі-
чного діапазону корисного процесу - зменшувати крок 
квантування або збільшувати розрядність двійкового 
коду. 
Проте, зменшення кроку квантування може спричинити зни-
ження завадостійкості за рахунок впливу зовнішніх завад, оскільки, 
як показують дослідження, у цьому разі ймовірність правильного 
прийому кодових повідомлень зменшується при збільшенні кроку 
квантування.  
Збільшення розрядності коду спричинює зростання часу на пе-
редавання повідомлень, тобто тривалості кадру або часу викорис-
тання каналу передачі . 
Таким чином, платою за високу завадостійкість КІМ є збіль-
шення часу передавання повідомлень, а отже, зменшення пропуск-
ної здатності систем передачі. 
Припустимо, що що тривалість імпульсу для відображення од-
ного елемента коду становить , а тривалість кадру відповідно до 
теореми Котельникова cк 2/1 FТ , де cF - максимальна частота в 
спектрі корисного процесу. Тоді ширина спектра КІМ-процесу КІМF  
визначається максимальною частотою в спектрі імпульсу: 
nF
Т
n
nТ
F c
кк
КІМ 2
/
11
. 
Звідки випливає, що ширина спектра КІМ-процесу більша за 
ширину спектра корисного немодульованого процесу в n2 рази. 
Тоді з урахуванням вищезазначеного дійдемо висновку, що  
 висока завадостійкість КІМ забезпечується значним збі-
льшенням смуги частот для передавання КІМ-
повідомлень.  
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Як випливає з останнього співвідношення кількість розряду ко-
ду cКІМ 2/ FFn  можна вважати еквівалентом індекса ЧМ (див. 
(5.44) і (5.51)) нчЧМ 2/ FFm . Тоді  
mNPP 22кc 2)/(
КІМ
. 
Таким чином, відношення сигнал/завада для АМ дорівнює оди-
ниці, для ЧМ – пропорційне 2m , а для КІМ - m22 . А це означає, що 
найбільшою завадостійкістю наділені КІМ-процеси. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Підвищена завадостій-
кість ЧМ-систем має місце тіль-
ки тоді, коли відношення сиг-
нал/завада на їхньому вході 
перевищує порогове значення 
(10…13 дБ). 
2. Платою за високу зава-
достійкість КІМ є збільшення 
часу передавання повідомлень, 
зменшення пропускної здатно-
сті системи та значне збіль-
шення її смуги пропускання. 
 Слід запам’ятати: 
1. З енергетичного погляду 
кутова модуляція має перевагу 
перед АМ. 
2. Найбільшою завадостійкіс-
тю наділені КІМ-процеси.  
3. За кількістю частотних ка-
налів найбільш доцільною є АМ. 
4. Для збільшення завадостій-
кості КІМ потрібно збільшувати 
кількість рівнів квантування, а за 
заданого динамічного діапазону 
корисного процесу - зменшувати 
крок квантування або збільшува-
ти розрядність двійкового коду. 
 Треба вміти: 
1. Обгрунтувати кращу завадостійкість КІМ у порівнянні з АМ та 
ЧМ.  
2. Визначати ширину спектра КІМ-процесів. 
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Рисунок 5.18 – ЛЧМ-сигнал. 
 
 
5.4 Процеси з лінійною частотною модуляцією 
Принцип лінійної частотної модуляції (ЛЧМ). Розглянемо 
процес у вигляді радіоімпульсу з обвідною прямокутної форми, ви-
сокочастотне заровнення якого має частоту, що змінюється за ліній-
ним законом у часі: 
                                              tt вч)( ,                                   (5.54) 
де вч  - носійна частота, а - параметр, що має розмірність рад/с
2 
та встановлює швидкість зміни частоти в часі. Будемо вважати, що 
процес має тривалість імпt  і є симе-
тричним відносно осі ординат (рис. 
5.18). Подібне коливання є різнови-
дом процесів, які називають проце-
сами з лінійною частотною мо-
дуляцією (ЛЧМ). Фактично ЛЧМ-
процес – це певна форма ЧМ-
процесу. 
Очевидно, що максимальне відхилення миттєвої частоти від 
частоти носійної за час імпt , тобто девіація частоти для ЛЧМ-
процесу,  
                                              імпbt .                                           (5.55) 
З урахуванням (5.54) миттєва повна фаза ЛЧМ-процесу за ну-
льової початкової фази носійної є такою: 
                                 
t bt
tdt
2
)()(
2
вч .                          (5.56) 
Тоді математична модель ЛЧМ процесу має такий вигляд: 
                     
.
22
;
2
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2
,0
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Процеси подібного типу широко застосовуються в радіолока-
ційних системах, оскільки наділені чудовою властивістю значно під-
вищувати надійність виявлення радіолокаційним приймачем слабких 
відбитих сигналів на фоні завади. Дійсно, припустимо, що ЛЧМ-
процес проходить через лінію затримки, час затримки якої зt  лінійно 
зменшується з ростом частоти процесу, що подається на її вхід. У 
результаті на виході лінії затримки майже одночасно з’являються 
НЧ-складові, що відповідають початку вхідного процесу, та ВЧ-
компоненти, які мають місце в його кінці.  
Таким чином, подаючи на вхід лінії затримки ЛЧМ-процес дос-
татньо великої тривалості, можна досягти "стиснення процесу “ в ча-
сі (рис. 5.19). 
Зрозуміло, що за рахунок такого ефекту за високої добротності 
системи “стиснення“ амплітуда вихідного процесу істотно збільшить-
ся і може значно перевищувати рівень шумів та завад. Це спричи-
нює збільшення відношення сигнал/завада, а отже, і надійність ви-
явлення корисних процесів на рівні шумів. 
 
 
 
 
 
 
 
Рисунок 5.19 – Підвищення відношення процес/завада з використанням 
ЛЧМ-процесів. 
Спектральні характеристики ЛЧМ-процесів. Для визначення 
спектральної щільності комплексних амплітуд ЛЧМ-процесу з мате-
матичною моделлю (5.57), скористаємося прямим перетворенням 
Фур’є. Тоді 
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Очевидно, що перша складова останнього співвідношення ви-
значає максимум тієї частини спектральної щільності, що зосере-
джується в області частоти вч  носійного коливання, а друга - в об-
ласті від’ємного значення частоти вч . Виходячи з властивостей 
симетрії спектральної щільності дійсних процесів ( )()( jSjS ), 
достатньо обмежетись тільки першою складовою, яка визначає спе-
ктральну щільність для додатних значень частоти. 
Не вдаючись до подробиць, наведемо кінцеву формулу, яка 
визначає спектральну щільність ЛЧМ-процесу для додатних значень 
частоти: 
                       
))].()(()()([
2
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2
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2
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b
j
b
S
jS
.                  (5.58) 
У формулі (5.58) через )(xC  та )(xS  позначені відомі з курсу 
математики визначення інтегралів Френеля 
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dxS
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Відповідно до (5.58) маємо амплітудний 
            221
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та фазовий 
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спектри. 
Аналіз співвідношення (5.60) та (5.61) показує, що вид ампліту-
дного та фазового спектрів ЛЧМ-процесу (5.57) повністю залежить 
від бази процесу  
                                         2імпімпб bttC .                                  (5.62) 
Практичну значимість мають ЛЧМ-процеси, для яких 1бC . У 
цьому разі амплітудний спектр по формі наближається до прямокут-
ного з центром у точці вч  та тим меншими осциляціями на вершині 
в області частот , чим більше база бC . 
Можна впевнитись у тому, що на центральній частоті вч  (за 
умови, що 1бC ) 
                                        
b
SS
2
)( 0ЛЧМ .                                    (5.63) 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 5.20 – Амплітудний та фазовий спектри ЛЧМ-процесу. 
Співвідношення (5.63) залишається справедливим у інтервалі 
частот [ вч - /2, вч + /2]. 
Графік фазового спектра у цьому разі має форму квадратичної 
параболи також із центром у точці вч  та зсувом по осі ординат 
приблизно на 4/ . Тоді фазовий спектр у області від’ємних частот 
буде приймати протилежні за знаком значення фазового спектра 
для додатних значень частоти. 
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На рис. 5.20 подано типові структури амплітудного та фазового 
спектрів ЛЧМ-процесу (5.57) для всіх значень частоти, якщо 1бC . 
►Приклад. Прямокутний ЛЧМ-процес характеризується такими зна-
ченнями параметрів: амплітуда B200S , носійна частота 
ГГц10вчf , мкс2імпt , девіація частоти за час, що дорівнює трива-
лості імпульса, ГГц1,0f . Обчислити основні параметри спектральних 
характеристик такого процесу. 
Попередньо обчислимо базу процесу: 
.112561021028,62 68імпімпб fttC  
Швидкість зміни частоти 
21468
імпімп рад/с1014,3102/1028,6/2/ tftb . 
Оскільки база процесу набагато більше за одиницю, то в межах час-
тотного діапазону, що визначається частотою носійної та девіацією час-
тоти, ГГц]05,10;95,9[
2
,
2
вчвч
f
f
f
f  амплітудний спектр сталий і 
дорівнює  
с.В210
1014,32
14,3
20
2
6
140 b
SS  
                                                                                                                   ◙ 
 
Автокореляційна характеристика ЛЧМ-процесу. Для визна-
чення функції автокореляції можна скористатися формулою  
dttstsKs )()()(  
або співвідношенням, яке встановлює взаємозв’язок між кореляцій-
ними та енергетичними характеристиками процесів через перетво-
рення Фур’є, 
                 deWK
j
ss )(
2
1
)( deS j)(
2
1 2
,              (5.64) 
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де )()( 2SWs  енергетичний спектр процесу )(ts . 
Будемо вважати, що база ЛЧМ-процесу набагато більше за 
одиницю, а тому амплітудний спектр є рівномірно розподіленим у ін-
тервалі частот  навколо носійної частоти вч , а за його межами 
спектр обертається в нуль. Тоді з урахуванням (5.63) ненульові зна-
чення енергетичного спектра такого процесу обчислюються за фор-
мулою: 
           .
22
,
2
)()( вчвч
2
02
ЛЧМЛЧМ
b
S
SWs        (5.65) 
Відповідно до (5.64) та з урахуванням функція автокореляції 
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У результаті математичних спрощень дістанемо: 
                         вч
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2
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ЛЧМ cos
2
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2
)(
bt
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tS
Ks .                    (5.66) 
Враховуючи те, що вчімп 2/2/bt , вираз (5.66) для АКФ 
ЛЧМ-процесу можна вважати математичною моделью високочасто-
тного процесу частоти вч , амплітуда якого змінюється за законом 
обвідної 
                                
2/
)2/sin(
2
)(
імп
імпімп
2
0
об
bt
bttS
K .                            (5.67) 
Обвідна (5.67) приймає нульові значення за таких значень ар-
гумента: 
                             .).,...3,2,1(
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k
f
k
bt
k
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Графіки АКФ та її обвідної пока-
зані на рис. 5.21. 
Формула (5.68) встановлює важ-
ливу властивість ЛЧМ-процесу: шири-
на обвідної головної пелюстки фу-
нкції автокореляції обернено про-
порційна девіації частоти в імпу-
льсі. 
Кореляційні властивості ЛЧМ-
процесу можна оцінювати і коефіцієн-
том кореляції або нормованою АКФ: 
.
2/
)2/sin(
)0(
)(
)(
імп
імп
ЛЧМ
ЛЧМ
об
bt
bt
K
K
R
s
s  
Як відомо, значення аргумента , що відповідає деякому зада-
ному значенню )(ЛЧМsK  називають інтервалом кореляції. Отже, 
інтервал кореляції за першою пелюсткою  кореляційної функції ЛЧМ-
процесу дорівнює  
)/(2/1 імп1 btf . 
Відомо, що ЛЧМ-процеси, які застосовуються в радіолокації, 
характеризуються досить великим значенням девіації частоти, а то-
му головна пелюстка АКФ буде достатньо вузькою, що позитивно 
позначається на розв’язанні проблеми виявлення радіолокаційних 
сигналів.  
Водночас, для ЛЧМ імпульсів характерним є недолік, що 
визначається його кореляційними властивостями: рівень другої пе-
люстки АКФ складає майже 20% від максимального значення АКФ. 
Тому за несприятливих умов (великий рівень шумів) це може при-
звести до неправильного визначення часового положення імпульсу, 
а значить і зниження надійності радіолокаційної системи. 
Енергія процесу, як відомо, визначається початковим значен-
ням автокореляційної функції. Тоді, згідно з (5.66) ЛЧМ-процес 
характеризується енергією 
2
)0( імп
2
0
ЛЧМЛЧМ
tS
KE ss . 
1/∆f 
 
Ks(τ) 
Рисунок 5.21 - Кореляцій-
на функція ЛЧМ-процесу. 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Подаючи на вхід лінії 
затримки ЛЧМ-процес достат-
ньо великої тривалості, можна 
досягти значного збільшення 
амплітуди вихідного корисного 
процесу відносно рівня шумів 
та завад.  
2. Вигляд амплітудного та 
фазового спектрів ЛЧМ-
процесу істотно залежить від 
його бази. 
3. Великий рівень другої 
пелюстки АКФ ЛЧМ-процесів за 
значного рівня шумів може 
спричинювати неправильне ви-
значення часового положення 
відбитого від об’єкта радіоло-
каційного імпульсу, а значить і 
зниження надійності радіоло-
каційної системи. 
 
 Треба вміти: 
1. Визначати поняття: ЛЧМ-
процес, девіація частоти, повна 
фаза та база ЛЧМ-процесу.  
2. Визначати спектральні ха-
рактеристики ЛЧМ-процесу та 
його основні параметри: девіа-
цію частоти, повну фазу та ба-
зу. 
 Слід запам’ятати: 
1. Визначення понять: ЛЧМ-
процес, девіація частоти, повна 
фаза та база ЛЧМ-процесу.  
2. Для ЛЧМ-процесів з вели-
кою 1бC  його амплітудний 
спектр по формі наближається до 
прямокутного з центром у точці 
вч  та тим меншими осциляціями 
на вершині в області частот , 
чим більше база бC . 
3. Ширина головної пелюстки 
обвідної функції автокореляції 
обернено пропорційна девіації 
частоти в імпульсі. 
4. Математичну модель ЛЧМ-
процесу: 
.
2
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2
cos(
;
2
;
2
,0
)(
імп
2
вч0
імпімп
ЛЧМ
t
t
bt
tS
t
t
t
t
ts  
5. Формули: 
    імпbt  - девіація частоти  
ЛЧМ-процесу; 
2
імпімпб bttC  - база 
ЛЧМ-процесу; 
2/)( 2вч bttt  - повна 
фаза ЛЧМ-процесу. 
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5.5 Завдання для поточного 
тестування  
 
5.5.1 Питання для поточного  
контролю 
 Що таке модуляція? 
 Назовіть види носіїв, що використовюються при модуляції. 
 Чим відрізняються аналова модуляція від імпульсної? 
 Що таке інформативний параметр? 
 Сутність кодоімпульсної модуляції. 
 Назовіть основні перетворення, які передбачає КІМ. 
 Як співвідносяться частоти модулювального нчf  та носійно-
го вчf  процесів при АМ? 
 Що є інформативним параметром АМ-процесів? 
 Запишіть узагальнену модель АМ-процесу та аналітичний 
опис звичайної АМ. 
 Дайте визначення індекса модуляції, відносних коефіцієнтів 
модуляції вверх та вниз для АМ-процесів. 
 Сутність терміну «глибина АМ». 
 Якими параметрами прийнято характеризувати глибину ам-
плітудної модуляції? 
 Поясніть, що є причиною спотворень повідомлень під час 
перемодуляції АМ-процесу. 
 Чому для звичайної однотональної амплітудної модуляції 
коефіцієнт модуляції 0 1?M  
 Чи може при звичайній амплітудній модуляції миттєве зна-
чення АМ – процесу змінюватися «вверх» та «вниз» більше, ніж на 
амплітуду носійного коливання 0mS ? 
 Що таке однотональна амплітудна модуляція? 
 Наведіть математичну модель ОАМ. 
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 Запишіть формули для обчислення індексу ОАМ через змі-
ну амплітуди S  високочастотного гармонічного заповнення та її ма-
ксимальне maxS  і мінімальне minS  значення. 
 Яким є спектр ОАМ-процесу: а) дискретним; б) непере-
рвним; в) змішаним? 
 З яких спектральних складових складається спектр ОАМ-
процесу? 
 Зобразити спектральні амплітудну та фазову спектральні 
діаграми ОАМ. 
 Як визначаються параметри сектральних складових ОАМ? 
 Чому дорівнює ширина спектра ОАМ і чи залежить вона від 
частоти носійного коливання?  
 Наведіть векторну інтерпретацію ОАМ-процесу. 
 Що таке пікова потужність? 
 Запишіть формули для середньої і пікової потужностей 
ОАМ-процесу. 
 У яких межах може змінюватися миттєва потужність та се-
редня потужності ОАМ-процесів? 
  Чим визначається розподіл потужності в спектрі ОАМ-
процесу? 
 Поясніть, з яких причин використання ОАМ-процесів із ма-
лими значеннями індексу модуляції є недоцільним. 
 Яка частка середньої потужності йде на випромінювання 
інформативних складових ОАМ-процесу? 
 Запишіть формулу для визначення кореляційної функції 
АМ- та ОАМ-процесів. 
 Як визначаються амплітуди спектральних складових 
кореляційної функції ОАМ-процесу? 
 Дайте визначення багатотональної модуляції. 
 Запишіть математичну модель багатонального АМ-процесу. 
 Якими параметрами прийнято характеризувати глибину ба-
гатотональної модуляції? 
 Що таке парціальний коефіцієнт АМ? 
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 З яких компонетів складається спектр багатотонального 
АМ-процесу та в околі якої частоти вони концентруються? 
 Запишіть формулу для визначення ширини спектра багато-
тонального АМ-процесу. 
 За якими чинниками однотональна АМ відрізняється від ба-
гатотональної? 
 Чим відрізняються амплітудні спектри відео- та радіоімпу-
льсів? 
 У скільки разів ширина спектра радіоімпульсу перевищує 
ширину спектра відеоімпульсу? 
 Дайте визначення коефіцієнта корисної дії АМ-процесів. 
 Запишіть формули для визначення ККД одно- та багатото-
нальних АМ-процесів. 
 Що таке «пік-фактор» та його практичне значення? 
 Наведіть умову, яку задовольняють ККД та коефіцієнт, що 
характеризує «пік-фактор». 
 У чому полягає суть методу компадирування та з якою ме-
тою він застосовується. 
 Назвіть методи підвищення ККД АМ-систем. 
 Поясніть, чому застосування звичайної АМ у супутникових 
системах з енергетичного погляду є недоцільним. 
 Що таке балансна модуляція? 
 Запишіть математичну модель АМ-процесу з подавленою 
носійною. 
 Чим відрізняються обвідні та спектри АМ-процесів із зви-
чайною модуляцією та подавленою носійною? 
 Які типи демодуляторів застосовуються для БМ-процесів та 
у чому полягає основна проблема демодуляції таких процесів. 
 Поясніть принцип синхронного детектування. 
 Що таке односмугова модуляція та односмуговий процес? 
 Запишіть математичну модель однотонального ОС-
процесу. 
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 Що таке квадратурні компоненти однотонального ОС-
процесу? 
 Чим відрізняються з енергетичного погляду звичайний АМ-
процес, АМ-процес з одною бічною смугою та подавленою носій-
ною? 
 Наведіть структурну схему демодулятора ОС-процесів та 
поясніть призначення кожного з елементів. 
 Яким є носійне коливання при кутовій модуляції та які його 
параметри вважаються інформативними? 
 Запишіть формули для визначення миттєвої частоти та 
повної фази. 
 Запишіть узагальнену математичну модель КМ-процесів. 
 Дайте визначення ФМ- та ЧМ-процесів. 
 Що спільного та чим відрізняються у загальному випадку 
частотна і фазова модуляції? 
 Що таке девіація частоти та фази? 
 Для яких процесів використовують такі параметри, як девіа-
ція частоти і фази вверх та вниз? 
 Запишіть математичні моделі однотональних ФМ- та ЧМ-
процесів. 
 Подайте графіки залежностей від частоти модуляції індексу 
кутової модуляції та девіції частоти для однотональних ФМ- і ЧМ-
процесів? 
 Наведіть формулу для визначення індексу частотної моду-
ляції. 
 Поясніть, як залежить від частоти та амплітуди модулюва-
льного процесу девіація частоти та індекс модуляції однотональних 
ЧМ- та ФМпроцесів. 
 Як зміниться девіація фази однотонального ФМ-процесу 
при збільшенні частоти модуляції чи зменшенні амплітуди модулю-
вального процесу у два рази? 
 Яких значень набуває індекс модуляції для вузько- та широ-
космугових КМ-процесів? 
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 Чим відрізняються фазові спектри вузькосмугового одното-
нального КМ- та ОАМ-процесів? 
 Подайте векторну інтерпретацію вузькосмугового одното-
нального КМ-процесу та поясність, що забезпечує незмінність його 
амплітуди. 
 Як визначається кореляційна функція вузькосмугового од-
нотонального КМ-процесу через його спектр? 
 Запишіть формулу для визначення ширини спектра одното-
нальних КМ-процесів за довільних значень індексу модуляції. 
 Чим відрізняється спектр однотонального КМ-процесу від 
спектра однотонального АМ-процесу. 
 У чому полягає взаємозв’язок початкових фаз бічних компо-
нент спектра однотонального КМ-процесу за довільних значень 
індексу модуляці? 
 Яких значень набувають амплітуди спектральних складових 
однотонального КМ-процесу при збільшенні індексу модуляції? 
 Поясніть, чому недоцільно на практиці враховувати спект-
ральні складові КМ-процесу з номерами n , більшими за 1m ? 
 Які ділянки діапазону електромагнітних хвиль відводяться 
для АМ та ЧМ – систем? 
 Вплив на ширину спектра та його структуру ФМ – процесу 
параметрів модулювального сигналу. 
 Поясніть, як залежить від частоти модулювального процесу 
ширина спектра та його структура широкосмугового ЧМ – процесу. 
 Що є недоліком широкосмугових ФМ-процесів у порівнянні з 
шрокосмуговим ЧМ-процесом? 
 В чому полягає особливість енергетичних характеристик КМ 
– процесу? 
 За яких умов у КМ-системах усі 100% випромінюваної поту-
жності витрачаються на передавання корисної інформації? 
 Особливості спектрів багатотональних КМ – процесів. 
 Чи можливо при багатотональній кутовій модуляції забезпе-
чити відсутність в його спектрі носійного компонента? 
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 Поясніть, чому з енергетичного погляду кутова модуляція 
має перевагу перед амплітудною. 
 Як залежить завадостійкість КІМ від розрядності коду, кіль-
кості рівнів квантування та кроку квантування? 
 За рахунок чого забезпечується більша завадостійкість КІМ 
у порівнянні з КМ та КМ? 
 Запишіть формули для визначення відношення сиг-
нал/завада та ширини смуги пропусканя для АМ-, КМ- і КІМ-систем. 
 Що таке ЛЧМ-процес? 
 Дайте пояснення фізичного принципу, що дозволяє стиску-
вати ЛЧМ – процес в часі. 
 Наведіть формули для визначення миттєвої частоти, девіа-
ції частоти, повної фази та бази ЛЧМ-процесів. 
 Запишіть математичну модель ЛЧМ – процесу. 
 У чому полягає практина значущість ЛЧМ-процесів?  
 Яку форму має амплітудний спектр ЛЧМ-процесу з великою 
базою? 
 Подайте графік автокореляційної функції ЛЧМ-процесу з 
великою базою. 
 Який взаємозв’язок між шириною головної пелюстки обвід-
ної функції автокореляції ЛЧМ-імпульсу та девіації частоти в імпуль-
сі? 
 У чому полягає недосконалість ЛЧМ – процесу з погляду 
структури його функції автокореляції? 
 
 
5.5.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Для АМ-процесу )104cos8,01(200)( 3AM tts  визначити 
ширину спектра та відносну частку потужності, зосереджену в носій-
ному коливанні. 
2. Яку кількість каналів для передвання повідомлень 
ttts 63AM 106cos)102sin5,01(10)(  можна розмістити в такому 
частотному діапазоні від 10 до 20 м?  
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3. Для АМ – процесу  
)6010cos()]45103cos(75,0)3010cos(25,01[130)( 522AM
 tttts  
подати спектральну діаграму амплітуд та початкових фаз і визначи-
ти пікову та середню потужність. 
4. Визначити, чи можливо без істотних спотворень інформації 
передати АМ – процесом 
tttts 633AM 102cos)104sin25,0102sin5,01(10)(  
повідомлення каналом зв'язку зі смугою пропускання 4кГц.  
5. Коефіцієнт корисної дії АМ системи складає 20%. Ампліту-
да немодульованого коливання становить 75. Обчислити максима-
льне maxS  та мінімальне значення minS  АМ-процесу. 
6. Через резистор із опором 75 Ом протікає АМ – струм 
Attti 63AM 106cos)102cos6,01(100)( . Визначити середню та 
пікову потужність резистора. 
7. АМ – процес ttts 63AM 10sin)102sin5,01(10)(  переда-
ється каналом зв’язку. Визначити, яку кількість таких каналів можна 
розмістити в діапазоні частот від 100 кГц до 1 МГц? 
8. На вході лінійної системи діє АМ – процес  
.102cos)104sin25,0102sin5,01(10)( 63АМ Btttts  
Визначити межі потрібної смуги пропускання АМ-системи та 
потужність носійної. 
9. Коефіцієнт корисної дії системи з амплітудною модуляцією 
дорівнює 20 %. Обчислити індекс модуляції та відносний енергетич-
ний вклад спектральних складових. 
10. Для АМ – процесу 
)6010cos()]45103cos(75,0)3010cos(25,01[130)( 622AM
 tttts  
визначити коефіцієнт корисної дії. 
11. Оцінити кількість радіоканалів АМ-мовних станцій, які мож-
на розмістити в діапазоні частот від 0,5 до 1,5 МГц з – модуляцією. 
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12. Амплітуда однотональний АМ – процесу має амплітуду, що 
змінюється від 20minS в до 100maxS . Визначити середню потуж-
ність носійного коливання та бічних склаових. 
13. Багатотональний АМ – процес містить чотири спектральні 
складові, що визначаються частотами нч21нч , ff . Амплітуди бічних 
коливань становлять відповідно 20 та 15, а амплітуда носійного - 50. 
Визначити парціальні коефіцієнти модуляції. 
14. Передавач АМ-сигналів забезпечує середню потужність 
носійного складової кВт4ср.носP . Визначити пікове значення по-
тужності maxP  та коефіцієнт корисної дії, якщо індекс модуляції 
.8,0M  
15. Для АМ-процесу tttts вчнч1нч1 cos)2cos2,0cos6,01(12)(  
визначити найбільше та найменше миттєве значення. 
16. Джерело АМ – процесу спричинює на резисторі з опором 
R=2 кОм напругу .,10cos)10cos4,01(75)( 63 Btttu  Визначити міні-
мальне та максимальне значення потужності джерела, а також ККД. 
17. Скільки каналів зв’язку для передачі процесу 
tttts 633AM 102cos)104sin25,0102sin5,01(10)(  можна реа-
лізувати у діапазоні частот [100 Гц, 10 МГц].  
18. Однотональний КМ – процес з частотою модуляції 
кГц12нчf  та індексом модуляції 25m  подається на коливаль-
ний контур з добротністю Q=5. Визначити частоту носійного коли-
вання. 
19. Визначити ширину спектра однотонального КМ – процесу з 
частотою модуляції кГц12НЧf  та індексом модуляції 25m .  
20. Девіація  частоти рад/c106
4 . Визначити найбільше з 
можливих значень частоти модуляції, за якого в спектрі КМ-процесу 
буде відсутнє носійне коливання.  
21. Приймач КМ – процесу з миттєвою частотою 
)108,2cos015,01()( 3рез tftf  налаштовано на частоту 
МГц64резf . Визначити добротність приймача. 
22. Передавання повідомлень здійснюється ЧМ-процесами з 
такими параметрами: індекс частотної модуляції 25m , максима-
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льна частота модулювального процесу кГц10max нчf . Визначити, 
яку кількість каналів передачі можна реалізувати в діапазоні частот 
від 10 МГц до 200 МГц?  
23. Для КМ-процес )4510sin4,110sin310cos(15)( 568КМ
tttts  
визначити значення миттєвої частоти для мкс1t . 
24. Визначити максимальне та мінімальне значення миттєвої 
частоти для ЧМ-процесу )6010sin3103cos(15)( 74ЧМ
ttts . 
25. Визначити спектр та ширину спектра процесу 
)10sin06,010cos(8)( 46КМ ttts . 
26. Однотональний ЧМ-процес характеризується такими па-
раметрами: кГц7 нчf , МГц180 вчf , максимальне значення 
миттєвої частоти МГц5,182 вчf . Визначити індекс частотної моду-
ляції.  
27. Обчислити середню потужність однотонального вузькосму-
гового КМ – процесу та його спектральних складових у разі, якщо 
кГц3 нчf , МГц180 вчf , а девіація частоти МГц180 вчf . 
28. ЧМ – передавач містить коливальний LC – контур із ємніс-
тю tCCtC m нч0 cos)( , де пФ300C . Визначити максимальне 
значення ємності, що забезпечує такі параметри ЧМ – процесу: час-
тота носія МГц28 вчf , частота досліджуваного процесу 
кГц2 нчf , індекс модуляції m=0,4. 
29. Носійна частота ЧМ – процесу МГц50 вчf , а частота 
модуляції кГц7 нчf  . Обчислити частоти minf і maxf , які визнача-
ють ширину спектра заданого процесу, якщо індекс частотної моду-
ляції m=40. 
30. Зобразити спектральну діаграму процесу з кутовою моду-
ляцією, у якого МГц45 вчf ,девіація частоти становить 0,3 кГц, а 
частота модуляції кГц5,4 нчf . 
31. Миттєва частота КМ – процесу )102cos101(10)( 349 tt , 
а його амплітуда становить 2,7. Визначити ширину спектра та сере-
дню потужність бічних складових. 
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32. Індекс модуляції ФМ-процесу m=30. Визначити кількість 
каналів, які можна реалізувати в діапазоні від 30 до 300 МГц, якщо 
максимальна частота в спектрі досліджуваного процесу 
кГц6,1нчmax f .  
33. Центральна частота смугового фільтра приймача системи 
з частотним розділенням каналів МГц36резf , а його добротність 
Q=30. Чи можливо використовувати такий фільтр для прийому ЧМ – 
сигналів, частота яких ?)108,2cos015,01()( 3вч tftf  
34. Обчислити максимальне max  та мінімальне min  значен-
ня миттєвої частоти КМ – процесу 
)3010sin2103cos()( 790KM
ttUtu . 
35. Визначити індекс модуляції та записати математичну мо-
дель ЧМ – процесу, амплітуда якого становить 4,5, а миттєва часто-
та )102cos101(10)( 349 tt   
36. Визначити інтервал кореляції та енергію ЛЧМ – процесу з 
девіацією частоти рад/c109 , базою 5000 та амплітудою 50.  
37. Для ЛЧМ-процесу з девіацією частоти рад/c109 , ба-
зою 5000 та амплітудою 50 визначити ширину спектра та амплітуд-
ний спектр. 
38. Амплітуда ЛЧМ - процесу становить 10, а тривалість 
мкс15імпt . Визначити значення інтервалу кореляції. 
39. Для ЛЧМ – імпульсу з тривалістю мкс15імпt , девіацією 
частоти МГц25f  та амплітудою 20 визначити його базу, швид-
кість зміни частоти та енергію. 
40. Визначити базу та значення фазового спектра на границях 
смуги частот, що займає ЛЧМ – процес, з такими параметрами: амп-
літуда B100S , тривалість мкс15мпіt , девіація частоти 
МГц40f .  
41. Наведіть графічне зображення КІМ-процесу із ЧМ, якщо 
результат вимірювання число 16 подається двійково-десятковим ко-
дом. 
42. Наведіть графічне зображення КІМ-процесу із ЧМ, якщо 
результат вимірювання число 18 подається двійковим кодом. 
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6  Імовірнісні характеристики  
випадкових процесів  
 
 
6.1  Математична модель випадкового 
 процесу 
Процеси можна описати точно визначеними функціями часу 
та/чи просторової координати. Тоді характер розвитку процесу в 
майбутньому можливо завбачити достовірно, а його миттєві значен-
ня для будь-яких моментів часу точно визначити. Це процеси із на-
перед відомими характеристиками та параметрами і називаються 
вони детермінованими. 
Фактично, жоден реальний процес не задовольняє зазначене. 
Неможливо задати достатню кількість параметрів, котра б описувала 
реальний процес як достовірну подію. За своєю природою вони 
випадкові. Це означає, що якщо багатократно спостерігати випадко-
вий процес, то кожного разу він буде протікати по-іншому. До таких 
процесів, перш за все можна віднести процеси, пов’язані з переда-
ванням та прийманням повідомлень, діями завад, мікроскопічними 
флуктуаційними явищами в елементах технічних об’єктів тощо. 
Прикладами таких процесів можна вважати: 
 випромінювані передавачем коливання; 
 власні шуми приймальних пристроїв; 
 атмосферні, індустріальні завади; 
 електричні сигнали каналів зв’язку, які випадковим чином 
змінюються внаслідок взаємного впливу каналів. 
Все це процеси, не наділені абсолютно незмінними парамет-
рами. Ось чому, випадковий процес описується так званою випад-
ковою функцією, значення якої є випадковими величинами і, от-
же, точно завбачені бути не можуть. 
Нехай },,{ PG - деякий імовірнісний простір, Tt , , де 
T - часовий скінченний чи нескінченний інтервал, - елементарна 
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подія з множини елементарних подій , P  - ймовірнісна міра, що 
задана на множинах випадкових подій G . 
Функція двох аргументів ),(tX , яка для кожного фіксова-
ного моменту часу kt є випадковою величиною на ймовір-
нісному просторі },,{ PG , а для фіксованого k  є зви-
чайною невипадковою функцією аргументу t  називається  
випадковою функцією. 
Визначена у зазначений спосіб випадкова функція і є мате-
матичною моделлю випадкового процесу. 
Підкреслимо, що в якості аргументу випадкової функції може 
бути не тільки час, а і об’єм, вага, площа, відстань, частота, тощо. 
Так, наприклад, товщина нитки є випадковою функцією відстані до її 
кінця. 
Конкретна невипадкова функція, яка описує випадковий процес 
для фіксованого k  (у одному досліді, під час одного спостережен-
ня), називається реалізацією випадкового процесу або вибірковою 
функцією. 
Зрозуміло, що в результаті проведення різних дослідів, навіть 
за однакових умов, ми отримаємо різні реалізації випадкового про-
цесу. 
На відміну від випадкового процесу, реалізацію ми можемо зо-
бразити графічно, записати в пам’ять, наприклад ЕОМ, тощо. 
Повна сукупність всіх можливих реалізацій випадкового проце-
су називається статистичним ансамблем. Наприклад, таким ан-
самблем є набір сигналів, які можливо одночасно спостерігати на 
виходах повністю однакових генераторів напруги. Або послідовність 
радіоімпульсів на вході радіолокатора, коли їхні параметри випадко-
во змінюються із зміною умов розповсюдження імпульсів. 
У подальшому, якщо не буде обумовлене інше, вважатимемо 
випадкову функцію та її реалізації функціями одного аргументу t. 
Довільну випадкову функцію позначатимемо великими буквами ла-
тинського алфавіту X(t), Y(t), Z(t) із вказуванням аргументу t в дужках, 
а їх відповідні окремі реалізації – малими буквами xi(t), yi(t), zi(t) з ін-
дексом знизу, що відображає номер реалізації. 
Отже, випадковий процес )(tX  можна розглядати або як 
сукупність його реалізацій 
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                                         },),({)( TttxtX i                                (6.1) 
або як сукупність випадкових величин ),...(),...,(),( 21 ktXtXtX  (вибір-
кових значень) для будь-якої множини значень ,...,...,, 21 kttt  (вибірко-
вих моментів)  
На рис. 6.1 наведено ансамбль із трьох реалізацій довільного 
випадкового процесу. Ці реалізації мають неперервну (без стрибків) 
структуру. Вони набувають будь-яких 
значень у межах заданої області мо-
жливих значень функції та можуть бу-
ти визначені для будь-якого значення 
аргументу t. Таке є визначальним для 
неперервних випадкових процесів  
У разі, якщо миттєві значення 
процесу є величинами дискретними, 
набувають строго визначених, і ніяких 
інших, відлікових значень, процеси 
називаються дискретними.  
Наприклад, напруга на виході реле, яка випадковим чином на-
буває значення 0 або 100 В залежно від того замкнені чи розімкнені 
контакти реле. Одна з можливих реалізацій дискретного випадкового 
процесу зображена на рис. 6.2. 
Підкреслимо, що зовсім не обов’язково, щоб конкретні реаліза-
ції випадкового процесу відображались функціями з дуже складною, 
нерегулярною в часі поведінкою.   
Так, наприклад, гармонічне коливання 
)cos( tSm , у якого один із трьох пара-
метрів ,,mS  є випадковою величиною, 
що набуває конкретного значення в окремій 
реалізації. Випадковий характер такого ко-
ливання зумовлений неможливістю апріорі 
завбачити значення цього параметру. 
Зупинимось на такому понятті як переріз випадкового процесу. 
На рис. 6.1 на відстані t1 від початку координат проведемо вертика-
льну пряму та відмітимо точки її перетину з реалізаціями x1(t), x2(t), 
x3(t) процесу )(tX . Ординати цих точок – x1(t1), x2(t1), x3(t1) – миттєві 
значення процесу в момент часу t1.  
x(t) 
Рисунок 6.2 - Дискретна 
реалізація випадкового 
процесу. 
t 
t 
x1(t) 
x2(t) 
x3(t) 
Рисунок 6.1 - Реалізації  
випадкового процесу. 
t 
t 
x2(t1) 
x3(t1) 
   t1 
x1(t1) 
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Таку сукупність миттєвих значень у довільний момент часу на-
зиватимемо перерізом випадкового процесу: 
)}({)( 11 txtX k . 
Слід зазначити, що X(t1) є випадковою величиною – дискрет-
ною або неперервною чи змішаною залежно від структури (характе-
ру) випадкового процесу. 
 
ПІДСУМКИ 
Необхідно зрозуміти: 
1. Для реальних процесів 
неможливо задати достатню 
кількість параметрів, яка б опи-
сувала їх як достовірну подію. 
За своєю природою вони 
випадкові. Це означає, що як-
що багатократно спостерігати 
випадковий процес, то кожного 
разу він буде протікати дещо 
по-іншому.  
2. На відміну від 
детермінованої функції зна-
чення випадкової є випадкови-
ми величинами. 
3. Випадкові процеси хара-
ктеризуються додатково ще і 
ймовірнісною мірою. 
Слід запам’ятати: 
1. Характер розвитку детермі-
нованих процесів у майбутньому 
можливо завбачити достовірно, а 
їхні миттєві значення для будь-
яких моментів часу точно визна-
чити. 
2. Визначення понять: випад-
кова функція, реалізація випад-
кової функції, вибіркова функція, 
статистичний ансамбль, матема-
тична модель та переріз випад-
кового процесу.  
3. Характерні особливості не-
перервних, дискретних та зміша-
них випадкових процесів. 
 Треба вміти: 
1. Визначати поняття: випадкова функція, реалізація випадко-
вої функції, вибіркова функція, статистичний ансамбль, математична 
модель та переріз випадкового процесу. 
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6.2  Закони розподілу випадкових  
процесів  
Розглянемо ряд перерізів деякого випадкового процесу )(tX  в n  
точках (рис. 6.3), відстань між якими будемо вважати різною. Кожно-
му перерізу tk відповідає випадкова величина X(tk), яку можна описа-
ти такими ймовірнісними характеристиками, як одновимірна функ-
ція розподілу ймовірностей та одновимірна функція щільності 
ймовірностей. 
Очевидно, що в різних перерізах 
ці функції, в загальному випадку, бу-
дуть різними. Випадковий процес у 
цьому разі можна охарактеризувати 
випадковою величиною, що змінює 
свої ймовірнісні властивості зі зміною 
аргументу t. Однак слід враховувати, 
що миттєві значення процесу в сусід-
ніх перерізах (якщо відстань між ними 
невелика) в якійсь мірі залежать одне 
від одного. Тобто, конкретне значення 
в одному перерізі визначає з деякою 
ймовірністю наступне (сусідне). Отже, випадковий процес на інтер-
валі [t1, tn] можна оцінювати системою із n...,,3,2,1  випадкових ве-
личин, для яких встановлені відповідні ймовірнісні характеристики з 
урахуванням зв’язку між випадковими величинами в різних перері-
зах. Тоді йдеться про одновимірні, двовимірні, тривимірні, …,    
n – вимірні ймовірнісні характеристики (закони розподілу) випад-
кового процесу. 
 
 
6.2.1 Одновимірні інтегральний та  
диференціальний  
закони розподілу  
Такі закони є ймовірнісними характеристиками випадкового 
процесу відносно одного перерізу і характеризують процес у статиці. 
Інтегральний закон. Припустімо, що в момент часу tk  переріз 
процесу визначається випадковою величиною ),(),({)( 21 kkk txtxtX  
t 
x1(t) 
x2(t) 
x3(t) 
Рисунок 6.3 - Перерізи          
випадкового процесу. 
t 
t 
t1 
t2 tn 
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)}(..., kn tx . Крім того, зафіксуємо деякий рівень Xk  можливих миттє-
вих значень процесу X(t). Очевидно, що для заданого ансамблю 
деякі реалізації в точці tk набудуть значень, які перевищать Xk, а інші 
– що будуть меншими за Xk. При зміні рівня Xk, наприклад, на Xk+1, 
зміниться і кількість реалізацій, які в точці tk перевищують цей рі-
вень. Цікаво б було знати: наскільки ймовірно, що всі реалізації ви-
падкового процесу набудуть в точці tk значень, менших за вибраний 
рівень Xk. На це і дає відповідь одновимірний інтегральний закон ро-
зподілу ймовірностей випадкової величини або одновимірна функ-
ція розподілу F1(Xk, tk).  
Функція розподілу ймовірностей F1(Xk, tk) визначає ймові-
рність того, що випадкова величина X(tk) в перерізі tk  на-
буває значень, які не перевищують рівень Xk:  
                          ).)((),(1 kkkk XtXPtXF                       (6.2) 
Таким чином, згідно з (6.2) для заданого рівня Xk1 всі реалізації 
випадкового процесу X(t) із ймовірністю F1(Xk1, tk) перетнуть переріз у 
точці tk нижче Xk1 або на цьому рівні (рис. 6.4, а). 
 
 
 
 
 
 
 
 
 
 
Рисунок 6.4 - До визначення одновимірної функції розподілу 
ймовірностей. 
На рис. 6.4, б показана одна із можливих функцій розподілу ви-
падкового процесу, реалізації якого в перерізі kt  не перевищують рі-
вня Xk1 з ймовірністю F1(Xk1, tk). Слід зазначити, що одновимірна фун-
кція розподілу є функцією одного аргументу Xk, а величина kt  є її па-
раметром. 
Основні властивості одновимірної функції розподілу: 
 F1(Xk, tk) – невипадкова функція дійсного аргументу Xk; 
     а                                                                 б 
Xk Xk1 
F1(Xk, tk) 
1 
F1(Xk1,tk) 
x2(t) 
tk t 
X(t) 
xn(t) 
x1(t) 
Xk1 
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 F1(Xk = 0), kt  - ймовірність того, що випадкова вели-
чина в будь-який момент часу набуває значення, яке не 
перевищує мінус нескінченність, дорівнює нулю; 
 F1(Xk = 1), kt  - подія, за якої значення випадкової вели-
чини будуть завжди меншими нескінченності, є достовір-
ною; 
 F1(Xk, tk) є неспадною функцією, значення якої лежать в 
межах [0, 1] і при ).()(, 112112 XFXFXX   
 
 
 
 
 
 
 
 
 
Рисунок 6.5 - Одновимірна функція розподілу ймовірностей 
неперервного (а), дискретного (б) та змішаного (в) процесів. 
Згідно з останньою властивістю для неперервної випадкової 
величини X(tk) закон розподілу F1(Xk, tk) описується неперервною, не-
спадною без стрибків функцією (рис. 6.5, а).  
Для дискретної випадкової величини функція розподілу F1(Xk, tk) 
виражається через суму одиничних ступінчастих функцій )()(1 tt  з 
ваговими коефіцієнтами Pi (рис. 6.5, б), кожний з яких є ймовірністю 
того, що випадкова величина X(tk) в перерізі tk набуде значення Xi : 
n
i
ikikk XXPtXF
1
1 ),(),(  
де ).()())(()( 1111 iiikiii XFXFXtXXPXPP  Графічно )( iXP  - 
висота сходинки функції розподілу ймовірностей, що відповідає зна-
ченню Xi. 
Змішаний випадковий процес характеризується комбінацією 
неперервних і дискретних величин, а отже, неперервних та стрибко-
подібних ділянок на графічному зображенні функції розподілу ймові-
рностей (рис. 6.5, в). 
►Приклад. Одновимірна функція розподілу випадкового процесу  
Xk 
F1(Xk,tk) 
1            F1(Хk,tk) 
      1                           Р(3) 
   0,8 
   0,4   
   0,2 
 
         0       1       3      5        Хk 
 Xk 
F1(Xk,tk) 
1 
0,3 
0,8 
a б в 
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.0,1
;0,0
),(1
k
X
k
kk
Xe
X
tXF
k
 
Графічне зображення подано на рис. 6.6. Ви-
значити ймовірність того, що 
а) 25,0)( ktX ; б) 7,0)(3,0 ktX ; в) 5,0)( ktX . 
Задана функція F1(Xk, tk) задовольняє всім 
властивостям інтегрального закону розподілу 
ймовірностей. 
;2212,01)25,0()25,0)(( 25,01 eFtXP k  
;2442,011)3,0()7,0()7,0)(3,0( 3,07,011 eeFFtXP k  
.6065,011)5,0)((1)5,0(1)5,0)(( 5,01 etXPFtXP kk  
                                                  ◙ 
► Приклад. Дискретний випадковий процес характеризується 
F1(Xk, tk), що зображена на рис. 6.7. Обчислити: а) ймовірність того, що 
X(tk) 5; б) сумарну ймовірність значень 0, 1, 3, 5; в) ймовірність того, 
що .5)(1 ktX  
Ймовірність 1)5()5)(( 1FtXP k  (бе-
реться верхнє значення функції розподілу). 
Сумарна ймовірність значень 0, 1, 3, 5 є 
такою: 
12,04,02,02,0)5()3()1()0( PPPP . 
Ймовірність приналежності до зазначено-
го інтервалу: 
6,04,00,1)1()5()5)(1( 11 FFtXP k . 
Математична модель функції розподілу ймовірностей: 
).5(2,0)3(4,0)1(2,0)0(2,0
)5()5()3()3()1()1()0()0(),(1
kkkk
kkkkkk
XXXX
XPXPXPXPtXF
 
                                                                                                                             ◙ 
Диференціальний закон розподілу ймовірностей, або фун-
кція щільності ймовірностей характеризує швидкість зміни фун-
кції розподілу. 
F1(Xk) 
Xk 
1 
Рисунок 6.6 - Приклад 
інтегрального закону 
розподілу 
 ймовірностей. 
           
           F1(Хk, tk) Р(3) 
       1 
    0.8 
    0.4   
    0.2 
 
        0        1       3     5        Хk 
Рисунок 6.7 - Функція 
розподілу дискретного 
процесу. 
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Для перерізу в точці tk одновимірна функція щільності 
ймовірностей ),(1 kk tXp  випадкової величини X(tk) визна-
чається як границя відношення ймовірності приналежності 
її значень до інтервалу ],[ kkk dXXX  до довжини цього 
інтервалу kdX  за умови, що його довжина 0kdX : 
                 
k
kkkk
Xd
kk
dX
dXXtXXP
tXp
k
))((
),( lim
0
1 .             (6.3) 
Розмірність одновимірної функції щільності ймовірностей є 
оберненою до розмірності величини )( ktX . 
Згідно з визначенням ймовірность того, що всі реалізації випа-
дкового процесу в момент часу tk  набудуть значень, які лежать в ін-
тервалі kdX  (рис. 6.8), дорівнює ),(),( 11 kkkkk tXdFdXtXp . Така 
ймовірність називається елементом ймовірності. 
Це дозволяє записати диференціальний закон розподілу у ви-
гляді: 
                                  kkkkk dXtXdFtXp /),(),( 11  .                      (6.4) 
Зауважимо, що похідна в (6.4) для деяких значень kX  може не 
існувати. 
Згідно з (6.4) дістанемо зв’язок між одновимірними інтеграль-
ним та диференціальним законами розподілу ймовірностей в інтег-
ральній формі: 
       
.))((
),(),(
11
X kk
kkkkk
tXP
d
X k
tptXF    (6.5) 
Формули (6.4) та (6.5) пояснюють 
походження назв диференціального та 
інтегрального законів. 
Відомі наступні властивості 
одновимірної щільності ймовірностей: 
 невід’ємність (додатня визначеність): 
                                          0),(1 tXp kk .                                    (6.6) 
         X(t)       x1(t) 
 
        Xk+dXk 
 
  Xk 
                  
                x2(t)       x3(t) 
 
   
                               tk                   t 
Рисунок 6.8 – До визначення 
одновимірного 
диференціального  
закону розподілу. 
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Оскільки ),(1 tXF kk  є неспадаючою, то згідно з (6.4) 0),(1 tXp kk ; 
 нормованість: 
                                              1),(1 XtXp kkk d .                                 (6.7) 
Співвідношення (6.7) називають умовою нормування, яка ві-
дображає той факт, що які б значення не набувала величина )(tkX , 
вони завжди будуть в межах інтервалу ),( . 
Виходячи із геометричного значення визначеного інтегралу, ві-
дповідно до (6.5) ймовірність попадання 
значень випадкового процесу в одному пе-
рерізі в інтервал ],( 1kX  дорівнює площі, 
обмеженій зверху графіком одновимірної 
функції щільності ймовірностей, а знизу від-
різком ],( 1kX  осі абсцис (рис. 6.9). За 
умовою нормування площа, обмежена гра-
фіком одновимірної функції щільності ймо-
вірностей і віссю абсцис, дорівнює одиниці. 
У практичних застосуваннях дуже ко-
рисне і таке співвідношення: 
           );();(),())(( 111 taFbFdXtXpbtXaP kk
b
a
kkkk t .        (6.8) 
 Ймовірність того, що значення процесу Х(t) в перерізі tk 
будуть знаходитися в інтервалі (a,b] дорівнює різниці 
значень функції розподілу на кінцях цього інтервалу. 
Геометрично - це площа, обмежена на інтервалі (a, b] графіком 
одновимірного диференціального закону та відрізком (a, b]) осі абс-
цис (інтервалом  
► Приклад. Визначити відношення між константами  та  для 
функції eXp X kk)(1 , яка описує закон розподілу Лапласа.  
Згідно з умовою нормування 
Xd ke X k  
   p1(Xk, tk) 
Рисунок 6.9 – Графічна 
інтерпретація однови-
мірної функції щільнос-
ті ймовірностей. 
   Xk1    Xk 
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1
00
0
0
eeee XXXX kkkk XdXd kk
2
1
. 
                                                                                                                          ◙ 
Серед різноманітних законів розподілу ймовірностей пошире-
ним є нормальний закон. 
Одновимірна функція щільності ймовірностей для нормального 
закону 
               ,;
2
1
),(
2
2
2
))((
1 k
tmX
X
kkX XetXp
X
kXk
       (6.9) 
де )( kX tm - математичне очікування або середньостатистичне зна-
чення; X  - середньоквадратичне відхиленя (стандартне відхилен-
ня). 
Слід вказати і інші подання нормального диференціального за-
кону розподілу ймовірностей: 
,;),(
2
22 ))((
1 k
E
tmX
kkX Xe
E
tXp
kXk
 
де 2E  - ймовірнісне або серединне відхилення; 
.476936,0  
Графік нормальної функції щільності ймовірностей подано на 
рис. 6.10, а.  
Основні його особливості: 
 Має дзвонову форму з одним максимумом, що відповідає 
математичному очікуванню )( kX tm . 
 Графік є симетричним відносно вертикальної прямої, що 
проходить через точку на осі абсцис, яка визначається 
значенням математичного очікування. 
 Максимальне значення функції обернено, а її ширина пря-
мо пропорційна середньоквадратичному значенню X .  
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 На рівні 0,607 функція ),(1 kk tXp  має ширину X2 . Для 
відповідних цьому рівню значень аргументу абсолютне 
значення похідної kkk )/dXt,(Xdp1  досягає максимуму. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 6.10 – Диференціальний (а) та інтегральний (б) нормальний 
закон розподілу ймовірностей. 
 
Функція розподілу ймовірностей )(1 kXF для нормального зако-
ну (див. рис. 6.10, б) не може бути записана компактно через 
елементарні. Для обчислення її значень використовують 
табульовані функції. Слід звернути увагу, що єдності в цьому 
питанні немає. Розглянемо різні підходи. 
На основі табульованого інтервалу виду  
                                            dzes
s z
2
2
2
1
)(Ф                              (6.10) 
функція розподілу 
                                        )(Ф),(1
X
Xk
kk
mX
tXF .                           (6.11) 
Інтеграл (6.10) за формою в точності збігається з функцією 
розподілу нормованого гауссового закону розподілу, для якого 
математичне очікування 0Xm , а дисперсія 1
2
X . Такі параметри 
є характерними для центрованих гауссових випадкових процесів. 
Ось чому (6.10) називають ще нормованою функцією розподілу 
або інтегралом ймовірностей. 
       р1(Хk) 
 
X
p
2
1
max1
 
1max0,607p  
 
                 XXm    Xm   XXm  kX  
                                     X2  
   F1(Xk)     
           1 
  0,9973 
  0,841 
 
   
  0,159 
                                       XXm 3  
               XXm  Xm  XXm         Xk 
 
а б 
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Значення інтегралу ймовірностей )(Ф s  подаються в таблицях, 
як правило, для невід’ємних значень аргументу s. Тому часто є кори-
сним додаткове співвідношення: 
                                                ).(Ф1)(Ф ss                                  (6.12) 
Деякі автори для інтеграла ймовірностей )(Ф s  використовують 
позначення виду )(Ф)( sserf  і називають його функцією похибок. 
Однак інші автори визначають функцію похибок так: 
                                  1)2(Ф2
2
1
)(
0
2
2
sdzeserf
s z
                  (6.13) 
і також називають її функцією Лапласа або інтегралом похибок 
чи інтегралом ймовірностей похибок. 
Така різноманітність опису інтегрального нормального закону 
потребує уважного ставлення до визначень, що зустрічаються в 
літературі для дослідження процесів із нормальним законом 
розподілу.  
Для нормального закону справедливими та важливими з прак-
тичного погляду є висновки, які ми наводимо без доведення. 
 Випадкова величина із нормальним законом розподілу 
ймовірностей повністю характеризується математичним 
очікуванням )( kX tm  та середньоквадратичним відхилен-
ням )( kX t .  
 Випадкова величина dtcXtY kk )()( , де d  і c  - дійсні 
константи, а )( ktX  - нормально розподілена випадкова 
величина, має нормальний законом розподілу.  
Інакше кажучи, нормальний розподіл інваріантний відносно за-
значених лінійних перетворень. 
 Сума )(...)()()( 21 knkkk tXtXtXtY  незалежних випад-
кових величин )(),...,(),( 21 knkk tXtXtX  має нормальний ро-
зподіл у разі, якщо всі вони нормально розподілені. Тоді 
математичне очікування )( kY tm  та середньоквадратичне 
відхилення )( kY t  величини )( ktY  задовольняють такі 
співвідношення: 
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)(...)()()( 21 kXnkXkXkY tmtmtmtm ; 
22
2
2
1 )]([...)]([)]([)( kXnkXkXkY tttt . 
 Виходячи з того, що багато реальних явищ, які носять ви-
падковий характер, є результатом суперпозиції окремих 
подій, відповідно до центральної граничної теореми, не-
залежно від виду функції щільності ймовірностей окремих 
складових (а дуже часто вони невідомі), можливо очікува-
ти, що функція щільності ймовірностей сумарного процесу 
буде нормальною. 
► Приклад. Визначити ймовірність того, що в перерізі kt  
відхилення миттєвих значень процесу Х(t) з нормальним законом ліворуч 
і праворуч від середнього не перевищать X . 
За означенням ймовірность потрапляння у вказаний інтервал 
.1)(Ф2)(Ф1)(ФФФ
)()()(
lll
ll
lmFlmFlmXlmP
X
X
X
X
XXXXXXkXX
 
Якщо врахувати, що для 3  значення інтегралу ймовірності 
Ф(3)=0,99865, то .19973,01299865,01)3(Ф2)3( XXk mXP  
 Ймовірність відхилення миттєвих значень випадкового процесу з 
нормальним законом розподілу від математичного очікування 
ліворуч і праворуч на X3  приблизно дорівнює одиниці. 
Іншими словами, випадковий процес із нормальним законом 
розподілу в перерізі kt  малоймовірно може відхилятися від )( kX tm  на 
величину, що перевищує )(3 kX t . У літературі цей висновок називають 
“правилом трьох сигм”. 
                                                                                                                    ◙ 
► Приклад. Можливий результат вимірювання тривалості імпt  ві-
деоімпульсу подпорядковується нормальному закону розподілу. Ймовір-
нісне відхилення Е методу вимірювання дорівнює 0,001 с. Визначити 
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таке число , за якого з ймовірністю 0,997 задовольняється нерівність 
0імп tt , де 0t  - дійсне значення тривалості відеоімпульсу. 
За умовою 0t  математичне очікування процесу вимірювання трива-
лості відеоімпульсу, результати якого визначають випадкову величину 
імпt , розподілену нормально. 
Імовірність відхилення 0,997 даних експерименту від дійсного зна-
чення 0t задовольняє умову: 
.0,997))Ф(Ф())Ф(Ф()( 00000імп0
tttt
tttP  
Ураховуючи (6.12), дістанемо .9985,0)(Ф997,01)(Ф2  
Інтеграл ймовірності набуває такого значення, коли аргумент 
.97,2)/(  Шукане значення  
.0044,02436976,0/001,097,22/97,297,2 cE  
                                                                                                                   ◙ 
 
 
 
 
 
 
 
 
Рисунок 6.11 - Інтегральний (а) та диференціальний (б) 
 закони розподілу ймовірностей дискретного процесу.  
Усі наведені формули для опису законів розподілу справедливі 
не тільки для неперервних, а і змішаних та дискретних процесів.  
Для дискретних процесів функція розподілу ),(1 tXF kk  записуєть-
ся, як відомо, через функції Хевісайда. Враховуючи, що 
)(/)()(/)( xdxxdtdttd , для процесів із дискретним харак-
тером функція щільності ймовірностей 
                               )(),(),(
1
1
XXtXPtXp ik
n
i
kiikk
.                        (6.14) 
Відповідно до (6.14) одновимірний диференціальний закон 
розподілу такого процесу 
 
F1(Хk,tk)   
                            Р(Х4) 
                    Р(Х3) 
         Р(Х2)  
        
 
   Р(Х1)  Х1    Х2          Х3    Х4       Хk 
а 
Р(Х1)    Р(Х2)  Р(Х3) Р(Х4) 
    Х1      Х2        Х3      Х4   Хk 
p1(Xk) 
б 
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)(),(),( 111 XXtXPtXp kkkk ...)(),( 22 XXtXP kk  . 
Отже, у разі дискретних процесів функція щільності ймовірнос-
тей ),(
1 tXp kk  є послідовністю 
дельта-імпульсів, зосереджених у 
точках ,...,...,, 21 iXXX , із площею 
кожного, яка дорівнює ймовірнос-
ті того, що випадкова величина 
)(tkX  набуває значення відповід-
но ,...,...,, 21 iXXX (рис. 6.11, б). 
Поняття дельта-функції ви-
користовується при записі 
диференціального закону і для 
процесів змішаного типу (дис-
кретно-неперервних). Одновимір-
на функція розподілу таких про-
цесів поряд з ділянками плавного 
зростання містить стрибки (рис. 
6.12, а), висота яких пропорційна 
ймовірностям набування величиною )( ktX  дискретних значень. 
Функція щільності в цих точках набуває нескінченних значень, 
що відображається дельта-імпульсами з площею відповідної ймові-
рності (рис. 6.12, б). 
►Приклад. Знайти функцію щільності ймовірностей процесу Х(t) з 
функцією розподілу ),(1 tXF kk , що зображено на рис. 6.13, а.  
 
 
 
 
 
 
 
 
 
Рисунок 6.13 - Приклад функції розподілу (а) та функції 
щільності (б) ймовірностей дискретного процесу. 
Математична модель заданої функції розподілу є такою: 
 
Р(-1)=0,2    Р(1)=0,4   Р(2)=0,4 
    -1       0             1       2   Хk 
p1(Xk) 
б 
       F1(Хk,tk)   
                     1         
 
                  0,6 
                 
                  0,2   
  
 
            -1                 1      2          Хk 
а 
F1(Хk,tk) 
Р(Х2) 
Р(Х1) 
Рисунок 6.12 - Інтегральний (а) та 
диференціальний (б) закони 
розподілу змішаного процесу. 
а 
р1(Хk,tk) 
)()( 22 XXXP k  )()( 11 XXXP k  
Х1 Х2 Хk  
б 
Хk  
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).2()2()1()1()1()1(),(1 XPXPXPtXF kkkkk  
Диференціювання останнього співвідношення дає функцію щільнос-
ті ймовірностей (див. рис. 6.13, б) 
)2()2()1()1()1()1(
),(
),( 11 XPXPXP
Xd
tXFd
tXp kkk
k
kk
kk . 
                                                                                                                   ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Одновимірні закони роз-
поділу ймовірностей описують 
випадковий процес відносно 
одного перерізу. 
2. Нормальний закон розпо-
ділу інваріантний до лінійних 
перетворень. 
3. Різноманітність опису 
інтегрального нормального за-
кону потребує уважного став-
лення до результатів 
дослідження процесів із цим за-
коном розподілу, наведених в 
літературі. 
 Треба вміти: 
1. Визначати поняття: одно-
вимірні інтегральний та дифе-
ренціальний закони розподілу 
ймовірностей, елемент ймовір-
ності на прямій. 
2. За інтегральним законом 
розподілу ймовірностей визна-
чати диференціальний та на-
Слід запам’ятати: 
1. Визначення понять: одно-
вимірні інтегральний (функція  
розподілу) та диференціальний 
(функція щільності) закони роз-
поділу ймовірностей, елемент 
ймовірності на прямій. 
2. Основні властивості 
інтегрального та диференціаль-
ного законів розподілу ймовір-
ностей. 
3. Ймовірність того, що зна-
чення процесу Х(t) в перерізі tk 
будуть знаходитися в інтервалі 
(a,b] дорівнює різниці значень 
функції розподілу на кінцях цього 
інтервалу. 
4. Особливі властивості но-
рмального закону розподілу 
ймовірностей. 
5. Правило трьох сигм. 
6. Зв’язок між одновимірни-
ми інтегральним і диференціа-
льним законами розподілу ймо-
вірностей.  
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впаки. 
3. Формулювати правило 
трьох сигм. 
4. Записувати закони розпо-
ділу ймовірностей дискретних 
та змішаних випадкових проце-
сів із використанням ступінчас-
тої та дельта функцій. 
7. Графічне зображення ін-
тегрального і диференціального  
нормального законів розподілу 
ймовірностей. 
6. Умову нормування:  
1),(1 XtXp kkk d . 
 
 
 
6.2.2 Двовимірні закони розподілу  
ймовірностей 
Двовимірний інтегральний закон. Виділимо два перерізи 
процесу Х(t) в неспівпадаючі моменти часу tk  та tk 1 , яким відпові-
дають випадкові величини Х( tk ) та Х( tk 1 ). Тоді, ймовірність того, що 
миттєві значення випадкового процесу в момент часу tk  не будуть 
перевищувати X k , а в момент tk 1  - X k 1 визначається функцією 
)}.)(;)(({),;,( 11112 XtXXtXPttXXF kkkkkkkk  
Це означає, що з ймовірністю ),;,( 112 kkkk ttXXF  всі реаліза-
ції )(txi  випадкового процесу X(t) пройдуть в перерізах kt  та t k 1  не 
вище рівнів kX  та 1kX  відповідно (рис. 6.14, а). Геометрично дво-
вимірна функція розподілу дорівнює ймовірності потрапляння кінця 
вектора А в область S на площині з осями X(tk), X(tk+1) (рис. 6.14, б). 
Двовимірна функція розподілу ймовірностей 
),,,(
112 ttXXF kkkk  характеризується такими властивостями: 
 є невипадковою функцією двох аргументів XX kk 1, ; 
 імовірність того, що будь-яка реалізація )(txi  випадкового 
процесу )(tX  в точці t k  або t k 1 набуде значення менше, ніж 
 навіть, якщо в точках t k 1 або t k  відповідно воно не 
перевищує рівнів X k 1  або X k , дорівнює нулю: 
0),(),(),( 2122 FXFXF kk ; 
 подія, що випадковий процес у перерізах t k  та t k 1 набуде 
значення менше, ніж , є достовірною: 1),(2F ; 
302 
Глава 6  Імовірнісні характеристики випадкових процесів 
 є неспадною функцією за кожною змінною X i : 
),,,(),,,( 22 ttXXFttXXF jijijiji  , якщо XX ii   
 задовольняє умові узгодженості: 
),(),;,( 111112 tXFttXF kkkkk ; .),(),;,( 12 1 tXFttXF kkkkk  
 для неї справджується умова симетрії: 
),;,(),;,( 112112 ttXXFttXXF kkkkkkkk   
 
 
 
 
 
 
 
 
 
 
Рисунок 6.14 - До визначення двовимірного інтегрального закону 
розподілу ймовірностей (а) та його геометричної інтерпретації (б). 
► Приклад. Двовимірний інтегральний закон розподілу системи із 
двох випадкових величин  
                       )
2
arctg)(
2
arctg(
1
),( 1212 kkkk
XXXXF .              (6.15) 
Визначити одновимірні функції розподілу )(1 kXF  і )( 11 kXF . 
Згідно з умовою узгодженості 
       
.)
2
arctg(
1
)
2
arctg)(
22
(
1
),()(
;)
2
arctg(
1
)
22
)(
2
arctg(
1
),()(
1121211
221
kkkk
kkkk
XXXFXF
XXXFXF
  (6.16) 
                                                                                                                      ◙ 
Зазначимо, що залежно від типу випадкового процесу подібно 
до одновимірного інтегрального закону розподілу двовимірна функ-
ція розподілу по кожній змінній не містить стрибків для неперервних 
процесів і характеризується стрибкоподібними змінами у разі дис-
кретних чи дискретно-неперервних процесів. 
Xk 
t 
X(t) 
xi(t) 
 Xk+1 
 tk+1  tk 
   а 
Xk 
 Xk+1 
б 
X(tk) 
X(tk+1) 
A 
S 
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Двовимірний диференціальний закон називають ще дво-
вимірною функцією щільності ймовірностей. 
 
Двовимірна функція щільності ймовірностей 
),;,( 112 ttXXp kkkk  випадкового процесу )(tX  є границєю від-
ношення ймовірності події, яка полягає в тому, що випад-
ковий процес у момент часу tk  (в перерізі t k ) набуде зна-
чення )(t kX  в межах інтервалу ],[ XXX kkk d , а в момент 
часу tk 1 – значення )( 1tkX  в межах інтервалу 
],[ 111 XXX kkk d , до добутку довжин цих інтервалів 
)( 1XX kk dd  за умови, що останні прямують до нуля: 
                       
1
1111
0
0
112
)(
;)(
lim
),;,(
1
kk
kkkk
kkkk
dX
dX
kkkk
dXdX
dXXtXX
dXXtXX
P
ttXXp
k
k
.            (6.17) 
Отже, двовимірна функція щільності ймовірностей випадкового 
процесу )(tX  пропорційна сумісній ймовірності того, що всі його ре-
алізації в моменти часу t k  та tk 1 пройдуть через “ворота” Bk  та Bk 1 
шириною X kd  та X kd 1  відповідно (рис. 6.15, а). 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 6.15 - До визначення двовимірного диференціального закону  
розподілу (а) та геометрична інтерпретація двовимірного елемента  
ймовірності (б). 
б 
Xk+dXk 
Xk 
 Xk+1 
X(tk) 
X(tk+1) 
A 
▲S 
Xk +dXk 
 
        X(t)                              Вk+1           x2(t) 
 Xk+1+dXk+1                                            x3(t) 
         Xk+1                                                    x1(t) 
    Xk+dXk 
 
             Xk         Вk  
                              
                      tk                 tk+1                  t 
а 
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Розмірність функції ),;,( 112 ttXXp kkkk  є оберненою до 
квадрату розмірності процесу. Геометрична інтерпретація двовимір-
ного диференціального закону є такою (рис. 6.15, б):  
 добуток двовимірної функції щільності ймовірностей 
),;,( 112 ttXXp kkkk  на XX kk dd 1 дорівнює ймовірності 
потрапляння кінця радіус-вектора А в область площею 
XXS kk dd 1  площини, )(tkX  )( 1tkX .  
Такий добуток називають елементом ймовірності на 
площині. 
Переходячи до нескінченно малих значень X kd  та X kd 1 , а та-
кож використовуючи визначення функції розподілу 
),;,( 112 ttXXF kkkk , приходимо до співвідношень, що визначають 
взаємозв’язок між двовимірними інтегральним та диференціальним 
законами розподілу ймовірностей: 
                   
XX
ttXXF
ttXXp
kk
kkkk
kkkk
1
112
2
112
),;,(
),;,(  .          (6.18) 
Двовимірна функція щільності ймовірностей 
),;,( 112 ttXXp kkkk  залежить від двох змінних X k  та X k 1. Кожній 
точці площини 1,0, kk XX , а не прямої, як у випадку одновимірної 
функції щільності, відповідає своє зна-
чення ),;,( 112 ttXXp kkkk . У цьому 
разі ),;,( 112 ttXXp kkkk  описує по-
верхню, що розміщена над площиною 
1,0, kk XX . Така поверхня називається 
поверхнею розподілу (рис. 6.16). 
Рельєф цієї поверхні наглядно ілюструє 
розміщення функції щільності 
ймовірностей над площиною.  
Елемент ймовірності на площині 
1112
),,,(
kkkkkk dXdXttXXp  геомет-
рично позначає об’єм елементарного паралепіпеда, основа якого 
має площу X kd X kd 1 , а висота дорівнює значенню 
),;,( 112 ttXXp kkkk  (рис. 6.16). Додаючи всі ці елементарні 
р2(Хk, Хk+1) 
Хk 
Хk+1 
Рисунок 6.16 - Двовимірна 
функція щільності ймові-
рностей та елемент      
ймовірності. 
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об’єми в межах зміни аргументів X k  та X k 1 отримаємо об’єм під 
поверхнею ),;,( 112 ttXXp kkkk  над площини 1,0, kk XX , обме-
жену конкретними значеннями X k  та X k 1: 
              
111212
1
),;,(),;,( kk
X X
kkkkkkkk ddttpttXXF
k k
.       (6.19) 
Зауважимо, що (6.19) приймається за означення функції щіль-
ності ймовірностей ),;,( 112 ttXXp kkkk  та неперервності двох ви-
падкових величин )(tkX  і )( 1tkX .  
На практиці формула (6.19) використовується  для визначення 
ймовірності попадання миттєвих значень випадкового процесу, що 
відповідають двом різним моментам часу, у прямокутник з вершина-
ми ),();,();,();,( 22122111 YXDYXCYXBYXA  на площині з координат-
ними осями X k  та X k 1: 
kkkk
X Y
Y
kkkk
X Y
Y
kkkk
X
X
Y
Y
kk
dXdXXXpdXdXXXp
dXdXXXpYtXYXtXXP
)),(()),((
),())(;)((
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11221121
1 2
1
2 2
1
2
1
2
1
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)]),(),([(
112212122222
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112112
112112
1 11 2
2 12 2
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YXFYXFYXFYXF
dXdXXXpdXdXXXp
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dXdXXXpdXXXp
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kkkk
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k
Y
kkkkkk
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k
Y
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X Y
     (6.20) 
► Приклад. Функція розподілу ймовірностей системи із двох ви-
падкових величин )
2
arctg)(
2
arctg(
1
),( 1212 kkkk XXXXF
. 
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Визначити ймовірність потрапляння значень величин XX kk 1,  в 
квадрат: .10;11 1kk XX  
Згідно з (6.20)  
;
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Остаточно шукана ймовірність 
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І на завершення подамо без доведення (які в деяких випадках 
є дуже прозорими) основні властивості двовимірної функції 
щільності ймовірностей: 
 є невід’ємною функцією: 
                                ),;,( 112 ttXXp kkkk 0 .                        (6.21) 
Справедливість такої властивості випливає з (6.18) з урахуван-
ням того, що функція розподілу є неспадною по кожному із аргумен-
тів; 
 задовольняє умову нормування:  
                 .1),,,( 1112 kkkkkk dXdXttXXp           (6.22) 
Відповідно до цієї умови ймовірність того, що будь-яка реаліза-
ція процесу Х(t) в точках t k  та t k 1  пройде нижче рівня "нескінчен-
ність" дорівнює 1; тобто така подія є достовірною. Геометрично це 
означає, що повний об’єм між поверхнею розподілу та площиною 
1,0, kk XX , незалежно від закону розподілу щільності ймовірностей 
),;,( 112 ttXXp kkkk  дорівнює одиниці; 
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 для неї справджується умова симетрії: 
),;,( 112 ttXXp kkkk = ),;,( 12 1 ttXXp kkkk . 
Ця умова відображає той факт, що за певної перестановки пар 
),( tX ii  значення функції щільності ймовірностей не змінюються; 
 задовольняє умову узгодженості: 
          ),(1 tXp kk dttXXp kkkk ),;,( 112 X k 1;          (6.23) 
         ),( 111 tXp kk dttXXp kkkk ),;,( 112 X k .        (6.24) 
Дійсно, розглянемо двовимірну функцію розподілу 
1112112
1
),;,(),;,( kk
X X
kkkkkkkk ddttpttXXF
k k
. 
За визначенням це є ймовірність  
})(;)({ 11 kkkk XtXXtXP . 
Спрямувавши, наприклад, X k 1 , дістанемо: 
1112112
1
),;,(),;,( kk
X X
kkkkkkkk ddttp
k k
ttXXF = 
})(;)({ 1tt kkk XXXP . 
Однак подія, що задовольняє умову )( 1tkX , є 
достовірною завжди. Тому сумісна ймовірність того, що випадковий 
процес у перерізі tk  не перевищить значення X k , а в перерізі tk 1  
набуде будь-якого значення, дорівнює ймовірності 
kk XtXP )(  
і не залежить від значення випадкової величини )( 1ktX .  
Отже, 
})(;)({ 1tt kkk XXXP = })({ kk XXP t = 
),(1 tXF kk 1112 ),;,( kk
X
kkkk ddttp
k
=
kk
X
dXXp
k
)(1 = ),(1 tXF kk . 
Здиференціюємо ліву та праву частину останнього 
співвідношення по X k : 
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X
tXF
k
kk
d
d ),(1
(
X kd
d
1112
1
),;,( kk
X X
kkkk ddttp
k k
)= 
=
X k
X kd
d
(( ),;,( 112 ttXp kkkk kd ) 1kd )= ),;,( 112 ttXp kkkk 1kd  
= ),;,( 112 ttXXp kkkk ),(11 tXpX kkkd . 
Ураховано, що похідна від інтегралу по його верхній границі 
збігається із значенням підінтегральної функції в точці, що дорівнює 
верхній межі. Подібний результат можна отримати і для 
),( 111 tXp kk . 
Співвідношення (6.23) і (6.24) визначають ще одну дуже цікаву 
особливість нормального закону розподілу: 
 якщо дві випадкові величини розподілені за нормальним 
законом , то і кожна із них окремо підпорядкована також 
нормальному закону розроділу ймовірностей. 
Дуже корисним з практичного погляду є і таке твердження: 
 за означенням дві випадкові величини статистично 
незалежні, якщо двовимірна функція щільності ймовір-
ностей дорівнює добутку одновимірних: 
                ).,(),(),;,( 1111112 kkkkkkkk tXptXpttXXp          (6.25) 
Подібною властивістю характеризується і двовимірний інтегра-
льний закон розподілу ймовірностей. 
Дійсно згідно з (6.19) та (6.25) 
              
).()(),(),(
),(),(
),,,(),;,(
11111111
11111
1112112
1
1
1
kkk
X
kk
X
kkk
kk
X X
kkkk
kk
X X
kkkkkkkk
XFXFdtpdtp
ddtptp
ddttpttXXF
kk
k k
k k
   (6.26) 
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Відповідно до (6.15) та (6.16) випадкові величини, що розгля-
дались у цьому прикладі, є статистично незалежними. 
► Приклад. Двовимірна функція щільності ймовірностей  
.)2/(0);2/(0);sin(),( 1112 kkkkkk XXXXAXXp  
Визначити: а) постійну А; б) функції розподілу );,( 12 kk XXF  
);();( 111 kk XFXF  в) ймовірність виконання нерівності ).4/();4/( 1kk XX  
Згідно з умовою нормування (6.22) .1)sin( 11
1
kk
X X
kk ddA
k k
 
Врахувавши область визначення змінних і те, що 
cossincossin)sin(  та, дістанемо: 
 
. 1 )] cos sin sin (cos [ 1 
2 / 
0 
1 
2 / 
0 
2 / 
0 
1         k k k k k k k dX dX X X dX X X A 
   
 
Результати обчислення внутрішніх інтегралів від гармонічних функ-
цій та прозорі перетворення дають шукане значення постійної А: 
.5,01)11(1)sin(cos 11
2/
0
1 AAdXXXA kkk  
Двовимірна функція розподілу ймовірностей 
.)cossinsin(cos
)sin(),(
1
0
1
0 0
1
1
0 0
112
1
1
k
X
kkkk
X X
kk
kk
X X
kkkk
dddA
ddAXXF
kk k
k k
 
Після обчислення внутрішніх інтегралів від синуса та косинуса і 
підстановки меж інтегрування отримаємо остаточний результат: 
)).sin(sin(sin
sin)cos1(sin)cos1(),(
11
1112
kkkk
kkkkkk
XXXXA
XXAXXAXXF
 
Відповідно до умови узгодженості для інтегрального закону розподі-
лу отримаємо одновимірні функції розподілу: 
);sincos1(5,0
))sin(sinsin1(),()( 2/1121 1
kk
Xkkkkkk
XX
XXXXAXFXF
k
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).sincos1(5,0
))sin(sinsin1(),()(
11
2/111211
kk
Xkkkkkk
XX
XXXXAXFXF
k  
Отримані результати для одно- та двовимірного інтегральних законів 
дають змогу зробити висновок про статистичну залежність випадкових 
величин )(),( 1kk tXtX , оскільки для них (6.26) не справджується. 
Імовірність .207,0)4/,4/()]4/();4/([ 21 FXXP kk  
                                                                                                               ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Двовимірні закони розпо-
ділу описують випадковий про-
цес відносно двох перерізів. 
2. Одновимірні закони роз-
поділу можна визначити за дво-
вимірними відповідно до умови 
узгодженості. 
  Треба вміти: 
1. Визначати поняття: дво-
вимірні інтегральний та дифе-
ренціальний закони розподілу 
ймовірностей, елемент ймовір-
ностей на площині. 
2. За інтегральним двовимі-
рним законом розподілу визна-
чати диференціальний та на-
впаки. 
3. Визначати закони розпо-
ділу першого порядку за відпо-
відними двовимірними законами 
розподілу.  
 Слід запам’ятати: 
1. Визначення понять: дво-
вимірні інтегральний та дифере-
нціальний закони розподілу 
ймовірностей, елемент ймовір-
ностей на площині. 
2. Основні властивості інте-
грального та диференціального 
двовимірних законів розподілу 
ймовірностей. 
3. Геометричну інтерпрета-
цію інтегрального та диференці-
ального двовимірних законів ро-
зподілу ймовірностей. 
4. Зв’язок між інтегральним і 
диференціальним двовимірними 
законами розподілу ймовірнос-
тей. 
5. Двовимірні функція щіль-
ності та розподілу ймовірностей 
статистично незалежних випад-
кових величин дорівнює добутку 
одновимірних. 
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6.2.3 Багатовимірні закони розподілу 
ймовірностей 
Інформація, яку можна отримати з одновимірних законів роз-
поділу, є недостатньою, для того щоб охарактеризувати розвиток 
випадкового процесу в часі. Тільки при збільшенні кількості перері-
зів, а отже, кількості випадкових величин, можливо досягти повнішо-
го опису. Тоді йдеться про n-вимірні (n>2) або багатовимірні закони 
розподілу ймовірностей як інтегральний, так і диференціальний. 
Інтегральний n-вимірний закон розподілу. Припустімо, що 
випадковий процес X(t) на інтервалі Т характеризується системою 
випадкових величин )(,)(,)( 21 ttt nXXX  , визначених відповідно в 
моменти часу ttt n,,, 21  . 
Очевидно, що випадковий процес буде повністю визначеним, 
якщо для будь-якого довільного набору значень (рівнів) 
XXX n,, 21  можливо обчислити ймовірність того, що всі реаліза-
ції процесу X(t) в моменти часу ttt n,,, 21   набудуть значень, які не 
перевищують відповідно рівнів XXX n,, 21 : 
),,,;,,,( 2121 tttXXXF nnn  ))(;)(;)(( 2211 nn XXXXXXP ttt  . 
Останнє співвідношення описує інтегральний 
багатовимірний закон розподілу ймовірностей випадкового про-
цесу, а функція ),,,;,,,( 2121 tttXXXF nnn   називається n-
вимірною функцією розподілу ймовірностей випадкового про-
цесу X(t). Аргументи цієї функції є XXX n,, 21 , а ttt n,,, 21   є її пара-
метрами. 
Вважають, що будь-який випадковий процес є повністю зада-
ним, якщо для будь-якого n та довільних моментів ttt n,,, 21   мож-
ливо найти функцію розподілу ),,,;,,,( 2121 tttXXXF nnn  . 
Властивості функції розподілу ),,,;,,,( 2121 tttXXXF nnn   
є природнім узагальненням властивостей двовимірної функції 
розподілу ймовірностей ),;,( 112 ttXXF kkkk : 
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 є невипадковою функцією її аргументів XXX n,, 21 ; 
 ),,,;,,,( 2121 tttXXXF nnn  =0, якщо хоча б один (або всі) 
з її аргументів приймає значення : 
),,,,( 31 XXXF nn  ),,,( 2 XXF nn  ),,,( F n ; 
 1),,,( F n  за умови, що всі її аргументи набувають 
значення + . 
 є неспадаючою функцією по кожному з аргументів: 
якщо),,,,(),,,(
якщо),,,,(),,,(
якщо),,,,(),,,(
2121
2121
2121
XXXFXXXF
XXXFXXXF
XXXFXXXF
nnnn
nnnn
nnnn



.
;
;
22
11
XX
XX
XX
nn
 
 задовольняє умову узгодженості: 
nmXXXFXXXF mnmm ),,,,,,,(),,,( 2121  .  
 Диференціальний n-вимірний закон розподілу ймовірнос-
тей (функція щільності ймовірностей). Функція розподілу ймовір-
ностей ),,,;,,,( 2121 tttXXXF nnn   визначає сумісну ймовір-
ність подій, пов’язаних із тим, що випадкові величини 
)(...,),(),( 21 ntXtXtX  в моменти ttt n,,, 21   не перевищать відпо-
відно рівнів XXX n,,, 21  . 
Очевидно, ймовірність того, що зазначені випадкові величини в 
моменти часу ttt n,,, 21   набудуть значень відповідно із інтервалів 
],[ 111 XXX d , ],[ 222 XXX d , …, ],[ XXX nnn d  визначається та-
кою величиною: XXXtttXXXp nnnn ddd  212121 ),,,;,,,( , де 
функцію ),,,;,,,( 2121 tttXXXp nnn   називають диференці-
альним багатовимірним законом розподілу ймовірностей або 
функцією щільності ймовірностей n-го порядку. 
Якщо існують частинні похідні від n-вимірної функції розподілу 
для всіх X i , то n-вимірну щільність ймовірностей можна обчислити 
за такою формулою: 
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),,,;,,,( 2111 tttXXXp nnn 
XXX
tttXXXF
n
nnn
n


21
2121 ),,,;,,,(
. 
Тоді n-вимірна функція розподілу ймовірностей 
),,,;,,,( 2121 tttXXXF nnn   
1 2
...)...,,,;...,,,(.... 212121
X X X
nnnn
n
dddtttp . 
Як і двовимірна, n-вимірна функція щільності ймовірностей 
),,,;,,,( 2121 tttXXXp nnn   є невід’ємною, а також задоволь-
няє умови нормування, симетрії та узгодженості. Остання дає змогу 
на основі n-вимірного диференціального закону розподілу обчислити 
r-вимірний (r<n) в перерізах ttt n,,, 21   інтегруванням (n-r) - го по-
рядку за всіма "зайвими" аргументами, номери яких перевищують r 
(r+1, r+2, …, n): 
XXttXXpttXXp nrnnrrrr dd  11111 ),,;,,(),,;,,( . 
                                                 (n-r) 
Зокрема, одновимірна щільність ймовірностей ),(
1 tXp kk  випад-
кового процесу чи сигналу Х(t) може бути обчислена (а не навпаки) 
шляхом (n-1)-кратного інтегрування багатовимірного диференціаль-
ного закону за всіма змінними, за винятком X k : 
1
),,;,,();( 1121111
n
ddddd XXXXXttXXptXp nkknnnkk  . 
На практиці описи багатовимірних законів розподілу спрощу-
ють.  
Так, у разі, якщо випадкові величини )(t kX  (1 nk ) є статис-
тично незалежними, то n-вимірна функція щільності ймовірностей 
може бути обчислена як добуток одновимірних: 
),,,;,,,( 2121 tttXXXp nnn  = );( 111 tXp );( 221 tXp );(1 tXp nn . 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Багатовимірні закони роз-
поділу ймовірностей описують 
випадковий процес відносно су-
купності перерізів. 
2. Випадковий процес є по-
вністю заданим, якщо для нього 
можна вказати багатовимірну 
функцію розподілу чи функцію 
щільності ймовірностей.  
3. Для системи з n статис-
тично незалежних випадкових 
величин n-вимірні функція 
щільності та розподілу ймовір-
ностей дорівнює добуткові від-
повідних одновимірних функцій. 
 Слід запам’ятати: 
1. Визначення понять: n-
вимірні (багатовимірні) інтегра-
льний та диференціальний зако-
ни розподілу ймовірностей.  
2. Основні властивості інте-
грального та диференціального 
багатовимірних законів розподі-
лу ймовірностей. 
3. Зв’язок між інтегральним і 
диференціальним багатовимір-
ними законами розподілу 
ймовірностей. 
 Треба вміти: 
1. Визначати поняття: n-вимірні інтегральний та диференціаль-
ний закони розподілу ймовірностей. 
2. За багатовимірним інтегральним законом розподілу ймовір-
ностей визначати диференціальний та навпаки. 
3. Визначати закони розподілу ймовірностей менших порядків 
за відповідними законами розподілу більших порядків. 
 
 
6.3 Характеристична функція 
Пряме перетворення Фур’є від функції щільності ймовірностей 
у математичній статистиці називають характеристичною функці-
єю відповідного порядку. Так, пряме перетворення Фур’є від одно-
вимірної функції щільності ймовірностей ),(
1 tXp kk  називають одно-
вимірною характеристичною функцією першого порядку: 
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     .),(),()(),( 1111 kkk
Xjv
kkkkk tjvdXetXpjvtjv
kk  (6.27) 
Двовимірному диференціальному закону ),;,( 112 ttXXp kkkk  
відповідає характеристична функція другого порядку 
       
.)exp(
),;,(),;,(
1
112111
11 XXXvXv
ttXXpttvv
kkkk
kkkkkkkk
ddjj
jj
kk
  (6.28) 
Багатовимірна характеристична функція (n-вимірна, функція 
n-го порядку) пов’язана з відповідною функцією щільності ймовірнос-
тей прямим перетворенням Фур’є: 
.)exp(
),,,;,,,(),,,;,,,(
12211
21212121
XXXvXX
tttXXXptttvv
nnn
nnn
n
nnn
ddjjvjv
jjj

   
Зворотне перетворення Фур'є від характеристичної функції n-го 
порядку дає n-вимірний диференціальний закон розподілу ймовірно-
стей: 
n
n
k
kknn
nn
nnn ddvjvjvj XttXXp   1
1
111
)exp(),,(
)2(
1),,;,,( . 
► Приклад. Обчислити функцію щільності ймовірностей та ха-
рактеристичну функцію для випадкового процесу з інтегральним зако-
ном розподілу ймовірностей )()1(),(1 kkk Xe
X ktXF . 
Для заданого інтегрального закону функція щільності ймовірностей 
X kedXdFtXp kkk /),( 11 , kX0 . 
Тоді характеристична функція першого порядку 
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Наведені формули для визначення характеристичних функцій є 
справедливими як для неперервних, так і дискретних чи змішаних 
процесів. Водночас, для дискретних процесів подання диференціа-
льних законів розподілу через дельта функції дає змогу перейти від 
операції інтегрування при обчисленні характеристичних функцій до 
операції додавання. Зокрема, одновимірна характеристична функція 
першого порядку може бути обчислена за такою формулою: 
                                  ,)(),(
1
1
sk Xjv
m
s
skk eXPXjv                       (6.29) 
де sX  - можливі дискретні значення випадкового процесу чи сигналу 
)(tX  в момент часу 
kt ; )( sXP  - ймовірностей прийняття цих значень. 
 
► Приклад. Каналом зв’язку, що знаходиться під дією завад, 
передається кодова комбінація з двох імпульсів. У результаті 
незалежної дії кожний імпульс придушується завадою з ймовірністю р. 
Визначити характеристичну функцію, що визначає число придушених 
завадою імпульсів. 
Число придушених імпульсів – дискретна випадкова величина, мож-
ливі значення якої є такими: .2,1,0 321 XXX  
Ймовірності кожного цих значень обчислимо за відомою із теорії 
ймовірностей формулою: 
                                     
knkk
nns qpCkPXP )()( ,                           (6.30) 
де pq 1 ; n  - число незалежних дослідів (у нас –це число імпульсів у 
кодовій комбінації); k -  число, яке визначає скільки разів здійсниться ві-
дповідна подія в серії із n незалежних дослідів (число імпульсів, яке по-
давляється завадою: 0, 1, 2); knC  - число сполучень із n  величин по k .  
Відомо, що  
                                            )!(!
!
knk
n
C kn
.                                        (6.31) 
Згідно з (1.30) і (1.31) отримаємо такі значення для ймовірностей: 
;)1()0( 2pP  );1(2)1( ppP  .)2( 2pP  Тоді згідно з (6.29) характери-
стична функція  
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Зважаючи на те, що характеристичні функції є прямим перет-
воренням Фур’є відповідної функції щільності ймовірностей, для неї 
виконується умова симетрії, а умови нормування та узгодженості 
подаються у такій формі: 
 умова нормування: 1)0,,0( jn ; 
 умова узгодженості: 
.)exp(),;,,(
),,;0...0;,,(),,;,,(
11111
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XXXXttXXp
tttt
mmmnnn
m
mmnmmm
ddjvjv
jvjvjvjv
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

 
     (m<n) 
 
 Характеристична функція n-го порядку для сукупності з 
n статистично незалежних випадкових величин 
визначається добутком одновимірних характеристич-
них функцій кожної випадкової величини: 
)(),,,;,,,(
1
12121
n
s
ssnnn tjvjvjvjv ttt   
Дійсно, за означенням: 
.)exp(
),,;,,(),,;,,(
12211
1111
XXXvXvXv
ttXXpttv
nnn
nnn
n
nnn
ddjjj
jjv

   
Відомо, що сумісна багатовимірна щільність ймовірностей 
),,,;,,,( 2121 tttXXXp nnn   статистично незалежних випадкових 
величин дорівнює добуткові одновимірних функцій щільності 
ймовірностей кожної з них. Тоді  
),;,;,( 2211 nnn tjvtjvtjv   
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n
Xjv
nn
XjvXjv
dXetXpdXetXpdXetXp nn),(...),(),( 122211111
2211  
),(1221111 ),(),( nn tjvtjvtjv  . 
Справедливим є і зворотне твердження. 
► Приклад. Характеристична функція випадкового процесу з нор-
мальним законом розподілу ймовірностей. 
Для нормального закону з нульовим математичним очікуванням ха-
рактеристична функція  
                        .
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X
X
k dXeejv
kkX
k
             (6.32) 
Обчислення інтегралів подібного типу здійснюється з використанням 
доповнення показника експоненти до повного квадрата: 
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  (6.33) 
Введемо нову змінну XkXkk jvXZ )/( . 
Тоді kXk dXdZ )2/1( , а згідно з (1.32) та (1.33) 
    ,
2
1
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2
2
22222
у22
у
22
у
1
V
k
XkkXk
vv
k
Zv
k eedZeejv  (6.34) 
де враховано, що значення інтеграла дорівнює одиниці, а VX /1 . 
 За нормального закону розподілу характеристична функція від-
носно kv  має таку ж форму, що і функція щільності ймовірнос-
тей відносно kX . 
Відповідно до цього про відхилення будь-якого закону розподілу 
ймовірностей від нормального можна судити по тому, наскільки харак-
теристична функція, що йому відповідає, відрізняється від (6.34).  
                                                                                                        ◙ 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Обчислення характерис-
тичних функцій для дискретних 
процесів і сигналів зводиться до 
операцій додавання.  
2. Характеристична функція 
n-го порядку для сукупності з n 
статистично незалежних випад-
кових величин визначається до-
бутком одновимірних характери-
стичних функцій кожної випадко-
вої величини. 
3. Для нормального закону 
розподілу характеристична фун-
кція має таку саму форму, що і 
функція щільності ймовірностей. 
4. Для дискретних процесів 
подання диференціальних 
законів розподілу через дельта 
функції дає змогу перейти від 
операції інтегрування при 
обчисленні характеристичних 
функцій до операції додавання. 
Слід запам’ятати: 
1. Визначення понять: харак-
теристична функція першого, 
другого та n-го порядку.  
2. Умови, які задовольняє ха-
рактеристична функція: 
1)0,,0( jn  - умова нор-
мування; 
mm
nnn
m
mmn
mmm
dXdXXjXj
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- умова узгодженості. 
3. Характеристична функція n-
го порядку для сукупності з n ста-
тистично незалежних випадкових 
величин визначається добутком 
одновимірних характеристичних 
функцій кожної випадкової вели-
чини. 
 Треба вміти: 
1. Дати визначення поняття «характеристична функція першо-
го, другого та n порядку».  
2. Визначати характеристичну функцію для різних законів роз-
поділу неперервних, дискретних та змішаних випадкових процесів. 
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6.4 Визначення законів розподілу ймовірностей 
 за характеристичними функціями 
Визначення законів розподілу за характеристичними функціями 
будемо називати методом характеристичних функцій.  
Відомо, що для процесу )(tY  відповідно до (6.27) його характе-
ристична функція першого порядку  
k
Yj
kkYkkY dYetYptj
kk),(),( 11  
є середньостатистичним значенням експоненти )exp( kkYjv . Якщо 
))(()( tXftY , то, незалежно від характеру функціонального 
зв’язку, відповідно до властивостей середньостатистичного значен-
ня 
.),(),(
)(
11 k
Xfj
kkXkkY dXetXptj
kk  
Отже, обчисливши на основі заданих ),(1 kkX tXp  та 
)( kk XfY  одновимірну характеристичну функцію ),(1 kkY tjv  та 
застосувавши до неї зворотне перетворення Фур’є, отримаємо од-
новимірну функцію щільності ймовірностей ),(1 kkY tYp . 
Використання багатовимірних характеристичних функцій дає 
змогу достатньо легко знаходити і багатовимірні функції щільності 
ймовірностей. 
►Приклад. Розглянемо процес )()()( tYtXtZ , який є сумою двох 
процесів. У кожному з перерізів kt  (k=1,2,…, n) будемо вважати )( ktX  
та )( ktY  статистично незалежними величинами. Обчислимо характе-
ристичну функцію першого порядку процесу Z(t) та функцію щільності 
ймовірностей ),(1 kkZ tZp , за умови, що закони розподілу складових 
процесів відомі. 
Для процесу )()()( tYtXtZ  характеристична функція 
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Відомо, що за умови статистичної незалежності, а отже, 
некорельованості об’єктів середнє значення добутку дорівнює добуткові 
середніх значень співмножників: 
.kkkkkkkk
YjXjYjXj
eeee  
Однак, kkXje = ),(1 kkx tj , а 
kkYje = ),(1 kky tj . Тому 
),(1 kkZ tj = ),(1 kkX tj ),(1 kkY tj . 
 Характеристична функція суми процесів, незалежних (або неко-
рельованих) у співпадаючі моменти часу, є добутком 
одновимірних характеристичних функцій її складових. 
Обчисливши зворотне перетворення Фур’є від характеристичної 
функції ),(1 kkZ tj , дістанемо функцію щільності ймовірностей 
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 Одновимірна функція щільності ймовірностей суми двох неза-
лежних (некорельованих) процесів дорівнює згортці функцій 
щільності ймовірностей її складових. 
                                                                                                                   ◙ 
►Приклад. Визначити методом характеристичних функцій 
функцію щільності ймовірностей процесу, що є різницею двох стати-
стично незалежних процесів. 
Різниці статистично-незалежних процесів )()()( tYtXtZ  із 
відомими законами розподілу ймовірностей складових відповідає харак-
теристична функція ).,(),(),( 111 kkYkkXkkZ tjvtjvtjv  
Тоді за методом характеристичних функцій функція щільності 
ймовірностей  
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                                                                                                                         ◙ 
 
Особлива форма визначення характеристичних функцій через 
перетворення Фур’є дає змогу використовувати всі його властивості, 
зокрема і такі: 
 добуткові характеристичних функцій відповідає згортка 
їхніх перетворень Фур’є;  
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 згортці характеристичних функцій відповідає добуток їх 
інтегральних перетворень Фур’є.  
 
►Приклад. Обчислити одновимірну функцію щільності ймовірно-
стей процесу )(tZ , що є сумою статистично-незалежних процесів X(t) 
та Y(t) із одновимірними законами розподілу відповідно ),(1 kkX tXp  
та ),(1 kkY tYp .  
Функція щільності ймовірностейй суми двох випадкових величин 
визначається згорткою функцій щільності ймовірностей кожної випад-
кової складової: 
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Відомо, що з точністю до знака пряме перетворення Фур’є від функ-
ції щільності ймовірностей дає характеристичну функцію. Відповідно до 
властивостей перетворення Фур’є згортці у часовій області в частотній 
відповідає операція добутку: ),(1 kkZ tjv  
),(),( 11 kkYkkX tjvtjv . 
Застосувавши зворотне перетворення Фур’є до функції 
),(1 kkZ tjv , дістанемо знайдемо функцію щільності ймовірностей 
),(1 kkZ tZp . 
Припустимо, що процес X(t) описується одновимірним рівномірним 
законом розподілу  
0
1
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, 
а процес Y(t) – експоненціальним 
,0
,
),(1
kY
kkY
e
tYp                  
0
0
k
k
Y
Y
. 
Тоді характеристичні функції першого порядку є такими: 
- для процесу X(t) 
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- для процесу Y(t)  
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- для процесу Z(t) 
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Рисунок 6.17 - Графічна ілюстрація визначення функції щільності ймовірно-
стей суми процесів через згортку. 
 
Функція щільності ймовірностей, що відповідає характеристичній 
функції процесу Z(t),  
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Згортка функцій щільності ймовірностей ),(1 kkX tXp  та 
),(1 kkY tXZp  дає такий самий результат, що підтверджується графіч-
ною ілюстрацією, зображеною на рис. 6.17. 
                                                                                                        ◙ 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Сутність методу характе-
ристичних функцій. 
2. Особлива форма визна-
чення характеристичних функ-
цій через перетворення Фур’є 
ддає змогу при її обчисленні 
використовувати всі його влас-
тивості.  
 Треба вміти: 
1. Визначати закони розпо-
ділу ймовірностей різних про-
цесів за характеристичними 
функціями. 
Слід запам’ятати: 
1. Характеристична функція 
суми статистично незалежних 
(або некорельованих) у співпада-
ючі моменти часу процесів дорів-
нює добуткові характеристичних 
функцій складових. 
2. Одновимірна функція щіль-
ності ймовірностей суми двох ста-
тистично незалежних (некорельо-
ваних) процесів дорівнює згортці 
одновимірних функцій щільності 
ймовірностей її складових. 
3. Добуткові (згортці) характе-
ристичних функцій відповідає зго-
ртка (добуток) перетворень Фур’є 
від них. 
 
 
6.5 Перетворення змінних під час  
обчислення законів розподілу 
Припустімо, що ),(1 kkX tXp  є заданою одновимірна функція 
щільності ймовірностей випадкового процесу )(tX  в перерізі kt . Бу-
демо вважати, що кожна випадкова величина )( ktY  процесу )(tY  ви-
значається відповідною випадковою величиною )( ktX  процесу  )(tX  
для будь-якого kt  за законом  
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                                               )),(()( ttXftY .                             (6.35) 
Будемо вважати також справедливим і єдине зворотне співвід-
ношення: 
                                            ).),(()( ttYgtX                                   (6.36) 
 
 
 
 
 
 
 
 
 
 
Рисунок 6.18 - Приклади однозначного (а, б) та неоднозначного 
функціонального зв’язку. 
Відповідно до (6.35) – (6.36) кожному значенню функцій )(tY  ві-
дповідає єдине значення )(tX  і навпаки. Кажуть, що між процесами 
)(tX  та )(tY  має місце взаємно-однозначна відповідність (однознач-
ний зв’язок, див. рис 6.18, а і б). На рис. 6.18, в відображена ситуа-
ція, коли окремому значенню kY  відповідає декілька значень аргуме-
нту kX . У цьому разі йдеться про неоднозначний зв’язок між проце-
сами. 
Однозначний зв’язок. Розглянемо довільний переріз у точці 
kt . Очевидно, що ймовірність потрапляння всіх реалізацій процесу 
)(tX  в інтервал kdX  дорівнює kkkX dXtXp ),(1 , а відповідна ймовір-
ність для )(tY  та інтервалу kdY дорівнює kkkY dYtYp ),(1 . Ці події, ви-
ходячи з (6.35) і (6.36), рівноймовірні. Тоді 
kkkX dXtXp ),(1 = kkkY dYtYp ),(1 , а 
),(1 kkY tYp =
k
k
kkX
dY
dX
tXp ),(1 = ,
)),((
)),,((1
ktt
k
kkkX
dY
ttYdg
ttYgp (6.37)
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де 
dY
dg
 - похідна функції, зворотної до f , а 
kdY
ttYdg )),((
 - її абсолют-
не значення для забезпечення невід’ємності функції ),(1 kkY tYp . 
Таким чином, щоб обчислити одновимірну функцію щільності 
ймовірностей ),(1 kkY tYp  процесу )(tY  за заданою функцією щільно-
сті ймовірностей ),(1 kkX tXp  процесу )(tX  з взаємно-однозначним 
зв’язком (6.35) потрібно: 
 за прямим функціональним законом (6.35) визначити зво-
ротний (6.36); 
 у формулі, що описує функцію щільності ймовірностей 
),(1 kkX tXp , замінити змінну kX  на ),( kk tYg ; 
 обчислити похідну зворотної функції ),( kk tYg  за змінною 
kY ; 
 обчислити добуток результатів другого та третього етапів. 
 
►Приклад. Припустімо, що між процесами Х(t) та )(tY  має місце 
лінійна залежність: btaXtY )()(  де a, b – скаляри, що є характерним, 
наприклад, для підсилювачів у квазілінійному режимі його роботи.  
Будемо вважати, що в будь-якому перерізі kt  процес Х(t) визначаєть-
ся випадковою величиною )( ktX  з гаусовим законом розподілу (6.9). 
Обчислимо одновимірну функцію щільності ймовірностей ),(1 kkY tYp . 
У подальшому для скорочення записів параметр kt  будемо опускати. 
Зворотна функція  
.),(
a
bY
tYg kkk  
Підставивши ),( kk tYg  у (6.9), дістанемо: 
)(2
))(),((
1
2
2
)(2
1
)),,(( kX
kXkk
t
tmtYg
kX
kkkX e
t
ttYgp . 
Похідна від зворотної функції 
.
1
),(
a
tYg kk  
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Остаточно,  
,
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2
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де 222; XYXY abamm  - відповідно математичне очікування та 
дисперсія процесу Y(t) в перерізі kt , як лінійного перетворення процесу 
Х(t).  
Отже, закон розподілу процесу Y(t) також є гаусовим із відповідними 
значеннями Ym  та 
2
Y . 
                                                                                                                   ◙ 
 
►Приклад Випадковий процес X(t) задовольняє одновимірному за-
кону розподілу Релєя:  
                       k
X
k
kkX Xe
X
tXp
k
0;),( 21
2
.                     (6.38) 
Визначити функцію щільності ймовірностей процесу )()( 2 tXtY . 
Для області визначення kX0  між процесами має місце одноз-
начний зв’язок, якому відповідає зворотна функціональна залежність 
)()( tYtX . 
Тоді для kY0  функція 
2
1 )),((
kY
k
kkX e
Y
tYgp , а похідна 
kk
k
YdY
dX
2
1
. 
Згідно з (6.37) для процесу Y(t) функція щільності ймовірностей  
            k
Y
k
Y
k
kkY Ye
Y
e
Y
tYp
kk
0,
2
1
2
1
),( 221 .        (6.39) 
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Отриманий результат відповідає так званому експоненціальному за-
кону розподілу, для якого математичне очікування 2)(tmX , а 
дисперсія .)2( 222 XX m  Експоненціальний закон та його узагальнен-
ня часто використовується для розв’зання технічних проблем, 
пов’язаних із визначенням надійності систем, часу очікування доступу 
користувачів в яку-небудь систему (канал телефоного, телеграфного 
зв’язку чи, наприклад, мережу Internet), кількості каналів системи 
зв’язку, потрібних для реагування на повідомлення користувачів, що на-
дходять у випадкові моменти часу та характеризуються довільною дов-
жиною. 
 
 
 
 
 
 
 
 
 
 
Рисунок 6.19 - Закони розподілу ймовірностей: 
а – закон Релєя;  б – експоненціальний односторонній закон. 
 
Зазначимо, що закон розподілу ймовірностей Релєя має велике прак-
тичне значення. Зокрема, щільність ймовірностей обвідних вузькосму-
гових випадкових напруг та струмів, розподілених за нормальним зако-
ном, задовольняє закону Релєя. Це вперше довів лорд Релєй у 1880 році 
під час дослідження обвідної суми гармонічних коливань різної частоти. 
Окрім того, цей закон достатньо точно описує розподіл попадань у 
мішень під час пристрілювання гармат, ракет иа іншої зброї. 
Графіки функцій )),((1 kkX tYgp  та ),(1 kkY tYp  зображені на       
рис. 6.19. 
                                                                                                                   ◙ 
 
Неоднозначний зв’язок. У цьому разі для визначення функцій 
щільності ймовірностей результуючих процесів застосовують метод 
характеристичних функцій, який вже розглядався у пункті 6.4 або 
модифікацію наведенного для однозначного зв’язку способу. 
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Модифікований підхід. Припустимо, що функціональний 
зв’язок  між процесами )(tY та )(tX  
є неоднозначним (див. рис. 6.20) і 
відображається функцією )(g . У 
цьому разі безпосереднє застосу-
вання формули (6.37) для обчис-
лення функції щільності ймовірнос-
тей процесу )(tX  є неможливим. 
Відповідно до (6.4) 
kkkYkkY dYtYdFtYp /),(),(1 , де ),( kkY tYF  відображає ймовірність 
того, що будь-яка реалізація процесу )(tY  в перерізі kt  набуває зна-
чення, не більше за kY . Така подія може відбутися, коли миттєві за-
чення процесу )(tX  будуть належати або інтервалу ],[ 21 kk XX , або 
],[ 43 kk XX , або ,],,[ 65 kk XX  або ],[ )1(ikki XX . Оскільки, 
ймовірність того, що )( ktY  не перевищить kY  дорівнює ймовірності 
названих подій, то відповідно до теореми додавання ймовірностей  
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Похідна від правої та лівої частин останього співвідношення 
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Якщо тепер врахувати, що за наявності неоднозначності похід-
ні 1,);( iirYg kr  на початку та кінці інтервалу ],[ 1,, ikik XX  проти-
лежного знаку, остаточно дістанемо: 
 
 
 
  
Y(t) 
 Yk 
 
     
     
        Xk1 Xk2  Xk3 Xk4          Xki  Xk(i+1)  X(t) 
Рисунок 6.20 – Неоднозначний 
зв’язок між процесами. 
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          (6.40) 
Таким чином, щоб обчислити одновимірну функцію щільності 
ймовірностей ),(1 kkY tYp  процесу )(tY  за заданою функцією щільно-
сті ймовірностей ),(1 kkX tXp  процесу )(tX  у разі неоднозначного 
функціонального зв’язку (6.35) між процесами потрібно: 
 за прямим функціональним законом (6.35) визначити зво-
ротний (6.36); 
 за зворотною функцією визначити всі інтервали неодно-
значності ],[ 1,, ikik XX  для прямого функціонального зв’язку 
(6.35);  
 у формулі, що описує функцію щільності ймовірностей за-
даного процесу ),(1 kkX tXp , замінити змінну kX  на зворотну 
функцію ),( kk tYg ; 
 визначити похідні від зворотної функції ),( kk tYg  за 
змінною kY  на кінцях інтервалів неоднозначності; 
 обчислити одновимірну функцію щільності ймовірностей 
),(1 kkY tYp  згідно з формулою (6.40).  
►Приклад. Визначити функцію щільності ймовірностей процесу 
)()( 2 tXtY , що є реакцією напівперіодного квадратичного детектора 
на випадкову дію Х(t). Закон розподілу ймовірностей дії є нормальним із 
нульовим математичним очікуванням та одиничною дисперсією: 
                                    .
2
1
),( 2
)(
1
2
kX
kkX etXp                           (6.41) 
Оскільки процес Y(t) не набуває від’ємних значень, то для kY <0 
0))(( kk YtYP  і 0),(1 kkY tYp . Відповідно до зворотного 
функціонального зв’язку )()( tYtX  будь-якому значенню 0kY  
332 
Глава 6  Імовірнісні характеристики випадкових процесів 
відповідає або + kY , або - kY . Таким чином, область допустимих  
миттєвих значень процесу Х(t) в перерізі kt  є такою: 
1,, ikkikkkk XXXYXY . 
Звичайно, що kki YYg )(1 , а kki YYg )( . Тоді згідно з (6.41) 
)())(( 111 kXkiX YpYgp =
2
)(
1
2
2
1
)(
kY
kX eYp ; 
)())(( 11 kxkiX YpYgp =
2
)(
1
2
2
1
)(
kY
kX eYp . 
Урахувавши, що на початку та в кінці інтервалу визначення 
k
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k
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Y
Yg
Y
Yg
2
1
)(,
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1
)(1 , 
згідно з (6.40) остаточно дістатнемо: 
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Функція щільності ймовірностей, що визначається (6.42), відповідає 
хи-квадратному закону розподілу. Математичне очікування та 
дисперсія такого закону подаються простими співвідношеннями: 
2,1 2YYm . Хи-квадратичний закон розподілу використовується для 
розв’язування завдань, пов’язаних із виявленням сигналів, зокрема, коли 
за сукупністю відліків досліджуваного процесу потрібно зробити висно-
вок про наявність чи відсутність сигналу на фоні завад. 
                                                                                                                         ◙ 
►Приклад. Випадковий сигнал є 
гармонічною напругою 
))(cos()( 0 ttUtU m (див. рис. 6.21) 
із рівномірно розподіленою випадковою 
фазою: 20,2/1);(1 kkk tp  
Визначити закон розподілу 
ймовірностей ),(1 kkU tUp  для 
  
  
  U 
  Uk 
 
   1                           2     )(t  
 
 
Рисунок 6.21 - Гармонічний  
сигнал із випадковою 
рівномірною початковою фазою. 
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миттєвих значень напруги. 
Оскільки ))(cos()( 0 ttUtU m = )(cos tUm , тоді 
]/)([arccos)( mUtUt . Згідно з рис. 6.21 на інтервалі ]2,0[  одному 
значенню kU  відповідає два значення  випадкової фази 1 та 2 . При-
чому 121 ),/arccos( mk UU . 
На кінцях зазначеного інтервалу  
ik
m
k
ki X
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U
Yg ,1 arccos)( , 
m
k
ikki
U
U
XYg arccos)( 1,1 , 
а похідні від таких функцій 
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Відповідно до рівномірного закону розподілу ))((ш1 ki Ygp  
2/1))(( 1ш1 ki Ygp . 
Остаточно згідно з (6.40) 
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tUp  
що в точності збігається з раніше отриманим результатом і відповідає 
синусоїдальному закону розподілу. 
                                                                                                                         ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Певному значенню одного 
процесу у разі однозначного 
функціонального зв’язку між 
Слід запам’ятати: 
1. Визначення понять: одно-
значний та неоднозначний 
зв’язок між процесами. 
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процесами відповідає єдине 
значення іншого та декілька 
значень – у разі неоднозначного 
зв’язку. 
2. Суть методу визначення 
одновимірної функції щільності 
ймовірностей певного процесу 
за одновимірною функцією 
щіль-ності ймовірностей іншого 
у разі однозначного та неодно-
знач-ного зв’язку між процеса-
ми. 
2. Алгоритм обчислення од-
новимірної функції щільності 
ймовірностей певного процесу 
за одновимірною функцією 
щільності ймовірностей іншого у 
разі однозначного та неодно-
значного зв’язку між процесами. 
3. Області практичного за-
стосування експонентціаль-
ного, хи-квадратного законів ро-
зподілу ймовірностей та закону 
розподілу Релєя. 
 Треба вміти: 
1. Визначати поняття: однозначний та неоднозначний зв’язок між 
процесами. 
2. Сформулювати алгоритми обчислення одновимірної функції 
щільності ймовірностей певного процесу за одновимірною функцією 
ймовірностей іншого у разі однозначного та неоднозначного зв’язку 
між процесами. 
3. Розв’язувати задачі на визначення одновимірних законів роз-
поділу ймовірностей одних процесів за законами розподілу інших у 
разі однозначного та неоднозначного зв’язку між процесами. 
 
 
6.6 Завдання для поточного 
тестування  
 
6.6.1 Питання для поточного  
контролю 
 Що таке випадковий процесс? 
 Чим випадковий процес відрізняється від детермінованого? 
 Дайте визначення випадкової функції. 
 Як називають певні реалізації випадкового процесу? 
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 Що таке математична модель випадкового процесу. 
 Назвіть особливості неперервних, дискретних та змішаних 
випадкових процесів. 
 Що таке переріз випадкового процесу? 
 Дайте визначення одновимірного інтегрального закону роз-
поділу ймовірностей. 
 Назвіть основні властивості одновимірної функції розподілу 
ймовірностей. 
 Які події описують такі  співвідношення: а) 
;0),(1 kk tXF  б) 1),(1 kk tXF ? 
 Особливості графічного зображення та аналітичного опису 
одновимірного інтегрального закону розподілу ймовірностей непе-
рервних, дискретних та змішаних процесів. 
 Яких значень набуває функція розподілу ймовірностей? 
  Дайте визначення одновимірного диференціального закону 
розподілу ймовірностей. 
 Що таке елемент ймовірності на прямій? 
 Особливості графічного подання та аналітичного опису од-
новимірного диференціального закону розподілу ймовірностей не-
перервних, дискретних та змішаних процесів. 
 Запишіть співвідношення, які описують взаємозв’язок між 
одновимірними інтегральним та диференціальним законами розпо-
ділу ймовірностей. 
 Назвіть основні властивості одновимірного диференціально-
го закону розподілу ймовірностей. 
 Обчисліть інтеграл kkk dXtXp ),(1 . 
 Запишіть формулу для обчислення значень випадкової ве-
личини, які потрапляють в інтервал ],[ ba . 
 Як можна визначити значення одновимірної функції розподі-
лу ймовірностей ),(1 kk tXF  за графіком функції щільності ймовірнос-
тей ),(1 kk tXp ? 
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 Чому дорівнює площа, обмежена графіком одновимірної 
функції щільності ймовірностей та віссю абсцис? 
 Запишіть вирази, які описують закон розподілу Лапласа та 
нормальний закон. 
 Наведіть графічне зображення одновимірних диференціа-
льного та інтегрального нормального закону розподілу. 
 Назвіть фактори, які визначають особливу значущість нор-
мального закону розподілу. 
 Сформулюйте результат, який визначає центральна гранич-
ну теорема. 
 Законом розподілу якого виду описуються випадкові проце-
си, що є результатом лінійних перетворень над процесами, підпо-
рядкованими нормальному закону розподілу ймовірностей? 
 Сформулюйте результат, який визначає правило трьох 
сигм. 
 Що таке дво- та n-вимірний інтегральний закони розподілу 
ймовірностей? 
 Дайте визначення дво- та n- вимірного інтегрального та ди-
ференціального законів розподілу ймовірностей. 
  Наведіть графічну інтерпретацію двовимірних інтегрального 
та диференціального законів розподілу ймовірностей.  
 Що таке елемент ймовірностей на площині? 
 Запишіть співвідношення, які описують взаємозв’язок між 
двовимірними інтегральним та диференціальним законами розподі-
лу ймовірностей. 
 Назвіть основні властивості дво- та n- вимірного інтеграль-
ного та диференціального законів розподілу ймовірностей. 
 Як за двовимірною функцією щільності ймовірностей 
),,,( 112 kkkk ttXXp  визначити одновимірну ),(1 kk tXp ?  
 Який результат визначає таке співвідношення: 
);();();(),,,;,,,( 12211122121 nnnnn tXptXptXptttXXXp  ? 
 Дайте визначння характеристичної функції першого, другого 
та n--порядків. 
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 Властивості характеристичної функції. 
 Чому дорівнює початкове значення характеристичної функ-
ції? 
 Запишіть співвідношення, що описує умову узгодженості 
для дво- та n- вимірного інтегрального та диференціального законів 
розподілу ймовірностей. 
 Запишіть формулу для обчислення характеристичної функ-
ції першого порядку дискретних випадкових процесів. 
 Про що свідчить наступне співвідношення: 
);();();(),,,( 122111121 nnnn tjvtjvtjvjvjvjv  ? 
 Який вид має характеристична функція випадкового проце-
су з нормальним законом розподілу? 
 У чому полягає суть методу характеристичних функцій? 
 Взаємозв’язок диференціального закону розподілу з харак-
теристичною функцією 
 Довести, що добуткові двох характеристичних функцій од-
накових порядків згортка інтегральних перетворень Фур’є співмнож-
никків. 
 Довести, що одновимірна функція щільності ймовірностей 
суми (різниці)  двох статистично незалежних випадкових процесів 
визначається згорткою одновимірних функцій щільності ймовірнос-
тей складових. 
 Дайте визначення однозначного та неоднозначного функціо-
нального зв’язків між двома випадковими процесами. 
 Наведіть приклади графічної ілюстрації однозначного та не-
однозначного функціонального зв’язків між двома процесами. 
 У чому полягає суть методу визначення одновимірної функції 
щільності ймовірностей певного процесу за одновимірною функцією 
щільності ймовірностей іншого у разі однозначного та неоднознач-
ного зв’язку між процесами. 
 Сформулюйте алгоритми обчислення одновимірної функції 
щільності ймовірностей певного процесу за одновимірною функцією 
ймовірностей іншого у разі однозначного та неоднозначного зв’язку 
між процесами. 
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 Назвіть області практичного застосування законів розподілу 
ймовірностей Релєя, експоненціального та хи-квадратного. 
 
 
6.6.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Визначити максимальне значення одновимірної функції 
щільності ймовірностей з областю визначення [a, b] у разі: а) рівно-
мірного закону розподілу; б) трикутного закону розподілу. 
2. Область значень випадкової величини )( ktX  задовольняє 
нерівність  У відкритому інтервалі (-1, 1) вона розпо-
ділена рівномірно, а значення −1 та 1 набуває з ймовірністю 0,25. 
Потрібно: а) визначити функцію розподілу ймовірностей )(1 kXF  та 
побудувати її графік; б) обчислити ймовірність )2/1)(2/1( ktXP   
3. Двовимірна функція розподілу ймовірностей  
 
Визначити, чи є випадкові величини )( ktX  і )( ktY  незалежни-
ми. 
4. Функція розподілу 
 
; . 
Визначити: а) функції щільності ймовірностей 
 б) чи є система випадкових величин зале-
жною? 
5. Випадковий процес описується тривимірною функцією ро-
зподілу ймовірностей. ),,;,,( 3213213 tttXXXF . Визначити а) );( 111 tXF ; 
б) ),;,( 32322 ttXXF ; в) ),,( 323 XXF , ),,( 313 XXF , ),,( 213 XXF . 
6. Визначити функцію щільності ймовірностей ),(1 kk tYp  ви-
падкового процесу , де ω – невипадкова куто-
ва частота; α і β – незалежні нормально розподілені випадкові вели-
чини з нульовими середніми статистичними значеннями 
(  та однаковими дисперсіями  
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7. Процес )(tX  в перерізі kt  визначається дискретною вели-
чиною )( ktX , ряд розподілу ймовірностей якої є таким: 
 -2 -1 0 1 2 
 0,1 0,2 0,3 0,3 0,4 
Потрібно: а) визначити та побудувати графіки функції щільності 
ймовірностей та функції розподілу ймовірностей процесу 
.)()( tXtZ  
8. Визначити характеристичну функцію )(1 kY jv  випадкового 
процесу , де а, b – константи. Вважати заданою ха-
рактеристичну функцію )(1 kX jv процесу . 
9. Визначити одновимірну функцію щільності ймовірностей 
випадкового процесу ttX )( , де  та  - взаємно-незалежні 
випадкові величини, закони розподілу яких є )(1p  та )(1p  
відповідно. 
10. Визначити функцію щільності ймовірностей )(1 Rp R  
випадкової величини R, що є опором паралельного з’єднання двох 
резисторів, опір одного з яких 0R  є величиною детермінованою, а 
другого r - випадковою величиною з рівномірним законом розподілу 
на інтервалі ],[ 00 aRaR , де a - число. 
11. Одновимірна функція розподілу ймовірностей ),(1 kkX tXF  
процесу )(tX  має такий вигляд: 
,0
,5,05,0
,0
),(1 kkkX XtXF   
.1
;11
;1
k
k
k
X
X
X
 
Визначити: 1) функцію щільності ймовірностей ),(1 kkX tXp ; 2) 
ймовірність того, що а) 75,0kX ; б) 5,05,0 kX . 
12. Для функції щільності ймовірностей 
)exp(),(1 kkkX XbatXp  випадкового процесу )(tX  визначити 
зв’язок між величинами а та b.  
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13. Функція щільності ймовірностей випадкового процесу )(tX  
)]2()2([25,0),(1 kkkkX XXtXp . Визначити одновимірний 
диференціальний закон розподілу процесу )()( 2 tXtY . 
14. Функція розподілу ),(1 kkX tXF  процесу )(tX  має такий вид: 
,0
],1[
),(
)1(
1
kX
kkX
eA
tXF  
.1
;1
k
k
X
X
 
Визначити сталу величину A та функцію щільності ймовірнос-
тей ),(1 kkX tXp . 
15. Випадкові процеси )(tX  та )(tY  є статистично незалежни-
ми і характеризуються такими одновимірними диференціальними 
законами розподілу ймовірностей: )(),(1 k
X
kkX XetXp
k , 
)(3),(1 k
Y
kkY YetYp
k . Методом характеристичних функцій обчис-
лити функцію щільності ймовірностей ),(1 kkZ tZp  процесу 
)()()( tYtXtZ . 
16. Процес )(tX  описується одновимірним інтегральним зако-
ном розподілу ймовірностей  
,1
),cos1(
,0
),(1 kkkX bXAtXF    
.2
;22
;2
k
k
k
X
X
X
 
Обчислити значення А та b, одновимірний диференціальний 
закон розподілу ймовірностей ),(1 kkX tXp  та ймовірність того, що 
1kX .  
17. Напруга холостого ходу джерела напруги складає 18 В, а 
його внутрішній опір внR  є випадковою величиною з рівномірним за-
коном розподілу в інтервалі 4...16 Ом. Визначити опір навантаження, 
що відповідає максимальній розсіюваній в джерелі потужності. 
18. Одновимірний диференціальний закон розподілу ймовір-
ностей )1(),(
)1(
1 k
X
kkX XAetXp
k . Визначити значення A та 
ймовірність того, що 31 kX . 
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19. Характеристична функція ),(1 kkX tjv  випадкового процесу 
)(tX  визначається формулою )/( kjV , а процес )(tY  на 
інтервалі [-1,1] подається рівномірним законом розподілу ймовірнос-
тей. Визначити: а) одновимірну функцію щільності ймовірностей 
),(1 kkZ tZp  процесу )(2)()( tYtXtZ  у разі, що )(tX  та )(tY  є ста-
тистично незалежними; б) ймовірність того, що 1)(0 ktZ . 
20. Через резистор з опором 2 Ом протікає випадковий струм 
)(tI , функція щільності ймовірностей якого подається експоненціа-
льним законом розподілу )(),(1 k
I
kkI IetIp
k , де  = 2. Визна-
чити ймовірність того, розсіювана на резисторі перевищить потуж-
ність 20 Вт. 
21. Функції щільності ймовірностей процесів )(tX  та )(tY є та-
кими: )(),(),(
2
11 k
X
kkYkkX XAetYptXp
k . Визначити: а) зна-
чення величини А; б) ймовірність того, що значення величини 
)()(6)( kkk tYtXtZ  не перевищить 0,25. 
22. Вольт-амперна характеристика напівпровідникового діода 
подається рівнянням ]1)[exp(0 muIi , де 0I  = 10
9 A, m = 25. Ви-
значити одновимірну функцію щільності ймовірностей ),(1 kkI tIp , 
якщо випадкова напруга на діоді )(tU  підпорядкована рівномірному 
законом розподілу на інтервалі [0, 1] B. 
23. Випадкова величина )( ktX  є рівномірно розподіленою на 
інтервалі [0, 5]. Ймовірність того, що )( ktX  = 0 або )( ktX  = 3, 
дорівнює 0,3. Вихначити функцію розподілу ),(1 kkX tXF  та побудува-
ти її графік.  
24. Випадкова величина )( ktX  набуває таких значень: -1  
)( ktX  1. У відкритому інтервалі (-1, 1) вона розподілена рівномірно, 
а кожне із значень -1 та +1 набуває з  ймовірністю 0,25. Визначити 
знайти функцію розподілу ),(1 kk tXF  та побудувати її графік. 
25. Випадкові величини )( ktX  та )( ktY  пов’язані функціональ-
ною залежністю виду )3(6)( kk tXtY . Визначити інтегральний за-
кон розподілу ),(1 kk tYF , якщо )(),(
2
1 k
X
kkX tAetXp
k . 
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7  Часові характеристики випадкових 
процесів  
 
7.1 Загальна характеристика моментних 
 функцій 
Багатовимірні закони розподілу ймовірностей є найбільш пов-
ними характеристиками випадкових процесів. Однак їх практичне 
застосування пов’язане з рядом проблем, розв’язання яких не зав-
жди можливе. Перш за все йдеться про процеси, закони розподілу 
ймовірностей яких невідомі апріорі. З іншого боку, експерименталь-
не їх виявлення, особливо для великих значень n , є дуже трудоєм-
кою та складною процедурою. Водночас, хоча і менш детальні, але, 
зазвичай, задовільні з практичного погляду характеристики випадко-
вих процесів, можна отримати визначенням моментів випадкових 
величин )(,,)(,)( 21 tXtXtX n  на деякому заданому інтервалі T у 
відповідних перерізах цих процесів. Для випадкового процесу такі 
моменти визначаються як значеннями випадкової величини в кон-
кретному перерізі (миттєвими значеннями реалізацій випадкового 
процесу), так і значенням часової змінної.  
Отже, моменти випадкових процесів є функціями часу, назива-
ються моментними функціями часових аргументів і відносяться 
до часових характеристик випадкових процесів. 
Основу обчислення моментних функцій, як і моментів випадко-
вих величин, складає операція усереднення. Ми вже зустрічались 
на практиці з такою операцією під час визначення середніх значень 
детермінованих процесів як функцій часу, зокрема,  
- постійної складової періодичного процесу 
T
ds
T
S
0
перcp. )(
1
; 
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- середньої потужності процесу 
t
t
ds
tt
P
t
2
1
2
)(
1
lim 2
12
ср . 
У цьому разі оперують з невипадковою функцією часу та об-
числюють середні її значення. Така операція називається усеред-
ненням у часі. 
Операція усереднення окремої випадкової величини )(tX k , як 
сукупності миттєвих значень всіх реалізацій процесу )(tX  в перерізі 
tk , називається усередненням по ансамблю або статистичним 
усередненням. 
У теорії випадкових процесів розрізняють початкові та 
центральні моментні функції, для позначення яких використовують 
такі символи: M  – для початкової моментної функції; (мю) – для 
центральної моментної функції. 
У зв’язку з тим, що моментні функції пов’язані з перерізами, 
тобто моментами часу, в які визначені випадкові величини 
)(,)(,)( 21 tXtXtX n , їх характеризують розмірністю і виділяють се-
ред них, подібно законам розподілу ймовірностей, одновимірні, 
двовимірні та багатовимірні моментні функції. 
Моментні функції, як початкові, так і центральні, крім 
розмірності, характеризуються ще й порядком для чого в 
позначенні вводиться нижній індекс. Тоді одновимірній моментній 
функції відповідає однопозиційний індекс, двовимірній – 
двопозиційний, а n -вимірній – n -позиційний. У разі дво- та більше 
позиційного індексу порядок моментної функції визначається сумою 
чисел кожної позиції. 
 
►Приклад. Визначити розмірність та порядок моментних 
функцій. 
)(
1
tM k  - одновимірна початкова моментна функція порядку 1 ; 
),( 12,1 ttM kk  - двовимірна початкова моментна функція порядку 
21 ; )(
2 tk  - одновимірна центральна моментна функція другого по-
рядку; ),,,( 21,,, 21 ttt nn


 - n -вимірна центральна моментна 
функція порядку n21 . 
                                                                                                                   ◙ 
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Початкові моментні функції. За означенням для випадкового 
процесу чи сигналу )(tX  
- одновимірна початкова моментна функція )(
1
tM k  по-
рядку 1  
        )(),()]([)( 11
1
1 1 tXdXtX
pXtXMtM kkkkkkk ;   (7.1) 
- двовимірна початкова моментна функція ),( 1, 21 ttM kk  
порядку 21   
      
;),;,(
)()()](),([),(
11121
111,
21
2121
21
XdXdttXXpXX
tXtXtXtXMttM
kkkkkkkk
kkkkkk
   (7.2) 
- багатовимірна початкова моментна функція 
n
i
i
1
-
порядку  
),...,,(
21,.., .21 tttM nn =
n
i
itX i
1
)( = 
             XdXdttXXpXX nnnnn
n
n  1111 ),;,,(1         (7.3) 
З практичного погляду найуживанішими є три початкові момен-
тні функції: 
 одновимірна початкова моментна функція першого по-
рядку )()]([)(1 tXtXMtM kkk , математичне очікування 
або середньостатистичне значення випадкового процесу. 
Часто математичне очікування позначають через )( kX tm або 
)(tX k . У загальному випадку для довільного перерізу індекс k  мож-
на опустити і тоді середньостатистичне значення буде мати позна-
чення )(tmX  або )(tX ; 
 одновимірна початкова моментна функція другого по-
рядку )()]([)(
22
2 tXtXMtM kkk або середній квадрат ви-
падкового процесу. Допускається і таке позначення: )(
2
tX k  або без 
індексу k  - )(
2 tX ; 
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 двовимірна початкова моментна функція другого поряд-
ку )()()]()([),( 1111,1 tXtXtXtXMttM kkkkkk  для одного ви-
падкового процесу чи сигналу, а для двох випадкових процесів чи 
сигналів )()()]()([),( 1111,1 tYtXtYtXMttM kkkkkk . Щодо назв 
використовують найрізноманітніші варіанти: функція кореляції 
процесу )(tX  або автокореляційна функція (АКФ); функція 
взаємної кореляції двох процесів )(),( tYtX  або взаємна 
кореляційна функція (ВКФ).  
Центральні моментні функції будь-якого порядку є часовими 
характеристиками центрованого випадкового процесу, що 
відрізняється від звичайного (нецентрованого) на величину його ма-
тематичного очікування. Тобто, якщо )(tX  – нецентрований випад-
ковий процес, )(tmX - його математичне очікування, то відповідний 
центрований випадковий процес )()()( tmtXtX X
 . Зустрічаються і 
інші назви для центрованого процесу )(tX : відхилення від серед-
нього статистичного або флуктуація випадкового процесу. 
За своєю структурою співвідношення для центральних мо-
ментних функцій збігаються з відповідними співвідношеннями, за 
якими визначають початкові моментні функції нецентрованих випад-
кових процесів. Так, багатовимірна порядку n21  цен-
тральна моментна функція  
),,,( 21,...,2,1 ttt nn  = ))()((
1
ttX i
n
i
Xi
m  
.),,,;,...,,(
)]()([)]()([)]()([
212121
2211
21
XdXdXdtttXXX
ttXttXttX
nnnn
nXnXX
разn
p
mmm n


 
Найуживанішими є такі центральні моментні функції: 
- одновимірна центральна моментна функція другого по-
рядку  
)(2 tk =
222 ])()([]))()([()]([ tmttmtt kXkkXkk XXX
 , 
яку називають середньостатистичним значенням квадрата 
центрованого випадкового процесу або просто дисперсією. Ви-
користовують і інші позначення для дисперсії: )(,)( 2 ttD kkX ; 
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- двовимірні центральні моментні функції другого поряд-
ку:  
для центрованого випадкового процесу )(tX  (його функція 
кореляції або автокореляційною функція) 
])()([),( 111,1 tttt kkkk XX  )]()()][()([ 11 tmttmt kXkkXk XX ; 
для двох центрованих випадкових процесів  
])()([),( 111,1 tttt kkkk YX  )]()()][()([ 11 tmttmt kYkkXk YX . 
Попередні викладки дають змогу зробити такий висновок: 
 розмірність моментних функцій визначається кількіс-
тю перерізів, а її порядок сумою степенів кожної випад-
кової величини відповідного перерізу, які характеризу-
ють випадковий процес. 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Моментні функції є часо-
вими характеристиками випад-
кового процесу. 
2. Моментні функції харак-
теризуються розмірністю та 
порядком.  
 Треба вміти: 
1. Визначати поняття: усе-
реднення у часі та за ансамб-
лем, моментна функція, одно-, 
дво- та n-вимірні початкові та 
центральні моментні функції, 
розмірність та порядок момен-
тної функції.  
2. Визначати порядок та ро-
змірність момент них функцій. 
 Слід запам’ятати: 
1. Визначення понять: усере-
днення у часі та за ансамблем, 
моментна функція, одно-, дво- та 
n-вимірні початкові та центральні 
моментні функції, розмірність та 
порядок моментної функції.  
2. Різні назви одно- та двови-
мірних початкових та централь-
них момент них функцій. 
3. Розмірність моментної фун-
кції визначається кількістю пере-
різів, а її порядок сумою степенів 
кожної випадкової величини від-
повідного перерізу, які характе-
ризують випадковий процес. 
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7.2 Одновимірні моментні функції  
першого порядку  
 
Початкова одновимірна моментна функція першого поряд-
ку (математичне очікування або середньостатистичне значення) 
визначається усередненням випадкової величини )( ktX  за ансамб-
лем реалізацій процесу )(tX  будь-якого типу: 
  )(tmX = )(tX = kkkkkkk dXtXpXtXtXMtM ),()()]([)( 11 . (7.4) 
Якщо врахувати, що kkk dXtXp ),(1  (елементарна ймовірність) є 
величиною безрозмірною, то згідно з (7.4) розмірність математично-
го очікування визначається розмірністю процесу. 
У випадках, коли йдеться про дискретний випадковий процес, 
який в перерізі kt  характеризується дискретною випадковою величи-
ною )( ktX , що набуває конкретного (точно визначеного) із області 
значень процесу значення, під час обчислення одновимірної 
початкової моментної функції першого порядку застосовують фор-
мулу  
                    
s
i
kkiikikkX tttt XPXXMtm
1
)),(()()]([)( ,            (7.5) 
де )( ki tX  - допустимі (точно визначені) значення випадкової вели-
чини )( ktX  в перерізі kt ; ),)(( ttXP kkii  - ймовірність того, що дис-
кретна величина )( ktX  в перерізі t k  набуває значення, яке 
збігається з )( ki tX ; s  – число перерізів, яке в загальному випадку є 
нескінченним. 
Таким чином, середнє значення дискретного випадкового про-
цесу визначається сумою добутків можливих миттєвих дискретних 
значень його реалізацій в одному перерізі на ймовірності цих зна-
чень. Причому сума може бути як обмеженою (верхній індекс s є ве-
личиною кінцевою), так і нескінченною (верхній індекс  ). 
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 Середнє значення дискретної випадкової величини буде 
зміщуватися в бік тих її значень, які мають більшу ймо-
вірнісну вагу, а за однакових ймовірностей – у бік біль-
ших абсолютних значень випадкової величини. 
 
Дослідження підтверджують, що оцінкою математичного очіку-
вання є середнє арифметичне отриманих у результаті великої кіль-
кості дослідів значень випадкової величини: 
n
kXkXkX
tXM sn
s

2211)]([  
де n  – загальна кількість дослідів; sk - кількість дослідів, в результаті 
яких спостерігалось значення sX .Слід відзначити, що на відміну від 
випадкового процесу )(tX  математичне очікування є 
детермінованою функцією. Ясно, 
що )(tmx  для конкретного значен-
ня аргумента kt  є числом. При 
переході до іншого перерізу буде 
змінюватися в загальному випадку 
і значення математичного 
очікування )(tmX . 
 
►Приклад. Випадковий процес в 
перерізі kt  характеризується випад-
ковою дискретною величиною )( ktX =[0, -2, -5, 6, 8], ймовірності зна-
чень якої задані рядом ]1,0;2,0;4,0;2,0;1,0[)),(( ttXP kkii  
Визначити математичне очікування. 
Згідно з (7.5) математичне очікування такого процесу 
.4,081,062,0
54,022,001,0)(tmX
 
На рис. 7.1 відображені значення випадкової величини, ймовірності 
кожного з них та математичне очікування. Результат підтверджує факт 
зміщення (зсуву) значення математичного очікування в бік тих значень 
випадкової величини, які мають більшу ймовірність. 
                                                                                                                  ◙ 
             Pi(Xi(tk)) 
                       0,4 
 
                       0,2  
                            
                       0,1 
      - 5       - 2                         6     8   Xi(tk) 
   mX(t) 
Рисунок 7.1 – До визначення мате-
матичного очікування. 
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►Приклад. Визначити математичне очікування процесу X(t), який 
в перерізі kt  характеризується рівномірним законом розподілу 
ймовірностей миттєвих значень його реалізацій: 
                               
.;,0
;),/(1
),(
1 bXaXa
bXaab
kk
k
kk tXp                        (7.6) 
Графічне зображення функції щільності ймовірностей для цього за-
кону подано на рис. 7.2.  
Площа обмежена графіком цієї функції дорівнює 1, що відповідає 
умові нормування: 
b
a
b
a
k
k
b
a
kkkkkk
ab
X
dX
ab
dXtXpdXtXp .1
1
),(),( 11  
Математичне очікування 
b
a
kk
kkkkkX
dX
ab
X
dXtXpXtm
1
),()( 1
      (7.7) 
.
2)(22
1 22
2
ab
ab
abX
ab
b
a
k  
                                                                                                                   ◙ 
 Отже, математичне очікування випадкового процесу з 
однаковими параметрами рівномірного закону розподілу 
в кожному перерізі буде однаковим і становить половину 
суми максимального та мінімального значень, яких набу-
вають вибіркові функції в певному перерізі.  
Очевидно, коли абсолютні значення максимального та 
мінімального значень випадкової величини збігаються, то матема-
тичне очікування дорівнює нулю. Це є наслідком більш загального 
висновку: 
 математичне очікування випадкової величини з симет-
ричним відносно осі ординат диференціальним законом 
розподілу ймовірностей дорівнює нулю. 
     p1 
ab
1  
  
       
                      a  b    Xk 
           mX(t) 
Рисунок 7.2 – Рівномірний закон 
розподілу і його математичне 
очікування. 
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►Приклад. Визначити математичне очікування для випадкового 
гармонічного процесу, амплітуда якого є випадковою з рівномірним за-
коном розподілу в інтервалі ],0[ maxA , а частота 0  та початкова фа-
за 0  являються детермінованими та сталими (рис. 7.3): 
).(cos)cos()( max00max tAtAtX  
У перерізі kt  миттєві значення )( ktX  процесу )(tX  можуть бути в 
межах від 0 до )(cosmax ktA .  
Будемо вважати, що 0)(cos kt . 
Виходячи з того, що амплітуда maxA  є 
величиною рівномірною, випадкова ве-
личина )( ktX  буде також задовольняти 
рівномірному закону розподілу 
ймовірностей: 
)(cos
1
),(
max
1
k
kk
tA
tXp , 
 )(cos0 max kk tAX . 
Тоді математичне очікування такого 
процесу 
)(cos
0 max
1
max
)(cos
1
),()(
kt
kk
k
kkkkkX
A
dXX
tA
dXtXpXtm  
)(cos
2
1
2)(cos
1
max
)(cos
0
2
max
max
k
tk
k
tA
X
tA
kA . 
Такий самий результат отримаємо, врахувавши, що для рівномірного 
розподілу 
)(cos
2
1
2
)( max kkX tA
ab
tm   
                                                                                                                   ◙ 
Цей приклад підтверджує, що математичне очікування в за-
гальному випадку є функцією часу t , навіть якщо закони розподілу в 
різних перерізах ...,,, 321 ttt  збігаються. 
    Х(t)        
 Amax            )(cosmax ktA  
 
 
                                                      tk   
 
 
 
 
Рисунок 7.3 - Реалізації 
гармонічного випадкового          
процесу. 
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Значення випадкового процесу в точці 
kt  може збігатися або ні 
з математичним очікуванням, виходячи з імовірнісних характеристик 
процесу в цьому перерізі. Ось чому математичне очікування випад-
кового процесу вважається тим рівнем, що змінюється з часом, 
рівнем, відносно якого коливаються всі його реалізації (див.          
рис. 7.4). Слід зазначити ще і таке: одновимірна початкова функція 
першого порядку )(tmX  може приймати як додатні, так і від’ємні 
значення. 
Властивості математичного очікування. Перш за все 
 математичне очікування невипадкового об'єкта K  є 
сам об'єкт K : 
;][ KKM  
 математичне очікування добутку випадкового процесу 
)(tX  на невипадкову величину K  дорівнює добуткові 
математичного очікування процесу )(tX  на K : 
)]([)]([ kk tXKMtKXM  
 
 
 
 
 
 
Рисунок 7.4 - До визначення математичного очікуваня 
                     процесу. 
 
Тепер розглянемо два процеси )(tX  та )(tY . Припустимо, що ці 
процеси в перерізах  ,,,, 121 kk tttt  характеризуються випад-
ковими величинами );(),();(),( 2211 tYtXtYtX   );(),( kk tYtX , які є 
незалежними, тобто такими, що закон розподілу однієї величини, 
наприклад )( ktX , не залежить від того, якого значення набуває 
)( ktY .  
За зазачених умов та існування математичних очікувань випа-
дкових величин справедливим є таке: 
 
 
 
  Х(t)       Y(t) 
                                       mX(t)                                                              mY(t) 
 
 
                  t                     t 
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 математичне очікування алгебраїчної суми (добутку) на-
званих процесів визначається алгебраїчною сумою (до-
бутком) математичних очікувань доданків 
(співмножників):  
)]([)]([)]()([ 2121 kkkk tYMktXMktYktXkM ; 
.)()()]([)]([)]()([ iYiXiiii tmtKmtYMtXKMtYtKXM  
Зауважимо, що математичне очікування алгебраїчної суми 
процесів дорівнює алгебраїчній сумі їх математичних очікувань і 
для статистично-залежних або корельованих процесів. Водночас 
це твердження не є справедливим для операції множення зазначе-
них процесів. Так, якщо процеси є корельованими 
.][ XYYX BmmXYM  
У останньому співвідношенні складова XYB  відображає коре-
ляційні властивості двох процесів і називається взаємною кореля-
ційною функцією двох центрованих випадкових процесів. 
І тільки для некорельованих процесів ].[][][ YMXMXYM  
►Приклад. Випадкові величини )( ktX  і )( ktY , що визначають 
відповідно дискретні незалежні випадкові процеси чи сигнали )(tX  та 
)(tY , характеризуються такими параметрами: 
)( ktX   
.6,0;4,0))((
;1,1)(
kii
ki
tXP
tX
       )( ktY   
.4,0;0))((
;4,2)(
kii
ki
tYP
tY
 
Визначити математичне очікування кожного з процесів та суми 
процесів у перерізі kt . 
Математичне очікування кожного з процесів: 
;6,16,104,0402)( kX tm  
.2,06,04,06,014,01)( kY tm  
Математичне очікування суми процесів  
8,16,12,0)]()([ kk tYtXM . 
                                                                                                                   ◙ 
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Математичне очікування центрованих процесів. Очевидно, 
що математичне очікування центрованого випадкового процесу або 
сигналу дорівнює нулю: )]([)(
1 kk
tXt  0))]()([ kXk tmtX . 
Дійсно за означенням  
.0)()(),()(),(
),())((),()]([μ
11
11
kXkXkkkkXkkkk
kkkkXkkkkkk
tmtmdXtXptmdXtXpX
XdtXptmXXdtXpXtX 
 
Під час перетворень останнього виразу враховано умову нор-
мування для функції щільності ймовірностей, а також такі 
співвідношення: .),(),(; 11 kkkkkkkk dXtXpXdtXpdXXd
  
►Приклад. Визначити математичне очікування для випадкового 
процесу, який в перерізі kt  характеризується центрованою випадковою 
величиною )( ktX
 =[0,4; -1,6; -4,6; 6,4; 8,4], ймовірностні значень якої є 
такими: ].1,0;2,0;4,0;2,0;1,0[))(( kii tXP
   
Математичне очікування 
                     
.01,04,82,04,64,06,42,06,11,04,0
)),(()()(
1
s
i
kkiikik ttXPtXt

                
                                                                                                                           ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Середньостатистине зна-
чення дискретної випадкової 
величини зміщується в бік тих 
її значень, які мають більшу 
ймовірнісну вагу, а за однако-
вих ймовірностей – у бік біль-
ших абсолютних значень. 
2. Одновимірна моментна 
 Слід запам’ятати: 
1. Визначення понять: мате-
матичне очікування або серед-
ньостатистичне значення випад-
кового процесу. 
2. Середнє значення дискрет-
ного процесу визначається сумою 
добутків можливих дискретних 
значень його реалізацій в одному 
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функція першого порядку (ма-
тематичне очікування) випад-
кового процесу вважається тим 
«рівнем», що змінюється з ча-
сом, відносно якого коливають-
ся всі його реалізації.  
3. Середньостатистичне 
значення центрованого випад-
кового процесу дорівнює нулю: 
 Треба вміти: 
1. Визначати поняття: ма-
тематичне очікування або се-
редньостатистичне значення 
випадкового процесу. 
2. Сформулювати власти-
вості одновимірної початкової і 
центральної моментних функ-
цій першого порядку. 
3. Визначати одновимірні 
початкові і центральні моментні 
функції першого порядку випа-
дкових процесів. 
перерізі на ймовірності цих зна-
чень.  
3. Оцінкою математичного 
очікування є середнє арифмети-
чне отриманих у результаті вели-
кої кількості дослідів значень ви-
падкової величини: 
4. Математичне очікування 
випадкового процесу з однако-
вими параметрами рівномірного 
закону розподілу в кожному пе-
рерізі буде однаковим і стано-
вить половину суми максималь-
ного та мінімального значень, 
яких набувають вибіркові функції 
в певному перерізі.  
5. Середньостатистичне зна-
чення випадкової величини з си-
метричним відносно осі ординат 
диференціальним законом роз-
поділу дорівнює нулю. 
 
 
 
7.3 Одновимірні моментні функції  
другого порядку  
Миттєве значення )()]([ 2
2
kk tMtXM  одновимірної початкової 
моментної функції другого порядку або середній квадрат випадково-
го процесу )(tX  в перерізі kt  обчислюється усередненням за ансаб-
лем квадрата випадкової величини )( ktX : 
  .),()()()()()]([ 1
222
2
2
kkkkkkkk dXtXptXtXtXtMtXM  (7.8) 
Для дискретних процесів можна скористатися і таким 
співвідношенням:
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      ).),(()()()()()]([
1
222
2
2
kkii
i
kikkkk ttXPtXtXtXtMtXM  (7.9) 
►Приклад.  Для процесу, який характеризується параметрами, що 
відповідають рис. 7.1, середній квадрат 
.4,241,082,064,0)5(2,0)2(1,00)( 222222 ktX  
                                                                                                                             ◙ 
 
►Приклад. Визначити середній квадрат або миттєве значення 
одновимірної початкової моментної функції другого порядку для випад-
кової величини )( ktX  з рівномірним законом розподілу: 
         .
33
1
3
11
)(
22333
2
babaab
ab
X
ab
dXX
ab
tM
b
a
k
kk
b
a
k  
                                                                                                                   ◙ 
На відміну від математичного очікування )(tmX  середній квад-
рат )]([2 ktXM  завжди набуває невід’ємних значень. 
Згідно з (7.8) та (7.9) розмірність середнього квадрату визнача-
ється розмірністю процесу в квадраті: .1)]([1)]([ 22 AtMAtX k  
Ось чому, наприклад, у електричних системах середній квадрат 
співвідноситься до середньої потужності, яка виділяється на 
резисторі з опором у 1 Ом під час протікання через нього струму в    
1 А із постійною та змінною складовими. 
►Приклад. Математичне очікування квадрата випадкового гармо-
нічного процесу )(cos)cos()( 0 tAtAtX  з випадковою амплі-
тудою та рівномірним її законом розподілу і невипадковими іншими па-
раметрами 
kk
k
kkkkkk dXX
tA
dXtXpXtXtM 2
max
1
22
2
)(cos
1
),()()(  
.
3
)(cos
3)(cos
1
22
max)(cos
0
3
max
| max k
tAk
k
tAX
tA
k  
                                                                                                                             ◙ 
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Одновимірна центральна моментна функція другого по-
рядку є настільки важливою характеристикою випадкових процесів і 
сигналів, що отримала спеціальну назву дисперсія (розсіювання) та 
позначення DX(tk) або 
2
X(tk).  
За означенням дисперсія )]([)()(
2
2
2
kkX tXMtt
  (одно-
вимірна центральна моментна функція другого порядку) є матема-
тичним очікуванням (середнім значенням) квадрата центрованого 
процесу )(
2 tX  або квадрата відхилення випадкового процесу від 
середнього значення: 
   )]([),()]([)()(
2
1
222
kkkkkXkkXk tXMdXtXptmXttX
 .   (7.10) 
Для дискретних процесів дисперсію обчислюють як суму добут-
ків квадратів можливих відхилень миттєвих значень випадкового 
процесу від середнього на ймовірності відхилень у відповідних пе-
рерізах: 
     
1
22 ))](()]()([)()(
i
kiikXkikXkX tXPtmtXtDt        (7.11) 
Як середній квадрат, так і дисперсія мають розмірність квадра-
та миттєвого значення випадкового процесу. Наприклад, якщо )(tX  
відповідає напрузі, то )(
2 tX  має розмірність [В
2].  
 
 
  
 
 
 
 
 
 
 
 
. 
 
 
Рисунок 7.5  - Неперервні процеси з однаковим математичними                           
                    очікуваннями і різними дисперсіями. 
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Графічна ілюстрація одновимірної центральної моментної 
функції другого порядку неперервного та дискретного процесів із од-
наковими значеннями математичних очікувань показана на рис. 7.5 
та 7.6 відповідно. Як випливає з формул (7.10) та (7.11), чим більше 
відхилення процесу в обидва боки від середнього значення і чим 
більше ймовірність цих відхилень, тим більша дисперсія. 
Слід звернути увагу і на те, що центральна моментна функція 
другого порядку (дисперсія), як і інші моментні функції, є функціями 
невипадковими. Окрім того, середнє статистичне може набувати як 
додатних, від’ємних так і нульових значень; дисперсія – завжди 
невід’ємних. 
►Приклад. Дискретний випадковий процес Х(t) у момент tk харак-
теризується випадковою величиною ]8,6,5,2,0[)( ktX  та ймо-
вірностями її значень ]1,0;2,0;4,0;2,0;1,0[))(( kii tXPP . Визна-
чити дисперсію. 
Відповідно до (7.11) дисперсія  
.24,27056,7192,8464,8512,0016,01,0)4,08(
2,0)4,06(4,0)4,05(2,0)4,02(1,0)4,00()(
2
22222
kX t
 
                                                                                                                   ◙ 
 
 
 
 
          
 
 
 
 
Рисунок 7.6 - Закони розпроділу ймовірностей двох дискретних 
процесів із однаковими математичними очікуваннями 
та різними дисперсіями. 
 
►Приклад. Дисперсія випадкового процесу з рівномірним законом 
розподілу. 
Відповідно до (7.10) та з урахуванням (7.6) 
 
 
 
     P(Хi)         P(Yi) 
 
 
 
 
 
        Х1i            Х2i       Хi                              Y1i                Y2i     Yi 
                       mX(t)               mY(t) 
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                                                                                                                                                  ◙ 
►Приклад. Розглянемо незалеж-
не джерело напруги пилкоподібної 
форми, яке почергово випадково 
вмикається. Кожному випадковому 
вмиканню на виході джерела буде 
відповідати пилкоподібна реалізація,  
зсунута відносно початку координат 
вздовж часової осі (рис. 7.7). Установ-
лено, що миттєві значення напруги 
U(t) в довільному перерізі tk 
підпорядковані рівномірному закону розподілу.  
Визначити середній квадрат та дисперсію такого процесу. 
Згідно з (7.10) та математичною моделлю рівномірного закону роз-
поділу (7.6) середній квадрат 
                        
.
3
1
3
1
3
1
)()(
2233
3)(
)(
22
2
baba
ab
ab
ab
U
dU
ab
UtxtM k
b
a
kkkk
      (7.13) 
Відповідно до (7.11) дисперсія: 
 
 
 U(t) 
 
  b 
 
  a 
 
                     tk                 t 
Рисунок 7.7 - Реалізації процесу 
пилкоподібної форми з 
рівномірним законом розподілу. 
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Перша складова в останньому співвідношенні – є середнім квадратом 
)(2 ktU , друга )(2
2
kU tm - подвоєним значенням квадрата математичного 
очікування, а третя - квадратом математичного очікування, виходячи з 
його властивостей.  
Тоді  
    
.
12
)(
4
)(
3
)()()(
2
222
222
ab
abbaba
tmtUt kUkkU
   (7.14) 
Отже,  
 дисперсія дорівнює різниці середнього квадрата та квадрата ма-
тематичного очікування. 
Цей висновок за аналогію з детермінованими процесами означає, що 
потужність змінної складової дорівнює різниці потужностей процесу та 
його постійної складової. 
                                                                                                                   ◙ 
►Приклад. Випадковий процес Х(t) утворюється гармонічними 
реалізаціями )cos()( 0 kmk tAtx , де Am і 0  постійні величини, а 
початкова фаза  – випадкова величина з рівномірним законом 
розподілу в інтервалі  (рис. 7.8, а). Обчислити математичне 
очікування та дисперсію випадкової величини  та процесу )(tX . 
У цьому разі миттєві значення процесу )(tX  є функціями фазового 
кута. Тому при обчисленні зазначених характеристик для випадкової фа-
зи слід виходити з функції щільності ймовірностей фази ),(1 kk tp , а 
для випадкового процесу )(tX  - закону розподілу випадкового процесу 
),(1 kkX tXp . 
Обчислимо закон розподілу ),(1 kkX tXp  за ),(1 kk tp . Виділимо 
інтервал ],[ kkk dXXX  (див рис. 7.8, б для однієї реалізації). Тоді 
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ймовірнсть того, що в момент часу kt  миттєві значення реалізацій пот-
раплять в цей інтервал дорівнює kkkX dXtXp ),(1 .  
 
 
 
 
 
 
 
Рисунок 7.8 - Гармонічний процес із рівномірною випадковою  
початковою фазою: а – реалізації випадкового процесу;  
б – до визначення закону розподілу. 
 
Оскільки миттєві значення процесу )(tX  є функціями значень 
початкової фази )(t  і фазового кута )()( 0 ttt , можна стверджу-
вати, що ймовірність kkkX dXtXp ),(1  визначається ймовірністю пот-
рапляння значень випадкової фази в один із заштрихованих фазових 
інтервалів. Якщо ймовірність потрапляння випадкової фази в інтервал 
],[ kkk d  позначити через kkk dtp ),(1 , то ймовірність пот-
рапляння в один із двох буде такою: 
kkkkkkkXkkk ddtpdXtXpdtp
2
1
2),(2),(),(2 111 . 
Останнє співвідношення випливає з того, що випадкова фаза 
)()( 0 ttt  та початкова випадкова фаза )(t  відрізняються неви-
падковою величиною t0 , а отже їхні закони розподілу є ідентичними. 
Тоді 
)//1)(/1(
1
),(1 kk
k
k
kkX ddX
dX
d
tXp . 
Оскільки 
,1cos1sin)(cos
2
2
2
m
k
mkmkmkm
kk
k
A
X
AAAtA
d
d
d
dX
 
то остаточно, 
 
          
         X(t) 
 Am 
 
 
     ωt 
 
-Am 
                               a 
xi(t) 
                   
                            Xk dXk  
    
                                                                 kt0  
                   dψk 
 
                         б      
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2
1
]/[1
11
),(
mkm
kkX
AXA
tXp ,  mkm AXA   (7.15) 
Абсолютне значення похідної введено на тій підставі, що щільність 
ймовірностей задовольняє умову невід’ємності. 
Графік функції kkkX dXtXp ),(1  зображено на рис. 7.9. 
Математичне очікування випадкової початкової фази 
0
22
1
),()( 1 kkkkkk ddtptm . 
Тоді математичне очікування випадкового процесу 
m
m
m
m
A
A
A
A km
kk
k
mkm
k
kkkxkX
XA
dXX
dX
AxA
X
dXtXpXtm 0
1
1
),()(
2222
1 . 
Оскільки математичне очікування дорівнює нулю, то графік 
),(1 kkX tXp  є симетричним відносно початку координат. 
Такий самий результат отримаємо, скориставшись визначенням ма-
тематичного очікування процесу, що є функцією іншого (процес )(tX  є 
функцією )(t ) та властивістю інтеграла від парної функції в симетрич-
них межах: 
.0)cos(
2
1
2
1
)cos(),()()(
0
01
kkkm
kkkmkkkkX
dtA
dtAdtpgtm
 
Виходячи з того, що математичне очікування як початкової фази, так 
і процесу в цілому дорівнює нулю, дисперсії )(2 t  та )(2 tX  збігаються 
із їхніми середніми квадратами: )(2 ktX , )(
2
kt . 
Для рівномірного закону розподілу початкової фази, як відомо, 
33
)(
222
2 aabbt . 
Середній квадрат процесу, а отже, і його дисперсія  
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.
2
1
11
),()(
2
2
2
2
1
22 m
k
A
A
m
km
kkkkxkkX
A
dX
A
XA
XdXtXpXt
m
m
 
                                                                                                                   ◙ 
Корінь квадратний від дисперсії в літературі називається се-
редньоквадратичним відхиленням процесу. В останньому 
прикладі середньоквадратичне відхилення 2/)( 2 mXX At .  
Середньоквадратичне відхилення випадкового процесу, як і 
центральна моментна функція другого 
порядку, характеризує флуктуацію 
миттєвих значень випадкового процесу 
від середніх, але середньоквадратичне 
відхилення )(t  має таку ж розмірність, 
як і процес. Установлено, що по значен-
ню )( kt  можна судити про ширину 
графіка одновимірної функції щільності 
ймовірностей ),(1 kk tXp . 
Як підсумок наведемо характерні 
властивості дисперсії та середньоквад-
ратичного відхилення: 
 дисперсія (середньоквадратичне відхилення) процесу, що 
не змінюється в часі, дорівнює нулю: 
                                           ;0)(
2 tX                                    (7.16) 
 дисперсія алгебраїчної суми незалежних або некорельо-
ваних процесів у моменти часу, що збігаються, є сумою 
дисперсій її складових: 
             ).()()())()()((
2222 ttttZtYtX ZYX    (7.17) 
Підкреслимо, що різниці двох незалежних або некорельованих 
процесів відповідає сума (не алгебраїчна) їхніх дисперсій;  
 дисперсія суми деякого процесу )(tX  з незмінним у часі 
процесом K  дорівнює дисперсії процесу )(tX : 
mA
1
 
- Аm  Am  Xk 
  p1(Xk, tk) 
Рисунок 7.9 - Синусоїдальний 
закон розподілу ймовірностей. 
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                                 )(])([
22 tKtX X .                        (7.18) 
Розглянуті приклади підтверджують зв’язок між одновимірними 
моментними початковими і центральними функціями першого та 
другого порядків:  
           
)()()()(
)()()()(
22222
22
122
tmtXtXtX
ttMtMt
X
X
;             (7.19) 
 якщо два випадкові процеси )(tX  та )(tY  в кожному 
перерізі є корельованими, то дисперсія алгебраїчної суми 
таких процесів визначається за такою формулою: 
                       XYBYDXDYXD 2)()()( ,                (7.20) 
де XYB  - взаємна кореляційна функція двох центрованих процесів; 
 дисперсія добутку процесу )(tX  на невипадкову величину 
(зокрема, число) K  дорівнює добутку квадрата числа на 
дисперсію )(
2 tX : 
        
.)}()()(2)]({[
)]([)]([
22222
2222
kXkXkk
kk
tmKtmtXKtXKM
tXMKtXKM 
   (7.21) 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Середньостатистине зна-
чення дискретної випадкової 
величини зміщується в бік тих 
її значень, які мають більшу 
ймовірнісну вагу, а за однако-
вих ймовірностей – у бік біль-
ших абсолютних значень. 
2. Одновимірна центральна 
моментна функція другого по-
 Слід запам’ятати: 
1. Визначення понять: двови-
мірні початкова та центральна 
моментні функції другого порядку 
або середній квадрат та диспер-
сія випадкового процесу, серед-
ньоквадратичне відхилення. 
2. Середній квадрат та диспе-
рсія завжди набувають не-
від’ємних значень. 
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рядку (дисперсія) випадкового 
процесу є оцінкою відхилень 
його реалізацій від середньос-
татистичного значення.  
 Треба вміти: 
1. Визначати поняття: дво-
вимірні початкова та централь-
на моментні функції другого 
порядку або середній квадрат 
та дисперсія випадкового про-
цесу, середньоквадратичне ві-
дхилення. 
2. Сформулювати власти-
вості дисперсії та середньоква-
дратичного відхилення. 
3. Визначати одновимірні 
початкові і центральні моментні 
функції другого порядку випад-
кових процесів. 
3. Для дискретних процесів 
дисперсію обчислюють як суму 
добутків квадратів можливих від-
хилень миттєвих значень випад-
кового процесу від середнього на 
ймовірності відхилень у відповід-
них перерізах. 
4. Дисперсія визначається рі-
зницею середнього квадрата та 
квадрата математичного очіку-
вання  
5. Властивості дисперсії та 
середньоквадратичного відхи-
лення. 
6. Формули: 
12/)( 2ab  - дисперсія рівно-
мірного розподілу  
 
 
7.4 Взаємозв’язок одновимірних моментних  
та характеристичних функцій  
Обчислення одновимірних моментних функцій за характе-
ритичними. Розглянемо одновимірну характеристичну функцію 
                          ),(1 kk tj k
Xj
kk dXetXp
kk),(1                   (7.22) 
та обчислимо за аргументом k  першу похідну від неї: 
k
Xj
kk
kk
kk dXetXp
d
d
d
tjd
kk),(
),(
1
1
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.),(1 k
Xj
kkk dXetXpXj
kk  
У разі, якщо 0k , дістанемо:  
0
),(
k
k
kk
d
tjd
.)()(),( 11 kXkkkkk tjmtjMdXtXpXj
 
 Початкове значення (для 0k ) похідної першого по-
рядку від одновимірної характеристичної функції з то-
чністю до постійного множника j визначає математич-
не очікування або одновимірну початкову моментну 
функцію першого порядку: 
                
)]([)()( 1 kkkX tXMtMtm
0
),(
k
k
kk
d
tjd
j        (7.23) 
Друга похідна від одновимірної характеристичної функції 
k
Xj
kk
kk
kk
dXetXp
d
d
d
tjd
kk),(
),(
12
2
2
1
2
 
k
Xj
kkk dXetXpX
kk),(1
2
 
Тоді середній квадрат 
                0
2
1
2
222 ),()()()]([
k
k
kk
kk
d
tjd
jtXtXM
          (7.24) 
                 
 
Одновимірна моментна функція другого порядку з 
точністю до (-j)2 пропорційна другій похідній від 
одновимірної характеристичної функції в точці 0k . 
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►Приклад. Розглянемо процес Х(t) з експоненціальним законом 
розподілу 
.0,0
;0,
1
),(1
k
k
X
kkX
X
Xe
tXp
k
 
У перерізі tk математичне очікування такого процесу  
.
1
1
),()(
0
/
0
/
/
1
k
XX
k
k
X
kkkkXkkX
dXeeX
dXeXdXtXpXtm
kk
k
 
Середній квадрат: 
.22)]([
1
),()]([)(
2
0
0
2
0
2
1
22
2
k
X
k
X
k
k
X
kkkkXkkk
dXeXeX
dXeXdXtXpXtXMtM
kk
k
 
Тоді дисперсія може бути обчислена як різниця між середнім квадра-
том та квадратом середнього значення: 
2222
2
2 2))(()( kXkX tmtM . 
Обчислимо ці ж величини на основі характеристичної функції пер-
шого порядку. Згідно з (6.27) 
.
1
1
)/1(
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1
),(),(
0
)
1
(
0
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1
(
0
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jX
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Перша похідна від характеристичної функції 
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,
)1(
1
2
1
kk j
j
d
d
 
а початкове значення похідної .]/[
01
jdd
k
k  
Тоді згідно з (7.23) )( kX tm .  
Початкове значення другої похідної 
.2
)1(
22
)1(
)1(2
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0
4
2233
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Відповідно до (7.24) середній квадрат 22 2)]([ ktXM   
Результати розрахунків із використанням характеристичних функцій 
повністю збігаються з отриманими раніше на базі визначень математич-
ного очікування та середнього квадрата. 
                                                                                                                   ◙ 
►Приклад. Гармонічне коливання ))(cos()( 1 ttAtS m визнача-
ється випадковую початковою фазою )(t  з рівномірним законом роз-
поділу ),(1 kk tp  на інтервалі ],[  і детермінованими амплітудою 
та частотою. Визначити середнє статистичне, середній квадрат та 
дисперсію початкової фази методом характеристичних функцій. 
Раніше було встановлено, що математичне очікування початкової 
фази такого процесу 0)(tm , середнє значення квадрата 
3/3/)()( 2222 aabbt , а дисперсія 3/)(
22
kt .  
Тепер обчислимо такі самі параметри на основі одновимірної 
характеристичної функції. Для початкової фази заданого гармонічного 
коливання: 
k
j
k
j
kkkk dedetptj
kkkk
2
1
),(),( 11  
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.sin
1
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2
1
2
1
k
k
jj
k
j
k
kkkk ee
j
e
j        (7.25) 
Тоді відповідно до (7.23) та з урахуванням останнього 
співвідношення  
                 
.0
sin
lim
),(
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1
x
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d
tjd
jtm
xk
kk
k
k
           (7.26) 
Після двократного диференціювання характеристичної функції та 
розкриття невизначеності дістанемо середній квадрат та дисперсію: 
                            
3
),(
)(
2
0
2
1
2
22
k
k
kk
k
d
tjd
t .                   (7.27) 
                                                                                                                          ◙ 
►Приклад. Випадковий процес Х(t) у k-ому перерізі визначається 
дискретною випадковою величиною Х(tk)=[1, 2, 3, 4], ймовірності на-
буття значень якої задаються рядом Р(Хi)=[0,4; 0,2; 0,1; 0,3]. Визначи-
ти середній квадрат та математичне очікування процесу в заданому 
перерізі методом характеристичних функцій. 
Згідно з означенням для дискретної випадкової величини одновимір-
на характеристична функція  
.3,01,02,04,0)(),(
432
1
1
kkkkik vjvjvjjvXjv
i
iikk eeeeeXPtjv  
Перша похідна від характеристичної функції за її аргументом 
,43,031,022,04,0
),(
43211 kkkk vjvjvjjv
k
kk
jejejeej
dv
tjvd
 
а її початкове значення 
.3,22,13,04,04,0
),(
0
1
jjjjj
dv
tjvd
kv
k
kk
 
Тоді згідно з (7.23) математичне очікування 
.3,23,2)3,2()( 2jjjtm kX  
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Для визначення середнього квадрата обчислимо початкове значення 
другої похідної від характеристичної функції: 
.9,68,49,08,04,0
)42,133,024,04,0(
),(
22222
0
4232222
02
1
2
jjjjj
ejejejej
dv
tjvd
k
kkkk
k v
vjvjvjjv
v
k
kk
Згідно з (7.24) середній квадрат .9,69,6)()( 222 jjtX k  
                                                                                                                   ◙ 
Поновлення одновимірних характеристичних функцій за 
моментними. Скористаємось поданням експоненціальної функції 
)exp( kk Xj  степеневим рядом: 
0 !
)(
n
n
k
n
kXj X
n
j
e kk . 
Із урахуванням того, що характеристична функція ),(1 kk tj  є 
одновимірною моментною функцією (математичним очікуванням) 
процесу )exp( kk Xj , а також, що математичне очікування випадко-
вих величин дорівнює сумі їхніх середніх статистичних значень, мо-
жна записати: 
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kkkkkkX
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tMjtMjtjm
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     (7.28) 
Останнє співвідношення і лежить в основі процедури понов-
лення характеристичних функцій за моментними. 
 
►Приклад. Поновити характеристичну функцію (7.25) за мо-
ментними (7.26) та (7.27).  
Запишемо по-іншому співвідношення (7.25). Якщо врахувати, що 
,...
!7!5!3
1sin
753 xxx
x  
а 
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1
sinsin 1
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nx
x
n
knkk
k
k , 
то для n=2 дістанемо:  
6
)(
1
!3
)(
1
sin 22 kk
k
k . 
Згідно з (7.25) 
.
6
)(
1!2/
3
01),(
2
2
2
2
1
k
kkkk jjtj  
                                                                                                                   ◙ 
►Приклад. Для процесу з експоненціальним розподілом відповідно 
до (7.28) та з урахуванням значень математичного очікування та серед-
нього квадрата дістанемо його одновимірну характеристичну функцію 
.
1
1
1!2/21),( 2222221
k
kkkkkkX
j
jjjjtj  
Ураховано відоме з математики співвідношення: 
....1)1/(1 432 zzzzz  
                                                                                                                   ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Визначення одновимір-
них моментних функцій першо-
го та другого порядків за одно-
вимірними характеристичними 
функціями та навпаки дає такі 
самі результати, як і під час їх-
нього визначенням за означен-
ням. 
2. Суть методу поновлення 
характеристичних функцій пер-
шого поряду за моментними.  
 Слід запам’ятати: 
1. Початкове значення похід-
ної першого порядку від однови-
мірної характеристичної функції з 
точністю до множника j визначає 
математичне очікування.  
2. Одновимірна моментна 
функція другого порядку з 
точністю до (-j)2 пропорційна по-
чатковому значенню другої похід-
ної від одновимірної характерис-
тичної функції. 
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 Треба вміти: 
1. Визначати одновимірні моментні функції першого та другого 
порядків за характеристичними функціями першого порядку та поно-
влювати характеристичні функції за моментними. 
 
 
7.5 Завдання для поточного 
тестування  
 
7.5.1 Питання для поточного  
контролю 
 Що таке моментна функція? 
 На якій операції ґрунтується визначення моментних функцій 
випадкових процесів? 
 У чому полягає різниця в поняттях «усереднення за часом» 
та «усереднення за ансамблем». 
 Області застосування понять «усереднення за часом» та 
«усереднення за ансамблем». 
 Що таке розмірність моментної функції? 
 Як визначається порядок моментної функції  
 Дайте визначення центрованого та нецентрованого випад-
кових процесів. 
 Чим відрізняються початкові та центральні моментні функ-
ції? 
 Назвіть найуживаніші початкові та центральні моментні фун-
кції та запишіть іхні позначення. 
 Які назви використовують для одновимірної моментної фун-
кція першого порядку нецентрованого випадкового процесу? 
 Розмірність одновимірної моментної функції першого поряд-
ку нецентрованого випадкового процесу. 
 У чому полягає фізичне значення математичного очікуван-
ня?Запишіть формули для визначення середньостатистичного зна-
чення неперервних та дискретних процесів. 
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 Яких значень може набувати одновимірна початкова момен-
тна функція першого порядку? 
 Як визначається оцінка математичного очікування за ре-
зультатами великої кількості дослідів? 
 Наведіть графік та запишіть математичну модель рівномір-
ного закону розподілу. 
 За якою формулою обчислюється середнє статистичне ви-
падкової величини з рівномірним законом розподілу в інтервалі [a, 
b]: a) ;ba  б) ;)( 2ba  в) 2/)( ba ? 
 За яких умов одновимірна моментна функція )(tmX  процесу 
з рівномірним законом розподілу набуває однакових значень у всіх 
перерізах?  
 Як визначається математичне очікування суми випадкових 
величин? 
 Сформулюйте основні властивості одновимірної початкової 
моментної функції першого порядку. 
 Як за графіком одновимірного диференціального закону ро-
зподілу випадкової величини визначити чи дорівнює нулю середнє 
статистичне, чи ні? 
 Чому дорівнює одновимірна моментна функція першого по-
рядку центрованого випадкового процесу.  
 Дайте визначення одновимірної моментної функції другого 
порядку. 
 Назвіть найуживаніші початкові та центральні моментні фун-
кції другого порядку та запишіть іхні позначення. 
 Які назви використовують для одновимірної моментної фун-
кція другого порядку нецентрованого та центрованого випадкового 
процесу? 
 Розмірність одновимірної моментної функції другого поряд-
ку. 
 У чому полягає фізичне значення середнього квадрата та 
дисперсії? 
 Запишіть формули для визначення середнього квадрата та 
дисперсії. 
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 Яких значень може набувати одновимірна початкова момен-
тна функція другого порядку? 
 Запишіть формулу, яка описує взаємозв’язок між математи-
чним очікуванням, середньоквадратичним значенням та дисперсією. 
 Наведіть графік синусоподібного закону розподілу ймовірно-
стей. 
 За якою формулою обчислюється дисперсія випадкової ве-
личини з рівномірним законом розподілу в інтервалі [a, b]: a) ;ba  б) 
;)( 2ba  в) 12/)( 2ba ? 
 Сформулюйте основні властивості дисперсії. 
 За яких умов дисперсія алгебраїчної суми випадкових про-
цесів дорівнює сумі дисперсій складових? 
 Взаємозв’язок між максимальним значенням, «шириною» 
нормальної функції щільності ймовірностей та одновимірними мо-
ментними функціями першого і другого порядків. 
 Як за характеристичною функцією можна обчислити почат-
кове значення диференціального закону розподілу ймовірностей? 
 Взаємозв’язок між характеристичною та одновимірною мо-
ментною функціями першого та другого порядків. 
 Поясніть суть методу поновлення характеристичних функцій 
за момент ними. 
 
 
7.5.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Випадковий процес )(tX  такими випадковими величинами: 
а) )( ktX ; б) )(
2
ktX ; в) )( ktX  і )( 1ktX ; г) )( ktX , )( 1
2
ktX  і )( 2
3
ktX . 
Визначити порядок та розмірність моментної функції у кожному варі-
анті. 
2. Випадкова величина )( ktX  набуває значення 0,5, 0,8 та 
1,3 із ймовірністю 0,35, 0,45 та 0,2 відповідно. Визначити )( kX tm , 
)(2 ktX  та )(
2
kX t . 
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3. Випадкова величина )( ktX  рівномірно розподілена на 
інтервалі [0, 5]. Ймовірність того, що )( ktX =0 або )( ktX  = 5 стано-
вить 0,25. Визначити математичне очікування )( ktX , середній квад-
рат )(
2
ktX  та дисперсію )(
2
kX t . 
4. Обчислити інтеграл kkkkx dxtxptm );()( 1 . 
5. Область значень випадкової величини )( ktX  задовольняє 
нерівність  У відкритому інтервалі (-1, 1) вона розпо-
ділена рівномірно, а значення −1 та 1 набуває з ймовірністю 0,25. 
Визначити математичне очікування Xm , середній квадрат )(
2
ktX  та 
дисперсію )(2 kX t . 
6. Визначити математичне очікування Xm  та дисперсію 
)(2 kX t
 випадкового процесу  де , ω0 є не-
випадковими величинами, а початкова фаза φ рівномірно розподі-
лена на інтервалі . 
7. Процес )(tX  в перерізі kt  визначається дискретною вели-
чиною )( ktX , ряд розподілу ймовірностей якої є таким: 
 -2 -1 0 1 2 
 0,1 0,2 0,3 0,3 0,4 
Обчислити математичне очікування Zm , середній квадрат 
)(2 ktZ  та дисперсію )(
2
kZ t . 
8. Визначити одновимірну функцію щільності ймовірностей 
випадкового процесу ttX )( , де  та  - взаємно-незалежні 
випадкові величини, закони розподілу яких є )(1p  та )(1p  від-
повідно. 
9. Опори резисторів певної партії є сукупністю випадкових 
величин, рівномірно розподілених в діапозоні 100...120 Ом. Пара 
резисторів, вибраних навмання, з’єднали послідовно. Обчислити: а) 
ймовірність того, що опір з’єднання не перевищить 220 Ом; б) 
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найбільш імовірне значення опору послідовного з’єднання; в) мак-
симальне значення опору з’єднання. 
10. Одновимірна функція розподілу ймовірностей ),(1 kkX tXF  
процесу )(tX  має такий вигляд: 
,0
,5,05,0
,0
),(1 kkkX XtXF   
.1
;11
;1
k
k
k
X
X
X
 
Визначити: 1) функцію щільності ймовірностей ),(1 kkX tXp ; 2) 
ймовірність того, що а) 75,0kX ; б) 5,05,0 kX . 
11. Випадкові величини )( ktX  та )( ktY  пов’язані функціональ-
ною залежністю виду )3(6)( kk tXtY . Визначити середнє значен-
ня, середній квадрат та дисперсію )( ktY , якщо 
)(),(
2
1 k
X
kkX tAetXp
k . 
12. Для функції щільності ймовірностей 
)exp(),(1 kkkX XbatXp  випадкового процесу )(tX  визначити ма-
тематичне очікування за характеристичною функцією. 
13. Функція щільності ймовірностей випадкового процесу )(tX  
)]2()2([25,0),(1 kkkkX XXtXp . Визначити математичне очі-
кування, середній квадрат та дисперсію процесу )()( 2 tXtY . 
14. Функція розподілу ),(1 kkX tXF  процесу )(tX  має такий вид: 
,0
],1[
),(
)1(
1
kX
kkX
eA
tXF  
.1
;1
k
k
X
X
 
Визначити середнє статистичне, середній квадрат та диспер-
сію. 
15. Одновимірний диференціальний закон розподілу ймовір-
ностей )1(),(
)1(
1 k
X
kkX XAetXp
k . Визначити математичне 
очікування, середній квадрат та дисперсію випадкової величини 
1)()( 2 kk tXtY .  
16. Процес )(tX  описується одновимірним інтегральним зако-
ном розподілу ймовірностей  
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,1
),cos1(
,0
),(1 kkkX bXAtXF    
.2
;22
;2
k
k
k
X
X
X
 
Визначити середнє статистичне, середній квадрат та диспер-
сію. 
17. Випадковий процес )(tX описується одновимірним дифе-
ренціальним законом 
,0
,
),(1
k
kkX
AX
tXp    
.6,0
;60
kk
k
XX
X
 
Визначити середнє статистичне )( ktX , середній квадрат 
)(2 ktX  та дисперсію )(
2
kX t . 
18. Одновимірний диференціальний закон розподілу ймовір-
ностей )(])1/(2[),( 31 kkkkX XXtXp . Визначити математичне очі-
кування, середній квадрат та дисперсію випадкової величини 
1)()( 2 kk tXtY .  
19. Характеристична функція ),(1 kkX tjv  випадкового процесу 
)(tX  визначається формулою )/( kjV , а процес )(tY  на 
інтервалі [-1,1] подається рівномірним законом розподілу ймовірнос-
тей. Визначити: одновимірну моментну функцію першого порядку 
для процесу )(2)()( tYtXtZ  у разі, що )(tX  та )(tY  є статистич-
но незалежними. 
20. Функції щільності ймовірностей процесів )(tX  та )(tY є та-
кими: )(),(),(
2
11 k
X
kkYkkX XAetYptXp
k . Визначити матема-
тичне очікування, середній квадрат та дисперсію випадкової величи-
ни )()(6)( kkk tYtXtZ . 
21. Характеристична функція ),(1 kkX tjv  випадкового процесу 
)(tX  в перерізі kt  подається таким співвідношенням: 
)exp(),(1 Cjvtjv kkkX , де С – константа. Визначити одновимірну 
моментну функцію першого порядку )( ktX  та дисперсію )(
2
kX t . 
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22. Випадковий процес )(tX  на інтервалі [0, 4] описується рів-
номірним законом розподілу. Визначити математичне очікування ви-
падкової величини )()( 2 kk tXtY . 
23. Одновимірна функція щільності ймовірностей 
)4(1,0)2(2,0)1(5,0)(1,0),(1 kkkkkkX XXXXtXp . 
Визначити математичне очікування, середній квадрат та дис-
персію випадкової величини 3)(2)( kk tXtY .  
24. Визначити одновимірну моментну функцію першого поряд-
ку )( ktX , середій квадрат )(
2
ktX  та дисперсію )(
2
kX t  випадкової 
величини )( ktX , характеристична функція якої 
)1/(1),( 21 kkkX vtjv , де С – константа.  
25. Визначити початкове значення )0(1Xp  функції щільності 
ймовірностей ),(1 kkX tXp  у разі, якщо є заданою характеристична 
функція ),(1 kkX tjv . 
26. Визначити характеристичну функцію першого порядку 
),(1 kkX tjv  уразі, якщо випадковий процес )(tX  в перерізі kt : а) на-
буває єдиного значення А; б) набуває двох значень А  з однакови-
ми ймовірностями. 
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8  Кореляційні характеристики  
випадкових процесів  
 
8.1  Види статистичної залежності  
Середнє значення, середній квадрат, дисперсія та інші момен-
тні функції першого та другого порядків як початкові, так і централь-
ні, характеризують випадковий процес )(tX  в одному перерізі, що 
відповідає точці kt , тобто в статиці, і є недостатніми для оцінок його 
динамічних властивостей. Ілюстрацією сказаного може служити 
співставлення двох процесів )(tX  та )(tY , заданих вибірковими 
функціями на рис. 8.1. Наведені процеси характеризуються при-
близно однаковими математичним очікуванням )(tm  та дисперсією 
)(2 t . Однак, характер розвитку цих процесів у часі, їхня внутрішня 
структура істотно відрізняються. Для першого характерні повільні 
зміни в часі, для другого – швидкі. Отже, одновимірні моментні 
функції першого порядку не повністю відображають динаміку 
процесів у часі. 
Швидкість розвитку процесу в часі визначають ступенем (рів-
нем) імовірного зв’язку між миттєвими значеннями всіх його реаліза-
цій у різних перерізах, розміщених на різній відстані один від одного 
та початку координат. Про такий зв’язок йдеться також і стосовно 
двох або декількох процесів для відповідних перерізів у неспівдада-
ючі моменти часу. Кількісною мірою такого ймовірного зв’язку між 
миттєвими значеннями у двох перерізах, що відповідають довільним 
моментам часу kt , 1kt , і є двовимірні моментні функції другого 
порядку з аргументами kt  і 1kt  або kk tt 1  і kt . Оскільки момен-
там часу kt  і 1kt  відповідають дві випадкові величини )( ktX і 
)( 1ktX  для одного процесу (( )( ktX  і )( 1ktY  - для двох 
 процесів), 
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то моментні функції другого порядку фактично відображають зміну в 
часі величини статистичної залежності між двома випадковими ве-
личинами. Ймовірну залежність між випадковими величинами нази-
вають кореляцією між випадковими величинами. Ось чому момент-
ні функції другого порядку ще називають функціями кореляції або 
кореляційними функціями. 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 8.1 - Процеси з різною динамікою. 
 
Вважається, що ймовірна залежність займає проміжне місце 
між двома полярними формами залежності: одна – повна незалеж-
ність, тобто відсутність зв’язку; друга – найбільш жорстка функці-
ональна.  
Для ймовірних величин, подій чи процесів повна незалежність 
(статистична незалежність) означає, що закони розподілу ймо-
вірностей одного об’єкта не залежать (не змінюються) від значень 
іншого. Для системи із n  випадкових величин )(,,)(),( 21 ntXtXtX   
останнє означає, що багатовимірна функція щільності ймовірностей 
подається добутком відповідних одновимірних щільностей: 
).,(),(),(),,,;,,,( 2221112121 nnnnnn tXptXptXptttXXXp   
Функціональна залежність відображається деякою функцією 
між об’єктами. Наприклад, якщо два процеси )(tX  та )(tY , задо-
вольняють співідношенню виду )()( 2 tkXtY , то кажуть, що між ними 
має місце нелінійний функціональний квадратичний зв’язок. У цьому 
разі, якщо )(tX  в перерізі kt  набуває значення )( ktX , то процес )(tY  
у цьому ж перерізі набуде значення )()(
2
kk tkXtY  з умовною 
      X(t) 
 
 
          mX(t) 
   
               )(2 tX  
 
                                           t 
б 
 
 
 
    X(t)                    
 
mX(t) 
                                                                                                 
 
 
)(2 tX  
 
   
                                        t 
a 
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ймовірностю 1. Тобто така подія є завжди достовірною і відбудеться 
обов’язково. 
Під час оцінювання статистичного зв’язку в якості його верхньої 
межі беруть лінійну функціональну залежність між випадковими 
величинами або миттєвими значеннями процесів: )()( kiki tbXtY . 
Вважається, що кореляція (ймовірний зв’язок) є сильною (гранично 
повною) за умови лінійного зв’язку між випадковими об’єктами.  
Об’єкти некорельовані або коли статистичний зв’язок зовсім 
відсутній, або за наявності функціонального зв’язку, що істотно 
відрізняється від лінійного. Ось чому статистично незалежні величи-
ни (процеси) є некорельованими, водночас, некорельовані величини 
(процеси) не обов’язково є статистично незалежними. 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 8.2 - Випадкові величини з додатньою (а), від’ємною 
кореляцією (б) та некорельовані величини (в). 
 
Наведемо графічну ілюстрацію сказаного на прикладі двох ви-
падкових величин )( ktX  та )( ktY . Домовимося, що кожній парі зна-
чень ))(),(( kiki tYtX  відповідає на декартовій площині зображуваль-
на точка. Тоді у разі, коли між величинами )( ktX  та )( ktY  є стати-
стичний зв’язок, зображувальні точки розміщуються вздовж деякої 
прямої лінії, на яку повинні були б потрапляти у разі лінійного функ-
ціонального зв’язоку між величинами (рис. 8.2, а і б). Хаотичне роз-
ташування точок на площині характерне для незалежних, а отже, 
некорельованих величин (рис. 8.2, в). Зазначимо, що рис. 8.2, а опи-
сує величину із додатньою кореляцією, а рис. 8.2, б – від’ємною. 
   Y(tk)                           Y(tk) 
 
 
 
 
         tk                    tk 
 
 
                а                                                       б    
                           Y(tk) 
 
 
 
                               tk 
 
                                                              в 
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Те саме можна було б сказати про випадкові величини )( ktX  і 
)( 1ktX  одного процесу або )( ktX  та )( 1ktY  двох
  процесів (сигна-
лів) )(tX  та )(tY . 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Одновимірні моментні 
функції першого порядку та 
другого порядків не повністю 
відображають динаміку випад-
кових процесів у часі. 
2. Швидкість розвитку про-
цесу в часі визначають ступе-
нем імовірного зв’язку між мит-
тєвими значеннями всіх його 
реалізацій у різних перерізах, 
розміщених на різній відстані 
один від одного та початку від-
ліку.  
 Слід запам’ятати: 
1. Визначення понять: коре-
ляція, функція кореляції, статис-
тичний зв’язок, статистична не-
залежність, функціональна зале-
жність, повна кореляція, некоре-
льованість, додатна та від’ємна 
кореляції. 
2. Статистично незалежні ве-
личини (процеси) є некорельова-
ними, водночас, некорельовані 
величини (процеси) не 
обов’язково є статистично неза-
лежними. 
          Треба вміти: 
1. Визначати поняття: кореляція, функція кореляції, статистич-
ний зв’язок, статистична незалежність, функціональна залежність, 
повна кореляція, некорельованість, додатна та від’ємна кореляції.  
 
 
8.2 Двовимірні моментні функції  
другого порядку  
Моментна початкова двовимірна функція другого по-
рядку ),( 1kkX ttK  випадкового процесу )(tX  є серед-
ньостатистичним значенням добутку його миттєвих 
значень у перерізах, що відповідають моментам часу 
kt  та 1kt : 
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.),;,(
)]()([
),()()(),(
11121
1
11,111
kkkkkkkk
kk
kkkkkkX
dXdXttXXpXX
tXtXM
ttMtXtXttK
       (8.1) 
Для дискретного випадкового процесу кореляційну функцію 
обчислюють за такою формулою: 
          
s
i
kjki
m
j
kjkikkX tXtXPtXtXttK
1
1
1
11 ))(),(()()(),(        (8.2) 
При обчисленні сум використовують всі можливі сполучення 
(комбінації) значень )( ki tX  та )( 1kj tX . Величина 
))(),(( 1kjki tXtXP  відображає ймовірність того, що випадкова ве-
личина )( ktX  в перерізі kt  набуде значення )( ki tX , а величина 
)( 1ktX  в перерізі 1kt  значення )( 1kj tX  і є законом розподілу двох
  
випадкових величин )( ktX  та )( 1ktX . 
На підставі формули добутку ймовірностей випадкових величин 
та з урахуванням того, що сумісна ймовірність 
))(/)(())((
))(/)(())(())(),((
11
11
kjkikj
kikjkikjki
tXtXPtXP
tXtXPtXPtXtXP
, 
формулу для моментної двовимірної функції другого порядку дис-
кретних процесів можна записати у такому вигляді: 
m
j
kikjkj
s
i
kikikkX tXtXPtXtXPtXttK
1
11
1
1 ))(/)(()())(()(),(  
               ,))(/)(()())(()(
1
1
1
11
s
i
kjkiki
m
j
kjkj tXtXPtXtXPtX        (8.3) 
де ))(/)(()),(/)(( 11 kikjkjki tXtXPtXtXP  - умовні закони розподілу 
ймовірностей величин )( ktX  та )( 1ktX . 
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Для неперервних величин )( ktX та )( 1ktX  
kkkkkkkkkkkkX dXdXtXtXpXtXpXttK 1111111 ),/,(),(),(  
.),(),/,(),( 11111111 kkXkkkkkkkkkk ttKdXdXtXtXpXtXpX  
Отже, функція кореляції процесу )(tX  наділена властивістю 
симетрії відносно моментів часу kt  та 1kt , тобто є інваріантною ві-
дносно порядку слідування аргументів. 
Двовимірна початкова моментна функція другого порядку 
),( 1kkX ttK , як міра статистичного зв’язку між миттєвими значен-
нями одного й того самого процесу )(tX , називається кореляцій-
ною функцією нецентрованого процесу, автокореляційною 
функцією (АКФ) або функцією автокореляції. 
 
► Приклад. Визначити функцію кореляції випадкового процесу 
X(t) з нормальним законом розподілу між випадковими величинами 
)( ktX  та )( 1ktX : 
]
)1(2
2
exp[
12
1
),;,(
2
2
11
2
2
112
kkkk
kkkk
XXXX
ttXXp . 
За означенням кореляційна функція  
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2
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Подамо подвійний інтеграл у такому вигляді: 
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)1(2
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2
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Внутрішній інтеграл 
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Інтеграл 
)1(2/
)1(2)
)1(2
)2(
exp(
2
1
2
1
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2
1
dYdX
Y
XX
dX
XX
k
kk
k
kk  
.)1(2)1(2)1(22)1(2 22
0
22 22 dYedYe YY  
Ураховано, що останній визначений інтеграл є табличним і дорівнює 
2/ . 
Тоді  
.)1(2)1(2)1(2 1
2
1
22
kk XdXdU  
Якщо врахувати, що змінна Y для 1kX kX  дорівнює нулю, то 
kk XX )1(2)1(2
2
1
2 . 
Остаточно 
),( 1kkX ttK = kk
X
k XdXeX
k
)1(2
12
1 22
2
2
 
  
2
22
2
2
1
k
X
k dXeX
k
. 
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Двовимірна початкова моментна функція другого порядку, ви-
значена для двох випадкових процесів )(tX  та )(tY , є середньоста-
тистичним значенням добутку миттєвих значень процесу )(tX  в пе-
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рерізі kt  чи 1kt  та процесу )(tY  відповідно в перерізі 1kt  чи kt  і нази-
вається взаємною кореляційною функцією (ВКФ) двох нецент-
рованих процесів або функцією взаємної кореляції.  
На відміну від функції автокореляції, для якої 
),( 1kkX ttK = ),( 1 kkX ttK , взаємна кореляційна функція залежить 
як від порядку (послідовності) слідування аргументів, так і процесів 
(множників). Ось чому 
).,(),( 11 kkYXkkXY ttKttK  
Структура формул, що застосовується під час обчислення 
кореляційних функцій двох процесів, така сама, як і (8.1) та (8.2): 
                )]()([)()(),( 111 kkkkkkXY tYtXMtYtXttK         (8.4) 
                ),( 1kkYX ttK = )]()([)()( 11 kkkk tXtYMtXtY         (8.5) 
►Приклад. Визначити функцію кореляції процесу Х(t) кожна реалі-
зація якого є послідовністю прямокутних відеоімпульсів тривалості імпt  
(рис. 8.3, а), що набувають значення +Am або -Am  з рівною ймовірностю: 
                                             Р(+Am)=Р(-Am)=0.5.                                    (8.6) 
Розглянемо дві випадкові величини Х(t1) та Х(t2)=Х( 1t ), що 
відповідають моментам часу t1, 1t .. Очевидно, що Х(t1) та Х( 1t ) є 
величинами дискретними, кожна з яких може набувати значення або +Am 
або -Am з безумовною ймовірностю відповідно до (8.6). Зважаючи на те, 
що імпульси різних знаків з’являються незалежно від того, який імпульс 
був перед цим, можна стверджувати, що у разі, якщо імпt , випадкові 
величини Х(t1) та Х( 1t ) є незалежними, а отже, некорельованими, і їх-
ня функція автокореляції ),( 1kkX ttK = )()( 11 tmtm XX . 
Розглянемо випадок, коли імпt . Тоді можлива ситуація, коли ім-
пульс додатньої або від’ємної полярності “покриє” обидва перерізи t1 та 
1t , а полярність (знак) величини Х( 1t ) повністю визначається зна-
ком Х(t1). А це відповідає статистичній залежності між Х(t1) та Х( 1t ). 
Для визначення функції кореляції потрібно знайти закон розподілу 
ймовірностей системи двох випадкових величин Х(t1) та Х( 1t ), а для 
розглядуваного прикладу ймовірності різних сполучень (комбінацій) 
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можливих значень Х(t1) та Х( 1t ). У данному випадку таких сполучень 
чотири: (Am, Am); (Am, -Am); (-Am, Am); (-Am, -Am). 
За означенням ймовірність Р(Am, Am)=Р(Am)Р(Am/Am). Оскільки 
Р(Am)=0,5, потрібно визначити умовну ймовірність того (події), що ве-
личина Х( 1t ) набуде значення +Am , якщо Х(t1) набуває значення +Am. 
 
 
 
 
 
 
 
 
 
 
Рисунок 8.3 – Приклад дискретного випадкового процесу (а) та 
                      його кореляційна функція (б). 
Така подія можлива у двох несумісних випадках: 
А. Якщо додатний імпульс починається на відстані від точки t1 
меншій, ніж імпt  (у цьому разі точка 1t  обов’язково 
перекривається ). 
В. Якщо додатний імпульс розміщується від точки t1 на відстані 
більшій, ніж імпt , але наступний за ним імпульс буде також додат-
ним. 
Ймовірність події А відповідно до співвідношення мір, як одного з 
підходів до визначення ймовірності події, становить 
імпімп /)()( ttAP . 
Тоді ймовірність події В 
)()()( mAPAPBP = ,5,01)())(1(
імпімп
імп
tt
t
APAP m  
де A  – протилежна до А подія.  
Остаточно, на основі теореми додавання : 
імпімп
імп
імпімп
імп 5,01
5,0
5,0)()()/(
tt
t
tt
t
BPAPAAP mm . 
Тоді шукана ймовірність: 
 
      xi(t) 
 
   Am     імпt  
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                        ф                          - Am 
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)5,01(5,0);(
імпt
AAP mm . 
Результати подібних міркувань до сумісного закону розподілу 
ймовірностей Х(t1) та Х( 1t )=Х(t2) подані в таблиці 8.1. 
Тоді згідно з ( 8.3) та табл. 8.1 кореляційна функція 
),( 1kkX ttK
імпімп
2 25,0)()5,01(5,0
t
AA
t
A mmm  
імп
25,0)(
t
AA mm )5,01(5,0)(
імпt
AA mm  
)1(5,0)5,01(
імп
2
імп
2
імп
2
t
A
t
A
t
A mmm . 
Отже, за достатньо малих значень  ймовірність того, що Х(t1) та 
Х( 1t ) однакові (з урахуванням знаку) є дуже великою (близькою до 
1). При збільшенні  зв’язок між перерізами слабшає і при імпt  
дорівнює 0. Якщо поміняти місцями перерізи t1 та t2=t1+ , то в наведе-
них вище міркуваннях нічого не зміниться, проте у цьому разі 
021 tt  стає від’ємним. Останнє вказує на симетрію функції 
кореляції відносно осі ординат. Графік кореляційної функції процесу, 
що розглядався, зображено на рис. 8.3, б. 
                Таблиця 8.1  
X(t2)\X(t1) +Am -Am 
+Am )5,01(5,0
імпt
 
імп
25,0
t
 
-Am 
імп
25,0
t
 )5,01(5,0
імпt
 
 
                                                                                                                   ◙ 
Двовимірні центральні моментні функції другого порядку є 
мірою статистичного зв’язку між миттєвими значеннями центрованих 
процесів і визначаються за такою формулою:  
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-для одного процесу 
  
                    
))];()())(()([(
),()]()([),(
11
1111,1
kXkkXk
kkXkkkk
tmtXtmtX
ttBtXtXtt 
        (8.7) 
- для двох  центрованих процесів  
                      
))]()())(()([(
),()]()([),(
11
1111,1
kYkkXk
kkXYkkkk
tmtYtmtX
ttBtYtXtt 
           (8.8) 
або  
              ))]()())(()((),( 111 kXkkYkkkYX tmtXtmtYttB .    (8.9) 
Двовимірну центральну моментну функцію другого порядку 
),( 1kkX ttB  називають кореляційною функцією центрованого 
процесу )(tX , а ),( 1kkXY ttB  або ),( 1kkYX ttB  взаємною коре-
ляційною функцією двох  центрованих процесів відповідно )(tX  і 
)(tY  та )(tY  і )(tX . Дуже часто функцію ),( 1kkX ttB  називають ко-
варіаційною функцією нецентрованого процесу )(tX , а 
),( 1kkXY ttB  взаємною коваріаційною функцією двох нецентро-
ваних процесів )(tX  та )(tY . 
Нормовані кореляційні функції. Під час дослідження випад-
кових процесів та їхніх перетворень різноманітними системами час-
то користуються нормованими функціями кореляції центрова-
них процесів. 
Для центрованого випадкового процесу нормована функція 
автокореляції 
      
)()(
),(
),(),(),(
1
1
111
kXkX
kkX
kkXkkXkkX
tt
ttB
ttttrttR   (8.10) 
визначається як відношення функції кореляції центрованого випад-
кового процесу до добутку його середньоквадратичних відхилень у 
перерізах kt  та 1kt . 
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Оскільки, як буде показано пізніше, для лінійно зв’язаних вели-
чин )()(),( 11 kXkXkkX ttttB , а для незалежних (некорельова-
них) - 0),( 1kkX ttB  , то можна стверджувати таке: 
 нормована функція автокореляції (коефіцієнт автокоре-
ляції), у двох крайніх випадках зв’язку між випадковими 
об’єктами за абсолютним значенням дорівнює нулю та 
одиниці.  
Значення ноль відповідає відсутності зв’язку (статистичній не-
залежності) або наявності функціонального зв’язку, що істотно відрі-
зняється від лінійного, а одиниця - найбільш тісному (лінійному) фу-
нкціональному зв’язку. Природньо вважати, що між цими двома 
крайніми випадками, коли зв’язок існує, але не є гранично жорстким, 
коефіцієнт кореляції набуває значення між 0 та 1.  
Коефіцієнт автокореляції ),( 1kkX tt  можна вважати показни-
ком того, наскільки змінюється потужність флуктуацій випадкового 
процесу )(tX  при проходженні часу kk tt 1 , починаючи з kt , або на-
скільки збереглась форма )(tX  в середньому за ансамблем. Зна-
чення 1 вказує на те, що форми вибіркових функцій )(txi  процесу 
)(tX  ідентичні, а при 0  - вибіркові функції некорельовані, тобто 
не існує якого-небудь фрагменту вибіркової функції )(txi , де 
kk tt 1 , процесу )(tX , який би був частиною вибіркової функ-
ції )(txi  процесу )(tX . Значення 1 засвідчує, що форма вибір-
кової функції )(txi  процесу )(tX  є дзеркальним відображенням 
стосовно осі t  вибіркової функції )(txi  процесу )(tX . 
Аналогічно вводять поняття нормованої функції кореляції 
двох центрованих процесів )(tX  та )(tY  або коефіцієнтів вза-
ємної кореляції: 
- для процесів )(tX  та )(tY  
                               
)()(
),(
),(
1
1
1
kYkX
kkXY
kkXY
tt
ttB
ttR                        (8.11) 
- для процесів )(tY  та )(tX  
                        
)()(
),(
),(
1
1
1
kXkY
kkYX
kkYX
tt
ttB
ttR .                      (8.12) 
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Висновки наведені для коефіціента автокореляції є справедли-
вими і для коефіцієнтів взаємної кореляції. Слід звернути увагу на 
те, що коефіціент кореляції в загальному випадку є функцією двох 
величин: моментів часу kt  і 1kt , або kt  та інтервалу kk tt 1 . Із 
збільшенням  статистичний зв’зок між миттєвими значеннями одно-
го процесу або двох процесів )(tX  та )(tY  в неспівпадаючі моменти 
часу буде зменшуватись. Але для різних за динамікою процесів чис-
лові значення  очевидно будуть різними. Ось чому випадкові про-
цеси (їх розвиток у часі), як і детерміновані, характеризують ще од-
ним параметром, що тісно пов’язаний з нормованими функціями ко-
реляції, який називають інтервалом кореляції . 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1.Конкретний вид кореля-
ційної функції істотно залежить 
від порядку запису в її позна-
ченні аргументів і індексів. 
2. Із збільшенням відстані 
між перерізами  статистичний 
зв’зок між миттєвими значен-
нями одного або двох процесів  
у неспівпадаючі моменти часу 
буде зменшуватись.  
 Слід запам’ятати: 
1. Визначення понять: авто-, 
взаємнокореляційна функції не-
центрованих та центрованих ви-
падкових процесів, нормована 
автокореляційна (коефіцієнт ав-
токореляції) та нормована взає-
мнокореляційна (коефіцієнт вза-
ємної кореляції) функції. 
2. Нормовані кореляційні фун-
кції набувають значень із діапа-
зону [0, ±1]. 
          Треба вміти: 
1. Визначати поняття: автокореляційна, взаємнокореляційна 
функції нецентрованих та центрованих випадкових процесів, нормо-
вана автокореляційна (коефіцієнт автокореляції) та нормована вза-
ємнокореляційна (коефіцієнт взаємної кореляції) функції. 
2. Обчислювати автокореляційні, взаємнокореляційні функції 
нецентрованих та центрованих випадкових процесів, нормовані ав-
токореляційні (коефіцієнти автокореляції) та нормовані взаємноко-
реляційні (коефіцієнт взаємної кореляції) функції. 
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8.3 Особливості кореляційних характеристик  
Фізичний зміст кореляційних характеристик. Очевидно, що 
розмірність автокореляційної функції нецентрованого процесу ви-
значається розмірністю квадрата його миттєвого значення, а взаєм-
ної кореляційної функції – розмірністю добутку миттєвих значень 
процесів. Можна стверджувати також, що для конкретних значень kt  
та 1kt  значення кореляційної функції пропорційні потужності взає-
модії миттєвих значень об’єкта (процесу або двох процесів) у пере-
різах kt  та 1kt .  
У співпадаючих перерізах, коли kt = 1kt , кореляційна функція 
),( 1kkX ttK  дорівнює середньому квадрату процесу 
)]([)()(),( 2 kkkkkX tXMtXtXttK  і відображає потужність його 
миттєвого значення в перерізі kt .  
Із формул (8.7) – (8.9) випливає, що миттєві значення кореля-
ційних функцій центрованих процесів визначають потужності взає-
модії відхилень випадкових процесів від середніх значень. Водно-
час, для співпадаючих перерізів, коли kt = 1kt , функція взаємної ко-
реляції ),( 1kkXY ttB = )(),(
2
kXkkXY tttB , тобто дисперсії, яка, як 
відомо, характеризує середню потужність випадкового центрованого 
процесу. 
Об’єкти з повною кореляцією. У цьому разі між миттєвими 
значеннями процесу )(tX  в перерізах kt  і 1kt  має місце лінійний 
зв’язок: )()( 1 kk taXtX . Тоді згідно з (8.7) маємо: 
).()())()())(()((
))()())(()(())()((),(
22
1111
kXkkXkkXk
kXkkXkkkkkX
tatXatamtaXtmtX
tmtXtmtXtXtXttB


 
Таким чином, при прямо пропорційній залежності між 
миттєвими значеннями процесу в двох різних моментах часу функція 
кореляції центрованого процесу пропорційна дисперсії одного з них. 
Якщо 1a , то отримаємо попередній результат, що відповідає 
співпаданню перерізів kt  та 1kt . 
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 Повна кореляція еквівалентна нульовому зсуву між 
перерізами. Чим більше зсув, тим менше кореляція. 
З іншого боку, відомо, що математичне очікування добутку не-
залежних величин визначається добутком їхніх математичних 
очікувань. Припустимо, що kt  та 1kt  вибрані так, що )( 1ktX  незале-
жить від )( ktX . Очевидно, це найбільш ймовірно для одного й того 
самого процесу, коли перерізи визначені в моменти часу, відстань 
між якими kk tt 1  дуже велика.  
Тоді 
0)]([)]([()]()([),( 111 kkkkkkX tXtXtXtXttB
 , 
оскільки 0)]([ ktX
  і 0)]([ 1ktX . 
 Функція кореляції незалежних центрованих об’єктів 
дорівнює нулю. 
Загалом можна зробити такі висновки: 
 значення функції кореляції центрованих процесів зміню-
ється в межах від 0 до )(
2
kX ta або )()( tt YX ; 
 незалежні випадкові величини або процеси є некорельо-
ваними з нульовими кореляційними функціями, а отже, 
енергетично не взаємодіють; 
 сильно корельовані величини (процеси) є “лінійно подіб-
ними”. У цьому разі форми вибіркових функцій 
(реалізацій) випадкового процесу )(tX  або форми відпо-
відних реалізацій двох процесів )(tX  та )(tY  - ідентичні;  
 характер зміни кореляційних функцій від аргументів kt , 
1kt  та  відображає розвиток випадкового процесу в 
часі. Швидким змінам процесу відповідають швидкі зміни 
кореляційних функцій і навпаки.  
Останнє випливає з того, що випадкові величини сильно 
корельовані, якщо kt  та 1kt  розміщені близько один від одного. Як-
що за малих значень  кореляція незначна, то таке можливе тільки 
за умови значної зміни характеру розвитку процесу в часі. 
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Взаємозв’язок між кореляційними функціями нецентрованого та 
центрованого випадкового процесів відображається такими форму-
лами: 
                    )()(),(),( 111 kXkXkkXkkX tmtmttKttB            (8.13) 
або 
                   )()(),(),( 111 kXkXkkXkkX tmtmttBttK .           (8.14) 
Отже, якщо процеси є незалежними, то 0),( 1kkX ttB  і вони 
є некорельовані. Останнє означає, що функція кореляції нецентро-
ваного випадкового процесу  
                               )()(),( 11 kXkXkkX tmtmttK .                       (8.15) 
Те саме справедливе для взаємних функцій кореляції. 
Отже, двовимірні початкові та центральні моментні функції 
другого порядку (кореляційні функції нецентрованих та центрова-
них випадкових процесів) кількісно відображають величину стати-
стичного зв’язку між вибірками в двох перерізах одного процесу чи 
одиночними вибірками в двох процесах. Значення цих функцій тісно 
зв’язані з дисперсіями та математичними очікуваннями. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Значення кореляційної 
функції пропорційні потужності 
взаємодії миттєвих значень 
процесу (двох процесів).  
2. Швидким змінам процесів 
відповідають швидкі зміни ко-
реляційних функцій і навпаки.  
3. У разі сильно корельова-
них процесів форми вибіркових 
функцій (реалізацій) випадко-
вого одного або двох процесів  
є ідентичними.  
 Слід запам’ятати: 
1. Функція кореляції незалеж-
них центрованих процесів 
дорівнює нулю, а процеси є неко-
рельваними. 
2. Повна кореляція еквіва-
лентна нульовому зсуву між 
перерізами. Чим більше зсув, тим 
менше кореляція. 
3. Функція кореляції нецент-
рованого випадкового процесу  
)()(),( 11 kXkXkkX tmtmttK . 
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 Треба вміти: 
1. За кореляційними функціями різних типів визначати енерге-
тичні характеристики випадкових процесів. 
 
 
8.4  Кореляційні властивості зінтегрованих  
та здиференційованих процесів  
Дуже важливим видом перетворень процесів, у тому числі і ви-
падкових, є їхнє диференціювання та інтегрування. Очевидно, що 
під час теоретичного дослідження таких перетворень слід мати в ро-
зпорядженні залежності, які б відображали зв’язок між статистични-
ми характеристиками об’єктів таких операцій. 
Диференціювання процесів. Розглянемо деякий випадковий 
процес )(tX  такий, що всі його реалізації },1),({ nitxi  є диферен-
ційованими функціями. Тоді сукупність реалізацій },1),({ nitxi , 
кожна з яких )(txi суть похідна відповідної реалізації )(txi  випадково-
го процесу )(tX , утворює випадковий процес dttdXtX /)()( )(tX , 
що називається похідною випадкового процесу )(tX  або здифере-
нційованим випадковим процесом.  
Випадковий процес dttdXtX /)()(  є похідною у середньок-
вадратичному від випадкового процесу )(tX , якщо справджується 
така умова: 
                          .0)(
)()(
lim
2
0
tX
t
tXttX
М
t
              (8.16) 
Обчислимо математичне очікування випадкового процесу 
)()( tXtY . Врахуємо те, що кожна реалізація такого процесу 
t
txttx
tу ii
t
i
)()(
lim)(
0
. Тоді, усереднення по всім таким реалі-
заціям дає математичне очікування здиференційованого випадково-
го процесу dttdXtX /)()( : 
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 Математичне очікування процесу, що є похідною від за-
даного, визначається похідною від математичного очі-
кування останнього.  
Отже, якщо два випадкові процеси пов’язані операцією дифе-
ренціювання, то у загальному випадку відповідні їм математичні очі-
кування також пов’язані такою самою операцією.  
Цей результат є частковим випадком більш загального виснов-
ку, характерного для лінійних систем: 
 середні значення (математичні очікування) процесів на 
вході та виході лінійної системи, властивості якої опи-
суються лінійним операторм ),( tpL , пов’язані тим са-
мим оператором. 
► Приклад. Визначити математичне очікування процесу на 
виході ідеального диференціатора, якщо на його вході діє випадковий 
процес із середнім значенням ttm sin)( . 
Оскільки вихідний та вхідний процеси пов’язані оператором дифере-
нціювання, математичне очікування реакції ідеального диференціатора 
.cossin)()()( вхвих tt
dt
d
tm
dt
d
tm
dt
d
tm  
                                                                                                                  ◙ 
►Приклад. Визначити середнє значення процесу X(t) на вході ліній-
ної системи у вигляді класичного послідовного 
RC-кола першого порядку (приклад інтегруючої 
системи; рис. 8.4), якщо її реакція )()( C tUtY  є 
процесом із математичним очікуванням 
const)()( YUY mtmtm . 
Як відомо зв’язок між реакцією Y(t) та дією в 
такій системі описується диференціальним рів-
X(t) Y(t) 
Рисунок 8.4 – RC - 
система першого  
 порядку. 
R 
С 
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нянням 
)()(
)(
tXtY
dt
tdY
RC . 
Процес X(t) є сумою двох процесів: X(t)=Y(t)+Z(t), де 
dt
tdY
RCtZ
)(
)(  з точністю до постійного множника є диференціальним 
перетворенням процесу )()( C tUtY . Тоді з урахуванням властивостей 
математичного очікування та зроблених попередньо висновків 
.)()()( YYYZYX mm
dt
d
RCmtmtmtm   
                                                                                                                        ◙ 
Як відомо, для кількісного оцінювання статистичного зв’язку 
між миттєвими значеннями процесу слід знати його автокореляційну 
функцію. Розглянемо фун-
кцію кореляції процесу 
ttXttXtY /)]()([)( . 
Такий процес можна розг-
лядати як результат ліній-
них перетворень над про-
цесом )(tX  на зразок за-
тримка в часі на величину 
t , віднімання (алгебраїчне 
додавання) та множення (підсилення, повторення або послаблення). 
Структурна схема лінійної системи, що реалізує ці функції, показана 
на рис. 8.5. 
За означенням  
   
)]()([
1
)]()([
1
)]()([
1
)]()([
1
)()()()(
),,(
11
1
1
1
1
1
11
1
1
111
1
kkk
kk
kkk
kk
kk
kk
kkkk
kk
k
kkk
k
kkk
kkY
tXttXM
tt
tXttXM
tt
tXtXM
tt
ttXttXM
tt
t
tXttX
t
tXttX
MtttK
 (8.17) 
X(t-∆t) 
– 
X(t) Y(t) 
∆t 
1/∆t 
X(t) 
Рисунок 8.5 - Структурна схема 
лінійної системи. 
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).(
1
)(
1
)(
1
)(
1
1
1
11
1
1
1
11
1
kkX
kk
kkkX
kk
kkkX
kk
kkkkX
kk
ttK
tt
tttK
tt
tttK
tt
ttttK
tt
 
Кореляційну функцію ),( 1kkX ttK  здиференційованого про-
цесу )(tX , отримаємо граничним переходом у останньому 
співвідношенні, спрямувавши до нуля kt  та 1kt : 
),,(
),(
),(),(
lim
]
),(),(
lim
),(
lim
),(
lim[
1
lim),(
1
1
2
1
1
1
111
1111
11
1
1
01
00
001
kkX
kkk
kkX
k
k
kkkXkkkkX
t
k
kkXkkkX
tk
kkkX
t
k
kkkkX
tkt
kkX
ttK
ttt
ttK
t
t
tttKttttK
t
ttKtttK
t
tttK
t
ttttK
t
ttK
k
kk
kk
(8.18) 
де )('XK  позначено похідну від ),( 1kkX ttK  за аргументом kt . 
►Приклад. Випадковий процес X(t) характеризується 
кореляційною функцією ))(exp(),( 211 kkXkkX ttDttK . Знайти 
середній квадрат процесу Y(t) на виході ідеального диференціатора. 
Згідно з (8.18) кореляційна функція вихідного процесу 
)}.)(21()({exp(2
)})(exp(2{),(
2
1
2
1
2
1
1
1
kkkkX
kkX
k
kkY
ttttD
ttD
t
ttK
 
За властивостями кореляційної функції середній квадрат визначаєть-
ся її значенням у співпадаючих перерізах: ttt kk 1 . Тоді отримаємо 
YX DDtY 2)(
______
2 . Результатом є стала дисперсія, а отже, математичне 
очікування вихідного процесу дорівнює нудю. 
                                                                                                                  ◙ 
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Як відомо та буде показано далі для стаціонарного процесу 
функції кореляції не залежать від початку відліку часу, моментів ви-
значення перерізів, а визначаються відстанню kk tt 1  між пере-
різами. Це дає змогу переписати співвідношення (8.17) у такому ви-
гляді: 
)],(),(),(2[
1
);,(
2
ttKttKtK
t
ttK kXkXkXkY . 
Спрямовуючи 0t , обчислимо кореляційну функцію похід-
ної )(tX  як границю останього співвідношення: 
)].()()(2[
)(
1
lim),(lim)(
200
tKtKK
t
tKK XXX
t
y
t
X  
За умови, що 0t , чисельник та знаменик прямують до ну-
ля. Розкривши невизначеність за правилом Лопіталя відносно t , 
дістанемо: 
).(
2
)()(
lim))((
))(())(2(
))((
1
lim),(lim)(
0
200
X
XX
t
X
XX
t
Y
t
X
K
t
tKtK
tK
tKK
t
tKK
 
Враховано, що похідна від складної функції із від’ємним аргу-
ментом (- t ) дає знак мінус перед )( tKX , а також те, що 
функція )(XK  не залежить від t . Тому під час застосування пра-
вила Лопіталя відносно t  маємо: .0/)(lim
0
tK X
t
 
 Кореляційна функція )(XK  процесу )(tX , що є 
похідною від стаціонарного процесу )(tX , дорівнює 
взятій із знаком мінус похідній другого порядку від коре-
ляційної функції )(XK  початкового процесу: 
                                          ).()( XX KK                              (8.19) 
Такий самий висновок є справедливим і для кореляційних 
функцій здиференційованих центрованих процесів:  
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                                             ).()( XX BB                                (8.20) 
Виходячи з означення кореляційної функції, очевидними є і такі 
співвідношення: 
;)()0( 2tXKX  .)0(
2
XXX DB   
Отже, умовою диференціювання стаціонарного випадкового 
процесу є існування другої похідної від його автокореляційної 
функції. 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 8.6 - Кореляційна функція експоненціального виду (а) 
та її похідна (б). 
 
Але не будь-яка кореляційна функція задовольняє умову 
існування похідної другого порядку від неї. Наприклад, це 
кореляційна функція, що зображена на рис. 8.6, а. Перша похідна від 
цієї функції має розрив першого роду для нульового значення аргу-
менту (рис. 8.6, б). Функції кореляції, що зображена на рис. 8.7, а, 
задовольняє зазначену умову. Можна сподіватися, що якщо в околі 
точки =0 для функції кореляції характерні незначні зміни, то похідна 
другого порядку від неї в цій точці існує (рис. 8.7, б).  
Відомо, що уповільнення кореляційної функції відображає дос-
татньо високий рівень статистичного зв’язку між миттєвими значен-
нями процесу в близьких перерізах. Для процесу, який подається 
кореляційною функцією, зображеною на рис. 8.6, а, такий зв’язок є 
слабким.  
Якщо випадковий процес )(tX  диференціюється n  разів, то 
необхідною умовою цього повинно бути існування всіх n2  похідних 
від його кореляційної функції. Отже, кореляційні функції трикутної та 
експоненціальної форми мають розрив похідної для нульового зна-
   ),( kX tK    
                                 1          
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    ),( kX tK                                                                                                                 
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чення її аргумента. У цьому разі друга похідна приймає нескінченне 
значення. 
 
 
 
 
 
 
 
 
 
Рисунок 8.7 - Кореляційна функція нормального виду (а) та 
її похідна (б). 
 
Випадкові процеси, автокореляційні функції яких не за-
довольняють умову існування другої похідної від них за 
нульового значення аргументу, називаються недифере-
нційованими. 
 
Дисперсія (або середньоквадратичне значення) процесу, який 
є результатом диференціювання недиференційованого випадкового 
процесу, дорівнює нескінченності. Виходячи з ототожнення середно-
го квадрата (або дисперсії) процесу з його потужністю, можна зроби-
ти висновок про те, що існування в природі випадкових процесів із 
автокореляційними функціями зазначеного виду є неможливим, як 
не має фізичного змісту процес із нескінченною потужністю. Однак, 
незважаючи на це, автокореляційні функції на зразок трикутника та 
симетричної експоненти є корисними моделями для 
диференційованих процесів. 
►Приклад. Визначити функцію кореляції та дисперсію похідної 
центрованого процесу )(tX , автокореляційна функція якого 
])(exp[)( 22XXB  
Здиференціювавши послідовно два рази )(XB , дістанемо: 
].)(exp[)1)(2(2])(exp[22
])(exp[2)(];)(exp[2)(
222222222
222222
XX
XXXX BB
 
Остаточно 
    ),( kX tK    
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].)(exp[)1)(2(2)()( 2222XXX BB  
Дисперсія здиференційованого процесу 
222 2)0()0( XXXX BB . 
Графіки функцій )(xB  та )(xB  зображено на рис. 8.8.  
 
 
 
 
 
 
 
 
 
Рисунок 8.8 - Кореляційні характеристики центрованого 
                      процесу (а) та похідної від нього (б). 
                                                                                                                            ◙ 
 
►Приклад. Визначити кореляційну функцію процесу на вході ліній-
ної системи у вигляді класичного послідовного RC-кола першого порядку 
(рис. 8.4), якщо реакція такої системи )()( C tUtY  є процесом стаціо-
нарним із кореляційною функцією ),exp()()( 22YUY KK  )0( . 
Раніше показано, що процес X(t)=Y(t)+Z(t), де dttRCdYtZ /)()(  - 
диференціальне перетворення стаціонарного випадкового процесу 
(СВП) Y(t), а отже, є процесом також стаціонарним. Оскільки функціо-
нальний зв’язок між процесами Z(t) та Y(t) відрізняється від прямо про-
порційного, то це процеси некорельовані. Тоді, АКФ 
)()()( YZX KKK  вхідного процесу, як кореляційна функція суми 
некорельованих стаціонарних випадкових процесів. 
Відомо, що диференціальне перетворення СВП Y(t) дає процес )(' tY  
із кореляційною функцією )('')('')( UYY KKK . Процес 
)(')( tRCYtZ , де RC – невипадкова величина, характеризується АКФ 
)('')()( 2 YZ KRCK . Отже, для вхідного процесу 
)()('')()( 2 YYX KKRCK . 
Двократне диференціювання )(YK  дає 
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2
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2222 ))(exp()21(2)('')( RCKK YYZ . 
Остаточно  
]))(21)[(exp()( 2222 RCK YZ . 
                                                                                                                  ◙ 
Інтегрування процесів. Тепер зупинимось на інтегральному 
перетворенні випадкового процесу )(tX . Будемо називати випадко-
вий процес 
t
dXtY
0
)()(  інтегральним перетворенням (зінтегро-
ванм процесом) випадкового процесу )(tX  у разі, якщо між реаліза-
ціями )(tуi  і )(txi  процесів )(tY  і )(tX  має місце відповідність: 
t
ii dxty
0
)()( . Такий зв’язок є характерним для реакції та дії інтег-
руючих систем. 
Будемо вважати, що )(tX – процес із кореляційною функцією 
),( 1kkX ttK  (або ),( 1kkX ttB  для центрованих процесів) чи 
)),((),,( kXkX tBtK . Згідно з наведеними раніше висновками від-
носно дії операторів лінійних систем на моментні функції середнє 
значення інтегралу від випадкової функції дорівнює інтегралу її се-
реднього значення: 
                         .)]([])([)]([
00
dXMdXMtYM
tt
                (8.21) 
Враховуючи це, маємо функцію кореляції процесу, який є ре-
зультатом інтегрального перетворення: 
])()([)]()([),(
0 0
1111
1k kt t
kkkkkkkkY dXdXMtYtYMttK  
                            ])()([
0 0
11
1k kt t
kkkk ddXXM                  (8.22) 
403 
8.4 Кореляційні властивості зінтегрованих та здиференційованих процесів 
.),()]()([
0 0
11
0 0
11
11 k kk k t t
kkkkX
t t
kkkk ddKddXXM  
Отже, як і у випадку диференціювання процесів, кореляційна 
функція процесу )(tY , що визначається інтегралом заданого )(tX , є 
результатом послідовної дії оператора системи (в данному випадку 
інтегрування) на кореляційну функцію ),( 1kkX ttK  вхідного проце-
су: 
                       
)}].,((){()[(
)]},()[(){(),(
11
111
kkXkk
kkXkkkkY
ttKtLtL
ttKtLtLttK
               (8.23) 
Якщо процес )(tX  є стаціонарним, тоді, як відомо, 
)(),(;const)]([ 1 XkkXX KttKmtXM , де kk tt 1 . 
Враховуючи (8.21) та (8.22), дістанемо математичне очікування 
                 const)]([])([
000
tmdmdXMdXM X
t
X
tt
       (8.24) 
та кореляційну функцію 
                  
k kt t
kkYkkkkXY ttKddKK
0 0
111
1
),()()(      (8.25) 
випадкового процесу, який є результатом інтегрування 
стаціонарного. 
 Математичне очікування випадкового процесу, що є ре-
зультатом інтегрування стаціонарного, є функцією ча-
су, а його кореляційна функція залежить як від початку 
відліку часу, так і відстані між перерізами. 
Зроблені висновки засвідчують, що інтегральне перетворення 
стаціонарних процесів дає процес нестаціонарний. 
►Приклад. Випадковий стаціонарний процес характеризується 
дельтоподібною функцією кореляції )()( 0WKX  та нульовим мате-
матичним очікуванням 0xm , де 0W  - постійний множник. Визначити 
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функцію кореляції, математичне очікування та дисперсію випадкового 
процесу Вінера. 
Заданий випадковий процес часто називають білим шумом, а його 
інтегральне перетворення )(tY  - випадковим процесом Вінера. 
Математичне очікування )(tY  визначимо за формулою (8.21):  
,0)()()(
0 0
dmdXMtm
t t
XY  
оскільки 0)(tmX . 
Відповідно до (8.22) функція кореляції  
k k k k
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t t t
k
t
kkkkkkk
t t
kkkkXkkY
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10110
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111
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Значення змінних інтегрування kk ,1  є такими, що визначають 
область інтегрування прямокутної форми ОМРН зі сторонами ],0[ kt  та 
],0[ 1kt  (рис. 8.9).  
Відповідно до властивостей  - функції та функції )( 1 kk  вну-
трішній інтеграл дорівнює нулю для всіх пар значень ,,1 kk  крім 
таких, що задовольняють умову kk 1 , тобто одночасно належать 
прямій ОА, яка проходить через початок координат із кутом нахилу до 
осі абсцис 45 , та прямій ВС . 
Тоді, якщо 1kk tt  (рис. 8.9, а), для вказаних пар значень 
,,1 kk  інтеграл k
t
kk d
k
0
1 )(  дорівнює одиниці, 1kk dd , 
10 kk t ; 110 kk t , а 1kk tt . У зв’язку з чим функція коре-
ляції 101),( kkky tWttK . 
У разі, якщо 1kk tt  (рис. 8.9, б), пряма ОА для ненульових пар зна-
чень kk ,1  для інтегралу по 1k  визначає такі співвідношення: 
kk tt 1 ; kk t10 . Тому тепер кореляційна функція 
kkkY tWttK 01),( . Зважаючи на те, що в обох випадках функція ко-
реляції явно залежить від kt  або 1kt , а не від різниці, то вінеровський 
випадковий процес не є нестаціонарним. 
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Рисунок 8.9 - До визначення функції кореляції вінеровського 
випадкового процесу. 
Дисперсію знаходимо на основі визначеної кореляційної функції 
tWttK YtttkkY kk 0
2
1 1
),(  для співпадаючих перерізів: kt = 1kt = 
t. Вона не є постійною, а лінійно зростає з часом, що також є ознакою 
нестаціонарності зінтегрованого процесу. 
                                                                                                                             ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Математичне очікування 
випадкового процесу, що є по-
хідною від заданого, визнача-
ється похідною від математич-
ного очікування останнього.  
2. Середні значення проце-
сів на вході та виході лінійної 
системи, властивості якої опи-
суються лінійним операторм 
),( tpL , пов’язані тим самим 
оператором. 
3. Умовою диференціювання 
стаціонарного випадкового про-
цесу є існування другої похідної 
 Слід запам’ятати: 
1. Визначення понять: зди-
ференційований та зінтегрова-
ний процес, диференційовані та 
недиференційовані процеси,  
випадковий процес Вінера.  
2. Диференціювання випад-
кового стаціонарного процесу 
дає процес із нульовим матема-
тичним очікуванням. 
3. Для стаціонарного процесу 
функції кореляції не залежать 
від початку відліку часу, момен-
тів визначення перерізів, а ви-
значаються відстанню kk tt 1  
Н 
 В 
Р 
kt  
М 
kt  
1k  
1kt  
k  
С 
А 
0 
б 
М 
1kt  kt  
1k  
1kt  
k  
С А 
В 
0 
Р Н 
а 
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від його автокореляційної функ-
ції. 
4. Інтегральне перетворення 
стаціонарних процесів дає про-
цес нестаціонарний. 
5. У разі разі диференцію-
вання або інтегрування процесу 
)(tX , кореляційна функція ре-
зультуючого процесу )(tY  є ре-
зультатом двократної послідов-
ної дії оператора перетворення 
на кореляційну функцію почат-
кового процесу. 
між перерізами. 
4. Кореляційна функція зди-
ференційованого процесу ви-
значається із знаком мінус похі-
дною другого порядку від коре-
ляційної функції початкового 
процесу. 
5. Математичне очікування 
випадкового процесу, що є ре-
зультатом інтегрування стаціо-
нарного, є функцією часу, а його 
кореляційна функція залежить як 
від початку відліку часу, так і від-
стані між перерізами. 
 Треба вміти: 
1. Визначати поняття: здиференційований та зінтегрований про-
цес, диференційовані та недиференційовані процеси, випадковий 
процес Вінера. 
2. Визначати кореляційні функції здиференційованого та зінтег-
рованого процесів. 
 
8.5 Завдання для поточного 
тестування  
 
8.5.1 Питання для поточного  
контролю 
 
 Назвіть види статистичної залежності зв’язку.  
 Що означають поняття «статистична незалежність», «функ-
ціональна залежність» та «кореляція»? 
 У чому полягає різниця між поняттями «кореляція» і «лінійна 
залежність»?  
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 Які випадкові об’єкти вважаються некорельваними? 
 Що є більш жорсткою вимогою – лінійна залежність, статис-
тична незалежність, нелінійна функціональна залежність та некоре-
льованість? 
 У чому полягає різниця між поняттями «процеси лінійно по-
дібної форми» та «процеси корельовані»? 
 Чи є статистично незалежними некорельовані процеси? 
 Які з характеристик є кількісною мірою кореляції між випад-
ковими величинами (процесами)? 
 Що таке додатна та від’ємна кореляції. 
 Наведіть графічну ілюстрацію некорельованих випадкових 
величин та величин із додатною та від’ємною кореляцією. 
 Дайте визначення двовимірної початкової та центральної 
моментних функцій другого порядку. 
 Чим відрізняються кореляційні функції нецентрованих та 
центрованих випадкових процесів? 
 Дайте визначення взаємної кореляційної функції нецентро-
ваного та центрованого випадкових процесів.. 
 У чому полягає фізичний зміст кореляційних функцій? 
 Запишіть формули для визначення нормованих кореляцій-
них функцій. 
 Яких значень набуває функція кореляції центрованих випад-
кових процесів? 
 Поясніть, як за графіком кореляційної функції можна оцінити 
динаміку процесу? 
 Яких значень набуває нормована кореляційна функція? 
 У чому полягає різниця між коваріаційною, кореляційною та 
функцією автокореляції. 
  Особливості визначення коваріаційної, кореляційної та фу-
нкції автокореляції для неперервних та дискретних процесів. 
 Довести співвідношення )()(),( 11 kXkXkkX tmtmttK . 
 Що таке здиференційований випадковий процес? 
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 Взаємозв’язок середніх значень процесів на вході та виході 
лінійних систем. 
 Запишіть формулу для визначення кореляційної функції 
здиференційованого випадкового процесу у загальному випадку. 
 Дайте визначення здиференційованого випадкового проце-
су. 
 Що таке зінтегрований випадковий процес? 
 Запишіть формулу, за якою обчислюється математичне очі-
кування ідеального інтегратора. 
 
 
8.5.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Випадкові процеси )(tX , )(tY  і )(tZ  задовольняють такі 
співвідношення:    Процес )(tX  ха-
рактеризується математичним очікуванням Xm  та дисперсією 
2
X . 
Визначити коефіцієнт кореляції YZR  та взаємну кореляційну функ-
цію YZK   
2. Знайти кореляційну ),( 1kkX ttK  та дисперсію  
випадкового процесу Вінера, якщо стаціонарний білий шум η(t) хара-
ктеризується нульовим значенням математичного очікування m  та 
кореляційною функцією  
3. На RC – систему (див. рис. 8.4) починаючи з моменту часу 
0t  діє стаціонарний процес )(tX  з математичним очікуванням Xm  
та кореляційною функцією . Визначити математичне 
очікування )(tmU  та кореляційну функ-
цію ),( kU tK  напруги )(tUC  на ємніс-
ному елементі С, вважаючи її процесом 
нестаціонарним. 
4. Радіотехнічна система скла-
дається із лінії затримки, час затримки 
якої зt , та пристрою диференціювання 
(рис. 8.10). Знайти взаємну кореляційну 
функцію процесів )( зttX  та dttdX /)( , якщо )(tX  є стаціонарним 
dttdX /)(  )(tX  
ПД
В 
ЛЗ 
)( зttX  
Рисунок 8.10 – Лінійні сис-
теми з лінією затримки. 
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процесом із нульовим математичним очікуванням Xm  та кореляцій-
ною функцією )1()( eDK XX . 
5. На вході системи, що складається з двох паралельних RC 
ланок (рис. 8.4), діє стаціонарний білий шум )(tX . Визначити взаєм-
ну кореляційну функцію )ф(YZK процесів )(tY  та )(tZ . 
6. Визначити, чи є диференційованими стаціонарні випадкові 
процеси, кореляційні функції яких є такими:                                          
1) ;cos)( 0
2
eK XX  2) ?)sin(cos)( 0
0
0
2
eK XX  
3) eK XX
2
)( . 
7. Середня потужність процесів обчислюється за такими фо-
рмулами: 1) 
3
0
0
2
N
; 2) срP ; 3) 0ср NP . Визначити, які з цих 
процесів є диференційованими? 
8. Пояснити, які з аналітичних виразів не можуть бути описом 
кореляційних функцій: 
а) );exp( 2  б) );exp(  в) )];2(exp[10  г) 222 /sin . 
9. Обгрунтувати, чи може взаємна кореляційна функція ста-
ціонарного випадкового процесу )10cos(5)( 1ttX  та його похідної 
описуватися таким співвідношенням: 10cos100)(XXK ? Початкова 
фаза 1  процесу )(tX подабться рівномірним законом розподілу 
ймовірностей.  
10. Обгрунтувати, які з зображених на рис. 8.11 функцій не 
можуть бути автокореляційними?  
 
 
 
 
 
Рисунок 8.11 - Графіки функціональних залежностей. 
-1 1,5 
1 
    -1 -1 -1 1 1 1 
а                                      б                                   в                                      г  
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11. Визначити взаємну кореляційну функцію )(XXK  стаціона-
рного випадкового процесу )10cos(5)( 1ttX  з рівномірним зако-
ном розподілу початкової фази 1  та здиференційованого процесу.  
12. Визначити середньоквадратичне значення здиференційо-
ваного процесу, якщо процес )(tX  має кореляційну функцію 
)exp()(XK . 
13. Один і той самий стаціонарний випадковий процес пода-
ється на ідеальний диференціатор та інтегратор (окремо), реакції 
яких додаються. Визначити, чи є сумарна реакція стаціонарним про-
цесом. 
14. Які з наведених функцій не можуть бути взаємними коре-
ляційними функціями процесів )(tX  та dttdX /)( : 
а) e ; б) )(4 ; в) )1(e ; г) )1( e ? 
15. Між процесами )(tX  та )(tY  має місце лінійний зв'язок: 
)()( tKXtY , де K  -стала невипадкова величина. Записати норма-
льний диференціальний закон розподілу для величини )( ktY , якщо 
)( ktX  описується тим самим законом. 
22. Які з наведених співвідношень є справедливими і за яких 
умов: а) 
),(
),(
),(
1
1
1
kkX
kkX
kkX
tt
ttK
tt ; б) )()(),( 1kXkXkX tttK ; 
в); )(),(
2
1 kXkkX tttB   г) 0),( 1kkX ttK ? 
23. Автокореляційна функція стаціонарного випадкового про-
цесу )(tX  має вигляд 366cos102cos100)(
2
eK X . Визна-
чити функцію кореляції )(XXK , де dttdXX /)( . 
24. Автокореляційна функція )(XK  стаціонарного процесу 
)(tX  має вигляд /sin)(XK . Обчислити функції )(XXK  та 
)(XK , де )(tX  - здиференційований процес. 
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9  Стаціонарні випадкові процеси  
 
9.1  Визначення стаціонарності у вузькому та            
широкому значеннях  
Зауважимо, що стаціонарні випадкові процеси є зручною ма-
тематичною моделлю та достатньо точною апроксимацією реальних 
фізичних явищ. Як зазначалось раніше, будь-який випадковий про-
цес )(tX  характеризується або ймовірнісними, або часовими харак-
теристиками, які визначені на основі ймовірнісних. Такі характерис-
тики базуються на поданні випадкового процесу )(tX  системою із 
однієї, двох, трьох чи, в загальному випадку, n  випадкових величин 
);(),();( 1kkk tXtXtX  )(,,)(),( 21 ntXtXtX   відповідно для виб-
раних перерізів у точках ntttttt ,,,;,; 21211  .  
Задаючи систему випадкових величин і визначаючи відповідні 
ймовірнісні та статистичні характеристики, ми не звертали увагу на 
те чи будуть вони змінюватися під час одночасного зсуву перерізів 
на величину t , тобто чи залишаться вони такими самими у відпові-
дних зсунутих перерізах ,;,; 1211 tttttttt  ,2 tt  
. ttn, . Фактично, йдеться про вплив на характеристики випад-
кових процесів зміни початку відліку часу. 
 
Випадковий процес називається стаціонарним у вузь-
кому значенні, якщо закони розподілу ймовірностей 
будь-якого порядку, що описують його властивості, не 
залежать від вибору початку відліку часу, тобто не змі-
нюються, якщо всі моменти nttt ,,, 21   зсунути на до-
вільний інтервал часу t . 
У випадках, коли хоча б один із законів розподілу (будь-якого 
порядку) змінюється при зсуві початку відліку часу, то випадковий 
процес вважається нестаціонарним. 
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►Приклад. Припустімо, що в перерізі kt  випадковий процес X(t) 
характеризується одновимірною функцією щільності ймовірнос-
тей ),(1 kk tXp . При переході до перерізу в точці kt + t  маємо 
),(1 ttXp kk . Якщо останній закон буде відрізнятись від ),(1 kk tXp , 
то можна однозначно стверджувати, що процес X(t) є нестаціонарним. 
                                                                                                                 ◙ 
Отже, 
 умовою стаціонарності процесу у вузькому значенні є 
незалежність його ймовірнісних характеристик всіх 
порядків від 1 до n без виключення від вибору моменту 
відліку часу: 
),(),( 111111 ttXptXp ; 
                ),;,(),;,( 2121221212 tttXXpttXXp ;         (9.1) 
).,,;,,(),,;,,( 1111 tttXXpttXXp nnnnnn   
Системі рівнянь (9.1) можна поставити у відповідність еквіва-
лентне співвідношення 
                                           )()( ttXtX ,                                    (9.2) 
із якого випливає, що  
 стаціонарна у вузькому значенні випадкова функція пе-
реходить сама в себе під час довільного зсуву в часі на 
t  всіх її реалізацій. 
Останнє може означати і таке:  
 стаціонарний випадковий процес розвивається в часі 
нескінченно довго; він немає ні початку, ні кінця. 
Із урахуванням (9.2) для стаціонарного у вузькому значенні 
процесу, наприклад,  
           )()0,(),(),( 1111 kkttkkkk XpXpttXptXp k  ,   (9.3) 
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Тоді справедливою є форма запису одновимірного диференці-
ального закону )(1 kXp  без часового аргументу, що відповідає фіксо-
ваному моменту часу.  
Математичне очікування випадкового процесу )(tX  в перерізі 
ttk  для довільного зсуву t  з урахуванням (9.3) є таким: 
.)]([)(),(
),()]([
11
1
kkkkkkkk
kkkkk
tXMdXXpXdXtXpX
dXttXpXttXM
 
Отже, 
 середнє значення стаціонарного у вузькому значенні ви-
падкового процесу у всіх перерізах є однаковим.  
Тоді можна записати: ][)]([ XMtXM . 
 Очевидно, що середній квадрат та дисперсія стаціонар-
ного у вузькому значенні випадкового процесу, які визна-
чаються через )(1 kXp , також є характеристиками не 
окремих перерізів, а процесу в цілому, тобто є величи-
нами постійними та незалежними від часової змінної: 
.)()(;)( 222
____
2
________
2
XXkX ttXtX  
Зауважимо також і таке, що дисперсії та математичні очікуван-
ня стаціонарних у вузькому значенні випадкових процесів можуть 
бути нескінченними. 
Незмінність в часі математичного очікування стаціонарного 
процесу означає, що при графічному зображенні всі його реалізації 
будуть проходити над віссю абсцис (при 0Xm ; рис. 9.1, а), під нею 
(при 0Xm ; рис. 9.1, б). Якщо середнє значення дорівнює нулю, то 
відхилення реалізацій в середньому в додатню чи від’ємну сторону 
(вверх чи вниз) будуть однаковими (рис. 9.1, в). 
Підсумовуючи, стверджуємо, що,  
 
якщо середнє значення чи дисперсія не постійні величи-
ни, то це є достатнім, щоби вважати процес 
нестаціонарним.  
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Водночас, незмінність у часі тільки цих двох характеристик не є 
підставою вважати процес стаціонарним у вузькому значенні. 
Розглянемо тепер друге рівняння системи (9.1). Воно справ-
джується за будь-якого зсуву t , у тому числі і для 1tt , що від-
повідає перенесенню початку відліку часу в точку нуль (початок ко-
ординат).  
 
 
 
 
 
 
 
 
Рисунок 9.1.-  Приклад реалізації стаціонарного випадкового процесу: 
 а – математичне очікування додатне; б – математичне очікування 
від’ємне; в – математичне очікування дорівнює нулю. 
У результаті 
),;,();,(
),;,(),0;,(
12212
2121212212
XXpXXp
ttXXpttXXp
 
де .12 tt  
 Стаціонарність випадкового процесу означає інваріан-
тність двовимірної функції щільності ймовірностей до 
окремо взятих моментів часу 1t  та 2t  і її залежність 
тільки від відстані між ними.  
Оскільки, двовимірна функція щільності ймовірностей визначає 
кореляційні характеристики (двовимірні моментні функції другого 
порядку), то для нецентрованого стаціонарного процесу його авто-
кореляційна функція 
11121
1
),;,(
),(
kkkkkkkk
kkX
dXdXttttXXpXX
ttttK
 
),(),;,( 111121 kkxkkkkkkkk ttKdXdXttXXpXX . 
xi(t) 
t 
a 
t 
mX 
xi(t) 
б 
t 
mX 
xi(t) 
в 
t 
mX 
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Вважатимемо, що ttk , тоді 
)(),0(),( 11 XkkXkkX KttKttK ; 
)()(),()( 2 tXtXdXdXXXpXXK X . 
Отже, 
 функція автокореляції стаціонарного випадкового про-
цесу є функцією не моментів визначення перерізів 
1, kk tt , а тільки відстані між ними.  
Звідси випливає, що 
 функція кореляції стаціонарного випадкового процесу є 
характеристикою статистичного зв’язку між його 
миттєвими значеннями в перерізах, що розміщені на ві-
дстані , незалежно від того на якій ділянці процесу ви-
брані ці перерізи. 
Такі самі висновки та співвідношення можна отримати для 
функцій автокореляції та коефіцієнта автокореляції центрованого 
стаціонарного випадкового процесу: 
.
)(
)(),(
;)()()(),(
2
2
21
..
1
X
XX
X
X
XkkX
XkkX
mKB
tt
tXtXBttB
 
Випадкові процеси, які характеризуються тільки постій-
ними математичним очікуванням, середнім квадратом та 
дисперсією, а також кореляційними функціями одного 
аргументу , як відстані між перерізами, називають 
стаціонарними у широкому значенні.  
У означенні стаціонарного в широму розумінні випадкового 
процесу важливим є припущення скінченності дисперсії та матема-
тичного очікування. 
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►Приклад. Випадковий процес X(t) утворено реалізаціями 
)cos()( 0tAtx m , де Am та 0 є величинами сталими, а початкова 
фаза  – випадкова величина з рівномірним законом розподілу 
),(1 kk tp  в інтервалі . Визначити кореляційну функцію 
процесу. 
Раніше було показано, що рівномірному закону розподілу 
),(1 kk tp  відповідає синусоподібний закон розподілу для заданого 
процесу ]/[1),( 221 kmkkX XAtXp , математичне очікування якого 
дорівнює нулю: tmtm XX cons0)( , а дисперсія 
const2/)( 222 XmX At . Ці результати безпосередньо випливають із 
незалежності ]/[1),( 221 kmkkX XAtXp  від змінної часу kt . 
Тоді кореляційна функція заданого процесу 
 
),(cos
2
)(cos
2
)2)(cos(
2
cos()cos(),(
0
2
10
2
10
2
1001
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m
kk
m
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m
kmkmkkX
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tt
A
tt
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tAtAttK
         
де враховано, що математичне очікування суми процесів дорівнює сумі 
математичних очікувань складових, а математичне очікування числа є 
саме число. 
Таким чином, заданий випадковий процес задовольняє всі умови, 
потрібні для того, щоб забезпечити стаціонарність у широкому значенні. 
                                                                                                                                                                        ◙ 
►Приклад. Випадковий процес утворено реалізаціями гармоніч-
ної форми з амплітудою Am, що є випадковою величиною з довільним 
законом розподілу, а частота 0  та початкова фаза  - дійсні числа. 
Математичне очікування такого процесу 
_________________
0 )cos()( tAtm mX  
)cos( 0tAm  не залежить від часу тільки тоді, коли середнє значен-
ня 0
__
mA . Отже, в загальному випадку процес, що розглядається, буде 
нестаціонарним. 
                                                                                                                      ◙ 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Якщо середнє статистичне, 
середній квадрат чи дисперсія не 
постійні величини, то це є 
достатнім, щоби вважати процес 
нестаціонарним. Водночас, 
незмінність у часі тільки цих двох 
характеристик не є підставою 
вважати процес стаціонарним у 
вузькому значенні. 
2. Функція кореляції стаціона-
рного випадкового процесу є ха-
рактеристикою статистичного 
зв’язку між його миттєвими зна-
ченнями в перерізах, що розмі-
щені на відстані , незалежно 
від того на якій ділянці процесу 
вибрані ці перерізи. 
3. У означенні стаціонарного 
в широму розумінні процесу важ-
ливим є припущення скінченності 
дисперсії та математичного 
очікування. 
 Слід запам’ятати: 
1. Визначення понять: ста-
ціонарний процес у вузькому та 
широкому значенні. 
2. Коли хоча б один із зако-
нів розподілу (будь-якого по-
рядку) змінюється під час зсуву 
початку відліку часу, то випад-
ковий процес вважається не-
стаціонарним. 
3. Середнє статистичне 
значення, середній квадрат та 
дисперсія стаціонарного у ши-
рокому розумінні випадкового 
процесу є величинами постій-
ними.  
4. Стаціонарність випадко-
вого процесу означає інваріан-
тність двовимірної функції 
щільності ймовірностей до 
окремо взятих моментів часу 1t  
та 2t  і її залежність тільки від 
відстані між ними. 
          Треба вміти: 
1. Визначати поняття: стаціонарний випадковий процес у вузь-
кому та широкому значеннях. 
2. Визначати, чи є випадковий процес стаціонарним у широко-
му значенні. 
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9.2  Особливості автокореляційних функцій    
стаціонарних процесів  
Основною метою цього розподілу є узагальнення властивостей 
автокореляційних функцій стаціонарних процесів, які є дуже важли-
вими з практичного погляду. 
 
 За нульового зсуву між перерізами ( 0) автокореляцій-
на функція нецентрованого стаціонарного випадкового 
процесу дорівнює його середньому квадрату, центрова-
ного – дисперсії, а коефіцієнт автокореляції – одиниці: 
                           1)0(;)0(;)0(
2
___
2
XXXX BXK .                 (9.4) 
Це випливає із означення вказаних функцій: 
.)]([)()()()()()0(
___
22
00 XtXMtXtXtXtXKK XX  
 Функції кореляції стаціонарних процесів є парними від-
носно зсуву  (властивість парної симетрії): 
               )()();()();()( XXXXXX KKBB .         (9.5) 
Раніше була доведена властивість симетрії в загальному 
випадку. Наприклад, для нецентрованого випадкового процесу 
).,(),( 11 kkXkkX ttKttK  
Для стаціонарного процесу  
).()()((
)(),()(),(
1
1111
XXkkX
kkXkkXkkXkkX
KKttK
ttKttKttKttK
 
Властивість парної симетрії або парності дає змогу 
обчислювати функції кореляції тільки для додатних значень її 
аргументу , а результат для від’ємних визначати на її основі. 
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Найбільшого значення функція кореляції набуває, зазвичай, за 
нульового значення  її аргументу. Для періодичних процесів можна 
вказати і інші значення аргументу, за яких функції кореляції набува-
ють такого самого значення, що і при 0 . Тому вважається: 
 значення функції кореляції для будь-яких значень її аргу-
менту за абсолютним значенням не перевищують тих, 
що визначаються нульовим значенням аргументу: 
           )0()();0()();0()( XXXXXX BBKK .        
(9.6)  
Відомо, що середнє значення випадкового процесу, що не на-
буває від’ємних значень, є невід’ємним. 
Дійсно, для процесу 2)]()([ tXtX , коли )(tX  є стаціонар-
ним процесом, його математичне очікування  
)}()()(2)({})]()({[ 221
2
1 tXtXtXtXMtXtXM  
0)()(2)()(
__________________________
2
_______
2 tXtXtXtX . 
Тоді  
.)(2)()(2)()(
______________________________
2
______
2
XKtXtXtXtX  
Для стаціонарних процесів 
__________
2
_______
2 )()( tXtX , тому 
)(2)(2
______
2
XKtX )0()(
2
XX KXK . 
 Зв’язок між кореляційною функцією )(XK  нецентрова-
ного та )(XB  центрованого стаціонарного випадкового 
процесу відображається такою формулою:  
                                           .)()( 2XXX mBK                             (9.7) 
Останнє співвідношення безпосередньо випливає із означен-
ня зазначених кореляційних функцій і є частковим випадком зв’язку 
між ними для довільного (нестаціонарного) процесу. 
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 Функція кореляції випадкового нецентрованого 
стаціонарного процесу )(tX  з ненульовим математич-
ним очікуванням містить в собі постійну складову (рис. 
9.2, б). 
У разі, якщо 0Xm  справедливість наведеного твердження 
випливає з формули (9.7).  
Розглянемо випадковий процес NmtNtX )()( . Припустімо, 
що 0Nm . Тоді автокореляційна функція  
][)](([)](([
)]()([()])()()([()(
111
11
XXXX
XXX
mmMtNmMtNmM
tNtNMmtNmtNMK
 
2)( XNXNXN mmmmmK , 
де враховано, що для стаціонарного процесу )]([)]([( 11 tNMtNM . 
 
 
 
 
 
 
 
 
 
Рисунок 9.2 - До зв’язку між кореляційними функціями центрованого та 
нецентрованого випадкових стаціонарних процесів. 
Зважаючи на те, що 0Nm , остаточно отримаємо: 
.)()( 2XNX mKK  
 Кореляційна функція )(ZB  алгебраічної суми некорельо-
ваних чи незалежних центрованих процесів )(tX  і )(tY  
дорівнює алгебраїчній сумі кореляційних функцій його 
складових: 
                                  ).()()( YXZ BBB                              (9.8) 
                )(XB  
              
                                          
         
                                                                  
                                                                  τ  
                          а 
  
            )(XK  
              
                                  
2
Xm  
                             
                                                                 
                                                                  τ  
                          б 
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Раніше було встановлено, що якщо центровані процеси )(tX  і 
)(tY  незалежні, отже і некорельовані, то їхня взаємна кореляційна 
функція .0)(XYB  
Тоді 
).()()()(
)]()()()()()()()(
)]()()][()([)(
00
YYXXYX
Z
BBBB
tYtYtXtYtYtXtXtX
tYtXtYtXB


 
Слід зазначити, що цей висновок є справедливим для будь-
яких процесів, необов’язково стаціонарних: 
).,(),(),( 111 kkYkkXkkZ ttBttBttB  
 Кореляційна функція )(ZK  алгебраічної суми некорельо-
ваних чи незалежних нецентрованих процесів )(tX  і )(tY  
дорівнює алгебраїчній сумі кореляційних функцій складо-
вих та подвоєного добутку їхніх математичних очіку-
вань: 
                       .2)()()( YXYXZ mmKKK               (9.9) 
Ця властивість доводиться аналогічно попередній із урахуван-
ням того, що взаємна кореляційна функція незалежних, а значить, 
некорельваних центрованих процесів (необов’язково стаціонарних) 
.0)(XYB  
 Кореляційна функція )(ZK  процесу )(tZ , що є добутком 
двох незалежних випадкових процесів )(tX  і )(tY , дорів-
нює добуткові кореляційних функцій співмножників: 
                                  )()()( YXZ KKK .                              (9.10) 
За означенням автокореляційної функції та з урахуванням то-
го, що математичне очікування добутку незалежних процесів визна-
чається добутком їхніх математичних очікувань, маємо: 
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)]()()][()([
)]()()][()([)()()(
tYtYtXtX
tYtXtYtXtZtZKZ
 
).()()]()([)]()([ YX KKtYtYtXtX  
Аналогічний висновок справджується також для центрованих 
процесів і сигналів: 
).()()( YXZ BBB  
Слід звернути увагу на те, що властивість «добутку» є справе-
дливою і для нестаціонарних процесів. 
 Кореляційна функція періодичного процесу є періодич-
ною того самого періоду. 
►Приклад. Випадковий процес )cos()( 0tAtX m  із рівномі-
рним законом розподілу початкової фази, як було встановлено раніше, 
характеризується кореляційною функцією 
                                     t
A
BK mXX 0
2
cos
2
)()( ,                             (9.11) 
що є періодичною з періодом процесу 20t . 
                                                                                                                      ◙ 
Ця властивість є справедливою, коли, наприклад, випадковий 
процес містить декілька статистично незалежних періодичних скла-
дових. Тоді відповідно до (9.9) автокореляційна функція суми таких 
складових дорівнює сумі періодичних функцій кореляції кожної скла-
дової окремо. Дуже цікавою з практичного погляду є ситуація, коли 
кожна реалізація )(txi  процесу )(tX  є періодичною і подається ря-
дом Фур’є. Для періодичних процесів функція кореляції - періодична, 
тому її також можна подати рядом Фур’є. У загальному випадку ряд 
Фур’є функції автокореляції буде містити більшу кількість складових, 
ніж ряд Фур’є процесу )(tX . Тільки у разі, якщо гармонічні складові 
характеризуються параметрами, що є статистично незалежними, кі-
лькість членів ряду Фур’є періодичного процесу та його функцій ко-
реляції збігаються. 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Властивість парної 
симетрії або парності дає змогу 
обчислювати функції кореляції 
тільки для додатних значень її 
аргументу, а результат для 
від’ємних визначати на її основі. 
2. Значення функції кореляції 
для будь-яких значень її аргу-
менту за абсолютним значен-
ням не перевищують тих, що 
визначаються нульовим зна-
ченням аргументу. 
3. Середнє статистичне зна-
чення випадкового процесу, що 
не набуває від’ємних значень, є 
невід’ємним. 
4. Властивість «добутку» за 
умови статистичної незалежнос-
ті співмножників справджується 
як для нестаціонарних, так і ста-
ціонарних процесів. 
5. У загальному випадку ряд 
Фур’є АКФ періодичного стаціо-
нарного процесу буде містити 
більшу кількість складових, ніж 
ряд Фур’є самого процесу. Тільки 
у разі, якщо гармонічні складові 
характеризуються параметрами, 
що є статистично незалежними, 
кількість членів ряду Фур’є пері-
одичного процесу та його функ-
цій кореляції збігаються. 
 Слід запам’ятати: 
1. Властивість парної симетрії 
та «добутку».  
2. За нульового зсуву між пе-
рерізами АКФ нецентрованого 
стаціонарного процесу дорівнює 
його середньому квадрату, 
центрованого – дисперсії, а кое-
фіцієнт автокореляції – одиниці. 
3. АКФ функція алгебраїчної 
суми некорельованих чи незале-
жних центрованих процесів дорі-
внює алгебраїчній сумі кореля-
ційних функцій його складових. 
4. Формули: 
2)()( XXX mBK  - зв’язок 
між кореляційними функціямию  
нецентрованого та  центрованого 
стаціонарного випадкового про-
цесу; 
YXYXZ mmKKK 2)()()(  
- зв’язок між кореляційними фун-
кціямию сумарного нецентрова-
ного стаціонарного процесу та 
його складових. 
5. АКФ періодичного стаціона-
рного процесу є періодичною 
функцією з тим самим періодом, 
що і у початкового процесу, а її  
амплітуда АКФ визначається се-
редньою потужністю процесу. 
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  Треба вміти: 
1. Застосовувати особливості кореляційних функцій стаціонар-
них випадкових процесів під час розв’язування завдань визначення 
кореляційних властивостей процесів, що є результатом певних пе-
ретворень над заданими процесами. 
 
 
9.3  Особливості взаємних кореляційних  
функцій стаціонарних процесів  
Стаціонарно-зв’язані випадкові процеси. Розглянемо два 
випадкових процеси )(tX  і )(tY , кожний з яких окремо задовольняє 
умовам стаціонарності. 
 
Два стаціонарних процеси є стаціонарно-зв’язанами, як-
що для будь-якого n багатовимірні спільні закони розподі-
лу ймовірностей не змінюються під час одночасного дові-
льного зсуву моментів відліку вздовж часової осі на дові-
льний інтервал t . 
 
Наприклад, для двовимірних законів розподілу стаціонарно-
зв’язані випадкові процеси задовольняють таку умову: 
),;,(),;,( 2121221212 ttttYXpttYXp . 
Як відомо, мірою статистичного зв’язку між двома процесами є 
двовимірна моментна функція другого порядку: для нецентрованих 
)(tX  і )(tY  процесів – це взаємна кореляційна функція ),( 1kkXY ttK ; 
для центрованих процесів - функція взаємної кореляції 
)()(),( 11 kkkkXY tYtXttB
 . 
За визначенням, зокрема, для неперервних процесів 
111211 ),;,(),( kkkkkkkkkkXY dYdXttYXpYXttK  
Враховуючи властивості стаціонарно-зв’язаних процесів, 
останнє співвідношення можна записати в такій формі: 
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.),(),;,(),( 1111211 ttttKdYdXttttYXpYXttK kkXYkkkkkkkkkkXY
 
Для будь-якого t , зокрема, і ktt , дістанемо 
                      )(),0(),( 11 XYkkXYkkXY KttKttK .              (9.12) 
 Взаємна кореляційна функція стаціонарно-зв’язаних ви-
падкових процесів є функцією тільки зсуву між переріза-
ми і не залежить від початку відліку часу або моментів 
часу визначення перерізів. 
 
Зважаючи на таку властивість, у формулах для взаємних коре-
ляційних стаціонарно-зв’язаних функцій не записують позначення 
моментів часу: 
              
.
))((
)(
)(
;))()()(()(
;)()(),,()( 2
YX
XY
XY
XYXY
XY
B
mtXmtYB
tYtXdXdYYXpXYK
     (9.13)  
Можна показати, що при зміні порядку слідування індексів 
                           )()(),( 1 XYYXkkYX KKttK                      (9.14) 
Якщо два процеси є стаціонарними, але не стаціонарно-
зв’язаними, то функція взаємної кореляції буде залежати як від по-
чатку відліку часу 
kt , так і часового інтервалу . 
 
 Функції взаємної кореляції незалежно від виду процесу не 
задовольняють умову симетрії відносно слідування 
процесів (порядку слідування нижніх індексів): 
).,(),(  );,(),( 1111 kkYXkkXYkkYXkkXY ttBttBttKttK  (9.15) 
У разі, якщо процеси є стаціонарно-зв’язаними, то існує особ-
ливий вид симетрії відносно аргументу (властивість дзеркально-
го відображення), що подається такими співвідношеннями: 
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                             ).()();()( YXXYYXXY BBKK                (9.16) 
Дійсно, за визначенням 
)()'()'(
'
'
)()()( XYXY KtYtX
tt
tt
tYtXK . 
На відміну від функцій автокореляції максимальне значення 
функції взаємної кореляції стаціонарно-зв’язаних випадкових проце-
сів не обов’язково відповідає співпадаючим у часі перерізам, тобто 
коли =0. Такий максимум може бути за будь-якого значення . Про-
те 
  
 для стаціонарно-зв’язаних процесів миттєве значення 
їхньої взаємної кореляційної функції не перевищує серед-
нього геометричного від початкових значень автокоре-
ляційних функцій окремих процесів: 
                     
.)0()0()(
;)0()0()(
22
___
2
___
2
YXYXYXXY
YXXY
BBB
YXKKK
            (9.17) 
 Функція взаємної кореляції двох нецентрованих незале-
жних процесів (не обов’язково стаціонарно-зв’язаних) 
дорівнює добуткові їхніх математичних очікувань, а 
центрованих – нулю: 
       
.0),(
);()()()()()(),(
1
1
________
1
_______________________
11
kkXY
kYkXkkkkkkXY
ttB
tmtmtYtXtYtXttK
    (9.18) 
Наведена властивість є наслідком властивості середньостати-
стичного значення за відповідних вимог до процесів співмножників. 
 Якщо )(tX  – стаціонарний процес, а )(tX  – результат 
його диференціювання, то взаємна кореляційна )(tX  і 
)(tX  за умови, що вони є стаціонарно-зв’язаними, визна-
чається похідною по  від функції автокореляції почат-
кового процесу: 
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             ddKK XXX /)()( ; ./)()( ddBB XXX        (9.19) 
Дійсно, якщо враховувати, що за означенням похідної 
t
tXttX
tX
t
)(')(
lim)('
0
, 
а результатом диференціювання стаціонарного процесу є процес 
також стаціонарний, то функція взаємної кореляції 
]
))()(
lim)([)](')([)(
0 t
tXttX
tXMtXtXMK
t
XX  
]
)()(
[lim)]()([
1
lim
00 t
tXtX
MttXtXM
t tt
 
)('
)()(
lim
0
X
XX
t
K
t
KtK
. 
Як відомо, початкове значення 
___
2)0( XKX  функції автокоре-
ляції )(XK  є її максимальним значенням. Ураховуючи, що )(XK  – 
є функцією парною, згідно з (9.19) початкове значення функції взає-
мної кореляції, а отже, і похідної від функції автокореляції 
0)()( 0XXX KK . Це означає, що миттєві значення стаціонар-
но-зв’язаних процесів )(tX  і )(tX  у співпадаючих перерізах є неко-
рельованими величинами, але статистично залежними.  
Однак, у разі стаціонарного процесу )(tX  з нормальним зако-
ном розподілу ймовірностій такий процес і його похідна є не тільки 
некорельованими, а і статистично незалежними. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Стаціонарно-зв’язаними 
можуть бути тільки процеси, ко-
жен з яких задовольняє умови 
стаціонарності. 
 Слід запам’ятати: 
1. Визначення понять: стаці-
онарно-зв’язані випадкові про-
цеси. 
2. Якщо два процеси є стаці-
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2. Миттєві значення стаціо-
нарно-зв’язаних процесів )(tX  і 
)(tX  у співпадаючих перерізах є 
некорельованими величинами, 
але статистично залежними. 
Однак, стаціонарний процес 
)(tX  з нормальним законом роз-
поділу ймовірностей і здиферен-
ційований процес  )(tX  є не 
тільки некорельованими, а і ста-
тистично незалежними. 
 Треба вміти: 
1. Визначати поняття: стаціо-
нарно-зв’язані випадкові проце-
си.  
2. Визначати взаємні кореля-
ційні функції стаціонарно-
зв’язаних випадкових процесів. 
3. Застосовувати особливості 
взаємних кореляційних функцій 
стаціонарно-зв’язаних випадко-
вих процесів під час кореляцій-
ного аналізу систем. 
онарними, але не стаціонарно-
зв’язаними, то функція взаємної 
кореляції буде залежати як від 
початку відліку часу 
kt , так і ча-
сового інтервалу . 
3. Властивість дзеркального 
відображення. 
4. Для стаціонарно-зв’язаних 
процесів миттєве значення їх-
ньої взаємної кореляційної фун-
кції не перевищує середнього 
геометричного від початкових 
значень їхніх автокореляційних 
функцій. 
5. Функція взаємної кореляції 
двох нецентрованих незалеж-
них процесів (не обов’язково 
стаціонарно-зв’язаних) дорів-
нює добуткові їхніх математич-
них очікувань, а центрованих – 
нулю. 
6. Форумли для визначення 
взаємних функцій кореляції 
стаціонарно-зв’язаних процесу і 
процесу, що є результатом його 
диференціювання: 
ddKK XXX /)()( ; 
./)()( ddBB XXX  
 
 
9.4  Практична значущість взаємних  
кореляційних функцій 
 
Застосування взаємних кореляційних функцій для розв’язання 
завдань перетворення інформації пов’язано з системами, на входах 
яких діє два і більше випадкових процесів чи сигналів. 
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Розглянемо випадковий процес )(tZ , що є адитивною сумішшю 
корисного процесу )(tX  та шуму )(tY . Припустімо, що )(tX  та )(tY  є 
стаціонарними та незалежними. Тоді для центрованого процесу )(tZ  
функція кореляції 
)()()()()()()()(
)]()()][()([)()()(
tYtYtXtYtYtXtXtX
tYtXtYtXtZtZBZ


  
                          ).()()()( YYXXYX BBBB                   (9.20) 
 Отже, автокореляційна функція адитивної суміші ста-
ціонарних випадкових процесів дорівнює алгебраїчній 
сумі АКФ процесів-складових та всіх можливих їхніх 
взаємних кореляційних функцій. 
Виходячи з статистичної незалежності, процеси )(tX  та )(tY  є і 
некорельованими, а отже 0)()( YXXY BB . Остаточно  
                                       ).()()( YXZ BBB                               (9.21) 
З урахуванням зв’язку між кореляційними функціями нецентро-
ваного та центрованого випадкових процесів (8.11) АКФ суміші не-
центрованих незалежних стаціонарних процесів  
                               YXYXZ mmKKK 2)()()( .                   (9.22) 
►Приклад. Розглянемо гармонічний процес )cos()( 0tAtX m , 
де  – випадковий параметр із рівномірним законом розподілу. Такий 
процес називають монохроматичним стаціонарним випадковим про-
цесом (СВП). Як відомо, функція кореляції такого процесу 
)()( XX BK  0
2 cos)2/( mA . 
Припустімо, що )(tY  - статистично незалежний від процесу Х(t) шум 
із нульовим математичним очікуванням Ym = 0 та функцією кореляції 
)exp()()( 20AKB YY . Тоді відповідно до (9.22) та з урахуван-
ням того, що 0XY mm , суміш характеризується функцією кореляції 
)exp(cos)2/()()( 200
2 AABK mZZ , 
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графік якої, коли потужність 2/)0( 2mXX ABP  періодичного процесу 
набагато менше потужності 20)0( ABY  шуму, зображено на рис. 9.3. Із 
графіка і формули ясно, що для великих значень зсуву між перерізами  
АКФ суміші наближається до АКФ корисного сигналу: 
)()( XZ BB . 
Тому при використанні належного методу вимірювання АКФ корис-
ного слабкого процесу, подавленого потужнім шумом )(ZB , 
з’являється можливість його виділення з суміші. 
                                                                                                                      ◙ 
►Приклад. Ще одним прикладом виділення слабкого, але відомого 
сигналу із суміші з шумом, пов’язаного з операцією формування взаєм-
ної функції кореляції, може слугувати функціонування радіолокаційної 
системи. Передавач такої системи генерує сигнал )(tX . Вхідний сигнал 
радіолокаційного приймача  
),()()( з tNtaXtY  
де з  - час поширення сигналу від пе-
редавача до приймача (наприклад, де-
якої реальної цілі) та в зворотньому 
напрямку; N(t)- шум приймача; а - 
стала, яка набагато менше, ніж одини-
ця. 
Зазвичай середня потужність сиг-
налу )( зtX  набагато менша, ніж 
потужність шуму N(t). Обчислимо фу-
нкцію взаємної кореляції сигналів X(t) 
та Y(t), зважаючи на те, що вони є стаціонарно-зв’язаними та з нульови-
ми математичними очікуваннями: 
).()(
)]()([)]()([
)]())(()([)]()([)()(
з
з
з
XN
XYXY
BaB
tNtXMtaXtXM
tNtXatXMtYtXMBK
 
Оскільки сигнали X(t) та N(t) є статистично незалежними, то іхня 
взаємна кореляційна функція 0)(XNB . Тоді )()( зXXY aBB . 
              )(ZB  
             2/(0)(0) 2mXZ ABB  
                                          
         
                                                                  
                                                                   τ  
Рисунок 9.3 - Автокореляційна 
функція суміші. 
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Функція )( зXB  набуває максимального значення, яке дорівнює 
середній потужності процесу X(t), як відомо, за нульового значення її 
аргументу. Таким чином, визначення відстані з  до цілі зводиться 
до знаходження максимуму ВКФ )(XYB . 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. АКФ алгебраїчної суми двох 
статистично незалежних центро-
ваних стаціонарних процесів ви-
значається алгебраїчною сумою 
АКФ складових, а для нецентро-
ваних процесів ще і подвоєним 
добутку їхніх статистичних сере-
дніх. 
 Слід запам’ятати: 
1. Визначення понять: монох-
роматичний стаціонарний випад-
ковий процес. 
2. Автокореляційна функція 
адитивної суміші стаціонарних 
випадкових процесів дорівнює 
алгебраїчній сумі АКФ процесів-
складових та всіх можливих їхніх 
взаємних кореляційних функцій. 
          Треба вміти: 
1. Визначати поняття: монохроматичний стаціонарний випад-
ковий процес та автокореляційну функцію суміші стаціонарних ви-
падкових процесів. 
2. Застосовувати взаємні кореляційні функції стаціонарних 
процесів для вирішення проблеми виділення корисного сигналу із 
його суміші з завадою. 
 
 
9.5  Ергодичні процеси та їхні кореляційні          
характеристики  
Розглянемо одну довільну 
реалізацію )(txi  стаціонарного ви-
падкового процесу )(tX  (рис. 9.4) 
на нескінченно довгому інтервалі 
часу T . 
Визначимо середнє значення 
цієї однієї реалізації за час T
 t 
xi(t) 
Рисунок 9.4 - Реалізація стаціо-
нарного випадкового процесу. 
432 
9.5 Ергодичні процеси та їхні кореляційні характеристики 
      усередненням у часі за відомою формулою: 
.)(
1
lim
2/
2/
ср
T
T
i
T
dx
T
X  
Відомо, що XX ср  називають постійною складовою реаліза-
ції )(txi . 
Аналогічно, 
2/
2/
2
д )(
1
lim
T
T
i
T
dx
T
X  
- середньоквадратичне значення реалізації )(txi  нецентрованого 
процесу та  
2/
2/
2
ср~д ))((
1
lim
T
T
i
T
dXx
T
X  
- середньоквадратичне значення змінної складової реалізації )(txi  
або реалізації центрованого процесу. 
Квадрат середньоквадратичного значення змінної складової 
реалізації  
2/
2/
2
ср
2
~д ))((
1
lim
T
T
i
T
dXx
T
X  
є величиною, пропорційною середній потужності цієї складової, а 
потужність постійної складової - квадрату 2срX  середнього значення. 
Повна потужність реалізації в цілому: 
2
ср
2
~д
2
д XXX . 
Тепер припустімо, що середнє значення випадкового процесу 
)(tX  (його математичне очікування) Xm , отримане усередненням по 
всім реалізаціям, збігається з середнім значенням XXср  його 
окремої реалізації )(txi ; середній квадрат 
2X  – з квадратом її сере-
дньоквадратичного значення дX , а дисперсія 
2
X  – з квадратом се-
редньоквадратичного значення її змінної складової. За таких умов  
;)(
1
lim)(][
0
1
T
T
kkkx dx
T
dXXpXXMm  
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;)(lim)()]([ 21
2
___
2 dxdXXpXtXMX
T
kkk  
.))((
1
lim)())(()]([
0
2
ср1
2
2.
2
T
T
kkxX dXx
T
dXXpmtXtXM  
 
Стаціонарні випадкові процеси, для яких усереднення 
по ансамблю (по всім реалізаціям) дає такий самий ре-
зультат як усереднення в часі за однією реалізацією не-
скінченної тривалості, називають ергодичними. 
 
Зауважимо, що еквівалентність операцій усереднення повинна 
виконуватись під час обчислення всіх можливих статистичних харак-
теристик. Ось чому процес буде ергодичним перш за все тільки тоді, 
коли, він є стаціонарним у широкому значенні. Це є необхідною умо-
вою. 
Достатньою умовою ергодичності випадкового стаціонарно-
го процесу є прямування до нуля границі АКФ, коли її аргумент 
: 
                                           0)(lim XK .                                    (9.23) 
Слабкішою є вимога, що має назву умови Слуцького: 
 
 
                                          0)(
1
lim
0
T
T
dK
T
.                                (9.24) 
Користуючись однією реалізацією процесу, можна визначити 
функцію автокореляції ергодичного процесу за такою формулою: 
.)()(
1
lim)()(
1
lim)(
00
dttxtx
T
dxx
T
K i
T
iTi
T
iTX
 
Для ергодичних процесів )(tX  і )(tY  функція взаємної кореляції  
dttytx
T
K
T
si
T
XY
0
)()(
1
lim)( . 
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Аналогічні співвідношення можна записати і для центрованих 
ергодичних процесів. 
Таким чином, для ергодичного процесу одна реалізація доста-
тньо великої тривалості є типовим представником статистичного ан-
самблю в цілому. Вивчаючи таку одну реалізацію, ми можемо доста-
тньо точно охарактеризувати відповідний стаціонарний випадковий 
процес. Такий підхід лежить в основі практично всіх підходів експе-
риментального визначення статистичних характеристик випадкових 
процесів. 
►Приклад. На вході системи із N однотипних безінерційних підси-
лювачів діють сигнали, що є реалізаціями стаціонарного процесу Х(t) , 
середнє значення якого Xm . Коефіцієнти передачі підсилювачів 
),1(
_____
NsK s  є випадковими величинами з дисперсією 
2
kσ  та математич-
ним очікуванням km . Порівняти середнє значення, дисперсію та функ-
цію кореляції вихідного випадкового процесу підсилювачів, розраховані 
усередненням по всім реалізаціям та одій із них. 
Сукупність реалізацій на виході всіх підсилювачів утворює випадко-
вий процес )()( tXKtY s , кожна реалізація якого )()( txKty sss . 
На виході s–го підсилювача середнє значення реалізації 
T
xssss
T
ys mKdxK
T
m
0
1
lim ; 
дисперсія 
22
0
2
0
22 ))((
1
lim))((
1
lim xss
T
xssss
T
T
yss
T
ys KdmKxK
T
dmy
T
; 
функція кореляції центрованого процесу 
).)(()())()()((
1
lim
))()()((
1
lim)(
22
0
0
XsXssXss
T
XssssXssssT
T
YssYssTys
mKKBKdtmKtxKmKtxK
T
dtmtymty
T
B
 
Все це статистичні характеристики розраховані за однією реалізаці-
єю. Тепер визначимо відповідні характеристики за ансамблем. 
Середне значення (математичне очікування) з урахуванням того, що 
випадкова величина K та процес X(t) є статистично незалежними 
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const.)]([][)]([)( 111 XKY mmtXMKMtKXMtm  
Отже, математичне очікування вихідного процесу є величиною ста-
лою. Зрозуміло, що середнє статистичне за однією реалізацією та ансаблем 
не збігаються: XKYXssYs mmtmmKm )( . 
Функція автокореляції центрованого вихідного процесу 
)()( tXKtY  , який є, як і вхідний процес, стаціонарним 
)])()()([(
))]()())(()([()()()(
1
1
XKXK
YYY
mmtKXmmtKXM
tmtYtmtYMtYtYB 
 
.)()]([)()([( 22
___
222
1
2
1 XKXXKXK mmKKmmtKXMmmtXtXKM  
Дисперсію процесу Y(t) обчислимо як початкове значення кореля-
ційної функції:  
22
___
2
___
222
___
22 )0()0( XKXKXYY mmXKmmKKB . 
Результати обчислень за ансамблем реалізацій та одній із них не збі-
гаються. Отже, процес Y(t) не є ергодичним. Це є наслідком того, що, 
незважаючи на стаціонарність Y(t), жодна з реалізацій не є представни-
цькою.  
                                                                                                                 ◙ 
Стаціонарний випадковий процес може бути ергодичним не 
тільки відносно своїх моментних функцій, а й відносно скінченно-
вимірних функцій розподілу. 
 
Необхідною та достатньою умовою ергодичності стаціо-
нарного у вузькому розумінні випадкового процесу 
),(),( ttX  відносно одновимірної функції розпо-
ділу )( kXF  є така: 
,0)1)](()();,([
2
lim
0
11
T
kkkk
T
d
T
XFXFXXF
T
 
де );,( 1kk XXF  - двовимірна функція розподілу процесу )(tX . 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Випадковий процес буде ер-
годичним перш за все тільки тоді, 
коли він є стаціонарним у широко-
му значенні.  
2. Для ергодичного процесу 
одна реалізація достатньо великої 
тривалості є типовим представни-
ком статистичного ансамблю в ці-
лому.  
3. Експериментальне визна-
чення статистичних характеристик 
випадкових процесів грунтується 
на їх розгляді як ергодичних. 
 Слід запам’ятати: 
1. Визначення понять: ер-
годичний випадковий процес. 
2. Необхідну та достатню 
умови ергодичності стаціонар-
ного у широкому та вузькому 
значеннях випадкового проце-
су. 
3. Умову Слуцького: 
0)(
1
lim
0
T
T
dK
T
. 
       Треба вміти: 
1. Визначати поняття: ергодичний випадковий процес.  
2. Сформулювати необхідну та достатню умови ергодичності 
стаціонарних у вузькому та широкому значеннях випадкових проце-
сів. 
3. Записати умову Слуцького. 
 
 
9.6  Завдання для поточного 
тестування  
 
9.6.1  Питання для поточного  
контролю 
 Дайте визначення та назвіть умови стаціонарного випадко-
вого процесу у вузькому значенні. 
 Для якого процесу справджується таке спввідношення: 
)()( ttXtX ? 
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 Чи є функцією часового аргументу середнє статистичне, се-
редньоквадратичне та дисперсія стаціонарного процесу? 
 Чи є стаціонарним випадковий процес, математичне очіку-
вання якого змінюєься в часі? 
 Чи залежать кореляційні функції стаціонарного процесу від-
моментів визначення перерізів? 
 Дайте визначення стаціонарного процесу у широкому зна-
ченні. 
 Чи випливає із стаціонарності у широкому значенні стаціона-
рність випадкового процесу у вузькому значенні? 
 Як за кореляційними функціями стаціонарного випадкового 
процесу визначити середньоквадратичне значення та дисперсію? 
 У чому полягає суть властивості парної симетрії автокореля-
ційних функцій випадкових процесів? 
 Запишіть рівність, що встановлює взаємний зв’язок між ко-
реляційними функціями стаціонарних нецентрованих та центрова-
них процесів.формулу. 
 У якому разі кореляційна функція суми двох стаціонарних 
центрованих процесів визначається сумою кореляційних функцій 
складових: а) процеси некорельовані; б) процеси статистично неза-
лежні; в) процеси некорельовані та статистично незалежні; г) проце-
си корельовані? 
 Запишіть формулу, за якою обчислюється кореляційна фун-
кція суми двох некорельованих нецентрованих стаціонарних випад-
кових прроцесів. 
 У якому разі кореляційна функція добутку двох нецентрова-
них стаціонарних процесів визначається добутком кореляційних фу-
нкцій співмножників: а) процеси некорельовані; б) процеси статисти-
чно незалежні; в) процеси некорельовані та статистично незалежні; 
г) процеси корельовані? 
 Що таке стаціонарно-зв’язані випадкові процеси? 
 Для яких процесів справджується така рівність: 
)()( YXXY KK ? 
 Запишіть рівність, яка відображає властивість дзеркальної 
симетрії функції взаємної кореляції стаціонарно-зв’язаних процесів. 
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 У якому разі взаємна кореляційна функція двох нецентрова-
них стаціонарних процесів визначається добутком їхніх математич-
них очікувань: а) процеси некорельовані; б) процеси статистично не-
залежні; в) процеси некорельовані та статистично незалежні; г) ста-
ціонарні; д) процеси стаціонарно-зв’язані? 
 Чому дорівнює взаємна кореляційна функція двох центрова-
них некорельованих процесів? 
 Запишіть формулу для визначення взаємної кореляційної 
функції стаціонарного процесу та процесу, що є результатом його 
диференціювання, за умови, що зазначені процеси є стаціонарно-
зв’язаними. 
 Сформулюйте результат, на якому грунтується використання 
взаємних кореляційних функцій стаціонарно-зв’язаних процесів для 
виявлення корисних процесів на фоні завад. 
 Що таке монохроматичний стаціонарний випадковий процес? 
 Дайте визначення ергодичного процесу. 
 Сформулюйте необхідну та достатню умову ергодичності 
стаціонарного у широкому та вузькому значеннях процесу. 
 Запишіть співвідношення, яке відображає умову Слуцького. 
 
 
9.6.2 Задачі для індивідуального та  
самостійного розв’язування 
1. Визначити період кореляційної функції )(XK  випадкового 
стаціонарного процесу )700cos( 300cos )( tBtAtX mm .  
2. Чи є процес )(tX  з кореляційною функцією ),( 1kkX ttK  
стаціонарним, якщо його математичне очікування XX mtm )(  та ди-
сперсія 22 )( XtX  не змінюються в часі? 
3. Визначити взаємну кореляційну функцію )(YXK  двох ста-
ціонарно - зв’язаних випадкових процесів )(tY  та )(tX , якщо кореля-
ційна функція ])1(exp[16)( 2XYK . 
4. Визначити, які з співвідношень є неправильними та чому: 
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а) ),(),( 11 kkXkkX ttBttB  ; б) ),(),( 1 kYXkkXY tKttK ; 
в) ),(),( 1kkXYkXY ttKtK  г) )(),()0,(
2
kXkkXkX tttKtK ? 
5. Яким із співвідношень задовольняють кореляційні функції 
стаціонарного випадкового процесу: 
а) ;0)0(XK  б) ;)(
2XK X  в) 0cos)( dK X ; 
 г) )()( XX KK ? 
6. Які з наведених співвідношень є справедливими або ні та 
чому і за яких умов: а) )()()( YXZ BKK  ; б) )()()( YXZ BBB  ;   
в) YXYXZ mm2)()()( ? 
7. Які з наведених на рис. 9.5 графіків можуть зображувати 
кореляційні характеристики випадкових стаціонарних процесів?  
8. Два випадкових процеси описуються такими співвідношен-
нями: )cos()( 0tAtX , )cos()( 0tBtY , де  - випадкова ве-
личина з рівномірним законом розподілу, а A, B = const. Визначити 
функцію взаємної кореляції процесів )()( tYtX  та )()( tYtX . 
9. Для незалежних процесів )(tX  та )(tY  обчислити 
автокореляційну функцію процесу )()( tYtX , якщо 
20cos10)(
5
eK X , 10/10sin5)(YK .  
10. Два стаціонарних незалежних процеси )(tX  та )(tY  харак-
теризуються такими автокореляційними функціями 
cos25)(
10
eK X , 50/50sin16)(YK . Визначити 
автокореляційну функцію процесу )()()( tYtXtZ . 
 
 
 
 
 
Рисунок 9.5 – Приклади кореляційних функцій. 
mx 
2Xa  
    
а                                      б                                   в                                      г  
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9.6 Завдання для поточного тестування 
11. Радіотехнічна система складається із лінії затримки, час 
затримки якої tз, та пристрою диференціювання (рис. 9.6, а).  
Знайти взаємну кореляційну функцію процесів )( зttX  та 
dttdX /)( , якщо )(tX  є стаціонарним процесом із нульовим матема-
тичним очікуванням та кореляційною функцією )1()( eDK XX   
12. На вході системи, що складається з двох паралельних RC 
ланок, діє стаціонарний білий шум )(tX (рис. 9.6, б). Визначити вза-
ємну кореляційну функцію )(YZK процесів )(tY  та )(tZ . 
 
 
 
 
 
Рисунок 9.6 - Приклади систем перетворення процесів. 
13. Обгрунтувати, які з зображених на рис. 9.7 функцій не 
можуть бути автокореляційними?  
 
 
 
 
 
Рисунок 9.7- Графіки функціональних залежностей.
dttdX /)(  )(tX  
ПД
В 
ЛЗ 
)( зttX  
C1 
)(tY  
)(tX  )(tZ  
R1 
R2 
    а                                                                                    б 
-1 1,5 
1 
    -1 -1 -1 1 1 1 
а                                      б                                   в                                      г  
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10  Спектральні характеристики     
випадкових процесів 
 
10.1 Особливості спектрального аналізу  
випадкових процесів  
Під час теоретичного дослідження різних перетворень детер-
мінованих процесів лінійними системами для їх спектрального зо-
браження, як відомо, широко застосовується перетворення Фур’є, 
що дає змогу істотно спростити процедуру аналізу за рахунок пере-
ходу від операції згортки у часовій області до звичайної операції 
множення відповідних характеристик систем та процесів у частотній 
області. В зв’язку з цим виникає природне запитання: чи є ці методи 
раціональними під час дії на систему випадкових процесів? 
Нагадаємо, що перетворенням Фур’є невипадкового неперіо-
дичного процесу )(ts  є комплексна функція частоти )( jS  або 
)2( fjS , яка визначається за такою формулою: 
                   dtetsfjSdtetsjS ftjtj 2)()2()()(           (10.1) 
за умови, що інтеграл (10.1) існує. 
Функцію dAdjS m /)(
  називають спектральною щільні-
стю комплексних амплітуд детермінованого процесу. Така 
функція визначає комплексну амплітуду гармонічної складової з час-
тотою  в інтервалі ],[ d , сума яких відтворює початковий 
процес )(ts . 
При спробі застосувати перетворення Фур’є (10.1) до випадко-
вих процесів ми стикаємося з рядом проблем. 
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Проблема перша. Інтеграл (10.1) існує, коли підінтегральна 
функція є абсолютно інтегровною, що забезпечується за абсолютної 
збіжності інтегралу 
                                               .)( dtts                                      (10.2) 
Практично достатньо, щоб функція )(ts  була інтегровною в 
квадраті: 
                                              .)(
2
dtts                                     (10.3) 
Інтеграл (10.3) визначає енергію процесу. Отже, перетворення 
Фур'є існує для процесів із обмеженою енергією. Водночас, напри-
клад, для ергодичного процесу кожна його вибіркова функція (реалі-
зація) з ймовірностю одиниця характеризується нескінченною енер-
гією, оскільки є заданою на нескінченному відрізку часу. Основною 
енергетичною характеристикою такого процесу, як відомо, є середня 
потужність, що дорівнює його середньому квадрату. 
 
 Отже, використання для оцінки властивостей стаціона-
рних випадкових процесів спектральної щільності амп-
літуд виду (10.1), що пов’язана з поняттям енергії, не-
можливо. Слід, виходити з такої енергетичної характе-
ристики, як потужність. 
 
Проблема друга. Для нестаціонарного випадкового процесу 
або )(tX , тобто процесу, кожна реалізація якого характеризується в 
загальному випадку обмеженою енергією, можливе застосування 
перетворення Фур'є, але з результатом у вигляді випадкової компле-
ксної функції частоти: 
                                    .)()( dtetXjS
tj
X                             (10.4) 
Проте, як показують теоретичні дослідження, функція )( jSX  
характеризує більше не ансамбль реалізацій у цілому, а кожну реа-
лізацію окремо, оскільки певна реалізація функції )( jSX  є індивіду-
альною характеристикою реалізації процесу )(tX .  
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Головне ж, як відмічалось, полягає у тому, що функція )( jSX  
є випадковою. Бажано ж мати таке визначення спектра, яке привело 
б нас до невипадкової функції частоти. 
Ось чому спектральний опис випадкових процесів і сигналів 
проводять на основі функцій, які визначають розподіл не амплітуд 
спектральних складових процесу, а їхньої енергії по частотному діа-
пазону. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Для оцінки спектральних 
властивостей стаціонарних ви-
падкових процесів потрібно за-
стосовувати характеристики, що 
ґрунтуються на понятті потужно-
сті. 
 Слід запам’ятати: 
1. Спектральний опис випадко-
вих процесів проводять на основі 
функцій, які визначають розподіл 
не амплітуд спектральних скла-
дових процесу, а їхньої енергії по 
частотному діапазону. 
 
 
10.2  Спектри нестаціонарних процесів 
Розглянемо нестаціонарний процес )(tX  з обмеженою енергі-
єю та спектральною щільністю амплітуд )( jSX , визначеною відпо-
відно до (10.4). У цьому разі, як відмічалось, )( jSX  є випадковою 
функцією , а її кожна реалізація відповідає певній реалізації )(txi  
процесу )(tX .  
Згідно з теоремою Парсеваля для окремої реалізації )(txi  її 
енергія 
              
.)(
2
1
)2(2
)2()(
1
)(
0
2
0
222
dWdffjS
dffjSdjSdttxE
xx
xxix
      (10.5)
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Виходячи з визначення інтегралу як суми, величина dWx )(  є 
енергією xdE  спектральної складової реалізації )(txi  процесу )(tX , 
що відповідає смузі частот ],[ d . 
Як випливає з (10.5) функція 
2
)()( jSW xx   
)2()2()(2)( 2
22
fSfjSjS
df
dE
d
dE
W xxx
xx
x  
характеризує розподіл енергії реалізації )(txi  по осі частот і назива-
ється спектральною щільністю енергії реалізації )(txi  або про-
сто її енергетичним спектром.  
Розмірність енергетичного спектра реалізації - [енергія/Гц]. 
Застосовуючи операцію усереднення до ансамблю енергетич-
них спектрів усіх реалізацій, отримаємо енергетичний спектр не-
стаціонарного випадкового процесу )(tX : 
                                     })({)(
2
1 jSMW XX .                             (10.6) 
Ураховуючи те, квадрат модуля )()()(
2
jSjSjS XXX , де 
)(* jSX - комплексно-спряжена до )( jSX  функція, а також (10.4). ді-
станемо: 
  
,),()()(
)()()(
21
)(
2121
)(
211
22111
2121
21
dtdtettKdtdtetXtXM
dtetXdtetXMW
ttj
X
ttj
tjtj
X
 (10.7) 
де ),( 21 ttK X  - кореляційна функція нестаціонарного процесу )(tX . 
Основні властивості спектральної щільності енергії. Відпо-
відно до означення (10.6) спектральна щільність енергії )(XW : 
 є невід’ємною ( 0)(XW ) і парною відносно частоти; 
 не несе інформації про фазові співвідношення спектраль-
них складових;  
 є функцією невипадковою та дійсною. 
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Парність спектральної щільності енергії )(XW  дає змогу оці-
нювати спектральний розподіл енергії процесу тільки тими його зна-
ченнями, що обчислені для додатних значень частоти. Відсутність 
же у спектрі енергії процесу або сигналу його фазових параметрів є 
причиною неоднозначного поновлення випадкового процесу за його 
спектром. Іншими словами, один і той же енергетичний спектр може 
визначати декілька процесів, зокрема, зсунутих у часі. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Парність спектральної 
щільності енергії )(XW  дає змо-
гу оцінювати спектральний роз-
поділ енергії процесу тільки за 
тими його значеннями, що обчи-
слені для додатних значень час-
тоти.  
2. Відсутність у спектрі енергії 
нестаціонарного процесу його 
фазових параметрів є причиною 
неоднозначного поновлення ви-
падкового процесу за його спек-
тром: один і той самий енергети-
чний спектр може визначати де-
кілька процесів, зокрема, зсуну-
тих у часі. 
 Слід запам’ятати: 
1. Визначення понять: енерге-
тичний спектр нестаціонарного 
випадкового процесу 
2. Властивості енергетичного 
спектра нестаціонарного випад-
кового процесу.  
3. Формулу енергетичного спе-
ктра нестаціонарного випадкового 
процесу  
      })({)(
2
1 jSMW XX =  
  = 21
)(
21
21),( dtdtettK
ttj
X . 
          Треба вміти: 
1. Визначати поняття: енергетичний спектр нестаціонарного 
випадкового процесу  
2. Формулювати властивості енергетичного спектра нестаціо-
нарного випадкового процесу. 
3. Практично застосовувати властивості енергетичного спектра 
нестаціонарного випадкового процесу. 
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10.3  Спектри стаціонарних процесів 
Застосовувати перетворення Фур'є безпосередньо до стаціо-
нарного  процесу )(tX ,  кожна  реалізація  якого з  ймовірністю оди-
ниця характеризується нескінченною енергією, неможливо. Для то-
го, щоб це перетворення існувало, слід розглянути не весь процес 
)(tX , а його обмежену частину )(tXT , визначену на кінцевому часо-
вому інтервалі ]2/;,2/[ TT : 
                                   
.2/,0
;2/),(
)(
Tt
TttX
tXT                                (10.8)  
Такий обмеженої тривалості процес )(tXT  має кінцеву енергію 
і для нього існує як перетворення Фур’є )( jST , так і спектральна 
щільність енергії 
2
2/
2/
1
2
1 )(})({
T
T
tj
TT dtetXMjSM . 
Проте })({
2
1 jSM T  є функцією не тільки частоти, а і часового 
інтервалу T . Тому доцільно розглядати нормовану відносно Т спек-
тральну енергетичну характеристику 
              
2
2/
2/
1
2
1 )(
1
)(
)( T
T
tj
TX
T dtetX
T
MG
T
jS
M .       (10.9) 
Відношення енергії до часу визначає потужність. Ось чому 
)(XG  називається спектральною щільністю потужності про-
цесу ),(tXT  обмеженої тривалості. Спрямувавши в (5.9) T  
та врахувавши, що у цьому разі )()( tXtXT , дістанемо співвідно-
шення для визначення спектральної щільності потужності 
стаціонарного процессу )(tX : 
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                               .
)(
lim)(
2
1
T
jS
MG T
T
X                         (10.10) 
Спектральну щільність потужності стаціонарного випадкового 
процесу ще називають енергетичним спектром або спектром 
потужності.  
 Отже,спектр потужності )(XG  відображає розподіл 
потужності стаціонарного процесу по частотному діа-
пазону і не несе в собі інформації про його фазові пара-
метри. 
Обчислимо інтеграл від лівої і правої частин (10.10) в межах 
);( : 
d
T
jS
MdG T
T
X
2
1
)(
lim)( . 
Міняючи місцями операції граничного переходу та інтегруван-
ня, а також враховуючи, що математичне очікування від інтегралу 
дає інтеграл математичного очікування, отримаємо: 
djSM
T
djSM
T
dG
T
T
T
T
T
T
X
2/
2/
2
1
2
1 })({
1
lim})({
1
lim)( . 
Поділимо ліву і праву частину останнього співвідношення на 
2  та враховуємо теорему Парсеваля. Тоді 
.
1
lim)}({
1
lim)}({
1
lim
)(
1
lim})({
1
2
1
lim)(
2
1
2/
2/
2
2/
2/
22
1
2
1
2
1
T
T
T
T
T
T
T
T
T
T
T
T
T
T
X
dtX
T
dttX
T
dttXM
T
dttXM
T
djSM
T
dG
 
Ураховуючи те, що при T  процес обмеженої тривалості 
)()( tXtXT , для стаціонарного випадкового процесу дістанемо: 
                                      .)(
2
1 2XdGX                                (10.11) 
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Відомо, що середній квадрат випадкового процесу визначає 
його середню потужність, тому 2/)( dGX  є тією частиною повної 
потужності, якою наділена спектральна складова з частотою  із 
частотного діапазону [ , d ].  
Тоді 
                                    
df
Xd
d
Xd
GX
22
2)( .                           (10.12) 
 
 Спектральна щільність потужності стаціонарного ви-
падкового процесу відображає розподіл його потужності 
по частотному діапазону і для конкретного значення ча-
стоти визначає потужність певної спектральної скла-
дової. 
 
У цьому і є фізичний зміст енергетичного спектра 
)(XG . 
Розмірність спектральної щільності потужності безпосередньо 
випливає з (10.12): )(XG =амплітуда
2/Гц = амплітуда2  .. с. 
Співвідношення (10.11) дає змогу зробити ще і такий висновок: 
 
 графік спектральної щільності потужності )(XG  та 
вісь абсцис  обмежують площу, яка за значенням пере-
вищує потужність нецентрованого випадкового стаці-
онарного процесу в 2  разів. 
 
Аналогічно вводиться поняття спектральної щільності потуж-
ності центрованого випадкового стаціонарного процесу )(tX : 
.
)(
lim)(
2
1
T
jS
MG X
T
X

  
У цьому разі  
                                      
2)(
2
1
XX dG  ;                             (10.13) 
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df
d
d
G XXX
22
2)( .                          (10.14)  
Згідно з (10.13) )(XG   часто називають спектральною щіль-
ністю дисперсії. 
 ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Для певного значення час-
тоти спектральна щільність по-
тужності стаціонарного випадко-
вого процесу подає потужність 
певної спектральної складової.  
2. Може існувати декілька пе-
ріодичних процесів і сигналів із 
одного і того самого періоду, які 
мають однакову автокореляційну 
функцію.  
3. Спектр АКФ дає інформа-
цію про розподіл потужностей 
гармонік періодичного процесу і 
сигналу по частоті. Такий розпо-
діл можна отримати і на основі 
процесу (сигналу) за теоремою 
Парсеваля. 
 Треба вміти: 
1. Визначати поняття: спект-
ральна щільність потужності 
стаціонарного процесу, спектра-
льна щільність дисперсії. 
2. Записати формули: а) для 
спектра потужності нецентрова-
ного та центрованого стаціонар-
них випадкових процесів; б) для 
взаємозв’язку спектра потужності 
 Слід запам’ятати: 
1. Визначення понять: спект-
ральна щільність потужності ста-
ціонарного випадкового процесу, 
спектральна щільність дисперсії. 
2. Спектр потужності відобра-
жає розподіл потужності стаціо-
нарного процесу по частотному 
діапазону і не несе в собі інфор-
мації про його фазові параметри. 
3. Розмірність спектральної 
щільності потужності: ампліту-
да2/Гц = амплітуда2  .. с. 
4. Формули: 
df
Xd
d
Xd
GX
22
2)(  - 
спектр потужності нецентровано-
го стаціонарного процесу; 
2)(
2
1
XdGX  - взаємо- 
зв’язок спектра потужності нецен-
трованого стаціонарного процесу 
з середнім квадратом; 
2)(
2
1
XX dG  - взаємо-
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нецентрованого стаціонарного 
процесу з середнім квадратом; в) 
зв’язок спектра потужності 
центрованого стаціонарного 
процесу з дисперсією. 
3. Обчислювати середню по-
тужність та дисперсію за спект-
рами потужності. 
зв’язок спектра потужності 
центрованого стаціонарного про-
цесу з диперсією; 
df
d
d
G XXX
22
2)(  - спектр 
потужності центрованого стаціо-
нарного випадкового процесу. 
 
 
10.4  Властивості спектральної щільності  
потужності стаціонарних процесів  
Відповідно до означення (див. (10.10)) та з урахуванням того, 
що математичне очікування невід’ємної функції 
2
)( jST є додатним, 
спектральна щільність потужності )(XG  є  
 функцією дійсною, невід’ємною та парною: 
)()( XX GG . 
 Спектри центрованого та нецентрованого процесів задо-
вольняють такому співвідношенню: 
                                 ),(2)()( 2 XXXX mGG                        (10.15) 
де Xm  - математичне очікування процесу )(tX , а )(X  - 
дельтоподібна складова спектральної щільності потужності )(XG . 
Справедливість співвідношення (10.15) підтверджується відо-
мим результатом інтегрування його правої та лівої частин з одноча-
сним множенням на 2 : середній квадрат дорівнює сумі диспе-
рсії та квадрата математичного очікування.  
Формула (10.15) в позначеннях циклічної частоти набуває тако-
го вигляду: 
),(2)()( 2 fmfGfG XXXX   
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Зрозуміло, що коли математичне очікування нецентрованого 
стаціонарного процесу дорівнює нулю, то спектр )(XG  та спектр 
флуктуацій збігаються. 
 Відмінність від нуля математичного очікування Xm  
стаціонарного процесу зумовлює в його спектрі дель-
топодібну складову. 
 
Тому кажуть, що нецентровані процеси з постійними складо-
вими, характеризуються нераціональними спектрами )(XG . 
Наведемо обгрунтування цієї властивості з фізичного погляду. 
Так, постійний процес характеризується нескінченною енергією, але 
кінцевою середньою потужністю. В частотній області вся така поту-
жність зосереджується тільки на нульовій частоті в межах нульового 
інтервалу, в якому інші складові відсутні. Тому можна вважати, що 
потужність кінцевої величини відповідає частотному інтервалу ну-
льової ширини. Останнє еквівалентне нескінченному значенню 
)(XG  на частоті 0 , тобто наявності дельта особливості на цій 
частоті. 
Подібна спостерігається у разі, якщо процес )(tX  або )(tX міс-
тить періодичні складові з частотами k . Тоді цим складовим відпо-
відають дельта складові відповідної ваги в спектральній щільності 
потужності. 
►Приклад. Для стаціонарного процесу )6sin(105)( 1ttX  
)12cos(8 2t , де початкові фази 1 та 2  є незалежними випадко-
вими величинами з рівномірним законом розподілу в інтервалі [0, 2 ], 
визначити: а) частоти складових процесу; б) математичне очікування; 
в) дисперсію. 
За умовою процес )(tX  містить постійну складову, а також першу та 
другу гармоніки з частотами рад/с61  та ω2 =12 рад/с. 
Математичне очікування процесу, як суми незалежних складових, 
визначаємо через суму математичних очікувань кожної складової окре-
мо: 
.0)]12cos(10[;0)]6sin(10[
;5]5[;
212111
10210
tMmtMm
Mmmmmm
XX
XXXXX
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процесів 
Як бачимо, значення математичного очікування 5Xm  збігається з 
постійною складовою процесу.  
Для визначення дисперсії скористаємось взаємозв’язком між серед-
нім квадратом, математичним очікуванням і дисперсією та враховуємо, 
що середній квадрат стаціонарного процесу характеризує його середню 
потужність. 
Середній квадрат знайдемо згідно з (10.11). В теорії доведено, що 
стаціонарному випадковому процесу )cos()( 1tBAtY  з рівномі-
рним законом розподілу початкової фази  на інтервалі [0, 2 ] відпові-
дає спектральна щільність потужності : 
                 )(
2
)(
2
)(2)( 1
2
1
22 BBAGY            (10.16)  
з дельта особливостями на частотах 0, -ω1 та ω1 відповідно (рис. 10.1). 
Заданий процес Х(t) міс-
тить дві гармонічні складо-
ві. Зважаючи на те, що в 
межах інтервалу [0, 2 ] фа-
зи розподілені рівномірно, 
різниці між синусною та 
косинусною формами скла-
дових немає, а результат 
(10.16) можливо застосува-
ти і для спектральної щільності синусної складової. 
Таким чином, згідно з (10.16) та з урахуванням зроблених зауважень, 
маємо: 
.)]12(32)12(32)6(50)6(50)(50[
)12(8
2
)12(8
2
)6(10
2
)6(10
2
)(52)(
22
222
XG
 
Тоді середній квадрат та дисперсія відповідно є такими: 
.107
2
64
2
100
2
50
]3232505050[
2
1
)(
2
12 dGX X  
           )(YG  
         2
2
В           
22 A             2
2
В  
 
 
               1                        1         
Рисунок 10.1 - Спектр гармонічного       
процесу з постійною складовою. 
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2222 8225107 AmX XX . 
Отриманий результат є ще одним підтвердженням того, що середній 
квадрат процесу визначає його середню потужність. У базисі гармоніч-
них функцій ця потужність відповідно до рівності Парсеваля визнача-
ється сумою потужностей гармонік. 
                                                                                                            ◙ 
Характер спектра потужності  залежить від середовища, в яко-
му відбувається процес (електричне коло, механічна система, напів-
провідник тощо). Одні випадкові процеси характеризуються рівномі-
рним енергетичним спектром у широкому чи нескінченному діапазоні 
частот, інші – нерівномірним у вузькій частотній смузі. Перші, зокре-
ма, притаманні змінній у часі різниці потенціалів на кінцях будь-якого 
електричного провідника, що виникає внаслідок теплового руху еле-
ктронів. Рівномірну спектральну щільність мають і коливання струму 
в електронних лампах, що зумовлено дискретною природою струму 
в них. 
►Приклад. Обчислити середню потужність процесу, спектр яко-
го є рівномірним у смузі частот від 90 до 110 кГц та набуває значення 2 
10
-3
 В2/Гц. 
Оскільки в спектрі відсутності дельта-особливості, то маємо центро-
ваний процес, для якого середня потужність всього процесу збігається з 
потужністю (дисперсією) його флуктуацій: 
.В40)109010110(2102
2
1
102
2
1
102
2
1
2333
101102
10902
3322
в
н
3
3
dX X
 
                                                                                                                      ◙ 
 
►Приклад. Стаціонарний випадковий процес характеризується 
спектральною щільністю потужності 
ГцВ,
)16(
32
)( 2
2X
G . 
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процесів 
Середня потужність сигналу, що розсіюється на резисторі з опором в 
1 Ом 
2
2
2 В4)
22
(4
1
4
arctg32
4
1
2
1
)16(
32
2
1 π
dX . 
                                                                                                                      ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Наявність у спектрі неце-
нтрованого стаціонарного ви-
падкового процесу дельтоподі-
бної складової спричинена не-
нульовим значенням матема-
тичного очікування. 
2. Якщо математичне очіку-
вання нецентрованого стаціо-
нарного процесу дорівнює ну-
лю, то його спектр потужності 
та спектр потужності флуктуа-
цій збігаються. 
3. Характер спектра потуж-
ності залежить від середови-
ща, в якому відбувається про-
цес (електричне коло, механіч-
на система, напівпровідник то-
що).  
 Слід запам’ятати: 
1. Спектр потужності стаціонар-
ного процесу є функцією дійсною, 
невід’ємною та парною. 
2. Рівність, яка встановлює 
взаємозв’язок спектрів центрова-
ного та нецентрованого стаціона-
рних процесів:  
)(2)()( 2 XXXX mGG  . 
 Треба вміти: 
1. Формулювати властивості 
спектральної щільності потужності 
стаціонарних процесів. 
2. Записати рівність, яка вста-
новлює взаємозв’язок спектрів 
центрованого та нецентрованого 
стаціонарних процесів: 
 
 
10.5  Фізичний та математичний спектри 
Спектральну щільність потужності )(XG  стаціонарного проце-
су часто називають двосторонньою спектральною щільністю 
потужності, двостороннім енергетичним або просто мате-
матичним спектром у зв’язку з тим, що визначається такий спектр 
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як для додатних фізичних ( 0), так і від’ємних ( 0) значень час-
тоти. Останні, як відомо, фізичного значення не мають. 
Ряд авторів віддають перевагу односторонньому енерге-
тичному спектру або односторонній спектральній щільності 
потужності )(0XG , які визначають тільки для додатних значень 
частоти. Односторонній енергетичний спектр )(0XG  ще називають 
фізичним спектром. 
Між одно- )(0XG  та двосторонньою )(XG  спектральною 
щільністю потужності є відповідний зв‘язок, що відображається та-
ким співвідношенням:  
- для нецентрованого випадкового стаціонарного процесу  
                               
;0;0
;0);(2
)(0
X
X
G
G                             (10.17) 
- для центрованого випадкового стаціонарного процесу  
                              
.0;0
;0);(2
)(
0
0
X
X
G
G

                            (10.18) 
Типові графіки математичного та фізичного спектрів зображені 
на рис. 10.2. 
За одностороннім спектром 
)(0XG  можна завжди обчислити дво-
сторонній: 
.
2
)()(
)( 00 XXX
GG
G  
Інтегруванням для діапазону до-
датних (фізичних) частот за односто-
роннім енергетичним спектром визна-
чаємо середній квадрат та дисперсію стаціонарного процесу і сиг-
налу:
 
)(0XG  
)(XG  
Рисунок 10.2 – Двосто-
ронній та односторонній 
спектри. 
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          dGdGdGX XXX
0
0
0
2 )(
2
1
)(2
2
1
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2
1
;      (10.19) 
                                     dG XX
0
0
2 )(
2
1
 .                                (10.20) 
Перехід до циклічної частоти 2/f  замість кругової дає та-
кі співвідношення: 
                                        dffGX X
0
0
2 )( ;                                  (10.21) 
                                        .)(
0
0
2 dffG XX                                  (10.22) 
 Інтеграл від енергетичного спектра в визначених межах 
для частотної змінної дає значення середньої потужно-
сті нецентрованого чи дисперсії центрованого процесу, 
яке в точності збігається з площею, обмеженою графі-
ком спектра та віссю абсцис у частині інтервалу зміни 
частоти. 
Слід зазначити, що в літературі можливі найрізноманітніші під-
ходи щодо введення одностороннього та двостороннього енергети-
чних спектрів, пов’язані в основному з урахуванням коефіцієнта про-
порційності 2 . Останнє серйозно впливає на розмірність.  
У нашому випадку розмірність енергетичного спектра 
[ )(XG ]=[ )(0 fG X ]=ампл
2/Гц.  
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Математичний спектр по-
тужності визначається як для 
додатних, так і від’ємних значень 
 Слід запам’ятати: 
1. Визначення понять: одно- та 
двосторонній спектри потужності 
стаціонарного процесу, матема-
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частоти, а фізичний – тільки для 
додатних частот.  
2. У літературі можливі найрі-
зноманітніші підходи щодо вве-
дення одностороннього та двос-
тороннього енергетичних спект-
рів, пов’язані з урахуванням ко-
ефіцієнта пропорційності 2 .  
 Треба вміти: 
1. Визначати поняття: одно- 
та двосторонній спектри потуж-
ності, математичний та фізичний 
спектри потужності стаціонарних 
процесів. 
2. За математичним спект-
ром потужності визначати фізич-
ний спектр та навпаки. 
тичний та фізичний спектри 
2. Рівності, які встановлюють 
взаємозв’язок одно- та двосто-
роннім спектром потужності:  
- для нецентрованого випа-
дкового стаціонарного процесу  
;0;0
;0);(2
)(0
X
X
G
G  
- для центрованого випадко-
вого стаціонарного процесу  
.0;0
;0);(2
)(
0
0
X
X
G
G

  
 
 
10.6 Взаємозв’язок кореляційних та  
спектральних характеристик  
стаціонарних процесів  
Радянським ученим А.Я. Хінчиним та американським Н. Віне-
ром доведена теорема щодо взаємозв’язку між кореляційними та 
спектральними характеристиками випадкових стаціонарних проце-
сів. Згідно з цією теоремою спектральна щільність потужності )(XG  
( )(0XG ) стаціонарного нецентрованого )(tX  (центрованого )(tX
 ) 
процесу та автокореляційна функція ))(();( XX BK  пов’язані між 
собою інтегральним перетворенням Фур’є:  
- для нецентрованого стаціонарного процесу  
          deGKdeKG
j
XX
j
XX )(
2
1
)(;)()( ;    (10.23) 
- для центрованого стаціонарного випадкового процесу 
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            deGBdeBG
j
XX
j
XX )(2
1
)(;)()(  .   (10.24) 
Однозначно пов’язані кореляційна функція і спектральна 
щільність потужності характеризують випадковий 
процес у двох аспектах - статистичним зв’язком мит-
тєвих значень процесу в неспівпадаючих перерізах та 
спектрально.  
Маємо аналогію між часовим та спектральним поданням дете-
рмінованих процесів, але на відміну від останніх інтегральні співвід-
ношення (10.23) та (10.24) відображають зв’язок не власне процесу, 
а функції, що є мірою статистичного зв’язку між миттєвими значен-
нями випадкового процесу та його спектральною характеристикою. 
Відмітимо ряд наслідків теореми Вінера-Хінчина. 
 
 Значення спектральної щільності потужності на нульовій 
частоті (початкове значення) дорівнює інтегралу від авто-
кореляційної функції:  
                        dBGdKG XXXX )()0(;)()0(  .              (10.25) 
Такий наслідок випливає безпосередньо з (5.23) та (6.24) при 
підстановці 0. 
 
 Початкове значення автокореляційної функції пропорційне 
інтегралу від спектральної щільності і дорівнює середній 
потужності нецентрованого або дисперсії центрованого 
процесу: 
      .)(
2
1
)0(;)(
2
1
)0( 22 XXXXX dGBXdGK  (10.26) 
Для доведення (10.26) у співвідношеннях (10.23) та (10.24) до-
статньо покласти 0 . 
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 Автокореляційна функція стаціонарного випадкового про-
цесу і сигналу є додатньо визначеною.  
Виходячи з того, що спектральна щільність )(XG  ( )(0XG ) є 
невід’ємною функцією частоти, згідно з (10.23) та (10.24) пряме пе-
ретворення Фур’є від автокореляційної функції )(XK  ))(( XB  по-
винно бути також невід’ємним. Функції, які задовольняють зазначену 
умову, і називаються додатньо визначеними. 
Так, зокрема, функція 
11 ,0;,1)(f  
у вигляді прямокутника, не може бути кореляційною.  
Дійсно, пряме перетворення Фур’є такої функції 
1
0 1
1
2/
)2/sin(
)()( defjF j  
набуває як додатних, так і від’ємних значень. 
 
►Приклад. Визначити спектральну щільність потужності випад-
кового процесу )cos()( 0tAtX m з рівномірним законом розподілу 
випадкової фази . 
Для такого процесу математичне очікування 0Xm , середній квад-
рат і дисперсія 2/222 mX AX , 
а АКФ 
0
2 cos)2/()()( mXX ABK   
Отже, це стаціонарний у ши-
рокому значенні випадковий 
процес, який називають монох-
роматичним СВП. 
Тоді згідно з (10.23) спектра-
льна щільність потужності такого процесу 
de
A
deKG jmjXX 0
2
cos
2
)()(  
.
2
1
22
1
2
00
22
dee
A
dee
A jjmjjm
 
 )(XG  
               
            
2
A2m
              
2
A2m
  
 
     1              1    
Рисунок 10.3 - Спектр монохро-
матичного процесу. 
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Відповідно до властивостей перетворення Фур’є 
)(
24
);(
2
)(
4
2
4
0
22
0
2
0
22
00 mjmmmjm
A
e
AAA
e
A
. 
Остаточно 2/)]()([)( 00
2
mX AG . 
Таким чином, спектральна щільність монохроматичного СВП скла-
дається з двох дельтоподібних складових однакової площі, зсунутих в 
точки з частотами 0  (рис. 10.3). 
                                                                                                       ◙ 
Формули (10.23) та (10.24) можна записати більш компактно в 
тригонометричній формі, якщо врахувати парність кореляційних та 
спектральних характеристик: 
         
;cos)(2sin)(cos)(
)()(
0
dKdKjdK
deKG
XXX
j
XX
   (10.27) 
                
0
.cos)(
1
sin)(
2
1
cos)(
2
1
)(
2
1
)(
dGdGj
dGdeGK
XX
X
j
XX
      (10.28) 
Під час перетворень ураховано подання функції )exp( j  
через косинус та синус згідно з формулою Ейлера, властивості пар-
ності косинуса та непарності синуса, а також те, що в симетричних 
межах інтеграл від непарної функції дорівнює нулю, а парної - по-
двійному значенню інтеграла в односторонніх межах. 
Перехід до одностороннього спектра веде до таких співвідно-
шень:  
                           ;cos)(4)(2)(
0
0 dKGG XXX                  (10.29)   
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.22cos)2(
cos)(
2
1
cos)(
1
)(
0
0
0 0
0
fdffG
dGdGK
X
XXX
 
►Приклад. Стаціонарний процес Х(t) характеризується рівномір-
ним спектром (рис. 10.4, а) ,const2/)( NGX . Визначити 
автокореляційну функцію процесу.  
Виходячи з того, що )(XG  не містиь -особливостей, математичне 
очікування такого процесу дорівнює нулю: 0Xm .  
Згідно з теоремою Хінчина-Вінера автокореляційна функція 
                   de
N
de
N
K jjX
2
1
222
1
)( .                 (10.30) 
Як відомо з теорії узагальнених функцій, до яких відноситься і дель-
та-функція 
)(
2
1
de j . 
Тоді )()()()2/()( 0NBNK XX . АКФ заданого процесу ві-
дмінна від нуля при 0 . 
Отже, миттєві значення про-
цесу в неспівпадаючих 
перерізах, розміщених на не-
скінченно малій відстані один 
від одного, є некорельовани-
ми. Останнє означає необме-
жено велику зміну реалізацій 
такого процесу в часі. 
Початкове значення функції кореляції 2)0()0( XXX BK . Отже, 
процес із рівномірним спектром потужності в нескінченному інтервалі 
частот характеризується нескінченною середньою потужністю. 
◙ 
)(0XG  
 
0N  
 б 
2
N
 
 
)(XG  
  а 
Рисунок 10.4 – Спектр білого шуму: 
а- математичний; б – фізичний. 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Однозначно пов’язані ко-
реляційна функція і спектраль-
на щільність потужності харак-
теризують випадковий стаціо-
нарний процес у двох аспектах 
- статистичним зв’язком миттє-
вих значень процесу в неспів-
падаючих перерізах та спект-
рально.  
2. Спектр потужності стаціо-
нарного процесу можна визна-
чити за його АКФ у разі, якщо 
АКФ задовольняє умову додат-
ної визначеності. 
3. У разі, якщо миттєві зна-
чення випадкового процесу в 
неспівпадаючих перерізах, роз-
міщених на нескінченно малій 
відстані один від одного, є не-
корельованими, то такий про-
цес характеризується необме-
жено великою зміною його реа-
лізацій в часі. 
 Слід запам’ятати: 
1. Визначення понять: додат-
ньо визначена функція 
2. Початкове значення спект-
ральної щільності потужності 
дорівнює інтегралу від автокоре-
ляційної функції: 
;)()0( dKG XX  
dBG XX )()0(
. 
3. Початкове значення авто-
кореляційної функції пропорцій-
не інтегралу від спектральної 
щільності і дорівнює середній 
потужності нецентрованого або 
дисперсії центрованого процесу: 
.)(
2
1
)0(
;)(
2
1
)0(
2
2
XXX
XX
dGB
XdGK

 
          Треба вміти: 
1. Визначати поняття: додатньо визначена функція.  
2. Сформулювати результат за теоремою Вінера-Хінчина. 
3. Записати тригонометричну форму співвідношення, яке вста-
новлює взаємозв’язок між спектральними та кореляційними харак-
теристиками стаціонарних процесів. 
4. Визначати спектри стаціонарних процесів за кореляційними 
функціями та навпаки. 
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10.7  Ширина енергетичного спектра та 
 інтервал кореляції 
Розглянемо стаціонарний нецентрований випадковий процес 
або сигнал, односторонній енергетичний спектр якого 
)2()( 00 fGG XX  набуває максимально-
го значення 0Xmax0X0X )02()0( GGG  на 
нульовій частоті (рис. 10.5).Згідно з 
(10.21) площа між графіком спектра та 
частотною віссю f  дорівнює середньому 
квадрату )0(2 XKX , а отже і середній 
потужності процесу.  
Розглянемо також інший процес із рі-
вномірно розподіленим одностороннім 
спектром у обмеженій смузі частот сп.ефmax ],0[ ff , значення якого 
на всіх частотах дорівнює max0G .  
Площа, обмежена графіком спектра такого процесу і віссю 
частот f , визначається площею прямокутника 
сп.ефmax0maxmax0 fGfG . Будемо вважати, що з енергетичного пог-
ляду перший та другий процеси є еквівалентними. Тоді 
.)2(
0
2
0сп.ефmax0 XdffGfG X  
З останнього співвідношення дістанемо:  
                         
0
0
max0
сп.еф )2(
1
dffG
G
f X .                   (10.31) 
Величина сп.ефf  називається ефективною шириною енер-
гетичного спектра. Зрозуміло, що подібні співвідношення мають 
місце і для центрованих процесів. 
Ширина двостороннього енергетичного спектра вдвічі більша 
за значення ефективної ширини: сп.ефсп 2 ff .  
Практично використовують і інші підходи до визначення шири-
ни енергетичного спектра випадкових процесів. Зазвичай
cп.еф.f  
 
max0G  
f  
Рисунок 10.5 – До визна-
чення ефективної шири-
ни спектра.  
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 визначають ширину спектра за відповідним рівнем, наприклад, 0,1 
(0,01) max0G . (рис. 5.5, б). 
У будь-якому випадку значення ширини спектра та інтервалу 
кореляції задовольняють співвідношенню невизначенності: 
                                   )1(сп.еф Of k .                               (10.32) 
 
 Таким чином, чим вужче енергетичний спектр, тим біль-
ше інтервал кореляції і навпаки. А, отже, чим динамічні-
ше процес, тим менше інтервал кореляції, в межах якого 
значно зменшується кореляційна функція, тим слабкі-
шим є статистичний зв’язок між миттєвими значення-
ми процесу в неспівпадаючих перерізах, тим ширше ене-
ргетичний спектр.  
 
Яскравим прикладом підтвердження цього висновку є білий 
шум, що характеризується нескінченно великою шириною спектра і 
нульовим інтервалом кореляції. 
 
Стаціонарний випадковий процес із рівномірно розподі-
леною спектральною щільністю потужності та дельто-
подібною кореляційною функцією називається білим 
шумом або дельта-корельованим процесом..  
Термін «білий шум» образно підкреслює аналогію з білим 
(природнім) світлом, у якого в межах спектра видимих частот, інтен-
сивність всіх спектральних складових однакова. Білий шум є абстра-
ктною моделлю. Фізичних процесів подібного типу в природі не іс-
нує. Однак, практичне значення такої моделі велике, особливо у ра-
зі, якщо енергетичний спектр діючого процесу є рівномірним (постій-
ним) у достатньо широкій смузі частот, причому більш широкій, чим 
смуга пропускання системи. Зрозуміло, що вид спектра діючого про-
цесу за межами смуги пропускання тоді майже не впливає на пара-
метри вихідного процесу. Тому спектральну щільність діючого про-
цесу можна вважати постійною в усьому частотному діапазоні, а сам 
процес (діючий) - білим шумом. 
Дуже поширеною ідеалізацією реальних явищ є білий шум із 
обмеженим спектром. Енергетичний спектр цього процесу є рівномі-
рним у кінцевій смузі частот, а за її межами він дорівнює нулю: 
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.,,0
;,2/
)(
21
21N
GX                        (10.33) 
Залежно від того, в яких ділянках частотного діапазону зосере-
джений спектр, а також від співвідношення між його шириною та ча-
стотами, що її обмежують, розрізняють: 
 низькочастотний квазібілий шум (рис. 10.6, а) із нульовою 
центральною частотою та крайніми частотами ;, 0201  
 широкосмуговий квазібілий шум (рис. 10.6, б): ;121  
 вузькосмуговий квазібілий шум (рис. 10.6, в): 
.121  
За аналогією з кореляційними функціями вводять поняття нор-
мованих спектральних щільностей потужності як відношення 
спектральної щільності потужності до середньої потужності для не-
центрованого процесу чи дисперсії для процесу центрованого: 
./)()(;/)()( 2н
2
н XXXXX GGXGG   
 
 
  
 
 
 
 
 
Рисунок 10.6 - Спектри процесів на зразок білого шуму:                                   
а - низькочастотного; б – широкосмугового; в – вузькосмугового. 
►Приклад. Односторонній енергетичний спектр 
)2()( 00 fGG XX  стаціонарного випадкового процесу Х(t) має вигляд: 
.0,0
;0,
)2(
8
)2()(
22
00
f
f
ffGG XX  
Визначити, як співвідносяться ефективна ширина спектра і ширина 
спектральної щільності на рівні max05,0 G  
а 
 
б 
 
1  2  1
  
2
N
 
2
N
 
)(XG  
2
N
 
 
  
)(XG  )(XG  
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Відповідно до (5.31) ефективна ширина спектра 
 
.
4
2
arctg
2)2(
8
8
0
0
22сп.еф.
f
df
f
f  
Ширина спектральної щільності за рівнем max05,0 G  задовольняє та-
ку умову: 
.
48
5,05,0
)2(
8
)( max02
5,0
25,00
G
f
fG X  
Очевидні перетворення дають, що .2/5,0f  
Таким чином, 2// 5,0сп.еф. ff . 
                                                                                                                      ◙ 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Чим вужче енергетичний 
спектр, тим більше інтервал ко-
реляції і навпаки.  
2. Чим динамічніший процес, 
тим менше інтервал кореляції,  
тим слабкішим є статистичний 
зв’язок між миттєвими значен-
нями процесу в неспівпадаючих 
перерізах, тим ширше енерге-
тичний спектр. 
2. Білий шум є абстрактною 
моделлю фізичних процесів, 
практична значущість якої ве-
лика, зокрема, якщо енергетич-
ний спектр діючого процесу є 
рівномірним у смузі частот, що 
перевищує смугу пропускання 
системи. 
 Слід запам’ятати: 
1. Визначення понять: ефек-
тивна ширина спектра стаціона-
ррного процесу, двосторонній 
енергетичний спектр,інтервал 
кореляції, білий шум, дельта-
корельований процес, низькоча-
стотний, широкосмуговий та ву-
зько смуговий квазібілий шум, 
нормована спектральна щіль-
ність потужності.  
2. Методи визначення ширини 
спектра та інтервалу кореляції. 
3. Формулу, яка встановлює 
взаємозв’язок між шириною спе-
ктра та інтервалом кореляції: 
)1(сп.еф Of k . 
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       Треба вміти: 
1. Визначати поняття: ефективна ширина спектра стаціонарр-
ного процесу, двосторонній енергетичний спектр,інтервал кореляції, 
білий шум, дельта-корельований процес, низькочастотний, широко-
смуговий та вузько смуговий квазібілий шум, нормована спектраль-
на щільність потужності.  
2. Розв’язувати задачі на визначення ширини енергетичного 
спектра стаціонарних випадкових процесів та інтервалу кореляції. 
 
 
10.8 Завдання для поточного 
тестування  
 
10.8.1 Питання для поточного  
контролю 
 Особливості спектрального аналізу випадкових процесів. 
 Назвіть основні спектральні характеристики випадкових 
процесів. 
 Що таке енергетичний спектр нестаціонарного випадкового 
процесу. 
 Яких значень набуває енергетичний спектр нестаціонарного 
випадкового процесу:) невід’ємних; б) невід’ємних і дійсних? 
 Запишіть співвідношення, яке встановлює взаємозв’язок 
між АКФ та енергетичним спектром нестаціонарного випадкового 
процесу.  
 Фізичний зміст енергетичного спектра нестаціонарного про-
цесу та його розмірність. 
 Яку умову для нестаціонарного процесу визначає така рів-
ність: )()( XX WW ? 
 Визначення енергетичного спектра (спектра потужності) 
стаціонарного випадкового процесу. 
 Розмірність спектра потужності та енергетичного спектра 
нестаціонарного випадкового процесу. 
 Яку інформацію дає спектр потужності. 
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 Чи впливають фазові параметри стаціонарного процесу на 
його спектр потужності? 
 Запишіть рівність, яка встановлює взаємозв’язок спектра 
потужності нецентрованого стаціонарного процесу з середнім квад-
ратом та спектра потужності центрованого стаціонарного процесу з 
дисперсією. 
 У чому полягає фізичний зміст спектра потужності стаціона-
рного процесу? 
 Записати формули: а) для спектра потужності нецентрова-
ного б) центрованого стаціонарних випадкових процесів.  
 Запишіть рівність, яка встановлює взаємозв’язок спектрів 
центрованого та нецентрованого стаціонарних процесів. 
 Наведіть обгрунтування з фізичного погляду того, що 
спектр потужності містить дельтоподібну складову з частотою 0  
у разі, якщо середнє статистичне процесу не дорівнює нулю.  
 Особливості спектра потужності періодичного процесу. 
 Що таке двосторонній та односторонній спектри потужнос-
ті? 
 Дайте визначення фізичного та математичного спектрів 
стаціонарного випадкового процесу. 
 Як за математичним спектром потужності визначити фізич-
ний спектр та навпаки? 
 Запишіть формули для визначення потужності процесу та 
його дисперсії через спектр потужності. 
 Яким інтегральним перетворенням визначається взає-
мозв’язок кореляційних та спектральних характеристик стаціонарних 
випадкових процесів? 
 Як за кореляційною функцією визначити початкове значен-
ня спектра потужності? 
 Як за спектром потужності визначити початкове значення 
кореляційної функції? 
 Назвіть, які енергетичні характеристики визначають почат-
кові значення відповідних кореляційних функцій. 
 Що таке додатньо визначена функція? 
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 Чи допускаються процеси, кореляційні властивості яких по-
даються сталими або рівномірно розподіленими АКФ? 
 Якого значення набуває середня потужність процесу з рів-
номірно розподіленим спектром потужності у нескінченному частот-
ному діапазоні? 
 Дайте визначення білого шуму? 
 Що таке дельта-корельований процес?  
 Взаємозв’язок випадкового процесу Вінера з «білим шу-
мом». 
 Кореляційна функція дельта-корельованого процесу. 
 Що таке низькочастотний, широкосмуговий та вузькосмуго-
вий квазібілий шум? 
 Наведіть графічне зображення спектрів потужності низько-
частотного, широкосмугового та вузькосмуговго квазібілого шуму.  
 Подайте графічні зображення АКФ низькочастотного, широ-
космугового та вузькосмуговго квазібілого шуму 
 Зв’язок між інтервалом кореляції та шириною спектра ста-
ціонарного випадкового процесу. 
 Записати тригонометричну форму співвідношення, яке вста-
новлює взаємозв’язок між спектральними та кореляційними харак-
теристиками стаціонарних процесів. 
 Ширина енергетичного спектра стаціонарного процесу. 
 Що таке ефективна ширина спектра потужності? 
 Дайте визначення інтервалу кореляції 
 У чому полягає сутність енергетичного критерію визначення 
ширини спектра потужності та інтервалу кореляції? 
 Наведіть графічну ілюстрацію визначення ширини спектра 
потужності та інтервалу кореляції за інтегральним критерієм. 
 У чому полягає сутність визначення інтервалу кореляції або 
ширини спектра за критерієм заданого рівня?  
 Чи можлива зміна інтервалу кореляції кореляційної функції 
стаціонарного випадкового процесу без зміни його спектрапотужнос-
ті? 
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 Фізичний зміст взаємозв'язку інтервалу кореляції та ширини 
енергетичного спектра стаціонарного процесу. 
 Поясніть у чому полягає практична значимість теореми Ві-
нера-Хінчина. 
  Сформулюйте принцип невизначеності для стаціонарних 
випадкових процесів. 
 
 
10.8.2 Задачі для індивідуального та  
самостійного розв’язування 
 
1. На вході RL – системи (рис. 10.7) діє випадковій струм 
)(tI , кореляційна функція якого  Знайти дисперсію 
напруги на елементні L та її енергетичний 
спектр. 
2. Реакція лінійної системи на вхідний 
процес )(tX  задовольняє таке співвідношення: 
t
dXTtY
0
λ)λ()/1()( , де Т – невипадкова часова 
постійна величина; )(tX – білий шум, спектр по-
тужності якого . Визначити таке значення 1t , за 
якого середньоквадратичне відхилення BY 2,0 , якщо  
3. Визначити фізичний спектр випадкового процесу 
, де  – білий шум, функція кореляції 
якого , mA  – невипадкова амплітуда, а φ – рівномір-
но розподілена на інтервалі . 
4. Визначити кореляційну функцію процесу 
 за відомого енергетичного спектра )ω(XG .  
5. Визначити частоти min  і max , за яких спектральна щіль-
ність )(YG  процесу  набуває мінімального та 
максимального значень. Якими є ці значення? Спектральну щіль-
ність )(XG  вважати заданою. 
6. На вході ідеального смугового фільтра діє білий шум з 
енергетичним спектром cB)( 20FGX . У частотному діапазоні 
Рисунок 10.7 –RL-
коло.  
)(tI  
)(tU  
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 комплексна частотна функція фільтра , 
а за його межами – нулю. Визначити кореляційну функцію )τ(YK  ви-
хідного процесу та його дисперсію 2σY . 
7. На RC – систему (див. рис. 10.8, а) діє випадкова напруга 
)(вх tU , що є білим шумом з спектральною щільністю  
  
                                            (10.33) 
Визначити дисперсію напруги на резистивному елементі. 
8. Визначити дисперсію вхідного струму )(tI  лінійної системи 
(рис. 10.8, б), за умови, що напруга на її виході є стаціонарним ви-
падковим процесом із спектральною щільністю (10.33). 
 
 
 
 
 
 
Рисунок 10.8 – Приклади RC систем. 
9. Спектральна щільність стаціонарного процесу )(tX  пода-
ється таким співвідношенням: 
 
 
Визначити ефективну ширину спектра реакції ідеального інтег-
ратора. 
10. Як називається такий процес спектральна щільність якого 
                
.100           ,0
;100       ,01,0
)(XG                         (10.34) 
Визначити ефективну ширину спектра процесу в герцах.  
11. Які з зображених на рис. 10.9 функцій не можуть бути ене-
ргетичними спектрами стаціонарного випадкового процесу? 
                  а                                                 б    
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12. Енергетичний спектр процесу )64/(9)( 2XG . Визна-
чити  математичне очікування Xm  та початкове значення АКФ 
центрованого процесу )0(XB  . 
 
 
 
 
а                                       б                                     в                                    г   
Рисунок 10.9 – Приклади графічного зображення функцій. 
13. Для стаціонарного процесу з спектральною щільністю 
(10.34) визначити найменше значення , за якого його АКФ 
0)(XK . 
14. Визначити період кореляційної функції )(XK  випадкового 
стаціонарного процесу )700cos( 300cos )( tBtAtX mm .  
15. Визначити середню потужність на виході системи, якщо 
його вихідна напруга )30-t20sin(3tcos105)(вих
tu .  
16. Визначити аналітично інтервал кореляції за критерієм рів-
ня 0,5 для АКФ стаціонарного процесу, щ має форму трикутного ві-
деоімпульсу.  
17. Кореляційні характеристики стаціонарних випадкових про-
цесів зображені на рис. 10.10. 
 
 
 
 
 
 
Рисунок 10.10 – Приклади кореляційних функцій. 
Побудувати зростаючу послідовність, елементами якої є шири-
ни енергетичних спектрів процесів. 
)(3XK  
 
 
в 
)(2XK  
)(tU
 
-
)(tI  
2 
2 
 
 
)(1XK  
-1 1 
 
 а 
  
  -0,5 -1  1   1 
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18. Визначити ширину спектра та інтервал кореляції стаціона-
рного процесу, автокореляційна функція якого .)( 2eAK X  
19. Випадковий процес )(tY  отримано диференціюванням 
стаціонарного процесу )(tX  з кореляційною функцією 
eK XX
2)( , )0( . Визначити, як співвідносяться ширини спе-
ктрів процесів )(tY  та )(tX ?  
20. Як називається стаціонарний процес, спектральна щіль-
ність якого  
                    
.250,200,0
;250200;005,0
)(XG                    (10.35) 
Визначити інтервал кореляції. ширину спектра та середню по-
тужність. 
21. Для стаціонарного випадкового процесу, спектральна 
щільність якого подається (10.35) визначити ширину спектра та се-
редню потужність. 
22. Довести, які з співвідношень справджуються: 
а) )(2)()( XXX mGG  ; б) )()()( 0
2
XXX mGG  ; 
в) )(2)()( 2XXX mGG  . 
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11  Кореляційно-спектральний аналіз 
перетворень випадкових  
процесів лінійними системами  
 
11.1  Постановка задачі кореляційного аналізу 
Матеріал, що розглядався попередньо, присвячений вибору 
зручного та ефективного способу подання випадкових процесів у 
ймовірнісному або статистичному значеннях. Нагадаємо, що ймові-
рнісний опис випадкового процесу грунтується на законах розподілу 
ймовірностей(функції розподілу ймовірностей та щільності ймовір-
ностей); а статистичний – на характеристиках усереднення за анса-
мблем реалізацій (моментні функції різних порядків та спектри). 
Наступний етап полягає у з’ясуванні того, яким чином ці мето-
ди можуть бути застосовані для визначення властивостей реакції 
системи під час дії на неї випадкового збудження. Очевидно, що ви-
бір того чи іншого підходу зумовлюється як властивостями системи, 
так і властивостями діючого процесу. Однак, як підтверджує практи-
ка, в будь-якому випадку статистичний підхід є більш ефективним: 
визначення багатовимірних імовірнісних характеристик реакції )(tY  
за заданими багатовимірним імовірнісними характеристикам дії )(tX  
з урахуванням властивостей системи є дуже складним завданням, 
вирішення якого є проблематичним. 
Для більшості прикладних завдань, у тому числі, пов’язаних із 
прийманням, передаванням та перетворенням інформації, достат-
ньо статистичної моделі реакції, яку можна отримати застосуванням 
відносно простих математичних операцій до статистичної моделі ді-
ючого процесу. Ось чому в подальшому ми і зупинимося на оцінці 
перетворень випадкових процесів лінійними в рамках спектраль-
но-кореляційної теорії, яка базується на статистичному підході до
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 опису випадкових процесів, тобто на використанні таких його харак-
теристик, як математичне очікування, середній квадрат (диспер-
сія),кореляційна функція та спектральна щільність. Крім того, в ос-
новному будемо розглядати вхідні процеси )(tX , які є тільки стаціо-
нарними в широкому значенні. Як відомо, це передбачає незалеж-
ність від часового аргументу математичного очікування Xm  та сере-
днього квадрату 2X  або дисперсії 2X , а також інваріантність коре-
ляційної функції ),( 1kkX ttK  ( ),( 1kkX ttB  відносно моментів часу 
1, kk tt , в яких визначаються перерізи процесу )(tX . 
Властивості лінійної детермінованої системи у часовій області 
описуються часовими характеристиками, а у частотній - частотними, 
кожна з яких є своєрідним відображенням оператора зв’язку F  дію-
чого процесу (сигналу) )(tx  та реакції )(ty . У разі, якщо оператор F  
не залежить від часової змінної t , лінійна система називається ста-
ціонарною або лінійною системою з постійними параметрами. Ко-
ли така залежність має місце, то маємо нестаціонарну лінійну або 
просто параметричну систему. 
До часових характеристик лінійної системи належить імпульсна 
)(tg  та перехідна )(th характеристики, які є відгуками системи за ну-
льових початкових умовах на дію, що описується функцією Дірака 
)(t  та функцією Хевісайда )(t  відповідно (рис. 11.1). 
 
 
 
 
 
 
Рисунок 11.1 - До визначення імпульсної (а) та перехідної (б) характери-
стик. 
 
Для систем, що фізично реалізуються, часові характеристики 
задовольняють такі співвідношення: 
,0)(
,0)(
th
tg
  
.0
;0
t
t
 
Вважається, що лінійна система є стійкою, якщо 
 
                                            .)( dg                                    (11.1) 
y(t)=g(t) x(t)= )δ(t  
Лінійна  
система 
а 
y(t)=h(t) x(t)= )(t  
Лінійна  
система 
б 
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З фізичного погляду співвідношення (11.1) означає, що у стій-
кій системі власні коливання з часом зменшуються до нуля або не 
перевищують деякого рівня. 
Будемо вважати, що на вході лінійної інваріантної в часі (ЛІВ) 
системи діє випадковий процес )(tX  з математичним очікуванням 
Xm , середнім квадратом 
____
2X  (дисперсією 
2
X ) та функцією автоко-
реляції )(XK . Властивості ЛІВ системи подамо її імпульсною )(tg  
або перехідними )(th  характеристиками, які є детермінованими (не-
випадковою) функцією.  
Тоді завдання кореляційного аналізу тоді полягає у визначенні 
відповідних статистичних характеристик реакції )(tY : математичного 
очікування Ym , середнього квадрату 
____
2Y  (дисперсії 2Y ), автокоре-
ляційної )]([)( YY BK  та взаємно кореляційних )(),( YXXY KK  
)](),([ YXXY BB  функцій. 
Якщо )(tx  – певна реалізація випадкового процесу )(tX , то ві-
дповідна реалізація )(ty  випадкової реакції )(tY  може бути визначе-
на на основі однієї з відомих форм інтеграла Дюамеля (згортки). 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Статистичний підхід до ви-
значення властивостей реакції 
лінійної системи під час дії на неї 
випадкового збудження є більш 
ефективним за ймовірнісний. 
 Слід запам’ятати: 
1. Суть кореляційного аналізу 
перетворень випадкових про-
цесів лінійними системами. 
2. Умову стійкості лінійної си-
стеми: 
.)( dg  
 Треба вміти: 
1. Формулювати завдання кореляційного аналізу перетворень 
лінійними системами стаціонарних випадкових процесів. 
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11.2  Математичне очікування та  
середній квадрат реакції 
Математичне очікування реакції. За нульових початкових 
умов відповідно до однієї з модифікацій методу інтеграла Дюамеля 
(згортки) нестаціонарна реакція ЛІВ системи на випадкову дію 
                                    .)()()(
0
dgtXtY
t
                             (11.2) 
Якщо реакція є стаціонарним випадковим процесом, тоді 
                                     .)()()(
0
dgtXtY                             (11.3)  
Математичне очікування реакції обчислимо, здійснивши опе-
рацію усереднення обох частин виразу (11.2) чи (11.3): 
                          dgtXtYtm
t
Y )()()()(
0
;                  (11.4) 
                             dgtXtYmY )()()(
0
.                   (11.5) 
Внесемо символ статистичного усереднення під знак інтегра-
ла, що завжди можливе за таких умов.  
Якщо )(tZ  – деякий випадковий процес (або деяка функція від 
нього), а )(tf  – невипадкова функція часу, то середнє статистичне 
dttftZMdttftZM
t
t
t
t
)()]([])()([
2
1
2
1
11  
за умови, що 
1) 
2
1
;)()]([1
t
t
dttftZM  2) процес )(tZ  на інтервалі ],[ 21 tt , в 
загальному випадку нескінченному, є обмеженим, тобто таким, що 
його миттєві значення не набувають нескінчених значень. 
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У випадку, що розглядається, ці умови виконуються. Дійсно, для ре-
альних ситуацій миттєві значення процесу )()( tZtX  не можуть на-
бувати нескінчених значень.  
Для стаціонарного діючого процесу середнє статистичне 
const)()]([1 tmtZM Z , тобто не залежить від часової змінної t . З 
урахуванням умови стійкості системи (11.1) і того, що 
)()( tgtf ,дістанемо 
.)()()]([
2
1
2
1
1 dttfmdttftZM
t
t
Z
t
t
 
Змінивши в (6.4) та (6.5) послідовність операцій інтегрування 
та усереднення, отримаємо:  
- для стаціонарної реакції 
         
0 00
)()()()( dgmdgmdgtXm XXY ;     (11.6) 
          - для нестаціонарної реакції 
                               .)()()(
0
thmdgmtm X
t
XY                         (11.7) 
 
 Середнє статистичне значення вхідного випадкового 
процесу під час перетворення ЛІВ системою змінюється 
прямо пропорційно площі під графіком імпульсної харак-
теристики системи у разі, якщо дія є стаціонарною, та 
перехідній характеристиці системи за нестаціонарної 
дії. 
 
Як відомо із теорії лінійних систем площа, обмежена імпульс-
ною характеристикою в межах ],0[ , дає кінцеве значення перехід-
ної характеристики. Перехідна характеристика є реакцією лінійної 
системи за нульових початкових умов на комутацію постійного про-
цесу одиничної амплітуди, а її кінцеве значення 
t
tt
dgthh
0
кін )(lim)(lim  
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визначає коефіцієнт передачі постійної складової дії в усталеному 
постійному режимі. Тоді, відповідно до (11.6) дійдемо таких виснов-
ків: 
 постійна складова Ym  стаціонарного вихідного процесу 
)(tY  ЛІВ, як реакції на стаціонарний процес )(tX , дорів-
нює добуткові постійної складової Xm  дії на коефіцієнт 
передачі системи в усталеному постійному режимі; 
 математичне очікування реакції на виході ЛІВ системи 
дорівнює нулю за нульового значення середнього ста-
тистичного дії )(tX  або якщо система придушує пос-
тійну складову вхідного процесу. 
►Приклад. Математичне очікування випадкової реакції ЛІВ RL-
кола, зображеного на рис. 11.2, а на дію гармонічного процесу, серед-
ньостатистичне значення якого дорівнює нулю, також набуває нульово-
го значення незалежно від того чи є реакція стаціонарною, чи ні.. Це 
безпосередньо випливає з формул (11.6) та (11.7). 
                                                                                                                      ◙ 
 
►Приклад. Стаціонарна випадкова напруга на резистивному еле-
менті в ЛІВ системі, зображеної на рис. 11.2, б, характеризується нульо-
вим математичним очікуванням навіть за умови, що середньостатистич-
не значення стаціонарної дії, відмінне від нуля. Підтвердженням цього 
слугують такі міркування. При t  система переходить в постійний 
режим. Ємнісний елемент не пропускає постійний струм, що спричинює  
на резистивному елементі нульову напругу. 
 
 
  
 
 
 
 
Рисунок 11.2 - Приклади лінійних систем із нульовим математичним 
очікуванням стаціонарної реакції. 
Перехідна характеристика системи )()( / teth RCt , а імпульсна, як 
похідна від перехідної, - )()/1()()( / teRCttg RCt . Кінцеве зна-
чення 
R C 
б 
 
R 
L 
а 
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перехідної характеристики дорівнює нулю. Відповідно до (11.6) матема-
тичне очікування стаціонарної реакції набуває нульового значення. 
Згідно з (11.7) середнє статистичне значення нестаціонарної реакції 
)()()( / temthmtm RCtXXU . 
                                                                                                                           ◙ 
 
►Приклад. Імпульсна характеристика ЛІВ системи g(t)= )(3 te t . 
На вході системи діє адитивна суміш білого шуму N(t) з нульовим ма-
тематичним очікуванням та постійної складової 20A В. Обчислити 
математичне очікування стаціонарного випадкового процесу на виході 
такої системи. 
Згідно з принципом суперпозиції реакція системи )(tY  складається з 
суми двох складових )(tYN  та )(tYA , де )(tYN – реакція системи на дію 
білого шуму )(tN ; )(tYA  - реакція на дію постійної складової.  
За властивостями математичне очікування процесу )(tY  є сумою ма-
тематичних очікувань його складових: YAYNY mmm . Оскільки білий 
шум характеризується нульовим математичним очікуванням 0)(tmN , 
то  
.0)(
0
dgmm NYN  
Постійній складовій 0A  в реакції відповідає складова )(tYA , матема-
тичне очікування якої 
.3/2
03
2
2)(
0 0
33 tt
NYA edtedgmm  
Остаточно, 3/2Ym . 
                                                                                                                 ◙ 
Середній квадрат реакції. Для визначення середнього квад-
рата (середньої потужності) 
____
2 )(tY  реакції потрібно обчислити мате-
матичне очікування добутку двох інтегралів (11.2) чи (11.3) та ввести 
дві змінні інтегрування.  
Тоді у разі нестаціонарної реакції  
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])()()()([)]()([)]([ 22
0
211
0
111
___
22
1 dgtXdgtXMtYtYMYtYM
tt
    
               
t t
ddggtXtXM
0 0
2121211 .)()()]()([            (11.8) 
Середнє статистичне добутку )()( 21 tXtX  
)'()'( 12tXtX  є автокореляційною функцією випадкового 
процесу )(tX  з відповідним аргументом: 
).()]'()'([ 21121 XKtXtXM  
Тоді згідно з (11.8)  
t t
X
tt
X ddggKddggKtY
0
2
0
12121
0
1221
0
21
2 .])()()[()()()()(  
Введемо нову змінну 12 , тоді 2dd , а 12 , 
за умови, що 1 зафіксовано. В результаті отримаємо: 
       
,])()()[(
)()())()()(()(
2
0 0
22
0 0
д1
0
11
2
1
ddggK
dKKddggKtY
t t
X
t t
X
t
X
  (11.9) 
де враховано властивість парної симетрії АКФ функ-
ції: )()( XX KK . 
Інтеграл  
                               
t
g dggK )()()(                         (11.10)  
називають кореляційним інтегралом або автокореляційною 
функцією імпульсної характеристики ЛІВ системи )(tg , як де-
термінованого процесу. 
►Приклад. На конденсатор ємності С діє флуктуаційний струм 
I(t) як стаціонапний процес на зразок білого шуму з автокореляційною 
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функцією 2/)()()( 0NBK XX . Визначити дисперсію випадкової 
напруги U(t) на конденсаторі. 
За властивостями дисперсія 222 )()( UU mtUt . Математичне очі-
кування випадкової вихідної напруги набуває нульового значення, оскі-
льки середнє статистичне значення білого шуму дорівнює нулю. Отже, 
дисперсія напруги збігається з середнім квадратом. 
Напруга на конденсаторі з використанням його лінійної моделі про-
порційна інтегралу струму, що протікає через нього. Тоді імпульсна ха-
рактеристика такої системи  
./)()(
1
)()(
0
Ctd
C
tUtg
t
 
Відповідно до (11.10) та з урахуванням (11.9) кореляційний інтеграл  
.
11
)(
1
)(
1
)(
2
0
2
0
t
C
d
C
d
CC
K
tt
U  
Під час обчислення інтегралу враховано, що добуток двох одинич-
них ступінчатих функцій із вказаними аргументами, відмінний від нуля і 
дорівнює одиниці тільки на інтервалі інтегрування [0, t]. 
Згідно з (11.9) середній квадрат випадкової напруги 
,
2
1
)(
2
)(
0
2
0
2
0
02 t
C
N
td
C
N
tU
t
 
де враховано стробувальну властивість дельта-функції. У разі, якщо 
0 , то 12 , тоді ttt 12 .  
Остаточно дисперсія випадкової напруги на конденсаторі 
.
2
)()(
2
022 t
C
N
tUtU  
Залежність дисперсії від часової змінної t вказує на нестаціонарність 
випадкової напруги на конденсаторі, що узгоджується з раніше отрима-
ним висновком: результатом інтегрування стаціонарного процесу є 
нестаціонарний процес. 
                                                                                                                 ◙ 
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Цей приклад вказує на можливість спрощення розрахунків, як-
що кореляційна функція діючого процесу є дельтоподібною, напри-
клад, коли вхідна дія є білим шумом. Тоді результат фактично ви-
значається кореляційним інтегралом, а точніше, імпульсною харак-
теристикою системи, а отже її властивостями.  
Дійсно, кореляційна характеристика білого шуму 
2/)()()( 0NBK XX . Відповідно до (11.9) середній квадрат ре-
акції ЛІВ системи 
.)()(
2
)()(
2
)()(),(
0
0
0
0
0
21
___
2
22
g
t
g
t
gX K
N
dK
N
dKKttY  
Якщо 0 , то 12 , а ttt 12 . Тоді 
.)()0()()(
2 2
0 0
2
0
t t
g dgdggK  
Остаточно, 
                                 
2
0
20
____
2 )(
2
YNN dg
N
Y .                          (11.11) 
 
 Середній квадрат реакції ЛІВ системи (середня потуж-
ність реакції) на дію білого шуму прямо пропорційний 
площі, обмеженій графіком квадрата її імпульсної харак-
теристики та відповідним відрізком осі абсцис.  
 
Для стаціонарної реакції у всіх наведених співвідношеннях для 
нестаціонарної реакції слід замість верхньої межі t  при інтегруванні 
брати ∞. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Математичне очікування 
реакції на виході ЛІВ системи 
дорівнює нулю за нульового зна-
 Слід запам’ятати: 
1. Визначення понять: кореля-
ційний інтеграл. 
2. Середнє статистичне зна-
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чення середнього статистичного 
дії або якщо система придушує 
постійну складову вхідного про-
цесу. 
2. У разі, якщо кореляційна 
функція діючого процесу є дель-
топодібною середній квадрат ре-
акції системи її імпульсною хара-
ктеристикою. 
 Треба вміти: 
1. Визначати поняття: коре-
ляційний інтеграл. 
2. Записати формули для ви-
значення кінцевого значення пе-
рехідної характеристики, мате-
матичного очікування і середньо-
го квадрата стаціонарної та не-
стаціонарної реакцій, кореляцій-
ного інтегралу. 
3. Розв’язувати задачі на ви-
значення математичного очіку-
вання і середнього квадрата 
стаціонарної та нестаціонарної 
реакцій лінійних систем на випа-
дкову стаціонарну дію. 
чення вхідного випадкового про-
цесу під час перетворення ЛІВ 
системою змінюється прямо про-
порційно інтегралу від імпульсної 
характеристики системи у разі, 
якщо дія є стаціонарною, та пере-
хідній характеристиці системи за 
нестаціонарної дії: 
2. Формули:  
t
tt
dgthh
0
кін )(lim)(lim  - 
кінцеве значення перехідної хара-
ктеристики; 
0
)( dgmm XY  - математи-
чне очікування стаціонарної реак-
ції;  
)()()(
0
thmdgmtm X
t
XY  - 
математичне очікування нестаці-
онарної реакції; 
t
dggK )()()(д - 
кореляційний інтеграл. 
 
 
11.3  Автокореляційна функція реакції 
Стаціонарної реакція. За визначенням для нецентрованого 
випадкового стаціонарного процесу )(tY  автокореляційна функція 
)()()( tYtYKY  У разі, якщо 0  її значення 
2)0( YKY  ви-
значає середній квадрат стаціонарного процесу. З урахуванням ста-
ціонарності та (11.9) 
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.)()()()()0(
0
g
___
2 dKKdKKKY gXXY  
Тоді, очевидно, для будь-якого   
  .)()(])()([))(()( 12 dKKddggKK gXXY  (11.12) 
 АКФ стаціонарної реакції ЛІВ системи є згорткою в не-
скінченних межах АКФ діючого стаціонарного процесу та 
кореляційної функції імпульсної характеристики систе-
ми. 
►Приклад. Припустімо, що на вході ЛІВ системи діє випадковий 
процес на зразок білого шуму з 2/)()( 0NKX . Згідно з (11.12) 
.)()(
2
)(
2
)()(
2
)( 000 dgg
N
K
N
dK
N
K ggYN (11.13) 
 
 Таким чином, у разі дії на ЛІВ стійку систему білого шуму 
кореляційна функція стаціонарного відгуку пропорційна 
кореляційній функції її імпульсної характеристики (коре-
ляційному інтегралу). 
                                                                                                       ◙ 
 
►Приклад. На вході системи, зображеної на рис.8.4, діє флуктуа-
ційна напруга Х(t) у вигляді білого шуму з нульовим середнім та функці-
єю кореляції 2/)()( 0NKX . Знайти кореляційну функцію вихідної 
напруги Y(t) в стаціонарному режимі та інтервал кореляції. 
Імпульсна характеристика такої системи )()( tetg t , де 
RC . Тоді, відповідно до (11.13) кореляційна функція реакції  
0
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У підсумку враховано, що , а також те, що кореляційна 
функція є парною: )()( KK . 
Природно, що значення функції кореляції в нулі 
0
0
0
22
)( e
N
KY - є середнім квадратом реакції, яке збігається 
у цьому разі з дисперсією 4/0
22 NY Y . 
Інтервал кореляції 
   
0
c
0
0
0
к ,
1
2)0(
1
)(
)0(
1
dede
N
K
dK
K YY
   (11.14) 
Система, зображена на рис. 8.4 є частковим випадком ЛІВ системи з 
інтегрувальними властивостями. 
 Отже, у разі збудження ЛІВ інтегруючої системи першого поряд-
ку білим шумом у стаціонарному режимі її вихідний процес хара-
ктеризується експоненціальною автокореляційною функцією та 
інтервалом кореляції, що має порядок постійної часу системи.  
                                                                                                       ◙ 
Як відомо, білий шум визначається нульовим інтервалом коре-
ляції, а отже, некорельованістю його миттєвих значень у найближ-
чих перерізах, що можливо тільки за дуже швидкої зміни в часі його 
реалізацій. 
Інтервал кореляції реакції інтегруючої системи не дорівнює ну-
лю, а тому вихідний процес розвивається більш повільно. Швидкість 
його розвитку в часі визначається тільки параметрами системи, зок-
рема, постійною часу. 
Нестаціонарна реакція. За означенням та з урахуванням 
(11.2) автокореляційна характеристика нестаціонарної реакції 
k kt t
kkkkkkY dgtXdgtXtYtYttK
1
222111111 )()()()()()(),( . 
Внесемо операцію усереднення під знак інтегралу: 
kk t
kk
t
kkY ddggtXtXttK 21212111 )()()()(),(
1
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2121121 ])()([))((
1
ddggttK
kk tt
kkX . 
Зафіксуємо 1 та введемо нову змінну 12 . Тоді 
12 , dd 2 , а 
     
1
1
,)()(
])()()[(),(
1
11111
k
k k
t
gkkX
t t
kkXkkY
dKttK
ddggttKttK
 (11.15) 
де кореляційний інтеграл тепер 
                              .)()()( 111
kt
g dggK                       (11.16) 
►Приклад. Знайти кореляційну функцію реакції інтегруючої сис-
теми з імпульсною характеристикою )()( tetg t  у разі дії на неї 
процесу X(t), кореляційна функція якого 2/)()( 0NKX , вважаючи 
реакцію нестаціонарним випадковим процесом. 
Згідно з (11.16) кореляційний інтеграл 
kt
g dggK 111 )()()( = 
k kt t
deedee
0 0
1
22
1
)( 111  
)1(
202
1 222 1 ktk ee
t
ee . 
Відповідно до (11.15) та з урахуванням стробувальної властивості -
імпульсу кореляційна функція реакції  
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kk
k
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t
ee
N
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)1(
22
20 . 
Остаточно, з урахуванням властивості парної симетрії кореляційної 
функції 
),1(
4
),(),(
20
1
kt
kYkkY ee
N
tKttK  
де kk tt 1 .  
Значення кореляційної функції для 0  визначає середню потуж-
ність нестаціонарної реакції: 
.0,0);1(
4
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20
______
2
ср k
t
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N
tYP k  
                                                                                                                 ◙ 
Зазначимо, що в теорії систем  – коефіцієнт загасання, на-
приклад, інтегруючого RC – кола першого порядку (див. рис. 8.4) з 
імпульсною характеристикою )()( tetg
t
, c/1  – постійна 
часу системи. Крім того, cв.гр /1  визначає ширину смуги про-
пускання гр  системи першого порядку на рівні половинної потуж-
ності: .гр  
Тоді, середній квадрат стаціонарної реакції інтегруючої систе-
ми першого порядку на дію білого шуму  
.
2422
гр
0
гр
00
___
2 f
NNN
YN  
 
 Значення середнього квадрату (середньої потужності) 
реакції інтегруючої системи зростає пропорційно збі-
льшенню її смуги пропускання . 
 
Подібна ситуація є характерною у разі, коли ширина спектра 
випадкового процесу на вході ЛІВ системи значно перевищує її сму-
гу пропускання. 
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►Приклад.  На вході інтегруючої системи з імпульсною характе-
ристикою )()( tetg t  діє випадковий процес, кореляційна функція 
якого  
.4)( 0 eNK X  Обчислити кореляційну функцію )(YK  стаціона-
рної реакції.  
За основу беремо формулу (11.12), а також отриманий раніше ре-
зультат для кореляційного інтегралу: .)2/()( eKg  
Виходячи з парнос-
ті )(YK , розглянемо 
тільки випадок, коли 
0 . Визначення меж 
інтегрування у цьому 
разі ілюструється рис. 
11.3. 
Пам’ятаємо, що 
функція )(XK  - є 
дзеркальним відобра-
женням відносно осі 
ординат функції 
)(XK . 
Тоді шукана кореляційна функція 
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Після підстановки меж інтегрування та спрощень отримаємо: 
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)(4
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0
2
ee
N
KY ,     )0( . 
        e)2/(              )(gK       )(tKX  
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2
e  
                                                         
         e)2/(       )()2/( e  
Рисунок 11.3 - До визначення меж                   
інтегрування. 
490 
Глава 11 Кореляційно-спектральний аналіз перетворень випадкових  
                процесів лінійними системами 
Враховуючи властивість парної симетрії автокореляційної функції, 
остаточно дістанемо: 
                         ee
N
KY (
)(4
)(
22
0
2
.                        (11.17) 
У разі, якщо в (11.17)  спрямувати до , то 
e
N
e
N
KY
224
)(lim 00 , 
що відповідає кореляційній функції реакції інтегруючої системи з тією 
самою імпульсною характеристикою у разі дії на неї білого шуму. 
Проте можна показати, що параметр  визначає ширину спектра ді-
ючого сигналу: еф~ . Припустімо, що ефективна ширина спектра 
діючого процесу значно перевищує смугу пропускання лінійної систе-
ми: .~еф Подамо (11.17) у такому вигляді: 
).1(
/1
1
4
)(
)(
22
0 ee
N
KY  
Очевидно, що при  останні два співмножника близькі до оди-
ниці і тоді 
)(
2224
)()( 000 gYY K
N
e
N
e
N
KK . 
 Таким чином, якщо ширина спектра діючого процесу на вході ЛІВ 
системи значно більше за її смугу пропускання, допустимою є ап-
роксимація дії процесом на зразок ”білий шум ”. 
У цьому разі значно зменшується трудоємність обчислень при збе-
реженні допустимої точності. Так, наприклад, при застосуванні підси-
лювача з великим коефіцієнтом підсилення в смузі частот 10 МГц най-
більш інтенсивною складовою його шумів є та, що зумовлена дробовим 
ефектом (дробовий шум), ширина спектральної щільності якої досягає 
1000 МГц. Відношення /  при цьому складає 0,01, а похибка від ап-
роксимації дробового шуму білим шумом не перевищує 1%. 
                                                                                                                 ◙ 
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Попередній приклад можна розглядати як задачу кореляційно-
го аналізу ЛІВ системи, що складається з каскадно з’єднаних і узго-
джених однотипних інтегруючих ланок у разі збудження системи бі-
лим шумом (рис. 11.4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 11.4 - Каскадне з’єднання двох однотипних інтегруючих систем. 
 
На рис. 11.5 зображені графіки нормованих кореляційних фун-
кцій процесу на виході першої та другої інтегруючих систем для різ-
них значень / . Цікаво відмітити не тільки зростання інтервалу ко-
реляції, зумовленого введенням другої інерційної ланки, а також 
зміну характеру (виду) функції кореляції системи в околі точки 0 .  
Якщо на виході першої ланки 
процес )(1 tY  не є диференційова-
ним ))((
0
''
1YK , то процес 
)(2 tY  на виході всієї системи є ди-
ференційованим і має автокореля-
ційну функцію )(2YK , для якої дру-
га похідна ))((
0
''
2YK . З фізич-
ного погляду це вказує на більшу 
корельованість миттєвих значень 
процесу )(2 tY , меншу динамічність його реалізацій. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. У разі збудження ЛІВ інтег-
руючої системи білим шумом у 
 Слід запам’ятати: 
1. АКФ стаціонарної реакції ЛІВ 
системи є згорткою в нескінчен-
     
                                  1      
 
     
 
       
 
         
                              
Рисунок 11.5 – Кореляційні хара-
ктеристики каскадної системи. 
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стаціонарному режимі динаміка  
вихідного процесу визначається 
тільки параметрами системи, зо-
крема, постійною часу. 
2. Якщо ширина спектра дію-
чого процесу на вході ЛІВ систе-
ми значно більше за її смугу 
пропускання, допустимою є ап-
роксимація дії процесом на зра-
зок білий шум. 
них межах АКФ діючого стаціона-
рного процесу та кореляційної 
функції імпульсної характеристики 
системи. 
2. Значення середнього квад-
рата (середньої потужності) реак-
ції інтегруючої системи на дію бі-
лого шуму зростає пропорційно 
збільшенню її смуги пропускання. 
          Треба вміти: 
1. Визначати автокореляційну функцію стаціонарної та неста-
ціонарної реакцій лінійної системи на дію білого шуму та процеси, 
близькі за своїми властивостями до нього. 
 
 
11.4  Кореляція вхідних та вихідних процесів  
Зрозуміло, що реакція )(tY  ЛІВ системи та дія )(tX  на неї є 
взаємозалежними, а отже статично залежними і корельованими. 
Природа та характер такого статистичного зв’язку відображається, 
як відомо, взаємними кореляційними функціями. Зокрема, для неце-
нтрованих процесів функція )(XYK  визначає статистичний зв’язок 
між процесом на вході та реакцією на виході; )(YXK  - статистичний 
зв’язок між процесом )(tY  на виході ЛІВ системи та )(tX  на її вході. 
Відомо, що за властивостями )()( YXXY KK . Водночас, 
справджується властивість дзеркальної симетрії: )()( YXXY KK . 
Стаціонарний режим системи. За визначенням взаємна ко-
реляційна функція .)()()( tYtXKXY  Враховуючи те, що для 
стаціонарного режиму  
0
)()()( dgtXtY ,  
0
)()()( dgtXtY , 
дістанемо:
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00
)()()()()()()( dgtXtXdgtXtXKXY  
0 0
)()()()()( dgKdgtXtX X . 
Зазначимо, що спочатку )(tX  внесено під знак інтегралу оскі-
льки )(tX  не залежить від змінної інтегрування, а потім за відомими 
правилами під знак інтегралу внесена і операція усереднення.  
 Таким чином, взаємна кореляційна функція )(XYK  є згор-
ткою кореляційної функції вхідного процесу )(tX  і імпу-
льсної характеристики ЛІВ системи )(tg : 
                                     )()()( gKK XXY .                           (11.18)  
Взаємна кореляційна функція 
0 0
)()()()()()()()( dgKdgtXtXtXtYK XYX  
          ,)()(])[()()(
0 0
XYXX KdgKdgK    (11.19) 
де враховано, що )())(()( XXX KKK , оскі-
льки )(XK  є функцією парною відносно аргументу. 
►Приклад. ЛІВ система має імпульсну характеристику 
)()( tetg t . На вході такої системи діє білий шум X(t). Знайти 
)(YXK  та )(XYK . 
Відомо, що кореляційна функція білого шуму 2/)()( 0NKX . 
Тоді взаємна кореляційна функція  
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Згідно з фізичною реалізованістю системи для всіх значень 0  
функція 0)(XYK . Отже, 
                                  
.0,0
;0),()2/(
)(
0 gN
K XY                            (11.20) 
З урахуванням властивості дзеркальної симетрії )()( YXXY KK   
                                 
.0),()2/(
;0,0
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0 gN
KYX                            (11.21) 
Дійсно, 
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 Отже, у разі дії білого шуму ступінь статистичного зв’язку між 
стаціонарними дією )(tX  та реакцією )(tY  ЛІВ системи визна-
чається властивостями системи (імпульсною характеристи-
кою). 
                                                                                                                 ◙  
Отриманим результатом часто користуються для експеримен-
тального визначення імпульсної характеристики чи її параметрів за 
кореляційною функцією. Так, наприклад, такий параметр ЛІВ систе-
ми, як тривалість імпульсної характеристики, визначає інтервал ко-
реляції, оскільки 3,2/3,2імпt , де  – постійна часу системи. 
Прилади для визначення кореляційних функцій називають корело-
метрами.  
Режим нестаціонарної реакції. Згідно з інтегралом згортки та 
(11.2) взаємна кореляційна функція  
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                      (11.22) 
Останні співвідношення можна записати і через величину , 
що визначає відстань між перерізами kt  і 1kt : 
dgttKdgtXtX
dgtXtXtYtXtK
kk
k
t
kkX
t
kk
t
kkkkkXY
)(),()()()(
)()()()()(),(
00
0
 
                             .)(),( 1
0
1
1
dtgttK k
t
kkX
k
                         (11.23) 
►Приклад. На вході ідеального інтегратора діє стаціонарний бі-
лий шум N(t) з кореляційною функцією 2/)()( 0NKN . Визначити 
взаємну кореляційну функцію вхідного N(t) та вихідного Y(t) процесів. 
Імпульсна характеристика ідеального інтегратора 
)()()(
0
tdtg
t
. 
Оскільки реакція є нестаціонарною, то відповідно до (11.23) діста-
немо шукану взаємну кореляційну функцію: 
.),(
2
)(),(
2
)(),(),( 0
0
0
0
11
k
t
k
t
kXkNY t
N
dt
N
dgtKtK
kk
                                                                                                            ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. у разі дії білого шуму сту-
пінь статистичного зв’язку між 
стаціонарними дією )(tX  та реа-
кцією )(tY  ЛІВ системи визнача-
ється властивостями системи 
 Слід запам’ятати: 
1. Взаємна кореляційна функ-
ція )(XYK  є згорткою кореляцій-
ної функції вхідного процесу )(tX  
і імпульсної характеристики ЛІВ 
системи )(tg  у стаціонарному ре-
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(імпульсною характеристикою). 
          Треба вміти: 
1. Визначати взаємні кореля-
ційні функції вихідних та вхідних 
процесів ЛІВ системи у стаціона-
рному та нестаціонарному режи-
мі її роботи. 
жимі її функціонування. 
2. Формули для визначення 
взаємної кореляційної функції ре-
акції та дії ЛІВ системи: 
- для стаціонарної реакції 
0
)()()( dgKK XXY ; 
- для нестаціонарної реакції 
dtgttKtK k
t
kkXkXY
k
)(),(),( 1
0
1
1
. 
 
 
11.5 Постановка задачі спектрального аналізу 
Під час опису лінійних систем у частотній області оперують із 
комплексною частотною функцією )( jF , яка визначає їхні частотні 
властивості, є величиною комплексною та обчислюється як відно-
шення комплексного миттєвого значення реакції )(ty  до комплексно-
го миттєвого значення діючого процесу )(tx .  
                                 
tj
tj
ejX
ejY
tx
ty
jF
)(
)(
)(
)(
)(


,                          (11.24) 
де - )( jX  та )( jY  – спектральні щільності комплексних амплітуд 
відповідно детермінованих реакції )(ty  та дії )(tx , як пряме перет-
ворення Фур’є від них: 
                                     dtetyjY
tj)()( ;                              (11.25) 
                                    .)()( dtetxjX
tj
                             (11.26) 
Із теорії лінійних систем відомо, що між комплексною частот-
ною функцією )( jF  та імпульсною характеристикою )(tg  має місце
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взаємно-однозначна відповідність, яка також визначається інтегра-
льним перетворенням Фур'є: 
                                   degjF
j)()( ;                            (11.27) 
                                   dtejFg
tj)(
2
1
)( .                         (11.28) 
Випадкові процеси в частотній області з відомих причин харак-
теризуються спектрами потужності дії )(XG  та реакції )(YG . Зро-
зуміло, що визначивши спектр реакції )(YG  за заданим спектром  
діючого на вході системи процесу )(XG , зможемо відповідно до 
теореми Вінера-Хінчина обчислити і автокореляційну функцію 
)(YK ( )(YB ) реакції, а отже і інші статистичні характеристики, зок-
рема, середній квадрат, дисперсію та математичне очікування. 
 Аналіз перетворень випадкових процесів ЛІВ системами 
у частотній області зводиться до визначення спектра-
льних характеристик реакції за заданими частотними 
характеристиками системи та спектральними харак-
теристиками діючих процесів. 
Припустімо, що на вході ЛІВ системи діє випадковий стаціона-
рний, а значить нескінченно подовжений у часі, сигнал )(tX  із спек-
тральною щільністю потужності 
,
)(
lim)(
2
T
S
G
XT
T
X  
де )}(...,),(),({)( 21 xNxxXT SSSS  - статистичний ансамбль. 
Елементом )(xkS  такого ансамблю є модуль спектральної щільно-
сті комплексної амплітуди відповідної реалізації )(txkT  випадкового 
процесу )(tXT  обмеженої тривалості, який в точності збігається з 
процесом )(tX  на інтервалі [-T/2, T/2 ] і дорівнює нулю за його ме-
жами.  
Відповідно до спектрального методу аналізу ЛІВ систем мо-
дуль спектральної щільності окремої реалізації реакції 
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                                      )()()( xkyk SFS .                              (11.29) 
Тоді для випадкової стаціонарної реакції )(tY  спектральна 
щільність потужності 
)()()(
)(
lim
)()(
lim)( 22
22
X
XT
T
XT
T
Y GFF
T
S
T
SF
G , 
де враховано, що квадрат )(2F  модуля комплексної частотної фу-
нкції системи не залежить від Т і є величиною детермінованою. 
 
 Таким чином, спектральна щільність потужності стаці-
онарної реакції )(YG  ЛІВ системи на випадкову стаціо-
нарну дію визначається добутком спектральної щільно-
сті потужності дії )(XG  на квадрат модуля )(
2F  ком-
плексної частотної функції системи: 
                       )()()()()(
2
XpXY GKGFG ,              (11.30) 
де )()( 2FK p  - коефіцієнт передачі потужності. 
Оскільки співвідношення (7.7) є справедливим для усього час-
тотного діапазону ];[ , то воно буде мати силу і тільки для до-
датних значень частоти, тобто фізичного або одностороннього спек-
трів: 
 
                                    );()()( 0
2
0 XY GFG                           (11.31) 
                               )2()2()2( 0
2
0 fGfFfG XY .                    (11.32) 
За теоремою Вінера-Хінчина визначаємо кореляційну функцію 
реакції через спектральні характеристики дії та частотні характери-
стики системи: 
             deGFdeGK
j
X
j
YY )()(
2
1
)(
2
1
)( 2 .   (11.33) 
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Відповідно до (11.33) середній квадрат реакції 
            
.)2()2()()(
2
1
)()(2
2
1
)()(
2
1
0
0
2
0
0
2
0
222
dffGfFdGF
dGFdGFY
XX
XX
      (11.34)  
є результатом додавання вкладів від добутку спектра потужності 
складових діючого процесу та частотного коефіцієнта передачі по-
тужності. 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Аналіз перетворень випад-
кових процесів ЛІВ системами у 
частотній області зводиться до 
визначення спектральних харак-
теристик реакції за заданими ча-
стотними характеристиками сис-
теми та спектральними характе-
ристиками діючих процесів. 
 Треба вміти: 
1. Визначати поняття: ком-
плексна частотна функція ліній-
ної системи, коефіцієнт передачі 
потужності. 
2. Формулювати завдання 
спектрального аналізу перетво-
рень лінійними системами стаці-
онарних випадкових процесів. 
3. Записати рівність, яка 
встановлює взаємозв’язок між 
спектрами потужності стаціонар-
ної реакції та дії ЛІВ системи. 
 Слід запам’ятати: 
1. Визначення понять: коефіці-
єнт передачі потужності 
2. Спектральна щільність поту-
жності стаціонарної реакції 
)(YG  ЛІВ системи на випадкову 
стаціонарну дію визначається до-
бутком спектральної щільності 
потужності дії )(XG  на квадрат 
модуля )(
2F  комплексної час-
тотної функції системи. 
3. Рівність, яка встановлює 
взаємозв’язок між середнім квад-
ратом стаціонарної реакції ЛІВ 
системи та спектром потужності 
дії і коефіцієнтом передачі потуж-
ності системи: 
 
0
0
2
22
)()(
2
1
)()(
2
1
dGF
dGFY
X
X
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4. Визначати АКФ та сере-
дній квадрат стаціонарної реакції 
ЛІВ системи за спектром потуж-
ності дії і коефіцієнтом передачі 
потужності. 
.)2()2(
0
0
2 dffGfF X
 
 
 
11.6  Спектральний аналіз інтегруючих та         
диференціюючих систем  
Інтегруюча система. Прикладом такої системи є класичне по-
слідовне електричне RC- коло першого порядку з напругою на ємні-
сному елементі як її реакцією (див. рис.8.4). Комплексна частотна 
функція такого кола для зазначеної реакції та вхідної напруги 
RCjjU
jU
jKjF u
1
1
)(
)(
)()(
вх
вих , 
а коефіцієнт передачі потужності  
.
)(1
1
)()(
2
2
RC
FK p  
Як відомо спектральна щільність потужності білого шуму 
2/)( 0NGX . Тоді згідно з (11.30) спектральна щільність потужно-
сті стаціонарної реакції на білий шум 
 
 
.
2)(1
1
)()()()()( 0
2
2 N
RC
GKGFG XpXY  
Відповідно до (11.34) середня потужність стаціонарної реакції 
,
444
arctg
2])(1[2
1
)(
2
1
707,0
000
0
0
0
2
02
NNN
RC
N
d
RC
N
dGY
C
Y
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де C  - постійна часу системи,  - її коефіцієнт загасання, а 707,0  
- частота половинної потужності, що визначає умовну смугу пропус-
кання системи. 
Такий самий результат дістанемо за початковим значенням 
АКФ вказаної реакції. 
Отже, 
 збільшення смуги пропускання інтегруючої системи ве-
де до пропорційного підвищення потужності її вихідних 
процесів. 
Диференціююча система. Реакція ідеального диференціато-
ра  
                                             )()( tX
dt
d
tY .                                   (11.35) 
Як відомо, результатом диференціювання стаціонарного про-
цесу є процес стаціонарний. Тоді спектральна щільність потужності 
реакції  
)()()( 2 XY GFG . 
Комплексна частотна функція ідеального диференціатора 
jjF )( . Оскільки квадрат її модуля 22 )(F , то спектр реак-
ції  
                                         ).()(
2
XY GG                              (11.36)  
Співвідношення (11.36) встановлює зв’язок між спектрами ста-
ціонарних реакції та дії ідеального диференціатора. Зауважимо, що 
в спектрі потужності здиференційованого процесу спостерігається 
послаблення низькочастотних та підсилення високочастотних скла-
дових. 
 
►Приклад. На вході ідеального диференціатора діє квазібілий ни-
зькочастотний шум, спектр потужності якого 
.,,0
;,2/
)(
00
00N
GX   
Знайти середню потужність реакції. 
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Рисунок 11.6 - Спектри квазібілого низькочастотного шуму (а) та реакції 
на нього ідеального диференціатора (б). 
 
Згідно з (7.13) спектр потужності реакції 
.;,0
;,
2)()(
00
0
0
2
2
N
GG XY  
Графіки спектрів потужності реакції та дії зображено на рис. 11.6. 
Середня потужність реакції (середній квадрат та дисперсія) відпові-
дно до (11.34) пропорційна площі, обмеженій графіком спектра потуж-
ності реакції та осями координат: 
.
32
1
2
1
2
2
2
1
)(
2
1
)(
2
1
0
0
3
0
0
2
0
0
2
0
0
2
___
2
dN
d
N
dGdGY YYY
 
Оскільки середній квадрат (дисперсія) реакції є обмеженим за зна-
ченням, то сама реакція є процесом диференційованим 
                                                                                                                ◙ 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Збільшення смуги пропус-
кання інтегруючої системи веде 
до пропорційного підвищення 
 Слід запам’ятати: 
1. Рівність, яка встановлює 
зв’язок між спектрами потужно-
сті стаціонарних процесів на 
2/0
2
0N  GY(ω) GX(ω) 
- ω0  ω0  ω0 - ω0 
ω ω 
 
а
ω 
б 
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потужності її вихідних процесів. 
2. Перетворення на зразок 
«диференціювання» послаблює 
низькочастотні складові в спектрі 
дії та підсилює високочастотні. 
виході та вході ідеального ди-
ференціатора: 
    ).()(
2
XY GG                               
          Треба вміти: 
1. Записати рівність, яка встановлює зв’язок між спектрами по-
тужності стаціонарних процесів на виході та вході ідеального дифе-
ренціатора. 
2. Розв’язувати задачі на визначення спектрів потужності ста-
ціонарних вихідних процесів інтегруючих та диференціюючи систем 
у разі дії на них стаціонарних випадкових процесів. 
 
 
11.7  Шумова смуга пропускання  
лінійної системи 
Під час інженерних розрахунків лінійних систем, що знаходять-
ся під дією широкосмугового випадкового процесу, оперують понят-
тям шумової смуги системи або еквівалентної шумової смуги 
Пш  
 
Шумова смуга лінійної системи є смугою пропускання 
такого ідеального смугового фільтра, для якого: а) квад-
рат модуля 
2
0
2 )( FF  його комплексної частотної фун-
кції (амплітудно-частотної характеристики) дорівнює 
квадрату максимального значення 
22
max )(max FF  АЧХ 
реальної системи; б) середні квадрати реакцій ідеально-
го фільтра та реальної лінійної системи на той самий бі-
лий шум збігаються. 
Рівність середніх квадратів сигналів на виходах реальної та 
ідеальної систем у разі дії на них того самого білого шуму з геомет-
ричного погляду означає еквівалентність площ, обмежених графіка-
ми квадратів модулів КЧФ систем. Припустімо, що 00 )( NG N  - 
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односторонній спектр білого шуму N(t). Тоді односторонній спектр 
реакції системи ),()( 200 FNG Y  а її середній квадрат  
0
2
0
___
2 )2( dffFNY . 
У разі дії такого шуму на ідеальний фільтр із вказаними влас-
тивостями спектр його реакції 
2
max00 )( FNG Y , а середній квадрат 
.
0
2
max0
___
2 dfFNY  
Згідно з визначенням шумової смуги пропускання маємо: 
.)2(
0
П
0
2
max0
2
max0
0
2
0
ш
dfFNdfFNdffFN  
Звідки отримаємо формулу для обчислення еквівалентної шу-
мової смуги пропускання лінійної системи: 
                  
0
2
2
max
ш )2(
1
П dffF
F 0
2
2
max
)(
2
1
dF
F
.          (11.37) 
 Таким чином, шумова смуга пропускання лінійної системи 
визначається відношенням площі під графіком квадрата 
її АЧХ (коефіцієнта передачі потужності) та квадрата 
максимального значення АЧХ. 
Графічна ілюстрація поняття шумової смуги пропускання ліній-
ної системи подана на рис. 11.7. 
Еквівалентну шумову смугу пропускання системи Пш  можна ро-
зглядати як ширину спектра процесу, спектральна щільність потуж-
ності якого )2()(
2
0 fFfG Y  має максимальне значення 
2
maxmax0 FG Y . З геометричного погляду у цьому разі за ширину 
спектра береться основа прямокутника висотою max0
2
max YGF  та 
площею, що дорівнює середньому квадрату процесу Y(t): 
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0
___
2
0шmax0 )(П YdffGG YY . 
Фактично, за такого підходу дові-
льний процес )(tY  з одностороннім 
спектром )(0YG  та максимальним йо-
го значенням max0YG  подається іншим 
процесом із постійною спектральною 
щільністю потужності max0YG  в межах 
смуги частот Пш, яка вибирається із 
умови рівності середніх потужностей 
обох процесів. 
 
►Приклад. Для інтегруючої RC- 
системи першого порядку ,1maxF  ).)2(1/(1)2(
22 RCfF  
Тоді 
0
222ш 4
1
)(41
1
П
RC
df
RCf
. 
Порівняємо шумову смугу з смугою пропускання зазначеної системи 
на рівні половинної потужності або, що те саме, на рівні 0,707 (умовною 
смугою пропускання). Для RC- системи першого порядку, як відомо, 
умовна смуга пропускання )2/(1707,0 RCf . 
Тоді відношення шумової смуги пропускання до умовної смуги  
                                         .2//П 707,0ш f                              (11.38) 
 Таким чином, для інтегруючої системи першого порядку шумова 
смуга пропускання в 2/  разів більша за смугу пропускання на рі-
вні половинної потужності.  
                                                                                                                 ◙ 
Перевищення шумової смуги над умовною смугою пропускання 
є справедливим для будь-яких лінійних систем. Зрозуміло, що від-
ношення 707,0ш /П f  для різних лінійних систем буде іншим. Однак, 
очевидно, чим ближче графік АЧХ реальної системи наближається 
ω=2πПш 
 ω 
F
2
max 
F
2(ω) 
Рисунок 11.7 - До визна-
чення шумової смуги 
пропускання. 
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до прямокутної форми, тим менше відрізняється шумова смуга Пш  
від умовної смуги пропускання 707,0f . 
Однією з переваг практичного застосування шумової смуги є 
можливість описувати реакцію навіть дуже складних систем у разі дії 
на них шумів тільки двома параметрами: шумовою смугою пропус-
кання Пш  та максимумом коефіцієнта передачі потужності 
2
0
22
max )2()2(max fjFfjFF , які можна знайти експеримента-
льно. 
►Приклад. Під час експериментальних досліджень параметрів 
приймача системи радіозв’язку встановлено, що його коефіцієнт підси-
лення 
610uK , а шумова смуга пропускання 10Пш  кГц. Тепловий 
шум N(t) на вході приймача характеризується рівномірною спектраль-
ною щільністю потужності в діапазоні сотень мегагерц, що дає змогу 
вважати його білим шумом.  
Визначити ефективне (середньоквадратичне) значення діючого 
процесу X(t), яке забезпечує на виході приймача відношення сигнал/шум 
за потужністю, що не перевищує 100, у разі, якщо спектральна щіль-
ність шуму /ГцВ102 2200N . 
Середня потужність шумової складової реакції 
2
ш
2
max0
2 П YNN FNY , а на компоненти реакції, спричиненої дією ко-
рисного процесу X(t)  
22
max
222
max
2
XYXX FXFY , 
де 2X - середня потужність діючого процесу. Тоді відношення сиг-
нал/шум 
100
ПП
/
ш0
___
2
ш
2
max0
___
22
max22
NFN
F XX
NYX . 
Остаточно, середньоквадратичне значення діючого процесу 
В1041,1102101010П10П100 72030шш0 NNX . 
                                                                                                                 ◙  
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Для систем, що описуються нераціональними комплексними 
частотними функціями, більш доцільним є визначення шумової сму-
ги системи не через АЧХ, а імпульсну характеристику )(tg . 
Відповідно до теореми Парсеваля 
0
222 )2(2)(
2
1
)( dffjFdjFdg . 
Згідно з (11.37) шумова смуга пропускання системи  
                 .)(
2
1
)2(
1
П
0
2
2
max
2
2
max
ш dg
F
dffjF
F
         (11.39) 
Для інтегруючих систем (системи з властивостями ФНЧ) відпо-
відно до зв'язку між імпульсною характеристикою та комплескною 
частотною функцією початкове значення АЧХ 
                            max0 )()2( FdgfjF f .                      (11.40) 
Згідно з (11.39) та (11.40) можемо записати формулу для ви-
значення шумової смуги в часовій області: 
                            
22
ш ])(/[)(
2
1
П dgdg .                       (11.41) 
Проте  
,])([)()0(
0
2
кін
222
max hdghFK p  
де кінh  - кінцеве (усталене) значення перехідної характеристики )(th  
системи або її коефіцієнт передачі в режимі постійного сигналу  
Отриманий результат дає змогу дійти до такого висновку: 
 
 Шумова смуга ЛІВ системи складає половину відношення 
середнього квадрату реакції системи на дію білого шуму 
до квадрату математичного очікування цієї  самої реак-
ції:  
                                     )2/(П 2Y
___
2
ш mY .                                 (11.42) 
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Для диференціюючих систем, як відомо, 
.])([)0()( 2
0
222
maxmax dghFFK p  
Таким чином, для визначення максимального значення коефі-
цієнта потужності у цьому разі слід оцінити початковий стан системи 
через розрахунок початкового значення перехідної характеристики. 
 
►Приклад. Припустімо, що імпульсна характеристика деякої лі-
нійної системи 
.)]()([
1
)( імп
імп
ttt
t
tg  
Тоді  
1)(
1
)(
1
)( імп
імпімп
dt
t
d
t
dg ; 
-
імп
0
2
імп
2 /1
1
)(
імп
td
t
dg
t
, 
а шумова смуга системи імп
2
імп
ш 2/1)1/(
2
1
П t
t
. 
Можна показати, що для такої системи відношення 
.3,2221,0/5,0/П 707,0ш f  
                                                                                                                 ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Шумову смугу пропускання 
системи можна розглядати як 
ширину спектра процесу, однос-
торонній спектр потужності якого 
)(0 fG Y  збігається з коефіцієн-
том потужності )(
2 fF  системи 
та набуває максимального зна-
 Слід запам’ятати: 
1. Визначення понять: шумова 
або еквівалентна шумова смуга 
пропускання лінійної системи. 
2. Формули, які встановлюють 
взаємозв’язок між шумовою сму-
гою пропускання та характеристи-
ками системи: 
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чення 2maxmax0 FG Y .  
2. У межах шумової смуги до-
вільний процес )(tY  з односто-
роннім спектром )(0YG  та мак-
симальним його значенням 
max0YG  подається іншим проце-
сом із постійною спектральною 
щільністю потужності max0YG , 
яка вибирається із умови рівності 
середніх потужностей процесів. 
3. Шумова смуга пропускання 
є зручною характеристикою вла-
стивостей лінійної системи у разі 
дії на неї процесів, які за своїми 
властивостями наближаються до 
білого шуму. 
4. З практичного погляду реа-
кцію дуже складних систем у разі 
дії на них шумів можна описува-
ти тільки двома параметрами, які 
можна визначити експеримента-
льно: шумовою смугою пропус-
кання та максимумом коефіцієн-
та передачі потужності. 
- у частотній області 
0
2
2
max
ш )2(
1
П dffF
F
 
      
0
2
2
max
)(
2
1
dF
F
; 
- у часовій області 
.)(
2
1
П 2
2
max
ш dg
F
 
3. Особливості визначення 
максимального значення коефіці-
єнта потужності через часові ха-
рактеристики для інтегруючих та 
диференціюючих систем. 
4. Шумова смуга пропускання 
завжди набуває більших значень, 
ніж умовна смуга пропускання. 
Водночас, чим ближче графік АЧХ 
реальної системи наближається 
до прямокутної форми, тим мен-
ше відрізняється шумова смуга 
від умовної смуги пропускання. 
          Треба вміти: 
1. Визначати поняття: шумова або еквівалентна шумова смуга 
пропускання лінійної системи. 
2.  Записати формули, які встановлюють взаємозв’язок між 
шумовою смугою пропускання та характеристиками ЛІВ системи. 
3. Визначати максимальне значення коефіцієнта потужності 
через часові характеристики для інтегруючих та диференціюючих 
систем. 
4. Розв’язувати задачі на визначення шумової смуги пропус-
кання лінійних систем. 
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11.8  Взаємні спектри реакції та дії 
Будемо розглядати ЛІВ систему з стаціонарно-зв'язаними вхід-
ним )(tX  та вихідним )(tY  випадковими процесами. Кореляційні 
властивості таких процесів оцінюються взаємними кореляційними 
функціями )(XYK  та )(YXK  у разі, якщо процеси є нецентровани-
ми, та )(XYB  і )(YXB  - для центрованих процесів. 
Відповідно до теореми Вінера-Хінчина пряме перетворення 
Фур'є взаємних кореляційних функцій )(XYK  і )(YXK  дає взаємні 
спектральні щільності потужності )(XYG  і )(YXG  відповідно: 
                                 ;)()( deKG
j
XYXY                        (11.43) 
                                 .)()( deKG
j
XYXY                         (11.44) 
Згідно з (11.18) функція взаємної кореляції 
           .)()()()()( dgKgKK XXXY          (11.45) 
Підставивши (11.45) в (11.43), дістанемо: 
.)(])([)( dgdeKG jXXY  
Внутрішній інтеграл є пряме перетворення зсунутої в часі на 
величину  АКФ )(XK . Відповідно до властивостей перетворення 
Фур'є 
j
XX eGK )()( . 
Тоді
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,)()()()()()()( jFGdegGdgeGG X
j
X
j
XXY  
де враховано незалежність )(XYG  від змінної інтегрування  і те, 
що імпульсна характеристика )(tg  ЛІВ системи і її комплексна час-
тотна функція )( jF  пов'язані інтегральним перетворенням Фур'є. 
Отже, остаточно маємо спектр взаємодії вхідного та вихідного 
процесів ЛІВ системи: 
                                     ).()()( jFGG XXY                            (11.46) 
Згідно з (11.19) функція взаємної кореляції  
                               .)()()( dgKK XYX                        (11.47) 
У даному разі 
j
X eGK )()( x . Тоді згідно з (11.44) та 
(11.47)  
,)()()()()()()( jFGjFGdegGG XX
j
XYX  
де - )( jF  комплексно-спряжена до КЧФ )( jF  величина.  
Отже, спектр взаємодії вихідного та вхідного процесів ЛІВ сис-
теми 
                                     ).()()( jFGG XYX                            (11.48) 
►Приклад. На RC-систему першого порядку з КЧФ 
)1/(1)( RCjjF  діє білий шум, спектральна щільність якого 
2/)( 0NGX . Визначити взаємні спектри )(XYG  і )(YXG  та функ-
ції взаємної кореляції )(XYK  і )(YXK . 
Згідно з (11.46) і (11.48) дістанемо: 
                      ;
/1
11
21
1
2
)( 00
RCjRC
N
RCj
N
GXY               (11.49) 
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                       .
/1
11
21
1
2
)( 00
RCjRC
N
RCj
N
GXY              (11.50) 
Функції взаємної кореляції визначимо відповідно до теореми Вінера-
Хінчина за властивостями перетворення Фур'є. Відомо, що 
.)(tAe
j
A t
 
Тоді, згідно з (11.49) .)(
1
2
)(
/0 RC
XY e
RC
N
K  
З урахуванням (11.50) функція взаємної кореляції 
).(
1
2
)(
])/1[(
1
22
1
])/1[(
1
22
1
)(
/0
1
1
0
0
1 RC
YX
j
j
YX
e
RC
N
Kde
jRCRC
N
de
jRCRC
N
K
 
Останнє співвідношення виповнюється для від'ємних значень аргу-
менту про що свідчить знак мінус в аргументі ступінчастої функції. 
Таким  чином, функція взаємної кореляції )(YXK  є дзеркальним ві-
дображенням відносно осі ординат функції )(XYK  для  додатних зна-
чень її аргументу. Цей висновок узгоджується з теорією та раніше отри-
маними результатами для часової області. 
                                                                                                                 ◙ 
 
ПІДСУМКИ 
 Треба вміти: 
1. Записати формули для ви-
значення взаємних спектрів по-
тужності стаціонарних реакції та 
дії. 
2. Розв’язувати задачі на ви-
значення взаємних спектрів по-
тужності стаціонарних реакції та 
дії різних лінійних систем. 
 Слід запам’ятати: 
1. Формули для визначення 
взаємних спектрів потужності ста-
ціонарних реакції та дії: 
)()()( jFGG XXY ; 
).()()( jFGG XYX  
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11.9 Завдання для поточного  
тестування  
 
11.9.1 Питання для поточного  
контролю 
 
 Назвіть часові та частотні характеристики лінійної системи 
 Запишіть умову, яку задовольняють: а) лінійні системи, що 
фізично реалізуються; б) лінійні стійкі системи. 
 У чому полягає суть кореляційного аналізу перетворень ви-
падкових процесів лінійними системами? 
 Вказати, за якою формулою обчислюється математичне очі-
кування стаціонарної реакції ЛІВ системи на стаціонарну випадкову 
дію: а) ;)()(
0
dgtXmY  б) 
t
XY dgmm
0
)( ; в) 
0
)( dgmm XY ? 
 Запишіть формулу для визначення математичного очікуван-
ня нестаціонарної реакції ЛІВ системи на стаціонарну дію у часовій 
області. 
 Яка значення набуває математичне очікування стаціонарної 
реакції ЛІВ системи на стаціонарну дію у разі, якщо кінцеве значення 
перехідної характеристики системи дорівнює нулю? 
 Що таке кореляційний інтеграл? 
 Що таке АКФ імпульсної характеристики ЛІВ системи? 
 Яка величина визначається скалярним добутком функції ко-
реляції стаціонарної дії та кореляційного інтегралу? 
 Запишіть формулу для визначення середнього квадрата 
стаціонарної реакції ЛІВ системи на стаціонарну дію у часовій обла-
сті. 
 За якою з формулою обчислюється середня потужність та 
дисперсія стаціонарної реакції ЛІВ системи у часовій області на дію 
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білого шуму: а) 
0
2 )( dgmY XN ; б) 
0
02 )(
2
dg
N
YN ; 
0
202 )(
2
dg
N
YN ? 
 Сформулюйте результат, який визначає згортка стаціонарної 
дії та кореляційного інтегралу. 
 Запишіть формулу для визначення АКФ стаціонарної реакції 
ЛІВ системи на стаціонарну дію. 
 Доведіть, що у разі дії на ЛІВ стійку систему білого шуму АКФ 
стаціонарної реакції прямо пропорційна кореляційній функції її імпу-
льсної характеристики. 
 Які з співвідношень справджуються для інтервалів кореляції 
білого шуму к.б  та стаціонарної реакції інтегруючої системи к.і  на 
його дію: а) к.ік.б ; б) к.ік.б ; к.ік.б ?  
 Запишіть формули для визначення а) АКФ нестаціонарної 
реакції ЛІВ системи на стаціонарну дію; б) кореляційною інтегралу у 
пазі нестаціонарної реакції. 
 Як зміниться середня потужність стаціонарної реакції інтег-
руючої ЛІВ системи на дію білого шуму у разі зміни її смуги пропус-
кання: а) збільшенні у 2 рази; б) зменшенні у 2 рази? 
 Назвіть умову за якої є допустимою апроксимація вхідного 
процесу білим шумом. 
 Запишіть формули для визначення ступеню кореляційного 
зв’язку між вхідними та вихідними процесами ЛІВ системи у разі: а) 
стаціонарної реакції; б) нестаціонарної реакції. 
 У чому полягає суть аналізу перетворень випадкових проце-
сів ЛІВ системами у частотній області? 
 Назвіть характеристики, які визначають властивості об’єктів 
під час спектрального аналізу. 
 Що таке коефіцієнт передачі потужності? 
 Поясніть, які з наведених співвідношень справджуються: 
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а) )()()( XpY GKG ; б) );()()(
2
0 XY GFG  в) 
);()()( 0
2
0 YX GFG  
г) )()()( XY GFG ; д) )()()( 0
2
0 XY GfFfG . 
 Доведіть  співвідношення: 222 )0( XY mFm . 
 Запишіть рівність, яка встановлює зв’язок між середнім ква-
дратом (дисперсією) та спектром потужності реакції ЛІВ системи. 
 Запишіть формули для визначення середньої потужності та 
спектра потужності реакції ідеального диференціатора на стаціона-
рну дію з певним спектром. 
 Дайте визначення шумової смуги пропускання системи. 
 За яких умов визначається шумова смуга пропускання ліній-
ної системи. 
 Запишіть формулу для визначення шумової смуги системи 
через коефіцієнт передачі потужності. 
 Доведіть  співвідношення: 
0
2
max
ш )(
1
П2 dg
K p
. 
 Які з співвідношень справджуються для шумової шП  та умо-
вної 707,0f  смуг пропускання ЛІВ системи: а) шП > 707,0f ; б) 
шП = 707,0f ; шП < 707,0f ? 
 Поясніть, які з наведених співвідношень справджуються: 
а) 
0
2
max
ш )2(
1
П dffF
F
; б) 
22
ш ])(/[)(
2
1
П dgdg ; в) 
0
2
max
)(
2
1
dF
F
; г) .)(
2
1
П 2
2
max
ш dg
F
 
 Особливості визначення максимального значення коефіцієн-
та потужності для інтегруючих і диференціюючих кіл. 
 Що таке взаємний спектр потужності? 
 Запишіть формули для визначення спектрів взаємодії через 
спектр вхідного процесу: а) взаємного спектра вхідного та вихідного 
процесів; б) взаємного спектра вихідного та вхідного процесів.  
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11.9.2  Задачі для індивідуального та  
самостійного розв’язування 
1. На RC – систему (див. рис. 8.4) починаючи з моменту часу 
0t  діє стаціонарний процес )(tX  з математичним очікуванням Xm  
та кореляційною функцією . Визначити математичне 
очікування )(tmU  та кореляційну функцію ),( kU tK  напруги )(tUC  
на ємнісному елементі С, вважаючи її процесом нестаціонарним. 
2. Визначити спектр потужності стаціонарної реакції інтегру-
ючої системи першого порядку (див. рис. 8.4) та побудувати їхні 
графіки у разі дії на неї: а) низькочастотного квазібілого шуму, 
спектр потужності якого зображено на рис. 10.6, а; б) монохромати-
чного процесу (спектр потужності зображено на рис. 10.3) 
3. На лінійну систему (див. рис. 11.8, а), що складається з лі-
нії затримки (ЛЗ), час затримки якої , та пристрою віднімання 
(ПВ), діє стаціонарний процес )(tX  з нульовим значенням матема-
тичного очікування та кореляційною функцією )(XK . Визначити 
спектральну щільність реакції )(YG  реакції )(tY  та взаємну спект-
ральну щільність )(XYG  стаціонарно зв’язаних процесів )(tX  і )(tY . 
4. Визначити спектральну щільність )(XYG  стаціонарно- 
зв’язаних процесів )(tX  і )(tY  в лінійній системі (див. рис. 11.8, а), 
що складається з лінії затримки (ЛЗ), час затримки якої  , та 
пристрою віднімання (ПВ). Збудження системи )(tX  є стаціонарним 
процесом з нульовим значенням математичного очікування та коре-
ляційною функцією )τ(XK .  
5. Для яких процесів та систем справджуються такі співвід-
ношення: а) 
0
)()()( dgKK XYX ; б) 
0
)()()( dKKK gXY ;   в) 
kt
gXkY dKKtK )()(),( . 
6. На вході RC-системи (рис. 9.6, б) діє стаціонарна випадко-
ва напруга )(tX  із спектральною щільністю . 
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Визначити спектральну щільність )ω(YG  та )ω(ZG  напруг )(tY  та 
)(tZ . 
7. Визначити взаємну спектральну щільність )ω(YZG  напруг 
)(tY  та )(tZ  для RC-системи (рис. 11.8, б), на вході якої діє стаціо-
нарна випадкова напруга )(tX  із спектральною щільністю 
. 
8. На ЛІВ систему з імпульсною характеристикою системи 
)()( tetg t  діє монохроматичний монохроматичний стаціонар-
ний випадковий процес. Визначити взаємний енергетичний спектр 
)(XYG   
9. Комплексна частотна функція ЛІВ системи 
)./()( jjjF  Визначити шумову смугу пропускання системи та 
ширину спектра її реакції на стаціонарну дію, кореляційна функція 
якої .cos)2/()( 0
2
mx AK   
 
 
 
 
 
 
 
10. Перехідна характеристика ЛІВ системи )()0()( tehth t . 
Вивести формулу для визначення шумової смуги пропускання сис-
теми. 
11. Параметри елементів електричного кола, зображеного на 
рис. 11.9, а є такими:  Грунтуючись на 
імпульсній характеристиці кола отримати співвідношення між шумо-
вою та умовною смугами пропускання. 
12. Білий шум зі спектральною щільністю 0,001В2/Гц діє на 
вході лінійної системи, що складається з інтеграторів із скиданням, 
з’єднаних каскадно. Імпульсні характеристики інтеграторів зображені 
на рис. 11.9, б. Визначити дисперсію 2σY  сигналу )(tY  та шумову сму-
гу системи Пш, якщо   
 
Рисунок 11.8 – Приклади лінійних систем. 
 а                                                                          б 
)(tY
)( зttX
 
 
)(tX  
ПВ 
ЛЗ 
R 
C 
)(tY  
)(tX  
)(tZ  
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Рисунок 11.9 – Лінійна RL-система (а) та імпульсна характеристика (б) 
13. Імпульсна характеристика лінійної системи 
. Визначити шумову смугу системи та 
відношення шумової смуги системи до смуги пропускання за рівнем 
половинної потужності. 
14. Для лінійних систем, зображених на рис. 11.2, а та 11.9, а 
визначити шумову смугу системи та відношення шумової смуги сис-
теми до смуги пропускання за рівнем половинної потужності. 
15.  ЛІВ система описується таким рівнянням «вхід-
вихід»: )()(4)()(3 tXtXtYtY . Визначити дисперсію стаціонарної 
реакції системи )(tY , якщо кореляційна функція стаціонарної дії 
2
6)( eK X .  
g(t) 
t Т 
1/Т 
                      а                                                                      б  
)(tI  
)(tU  
 R1 
R2 L1 
519 
Глава 12  Математична статистика 
 
 
 
 
 
 
12 Математична статистика 
 
 
12.1 Основні завдання математичної статистики 
Ключове завдання практики – визначення якісних і кількісних 
характеристик досліджуваних об'єктів і явищ. На сьогодні методи 
розв’язання цього завдання докорінним чином змінилися і дають 
змогу здійснювати раціональний вибір місць сприйняття інформації, 
з урахуванням порядку й швидкості їхнього опитування, виділення 
сигналу на фоні завад із необхідною точністю, обробку таких 
сигналів, їх перетворення, передачу, збереження та надання в 
необхідному вигляді інформації споживачеві.  
Усі процеси, що протікають у природі, є результатом взаємодії 
багатьох факторів. Для того щоб їх вивчити, потрібно з'ясувати, яку 
роль у даному процесі відіграє кожний із факторів. Наприклад, у 
найпростішому, на перший погляд, експерименті з вимірювання опо-
ру потрібно врахувати хоча б два основних фактори: вплив темпера-
тури й вологості навколишнього середовища на значення цього опо-
ру. Інший приклад. Результати багаторазових вимірювань вихідної 
напруги підсилювача постійного струму за фіксованого вхідного сиг-
налу будут випадковою величиною, зважаючи на такі фактори: ви-
падкові зміни дійсних значень напруги, випадкові зміни показів вимі-
рювальних приладів. 
Дію усіх факторів потрібно подати в кількісних значеннях, а 
потім уже оцінити їхній вплив на результат дослідження. Для отри-
мання кількісних значень проводиться ряд дослідів. Але навіть са-
мий ретельний експеримент не дає змоги виділити вплив окремого 
фактора в чистому вигляді або в силу фізичних причин, або в силу 
відсутності апріорних даних про причини, що впливають. Отже, кож-
ний експеримент дає нам лише наближене значення досліджуваного 
параметра. Причому, в окремому досліді результат буде коливатися 
в певних межах. 
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Таким чином, отримати точне значення параметра досліджу-
ваного об’єкта практично неможливо. Будь-яке збільшення точності 
дослідження значно ускладнює експеримент, а іноді робить його не-
можливим. Тому результати усіх експерименті характеризуються 
певною похибка, величина якої потрібно оцінити. Водночас, процес з 
великою кількістю параметрів набуває властивостей випадкового 
явища. Тому оцінювати похибку потрібно статистичними методами, 
які і складають основу математичної статистики. 
У теорії ймовірностей за заданими імовірностями подій і 
функціями розподілу випадкових об’єктів, як відомо, визначаються 
ймовірності та функції розподілу інших подій, випадкових величин і 
процесів. Природно виникає питання: де взяти ці задані ймовірності 
та функції розподілу? Одних апріорних даних для цього, зазвичай, 
недостатньо. Потрібні експерименти, і навіть спеціальні випробуван-
ня. Завданнями математичної статистики і є розробка методів, що 
дають змогу за результатами спостережень робити певні висновки 
про закономірності досліджуваних величин і їхні числові характери-
стики. У багатьох випадках для виявлення загальних 
закономірностей потрібно провести велику кількість дослідів, а це 
потребує відповідних методів обробки таких результатів. Такі мето-
ди також розробляє математична статистика. 
Предметом математичної статистики є дві основні групи пи-
тань: по-перше, це методи статистичного оцінювання параметрів за-
конів розподілу ймовірності; по-друге - це методи перевірки стати-
стичних гіпотез. Під час статистичного оцінювання основне завдання 
полягає в тому, щоб визначити відхилення між оцінкою параметра і 
його дійсним значенням, порівняти оцінки між собою та вибрати най-
кращу з них, а також виробити вимоги, яким повинні задовольняти 
обрані оцінки. 
Під час розв’язання другої групи питань математична статисти-
ка дає змогу визначати потрібну кількість дослідів для того, щоб 
отримати певну статистичну точність, і, крім того, перевірити спра-
ведливість висунутих апріорі пропозицій про закони розподілу дослі-
джуваних величин і процесів та числові характеристики цих законів. 
Дуже часто математичну статистику визначають як науку про 
прийняття рішень в умовах невизначеності. Останнє не означає, що 
дані відсутні, а тільки передбачається неможливість точного резуль-
тату досліду. Так, наприклад, під час проведення вимірювального 
експерименту мають місце випадкові похибки, зумовлені непербачу-
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ваними змінами самого об’єкта дослідження, так і неточністю вимі-
рювальної апаратури. Дійсні значення параметрів, які визначають 
властивості досліджуваного об’єкта, виявляються в експерименті з 
урахуванням зазначених випадкових факторів. Окрім того, треба 
вказати і значення можливих похибок. 
У разі, коли результати в кожному досліді змінюються невизна-
ченим чином і всі спроби їх передбачити не справджуються, йдеться 
про послідовність випадкових експериментів. Тоді результати дос-
ліду є випадкові величини. 
Таким чином, математичну статистику можна визначити як 
науку про методи обробки експериментальних даних із метою 
отримання результатів, близьких до істинних із одночасним оці-
нюванням ступеня такої близькості. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Всі процеси, що протіка-
ють у природі, є результатом 
взаємодії багатьох факторів. 
Для того щоб їх вивчити, потрі-
бно з'ясувати, яку роль у дано-
му процесі відіграє кожний із 
факторів.  
2. Експеримент дає лише 
наближене значення досліджу-
ваного параметра та не дає 
змоги виділити вплив окремого 
фактора в чистому вигляді або 
в силу фізичних причин, або в 
силу відсутності апріорних да-
них про причини, що вплива-
ють.  
 Слід запам’ятати: 
1. Визначення поняття: випа-
дковий експеримент. 
2. Предметом математичної 
статистики є дві основні групи 
питань: по-перше, це методи 
статистичного оцінювання 
параметрів законів розподілу 
ймовірності; по-друге - це мето-
ди перевірки статистичних 
гіпотез.  
3. Математична статистика є 
наукою про методи обробки екс-
периментальних даних з метою 
отримання результатів, близьких 
до істинних. 
          Треба вміти: 
1. Визначати поняття: експеримент, випадковий експеримент, 
математична статистика. 
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12.2  Вибірка та варіаційний ряд 
Повний набір усіх значень, які може прийняти випадкова вели-
чина при необмеженому числі випробувань, у статистиці прийнято 
називати генеральною сукупністю. Використовується і більш уза-
гальнене означення:  
генеральна сукупність – це уся сукупність об’єктів, яка 
підлягає дослідженню.  
У подальшому будемо дотримуватися першого означення ге-
неральної сукупності. 
У реальних умовах експерименту, зазвичай, ми дістанемо ли-
ше деяке число n  можливих значень вимірюваної випадкової вели-
чини.  
Числа nххх ...,,, 21 , отримані під час n -кратного повто-
рення досліду за однакових умов утворюють вибірку 
}...,,,{ 21 nххх  обсягом n . 
На практиці, отримані в результаті проведення n  спостережень 
дані nххх ...,,, 21  над деякою випадковою величиною X  або часо-
вим ергодичним рядом ,...}2,1,0,{ txt , розглядають як вибірку 
з деякої чисто умовної генеральної сукупності, утвореної нескінчен-
ною кількістю можливих за даних умов дослідів. Вибірка повинна 
утворюватися з генеральної сукупності у випадковий спосіб і бути 
досить представницькою. 
Зауважимо, що часовий ряд являє собою стаціонарний процес 
з дискретним часом.  
Сукупність отриманих результатів дослідів називається 
статистичною сукупністю або статистичним рядом.  
Результати спостережень nххх ...,,, 21  подані в порядку от-
римання часто бувають незручними для подальшого аналізу, тому їх 
упорядковують, розміщуючи у порядку їхнього зростання: 
)()2()1( ... nххх . Такий спосіб запису вибірки отримав назву упо-
рядкованого статистичного ряду або варіаційного ряду. Кожний 
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елемент варіаційного ряду називається порядковою статистикою, 
а різниця найбільшого та найменшого значень )1()( xxR n  вибірки 
- розмахом варіювання або розмахом вибірки.  
Деякі порядкові статистики можуть служити статистичними 
оцінками параметрів, що характеризують випадкову величину X . 
Наприклад, якщо 16ln , то )(lx  і )5( lx  - називаються вибірковими 
секстилями і за оцінку середньоквадратичного відхилення X  
випадкової величини X  можна взяти вираз 2/)( )()5( llX xx . 
За оцінку її математичного очікування Xm  (при непарному n ) 
беруть )2/)1((nX xm . 
►Приклад. Під час вимірювання опору партії резисторів отримали 
такі значення (в омах): 
9,0;   9.2;   9,1;   9,1;   9,2;   9,2;   9,3;   9,2;   9,2;   9,3; 
                9,3;    9,3;   9,3;    9,4;   9,3;    9,4;   9,3;   9,5;   9,4;   9,4.     (12.1) 
Вибірка (12.1) з 20 результатів вимірювання опору і є статистичним 
рядом. Розмістивши отримані значення опору в порядку їх зростання 
дістанемо упорядкований статистичний або варіаційний ряд: 
9,0;   9,1;   9,1;   9,2;   9,2;   9,2;   9,2;   9,2;   9,3;   9,3; 
              9,3;   9,3;   9,3;   9,3;   9,3;   9,4;   9,4;   9,4;   9,4;   9,5.     (12.2) 
Розмах заданої вибірки .5,00,95,9R  
                                                                                                                           ◙ 
Нехай вибірка }...,,,{ 21 nххх  має лише k  різних чисел 
kzzz ...,,, 21 , причому jz  зустрічається jn  разів. Такий випадок, за-
звичай, має місце для дискретної вибірки. У цьому разі, однакові 
значення jz  випадкової величини X  називають варіантами, а чис-
ло jn , яке показує скільки разів зустрічається варіанта у статистич-
ному ряді спостережень, - частотою jn  варіанти jz .  
Очевидно, що для дискретної вибірки nn
k
j
j
1
. Для непере-
рвної вибірки вважається, що частоти всіх її елементів однакові і до-
рівнюють одиниці. 
Послідовність пар ),( jj nz , що дає змогу судити про розподіл 
частот між усіма варіантами, отримала назву статистичного 
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розподілу вибірки. В літературі для позначення такої послідовності 
використовують і інші назви: просто статистичний ряд або дис-
кретний варіаційний ряд.  
У подальшому, щоб уникнути непорозумінь та використання 
одних і тих самих найменувань для позначення різних за змістом 
термінів, ми називатимемо статистичний розподіл вибірки частот-
ним варіаційним рядом. Його зручно записувати у вигляді таблиці: 
1z  2z  3z  .... kz  
1n  2n  3n  .... kn  
►Приклад. Визначити статистичний розподіл (частотний 
варіаційний ряд) вибірки (12.1). 
Для вибірки (12.1) варіанта 0,91z  повторилася один раз, варіанта 
 - два рази, варіанта 2,93z  – п’ять разів, варіанта 3,94z  - сім 
разів, варіанта 4,95z  - чотири рази, а варіанта 5,96z  - один раз.  
Число повторень варіант, як відомо, визначає їхні частоти. Тоді 
маємо такий частотний варіаційний ряд:  
Таблиця 12.1 
0,9  1,9  2,9  3,9  4,9  5,9  
1 2  5  7  4  1 
                                                                                                                           ◙ 
Окрім частоти в математичній статистиці оперуюють і с такими 
поняттями, як відносна та накопичена відносна частота.  
Відносною частотою j  називається величина, що 
дорівнює відношенню частоти jn  до повного обсягу 
вибірки n : 
                                            nn jj / .                                         (12.3) 
Накопичена відносна частота нак.i  i -ї варіанти 
визначається сумою відносних частот поточної та всіх 
попередніх варіант: 
                                     ki
i
j
ji ,1,
1
нак. .                             (12.4) 
1,92z
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Для вибірки (12.1) значення усіх видів частот подані в табл. 
12.2. 
Таблиця 12.2 
j  jz  jn  jщ  нак.j  
1 9,0 1 0,05 0,05 
2 9,1 2 0,10 0,15 
3 9,2 5 0,25 0,40 
4 9,3 7 0,35 0,75 
5 9,4 4 0,20 0,95 
6 9,5 1 0,05 1.00 
Для великого обсягу вибірки, а особливо під час дослідження 
неперервних випадкових величин чи процесів, побудова частотного 
варіаційного ряду не дає бажаних результатів, тому що випадкові 
значення jx  можуть як завгодно мало відрізнятися одне від одного, 
а число варіант буде занадто великим. У цьому разі початково еле-
менти вибірки об'єднують у певні групи. Кожна з груп утворюється 
експериментальними даними, вибраними з відповідних інтервалів 
варіаційного ряду. Для цього інтервал, що містить усі елементи 
вибірки, розбивають на r  частинних, зазвичай, однакових інтервалів 
(підінтервалів), які не перетинаються. Між цими підінтервалами і 
розподіляють елементи вибірки.  
Для визначення оптимальної ширини d  частинного інтервалу, 
за якої варіаційний ряд не був би занадто громіздким і давав змогу 
виявити характер розподілу випадкової величини, можна скориста-
тися таким співвідношенням: 
                                            
r
xx
d minmax ,                                   (12.5) 
де maxx - максимальне, а minx - мінімальне значення серед усіх 
елементів вибірки. 
Один із науживанішихї способів для визначення числа частин-
них інтервалів, запропонованим у 1926 році Стэрджесом, 
грунтується на такому співвідношенні: 
                                             nr lg322,31 .                                  (12.6) 
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Проте, такий підхід зовсім не враховує передбачуваний вид за-
кону розподілу досліджуваної випадкової величини. Тоді, за однако-
вого обсягу вибірки n  кількість частинних інтервалів буде однаковою 
як для рівномірного розподілу з плоскою вершиною, так і для гостро-
вершинного експонентного розподілу.Цей недолік усувається у разі, 
якщо кількість частинних інтервалів 
                                  )10/lg()/4( nr ,                                (12.7) 
де  - контрексцес можливого закону розподілу досліджуваної вели-
чини. 
Після вибору частинних інтервалів, визначають кількість 
елементів вибірки )(ijn , що потрапили до кожного частинного 
інтервалу, тобто знаходять частоти попадання значень jx  у певний 
частинний інтервал. Такі частоти називають інтервальними.  
У разі, якщо елемент знаходиться на межі частинних інтерва-
лів, то його відносять до одного з них, наприклад до правого, а час-
тоту елемента розподіляють між двома частинними інтервалами. 
За потреби обчислюють відносну інтервальну частоту 
                                              nn ij
i
j /
)()(                                        (12.8) 
та накопичену відносну інтервальну частоту )(нак.
i
l  
Накопичена відносна інтервальна частота )(нак.
i
l  - це та-
ка величина, що визначається сумою відносних частот 
поточного та всіх попередніх інтервалів: 
                                     .,1,
1
)()(
.нак ri
i
j
i
j
i
l                               (12.9) 
Ряд, що дає інформацію про розподіл частот )(ijn  (можливо і 
відносних та накопичених інтервальних частот) між частинними 
інтервалами варіаційного ряду, називається інтервальним 
варіаційним рядом. Такий ряд у верхньому рядку містить або сери-
дини частинних інтервалів, або самі частинні інтервали, а у нижньо-
му інтервальні частоти. Як і частотний, інтервальний варіаційний ряд 
зручно подавати таблицею частот групованої вибірки. 
Отже, щоб утворити інтервальний варіаційний ряд із певної 
вибірки, потрібно: 
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 визначити оптимальну ширину частинних інтервалів; 
 установити повну шкалу частинних інтервалів; 
 визначити інтервальні, відносні інтервальні та накопи-
чені відносні інтервальні частоти для частинних інтервалів; 
 побудувати інтервальний варіаційний ряд. 
►Приклад. Під час перевірки ста вольтметрів постійного струму 
отримали такі значення їхньої максимальної абсолютної похибки (В): 
0,111;  0,085;  0,091;  0,101;  0,109;  0,086;  0,102;  0,111;  0,098;  0,085; 
0,105;  0,112;  0,098;  0,113;  0,087;  0,109;  0,115;  0,099;  0,094;  0,105; 
0,107;  0,099;  0,125;  0,089;  0,104;  0,113;  0,096;  0,103;  0,145;  0,104; 
0,105;  0,088;  0,103;  0,097;  0,115;  0,109;  0,089;  0,108;  0,107;  0,097; 
0,106;  0.096;  0,109;  0,116;  0,109;  0,117;  0,108;  0,109;  0,117;  0,103; 
0,127;  0,119;  0,118;  0,125;  0,105;  0,116;  0,101;  0,113;  0,107;  0,105 
0,119;  0,107;  0,111;  0,112;  0,129;  0,113;  0,106;  0,104;  0,106;  0,098; 
0,123;  0,108;  0,093;  0,105;  0,106;  0,139;  0,108;  0,107;  0,093;  0,117; 
0,107;  0,118;  0,099;  0,108;  0,119;  0,108;  0,101;  0,109;  0,128;  0,127; 
0,121;  0,118;  0,122;  0,116;  0,124;  0,125;  0,114;  0,126;  0,131;  0,143. 
Таблиця 12.3 
 
i  Інтервали 
Інтервальна 
частота )(ijn  
Відносна 
інтервальна 
частота )(ij  
Накопичена 
відносна 
інтервальна 
частота )( .нак
i
l  
1 0,080…0,090 7 0,07 0,07 
2 0,090…0,100 14 0,14 0,21 
3 0,100…0,110 39 0,39 0,60 
4 0,110…0,120 24 0,24 0,84 
5 0,120…0,130 12 0,12 0,96 
6 0,130…0,140 2 0,02 0,98 
7 0,140…0,150 2 0,02 1,0 
                                                                                                                   ◙ 
За цими даними важко виявити характерні риси варіації похибки. 
Отже, побудова частотного варіаційного ряду є недоцільною через вели-
ку кількість варіант. Потрібно утворити інтервальний варіаційний ряд, 
згрупувавши отримані дані, наприклад, у частинних інтервалах, кожний 
з яких визначається 10% від розмаху вибірки. Утворений у такий спосіб 
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інтервальний варіаційний ряд подано другим та третім стовбчиком табл. 
12.3. У стовбчику чотири та п’ять наведені значення відносної та нако-
пиченої відносної інтервальної похибки. 
►Приклад. Із партії резисторів з номінальним опором 
Ом1000нR , було відібрано 50 для визначення величини відхилення 
дійсних значень опору від номінального. У результаті вимірювання 
отримані такі значення абсолютних відхилень R  значень опору (дані 
упорядковані): 
15,804         20,027         21,993         23,770          26,323 
17,716         20,479         22,155         23,746          26,668 
17,796         20,824         22,312         24,038          26,987 
17,825         20,931         22,471         24,065          27,837 
               18,274           20,957          22606           24198             28313     (12.10) 
18,726         21,435         22,631         24,198          30,360 
19,390         21,474         22,763         24,676          30,706 
19,682         21,754         22,949         56,207          31,556 
19,709         21,834         23,104         25,552          31,795 
19,841         21,966         23,401         25,845          32,485. 
Побудувати інтервальний варіаційний ряд для такої вибірки. 
Кількість частинних інтервалів визначимо за формулою (12.6): 
. Тоді ширина частинного інтервалу  
.4,2383,27/)804,15485,32(d  
Таблиця 12.4 
i Інтервали 
Інтервальна 
частота )(ijn  
Відносна 
інтервальна 
частота )(ij  
Накопичена 
відносна 
інтервальна 
частота )( .нак
i
l  
1 15,8…18,2 4 0,08 0,08 
2 18,2…20,6 8 0,16 0,24 
3 20,6…23,0 16 0,32 0,56 
4 23,0…25,4 10 0,20 0,76 
5 23,4…27,8 5 0,10 0,86 
6 27,8…30,2 2 0,04 0,90 
7 30,2…32,6 5 0,10 1,00 
З урахуванням ширини частинних інтервалів та мінімального зна-
чення вибірки (12.10) утворюємо шкалу інтервалів (див. стовбчик дру-
7644,6150lg322,3r
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гий табл. 12.4). Розподіливши елементи заданої вибірки між частинними 
інтервалами, дістанемо значення інтервальних частот (див. третій сто-
вбчик табл. 12.4). Другий та третій стовбчики табл. 12.4 і утворюють 
інтервальний варіаційний ряд для абсолютних відхилень опору. 
Потім згідно з (12.8) і (12.9) обчислюємо відносні та накопичені від-
носні інтервальні частоти. Отримані результати зведені в частотну табл. 
12.4. Із цієї таблиці випливає, що найбільш імовірними значеннями аб-
солютного відхилення R  є такі, що належать інтервалу 
Ом]0,23...6,20[ .  
                                                                                                                    ◙ 
Частотний і інтервальний варіаційні ряди можуть бути подані 
не тільки в табличній, але й у більш наочній графічній формі. Нау-
живанішими є такі графічні зображення варіаційних рядів: полі-
гон, гістограма, кумулятивна крива. 
Полігон – це графічне зображення дискретного 
варіаційного ряду.  
Для побудови полігону на площині з прямокутною системою ко-
ординат ),(Z  зображують точки з координатами ),( jjz , де jz  - 
варіанта, а j  - відповідна їй відносна частота. Потім ці точки 
послідовно з'єднують відрізками (див. рис. 12.1, а). На рис. 12.1, б 
зображено полігон для частотного варіаційного ряду, поданою табл. 
12.2. 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 12.1 – Приклади полігонів. 
Гістограма – це певне графічне зображення 
інтервального варіаційного ряду. 
z1        z2            0      zk-1     zk        z   
z 
ωj 
  0   9,0     9,1      9,2     9,3     9,4     9,5   z  
z 
ωj 
0,3 
 
0,2 
 
0,1 
       а                                                                           б 
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Для побудови гістоограми в прямокутній системі координат по 
осі абсцис відкладаються частинні інтервали і на кожному з них, як 
на основі, будується прямокутник, висота якого дорівнює 
відношенню відносної інтервальної частоти до ширини частинного 
інтервалу: dij /
)( . Ясно, що за таких умов площа кожного із 
прямокутників дорівнює відносній інтервальній частоті )(ij  
відповідного частинного інтервалу (див. рис. 12.2, а).  
Гістограма розподілу абсолютних відхилень значень опору від 
номінального значення для інтервального варіаційного ряду, дані 
про який подано табл. 12.4, зображена на рис. 12.2, б. 
Полігон і гістограма є графічними зображеннями статистичних 
аналогів законів розподілу випадкової величини (дискретної та 
неперервної відповідно). Вважають, що вони є емпіричними закона-
ми розподілу ймовірності.  
Гістограма є своєрідним поданням емпіричної функції щільності 
розподілу ймовірностей )(* zp . Це зумовлено тим, що, як зазнача-
лось раніше, площа кожного прямокутника гістограми дорівнює 
відносній інтервальній частоті певної групи вибіркових значень. За 
великих обсягів n  вибірки можна очікувати, що ця площа буде при-
близно дорівнювати ймовірності для досліджуваних значень потра-
пити у відповідний інтервал, тобто фактично визначатися інтегралом 
від щільності ймовірностей )(zp , поширеному на даний інтервал. 
Інакше кажучи, гістограма - це вибіркова щільність розподілу.  
 
 
 
 
 
 
 
 
 
 
 
Рисунок 12.2 – Приклади гістограм. 
Дійсно, припустімо, спостерігаються значення випадкової ве-
личини X , неперервна щільність розподілу )(zp  якої невідома і її 
0 15,8  18,2  20,6  23,0  25,4  27,8  30,2  32,6  z 
ωj/d 
(i)
 
0,15 
 
0,1 
 
0,05 
        а                                                                     б 
  z1     z2      z3     0       z4      zr     zr-1  z 
ωj/d 
(i)
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потрібно оцінити за вибіркою з n  незалежних спостережень 
},1,{ njx j . 
Розмах варіювання розіб'ємо на r  інтервалів із однаковою 
довжиною. Тоді для кожного частинного інтервалу i  довжиною d  
значення гістограми, як висоти прямокутника за її означенням 
(емпірична щільність розподілу), визначається рівністю 
                      rizd
nd
n
zp i
i
j
i
i ,1,,/)(
)(
,               (12.11) 
де in  - кількість спостережень, що належать до інтервалу i . Оче-
видно, що частота nni /  відображає площу прямокутника, побудова-
ного на i , як на основі з висотою, що дорівнює ординаті гістограми 
dij /
)( . 
Таким чином, для великих n  площа прямокутника буде набли-
жатися до ймовірності iP  певному значенню випадкової величини X  
потрапити до інтервалу i :  
                                             
i
dzzpPi )( .                                      (12.12) 
Але ймовірність, обчислена згідно з (12.12), віднесена до ши-
рини частинного інтервалу, визначає значення )( izp  функції 
щільності ймовірностей )(zp  для значення її аргумента iz , що нале-
жить до інтервалу i : 
i
i
i
in zpdzzp
dnd
n
MzzpM )()(
1
][}),({ . 
Отже, для великих n  гарантується рівномірне наближення 
)(zpn  до )(zp . 
Статистичним аналогом функції розподілу ймовірностей )(zF  
випадкової величини X  є емпірична функція розподілу )(* zF , 
графічне зображення якої називають комулятивною кривою (ко-
мулятою) або графіком накопичених відносних частот.  
Будується така крива так. Для частотного варіаційного ряду в 
прямокутній системі координат ),(Z  по осі абсцис відкладаються 
значення варіант iz , а по осі ординат відповідні їм значення 
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накопиченої відносної частоти нак.i (див. (12.4)). З’єднавши точки з 
координатами ),( нак.iiz  прямолінійними відрізками, дістанемо ку-
мулятивну криву (рис. 12.3, а).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 12.3 – Криві накопичених відносних частот для частотного          
              (а) та інтервального (б) варіаційних рядів. 
У разі, якщо варіаційний ряд є інтервальним, то кумулятивна 
крива є послідовністю відрізків, кожний з яких з’єднує точки з певни-
ми координатами. Значення абсциси точки на площині визначається 
верхньою межею інтервалу варіювання i , а ординати - відповідним 
значеннямнакопиченої відносної інтервальної частоти цього інтер-
валу )(нак.
i
l (рис. 12.3, б). Зазвичай за нижню межу першого частинно-
го інтервалу береться нульове значення ))(нак.
i
l . 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Вибірка утворюється з ге-
неральної сукупності у випад-
ковий спосіб і повинна бути до-
статньо представницькою. 
2. Полігон, гістограма і куму-
лятивна крива є графічним зо-
браженням емпіричних законів 
розподілу ймовірності: гістогра-
 Слід запам’ятати: 
1. Визначення понять: гене-
ральна сукупність, вибірка, обсяг 
вибірки, статистична сукупність 
або статистичний ряд, варіацій-
ний ряд, розмах вибірки, варіан-
та, частота варіанти, відносна та 
накопичена відносна частота, ін-
тервальна, відносна інтервальна 
та накопичена відносна інтерва-
ωjнак.    
(i)
 
    а                                                                           б 
  0   9,0   9,1    9,2     9,3   9,4    9,5   
z  z 
нак.i
 1,0 
0,8 
0,6 
0,4 
0,2 
   0  18,2  20,6  23,0  25,4  27,8  30,2  32,6  
z 
1,0 
0,8 
0,6 
0,4 
0,2 
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ма – емпіричної функції щільно-
сті ймовірності, а кумулятивна 
крива – емпіричної функції роз-
поділу ймовірності. 
 Треба вміти:. 
1. Визначати поняття: гене-
ральна сукупність, вибірка та її 
обсяг і розмах, статистичний 
варіаційний, інтервальний час-
тотний варіаційний ряди, варіа-
нта, частота варіанти, відносна, 
накопичена відносна, інтерва-
льна, відносна інтервальна та 
накопичена відносна інтерваль-
на частоти, полігон, гістограма, 
кумулятивна крива.  
2. Будувати різні види варіа-
ційних рядів, полігони, гістогра-
мми та кумулятивну криву за 
результатами експериментів. 
льна частоти, статистичний роз-
поділ вибірки або частотний ва-
ріаційний ряд, інтервальний ва-
ріаційний ряд, полігон, гістогра-
ма, комулятивна крива (комуля-
та).  
2. Алгоритим утворення інте-
рвального варіаційного ряду із 
певної вибірки. 
3. Алгоритми побудови полі-
гону, гістограми та кумулятивної 
кривої 
4. Формули для визначення 
оптимальної ширини та кількості 
частинних інтервалів:  
r
xx
d minmax ; 
nr lg322,31 ; 
)10/lg()/4( nr . 
 
 
12.3 Точкове оцінювання параметрів  
випадкових величин 
 
12.3.1 Загальні вимоги до точкових оцінок 
 та вибіркові моменти 
Загальні положення. Побудова варіаційних рядів - перший 
крок до осмислення результатів досліджень. Наступним є визначен-
ня оцінок основних характеристик досліджуваної випадкової величи-
ни чи процесу. Оскільки такі оцінки визначаються за результатами 
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експерименту, тобто за даними вибірки, то вони називаються емпі-
ричними або вибірковими. 
Статистичною оцінкою невідомого параметра  роз-
поділу випадкової величини X  називають функцію від 
вибіркових значень даної випадкової величини.  
Статистичні оцінки поділяють на параметричні та 
непараметричні. Серед параметричних оцінок виділяють точкові 
та інтервальні. 
Розглянемо досліджувану випадкову величину X  з відомим 
інтегральним законом розподілу ймовірностей ),(zF , де - де-
який невідомий параметр, та експеримент, що складається з n  дос-
лідів, у кожному з яких здійснюється спостереження випадкової ве-
личини X . Заданою є також сукупність результатів n  спостережень 
},...,,{ 21 nXXX  над X . Результат окремого i  - го досліду (спосте-
реження) вважатимемо випадковою величиною iX  із законом роз-
поділу ),(zF , що і випадкова величина X . Тоді сукупність випад-
кових величин nXXX ,...,, 21 , як результатів n  дослідів, називають 
випадковою вибіркою },...,,{ 21 nXXX  обсягу n . Через 
},...,,{ 21 nxxx  позначимо окрему реалізацію зазначеної випадкової 
вибірки. За результатами експерименту nXXX ,...,, 21  необхідно 
знайти відповідну точкову оцінку T  параметра .  
Точковою статистичною оцінкою параметра  нази-
вається така однозначно визначена функція 
),...,,( 21 nTT XXX  від результатів спостережень 
над випадковою величиною X , реалізацію якої можна 
прийняти за наближене значення параметра . 
Зважаючи на ймовірнісний характер вибірки, можна стверджу-
вати, що оцінка T  є функцією випадкових змінних пXXX ...,,, 21 , 
а тому вона сама є випадковою величиною і називається вибірко-
вою. Вибрана функція T , за якою здійснюється оцінювання, ще 
називається статистикою. Точкове оцінювання полягає у виборі 
цієї функції таким чином, щоб її значення можна було прийняти за 
найкраще в даних умовах і у певному ймовірнісному розумінні на-
ближення до параметра  для оцінюваної випадкової величини X . 
535 
Глава 12  Математична статистика 
 
Зрозуміло, що найбільш повно характеризує статистичну оцінку в 
цьому аспекті її функція розподілу ),(zFT , а якщо випадкова вели-
чина T  - неперервна, то й щільність розподілу ),(zpT . Але в бага-
тьох випадках важко чи взагалі неможливо отримати як функцію 
розподілу ),(zFT , так і щільність розподілу ),(zpT . Крім того, по-
рівняння різних оцінок за їх законами розподілу також є досить 
складною проблемою. Тому вибір найкращої оцінки невідомого па-
раметра  здійснюють за більш зручними критеріями, в основі яких 
лежать числові ймовірнісні характеристики статистики 
),...,,( 21 nTT XXX . 
Вибіркові моменти. Широковживаними точковими статисти-
ками є емпіричні моменти, які за своєю структурою повністю відпо-
відають теоретичним моментам законів розподілу, що розглядались 
раніше, і є їхніми статистичними оцінками. Як і теоретичні, вибіркові 
моменти поділяють на початкові та центральні. Обчислюються ем-
піричні моменти за отриманими результатами спостережень випад-
кової (досліджуваної) величини X , тобто є функціями від випадко-
вих аргументів, тому й самі є випадковими.  
Припустимо, що у нашому розпорядженні є вибірка 
},1,{ njX j  обсягу n , отримана в результаті дослідження X . 
Тоді емпіричний початковий момент k -го порядку 
визначається за такою формулою: 
                                  ...,3,2,1,
1
1
kX
n
M
n
j
k
jk ,                     (12.13) 
У разі, якщо порядок моменту дорівнює, наприклад, одиниці, 
маємо середнє вибіркове (середньостатистичне вибіркове, емпірич-
не математичне очікування) 
                                         .
1
1
1
n
j
jX X
n
mM                                (12.14) 
Якщо за результатами спостереження побудовано варіаційний 
ряд, то одна з реалізацій середнього вибіркового обчислюється за 
такою формулою: 
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                                .~~~
~
1
1
k
j
jjX zmM                               (12.15) 
де jz
~  – варіанта, якщо ряд частотний для дискретних величин і 
центр частинного інтервалу, коли ряд інтервальний варіаційний; j
~  
– відносна частота для частотного варіаційного ряду та відносна ін-
тервальна частота для інтервального ряду. 
Реалізації, обчислені за формулою (12.15), утворюють середнє 
вибіркове, яке називають зваженим, на відміну від середнього вибір-
кового, визначеного відповідно до (12.14). 
Ясно, що середнє вибіркове та зважене середнє вибіркове ма-
ють розмірність досліджуваної випадкової величини X . 
►Приклад. Обчислити значення вибіркового середнього для прос-
тої вибірки (12.1) обсягу 20n . 
Згідно з (12.14) значення середнього вибіркового 
27,9)3,92,9...2,90,94,91,92,9(
20
1
1M . 
Відповідно до (12.15) та даними табл. 12.2 зважене середнє вибіркове 
27,905,05,920,04,9
35,03,925,02,91,01,905,00,9
~
1M  
Отже, для частотного варіаційного ряду значення середнього вибі-
ркового та зваженого середнього вибіркового збігаються. 
                                                                                                                 ◙ 
►Приклад. Обчислити значення вибіркового середнього максима-
льної абсолютної похибки вольтметрів за даними табл. 12.3. 
Згідно з (12.14) звичайне середнє вибіркове 
1091,0)143,0131,0...101,0091,0085,0111,0(
100
1
1M . 
Відповідно до (12.15) та даними табл. 12.3 зважене середнє вибіркове 
.1084,002,0145,002,0135,012,0125,0
24,0115,039,0105,014,0095,007,0085,0
~
1M  
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Отримане значення середньої абсолютної похибки вольтметрів 
характеризує її систематичну складову, вказуючи на те, що результати 
вимірювання, здійснені приладами з даної партії, будуть відрізнятися від 
дійсного значення в середньому на 0,1098.  
Різниця в значеннях середнього вибіркового та зваженого середнього 
вибіркового зумовлена заміною згрупованих в частинні інтервали зна-
чень випадкової величини X  одним значенням, що відповідає середині 
кожного частинного інтервалу. Така заміна здійснюється без урахування 
щільності розподілу X  всередині частинного інтервалу.  
                                                                                                      ◙ 
Вважається, що середньостатистичне вибіркове є тим рівнем, 
відносно якого варіюють значення вибірки. Кажуть, що вибіркове се-
реднє визначає положення випадкової величини. Поряд із зазначе-
ною оцінкою для цього застосовуються емпіричні медіана та 
центр розмаху. 
Емпірична медіана мX  для частотного варіаційного ряду обчи-
слюється за такими формулями: 
                                              2/)1(м nxX                                     (12.16) 
- для непарних значень обсягу вибірки n ; 
                                        
2
)12/(2/
м
nn xx
X                                (12.17) 
- для парних n . 
Для інтервального варіаційного ряду вибіркова медіана  
                               
м
max
м
мм
5,0
daX ,                            (12.18) 
де ма  – початок медіанного інтервалу, тобто частинного інтервалу, 
якому відповідає перше значення накопиченої відносної частоти, що 
перевищує 0,5; maxм  – значення відносної накопиченої частоти на 
початок медіанного інтервалу; м  – накопичена відносна частота, 
що відповідає медіанному інтервалу. 
►Приклад. Визначити емпіричне медіанне значення абсолютної 
похибки вольтметрів за табл. 12.3.  
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Вибіркове середнє для заданої згідно з табл.12.3 вибірки було визна-
чено раніше і дорівнює 0,1091. Ширина частинного інтервалу 
.01,07/)08,015,0(d  Відповідно до даних табл. 12.3 1,0ма , 
21,0maxм , а 39,0м .  
Тоді згідно з (12.18) шукана емпірична медіана  
1074,039,0/)21,05,0(01,01,0мX . 
Порівнюючи це значення з вибірковим середнім, приходимо до ви-
сновку, що значення емпіричної медіани не збігається із значенням вибі-
ркового середнього. Отже, оцінка медіани є зсуненою відносно вибірко-
вого середнього, але для її визначення потрібні менші витрати. Крім то-
го, у деяких випадках, вона виявляється більш ефективною оцінкою, чим 
вибіркове середнє. 
                                                                                                      ◙ 
Важливою з практичного погляду властивістю емпіричної меді-
ани є така:  
зважена сума абсолютних відхилень варіант від значення 
вибіркової медіани менше, ніж від будь-якої іншої величи-
ни c , тобто 
              
k
j
jj
k
j
jмj CzXz
11
~)~(~)~( ,  мXС .              (12.19) 
►Приклад. Під час випробувань на міцність крила літака уздовж 
його осі передбачається розмістити 6 груп датчиків. Перша група, яка 
складається з 30 датчиків, розміщується на відстані 2 м від фюзеляжу; 
друга, з 22 датчиків, - на відстані 3 м; третя, з 18 датчиків, - 5 м; чет-
верта, з 14 датчиків, - 8 м; п'ята, з 12 датчиків, - 12 м і шоста, з 8 дат-
чиків, - на відстані 15 м. Визначити, на якій відстані від фюзеляжу лі-
така необхідно встановити комутатор вимірювальної системи, щоб 
загальна довжина з'єднувальних проводів була мінімальною.  
Для розв’язання цього завдання скористаємося властивостями 
медіани. У цьому разі кількість датчиків визначає обсяг вибірки: 
.104n  Тоді згідно з (12.17) значення вибіркової медіани 
м0,42/)( 5352м xxX . Це значення і береться за відстань до 
вхідного пристрою, за якої загальна довжина з'єднувальних проводів бу-
де мінімальною. 
                                                                                                                 ◙ 
539 
Глава 12  Математична статистика 
 
Ще на одне потрібно звернути увагу. З визначення емпіричної 
медіани випливає, що на її значення зовсім не впливають варіації 
крайніх членів упорядкованого ряду. Тому у разі, якщо значення 
крайніх членів упорядкованої вибірки дуже великі або малі, то пере-
вагу потрібно віддати емпіричній медіані, а не вибірковому серед-
ньому. 
Оцінка положення випадкової величини з використанням вибір-
кового центру розмаху визначається таким співвідношенням  
                                              
2
1 n
р
xx
X ,                                    (12.20) 
де 1x  й nx  – відповідно мінімальне й максимальне значення упоряд-
кованого статистичного ряду. Для ряду (12.10) 
1445,242/)804,15485,32(pX . 
На відміну від емпіричного середнього та вибіркової медіани 
оцінка центра розмаху має більшу чутливість до промахів, тобто ре-
зультатів спостереження, які істотно відрізняються від інших. 
Кожна із зазначених оцінок положення випадкової величини є, 
у свою чергу, величиною випадковою, що має свій закон розподілу, 
математичне очікування й дисперсію.  
Дисперсія середнього вибіркового не залежить від виду закону 
розподілу випадкової величини X  і визначається за такою форму-
лою: 
                            nnXDMD X //][][
2
1                           (12.21) 
Дійсно, з урахуванням (12.14) 
.
][][
][
1
][
1
]
1
[][
2
1
2
1
2
1
1
n
XD
n
XnD
XD
n
XD
n
X
n
DMD
n
j
j
n
j
j
n
j
j
 
Під час доведення (12.21) враховано, що згідно з властиво-
стями дисперсії 2/1]/1[ nnD , а у разі, якщо елементи 
пXXX ...,,, 21  вибірки є некорельованими величинами, 
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дисперсія суми дорівнює сумі дисперсій складових: 
][][
11
n
j
j
n
j
j XDXD ][XnD .  
Можна показати, що дисперсія емпіричної медіани (див. 
(12.16)-(12.18))  
                                  
)(4
1
][
c
2м znp
XD ,                               (12.22) 
де )( czp  – щільність розподілу в точці cz , що відповідає центру 
розподілу. 
Отже, дисперсія емпіричної медіани залежить не тільки від 
обсягу вибірки, але й від виду закону розподілу.  
Так, для рівномірного закону розподілу випадкової величини X  
і елементів пXXX ...,,, 21  вибірки 
                              .
][3
][
2
м
nn
XD
XD X                              (12.23) 
Без доведення подамо дисперсії точкових оцінок медіани для 
найуживаніших законів розподілу: 
                                      
nn
XD
XD X
22
][
][
2
м                             (12.24) 
- для нормального розподілу; 
                                      
nn
XD
XD X
22
][
][
2
м                             (12.25) 
- для симетричного експонентного закону 
2
)(
z
ezp . 
Дисперсія оцінки центра розмаху (12.20) також залежить від 
обсягу вибірки, так і від виду закону розподілу: 
                                   
nn
XD
XD
X
р
ln24ln24
][
][
222
                         (12.26) 
- для нормального розподілу; 
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n
XD
n
XD Xp
2
][)4(3
2
)4(3
][
2
                   (12.27) 
- для трикутного розподілу; 
                                 
4
4
4
24 ][55
][
n
XD
n
XD Xp .                         (12.28) 
 - для арксинусного розподілу. 
Використовуючи (12.22 - 12.28), можна визначити ефективність 
оцінок медіани й центра розмаху в порівнянні із середнім вибірковим 
як відношення їхніх дисперсій за однакових обсягів вибірки. 
Згідно з (12.13) емпіричний початковий момент другого порядку 
або середньоквадратичне вибіркове (середній вибірковий ква-
драт) 
                                            .
1
1
2
2
n
j
jX
n
M                                      (12.29) 
Емпіричний центральний момент k -го порядку обчислюється 
за такою формулою: 
                            
n
j
k
jk kMX
n 1
1 ...,4,3,2,)(
1
.                 
(12.30) 
Співвідношення (12.30) дає змогу обчислити емпіричні центра-
льні моменти другого порядку і більше, оскільки відомо, що вибірко-
вий центральний момент першого порядку дорівнює нулю: 01 . 
Поширеним і практично значущим емпіричним центральним 
моментом другого порядку є вибіркова дисперсія 
                                  
n
j
jX MX
n
D
1
2
12 ,)(
1
                          (12.31) 
якій відповідає вибіркове середнє квадратичне або стандартне 
відхилення XX D . 
На практиці замість вибіркової дисперсії часто використовують 
статистику, яку називають виправленою вибірковою дисперсією. 
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Така статистика є поширеною під час обробки результатів експери-
менту невеликого обсягу. Обчислюють її за такою формулою: 
                            
n
j
jX MX
n
D
n
n
1
2
12 )(
1
1
1
~ .                    (12.32) 
Відношення )1/(nn  називають поправкою Бесселя. 
Співвідношення (12.32) можна записати у такому вигляді, яке є 
справедливим як для частотного, так і іннтервального варіаційних 
рядів:  
                           
m
j
jj nMz
n 1
2
12
~)~(
1
1~ ,                           (12.33) 
де jz
~  – значення j  - ї варіанти дискретної величини або значення, 
що відповідає середині j  - го частинного інтервалу для неперервної 
випадкової величини, jn
~  – відповідні їм частоти, m  – кількість варі-
ант або відповідно частинних інтервалів. 
Під час визначення вибіркової дисперсії для інтервального 
варіаційного ряду крім поправки на зсув через обмежений обсяг 
вибірки n  потрібно враховувати поправки Шеппарда.  
Як відомо, у разі обробки вибірок великого обсягу, а часто та-
кож і в процесі самих вимірювань, експериментатор змушений роби-
ти заокруглення або групування результатів експерименту. Групу-
вання полягає в тому, що вибравши деякий крок d  і вибравши сітку 
на шкалі значень вимірювань, усі результати спостережень, що 
відхиляються від якогось з вузлів сітки на відстань, що не перевищує 
2/d , вважаються рівними постійній величині, а саме - вузлу сітки. 
Іншими словами, всі спостереження, що потрапляють до заданого 
інтервалу 
2
,
2
d
x
d
x iii , ми приймаємо рівними середині цьо-
го інтервалу ix , і тому в результаті отримуємо лише заокруглені зна-
чення rixi ...,,2,1,0, . У разі такого заокруглення виникає 
випадкова помилка, значення якої не перевищує 2/d . Цю помилку 
можна вважати рівномірно розподіленою на інтервал ]
2
,
2
[ dd , 
тобто замість випадкової величини X  під час групування 
результатів ми оперуємо з новою випадковою величиною XX0
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, де - похибка заокруглення, що не залежить від X . У зв’язку з тим, 
що похибка  розподілена рівномірно, середньостатистичне зна-
чення 
                                       
2/
2/
0
1
][
d
d
kk d
n
M                             (12.34) 
- для непарних k ; 
                              
2/
2/ )1(2
1
][
d
d
k
k
kk
k
d
d
n
M                        (12.35) 
- для парних k , 
де ...,3,2,1k  . 
Оскільки величини X  та  є статистично незалежними, то се-
редньостатистичне суми для будь-якого k  буде визначатися сумою 
середньостатистичних значень складових. 
Якщо тепер позначити через kM
~
 і k
~  початкові та центральні 
емпіричні моменти відповідно, отримані за заокругленими даними і 
скористатися лінійними співвідношеннями (12.34) і (12.35), то діста-
немо виправлені моменти 
;
~
11 MM     ;0
~
11     ;
12
~
2
22
d
    ,~ 33  
                                    .
240
7
12
~
4
2
2
44
dd
                              (12.36) 
Як і теоретичні, так і емпіричні початкові та центральні моменти 
пов’язані між собою. Можна показати, що, зокрема, 
                           
.364
;23
;
4
1
2
121343
3
11233
2
122
MMMMMM
MMMM
MM
                 (12.37) 
Як приклад, доведемо перше співвідношення: 
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Таким чином, емпіричні моменти пов'язані між собою 
співвідношеннями, аналогічними до співвідношень між 
теоретичними моментами. 
Іншими прикладами точкових оцінок є емпіричний коефіцієнт 
асиметрії та емпіричний коефіцієнт ексцесу. 
Емпіричним коефіцієнтом асиметрії називається вели-
чина, що визначається виразом 
                                      .//
3
3
3
23а Xk                            (12.38) 
  
 
 
 
 
 
 
Рисунок 12.4 - До визначення коефіцієнта асиметрії. 
Цей коефіцієнт характеризує асиметрію емпіричної (вибіркової) 
щільності розподілу відносно емпіричного середнього (рис. 8.4). У 
разі, якщо 0аk , то маємо ’’праву’’ асиметрію, якщо 0аk  то - 
’’ліву’’. 
Емпіричним коефіцієнтом ексцесу називається            
величина 
                                    3/3/ 44
2
24Е Xk .                     (12.39) 
Вибірковий коефіцієнт ексцесу характеризує крутизну закону 
розподілу. Значення 0Еk  показує збільшення крутизни, а 0Еk  її 
)(zpT  )(zpT  )(zpT  
z  z  z  
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зменшення в порівнянні з кривою, що відповідає коефіцієнту ексцесу 
0Еk  (див.рис. 12.5). 
Існує точка зору, що коефіцієнт ек-
сцесу характеризує поведінку функції 
щільності розподілу в околі вершини у 
порівнянні з кривою гауссового розподі-
лу. У загальному випадку це твердження 
неправильне, але є багато розподілів, 
коли це так. 
►Приклад. Визначити значення серед-
нього вибіркового, вибіркової дисперсії, 
стандартного відхилення, вибіркового кое-
фіцієнта асиметрії та вибіркового ексцесу 
для реалізації вибірки обсягу 50:  
15,95   56,6   36,6   37,34   35,19   34,00   38,31   30,74   33,99   31,81 
34,51   26,7   48,2   25,22   18,52   27,40   28,64   21,97   20,27   23,06 
22,65   36,5   16,5   32,05   33,47   41,02   32,63   34,71   16,04   44,10 
22,27   54,8   37,9   43,21   21,73   24,15   29,81   12,95   49,87   23,76 
14,47   35,3   20,2   20,55   25,14   26,81   31,50   42,27   25,72   32,39 
Згідно з формулою (12.14) середнє вибіркове .32,311M  Відповідно 
до першого співвідношення (12.18) для заданої вибірки дістанемо таке 
значення вибіркової дисперсії: 338,1092 XD . Тоді відповідне вибі-
ркове стандартне відхилення 338,109XX D .46,10  
                                                                                                                 ◙  
Як відзначалося раніше теоретичний коефіцієнт кореляції двох 
випадкових величин X  і Y  визначається за формулою 
                                
YX
YX
XY
DD
mYmX )])([(
,                          (12.40) 
і характеризує міру тісноти та напрямку лінійного зв'язку між ви-
падковими величинами X  і Y . Його точковою оцінкою є емпіричний 
коефіцієнт кореляції 
Зупинимося тепер на питанні, яким чином по отриманій внаслі-
док спостережень над величинами X  і Y  вибірці і представленій 
множиною пар чисел },1,,{ njyx jj , де n  - обсяг реалізації вибі-
рки, побудувати емпіричний коефіцієнт кореляції. 
)(zpT  
z  0  
0Еk  
0Еk  
0Еk
 
Рисунок 12.5 – Закони 
розподілу для різних ко-
ефіцієнтів ексцесу. 
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Емпірічним коефіцієнтом кореляції називають залежну 
від результатів спостережень величину 
                                           )/(в YXXY SSS ,                                (12.41) 
де 
,
1
1
))((
1
1
11
n
j
YXjj
n
j
YjXjXY mmnyx
n
mymx
n
S  
n
j
n
j
XjXjX mnx
n
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n
S
1 1
2222
1
1
)(
1
1
, 
n
j
n
j
YjYjY mny
n
my
n
S
1 1
2222
1
1
)(
1
1
. 
Зауважимо, що, як і теоретичний коефіцієнт кореляції , так і 
емпіричний коефіцієнт кореляції в  задовольняє умову 11 в . 
Якщо 0в , то більшим значенням Y  відповідають загалом більші 
значення X , а у разі 0в  - навпаки. Тому в цих випадках говорять 
про додатну або від'ємну кореляцію. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Точкове оцінювання поля-
гає у виборі функції від резуль-
татів спостережень таким чи-
ном, щоб її значення можна бу-
ло прийняти за найкраще в да-
них умовах і в певному ймовір-
нісному розумінні наближення 
до певного параметра для оці-
нюваної випадкової об’єкта. 
2. Визначення найкращої 
оцінки невідомого параметра 
здійснюють за критеріями, що 
грунтуюються на числових 
ймовірнісних характеристики 
 Слід запам’ятати: 
1. Визначення понять: точко-
ва статистична оцінка, початкові 
та центральні емпіричні (вибір-
кові) моменти, емпіричний мо-
мент k-го порядку, середнє вибі-
ркове, зважене вибіркове, емпі-
рична медіана та центр розмаху, 
середній вибірковий квадрат, 
вибіркова дисперсія, вибіркове 
середнє квадратичне або стан-
дартне відхилення, виправлена 
вибіркова дисперсія, поправка 
Шеппарда, емпіричні коефіцієн-
ти асиметрії, кореляції та ексце-
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точкової статистичної оцінки 
(статистики). 
3. Емпіричні моменти є випа-
дковими об’єктами з певними 
законами розподілу ймовірності, 
оскільки  обчислюються за 
отриманими результатами спо-
стережень випадкової (дослі-
джуваної) величини. 
4. Середнє зважене на відмі-
ну від середнього вибіркового 
визначається за варіаційним 
рядом.  
5. Вибіркова медіана є більш 
ефективного з погляду витрат 
на її визначення, ніж вибіркове 
середнє. 
6. Дисперсія емпіричних ме-
діани та центру розмаху зале-
жить як від обсягу вибірки, так і 
законів розподілу оцінок. Вод-
ночас дисперсія вибіркового се-
реднього визначається тільки 
обсягом вибірки. 
7. Суть поправки Шеппарда.  
су. 
2. Емпіричні моменти є стати-
стичними оцінками теоретичних 
моментів. 
3. Для частотного варіаційно-
го ряду значення середнього ви-
біркового та зваженого серед-
нього збігаються. 
4. Оцінкою положення випад-
кової величини разом із серед-
нім вибірковим є емпірична ме-
діана та центр розмаху. 
5. На відміну від емпіричних 
середнього та медіани вибірко-
вий центр розмаху має більшу 
чутливість до розкиду результа-
тів спостереження. 
6. Під час визначення вибір-
ковї дисперсії за інтервальним 
рядом крім поправки на зсув че-
рез обмежений обсяг вибірки по-
трібно враховувати поправку 
Шеппарда.  
          Треба вміти: 
1. Визначати поняття: точкова статистична оцінка, початкові та 
центральні емпіричні (вибіркові) моменти, емпіричний момент k-го 
порядку, середнє вибіркове (емпіричне математичне очікування), 
зважене вибіркове, емпірична медіана та центр розмаху, середній 
вибірковий квадрат, вибіркова дисперсія, вибіркове середнє квадра-
тичне або стандартне відхилення, виправлена вибіркова дисперсія, 
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поправка Шеппарда, емпіричні коефіцієнти асиметрії, кореляції та 
ексцесу. 
2. За результатами спостережень (дослідів) визначати точкові 
оцінки теоретичних моментів першого та другого порядків, а також 
оцінки асиметрії та крутизни законів розподілу ймовірності, ступеня 
кореляції між випадковими об’єктами. 
3. Пояснити суть поправки Шеппарда. 
 
 
12.3.2  Властивості точкових оцінок 
Для вибору найкращої в певному розумінні точкової оцінки 
потрібно знати їх основні властивості. Зупинимося на деяких із них. 
Незсунені оцінки. 
Вибіркова точкова оцінка T  параметра  називається 
незміщеною (більш точно - незміщеною в середньому), 
якщо математичне очікування оцінки дорівнює значен-
ню параметра: 
                                       .),(][ dzzzpM TT                              (12.42) 
У разі, якщо співвідношення (12.42) не справджується, то оцін-
ку T  називають зсуненою, а різницю ][ TМ  - зсувом оцінки. 
Іноді кажуть, що незміщена оцінка дає змогу визначити пара-
метр  без систематичної похибки.  
Вибіркова точкова оцінка T  параметра  називається 
асимптотично незміщеною, якщо для кожного n  
                                               .][lim T
n
M                                        (12.43) 
►Приклад. Показати, що незміщеною оцінкою для математично-
го очікування XmXM ][1  є середнє арифметичне від результатів 
спостережень над випадковою величиною X : 
n
j
jj XaM
1
1 ,    де    
n
j
ja
1
1.                              (12.44) 
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Дійсно, згідно з (12.44) та відповідно до того, що середньостатисти-
чне суми дорівнює сумі середньостатистичних значень її складових, ді-
станемо: 
n
j
Xjj mXMaMM
1
1 ][][ . Оскільки у цьому разі парамет-
ром  є , то умова (12.42) справджується.  
Математичне очікування XmXM ][1  є теоретичним початко-
вим моментом першого порядку, а  - емпіричним моментом того са-
мого порядку.  
                                                                                                                ◙ 
 
Результати цього прикладу є наслідком більш загального ви-
сновку:  
емпіричний момент k  - го порядку є незміщеною точко-
вою оцінкою теоретичного початкового моменту того 
самого порядку. 
►Приклад. Показати, що емпіричний початковий момент другого 
порядку 2M  є зсуненою оцінкою дисперсії випадкової величини X . 
Згідно з (12.37) вибірковий центральний момент 
2
122 MM . 
З урахуванням (12.29) визначимо математичне очікування емпірич-
ного початкового моменту другого порядку: 
    
n
j
jXM
n
MM
1
2
2 ][
1
][
n
j
XX jj
mD
n 1
2 ])([
1 2
XX mD .   (12.45) 
Середньостатистичне від квадрата емпіричного початкового момен-
ту першого порядку (див. (12.14)) 
2
1
2
1
2
1 ][])[(
11
][
n
j
jj
n
j
j XMXMX
n
MX
n
MMM  
    
.])[(
1
}])[(])[(
][
2
])[])([({
1
2
1
2
1 1
2
XMD
n
XMXMXM
n
XM
XMXXMXM
n
X
n
j
jj
n
j
n
k
kkjj
(12.46) 
З урахуванням (12.45) та (12.46) дістанемо: 
Xm
1M
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                     XXXXX D
n
n
mD
n
mDM
11
][ 222 .               (12.47) 
Відповідно до (12.41) потрібно щоб XDM 22 ][ . Отже, 2  - є 
зсуненою оцінкою дисперсії величини X .  
Можна показати, що  
незміщеною точковою оцінкою дисперсії XD  є виправлена 
вибіркова дисперсія (див. (12.32)). 
Спрямувавши в (12.47) n , дістанемо: 
.
1
lim][lim 2 XX
nn
DD
n
n
M  
Тоді, згідно з (12.43) маємо, що  
центральний емпіричний момент другого порядку (вибіркова 
дисперсія) є асимптотично незміщеною оцінкою дисперсії XD . 
Узагальненням наведених висновків є такий: 
центральний емпіричний момент k  - го порядку, на відміну від 
початкового, є зсуненою, але асимптотично незміщеною точко-
вою оцінкою теоретичного центрального моменту того самого 
порядку. 
                                                                                                                ◙ 
Зрозуміло, що краще застосовувати незсунені чи хоча б асим-
птотично незсунені оцінки ( в останньому випадку для вибірок яко-
мога більшого обсягу).  
Слушні або грунтовні оцінки. Важливою з практичного по-
гляду є поведінка точкової статистики у разі нескінченного зростан-
ня обсягу вибірки. Таку поведінку у певному розумінні відображає 
така властивість точкової оцінки, як слушність або 
грунтовність.  
Точкова статистична оцінка T  називається слушною 
(грунтовною) у разі, якщо для будь-якого як завгодно 
малого 0  ймовірність того, що абсолютне значення 
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відхилення T  від  менше ніж , прямує до одиниці у 
разі зростання обсягу вибірки до нескінченності: 
                              .1}{lim T
n
P                            (12.48) 
Іншими словами вибіркова оцінка T  параметра  є слушною, 
якщо для як завгодно малої величини 0  вона збігається за 
ймовірностю до . 
У теорії статистики доводиться: для того, щоб точкова оцінка 
T  параметра  була грунтовною, достатньо, щоб вона була 
незміщеною або асимптотично незміщеною і за нескінченного зро-
стання обсягу вибірки її дисперсія прямувала до нуля: 
                                            0][lim T
n
D .                                   (12.49) 
Дійсно, як випливає з нерівності Чебишева:  
                              ][
1
1}][{
2 TTT
DMP .                   (12.50) 
Останній вираз при n  з урахуванням сформульованих 
умов (див. (12.42), (12.43) та (12.49)) доводить справедливість на-
веденого вище висновку. 
►Приклад. З’ясувати, за яких умов вибіркове середнє 1M  є слуш-
ною оцінкою теоретичного початкового моменту першого порядку ви-
падкової величини X . 
Раніше ми дійшли висновку, що вибіркове середнє є незміщеною 
точковою оцінкою випадкової величини X . Тоді достатньо впевнитися 
в тому, що для розглядуваної оцінки справджується (12.49). 
Відповідно до (12.21) дисперсія 
                                              ./][ 1 nDMD X                                       (12.51) 
З (12.51) випливає, що при n  дисперсія .0][ 1MD  Умова 
(12.49) справджується.  
Отже, середнє вибіркове 1M  є слушною оцінкою тоді і лише тоді, 
коли вибіркові значення при n  будуть некорельованими.  
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Ясно, що для випадку незалежних спостережень ця оцінка завжди 
грунтовна. 
Справедливим є і більш загальний висновок  
емпіричний початковий і центральний моменти k  –го порядку 
для незалежних чи некорельованих спостережень є грунтовною 
оцінкою відповідно початкового та центрального моменту того 
самого порядку випадкової величини X . 
                                                                                                        ◙ 
►Приклад Нехай X  - випадкова величина, що має розподіл Бер-
нуллі з невідомим параметром  є [0, 1], а },...,,{ 21 пXXX  – випадкова 
вибірка обсягу n , кожен елемент якої має той самий розподіл, що й 
X . Визначити, чи є статистика 
n
j
jT X
n 1
1
незміщеною і слушною 
точковою оцінкою параметра  у разі, якщо елементи вибірки є неза-
лежними. 
Для того, щоб точкова оцінка була незміщеною, потрібно, щоб вона 
задовольняла або умову (12.42), або (12.43).  
Математичне очікування оцінки 
n
XM
XM
n
XM
n
X
n
MM
n
j
j
n
j
j
n
j
jT
][
][
1
][
1
]
1
[][
111
. 
Оскільки для розподілу Бернуллі nXM ][ , з урахуванням остан-
нього співвідношення ./][ nnM T  Таким чином, зазначена оцінка 
є незміщеною. 
Можна показати, що дисперсія розглядуваної оцінки 
.
)1()1(
][
2 nn
n
D T  
Тому 0][lim T
n
D . Отже, зазначена незміщена оцінка задоволь-
няє умову (12.49) і є слушною. 
                                                                                                      ◙ 
►Приклад Нехай X  - випадкова величина має гауссівський роз-
поділ з параметром р, що є математичним очікуванням величини X , а 
},...,,{ 21 пXXX  – вибірка обсягу n , кожний елемент якої має той 
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самий розподіл, що і X . Визначити, чи є статистика 
n
j
jT X
n 1
1
 
слушною точковою оцінкою параметра р гауссівського розподілу у разі, 
якщо елементи вибірки є незалежними. 
Раніше зазначалось, що така точкова оцінка є незміщеною. 
Дисперсія  
                
.
][][
][
1
][
1
]
1
[][
2
1
2
1
2
1
n
XD
n
XnD
XD
n
XD
n
X
n
DD
n
j
j
n
j
j
n
j
jT
   (12.52) 
У разі, якщо n  границя 0][lim T
n
D .  
Отже, статистика 
n
j
jT X
n 1
1
 є слушною оцінкою параметра p га-
уссівського розподілу. 
                                                                                                     ◙ 
Ефективні оцінки. Якщо є декілька незсунених точкових ста-
тистичних оцінок, то потрібно брати таку з них, яка має найменшу 
дисперсію. 
Очевидно, що грунтовні оцінки є гарними в тому розумінні, що 
дають змогу забезпечувати будь-яку точність оцінювання невідомо-
го параметра, якщо тільки є можливість проведення як завгодно 
великої кількості дослідів. Але властивість грунтовності точкових 
оцінок не дає змоги порівнювати їх (для вибору найкращої) для за-
даного скінченного обсягу вибірки. Однак виявляється, що для 
множини функцій розподілу }),,(),,({ zzF , які дос-
татньо регулярно залежать від параметра , можна вказати нижню 
межу дисперсій усіх можливих незсунених оцінок цього параметра 
при заданому обсязі вибірки. Для деяких розподілів існує незміще-
на оцінка параметра, дисперсія якої дорівнює згаданій вище міні-
мально можливій дисперсії. У будь-якому випадку, навіть якщо не-
зміщена оцінка з мінімальною дисперсією не існує, судити про те, 
наскільки гарною є та чи інша незміщена оцінка при заданому об-
сязі вибірки, можна, порівнюючи її дисперсію з нижньою межею 
дисперсій незсунених оцінок. 
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Незміщена вибіркова оцінка ЕT , яка має найменшу дис-
персію серед усіх можливих незсунених точкових оці-
нок  параметра , розрахованих за n  членами вибір-
ки, називається ефективною оцінкою: 
                                 ]}[[min{][
Е
TT DD
T
.                         (12.53) 
 Отже, ефективна оцінка, з усіх можливих незсунених 
оцінок параметра  (для одного того самого обсягу ви-
бірки), має найменшу дисперсію.  
Потрібно пам’ятати, що ефективна оцінка існує не завжди, 
тобто не за будь-якого розподілу вибірки. 
Точкова статистична незміщена оцінка  параметра  
називається асимптотично ефективною у разі, якщо 
дисперсії оцінок ЕT  і  задовольняють таку умову: 
                                      1
][
][
lim
Е
T
T
D
D
n
.                                (12.54) 
Для незалежних спостережень дисперсія ефективної оцінки 
визначається виразом 
                                              
)(
1
][
1
Е
nI
D T ,                                 (12.55) 
де 
2
1
),(ln
)(
zp
MI  - кількість інформації на одне спостере-
ження.  
Можна показати, що 
 - для неперервних випадкових величин 
                            dzzp
zp
I ),(
),(ln
)(
2
1 ;                   (12.56) 
 - для дискретних величин 
 
T
T
T
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I .                 (12.57) 
У неперервному випадку ),(zp  - щільність розподілу 
ймовірності, а в дискретному ),( jzP  - розподіл ймовірності. 
Функцію )()( 1nII  Р.А.Фішер (1922-1925 р.р.) назвав 
інформацією, що знаходиться у вибірці обсягу n .  
Зазначимо, що для n  незалежних рядів спостережень повна 
інформація в них визначається сумою 
                            )(...)()()( )()2()1( nn IIII .                  (12.58) 
►Приклад Нехай X  - випадкова величина має гауссівський роз-
поділ з параметром р, що є математичним очікуванням величини X , а 
},...,,{ 21 пXXX  – вибірка обсягу n , кожен елемент якої має той са-
мий розподіл, що й X . Визначити, чи є статистика 
n
j
jT X
n 1
1
 ефе-
ктивною точковою оцінкою параметра  гауссівського розподілу у разі, 
якщо елементи вибірки є незалежними. 
Згідно з (12.56)  
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де ][2 XD  - дисперсія величини з гауссівським розподілом. 
З іншого боку відповідно до (12.52) дисперсія використовуваної 
оцінки  
.
)(
1
)/1(
1][
][
1
2
2
nInnn
XD
D T  
Порівнюючи це співвідношення з (12.55), робимо висновок, що 
середнє вибіркове 1M  (див. 12.14) є ефективною оцінкою пара-
метра , якщо розподіл X  - нормальний. 
                                                                                                           ◙ 
►Приклад. Оцінити три конкуруючі оцінки cT
b
T
a
T ,, , закони 
розподілу яких показані на рис. 12.6. 
Перші дві оцінки мають перевагу 
перед cT  у тому розумінні, що їхнє 
математичне очікування дорівнює , 
тобто вони є незсуненими оцінками.  
Оцінка aT  краще за оцінку 
b
T  у 
тому розумінні, що в малому околі 
параметра  відхилення оцінки aT  
менше, ніж у оцінки bT .  
Отже, оцінка aT  буде частіше на-
бувати значення із цього околу, ніж 
b
T .  
Водночас, у разі збільшення аргументу розподілів до нескінченності 
більші відхилення від  будуть спостерігатися частіше знову ж таки для 
а . 
Серед трьох оцінок cT
b
T
a
T ,,  найменшу дисперсію має оцінка 
c
T , 
тобто є найкращою оцінкою в цьому розумінні, але cT  є зсуненою 
оцінкою, тому що ][ cTM .  
Крім того, оцінка cT  не є слушною, тому що при n  найбільш 
ймовірне значення відхилення буде ][ bTM . 
)(zpT  
z
 
0  
Рисунок 12.6 – Закони розподілу   
різних точкових оцінок. 
с 
б 
а 
 
][ cTM
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Незсуненість та ефективність не можна розглядати незалежно, 
оскільки зсунена оцінка з малим значенням дисперсії може виявитися 
доцільнішою, ніж незміщена оцінка з великою дисперсією. 
                                                                                                           ◙ 
Достатні оцінки. У (12.58) для регулярних розподілів було 
введено функцію )(nI  - кількість інформації, що міститься у 
вибірці },...,,{ 21 пXXX  про параметр . Виникає питання, чи пов-
ною мірою використовують  цю інформацію відповідні оцінки цього 
параметра? Відповідь на це запитання можна дати, використовую-
чи умовний розподіл вибірки відносно відповідної оцінки. 
Нехай },...,,{ 21 пXXX  - вибірка, що використовується для оці-
нювання невідомого параметра , а },...,,{ 21 пzzz  - реалізація цієї 
вибірки. 
Точкова статистика ),...,,( 21 пT XXX  називається до-
статньою для параметра , якщо умовний розподіл 
вибірки },...,,{ 21 пXXX , за умови, що ),...,,( 21 пT XXX
= ),...,,( 21 пT zzz , не залежить від . 
Відповідно до цього означення статистика ),...,,( 21 пT zzz  не 
дає нічого нового для оцінювання параметра  в порівнянні з тим, 
що отримується для статистики ),...,,( 21 пT XXX . Інакше кажучи, 
розподіл достатньої статистики ),...,,( 21 пT XXX  (якщо вона іс-
нує) містить таку саму інформацію про параметр , що й розпо-
діл самої вибірки. Фактично, це означає, якщо ),...,,( 21 пT XXX  є 
достатньою оцінкою параметра , то не існує іншої оцінки цього па-
раметра, що дала б додаткову інформацію про цей параметр. 
Зрозуміло, що будь-яка достатня для параметра  статистика 
),...,,( 21 пT XXX  не має бути обов’язково незміщеною, слушною 
та ефективною оцінкою цього параметра.  
Встановлено, що незсунену, слушну та ефективну оцінку 
),...,,( 21 пT XXX  можна отримати у вигляді відповідної функції 
від достатньої статистики: )],...,,([ 21 пTT XXXg . У більшості 
випадків функцію ][g  можна вибрати так, щоб незміщена, слушна 
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та ефективна оцінка )],...,,([ 21 пTT XXXg  також була достат-
ньою статистикою.  
Загалом, будь-яка взаємно-однозначна функція від достат-
ньої статистики також є достатньою статистикою. Тобто для одного 
того самого параметра можуть існувати різні достатні статистики. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. З практичного погляду 
краще застосовувати незсунені 
чи хоча б асимптотично незсу-
нені оцінки. 
2. Для того, щоб точкова оці-
нка певного параметра була 
ґрунтовною, достатньо, щоб во-
на була незміщеною або асимп-
тотично незміщеною, а її диспе-
рсія прямувала до нуля у разі 
збільшення обсягу вибірки до 
нескінченності. 
3. У разі обмеженого обсягу 
вибірки серед незсунених кра-
щою вважається оцінка, що є 
ефективною. 
4. Розподіл достатньої ста-
тистики надає таку саму інфор-
мацію про певний параметр, що 
і закон розподілу вибірки. 
5. Достатня для певного па-
раметра оцінка не має бути 
обов’язково незміщеною, слуш-
ною та ефективною. 
 Слід запам’ятати: 
1. Визначення понять: незмі-
щена та асимптотично незміще-
на, слушна або грунтовна оцінка, 
ефективна та асимптотично 
ефективна, достатня оцінки.  
2. Емпіричний початковий 
момент k  - го порядку є незмі-
щеною точковою оцінкою теоре-
тичного початкового моменту 
того самого порядку. 
3. Центральний емпіричний  
момент k  - го порядкує зсуне-
ною, але асимптотично незміще-
ною  точковою оцінкою теорети-
чного центрального моменту то-
го самого порядку. 
5. Емпіричні початковий і 
центральний моменти k  –го по-
рядку для незалежних чи неко-
рельованих спостережень є гру-
нтовною оцінкою відповідно по-
чаткового та центрального мо-
менту того самого порядку. 
      
559 
Глава 12  Математична статистика 
 
     Треба вміти: 
1. Визначати поняття: незміщена та асимптотично незміщена, 
слушна або грунтовна, ефективна та асимптотично ефективна, дос-
татня оцінки.  
2. За результатами досліджень визначати чи є оцінки незсуне-
ними та асимптотично незсуненими, слушними або грунтовними, 
ефективними та асимптотично ефективними, достатніми. 
 
 
12.4 Інтервальне оцінювання параметрів                         
      випадкових величин 
12.4.1 Надійний інтервал та його побудова 
Надійний інтервал. У результаті стохастичного експерименту 
ми отримуємо лише певну реалізацію точкової оцінки T  параметра 
 як деяке число, яке береться за наближене значення параметра 
. Оскільки таке число лише наближено характеризує оцінюваний 
параметр, то, подаючи кінцевий результат оцінювання, крім цього 
числа, обов'язково слід вказувати й показники точності оцінювання. 
Принаймні потрібно вказати величину зсуву та дисперсію; 
використовуваної оцінки. Але у багатьох випадках ці показники 
самі залежать від оцінюваного (невідомого) параметра. 
Досконалішим за точністю отримуваних оцінок є метод 
інтервального оцінювання параметрів, запропонований Є. Ней-
маном у 1935 році. 
Суть інтервального оцінювання полягає в побудові числового 
інтервалу, щодо якого заздалегідь із призначеною ймовірністю мож-
на стверджувати, що усередині цього інтервалу перебуває істинне 
значення оцінюваного параметра. 
Процедура отримання интервальної оцінки передбачає 
 формулювання певного ймовірнісного твердження щодо 
оцінюваного параметра генеральної сукупності; 
560 
12.4.1 Надійний інтервал та його побудова 
 
 перетворення аргументу у такий спосіб, щоб значення 
оцінюваного параметра генеральної сукупності належало 
інтервалу, обмеженому емпіричними величинами, які 
можна обчислити за вибіркою. 
Надійним інтервалом для невідомого параметра  
називається такий випадковий інтервал ],[
)2()1( , де 
)2()1(
,  - певні статистики, що не залежать від , який 
накриває істинне значення параметра  із заданою 
ймовірністю 
                              1}{ )2()1(P .                    (12.59) 
Таким чином, у разі інтервального оцінювання, оцінюваний 
параметр  вважається невипадковим, в той час як )1(  та )2(  - 
межі надійного інтервалу, є випадковими величинами, а точніше 
функціями результатів спостережень }...,,{ 1 nXX .  
Величина 1  називається надійною ймовірністю, зна-
чення якої вибирається близьким до одиниці. В практичних застосу-
ваннях найчастіше зустрічається 95,01 . 
Остаточним результатом інтервального оцінювання є лише 
реалізація надійного інтервалу. 
Надійні інтервали не завжди можна побудувати. Ми розгляне-
мо один із можливих способів їх побудови, вказуючи одночасно 
умови, за яких таку побудову можна здійснити. Зазначимо, що дуже 
часто надійний інтервал називають довірчим інтервалом, а надійну 
ймовірність – довірчою ймовірністю. 
Побудова надійного інтервалу. Нехай T — точкова стати-
стична оцінка невідомого параметра . Окрім того, будемо вважа-
ти, що існує така функція (статистика) ),( Tg  від T  і , залежність 
якої від  є строго монотонною та неперервною. Відомим є і 
розподіл функції ),( Tg , зокрема, він не залежить від  чи інших 
невідомих параметрів.  
Тоді, задавши деяке 1  з інтервалу [0, 1], можна ви-
значити два числа )1(k  та )2(k  таких, що 
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1}),({ )2()1( kgkP T  (зрозуміло, що ці числа доцільно 
вибирати так, щоб інтервал [ )1(k , )2(k ] був якомога меншим). 
Оскільки ),( Tg  залежить від  строго монотонно та непере-
рвно, то нерівність )1(k ),( Tg  
)2(k  можна розв'язати відносно θ і 
записати в еквівалентному виді: )2()1( иии , де статистики )1(  та  
)2(  залежать від )1(k  та )2(k  Тепер }),({ )2()1( kgkP T
}{
)2()1(
TTP  і ],[
)2()1(
 – надійний . 
Очевидно, що числа )1(k  і )2(k  можна вибрати різними спосо-
бами. Для того щоб зробити їх вибір однозначним, надалі вимага-
тимемо певної симетрії інтервалу ],[ )2()1( kk  в тому розумінні, що 
         }),({ )1(kgP T }),({
)2(kgP T 2/2/)1( .      (12.60) 
Зауважимо, що вимога симетрії інтервалу є зовсім не 
обов'язковою і може ставитись або ні, залежно від конкретної 
задачі.  
Вважається, що за таких умов число )1(k  - квантиль розподілу 
статистики ),( ииTg  за рівнем 2/2/)1( , а 
)2(k  - квантиль 
розподілу цієї самої статистики ),( ииTg  за рівнем 2/)1(1
)2/(12/)1(  і 
                           1}),({ )2()1( kgkP T .                    (12.61) 
Зрозуміло, що надійний інтервал ],[ )2()1(  залежить також від 
вибору функції статистики ),( Tg . Зазвичай, для заданого значен-
ня надійної ймовірності 1 , намагаються побудувати надійний 
інтервал якомога меншої довжини )1()2(  (чим коротший 
надійний інтервал для заданого 1 , тим вищою є точність 
оцінювання). У цьому аспекті, очевидно, доцільно використовувати 
гарні (незсунені, слушні, ефективні чи асимптотично ефективні) 
оцінки T . У класі незсунених та асимптотично нормальних оцінок 
використання оцінки T  з найменшою дисперсією дає змогу побудо-
вати найкоротший надійний інтервал. 
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Зменшити надійний інтервал можна також, задаючи меншу 
довірчу (надійну) ймовірність 1 . Але у цьому разі, звичайно, 
зростає ймовірність того, що отриманий у результаті оцінювання 
надійний інтервал не буде включати істинного значення 
оцінюваного параметра. 
Найбільш просто надійні інтервали можна визначити для ма-
тематичного очікування і стандартного відхилення у випадках, ко-
ли генеральна сукупність має нормальний розподіл. 
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Суть інтервального оціню-
вання полягає в побудові чис-
лового інтервалу, щодо якого 
заздалегідь із призначеною 
ймовірністю можна стверджува-
ти, що усередині цього інтерва-
лу перебуває істинне значення 
оцінюваного параметра. 
2. Зменшення надійного ін-
тервалу за рахунок зменшення  
надійної ймовірністі може при-
вести до того, що отриманий у 
результаті оцінювання надійний 
інтервал не буде включати 
істинного значення   
оцінюваного параметра. 
 Слід запам’ятати: 
1. Визначення понять: надій-
ний (довірчий) інтервал і надійна 
(довірча) ймовірність, квантиль 
розподілу статистики за певним 
рівнем. 
2. Чим коротший надійний 
інтервал для заданого 1 , 
тим вищою є точність 
оцінювання.  
3. Для побудови найкоротшо-
го надійного інтервалу доцільно 
використовувати незсунені, 
слушні, ефективні чи асимпто-
тично ефективні з найменшою 
дисперсією оцінки невідомого 
параметра. 
          Треба вміти: 
1. Визначати поняття: надійні (довірчі) інтервал і ймовірність, 
квантиль розподілу статистики за певним рівнем.  
2. Пояснити суть інтервального оцінювання. 
3. Сформулювати умови для побудови найкоротшого надійного 
інтервалу. 
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12.4.2  Надійний інтервал для математичного      
очікування 
Визначимо інтервальну оцінку для невідомого математичного 
очікування Xm  випадкової величини X , розподіленої за нормальним 
законом за відомими оцінками середнього вибіркового 1M  (див. 
(12.14)) і виправленої вибіркової дисперсії 22
~~
X  (див. (12.32)) для 
вибірки }...,,,{ 21 пXXX  обсягу n . Будемо вважати також, що неві-
домою є дисперсія генеральної сукупності. 
Оскільки склад вибірки є випадковим, то середнє вибіркове 1M  
буде змінюватися від однієї реалізації вибірки до іншої, взятої з тієї 
самої генеральної сукупності, що має такий самий обсяг. Отже, 
вибіркове середнє можна розглядати як випадкову величину з пев-
ним законом розподілу та математичним очікуванням і дисперсією. 
Оскільки вибіркове середнє є зваженою сумою елементів 
вибірки (див. 12.14), то для нормально розподіленої випадкової ве-
личини X  з математичним очікуванням Xm  і дисперсією 
2
XXD  
середньостатистичне вибіркове також підпорядковується нормаль-
ному закону розподілу, для якого математичне очікування 
XmMM ][ 1 , а дисперсія nnDMD XX //][
2
1  (див. (12.51). 
Нормоване відхилення  
                                  )//()( 1 nmMU XX                              (12.62) 
також задовольняє нормальний розподіл, але з нульовим матема-
тичним очікуванням та дисперсією, значення якої дорівнює одиниці. 
У разі, якщо дисперсія генеральної сукупності невідома, що 
відповідає більшості практичних випадків, використовуюють стан-
дартизовану змінну виду 
                                    )./~/()( 1 nmMt XX                             (12.63) 
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Закон розподілу такої стандартизованої змінної називають t  – 
розподілом або розподілом Стьюдента. Функція, що описує цей 
розподіл, є табульованою, а тому її значення, зазвичай, подають у 
відповідних таблицях (див. табл. Д2). 
 
Випадкова величина X  має розподіл Стьюдента з l  
ступенями свободи, якщо вона може бути представлена 
у вигляді VlYX / , де Y  - випадкова величина з нор-
мованим нормальним законом розподілу (нормальний 
розподіл з нульовим математичним очікуванням і оди-
ничною дисперсією), а випадкова величина V  має 2 -
розподіл з l  ступенями свободи, величини Y  і V  - ста-
тистично незалежні.  
 
Розподіл змінної t  не залежить від математичного очікування 
Xm  випадкової величини X  і від її дисперсії 
2
XXD , а 
визначається лише числом степенів свободи 1nl , пов’язаних із 
виправленою вибірковою дисперсією 22
~~
X . Функція )(tp  
розподілу Стьюдента є парною, тобто )()( tptp . 
Розглянемо статистику, яка містить оцінюваний параметр, тоб-
то математичне очікування Xm , точкові статистики 1M  та 
2
2
~~
X  і 
не залежить від невідомої дисперсії генеральної вибірки:  
                           ),( Tg .
~/)( 1 XX nmMt                         (12.64) 
Зажадаємо, щоб стандартизовані відхилення XX nmXt
~/)(  
не перевищували деякого фіксованого значення грt  з імовірністю 
1 , тобто справджувалась така умова: 
1}~/){ гр1 tnmMP XX  
або 
                     1}]~/)[({ гр1гр tnmMtP XX .               (12.65) 
Порівнявши (12.65) і (12.61), дійдемо висновку, що число мінус 
грt
)1(k - квантиль розподілу статистики ),( Tgt  за рівнем 
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2/2/)1( , а грt
)2(k  - квантиль розподілу цієї самої статистики 
(12.64) за рівнем 2/)1(1 )2/(12/)1( .  
Тоді 2/
)1(
гр tkt , а 
)2(
гр kt )2/(1t . З урахуванням 
цього тепер співвідношення (12.65) можна записати у такому вигля-
ді: 
                      1}]~/)[({ /2)(-11/2 tnmMtP XX .          (12.66) 
Оскільки щільність розподілу Стьюдента симетрична відносно 
0t , то згідно з (12.60) 2/}{}{ /2)(-1/2 ttPttP  (див. рис. 
12.7). 
Задавши надійну ймовірність 1 , можна за таблицями 
знайти квантилі 2/t  і )2/(1t . Наприклад, для надійної ймовірності 
95,0  квантиль 96,1)2/(1t , а для 
99,0 - 576,2)2/(1t . 
Тоді інтервал ],[ )2/1(2/ tt  є на-
дійним інтервалом стандартизованого ві-
дхилення t . 
Урахувавши симетрію розподілу 
Стьюдента, дістанемо 
         2/t )2/(1t .           (12.67) 
Тоді з урахуванням (12.66) можемо записати 
.
~~
~
)2/(1
1
)2/(1
1
)2/(1
1
)2/(1
n
t
Mm
n
t
MP
tn
mM
tP
X
X
X
X
X
 
Звідси  
                            
n
t
M
n
t
M
XX
~
,
~
)2/(1
1
)2/(1
1                      (12.68) 
 - надійний інтервал для невідомого математичного очікування Xm  
випадкової величини X , розподіленої за нормальним законом, за 
   p(t) 
Рисунок 12.7 – До вибору 
надійного інтервалу для 
розподілу Стьюдента. 
   0    t    tα/2    t(1-α/2 
площа α/2 площа α/2 
площа 1-α 
566 
12.4.2 Надійний інтервал для математичного очікування 
 
відомих оцінок середнього вибіркового 1M  і виправленої вибіркової 
дисперсії 22
~~
X  для вибірки }...,,,{ 21 пXXX  обсягу n .  
Довжина  
                                       nt X /
~2 )2/(1д                                (12.69) 
цього інтервалу є невипадковою. Це дає змогу за потреби забез-
печити точність оцінювання (задану довжину надійного інтервалу) 
шляхом вибору необхідного обсягу вибірки  
                                       2д
2
)2/(1
2 )/(~4 Xtn .                              (12.70) 
►Приклад. Визначити для 99,0  і 576,2)2/(1t  надійний ін-
тервал для оцінки кута цілі на площині за простою вибіркою з дев’яти 
вимірювань (див. табл. 12.5), отриманих різними, але однакової точ-
ност, методами (середньоквадратичне відхилення 1~ X ). 
Таблиця 12.5 
Номер  
експерименту )( j  1 2 3 4 5 6 7 8 9 
Результати 
вимірювань jx  +3 +1 -2 +4 +2 +4 -2 +5 +3 
Згідно з (12.14) середнє вибіркове для заданої вибірки 
.2)352424213(
9
1
9
1 9
1
1
j
jxM  
Оскільки середнє вибіркове є незсуненою точковою оцінкою, 
.21MmX  
Надійний інтервал (див. (12.69)) 
.72,19/58,22/~2 )2/(1д nt X  
Таким чином, в середньому результати вимірювання потраплять до 
інтервалу ]86,02[  з ймовірністю 0 99, . 
                                                                                                       ◙ 
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Надійний інтервал для Xm  за відомої дисперсії ][XD  
генеральної сукупності можна отримати на основі стандартизовано-
го відхилення (12.62) з нормальним законом розподілу. У цьому разі  
                  
n
U
Mm
n
U
M
X
X
X )2/(1
1
)2/(1
1 .                (12.71) 
Довжина такого інтервалу 
                                    nU X /2 )2/(1д .                              (12.72) 
Забезпечити задану довжину надійного інтервалу (12.72) мо-
жна вибором потрібного обсягу вибірки  
                                        2д
2
)2/(1
2 )/(4 XUn .                             (12.73) 
Для заданої надійної ймовірності 1  значення )2/1(U  
наводяться в таблицях інтегральної функції розподілу нормалізова-
ного розподілу. Вибір надійної ймовірності 1  не є, як правило, 
математичним завданням, а визначається конкретним розв'язуваним 
завданням. 
►Приклад. Нехай імовірність безвідмовної роботи вимірювальних 
приладів становить 0,99 за 100 годин, тобто ймовірність виходу з ладу 
за зазначений час дорівнює 01,0 . Визначити, малою або великою є 
така ймовірність? 
Якщо йдеться, наприклад, про побутові термометри, то із цим можна 
миритися, зважаючи на те, що вихід з ладу одного відсотка приладів 
принесе менший збиток, чим перебудова технологічного процесу.  
Якщо ж розглядати певний елемент вимірювального комплексу, на-
приклад, пасажирського літака, то задана величина  буде неприпусти-
мою тому, що вихід з ладу вимірювальної апаратури навіть на одному із 
ста літаків може спричинити серйозні наслідки. 
                                                                                                                ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Зміною обсягу вибірки за 
заданого надійного інтервалу 
 Слід запам’ятати: 
1. Визначення понять: розпо-
568 
12.4.2 Надійний інтервал для математичного очікування 
 
можна забезпечити потрібну 
точність оцінювання невідомого 
параметра.  
 Треба вміти: 
1. Визначати поняття: роз-
поділ Стьюдента і інтегральна 
функція нормального розподі-
лу.  
2. За заданою надійною 
ймовірністю та обсягом вибірки 
визначати надійний інтервал 
для математичного очікування 
випадкової величини, розподі-
леної за нормальним законом. 
3. За надійним інтервалом 
визначати обсяг вибірки, що 
забезпечить потрібну точність 
оцінювання математичного очі-
кування. 
діл Стьюдента і інтегральна фу-
нкція нормального розподілу.  
2. Визначення надійного інте-
рвалу для математичного очіку-
вання випадкової величини, роз-
поділеної за нормальним зако-
ном, ґрунтується на розподілі 
Стьюдента у разі, якщо не зада-
но дисперсію величини, і на інте-
гральній функції нормального 
розподілу – якщо дисперсія є за-
даною. 
3. Формули визначення дов-
жини надійного інтервалу для 
математичного очікування у разі 
застосування: 
- розподілу Стьюдента  
nt X /
~2 )2/(1д ; 
- інтегральної функції нор-
мального розподілу 
nU X /2 )2/(1д . 
          
 
12.4.3  Інтервальне оцінювання дисперсії 
та коефіцієнта кореляції 
Інтервальне оцінювання дисперсії. Як зазначалося раніше, 
виправлена вибіркова дисперсія 2~ X  (див. (12.32)) є незсуненою оці-
нкою дисперсії 2X  генеральної сукупності випадкової величини X . 
Для вибірки }...,,,{ 21 пXXX  обсягу n , виправлена вибіркова дис-
персія 2~ X  є випадковою величиною.  
Під час аналізу розподілу вибіркової дисперсії 2X  (див. (12.31)) 
можна розглядати два випадки:  
●математичне очікування Xm  випадкової величини X  є 
заданим; 
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●математичне очікування Xm  випадкової величини X  не є 
заданим. 
У разі, якщо значення Xm  випадкової величини X  є заданим, 
оцінкою дисперсії 2X  генеральної сукупності є величина, що визна-
чається за такою формулою: 
                                       
n
i
XiX mX
n 1
22 )][(
1
.                           (12.74) 
Помноживши ліву та праву частини співвідношення (12.74) на 
2
/ Xn , дістанемо 
                 
n
i
i
n
i
XXiXX UmXn
1
2
1
222 ]/)[(/

.            (12.75) 
Якщо випадкова величина X  має нормальний розподіл з відо-
мим математичним очікуванням Xm  та дисперсією 
2
X  і заданою ви-
біркою }...,,,{ 21 пXXX  обсягу n , то значення XXii mXU /)(  
також є незалежними, а випадкова величина U  має нормальний 
розподіл з нульовим математичним очікуванням і одиничною 
дисперсією.  
У математичній статистиці доводиться, що випадкова величи-
на, яка подається сумою квадратів n  незалежних випадкових вели-
чин iU , підпорядкованих нормальному розподілу з нульовим мате-
матичним очікуванням і одиничною дисперсією, має розподіл 2  (хі-
квадрат) – розподіл Пірсона із nk  ступенями свободи. Тоді і ста-
тистика 
                                     22
1
22 / XX
n
i
i nU

                             (12.76) 
має 2  – розподіл Пірсона із nk  ступенями свободи  
У таблиці Д3 наведені значення ймовірності події, коли випад-
кова величина, що підпорядкована 2 - розподілу з відомим числом 
ступенів свободи k , перевищить фіксоване значення ]2,k , тобто 
][ 2,
2
kP . 
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Слід зазначити, що 2  - розподіл Пірсона не залежить ні від 
математичного очікування Xm , ні від дисперсії 
2
X  випадкової вели-
чини X , а визначається лише числом ступенів свободи k . 
Якщо математичне очікування Xm  випадкової величини X  є 
невідомим, і оцінка дисперсії подається виправленою вибірковою 
дисперсією (12.32), то випадкова величина 22 /~ XXn  має 
2 -
розподіл Пірсона із 1nk  числом ступенів свободи. 
Інтервальне оцінювання дисперсії 2X  генеральної сукупності 
ґрунтується на тому, що відношення (статистики) 2
22 / XXn

 та 
22 /~ XXn  мають 
2  - розподіл із nk  і 1nk  ступенями свободи 
відповідно. 
Нехай, наприклад, статистика 22 /~ XXn  набуває значень, мен-
ших, ніж деяке фіксоване значення 2гр  з імовірністю 1 . Тоді  
1}
~
{ 2гр2
2
X
XnP  
або 
                                   1}
~
{ 2гр2
2
2
гр
X
XnP .                      (12.77) 
Умова (12.77) означає, що 2гр  - квантиль розподілу статисти-
ки 22 /~ XXn  за рівнем 2/2/)1( , а 
2
гр  - квантиль розподілу цієї 
самої статистики за рівнем 2/)1(1 )2/(12/)1( . Тоді 
2
/2
2
1
2
гр , а 
2
/21
2
2
2
гр .  
З урахуванням цього тепер співвідношення (12.77) можна за-
писати у такому вигляді: 
             1}
~
{}
~
{ 2 2/12
2
2
2/
2
22
2
2
1
X
X
X
X nP
n
P .    (12.78) 
Для заданої надійної ймовірності 1  за таблицею 2  – ро-
зподілу (див. табл. Д3) вибирають такі значення 21  і 
2
2 , які задо-
вольняють умову (12.78).  
Еквівалентною до (12.78) є така умова: 
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                            }
~
{
2
12
2
X
XnP 2/}
~
{
2
22
2
X
XnP .               (12.79) 
Фактично квантилі 21  і 
2
2  вибирають такими, щоб площа під 
графіком щільності 2 -розподілу в інтервалі [ 21 , 
2
2 ] дорівнювала 
)1( , а за його межами -  (ліворуч та праворуч від граничних 
значень по 2/ ; див. рис. 12.8). Тоді інтервал [ 21 , 
2
2 ] є надійним 
інтервалом величини 22 /~ XXn . 
При користуванні табл. Д3 
потрібно враховувати, що 
}
~
{
2
12
2
X
XnP
2/}
~
{1
2
12
2
X
XnP . (12.80) 
Тоді з урахуванням (12.80) 
співвідношення (12.78) подається у такому вигляді: 
                  
},
~
{}
~
{
}
~
{}
~
{
2
22
2
2
12
2
2
2/12
2
2
2/
2
22
2
2
1
X
X
X
X
X
X
X
X
n
P
n
P
n
P
n
P
        (12.81) 
а  
                  .2/}
~
{;2/1}
~
{
2
22
2
2
12
2
X
X
X
X nP
n
P           (12.82) 
Тоді з урахуванням (12.81) можемо записати: 
                             .1}
~~
{
2
12
1
2
2
2
2
2
X
X
X nnP                       (12.83) 
   p(χ2) 
Рисунок 12.8 – До вибору надійного 
інтервалу для розподілу Пірсона. 
   0  χ2  χ
2
    1 
площа α/2 
площа α/2 
площа 1-α 
 χ2    2 
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Звідси дістанемо 
                                            
2
1
2
2
2
2 ~
,
~
XX nn                                      (12.84) 
- надійний інтервал для дисперсії 2X  випадкової величини X , роз-
поділеної за нормальним законом, за відомих оцінок середнього ви-
біркового 1M  і виправленої вибіркової дисперсії 
2
2
~~
X  для вибірки 
}...,,,{ 21 пXXX  обсягу n .  
Довжина  
                          д 2
1
2
2
2
2
2
12
2
1
2
2
2 ~11~
XX nn                 (12.85) 
цього інтервалу є невипадковою і дає змогу за потреби забезпечи-
ти точність оцінювання (задану довжину надійного інтервалу) ви-
бором потрібного обсягу вибірки  
                                              
)(~
2
2
2
1
2
1
2
2
2
д
X
n .                               (12.86) 
Під час інтервального оцінювання дисперсії 2X  генеральної 
сукупності, що ґрунтується на вибірковій дисперсії 2X , у співвідно-
шеннях (12.77)-(12.86) потрібно замінити позначення виправленої 
вибіркової дисперсії 2~ X  на позначення вибіркової дисперсії 
2
X .  
►Приклад. Під час перевірки вимірювального приладу встановле-
но, що виправлена вибіркова дисперсія 
2~  випадкової складової його по-
хибки  становить 1,0  за обсягу вибірки 20n . Визначити надійний 
інтервал для дисперсії 2  похибки для надійної імовірності 
.98,01  
У цьому разі 02,01 , а кількість ступенів свободи 
.19)1(nk  
Згідно з (12.82) 
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.01,02/02,02/}
~
{
;99,02/02,012/1}
~
{
2
22
2
2
12
2
X
X
X
X
n
P
n
P
 
Для 19k  за табл. Д3 дістанемо 6,7
2
1 , 2,36
2
2 . 
Тоді відповідно до (12.84) для 
2
  
                            6,7/)1,020(2,36/)1,020(
2
. 
Звідки та згідно з (12.85) надійний інтервал для зазначеної дисперсії 
]263,0,055,0[ , а його довжина .258,0005,0263,0д  
                                                                                                                ◙ 
Дисперсія виправленої вибіркової дисперсії  
                                 ])~[(][
2222
XXX MD .                        (12.87) 
Якщо випадкова величина X  має нормальний розподіл із ві-
домим математичним очікуванням Xm  та дисперсією 
2
X  і заданою 
вибіркою }...,,,{ 21 пXXX  обсягу n , то  
       kkDDD XXkXX /2]/[)(][]
~[
4222222
,    (12.88) 
де враховано, що kD X 2]
~[
2
.  
Співвідношення (12.88) відображає той факт, що оцінка 2~ X  ди-
сперсії є слушною, оскільки дисперсія ]~[ 2XD  прямує до нуля у разі 
збільшення числа ступенів свободи k  до нескінченності.  
У разі, якщо оцінка дисперсії визначається за результатами не 
однієї, а m  вибірок з однаковою дисперсією 2X  та можливо різними 
математичними очікуваннями, результуюча виправлена вибіркова 
дисперсія 
                                      
m
j
m
j
jXjjpX kk
1 1
22 /~~ ,                             (12.89) 
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де jk  – число ступенів свободи, пов'язане з виправленою вибірко-
вою дисперсією 2~ Xj   
Практична значимість співвідношення (12.89) полягає в тому, 
що використовуючи кілька вибірок малого обсягу, можна визначити 
оцінку дисперсії 2~ pX , яка ґрунтується на ефективно більшому числі 
ступенів свободи, ніж під час використання однієї вибірки з такою 
самою кількістю елементів. 
►Приклад. Деяка фізична величина X  вимірюється двома одно-
типними вимірювальними приладами, які мають однакову дисперсію ви-
падкової складової похибки. Результати вимірювання подані в         
табл. 12.6. Визначити виправлену вибіркову дисперсію за однією та 
двома простими вибірками однакового обсягу. 
Якщо отримані результати розглядати як одну просту вибірку обсягу 
20n , то середнє вибіркове 089,71M , а виправлена вибіркова диспе-
рсія згідно з (12.32)  
.059,0)089,7(
19
1~
20
1
22
i
iX x  
Таблиця 12.6 
j 1 2 3 4 5 
x1j 7,32 6,82 7,09 7,43 7,07 
x2j 7,40 6,88 7,12 7,42 7,18 
j 6 7 8 9 10 
x1j 6,66 6,95 7,08 6,88 7,33 
x2j 6,64 6,98 7,13 6,93 7,36 
При обробці результатів вимірювання парами дістанемо: 
2
)( 21
1
ii
i
xx
M ,  ,
2
)(
12
1~
2
212 ii
Xi
xx
 
де враховано, що 
2/)()()( 221
2
12
2
11 iiiiii xxMxMx ;  1ik . 
Тоді співвідношення (12.89) для m  вибірок можна записати так: 
                        
m
i
ii
m
i
i
m
i
XiipX xx
m
kk
1
2
21
11
22 )(
2
1
/~~ .                (12.90) 
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Згідно з (12.90) та з урахуванням числових значень ix1  і ix2  дістане-
мо .00152,0)102/(0303,0~2pX  
Таким чином, об'єднання результатів вимірювання в пари дало змогу 
істотно зменшити дисперсію результату дослідження. 
                                                                                                                ◙ 
У математичній статистиці широко застосовується розподіл ві-
дношення дисперсій, досліджений Р. А. Фішером.  
 
Випадкова величина F  має розподіл Фішера з 1k , 2k  
ступенями свободи, якщо вона може бути представлена у 
вигляді 
22
11
/
/
kX
kX
F , де 21, XX  - статистично незалежні 
однаково розподілені випадкові величини, перша з яких 
має 2 -розподіл з 1k  ступенями свободи, а друга - 
2 -
розподіл з 2k  ступенями свободи. 
Випадкова змінна цього розподілу F  може бути введена і у та-
кий спосіб: якщо отримано 1n  й 2n  незалежних результатів спосте-
реження двох випадкових величин 1X  і 2X  з нормальним розподі-
лом та параметрами ),(
2
11 XX  та ),(
2
22 XX  відповідно, то від-
ношення 
                                      
2
2
2
2
2
1
2
1
21
/~
/~
),(
XX
XXkkF                                (12.91) 
підпорядковується F  – розподілу з 111 nk  і 122 nk  ступенями 
свободи, які пов'язані з виправленими вибірковими дисперсіями 21
~
X  
і 22
~
X  та можуть вирізнятися від )1(n .  
У разі, якщо 21X
22
2 XX , то 
                                          
2
2
2
1
21 ~
~
),(
X
XkkF .                                   (12.92) 
При користуванні таблицями F  – розподілу варто пам'ятати, 
що перше число в аргументі F  відповідає ступеню свободи чисель-
ника, а в чисельник (12.91)) завжди підставляється більше значення 
оцінки дисперсії. 
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Надійний інтервал для коефіцієнта кореляції. Будемо розг-
лядати вибірку обсягу n , отриману з генеральної сукупності системи 
двох нормально розподілених величин X  і Y . Тоді надійний інтер-
вал для коефіцієнта кореляції XY , симетричний відносно точкової 
оцінки XY , можна побудувати скориставшись допоміжною величи-
ною 
                                         ,~
XYXYZ                                    (12.93) 
де ~ - виправлене стандартне відхилення для XY , яке обчислю-
ється за такою формулою: 
                                               .
1~
2
n
XY                                     (12.94) 
Тоді згідно з (12.93) та з урахуванням (12.94) 
                                        .
1
}(
2
XY
XYXYnZ                               (12.95) 
Випадкова величина (12.95) має нормальний стандартний роз-
поділ і надійний інтервал за надійної ймовірності , який визнача-
ється через табульовану функцію Лапласа )(Ф z  (див. табл. Д1). Для 
цього знаходимо таке значення аргументу z  функції Лапласа, за 
якого 2/)(Ф z . Тоді шуканий інтервал для коефіцієнта кореляції 
XY  визначається як проміжок 
                                  ].,[ 22 XYXYXYXY zz                         (12.96) 
►Приклад. Для парної вибірки нормально розподілених величин при 
обсязі вибірки 20n  отримана точкова оцінка коефіцієнта кореляції. 
Визначити надійний інтервал для коефіцієнта кореляції у разі, якщо 
надійна ймовірность 95,0 . 
За таблицею значень функції Лапласа знаходимо 96,1z , яке 
задовольняє таку умову: 475,02/95,0)(Ф гz .  
Далі згідно з формулою (12.94) обчислюємо виправлене стандартне 
відхилення 
0425,020/)9,01(~ 2 , 
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а за формулою (12.96) шуканий надійний інтервал [0,817; 0,983]. 
                                                                                                     ◙ 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Інтервальне оцінювання 
дисперсії генеральної сукупнос-
ті ґрунтується на двох, підпо-
рядкованих розподілу Пірсона, 
статистиках залежно від того чи 
є заданим, чи ні математичне 
очікування досліджуваної випа-
дкової величини. У разі, якщо 
математичне очікування не є 
заданим, статистика визнача-
ється виправленою вибірковою 
дисперсією та розподілом Пір-
сона із 1n  ступенями свобо-
ди, за невідомого математично-
го очікування оцінкою дисперсії 
(12.74) та розподілом Пірсона з 
n  ступенями свободи. 
2. Суть підходу до вибору 
надійного інтервалу для розпо-
ділу Пірсона. 
3. Суть підходу до визначен-
ня надійного інтервалу для ко-
ефіцієнта кореляції.  
4. Подання вибірки певного 
обсягу сукупністю вибірок з об-
сягами, що в сумі визначають 
обсяг заданої вибірки, дає 
більш точні оцінки дисперсії. 
 Слід запам’ятати: 
1. Визначення понять: розпо-
діли Пірсона ( 2 -розподіл) та 
Фішера.  
2. Визначення надійного інте-
рвалу для дисперсії випадкової 
величини, розподіленої за нор-
мальним законом, ґрунтується 
на розподілі Пірсона. 
3. Формули: 
n
i
XiX mx
n 1
22 )][(
1
 - точ-
кова оцінка дисперсії генераль-
ної сукупності у разі заданого 
математичного очікування; 
д 2
1
2
2
2
2
2
12~
Xn  - довжина 
надійного інтервалу для розподі-
лу Пірсона через виправлену 
вибіркову дисперсію; 
)(~
2
2
2
1
2
1
2
2
2
д
X
n  - обсяг ви-
бірки за відомого надійного інте-
рвалу для дисперсії. 
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 Треба вміти: 
1. Визначати поняття: розподіл Пірсона та Фішера.  
2. За заданою надійною ймовірністю та обсягом вибірки визна-
чати надійний інтервал для дисперсії випадкової величини, розподі-
леної за нормальним законом. 
3. За надійним інтервалом визначати обсяг вибірки, що забез-
печить потрібну точність оцінювання диспресії. 
 
 
12.5 Спектральні оцінки часового ряду 
Оцінювання спектральної щільності. Нехай маємо дійсний 
стаціонарний процес )(tX  із заданим скінченним математичним очі-
куванням XmtXM )]([ . Припускається, що для цього процесу існує, 
але невідома, спектральна щільність потужності )( fGX . 
Розглянемо nxxx ...,,, 21  як відрізок реалізації процесу )(tX . 
Тоді за оцінку )( fGX  можна взяти вираз 
     nkfkfx
n
fG
n
k
kn ,1],5,0;5,0[,2cos
~1)(
2
1
,    (12.97) 
де nkmxx Xkk ,1,
~ . 
Наведений вид оцінки спектральної щільності можна пояснити 
таким чином. Якщо вважати значення nxxx
~...,,~,~ 21  - коефіцієнтами 
відрізку ряду Фур’є, то 
n
k
k kfx
1
2cos  є періодичною функцію від f , 
заданою на періоді ]5,0;5,0[ , і яка в цей ряд розкладена. А оскільки 
)( fGn  - оцінка спектральної щільності потужності, то останній вираз 
взято у квадраті і домножено на )/(1 n . 
Функцію )( fGn  у статистичній теорії спектральних функцій на-
зивають періодограмою. Якщо процес )(tX  - гауссів, то періодог-
рама 0),( ffGn  і 5,0f , як випадкова функція, має 
2 - розподіл 
з двома ступенями свободи. 
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Наведемо без доведення властивості математичного 
очікування оцінки (12.97) при n : 
                 
.0),(2
,0],5,0;5,0[),(
)]([lim
ffG
fffG
fGM
X
X
n
n
        (12.98) 
Останнє співвідношення показує, що при 0f  оцінка )( fGn  є 
асимптотично незсуненою для спектральної щільності потужності  
1
0 2cos2
2
1
)(
k
kXX kfKKfG . 
Обчислення дисперсії щільності )( fGn  в загальному випадку 
пов’язане із складними викладками, які спрощуються у разі, якщо 
випадковий процес )(tX  є гауссовим. Наведемо без доведення 
асимптотичне значення дисперсії )( fGn  для гауссового випадку: 
           
.0),(4
,0],5,0;5,0[),(2
)]([lim
2
2
ffS
fffS
fGD n
n
             (12.99) 
Тобто дисперсія )( fGn  не прямує до нуля для всіх 0)( fGn  
при n . Це означає, що оцінка (12.97) є неслушною, а отже, 
практично непридатною. Тобто, періодограму не можна використо-
вувати для слушної оцінки спектральної щільності, якщо спектр аб-
солютно неперервний. Однак, у разі дискретного спектра вона може 
бути корисною.  
Оцінювання спектральної функції. Для отримання слушної 
оцінки потрібно оцінювати не спектральну щільність, а спектральну 
функцію fF 2],,[),( . Початкові припущення тут 
зберігаються такі самі, як і в попередньому пункті. Припускається, 
що для випадкового процесу )(tX  існує спектральна щільність 
           ].,[,cos2
2
1
)()(
1
0 KKFGX     (12.100) 
Для цього процесу спостерігається вибірка }...,,,{ 21 nxxx  об-
сягу n , що є відрізком реалізації процесу )(tX . Потрібно оцінити 
)(F  на деякому інтервалі частот. 
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Розіб'ємо всю частотну об-
ласть ],[  на 12p  
інтервалів, кожний довжиною 
ph / , які розміщені симетрично 
відносно початку координат, причо-
му крайні виходять за межі області 
визначення )(F , як показано на 
рис. 12.9. Число p  вибирається 
рівним числу відліків кореляційної 
функції K , які дають ’’задовільний’’ 
її опис, при побудові її статистичної оцінки. 
Позначимо кожний такий підінтервал через 
....,,1,0,
2
,
2
pj
h
jh
h
jhI j  
Приріст спектральної функції на інтервалі jI  позначимо через 
hj
hj
j dS
h
jhF
h
jhF
)5,0(
)5,0(
)(
22
. 
На крайніх інтервалах інтегрування йде за половиною 
інтервалу, який входить до області визначення )(F . 
Скориставшись (12.100) і зробивши почленне інтегрування, із 
останнього виразу дістанемо: 
hj
hj
hj
hj
pj K
hK
dK
hK )5,0(
)5,0(
1
0
)5,0(
)5,0(1
0
,
sin1
2
cos
2
2
2
 
)]}5,0(sin[)]5,0({sin[)/(
1
2 1
0 jhjhK
hK
 
hj
a
jh
h
a
jha
2
;
2
1
2/
2
;
2
1
 
hjhK
hK
cos)2/sin()/(
2
2 1
0 . 
Рисунок 12.9 – До оцінювання 
спектральної функції. 
F(ω) 
ω 
Ip 
ω 
I0 
ω 
I-p 
-π  0 - π 
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Звідси  
            )/cos(
2
/
2
sin)2/1(, pj
pp
Kppj .          (12.101) 
Зауважимо, що вираз (12.101) можна записати у такому 
вигляді: 
dWS jpj )()(, , 
- до інтегрування; 
)/cos()()2/1(, pjKKp ppj  
- після інтегрування, 
де функція jW  називається спектральним, а pK - кореляційним 
вікном: 
pp
K
I
I
p
j
j
j
2
/
2
sin)(;
при,0
при,1
)(W . 
Вираз (12.101) дає змогу побудувати оцінку для j  за відомого 
математичного очікування Xm  процесу, що аналізується: 
                      1,cos)(~)2/1(
~
, npKp jp
p
p
pj ,           (12.102) 
де pjj /)(  - центральна частота в оцінюваному інтервалі, )(pK  
- кореляційне вікно, ~  - оцінка кореляційної функції за відомого ма-
тематичногоу очікування. 
Оцінка (12.102) є асимптотично незсуненою і слушною. 
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ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Суть оцінювання спектра-
льної щільності потужності та 
спектральної функції. 
2. Періодограму не можна 
використовувати для слушної 
оцінки спектральної щільності 
потужності, якщо спектр абсо-
лютно неперервний. Однак, у 
разі дискретного спектра вона 
може бути корисною.  
 Слід запам’ятати: 
1. Визначення понять: періо-
дограма, спектральна функція. 
 Треба вміти: 
1. Визначати поняття: періо-
дограма, спектральна функція.  
2. Визначати оцінки спектра-
льної щільності потужності та 
спектральної функції. 
 
 
12.6 Перевірка статистичних гіпотез 
Основні визначення. Статистична гіпотеза є деяким 
припущенням щодо властивостей генеральної сукупності, з якої 
зроблена вибірка. Статистична гіпотеза може бути сформульована 
як щодо окремих параметрів досліджуваної випадкової величини, 
так і її закону розподілу.Статистичні гіпотези про значення парамет-
рів досліджуваного випадкового об’єкта (параметрів ознак генераль-
ної сукупності) називають параметричними. Наприклад, висува-
ється гіпотеза про те, що систематична складова випадкової похиб-
ки цифрового вольтметра (тобто її математичне очікування) дорів-
нює нулю. 
Статистичні гіпотези, що висуваються на підставі обробки вибі-
рки про закон розподілу досліджуваного випадкового об’єкта, нази-
ваються непараметричними. Так, наприклад, непараметричною є 
статистична гіпотеза про те, що випадкова похибка цифрового 
вольтметра має рівномірний розподіл. 
Нехай X  — випадкова величина з функцією розподілу ),(zF , 
де — невідомий параметр і }...,,,{ 21 nXXX  - вибірка, кожен елемент 
якої відображає окреме спостереження випадкової величини X , і 
тому також залежить від . 
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Нехай про параметр  відомо, що він може належати одній і 
лише одній з K  множин 1,0, Kjj . Необхідно на основі 
аналізу вибірки }...,,,{ 21 nXXX  прийняти рішення: якій саме з мно-
жин 1,0, Kjj  належить невідомий параметр . Поставле-
не завдання відоме в математичній статистиці як задача перевірки 
статистичних гіпотез. 
Гіпотезами в даному випадку є припущення, що параметр  
належить множині j , коротко це записується так 
1,0,: KjH jj . Очевидно, що істинною тут є лише одна 
з K  гіпотез, інші є хибними (у зв'язку з цим гіпотези 1,0, KjH j
називають альтернативними).  
Гіпотеза jjH :  називається простою, якщо множина 
j  складається з одного елемента, в інших випадках ця гіпотеза 
називається складною. Отже, проста гіпотеза є однозначною, а 
складна – неоднозначною. Наприклад, згідно з простою гіпотезою 
математичне очікування досліджуваної випадкової величини (ма-
тематичне очікування генеральної сукупності) дорівнює нулю. 
Складна гіпотеза може стверджувати, що математичне очікування 
генеральної сукупності належить певній області ймовірних зна-
чень. 
Основною проблемою теорії перевірки статистичних гіпотез є 
побудова оптимального, в певному розумінні, правила (критерію) 
прийняття рішення, за яким одна з гіпотез приймається, а інші - 
відхиляються.  
Оскільки будь-яке статистичне правило будується на основі 
аналізу вибірки }...,,,{ 21 nXXX , то прийняте рішення може бути й 
помилковим. Тому висловлювання на зразок: гіпотеза 0H  
приймається, а гіпотези 121 ...,,, KHHH - відхиляються, означає 
лише те, що гіпотеза 0H  не суперечить наявним даним 
(конкретній реалізації }...,,,{ 21 nxxx  випадкової вибірки). Тобто 
після проведення іншого експерименту або, наприклад, 
збільшення обсягу вибірки, гіпотеза 0H  може бути й відхилена.  
Отже, під час перевірки гіпотез піддається випробуванню деяка 
гіпотеза 0H , що називається нульовою або основною, в порівнянні 
з однією або декількома альтернативними гіпотезами 
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121 ...,,, KHHH , які можуть бути явно сформульовані або ма-
ються на увазі. 
►Приклад. Необхідно перевірити гіпотезу про те, що дисперсія 
випадкової складової похибки вимірювального приладу дорівнює 0,01, 
тобто 01,0:
2
0H .  
Згідно з зазначеним альтернативними будуть гіпотези: 
01,0:
2
1H ; 01,0:
2
2H ; 03,0:3
2
H , тощо. 
                                                                                                               ◙ 
Згідно з класичною теорією перевірки статистичних гіпотез, 
розробленою Є. Нейманом та Е. Пірсоном, всі гіпотези є детермі-
нованими (невипадковими), тобто у будь-якому стохастичному ек-
сперименті, пов'язаному із спостереженням вибірки 
}...,,,{ 21 nXXX  істинною завжди є лише одна й та сама з висуну-
тих гіпотез, а інші - хибні. Правило перевірки гіпотез, побудоване 
на такому підході отримало назву критерія Неймана-Пірсона. 
Відповідно до методу Байєса кожній з висунутих гіпотез ста-
виться у відповідність певна ймовірність її появи, тобто в різних екс-
периментах, пов'язаних із спостереженням однієї й тієї ж вибірки, 
істинними можуть бути різні гіпотези (але, звичайно, в одному екс-
перименті істинною є лише якась одна з висунутих гіпотез).  
Уважно проаналізувавши задачі оцінювання та перевірки ста-
тистичних гіпотез, можна знайти в них багато спільного. Ось чому на 
сьогодні існує загальна теорія прийняття статистичних рішень. 
Згідно з цією теорією задачі оцінювання та задачі перевірки стати-
стичних гіпотез розглядаються та розв'язуються з єдиних позицій.  
Таким чином, зрозумілою є необхідність побудови такого пра-
вила, за якого ймовірності помилкових рішень є достатньо малими. 
Правило, за яким гіпотеза приймається або відхилається 
називається перевіркою гіпотези. 
Таке правило, наприклад, може ґрунтуватися на оцінках різних 
статистичних характеристик, отриманим за вибірками з n  незалеж-
них спостережень випадкової величини X . У цьому разі, всі можливі 
вибірки обсягу n  розділяють між двома підмножинами, які не пере-
тинаються. Першу з цих множин називають областю допустимих 
значень, а другу – критичною областю.  
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Припускається, що гіпотеза 0H , яка перевіряється, може бути 
прийнята, якщо вибіркова статистика належить області допустимих 
значень, і повинна бути відхилена у разі, якщо вибіркова статистика 
належить критичній області. 
Під час вибору критичної області варто враховувати, що пере-
вірка гіпотез здійснюється на основі оцінок, отриманих за n  спосте-
реженнями, тому прийняте нами рішення може бути помилковим.  
Якщо відхиляється основна гіпотеза 0H , тобто приймається, 
наприклад, гіпотеза 1H  (але істинною є основна гіпотеза), то відбу-
вається помилка першого роду. Імовірність помилки першого роду 
звичайно позначається )( , яке відображає ймовірності помилок від 
істинного значення невідомого параметра .  
Якщо приймається невірна гіпотеза (ми приймаємо гіпотезу 0H
, але істинною є альтернатива 1H ), відбувається помилка другого 
роду. Імовірність помилки другого роду позначається через )( .  
Імовірності  й  визначають ризик ухвалення неправильного 
рішення, тому одним із завдань перевірки гіпотез є побудова крите-
рію, за яким  та  були б малі. 
►Приклад. Нехай відома щільність розподілу )
~
(p  для оцінки 
~
 
деякої характеристики випадкової величини , такої, що її значення  
для генеральної сукупності дорівнює 0 . Якщо прийняти як нульову гі-
потезу 00 :H , то наскільки повинна відрізнятися вибіркова оцінка 
~
 від 0 , щоб ця гіпотеза була відхилена?  
Відповісти на це питання можна 
лише з урахуванням закону розподі-
лу оцінки 
~
 (див. рис. 12.10). 
Для того, щоб вирішити наскіль-
ки може відрізнятися 
~
 від 0  ще до 
отримання вибірки, потрібно визна-
чити частку випробувань, для яких 
правильна гіпотеза 0H  може бути 
відхилена. Тобто потрібно задати ве-
личину помилки першого роду , 
яку ще називають рівнем значущості критерію.  
Певне значення величини  визначає інтервал ],[ 21 , у який пот-
рапляє оцінка 
~
 з довірчою ймовірністю 1 . Такий інтервал, у за-
  и
~
 
Рисунок 12.10 – До перевірки 
гіпотез. 
площа α/2 
площа α/2 
площа 1-α 
область допустимих 
значень 
критична  
область  
  θ1    θ2    θ0  
)
~
(p  
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гальному випадку, може бути як симетричним, так і ні, одно- або двос-
тороннім.  
Для двостороннього симетричного інтервалу площі під графіком 
щільності розподілу за межами інтервалу ],[ 21  повинні бути однако-
вими та дорівнювати 2/ . Тоді, як відомо, 2/1 , )2/1(2 , а 
2/
~
)
~
()(
2/
2/ dpP ;  2/)( )2/1(P . 
Зазвичай, значення  беруть настільки малим, щоб подія, що 
~
 ви-
явиться меншою, ніж 2/  або перевищить )2/1(  була малоймовір-
ною (наприклад, 05,0 ). Після чого для вибірки обчислюється оцінка 
~
. У разі, якщо ],[
~
)2/1(2/ , то гіпотеза 0H  приймається, у ін-
шому разі – відхиляється. Значення 05,0  вказує на те, що істинна гі-
потеза може бути відхилена в 5% спостережень. 
                                                                                                     ◙ 
Підсумовуючи, наведемо основні етапи перевірки гіпотез: 
 Визначитися з нульовою гіпотезою 0H  і її альтернати-
вою. 
 Установити рівень значущості . 
 Вибрати вид оцінки для перевірки гіпотези 0H . 
 Визначити закон розподілу обраної оцінки, якщо істин-
ною є гіпотеза 0H . 
 Установити критичну область для перевірки гіпотези 0H , 
зважаючи на те, що у цьому разі гіпотеза 0H  буде відхи-
лена в 100  % випадків, коли вона є істинною. 
 Отримати випадкову вибірку обсягу n , обчислити з її 
урахуванням обрану оцінку та прийняти рішення, чи іс-
тинною є гіпотеза 0H . 
Для того, щоб визначити ймовірність помилки другого роду , 
потрібно припустити, що приймається гіпотеза 0H , але істинною є 
альтернатива 1H . Імовірність  визначає ризик прийняття гіпотези 
0H  у разі, якщо істинною є альтернативна 1H , тобто є ймовірністю 
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події, коли не виявляється існуюча різниця в значеннях характерис-
тик двох генеральних сукупностей.  
Імовірність )1(  називається потужністю критерію і від-
повідає ймовірності ухвалення правильного рішення, незважаючи на 
те, що гіпотеза 0H  є помилковою. Під час розв’язування практичних 
завдань може виникнути потреба вибору статистичного критерію з 
певної множини. У цьому разі вибирають той критерій, якому прита-
манна найбільша потужність. 
Перевірка гіпотез щодо математичного очікування й дис-
персії. Перевірка правильності нульових параметричних гіпотез що-
до математичного очікування Xm  й дисперсії 
2
X  генеральної сукуп-
ності випадкової величини X  здійснюється з використанням вибір-
кового середнього 1M  та виправленої вибіркової дисперсії 
2~
X .  
Під час формулювання гіпотез відносно Xm  й 
2
X  зустрічають-
ся два види завдань:  
 порівняти числові характеристики Xm  і 
2
X  генеральної 
сукупності, з якої зроблена вибірка обсягу n , із задани-
ми значеннями 0m  й 
2
0 ;  
 порівняти числові характеристики двох генеральних су-
купностей випадкових величин X  і Y . 
Одним із важливих завдань математичної статистики є порів-
няння двох (можливо і декількох) вибіркових дисперсій. Таке порів-
няння дає змогу визначити, чи можна вважати вибіркові дисперсії 
статистичними оцінками однієї і тієї самої дисперсії генеральної су-
купності . Воно застосовується передусім при обчисленні дисперсій 
за результатами технологічних вимірювань.  
Критерії для перевірки гіпотез щодо математичного очікування 
та дисперсії наведені в табл. 12.7 (для величин з розподілом Стью-
дента) і табл. 12.8 (для величин з розподілом Пірсона та Фішера). 
►Приклад. Відомо, що похибка приладу  має математичне очі-
кування 7,0m . Після чергової перевірки приладу за вибіркою обсягу 
9n  дістали такі оцінки: 65,01M ; 0025,0
~2 . Перевірити гіпо-
тезу 0H  про те, що похибка приладу має математичне очікування 
7,0m .  
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Альтернативна гіпотеза 7,0:1 mH . Виберемо рівень значущості 
05,0 . Оскільки істинне значення дисперсії похибки приладу не відо-
ме, для перевірки гіпотези скористаємося статистикою (12.63) з розподі-
лом Стьюдента.  
Таблиця 12.7  
Гіпотеза Дисперсія 
Гіпотеза приймається при вико-
нанні нерівності 
0mmX  
невідома; 
використовуєть-
ся відома 2σ~X   
)/~( )2/1(01 ntmM XX  
)/( )2/1(01 nUmM XX  
0
0 ;
mm
mm
X
X
 
невідома; 
використовуєть-
ся відома 2σ~X  
)/~( )2/1(01 ntmM XX  
)/( )2/1(01 nUmM XX ; 
)/~( )2/1(01 ntmM XX  
)/( )2/1(01 nUmM XX  
YX mm  
22
YX ; 
обидві невідомі 
 
YX
YX
pYX
nn
nn
StMM )2/1(11
2
~)1(~)1( 22
YX
YYXX
p
nn
nn
S ; 
число ступенів свободи 
2YX nnk  
22
YX ; 
обидві невідомі 
 
Y
Y
X
X
YX
nn
tMM
22
)2/1(11
~~
 
2
1
)/~(
1
)/~(
)/~/~(
2222
222
Y
YY
X
XX
YYXX
n
n
n
n
nn
k  
2
X  і 
2
Y  
відомі Y
Y
X
X
YX
nn
UMM
22
)2/1(11  
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Для заданого рівня значущості  гіпотеза 0H  може бути прийнята, 
якщо )2/1(2/ ttt  або (відповідно до симетрії t - розподілу) 
)2/1(tt .  
Отже, гіпотеза 0H  приймається, якщо  
                                  ntmM /~)2/1(1 .                         (12.103) 
Ураховуючи числові дані, дістанемо: 05,01 mM ; число ступе-
нів свободи 81n .  
Для восьми ступенів свободи та 05,0  згідно з табл. Д2 
306,2)2/1(t , а  
039,03/05,0306,2/~)2/1( nt 05,01 mM . 
Оскільки умова (12.103) не справджується, то гіпотеза про те, що ма-
тематичне очікування похибки дорівнює 0,7 вважається відхиленою. 
                                                                                                                 ◙ 
►Приклад. Під час перевірки двох однотипних вимірювальних при-
ладів за вибіркою обсягу 10n  отримані такі значення оцінок диспер-
сій їхніх випадкових складових похибок: 169,0~21 ; 144,0
~2
2 . 
З’ясувати, чи є значущою з практичного погляду відмінність дисперсій 
похибок цих приладів? 
Гіпотеза 0H  полягає в тому, що 
2
2
2
1 . Для її перевірки визна-
чимо відношення 17,1~/~ 22
2
1 .  
Для рівня значущості 05,0  надійна ймовірність 95,01 , а 
. За таблицями визначаємо значення розподілу Фішера 
03,4)9,9(975,0F .  
Отримані значення задовольняють нерівність, що записана в табл. 
12.8 на перетині п’ятого рядка та другого стовбчика: 
03,417,1)03,4/1( . 
Отже, гіпотеза 0H  може бути прийнята, а відмінність дисперсій по-
хибок двох приладів не є значущою з практичного погляду. 
                                                                                                                   ◙ 
 
 
975,02/1
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Таблиця 12.8  
Гіпотеза Гіпотеза приймається при виконан-
ні нерівності 
Число ступенів 
свободи 
2
0
2
X
 2 2/1
22
02
2/1
2 ~~ kk
XX  
1nk  
2
0
2
X
 
2
02
2~ k
X  
1nk  
2
0
2
X
 
2
02
1
2~ k
X  
1nk  
22
YX
 
),(
~
~
),(
1
21)2/1(2
2
21)2/1(
kkF
kkF
Y
X  
11 Xnk  
12 Ynk  
22
YX
 
),(
~
~
21)1(2
2
kkF
Y
X  
11 Xnk  
12 Ynk  
 
ПІДСУМКИ 
 Необхідно зрозуміти: 
1. Статистична гіпотеза мо-
же бути сформульована як що-
до окремих параметрів дослі-
джуваної випадкової величини, 
так і її закону розподілу. 
2. Основною проблемою 
теорії перевірки статистичних 
гіпотез є побудова оптимально-
го, в певному розумінні, правила 
(критерію) прийняття рішення, 
за яким одна з гіпотез 
приймається, а інші - 
відхиляються.  
3. Суть критерія Неймана-
Пірсона. 
 Слід запам’ятати: 
1. Визначення понять: статис-
тична, параметрична, непараме-
трична, альтернативна, проста, 
складна, нульва гіпотези, допус-
тима та критична область зна-
чень вибірки, помилки першого 
та другого роду, рівень значущо-
сті критерію, потужність крите-
рію. 
2. Загальний алгоритм пере-
вірки правильності нульової гіпо-
тези. 
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 Треба вміти: 
1. Визначати поняття: статистична, параметрична, непарамет-
рична, альтернативна, проста, складна, нульва гіпотези, допустима 
та критична область значень вибірки, помилки першого та другого 
роду, рівень значущості критерію, потужність критерію. 
2. Формулювати загальний алгоритм перевірки правильності 
нульової гіпотези. 
3. Перевіряти правильність нульових гіпотез. 
 
 
12.7 Завдання для поточного 
тестування  
 
12.7.1 Питання для поточного  
контролю 
 
 Предмет математичної статистики. 
 Дайте визначення генеральної та вибіркової (вибірки) сукуп-
ності. 
 Що таке статистичний та упорядкований статистичний ряд? 
 Дайте визначення розмаху вибірки. 
 Що називається варіантою? 
 Що таке частота, відносна частота та накопичена відносна 
частота варіанти? 
 Дайте визначення статистичного розподілу вибірки або час-
тотного варіаційного ряду. 
 Що таке інтервальний варіаційний ряд? 
 Способи визначення довжини та кількості частинних інтерва-
лів інтервального варіаційного ряду. 
 Дайте визначення інтервальної, відносної інтервальної та 
накопиченої інтервальної частот. 
 Сформулюйте алгоритм побудови інтервального варіаційно-
го ряду за певною вибіркою. 
 Що таке полігон та гістограма? 
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 Наведіть приклади графічних зображень емпіричних законів 
розподілу. 
 Що таке комулята? 
 Які оцінки ознак випадкових об’єктів називаються емпірични-
ми або вибірковими? 
 Дайте визначення точкової статистичної оцінки. 
 У чому полягає суть точкового оцінювання? 
 Запишіть формули для визначення емпіричних початкових та 
центальних моментів k  - го порядку. 
 Чим відрізняються теоретичні моменти від вибіркових? 
 Запишіть формули для визначення звичайного та зваженого 
середнього вибіркового. 
 Які емпіричні параметри визначають положення випадкової 
величини? 
 Запишіть формули для визначення емпіричної медіани для 
частотного та інтервального варіаційних рядів. 
 Які переваги емпіричної медіани перед вибірковим середнім? 
 Запишіть формули для визначення вибіркової та виправле-
ної вибіркової дисперсії. 
 Що таке поправки Шеппарда? 
 Дайте визначення емпіричних коефіцієнтів асиметрії та екс-
цесу. 
 Що таке емпіричний коефіцієнт кореляції? 
 Яку умову задовольняє незміщена та асимптотично незмі-
щена точкова оцінка? 
 Чи єпочатковий  емпіричний момент k  - го порядку незміще-
ною точковою оцінкою початкового емпіричного моменту того самого 
порядку? 
 Довести, що виправлена вибіркова дисперсія є незміщеною 
оцінкою дисперсії генеральної сукупності, а її асимптотично незмі-
щеною оцінкою є вибіркова дисперсія. 
 Дайте визначення слушної або ґрунтовної точкової оцінки. 
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 У якому разі вибіркове середнє є слушною оцінкою вибірко-
вої сукупності? 
 Точкові оцінки ефективні, асимптотично ефективні, достатні. 
 Яку з декількох незміщених оцінок потрібно вибирати: а) та-
ку, що має найменшу дисперсію; б) таку, що має найбільшу диспер-
сію? 
 У чому полягає суть інтервального оцінювання? 
 Що таке надійний (довірчий) інтервал та надійна ймовір-
ність? 
 Сформулювати умови для побудови найкоротшого надійного 
інтервалу. 
 Що називають точністю і надійністю інтервальної оцінки? 
 Який закон розподілу ймовірностеймає величина 
)//()( 1 nmMU XX ?  
 Який закон розподілу ймовірностеймає величина 
)/~/()( 1 nmMt XX ?  
 Що таке закон розподілу Стьюдента? 
 Чи залежить від математичного очікування та дисперсії гене-
ральної сукупності змінна закону розподілу Стьюдента? 
 Чи задовольняє умову парності розподіл Стьюдента? 
 Як побудувати надійний інтервал для середнього вибіркового 
із заданою надійною ймовірністю за відомої виправленої вибіркової 
дисперсії? 
 Запишіть формулу для обсягу вибірки за заданого надійного 
інтервалу для середнього вибіркового. 
 Який розподіл ймовірностей має величина XXii mxU /)( ? 
 Що таке розподіл Пірсона? 
 Якою кількістю ступенів свободи визначається 2 – розподіл 
випадкової величини 22
1
22 / XX
n
i
i nU

? 
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 Якою кількістю ступенів свободи визначається 2 – розподіл 
випадкової величини 22
1
22 /~ XX
n
i
i nU ? 
 Як побудувати надійний інтервал із заданою надійною ймові-
рністю для дисперсії випадкової величини, розподіленої за норма-
льним законом, за відомими середнім вибірковим і виправленою ви-
бірковою дисперсією для вибірки обсягу n ? 
 Записати формулу визначення довжини надійного інтервалу 
для дисперсії випадкової величини, розподіленої за нормальним за-
коном, із заданою надійною ймовірністю за відомими середнім вибі-
рковим і вибірковою дисперсією у разі подання великої вибірки обся-
гу n  декількома вибірками менших за n  обсягів? 
 Як побудувати надійний інтервал із заданою надійною ймові-
рністю для дисперсії випадкової величини, розподіленої за норма-
льним законом, за відомими середнім вибірковим і виправленою ви-
бірковою дисперсією для вибірки обсягу n ? 
 Що таке розподіл Фішера і коли він застосовується? 
 Який закон розподілу має величина 
21
}(
XY
XYXYnZ ? 
 Як побудувати надійний інтервал для коефіцієнта кореляції? 
 Що таке періодограма? 
 Чим відрізняється оцінювання спектральної щільності потуж-
ності від оцінювання спектральної функції? 
 Що таке статистична гіпотеза? 
 У чому полягає відмінність між параметричними та непара-
метричними гіпотезами? 
 Дайте визначення нульової та альтернативної гіпотез. 
 Що називають простою та складною статистичними гіпоте-
зами? 
 Що таке перевірка гіпотези? 
 Дайте визначення області допустимих значень та критичної 
області. 
 Що таке рівень значущості? 
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 Чим відрізняються помилки першого роду від помилок друго-
го роду? 
 Назвіть основні етапи перевірки параметричних нульових гі-
потез. 
 Що таке потужність критерію? 
 Перевірка правильності нульової гіпотези щодо математич-
ного очікування та дисперсії. 
 
 
12.7.2  Задачі для індивідуального та  
самостійного розв’язування 
1. За заданим дискретним статистичним розподілом вибірки 
iz  -6 -4 -2 2 4 6 
in  5 10 15 20 40 10 
i  0,05 0,1 0,15 0,2 0,4 0,1 
потрібно: а) побудувати графік комуляти; б) накреслити полігон час-
тот і відносних частот. 
2. За заданим дискретним статистичним розподілом вибірки 
iz  2,5 4,5 6,5 8,5 10,5 
in  10 20 30 30 10 
потрібно: а) обчислити вибіркове середнє, емпіричну дисперсію та 
емпіричне стандартизоване відхилення; б) емпіричну медіану та 
центр розмаху. 
3. За вибіркою об'єму n =41 визначена зміщена оцінка 3XD  
генеральної дисперсії випадкової величини X . Знайти незміщену 
оцінку дисперсії генеральної сукупності. 
4. Побудувати полігон частот по даному розподілу вибірки: 
а)     iz    2    3   5   6              б)     iz    15   20   25   30   35 
         in   10  15  5  20                      in    10   15   30   20    25 
5. Побудувати полігон відносних частот по даному розподілу 
вибірки: 
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   а)   iz      2      4      5       7     10        б)  iz      1        4        5      8     9    
         i   0,15  0,2   0,1    0,1  0,45            i   0,15   0,25    0,3   0,2  0,1 
в)  iz      20    40   65    80 
     i      0,1   0,2  0,3  0,4 
6. За заданим інтервальним статистичним розподілом вибір-
ки 
8d  0-8 8-16 16-24 24-32 32-40 40-48 
in  10 15 20 25 20 10 
i  0,1 0,15 0,2 0,25 0,2 0,1 
потрібно: а) побудувати гістограму; б) визначити емпіричну медіану; 
в) обчислити середнє вибіркове та вибіркову дисперсію. 
7. За заданим статистичними розподілами вибірки випадко-
вих величин X  і Y  
jxX  10 20 30 40 
ixn  30 20 30 20 
jyY  2 4 6 8 
iyn  10 30 20 40 
потрібно обчислити емпіричний коефіцієнт кореляції. 
8. Оцінки в балах iz , одержані абітурієнтами на вступних іс-
питах з математики, подані дискретним розподілом: 
iz  15 25 35 45 55 65 75 85 
in  5 10 15 20 25 15 8 2 
Обчислити емпіричний коефіцієнт асиметрії. 
9. У результаті п'яти вимірювань довжини стержня одним 
приладом (без систематичних помилок) отримані такі дані (у мм): 92; 
94; 103; 105; 106. Визначити: а) вибіркову середню довжину стержня; 
б) вибіркову і виправлену дисперсії помилок приладу. 
10. Довжини заготівок iz , виготовлених робітником за зміну, та 
частоти цих довжин in  подані статистичним розподілом: 
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мм,iz  6,5 8,5 10,5 12,5 14,5 16,55 
in  4 16 20 30 24 6 
Визначити емпіричний коефіцієнт ексцесу. 
11. Побудувати гістограму частот по даному розподілу вибірки 
об'єму n =100: 
Номер 
інтервалу  
i 
Частинний 
інтервал 
ii xx 1  
in  
Щільність час-
тоти 
dni /  
1 1-5 10 2,5 
2 5-9 20 5 
3 9-13 50 12,5 
4 13-17 12 3 
5 17-21 8 2 
12. Чи є n

 достовірною оцінкою параметра , якщо  
,
][
1}{
2
n
n
D
P


 
де дисперсія оцінки nD n /5][

, а n  - обсяг вибірки? 
13. Якій із оцінок n

 або m

 потрібно віддати перевагу, якщо 
][ nM

, ][ mM

, 3][ nD

, 2][ mD

? Чи буде n

 незміщеною 
оцінкою параметра  у разі, якщо 5 , а 6][ nM

? 
14. Визначити обсяг вибірки n , за якого похибка 01,0  гара-
нтується з ймовірністю 0,999, якщо дисперсія генеральної сукупності 
становить 25. 
15. Визначити довірчий інтервал для оцінки з надійністю 0,95 
невідомого математичного очікування нормально розподіленої ви-
падкової величини X , якщо генеральне середнє квадратичне відхи-
лення 5X , вибіркове середнє 14Xm , а об'єм вибірки n =25. 
16. Похибка цифрового вольтметра розподілена рівномірно в 
діапазоні ]6,0;1,0[ . Результати потрапляння похибки вимірювання в 
певні інтервали у 30 дослідах з перевірки вольтметра подані таким 
інтервальним рядом: 
 
598 
12.7 Завдання для поточного тестування 
 
Частинні 
інтервали 
0,1…0,2 0,2…0,3 0,3…0,4 0,4…0,5 0,5…0,6 
Частоти jn  5 8 6 4 7 
Порівняти вибіркові значення середньої арифметичної похибки та 
оцінки дисперсії генеральної сукупності.  
17. Обсяг вибірки партії електроламп дорівнює 100 ламп. Се-
редня тривалість горіння лампи вибірки становить 1000 годин. Ви-
значити з надійною ймовірністю 0,95 довірчий інтервал для 
середньої тривалості горіння лампи всієї партії у разі, якщо середнє 
квадратичне відхилення тривалості горіння лампи 40  годин. 
Передбачається, що тривалість горіння розподілена нормально. 
18. За даними дев'яти незалежних вимірювань з однаковою 
точністю певної фізичної величини визначені емпіричне середнє 
арифметичне результатів вимірювання 1,30  і виправлене середнє 
квадратичне відхилення 62X . Оцінити дійсне значення вимірюва-
ної величини за надійним інтервалом, якщо надійна ймовірність 
.99,0 Передбачається, що результати вимірювань розподілені но-
рмально. 
19. Проведено 10 вимірювань одним приладом (без 
систематичної похибки) певної фізичної величини X . Виправлене 
середнє квадратичне відхилення випадкової похибки вимірювань 
склало 0,8. Визначити точність приладу з надійною ймовірністю 0,95 
за умови, що результати вимірювання розподілені нормально. 
20. Під час обчислення дисперсії розподілу варіант, розміще-
них на різних відстанях, вибірка була розбита на п'ять частинних 
інтервалів, кожний довжиною 12d . Вибіркова дисперсія 
рівновіддалених варіант (середин частинних інтервалів) 4,522 . 
Визначити вибіркову дисперсію з урахуванням поправки Шеппарда. 
21. Серед 250 деталей, виготовлених станком-автоматом, 
виявилося 32 нестандартних. Визначити довірчий інтервал, що 
покриває з надійною ймовірністю 0,99 невідому ймовірність P  виго-
товлення верстатом нестандартної деталі. 
22. Двома методами проведені вимірювання фізичної величи-
ни. Отримані такі результати: а) 6,91x ; 0,102x ; 8,93x ; 2,104x , 
6,105x ; б) 4,101y ; 7,92y ; 0,103y ; 3,104y . Чи можна вважа-
ти, що за рівня значущості 1,0  методи забезпечують однакову 
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точність вимірювання, якщо результати вимірювання розподілені 
нормально, а вибірки є незалежними?. 
23. П’ять термопар відкалібровано при стандартній темпера-
турі С25 . За результатами вимірювань середнє вибіркове скла-
ло С8,24  , а виправлена вибіркова дисперсія 2С)(7,0  . Визначити рі-
вень значущості , за якого справджується нульова гіпотеза про те, 
що математичне очікування становить С25][ M . 
24. За двома незалежними вибірками обсягу 111n  и 142n  
відповідно для нормально розподілених випадкових величин сукуп-
ностей X  і Y  визначені виправлені вибіркові дисперсії 76,0~2X  і 
38,0~2Y . При рівні значущості 05,0  перевірити нульову гіпотезу 
0H : )()( YDXD  про однакові значення генеральної генеральних 
дисперсій у разі, якщо альтернативною є гіпотеза 1H : )()( YDXD . 
25. За двома незалежними вибірками обсягу 141n  и 102n  
відповідно для нормально розподілених випадкових величин сукуп-
ностей X  і Y  визначені виправлені вибіркові дисперсії 84,0~2X  і 
52,2~2Y . При рівні значущості 01,0  перевірити нульову гіпотезу 
0H : )()( YDXD  про однакові значення генеральної генеральних 
дисперсій у разі, якщо альтернативною є гіпотеза 1H : )()( YDXD . 
26. Середнє напрацювання на відмову приладів старої конс-
трукції в 10 випробуваннях склало в середньому 6,8 місяців за сере-
дньоквадратичного відхилення 0,08 місяця. Прилади нової конструк-
ції в 6 випробуваннях пропрацювали в середньому 7,5 місяців за се-
редньоквадратичного відхилення 0,8 місяця. Визначити, чи є нова 
конструкція приладу більш надійною за стару? 
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Таблиця 1  Значення інтегральної функції розподілу нормального закону 
 
Значення інтегральної функції нормального розподілу 
dUexF
x
x
U 2/2
2
1
)(  
х 0 1 2 3 4 5 6 7 8 9 
0,0 0,0000 0,0080 0,0159 0,0239 0,0319 0,0399 0,0478 0,0558 0,0638 0,0717 
0,1 0797 0876 0955 1034 1113 1192 1271 1350 1428 1507 
0,2 1585 1663 1741 1819 1897 1974 2051 2128 2205 2282 
0,3 2358 2434 2510 2586 2661 2737 2812 2886 2960 3035 
0,4 3108 3182 3255 3328 3401 3473 3545 3616 3688 3759 
 
0,5 3829 3900 3969 4039 4108 4177 4245 4313 4381 4448 
0,6 4515 4581 4647 4713 4778 4843 4908 4971 5035 5098 
0,7 5161 5223 5385 5346 5407 5468 5527 5587 5646 4705 
0,8 5763 5821 5878 5935 5991 6047 6102 6157 6211 6265 
0,9 6319 6372 6424 6476 6528 6579 6629 6680 6729 6778 
 
1,0 6827 6875 6923 6970 7017 7063 7109 7154 7199 7243 
1,1 7287 7330 7373 7415 7457 7499 7539 7580 7620 7660 
1,2 7699 7737 7775 7812 7850 7887 7923 7959 7994 8030 
1,3 8064 8089 8132 8165 8197 8230 8262 8293 8324 8355 
1,4 8385 8415 8444 8473 8501 8529 8557 8584 8611 8638 
 
1,5 8664 8689 8715 8740 8764 8789 8812 8836 8859 8882 
1,6 8904 8926 8948 8970 8990 9011 9031 9051 9070 9090 
1,7 0,91087 0,91273 0,91457 0,91637 0,91714 0,91988 0,92159 92327 92492 92655 
1,8 2814 2970 3124 3275 3423 3569 3711 3852 3989 4124 
1,9 4257 4387 4514 4639 4762 4882 5000 5116 5230 5341 
 
2,0 5450 5557 5662 5764 5865 5964 6060 6155 6247 6336 
2,1 6427 6514 6599 6683 6765 6844 6923 6999 7074 7148 
2,2 7219 7289 7358 7425 7491 7555 7619 7679 7739 7798 
2,3 7655 7911 7966 8019 8072 8123 8172 8221 6269 8315 
2,4 6360 6405 8448 8490 8531 8571 8611 6643 6686 8723 
 
2,5 0,96756 0,98793 0,98626 0,98859 98891 0,98923 0,98953 0,969S3 0,99012 0,99040 
2,6 9068 9095 9121 9146 9171 9195 9219 9241 9253 9285 
2,7 9307 9327 9347 9367 9386 9404 9422 9439 9456 9473 
2,8 9489 9505 9520 9535 9549 9563 9576 9590 9502 9615 
2.9 9627 9639 9650 9661 9672 9682 9692 9702 9712 9721 
 
3,0 9730 9739 9747 9755 9763 9771 9779 9786 9793 9800 
3,1 9806 9813 9619 9825 9831 9837 9842- 984S 9853 S855 
3,2 9863 9867 9872 9876 9880 9885 9889 9892 9696 9900 
3,3 9903 9907 9910 9912 9916 9919 9922 9925 9928 9930 
3,4 9933 9935 9937 9940 9942 9944 9945 9948 9950 9952 
 
3,5 9953 9955 9957 9958 9960 9961 9963 9964 9966 9967 
3,6 9968 9969 9971 9972 9973 9974 9975 9976 9977 9978 
3,7 9978 9979 9980 9981 9982 9982 9983 9984 9984 9985 
3,8 9986 9986 9987 9987 9988 9988 9989 9989 9990 9990 
3,9 0,999904 0,999908 0,999911 0,999915 0,999919 0,999922 0,999925 0,999928 0,999931 0,999934 
 
4,0 9937 9939 9942 9944 9946 9949 9951 9953 9955 9957 
4,1 9937 9939 9942 9944 9946 9949 9951 9953 9955 9957 
4,2 9973 9974 9976 9977 9978 9979 9980 9980 9981 9982 
4,3 9983 9984 9984 9985 9986 9986 9987 9988 9988 9989 
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Значення розподілу Стьюдента 
npt
np dttpttP
,
)()( ,  
Число сту-
пенів сво-
боди, n 
P 
0,6 0,7 0,8 0,9 0,95 0,975 0,990 0,995 
1 0,325 0,727 1,375 3.078 6,314 12,706 31,821 63,657 
2 0,289 0,617 1,061 1,886 2,920 4,303 6,965 9,925 
3 0,277 0,584 0,978 1,638 2,353 3,182 4,541 5,841 
4 0,271 0,569 0,941 1,533 2,132 2,776 3,747 4,604 
5 0,267 0s559 0,920 1,476 2,015 2,571 3,365 4,032 
6 0,265 0,553 0,906 1,440 1,943 2,447 3,143 3,707 
7 0,263 0,549 0,896 1,415 1,895 2,365 2,998 3,499 
8 0,262 0,546 0,889 1,397 1,860 2,306 2,896 3,355 
9 0,261 0,543 0,883 1,883 2,262 2,821 2,821 3,250 
10 0,260 0,542 0,879 1,372 1,812. 2,228 2,764 3,169 
11 0.260 0,540 0,876 1,363 1,796 2,201 2,718 3,106 
12 0,259 0,539 0,873 1,356 1,782 2,179 2,681 3,055 
13 0,259 0,538 0,870 1,350 1,771 2,160 5,650 3,0I2 
14 0,256 0,537 0,868 1,345 1,761 2,145 2,624 2,977 
15 0,256 0,536 0,866 1,341 1,753 2,131 2,602 2,947 
16 0,256 0,535 0,865 1.337 1,746 2,120 2,583 2,921 
17 0,257 0,534 0,863 1,333 1,740 2,110 2,567 2,898 
18 0,257 0,534 0,862 1,330 1,734 2,101 2,552 2,878 
19 0,257 0,533 0,861 1,328 1,729 2,093 2,539 2,861 
20 0,257 0,533 0,860 1,325 1,725 2,086 2,528 2,845 
21 0,257 0,532 0,859 1,323 1,721 2,080 2,518 2,831 
22 0,256 0,532 0,658 1,32I 1,717 2,074 2,508 2,819 
23 0,256 0,532 0,856 1,319 1,714 2,069 2,500 2,807 
24 0,256 0,531 0,857 1,318 1,711 2,064 2,492 2,797 
25 0,256 0,531 0,856 1,3I6 1,708- 2.060 2,485 2,787 
26 0,256 0,531 0,856 1,315 1,706 2,056 2,479 2,779 
27 0,256 0,531 0,855 1,314. 1.703 2,052 2.473 2,771 
26 0,256 0,530 0.855 1,313 1,701 2,048 2,467 2,763 
29 0,256 0,530 0.854 1,311 1.699 2,045 2,462 2,756 
3О 0,256 0,530 0,854 1,310 1,697 2,042 2,457 2,750 
40 0,254 0,527 0.848 1,303 1,684 2,021 2,423 2,704 
60 0,254 0,527 0,848 1.296 1,671 2,000 2,390 2,660 
120 0,254 0,526 0,845 2,289 1,658 1,980 2,358 2,617 
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Значення інтегральної функції розподілу Пірсона 
 
2
,
0
222
,
2 )()(
kp
dxxpP kp  
Число 
ступенів 
свободи, 
n 
P 
0,005 0,010 0,025 0,050 0,100 0,200 0,800 0,900 0,950 0,975 0,990 0,995 
I 0,3910 0,1610 0,9810 0,3910 0,016 0,064 1,64 2,71 3,84 5,02 6,63 7,88 
2 0,010 0,020 0,051 0,103 0,211 0,446 3,22 4,61 5,98 7,38 9,21 10,60 
3 0,072 0,115 0,216 0,352 0,584 1,000 4,64 6,25 7,81 9,35 11,30 12,80 
4 0,207 0,297 0,484 0,711 1,060 1,650 5,99 7,68 9,49 11,10 13,30 14,90 
5 0,412 0,554 0,831 1,150 1,610 2,340 7,29 9,24 11,10 12,80 15,10 16,70 
6 0,676 0,872 1,240 1,640 2,200 3,070 8,56 10,60 12,60 14,40 16,80 18,50 
7 0,989 1,240 1,690 2,170 2,830 3,820 9,80 12,00 14,10 16,00 18,50 20,30 
8 1,340 1,650 2,180 2,730 3,490 4,590 11,00 13,40 15,50 17,50 20,10 22,00 
9. 1,730 2,090 2,700 3,330 4,170 5,380 12,20 14,70 16,90 19,00 21,70 23,60 
10 2,160 2,560 3,250 3,940 4,870 6,180 13,40 16,00 18,30 20,50 23,20 25,20 
11 2,600 3,050 3,820 4,570 5,580 6,990 14,60 17,30 19,70 21,90 24,70 26,80 
12 3,070 3,570 4,400 5,230 6,300 7,810 15,80 18,50 21,00 23,30 26,20 28,50 
13 3,570 4,110 5,010 5,890 7,040 8,630 17,00 19,80 22,40 24,70 27,70 29,80 
14 4,070 4,660 5,630 6,570 7,790 9,470 18,20 21,10 23,70 26,10 29,10 31,30 
15 4,600 5,230 6,260 7,260 8,560 10,300 19,30 22,30 25,00 27,50 30,60 32,80 
16 5,140 5,810 6,910 7,960 9,310 11,200 20,50 23,50 26,30 28,80 32,00 34,30 
18 6,260 7,010 8,230 9,390 10,900 12,900 22,80 26,00 28,90 31.50 34,80 37,20 
20 7,43 8,26 9,59 10,9 12,4 14,6 25,0 28,4 31,4 34,2 37,6 40,0 
22 8,64 9,54 11,00 12,3 14,0 16,3 27,3 30,8 33,9 36,8 40,3 42,8 
24 9,89 10,90 12,40 I3,6 15,7 18,1 29,6 33,2 36,4 39,4 43,0 45,5 
26 11,20 12,20 13,80 15,4 17,3 19,8 31,8 35,6 38,9 41,9 45,6 46,3 
28 12,50 13,60 15,30 16,9 18,9 21,6 34,0 37,9 41,3 44,5 4c, 3 5I,0 
30 13,80 15.00 16,60 18,5 20,6 23,4 36,3 40,3 43,8 47,0 50,9 53,7 
35 17,20* 17,50 20,60 22,5 24,8 27,8 41,8 46,1 49,9 53,2 57,3 60,3 
40 20,70 22,20 24,40 26,5 29,1 32,3 47,3 51.8 55,8 59,3 53,7 66,8 
45 24,30 25,90 28,40 3Ot6 33,4 36,9 52,7 57,5 61,7 65,4 70,0 73,2 
50 28,00 29,70 32r40 34,8 37,7 41,8 58,2 63,2 67,5 71.4 76,2 79,5 
55 31,70 33,60 36,40 39,0 42,1 46,0 63,6 63,6 73,3 77,4 82,3 85,7 
60 35, 50 37,50 40, 50 43,2 46,5 50,6 69,0 74,4 79,1 63,3 88,4 92,0 
65 39,40 41,40 44,60 47t4 50,9 55,3 74,4 80,0 84,8 89,2 94,4 98,1 
70 43,30 45,40 48,80 51,7 55,3 59,9 79,7 35,5 90,5 95,0 100,4 104,2 
75 47,20 49,50 52,90 56,1 59,8 64,5 85,1 91,1 96,2 100,8 106,4 110,3 
80 51,20 53,50 57,20 60,4 64,3 69,2 90,4 96,6 101,9 106,6 112,3 115,3 
85 55,20 57,60 61,40 64,7 68,8 73,9 95,7 102,1 107,5 112,4 116,2 122,3 
90 59,90 61,SO 65,60 69,1 73,3 78,6 101,1 107,6 112,1 116.1 124,1 128,3 
95 63,20 65,90 69,90 73,5 77,8 83,2 106,4 113,0 118,8 123,9 130,0 134,2 
100 67,30 70,10 74,20 77,9 82,4 67,9 111,7 118,5 124,3 129,5 135,8 140,2 
 

