Time perception in the milliseconds and seconds ranges is thought to be processed by different neural mechanisms. However, whether there is a sharp boundary between these ranges and whether they are implemented in the same, overlapped or separate brain areas is still not certain. To probe the role of the right dorsolateral prefrontal cortex (dlPFC), the right supplementary motor area (SMA), and the cerebellum on time perception, we temporarily altered their activity on healthy volunteers on separate sessions using transcranial magnetic stimulation with the continuous Theta Burst Stimulation (cTBS) protocol. A control session was reserved for the stimulation of the primary somatosensory cortex (S1). Before and after stimulation, participants were tested on temporal categorization tasks using intervals in the hundreds and thousands of milliseconds ranges, as well as on a pitch categorization task which was used as a further control. We then looked for changes in the Relative Threshold and the Constant Error, which, respectively, reflect participants' sensitivity to interval duration and their accuracy at setting an interval that acts as a boundary between categories.
Introduction
Temporal information is present in every perceived stimulus. Yet, current evidence suggests that different brain mechanisms have evolved in humans and other species to quantify durations in scales ranging from microseconds to circadian rhythms (Buonomano and Karmarkar, 2002; Mauk and Buonomano, 2004; Merchant and de Lafuente, 2014) . For example, it is well accepted that the microsecond difference in the time of arrival of a sound wave to the two ears is used by brainstem nuclei to compute the localization of the sound source (Brand et al., 2002; Grothe, 2003) . In contrast, daily variations in light are used to calibrate circadian rhythms through the hypothalamic suprachiasmatic nuclei (Dibner et al., 2010) . Between these two scales, the quantification of intervals in the milliseconds and seconds ranges is less clear. The dorsolateral prefrontal cortex (dlPFC), the supplementary motor area (SMA), the basal ganglia, and the thalamus are emerging as key structures of a core timing circuit (Merchant et al., 2013a . However, given that a wide variety of behaviors require timing, ranging from the estimation of the duration of stimuli to the production of rhythmic movements, other brain areas, such as the sensory cortices and the cerebellum, might be recruited depending on the particular task requirements (Merchant et al., 2008; Stauffer et al., 2012) . Furthermore, while some of these areas appear to participate in the estimation of both, millisecond and seconds-long intervals, others may be more specific Miall, 2003a, 2003b; Hayashi et al., 2014) .
Most of the studies that have addressed these problems have relied on correlative approaches, whether observing whole brain activity through neuroimaging (Rao et al., 2001; Miall, 2003a, 2003b; Jahanshahi et al., 2006) or scalp electrodes (Jongsma et al., 2003; Honing et al., 2012) , by measuring the responses of single cells (Leon and Shadlen, 2003 , Merchant et al., 2013b Crowe et al., 2014) , local field potentials Bartolo and Merchant, 2015) , or through psychophysical techniques (Merchant et al., 2008; Cicchini et al., 2012; Rammsayer and Troche, 2014) . In contrast, Transcranial Magnetic Stimulation (TMS) is a powerful tool that can transiently alter cortical activity, allowing researchers to causally address the role of different sites on motor, sensory and cognitive abilities in healthy human subjects (Walsh and Cowey, 2000; Ridding and Rothwell, 2007) . aforementioned regions are relevant for time production (Theóret et al., 2001; Koch et al., 2003 Koch et al., , 2007 Jones et al., 2004; Doumas et al., 2005; Del Olmo et al., 2007; Oliveri et al., 2009; Giovannelli et al., 2014a) or perception (Lee et al., 2007; Giovannelli et al., 2014b) .
Among the different stimulation protocols for cortical manipulation with TMS, the theta burst stimulation (TBS) protocol has several advantages: the stimulation period is very short (less than one minute) and its effect lasts up to an hour (Huang et al. 2005) , more than enough to test participants on timing tasks. The continuous version of TBS (cTBS) has been shown to inhibit cortical activity (Huang et al., 2005; Stagg et al., 2009; Volman et al., 2011) and alter brain functional connectivity (Volman et al., 2011; Valchev et al., 2015) . Indeed, this technique has already been used to probe the role of the premotor cortex (Bijsterbosch et al., 2011a) and the cerebellum (Bijsterbosch et al., 2011b) on the correction of rhythmic movements and of the SMA on single interval reproduction (Dusek et al., 2011) . To our knowledge, only one study (Grube et al., 2010) has used cTBS (in the medial cerebellum) to manipulate time perception.
To further probe the role of the right SMA, right dlPFC, and the right cerebellar hemisphere on timing in the hundreds of milliseconds and thousands of milliseconds ranges, we tested human volunteers on an interval categorization task both before and after cTBS on these areas. Categorization is a basic perceptual process whereby stimuli in the environment are assigned to different groups called categories whose members are treated as equal. This is achieved by comparing the stimulus to be categorized with the boundaries between possible categories and/or with their prototypes (Kéri, 2003; Ashby and Maddox, 2005) . Therefore, we hypothesized that if the areas studied are essential for timing, their disruption with cTBS would impair either interval perception per se and/or the generation of the interval serving as the boundary between categories. Accordingly, we expected to find differential effects on either the psychophysical Relative Threshold (a measure of categorization variability) and/or on the Constant Error (a measure of the localization of the categorization boundary) depending on the particular role of the tested region.
5

Experimental procedures
Participants
Fifteen subjects (5 female, 10 male; 24.4 ± 4.85 (mean ± SD)) with no history of neurological disorder, alcohol or drug abuse, volunteered for this study. The procedures complied with the Declaration of Helsinki and were explained before commencement of the experiments to every participant, who then signed an informed consent. Subjects remained naïve about the purpose of the study until completion of all sessions.
Tasks
All the participants performed two blocks of an interval-categorization task and one block of a pitch-categorization task. In the first case, the interval elapsed between two brief (50 ms) tones had to be categorized as short or long (Mendez et al. 2011) , whereas in the second case, the pitch of the tones had to be categorized as low or high. The categorized intervals were in the hundreds of milliseconds range (T1: 200, 250, 319, 331, 369, 381, 450, 500) or in the thousands of milliseconds range (T2: 870, 920, 981, 1169, 1231, 1419, 1470, 1520) . The tones categorized in the pitch task were: 560, 620, 710, 740, 760, 790, 880 and 940 Hz. In all of these cases the first four intervals (or tones) were considered short (or low) and the remaining four were considered long (or high). In the interval-categorization tasks the pitch was the same for all trials (1,000 Hz), whereas in the pitch categorization task it was the interval which was kept constant (1 s). The tones were delivered through the laptop´s speakers and the participants were allowed to adjust the volume to a comfortable level.
Participants responded by pressing on the keyboard the number 1 if they thought the interval was short or the tone was low, and key 2 otherwise. It took approximately 18 minutes to complete all three tasks, which were performed before stimulation and repeated 5 minutes after it to allow for the full effect of cTBS to develop (Huang et al., 2005) . The order in which the tasks were performed both before and after stimulation was randomized in each session.
A training phase, consisting of 16 trials, was done in the beginning of each task. In this phase only the shortest and the longest intervals (or the lowest and the highest pitch tones) were presented alternately. The phrase "short (or low), press 1", "long (or high), press 2" appeared 6 as soon as the two tones had been presented. Feedback was provided with the words "correct" or "incorrect". The testing phase, consisting of 8 trials with each of the 8 intervals presented randomly for a total of 64 trials, was performed immediately after the training phase. In this phase neither instructions nor feedback were given. Participants were instructed to press the key as soon as they had reached a decision without overthinking.
Experimental sessions
Every participant completed four sessions on different days, one for each area tested (right SMA, right dlPFC, right cerebellar hemisphere, right S1), with the order counterbalanced across participants. The sessions' dates and times were decided by the participants but at least two days elapsed between each. Usually it took between one to two weeks to complete all four sessions.
Transcranial Magnetic Stimulation
We used the cTBS protocol to interfere with the activity of the right dlPFC, SMA, and the right cerebellar hemisphere in separate sessions. Magnetic pulses were delivered using a Magstim Rapid apparatus (Magstim Co., Whitland, Wales, UK) with a hand-held coil. For the SMA, a double cone coil with an inner diameter of 90 mm was used, whereas for the rest of the structures we used a standard figure-of-eight coil with 70 mm of inner diameter. A detailed description of the cTBS protocol can be found elsewhere (see Huang et al., 2005) .
Briefly, trains of three pulses delivered at 50 Hz and separated from each other by 200 ms were delivered for 40 s, for a total of 600 pulses. The intensity was adjusted individually in all sessions to be 80% of the active motor threshold (AMT) of the contralateral Tibialis Anterior (TA) muscle in the case of SMA stimulation or of the contralateral First Dorsal Interosseous (FDI) in the case of the other structures. The AMT is defined as the minimum single TMS pulse intensity required to evoke a motor evoked potential larger than 200 V in 5 out of 10 trials while the subject maintains a voluntary contraction of the target muscle of 20% of the maximal with the help of visual feedback from the surface electromyogram (Huang et al., 2005) . Since stimulation in S1 was done as a control, stimulation intensity was 60% of AMT for this region only.
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Localization of the stimulation site for all the structures was done using well-established craniometric techniques. The dlPFC was localized 5 cm anterior to the FDI hotspot (George et al., 1995; Zheng, 2000; Epstein et al., 2002; Jones et al., 2004) , whereas SMA was considered to be 4 cm anterior to the hotspot of TA (Steyvers et al., 2003; Hamada et al., 2009 ), both in the right hemisphere. The right cerebellar hemisphere was found measuring 1 cm below and 3 cm to the right of the inion (Théoret et al., 2001; Koch et al., 2007) and was stimulated with the handle of the coil pointing upwards. Finally, S1 was found by measuring 2 cm posterior to the FDI motor hotspot (Enomoto et al., 2001; Ishikawa et al., 2007; Katayama et al., 2010; Rai et al., 2012) .
Data Analysis
Subroutines written in Matlab (Matworks v. 7.6.0.324) and the SPSS statistical package were used for statistical analyses. The relative threshold was calculated for each subject and for each block of trials from the subject's psychometric curve, where the probability of longinterval categorization was plotted as a function of the stimulus magnitude. A logistic function was fitted to these data, and the relative threshold was computed as half the subtraction of the interval or the distance at 0.75p and at 0.25p. This represents a measure of the amount of change that a stimulus must have in the studied dimension to be detected by the subject (Gescheider, 1997) . In addition, the point of subjective equality (PSE) was calculated as the interval or distance at 0.5p in the psychometric curves and was then used to calculate the constant error (CE) as: CE = PSE -implicit limit, where the implicit limit was the interval or tone that lied in the middle between the shortest (or highest) and the longest (or lowest) categorized values and which was not actually presented to the participants but was expected to be acquired implicitly during the training phase. Thus, the constant error is a measure of how accurate the participant is at setting the limit between categories (Gescheider, 1997) . The relative threshold and the constant error were then used as the main variables on two-way repeated measures ANOVAs with stimulation Site (dlPFC, SMA, cerebellum, S1) and cTBS (pre, post -cTBS) as factors 8 separately for each task. To confirm that there was no effect derived from learning across sessions, we also performed a one-way repeated measures ANOVA with the sessions as factor on the pre-cTBS performance, defined as the percentage of correct trials. The reported P-values in all the repeated measures ANOVAs correspond to the Greenhouse-Geisser test, which corrects for possible deviations in sphericity.
Results
All but one participant performed the interval and pitch categorization tasks with more than 70 percent correct trials before cTBS. Thus the analyses reported here were done without this participant's data. As expected, the ANOVAs on subject's performance showed that it did not change across sessions for any of the tasks (Table 1; Figure 1) , confirming no effects of session order or practice.
None of the two-way repeated measures ANOVAs with Site and cTBS as factors showed any significant two-way interactions ( Table 2) . However, the Relative Threshold on the T1 task was significantly affected by the application of cTBS (F(1, 13) = 9.309, p = 0.009). This can be seen in Figure 2 , in which the slope of the psychometric curve for the T1 task clearly decreases after the application of cTBS, something that does not happen for the other two tasks. There were no significant effects depending on the stimulation Site ( Table 2) .
Discussion
Using a wide variety of neuroscientific tools, the cerebellum (Schubotz et al. 2000; Baer et al. 2005; Pecenka et al. 2013) , the dlPFC (Onoe et al., 2001; Genovesio et al. 2006 Genovesio et al. , 2015a Genovesio et al. , 2015b ) and the SMA (Crowe et al., 2014; have been shown to be involved in time perception and production in the hundreds and thousands of milliseconds ranges. However, it is not known if they mainly process intervals within a particular range and which specific roles they play. Therefore, we reasoned that interfering with these regions' activity with continuous Theta Burst Stimulation (cTBS) could introduce noise to the timing network and affect participants' ability to categorise intervals in either the milliseconds, the 9 seconds, or both ranges. We tested human participants on a time categorization task before and after the application of cTBS and looked for changes in their psychophysical Relative Threshold and Constant Error (CE). The former variable reflects participants' sensitivity to the passage of time, whereas the latter estimates their accuracy for setting the boundary between categories (Gescheider, 1997) . As controls, we also stimulated S1 and tested subjects on a pitch categorization task. We found that after cTBS the categorization of intervals in the milliseconds range was affected, unlike that of intervals in the seconds range and of auditory tones which was not affected at all. Furthermore, this change was observed only on the Relative Threshold and not on the CE. Surprisingly, there were no significant differences between the tested regions.
These results have several implications. First of all, the differential effect of cTBS on the categorization of milliseconds and seconds means that, either the structures affected by cTBS only participate in the processing of the former duration range, or that, even if they also have a role in second-range estimation, the network responsible for this is more resilient to the disruption of these nodes than the millisecond-range one. In any case, our results support the notion of separate neural mechanisms and/or circuits for the processing of intervals in the hundreds and thousands of milliseconds ranges (Mauk and Buonomano, 2004; Buhusi and Meck, 2005) . Furthermore, they suggest that indeed there exists a thin boundary between the two mechanisms, located somewhere between 800 to 1,500 milliseconds, as already implied by other findings (Gibbon et al., 1997; Rammsayer, 1999; Koch et al., 2009; Gooch et al., 2011) . The specific durations we tested was necessarily arbitrary and a more dedicated search for this millisecond-second boundary, using a greater number of intervals, will help to sharpen its exact location and differentiate between the mechanisms associated with each range. Now, the fact that the Relative Threshold was affected but not the Constant Error further suggests that, even for timing within the millisecond range, there were also two separable processes taking place, namely, an estimation of the duration of the interval presented on each trial, and also, the generation and storage of a mental 'implicit' duration which acted as the limit between interval categories. Whereas the former process was impaired by cTBS, the latter was not. Once more, there are two plausible explanations for this finding: either the structures probed do not participate in the storage of durations that will then be used as a reference for categorization, or this process can still take place after the acute disruption of one of its nodes. Presumably, working memory would be involved in the maintenance of duration information, which would suggest that the dlPFC and the posterior parietal cortex would be recruited . The fact that cTBS to the dlPFC did not affect the CE in any of the categorization tasks supports the interpretation of a strong network, capable of storing information (Mackey et al., 2016) and maintaining the capacity to categorize stimuli (Minamimoto et al., 2010) despite the loss of the dlPFC.
Finally, it was unexpected to find that the effect of cTBS on the Relative Threshold of the millisecond categorization was not different depending on the structure stimulated, including our control structure, S1. This should be interpreted with caution, but we think that this adds up to the evidence showing that timing in the millisecond range happens through a distributed network with no sole node playing a crucial role (Merchant et al., 2013) . While timing was affected in our participants, they still were able to maintain a decent performance, a finding echoing reports of patients with injuries to different brain structures still retaining the capacity to display timed behaviors (Aparicio et al. 2005; Coslett et al. 2010; Gooch et al. 2011 ). This could also imply that several brain structures possess the sufficient neural architecture to support temporal estimation, endowing the timing system with great resilience Merchant et al. 2013) .
TMS has been used previously to test the role of different structures on timing, albeit resorting to tasks, durations, and TMS protocols that vary widely. We are, to the best of our knowledge, the first to test interval categorization using cTBS. We are also the first to use TMS to assess the role of the dlPFC on an interval perception task, although its role on interval reproduction tasks has been addressed before (Jones et al. 2004; Koch et al. 2007 ).
Paradoxically, these latter studies failed to find an effect of TMS on the reproduction of intervals in the hundreds of milliseconds range but found an impairment for the reproduction of durations of 2 seconds or longer (also see Koch et al. 2003) . Together with our results, this could be interpreted as a perception-of-milliseconds and production-of-seconds role for the dlPFC. Nevertheless, on top of considering task differences, it is essential to take into account the stimulation protocols used; the studies above used repetitive TMS (rTMS) instead of cTBS. A recent report (Benali et al. 2011) showed at the neurophysiological and molecular level that these protocols have different effects on cortical activity, which might also account for the apparently discrepant results.
Similar considerations should be taken with studies showing that off-line (Del Olmo et al. 2007; Giovannelli et al. 2014a ) and on-line (Jones et al. 2004) rTMS to the SMA does not seem to affect the reproduction of intervals in the milliseconds range. In this case, attention should also be paid to the type of coil used for stimulation: in the referred studies a standard figure of eight coil was used, whereas we used a double-cone coil which is considered to deliver pulses that penetrate further into the cortical tissue (Deng et al. 2014 ) albeit with a wider spread (Deng et al. 2013) . Additionally, whereas Jones et al. (2004) and the present study used leg muscles as a reference to calibrate the intensity for stimulation, Del Olmo et al. (2007) and Giovannelli et al. (2014a) used the FDI. Whether our choice of coil and intensity calibration proved more effective is another interesting topic to investigate. On the other hand, the only time perception study probing the SMA (Giovannelli et al., 2014b ) used an interval discrimination task with durations between 800 and 1,200 seconds, similar to the ones in our T2 categorization block. As in our case, they found no effect of SMA disruption, giving further support to the role of this area for the perception of shorter intervals.
The role of the cerebellum on millisecond timing seems less controversial. In accordance with our findings, on-line and off-line rTMS on this region provokes changes on temporal categorization (Lee et al. 2007 ), reproduction or finger tapping (Del Olmo et al. 2007) in the hundreds of milliseconds range but not in the seconds range. Interestingly, one study found no effect of right cerebellar hemisphere cTBS stimulation on a finger tapping task in the sub-seconds range (Bijsterbosch et al. 2011b) , although an increase in this structure's activity observed with fMRI is acknowledged in this same report. Once more, the intensity calibration method used in this study differed from ours, as they used the thumb movement visualization method whereas we used the AMT with the aid of the electromyogram (see Methods; Huang et al. 2005) .
Overall, our results strengthen the notion of distinct mechanisms for the perception of intervals in the millisecond and second range intervals, with a boundary between them near 1 second. Whereas more and more evidence points to the existence of a timing network comprised of several distinct brain regions (Merchant et al., 2013) , some of which likely work as a substrate for the processing of both milliseconds and seconds, the dlPFC, the SMA and the cerebellum seem particularly relevant for the estimation of intervals in the former range. Our results also suggest that different cognitive abilities that depend on timing recruit different circuits, with at least one circuit dedicated to the active estimation of intervals, and another, perhaps more general, to the formation and storage of durations for a later use. On another hand, the differences between our findings and previous reports highlight that the choice of TMS protocol and tasks can have a huge impact on the outcome of these experiments (Huang et al. 2011; Hamada et al. 2013 ). Thus, our interpretations need to be complemented by more experimental results using TMS together with other techniques. Importantly, the tasks need to be comparable and the durations tested must span a wider range before reaching more sound conclusions about the roles of different brain regions in timing in the sub and supra-seconds range. 
