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Abstract
We investigate general Shapiro–Lopatinsky elliptic boundary value problems on manifolds with poly-
cylindrical ends. This is accomplished by compactifying such a manifold to a manifold with corners of in
general higher codimension, and we then deal with boundary value problems for cusp differential operators.
We introduce an adapted Boutet de Monvel’s calculus of pseudodifferential boundary value problems, and
construct parametrices for elliptic cusp operators within this calculus. Fredholm solvability and elliptic reg-
ularity up to the boundary and up to infinity for boundary value problems on manifolds with polycylindrical
ends follows.
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Keywords: Boundary value problems; Manifolds with cylindrical ends; Manifolds with corners; Degenerate elliptic
operators; Cusp calculus; Parametrices
1. Introduction
This paper is concerned with the analysis of partial differential equations on noncompact
manifolds with boundary. More precisely, we are interested in Fredholm solvability, regularity,
and asymptotics of solutions for general elliptic boundary value problems on manifolds with
polycylindrical ends and boundary.
On smooth compact manifolds with boundary, it is known from classical results that Fred-
holmness and regularity of solutions are governed by a tuple of principal symbols (cf. [1]): the
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and the principal boundary symbol. The index problem on compact manifolds with boundary
led Boutet de Monvel in [4] to introduce an algebra of pseudodifferential boundary value prob-
lems which contains the parametrices of elliptic operators (see [9,35]). In particular, Fredholm
solvability and regularity of solutions follow as immediate consequences from the mapping prop-
erties of the operators in Boutet de Monvel’s algebra—this represents a major philosophical
viewpoint of pseudodifferential operator theory in general. While the main analytic results for
elliptic partial differential equations were already obtained in [1,2,37], Boutet de Monvel’s cal-
culus had a substantial impact on many investigations in index and spectral theory on compact
manifolds with boundary.
A significant amount of the literature on elliptic theory on noncompact manifolds focuses on
index or spectral theory related to complete Riemannian manifolds (see, e.g., [3,18,20,23,24,26,
30,39]). Despite of progress obtained in the past 10–15 years, the incomplete case still constitutes
a major challenge, and even for apparently “simple” cases like cone or edge singularities many
central questions are still unsolved (cf. [6–8,12,14,19,22,34,36]).
It is known from these works that on noncompact manifolds, apart from the invertibility of the
homogeneous principal symbol, additional conditions that govern Fredholmness, regularity, and
asymptotics of solutions at the noncompact ends are to be expected. These are typically invert-
ibility conditions on operator families, and it makes sense to regard these families as principal
symbols at infinity that are associated with the operator. The principal boundary symbol of a
boundary value problem mentioned above is a classical example of such a family when we re-
gard the boundary as being located at infinity. Other examples are the conormal symbol for cone
operators, the principal edge symbol for edge operators (cf. [34]), and the normal operators for
totally characteristic or cusp operators [18,23,25]. We will usually consider an operator elliptic
provided that all its principal symbols are invertible.
The topological concept of a manifold with corners from [24] turned out to be particularly
well suited for many problems on noncompact manifolds as it provides a natural habitat: the
original manifold is compactified to a manifold with corners, and the behavior of the operators
and of the solutions to the equations at the boundary reflects the behavior at infinity of the original
problem. Typically, there is an additional operator-valued condition that governs ellipticity for
each hypersurface of the boundary.
Elliptic theory on manifolds with polycylindrical ends without boundary relates to totally
characteristic or cusp operators on manifolds with corners as studied in [18,23,26]. The situation
we are interested in corresponds to operators that are totally characteristic or cusp-degenerate
only at some boundary hypersurfaces, while they are regular at other hypersurfaces. We will
focus here on cusp operators rather than totally characteristic ones as they provide a larger reser-
voir of admissible problems on manifolds with polycylindrical ends. At the hypersurfaces on
which the operators are regular we are imposing boundary conditions. Motivated by questions
arising in cutting and pasting in b-geometry, Loya and Park investigated in [21] the Cauchy
data space and the Calderón projector at regular hypersurfaces for totally characteristic oper-
ators of Dirac-type on manifolds with corners. As is the case also in the classical setting of
smooth compact manifolds, their work is not covered by our framework unless the boundary
condition for the Dirac operator under consideration is Shapiro–Lopatinsky elliptic (e.g., if it is
local).
It is worthwhile emphasizing that boundary value problems on manifolds with polycylindri-
cal ends are substantially different from the corresponding problems on manifolds with singular
geometric corners (e.g. manifolds with corners endowed with a smooth nondegenerate metric).
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manifold with corners are not allowed to have nontrivial intersections. In the presence of singu-
lar geometric corners, the natural topological habitat is a more singular manifold with corners
obtained by introducing polar coordinates (blow-up). In this case, some boundary hypersurfaces
of the blown-up manifold are fibred, and—the most significant drawback—the resulting oper-
ators have singular coefficients, which is typically the case for incomplete geometries. Despite
the structural similarities with elliptic theory adapted to (complete) manifolds with fibred bound-
aries, this latter point nevertheless induces a completely different analysis. To give a sufficiently
general understanding to this situation remains a challenging open problem (for related questions
on general Lipschitz domains see [11,27,29]).
This paper is organized as follows. In Section 2 we briefly recall the definition of manifolds
with corners and describe the topological requirements for the boundary hypersurfaces. More-
over, we introduce the class of cusp operators that are cusp-degenerate at the singular part, and
regular at the regular part of the boundary of a manifold with corners, and formulate the general
boundary value problem for such operators.
From the point of view of the analysis of partial differential equations, the main results of
this paper are the characterization of ellipticity for boundary value problems given by Defini-
tions 2.16 and 2.22, and Theorem 2.24 which asserts that elliptic boundary value problems for
cusp operators are Fredholm in the natural scale of weighted cusp Sobolev spaces. Our theorem
gives a precise statement as regards elliptic regularity and asymptotics of solutions up to the
boundary and up to infinity, i.e. up to the regular and singular parts of the boundary.
We find that ellipticity is governed by the principal symbol (extended in a suitable way up
to the boundary), and the following additional operator families associated with each boundary
hypersurface H :
• If H is a regular hypersurface, ellipticity is governed by the (cusp-)principal boundary sym-
bol.
• If H is singular, but intersects nontrivially with some regular hypersurface, then ellipticity
is governed by a family of boundary value problems for cusp operators on H , the conormal
symbol associated with H .
• If H is singular and has empty intersection with the regular part of the boundary, then ellip-
ticity is governed by the conormal symbol, which in this case is a family of cusp differential
operators on H .
The results mentioned are obtained by embedding the problems into a suitable calculus of
pseudodifferential boundary value problems for cusp operators, and constructing a parametrix
for elliptic operators inside this calculus. It should be noted that we recover the classical Boutet
de Monvel algebra as corresponding to the case that the singular part of the manifold with corners
is empty, while Kondratyev’s theory of elliptic boundary value problems on conic manifolds or
manifolds with mere cylindrical ends (cf. [12,13,15,16,22,28,33]) corresponds in our framework
to a particular case of manifolds with corners of codimension two.
We set up the calculus in Section 3, which is the longest section of this paper. As pointed
out earlier, the pseudodifferential calculus is of independent interest in itself as it makes possible
further investigations in the direction of index and spectral theory for elliptic boundary value
problems on manifolds with polycylindrical ends.
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2.1. Manifolds with corners
We briefly review the definition of manifolds with corners from [24].
Definition 2.1. An n-dimensional manifold with corners is a compact topological manifold M
with boundary such that there exists a smooth n-dimensional manifold M˜ without boundary that
contains M , and smooth functions xj : M˜ → R, j = 1, . . . ,N , with M = {x ∈ M˜; xj  0, j =
1, . . . ,N}, and on Hi1 ∩· · ·∩Hik , where Hj = {x ∈ M˜; xj = 0}, the differentials dxi1 ∧· · ·∧dxik
are nonzero for all collections i1 < · · · < ik . Without loss of generality we assume that N is
minimal, and so Hi ∩ M = ∅ for all i = 1, . . . ,N . In the sequel we will in general use the
notation Hi when we just mean the hypersurface Hi ∩M in the boundary of M .
A point p ∈ M is called a codimension k point, k ∈ N, if it lies in the intersection of k distinct
hypersurfaces Hi1 ∩ · · · ∩ Hik , and k is maximal with this property. The points in the interior
M = ˚M are by convention the points of codimension zero. The codimension of a manifold with
corners is defined as
codimM = max{k ∈ N; ∃p ∈ M of codimension k},
while a manifold with corners of codimension zero is by convention a compact smooth manifold
without boundary. Note that the manifolds with corners of codimension one are just the smooth
compact manifolds with boundary.
By possibly changing the defining functions xi , we also assume that there exists ε > 0 such
that each boundary hypersurface Hi of M has a collar neighborhood diffeomorphic to [0, ε) ×
Hi ∼= M , and the defining function xi coincides in this neighborhood with the projection to
the coordinate xi ∈ [0, ε). Throughout this paper these collar neighborhoods and the defining
functions xi are henceforth fixed. Observe, moreover, that each boundary hypersurface is itself
a manifold with corners of codimension at most codimM − 1. We will later make use of this
collar neighborhood structure together with an induction on the codimension of a manifold with
corners in order to define a pseudodifferential calculus that is adapted to our problem at hand.
Finally note that we have in a canonical way well-defined notions of C∞-functions, tangent
and cotangent bundle, as well as general smooth vector bundles and their sections on M simply
by restriction from M˜ .
Our focus in this paper is the investigation of general Shapiro–Lopatinsky elliptic boundary
value problems on manifolds with polycylindrical ends. Loya and Park studied in [21] Dirac-
type operators on such noncompact configurations, and they call them “manifolds with multi-
cylindrical end boundaries” (they require an additional but essentially unnecessary topological
condition for the hypersurface where the boundary condition is imposed).
The relation between manifolds with polycylindrical ends and manifolds with corners is that
the latter are compactifications of the before mentioned ones. More precisely, any diffeomor-
phism (0, ε) ∼= (−∞, ε) which maps zero to −∞ can be used to push the boundary hypersurfaces
Hi to minus infinity in view of the collar neighborhood structure [0, ε)×Hi ∼= M near the bound-
ary. Hence the interior M of M is in a natural way a manifold with polycylindrical ends, which
is compactified to the manifold with corners M by attaching the boundary hypersurfaces Hi at
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in view of Definition 2.1 now self-explanatory).
The situation that we are interested in corresponds to the case where not all boundary hy-
persurfaces of M are pushed to infinity, respectively stem from compactified cylindrical ends.
It makes sense to view the portion of the boundary ∂M which arises from compactification of
noncompact ends as the singular part ∂singM of ∂M , because in the study of elliptic operators
the noncompactness is reflected by a degeneracy on that part of the boundary. On the remaining
part of ∂M the operators are nondegenerate, and we are asking for an elliptic boundary condition
to be fulfilled there. Hence this part of ∂M is considered the regular part ∂regM of the boundary.
Let us be more precise about the topological requirements.
Definition 2.2. Let ∂M = (H1 ∪ · · · ∪H)∪H+1 ∪ · · · ∪HN , and assume that Hi ∩Hj = ∅ for
i = j , i, j = 1, . . . , . Then ∂regM =⋃i=1 Hi is an admissible choice of boundary hypersurfaces
where we can impose boundary conditions, and ∂singM = ⋃Ni=+1 Hi is the singular part of
∂M . Observe, in particular, that N = M \ ∂singM is a smooth manifold with boundary ∂N =
∂regM \ ∂singM .
Let xreg = x1 · · · · · x be the total defining function for ∂regM , and xsing = x+1 · · · · · xN
be the total defining function for ∂singM . As is custom, we write xαreg = xα11 · · · · · xα for α =
(α1, . . . , α) ∈ R, and correspondingly so for xsing.
2.2. Cusp differential operators and Sobolev spaces
Every codimension k point p ∈ M has a coordinate neighborhood of the form [0, ε)k × Ω
with local coordinates Ω ⊂ Rn−k and, after renumbering the xi ’s, (x1, . . . ,xk) ∈ [0, ε)k . If p ∈
∂regM , then there is only one hypersurface H ⊂ ∂M with p ∈ H ⊂ ∂regM by assumption about
the regular part of the boundary, and without loss of generality let this hypersurface be H1 =
{x1 = 0}.
A cusp differential operator of order m ∈ N0 is a differential operator A ∈ Diffm(M˜) restricted
to M , which in coordinates near each codimension k point p ∈ M is of the form
A =
∑
(α,β)∈Nn0|α|+|β|m
aα,β(x1, . . . , xk, y)
(
x21Dx1
)α1 · · · (x2kDxk )αkDβy (2.3)
if p /∈ ∂regM , or
A =
∑
(α,β)∈Nn0|α|+|β|m
aα,β(x1, . . . , xk, y)D
α1
x1
(
x22Dx2
)α2 · · · (x2kDxk )αkDβy (2.4)
if p ∈ ∂regM , where aα,β ∈ C∞([0, ε)k ×Ω). A change of variables ti = −1/xi in (2.3) gives
A =
∑
(α,β)∈Nn0
aα,β(−1/t1, . . . ,−1/tk, y)Dα1t1 · · ·Dαktk Dβy , (2.5)|α|+|β|m
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ti as ti → −∞ (analogously for (2.4)). Thus cusp (pseudo-)differential operators on manifolds
with corners are associated with the analysis on manifolds with polycylindrical ends by means
of the diffeomorphism t = −1/x. Another much more common setup are totally characteristic or
b-operators which are associated with the transformation t = logx [24,25,33,34]. In the b-setup
the derivatives x2i Dxi in (2.3) and (2.4) have to be replaced by xiDxi . The setup of totally charac-
teristic operators is more restrictive in the sense that it is applicable to a strictly smaller class of
operators on manifolds with polycylindrical ends, because the coefficients aα,β in the t = logx
coordinates have exponential asymptotics as ti → −∞. By combining both diffeomorphisms,
every b-operator can be transformed into a cusp operator and can be treated in a satisfactory
manner using the cusp setup. More about standard cusp pseudodifferential operators (the case
∂M = ∂singM) can be found in [18,23,26].
Equations (2.3) and (2.4) show that the cusp vector fields (homogeneous real first order cusp
differential operators) are a finitely generated projective module over C∞(M), and consequently
are the space of sections of a smooth vector bundle cuTM → M , the cusp tangent bundle, which
on N = M \∂singM is canonically isomorphic to the tangent bundle TN . Locally near a codimen-
sion k point p /∈ ∂regM , a frame for this bundle is induced by the vector fields x2j ∂xj , j = 1, . . . k,
and ∂yi , i = 1, . . . , n− k, or, if p ∈ ∂regM , ∂x1 instead of x21∂x1 .
Let cuT ∗M be the cusp cotangent bundle, i.e. the dual of cuTM . The cusp-principal sym-
bol cuσ (A) of a cusp differential operator A is well defined and a homogeneous function on
cuT ∗M \ 0. If A is represented in local coordinates near a codimension k point according to (2.3)
or (2.4), then the cusp-principal symbol takes the form
cuσ (A) ≡
∑
(α,β)∈Nn0|α|+|β|=m
aα,β(x1, . . . , xk, y)ξ
αηβ (2.6)
for 0 = (ξ, η) ∈ Rk × Rn−k and (x1, . . . , xk, y) ∈ [0, ε)k ×Ω .
Moreover, every cusp differential operator A has a cusp-principal boundary symbol cuσ ∂(A),
a family of operators
cuσ ∂(A) ∈ C∞
(
cuT ∗∂regM \ 0,Hom
(
cuS , cuS
))
. (2.7)
Recall that each boundary hypersurface of ∂M is again a manifold with corners, and therefore
the cusp cotangent bundle cuT ∗∂regM → ∂regM is well defined. cuS → cuT ∗∂regM is a vector
bundle with fibre S (R+), and it can be regarded as the space of rapidly decreasing functions in
the fibres of the inward pointing half of the conormal bundle of ∂regM in cuT ∗M . More precisely,
if p ∈ ∂regM and (2.6) is a local representation of the cusp-principal symbol near p, then
cuσ ∂(A) ≡
∑
(α,β)∈Nn0|α|+|β|=m
aα,β(0, x2, . . . , xk, y)Dα1x1 ξ
α2
2 · · · ξαkk ηβ :S (R+) → S (R+) (2.8)
for 0 = (ξ ′, η) ∈ Rk−1 × Rn−k , where ξ ′ = (ξ2, . . . , ξk), and (x2, . . . , xk, y) ∈ [0, ε)k−1 × Ω .
Observe that the cusp-principal boundary symbol is twisted or κ-homogeneous in the sense that
cuσ ∂(A)(x
′, y, ξ ′, η) = mκcuσ ∂(A)(x′, y, ξ ′, η)κ−1 :S (R+) → S (R+)
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(κu)(x1) = 1/2u(x1). (2.9)
The observation that the classical principal boundary symbol is twisted homogeneous led Schulze
to systematically study pseudodifferential operators with operator-valued symbols that obey
twisted symbol estimates, and these are nowadays widely applied in singular pseudodifferen-
tial operator theory (see, e.g., [34,35]).
It makes sense to regard the cusp-principal symbol (2.6) and the cusp-principal boundary
symbol (2.7) as extensions of the principal symbol and the principal boundary symbol of A from
T ∗N \ 0 and T ∗∂N \ 0 to the cusp cotangent bundles.
For each hypersurface H ⊂ ∂singM there is an associated conormal symbol or normal operator
NH(A)(τ) to A, which is a family of cusp differential operators on the manifold with corners
H depending on the parameter τ ∈ R. If H = Hk = {xk = 0} in the local representation (2.3) or
(2.4) of A near a point p ∈ H , then
NH(A)(τ) =
∑
(α,β)∈Nn0|α|+|β|m
aα,β(x1, . . . , xk−1,0, y)
(
x21Dx1
)α1 · · · (x2k−1Dxk−1)αk−1ταkDβy (2.10)
if p /∈ ∂regM , or
NH(A)(τ) =
∑
(α,β)∈Nn0|α|+|β|m
aα,β(x1, . . . , xk−1,0, y)Dα1x1
(
x22Dx2
)α2 · · · (x2k−1Dxk−1)αk−1ταkDβy
(2.11)
if p ∈ ∂regM , are local representations of the conormal symbol NH(A)(τ) associated with H .
Observe that H ∩ ∂regM is the regular part of the boundary of the manifold with corners H .
Everything that we have just said about scalar cusp differential operators holds for operators
acting in sections of vector bundles over M . Let us summarize the above and fix some notation
in the following definition.
Definition 2.12. Let E and F be smooth vector bundles over M . The space of cusp differen-
tial operators of order m ∈ N0 acting in sections of the bundles E and F will be denoted by
Diffmcu(M;E,F). By convention, if M is a closed manifold (i.e. a manifold with corners of codi-
mension zero), let Diffmcu(M;E,F) be the space of all differential operators of order m.
Associated with every A ∈ Diffmcu(M;E,F) there are the following principal symbols:
• The cusp-principal symbol
cuσ (A) ∈ C∞(cuT ∗M \ 0,Hom(cuπ∗E, cuπ∗F )),
which is a homogeneous function of degree m ∈ N0 in the fibres.
Here cuπ : cuT ∗M \ 0 → M denotes the canonical projection.
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cuσ ∂(A) ∈ C∞
(
cuT ∗∂regM \ 0,Hom
(
cuS ⊗ cuπ∗E|∂regM, cuS ⊗ cuπ∗F |∂regM
))
,
which is κ-homogeneous of degree m ∈ N0 in the fibres.
Here cuπ : cuT ∗∂regM \ 0 → ∂regM is the canonical projection.
• For each hypersurface H ⊂ ∂singM we have a conormal symbol (or normal operator)
NH(A)(τ) ∈ Diffmcu(H ;E|H ,F |H ),
a family of cusp differential operators on H depending on the parameter τ ∈ R.
Let m be a cusp measure on M , i.e. x(2,...,2)sing m is a smooth everywhere positive density. For
any (Hermitian) bundle E → M let L2cu(M,E) be the L2-space associated with m.
Definition 2.13. The cusp Sobolev space Hscu(M,E) of sections of E of smoothness s ∈ N0
consists of all distributions u ∈ D ′(M,E) such that Au ∈ L2cu(M,E) for all cusp differential
operators A of order  s, and let Hscu,0(M,E) be the closure of C∞0 (M,E) in Hscu(M,E).
For s ∈ −N we define Hscu(M,E) as the dual space of H−scu,0(M,E) with respect to the pair-
ing induced by the L2cu-inner product, and correspondingly let Hscu,0(M,E) be the dual space
of H−scu (M,E). The spaces Hscu,0(M,E) and Hscu(M,E) for general s ∈ R are defined by inter-
polation.
Note that in the case ∂regM = ∅ of standard cusp operators the cusp Sobolev spaces
Hscu,0(M,E) and H
s
cu(M,E) coincide, i.e. they differ only near ∂regM in our situation. It is
convenient to consider also weighted spaces xαsingH
s
cu(M,E) for weights α = (α1, . . . , αN−) ∈
R
N− (recall that ∂M consists of  regular and N −  singular hypersurfaces). By the Sobolev
embedding theorem, the space C˙∞(M,E) of all C∞-functions on M which vanish to infinite
order on ∂singM equals
C˙∞(M,E) =
⋂
s∈R, α∈RN−
xαsingH
s
cu(M,E), (2.14)
and this space is dense in xαsingH
s
cu(M,E) for all α ∈ RN− and s ∈ R.
For α,β ∈ RN− with αj > βj for all j = 1, . . . ,N −  and s > t the embedding
xαsingH
s
cu(,0)(M,E) ↪→ xβsingHtcu(,0)(M,E) (2.15)
is compact.
Every cusp operator A ∈ Diffmcu(M;E,F) induces continuous operators
A : xαsingH
s
cu(M,E) → xαsingHs−mcu (M,F)
for all s ∈ R and weights α ∈ RN−. However, when constructing parametrices and consider-
ing therefore pseudodifferential operators, it is necessary to work with the operator convention
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neighborhood of the smooth boundary ∂regM \ ∂singM (observe that there is a collar neighbor-
hood of the boundary in view of Section 2.1), then apply an extension of A on this neighborhood
to the function e+u, and finally restrict Ae+u again via the restriction operator r+ to the interior
M of M . For differential operators we obviously have A+ = A, but formally the operator e+ is
well defined only for distributions of Sobolev smoothness > − 12 up to the smooth part of the
boundary, i.e. we have
A+ : xαsingH
s
cu(M,E) → xαsingHs−mcu (M,F)
for all s > − 12 and weights α ∈ RN−.
2.3. Elliptic boundary problems for cusp differential operators
Throughout this section let A ∈ Diffmcu(M;E,F) be a cusp differential operator.
Definition 2.16. A is called cusp-elliptic if its cusp-principal symbol cuσ (A) is invertible on
cuT ∗M \ 0.
Let us assume henceforth that A is cusp-elliptic. An immediate consequence of standard re-
sults for ordinary differential equations is the following proposition.
Proposition 2.17. The cusp-principal boundary symbol
cuσ ∂(A) ∈ C∞
(
cuT ∗∂regM \ 0,Hom
(
cuS ⊗ cuπ∗E|∂regM, cuS ⊗ cuπ∗F |∂regM
))
is pointwise surjective and has finite-dimensional kernel.
We denote by K→ cuT ∗∂regM \ 0 the bundle of kernels of cuσ ∂(A).
For any sufficiently smooth section u of a bundle F on M \ ∂singM we denote by γ u its
restriction to the boundary ∂regM \ ∂singM , which gives rise to the restriction operator
γ :Hscu(M,F) → Hs−
1
2
cu (∂regM,F |∂regM) (2.18)
for s > 12 . Note that H
s−1/2
cu (∂regM,F |∂regM) is just the ordinary cusp Sobolev space of smooth-
ness s− 12 on the manifold with corners ∂regM (which coincides with the standard Sobolev space
on all hypersurfaces H ⊂ ∂regM that are smooth).
Definition 2.19. The cusp-principal boundary symbol cuσ ∂(γ ) of the restriction operator γ is the
section cuγ0 ⊗ Icuπ∗F |∂regM of Hom(cuS ⊗ cuπ∗F |∂regM, cuπ∗F |∂regM) on cuT ∗∂regM \ 0, where
cuγ0 ∈ Hom(cuS ,C) is fibrewise given by evaluation of a function in S (R+) at zero.
Let H ⊂ ∂singM be a singular hypersurface of the boundary which has nontrivial intersection
with ∂regM . Then the conormal symbol NH(γ )(τ ) of the restriction operator γ on the mani-
fold with corners M is by definition the constant family NH(γ )(τ ) ≡ γH , τ ∈ R, where γH
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∂regH \ ∂singH . Note that the regular part ∂regH of the boundary of H is given by H ∩ ∂regM ,
while ∂singH = ∂singM ∩ ∂H . Usually we write just γ instead of γH , and the corresponding
configuration space and the vector bundle are always self-understood from the context.
Now let Bj ∈ Diffmjcu (M;E,Fj ), j = 1, . . . ,K , and let d = maxKj=1 mj +1. We then consider
the boundary value problem {
Au = f in M,
T u = g on ∂regM \ ∂singM, (2.20)
where T = (γB1, . . . , γBK)tr is the vector of boundary conditions. Observe that the boundary
value problem (2.20) gives rise to a bounded operator
A=
(
A
T
)
:Hscu(M,E) →
Hs−mcu (M,F)
⊕
K⊕
j=1
H
s−mj− 12
cu (∂regM,Fj |∂regM)
(2.21)
for s > d − 12 .
Definition 2.22. Let A be cusp-elliptic. We call the boundary value problem A= (A
T
)
elliptic, if
the following conditions are fulfilled:
(i) The mapping
cuσ ∂(T ) =
⎛
⎜⎝
cuσ ∂(γ )
cuσ ∂(B1)
...
cuσ ∂(γ )
cuσ ∂(BK)
⎞
⎟⎠ :K→ K⊕
j=1
cuπ∗Fj |∂regM
is a vector bundle isomorphism on cuT ∗∂regM \ 0. Recall that K is the bundle of kernels
of cuσ ∂(A).
This condition is equivalent to the invertibility of the cusp-principal boundary symbol
cuσ ∂(A) =
( cuσ ∂(A)
cuσ ∂(T )
)
: cuS ⊗ cuπ∗E|∂regM →
cuS ⊗ cuπ∗F |∂regM
⊕
K⊕
j=1
cuπ∗Fj |∂regM
of the boundary value problem A on cuT ∗∂regM \ 0, and it is the appropriate version of the
Shapiro–Lopatinsky condition in our context of boundary problems for cusp operators.
(ii) For each singular boundary hypersurface H ⊂ ∂singM with H ∩ ∂regM = ∅ the conormal
symbol
NH(A)(τ ) ≡ NH(A)(τ) :Hscu(H,E|H ) → Hs−mcu (H,F |H )
is invertible for all τ ∈ R and some (all) s ∈ R.
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symbol
NH(A)(τ ) =
(
NH(A)(τ)
NH (T )(τ )
)
:Hscu(H,E|H ) →
Hs−mcu (H,F |H )
⊕
K⊕
j=1
H
s−mj− 12
cu (∂regH,Fj |∂regH )
of the boundary value problem A is invertible for all τ ∈ R and some (all) s >
max{m,d} − 12 . Here we write analogously to (i)
NH(T )(τ ) =
⎛
⎜⎝
NH(γ )(τ )NH (B1)(τ )
...
NH (γ )(τ )NH (BK)(τ)
⎞
⎟⎠ .
Observe that NH(A)(τ ) is a family of boundary value problems on the manifold with cor-
ners H .
In (ii) and (iii), the cusp Sobolev spaces H ∗cu can be replaced also by the spaces C˙∞ of smooth
functions that vanish to infinite order at the singular part of the boundary of H or ∂regH , respec-
tively.
Remark 2.23. Assume that A is cusp-elliptic, and the boundary value problem A = (A
T
)
satis-
fies only condition (i) in Definition 2.22. Then, in view of Theorem 3.53, the conormal symbols
NH(A)(τ ) in (ii) and (iii) of Definition 2.22 are automatically invertible for |τ | > 0 sufficiently
large, and the inverses NH(A)(τ )−1 are represented as families of cusp pseudodifferential op-
erators respectively boundary value problems depending on the parameter τ ∈ R. Therefore, the
conditions (ii) and (iii) in Definition 2.22 are in a sense subordinate to the invertibility of the
cusp-principal symbol and the cusp-principal boundary symbol, but these requirements never-
theless are essential for the validity of Theorem 2.24 below.
Theorem 2.24. Assume that the boundary value problem A = (A
T
)
is elliptic in the sense of
Definition 2.22. Then, for s > max{m,d} − 12 and all α ∈ RN−, the operator
A=
(
A
T
)
: xαsingH
s
cu(M,E) →
xαsingH
s−m
cu (M,F)
⊕
K⊕
j=1
xαsingH
s−mj− 12
cu (∂regM,Fj |∂regM)
(2.25)
is a Fredholm operator. Recall that d = maxKj=1 mj + 1, where mj is the order of the boundary
condition Bj .
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which vanish to infinite order on ∂singM , and therefore does not depend on s > max{m,d} − 12
and α ∈ RN−. More generally, if
(f, g) ∈ xαsingHs−mcu (M,F)⊕
K⊕
j=1
xαsingH
s−mj− 12
cu (∂regM,Fj |∂regM)
for s > max{m,d} − 12 and α ∈ RN−, and if the function u ∈ xβsingHtcu(M,E) is a solu-
tion of Au = f and T u = g for some t > max{m,d} − 12 and some β ∈ RN−, then u ∈
xαsingH
s
cu(M,E).
There exists a parametrix
P = (P+ +G K1 · · · KK )
of A in the cusp calculus of pseudodifferential boundary value problems that is defined in
Section 3, where P+ has order −m, G is a singular Green operator of order −m and type
(d − m)+ = max{0, d − m}, and the Kj are generalized singular Green operators of potential
type of order −mj − 12 (see Theorem 3.49).
Proof. We employ the pseudodifferential calculus from Section 3. According to Lemma 2.26
there exist order reductions (i.e. elliptic invertible operators)
Rj : x
α
singH
s
cu(∂regM,Fj |∂regM) → xαsingH
s−μj
cu (∂regM,Fj |∂regM)
in the class cuΨμj (∂regM) of cusp operators on ∂regM , where μj = m − mj − 12 , j = 1, . . . ,K .
Let
R =
⎛
⎜⎝
R1 0 0
...
. . .
...
0 0 RK
⎞
⎟⎠ ,
and consider for s > max{m,d} − 12 and α ∈ RN− the operator
B =
(1 0
0 R
)(
A
T
)
=
(
A
RT
)
: xαsingH
s
cu(M,E) →
xαsingH
s−m
cu (M,F)
⊕
xαsingH
s−m
cu (∂regM,J+)
,
where J+ =⊕Kj=1 Fj |∂regM . Hence, at the expense of changing the differential boundary condi-
tion T to the pseudodifferential boundary condition RT , we have obtained an elliptic pseudodif-
ferential boundary value problem B in the class cuΨm,d(M) defined in Section 3—that B is
indeed elliptic (Definition 3.48) follows from the multiplicativity of the principal symbols under
composition and our ellipticity assumption about A according to Definition 2.22.
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operators in the class cuΨ−∞,∗∞ (M), and consequently
P =P ′
(1 0
0 R
)
is a parametrix of A as desired. The Fredholmness and elliptic regularity follow from the map-
ping properties of P and of the remainders, see also Corollary 3.51 in Section 3. 
In the proof of Theorem 2.24 we have used the following lemma, which is a standard result in
the theory of pseudodifferential operators, and it also holds within the ordinary cusp algebra.
Lemma 2.26. For every vector bundle F and every μ ∈ R there exists a reduction of orders, i.e.
an elliptic invertible operator
R : xαsingH
s
cu(∂regM,F) → xαsingHs−μcu (∂regM,F)
in the class of cusp operators cuΨμ(∂regM) of order μ, and the inverse R−1 belongs to the class
cuΨ−μ(∂regM).
Proof. Let R(τ) ∈ cuΨμ(∂regM,R) be any parameter-dependent cusp-elliptic operator in the
class of cusp operators of order μ on ∂regM that depend on the parameter τ ∈ R (strong
polyhomogeneity, i.e. locally modelled on classical symbols). Such an operator always ex-
ists because there exist elliptic (i.e. invertible) parameter-dependent cusp-principal symbols on
(cuT ∗∂regM × R) \ 0 (just choose a metric), and any cusp-quantization of such a symbol yields
an operator R(τ) as stated.
Thus, via constructing a parametrix in the class of parameter-dependent cusp operators (see
also Theorem 3.53), we obtain that R(τ) is invertible for |τ | > 0 sufficiently large, and the inverse
R(τ)−1 ∈ cuΨ−μ(∂regM,R) (more precisely, there is a parameter-dependent parametrix of R(τ)
in cuΨ−μ(∂regM,R) which equals the inverse for large τ ).
Hence we can choose R = R(τ0) for some τ0 ∈ R with |τ0| > 0 sufficiently large. 
3. The cusp calculus of pseudodifferential boundary value problems
The aim of this section is to set up a Boutet de Monvel’s calculus of cusp pseudodifferential
boundary value problems on the manifold with corners M . We assume that the reader is familiar
with the classical Boutet de Monvel algebra on an arbitrary smooth manifold with boundary. Oth-
erwise the entries [9,10,12,15,32,33,35] in the list of references will provide useful introductory
information.
In order to understand the conormal symbolic structure associated with singular hypersurfaces
H ⊂ ∂singM—see (2.10), (2.11), and Definitions 2.19 and 2.22—it is necessary to admit from
the very beginning that the operators depend on a parameter λ ∈ Λ, where Λ ⊂ Rq is the closure
of any open conical subset of Rq , or Λ = {0} (the case without parameters). We will refer to
parameter spaces Λ with these properties as admissible (note, in particular, that if Λ ⊂ Rq is
admissible, so is Λ × R ⊂ Rq+1). The study of parameter-dependent operators is of course also
of independent interest, e.g., for the analysis of resolvents of elliptic boundary value problems
and the heat equation.
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cuΨ ∗,∗(M,Λ) =
⋃
μ∈Z
d∈N0
cuΨμ,d(M,Λ) (3.1)
are considered in the spaces
A(λ) :
C˙∞(M,E)
⊕
C˙∞(∂regM,J−)
→
C˙∞(M,F)
⊕
C˙∞(∂regM,J+)
. (3.2)
Here E and F are smooth vector bundles over M , and J± are smooth vector bundles over ∂regM .
Note that the vector bundles J+ or J− are admitted to be zero which happens to be the case,
in particular, for differential boundary value problems and their parametrices, see Section 2.3.
Recall that C˙∞ always denotes the space of smooth functions on a manifold with corners that
vanish to infinite order on the singular part of the boundary.
The cusp algebra (3.1) is filtered by the pseudodifferential order μ ∈ Z, while d ∈ N0 is the
type of the pseudodifferential boundary value problem in Boutet de Monvel’s algebra. There is
a second filtration by weights, namely we consider for α = (α1, . . . , αN−) ∈ NN−0 the ideals
xαsing
cuΨ ∗,∗(M,Λ) which encode the order of vanishing separately on each hypersurface H ⊂
∂singM . Recall that, by general convention in pseudodifferential boundary value problems, the
matrix multiplication operator by a smooth function ϕ ∈ C∞(N) is given by
ϕ ≡ Mϕ =
(
ϕ 0
0 ϕ|∂N
)
:
C∞(N,E)
⊕
C∞(∂N,J−)
→
C∞(N,E)
⊕
C∞(∂N,J−)
, (3.3)
where N = M \∂singM , and ∂N = ∂M \∂singM , form the regular part of M and ∂M . In particular,
multiplication of an operator A(λ) ∈ cuΨ ∗,∗(M,Λ) with the function xαsing makes sense, and in
this way the ideals xαsing
cuΨ ∗,∗(M,Λ) are defined.
Our construction of cuΨ ∗,∗(M,Λ) is performed in symbolical terms, and we proceed by in-
duction on the codimension of the manifold with corners. In the coordinates x = xi transversal
to hypersurfaces H ⊂ ∂singM , the quantization makes use of the cusp transform
Fcu :C
∞
0 (R+) → S (R), (3.4)
(Fcuu)(ξ) =
∞∫
0
eiξ/xu(x)
dx
x2
, (3.5)
and the inverse cusp transform
F−1cu :C∞0 (R) → C∞(R+), (3.6)(
F−1cu u
)
(x) = 1
2π
∫
e−iξ/xu(ξ) dξ. (3.7)R
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(Fcuu)(τ ) =
∫ 0
−∞ e
−itτ u(−1/t) dt , i.e. the cusp transform of u equals the Fourier transform of
the function u(−1/t) ∈ C∞0 (−∞,0). These properties suggest to make use of the cusp transform
in our situation.
We proceed as follows. Let Λ be an admissible parameter space.
• In Section 3.1 we define the class of (parameter-dependent) regularizing residual Green op-
erators in the cusp algebra, the smallest ideal in the calculus.
• By induction we assume that we know the cusp calculus cuΨ ∗,∗(M ′,Λ′) on manifolds with
corners M ′ of codimension  codimM − 1 for all admissible parameter spaces Λ′. Making
use of this for the singular hypersurfaces H ⊂ ∂singM , we construct in Section 3.2 the class
of cusp operators (depending on parameters λ ∈ Λ) in every collar neighborhood [0, ε)×H .
• Finally, in Section 3.3, we construct the cusp calculus (with parameters) on M , and by in-
duction we then have the cusp algebra of pseudodifferential boundary value problems on all
manifolds with corners.
In order to make sense of this inductive process, note that in the case of a manifold M ′
with corners of codimension zero, i.e. a closed compact manifold without boundary, we sim-
ply let cuΨμ,d(M ′,Λ) ≡ Lμcl(M ′,Λ) be the standard class of classical (parameter-dependent)
pseudodifferential operators on M ′ which are locally modelled on symbols a(z, ζ, λ) such that
|∂αz ∂β(ζ,λ)a| = O(|ζ,λ|μ−|β|) as |ζ,λ| → ∞, uniformly for z in compact sets, and such that a ad-
mits an asymptotic expansion a ∼∑∞j=0 a(μ−j) into homogeneous components a(μ−j)(z, ζ, λ)
(with respect to (ζ, λ) = 0) of degree μ − j . For this class the properties that we are going to
establish in what follows like the composition theorem and the existence of parametrices are stan-
dard. During the induction, these properties shall be assumed to hold on manifolds with corners
of lower codimension than M , so they hold in particular for the singular boundary hypersurfaces
of M .
3.1. The class cuΨ−∞,d∞ (M,Λ) of residual Green operators
The union of all collar neighborhoods of hypersurfaces H ⊂ ∂regM induces, by assumption
about ∂regM , one collar neighborhood [0, ε)× ∂regM ∼= M of ∂regM in M .
Let ∂ ∈ Diff1cu(M) be a cusp vector field on M supported within [0, ε/2) × ∂regM , which
coincides near ∂regM with ∂x , where x is the coordinate in [0, ε), and consider the operator
∂+ = r+∂e+ :Hscu(M) → D ′(M), s > −
1
2
,
defined by extending a distribution u ∈ Hscu(M) by zero to a small cylinder (−δ, ε/2) × ∂regM
around ∂regM , differentiating the resulting distribution with respect to x ∈ (−δ, ε/2) (i.e. apply-
ing the canonical extension of ∂ to it), and restricting it again to the interior M of M (see also
the remarks at the end of Section 2.2). By identifying a vector bundle E with the pull-back of its
restriction to the boundary in the collar neighborhood [0, ε)× ∂regM this operation extends in an
obvious way to sections of E over M , and the compositions define continuous operators
∂
j
+ :Hscu(M,E) → Hs−jcu (M,E)
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in Boutet de Monvel’s calculus (which at the end does not depend on all the choices involved
here).
Let us first define the class cuΨ−∞,0∞ (M,Λ) of residual Green operators of type zero. An
operator (or a family of operators) G(λ) belongs to this class if and only if, for all k ∈ N0 and
multi-indices |α| k,
G(λ) :
L2cu(M,E)
⊕
L2cu(∂regM,J−)
→
xαsingH
k
cu(M,F)
⊕
xαsingH
k
cu(∂regM,J+)
is continuous and rapidly decreasing with all derivatives as |λ| → ∞ in Λ (where the latter
condition is void if Λ is just a point), and correspondingly so for the formal adjoint
G(λ)∗ :
L2cu(M,F)
⊕
L2cu(∂regM,J+)
→
xαsingH
k
cu(M,E)
⊕
xαsingH
k
cu(∂regM,J−)
with respect to the pairing induced by the (L2cu ⊕ L2cu)-inner products. Recall that the cusp
Sobolev spaces Hscu coincide with the standard Sobolev spaces on all smooth hypersurfaces of
∂regM . Consequently, the class cuΨ−∞,0∞ (M,Λ) consists of all operators with smooth kernels
that vanish to infinite order at ∂singM and depend rapidly decreasing with all derivatives on the
parameter λ ∈ Λ.
In general an operator G(λ) ∈ cuΨ−∞,d∞ (M,Λ) is a residual Green operator of type d ∈ N0,
if it can be written as a sum
G(λ) =
d∑
j=0
Gj(λ)
(
∂+ 0
0 0
)j
:
Hscu(M,E)
⊕
Hscu(∂regM,J−)
→
Hs
′
cu(M,F)
⊕
Hs
′
cu(∂regM,J+)
for s > d − 12 , where the Gj(λ) ∈ cuΨ−∞,0∞ (M,Λ) are residual Green operators of type zero.
Note that the class cuΨ−∞,d∞ (M,Λ) carries a natural Fréchet topology as a nondirect sum of
the Fréchet spaces cuΨ−∞,0∞ (M,Λ), which themselves carry the topology induced by the ker-
nels or, equivalently, by the defining mapping properties stated above with rapidly decreasing
dependence on λ ∈ Λ (with all derivatives).
3.2. The cusp calculus near a singular boundary hypersurface
By induction we now assume that we know the cusp calculus of pseudodifferential boundary
value problems on manifolds with corners of codimension  codimM − 1. Let H ⊂ ∂singM
be a singular boundary hypersurface of M , and let [0, ε) × H ∼= M be the collar neighborhood
associated with H and the defining function x for H .
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is the regular part of the boundary ∂H of H , while
∂singH =
⋃
H =H ′⊂∂singM
∂H ∩H ′
is the singular part.
Our setting makes it necessary to consider two cases: the first and essential case ∂regH = ∅,
and the second case ∂H = ∂singH of ordinary cusp operators. We focus in the sequel on
∂regH = ∅, the case ∂regH = ∅ is simpler (just ignore all boundary related constructions be-
low). A not symbolical, but kernel-oriented definition of the ordinary cusp algebra (the case
∂regM = ∅) can be found in [18].
Definition 3.8. An operator family
A(λ) : C˙∞0
⎛
⎝[0, ε), C˙
∞(H,E)
⊕
C˙∞(∂regH,J−)
⎞
⎠→ C˙∞
⎛
⎝[0, ε), C˙
∞(H,F )
⊕
C˙∞(∂regH,J+)
⎞
⎠
belongs to the space cuΨμ,d([0, ε) × H,Λ) of parameter-dependent cusp operators of order
μ ∈ Z and type d ∈ N0, if it is of the form
(
A(λ)u
)
(x) = 1
2π
∫
R
ε∫
0
ei(1/y−1/x)ξ a(x, ξ, λ)u(y)dy
y2
dξ + (C(λ)u)(x), (3.9)
where
(
C(λ)u
)
(x) =
ε∫
0
c(x, y,λ)u(y)
dy
y2
, (3.10)
c(x, y,λ) ∈ C˙∞([0, ε)x × [0, ε)y, cuΨ−∞,d (H,Λ)), (3.11)
and
a(x, ξ, λ) ∈ C∞([0, ε)x, cuΨμ,d(H,Rξ ×Λ)). (3.12)
Note that we know by induction the class cuΨμ,d(H,R×Λ) of cusp pseudodifferential boundary
value problems on H depending on the parameters (ξ, λ) ∈ R × Λ, and this space is endowed
with a natural Fréchet topology (this topology is also known by induction). Consequently, the
spaces of operator-valued kernels (3.11) and symbols (3.12) are well defined and carry them-
selves natural Fréchet topologies, and by (3.9) we thus also have a natural Fréchet topology on
cuΨμ,d([0, ε)×H,Λ) as a nondirect sum of Fréchet spaces.
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u ∈ C∞0
⎛
⎝(0, ε), C˙
∞(H,E)
⊕
C˙∞(∂regH,J−)
⎞
⎠
a change of variables in (3.9) reveals
(
A(λ)u
)
(x) = 1
2π
∫
R
ε∫
0
ei(x−y)ξ a(x, xyξ,λ)x
y
u(y)dy dξ + (C(λ)u)(x)
= 1
2π
∫
R
ε∫
0
ei(x−y)ξ a
(
x, x2ξ,λ
)
u(y)dy dξ + (B(λ)u)(x),
where B(λ) is a parameter-dependent operator in Boutet de Monvel’s calculus of order μ − 1
and type d on the regular part of (0, ε)×H . From this identity and the induction hypothesis, we
see that in coordinates [0, ε)k ×Ω on [0, ε)×H , where all coordinates (x1, . . . , xk) ∈ [0, ε)k are
associated with singular hypersurfaces at xi = 0, every operator A(λ) ∈ cuΨμ,d([0, ε) × H,Λ)
has a homogeneous principal symbol of the form σ(x1, . . . , xk, y, x21ξ1, . . . , x
2
k ξk, η,λ) with a
homogeneous function
σ(x1, . . . , xk, y, ξ1, . . . , ξk, η,λ)
in the variables (ξ1, . . . , ξk, η,λ) = 0 of degree μ, and correspondingly so for the princi-
pal boundary symbol (which is κ-homogeneous of degree μ). Note that A(λ) is, in partic-
ular, an operator in Boutet de Monvel’s calculus on the regular part of (0, ε) × H . Conse-
quently, the principal symbol and the principal boundary symbol of every operator matrix
A(λ) ∈ cuΨμ,d([0, ε) × H,Λ) extend to well-defined sections on the cusp cotangent bundles
(cuT ∗([0, ε) × H) × Λ) \ 0 and (cuT ∗([0, ε) × ∂regH) × Λ) \ 0, respectively. The so obtained
symbols are the cusp-principal symbol cuσ (A) and the cusp-principal boundary symbol cuσ ∂(A)
of A(λ), see also Definition 3.42 in the context of the full cusp calculus.
Proposition 3.13. The cusp-principal symbol sequence
0 → cuΨμ−1,d → cuΨμ,d −−−−−−→
(cuσ ,cuσ ∂ )
cuΣ → 0
for (parameter-dependent) operators on [0, ε)×H is topologically split exact.
cuΣ—the space of principal symbols—consists of tuples of homogeneous (respectively κ-
homogeneous) sections on the cusp cotangent bundles that satisfy a canonical compatibility
condition.
Proof. By induction the cusp-principal symbol sequence for operators on H depending on the
parameters (ξ, λ) ∈ R ×Λ is topologically split exact. Let
cuop : cuΣ(H,R ×Λ) → cuΨμ,d(H,R ×Λ)
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Every element σ ∈ cuΣ([0, ε) ×H,Λ) can be represented in a unique way as σ(x, x2ξ,λ) with
σ(x, ξ, λ) ∈ C∞([0, ε)x, cuΣ(H,Rξ ×Λ)), and so
σ → aσ (x, ξ, λ) = cuopσ(x, ·,·) ∈ C∞
([0, ε), cuΨμ,d(H,R ×Λ))
is a continuous linear mapping which associates with a tuple σ of cusp-principal symbols an
operator-valued symbol of the form (3.12). We now define the operator Aσ (λ) ∈ cuΨμ,d([0, ε)×
H,Λ) according to (3.9) with the operator-valued symbol a(x, ξ, λ) = aσ (x, ξ, λ) and C(λ) ≡ 0.
This gives rise to a quantization mapping
cuΣ
([0, ε)×H,Λ)  σ → Aσ (λ) ∈ cuΨμ,d([0, ε)×H,Λ)
as desired. 
Notation 3.14. For functions ϕ and ψ we write ϕ ≺ ψ if ψ ≡ 1 in a neighborhood of the support
of ϕ.
Lemma 3.15. Let ω ≺ ω˜ be cut-off functions near zero, i.e. ω, ω˜ ∈ C∞0 ([0, ε)) with ω, ω˜ ≡ 1
near x = 0. Furthermore, let A(λ) ∈ cuΨμ,d([0, ε)×H,Λ).
Then the operators ωA(λ)(1−ω˜) and (1−ω˜)A(λ)ω are of the form (3.10) with kernels (3.11).
Proof. Let A˜(λ) be any of the operators ωA(λ)(1 − ω˜) or (1 − ω˜)A(λ)ω. Obviously, A˜(λ) is
of the form (3.10) if and only if ωˆA˜(λ)ωˆ is such for all cut-off functions ωˆ ∈ C∞0 ([0, ε)) near
zero. However, the operator ωˆA˜(λ)ωˆ is of the form ϕA(λ)ψ for functions ϕ,ψ ∈ C∞0 ([0, ε))
with suppϕ ∩ suppψ = ∅. In coordinates t = − 1
x
, ϕA(λ)ψ thus takes the form
1
2π
∫ ∫
ei(t−t ′)τ b(t, t ′, τ, λ)u(t ′) dt ′ dτ (3.16)
with a symbol b(t, t ′, τ, λ) ∈ S0,0(Rt × Rt ′ , cuΨμ,d(H,Rτ × Λ)) that vanishes for |t − t ′| < δ.
Consequently, by oscillatory integral techniques for pseudodifferential operators with global
symbols (see Remark 3.17 below), this operator is an integral operator with operator-valued
kernel in S (Rt × Rt ′, cuΨ−∞,d (H,Λ)) in the t-coordinates. Transforming back to the
x-coordinates, this is just what is claimed. 
Remark 3.17. In the proof of Lemma 3.15 we employed an observation which is very helpful
also further below for setting up the properties of cusp pseudodifferential operators.
Let ϕ,ψ ∈ C∞0 ([0, ε)) and A(λ) ∈ cuΨμ,d([0, ε)×H,Λ), and consider the operator
ϕA(λ)ψ : C˙∞0
⎛
⎝[0, ε), C˙
∞(H,E)
⊕
C˙∞(∂regH,J−)
⎞
⎠→ C˙∞0
⎛
⎝[0, ε), C˙
∞(H,F )
⊕
C˙∞(∂regH,J+)
⎞
⎠ .
In coordinates t = − 1
x
, this operator is of the form (3.16) with a global symbol b(t, t ′, τ, λ) in
the class
S
0,0(
Rt × Rt ′ , cuΨμ,d(H,Rτ ×Λ)
)= S0cl(Rt )⊗ˆπS0cl(Rt ′)⊗ˆπ cuΨμ,d(H,Rτ ×Λ) (3.18)cl
370 T. Krainer / Journal of Functional Analysis 244 (2007) 351–386supported in {(t, t ′); t, t ′ < 0}. By induction, cuΨμ,d(H,Rτ ×Λ) embeds into a space of (τ, λ)-
dependent operator-valued symbols between the cusp Sobolev spaces on H . Consequently,
operator-valued variants of oscillatory integral techniques, which were introduced in [5,31] for
scalar symbols on Euclidean space, are applicable here. Such arguments, also known as Kumano-
go’s technique, have been employed at various occasions in the literature on pseudodifferential
operators [17,38]. We use them implicitly throughout this section for setting up the asymptotic
properties of our calculus (see also [15], which relates to manifolds with cylindrical ends). The
explicit iterative construction of cuΨμ,d(H,Rτ × Λ) shows that the symbol classes (3.18) re-
main indeed preserved under all manipulations in Kumano-go’s technique that are involved in
this process.
Definition 3.19. Formally, we write the operator A(λ) ∈ cuΨμ,d([0, ε)×H,Λ) from (3.9) as
(
A(λ)u
)
(x) =
ε∫
0
KA(x, y,λ)u(y)
dy
y2
with the operator-valued distributional kernel
KA(x, y,λ) = 12π
∫
R
ei(1/y−1/x)ξ a(x, ξ, λ) dξ + c(x, y,λ)
in the variables (x, y) ∈ (0, ε)2 and parameter λ ∈ Λ.
We call A(λ) properly supported up to the origin, if for each 0 < δ < ε there exist compact
sets Kx ⊂ [0, δ] × [0, ε) and Ky ⊂ [0, ε)× [0, δ] independent of λ ∈ Λ such that
suppKA(λ)∩
([0, δ] × [0, ε))⊂ Kx,
and
suppKA(λ)∩
([0, ε)× [0, δ])⊂ Ky,
where suppKA(λ) is the closure of suppKA(λ) in [0, ε)2.
Observe that this notion of properly supportedness up to the origin is not compatible with the
usual notion of properly supportedness of pseudodifferential operators on a smooth boundaryless
manifold. However, if KA(x, y,λ) ≡ 0 for {x < δ} ∪ {y < δ}, then A(λ) is properly supported
up to the origin if and only if A(λ) is properly supported in the usual (operator-valued) sense on
(0, ε).
Proposition 3.20. Let A(λ) ∈ cuΨμ,d([0, ε) × H,Λ) be properly supported up to the origin.
Then A(λ) is continuous in the spaces
A(λ) : C˙∞0
⎛
⎝[0, ε), C˙
∞(H,E)
⊕
C˙∞(∂ H,J )
⎞
⎠→ C˙∞0
⎛
⎝[0, ε), C˙
∞(H,F )
⊕
C˙∞(∂ H,J )
⎞
⎠ ,reg − reg +
T. Krainer / Journal of Functional Analysis 244 (2007) 351–386 371A(λ) : C˙∞
⎛
⎝[0, ε), C˙
∞(H,E)
⊕
C˙∞(∂regH,J−)
⎞
⎠→ C˙∞
⎛
⎝[0, ε), C˙
∞(H,F )
⊕
C˙∞(∂regH,J+)
⎞
⎠ .
Proof. Pick cut-off functions ωˆ ≺ ω ≺ ω˜ near zero, and write
A(λ) = ωA(λ)ω˜ + (1 −ω)A(λ)(1 − ωˆ)+R(λ).
Each summand is properly supported up to the origin. By Lemma 3.15 the term R(λ) is of the
form (3.10), and thus trivially has the asserted mapping properties. Obviously, this is also the
case for ωA(λ)ω˜. (1 −ω)A(λ)(1 − ωˆ) is properly supported in the usual sense on (0, ε), and its
operator-valued Schwartz kernel is supported away from {x = 0} ∪ {y = 0}. Consequently, also
this term has the desired mapping properties. 
Lemma 3.21. Every A(λ) ∈ cuΨμ,d([0, ε)×H,Λ) can be written in the form (3.9)
(
A(λ)u
)
(x) = 1
2π
∫
R
ε∫
0
ei(1/y−1/x)ξ a(x, ξ, λ)u(y)dy
y2
dξ + (C(λ)u)(x)
with A(λ)−C(λ) properly supported up to the origin.
Proof. Let ωˆ ≺ ω ≺ ω˜ be cut-off functions near zero, and write
A(λ) = ωA(λ)ω˜ + (1 −ω)A(λ)(1 − ωˆ)+R(λ).
R(λ) is of the form (3.10) by Lemma 3.15, and the operator ωA(λ)ω˜ is properly supported up to
the origin and has a representation of the form
(
ωA(λ)ω˜u
)
(x) = 1
2π
∫
R
ε∫
0
ei(1/y−1/x)ξ a˜(x, ξ, λ)u(y)dy
y2
dξ (3.22)
with a unique symbol a˜(x, ξ, λ), because the operator-valued Schwartz kernel of ωA(λ)ω˜ is
supported in [0, δ]2 for some 0 < δ < ε (see Remark 3.17).
For the analysis of the term (1 −ω)A(λ)(1 − ωˆ) write A(λ) = Aprop(λ)+C′(λ), where
(
C′(λ)u
)
(x) =
ε∫
0
c′(x, y,λ)u(y)dy
y2
, (3.23)
c′(x, y,λ) ∈ C∞((0, ε)x × (0, ε)y, cuΨ−∞,d (H,Λ)), (3.24)
and
(
Aprop(λ)u
)
(x) = 1
2π
∫ ∫
ei(1/y−1/x)ξ aprop(x, ξ, λ)u(y)
dy
y2
dξ, (3.25)
aprop(x, ξ, λ) ∈ C∞
(
(0, ε)x, cuΨμ,d(H,Rξ ×Λ)
)
, (3.26)
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is of the form (3.10), while (1 −ω)Aprop(λ)(1 − ωˆ) is properly supported on (0, ε), and thus can
be written in the form (3.25) with some (other) symbol a′prop(x, ξ, λ) which vanishes for small x.
Hence the assertion follows with a = a˜ + a′prop. 
Definition 3.27. Let A(λ) ∈ cuΨμ,d([0, ε) × H,Λ) be written according to (3.9) with a symbol
a(x, ξ, λ) as in (3.12). The conormal symbol (or normal operator) of A(λ) with respect to H is
defined as
NH(A)(ξ,λ) := a(0, ξ, λ) ∈ cuΨμ,d(H,R ×Λ), (3.28)
and it can be regarded as a family of operators
NH(A)(ξ,λ) :
C˙∞(H,E)
⊕
C˙∞(∂regH,J−)
→
C˙∞(H,F )
⊕
C˙∞(∂regH,J+)
(3.29)
or, alternatively, as a family of operators in the cusp Sobolev spaces on H and ∂regH .
The conormal symbol is indeed well defined for the operator A(λ), i.e. independent of the
choice of the symbol a(x, ξ, λ) that is involved in the representation (3.9) of A(λ). This is due to
the following.
Let ωˆ ≺ ω ≺ ω˜ be cut-off functions near zero, and write
A(λ) = ωA(λ)ω˜ + (1 −ω)A(λ)(1 − ωˆ)+R(λ).
R(λ) is of the form (3.10), and the term (1 − ω)A(λ)(1 − ωˆ) clearly also does not contribute
to NH(A) because its operator-valued Schwartz kernel is supported strictly away from {x =
0} ∪ {y = 0}. The operator ωA(λ)ω˜ has a representation of the form (3.22) with a unique symbol
a˜(x, ξ, λ), and a(x, ξ, λ)− a˜(x, ξ, λ) vanishes to infinite order at x = 0. In particular, a(0, ξ, λ) =
a˜(0, ξ, λ) does not depend on the specific representative a.
Proposition 3.30. Let Aj(λ) ∈ cuΨμj ,dj ([0, ε) × H,Λ), j = 1,2, and either A1(λ) or A2(λ)
properly supported up to the origin such that the composition A1(λ)A2(λ) is well defined ac-
cording to Proposition 3.20 (the vector bundles are assumed to fit together).
Then A1(λ)A2(λ) ∈ cuΨμ1+μ2,max{d1+μ2,d2}([0, ε)×H,Λ). More precisely, if
(
Aj(λ)u
)
(x) = 1
2π
∫
R
ε∫
0
ei(1/y−1/x)ξ aj (x, ξ, λ)u(y)
dy
y2
dξ + (Cj(λ)u)(x),
j = 1,2, are representations according to (3.9), then
(
A1(λ)A2(λ)u
)
(x) = 1
2π
∫ ε∫
ei(1/y−1/x)ξ (a1 # a2)(x, ξ, λ)u(y)
dy
y2
dξ + (C(λ)u)(x)R 0
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(a1 # a2)(x, ξ, λ) ∈ C∞
([0, ε)x, cuΨμ1+μ2,max{d1+μ2,d2}(H,Rξ ×Λ))
that has an asymptotic expansion
a1 # a2 ∼
∞∑
k=0
1
k!
(
∂kξ a1
)((
x2Dx
)k
a2
) (3.31)
in the sense that the difference a1 # a2 −∑K−1k=0 1k! (∂kξ a1)((x2Dx)ka2) belongs to the space
xKC∞([0, ε)x, cuΨμ1+μ2−K,max{d1+μ2,d2}(H,Rξ ×Λ)) for every K ∈ N0.
In particular, we have
cuσ (A1A2) = cuσ (A1)cuσ (A2),
cuσ ∂(A1A2) = cuσ ∂(A1)cuσ ∂(A2),
NH (A1A2) = NH(A1)NH (A2)
⎫⎪⎬
⎪⎭ (3.32)
for the cusp-principal symbols and the conormal symbol of the composition.
Proof. Let ω, ω˜ ∈ C∞0 ([0, ε)) be cut-off functions near zero. As either A1(λ) or A2(λ) is prop-
erly supported up to the origin, there exist cut-off functions ωˆ, ωˇ ∈ C∞0 ([0, ε)) near zero with
ωˆ ≺ ωˇ such that
ωA1(λ)A2(λ)ω˜ ≡
(
ωA1(λ)ωˆ
)(
ωˇA2(λ)ω˜
)
. (3.33)
Hence, if any of the Aj(λ) is of the form (3.10), we conclude that also ωA1(λ)A2(λ)ω˜ is of
the form (3.10) by transforming (3.33) to the coordinate t = − 1
x
and employing Kumano-go’s
technique, see Remark 3.17. Consequently also A1(λ)A2(λ) is of the form (3.10), i.e. the integral
operators (3.10) with kernels (3.11) form a two-sided ideal.
Now let ω ≺ ωˆ ≺ ωˇ ≺ ω˜. By Lemma 3.15 and what we just proved, we conclude that the
equality (3.33) holds for this choice of cut-off functions modulo an integral operator of the form
(3.10) (with appropriate type). Using again a change of variables, Kumano-go’s technique, and
the induction hypothesis as regards the parameter-dependent cusp calculus of boundary value
problems on H , we conclude that the right-hand side of (3.33) is of the form (3.9) with C(λ) ≡ 0
and an operator-valued symbol (3.12) of order μ1+μ2 and type max{d1+μ2, d2}, which behaves
asymptotically like ωa1 # a2 in the sense specified by (3.31).
Consider now cut-off functions ω˜ ≺ ωˇ ≺ ωˆ ≺ ω near zero, and the operator (1 − ω)A1(λ)×
A2(λ)(1 − ω˜). By Lemma 3.15 and the ideal property of the operators (3.10) we conclude that
(1 −ω)A1(λ)A2(λ)(1 − ω˜) ≡
(
(1 −ω)A1(λ)(1 − ωˆ)
)(
(1 − ωˇ)A2(λ)(1 − ω˜)
) (3.34)
modulo an integral operator of the form (3.10). Writing Aj(λ) = Aj,prop(λ) + C′j (λ), j = 1,2,
as in the proof of Lemma 3.21, and using again the ideal property of the operators (3.10), we see
that we only have to analyze the composition on the right-hand side of (3.34) where, in addition,
the Aj(λ) can both be replaced by their properly supported representatives Aj,prop(λ). This com-
position, however, can be handled with ordinary techniques from the theory of pseudodifferential
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value problems—that this is indeed the case follows from our induction hypothesis respectively
the iterative construction of the cusp calculus of pseudodifferential boundary value problems.
As a result, we obtain that the composition (3.34) is of the form (3.9) with an operator-valued
symbol (3.12) of order μ1 + μ2 and type max{d1 + μ2, d2} which behaves asymptotically like
(1 −ω)a1 # a2, see (3.31).
Finally, if ω ≺ ω˜, then it is immediate from Lemma 3.15 and the first part of this proof that
both compositions ωA1(λ)A2(λ)(1 − ω˜) and (1 − ω˜)A1(λ)A2(λ)ω are of the form (3.10). This
completes the proof of the proposition. 
Remark 3.35. Let A(λ) ∈ cuΨμ,d([0, ε) × H,Λ) and K ∈ Z. Following the proof of Proposi-
tion 3.30 we obtain that
B(λ) = xKA(λ)x−K ∈ cuΨμ,d([0, ε)×H,Λ),
and cuσ (A) = cuσ (B), cuσ ∂(A) = cuσ ∂(B), as well as NH(A) = NH(B).
This shows, in particular, that the spaces xK cuΨ ∗,∗([0, ε) × H,Λ) form two-sided ideals in
cuΨ ∗,∗([0, ε)×H,Λ) for every K ∈ N0.
Definition 3.36. A boundary value problem A(λ) ∈ cuΨμ,d([0, ε)×H,Λ) is called cusp-elliptic
(with parameter λ ∈ Λ), if both the cusp-principal symbol cuσ (A) and the cusp-principal bound-
ary symbol cuσ ∂(A) are invertible on (cuT ∗([0, ε) × H) × Λ) \ 0 and (cuT ∗([0, ε) × ∂regH) ×
Λ) \ 0, respectively.
Proposition 3.37. Let A(λ) ∈ cuΨμ,d([0, ε) × H,Λ) be cusp-elliptic. Then there exists a para-
metrix B(λ) ∈ cuΨ−μ,(d−μ)+([0, ε)×H,Λ), where (d −μ)+ = max{0, d −μ}, such that
B(λ)A(λ)− 1 ∈ cuΨ−∞,∗([0, ε)×H,Λ), and
A(λ)B(λ)− 1 ∈ cuΨ−∞,∗([0, ε)×H,Λ).
The types of these remainders are given by the type formula for the composition from Proposi-
tion 3.30.
If, in addition, the conormal symbol NH(A)(ξ,λ) is invertible in the spaces (3.29) for all
(ξ, λ) ∈ R × Λ, then there exists R(λ) ∈ cuΨ−∞,(d−μ)+([0, ε) × H,Λ) such that both (B(λ) +
R(λ))A(λ) − 1 and A(λ)(B(λ) + R(λ)) − 1 are of the form (3.10) with kernels (3.11) (with the
appropriate types).
Both B(λ) and R(λ) are properly supported up to the origin.
Proof. Let a(x, ξ, λ) be the symbol in a representation (3.9) for A(λ). The cusp-ellipticity
of A(λ) implies the existence of
b′(x, ξ, λ) ∈ C∞([0, ε)x, cuΨ−μ,(d−μ)+(H,Rξ ×Λ))
such that
a(x, ξ, λ)b′(x, ξ, λ)− 1
b′(x, ξ, λ)a(x, ξ, λ)− 1
}
∈ C∞([0, ε)x, cuΨ−∞,∗(H,Rξ ×Λ)),
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Proposition 3.30, and a standard formal Neumann series argument we conclude that there ex-
ists a symbol b(x, ξ, λ) such that
a(x, ξ, λ) # b(x, ξ, λ)− 1
b(x, ξ, λ) # a(x, ξ, λ)− 1
}
∈ C∞([0, ε)x, cuΨ−∞,∗(H,Rξ ×Λ)).
Hence the assertion of the proposition follows with B(λ) given by
(
B(λ)u
)
(x) = 1
2π
∫
R
ε∫
0
ei(1/y−1/x)ξ b(x, ξ, λ)u(y)dy
y2
dξ,
and B(λ) properly supported up to the origin.
Let us now assume that, in addition, NH(A)(ξ,λ) = a(0, ξ, λ) is invertible for all (ξ, λ) ∈
R ×Λ. By induction, we conclude that the inverse a(0, ξ, λ)−1 belongs to the space
cuΨ−μ,(d−μ)+(H,R ×Λ),
see Theorem 3.53. By the multiplicativity of the conormal symbols, see Proposition 3.30, we
further conclude that
NH(A)(ξ,λ)
−1 −NH(B)(ξ,λ) = r ′(ξ, λ) ∈ cuΨ−∞,(d−μ)+(H,R ×Λ),
and by quantizing this operator-valued symbol according to (3.9), we see that r ′(ξ, λ) =
NH(R
′)(ξ, λ) for some R′(λ) ∈ cuΨ−∞,(d−μ)+([0, ε)×H,Λ). Here we may assume that R′(λ)
is properly supported up to the origin, otherwise we substitute R′(λ) by ωR′(λ)ω, where
ω ∈ C∞0 ([0, ε)) is any cut-off function near zero. Consequently,(
B(λ)+R′(λ))A(λ)− 1
A(λ)
(
B(λ)+R′(λ))− 1
}
∈ xcuΨ−∞,∗([0, ε)×H,Λ),
and thus it remains to show that an operator of the form 1+G(λ) with G(λ) ∈ xcuΨ−∞,d ([0, ε)×
H,Λ) has a parametix 1 + G′(λ) up to remainders of the form (3.10), where G′(λ) ∈
xcuΨ−∞,d ([0, ε)×H,Λ).
For this proof we may assume by Lemma 3.21 that G(λ) is properly supported up to the
origin. Let
gk(x, ξ, λ) ∈ xkC∞
([0, ε)x, cuΨ−∞,d (H,Rξ ×Λ))
be an operator-valued symbol (3.12) in the representation (3.9) for the composition G(λ)k ∈
xkcuΨ−∞,d ([0, ε)×H,Λ), k ∈ N. A Borel argument shows the existence of a symbol g′(x, ξ, λ)
such that
g′(x, ξ, λ)−
K−1∑
(−1)kgk(x, ξ, λ) ∈ xKC∞
([0, ε)x, cuΨ−∞,d (H,Rξ ×Λ))k=1
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(
G′(λ)u
)
(x) := 1
2π
∫
R
ε∫
0
ei(1/y−1/x)ξ g′(x, ξ, λ)u(y)dy
y2
dξ + (D(λ)u)(x)
is properly supported up to the origin. Then G′(λ) ∈ xcuΨ−∞,d ([0, ε)×H,Λ), and by construc-
tion we have (
1 +G(λ))(1 +G′(λ))− 1(
1 +G′(λ))(1 +G(λ))− 1
}
∈
⋂
K∈N
xK cuΨ−∞,d
([0, ε)×H,Λ),
where the latter is just the space of all integral operators (3.10) with kernels (3.11). This com-
pletes the proof of the proposition. 
3.3. The full cusp algebra on M
This section is devoted to set up the class cuΨμ,d(M,Λ) of (parameter-dependent) pseudodif-
ferential boundary value problems in the cusp algebra. The operators
A(λ) :
C∞0 (N,E)⊕
C∞0 (∂N,J−)
→
C∞(N,F )
⊕
C∞(∂N,J+)
(3.38)
in cuΨμ,d(M,Λ) belong to the class Bμ,d(N,Λ) of (parameter-dependent) operators in Boutet
de Monvel’s calculus on N = M \ ∂singM with a specific behavior near ∂singM :
Definition 3.39. Let μ ∈ Z and d ∈ N0. An operator A(λ) in the spaces (3.38) belongs to the
class cuΨμ,d(M,Λ) if and only if the following holds (we employ here throughout the standard
convention (3.3) for the multiplication operator with a function ϕ):
(i) Let ϕ1, ϕ2 ∈ C∞(M) with suppϕ1 ∩ suppϕ2 = ∅, and assume that each singular hypersur-
face H ⊂ ∂singM has nonempty intersection with at most one of the supports of the ϕj ’s.
Then the operator ϕ1A(λ)ϕ2 is required to belong to the space cuΨ−∞,d∞ (M,Λ) of residual
Green operators of type d , see Section 3.1.
(ii) Let ϕ1, ϕ2 ∈ C∞(M) be such that suppϕj ∩ ∂singM = ∅ for j = 1,2. Then we require
ϕ1A(λ)ϕ2 to belong to the class Bμ,d(N,Λ) of pseudodifferential boundary value problems
in Boutet de Monvel’s calculus on N .
(iii) Let ϕ1, ϕ2 ∈ C∞(M) be supported inside the same collar neighborhood [0, ε)×H of a sin-
gular boundary hypersurface H ⊂ ∂singM , and assume that H ∩ ∂regM = ∅. Then ϕ1A(λ)ϕ2
is required to belong to the class cuΨμ,d([0, ε)×H,Λ) discussed in Section 3.2.
(iv) Let ϕ1, ϕ2 ∈ C∞(M) be supported inside the same collar neighborhood [0, ε) × H of a
singular boundary hypersurface H ⊂ ∂singM , and assume now that H ∩ ∂regM = ∅. Then
the only nonzero term in the matrix operator ϕ1A(λ)ϕ2 is the interior operator in the upper
left corner, which is required to belong to the class of ordinary (parameter-dependent) cusp
operators cuΨμ([0, ε) × H,Λ) near the hypersurface H (see the notes at the beginning of
Section 3.2).
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cuΨμ,d(M,Λ)  A(λ) → ϕ1A(λ)ϕ2 ∈
⎧⎪⎨
⎪⎩
cuΨ
−∞,d∞ (M,Λ)
Bμ,d(N,Λ)
cuΨμ(,d)([0, ε)×H,Λ)
according to (i)–(iv) in Definition 3.39 makes cuΨμ,d(M,Λ) a Fréchet space.
It is evident from Definition 3.39 that every A(λ) ∈ cuΨμ,d(M,Λ) extends to
A(λ) :
C˙∞(M,E)
⊕
C˙∞(∂regM,J−)
→
C˙∞(M,F)
⊕
C˙∞(∂regM,J+)
,
see (3.2). We will henceforth consider these spaces a core for the operators in the cusp algebra of
boundary value problems. Moreover, by the iterative construction of the calculus, we obtain the
following proposition.
Proposition 3.40. Every A(λ) ∈ cuΨμ,d(M,Λ) extends by continuity to
A(λ) :
xαsingH
s
cu(M,E)
⊕
xαsingH
s
cu(∂regM,J−)
→
xαsingH
s−μ
cu (M,F)
⊕
xαsingH
s−μ
cu (∂regM,J+)
(3.41)
for s > d − 12 and all α ∈ RN−, and the class cuΨ ∗,d (M,Λ) embeds into the space of symbols
depending on the parameter λ ∈ Λ that are operator-valued in the bounded operators between
the cusp Sobolev spaces. Recall that ∂singM consists of N − , and ∂regM of  hypersurfaces.
Definition 3.42. The operators A(λ) = (Ai,j (λ))i,j=1,2 ∈ cuΨμ,d(M,Λ) have the following prin-
cipal symbols (see Definition 2.12):
(i) The cusp-principal symbol
cuσ (A) ∈ C∞((cuT ∗M ×Λ) \ 0,Hom(cuπ∗E, cuπ∗F )),
which is the canonical extension to the cusp cotangent bundle (cuT ∗M ×Λ)\0 of the homo-
geneous principal symbol σ (A1,1) of the (parameter-dependent) pseudodifferential operator
A1,1(λ) in the upper left corner of the operator matrix A(λ) (see also Section 3.2). Note that
the principal symbol σ (A1,1) is defined initially only on (T ∗N ×Λ) \ 0.
The cusp-principal symbol cuσ (A) is a homogeneous function of degree μ in the fibres of
(cuT ∗M ×Λ) \ 0.
(ii) The cusp-principal boundary symbol cuσ ∂(A), a section in
C∞
⎛
⎝(cuT ∗∂regM ×Λ) \ 0,Hom
⎛
⎝ cuS ⊗ cuπ∗E|∂regM⊕
cuπ∗J
,
cuS ⊗ cuπ∗F |∂regM
⊕
cuπ∗J
⎞
⎠
⎞
⎠ .− +
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extension of the principal boundary symbol
σ ∂(A) ∈ C∞
⎛
⎝(T ∗∂N ×Λ) \ 0,Hom
⎛
⎝S ⊗ π∗E|∂N⊕
π∗J−
,
S ⊗ π∗F |∂N⊕
π∗J+
⎞
⎠
⎞
⎠
of the operator A(λ) ∈ Bμ,d(N,Λ) to (cuT ∗∂regM × Λ) \ 0, see also the discussion around
(2.7) and in Section 3.2.
The cusp-principal boundary symbol cuσ ∂(A) is κ-homogeneous of degree μ, i.e.
cuσ ∂(A)(z,ζ,λ) equals
μ
(
κ ⊗ Icuπ∗F |∂ regM 0
0 Icuπ∗J+
)
cuσ ∂(A)(z, ζ, λ)
(
κ−1 ⊗ Icuπ∗E|∂ regM 0
0 Icuπ∗J−
)
for  > 0 and (z, ζ, λ) ∈ (cuT ∗∂regM ×Λ) \ 0. Here κ is the natural R+-action (2.9) in the
S (R+)-fibres of the (lifted) bundle cuS → (cuT ∗∂regM ×Λ) \ 0.
Let cuΣ ≡ cuΣ(M,Λ) be the space of cusp-principal symbols of the operators in cuΨμ,d(M,Λ),
i.e. the space of tuples consisting of homogeneous and κ-homogeneous sections of the form
above that satisfy a canonical compatibility condition. By means of a partition of unity and the
local splittings of the principal symbol sequences in Bμ,d(N,Λ) and cuΨμ(,d)([0, ε) × H,Λ),
see Proposition 3.13, we obtain that the cusp-principal symbol sequence
0 → cuΨμ−1,d (M,Λ) → cuΨμ,d(M,Λ) −−−−−−→
(cuσ ,cuσ ∂ )
cuΣ(M,Λ) → 0
is topologically split exact.
In addition to the cusp-principal symbols, the operators A(λ) = (Ai,j (λ)) ∈ cuΨμ,d(M,Λ)
have a conormal symbol (or normal operator) associated with each singular hypersurface H ⊂
∂singM :
(iii) Let H ⊂ ∂singM , and assume that H ∩ ∂regM = ∅. Then the restriction of A(λ) to the collar
neighborhood [0, ε)×H ∼= M induces an operator
C˙∞0
⎛
⎝[0, ε), C˙
∞(H,E)
⊕
C˙∞(∂regH,J−)
⎞
⎠→ C˙∞
⎛
⎝[0, ε), C˙
∞(H,F )
⊕
C˙∞(∂regH,J+)
⎞
⎠
that belongs to the cusp calculus cuΨμ,d([0, ε) × H,Λ) of pseudodifferential boundary
value problems near H considered in Section 3.2. Hence, by Definition 3.27, this opera-
tor has a conormal symbol NH(A)(ξ,λ) ∈ cuΨμ,d(H,R × Λ), which by definition is the
conormal symbol of A(λ) with respect to the singular hypersurface H .
Recall that the conormal symbol NH(A)(ξ,λ) is a family of boundary value problems (3.29)
in the cusp calculus on the manifold with corners H .
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A1,1(λ) to the collar neighborhood [0, ε)×H induces an operator
C˙∞0
([0, ε), C˙∞(H,E))→ C˙∞([0, ε), C˙∞(H,F ))
that belongs to the ordinary cusp calculus cuΨμ([0, ε)×H,Λ) near H , see the notes at the
beginning of Section 3.2. Analogously to Definition 3.27, this operator thus has a conor-
mal symbol NH(A1,1)(ξ, λ) ∈ cuΨμ(H,R×Λ). By definition, we let NH(A) := NH(A1,1)
be the conormal symbol of A(λ) with respect to the hypersurface H , a family of cusp
pseudodifferential operators
NH(A)(ξ,λ) : C˙
∞(H,E) → C˙∞(H,F ). (3.43)
Theorem 3.44. Let Aj(λ) ∈ cuΨμj ,dj (M,Λ), j = 1,2, and assume that the vector bundles fit
together such that the composition A1(λ)A2(λ) is well defined.
Then A1(λ)A2(λ) ∈ cuΨμ1+μ2,max{d1+μ2,d2}(M,Λ), and the cusp-principal and conormal
symbols of the composition are given by the relations
cuσ (A1A2) = cuσ (A1)cuσ (A2),
cuσ ∂(A1A2) = cuσ ∂(A1)cuσ ∂(A2),
NH (A1A2) = NH(A1)NH (A2).
⎫⎪⎬
⎪⎭ (3.45)
Moreover, for every α ∈ NN−0 , the class xαsingcuΨ ∗,∗(M,Λ) is a two-sided ideal in the algebra
cuΨ ∗,∗(M,Λ), i.e. whenever any of the Aj(λ) above belongs to this smaller class, so does the
composition. Recall that ∂singM consists of N −  hypersurfaces.
Proof. Every point p ∈ M has an open neighborhood U(p) ⊂ M such that, if p is of codimen-
sion k ∈ N with p ∈ Hi1 ∩ · · · ∩Hik , where the Hij ⊂ ∂M are k distinct hypersurfaces, then
U(p) ⊂
k⋂
j=1
([0, ε)×Hij )∼= M,
and U(p) ∩ H = ∅ for all hypersurfaces H ⊂ ∂M with H = Hij , j = 1, . . . , k. Moreover, if p
has codimension zero, then U(p) ∩ ∂M = ∅. Let M =⋃Tj=1 U(pj ) be a finite covering of M
by such neighborhoods, and let {ϕj ; j = 1, . . . , T } be a subordinated partition of unity. Choose
functions ϕj ≺ ψj ∈ C∞(M) with suppψj U(pj ), j = 1, . . . , T .
To begin with, observe that ωAj(λ)ω˜ ∈ cuΨ−∞,dj (M,Λ) for all functions ω, ω˜ ∈ C∞(M)
with disjoint supports because
ωAj (λ)ω˜ =
T∑
k,l=1
ϕkωAj (λ)ω˜ϕl,
and every single summand ϕkωAj (λ)ω˜ϕl either belongs to cuΨ
−∞,dj∞ (M,Λ) by (i) of Defini-
tion 3.39, or the supports of the functions ϕkω and ω˜ϕl are both contained in a collar neigh-
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case, ϕkωAj (λ)ω˜ϕl is in cuΨ−∞,dj (M,Λ) by Proposition 3.30. Recall that the multiplication
operators with functions are to be understood according to the convention (3.3).
Making use of the defining mapping properties of the residual Green operators of type zero
from Section 3.1 and standard arguments in Boutet de Monvel’s calculus, we see that if any of
the Aj(λ) belongs to cuΨ−∞,∗∞ (M,Λ), then so does the composition A1(λ)A2(λ).
Let us now consider the general composition. We may write A1(λ)A2(λ) as
A1(λ)A2(λ) =
T∑
j,k,l=1
ϕjA1(λ)ϕkA2(λ)ϕl. (3.46)
Let us analyze every single summand ϕjA1(λ)ϕkA2(λ)ϕl in (3.46) separately.
Assume that any of the functions ϕj , ϕk , or ϕl—say ϕj —is supported in M \ ∂singM . Let
ψ˜j ∈ C∞(M) with supp ψ˜j ∩ ∂singM = ∅ and ψj ≺ ψ˜j . Write
ϕjA1(λ)ϕkA2(λ)ϕl = ϕjA1(λ)ψjϕkA2(λ)ϕl +
(
ϕjA1(λ)(1 −ψj)ϕk
)
A2(λ)ϕl
≡ ϕjA1(λ)ψjϕkA2(λ)ψ˜jϕl + ϕjA1(λ)
(
ψjϕkA2(λ)(1 − ψ˜j )ϕl
)
≡ ϕjA1(λ)ψjϕkA2(λ)ψ˜jϕl.
Here ≡ means equivalence modulo cuΨ−∞,max{d1+μ2,d2}∞ (M,Λ). Observe that
ϕjA1(λ)(1 −ψj),ψjA2(λ)(1 − ψ˜j ) ∈ cuΨ−∞,∗∞ (M,Λ)
by (i) of Definition 3.39, and cuΨ−∞,∗∞ (M,Λ) is a two-sided ideal. The functions ϕj , ψjϕk , and
ψ˜jϕl are all supported in M \ ∂singM , and consequently the composition
ϕjA1(λ)ψjϕkA2(λ)ψ˜jϕl
belongs to Bμ1+μ2,max{d1+μ2,d2}(N,Λ) by (ii) of Definition 3.39 and the composition theorem in
Boutet de Monvel’s calculus on N .
The argument for ϕk or ϕl supported in M \ ∂singM is similar, and so
ϕjA1(λ)ϕkA2(λ)ϕl ∈ cuΨμ1+μ2,max{d1+μ2,d2}(M,Λ) (3.47)
whenever any of the functions ϕj , ϕk , or ϕl is supported in M \ ∂singM .
Next assume that the supports of all the functions ϕj , ϕk , and ϕl have nontrivial intersection
with ∂singM . If there exists a hypersurface H ⊂ ∂singM with
suppϕj , suppϕk, suppϕl ⊂ [0, ε)×H ∼= M,
then the composition(
ϕjA1(λ)ϕk
)(
ψkA2(λ)ϕl
) ∈ cuΨμ1+μ2,max{d1+μ2,d2}([0, ε)×H,Λ)
by (iii), (iv) of Definition 3.39 and Proposition 3.30, and so (3.47) holds in this case.
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H ⊂ ∂singM having nontrivial intersection with the supports of all three functions ϕj , ϕk , and ϕl .
Write
ϕjA1(λ)ϕkA2(λ)ϕl = ϕjA1(λ)ϕkψlA2(λ)ϕl + ϕjA1(λ)
(
ϕk(1 −ψl)A2(λ)ϕl
)
.
We have (1 − ψl)A2(λ)ϕl ∈ cuΨ−∞,∗(M,Λ). Every α ∈ NN−0 can be written in the form α =
αj + αk + αl with αj ,αk,αl ∈ NN−0 such that
ϕ˜j = x−αjsing ϕj , ϕ˜k = x−αksing ϕk, and ϕ˜l = x−αlsingϕl ∈ C∞(M).
Now
ϕjA1(λ)ϕk(1 −ψl)A2(λ)ϕl = ϕ˜jxαjsingA1(λ)ϕ˜kxαksing(1 −ψl)A2(λ)ϕ˜lxαlsing,
and consequently this operator is smoothing in the scale of weighted cusp Sobolev spaces, and
the range consists of C˙∞-functions (more precisely, we have to make use of an expansion into op-
erators of type zero and powers of ∂+, and argue for each summand separately, see Section 3.1).
Thus ϕjA1(λ)ϕk(1 −ψl)A2(λ)ϕl ∈ cuΨ−∞,∗∞ (M,Λ).
Next pick a function ψ˜l ∈ C∞(M) with supp ψ˜l U(pl) and ψl ≺ ψ˜l , and write
ϕjA1(λ)ϕkψlA2(λ)ϕl = ϕj ψ˜lA1(λ)ϕkψlA2(λ)ϕl + ϕj (1 − ψ˜l)A1(λ)ϕkψlA2(λ)ϕl.
Similar arguments as above give ϕj (1− ψ˜l)A1(λ)ϕkψlA2(λ)ϕl ∈ cuΨ−∞,∗∞ (M,Λ), and, because
all functions ϕj ψ˜l , ϕkψl , and ϕl are supported in one collar neighborhood [0, ε) × H ∼= M for
some H ⊂ ∂singM , the operator
ϕj ψ˜lA1(λ)ϕkψlA2(λ)ϕl ∈ cuΨμ1+μ2,max{d1+μ2,d2}
([0, ε)×H,Λ).
Summing up, we have proved (3.47) for all possible cases of ϕj , ϕk , and ϕl , and so the composi-
tion theorem is proved. Following the lines of this proof and using Proposition 3.30, we see that
the classes xαsing
cuΨ ∗,∗(M,Λ) form two-sided ideals for all α ∈ NN−0 , and the identities (3.45)
hold. 
Definition 3.48. A boundary value problem A(λ) ∈ cuΨμ,d(M,Λ) is called cusp-elliptic, if both
the cusp-principal symbol cuσ (A) and the cusp-principal boundary symbol cuσ ∂(A), see Defini-
tion 3.42, are pointwise bijective.
Moreover, we call A(λ) elliptic, if in addition all conormal symbols NH(A)(ξ,λ) with respect
to all singular hypersurfaces H ⊂ ∂singM are invertible, i.e. the operator families (3.29) or (3.43)
are bijective for all (ξ, λ) ∈ R ×Λ, respectively.
Recall that Λ ⊂ Rq is the closure of some open conical subset of Rq , or Λ = {0}. It would be
more precise to reserve the notion of cusp-ellipticity or ellipticity for the case Λ = {0}, and to
call A(λ) cusp-elliptic with parameter or elliptic with parameter otherwise.
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cuΨ−μ,(d−μ)+(M,Λ), (d −μ)+ = max{0, d −μ}, such that
A(λ)B(λ)− 1
B(λ)A(λ)− 1
}
∈ cuΨ−∞,∗(M,Λ),
and the types of these remainders are given by the type formula from Theorem 3.44.
Moreover, if A(λ) is elliptic, then there exists R(λ) ∈ cuΨ−∞,(d−μ)+(M,Λ) such that
A(λ)
(
B(λ)+R(λ))− 1(
B(λ)+R(λ))A(λ)− 1
}
∈ cuΨ−∞,∗∞ (M,Λ),
the space of residual Green operators introduced in Section 3.1.
Proof. Consider the covering
M = N ∪
⋃
H⊂∂singM
([0, ε)×H )
of M , where N = M \ ∂singM is the regular part of M . Choose a subordinated partition of unity
ϕreg, ϕH , H ⊂ ∂singM , and functions ϕreg ≺ ψreg, ϕH ≺ ψH that are compactly supported in N
or [0, ε)×H , respectively.
As A(λ) is cusp-elliptic, the restriction of A(λ) to N is elliptic in Boutet de Monvel’s calculus
on N , and, for each singular hypersurface H ⊂ ∂singM , the restriction of A(λ) to [0, ε) × H is
cusp-elliptic in the sense of Definition 3.36. Choose a parametrix Breg(λ) in Boutet de Mon-
vel’s calculus on N , as well as parametrices BH(λ) ∈ cuΨ−μ,(d−μ)+([0, ε)×H,Λ) according to
Proposition 3.37, and define
B(λ) = ϕregBreg(λ)ψreg +
∑
H⊂∂singM
ϕHBH (λ)ψH ∈ cuΨ−μ,(d−μ)+(M,Λ).
If H ∩ ∂regM = ∅, the term ϕHBH (λ)ψH is by convention a matrix filled by zeros outside the
upper left corner (we employ this convention also further below). By Theorem 3.44, this choice
of B(λ) furnishes a parametrix of A(λ) up to remainders in the class cuΨ−∞,∗(M,Λ) as desired.
Now assume that, in addition, the conormal symbols NH(A)(ξ,λ) are invertible for all H ⊂
∂singM . Let H1, . . . ,HN− be an enumeration of the singular boundary hypersurfaces, and let xj
be the defining function associated with Hj .
We proceed by induction to show that for each K = 0, . . . ,N −  there exists a parametrix
BK(λ) ∈ cuΨ−μ,(d−μ)+(M,Λ) of A(λ) such that
A(λ)BK(λ)− 1
BK(λ)A(λ)− 1
}
∈
⋂
α∈TK
xαsing
cuΨ−∞,∗(M,Λ), (3.50)
where
TK =
{
α = (α1, . . . , αN−) ∈ NN−; αj = 0 for j >K
}
.0
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N − . We have A(λ)BK(λ) = 1 + RK(λ) for some remainder RK(λ) as specified by (3.50).
Consequently,
NHK+1(A)
−1 = NHK+1(BK)−NHK+1(A)−1NHK+1(RK),
where
r ′(ξ, λ) := NHK+1(A)−1NHK+1(RK) ∈
⋂
α∈TK
xαsing
cuΨ−∞,∗(HK+1,Rξ ×Λ),
see Theorems 3.44 and 3.53. Note that these theorems hold by our inductive approach towards
the cusp calculus in view of codimH < codimM .
Define an operator R′(λ) in the local cusp calculus on [0, ε) × HK+1 according to the quan-
tization (3.9) with the operator-valued symbol r ′(ξ, λ), and let
B ′K(λ) := BK(λ)−ω(xK+1)R′(λ)ω˜(xK+1) ∈ cuΨ−μ,(d−μ)+(M,Λ),
where ω, ω˜ ∈ C∞0 ([0, ε)) are cut-off functions that are supported sufficiently close to the ori-
gin. Then A(λ)B ′K(λ) = 1 + R′K(λ) for some R′K(λ) as specified by (3.50), where in addition
NHK+1(R
′
K) ≡ 0. Consider the operator
1 +ω(xK+1)R′K(λ)ω˜(xK+1) ∈ 1 +
⋂
α∈TK
xαsing
cuΨ−∞,∗
([0, ε)×HK+1,Λ).
According to Proposition 3.37, there exists
R˜K(λ) ∈
⋂
α∈TK
xαsing
cuΨ−∞,∗
([0, ε)×HK+1,Λ)
such that (1 +ω(xK+1)R′K(λ)ω˜(xK+1))(1 + R˜K(λ)) belongs to
1 +
⋂
α∈TK
j∈N0
x
j
K+1x
α
sing
cuΨ−∞,∗
([0, ε)×HK+1,Λ).
Define
BK+1(λ) := B ′K(λ)
(
1 +ω(xK+1)R˜K(λ)ω˜(xK+1)
) ∈ cuΨ−μ,(d−μ)+(M,Λ).
Then
A(λ)BK+1(λ) ∈ 1 +
⋂
α∈T
xαsing
cuΨ−∞,∗(M,Λ)
K+1
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complete. Hence
A(λ)BN−(λ)− 1
BN−(λ)A(λ)− 1
}
∈
⋂
α∈NN−0
xαsing
cuΨ−∞,∗(M,Λ) = cuΨ−∞,∗∞ (M,Λ),
and the theorem is proved. 
Corollary 3.51. Let A ∈ cuΨμ,d(M) be elliptic. Then the extension
A :
xαsingH
s
cu(M,E)
⊕
xαsingH
s
cu(∂regM,J−)
→
xαsingH
s−μ
cu (M,F)
⊕
xαsingH
s−μ
cu (∂regM,J+)
(3.52)
is a Fredholm operator for all s > max{μ,d} − 12 and α ∈ RN−.
Proof. Let B +R ∈ cuΨ−μ,(d−μ)+(M) be a parametrix of A up to residual Green operators. By
(2.15) the residual Green operators are compact in the cusp Sobolev spaces. Hence B + R is an
inverse of (3.52) up to compact operators. 
Theorem 3.53. Assume that Λ = {0}, and let A(λ) ∈ cuΨμ,d(M,Λ) be cusp-elliptic with para-
meter λ ∈ Λ. Then, for all λ ∈ Λ outside possibly a compact set K ⊂ Λ, the operator A(λ) is
invertible in the cusp Sobolev spaces (3.41) for s > max{μ,d} − 12 and all α ∈ RN−, as well as
in the spaces (3.2) of smooth functions that vanish to infinite order at ∂singM .
Moreover, for any open neighborhood K ⊂ U(K), there exists a parameter-dependent para-
metrix B(λ) ∈ cuΨ−μ,(d−μ)+(M,Λ) of A(λ) such that A(λ)B(λ) = I and B(λ)A(λ) = I for
λ /∈ U(K), i.e. B(λ) = A(λ)−1 both in the spaces (3.41) and (3.2). In particular, if A(λ) happens
to be invertible for all λ ∈ Λ, then A(λ)−1 ∈ cuΨ−μ,(d−μ)+(M,Λ).
Proof. Let B ′(λ) ∈ cuΨ−μ,(d−μ)+(M,Λ) be a parameter-dependent parametrix of A(λ) accord-
ing to Theorem 3.49, i.e.
A(λ)B ′(λ)− 1 = R′r (λ)
B ′(λ)A(λ)− 1 = R′l(λ)
}
∈ cuΨ−∞,∗(M,Λ) = S (Λ, cuΨ−∞,∗(M)).
Consequently, A(λ)B ′(λ) and B ′(λ)A(λ) are invertible for large λ ∈ Λ, i.e. A(λ) is invertible for
all λ ∈ Λ outside possibly some compact set K ⊂ Λ.
Let χ ∈ C∞(Λ) with χ ≡ 0 in some neighborhood of K , and χ ≡ 1 outside the given neigh-
borhood U(K) of K . Define
B(λ) = B ′(λ)−B ′(λ)R′r (λ)+R′l(λ)χ(λ)A(λ)−1R′r (λ).
As both R′l (λ) and R′r (λ) are regularizing, we deduce that
R′l (λ)χ(λ)A(λ)−1R′r (λ) ∈ cuΨ−∞,(d−μ)+(M,Λ),
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This proves the theorem. 
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