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Einfu¨hrung
Transportnetzwerk-Design ist eines der bedeutenden Anwendungsfelder des
Operations Research und der mathematischen Optimierung. Zum Fortschritt
in diesem Bereich tragen vor allem drei Aspekte bei:
Betreiber großer Transportnetzwerke wie Speditionen, Brief-, Paket- und
Express-Zusteller, Eisenbahngesellschaften und Luftfracht Carrier werden
mehr und mehr zu global operierenden Unternehmen. Der steigende Wettbe-
werbsdruck, welcher in Europa vor allem durch den EG-Binnenmarkt und die
damit verbundene Deregulierung mit dem Wegfall monopolistischer Struktu-
ren begu¨nstigt wird, zwingt zu sta¨ndigen Anpassungen. Ziele sind dabei meist
die Steigerung der Service-Qualita¨t bei gleichzeitiger Kostenreduktion. Fu¨r
Transportdienstleister ist daher die Planung ihrer Transportnetzwerke, also
das Netzwerk-Design, eine zentrale Aufgabe.
Die rasante Entwicklung in der Informationstechnologie mit leistungsfa¨-
higen und anwenderfreundlichen Client-Server-Systemen ermo¨glicht den Auf-
bau komplexer betrieblicher Informationssysteme. Unternehmensweit anfal-
lende Daten sind heute oftmals zeitnah und in guter Qualita¨t verfu¨gbar. Dies
gestattet den Aufbau Rechner-unterstu¨tzter Planungs- und Steuerungssyste-
me. Diese Decision Support Systeme (DSS) beziehen menschliche Planer in
die Entscheidungsfindung ein und helfen im operativen Bereich bei der effi-
zienten Nutzung der verfu¨gbaren technischen und menschlichen Ressourcen
sowie im strategisch/taktischen Bereich bei der Entscheidung u¨ber Art und
Umfang von einzusetzenden Ressourcen.
Schließlich hat die Forschung an Modellen, Methoden und Algorithmen
entscheidend dazu beigetragen, daß viele DSS mit leistungsfa¨higen Rechen-
kernen ausgestattet sind. Große Problem-Instanzen ko¨nnen in kurzer Zeit
erzeugt, gelo¨st und analysiert werden. Prinzipien der Zerlegung erlauben die
Nutzung spezialisierter Algorithmen zur Lo¨sung von Teilproblemen. Verschie-
dene Teillo¨sungen werden zusammengefu¨gt, sie liefern Schranken, Fehlerab-
scha¨tzungen und andere wertvolle Informationen, welche zur Konstruktion
einer Gesamtlo¨sung genutzt werden ko¨nnen.
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Im Mittelpunkt dieser Arbeit steht das Netzwerk-Design fu¨r spezielle
zweistufige Transportsysteme. Zweistufige Systeme kommen in vielen Berei-
chen der Transportlogistik vor: Frachtgut muß zwischen einer großen Zahl
von Ursprungs- und Bestimmungsorten transportiert werden. Zur Konsolidie-
rung werden Gu¨ter daher zuerst vom Ursprungsort zu einem nahegelegenen
Start-Terminal verbracht, dort sortiert und mit anderen Gu¨tern zusammen zu
einem zweiten Terminal, dem Ziel-Terminal transportiert. Nach einem erneu-
ten Umladen werden sie von dort aus zu ihren Bestimmungsorten verfrachtet.
Das gesamte Transportsystem zerfa¨llt dementsprechend in zwei Stufen:
• Ein inneres Transportnetz mit den Transporten zwischen den Terminals
• und ein a¨ußeres Netzwerk von Transporten zwischen Ursprungsorten
und Start-Terminals bzw. Ziel-Terminals und Bestimmungsorten.
Das hier betrachtete, speziell strukturierte zweistufige Transportsystem er-
gibt sich dann, wenn der Transportprozeß engen zeitlichen Restriktionen un-
terworfen ist. Untersucht werden solche Systeme, bei denen fu¨r das innere
Netzwerk als Design-Alternativen
• nur direkte Transporte zwischen Terminals
• oder ein Hubnetz mit Transporten zwischen den Terminals und einem
zentralen Hub
• oder eine Mischform aus beiden
mo¨glich sind. Die Arbeit befaßt sich mit dem Design des Transport-Netzwerks
aus der Perspektive der taktischen Planung: Es muß u¨ber Transportrouten
fu¨r die Fracht und Routen, Art, Umfang und zeitliche Festlegung von Trans-
portmitteln – das sog. Routing und Scheduling der Services – entschieden
werden. Entscheidungen betreffen damit sowohl das innere und a¨ußere Netz-
werk als auch die Koordination zwischen diesen beiden. Diese Koordination
umfaßt
• die Zuordnung von Auftra¨gen zu einem Start-Terminal und einem Ziel-
Terminal und
• die Festlegung je eines Umschlagzeitpunkts an diesen Terminals,
so daß ein zeitlich zula¨ssiges Scheduling aller Transportprozesse garantiert
wird. Gerade diese Koordination ist bisher in der Literatur nur untergeordnet
beru¨cksichtigt worden.
2
Zielsetzung der Arbeit
Als praxisbezogenes Anwendungsbeispiel behandelt die vorliegende Ar-
beit ein speziell strukturiertes zweistufiges Transportsystem: Das Direktflug-
problem (DFP) sowie seine Erweiterung, das gemischte Direkt- und Hubflug-
problem (MFP). Das DFP und das MFP resultieren aus einer realen Pro-
blemstellung, welche beim Brieftransport im Nachtluftpostnetz der Deut-
schen Post AG (DPAG) auftritt. Briefe mu¨ssen u¨ber Nacht zwischen den 83
Briefzentren ausgetauscht werden. Schnelligkeit, d.h. Zustellung der Briefe in-
nerhalb eines Werktags, ist erkla¨rtes Ziel der DPAG und spiegelt das Streben
nach hoher Service-Qualita¨t wider. Es zwingt dazu, den Austausch zwischen
weit entfernten Briefzentren durch Flu¨ge zu realisieren. Hieraus resultiert ein
inneres Netzwerk mit Flu¨gen zwischen Flugha¨fen, welche als Terminals fun-
gieren. Die Straßentransporte zwischen den Briefzentren und den Flugha¨fen
bilden das a¨ußere Netzwerk.
Zielsetzung der Arbeit
Der Beitrag der vorliegenden Arbeit besteht in der Entwicklung von Modellen
fu¨r das Netzwerk-Design spezieller zweistufiger Transportsysteme und ihrer
Lo¨sung mittels Branch-and-Price. Beide Aspekte – die Modellierung und die
Entwicklung der dazu passenden Methodik – sind die Ziele der Arbeit.
Neue Modelle vermitteln grundlegende Einsichten in die innere Struktur
der Probleme. Sie erlauben eine Zerlegung in viele kleine, jedoch gekoppel-
te Teilprobleme gema¨ß dem Prinzip der Dantzig-Wolfe-Dekomposition. Ziel
ist die konsequente Ausnutzung der Problemstruktur zur Entwicklung eines
mo¨glichst leistungsfa¨higen Branch-and-Price-Verfahrens.
Fu¨r Problem-Instanzen des DFP und des MFP mit moderater Gro¨-
ße sollen bewiesen optimale Lo¨sungen bestimmt werden. Als exaktes Lo¨-
sungsverfahren arbeitet Branch-and-Price in erster Linie an der systemati-
schen Verbesserung von unteren Schranken. Ausgangspunkt ist die mo¨glichst
effiziente Lo¨sung der LP-Relaxation des Master-Programms der Dantzig-
Wolfe-Dekomposition. Verbesserungen dieser Schranke werden innerhalb des
Branch-and-Price-Verfahrens durch Verzweigen in Teilprobleme und das op-
tionale Hinzufu¨gen von Schnittebenen im Sinne des Branch-and-Price-and-
Cut erzeugt. Die konkrete Ausgestaltung dieser Verfahren ist wesentliches
Ziel der Arbeit.
Dieselben Methoden, welche fu¨r einen exakten Optimierungsalgorithmus
verwendet werden, dienen auch zum Aufbau eines heuristischen Verfahrens
zur na¨herungsweisen Lo¨sung gro¨ßerer Problem-Instanzen. Hierbei geben Feh-
lerabscha¨tzungen Auskunft u¨ber die Qualita¨t der bestimmten Lo¨sungen. Der
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Fokus der Arbeit liegt dementsprechend in der zielgerichteten Nutzung der
auf dem Dantzig-Wolfe-Dekompositionsprinzip aufbauenden Lo¨sungstechni-
ken und nicht auf rein heuristischen Verfahren.
Gliederung der Arbeit
Die Arbeit gliedert sich in neun Kapitel, welche sich zu den folgenden vier Tei-
len zusammenfassen lassen: Service-Netzwerk-Design: Vom Allgemeinen zum
Speziellen (Kapitel 1 bis 3), Allgemeine Methodik: Branch-and-Price (Ka-
pitel 4), Spezielle Methodik: Branch-and-Price-and-Cut fu¨r DFP und MFP
(Kapitel 5 bis 8) sowie Rechenergebnisse (Kapitel 9). Eine Zusammenfassung
schließt die vier Teile ab.
Service-Netzwerk-Design: Vom Allgemeinen zum Speziellen
Das Kapitel 1 beschreibt grundlegende Aufgaben und Ziele des Service-Netz-
werk-Design als Teil der taktischen Planung von Transport-Netzwerken. Es
werden die Charakteristika zweistufiger Transportsysteme herausgearbeitet
und die Mo¨glichkeiten der Konsolidierung und Zerlegung eines zweistufigen
Transportsystems aufgezeigt.
Kapitel 2 bescha¨ftigt sich mit allgemeinen Modellen und Methoden des
Netzwerk-Designs.
In Kapitel 3 sind das DFP und das MFP der Deutschen Post AG als
reale Beispiele fu¨r zweistufige Transportsysteme detailliert beschrieben. Defi-
nierende Eigenschaften und Mo¨glichkeiten zur U¨bertragung auf andere zwei-
stufige Transportsysteme sind zu Beginn des Kapitels festgehalten. Weiterer
Inhalt ist die exakte Problemdefinition von DFP und MFP, die Entwick-
lung von Modellen sowie deren Vergleich mit den allgemeinen Modellen zum
Transportnetzwerk-Design. Mit dem Kapitel 3 verschiebt sich der Fokus vom
allgemeinen Service-Netzwerk-Design auf die Modellierung und Lo¨sung dieser
konkreten Problemstellung.
Allgemeine Methodik: Branch-and-Price
Das Kapitel 4 versteht sich als eigensta¨ndige und abgeschlossene Darstellung
zur Column-Generation-Technik und ihren Erweiterungen Branch-and-Price
sowie Branch-and-Price-and-Cut. Fu¨r die weitere Arbeit grundlegende Be-
griffe und Methoden werden hier allgemein beschrieben.
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Spezielle Methodik: Branch-and-Price-and-Cut fu¨r DFP und MFP
Die Kapitel zur Lo¨sung des DFP und des MFP stellen den umfangreichsten
Teil der Arbeit dar. Die Realisierung eines beschleunigten Branch-and-Price-
and-Cut-Verfahrens erfordert die Ausgestaltung der folgenden vier Kompo-
nenten (entsprechend den Kapiteln 5 bis 8):
Kapitel 5 bescha¨ftigt sich mit der Lo¨sung der LP-Relaxation der Master-
Programme, welche aus einer Dantzig-Wolfe-Dekomposition der DFP- und
MFP-Modelle resultieren. Es vermittelt wichtige Einsichten in die Struktur
der Subprobleme, sog. Cliquen-Rucksack-Probleme, und nennt leistungsfa¨hi-
ge Methoden zu ihrer Lo¨sung. Neben einer scharfen unteren Schranke lie-
fert die primale Lo¨sung der LP-Relaxation des Master-Programms wichtige
strukturelle Informationen, die fu¨r das Gesamtverfahren von entscheidender
Bedeutung sind.
Genutzt werden diese Informationen in Kapitel 6 zur Bestimmung obe-
rer Schranken und ganzzahliger Lo¨sungen im Branch-and-Price-Verfahren.
Es werden wesentliche Eigenschaften gebrochener Lo¨sungen analysiert und
verschiedene mo¨gliche Regeln fu¨r das Branching entwickelt.
Das Kapitel 7 beinhaltet polyedrische Untersuchungen zum DFP und
MFP. Eine neue Klasse gu¨ltiger Ungleichungen, Flug-Ungleichungen genannt,
wird motiviert und formal hergeleitet. Zusammen mit einem entsprechen-
den Separationsverfahren erweitern diese Schnittebenen das Lo¨sungsverfah-
ren zu einem Branch-and-Price-and-Cut-Ansatz, der sich fu¨r einige Problem-
Instanzen als erfolgreich herausstellen wird.
Schließlich stellt Kapitel 8 unterschiedliche exakte und heuristische Tech-
niken zur Beschleunigung des Lo¨sungsverfahrens dar.
Rechenergebnisse
Die Methoden des dritten Teils der Arbeit werden detailliert mit praxisna-
hen Daten getestet. Die untersuchten DFP- und MFP-Instanzen basieren
auf Daten des Decision Support Systems ISBT-Netzplanung der Deutschen
Post AG. Erfolg und Mißerfolg von Techniken der Beschleunigung werden
dokumentiert und – soweit mo¨glich – erkla¨rt und interpretiert. Abschließen-
de ausfu¨hrliche Testrechnungen zeigen Leistungsfa¨higkeit und Grenzen des
implementierten Verfahrens auf.
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Zum Geleit. . .
Elementare Begriffe und Bezeichnungsweisen aus den Bereichen der Linearen
Programmierung, der ganzzahligen und kombinatorischen Optimierung, der
Komplexita¨tstheorie sowie der Graphentheorie werden als bekannt voraus-
gesetzt. Die Notation und grundlegende Definitionen sind durchga¨ngig aus
Standardwerken u¨bernommen worden.
Als generelle Referenzen zur Linearen Programmierung und ganzzahligen
und kombinatorischen Optimierung seien die Bu¨cher von Chva´ta´l [Chv83],
von Nemhauser und Wolsey [NW88], Garfinkel und Nemhauser [GN72] und
die Monographie von Schrijver [Sch96] genannt. Am ehesten als Lehrbu¨cher
zu bezeichnen sind die Bu¨cher von Wolsey [Wol98] und Cook et al. [CCPS98].
Deutschsprachige Werke sind Neumann und Morlock [NM93], H.J. Zimmer-
mann [Zim92] und Domschke und Drexl [DD98].
Alle wichtigen Aspekte der Komplexita¨tstheorie sind in Garey und John-
son [GJ79] und Aho, Hopcroft und Ullman [AHU85] zu finden.
Die Bu¨cher von Volkmann [Vol91, Vol96], Brandsta¨dt [Bra94] und Die-
stel [Die96] haben die Graphentheorie zum Inhalt. Als generelle Referenz zu
Netzflußproblemen sei auf das Buch von Ahuja, Magnanti und Orlin [AMO93]
verwiesen.
Die Arbeit wurde in der U¨berzeugung geschrieben, daß ein wissen-
schaftlicher Text, welcher sich mit komplexen inhaltlichen Zusammenha¨ngen
und aufwendigen methodischen Konzepten bescha¨ftigt, auch eine erkla¨rende
Komponente besitzen sollte. Die vorliegende Arbeit versucht, diese Idee zu
verwirklichen und erga¨nzt an vielen Stellen abstrakte Begriffe und Verfahren
durch anschauliche Beispiele.
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Netzwerk-Design fu¨r
zweistufige Transportsysteme
Viele Transportunternehmen sehen sich durch wachsende Tendenzen der
Konzentration und Globalisierung ihrer Ma¨rkte sowie durch die zunehmende
Rolle von e-Commerce und Internet1 immer neuen und sta¨ndig wechseln-
den Anforderungen ausgesetzt. Die steigende Konkurrenz zwingt sie zu er-
ho¨hter Effizienz und Flexibilita¨t. Um die eigene Marktposition zu festigen
oder in andere Marktsegmente vorzudringen, mu¨ssen sie bestehende oder
neue Transport-Dienstleistungen zu einem geringeren Preis anbieten. Bei-
spiele fu¨r solche Transportunternehmen sind Speditionen und Brief-, Paket-
und Express-Zusteller sowie Eisenbahngesellschaften.
Einige dieser Unternehmen sind oder waren bis vor kurzer Zeit Unter-
nehmen der o¨ffentlichen Hand. Der europa¨ische Binnenmarkt und die damit
verbundene Deregulierung, der Wegfall von monopolistischen Strukturen, die
Wiedervereinigung Deutschlands und die O¨ffnung der La¨nder Osteuropas ha-
ben Restrukturierungsmaßnahmen notwendig gemacht, die zum Teil bis heute
nicht vollsta¨ndig abgeschlossen sind. Einige der Transportunternehmen treten
heute schon als Dienstleister fu¨r die Planung und Organisation von ganzen
Logistiknetzwerken auf, die neben dem Transport auch Lager-, Produktions-
und Distributionsaufgaben umfassen ko¨nnen.
Einen wesentlichen Einfluß auf den Erfolg eines Transportunternehmens
hat neben vielfa¨ltigen anderen Faktoren auch ein ada¨quates Design des Trans-
portnetzes. Das Design hat Einfluß auf die Art und Qualita¨t der angebote-
nen oder mo¨glicherweise anzubietenden Transport-Dienstleistungen und be-
stimmt zu einem großen Teil sowohl die Transportkosten im engeren Sin-
ne als auch die Kosten fu¨r die Anschaffung und den Unterhalt von Flotten
1bspw. elektronische Frachtenbo¨rsen, vgl. bspw. [HLZ96, BPG01]
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(Fahrzeuge und Anha¨nger, Flugzeuge, Lokomotiven und Wagen, Schiffe, etc.)
und Service-Standorten (Terminals, Depots, Garagen, Lager, etc.), sowie die
Personalkosten. Zur Klassifikation der sehr unterschiedlichen in der Praxis
auftretenden Transporte unterscheidet man zwischen
• Teilladungs-Transporten
(LTL, less than truckload),
• Komplettladungs-Transporten
wie z.B. von Containern oder Sattelaufliegern
(FTL, full truckload)
• und Brief-, Paket- und Express-Zustellung,
welche auf den Verkehrstra¨gern
• Straße, Schiene, Wasser, Luft
• oder als multimodale Transporte auf verschiedenen Verkehrstra¨gern
stattfinden ko¨nnen. Die allgemeine Aufgabe besteht darin, Gu¨ter jeweils von
einem Ursprungsort zu einem Bestimmungsort zu transportieren. Die damit
verbundene Aufgabe des Transports eines Gutes bezeichnet man als Trans-
portauftrag oder schlicht als Auftrag. Ein Dienstleister kann dabei entweder
die Transporte mit eigener Flotte und eigenem Personal durchfu¨hren oder
diese zum Teil oder ganz an Speditionen weitergeben. Die Transportauftra¨ge
ihrerseits unterscheiden sich bspw. bezu¨glich ihres Ursprungs- und Bestim-
mungsorts, ihrer Zeiten oder Zeitfenster fu¨r die Abholung am Ursprungsort
bzw. fu¨r die Lieferung zum Bestimmungsort, in der Art des zu transpor-
tierenden Gutes, seines Gewichts und/oder Volumens, ob ein Gut beliebig,
diskret oder gar nicht teilbar ist (Flu¨ssigkeiten, Lademeter, ein oder mehrere
Paletten oder Container) und der Mo¨glichkeit, das Gut mit anderen Gu¨tern
zusammen transportieren zu ko¨nnen (zum Teil mu¨ssen Gefahrstoffe separat
oder du¨rfen nicht mit bestimmten anderen Stoffen zusammen transportiert
werden), etc.
Netzwerk-Design-Probleme treten in vielen Bereichen der Planung oder
Steuerung auf wie z.B. in der Telekommunikation, in Produktions-/Distri-
butionssystemen und in Verkehrs- und Transportnetzen. Netzwerk-Design fu¨r
Frachttransporte bedeutet die Abbildung, d.h. Modellierung des physischen
Transportnetzwerks, und die Lo¨sung der Planungsaufgabe, Gu¨ter unter Ein-
haltung verschiedener Qualita¨tsanforderungen vom jeweiligen Ursprungsort
zum Bestimmungsort zu transportieren. Dies beinhaltet die Unterstu¨tzung
des Entscheidungsprozesses bzgl. der Einrichtung oder der Vera¨nderung der
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Infrastruktur, die Wahl der angebotenen Transport-Dienstleistungen (Ser-
vices) einschließlich Frequenzen und Fahrpla¨nen sowie die Zuordnung von
materiellen Ressourcen zu verschiedenen Transportaufgaben und die Dienst-
planung fu¨r das Personal (siehe [Cra00, S. 276]). U¨bergeordnetes Ziel des
Netzwerk-Designs ist die optimale Zuteilung und Nutzung aller Ressourcen
entsprechend den o¨konomischen Zielen und Zielen gema¨ß der kundenorien-
tierten Dienstleistungen des Unternehmens (siehe [Cra00, S. 272]). Charakte-
ristisch fu¨r Netzwerk-Design-Probleme sind vielfa¨ltige Interdependenzen zwi-
schen den zu treffenden Entscheidungen.
1.1 Taktische Planung fu¨r zweistufige Trans-
portsysteme mit Konsolidierung
Die vorliegende Arbeit bescha¨ftigt sich vornehmlich mit Fragen der taktischen
Planung eines Transportnetzes, d.h. der Planung der Transporte (Services)
in einem Regelnetz. In diesem Abschnitt geht es zuerst um die Einordnung
der taktischen Planung in die Planungsstufen fu¨r ein Transportsystem. Wir
gehen auf den Inhalt von Netzwerk-Design fu¨r Frachttransporte ein, geben
eine Beschreibung des Begriffs Konsolidierung und schließen mit einer Cha-
rakterisierung von zweistufigen Transportsystemen.
1.1.1 Strategische, taktische und operative Planung
von Frachttransporten
Bei den Planungsstufen eines Transportsystems unterscheidet man je nach
Wichtigkeit und zeitlichem Horizont der zu treffenden Entscheidungen zwi-
schen strategischer, taktischer und operativer Planung. Die folgenden Aspekte
sind in Teilen den Arbeiten [MW84, Cra00] entnommen:
1. Strategische Planung: Die Strategische Planung bestimmt die generelle
Entwicklung des Transportunternehmens auf la¨ngere Sicht. Typische
Entscheidungen betreffen die Infrastruktur des physischen Transport-
netzes wie die Beschaffung (Kauf, Miete, Leasing, Einstellung) der we-
sentlichen Ressourcen (Standorte, Flotte und sta¨ndiges Personal). Des
weiteren hat sie u¨ber zuku¨nftig anzubietende Dienstleistungen und die
Tarife zu bestimmen.
2. Taktische Planung: Entscheidungen der taktischen Planung sind mit-
telfristiger Art. Die Planung der Struktur eines Transportnetzwerks, al-
so das Netzwerk-Design, ist der wesentliche Bestandteil der taktischen
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Planung. Wa¨hrend bei der strategischen Planung der Fokus auf der Be-
schaffung von Ressourcen liegt, bescha¨ftigt sich taktische Planung mit
der
”
optimalen“ Zuordnung existierender Ressourcen zur Durchfu¨hrung
bekannter oder prognostizierter Transportaufgaben. Auf Entscheidun-
gen und Ziele dieser Planung geht explizit der folgende Abschnitt 1.1.2
ein.
3. Operative Planung: Die operative Planung bescha¨ftigt sich mit Ent-
scheidungen kurzfristiger Art, sie wird in aller Regel dezentral von Pla-
nern (dem lokalem Management, Disponenten)
”
vor Ort“ durchgefu¨hrt.
Diese Personen sind mit ha¨ufig wechselnden Situationen konfrontiert.
Diese beziehen sich zum einen auf die Nachfrageseite und bestehen in
zusa¨tzlichen oder vera¨nderten Nachfragen nach Transportdientleistun-
gen, vera¨nderten Zeiten fu¨r Abholung oder Lieferung. Zum anderen
mu¨ssen lokale Planer die durch die taktische Planung vorgegebenen Ser-
vices den realen Nachfragen anpassen und auf A¨nderung, Verspa¨tung
oder Ausfall von eigenen Transporten und Personal reagieren. Auch die
Steuerung von Abfertigung und Routing von Transportmitteln kann zu
den operativen Aufgaben der Transportplanung geho¨ren. Ein weiterer
Bereich sind Pla¨ne fu¨r die Kontrolle, Wartung und Instandhaltung von
Ressourcen.
1.1.2 Entscheidungen und Ziele der taktischen Planung
Taktische Planung fu¨r den Frachtransport ist nach Crainic [Cra00, S. 273]
das Design des Service-Netzwerks. Services sind durchzufu¨hrende Transporte,
Politiken fu¨r den Betrieb von Terminals und Umschlagpla¨tzen (Sortierung,
Zwischenlagerung, Kommisionierung, etc.) sowie mo¨glicherweise die Reposi-
tionierung von Fahrzeugen und/oder leeren Transportbeha¨ltnissen (Contai-
nern, leeren Paletten, etc.). Schwerpunkt der weiteren Betrachtungen sind
vornehmlich die eigentlichen Transporte und die Repositionierung. Je nach
Planungshorizont kann die taktische Planung mehr als strategisch/taktisch
oder als taktisch/operativ bezeichnet werden. In [Cra00] werden Netzwerk-
Design-Probleme klassifiziert und in die zwei Haupt-Klassen Frequency Net-
work Design und Dynamic Service Network Design eingeteilt. Abha¨ngig von
der Zuordnung eines Netzwerk-Design-Problems zu einer dieser Klassen las-
sen sich unterschiedliche, typische Entscheidungen und Ziele benennen. Beide
Klassen werden nachfolgend genauer charakterisiert.
Frequency Network Design ist eher strategisch/taktisch orientiert und be-
scha¨ftigt sich, wie es der Name vermuten la¨ßt, mit der Bestimmung von
Service-Frequenzen (=Ha¨ufigkeiten), also Fragen der Art
”
Welcher Typ von
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Service (direkt, via Hub, etc.) soll angeboten werden?“,
”
Wie ha¨ufig wird
ein Service in der Planungsperiode angeboten?“ und
”
Was sind die Service-
Routen?“. Die Probleme des Frequency Network Design lassen sich in zwei
Gruppen einteilen:
Die Frequenzen von Services lassen sich entweder explizit als Entschei-
dungsvariablen im Modell wiederfinden. In diesem Fall spricht man von
Service-Frequenzen als Entscheidungen. In einem unterliegenden Modell mit
Netzwerk2 (V,A) entsprechen Knoten physikalischen Orten, die Terminals
T ⊂ V einer Teilmenge der Knoten. Die Services sind Routen in (V,A) mit
zusa¨tzlichen Charakteristika wie den zugeho¨rigen Service Legs (Bo¨gen oder
Teil-Pfade des Service), einer Service-Klasse (Verkehrstra¨ger, Geschwindig-
keit, Priorita¨t) und Kapazita¨ten auf den Teilstu¨cken der Service-Route. Typi-
scherweise enthalten die zugeho¨rigen Modelle zwei Typen von Entscheidungs-
variablen: Einerseits nicht-negative ganzzahlige Variablen fu¨r die Service-
Frequenzen aller mo¨glichen Services und andererseits nicht-negative kontinu-
ierliche Variablen fu¨r die Gu¨terstro¨me. Eine allgemeine Beschreibung solcher
Modelle stammt von Crainic und Rousseau [CR86], Beispiele finden sich z.B.
in den Arbeiten [CFR84, CR88, RD89, CR92].
Alternativ ermitteln sich die Service-Frequenzen als abgeleitetes Ergebnis
(derived output) einer Lo¨sung des Modells. Typische Entscheidungsvariablen
fu¨r Services sind hier (0, 1)-Variablen mit der Bedeutung
”
Service wird durch-
gefu¨hrt“ oder
”
Service wird nicht durchgefu¨hrt“ (operate or not). Durch Sum-
mieren aller durchgefu¨hrten Services fu¨r ein Teilstu¨ck zwischen zwei Orten
ergeben sich die Service-Frequenzen. Ansonsten entsprechen auch in diesen
Modellen die Knoten des Netzwerks physischen Orten, Services erstrecken
sich u¨ber gewisse Routen und mu¨ssen insgesamt die vorgegebene Nachfrage
bedienen. Anwendungsbeispiele derartiger Modelle sind von Powell und Shef-
fi in [PS83, PS86, PS89] sowie von Lamar et al. in [LSP90] entwickelt und
beschrieben worden.
Das Ergebnis beider Arten – Frequenzen als Entscheidungen oder als ab-
geleitetes Ergebnis – von Frequency Network Design Problemen ist der sog.
Transportplan. Er bestimmt die grobe Struktur des Regelnetzes und lenkt
die operativen Entscheidungen gema¨ß der ermittelten Arten von Services,
Frequenzen und Routen.
Die zweite wichtige Gruppe ist das Dynamic Service Network Design. Im
Vordergrund steht das Design von zeitlich determinierten Services. Sie sind
daher auch eher der taktisch/operativen Planung zuzurechnen. Wesentlicher
Aspekt dieser Modelle ist der Wunsch nach Bestimmung von Abfahrtzeiten
2Es reicht hier zum Versta¨ndnis aus, ein Netzwerk (V,A) als einen gerichteten Graphen
(=Digraphen) mit Knotenmenge V und Bogenmenge A anzunehmen.
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oder Startzeiten von Transportmitteln und weiterer Service-Dienstleistungen
(wie Lagerung, Verpackung, Sortierung, Kommisionierung, etc). Ergebnis der
Planung sind die sog. Schedules, d.h. Pla¨ne, welche neben Arten von Services,
Frequenzen und Routen auch Reihenfolgen und Zeiten in Form von Fahrpla¨-
nen vorgeben. Wesentliches methodisches Mittel zur Modellierung von dy-
namischen Netzwerk-Design-Problemen sind die Zeit-Raum-Netzwerke. Der
Planungszeitraum wird diskretisiert, d.h. in eine geeignete Anzahl von Pe-
rioden zerlegt. Knoten des unterliegenden Netzwerks entstehen durch Du-
plizieren der physischen Orte v gema¨ß den Perioden der Diskretisierung, so
daß ein Knoten vt des Netzwerks einem Ort v innerhalb eines Zeitintervalls t
entspricht. Ein Bogen (vt, wt′) des Netzwerks repra¨sentiert
• entweder einen Transport zwischen verschiedenen Orten v und w, wel-
cher im Zeitintervall t startet und im Zeitintervall t′ am Ort w an-
kommt,
• oder den Aufenthalt (Warten oder Bearbeitung wie bspw. Einlagerung,
Sortierung, Kommisionierung, etc.) an einem Ort v = w in der Zeit von
t bis t′.
Durch die zeitliche Diskretisierung weisen Raum-Zeit-Netzwerke bereits fu¨r
moderate Anzahlen von physischen Orten in der Regel eine große Zahl von
Knoten und Bo¨gen auf.
Neben den typischen Entscheidungen der taktischen Planung stellt sich
natu¨rlich auch die Frage nach typischen Zielen. Im traditionellen Versta¨ndnis
ist dies fu¨r das Netzwerk-Design die Erfu¨llung der Kundenerwartung durch
Transporte zu mo¨glichst geringen Betriebskosten. Der Begriff der Kunden-
erwartung la¨ßt sich dabei mit dem Wunsch nach Geschwindigkeit, Sicher-
heit und Flexibilita¨t der vom Transportunternehmer angebotenen Transport-
dientstleistung charakterisieren. Neuere Ansa¨tze sehen als Ziel die Bestim-
mung eines
”
besten“ Trade-Off zwischen Betriebskosten und Service-Qualita¨t.
Ein solcher Trade-Off la¨ßt sich offensichtlich nur schwierig quantifizieren, da
in seine Bestimmung verschiedene, in der Regel nicht vergleichbare Gro¨ßen
eingehen.
Die von Crainic in [Cra00] vorgeschlagene Klassifikation ist in Abb. 1.1
in ihren wesentlichen Merkmalen zusammengefaßt.
1.1.3 Zweistufige Transportsysteme und
Konsolidierung
Der Fokus der vorliegenden Arbeit liegt auf Modellen und Methoden zur
Entscheidungsunterstu¨tzung der taktischen Planung fu¨r zweistufige Trans-
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Abbildung 1.1. Klassifikation von Service-Netzwerk-Design-Problemen a¨hnlich
zur Klassifikation in Crainic [Cra00]
portsysteme mit Konsolidierung.
Konsolidierung
Ausgangspunkt fu¨r die Planung eines Transportnetzwerks ist die Frage, wie
geforderte Transport-Dienstleistungen hoher Qualita¨t (Schnelligkeit, Zuver-
la¨ssigkeit, Sicherheit) zu geringen Kosten angeboten werden ko¨nnen. Ein we-
sentlicher Aspekt bei der effizienten Nutzung der vorhandenen Ressourcen
(Fahrzeuge, Flugzeuge, Schiffe, allg. Transportmittel und Transportbeha¨lter)
und damit zur Kosten-Reduktion ist die Konsolidierung.
Konsolidierung3 bedeutet, daß verschiedene Transportauftra¨ge auf ei-
nem oder mehreren Abschnitten ihres Transportwegs zusammengefaßt und
von einem Transportmittel gemeinsam bedient werden. Voraussetzungen fu¨r
3Langenscheidt Fremdwo¨rterbuch (online: www.langenscheidt.aol.de): konsolidieren
1. festigen, sichern 2. (o¨kon.) zusammenlegen, vereinigen (Staatsanleihen) 3. (o¨kon.) zu-
sammenfassen (Bilanzen von Tochterunternehmen)
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die Mo¨glichkeit zur Konsolidierung sind, daß einzelne Transportauftra¨ge die
Transportkapazita¨t eines Transportmittels nicht voll ausscho¨pfen (Typ LTL-
Transport) und eine ra¨umliche und zeitliche Kompatibilita¨t (vgl. auch S. 58).
Tendenziell positiv fu¨r die Nutzung von Konsolidierungseffekten sind Trans-
porte physischer Gu¨ter u¨ber relativ weite Distanzen wie z.B. zwischen ver-
schiedenen Sta¨dten eines Landes oder Kontinents. Wir erweitern an dieser
Stelle die von Crainic in [Cra00, S. 275] genannten Arten der Konsolidierung:
1. An einem Ursprungsort werden Gu¨ter nach identischem Bestimmungs-
ort sortiert. Solche Gruppen von Auftra¨gen mit identischem Ursprungs-
und Bestimmungsort werden durch eine Direktverbindung mit einem
Transportmittel abgewickelt. Man bezeichnet dies als Konsolidierung
durch Bu¨ndelung.
2. Man fu¨hrt vorab an den Ursprungsorten die Sortierung nach Bestim-
mungsorten durch. Das Transportmittel fa¨hrt hier verschiedene Ur-
sprungsorte an und sammelt so Gruppen von Gu¨tern mit demselben
Bestimmungsort ein, die dann alle zusammen den Bestimmungsort er-
reichen. Diese Art der Konsolidierung wird Mitnahme genannt. Na-
tu¨rlich kann eine Mitnahme auch umgekehrt darin bestehen, daß ein
Transportmittel Gu¨ter von einem Ursprungsort zu verschiedenen Be-
stimmungsorten verfrachtet.
3. Eine Erweiterung der zuvor dargestellten Konsolidierung durch Mit-
nahme ist die folgende: Ein Fahrzeug stoppt an verschiedenen Ur-
sprungsorten und Bestimmungsorten zum Abholen bzw. Anliefern von
Gu¨tern, wobei sich Abholen und Anliefern abwechseln und auch u¨ber-
schneiden ko¨nnen (Pickup-and-Delivery). Ein Transport bedient auf
diese Weise mehrere Gruppen von Auftra¨gen.
4. Konsolidierung u¨ber die Nutzung eines Umschlagorts, eines sog. Hubs.
Verschiedene Ursprungsorte liefern Gruppen von Gu¨tern zu einem (zen-
tralen) Standort, dem Hub. Dort werden die Gu¨ter erneut sortiert und
Gruppen von Gu¨tern mit identischem Bestimmungsort gebildet. Die-
se werden durch zu den Bestimmungsorten zuru¨ckfahrende Fahrzeuge
bedient.
Fu¨r den Fall, daß die Menge der Ursprungsorte und der Bestimmungsor-
te (geographisch) identisch ist, haben die Transporte eine sehr charak-
teristische Form, die als Nabe-und-Speiche-Netzwerk (hub-and-spoke
network) bezeichnet wird. Alle Transporte laufen wie die Speichen ei-
nes Rades zuerst auf den zentralen Hub zu. Er entspricht der Nabe des
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Rades, von der aus anschließend alle Transporte wieder vom Hub weg
zu den Bestimmungsorten verlaufen.
5. Konsolidierung durch multi-modalen Transport. Die Gu¨ter werden zwi-
schenzeitlich, d.h. auf einem Zwischenstu¨ck des gesamten Transports,
auf einen anderen Verkehrstra¨ger umgeladen. Das Umladen auf den
alternativen Verkehrstra¨ger geschieht an sog. Umladeterminals (inter-
mediate terminals).
Aus dieser Aufteilung des Transports entstehen ein inneres Transport-
netzwerk, welches den Gu¨terfluß zwischen den Umladeterminals be-
schreibt, und ein a¨ußeres Netzwerk, welches den Transport zwischen
den Ursprungsorten und den Umladeterminals sowie den Umladeter-
minals und den Bestimmungsorten repra¨sentiert.
Dieser multi-modale Transport kann nur dann vorteilhaft sein, wenn
der Verkehrstra¨ger des inneren Netzwerks einen
”
besseren“ Service fu¨r
den Transport bieten kann als die zuvor beschriebenen Arten der Kon-
solidierung. Das ist bspw. dann der Fall, wenn die Transportmittel des
inneren Netzwerks eine ho¨here Kapazita¨t oder bessere Qualita¨t (Ge-
schwindigkeit, Sicherheit) relativ zu den entstehenden Kosten bieten.
In der Praxis findet man kaum Transportnetzwerke mit Konsolidierung, wel-
che sich exakt einer der obigen Kategorien zuordnen lassen. Vielmehr sind
Mischformen weit verbreitet. So kann bspw. innerhalb eines Hubnetzes auch
ein Transport mit Mitnahmen mo¨glich sein. Beim multi-modalen Transport
besitzt das innere Netzwerk selbst wieder eine Struktur, welche eine Misch-
form aus 1. bis 4. sein kann.
Die Mo¨glichkeiten 1.–5. spiegeln die vielfa¨ltigen Design-Alternativen ei-
nes Transportnetzes wider, wobei 1. die einfachste denkbare Form der Kon-
solidierung ist, und 5. den Aufbau extrem vielfa¨ltiger und leistungsfa¨higer
Transportsysteme erlaubt. Die Abb. 1.2 zeigt die fu¨nf verschiedenen Arten
von Konsolidierung graphisch im U¨berblick.
Zweistufige Transportsysteme
Im Zentrum der nachfolgenden Betrachtungen stehen Transportnetzwerke,
deren Struktur sich in die zwei Stufen des inneren Transportnetzwerks und
des a¨ußeren Transportnetzwerks aufteilen la¨ßt. Jeder Auftrag wird also durch
eine Kette von drei Transporten – mo¨glicherweise ihrerseits auch zusammen-
gesetzt – und mindestens zwei Umladevorga¨nge abgewickelt:
1. Lokale Transporte des a¨ußeren Netzwerks, welche bei den Ursprungs-
orten o(r) starten und zu Umladeterminals hin verlaufen (Feeding),
15
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(a) (b)
(c) (d)
(e)
Abbildung 1.2. Fu¨nf Arten der Konsolidierung: (a) Konsolidierung durch Bu¨n-
delung, (b) Konsolidierung durch Mitnahme, (c) Konsolidierung durch Pickup-
and-Delivery, (d) Konsolidierung durch Hubumschlag, (e) Konsolidierung durch
multi-modalen Transport
2. Umsetzung der Auftra¨ge an einem Umladeterminal zwischen a¨ußerem
und innerem Netzwerk,
3. Transporte mit starker Konsolidierung in großen Transportmitteln zwi-
schen den Umladeterminals im inneren Netzwerk (Ru¨ckgrat, Backbo-
ne),
4. erneutes Umsetzen zwischen innerem und a¨ußerem Netzwerk an den
Umladeterminals
5. und lokale Transporte im a¨ußeren Netzwerk hin zu den Bestimmungs-
orten d(r) der Auftra¨ge (Distribution).
Abb. 1.3 zeigt den Transportprozeß aus der Sicht eines einzelnen Auftrags
r, welcher die drei Transportabschnitte und zwei Umladevorga¨nge an den
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Abbildung 1.3. Transportprozeß
aus Sicht eines Auftrags r in einem
zweistufigen Transportsystem
Umladeterminals k(r) und l(r) durchla¨uft. Die grundsa¨tzliche Struktur eines
zweistufigen Transportsystems ist in Abb. 1.4 visualisiert. Konkrete Beispiele
fu¨r solche zweistufigen Transportsysteme sind:
• Frachttransporte mit Trucks, wie sie in Nordamerika stattfinden. Fu¨r
LTL-Transporte sammeln kleinere Fahrzeuge Stu¨ckgu¨ter bei Kunden
ein und bringen diese Gu¨ter zu Umschlagterminals (End of Line Termi-
nals). Von dort starten umgekehrt auch Fahrzeuge zur Belieferung der
Empfa¨nger. Transporte im inneren Netzwerk finden mit großen Trucks
statt, wobei diese Transporte entweder als direkte Fahrten (zwischen
zwei End of Line Terminals) oder u¨ber ein komplexes Hubnetz (mit
sog. Breakbulk Terminals) realisiert werden (siehe [PS89]).
• Sammelgut-Speditionen arbeiten oftmals mit einem Transportsystem,
welches sich aus Vorlauf, Hauptlauf und Nachlauf zusammensetzt. Im
Vorlauf sammeln lokal arbeitende PKW oder Kleinlastwagen Gu¨ter von
Kunden ein und fahren diese zu einem Terminal. Der Hauptlauf besteht
in der Regel aus direkten Transporten mit großen LWK, welche den
Austausch zwischen den Terminals (Sta¨dten/Regionen) u¨bernehmen.
In Nachlauf werden wieder kleine Fahrzeuge fu¨r den Transport zum
Empfa¨nger eingesetzt.
• Kombinierte Straße-Schiene-Frachttransporte. Dies ist ein klassisches
Beispiel fu¨r multi-modalen Verkehr. Lastwagen u¨bernehmen die lokalen
Transporte zwischen Ursprungs- bzw. Bestimmungsorten von Contai-
nern und den Containerbahnho¨fen. Dort werden die Container auf die
Bahn umgesetzt und legen weite Distanzen auf dem Bahnnetz zuru¨ck.
• Große Reedereien operieren mit einem inneren Netzwerk von riesi-
gen Containerschiffen, welche die Haupt-Seefahrtslinien befahren. Eine
Flotte kleinerer Containerschiffe u¨bernimmt das Anliefern von Gu¨tern
zu den Ha¨fen der Haupt-Linien und sorgt umgekehrt fu¨r den Abtrans-
port der Gu¨ter zu den Bestimmungsha¨fen.
• Der Brieftransport der Deutschen Post AG mit Vorlauf und Nachlauf, in
denen in den a¨ußeren Netzwerken jeder Leitregion – das ist der Bereich
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(a)
(b)
Abbildung 1.4. Prinzip eines zweistufigen Transportsystems: (a) inneres Netz-
werk mit Umladeterminals (Tetraeder), (b) a¨ußere Netzwerke mit Ursprungs- und
Bestimmungsorten (Wu¨rfel). Hier ist beispielhaft auch das Routing eines Auftrags
r von seinem Ursprungsort o(r) bis zu seinem Bestimmungsort d(r) eingezeichnet
von Orten mit identischen ersten zwei Ziffern der Postleitzahlen – ein
Einsammeln der Briefe von allen Briefka¨sten hin zu einem Briefzentrum
und umgekehrt der Transport von einem Briefzentrum zu allen Kunden
in dieser Region stattfindet. Im Hauptlauf als dem inneren Netzwerk
findet der Austausch von Briefen zwischen den 83 Briefzentren statt.
• Das Nachtluftpostnetz der Deutschen Post AG als Teil des Hauptlaufs.
Dabei werden in den a¨ußeren Netzwerken Briefe u¨ber die Straße zwi-
schen Briefzentren und Flugha¨fen als Umladeterminals transportiert.
Das Flugnetz der Brieftransporte mit Flugzeugen zwischen den Flug-
ha¨fen stellt das innere Netzwerk dar. Dieses ist das sog. Direkt- und
Hubflugproblem (siehe ausfu¨hrliche Beschreibung in Kap. 3) und wird
als Anwendungsbeispiel fu¨r diese Arbeit dienen.
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Service-Netzwerk-Design-Probleme lassen sich hinsichtlich der Wahl der
Umladeterminals in zwei Klassen einteilen:
1. Fixe Umladeterminals: Fu¨r einen Auftrag r sind die Umladeterminals
k(r) und l(r) a priori vorgegeben und nicht Entscheidung des Netzwerk-
Designs.
2. Variable Umladeterminals: Die Zuordnung eines Auftrags r zu seinen
Umladeterminals k(r) und l(r) ist variabel und muß nur unter Einhal-
tung weiterer Nebenbedingungen (wie der zeitlichen Zula¨ssigkeit der
Auftragsroute ((o(r), k(r), l(r), d(r)), o.a¨.) erlaubt sein. Die Wahl von
k(r) und l(r) einschließlich der zugeho¨rigen Umschlagzeitpunkte ist
Entscheidung des Modells und damit Ergebnis der Planung.
Es muß ferner zwischen multi-modalem Transport und zweistufigem Trans-
port unterschieden werden, da es sich bei zweitem nicht zwingend um einen
alternativen Verkehrstra¨ger handeln muß. Das Beispiel der Containerschif-
fe stellt ein zweistufiges Transportnetz auf nur einem Verkehrstra¨ger – dem
Wasser – dar. Multi-modaler Transport ist immer mehrstufig, hingegen ist
nicht jeder zweistufige Transport auch automatisch multi-modal.
Wir fassen nachfolgend die wesentlichen Charakteristika von zweistufigen
Transportsystemen mit Potential zur Konsolidierung zusammen:
• Gegeben ist eine Menge R von Transportauftra¨gen. Die Transportauf-
tra¨ge zeichnen sich durch geringe zu transportierende Mengen qr (fu¨r
r ∈ R) relativ zur Kapazita¨t der Transportmittel aus (LTL-Typ).
• Jeder Transportauftrag ist durch einen Ursprungsort o(r) ∈ O
und einen Bestimmungsort d(r) ∈ D charakterisiert. Die Menge R
aller Transportauftra¨ge bildet eine nahezu vollsta¨ndige OD-Matrix
(OD=origin-destination).
• Der Transportprozeß ist zweistufig, entweder bedingt durch Vorteilhaf-
tigkeit eines multi-modalen Transports auf zwei Verkehrtra¨gern oder
durch den Transport auf demselben Verkehrstra¨ger mit zwei Typen
von Transportmitteln. Relevante Standorte des Transportsystems las-
sen sich also klassifizieren in Ursprungs- und Bestimmungsorte O bzw.
D, die Menge T von Umladeterminals, welche die Schnittstelle zwischen
dem a¨ußeren und dem inneren Netzwerk darstellen, sowie weitere Hub-
Standorte zur Konsolidierung sowohl im inneren Netzwerk als auch im
a¨ußeren Netzwerk.
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• Die Distanzen o(r) zu d(r) sind im Mittel u¨ber alle Auftra¨ge r ∈ R
”
groß“ relativ zu den Distanzen zwischen Ursprungs- bzw. Bestim-
mungsorten und den Umladeterminals.
1.2 Heuristische Dekomposition eines
zweistufigen Transportsystems
Die Dekomposition (=Zerlegung) eines Gesamtproblems in kleine Einheiten
ist eines der elementaren Prinzipien des Operations Research und der In-
formatik. Die Gru¨nde fu¨r eine Zerlegung sind vielfa¨ltig: Die Zerlegung eines
großen Problems in mehrere kleinere Einheiten kann als Mittel zur effizienten
Lo¨sung eingesetzt werden. Das Prinzip
”
teile und herrsche“ (divide and con-
quer) spiegelt die entscheidende Idee einiger bekannter Algorithmen (bspw.
zum Sortieren: Quick-Sort, Merge-Sort [Knu73]) wider. Durch das Zerteilen
sollten deutlich einfacher zu lo¨sende Teil-Probleme entstehen, deren Lo¨sungen
sich mit geringem Aufwand zu einer Lo¨sung des Gesamtproblems zusammen-
setzen lassen.
Zur Lo¨sung von Optimierungsproblemen seien als exakte Dekompositi-
onsprinzipien Branch-and-Bound, Lagrange-Relaxation bzw. Lagrange-De-
komposition, Dantzig-Wolfe-Dekomposition und Benders-Zerlegung genannt.
Exakt bedeutet in diesem Zusammenhang, daß das Gesamtproblem oder ei-
ne geeignete Relaxation des Problems so zerlegt wird, daß keine optimalen
Lo¨sungen des Problems durch die Dekomposition verloren gehen (optimale
Lo¨sungen sind nach der Zerlegung weiterhin Elemente des Zula¨ssigkeitsbe-
reichs eines der Teilprobleme). Das Ziel des Einsatzes eines Dekompositions-
verfahrens ist immer die Komplexita¨tsreduktion, d.h. die effizientere Lo¨sung
des Gesamtproblems.
Der Begriff der Heuristik wird in der Literatur nicht immer einheitlich
benutzt. Nach Zimmermann [Zim92] ist eine Heuristik ein Algorithmus, wel-
cher eine
”
gute“ und
”
hoffentlich zula¨ssige“ Lo¨sung zu einem wohldefinierten
Optimierungsproblem mit akzeptablem Aufwand bestimmt. Nachfolgend be-
nutzen wir den Begriff der Heuristik in diesem Sinne. Bei einer heuristischen
Dekomposition wird ein Problem in nicht vollkommen unabha¨ngige oder nicht
entkoppelte Teilprobleme zerlegt, welche jedoch fu¨r die Zerlegung
”
ku¨nstlich“
unabha¨ngig gemacht werden. Die Wahl einer bestimmten Zerlegung legt da-
mit gleichzeitig gewisse Entscheidungen fu¨r das Gesamtproblem fest. Es ist
damit nicht mehr garantiert, daß jede optimale Lo¨sung des Gesamtproblems
auch eine optimale oder sogar nur zula¨ssige Lo¨sung des zerlegten Problems
ist. Folgende Gru¨nde ko¨nnen fu¨r die Anwendung heuristischer Dekomposition
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in der Praxis sprechen:
• Komplexita¨tsreduktion. Heuristische Dekomposition kann als Mittel zur
Komplexita¨tsreduktion eingesetzt werden. Das vorliegende Gesamtpro-
blem kann so komplex sein, daß es sich gar nicht oder nur mit nicht
akzeptablem Aufwand (Zeit, Speicherplatz) exakt lo¨sen la¨ßt. In diesem
Fall dient die heuristische Dekomposition dazu, das Problem u¨berhaupt
”
algorithmisch lo¨sbar“ zu machen.
Auch fu¨r den Fall, daß ein exaktes Lo¨sungsverfahren zwar bekannt
ist, seine Realisierung (Implementierung, Tests, notwendige Software
und Hardware) jedoch aus o¨konomischen Gesichtspunkten zu teuer er-
scheint, kann eine heuristische Zerlegung eingesetzt werden.
• Approximationsverfahren. Sind die Teile der Zerlegung zwar nicht voll-
kommen entkoppelt, die Abha¨ngigkeiten zwischen den Teilen der Zer-
legung jedoch gering (offen bleibt, wie man dies quantitativ fu¨r eine
vorliegende Instanz bewertet), so ist zu erwarten, daß die Zerlegung
nur geringen Einfluß auf die Gu¨te der Lo¨sung hat. In manchen Fa¨llen
la¨ßt sich sogar der Fehler abscha¨tzen, welcher durch die heuristische
Zerlegung entsteht. Damit liefert die Dekomposition ein Approximati-
onsverfahren fu¨r das Gesamtproblem.
• Ho¨here Akzeptanz. Bei der Integration von Optimierungsalgorithmen in
Entscheidungsunterstu¨tzungssysteme (decision support systems, DSS)
kann eine Zerlegung der Gesamtaufgabenstellung in kleinere Teilauf-
gaben zu einer erho¨hten Akzeptanz der durch ein DSS vorgeschlage-
nen Planung fu¨hren. Die Definition kleiner und u¨berschaubarer Teil-
Aufgabenstellungen verbessert die Mo¨glichkeiten zur Umsetzung der
planerischen Entscheidungen im Unternehmen. In der Regel ist aus
praktischen Erwa¨gungen heraus eine komplette Neuorganisation eines
Transportnetzes nicht durchfu¨hrbar. Heuristische Dekomposition ist
somit auch ein Mittel zur Unterstu¨tzung eines kontinuierlichen Re-
Planning-Prozesses.
Beispiele fu¨r eine heuristische, zerlegende Vorgehensweise finden sich in vielen
Bereichen der Transportlogistik: Fluggesellschaften zerlegen ihren Planungs-
prozeß grob in die Phasen Bedarfsermittlung, Streckenplanung, Umlaufpla-
nung fu¨r Flotten, Crew-Pairing (Erzeugung von abstrakten Dienstpla¨nen fu¨r
anonyme Crews) und Crew-Assignment (Zuweisung von konkreten Personen
zu Diensten und sonstigen Arbeiten) (siehe [Yu98]). Im Bereich des O¨P-
NV werden zuerst Linien und anschließend Fahrzeug-Umla¨ufe geplant, wel-
che schließlich durch die Dienstplanung fu¨r Fahrer realisiert werden (siehe
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[BLSV98]). Diese einzelnen Phasen der Planung werden in der Regel se-
quentiell durchgefu¨hrt und sind keineswegs voneinander unabha¨ngig. Eine
sequentielle Planung ist damit de facto eine heuristische Dekomposition des
gesamten Planungsprozesses.
Bezogen auf zweistufige Transportsysteme analysieren wir nachfolgend
eine heuristische Dekomposition entsprechend den zwei Stufen des Trans-
portsystems. Die Kernidee besteht darin, die beiden Stufen, also das a¨ußere
und das innere Netzwerk, entkoppelt voneinander zu betrachten. Die wesent-
liche Abha¨ngigkeit zwischen dem inneren und dem a¨ußeren Netzwerk besteht
in der Wahl der Umladeterminals T . Genauer gesagt entkoppelt die Vorgabe
der Umladeterminals k(r) ∈ T und l(r) ∈ T sowie der Umladezeitpunkte
trk(r) und t
r
l(r) fu¨r alle Auftra¨ge r ∈ R die Netzwerke vollsta¨ndig. Die folgen-
den zwei Unterabschnitte beschreiben die Struktur des inneren und a¨ußeren
Netzwerks nach diesen Festlegungen.
Das innere Netzwerk
Die Wahl der Umladeterminals und Umladezeitpunkte impliziert Sekunda¨r-
Auftra¨ge fu¨r das innere Netzwerk. Dies bedeutet, daß fu¨r das innere Netzwerk
ein separates Service-Netzwerk-Design-Problem gelo¨st werden muß, bei dem
jeder Auftrag r ∈ R als Startort jeweils ein Terminal k(r), einen fru¨hesten
Zeitpunkt fu¨r die dortige Verfu¨gbarkeit trk(r), einen Zielort l(r) sowie einen
Zeitpunkt trl(r) fu¨r die spa¨teste Anlieferung an diesem besitzt. Relevante Ser-
vices sind alle diejenigen Services mit Transportmitteln des inneren Netz-
werks, welche in den durch die Sekunda¨r-Auftra¨ge implizierten Zeitfenstern
verfu¨gbar sind.
Das a¨ußere Netzwerk und die Zerlegung in unabha¨ngige Netzwerke
Fu¨r das a¨ußere Netzwerk impliziert die obige Zerlegung pro Auftrag r ∈ R
zwei Sekunda¨r-Auftra¨ge, na¨mlich die Transporte des Auftrags
• von Ursprungsort o(r) zum Start-Terminal k(r)
im Zeitfenster [tro(r); t
r
k(r)],
• von Ziel-Terminal l(r) zum Bestimmungsort d(r)
im Zeitfenster [trl(r); t
r
d(r)].
Die Abb. 1.5 verdeutlicht, welche Sekunda¨r-Auftra¨ge durch die Auswahl der
Umladeterminals und die Festlegung der Umladezeitpunkte entstehen. Dieses
a¨ußere Netzwerk la¨ßt sich u.U. weiter (heuristisch bzw. exakt) zerlegen, und
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Abbildung 1.5. Sekunda¨r-
Auftra¨ge, welche durch heu-
ristische Dekomposition ei-
nes zweistufigen Transport-
netzwerks entstehen
zwar in separate Netzwerke fu¨r jedes Umladeterminal u ∈ T . Die Idee dieser
weiteren Zerlegung ist, daß die Transporte der Sekunda¨r-Auftra¨ge
SRu = {r ∈ R : k(r) = u oder l(r) = u}
unabha¨ngig sind von den Transporten der Sekunda¨r-Auftra¨ge SRu′ anderer
Umladeterminals u′ ∈ T . Entweder wird diese Tatsache schon durch die
Problemstellung des Gesamtproblems so vorgegeben. In diesem Fall handelt
es sich um eine exakte Zerlegung in verschiedene, separate a¨ußere Netzwerke.
Oder aber man fordert die Zerlegbarkeit der Transporte als eine zusa¨tzliche
Bedingung, der eine Lo¨sung gehorchen soll. Dann handelt es sich bei dieser
Zerlegung um eine heuristische Dekomposition.
Mit der Lo¨sung des Problems, die Transporte der Sekunda¨r-Auftra¨ge SRu
fu¨r jeweils ein Umladeterminal u ∈ T zu planen, befassen sich [Irn98] und
[Irn00].
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Service-Netzwerk-Design
Netzwerk-Design-Probleme geho¨ren zu den Grundmodellen des Operations
Research und sind in der Literatur vielfach und ausfu¨hrlich diskutiert wor-
den. Wir betrachten zuerst Mehrgu¨ter-Flußprobleme und anschließend deren
Erweiterung zu Service-Netzwerk-Design-Problemen. Ziel dieser Darstellung
ist es, einen U¨berblick u¨ber Modelle und zugeho¨rige Lo¨sungsverfahren fu¨r
Service-Netzwerk-Design-Probleme zu vermitteln. Daru¨ber hinaus ko¨nnen so
die spa¨ter in Kap. 3 entwickelten Modelle fu¨r das Direkt- und Hubflugpro-
blem vor dem Hintergrund dieser Kenntnisse genauer untersucht, bewertet
und von den hier vorgestellten Modellen und Methoden abgegrenzt werden.
2.1 Mehrgu¨ter-Flußprobleme
Mehrgu¨ter-Flußprobleme (multi-commodity network flow, MCNF) beschrei-
ben sog. Umlade- oder Netzflußprobleme, bei denen verschiedene Gu¨ter ko-
stenminimal durch ein Netzwerk zu leiten sind und sich dabei kapazitiv be-
schra¨nkte Transportwege teilen mu¨ssen. Formal la¨ßt sich ein MCNF-Problem
durch einen bewerteten Digraphen D = (V,A, u) mit Knotenmenge V , Bo-
genmenge A und Kapazita¨ten uij auf den Bo¨gen (i, j) ∈ A sowie eine Menge
K von Gu¨tern beschreiben. Fu¨r jedes Gut k ∈ K sind ein Ursprungsort
o(k) ∈ V , ein Bestimmungsort d(k) ∈ V , die zu transportierende Menge bk
und die Kosten ckij fu¨r den Transport einer Einheit des Guts k u¨ber den Bogen
(i, j) ∈ A gegeben. Ein Aufteilen des Transports eines Gutes auf verschiedene
Pfade von o(k) zu d(k) ist beim MCNF-Problem erlaubt.1 Fu¨r das MCNF-
Problem sind verschiedene Modelle in der Literatur diskutiert worden. Wir
1Allgemeiner ko¨nnen fu¨r jedes Gut k ∈ K an jedem Ort v ∈ V Angebote bkv ≥ 0 und
Nachfragen bkv ≤ 0 mit
∑
v b
k
v = 0 spezifiziert sein. Hier soll aber nur der einfache Fall
einer Quelle o(k) und einer Senke d(k) betrachtet werden.
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stellen drei Formulierungen vor: Formulierungen mit Variablen fu¨r Flu¨sse auf
Bo¨gen, Pfaden oder Ba¨umen.
2.1.1 Bogen-Formulierung
In der Bogen-Formulierung bezeichnet xkij die Entscheidungsvariable, wel-
che den Fluß des Gutes k auf dem Bogen (i, j) beschreibt.2 Die Bogen-
Formulierung des MCNF-Problems lautet:
min
∑
k∈K
∑
(i,j)∈A
ckijx
k
ij (2.1a)
so daß∑
(j,i)∈δ+(j)
xkji −
∑
(i,j)∈δ−(j)
xkji =


0 fu¨r j ∈ V , j 6= o(k), d(k)
bk fu¨r j = o(k)
−bk fu¨r j = d(k)
fu¨r alle j ∈ V , k ∈ K (2.1b)∑
k∈K
xkij ≤ uij fu¨r alle (i, j) ∈ A (2.1c)
xkij ≥ 0 fu¨r alle (i, j) ∈ A, k ∈ K. (2.1d)
Die Zielfunktion (2.1a) minimiert die Kosten der Flu¨sse aller Gu¨ter. Die
Restriktionen (2.1b) stellen die Flußerhaltungsgleichungen dar. Die gemein-
samen Kapazita¨tsbeschra¨nkungen jedes Bogens (i, j) ∈ A werden durch die
Bedingungen (2.1c) abgebildet. Manche Modelle beru¨cksichtigen daru¨ber hin-
aus auch noch individuelle Flußbeschra¨nkungen fu¨r die einzelnen Gu¨ter der
Form
xkij ≤ u
k
ij fu¨r alle (i, j) ∈ A, k ∈ K, (2.2a)
so daß wegen (2.1d) alle Flußvariablen individuell nach unten und oben be-
schra¨nkt sind. Ohne die zusa¨tzlichen Bedingungen (2.2a) besitzt das Modell
|K||A| Variablen und |K||V |+ |A| Restriktionen. Da praxisrelevante Proble-
me einige Hundert oder Tausend Gu¨ter und Netzwerke mit einigen Tausend
Bo¨gen besitzen ko¨nnen, ist man an alternativen Formulierungen interessiert.
Die nachfolgenden Formulierungen mit Pfaden bzw. Ba¨umen reduzieren
die Anzahl der Nebenbedingungen, die Zahl der Variablen steigt jedoch deut-
lich an. Diese Modelle sind jedoch nicht nur von theoretischem Interesse, denn
man kann sie durch dynamisches Generieren von Variablen bspw. mittels
Dantzig-Wolfe-Dekomposition lo¨sen.
2Alternative Formulierungen benutzen Entscheidungsvariablen wkij fu¨r den Anteil (be-
zogen auf bk) am Fluß des Gutes k u¨ber den Bogen (i, j) ∈ A. Damit gilt dann bkw
k
ij = x
k
ij ,
so daß sich diese verschiedenen Modelle leicht a¨quivalent ineinander transformieren lassen.
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2.1.2 Pfad-Formulierung
In der Pfad-Formulierung ist Pk fu¨r jedes Gut k ∈ K die Menge aller Pfade
vom Ursprungsort o(k) zum Bestimmungsort d(k). Die Entscheidungsvaria-
blen wpk stehen fu¨r den Anteil des Flusses (bezogen auf bk) von Gut k auf
dem Pfad pk. Zusa¨tzlich beno¨tigt man noch die Koeffizienten γij
pk
∈ {0, 1},
welche anzeigen, ob ein Bogen (i, j) ∈ A zum Pfad pk geho¨rt oder nicht. Die
Kosten des Pfads pk sind durch cpk :=
∑
(i,j)∈A γ
ij
pk
ckij gegeben. Das vollsta¨n-
dige Modell lautet:
min
∑
k∈K
∑
pk∈Pk
cpkwpk (2.3a)
so daß∑
pk∈Pk
wpk = 1 fu¨r alle k ∈ K (2.3b)
∑
k∈K
bk
∑
pk∈Pk
γij
pk
wpk ≤ uij fu¨r alle (i, j) ∈ A (2.3c)
wpk ≥ 0 fu¨r alle p
k ∈ Pk, k ∈ K. (2.3d)
Durch die Zielfunktion (2.3a) werden die Kosten aller gewa¨hlten Pfade und
damit die Kosten aller Flu¨sse minimiert. Die Restriktionen (2.3b) stellen si-
cher, daß fu¨r jedes Gut k eine Konvexkombination von Pfaden ausgewa¨hlt
wird. Damit ist das vollsta¨ndige Routing der Menge bk fu¨r jedes Gut k si-
chergestellt. Die Nebenbedingungen (2.3c) beschra¨nken den Fluß auf jedem
Bogen (i, j) gema¨ß seiner Kapazita¨t uij. Schließlich legt (2.3d) fest, daß alle
gewa¨hlten Anteile von Flu¨ssen auf Pfaden nicht-negativ sind. Das Modell
besitzt |K|+ |A| viele Restriktionen. Die Zahl der Variablen steigt gegenu¨ber
Modell (2.1) deutlich, denn die Zahl der Pfade
∑
k∈K |P
k| steigt in allgemei-
nen Digraphen exponentiell mit |A|.
A¨hnliche Modelle werden bspw. in den Arbeiten [AMO93, JLFP93,
FPL93, KBWR99] behandelt.
2.1.3 Baum-Formulierung
Fu¨r den Fall, daß viele Gu¨ter k ∈ K denselben Ursprungsort o(k) aufweisen
und die Kosten ckij nicht vom Gut k ∈ K, sondern nur von o(k) abha¨ngig sind,
la¨ßt sich die Zahl der Restriktionen weiter senken.3 Nehmen wir zur Vereinfa-
chung an, daß O,D ⊂ V die Menge von Ursprungs- bzw. Bestimmungsorten
ist und zwischen diesen ein vollsta¨ndiger Austausch von Gu¨tern stattfinden
3Das gleiche Argument la¨ßt sich auch bei identischen Bestimmungsorten d(k) anwenden.
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soll. Dann ist K = {(o, d) : o ∈ O, d ∈ D} und es gilt |K| = |O||D|. Man
aggregiert nun die Gu¨ter mit identischem Ursprungsort zu sog. Super-Gu¨tern
s(o) = {k ∈ K : o(k) = o} mit Ursprungsort o ∈ O. So wie die Anteile der
Flu¨sse eines Gutes k ∈ K Pfaden entsprechen, so entsprechen hier die An-
teile der Flu¨sse der Super-Gu¨ter s(o) Ba¨umen qs(o) ∈ Qs(o), welche aus exakt
|s(o)| Pfaden zusammengesetzt sind. Die Tatsache, daß ein Pfad pk ∈ Pk
mit k ∈ s(o) Bestandteil eines Baums qs(o) ∈ Qs(o) ist, wird durch pk ∈ qs(o)
ausgedru¨ckt. Analog zu obiger Schreibweise ist mit γijq die Anzahl der Bo¨gen
(i, j) beschrieben, welche im Baum q vorkommen, also γijq =
∑
pk∈q γ
ij
pk
. Da
ein Baum aus Pfaden zusammengesetzt ist, welche sich mo¨glicherweise u¨ber-
schneiden ko¨nnen, gilt γijq ∈ N0. Fu¨r die Kosten eines Baums q
s(o) ∈ Qs(o) gilt
cqs(o) =
∑
(i,j)∈A γ
ij
qs(o)
ckij mit k ∈ s(o). Das Modell fu¨r das MCNF-Problem in
Baum-Formulierung lautet:
min
∑
o∈O
∑
qs(o)∈Qs(o)
cqs(o)wqs(o) (2.4a)
so daß∑
qs(o)∈Qs(o)
wqs(o) = 1 fu¨r alle o ∈ O (2.4b)
∑
o∈O
∑
qs(o)∈Qs(o)

∑
k∈s(o)
γij
qs(o)
bk

wqs(o) ≤ uij fu¨r alle (i, j) ∈ A (2.4c)
wqs(o) ≥ 0 fu¨r alle q
s(o) ∈ Qs(o), o ∈ O. (2.4d)
Der Aufbau des Modells ist analog zu Modell (2.3). Die Zielfunktion (2.4a)
minimiert die Kosten aller Flu¨sse. Die Restriktionen (2.4b) bewirken, daß fu¨r
jedes Super-Gut s(o) eine Konvexkombination von Ba¨umen gewa¨hlt wird,
wodurch die Flu¨sse der entsprechenden Gu¨ter realisiert werden. Die Neben-
bedingungen (2.4c) beschra¨nken die Flu¨sse auf den Bo¨gen gema¨ß der Kapa-
zita¨ten und (2.4d) stellen sicher, daß alle Flu¨sse nicht-negativ sind.
Algorithmen
Die Algorithmen zur Lo¨sung des MCFN-Problems lassen sich in die drei Klas-
sen Base-Partitioning, Price-directive Decomposition und Resource-directive
Decomposition einteilen (siehe [AMO93, S. 682ff]). Die fu¨r diese Arbeit wich-
tigsten Methoden sind Lagrange-Relaxation und Lo¨sung der Dantzig-Wolfe-
Dekomposition mit Column-Generation. Sie beruhen auf Price-directive De-
composition des Modells (2.1), welches auf die Pfad-Formulierung (2.3) oder,
falls die Kostenstruktur ckij dies zula¨ßt, auf die Baum-Formulierung (2.4)
fu¨hrt.
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Bei der Lo¨sung der Pfad-Formulierung mittels Column-Generation mu¨s-
sen, ausgehend von einem Modell (2.3) mit nur einer Teilmenge von Pfa-
den pk, neue Variablen wpk dynamisch durch Lo¨sen von Ku¨rzeste-Wege-
Problemen fu¨r jedes Gut k ∈ K erzeugt werden (siehe auch Beispiel 4.2).
Lagrange-basierte Verfahren bestimmen und modifizieren duale Preise u¨ber
die Bestimmung von Subgradienten. Die Berechnung eines Subgradienten
erfordert – analog zum Column-Generation – die Lo¨sung je eines Ku¨rzeste-
Wege-Problems fu¨r jedes Gut k ∈ K. Bei der Baum-Formulierung (2.4) gilt
entsprechendes statt fu¨r Pfade nun fu¨r die Variablen der Ba¨ume.
Die Lo¨sung der Baum-Formulierung mit Column-Generation findet man
im Artikel von Jones et al. [JLFP93]. Kim et al. [KBWR99] benutzen sie
zur Lo¨sung eines MCNF-Problems, welches als Teilproblem fu¨r das Service-
Netzwerk-Design eines großen Amerikanischen Express-Paket-Lieferdienstes
auftritt. Dort konnten hervorragende Rechenergebnisse fu¨r Instanzen des
MCNF-Problems mit ca. 15.000 Gu¨tern in einem Netzwerk mit 800 Kno-
ten und 1.400 Bo¨gen erreicht werden. Die Baum-Formulierung konnte dort
ca. 40mal schneller als die Pfad-Formulierung gelo¨st werden. Insbesondere
ist die Baum-Formulierung bei Problemstellungen erfolgreich, bei denen die
Netzwerke durch die Gu¨terstro¨me nicht stark ausgelastet sind (non-congested
networks).
2.1.4 Ganzzahlige MCNF-Probleme
Es ist bekannt, daß fu¨r mehr als zwei Gu¨ter das MCNF-Problem als Lo¨sung
keine ganzzahligen Flu¨sse besitzen muß, selbst wenn die Kapazita¨ten uij bzw.
ukij und die Bedarfe bk ganzzahlig sind. Ein Beispiel fu¨r ein solches MCNF-
Problem mit drei Gu¨tern ist in Abb. 2.1 zu sehen.
Das ganzzahlige MCNF-Problem ist gegeben durch Modell (2.1) mit der
zusa¨tzlichen Bedingung
xkij ganzzahlig fu¨r alle k ∈ K, (i, j) ∈ A.
Das ganzzahlige MCNF-Problem ist NP -schwer. Es la¨ßt sich na¨mlich auf
das ganzzahlige Rucksack-Problem, welches NP -schwer ist (z.B. [GJ79]),
reduzieren.
2.1.5 Single Source MCNF-Probleme
Eine wichtige Modifikation des MCNF Problems besteht darin, daß man fu¨r
jedes Gut k ∈ K nur einen eindeutigen Pfad zula¨ßt. Fu¨r jedes Gut muß
also genau ein Pfad bestimmt werden, u¨ber den dieses Gut komplett vom
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Abbildung 2.1. Beispiel fu¨r eine nicht ganzzahlige Lo¨sung eines MCNF-
Problems: Gegeben ist das Netzwerk D = (V, A) mit V = {1, 2, 3} und A =
{(1, 2), (2, 3), (3, 1), (1, 3), (3, 2), (2, 1)} und drei Gu¨ter K = {k1, k2, k3}. Die Ko-
sten der Bo¨gen seien durch c12 = c23 = c32 = 0 und c32 = c21 = c13 = 1 gege-
ben (unabha¨ngig vom Gut k ∈ K), die Kapazita¨t auf allen Bo¨gen sei uij = 1.
Gut ki fu¨r i = 1, 2, 3 muß jeweils von seiner Quelle o(ki) = i zu seiner Senke
d(ki) = 1 + ((i + 1) modulo 3) transportiert werden. Die optimale Lo¨sung des
MCNF-Problems besteht aus Flu¨ssen x112 = x
1
23 = x
1
13 =
1
2 , x
2
23 = x
2
31 = x
2
21 =
1
2
und x331 = x
3
12 = x
3
32 =
1
2
Ursprungsort o(k) zum Bestimmungsort d(k) geroutet wird. Man erreicht
dies im Bogen-Modell (2.1) dadurch, daß die Flußvariablen xkij nur die zwei
Werte 0 und bk annehmen du¨rfen:
xkij ∈ {0, b
k} fu¨r alle (i, j) ∈ A, k ∈ K. (2.5a)
Alternativ kann man im Pfad-Flußmodell (2.3) fu¨r die Entscheidungsvaria-
blen wpk fordern, daß sie bina¨r sind:
wpk ∈ {0, 1} fu¨r alle k ∈ K, p
k ∈ Pk. (2.5b)
Die zugeho¨rigen Probleme werden auch als Origin Destination Integer Multi
Commodity Flow Problem, ODIMCFP oder Single-Source MCNF-Problem
bezeichnet.
Algorithmen
Eine Arbeit von Barnhart, Hane und Vance [BHV00] befaßt sich mit diesem
Thema. Die dort vorgestellte Lo¨sungsmethodik beruht auf einem Branch-
and-Price-and-Cut-Ansatz (vgl. Abschnitt 4.5 und Abschnitt 4.6). Das darin
enthaltene Column-Generation beruht auf der Lo¨sung der Pfad-Formulierung
des unterliegenden MCNF-Problems. Das Branching basiert auf der Be-
schra¨nkung der Flu¨sse auf entsprechenden Bo¨gen, und als Schnittebenen fu¨r
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das Branch-and-Price-and-Cut werden Cover Inequalities benutzt. Diese Co-
ver Inequalities und ihre Erweiterung – die sog. Lifted Cover Inequalities, sie-
he bspw. [NW88, S. 459] – sind gu¨ltige Ungleichungen des bina¨ren Rucksack-
Problems. Ihre Anwendung auf das ODIMCFP beruht auf der Betrachtung
der (0, bk)-Flu¨sse der Gu¨ter K auf einem festen Bogen (i, j) ∈ A, auf dem
nur eine durch uij begrenzte Menge zugeordnet werden kann.
2.2 Service-Netzwerk-Design-Probleme
Service-Netzwerk-Design-Probleme ko¨nnen als die direkte Erweiterung von
MCNF-Problemen angesehen werden: Transporte entlang von Bo¨gen mu¨ssen
durch die Einrichtung von Services ermo¨glicht werden. Die Entscheidung, ob
und in welchem Umfang ein bestimmter Service eingerichtet wird, ist eine dis-
krete Entscheidung, welche einerseits Fixkosten hervorruft und andererseits
eine Transportkapazita¨t auf Bo¨gen bereitstellt. Abb. 2.2 zeigt den Verlauf
der Kosten fu¨r die Nutzung eines Bogens (i, j) ∈ A in Abha¨ngigkeit von der
auf dem Bogen (i, j) fließenden Menge xij :=
∑
k∈K x
k
ij. Mit der Einrichtung
eines Service auf dem Bogen (i, j) wird eine Kapazita¨t von uij mit Fixkosten
fij bereitgestellt.
Abbildung 2.2. Sprungfixe Ko-
sten bei Service-Netzwerk-Design-
Problemen
2.2.1 SND-Modell mit einfachen Services
Ein einfaches Modell fu¨r das Service-Netzwerk-Design-Problem entha¨lt neben
den Flußvariablen xkij fu¨r die Flu¨sse der Gu¨ter auf den Bo¨gen auch Variablen
yij, welche die Entscheidung u¨ber die Einrichtung eines Service auf dem Bo-
gen (i, j) ∈ A repra¨sentieren:
min
∑
(i,j)∈A
fijyij +
∑
(i,j)∈A
∑
k∈K
ckijx
k
ij (2.6a)
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so daß∑
(j,i)∈δ+(j)
xkji −
∑
(i,j)∈δ−(j)
xkij =


0 fu¨r j ∈ V , j 6= o(k), d(k)
bk fu¨r j = o(k)
−bk fu¨r j = d(k)
(2.6b)
∑
k∈K
xkij ≤ uijyij fu¨r alle (i, j) ∈ A (2.6c)
(x, y) ∈ X (2.6d)
y ∈ Y (2.6e)
xkij ≥ 0 fu¨r alle (i, j) ∈ A, k ∈ K. (2.6f)
Die Zielfunktion (2.6a) minimiert die Summe aller entscheidungsrelevanten
Kosten, d.h. der Fixkosten fu¨r die benutzten Services und der Transportko-
sten fu¨r die Gu¨ter. Die Flußerhaltungsgleichungen (2.6b) stellen sicher, daß
jedes Gut von seinem Ursprungsort o(k) zu seinem Bestimmungsort d(k)
geroutet wird. Die Restriktionen (2.6c) beschra¨nken die auf einem Bogen
(i, j) ∈ A fließende Menge auf die durch den Service bereitgestellte Kapa-
zita¨t. Diese Ungleichungen werden auch als Forcing Constraints bezeichnet.
Die Bedingungen (2.6d) und (2.6e) lassen ein großes Spektrum fu¨r die Mo-
dellierung von Abha¨ngigkeiten zwischen Services und Flu¨ssen zu. Die Fluß-
variablen sind zu Vektoren x = (xkij)(i,j)∈A,k∈K und die Service-Variablen zu
Vektoren y = (yij)(i,j)∈A zusammengefaßt.
Beispielsweise wird durch Y ⊆ {0, 1}|A| der Fall abgebildet, daß Services
entweder komplett eingerichtet werden ko¨nnen (yij = 1) oder nicht bestehen
(yij = 0). Hingegen wird durch Y ⊆ N
|A|
0 ausgedru¨ckt, daß ein Service durch
mehrere gleichartige Einheiten Kapazita¨ten bereitstellt, wobei die Einrich-
tung jeder Einheit mit gleich hohen Fixkosten verbunden ist und grundsa¨tz-
lich beliebig viele solcher Einheiten zur Verfu¨gung stehen. Durch allgemeine
Mengen Y und X lassen sich unterschiedliche Strukturen fu¨r das Service-
Netzwerk einfordern. Einige der Standard-Probleme der Transportlogistik
lassen sich so als SND-Problem abbilden. Ist bspw. durch y ∈ Y gefordert, daß
die Service-Bo¨gen einen Hamilton-Kreis bilden, so wird das SND-Problem zu
einem Traveling-Salesman-Problem. Weitere Modellierungs-Beispiele werden
detailliert in der Arbeit von Magnanti und Wong [MW84] beschrieben. Durch
geeignete Definition der Fixkosten und zusa¨tzlicher Bedingungen lassen sich
so auch das Problem des minimal spannenden Baums, das Vehicle Routing
Problem, das Steiner-Baum-Problem und das Warehouse-Location-Problem
modellieren.
Die Bogen-Formulierung (2.6) fu¨r das SND-Problem kann ohne Schwie-
rigkeit analog zu den Modellen (2.3) bzw. (2.4) in eine Pfad- bzw. Baum-
Formulierung u¨bertragen werden.
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2.2.2 SND-Modell mit komplexen Services
Services stellen sich oftmals als Touren eines Transportmittels dar: Ein Fahr-
zeug verla¨ßt sein Depot, fa¨hrt verschiedene Standorte an und beendet sei-
ne Tour wieder am Depot. Je nachdem, ob es sich bei (V,A) um ein rein
ra¨umliches Netzwerk oder ein Zeit-Raum-Netzwerk handelt, kann der Ser-
vice als Kreis oder Pfad in (V,A) aufgefaßt werden. Es sei S die Menge
aller mo¨glichen komplexen Services. Ein Service s ∈ S stellt eine Kapazi-
ta¨t us bereit. Im Gegenzug verursacht er Fixkosten fs. Die Indikatorvariable
αijs ∈ {0, 1} beschreibt, ob der Service den Bogen (i, j) ∈ A bedient (α
ij
s = 1)
oder nicht (αijs = 0). Ein komplexer Service s ∈ S bedient damit die Bo¨gen
As := {(i, j) ∈ A : α
ij
s = 1}.
Der wesentliche Vorteil in der folgenden Pfad-Formulierung des SND-
Problems liegt darin, daß die Fixkosten eines komplexen Service s ∈ S frei
gewa¨hlt werden ko¨nnen. Sie sind im Gegensatz zu Modell (2.6) hier nicht
unbedingt von der Form fs =
∑
(i,j)∈A α
ij
s fij, also nicht unbedingt gleich der
Summe der Fixkosten aller bedienter Bo¨gen. Das SND-Modell mit komplexen
Services ist das folgende:
min
∑
s∈S
fsys +
∑
k∈K
∑
pk∈Pk
cpkwpk (2.7a)
so daß∑
pk∈Pk
wpk = 1 fu¨r alle k ∈ K (2.7b)
∑
k∈K
bk
∑
pk∈Pk
γij
pk
wpk ≤
∑
s∈S
(αijs us)ys fu¨r alle (i, j) ∈ A (2.7c)
(x, y) ∈ X ′ (2.7d)
y ∈ Y ′ (2.7e)
wpk ≥ 0 fu¨r alle p
k ∈ Pk, k ∈ K. (2.7f)
Die Entscheidungsvariablen ys ∈ Y
′ repra¨sentieren die Entscheidungen u¨ber
die Einrichtung der Services s ∈ S. Die Forcing-Constraints haben nun die
Form (2.7c) und koppeln die Flu¨sse mit den Kapazita¨ten, die durch komple-
xe Services eingerichtet werden. Man beachte, daß die in (2.7d) und (2.7e)
benutzten Mengen X ′ und Y ′ nicht mit den Mengen in Modell (2.6) u¨berein-
stimmen, da dort die Services direkt mit Bo¨gen korrespondieren. Natu¨rlich
lassen sich auch hier komplexe Bedingungen an die Struktur des Service-
Netzwerks stellen und durch (2.7d) und (2.7e) abbilden.
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Literatur und Algorithmen
Die Literatur zu Service Network Design ist umfangreich. Als generelle Re-
ferenzen seien die U¨bersichtsarbeiten von Magnanti und Wong [MW84] so-
wie von Balakrishnan et al [BMM97], die Artikel von Farvolden und Powell
[FP94], Balakrishnan et al. [BG89, BMW89, BCW90] genannt.
Spezielle Anwendungen sind bspw. in den Arbeiten von Barnhart und
Schneur [BS96], Crainic und Rousseau [CR86], Leung, Magnanti und Sin-
ghal [LMS90], Powell und Sheffi [PS89], Kim et al. [KBWR99] beschrieben.
Algorithmen beruhen auf verschiedenen Arten der Dekomposition (La-
grange-Relaxation bzw. Dantzig-Wolfe-Dekomposition), Benders-Zerlegung
(Benders Cuts), dynamischer Programmierung und Branch-and-Bound.
Einen guten U¨berblick u¨ber die Verfahren entha¨lt der o.g. Artikel von Ma-
gnanti und Wong [MW84].
2.2.3 Cutset Inequalities
Bei der Lo¨sung von SND-Problemen spielen die sog. Cutset Inequalities (vgl.
[MMV95, KBWR99]) eine wesentliche Rolle, da die LP-Relaxation obiger
SND-Modelle i.a. zu schwach ist, um eine gute untere Schranke fu¨r das
ganzzahlige Problem zu liefern. Die Integration dieser Modelle in Standard
Branch-and-Bound-Verfahren, wie sie in Solvern fu¨r Gemischt-Ganzzahlige
Lineare Programme (bspw. CPLEX [CPL97]) verwandt werden, fu¨hren daher
in der Regel nicht zum Ziel. Durch Hinzufu¨gen spezieller gu¨ltiger Ungleichun-
gen lassen sich diese Probleme zum Teil entscha¨rfen (vgl. z.B. [KBWR99]).
Nachfolgend werden die sog. Cutset Inequalities vorgestellt, welche spa¨ter mit
den fu¨r das DFP und MFP in Kap. 7 entwickelten gu¨ltigen Ungleichungen
verglichen werden.
Zur Erkla¨rung beno¨tigt man zuerst den Begriff des Schnitts fu¨r eine Teil-
menge N ⊂ V der Knoten. Der Schnitt δ(N) entha¨lt alle Bo¨gen, welche
zwischen N und dem Komplement V \N verlaufen:
δ(N) = {(i, j) ∈ A : i ∈ N, j ∈ V \N}.
Der aggregierte Bedarf bδ(N) ist die Summe aller Bedarfe von Gu¨tern k ∈ K,
fu¨r die o(k) ∈ N und d(k) ∈ V \N gilt, also bδ(N) =
∑
k∈K:o(k)∈N,d(k)∈V \N bk.
Ein Service s ∈ S stellt – wie bereits festgestellt – eine Kapazita¨t von us
auf den Bo¨gen As = {(i, j) ∈ A : α
ij
s = 1} bereit. Dann beschreibt die
Ungleichung ∑
s∈S
∑
(i,j)∈δ(N):αijs =1
usys ≥ bδ(N) (2.8)
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die Tatsache, daß mindestens so viele Services auf den Bo¨gen des Schnitts
δ(N) vorhanden sein mu¨ssen, daß damit der gesamte Bedarf bδ(N) befriedigt
werden kann. Restriktionen der Form (2.8) ko¨nnen durch Runden mit Hil-
fe der Chva´tal-Gomory Integer Rounding Procedure (siehe [NW88, S. 227])
verscha¨rft werden. Sowohl (2.8) als auch die zugeho¨rigen gerundeten Unglei-
chungen werden in der Literatur als Cutset Inequalities bezeichnet.4
Nach unserer Kenntnis gibt es bisher kein allgemeines Verfahren zur
Separation von Cutset Inequalities fu¨r beliebige SND-Modelle (vgl. auch
[BMM94]).
Beispiel 2.1 In diesem Beispiel soll die Schwa¨che der LP-Relaxation des Modells (2.7)
und die Nu¨tzlichkeit der Cutset Inequalities zu Verscha¨rfung des Modells demonstriert
werden.
Gegeben sei das Netzwerk in Abb. 2.3(a) mit drei Knoten V = {1, 2, 3} und drei Bo¨gen
A = {(1, 2), (1, 3), (2, 3)}. Zwei Gu¨ter K = {k1, k2} mit Bedarfen bk1 = 4, bk2 = 14 sind
vom Knoten 1 = o(k1) = o(k2) zum Knoten 2 = d(k1) bzw. 3 = d(k2) zu transportieren.
Offensichtlich gibt es fu¨r Gut k1 nur einen Pfad p
1
1, fu¨r Gut k2 zwei Pfade p
2
1 und p
2
2,
na¨mlich
p11 = (1, 2), p
2
1 = (1, 2, 3), p
2
2 = (1, 3).
Zwei Services S = {s1, s2} ko¨nnen eingesetzt werden. Service s1 verla¨uft entlang der
Bo¨gen (1, 2) und (2, 3) (d.h. α12s1 = α
23
s1
= 1 und α23s1 = 0). Service s1 verursacht Fixkosten
in Ho¨he von fs1 = 5, hat eine Kapazita¨t von us1 = 8 und kann beliebig oft eingesetzt
werden (d.h. ys1 ≥ Z+ ist einzige Restriktion in ys1 in der Menge Y). Service s2 bezieht
sich ausschließlich auf den Bogen (1, 3), verursacht Fixkosten in Ho¨he von fs2 = 3, hat eine
Kapazita¨t von us2 = 12 und kann ebenso beliebig oft eingesetzt werden (also ys2 ∈ Z+).
Ferner sei angenommen, daß es keine Routing-Kosten gibt, d.h., es gilt ckij = 0 fu¨r alle
k ∈ K und (i, j) ∈ A. Das Netzwerk mit den Pfaden und Services ist in Abb. 2.3(b) zu
sehen.
Das komplette SND-Modell fu¨r diese Problemstellung lautet
min 5ys1 + 3ys2 (2.9a)
so daß
wp1
1
= 1 wp2
1
+ wp2
2
= 1 (2.9b)
4wp1
1
+ 14wp2
1
≤ 8ys1 14wp21 ≤ 8ys1 14wp22 ≤ 12ys2 (2.9c)
ys1 , ys2 ∈ Z+ (2.9d)
wp1
1
, wp2
1
, wp2
2
≥ 0. (2.9e)
Die Restriktionen (2.9b) garantieren das Routing der Gu¨ter, (2.9c) sind die Forcing Cons-
traints. Es werden außer (2.9d) keine komplexen Bedingungen an die Abha¨ngigkeiten der
Services gestellt (X ′ = ∅, Y ′ = Z2+). Als optimale Lo¨sung der LP-Relaxation von (2.9)
ergibt sich y∗s1 = 1/2, y
∗
s2
= 7/6, w∗
p1
1
= 1, w∗
p2
2
= 1 und w∗
p2
1
= 0.
4Als Schnittebene ko¨nnen nur die durch Runden gewonnenen Ungleichungen benutzt
werden, denn die Restriktionen (2.8) werden auch von der LP-Relaxation des Modells (2.7)
erfu¨llt. Nachfolgend benutzen wir den Begriff einer Cutset Inequality meist im Sinne einer
Schnittebene.
35
Kapitel 2. Service-Netzwerk-Design
(a) (b)
Abbildung 2.3. Beispiel eines SND-Problems, (a) Netzwerk mit Knoten, Bo¨gen,
den zwei Gu¨tern k1 und k2 sowie deren Bedarfe bk1 und bk2 , (b) Service-Netzwerk
mit zwei Services s1 und s2, welche eine Kapazita¨t von us1 = 8 bzw. us2 = 12
aufweisen
Fu¨r N = {1} ergibt sich mit b(N) = bk1 + bk2 = 18 die Cutset Inequality
8ys1 + 12ys2 ≥ 18,
welche von der obigen gebrochenen Lo¨sung y∗1 = 1/2, y
∗
2 = 7/6 scharf erfu¨llt wird. Als
Zielfunktionswert erha¨lt man zLP = 5 ·
1
2 + 3 ·
7
6 = 6.
Diese Ungleichung la¨ßt sich folgendermaßen verscha¨rfen. Durch Multiplikation mit 1/8
und Runden (Chva´tal-Gomory Rounding Method, vgl. [NW88, S. 210]) erha¨lt man
d
8
8
eys1 + d
12
8
eys2 ≥ d
18
8
e
=⇒ ys1 + 2ys2 ≥ 3.
Das Hinzufu¨gen dieser gu¨ltigen Ungleichung zu Modell (2.9) liefert eine neue gebrochene
Lo¨sung mit y∗s1 = 1/2, y
∗
s2
= 5/4. Abb. 2.4 zeigt die Projektion des Zula¨ssigkeitsbereichs
auf die (ys1 , ys2)-Ebene, gebildet von den Ungleichungen y1 ≥ 1/2, y1, y2 ≥ 0 und der
Cutset Inequality 8ys1 + 12ys2 ≥ 18 zu N = {1}.
Eine weitere Cutset Inequality zu N = {2} mit b(N) = 4 fu¨hrt auf die gu¨ltige Unglei-
chung 8ys1 ≥ 4, welche sich offensichtlich zu
ys1 ≥ 1
verscha¨rfen la¨ßt. Aus den zwei entwickelten Cutset Inequalities ergibt sich ein zula¨ssiger
Bereich fu¨r (ys1 , ys2), welcher nur ganzzahlige Eckpunkte besitzt. Dieser ist als dunkel
gefa¨rbter Bereich in Abb. 2.4 gekennzeichnet.
Mit dieser zusa¨tzlichen Ungleichung ergibt sich als optimale Lo¨sung ys1 = ys2 = 1 und
wp1
1
= wp2
2
= 1 = 1 − wp2
1
. Als optimaler Zielfunktionswert ergibt sich zopt = 8. Damit
ist einerseits beispielhaft gezeigt, daß die LP-Relaxation des SND-Modells (2.7) i.a. nur
eine schwache untere Schranke liefert (zLP = 6 < 8 = zopt, die optimale Lo¨sung liegt
33% von der unteren Schranke entfernt). Die LP-Relaxation des SND-Modells kann also
i.a. nicht gut innerhalb eines Branch-and-Bound-Verfahrens benutzt werden. Andererseits
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Abbildung 2.4. Projektion
des zula¨ssigen Bereichs eines
SND-Problems in die (ys1 , ys2)-
Ebene
kann durch Hinzufu¨gen von Cutset Inequalities diese Schwa¨che des SND-Modells u.U. kom-
pensiert werden. Dies setzt jedoch voraus, daß man in der Lage ist, verletzte gu¨ltige Cutset
Inequalities zu separieren (bspw. innerhalb eines Branch-and-Price-and-Cut-Verfahrens).
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Kapitel 3
Das Direktflugproblem und das
gemischte Direkt- und
Hubflugproblem
Dieses Kapitel behandelt als anwendungsorientiertes Beispiel zwei Netzwerk-
Design-Probleme fu¨r ein zweistufiges Transportsystem mit Konsolidierung,
wie sie beim Brieftransport innerhalb des Hauptlaufs im Nachtluftpostnetz
(NLPN) bei der Deutschen Post AG (DPAG) vorkommen. Inhalt sind das Di-
rektflugproblem (DFP, direct flight problem) und seine Erweiterung, das sog.
gemischte Direkt- und Hubflugproblem (MFP, mixed direct and hub flight
problem), welche sich mit multi-modalem Transport auf der Straße und in
der Luft bescha¨ftigen. Das Ziel ist die Herleitung zweier Modelle, welche ei-
nerseits die spezifische Struktur des Problems verdeutlichen und andererseits
den Einsatz hochentwickelter, effizienter Lo¨sungsmethoden ermo¨glichen, wie
das im folgenden Kap. 4 dargestellte Branch-and-Price-and-Cut. Die Modelle
weisen einige signifikante Unterschiede zu den klassischen Service-Netzwerk-
Design-Modellen des Abschnitts 2.2 auf. Eine genaue Analyse dieser Unter-
schiede der Modelle ist ebenfalls Inhalt dieses Kapitels.
Vorab sind – ohne auf die genauen Details einzugehen – die wesentlichen
Charakteristika des DFP und des MFP zusammengefaßt. Grundsa¨tzlich ist
eine U¨bertragung der hier vorgestellten Modelle auf andere SND-Probleme
mo¨glich, wenn sie die folgenden Eigenschaften besitzen:
• Das Planungsproblem bezieht sich auf ein zweistufiges Transportsystem,
bei dem der Fokus auf der Planung der Services des inneren Netzwerks
liegt (bspw. wegen einer Dominanz der Kosten des inneren Netzwerks).
• Die Design-Alternativen fu¨r das innere Netzwerk bestehen entweder
in reinen Direkttransporten oder einer Mischung aus Direkttransporten
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und Transporten mit Benutzung eines zentralen Hubs.
• Die Transportauftra¨ge bilden eine dicht besetzte OD-Matrix. Das Ge-
wicht der Auftra¨ge ist klein, verglichen mit der Kapazita¨t eines Trans-
portmittels, so daß die Mo¨glichkeit der Konsolidierung gegeben ist.
• Fu¨r einen Transportauftrag r ∈ R besteht in der Regel die Wahlmo¨g-
lichkeit zwischen verschiedenen Umladeterminals, sowohl fu¨r das Start-
Terminal k(r) als auch fu¨r das Ziel-Terminal l(r). Ebenfalls sind die
Umladezeitpunkte trk(r) und t
r
l(r) relevante Entscheidungen des SND.
• Die Transportauftra¨ge besitzen (enge) Zeitfenster. Dies impliziert, daß
eine zeitliche Terminierung (das Scheduling) fu¨r die Services wichtig
ist. Insbesondere resultiert hieraus der Aspekt der Kompatibilita¨t von
Transportauftra¨gen hinsichtlich des gemeinsamen Transports in einem
Transportmittel.
• Es handelt sich um ein sog. Single-Sourcing-Problem, d.h., ein Trans-
portauftrag kann nicht in zwei oder mehr Teile aufteilt werden, welche
durch unterschiedliche Transporte abgewickelt werden.
• Heterogene Flotten von Transportmitteln sind zugelassen.
• Die Transporte des inneren Netzwerks ko¨nnen zeitlichen Restriktionen
(Zeitfenster fu¨r die Zula¨ssigkeit bestimmter Transporte) unterworfen
sein. Ebenso kann es Restriktionen fu¨r die Anzahl von Services geben,
welche an einem Umladeterminal starten und enden.
• Im Sinne der Planung eines Regelnetzes ist die Repositionierung von
Transportmitteln des inneren Netzwerks ein integraler Bestandteil der
Planung.
Die aus den Modellen resultierenden Entscheidungen sind:
1. Festlegung der Services des inneren Netzwerks (einschließlich zeitlicher
Terminierung und Auswahl eines Typs von Transportmitteln) zwischen
zwei Umladeterminals bzw. einem Umladeterminal und dem Hub.
2. Eindeutige Zuordnung von Transportauftra¨gen zu Services des inneren
Netzwerks (einschließlich der Wahl von Umladeterminals und Umlade-
zeitpunkten), so daß zeitlich zula¨ssige Sekunda¨rauftra¨ge fu¨r die a¨ußeren
Netzwerke resultieren.
3. Entscheidungen zur Repositionierung von Transportmitteln.
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Das DFP und das MFP sollen damit als Vertreter einer gro¨ßeren Klasse zwei-
stufiger Transportprobleme verstanden werden. Der Bezug auf ein konkretes
Problem erleichtert die Formulierung und macht viele der Begriffe leichter
versta¨ndlich.1 Wir haben auch aus diesem Grund entschieden, zugunsten
der Versta¨ndlichkeit und Ku¨rze der Notation vom allgemeinen zweistufigen
Transportsystem auf das Post-Beispiel zu fokussieren. Mit den voranstehen-
den Bemerkungen ist herausgestellt, daß es einen generelleren Bezug zu realen
Problemen des Transportnetzwerk-Designs gibt.
Wir beginnen mit einer kurzen inhaltlichen Darstellung des Hauptlaufs
der Deutschen Post AG, um die Einbindung von DFP und MFP in einen
Gesamtzusammenhang einer taktischen Planung bei der DPAG zu bringen.2
Daran schließen sich die exakte Problemdefinition, die Entwicklung der Mo-
delle fu¨r das DFP und das MFP sowie ein Literaturu¨berblick zu a¨hnlichen
Problemstellungen an.
3.1 Hauptlauf der Deutschen Post AG
Die Deutsche Post AG (DPAG) nennt
”
klare Kundenorientierung“,
”
Qualita¨t
im internationalen Spitzenmaßstab“ und ein
”
wettbewerbsfa¨higes Preis-Lei-
stungsverha¨ltnis“ als ihre strategischen Unternehmensziele [DPA96]. Sie sind
nach dem Wegfall des Monopols auf den Brieftransport in der Bundesrepublik
Deutschland die Reaktion auf Konkurrenz durch neue Unternehmen.
Das Konzept
”
Brief 2000“ [DPA96] fu¨r die Briefpost sieht daher seit Be-
ginn der 90er Jahre umfangreiche Umstrukturierungsmaßnahmen und eine
Modernisierung der Logistik-Systeme vor. Im Kern umfassen diese fu¨nf, gro¨ß-
tenteils heute bereits verwirklichte Elemente:
• Konzentration auf vier Basisprodukte,
• Einfu¨hrung der fu¨nfstelligen Postleitzahlen,
• drei bedarfsgerechte Transportnetze,
• Neubau von 83 hochautomatisierten Briefzentren,
• ein kundenorientiertes Zustellsystem.
1So ist fu¨r das DFP und das MFP mit der Verwendung des Begriffs
”
Flug“ sofort klar,
daß man sich auf einen Service des inneren Netzwerks bezieht. Ein
”
Straßentransport“ ist
immer ein Service eines a¨ußeren Netzwerks.
2Ein U¨berblick u¨ber den gesamten Brieftransport der DPAG findet sich in [EGS+98].
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Dabei kommt den 83 Briefzentren eine zentrale Bedeutung fu¨r das Produk-
tionssystem zu: Sie u¨bernehmen als Standorte wesentliche Aufgaben fu¨r die
drei Transportnetze, welche sich durch eine strikte Orientierung an den Lauf-
zeitanforderungen der Sendungen ergeben: Briefe mit dem Qualita¨tsstandard
E+1 (ein Tag Laufzeit ab Einlieferung) werden im sogenannten Regelnetz
transportiert. Eilige Pressepost (Tageszeitungen) durchla¨uft das Schnella¨u-
fernetz tagaktuell, Infopost und Pressepostsendungen mit zwei Tagen Lauf-
zeit werden dem Express Logistik Netz zugeordnet.
Der Hauptlauf der Deutschen Post AG umfaßt den Transport der Brief-
post mit Qualita¨tsstandard E+1 zwischen den Standorten des Regelnetzes,
also den 83 Briefzentren und zusa¨tzlich dem Internationalen Post Zentrum
(IPZ) am Flughafen Frankfurt a.M.3 Der Begriff Regelnetz bedeutet in die-
sem Zusammenhang, daß es um das Design eines im wesentlichen ta¨glich
gleichbleibend betriebenen Transportnetzes geht. Grundlage sind statistische
Daten u¨ber alle Transportrelationen (die Transportauftra¨ge zwischen je zwei
der 84 Briefzentren), welche der Statistik ST203 der DPAG entnommen sind.
Der Hauptlauf befaßt sich also mit der Transportlogistik fu¨r die 84·83=6972
Transportauftra¨ge zwischen diesen Briefzentren. Vorgelagerte Transporte von
den Kunden bzw. Briefka¨sten zu den Briefzentren und umgekehrt nachgela-
gerte Transporte von den Briefzentren zu den Empfa¨ngern sind Gegenstand
des sog.
”
Vorlaufs“ bzw.
”
Nachlaufs“ und nicht Gegenstand dieser Arbeit. Die
Forderung der Einhaltung des Qualita¨tsstandards E+1 macht neben Trans-
porten u¨ber die Straße auch den Transport von Briefen mit Flugzeugen er-
forderlich. Durch eine Neuplanung der logistischen Prozesse des Hauptlaufs
sollen bei gesteigerter Qualita¨t Kosten reduziert werden. Fu¨r weitere Infor-
mationen zum Planungsprozeß, Modellen zu Teilproblemen und zum Aufbau
eines Decision Support Systems (DSS) bei der DPAG sei auf [GST99, GS00]
verwiesen.
3.2 Problemdefinition
Jede der 6972 Transportrelationen r ist ab einem Zeitpunkt sr am Abgangs-
Briefzentrum (BZA) verfu¨gbar und muß spa¨testens bis zu einem Zeitpunkt
tr am Eingangs-Briefzentrum (BZE) angeliefert werden. Hieraus resultiert
das Zeitfenster [sr; tr] fu¨r den Transport, welches im Mittel u¨ber alle Re-
lationen r etwa sieben Stunden betra¨gt.4 Diese engen Zeitfenster legen ei-
3Wir sprechen daher nachfolgend immer von 84 Briefzentren.
4Der Zeitpunkt tr fu¨r die spa¨teste Einlieferung der Briefe der Relation r am BZE ist
fu¨r alle an diesem BZE eingehenden Briefmengen u¨ber die sog. Solleingangskurve gekop-
pelt. Die Solleingangskurve legt fest, welcher Anteil der insgesamt am BZE ankommenden
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nerseits fest, welche Transportrelationen als Transportauftra¨ge dem NLPN
zugeordnet werden mu¨ssen, und andererseits implizieren sie die begrenzten
Design-Alternativen fu¨r das NLPN.
3.2.1 Transportauftra¨ge
Fu¨r einen Teil der Transportrelationen r reicht das Zeitfenster [sr; tr] nicht
fu¨r einen Transport u¨ber die Straße aus. Abb. 3.1 zeigt die geographische
Verteilung der 84 Briefzentren und der Flugha¨fen in Deutschland. Daru¨ber
Abbildung 3.1.
Geographische
Verteilung der
84 Briefzentren
(Wu¨rfel) mit Leit-
regionen und der
Flugha¨fen (Tetra-
eder) des NLPN
u¨ber das Gebiet
der Bundesrepu-
blik Deutschland.
Ferner sind die
vom BZA 20
Hamburg-Zentrum
innerhalb eines
Zeitfensters von
ca. 6 Stunden per
Straßentransport
erreichbaren Brief-
zentren markiert
hinaus ist exemplarisch fu¨r das BZA 20 Hamburg-Zentrum die Menge der
Mengen bis zu einem Zeitpunkt t mindestens eingetroffen sein muß, damit eine Weiter-
verarbeitung fu¨r den Nachlauf unter Einhaltung des Qualita¨tsstandards E+1 mo¨glich ist
(vgl. [Irn98, S. 25] oder [GST99]). Da die Briefmengen des NLPN klein sind und weil diese
aufgrund der weiten Strecken das BZE tendenziell als letzte Mengen erreichen, ist das
a priori Festlegen eines Zeitpunkts tr in der Praxis mo¨glich.
43
Kapitel 3. Das DFP und das MFP
Briefzentren markiert, welche innerhalb des jeweiligen Zeitfensters per Stra-
ßentransport erreicht werden ko¨nnen. Offensichtlich ist dies fu¨r die Trans-
portrelationen u¨ber eine relativ weite Distanz nicht mo¨glich. Diese mu¨ssen
zur Einhaltung des Qualita¨tsstandards E+1 u¨ber multi-modalen Transport
Straße-Luft-Straße bedient werden und definieren damit die Transportauf-
tra¨ge R des NLPN:
R := {Transportrelation r :
r ist nicht per Straßentransport
im Zeitfenster [sr; tr] abwickelbar}.
Gema¨ß der Terminologie aus Abschnitt 1.1 bezeichnen wir mit o(r) den Ur-
sprungsort, das BZA des Auftrags r, sowie mit d(r) den Bestimmungsort,
das BZE des Auftrags r. Zwei Aspekte an dieser Definition erscheinen er-
wa¨hnenswert:
Die Zeitfenstergrenzen sr bzw. tr von verschiedenen Transportrelationen,
welche ein identisches BZA o(r) (oder ein identisches BZE d(r)) besitzen,
ko¨nnen unterschiedlich sein. Dies liegt an den Sortierreihenfolgen der Ver-
arbeitung der Transportauftra¨ge in den Briefzentren. Die Festlegung dieser
Reihenfolgen muß die bereits erwa¨hnten Solleingangskurven am BZE und
das sog. Mengengeru¨st-Abgang am BZA respektieren (Details dazu in [Irn98,
S. 25] oder [GST99]).
Es kann durchaus sinnvoll sein, auch Transportrelationen, welche inner-
halb ihres Zeitfensters komplett u¨ber einen Straßentransport abgewickelt wer-
den ko¨nnen, ebenfalls dem NLPN zuzufu¨hren. Die Frage nach der Auswahl
der Transportauftra¨ge R aus der Menge aller 6972 Transportrelationen stellt
fu¨r sich schon ein eigenes Entscheidungsproblem dar (vgl. [Bu¨d99, BGS00,
GST99]). In Abschnitt 3.3.3 wird dargelegt, wie auch diese Fragestellung mit
in einem Modell abgebildet werden kann. Allgemein nehmen wir jedoch an,
daß die Menge der Transportauftra¨ge R a priori vorgegeben ist.
3.2.2 Design-Alternativen fu¨r das Nachtluftpostnetz
Wichtigstes Charakteristikum des NLPN sind die engen Zeitfenster fu¨r den
Transport der Auftra¨ge R. Dies bedeutet, daß die La¨nge tr − sr des Zeit-
fensters die minimale Dauer eines Transports im NLPN nur um maximal
50% u¨berschreitet. Die Orte, welche ein Auftrag r ∈ R nacheinander zwi-
schen Ursprungsort o(r) und Bestimmungsort d(r) durchla¨uft, bilden die sog.
Auftragsroute. Die Auftragsroute beinhaltet neben Ursprungs- und Bestimm-
mungsort eines Auftrags r auch den Startflughafen k(r) als erstes Umladeter-
minal und den Zielflughafen l(r) als letztes Umladeterminal. Die Auftrags-
route entha¨lt somit mindestens die Stationen (o(r), k(r), l(r), d(r)). Aufgrund
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des engen Transportzeitfensters sind fu¨r den Transport eines Auftrags r nur
relativ kurze Routen mo¨glich. Dies betrifft sowohl die Routen auf der Straße
zwischen BZA und Startflughafen (o(r), . . . , k(r)) bzw. zwischen Zielflugha-
fen und BZE (l(r), . . . , d(r)) als auch des Luftwegs (k(r), . . . , l(r)), dort ins-
besondere wegen der relativ zur Flugzeit langen Be- und Entladezeit eines
Flugzeugs.
Daraus ergeben sich einige realita¨tsnahe und vernu¨nftige Annahmen fu¨r
das Design des NLPN. Zuerst wird das innere Netzwerk betrachtet, also die
Design-Alternativen fu¨r das Flugnetz, daran anschließend die Mo¨glichkeiten
fu¨r das a¨ußere Netzwerk der Straßentransporte.
Das innere Netzwerk – Flu¨ge
Die Bewegung eines Flugzeugs u¨ber eine Folge von Flugha¨fen bezeichnet
man als Flugroute. Innerhalb des durch alle Transportauftra¨ge R implizierten
Zeitfensters [minr∈R sr; maxr∈R tr] kann ein Flugzeug nur Routen der Form
k → l oder k → m → l, bestehend aus maximal zwei Abschnitten, zu-
ru¨cklegen, wenn zusa¨tzlich noch fu¨r die zu transportierenden Auftra¨ge die
Straßentransporte zwischen BZs und Flugha¨fen mo¨glich sein sollen.
• Direktflugnetz: Alle eingesetzten Flugzeuge fliegen Flugrouten der Form
k → l, wobei k der jeweilige Startflughafen und l der Zielflughafen ist.
Konsolidierung geschieht innerhalb des inneren Netzwerks nur durch
Bu¨ndelung von Transportauftra¨gen, wenn also mehrere Transportauf-
tra¨ge mit demselben Flugzeug abgewickelt werden.
• Hubflugnetz: In einem reinen Hubflugnetz werden alle Auftra¨ge R am
Hub-Flughafen h zur Konsolidierung umgeschlagen. Alle Flugrouten
haben die Form k → h → k fu¨r verschiedene Flugha¨fen k. Jeder Auftrag
wird somit einerseits durch ein Flugzeug auf dem Flug k1 → h zum
Hub hin transportiert, am Hub umgeschlagen und anschließend mit
einem anderen Flugzeug mit dem Flug h → k2 transportiert. Fu¨r den
Transportauftrag ergibt sich so die Auftragsroute k1 → h → k2 im
Flugnetz.
Eine einfache Erweiterung dieses Designs besteht darin, daß man auch
den Hub h als Start- oder Zielflughafen fu¨r Auftra¨ge zula¨ßt. In diesem
Fall wird ein Auftrag entweder nur durch einen Hubflug oder wie im
reinen Hubflugnetz durch zwei Hubflu¨ge bedient. Wir nennen erstere
zusa¨tzliche Transportmo¨glichkeit Hub-Direkttransport.
Bei asymmetrischen OD-Matrizen oder asymmetrischen Flugzeiten und
Zeitfenstern kann eine mo¨gliche Erweiterung des klassischen, reinen
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Hubnetzes darin bestehen, daß ein Flugzeug eine Route k1 → h → k2
statt einer Pendelroute k → h → k fliegt. Daß dies wirklich zusa¨tzli-
che Mo¨glichkeiten fu¨r Transporte ero¨ffnet, zeigt das Beispiel 3.1 (siehe
S. 47). Fu¨r den Fall eines Hubflugs, welcher die Route k1 → h → k2
fliegt, liegt daru¨ber hinaus auch Konsolidierung durch Mitnahme vor,
wenn Auftra¨ge sowohl u¨ber die komplette Route k1 → h → k2 als auch
u¨ber die zwei Abschnitte k1 → h und h → k2 abgewickelt werden. Dies
ist eng verwandt mit der generellen Mo¨glichkeit von Mitnahmen (siehe
unten).
• Gemischtes Direkt- und Hubflugnetz: Grundsa¨tzlich ist nicht a priori
klar, welche der beiden Design-Alternativen Direktflugnetz oder Hub-
flugnetz
”
besser“ ist. Beim gemischten Direkt- und Hubflugnetz sind
daher alle entsprechenden Mo¨glichkeiten fu¨r Flu¨ge zugelassen. Dies
ist insbesondere dann eine sinnvolle Alternative zum reinen Hubflug-
netz, wenn aufgrund von engen Zeitfenstern gar nicht alle Auftra¨ge
in einem Hubflugnetz abwickelbar sind. Das heißt, daß manche Auf-
tra¨ge aufgrund ihrer Zeitfenster nur einen Direkttransport zulassen.
Auch Hub-Direkttransporte ko¨nnen eine Erga¨nzung sein, so daß sich
fu¨r einen Transportauftrag drei mo¨gliche Arten des Transports ergeben
ko¨nnen: Direkttransport, Hubtransport (mit Umschlag am Hub) oder
Hub-Direkttransport.
Damit sind Bu¨ndelung, Hubumschlag und in eingeschra¨nktem Maße
auch Mitnahmen u¨ber Flugrouten der Form k1 → h → k2 die drei
mo¨glichen Arten von Konsolidierung.
• Mitnahmen: Allgemeine Mitnahmen sind durch Flu¨ge mit Flugrouten
der Form k1 → k2 → k3 mo¨glich. Daraus ergeben sich drei mo¨gliche
Auftragsrouten, na¨mlich k1 → k2, k2 → k3 und k1 → k2 → k3.
• Gemischtes Multi-Hub-Netz: Grundsa¨tzlich ist Konsolidierung durch
Hubumschlag nicht auf die Nutzung nur eines Hubs beschra¨nkt. Ver-
schiedene Flugha¨fen ko¨nnen in einem solchen Netzwerk als Hubs fun-
gieren. Im Extremfall ist jeder Flughafen gleichzeitig ein Hub.
La¨ßt man gleichzeitig auch beliebige Mitnahmen zu, so stellt dies das
allgemeinste denkbare Netzwerk fu¨r Flugrouten mit ho¨chstens zwei
Transportabschnitten dar. Konsolidierung innerhalb des inneren Netz-
werks geschieht hierbei durch jede Art von Bu¨ndelung, Mitnahmen und
Hubumschlag.
Einen U¨berblick u¨ber die verschiedenen Design-Alternativen fu¨r das Flugnetz
bietet Abb. 3.2.
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(a) (b) (c)
(d) (e) (f)
Abbildung 3.2. Design-Alternativen des Flugnetzes (inneres Netzwerk) fu¨r das
MFP, (a) Direktflugnetz, (b) reines Hubnetz mit starren Flugrouten k → h →
k, (c) Hubnetz mit flexiblen Flugrouten k1 → h → k2, (d) gemischtes Direkt-
und Hubflugnetz, (e) Mitnahmen in einem Direktflugnetz, (f) gemischtes Multi-
Hubnetz mit Mitnahmen
Beispiel 3.1 Wir zeigen in diesem einfachen Beispiel, daß in einem Hubnetz die Be-
freiung von der Bedingung, nur Hubflu¨ge der Form k → h → k zu haben, ein Potential fu¨r
zusa¨tzliche Transporte erschließt. Dies bleibt sogar mo¨glich, wenn man an der Forderung
festha¨lt, daß an jedem Flughafen k ein Flugzeug startet und landet.
Betrachtet wird ein Transportnetzwerk mit vier Flugha¨fen k1, k2, k3 und k4 und einem
Hub. Es gebe daru¨ber hinaus fu¨r jedes Paar von verschiedenen Flugha¨fen eine Transport-
relation r, so daß die Menge der Transportauftra¨ge R die Kardinalita¨t 4 · 3 = 12 hat. Alle
Auftra¨ge weisen ein Transportzeitfenster [sr, tr] = [0, 3] auf. Die Flugzeiten einschließlich
Be- und Entladung betragen zwischen Hub und k1 bzw. k3 jeweils eine Stunde sowie
zwischen Hub und k2 bzw. k4 jeweils zwei Stunden. Der Hubumschlag selbst erfordert der
Einfachheit halber keine zusa¨tzliche Zeit.
Abb. 3.3(a) zeigt den prinzipiellen Aufbau eines
”
reinen“ Hubnetzes zwischen den vier
Flugha¨fen k1, . . . , k4 und dem Hub h. Jeweils ein Flug fi fliegt zwischen Flughafen ki und
Hub h, dort findet der Hubumschlag statt, und anschließend fliegt fi zum Flughafen ki
zuru¨ck.
Aufgrund der vorgegeben Zeitfenster und Flugzeiten ist offensichtlich, daß die Trans-
portauftra¨ge (2, 4) und (4, 2) zwischen den entsprechenden Flugha¨fen nicht abgewickelt
werden ko¨nnen, denn ihr Transport erfordert insgesamt bereits eine Dauer von 2 + 2 = 4
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(a) (b)
Abbildung 3.3. Design-Alternativen innerhalb eines Hubnetzes, (a) reines Hub-
netz mit Transporten der Form k → h → k, (b) Hubnetz mit asymmetrischen
(azyklischen) Hubflu¨gen
Stunden.
In einem reinen Hubnetz mit Flugverbindungen der Form k → h → k ko¨nnen hier
insgesamt nur sechs der zwo¨lf Auftra¨ge bedient werden. Welche Auftra¨ge potentiell trans-
portiert und welche von diesen simultan durch die vier Flu¨ge bedient werden ko¨nnen,
ha¨ngt von der Ankunfts- bzw. Abflugzeit der Flu¨ge f2 und f4 am Hub ab.
Die folgenden U¨berlegungen machen die relevanten Alternativen klar: Ein Umschlag
am Hub kann fru¨hestens zum Zeitpunkt t = 1 am Hub beginnen, denn vorher stehen in
keinem Fall Auftra¨ge fu¨r den Umschlag am Hub h bereit. Umgekehrt muß jeder Hubum-
schlag zum Zeitpunkt t = 2 abgeschlossen sein, denn ansonsten erreichen die Auftra¨ge
nicht mehr rechtzeitig ihren Zielflughafen. Damit sind sinnvolle Abflugzeiten fu¨r die Flu¨ge
f2 und f4
• entweder t = −1, was bedeutet, daß das Flugzeug leer zum Hub fliegt, rechtzeitig
dort zur Zeit t = 1 am Hub ankommt, Ladung von einem anderen Flugzeug u¨ber-
nimmt und damit zum Zeitpunkt t = 3 an seinen Startort (=Zielort) zuru¨ckkehrt.
Zwangsla¨ufig ist das Flugzeug, von welchem Ladung u¨bernommen wird, entweder
am Flughafen k1 oder am Flughafen k3 gestartet.
• oder t = 0, was bedeutet, daß das Flugzeug am Startflughafen Ladung aufnehmen
kann, diese bis zum Zeitpunkt t = 2 zum Hub bringt und anschließend leer zum
Startort zuru¨ckkehrt. Die Ladung kann am Hub zum Zeitpunkt t = 2 in ein ande-
res Flugzeug verbracht werden, welches noch rechtzeitig die Flugha¨fen k1 oder k3
erreichen kann.
Die folgenden vier Tabellen zeigen die abwickelbaren Auftra¨ge in Abha¨ngigkeit von der
Startzeit der zwei Flugzeuge f2 und f4:
f2, f4 fru¨h (t = −1).
von\nach k1 k2 k3 k4
k1 ja ja ja
k2 – – –
k3 ja ja ja
k4 – – –
f2 fru¨h (t = −1), f4 spa¨t (t = 0).
von\nach k1 k2 k3 k4
k1 ja ja –
k2 – – –
k3 ja ja –
k4 ja – ja
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f2, f4 spa¨t (t = 0).
von\nach k1 k2 k3 k4
k1 – ja –
k2 ja ja –
k3 ja – –
k4 ja – ja
f2 spa¨t (t = 0), f4 fru¨h (t = −1).
von\nach k1 k2 k3 k4
k1 – ja ja
k2 ja ja –
k3 ja – ja
k4 – – –
In allen vier Fa¨llen ko¨nnen nur sechs der mo¨glichen Auftra¨ge bedient werden.
Im Gegensatz dazu zeigt Abb. 3.3(b) vier Hubflu¨ge, die jeweils nicht zu ihren Start-
flugha¨fen zuru¨ckkehren. Es sind die vier Flu¨ge (jeweils angegeben u¨ber ihren Start- und
Zielflughafen) f14, f43, f32 und f21. Falls alle Flu¨ge zum Zeitpunkt t = 0 starten und zum
Zeitpunkt t = 3 am Zielflughafen ankommen, ko¨nnen folgende Auftra¨ge abgedeckt werden:
f14, f43, f32 und f21
von\nach k1 k2 k3 k4
k1 ja ja ja
k2 ja ja –
k3 ja ja ja
k4 ja – ja
Damit werden alle zehn in diesem Zeitfenster [0, 3] abwickelbaren Auftra¨ge durch Hub-
transporte in diesem
”
flexibilisierten“ Hubnetz transportiert.
Als Fazit des vorangehenden Beispiels ist festzuhalten: In einem Hubnetz
bestehen Potentiale zur Konsolidierung durch variable Zeitpunkte fu¨r den
Hubumschlag (dort sowohl Hubumschlag zum Zeitpunkt t = 1 als auch zum
Zeitpunkt t = 2) und durch Aufspaltung von Services des inneren Netzwerks
in getrennte Transporte, einerseits vom Start-Terminal zum Hub und ande-
rerseits vom Hub zum Ziel-Terminal.
Die a¨ußeren Netzwerke – Straßentransporte
Fu¨r die Straßentransporte, also das a¨ußere Netzwerk, sind folgende Annah-
men sinnvoll und praxisnah:
• Konsolidierung durch Bu¨ndelung bei Straßentransporten: Konsolidie-
rung bei den Transporten entsteht zum einen durch Bu¨ndelung von
Auftra¨gen. Auftra¨ge mit identischem Ursprungsort o(r) ko¨nnen, wenn
sie sich u¨ber den Startflughafen k abwickeln lassen, zusammengefaßt
werden. Zum anderen trifft dies auf Auftra¨ge mit identischem Bestim-
mungsort d(r) zu, welche sich gemeinsam u¨ber einen Zielflughafen l
abwickeln lassen.
• Konsolidierung durch Mitnahmen bei Straßentransporten: Eine Route
startet an einem BZ, besucht im Verlauf der Tour weitere BZs sowie
einmalig den Flughafen k und kehrt schließlich zum selben BZ zuru¨ck.
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• Trennung zwischen Anlieferung und Abholung bei Straßentransporten:
Routen der Straßentransporte betreffen immer nur genau einen Flug-
hafen k. Eine Route kann daher in exakt zwei Teile, na¨mlich eine Route
zwischen BZ und Flughafen und eine Route zwischen Flughafen und
BZ zerlegt werden. Diese Annahme wird dadurch legitimiert, daß die
Anlieferung (also die Transporte zwischen BZA und Flughafen) unge-
fa¨hr im ersten Drittel des Planungszeitfensters stattfindet, wa¨hrend die
Abholung (Transport zwischen Flughafen und BZE) im letzten Drittel
stattfindet.
3.2.3 Heuristische Dekomposition
Der Fokus dieser Arbeit liegt auf einem gemischten Direkt- und Hubflug-
netz mit einem Hub. Mehrere verschiedene Hubs sollen im Rahmen dieser
Arbeit fu¨r das NLPN nicht betrachtet werden. Unseres Wissens nach sind
in der Literatur zum Service-Netzwerk-Design bisher keine Modelle und ef-
fiziente Lo¨sungsmethoden fu¨r echte5 Multi-Hub-Systeme entwickelt worden.
Ein interessantes Modell zur Integration eines einzelnen Hubs in ein Pickup-
and-Delivery-Problem beschreibt die Arbeit [Sal01], welche auf den gleichen
Techniken zur Modellierung und Lo¨sung beruht, wie sie in dieser Arbeit an-
gewandt werden.6
Fu¨r die nachfolgende Modellierung und Lo¨sung des DFP und des MFP
schlagen wir im Rahmen dieser Arbeit die folgende heuristische Dekomposi-
tion vor: Das Modell fu¨r das Design des inneren Netzwerks legt – neben der
Struktur des inneren Netzwerks selbst – fu¨r jeden Auftrag r ∈ R
1. den Startflughafen k = k(r),
2. den Zielflughafen l = l(r),
3. einen Umladezeitpunkt trk(r) des Auftrags am Startflughafen k(r) und
4. einen Umladezeitpunkt trl(r) des Auftrags am Zielflughafen l(r)
fest. Wie bereits in Abschnitt 1.2 diskutiert, fu¨hrt dies zu einer vollsta¨ndigen
Entkopplung von innerem und a¨ußerem Netzwerk. Dabei mu¨ssen Start- und
Zielflughafen sowie die zugeho¨rigen Zeiten fu¨r jeden Auftrag so festgelegt
werden, daß ein zula¨ssiger Straßentransport fu¨r die Bedienung jedes Auftrags
existiert.
5Mit echten Multi-Hub-Systemen sind solche Transportsysteme gemeint, bei denen die
Zuordnung eines Auftrags zu einem der Hubs nicht a priori vorgegeben ist.
6Die Arbeit [Sal01] wurde vom Autor vorgeschlagen und betreut.
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Als Rechtfertigung fu¨r eine solche Zerlegung la¨ßt sich anfu¨hren: Die Ko-
sten des Flugnetzes, also die Kosten aller Flu¨ge des NLPN, u¨bersteigen die
Kosten fu¨r die Straßentransporte des NLPN um ein Vielfaches. Die Kosten
des Gesamtproblems sind also im wesentlichen durch die Struktur des inne-
ren Netzwerks und die obigen Festlegungen schon bestimmt. Die Mo¨glichkeit
einer (exakten) Optimierung des Gesamtsystems wird in dieser Arbeit nicht
weiterverfolgt, da sie unserer Meinung nach wegen der hohen Komplexita¨t
des Gesamtproblems nicht realisierbar ist.
Nachfolgend wird fu¨r das MFP ein festes Zeitfenster TWhub = [ahub, bhub]
fu¨r alle Hubumschla¨ge vorgegeben. Genauer bedeutet dies, daß ein Auftrag
r ∈ R, welcher am Hub umgeschlagen wird, spa¨testens bis zum Zeitpunkt ahub
am Hub verfu¨gbar sein muß und fru¨hestens ab dem Zeitpunkt bhub fu¨r den
Weitertransport bereitsteht. Dies reduziert die durch Beispiel 3.1 aufgezeig-
ten Potentiale fu¨r Hubtransporte. Die Festlegung eines festen Hubzeitfensters
entkoppelt die Transporte zum Hub von den Transporten vom Hub weg. Sie
kann damit auch als Teil einer heuristischen Dekomposition des MFP be-
trachtet werden. Es ist zu bemerken, daß die Einschra¨nkung auf ein festes
Zeitintervall TWhub aus operativen Gru¨nden sinnvoll sein kann, wenn bspw.
der Umschlag personal- und damit auch kostenintensiv ist, und man daher
die Umschlagzeit auf ein mo¨glichst kleines Zeitintervall reduzieren mo¨chte.
Der Ablauf der Planung entspricht damit dem folgenden zweistufigen Vor-
gehen: Die Bestimmung von Startflughafen k(r), Zielflughafen l(r) und der
zugeho¨rigen Umschlagzeitpunkte trk(r) und t
r
l(r) fu¨r jeden Auftrag ist eine Ent-
scheidung der Planung des inneren Netzwerks, d.h. der ersten Stufe der Pla-
nung. Beschra¨nkt sind diese Entscheidungsvariablen nur durch die Forderung,
daß die zwei zugeho¨rigen Straßentransporte (vom Ursprungsort zum Start-
flughafen sowie vom Zielflughafen zum Bestimmungsort) zeitlich mo¨glich sein
mu¨ssen. Damit sind
trk(r) ≥ t
r
o(r) + ”
minimale Zeit fu¨r Transport zwischen o(r) und k(r)“ (3.1a)
und
trl(r) ≤ t
r
d(r) − ”
minimale Zeit fu¨r Transport zwischen l(r) und d(r)“ (3.1b)
Anforderungen an eine Lo¨sung des inneren Netzwerks, welche die Entschei-
dungen k(r), l(r), trk(r) und t
r
l(r) festlegen. Umgekehrt impliziert die Vorgabe
von (3.1a) und (3.1b), daß die Zeitfenster der Auftra¨ge des inneren Netzwerks
zula¨ssig, aber maximal weit vorgegeben werden.
Nach der Lo¨sung des inneren Netzwerk-Design-Problems liegen diese Pa-
rameter k(r), trk(r), l(r) und t
r
l(r) fest. Man plant anschließend in der zwei-
ten Stufe die a¨ußeren Netzwerke mit den ermittelten Flugha¨fen und Um-
schlagzeitpunkten. Der offensichtliche Vorteil einer solchen Vorgehensweise
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besteht darin, daß man fu¨r das bzgl. Kosten dominierende innere Netzwerk
keine Design-Alternativen a priori ausschließt. Fu¨r das a¨ußere Netzwerk lie-
gen nach dieser Planung die Zeitfenster fu¨r die dortigen Sekunda¨r-Auftra¨ge
fest. Diese Zeitfenster ko¨nnen in der Planung des a¨ußeren Netzwerks so weit
ausgescho¨pft werden, wie es das Design des inneren Netzwerks zula¨ßt. Ein
entsprechendes heuristisches Verfahren ist in [Irn98] und [Irn00] detailliert
beschrieben. In letzterer Arbeit wird auch die Mo¨glichkeit des Einsatzes ei-
nes Column-Generation-Verfahrens vorgestellt. Das Planungsproblem fu¨r das
a¨ußere Netzwerk wird dort durch eine Zerlegung nach den Umschlagtermi-
nals, also den Flugha¨fen, weiter in unabha¨ngige Teil-Probleme aufgespalten
(vgl. auch Abschnitt 1.2). Die Planung dieser a¨ußeren Netzwerke ist nicht
Gegenstand dieser Arbeit.
3.2.4 Beschreibung einer Instanz
Fu¨r die Modellbildung des DFP und des MFP ist eine exakte Beschreibung
aller Eingangsdaten sowie der praktisch relevanten Restriktionen und An-
forderungen notwendig. Wir beginnen mit der formalen Beschreibung des
Direktflugproblems. Folgende Eingangsdaten sind gegeben:
1. Die Menge aller Flugha¨fen P . Ein einzelner Flughafen k ∈ P ist cha-
rakterisiert durch:
• ntake−offk , n
landing
k maximale Zahl der erlaubten Starts bzw. Lan-
dungen am Flughafen k,
• TW take−offk , TW
landing
k Zeitfenster, in dem Flugzeuge am Flugha-
fen k ∈ P starten bzw. landen du¨rfen.
2. Die Menge aller Typen von Flugzeugen A (kurz: Flugzeugtypen). Ein
Flugzeugtyp a ∈ A ist beschrieben durch:
• Qa Kapazita¨t des Flugzeugtyps a ∈ A,
• na Anzahl der fu¨r den Planungshorizont verfu¨gbaren Flugzeuge
des Typs a ∈ A,
• Ak ⊆ A Typen von Flugzeugen, welche am Flughafen k ∈ P
landen und starten du¨rfen.
3. Die Menge aller Transportauftra¨ge R. Ein Transportauftrag r ∈ R wird
folgendermaßen beschrieben:
• o(r), d(r) Ursprungs- und Bestimmmungsort des Auftrags r (ori-
gin, destination).
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• qr Gewicht des Auftrags r. Es wird angenommen, daß ein Auftrag
ein nicht-teilbares Gut darstellt. Ein Auftrag in seiner Gesamtheit
ist also durch genau ein Flugzeug zu bedienen.
• eatkr : Fru¨heste Ankunftszeit (earliest arrival time) des Auftrags r
am Flughafen k vom Ursprungsort o(r) aus. Diese Zeit la¨ßt sich
bestimmen als Zeit der fru¨hesten Verfu¨gbarkeit am Ursprungsort
o(r) zuzu¨glich der (gescha¨tzten) Dauer fu¨r die Fahrt von dort zum
Flughafen k im a¨ußeren Netzwerk. Damit stimmt eatkr mit der
rechten Seite der Ungleichung (3.1a) u¨berein.
• ldtlr: Spa¨teste Abfahrtzeit (latest departure time) des Auftrags r
vom Flughafen l zum Bestimmungsort d(r). Analog la¨ßt sich diese
Zeit berechnen als Zeit des spa¨testen Eingangs bei d(r) abzu¨glich
der Fahrzeit zwischen Zielflughafen l und Bestimmungsort d(r) im
a¨ußeren Netzwerk. Die spa¨teste Abfahrtzeit ldtlr ist also durch die
rechte Seite der Ungleichung (3.1b) gegeben.
4. Die Menge aller potentiellen Flu¨ge F . Ein potentieller Flug beschreibt
eine mo¨gliche Flugverbindung zwischen zwei Flugha¨fen k, l ∈ P , k 6= l
mit einem Flugzeugtyp a ∈ A. F ist definiert als die Menge aller Tripel
(a, k, l) ∈ A × P × P mit k 6= l und der zusa¨tzlichen Bedingung, daß
a ∈ Ak ∩ Al gelten muß, d.h., der Flugzeugtyp a muß fu¨r beide Flug-
ha¨fen k und l zula¨ssig sein.7
Fu¨r die weiteren Ausfu¨hrungen ist die folgende Annahme von grund-
legender Bedeutung: die Menge F der potentiellen Flu¨ge darf nicht
zu groß sein, d.h., sie darf nur einige Hundert bis Tausend Elemente
umfassen.8
• tloadf,ak bzw. t
unload
f,al ist die Dauer zur Beladung bzw. Entladung des
potentiellen Flugs f = (a, k, l) am Flughafen k bzw. l. Diese Zeiten
ha¨ngen außer vom Typ des Flugzeugs auch vom jeweiligen Flug-
hafen ab, da an den Flugha¨fen unterschiedliche technische Gera¨te
zur Be- und Entladung eingesetzt werden.
• tflightf,kla ist die Dauer des potentiellen Flugs f = (a, k, l) vom Flug-
hafen k ∈ P zum Flughafen l ∈ P mit dem Flugzeugtyp a ∈ A.
7Fu¨r das MFP wird diese Definition der potentiellen Flu¨ge auf S. 63 leicht modifi-
ziert. Aus diesem Grund wird sich auch die Indizierung von tloadf;ak bzw. t
unload
f;al als sinnvoll
herausstellen, obwohl mit f = (a, k, l) bereits ak bzw. al festliegen.
8Dies ist keine allzu scharfe Voraussetzung, denn selbst wenn die Menge P bis zu 25
Flugha¨fen und die Menge A bis zu zehn verschiedene Flugzeugtypen enthalten, ist immer
noch |F | ≤ 6000 erfu¨llt. Insbesondere ist die Kardinalita¨t von F unabha¨ngig von der An-
zahl der verschiedenen Auftra¨ge und der verschiedenen Ursprungs- und Bestimmungsorte.
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Fu¨r eine Instanz des MFP sind daru¨ber hinaus noch folgende Daten zur
Beschreibung relevant:
5. Der eindeutige Hub-Flughafen h ∈ P .
6. Das Zeitfenster TWhub = [ahub, bhub] fu¨r den Hubumschlag. Jeder po-
tentielle Flug f = (a, k, h) muß vor Beginn ahub des Hubumschlags am
Hub entladen sein, jeder potentielle Flug f = (a, h, l) kann erst nach
Ende bhub des Hubumschlags am Hub beladen werden.
Aspekte der Zula¨ssigkeit
Eine Lo¨sung des DFP oder des MFP muß eine ganze Reihe von Abha¨ngig-
keiten zwischen den Flu¨gen beru¨cksichtigen, damit sie zula¨ssig ist. Die erste
Art von Bedingungen betrifft die maximale Zahl von Flu¨gen einer Kategorie.
Kategorien A werden durch Zusammenfassen von bestimmten Flu¨gen gebil-
det. Formal fassen wir eine Kategorie A ∈ A als ein Tupel A = (FA, nA) mit
FA ⊆ F einer Teilmenge potentieller Flu¨ge und nA ∈ N einer natu¨rlichen Zahl
auf. Die Semantik einer Kategorie ist, daß ho¨chstens nA Flu¨ge aus der Teil-
menge FA mo¨glich sind. So gibt es eine maximale Anzahl von na verfu¨gbaren
Flugzeugen eines Typs a, die als Direkt- oder Hubflu¨ge genutzt werden ko¨n-
nen, jeweils maximale Anzahlen von Starts ntake−offk und Landungen n
landing
k
an einem Flughafen k und eine maximale Anzahl von Direktflu¨gen ndirect
und von Hubflu¨gen nhub. Weitere Einschra¨nkungen dieser Art sind denkbar,
wie bspw. die Beschra¨nkung der Flu¨ge in ein geographisches Gebiet oder aus
einem Gebiet heraus, eine Beschra¨nkung der Flu¨ge zwischen zwei Gebieten,
etc. Zur einfacheren Bezeichnungsweise nennen wir die zu den Kategorien
geho¨rigen Restriktionen nachfolgend zusa¨tzliche Restriktionen.
Zweiter wichtiger Aspekt ist die Balance von Flugzeugen oder Repositio-
nierung. Bei einem sich wiederholenden Flugnetz (Regelnetz) ist es notwen-
dig, daß an jedem Flughafen gleich viele Flugzeuge eines Typs starten und
landen. Dazu ist es u.U. notwendig, neben den
”
echten“ Flu¨gen des NLPN
weitere, sog. Ferry-Flu¨ge einzusetzen, welche keine NLP-Mengen transpor-
tieren, jedoch fu¨r eine ausgeglichene Bilanz sorgen. Diese Ferry-Flu¨ge sind
dennoch entscheidungsrelevant, da sie Kosten hervorrufen. Analog zur De-
finition der Menge der potentiellen Flu¨ge F definiert man die Menge der
mo¨glichen Ferry-Flu¨ge als
F ferry := {f ferry = (a, k, l) ∈ A× P × P : a ∈ Ak ∩ Al, k, l ∈ P, k 6= l}.
Hierbei wird grundsa¨tzlich angenommen, daß der Ausgleich gesto¨rter Balan-
cen nicht zur selben Zeit – innerhalb des Planungshorizonts – stattfindet wie
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die Flu¨ge f ∈ F . Als Konsequenz du¨rfen die Ferry-Flu¨ge f ∈ F ferry nicht bei
den zusa¨tzlichen Restriktionen (also fu¨r die maximale Anzahl von Mustern
eines Typs, der Anzahl der Starts und Landungen an einem Flughafen, usw.)
mitgeza¨hlt werden.
Aspekte der Kosten
Fu¨r das DFP und das MFP sind folgende drei Kostenarten relevant:
1. Flugkosten cfixf fu¨r gewa¨hlte (=durchgefu¨hrte) potentielle Flu¨ge f ∈ F .
Es handelt sich bei diesen Kosten um Einsatzfixkosten, welche insbe-
sondere nicht von der Beladung des Flugzeugs abha¨ngen. In diesem Zu-
sammenhang ist es erwa¨hnenswert, daß nur fu¨r relativ wenige Flugver-
bindungen und Flugzeugtypen Marktpreise verfu¨gbar sind. Der Grund
hierfu¨r liegt in der Tatsache, daß bisher nur Teile des Flugnetzes oder
das Flugnetz als Ganzes von der DPAG ausgeschrieben wurden. Um
dennoch OR-Methoden der Optimierung einsetzen zu ko¨nnen, wur-
de im Rahmen des Decision Support Systems ISBT-Netzplanung der
DPAG [TG96, GST99] und der Arbeiten [Bu¨d99, BGS00] ein Flugko-
stenmodell entwickelt, auf welchem auch die im Rahmen dieser Arbeit
verwandten Flugkosten beruhen.
2. Zufu¨hrungs- und Distributionskosten cfeedrf fu¨r die Zuordnung eines Auf-
trags r ∈ R zu einem potentiellen Flug f ∈ F (feeding/distribution).
Durch den Transport eines Auftrags r ∈ R mittels des potentiellen
Flugs f = (a, k, l) ∈ F wird ein Straßentransport des Auftrags vom
Ursprungsort o(r) zum Startflughafen k impliziert. Analog ist der Stra-
ßentransport von l zum Bestimmungsort d(r) festgelegt. Da durch die
zweistufige Planung gema¨ß der heuristischen Dekomposition die Auf-
tragsrouten auf der Straße zum Zeitpunkt der Planung des DFP bzw.
des MFP noch nicht feststehen, ko¨nnen diese Kosten nur approximativ
angegeben werden, bspw. als Kosten eines direkten Transports zwi-
schen den entsprechenden Orten. Man beachte, daß einem Direktflug
f ∈ F die Kosten beider Straßentransporte des Auftrags r zugerech-
net werden, wa¨hrend einem Hubflug nur die Kosten eines Transports
zugeordnet werden.
3. Ferry-Kosten cferryf eines durchzufu¨hrenden Ferry-Flugs f ∈ F
ferry.
Auch fu¨r die Ferry-Flu¨ge gibt es keine Marktpreise, so daß eine zu den
Flugkosten analoge Aussage gilt.
55
Kapitel 3. Das DFP und das MFP
Die im Rahmen dieser Arbeit verwandten Ferry-Kosten ko¨nnen zur Untersu-
chung verschiedener Szenarios fu¨r die Repositionierung der Flugzeuge mani-
puliert werden. Es lassen sich so allgemeiner folgende Szenarios analysieren:
S1 Keine Einschra¨nkungen und Kosten bei unbalancierten Flugpla¨nen,
d.h. cferryf := 0 fu¨r alle Ferry-Flu¨ge f ∈ F
ferry.
S2 Nicht ausgeglichene Bilanzen werden mit Strafkosten belegt. Fu¨r jeden
Flugzeugtyp a ∈ A und jeden Flughafen k ∈ P wird die absolute
Differenz aus startenden und landenden Flu¨gen ermittelt und mit einem
Strafterm pak > 0 versehen. Hieraus ergeben sich fu¨r einen Ferry-Flug
f = (a, k, l) ∈ F ferry die Ferry-Kosten als cferryf := pak + pal. Genau
diesen Weg beschreiten die Arbeiten [Bu¨d99, BGS00].
S3 Nicht ausgeglichene Bilanzen ko¨nnen – wie beschrieben – durch Ferry-
Flu¨ge kompensiert werden. Die Ferry-Kosten werden durch einen ent-
sprechenden Wert cferryf vorgegeben.
S4 Es werden exakt ausgeglichene Bilanzen fu¨r alle Flugzeugtypen a ∈ A
an allen Flugha¨fen k ∈ P gefordert. Dies impliziert, daß mo¨glicherweise
leere Flu¨ge (f, t, R∗), d.h. ohne Beladung R∗ = ∅ durchgefu¨hrt wer-
den mu¨ssen. Man erreicht dies durch Ansetzen der Fixkosten cferry(a,k,l) :=
cfix(a,k,l) fu¨r alle (a, k, l) ∈ F
ferry.
3.3 Modelle
Aus den oben genannten Grunddaten lassen sich zusa¨tzliche Daten berechnen
(auf einem ho¨heren Informationsniveau). Wir betrachten diesen Zwischen-
schritt als einen wesentlichen Aspekt der Modellierung. Er macht es uns erst
mo¨glich, exakt zu definieren, was ein zula¨ssiger Flug im DFP bzw. MFP ist.
3.3.1 Modell fu¨r das Direktflugproblem
Die Entwicklung des mathematischen Modells wird zuerst fu¨r das DFP vorge-
nommen. Der nachfolgende Abschnitt 3.3.2 erweitert dann das DFP-Modell
um die Integration von Hubflu¨gen.
Nachfolgend werden die Begriffe Zeitfenster aller mo¨glichen Startzeit-
punkte, potentieller Auftrag und die Kompatibilita¨t von Auftra¨gen definiert,
welche sich jeweils auf einen fest vorgegebenen potentiellen Flug f ∈ F be-
ziehen:
56
3.3. Modelle
• TWf (r): Fu¨r einen potentiellen Flug f = (a, k, l) ∈ F und einen Auf-
trag r ∈ R ist TWf (r) das Zeitfenster aller mo¨glichen Startzeitpunkte
von f am Startflughafen k unter der Bedingung, daß der Auftrag r ∈ R
an Bord ist. Dieses Zeitintervall ist durch folgende Formel gegeben:
TWf (r) = [ eat
k
r + t
load
f,ak ; ldt
l
r − t
flight
f,kla − t
unload
f,al ]. (3.2)
Einerseits ist der Abflugzeitpunkt durch die fru¨heste Ankunftszeit des
Auftrags u¨ber die Straße am Startflughafen und anschließendes Bela-
den des Flugs nach unten beschra¨nkt. Andererseits muß die Startzeit so
rechtzeitig sein, daß die durch Flugzeit und Entladezeit zusammen im-
plizierte Verfu¨gbarkeit des Auftrags am Flughafen l vor der spa¨testen
Abfahrtszeit eines Fahrzeugs liegt.
Fu¨r den Fall, daß eatkr +t
load
f,ak > ldt
l
r−t
flight
kla −t
unload
f,al gilt, ist das Zeitfen-
ster TWf (r) die leere Menge. Dies bedeutet, daß es keinen zula¨ssigen
Startzeitpunkt fu¨r den Transport des Auftrags r im potentiellen Flug
f = (a, k, l) gibt.
Zusa¨tzlich zu dieser dargestellten Zeitfenster-Restriktion gibt es an ei-
nigen Flugha¨fen feste zeitlich einschra¨nkende Start- und Lande-Bedin-
gungen (vgl. S. 52). In diesem Fall ist (3.2) durch TWf (r)∩TW
take−off
k ∩
(TW landingk − t
flight
f,kla ) zu ersetzen.
9
• R(f): Fu¨r einen potentiellen Flug f ∈ F ist mit R(f) die Menge al-
ler Auftra¨ge r ∈ R bezeichnet, welche dem potentiellen Flug f auf-
grund der zeitlichen Restriktionen zugeordnet werden ko¨nnen. Sie wer-
den auch die potentiellen Auftra¨ge des potentiellen Flugs f ∈ F ge-
nannt. Dies bedeutet, daß es fu¨r einen Auftrag r ∈ R(f) mindestens
einen mo¨glichen Startzeitpunkt gibt. R(f) ist folglich als
R(f) = {r ∈ R : TWf (r) 6= ∅} (3.3)
zu definieren.
• r ∼f r
′: Die Kompatibilita¨tsrelation ∼f bezieht sich fu¨r einen potentiel-
len Flug f ∈ F auf die Menge der potentiellen Auftra¨ge R(f). Fu¨r zwei
9Beispielsweise sind aus Gru¨nden des La¨rmschutzes nur Starts bis 22:00 Uhr abends
und ab 06:30 Uhr morgens erlaubt. In diesen Fa¨llen muß das Zeitfenster durch TWf (r) ∩
[06:30, 22:00] ersetzt werden. Durch Einschra¨nkungen am Start- und Zielflughafen ist es
theoretisch mo¨glich, daß TWf (r) in zwei oder mehr Intervalle zerlegt werden muß, es sich
also nicht mehr um ein Intervall im mathematischen Sinne handelt. Fu¨r unsere weiteren
Betrachtungen ist diese Tatsache jedoch nicht wesentlich, und wir werden daher weiterhin
von einem Intervall ausgehen.
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Auftra¨ge r, r′ ∈ R(f) bedeutet r ∼f r
′, daß die Auftra¨ge r und r′ unter
zeitlichen Gesichtspunkten zusammen im potentiellen Flug f transpor-
tiert werden ko¨nnen. Diese Tatsache la¨ßt sich formal durch Vergleich
der beiden Zeitfenster TWf (r) und TWf (r
′) angeben:
r ∼f r
′ fu¨r r, r′ ∈ R(f) ⇐⇒ TWf (r) ∩ TWf (r
′) 6= ∅ (3.4)
Die Auftra¨ge r, r′ ∈ R(f) heißen in diesem Falle kompatibel im Hinblick
auf den potentiellen Flug f .10
Es ist wichtig, den zentralen Begriff eines Flugs exakt zu definieren, ge-
nauer, wie dieser Begriff in der vorliegenden Arbeit verwendet wird. Drei
Sichtweisen werden sich als nu¨tzlich herausstellen:
• Ein potentieller Flug (vgl. S. 53) ist ein Tripel f = (a, k, l), bestehend
aus einer zula¨ssigen Kombination von Flugzeugtyp a ∈ A, Startflugha-
fen k und Zielflughafen l.
• Ein terminierter Flug ist die Erweiterung eines potentiellen Flugs um
einen Abflugzeitpunkt t, also ein Paar (f, t), wobei f = (a, k, l) ∈ F
und t ∈ R gilt.
• Ein beladener Flug (oder auch kurz Flug) ist ein Tripel (f, t, R∗), wobei
f = (a, k, l) ∈ F ein potentieller Flug, t ein Startzeitpunkt und R∗ ⊂ R
eine Teilmenge von Auftra¨gen ist. Wir sagen auch, daß die Auftra¨ge
r ∈ R∗ dem potentiellen Flug f = (a, k, l) zugeordnet sind.
Ein zula¨ssiger Flug ist ein beladener Flug, fu¨r den die Zuordnung der
Auftra¨ge R∗ zu f = (a, k, l) zula¨ssig ist, d.h., die Kapazita¨t des Flug-
zeugtyps eingehalten wird ∑
r∈R∗
qr ≤ Qa (3.5a)
10Die obigen Definitionen (von R(f) und r ∼f r′) sind Definitionen eines streng deter-
ministischen Modells. Natu¨rlich ist die Realita¨t eher unscharf: Die Qualita¨t vorhandener
Daten und abweichende subjektive Einscha¨tzungen lassen manche Auftra¨ge einem potenti-
ellen Flug zuordenbar erscheinen und andere nicht, obwohl TWf (r) das Gegenteil aussagt.
Es lassen sich bei der Definition der Menge R(f) aber auch Fragen der Unsicherheitsmodel-
lierung (siehe allgemeiner [Zim96]) mit beru¨cksichtigen. So kann man bspw. fordern, daß
R(f) nur solche Auftra¨ge r entha¨lt, fu¨r die TWf (r) ein ”
akzeptabel“ großes Zeitintervall
ist. Der Phantasie bei der Ausgestaltung unscharfer Regeln, welche auch die Wichtigkeit
des Auftrags (Service-Aspekte), seine Distanz, Gewicht, etc. mit einbeziehen ko¨nnen, sind
kaum Grenzen gesetzt. Fu¨r die Betrachtungen in dieser Arbeit spielen sie aber keine we-
sentliche Rolle, so daß weiterhin von einem streng deterministischen Modell ausgegangen
werden kann.
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und die Zuordnung zeitlich zula¨ssig ist, also der Startzeitpunkt t die
Bedingung
t ∈
⋂
r∈R∗
TWf (r) (3.5b)
erfu¨llt. Die Existenz eines solchen Zeitpunktes t gema¨ß letzterer Bedin-
gung ist a¨quivalent dazu, daß alle Auftra¨ge in R∗ paarweise in Relation
∼f stehen, also gema¨ß
r ∼f r
′ fu¨r alle r, r′ ∈ R∗
kompatibel sind.
Die Abb. 3.4 zeigt die Begriffe im U¨berblick und vermittelt einen Eindruck
von der Kardinalita¨t der jeweiligen Mengen von Flu¨gen fu¨r eine typische
Instanz des DFP (die Instanz FRA km600, siehe Kap. 9).
Abbildung 3.4. Begriff des
potentiellen, terminierten, be-
ladenen und zula¨ssigen Flugs.
Fu¨r die DFP-Instanz
FRA km600 ergeben sich
folgende Kardinalita¨ten:
|F | = 1184
|{(f, t)}| = 17428
|{(f, t, R∗)}| ≈ 1058
Bei der Menge der terminier-
ten Flu¨ge (f, t) sind nur die
relevanten Abflugzeitpunkte t
beru¨cksichtigt (vgl. S. 126)
Das DFP-Modell
Nach dieser Vorarbeit kann nun ein Modell fu¨r das DFP in Form eines Ganz-
zahligen Linearen Programms angegeben werden. Seine Entscheidungsvaria-
blen sind zum einen bina¨re Variablen yf ∈ {0, 1}, welche fu¨r jeden poten-
tiellen Flug f ∈ F angeben, ob dieser durchgefu¨hrt wird (yf = 1) oder
nicht (yf = 0).
11 Zum anderen beschreiben die bina¨ren Entscheidungsvaria-
blen xrf ∈ {0, 1} fu¨r jeden potentiellen Flug f ∈ F , ob diesem der Auftrag
11Die Beschra¨nkung der Variablen yf auf bina¨re Werte bedeutet, daß auf jeder Flugver-
bindung und mit einem festen Flugzeugtyp nur ein Flug stattfinden kann. Diese Einschra¨n-
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r ∈ R(f) zugeordnet wird (xrf = 1) oder nicht (xrf = 0). Schließlich geben
die Variablen zf ∈ N0 fu¨r jeden Ferry-Flug f ∈ F
ferry an, wie oft dieser
durchzufu¨hren ist.
min
∑
f∈F,r∈R(f)
cfeedrf xrf +
∑
f∈F
cfixf yf +
∑
f∈F ferry
cferryf zf (3.6a)
so daß∑
f∈F :r∈R(f)
xrf = 1 fu¨r alle r ∈ R (3.6b)
∑
f∈FA
yf ≤ nA fu¨r alle A = (FA, nA) ∈ A (3.6c)
∑
f=(a,k,l)∈F
yf +
∑
f=(a,k,l)∈F ferry
zf −
∑
f=(a,l,k)∈F
yf −
∑
f=(a,l,k)∈F ferry
zf = 0
fu¨r alle k ∈ P, a ∈ A (3.6d)
zf ≥ 0, ganzzahlig fu¨r alle f ∈ F
ferry (3.6e)∑
r∈R(f)
qrxrf ≤ Qayf fu¨r alle f = (a, k, l) ∈ F (3.6f)
xrf + xr′f ≤ yf fu¨r alle f ∈ F, r, r
′ ∈ R(f) : r 6∼f r
′ (3.6g)
yf ∈ {0, 1} fu¨r alle f ∈ F (3.6h)
xrf ∈ {0, 1} fu¨r alle f ∈ F, r ∈ R(f). (3.6i)
Die Zielfunktion (3.6a) minimiert alle Kosten, na¨mlich die Kosten fu¨r das
Einsammeln und das Verteilen der Auftra¨ge, die Einsatzfixkosten der durch-
gefu¨hrten Flu¨ge sowie die Ferry-Kosten fu¨r das Repositionieren der Flug-
zeuge. Jeder Auftrag r ∈ R muß einmal durch einen Flug u¨berdeckt wer-
den (3.6b). Die zusa¨tzlichen Bedingungen (3.6c) beschra¨nken die Anzahl der
Starts, der Landungen und der Flugzeuge eines Typs (vgl. S. 54). FA ist die
Teilmenge der potentiellen Flu¨ge einer Kategorie, und nA ∈ N ist die ma-
ximale Anzahl von zugeho¨rigen Flu¨gen. In (3.6d) wird gefordert, daß gleich
viele Flugzeuge eines Flugzeugtyps a ∈ A an einem Flughafen k ∈ P starten
und landen. Hierbei werden sowohl beladene Flu¨ge als auch Ferry-Flu¨ge mit
in die Rechnung einbezogen, so daß diese Restriktionen die Repositionierung
der Flugzeuge exakt abbilden.
Fu¨r den Fall des Szenarios S1, daß die Repositionierung von Flugzeu-
gen keine Beru¨cksichtigung im Modell finden soll, kann man die Variablen
kung wird sich aus Sicht der Modellierung als gu¨nstig herausstellen (siehe insbesondere
Abschnitt 6.2 und Kap. 7) und stellt keine echte Einschra¨nkung dar, denn in der Menge F
kann ein und derselbe potentielle Flug (a, k, l) auch mehrfach durch verschiedene Elemente
f, f ′ ∈ F repra¨sentiert werden.
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zf komplett aus dem Modell des DFP entfernen. Damit fallen sowohl die
zugeho¨rigen Kosten
∑
f∈F ferry c
ferry
f zf aus der Zielfunktion als auch die Re-
striktionen (3.6d) und (3.6e) aus dem Modell weg. Die Nebenbedingungen
(3.6f) stellen die Kapazita¨tsrestriktionen fu¨r alle potentiellen Flu¨ge dar. Die
Tatsache, daß nur kompatible Auftra¨ge r, r′ ∈ R(f) demselben potentiellen
Flug zugeordnet werden ko¨nnen, ist durch (3.6g) modelliert. Alle Variablen
des Modells sind diskret, die Variablen zf sind ganzzahlig und nicht-negativ
(3.6e), die Variablen yf zu potentiellen Flu¨gen und die Zuordnungsvariablen
xrf sind bina¨r (3.6h), (3.6i).
Abbildung 3.5. Struktur der Koeffizientenmatrix des DFP-Modells (3.6)
Eigenschaften des DFP-Modells
Die Abb. 3.5 zeigt die Struktur der Koeffizientenmatrix des DFP-Modells.
Dieses Modell weist eine block-angulare Struktur auf, wobei die einzelnen
Blo¨cke zu den jeweiligen potentiellen Flu¨gen f ∈ F geho¨ren. Diese Art von
Modell ist gut dazu geeignet, mit Dekompositionsmethoden wie der Dantzig-
61
Kapitel 3. Das DFP und das MFP
Wolfe-Dekomposition oder der Lagrange-Relaxation zerlegt und gelo¨st zu
werden. Wir werden im Abschnitt 5.1 auf diesen Aspekt zuru¨ckkommen.
Eine zweite bemerkenswerte Eigenschaft des Modells (3.6) ist, daß es ganz
ohne kontinuierliche Variablen zur Repra¨sentation der Zeiten, bspw. fu¨r die
Startzeitpunkte der Flu¨ge, auskommt. Der Grund hierfu¨r liegt darin, daß
der Startzeitpunkt t eines benutzten potentiellen Flugs nur implizit durch
die kompatiblen zugewiesenen Auftra¨ge festgelegt ist. Zu einem gegebenen
potentiellen Flug f ∈ F mit yf = 1 sind die mo¨glichen zula¨ssigen Startzeit-
punkte durch
t ∈
⋂
r∈R(f):xrf >0
TWf (r) (3.6j)
gegeben. Man beachte, daß der Schnitt nicht leer ist, solange ausschließlich
kompatible Auftra¨ge zugeordnet werden, was aufgrund von (3.6g) fu¨r eine
zula¨ssige Lo¨sung des Modells erfu¨llt ist. Fu¨r den Fall, daß das Intervall nicht
nur aus einem einzigen Zeitpunkt besteht, gibt dies dem Benutzer des Modells
auch eine gewisse Freiheit in der Implementierung der Lo¨sung fu¨r die Praxis.
Eine weitere wichtige Eigenschaft des Modells betrifft die Beziehung der
Variablen xrf und yf zueinander (fu¨r ein festgehaltenes f ∈ F ): Aus den
Kapazita¨tsrestriktionen (3.6f) folgt die nicht-aggregierte Ungleichung
0 ≤ xrf ≤ yf fu¨r alle f ∈ F, r ∈ R(f). (3.6k)
Es ist vielfach diskutiert (vgl. [NW88, S. 384], [Wol98, S. 16]), daß, bezo-
gen auf die LP-Relaxation eines ganzzahligen Modells, die nicht-aggregierten
Ungleichungen (3.6k) i.a. deutlich sta¨rker sind als die aggregierten Unglei-
chungen (3.6f).
Fu¨r eine optimale Lo¨sung des DFP kann umgekehrt vorausgesetzt werden,
daß ein potentieller Flug f ∈ F nur dann benutzt wird, wenn mindestens ein
Auftrag diesem potentiellen Flug zugeordnet wird, d.h., es ist
0 ≤ yf ≤
∑
r∈R(f)
xrf fu¨r alle f ∈ F (3.6l)
erfu¨llt. Wegen (3.6k) impliziert dies insbesondere die Gu¨ltigkeit der Gleich-
heit
yf = max{xrf : r ∈ R(f)}. (3.6m)
Denn wa¨re xrf = 0 fu¨r alle r ∈ R(f) und zugleich yf = 1, so ko¨nnte man
eine ebenfalls zula¨ssige Lo¨sung durch U¨bertragen der Lo¨sung (x, y, z) in eine
neue Lo¨sung (xneu, yneu, zneu) mit der Ersetzung yneuf := 0 und z
neu
f := zf +1
erhalten. Da Ferry-Flu¨ge f = (a, k, l) ∈ F ferry als nicht teurer als die ent-
sprechenden potentiellen Flu¨ge f = (a, k, l) vorausgesetzt wurden, ist die neu
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konstruierte Lo¨sung (xneu, yneu, zneu) nicht teurer. Fu¨r manche Argumenta-
tionen bei der Herleitung gu¨ltiger Ungleichungen in Kap. 7 wird es sich als
vorteilhaft erweisen, die Restriktionen (3.6l) explizit als Bestandteil des Mo-
dells (3.6) aufzufassen.
Eine weitere offensichtliche Eigenschaft besteht in der Tatsache, daß die
Partitionierungsbedingungen (3.6b) als ≥-Bedingungen – also als Covering-
Bedingungen – umgeschrieben werden ko¨nnen. Solange na¨mlich die Zuord-
nungskosten cfeedrf strikt positiv sind, ist in einer optimalen Lo¨sung des DFP
keiner der Auftra¨ge mehrfach u¨berdeckt.
3.3.2 Modell fu¨r das gemischte Hub- und Direktflug-
problem
Wenn die Benutzung eines Hubs h ∈ P mo¨glich ist, kann ein Auftrag entweder
durch zwei Flu¨ge (ein Flug von einem Startflughafen zum Hub-Flughafen
und ein Flug vom Hub-Flughafen zu einem Zielflughafen) oder, wie zuvor,
direkt transportiert werden. Fu¨r die erste Alternative des Hub-Transports
nehmen wir an, daß alle Umschlag- und Sortiervorga¨nge am Hub innerhalb
eines a priori festgelegten Hub-Zeitfensters TWhub = [ahub, bhub] stattfinden.
Alle am Hubumschlag teilnehmenden Flu¨ge mu¨ssen vor dem Zeitpunkt ahub
entladen sein und ko¨nnen erst nach dem Zeitpunkt bhub beladen werden.
An dieser Stelle ist es wichtig herauszustellen, daß ein potentieller Flug
f gleichzeitig fu¨r den Transport eines Auftrags r ∈ R(f) auf direktem Wege
und eines zweiten Auftrags r′ ∈ R(f) u¨ber den Hubumschlag genutzt werden
kann. Beispielsweise kann ein potentieller Flug f = (a, k, h) zum Hub hin fu¨r
einen Teil der transportierten Auftra¨ge als Direktflug benutzt werden. Diese
Auftra¨ge werden dann vom Hub u¨ber die Straße zu ihrem Bestimmungsort
transportiert. Der andere Teil der Auftra¨ge wird am Hub umgeladen und mit
einem anderen Flug vom Hub zu einem Zielflughafen gebracht.
Die Idee zur Modellierung des MFP ist simpel und besteht im Kern darin,
alle Auftra¨ge r in zwei Teile r+ ∈ R+ und r− ∈ R− zu zerlegen. Man erha¨lt
nun als neue Menge von Auftra¨gen
R := R+ ∪R−.
Die Bedeutung von r+ (bzw. r−) ist der Transport des Auftrags von einem
Startflughafen k zum Hub h (bzw. vom Hub h zu einem Zielflughafen l).
Potentielle Flu¨ge f ∈ F geho¨ren einer der folgenden drei Gruppen an:
• F+ bezeichnet die potentiellen Flu¨ge von irgendeinem Flughafen k ∈ A
zum Hub h, sog. Hubhinflu¨ge. Hubhinflu¨ge f = (a, k, h) ∈ F + u¨ber-
decken nur eine Teilmenge von R+, also R(f) ⊂ R+. Ein Hubhinflug
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(f, t, R∗) muß insbesondere so zeitig am Hub ankommen, daß er zu
Beginn des Hubumschlags ahub entladen ist.
• F− sind die potentiellen Flu¨ge vom Hub h zu einem Zielflughafen l,
auch Hubru¨ckflu¨ge genannt. Diese Flu¨ge f = (a, h, l) ∈ F− ko¨nnen
ausschließlich Teilmengen von R− u¨berdecken, d.h. R(f) ⊂ R−. Analog
darf ein Hubru¨ckflug (f, t, R∗) erst dann am Hub abfliegen, wenn der
Hubumschlag zum Zeitpunkt bhub und das Beladen abgeschlossen sind.
• F dir repra¨sentiert die bereits bekannten Direktflu¨ge. Ein Direktflug f =
(a, k, l) u¨berdeckt immer beide Teile r+ und r− eines Transportauftrags.
Dies bedeutet natu¨rlich nicht, daß der potentielle Flug einen realen
Zwischenstopp am Hub macht. Dennoch ist Hub als Startflughafen k
oder als Zielflughafen l des Direktflugs mo¨glich.
Man beachte, daß die drei Mengen nicht disjunkt sind, da mit f = (a, k, h)
bzw. f = (a, h, l) nicht klar ist, ob damit ein Direktflug oder Hubflug gemeint
ist. Mit F := F +∪F−∪F dir ist daher im folgenden eine Kollektion von poten-
tiellen Flu¨gen gemeint, in der zwischen Direkt- und Hubflu¨gen unterschieden
werden kann.12
Um auch die Mo¨glichkeit zuzulassen, daß ein Auftrag per Hub-Direkt-
transport (vgl. S. 45) abgewickelt wird, beno¨tigt man noch sog. Pseudo-
Hubflu¨ge. Sie sind das Gegenstu¨ck zu echten Hubflu¨gen, welche einen Teil
ihrer Auftra¨ge als direkte Hub-Direkttransporte durchfu¨hren. Der Pseudo-
Flug f = (pseudo, h, h) ∈ F− (bzw. f = (pseudo, h, h) ∈ F +) repra¨sentiert
einen gedachten Hubflug zwischen dem Hub h und demselben Flughafen h,
welcher natu¨rlich real nicht durchgefu¨hrt wird. Deswegen sind die Fixkosten
cfixf des Pseudo-Flugs gleich null gesetzt. Der Pseudo-Flug nutzt keinen Flug-
zeugtyp a ∈ A.
Gema¨ß der Idee, das DFP-Modell im Hinblick auf Hubflu¨ge zu erweitern,
mu¨ssen neue Zeitfenster fu¨r den Startzeitpunkt TWf (r) definiert werden. Fu¨r
die Direktflu¨ge f ∈ F dir bleiben die Zeitfenster unvera¨ndert, d.h., TWf (r
+)
und TWf (r
−) sind durch die Formel (3.2) gegeben.
Fu¨r Hubflu¨ge f = (a, k, h) ∈ F + und r+ ∈ R+(f) mu¨ssen alle Auftra¨ge
vor Beginn des Hubumschlags am Hub entladen sein. Damit ergibt sich das
folgende Intervall
TWf (r
+) = [ eatkr+ + t
load
f,ak ; ahub − t
flight
kha − t
unload
f,ah ]. (3.7)
12Formal kann man F als Multi-Menge definieren oder die potentiellen Flu¨ge f durch
4-Tupel (a, k, l, type) ersetzen, wobei type ∈ {+,−, dir} angibt, ob es sich um einen Direkt-
flug f ∈ F dir oder einen Hubflug f ∈ F+∪F− handelt. Aus Gru¨nden der U¨bersichtlichkeit
belassen wir es jedoch bei der einfacheren (und nicht ganz korrekten) Mengen-Schreibweise.
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Analog gilt fu¨r Hubflu¨ge f = (a, h, l) ∈ F− in umgekehrter Richtung und
Auftra¨ge r− ∈ R−(f), daß diese erst dann zum Abflug bereit sind, wenn der
Hubumschlag und das Beladen abgeschlossen sind:
TWf (r
−) = [ bhub + t
load
f,ah ; ldt
h
r− − t
flight
hla − t
unload
f,al ]. (3.8)
Da keine Transportmo¨glichkeit fu¨r Auftra¨ge r+ ∈ R+ in Hubru¨ckflu¨gen
f ∈ F− und analog keine Transportmo¨glichkeit fu¨r Auftra¨ge r− ∈ R− in
Hubhinflu¨gen f ∈ F+ besteht, setzt man
TWf (r
+) := ∅ fu¨r alle f ∈ F− (3.9)
und
TWf (r
−) := ∅ fu¨r alle f ∈ F+. (3.10)
Mit diesen Setzungen kann weiterhin R(f) als {r ∈ R : TWf (r) 6= ∅} fu¨r
die Definition der potentiellen Auftra¨ge gu¨ltig bleiben (vgl. (3.3)). Auch die
Kompatibilita¨t von Auftra¨gen r, r′ ∈ R(f) = R+(f) ∪ R−(f) unterliegt der
Bedingung r ∼f r
′ ⇐⇒ TWf (r) ∩ TWf (r
′) 6= ∅ (vgl. (3.4)).
Zusammenfassend la¨ßt sich fu¨r die Abflug-Zeitfenster TWf (r) und die
Mengen der potentiellen Auftra¨ge festhalten:
r+ ∈ R+ r− ∈ R−
TWf (r
+) R+(f) TWf (r
−) R−(f)
f ∈ F dir Formel r+ ∈ R+(f) Formel r− ∈ R−(f)
(3.2) ⇐⇒ r− ∈ R−(f) (3.2) ⇐⇒ r+ ∈ R+(f)
f ∈ F+ Formel i.a. 6= ∅ Formel ∅
(3.7) (3.9)
f ∈ F− Formel ∅ Formel i.a. 6= ∅
(3.10) (3.8)
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Das Modell fu¨r das gemischte Direkt- und Hubflugproblem kann nun a¨hn-
lich zum Modell fu¨r das DFP (3.6) formuliert werden:
min
∑
f∈F,r∈R(f)
cfeedrf xrf +
∑
f∈F
cfixf yf +
∑
f∈F ferry
cferryf zf (3.11a)
so daß∑
f∈F :r∈R(f)
xrf = 1 fu¨r alle r ∈ R
+ ∪R− (3.11b)
∑
f∈FA
yf ≤ nA fu¨r alle A = (FA, nA) ∈ A (3.11c)
∑
f=(a,k,l)∈F
yf +
∑
f=(a,k,l)∈F ferry
zf −
∑
f=(a,l,k)∈F
yf −
∑
f=(a,l,k)∈F ferry
zf = 0
fu¨r alle k ∈ P, a ∈ A (3.11d)
zf ≥ 0, ganzzahlig fu¨r alle f ∈ F
ferry (3.11e)∑
r∈R+(f)
qrxrf ≤ Qayf fu¨r alle f = (a, k, l) ∈ F (3.11f)
∑
r∈R−(f)
qrxrf ≤ Qayf fu¨r alle f = (a, k, l) ∈ F (3.11g)
xr+f = xr−f fu¨r alle f ∈ F
dir, r+ ∈ R+(f) (3.11h)
xrf + xr′f ≤ yf fu¨r alle f ∈ F, r, r
′ ∈ R(f) : r 6∼f r
′ (3.11i)
yf ∈ {0, 1} fu¨r alle f ∈ F (3.11j)
xrf ∈ {0, 1} fu¨r alle f ∈ F, r ∈ R(f). (3.11k)
Der Unterschied zwischen Modell (3.6) und Modell (3.11) liegt zum einen
in der vera¨nderten Bedeutung der U¨berdeckungsbedingungen (3.11b) und
in deren Verdopplung. Fu¨r jeden urspru¨nglichen Auftrag r existieren jeweils
zwei Restriktionen der folgenden Art:
(11)yf1+(
1
1)yf2+...︸ ︷︷ ︸
Direktflu¨ge
f ∈ F dir mit
xr+f = xr−f = 1
+ (10)yfm+1+(
1
0)yfm+2+...︸ ︷︷ ︸
Hub-Hinflu¨ge
f ∈ F+ mit
xr+f = 1
+ (01)yfn+1+(
0
1)yfn+2+...︸ ︷︷ ︸
Hub-Ru¨ckflu¨ge
f ∈ F− mit
xr−f = 1
=(11)
Auftra¨ge︷︸︸︷
r+
r−
Weitere Unterschiede zwischen dem DFP- und dem MFP-Modell bestehen in
den doppelten Kapazita¨tsrestriktionen und den neu hinzukommenden Bedin-
gungen (3.11h): Fu¨r einen potentiellen Hubflug f ∈ F + ∪ F− gilt entweder
R(f) ⊂ R+ oder R(f) ⊂ R−. Daher kann immer nur eine der zwei Restrik-
tionen (3.11f) und (3.11g) bindend sein. Da potentielle Direktflu¨ge f ∈ F dir
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immer beide Teile r+ und r− eines Auftrags u¨berdecken, sind die Restrik-
tionen (3.11h) hinzugekommen. Bei Direktflu¨gen sind immer die Werte der
linken Seiten von (3.11f) und (3.11g) identisch.
3.3.3 Erweiterung des MFP-Modells zur Auswahl von
Transportauftra¨gen
In diesem Unterabschnitt geht es um die Erweiterung des DFP- und MFP-
Modells hinsichtlich der Auswahl weiterer, optionaler Transportauftra¨ge. Da-
mit ist das Folgende gemeint: Neben einer Menge Rregulaer von zwingend im
Flugnetz NLPN zu transportierenden Auftra¨gen erscheint fu¨r eine weitere
Menge Roptional ein Transport im Flugnetz immer dann denkbar, wenn der
Transport dieser Auftra¨ge u¨ber Flu¨ge kostengu¨nstiger ist als ein reiner Stra-
ßentransport. Die Menge Rregulaer der zwingend im Flugnetz zu transportie-
renden Auftra¨ge steht in der Regel aufgrund zeitlicher und ra¨umlicher Distanz
zwischen Ursprungs- und Bestimmungsort fest. Wa¨hrend sich die Kosten des
Straßentransports relativ einfach approximieren lassen, sind die Kosten fu¨r
den Lufttransport der optionalen Auftra¨ge Roptional stark von ”
der Lo¨sung“
des DFP/MFP selbst abha¨ngig. Nicht komplett ausgelastete Flu¨ge haben
offene Restkapazita¨ten, welche zum Bedienen von Auftra¨gen r ∈ Roptional ge-
nutzt werden ko¨nnen. Aber nicht nur diese freien Restkapazita¨ten entschei-
den, ob eine Zuordnung optionaler Auftra¨ge sinnvoll ist: Symmetrische oder
geringfu¨gig vera¨nderte, teurere Lo¨sungen des DFP/MFP stellen unter Um-
sta¨nden so viel weitere freie Kapazita¨t bereit, daß deren Mehrkosten durch
die verku¨rzten Straßentransporte mehr als kompensiert werden.
Zur Modellierung dieser erweiterten Aufgabenstellung sei die Menge aller
Auftra¨ge durch
R := Rregulaer ∪Roptional
zu ersetzen. Die Mo¨glichkeit, daß die optionalen Auftra¨ge nicht im NLPN,
also u¨ber die Straße transportiert werden, wird durch einen sog. Pseudo-
Direktflug f pseudo realisiert. Dieser Pseudo-Direktflug ist nur in der Lage,
optionale Auftra¨ge zu u¨berdecken. Es soll abgebildet werden, daß ein optio-
naler Auftrag r ∈ Roptional nur dann dem Pseudo-Direktflug f
pseudo zuge-
ordnet wird, wenn ein Zuordnen des Auftrags zu einem echten Flug teurer
ist. Erreicht wird dies dadurch, daß die Menge der potentiellen Auftra¨ge von
f pseudo als R(f pseudo) := Roptional gesetzt wird, der Pseudo-Direktflug f
pseudo
eine ausreichend große Kapazita¨t Qpseudo :=
∑
r∈Roptional
qr erha¨lt, und die
Kosten der Zuordnung cfeed
r,fpseudo
als die Kosten eines reinen Straßentransports
von o(r) zu d(r) angesetzt werden. Der Pseudo-Direktflug hat keine Fixko-
sten, somit gilt cfix
fpseudo
= 0.
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Mit Hinzufu¨gen des Pseudo-Direktflugs f pseudo in die Menge der potenti-
ellen Flu¨ge F (fu¨r das MFP zu den potentiellen Direktflu¨gen F dir) ko¨nnen
alle weiteren Daten und Restriktionen der Modelle (3.6) und (3.11) mit der
neuen Menge R der Auftra¨ge bestehen bleiben.
3.3.4 Das MFP als Service-Netzwerk-Design-Problem
Das DFP und das MFP lassen sich auch als ein SND-Problem in einem Raum-
Zeit-Netzwerk modellieren. In diesem Abschnitt soll eine U¨bertragung in ein
SND-Modell mit komplexen Services der Form (2.7) vorgenommen werden.
Dieses Modell wird in Abschnitt 7.3 zum Vergleich der dort hergeleiteten
Schnittebenen mit den Cutset Inequalities des SND-Modells (2.7) und in
der Zusammenfassung als Grundlage fu¨r einen abschließenden Vergleich die-
nen. Die in Abschnitt 5.3.1 gegebene Interpretation der Pricing-Probleme des
DFP/MFP erlauben ferner eine Netzwerk-Reduktion fu¨r dieses SND-Modell.
Der unterliegende Digraph D = (V,A) wird nachfolgend durch die Anga-
be seiner Knoten und Bo¨gen beschrieben. Zur Vereinfachung der Schreibweise
nehmen wir an an, daß Be- und Entladezeiten tloadf,ka und t
unload
f,la in die Flug-
zeiten tf,kla einbezogen sind, also t
load
f,ka = t
unload
f,la = 0 und tf,kla > 0 gilt. Da
das Netzwerk fu¨r das MFP allgemeiner ist als das des DFP, beschra¨nken wir
uns auf die Darstellung im Falle des MFP. Sieben verschiedene Typen von
Knoten sind dazu notwendig:
1. Knoten VO := {vo(r),r : r ∈ R} als Quelle fu¨r jeden Auftrag r ∈ R,
2. Knoten VD := {vd(r),r : r ∈ R} als Senke fu¨r jeden Auftrag r ∈ R,
3. Knoten VK,T := {vk,t : k ∈ P, t ∈ T
abflug
k } fu¨r jeden Startflughafen
k ∈ P und jeden mo¨glichen diskreten Abflugzeitpunkt t ∈ T abflugk ,
4. Knoten VL,T := {vl,t : l ∈ P, t ∈ T
ankunft
l } fu¨r jeden Zielflughafen l ∈ P
und jeden mo¨glichen diskreten Ankunftszeitpunkt t ∈ T ankunftl ,
5. einen Knoten vh,ahub des Hub h zum Umschlagbeginn ahub,
6. einem Knoten vh,bhub des Hub h zum Umschlagende bhub
7. und Knoten VP := {vk ∈ P} fu¨r alle Flugha¨fen.
Hierbei ist die Menge der Abflugzeitpunkte diskret und durch
T abflug :=

 ⋃
f=(a,k,l)∈F
⋃
r∈R(f)
TWf (r)

 ∩ Z
68
3.3. Modelle
gegeben.13 Analoges gilt fu¨r die Ankunftszeiten T ankunft. Man beachte ferner,
daß Auftra¨ge mit identischem Ursprungsort o(r) = o(r′) oder identischem Be-
stimmungsort d(r) = d(r′) unterschiedliche Knoten in der Menge VO bzw. VD
besitzen. Gleiches gilt fu¨r die Knoten der Flugha¨fen zu gewissen Zeitpunkten:
Sie existieren als Knoten fu¨r den Start und als Knoten fu¨r die Landung.
Die Menge aller Knoten ist durch
V := VO ∪ VD ∪ VK,T ∪ VL,T ∪ {vh,ahub , vh,bhub} ∪ VP
definiert. Die Bogenmenge A setzt sich aus folgenden Typen von Bo¨gen zu-
sammen:
1. Bo¨gen AO,K fu¨r Straßentransporte zu den Flugha¨fen mit
AO,K :=
{
(vo(r),r, vk,t) : fu¨r alle f = (a, k, l) ∈ F , r ∈ R(f)
mit t := eatkr
}
,
2. Bo¨gen AK,L fu¨r die terminierten Direktflu¨ge mit
AK,L :=
{
(vk,t, vl,t′) : fu¨r alle f = (a, k, l) ∈ F
dir
}
mit t′ := t + tflightkla
}
,
3. Bo¨gen AK,h fu¨r die terminierten Hub-Hinflu¨ge mit
AK,h := {(vk,t, vh,ahub) : fu¨r alle f = (a, k, h) ∈ F
+
mit t := ahub − t
flight
kha
}
,
4. Bo¨gen Ah,L fu¨r die terminierten Hub-Ru¨ckflu¨ge mit
Ah,L := {(vh,bhub , vl,t′) : fu¨r alle f = (a, h, l) ∈ F
−
mit t′ := bhub + t
flight
hla
}
,
13Allgemein ko¨nnen die Eingangsdaten eatkr , ldt
l
r, t
load
f;ak, t
flight
f;kla , t
unload
f;al , ahub und bhub
als ganzzahlig angenommen werden. Die Beschra¨nkung auf diskrete Zeitpunkte t ∈ Z ist
dann gerechtfertigt.
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5. Bo¨gen AL,D fu¨r den Straßentransport zu den Bestimmungsorten mit
AL,D :=
{
(vl,t, vd(r),r) : fu¨r alle f = (a, k, l) ∈ F , r ∈ R(f)
mit t := ldtlr − t
flight
kla
}
,
6. Bo¨gen AT,T+1 := {(vk,t, vk,t+1) : k ∈ P, t ∈ T
abflug
k } fu¨r das Warten am
Flughafen,
7. ein Bogen (vh,ahub , vh,bhub) fu¨r den Hubumschlag
8. und Bo¨gen AP := {(vk, vl) : k, l ∈ P, k 6= l} zwischen allen Flugha¨fen.
Damit ist die Struktur des Netzwerks D = (V,A) vollsta¨ndig beschrieben.
Das Netzwerk D zerfa¨llt in zwei Zusammenhangskomponenten, eine Kom-
ponente fu¨r das Routing der Auftra¨ge und das Scheduling der Direkt- und
Hubflu¨ge und eine Komponente, durch die die Bewegung der Direkt-, Hub
und Ferry-Flu¨ge beschrieben wird. Letztere Zusammenhangskomponente ist
(VP , AP ). Die Abb. 3.6 zeigt das Beispiel des Routings eines Auftrags r ∈ R,
wobei der Auftrag r einerseits durch einen Direktflug und andererseits durch
zwei Hubflu¨ge abgewickelt wird.
Die Services in diesem Raum-Netzwerk entsprechen terminierten Flu¨gen
(f, t) ∈ F ×T abflug und Ferry-Flu¨gen f ∈ F ferry. Ein terminierter Direktflug
s = (f, t) = (a, k, l, t) bezieht sich immer auf zwei Bo¨gen, na¨mlich den kor-
respondierenden Bogen (vk,t, vl,t′) ∈ AK,L und den Bogen (k, l) ∈ AP (d.h.
α
(vk,t,vl,t′ )
s = αvk,vls = 1 sowie α
(i,j)
s = 0 fu¨r alle u¨brigen Bo¨gen (i, j) ∈ A). Fu¨r
terminierte Hubflu¨ge als Services gilt Entsprechendes, jedoch bezogen auf
einen Bogen in der Menge AK,h oder Ah,L sowie einen Bogen in der Menge
AP .
Ein Ferry-Flug s = (a, k, l) ∈ F ferry bezieht sich nur auf den korrespon-
dierenden Bogen (k, l) ∈ AP , und damit gilt α
(vk,vl)
s = 1 und α
(i,j)
s = 0 fu¨r
alle u¨brigen Bo¨gen (i, j) ∈ A). Damit kann die Menge der Services als
S :=

(f, t) = (a, k, l, t) : f ∈ F dir, t ∈ ⋃
r∈R(f)
TWf (r)


∪
{
(f, t) = (a, k, h, t) : f ∈ F +, t = ahub − t
flight
f,kha
}
∪
{
(f, t) = (a, h, l, t) : f ∈ F−, t = bhub
}
∪ F ferry
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Abbildung 3.6. Netzwerk zum SND-Modell fu¨r das MFP
definiert werden. Die Services s ∈ S erhalten als Fixkosten fs die Fixkosten
cfixf des potentiellen Direkt- oder Hubflugs f ∈ F bzw. die Fixkosten c
ferry
f
des Ferry-Flugs f ∈ F ferry. Die Bedarfe der Gu¨ter K := R sind durch bk := qr
fu¨r k = r ∈ R und die Kapazita¨ten der terminierten Direkt- und Hubflu¨ge
s = (f, t) = (a, k, l, t) ∈ S sind durch us := Qa gegeben.
Abschließend stellt sich nur noch die Frage nach den Restriktionen Y ′,
welche die Abha¨ngigkeiten zwischen den Services beschreiben. Es gilt
1. Die Bedingung (3.11j), daß jeder potentielle Flug ho¨chstens einmal be-
nutzt wird, u¨bersetzt sich in eine Bedingung der Form∑
s∈S:s=(f,t)
ys ≤ 1 fu¨r alle f ∈ F . (3.12a)
2. Die Bedingungen (3.11c) an die Anzahl von potentiellen Flu¨gen einer
Kategorie A = (FA, nA) ∈ A werden zu∑
s∈S:s=(f,t),f∈FA
ys ≤ nA fu¨r alle A = (FA, nA) ∈ A. (3.12b)
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3. Die Bedingungen (3.11d) der ausgeglichenen Bilanzen von Direkt-, Hub
und Ferry-Flu¨gen beziehen sich auf das Netzwerk (VP , AP ) und lauten∑
(vk,vl)
∈δ+(vk)
∑
s∈S
α(vk,vl)s ys −
∑
(vl,vk)
∈δ−(vk)
∑
s∈S
α(vl,vk)s ys = 0 fu¨r alle vk ∈ VP .
(3.12c)
Hiermit ist die U¨bertragung des MFP in ein SND-Modell (2.7) durchgefu¨hrt.
Bekannte Techniken zur Reduktion des unterliegenden Netzwerks (vgl. bspw.
[KBWR99]) ko¨nnen zur Verkleinerung der SND-Formulierung benutzt wer-
den. Auch die in Abschnitt 5.3.1 (vgl. S. 126) dargestellte Interpretation
der Pricing-Probleme kann zur Netzwerk-Reduktion benutzt werden. Wir
fu¨hren diese Techniken hier nicht weiter aus, da wir eine Lo¨sung der SND-
Formulierung nicht anstreben.
3.4 Literatur zu a¨hnlichen Problemen und
Modellen
Die dargestellten Modelle fu¨r das DFP und das MFP weisen in Teilaspekten
Gemeinsamkeiten mit in der Literatur beschriebenen Problemen und Model-
len auf, welche hier genauer angesprochen werden sollen.
Bezug des DFP und MFP zu Service-Netzwerk-Design-Problemen
Obwohl auch das DFP und das MFP Service-Netzwerk-Design-Probleme dar-
stellen, entsprechen die Modelle (3.6) und (3.11) nicht den typischen in Ab-
schnitt 2.2 beschriebenen Modellen zum SND. Der Hauptgrund fu¨r die Unter-
schiedlichkeit liegt darin, daß das DFP und das MFP eine spezielle Struktur
aufweisen: Auftragsrouten und Flugrouten sind kurz. So bestehen Flugrouten
aus maximal zwei Segmenten und Auftragsrouten aus maximal vier Segmen-
ten. Beim DFP/MFP handelt es sich daher weniger um ein Routing-Problem
als vielmehr um ein Problem der Zuordnung von Auftra¨gen zu Services, de-
ren Einrichtung mit Fixkosten verbunden ist. Fixkosten-Probleme und spezi-
ell das Warehouse-Location-Problem weisen daher inhaltliche A¨hnlichkeiten
auf. Ferner ist beim DFP/MFP die Anzahl der Auftra¨ge, welche durch einen
potentiellen Flug u¨berdeckt werden, typischerweise groß. SND-Anwendungen
wie bspw. [KBWR99, ABW01] routen im Mittel eine geringere Zahl von Auf-
tra¨gen u¨ber einen Service.
Ein zweiter wesentlicher Unterschied besteht darin, daß beim DFP und
beim MFP ein Splitten der Bedienung eines Gutes (=Auftrags) auf verschie-
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dene Services (=Flu¨ge) nicht erlaubt ist. Herko¨mmliche Netzwerk-Design-
Probleme hingegen lassen ein Splitten eines Gutes k ∈ K u¨ber verschiede-
ne Routen zu. Nur bei Single-Source- oder bina¨ren Netzflußproblemen wird
eine feste Zuordnung des Gutes zu einem Service gefordert (siehe bspw.
[BHFJ90, BHV00]).
Bei SND-Modellen wie (2.6) liegt eine Zerlegung des Problems nach
verschiedenen Gu¨tern nahe. Eine entsprechende Lagrange-Relaxation oder
Dantzig-Wolfe-Dekomposition des Modells (2.6) fu¨hrt damit direkt auf das
a¨quivalente Modell (2.7) mit Variablen, welche Pfaden (oder Ba¨umen) zu je
einem (Super-)Gut entsprechen. Die Struktur des DFP und des MFP la¨ßt im
Gegensatz dazu eine Dekomposition nach Services sinnvoll erscheinen, also
nach potentiellen Flu¨gen f ∈ F (vgl. Abb. 3.5). Argumente, welche fu¨r eine
solche Zerlegung nach Services sprechen, lassen sich folgendermaßen zusam-
menfassen:
• Eine Zerlegung nach Services und die Lo¨sung der zerlegten Proble-
me mittels Lagrange-Relaxation oder Column-Generation (vgl. auch
Kap. 4) haben sich fu¨r speziell strukturierte Probleme des Vehicle-
Routings und des Vehicle- und Crew-Schedulings als besonders erfolg-
reich erwiesen und stellen derzeit den
”
State-of-the-Art“ der Lo¨sungs-
methoden dar. Einen U¨berblick zu allgemeinen Modellen und Lo¨sungs-
techniken vermittelt der U¨bersichtsartikel [DDI+98].
• Die Dekomposition nach Gu¨tern k ∈ K bei SND-Modellen wie (2.7) er-
zeugt in aller Regel schwache untere Schranken (vgl. [KBWR99]). Das
Subproblem besitzt als herko¨mmliches Ku¨rzeste-Wege-Problem nicht
die Integralita¨tseigenschaft, weshalb sich auch die Modelle (2.6) und
(2.7) hinsichtlich ihrer Sta¨rke nicht unterscheiden (vgl. Abschnitt 4.2).
Man erha¨lt verbesserte untere Schranken i.a. erst durch das Hinzufu¨-
gen von Schnittebenen (Cutset Inequalities, vgl. Abschnitt 2.2.3 und
Beispiel 2.1).
In Teilen sind die meisten Modelle und Methoden aus dem Bereich des
Fixkosten-Netzwerk-Designs auch fu¨r die Problemstellung des DFP und des
MFP relevant. Einen Gesamtu¨berblick geben die Arbeiten von Magnanti und
Wong [MW84], von Dejax und Crainic [DC87], Balakrishnan et al. [BMM97].
Wir greifen nachfolgend einige besonders interessante Probleme und Modelle
mit a¨hnlichen Teil-Strukturen zum Vergleich heraus:
Leung et al. [LMS90] betrachten das Problem der Zuordnung von Auf-
tra¨gen (OD-Paaren) zu Umschlagterminals (dort: intermediate distribution
center, DC) und das Routing von Fahrzeugen zwischen verschiedenen DC.
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Dies spiegelt das Problem des simultanen Designs des inneren Netzwerks und
die Frage der Wahl der Start- und Zielterminals wider. Im Gegensatz zum
DFP sind hier allgemeinere Routings im inneren Netzwerk zwischen den DC
erlaubt. Gegen eine Anwendung der dort beschriebenen Modelle und Metho-
den auf das DFP und das MFP sprechen folgende Aspekte: Erstens werden
keine Zeitfenster der Auftra¨ge beru¨cksichtigt, so daß prinzipiell lange Routen
und die Zuordnung nicht kompatibler Auftra¨ge zu einem Flugzeug/Fahrzeug
mo¨glich sind. Die Anforderung des Schedulings der Flugzeuge beim DFP
und MFP findet also keine Beru¨cksichtigung. Zweitens werden alle Fahrzeu-
ge/Flugzeuge als identisch angenommen, d.h., sie geho¨ren zu einem homo-
genen Fuhrpark/Flugzeugpark. Drittens werden keine Repositionierung bzw.
Umla¨ufe von Fahrzeugen/Flugzeugen mit in die Planung integriert.
Powell und Sheffi [PS89] und Braklow et al. [BGH+92] beschrei-
ben ein Decision Support System fu¨r die Planung von Stu¨ckgut-Transporten
(less than truckload, LTL). Zur Ermittlung eines sog. Load Planing Net-
work, welches ein Hub-and-Spoke-Netzwerk darstellt, wird ein Mehrgu¨ter-
Flußproblem formuliert. Seine Lo¨sung geschieht in einem rechnerunterstu¨tz-
ten hierarchischen Planungsprozeß, bei dem ein Planer interaktiv einbezogen
wird. Auch hier steht mehr die Frage des Routings von Auftra¨gen (direkt
oder u¨ber einen oder mehrere Hubs) im Mittelpunkt des Interesses. Zeitliche
Scheduling-Aspekte gehen nicht in das Modell ein, weshalb eine Anwendung
dieser Methodik fu¨r das DFP/MFP schwerlich mo¨glich ist.
Barnhart und Schneur [BS96] bescha¨ftigen sich mit dem Flugnetz-
Design fu¨r einen großen Post- und Express-Dienstleister in den USA. Der
Hauptunterschied zum DFP/MFP liegt darin, daß das innere Netzwerk dort
als reines Hubnetz geplant wird. Flugrouten verlaufen entlang von Service-
Centern (SC, vergleichbar den Briefzentren) zum Hub hin als Pickup-Routen
bzw. vom Hub zu den SC als Delivery-Routen. Da nicht alle SC gleichzei-
tig als Flugha¨fen fungieren ko¨nnen, werden nicht durch Routen besuchte SC
u¨ber Straßentransporte an die Flugrouten angebunden. Eine Route ist damit
in [BS96] eine Zusammenfassung von Airstops (=SC, die angeflogen werden),
ihre Reihenfolge, Straßenanbindungen von nicht besuchten SC, einem Flug-
zeugtyp und dem Schedule des zugeho¨rigen Flugs. Direkttransporte kommen
nur implizit in der Planung vor, da kapazitiv u¨berlastete Routen durch den
Einsatz von kommerziellen Direkttransporten realisiert werden. In diesem
Zusammenhang ist es wichtig zu betonen, daß es keine Kapazita¨tsbeschra¨n-
kungen auf den Flugrouten in diesem Modell von Barnhart und Schneur gibt.
Bei dem dort vorgestellten Ansatz ist ferner jeder Auftrag r ∈ R a priori fest
einem Start-SC k(r) und Ziel-SC l(r) zugeordnet. Der Grund hierfu¨r ist in
der viel geringeren Dichte geeigneter Flugha¨fen in den USA als Start- oder
End-Flughafen einer Auftragsroute zu sehen. Der Fokus liegt in der Arbeit
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[BS96] wiederum erheblich sta¨rker auf der Ermittlung von Flugrouten und
nicht auf zeitlichen Aspekten.
Kim, Barnhart, Ware und Reinhardt [KBWR99] benutzen das SND-
Modell (2.7) bzw. die korrespondierende Baum-Formulierung zur Lo¨sung ei-
nes Netzwerk-Design-Problems fu¨r den Paket-Transport eines großen Ex-
press-Dienstleisters in Nordamerika. Es handelt sich hierbei um ein Multi-
Hub-Problem mit bis zu drei verschiedenen Hubs, mit a priori festgelegten
Hubumschlagzeitfenstern. Gateway-Terminals sind die Ursprungs- und Be-
stimmungsorte der Pakete (=Gu¨ter K). Bedarfe fu¨r Transporte bestehen bei
diesem Problem direkt an den Gateway-Terminals. Services sind (a) Straßen-
transporte (Feeder-Routes) der La¨nge 1 von einem Gateway zu einem zwei-
ten Gateway, (b) Feeder-Routes mit Propeller-Flugzeugen (analog zu (a))
und (c) Flugtransporte mit Jets entlang von Pickup-Routen (von Gateways
zum Hub) und Delivery-Routen (vom Hub zu Gateways). Dabei sind die
Pickup- und Delivery-Routen auf den Besuch von maximal zwei Gateways
beschra¨nkt. Hauptunterschiede zum DFP/MFP sind:
1. In [KBWR99] liegt ein reines Hubnetz vor, allerdings mit mehreren ver-
schiedenen Hubs. Es gibt jedoch keine Konsolidierung durch Transporte
zwischen den Hubs. Damit liegt der Fokus des Modells auf der Suche
nach Pickup- und Delivery-Routen. Inhalt ist nicht die Frage nach einer
Design-Alternative eines Direktflugnetzes, Hubflugnetzes oder gemisch-
ten Netzes.
2. Die Bedarfe ko¨nnen gesplittet werden, d.h., daß Anteile eines Guts
(=Auftrags) durch verschiedene Services bedient werden ko¨nnen.
3. Die Bedarfe sind direkt an den Gateways vorhanden. Fragen der Zu-
ordnung eines Ursprungsorts o(r) zu einem Start-Terminal k(r) (analog
fu¨r den Bestimmungsort d(r) und das Ziel-Terminal l(r)) werden aller-
dings zum Teil durch die Straßen- und Flug-Feeder-Routen abgebildet,
vergleichbar den Flugha¨fen beim DFP/MFP.
Der Aufbau des SND-Modells in [KBWR99] ist zweiteilig: Services s ∈ S
(Feeder-Routen sowie Pickup- und Delivery-Routen) werden explizit als Va-
riablen ys erzeugt und dynamisch dem Modell hinzugefu¨gt. Die Paketflu¨sse
werden durch Lo¨sen eines MCNF-Problems in Baum-Formulierung bestimmt.
Die Autoren betonen, daß ihr Ansatz nur fu¨r schwach ausgelastete Service-
Netzwerke gut funktioniert (not congested). Dies ist beim DFP/MFP gerade
nicht erfu¨llt.
Armacost, Barnhart und Ware [ABW01] verfeinern den SND-Ansatz
in [KBWR99] durch sog. Composite Variables, um auf diese Weise eine sta¨r-
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kere Formulierung zu erhalten (d.h., eine bessere unterer Schranke der LP-
Relaxation des Master-Programms). Zwei Ideen sind in den Composite Va-
riables vereinigt: Erstens werden Paketflu¨sse (=Routings von Auftra¨gen) mit
Services in einer zusammengesetzten Variable vereinigt. Von diesen Variablen
sind unter der dort gemachten Voraussetzung, daß es keine Routing-Kosten
gibt, nur sog. Extreme Routes relevant. Alle zula¨ssigen Services und ihre Ka-
pazita¨t respektierenden Paketflu¨sse ko¨nnen na¨mlich als Konvexkombinatio-
nen dieser Extreme Routes dargestellt werden. Zweitens kann man zusa¨tzlich
durch Gruppieren von Gu¨tern (dort sog. Gateway-Hub Commodities (i, h))
Extreme Routes zu Composite Variables zusammensetzen und durch Run-
den ihrer Koeffizienten die Formulierung weiter verscha¨rfen. Mehrere Gru¨nde
sprechen zusa¨tzlich zu den bzgl. [KBWR99] genannten auch hier gegen die
Anwendung dieses Modells und Lo¨sungsprinzips fu¨r das DFP/MFP:
1. Es liegt ein reines Hub-Netz mit mehreren Hubs vor. Auftra¨ge sind
Gateway-Hub-Kombinationen und diese sind a priori einem Hub zuge-
ordnet. Einziger erkennbarer Grund fu¨r die Kopplung der verschiedenen
Hubs in einem SND-Problem sind die als beschra¨nkt angenommenen
Flugzeug-Flotten.
2. Bedarfe liegen direkt an den Gateways vor (vgl. Punkt 3. zum Arti-
kel [KBWR99]). Insbesondere bedeutet dies, daß bei Beschra¨nkung der
Pickup- und Delivery-Routen auf zwei Transportabschnitte nur ho¨ch-
stens zwei Gu¨ter (=Auftra¨ge) einer Route zugeordnet werden ko¨nnen.
Dies wu¨rde fu¨r das DFP/MFP eine
”
a priori“-Zusammenfassung vieler
Gu¨ter zu einem neuen aggregierten Gut erfordern. Eine freie Wahl von
Start- und Ziel-Terminal k(r) und l(r) fu¨r jeden Auftrag r la¨ßt sich
kaum mit diesem Konzept verbinden.
3. Die Kosten des Routings von Gu¨tern mu¨ssen in der Composite Variable
Formulierung als null angesetzt werden.
Relaxation des DFP-Modells als Warehouse-Location-Problem
Mit dem DFP selbst bescha¨ftigen sich die Arbeiten von Bu¨denbender [Bu¨d99]
und Bu¨denbender et al. [BGS98, BGS00]. Die dort vorgeschlagene Lo¨sungs-
methodik eines hybriden Tabu-Search-Verfahrens beruht im Kern auf der
Enumeration aller terminierten Flu¨ge und der Lo¨sung eines erweiterten und
modifizierten Warehouse-Location-Problems (WLP, auch Facility-Location-
Problem genannt).
Relaxiert man na¨mlich im DFP-Modell (3.6) die zusa¨tzlichen Restriktio-
nen (3.6c), die Flugzeug-Repositionierung (3.6d) einschließlich Weglassen der
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zugeho¨rigen Variablen (3.6e) und die Kompatibilita¨tsbedingungen (3.6g), so
erha¨lt man als Modell ein Single-Source Warehouse-Location-Modell:
min
∑
f∈F,r∈R(f)
cfeedrf xrf +
∑
f∈F
cfixf yf (3.13a)
so daß∑
f∈F :r∈R(f)
xrf = 1 fu¨r alle r ∈ R (3.13b)
∑
r∈R(f)
qrxrf ≤ Qfyf fu¨r alle f = (a, k, l) ∈ F (3.13c)
yf ∈ {0, 1} fu¨r alle f ∈ F (3.13d)
xrf ∈ {0, 1} fu¨r alle f ∈ F, r ∈ R(f). (3.13e)
In einem WLP geht es darum, daß eine Menge R von Kunden mit Gu¨tern
aus optional zu errichtenden Lagern F zu beliefern sind. Die Ero¨ffnung eines
Lagers f ∈ F ist mit Fixkosten cfixf verbunden. Die Bedarfe der Ho¨he qr eines
Kunden r ∈ R ko¨nnen durch Transporte zwischen Lagern und dem Kunden
befriedigt werden. Jedes Lager kann dabei insgesamt mit seiner Kapazita¨t
Qf i.a. den Bedarf mehrerer Kunden decken, genauer den Bedarf der Kun-
den r ∈ R(f) ⊆ R. Die Zuordnung des Kunden r ∈ R zum Lager f ∈ F wird
durch bina¨re Entscheidungsvariablen xrf dargestellt, die Ero¨ffnung eines La-
gers f ∈ F durch bina¨re Variablen yf fu¨r f ∈ F . Somit bedeutet (3.13b), daß
der Bedarf jedes Kunden befriedigt werden muß, (3.13c) stellt die Kapazi-
ta¨tsrestriktion fu¨r jedes Lager f ∈ F dar und beru¨cksichtigt gleichzeitig, daß
nur ein ero¨ffnetes Lager Kunden bedienen kann. (3.13d) und (3.13e) fordern,
daß alle Variablen bina¨r sind.
Relaxiert man in (3.13) auch die Ganzzahligkeitsbedingungen (3.13e) zu
0 ≤ xrf ≤ 1, so erha¨lt man ein klassisches Warehouse-Location-Modell. Dabei
repra¨sentiert xrf den Anteil des Bedarfs qr des Kunden r, welcher durch das
Lager f gedeckt wird.
Idee des hybriden Tabu-Search-Algorithmus in [BGS00] ist die Lo¨sung
eines entsprechend definierten WLP, wobei ein Lager f ∈ F einem termi-
nierten Flug entspricht (vgl. auch Definition eines Service S. 70 im SND-
Modell). Damit werden die Kompatibilita¨tsbedingungen (3.6g) des Modells
(3.6) u¨berflu¨ssig, F wird jedoch eine erheblich gro¨ßere Menge. Die zusa¨tzli-
chen Bedingungen (3.6c), die Ferry-Flu¨ge (3.6d) und ihre Kosten erweitern
das WLP Modell gegenu¨ber dem Standardfall.
Da eine direkte Lo¨sung eines solchen – enorm großen – WLP praktisch
unmo¨glich ist, arbeitet man mit einem lokalen Suchverfahren, bei dem im
i-ten Iterationsschritt mit einem kleineren WLP zu einer Teilmenge Fi ⊂ F
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gearbeitet wird. Der Zula¨ssigkeitsbereich dieses kleineren WLP zur Teilmen-
ge Fi entspricht einer Nachbarschaft im Sinne der lokalen Suche bzw. im
Sinne von Tabu-Search. Die Bestimmung der besten Lo¨sung in dieser Nach-
barschaft wird durch Lo¨sen des WLP zu Fi mit Hilfe eines MIP-Solvers
durchgefu¨hrt. Ausgehend von einer Lo¨sung, welche die terminierten Flu¨ge
F ∗i ⊂ Fi benutzt, wird eine neue Teilmenge Fi+1 als Obermenge von F
∗
i be-
stimmt und das Verfahren fortgesetzt. Diese Strategie, auf Teilmengen Fi
von terminierten Flu¨gen zu optimieren, entspricht der Idee der Intensivie-
rung innerhalb der lokalen Suche. Fu¨r weitere Details sei auf die Arbeiten
[Bu¨d99, BGS98, BGS00] verwiesen. Dort finden sich auch ausfu¨hrliche Refe-
renzen zur Lo¨sung von Standard-WLP, von denen [Das95, Sri95, LL97] einen
guten U¨berblick vermitteln.
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Inhalt dieses Kapitels ist eine detaillierte Beschreibung von Spalten-generie-
renden Verfahren, sog. Column-Generation-Verfahren. Diese werden zur Lo¨-
sung gut strukturierter Gemischt-Ganzzahliger Programme eingesetzt, wel-
che sehr viele Variablen (=Spalten der Koeffizientenmatrix, engl.: columns)
enthalten. Diese Methodik ist fundamental fu¨r die Lo¨sung der beiden zentra-
len Probleme DFP (3.6) und MFP (3.11). Die vorliegende Beschreibung ist
in Teilen dem Buch
”
Optimierung in der Transportlogistik“ [GIS02, Abs. 3.6]
entnommen, der entsprechende Abschnitt des Buchs wurde vom Autor der
vorliegenden Arbeit selbst verfaßt. Die Terminologie richtet sich nach dem
Buch [NW88] von Nemhauser und Wolsey, dem Artikel [BJN+98] von Barn-
hart, Johnson, Nemhauser, Savelsbergh und Vance sowie dem Artikel [Van00]
von Vanderbeck. Im Unterschied zu den nachfolgenden Kapiteln ist dieser
Abschnitt relativ ausfu¨hrlich gehalten, um einen allgemeinen Einblick in die
Grundideen der Lo¨sungsverfahren zu bieten.
Die Idee von Column-Generation-Verfahren ist es, mit einer Formulie-
rung eines Problems bzw. seiner LP-Relaxation zu arbeiten, die eine große
Anzahl von Variablen, d.h. Spalten aufweist. Es ist praktisch nicht mo¨g-
lich, dieses sogenannte Master-Programm (master program, MP) mit allen
Spalten durch ein direktes LP-basiertes Verfahren zu lo¨sen. Statt dessen be-
ginnt man mit einer kleinen Teilmenge von Spalten und lo¨st dieses sog. Re-
stricted Master Program (RMP). Durch Lo¨sen des Pricing-Problems werden
nun Variablen bestimmt, deren Aufnahme in das RMP vorteilhaft erscheint.
Dieses Generieren von Variablen bzw. Spalten fu¨r ein LP wird Spaltenerzeu-
gung (Column-Generation) genannt. Es entspricht exakt der Aufnahme einer
Nicht-Basisvariablen in die Basis beim Simplex-Algorithmus.
Der einfachsten Form der Spaltenerzeugung begegnet man bei der Lo¨sung
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großer Linearer Programme in der Dantzig-Wolfe-Dekomposition [DW60].
Das Pricing erfordert hier nur die Lo¨sung eines Linearen Programms. Ei-
ne o¨konomische Interpretation dieses Dekompositionsprinzips findet man bei
Lasdon [Las72] und Chva´tal [Chv83].
Gilmore und Gomory [GG60, GG60] waren die ersten, die das Prinzip der
dynamischen Spalten-Generierung auf den Fall des Cutting-Stock-Problems,
also ein Ganzzahliges Programm, u¨bertragen haben. In diesem Fall erfordert
das Pricing die Lo¨sung eines ganzzahligen Problems, und man spricht von
einem Column-Generation-Verfahren. Einen hervorragenden U¨berblick mit
einer großen Zahl von aktuellen Referenzen zu Column-Generation bietet
die Doktorarbeit von M. Lu¨becke [Lu¨b01]. Dort finden sich interessante Zu-
sammenstellungen und detaillierte Betrachtungen zum reduzierten Master-
Programm, zum Pricing und zu Fragen der Konvergenz des Column-Genera-
tion-Verfahrens.
Ist nicht nur das Subproblem, sondern auch das Master-Programm ganz-
zahlig, so kann man Column-Generation in ein Branch-and-Bound-Verfahren
integrieren. In diesem Fall liegt ein sog. Branch-and-Price-Verfahren vor.
Grundsa¨tzlich sind die Konzepte und die Methodik im U¨bersichtsartikel von
Barnhart et al. [BJN+98] und spezielle Aspekte des Branchings in Vanderbeck
[Van00] abgehandelt. Erga¨nzt man diese Idee noch um den dualen Ansatz,
d.h. die Generierung von Schnittebenen, so schafft man damit die Mo¨glich-
keit, Modelle zu formulieren und zu lo¨sen, deren LP-Relaxation in der Regel
eine sehr scharfe Schranke aufweist.
4.1 Dantzig-Wolfe-Dekomposition
Im Jahre 1960 vero¨ffentlichten G. Dantzig und P. Wolfe [DW60] das im fol-
genden dargestellte Verfahren zur Lo¨sung großer strukturierter Linearer Pro-
gramme. Die beiden wesentlichen Ideen dieses Verfahrens bestehen in der
Zerlegung eines Ausgangsproblems in zweierlei Hinsicht. Es sei dazu ein Li-
neares Programm der folgenden Form gegeben:
zLP = min c
T x
so daß
A1x = b1 m1 schwierige oder koppelnde,
A2x ≤ b2 m2 einfache Restriktionen
x ≥ 0.
Die erste Idee der Dantzig-Wolfe-Dekomposition besteht darin, die Lo¨sung
des obigen Problems durch eine Zerlegung in ein Master-Programm und ein
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oder mehrere Sub- oder Pricing-Probleme zu erleichtern. Dazu sei
X = {x : A2x ≤ b2, x ≥ 0}
die von den einfachen Restriktionen beschriebene zula¨ssige Menge. Die Menge
aller zula¨ssigen Lo¨sungen bezeichnen wir mit Z, d.h.
Z = {x : A1x = b1, A2x ≤ b2, x ≥ 0}.
Wir nehmen im folgenden der Einfachheit halber an, daß die Menge X be-
schra¨nkt ist, d.h. X ein beschra¨nktes Polyeder ist. Jedes x ∈ X la¨ßt sich dann
als Konvexkombination der Ecken (Extremalpunkte) E(X) = {x1, . . . , xt}
von X beschreiben, d.h. es existieren λ1, . . . , λt, so daß
x =
t∑
i=1
λixi mit
t∑
i=1
λi = 1
gilt.1 Durch Einsetzen dieser Beschreibung von x in das obige Lineare Pro-
gramm erhalten wir als a¨quivalente Formulierung
zLP = min
t∑
i=1
(cT xi)λi (4.1a)
so daß
t∑
i=1
(A1xi)λi = b1 (4.1b)
t∑
i=1
λi = 1 (4.1c)
λi ≥ 0. (4.1d)
Anstatt der urspru¨nglich m1 + m2 besitzt dieses nur m1 + 1 Restriktionen.
Die Zahl der Spalten entspricht genau der Anzahl der Ecken des Polyeders
X. Fu¨r große m2 steht der Reduzierung der Zeilen eine deutliche Zunahme
der Spalten gegenu¨ber.
1Der allgemeine Fall eines nicht unbedingt beschra¨nkten Polyeders erfordert neben den
Extremalpunkten auch die zusa¨tzliche Betrachtung von Extremalstrahlen. Nach Minkow-
ski’s Theorem la¨ßt sich jedes nicht-leere Polyeder P = {x ∈ Rn : Ax ≤ b} mit Rg(A) = n
als die Menge aller der Punkte beschreiben, welche Konvexkombination der Extremalpunk-
te und nicht-negative Linearkombination der Extremalstrahlen sind. Einen entsprechenden
Satz findet man bspw. in [NW88, Abschnitt I.4], die entsprechenden allgemeineren Aussa-
gen fu¨r das Column-Generation bei [Van00]. Aus Gru¨nden der Ku¨rze (auch der Schreib-
weise) befassen wir uns nachfolgend nur mit beschra¨nkten Polyedern.
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Diese Umformung allein stellt noch keinen Fortschritt fu¨r die Lo¨sung dar.
Ein Vorteil ergibt sich erst aus der Mo¨glichkeit, mit einer kleinen Teilmenge
von Spalten zu arbeiten: Ausgehend von einem LP, welches nur einige wenige
der Spalten
(
A1xi
1
)
entha¨lt, fu¨gt man wa¨hrend des Lo¨sungsverfahrens zum LP
neue Spalten hinzu. Dieses RMP wird vorab gelo¨st, und von nun an wech-
seln sich Hinzufu¨gen neuer Spalten und Reoptimieren des um diese Spalten
erweiterten RMP ab.
Beim Simplex-Algorithmus werden Spalten mit negativen reduzierten Ko-
sten hinzugefu¨gt. Gema¨ß Dantzigs Aufnahmeregel (vgl. z.B. [Mar99, S. 151])
wa¨hlt man dabei die Spalte mit den kleinsten, negativen reduzierten Kosten
aus. Anstatt fu¨r jede Spalte einzeln die Berechnung der reduzierten Kosten
vorzunehmen, bestimmt man hier die in die Basis aufzunehmende Spalte
durch Lo¨sung eines Sub- oder Pricing-Problems. Das Pricing-Problem ergibt
sich dabei sofort aus den folgenden zwei Beobachtungen: Einerseits entspre-
chen die Spalten den Ecken des Polyeders X. Jede Ecke ist die Lo¨sung eines
LP u¨ber dem zula¨ssigen Bereich X unter einer bestimmten Zielfunktion. An-
dererseits lassen sich die reduzierten Kosten als lineare Funktion u¨ber X,
na¨mlich als (cT −piT A1)x−µ fu¨r x ∈ X darstellen, wobei pi = (pi1, . . . , pim1)
T
die dualen Variablen der Restriktionen A1x = b1 und µ die duale Variable der
Konvexita¨tsbedingung (4.1c) des RMP sind. Das Pricing-Problem sucht nach
dem x ∈ X, welches die reduzierten Kosten c˜(x) = (cT − piT A1)x minimiert,
also:
ζ = min(cT − piT A1)x− µ so daß x ∈ X.
Beispiel 4.1 Es sei das folgende Lineare Programm gegeben:
min−x1 − x2 (4.2a)
so daß
−x1 + 2x2 ≤ 6, 3x1 + x2 ≤ 15 (4.2b)
x1 + 2x2 ≤ 10, 2x1 − x2 ≤ 8, x1, x2 ≥ 0. (4.2c)
Wir fassen die ersten beiden Restriktionen (4.2b) als die koppelnden auf, d.h.
A1 =
(
−1 2
3 1
)
, b1 =
(
6
15
)
, cT =
(
−1 −1
)
.
Es macht keinen wesentlichen Unterschied, daß (4.2b) ≤-Restriktionen sind, denn diese
lassen sich durch Hinzufu¨gen je einer Schlupfvariable in Gleichheitsrestriktionen u¨berfu¨h-
ren. Wir lassen jedoch die Schlupfvariablen der U¨bersichtlichkeit halber weg. Die u¨brigen
Restriktionen (4.2c) bilden den Bereich
X = {(x1, x2)
T ∈ R2 : x1 + 2x2 ≤ 10, 2x1 − x2 ≤ 8, x1, x2 ≥ 0}.
Abb. 4.1(a) zeigt den zula¨ssigen Bereich X (gesamter grauer Bereich), die zwei koppelnden
Restriktionen und den daraus resultierenden zula¨ssigen Bereich Z fu¨r das Ausgangspro-
blem (4.2) (dunkel-grau).
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(a) (b)
Abbildung 4.1. (a) zula¨ssiger Bereich Z, Bereich der einfachen Restriktionen X
mit weiteren Restriktionen und Zielfunktion, (b) Folge der Lo¨sungen bei Pricing
(x0, x1 und x2) und nach Reoptimierung (x∗,1 und x∗,2)
Mit x0 = (0; 0)T ist ein zula¨ssiger Punkt von X bekannt mit zugeho¨riger Variable λ0.
Das RMP zu (4.1) mit nur einer zu x0 geho¨rigen Spalte ist dann von der Form
min 0λ0
so daß(
0
0
)
λ0 ≤
(
6
15
)
λ0 = 1
λ0 ≥ 0.
Dieses triviale RMP hat die duale Lo¨sung (pi1, pi2, µ) = (0; 0; 0), damit ist das erste Pricing-
Problem durch
ζ = min{(−1;−1)x : x ∈ X}
gegeben. Es hat die Lo¨sung x1 = ( 265 ;
12
5 )
T und wegen cT x1 = − 385 und A
1x1 =
(
−0:4
18
)
erhalten wir als neues RMP
min 0λ0 − 385 λ
1
so daß(
0
0
)
λ0 +
(
−0.4
18
)
λ1 ≤
(
6
15
)
λ0 + λ1 = 1
λ0, λ1 ≥ 0.
Die duale Lo¨sung ist jetzt (pi1, pi2, µ) = (0;−
19
45 ; 0). Als zweites Pricing-Problem ist zu
lo¨sen:
ζ = min{
(−1+3· 19
45
−1+1· 19
45
)T
x : x ∈ X}.
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Man erha¨lt nun die Ecke x2 =
(
0
5
)
∈ E(X) als Lo¨sung des Pricing-Problems. Das neue
RMP ist wegen cT x2 = −5 und A1x2 =
(
10
5
)
gegeben durch
min 0λ0 −
38
5
λ1 − 5λ2
so daß(
0
0
)
λ0 +
(
−0.4
18
)
λ1 +
(
10
5
)
λ2 ≤
(
6
15
)
λ0 + λ1 + λ2 = 1
λ0, λ1, λ2 ≥ 0.
Dieses hat als primale Lo¨sung (λ0, λ1, λ2)T = (0; 1013 ;
3
13 )
T , was dem Punkt x = (4; 3)T
entspricht. Das na¨chste Lo¨sen des Pricing-Problems zu der dualen Lo¨sung (pi1, pi2, µ) =
(0;− 15 ;−4)
ζ = min{
(−1+3· 1
5
−1+1· 1
5
)T
x + 4 : x ∈ X}
liefert ζ = 0. Damit ist insgesamt eine primal und dual zula¨ssige Lo¨sung fu¨r das MP
gefunden, x = (4; 3)T ist die optimale Lo¨sung zu (4.2).
Die Abb. 4.1(b) veranschaulicht den Ablauf des Algorithmus: Ergebnis des ersten
Pricing ist der bzgl. der koppelnden Restriktionen (4.2b) nicht zula¨ssige Vektor x1. Die
Reoptimierung des RMP kombiniert anschließend aus x0 und x1 die zula¨ssige Konvex-
kombination x1;∗ = 16 x
0 + 56 x
1. Das zweite Pricing ermittelt x2 als weitere Ecke von X.
Aus x0, x1 und x2 wird durch Reoptimierung des RMP die optimale Konvexkombination
xopt = 0x0 + 1013 x
1 + 313 x
2 gefunden.
Die Idee der Dantzig-Wolfe-Dekomposition geht noch einen Schritt weiter:
Oftmals lassen sich die Restriktionen und Variablen so gruppieren, daß sich
eine Gruppe von Restriktionen nur auf genau eine Gruppe von Variablen
bezieht. Daru¨ber hinaus gibt es noch eine weitere Gruppe von sogenannten
koppelnden Restriktionen, die sich auf alle Gruppen von Variablen beziehen.
In der obigen Notation sind A1x = b1 die koppelnden Restriktionen und die
Restriktionen A2x ≤ b, x ≥ 0 sind zerlegbar, na¨mlich:

 A1
A2

 =


A11 A
1
2 . . . A
1
K
A(2,1)
A(2,2)
. . .
A(2,K)


,

 b1
b2

 =


b1
b(2,1)
b(2,2)
...
b(2,K)


.
Fu¨r den zula¨ssigen Bereich X, welcher von den einfachen Restriktionen {x ≥
0 : A2x ≤ b2} gebildet wird, bedeutet dies, daß er sich als kartesisches Pro-
dukt X = X1×X2× . . .×XK von kleineren Bereichen schreiben la¨ßt. Jeder
Vektor x ∈ X ⊂ Rn la¨ßt sich eindeutig in seine zugeho¨rigen Komponenten
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xk zerlegen:
x =


x1
x2
...
xK


∈ X = X1 ×X2 × . . .×XK .
Die einzelnen Komponenten xk sind Elemente des jeweiligen zula¨ssigen Be-
reichs Xk ⊂ Rnk , welcher durch
Xk = {xk : A(2,k)xk ≤ b(2,k), xk ≥ 0}
definiert ist. Natu¨rlich gilt fu¨r die Dimensionen n =
∑K
k=1 nk. In gleicher
Weise sei der Vektor der Zielfunktionskoeffizienten in cT = (c(1)
T
, . . . , c(K)
T
)
zerlegt. Wir erhalten:
z = min c(1)
T
x1 +c(2)
T
x2 + . . . +c(K)
T
xK
so daß
A11x
1 +A12x
2 + . . . +A1Kx
K = b1
A(2,1)x1 ≤ b(2,1)
A(2,2)x2 ≤ b(2,2)
. . .
...
...
A(2,K)xK ≤ b(2,K)
x1 ≥ 0, . . . . . . xK ≥ 0
x1 ∈ Rn1 , . . . . . . xK ∈ RnK .
(4.3)
Ein x ∈ X la¨ßt sich als x = (x1, x2, . . . , xK)T mit xk ∈ Xk schreiben. Jedes
Element xk ∈ Xk ist analog zu obiger Betrachtung wieder als Konvexkombi-
nation der tk Ecken E(X
k) = {xk1, . . . , xktk} des beschra¨nkten Polyeders Xk
darstellbar.2 Zusammen erha¨lt man fu¨r jedes x ∈ X eine komponentenweise
Beschreibung als Konvexkombination von Ecken des jeweiligen Polyeders:
x =


∑t1
i=1 λ
1ix1i∑t2
i=1 λ
2ix2i
...∑tK
i=1 λ
KixKi

 mit
∑tk
i=1 λ
ki = 1 fu¨r alle k = 1, . . . , K.
2Das Polyeder ist als beschra¨nkt vorausgesetzt, ansonsten sei auf S. 81 verwiesen.
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4.1.1 Master-Programm der Dantzig-Wolfe-
Dekomposition
Aus der Darstellung als Konvexkombination von Extremalpunkten ergibt sich
insgesamt das folgende zu Problem (4.3) a¨quivalente Lineare Programm, das
sogenannte Master-Programm (MP) der Dantzig-Wolfe-Dekomposition:
zMP = min
K∑
k=1
tk∑
i=1
(c(k)
T
xki)λki (4.4a)
so daß
K∑
k=1
tk∑
i=1
(A1xki)λki = b1 (4.4b)
tk∑
i=1
λki = 1 fu¨r alle k = 1, . . . , K (4.4c)
λki ≥ 0 fu¨r alle k = 1, . . . , K, i = 1, . . . , tk. (4.4d)
Der Trick, nur mit einer kleinen Zahl von Spalten
(
A1xki
ek
)
ein RPM aufzu-
stellen, bleibt derselbe. Hier mu¨ssen jedoch K Lineare Programme zur Be-
stimmung von Spalten mit negativen reduzierten Kosten gelo¨st werden. Wir
bezeichnen wiederum mit pi = (pi1, . . . , pim1)
T die dualen Preise der koppeln-
den Restriktionen und ferner mit µ = (µ1, . . . , µK)
T die dualen Preise der K
Konvexita¨tsbedingungen. Das k-te Pricing-Problem sucht nach einer Variable
xk ∈ Xk, welche die reduzierten Kosten (c(k)
T
− piT A1k)x
k − µk minimiert:
ζk = min(c(k)
T
− piT A1)xk − µk
so daß
A(2,k)xk ≤ b(2,k)
xk ≥ 0.
Erfu¨llt die Lo¨sung xki die Bedingung (c−piT A1)xki−µk < 0, so ist diese Va-
riable in das RMP aufzunehmen. Abb. 4.2 zeigt das allgemeine Prinzip: Das
RMP gibt den K verschiedenen Pricing-Problemen Preise vor (in Abha¨ngig-
keit von den dualen Preisen). Diese geben als Lo¨sung dem RMP die Variablen
mit den kleinsten, negativen reduzierten Kosten zuru¨ck. Durch das Reopti-
mieren des RMP entstehen in jedem Iterationsschritt neue duale Preise als
Parameter fu¨r die Pricing-Probleme. Das Column-Generation-Verfahren ter-
miniert nach endlich vielen Schritten, wenn durch Anpassung der einzelnen
Preise das Gesamtergebnis nicht weiter verbessert werden kann.
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Abbildung 4.2. Prinzip der Dantzig-Wolfe-Dekomposition
4.1.2 Column-Generation-Verfahren
Das gesamte Verfahren zur Lo¨sung des Master-Programms la¨ßt sich in fol-
genden Schritten festhalten:
Algorithmus 4.1 Generisches Column-Generation-Verfahren
1: (Initialisierung) Die Initialisierung besteht darin, ein RMP aufzustellen, wel-
ches eine zula¨ssige Lo¨sung besitzt. Fu¨r jedes k = 1, . . . , K ist daher mindestens
eine Spalte der Form
(
A(2,k)xki
ek
)
mit Kosten c(k)
T
xki und zugeho¨riger Variable
λki in das RMP aufzunehmen.
2: (Schleife) Wiederhole:
3: (Lo¨sen des RMP) Lo¨se das RMP mit dem Revidierten Simplex-Algorith-
mus (vgl. bspw. [NM93, Mar99]). Falls das Verfahren aus Schritt 7 fortge-
setzt wird, ist i.d.R. eine Reoptimierung effizienter als eine Lo¨sung
”
from
scratch“.
4: Die duale Lo¨sung (piT , µT ) des RMP liefert eine untere Schranke fu¨r das MP
gema¨ß (4.6).
5: (Pricing) Lo¨se das Pricing-Problem. D.h., bestimme mindestens eine Va-
riable xk ∈ Xk fu¨r k ∈ {1, . . . , K} mit negativen reduzierten Kosten
c˜k(xk) := (c(k)
T
− piT A(2,k))xk − µT ek (4.5)
oder stelle fest, daß
ζk = min
xk∈Xk
c˜k(xk) ≥ 0 fu¨r alle k ∈ {1, . . . , K}
gilt. Das Pricing-Problem stellt damit fest, ob die aus dem RMP ermittelte
duale Lo¨sung (piT , µT ) auch fu¨r das MP dual zula¨ssig ist.
6: (Stoppkriterium) Falls alle reduzierten Kosten c˜k(xk) ≥ 0 sind, so ist
(piT , µT ) dual zula¨ssig fu¨r MP. Aufgrund der Complementary-Slackness-Be-
dingung ist dann λ∗ eine optimale Lo¨sung fu¨r das MP. Stoppe.
7: (Einfu¨gen neuer Spalten) Sind hingegen fu¨r ein k = 1, . . . , K die redu-
zierten Kosten ζk = minxk∈Xk c˜
k(xk) < 0, so ist mindestens eine dieser Lo¨-
sungen xk des Pricing-Problems als Spalte in das RMP aufzunehmen. Die
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zugeho¨rige Spalte ist von der Form
(
A(2,k)xk
ek
)
. (Die Lo¨sung xk muß nicht
unbedingt eine optimale Lo¨sung des Pricing-Problems sein, jede Lo¨sung
mit negativen reduzierten Kosten kann aufgenommen werden. Insbeson-
dere besteht auch die Mo¨glichkeit, mehrere verschiedene solche Lo¨sungen
xk1, xk2, . . . simultan in das RMP einzufu¨gen.)
Nach Abschluß des obigen Verfahrens erhalten wir aus der primalen Lo¨-
sung des RMP eine untere Schranke fu¨r das MP, d.h. fu¨r das urspru¨ngliche
Problem. Wir mu¨ssen aber gar nicht abwarten, bis das RMP komplett gelo¨st
ist, sondern erhalten mit jedem Iterationsschritt des Verfahrens eine Schran-
ke aus folgender U¨berlegung: Nach dem Lo¨sen jedes Pricing-Problems gilt
gema¨ß Gleichung (4.5) fu¨r jedes xk ∈ Xk die Ungleichung
(c(k)
T
− piT A(2,k))xk − µk − ζk ≥ 0.
Setzen wir den Vektor der reduzierten Kosten als ζ = (ζ1, ζ2, . . . , ζK), so ist
folglich (piT , µT + ζT ) eine dual zula¨ssige Lo¨sung bezu¨glich des MP. Folglich
gilt
zMP ≥ pi
T b1 +
K∑
k=1
µk +
K∑
k=1
ζk =: LLB(pi, µ, ζ). (4.6)
Die rechte Seite der Ungleichung bildet die gesuchte untere Schranke. Diese
wird auch als Lagrangean Lower Bound (LLB) bezeichnet.
Beispiel 4.2 Nachfolgend wird eine Umformulierung des MCNF-Modells (2.1) mit Va-
riablen wkij fu¨r den Anteil (bezogen auf den Gesamtbedarf bk) des Flusses jedes Gutes
k ∈ K auf einem Bogen (i, j) ∈ A betrachtet. Fassen wir die Anteile der Flu¨sse jedes
Gutes zu Vektoren wk ∈ [0, 1]|A| zusammen, so erhalten wir folgende zu (2.1) a¨quivalente
Formulierung des MCNF-Problems:
min
∑
k∈K
bk(c
T wk) (4.7a)
so daß
Iwk = eo(k) − ed(k) fu¨r alle k ∈ K (4.7b)
bkw
k ≤ u fu¨r alle k ∈ K (4.7c)
0 ≤ wk ≤ 1 fu¨r alle k ∈ K. (4.7d)
Dabei ist cT ∈ Z|A| der Vektor der Kosten fu¨r alle Bo¨gen, I ∈ Z|V |×|A| die Inzidenzmatrix
des unterliegenden Digraphen (V,A), ei ∈ Z
|A| der i-te Einheitsvektor, u ∈ Z|A| der Vektor
der Kapazita¨ten aller Bo¨gen und schließlich 1 der Vektor (1, 1, . . . , 1)T ∈ Z|A|.
Die Zielfunktion (4.7a) minimiert die Kosten aller Flu¨sse, (4.7b) sind die Flußerhal-
tungsgleichungen, (4.7c) die gemeinsamen Kapazita¨tsrestriktionen und (4.7d) die Schran-
ken fu¨r die Anteile der Flu¨sse. Faßt man die Kapazita¨tsrestriktionen als die koppelnden,
schwierigen Nebenbedingungen auf, so erha¨lt man mit der Zerlegung nach verschiedenen
Gu¨tern jeweils
Xk = {wk ∈ [0, 1]|A| : Iwk = eo(k) − ed(k)} fu¨r alle k ∈ K,
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wobei jede Menge Xk den Zula¨ssigkeitsbereich eines Ku¨rzeste-Wege-Problems von o(k) zu
d(k) auf dem Digraphen (V,A) repra¨sentiert. Genauer gilt sogar
Xk = conv({pk : pk ist Inzidenzvektor eines Pfads von o(k) zu d(k)}),
und die Menge der Extremalpunkte von Xk stimmt mit der Menge aller Pfade Pk von o(k)
nach d(k) u¨berein. Die Dantzig-Wolfe-Dekomposition vom Modell (4.7) ist damit genau
durch das Pfad-Modell (siehe (2.3)) fu¨r das MCNF-Problem gegeben, d.h. Modell (2.3)
entspricht dem MP. Die Bedingungen (2.3c) stellen die U¨bertragung der gemeinsamen
Kapazita¨tsrestriktionen auf das MP her, wa¨hrend die Bedingungen (2.3b) die Konvexi-
ta¨tsbedingungen fu¨r die Zerlegung entsprechend den Gu¨tern k ∈ K darstellen.
Setzt man pi = (piij) ∈ R
|A| als die dualen Preise der Kapazita¨tsbedingungen (2.3c)
und µ = (µk) ∈ R
|K| als die dualen Preise der Konvexita¨tsbedingungen (2.3b), so ist das
k-te Pricing-Problem von folgender Form:
min c˜T wk
so daß
Iwk = eo(k) − ed(k)
0 ≤ wk ≤ 1 .
Die (reduzierten) Kosten c˜k = (c˜kij) der Bo¨gen (i, j) ∈ A im k-ten Pricing-Problem sind
gegeben durch
c˜kij = cij − piij −
{
µk, falls i = o(k)
0, falls i 6= o(k)
.
Mit dieser Setzung sind (c˜k)T pk die reduzierten Kosten eines Pfads pk ∈ Pk, wobei pk ∈
{0, 1}|A| ist.
4.2 Integer Column-Generation
Die Methode, die Variablen eines Linearen Programms durch ein implizites
Verfahren (Lo¨sen eines bzw. mehrerer Pricing-Probleme) erst dann zu ge-
nerieren, wenn diese tatsa¨chlich vom Simplex-Algorithmus beno¨tigt werden,
la¨ßt sich auch auf bina¨re Programme oder Gemischt-Ganzzahlige Program-
me u¨bertragen. Tatsa¨chlich liegt in diesen Problemstellungen das Haupt-
Anwendungsfeld von Column-Generation-Verfahren (siehe auch Abschnitt
4.7).
Folgende Gru¨nde ko¨nnen allgemein fu¨r den Einsatz eines Column-Genera-
tion-Verfahrens sprechen (vgl [BJN+98, S. 316]):
• Eine kompakte Formulierung als MIP hat nur eine schwache LP-Rela-
xation. Durch eine alternative Formulierung mit einer großen Zahl von
Variablen kann eine sta¨rkere Relaxation angegeben werden.
• Eine kompakte Formulierung als MIP hat manchmal den Nachteil, daß
sie eine symmetrische Struktur aufweist. Fu¨r eine Lo¨sung dieser For-
mulierung mittels eines Branch-and-Bound-Verfahrens bedeutet dies,
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daß ein Branching das Problem mo¨glicherweise nicht oder nur mar-
ginal vera¨ndert. Daraus resultiert eine schlechte Effizienz des Branch-
and-Bound-Verfahrens.
• Eine Formulierung des Problems mit sehr vielen Variablen ist die ein-
zige Mo¨glichkeit der Modellierung.
Wir wollen nun formal die Dantzig-Wolfe-Dekomposition auch auf den Fall
u¨bertragen, daß x ganzzahlig ist, also ein Problem der Form
z = min c(1)
T
x1 +c(2)
T
x2 + . . . +c(K)
T
xK
so daß
A11x
1 +A12x
2 + . . . +A1Kx
K = b1
A(2,1)x1 ≤ b(2,1)
A(2,2)x2 ≤ b(2,2)
. . .
...
...
A(2,K)xK ≤ b(2,K)
x1 ∈ Zn1+ , . . . . . . x
K ∈ ZnK+
(4.8)
vorliegt. Dabei ist n = n1 + . . . + nK . Es sei vorausgesetzt, daß (4.8) zula¨ssig
und beschra¨nkt ist, also eine optimale Lo¨sung besitzt. Der zula¨ssige Bereich
X als Teilmenge des Rn ist zerlegt in K Teilmengen des Rn1 bis RnK . Wenn
wir weiterhin die Beschra¨nktheit von X unterstellen, so entha¨lt jeder der
aus der Dekomposition entstandenen zula¨ssigen Bereiche Xk = {xk ∈ Znk+ :
A(2,k)xk ≤ b(2,k)} nur endlich viele Elemente:
Xk = {xk1, . . . , xktk}. (4.9)
Die Anzahl tk ∈ N der Elemente in X
k ist zwar endlich, jedoch in vielen
Anwendungen sehr groß, so daß ein explizites Ausschreiben und Lo¨sen des
Modells praktisch unmo¨glich ist. Wir erhalten a¨hnlich zu obiger Betrachtung
das folgende a¨quivalente ganzzahlige Programm, das sogenannte Integer Ma-
ster Program (IMP):
zIMP = min
K∑
k=1
tk∑
i=1
(c(k)
T
xki)λki (4.10a)
so daß
K∑
k=1
tk∑
i=1
(A1kx
ki)λki = b1 (4.10b)
tk∑
i=1
λki = 1 fu¨r alle k = 1, . . . , K (4.10c)
λki ∈ Z+ fu¨r alle k = 1, . . . , K, i = 1, . . . , tk. (4.10d)
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Zwei wesentliche Unterschiede bestehen jedoch hier zur Dantzig-Wolfe-De-
komposition in der Linearen Programmierung: Einerseits ist Xk diskret und
damit kein konvexes Polyeder. Seine Elemente xki ∈ Xk sind nicht einmal
zwingend Extremalpunkte von conv(Xk). Sie lassen sich insbesondere meist
nicht mehr durch das Lo¨sen eines Linearen Programms finden. Dies hat zur
Konsequenz, daß zur Lo¨sung des Pricing-Problems ein Ganzzahliges Pro-
gramm u¨ber dem Bereich Xk gelo¨st werden muß. Je nach Struktur von Xk
bzw. der ihn definierenden Restriktionen A(2,k)xk ≤ b(2,k), xk ∈ Znk besteht
aber die Mo¨glichkeit, spezielle Algorithmen einzusetzen.
Andererseits stellt auch das IMP ein Ganzzahliges Programm dar. Das
im vorherigen Unterabschnitt dargestellte Verfahren kann daher nicht direkt
zur Lo¨sung von IMP verwendet werden. Es kann nur die LP-Relaxation des
IMP gelo¨st werden, die man durch Ersetzen der Bedingung (4.10d) durch
λki ≥ 0 fu¨r alle k = 1, . . . , K, i = 1, . . . , tk
erha¨lt. Fu¨r viele Probleme der kombinatorischen Optimierung ist die LP-
Relaxation des IMP deutlich sta¨rker (siehe [BJN+98]) als die LP-Relaxation
des urspru¨nglichen Problems.3 Dadurch erha¨lt man bessere Schranken und
mo¨glicherweise sogar ganzzahlige Lo¨sungen.
Das folgende ausfu¨hrliche Beispiel soll die Vorgehensweise verdeutlichen.
Beispiel 4.3 Wir betrachten das folgende Problem mit Zuordnungsstruktur und Fixko-
sten (PZSF): Jobs j ∈ M = {1, . . . ,m} sollen Mitarbeitern k ∈ N = {1, . . . , n} zugeordnet
werden. Jeder Mitarbeiter hat eine begrenzte Kapazita¨t bk, wobei die Zuordnung eines Jobs
j zu diesem Mitarbeiter wjk Einheiten seiner Kapazita¨t beansprucht. Der Einsatz eines
Mitarbeiters verursacht Fixkosten in Ho¨he von fk und die Zuordnung des Jobs j Profit in
Ho¨he pjk. Das zugeho¨rige MIP ist damit durch
zPZSF = max
∑
k

∑
j
pjkzjk − fkyk

 (4.11a)
so daß∑
k
zjk = 1 fu¨r alle j ∈ M (4.11b)
∑
j
wjkzjk ≤ ykbk fu¨r alle k ∈ N (4.11c)
zjk, yk ∈ {0, 1} fu¨r alle k ∈ N, j ∈ M (4.11d)
gegeben. Die Entscheidungsvariablen yk modellieren, ob der Mitarbeiter k eingesetzt wird
(yk = 1) oder nicht (yk = 0). Die Entscheidung u¨ber die Zuordnung eines Jobs j zum
3Ob die Master-Programm-Formulierung sta¨rker ist als die urspru¨ngliche Formulierung,
ha¨ngt davon ab, ob die Menge Xˆ := {x ∈ Rn : A2x ≤ b2} die Ganzzahligkeitseigenschaft
besitzt oder nicht, d.h. Xˆ = conv(X) oder Xˆ ⊃ conv(X) gilt (vgl. S. 95).
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Mitarbeiter k wird u¨ber die Entscheidungsvariable zjk abgebildet. zjk = 1 bedeutet also,
daß Job j von Mitarbeiter k ausgefu¨hrt wird. Die Restriktion (4.11b) sichert, daß jeder Job
genau einem Mitarbeiter zugeordnet wird, und (4.11c) stellt sicher, daß kein Mitarbeiter
im Falle seines Einsatzes u¨berlastet wird.
Betrachten wir (4.11b) als die koppelnden Restriktionen, so la¨ßt sich der aus den u¨b-
rigen Restriktionen (4.11c) und (4.11d) gebildete Zula¨ssigkeitsbereich gema¨ß der verschie-
denen Mitarbeiter k zerlegen. Faßt man na¨mlich die Variablen yk, z1k, . . . , zmk ∈ {0, 1} als
Vektor
(yk, z1k, . . . , zmk)
T ∈ {0, 1}m+1
zusammen, so spiegelt dieser genau die Bescha¨ftigung des Mitarbeiters k wider. Fu¨r yk = 0
wird der Mitarbeiter nicht eingesetzt, und folglich sind auch Zuordnungen zjk = 0 fu¨r alle
Jobs j. Der Nullvektor entspricht damit der Nicht-Bescha¨ftigung des Mitarbeiters. Fu¨r
yk = 1 ko¨nnen umgekehrt Jobs dem Mitarbeiter k zugeordnet werden. Dabei darf seine
mo¨gliche Arbeitsleistung (Kapazita¨t) nicht u¨berschritten werden. Wir erhalten fu¨r jeden
Mitarbeiter k ∈ N den zula¨ssigen Bereich
Xk = {(yk, z1k, . . . , zmk) ∈ {0, 1}
m+1 :
∑
j
wjkzjk ≤ ykbk}
= {(0, 0, . . . , 0)}
∪{(1, zk1, . . . , zkm) :
∑
j
wjkzjk ≤ bk, zjk ∈ {0, 1} fu¨r j ∈ M}.
Die Punkte aus Xk, welche yk = 1 erfu¨llen, bilden den Zula¨ssigkeitsbereich eines Rucksack-
Problems ab: Der Rucksack hat eine Kapazita¨t von bk Einheiten und kann mit verschiede-
nen Gegensta¨nden der Gro¨ße wjk fu¨r j ∈ M gefu¨llt werden. Dem Mitarbeiter k ko¨nnen die
Jobs Jk ⊆ M zugeordnet werden, falls
∑
j∈Jk
wjk ≤ bk gilt, d.h., die zugeordneten Jobs
nicht die Kapazita¨t des Mitarbeiters u¨berschreiten. Alle solchen zula¨ssigen Kombinationen
Jk 6= ∅ bilden die Menge Jk. Man beachte, daß Jk eine Menge von Teilmengen von M
ist.
Die Alternative, einen Mitarbeiter k nicht zu bescha¨ftigen, entspricht dem Nullvektor
in der Menge Xk. Beru¨cksichtigt man, daß dies keine Kosten bzw. keinen Profit verursacht,
so ist nach Weglassen dieser Nullvektoren das IMP von der Form
zIMP = max
∑
k∈N
∑
Jk∈Jk
pk;Jkλk;Jk (4.12a)
so daß∑
k∈N
∑
Jk∈Jk:j∈Jk
λk;Jk = 1 fu¨r alle j ∈ M (4.12b)
∑
Jk∈Jk
λk;Jk ≤ 1 fu¨r alle k = 1, . . . , n (4.12c)
λk;Jk ∈ Z+ fu¨r alle k = 1, . . . , n, Jk ∈ Jk. (4.12d)
Dabei ist der Wert
pk;Jk :=
∑
j∈Jk
pjk − fk
der Profit, den der Mitarbeiter k erwirtschaftet, falls er die Jobs Jk ausfu¨hrt. Die Restrik-
tionen (4.12b) stellen sicher, daß jeder Job j von genau einer Job-Kombination Jk eines
Mitarbeiters k u¨berdeckt wird, und (4.12c) sind die Konvexita¨tsbedingungen.
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Es sind wiederum (piT , µT ) die dualen Preise. Das Pricing-Problem fu¨r den Mitarbeiter
k besteht dann im Kern in der Lo¨sung eines Rucksack-Problems, welches man aus dem
urspru¨nglichen Pricing-Problem durch Weglassen der Fixkosten fk und Multiplikation der
Zielfunktion mit −1 erha¨lt:
rk = max
∑
j∈M
(pjk − pij)zj (4.13a)
so daß∑
j∈M
wjkzj ≤ bk (4.13b)
zj ∈ {0, 1} fu¨r j ∈ M . (4.13c)
Die zugeho¨rigen reduzierten Kosten ζk sind (man beachte, daß es sich bei (4.12) um ein
Maximierungsproblem handelt)
ζk =
{
−rk + fk − µk, falls (yk, z1, . . . , zm) 6= 0
0, falls (yk, z1, . . . , zm) = 0
.
Zusammenfassend la¨ßt sich das Column-Generation-Verfahren durch die Lo¨sung je eines
Rucksack-Problems als Pricing-Problem fu¨r jeden Mitarbeiter beschreiben. Die Gegensta¨n-
de, welche in den Rucksack gepackt werden ko¨nnen, entsprechen den Jobs. Die Gewichte
sind durch die Beanspruchung der Mitarbeiter durch die Jobs, Profite sind durch die mo-
difizierten Profite der einzelnen Jobs beschrieben.
Dieses Problem mit verallgemeinerter Zuordnungsstruktur und Fixkosten
(PZSF) entha¨lt zwei Standardprobleme als Spezialfa¨lle:
1. Das verallgemeinerte Zuordnungsproblem (generalized assignment pro-
blem, GAP). Es entspricht dem Fall, daß keine Fixkosten vorhanden
sind (fk = 0, siehe z.B. [FJL86] oder [NW88, S. 346]).
2. Das unkapazitierte Single-Source Warehouse-Location-Problem (vgl.
bspw. [DDL88, HRY99]). Hier mu¨ssen Kunden eindeutig Lagern zu-
geordnet werden. Die Errichtung von Lagern ist mit Fixkosten verbun-
den. Es ist der Spezialfall unseres Problems, daß die Kapazita¨ten bk der
Lager keinen Engpaß darstellen, d.h. die bk unendlich groß sind.
Ein Zahlenbeispiel zeigt die konkrete Vorgehensweise zur Lo¨sung mittels
Column-Generation fu¨r das Problem mit Zuordnungsstruktur und Fixkosten.
Beispiel 4.4 (Fortsetzung von Beispiel 4.3) Jobs j = 1, . . . , 5 sollen einer Auswahl
von Mitarbeitern k = 1, . . . , 3 zugeordnet werden. Es sind pjk der Profit und wjk die
Belastung des Mitarbeiters k bei Zuordnung des Jobs j. Die Kapazita¨t des Mitarbeiters k
ist bk und die Fixkosten fu¨r seinen Einsatz betragen fk:
f =
(
5 6 7
)
b =
(
8 7 6
)
93
Kapitel 4. Column-Generation und Branch-and-Price
p =


2 1 3
3 2 2
1 3 2
2 2 3
1 3 2

 w =


4 3 2
2 5 3
3 1 3
4 2 2
2 4 4

 .
Wir initialisieren das RMP mit der (zula¨ssigen) Zuordnung, daß Mitarbeiter 1 die Jobs
{1, 2, 5}, Mitarbeiter 2 die Jobs {3, 4} und Mitarbeiter 3 die Jobs {1, 4} ausfu¨hrt. Die ent-
sprechenden Entscheidungsvariablen seien mit λ1;{1;2;5}, λ2;{3;4} und λ3;{1;4} bezeichnet.
Das RMP (4.12) zu den Variablen {λ1;{1;2;5}, λ2;{3;4}, λ3;{1;4}} hat als optimale duale Lo¨-
sung pi =
(
0 1 −1 0 0
)T
und µ =
(
0 0 0
)T
. Damit sind fu¨r die Mitarbeiter
k = 1, . . . , 3 drei Rucksack-Probleme der Form (4.13) zu lo¨sen, na¨mlich
r1 = max 2z1 +2z2 +2z3 +2z4 +z5
4z1 +2z2 +3z3 +4z4 +2z5 ≤ 8
z1, z2, z3, z4, z5 ∈ {0, 1}
und
r2 = max 1z1 +1z2 +4z3 +2z4 +3z5
3z1 +5z2 +1z3 +2z4 +4z5 ≤ 7
z1, z2, z3, z4, z5 ∈ {0, 1}
und
r3 = max 3z1 +1z2 +3z3 +3z4 +2z5
2z1 +3z2 +3z3 +2z4 +4z5 ≤ 6
z1, z2, z3, z4, z5 ∈ {0, 1}.
Fu¨r den ersten Mitarbeiter erhalten wir als Lo¨sung z = (1; 1; 0; 0; 1), r1 = 5 und ζ
1 = 0, fu¨r
den zweiten Mitarbeiter z = (0; 0; 1; 1; 1), r2 = 9, ζ
2 = −3 und fu¨r den dritten Mitarbeiter
z = (1; 0; 0; 1; 0), r3 = 6, ζ
3 = 1. Dementsprechend ist nur fu¨r den zweiten Mitarbeiter
eine Variable λ2;{3;4;5} dem RMP hinzuzufu¨gen.
Die Reoptimierung des RMP ergibt als optimale duale Lo¨sung pi = (0;−2;−1; 0; 3)T
und µ = (0; 0; 0)T . Man hat wiederum fu¨r jeden Mitarbeiter k = 1, . . . , 3 ein Rucksack-
Problem zu lo¨sen, wobei sich nur die Zielfunktionskoeffizienten vera¨ndert haben:
r1 = max 2z1 +5z2 +2z3 +2z4 +(−2)z5
. . .
r2 = max 1z1 +4z2 +4z3 +2z4 +0z5
. . .
r3 = max 3z1 +4z2 +3z3 +3z4 +(−1)z5
. . .
Gema¨ß den Lo¨sungen dieser Rucksack-Probleme werden in diesem Schritt nur fu¨r den er-
sten Mitarbeiter die Variable λ1;{1;2} und fu¨r den zweiten Mitarbeiter die Variable λ2;{2;3}
in das RMP aufgenommen. Letztmalig wird das RMP reoptimiert. Es ergeben sich als
optimale duale Lo¨sung pi = (0; 0; 1; 0; 1)T und µ = (0; 0; 0)T und folgende drei Rucksack-
Probleme:
r1 = max 2z1 +3z2 +0z3 +2z4 +0z5
. . .
r2 = max 1z1 +2z2 +2z3 +2z4 +2z5
. . .
r3 = max 3z1 +2z2 +1z3 +3z4 +1z5
. . .
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Das Pricing liefert ζ1, ζ2, ζ3 ≥ 0, so daß die primale Lo¨sung des RMP die optimale Lo¨sung
des MP ist. Sie lautet λ1;{1;2} = λ2;{3;4;5} = 1, alle u¨brigen Variablen sind gleich null.
Es ist also optimal, dem ersten Mitarbeiter die Jobs 1 und 2 zuzuordnen, dem zweiten
Mitarbeiter die Jobs 3, 4 und 5 und den dritten Mitarbeiter nicht einzusetzen. Der Gewinn
einer derartigen Zuordnung betra¨gt zPZSF = 2.
Integralita¨tseigenschaft des Subproblems
Generell liegt der Vorteil beim Einsatz eines Column-Generation-Verfahrens
in erster Linie im Gewinnen einer guten Schranke. Denn die aus der Rela-
xation des IMP gewonnene Schranke ist in der Regel erheblich besser als
die mittels einer LP-Relaxation des urspru¨nglichen ganzzahligen Programms
gewonnene. In obigem Beispiel betra¨gt der optimale Zielfunktionswert der
LP-Relaxation zLP = 4.92, die Column-Generation Lo¨sung liefert dagegen
hier die optimale Lo¨sung 2. Den Vorteil einer solchen scha¨rferen Schranke
erkauft man sich natu¨rlich damit, daß die Lo¨sung des Pricing-Problems mehr
Aufwand erfordert als die Lo¨sung eines Linearen Programms.
Diese Eigenschaft la¨ßt sich auch theoretisch begru¨nden. Einige Begriffe
sind dazu vorab zu definieren (vgl. [ABW01]): Zwei Gemischt-Ganzzahlige
Lineare Programme MIP und MIP ′ heißen a¨quivalent, falls es zu jeder zu-
la¨ssigen Lo¨sung x von MIP eine zula¨ssige Lo¨sung x′ von MIP ′ mit gleichem
Zielfunktionswert gibt und umgekehrt. Man sagt auch, daß die zugeho¨rigen
Formulierungen a¨quivalent sind. Es seien LP und LP ′ die LP-Relaxationen
zweier a¨quivalenter Formulierungen MIP und MIP ′. Dann heißt LP minde-
stens genauso stark wie LP ′, falls es zu jeder zula¨ssigen (fraktionalen) Lo¨sung
x von LP auch eine zula¨ssige (fraktionale) Lo¨sung von LP ′ mit gleichen Ko-
sten gibt. Dies bedeutet, daß eine Abbildung p : Z → Z ′ existiert (Z ist der
zula¨ssige Bereich von LP , Z ′ der zula¨ssige Bereich von LP ′), welche die Ko-
sten erha¨lt. LP heißt sta¨rker als LP ′, falls es zusa¨tzlich ein Element x′ ∈ Z ′
ohne korrespondierendes Element x ∈ Z mit denselben Kosten gibt.
Per Konstruktion sind das urspru¨ngliche Gemischt-Ganzzahlige Programm
(4.8) und die IMP-Formulierung (4.10) a¨quivalent. Die Korrespondenz zwi-
schen den Elementen wird durch
xk =
tk∑
t=1
λkixki fu¨r alle k = 1, . . . , K
hergestellt (die Variablen xk geho¨ren zum Modell (4.8), die Variablen λki
zum Modell (4.10)). Dieselbe Abbildung p : (λki) → (xk) zeigt auch, daß
die LP-Relaxation der IMP-Formulierung (4.10) mindestens so stark ist wie
die LP-Relaxation der urspru¨nglichen Formulierung (4.8), d.h. mindestens so
stark wie das RMP.
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Die Betrachtung zeigt ferner, daß das RMP exakt das Problem
zRMP = min
{
K∑
k=1
c(k)
T
xk :
K∑
k=1
A1kx
k = b1, xk ∈ conv(Xk)
}
lo¨st. Notwendig dafu¨r, daß RMP (echt) sta¨rker ist als die LP-Relaxation von
(4.8), ist das echte Enthaltensein von conv(Xk) im zula¨ssigen Bereich der
LP-Relaxation, also
conv(Xk) (
{
xk ∈ Rnk+ : A
(2,k)xk ≤ b(2,k)
}
.
Die Abb. 4.3 zeigt das Prinzip: Xk sind die (gemischt)-ganzzahligen Punkte
und conv(Xk) ihre konvexe Hu¨lle, welche ihrerseits im zula¨ssigen Bereich
{xk ∈ Rnk+ : A
(2,k)xk ≤ b(2,k)} enthalten ist.
Abbildung 4.3. Beziehung zwischen
conv(Xk) und dem zula¨ssigen Be-
reich {xk ∈ Rnk+ : A
(2,k)xk ≤ b(2,k)}
der LP-Relaxation. Ein Subproblem
besitzt genau dann die Integrali-
ta¨tseigenschaft, wenn beide Mengen
u¨bereinstimmen
Pricing-Probleme, bei denen die Gleichheit conv(Xk) = {xk ∈ Rnk+ :
A(2,k)xk ≤ bk} gilt, besitzen die Integralita¨tseigenschaft. Beispiele sind Netz-
flußprobleme (insbesondere das Ku¨rzeste-Wege-Problem ohne Ressourcenbe-
schra¨nkung), das Problem des minimal spannenden Baums, das 2-Matching-
Problem, usw. Fu¨r diese ist RMP nicht sta¨rker als die urspru¨ngliche LP-
Relaxation.
4.3 Pricing
Der Schritt 5 des Algorithmus 4.1 la¨ßt eine ganze Reihe von Freiheiten zu. Die
Aufgabe des Pricings ist es, entweder mindestens eine Variable xk ∈ Xk mit
negativen reduzierten Kosten c˜k(xk) < 0 zu bestimmen oder die Information
zuru¨ckzuliefern, daß es keine solche Variable xk gibt, d.h. minxk∈Xk c˜
k(xk) ≥ 0
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fu¨r alle k ∈ {1, . . . , K} zu beweisen. Diese Anforderungen an das Pricing rei-
chen aus, um das Terminieren des Algorithmus 4.1 zu beweisen und damit
die Konvergenz des Verfahrens in endlich vielen Iterationsschritten zu garan-
tieren (vgl. in einem allgemeineren Kontext [BGL01, S. 6]).
Freiheiten, welche zur Beschleunigung des Pricings und damit des gesam-
ten Column-Generation-Verfahrens ausgenutzt werden ko¨nnen, bestehen in
den folgenden Aspekten:
1. Grundsa¨tzlich beno¨tigt man zum Fortsetzen der Iterationen in Algo-
rithmus 4.1 nur mindestens eine Variable mit negativen reduzierten
Kosten. Durch Aufnahme einer Menge von Variablen kann aber die
Anzahl der Iterationen (Schritt 2 von Algorithmus 4.1) gesenkt wer-
den. Grundsa¨tzlich gibt es aber einen Trade-Off zwischen dem Senken
der Zahl der Iterationen und der Dauer einer einzelnen Iteration, wel-
che sich bei Hinzufu¨gen von Variablen zum RMP durch einen erho¨hten
Aufwand fu¨r das Reoptimieren eines RMP mit mehr Spalten nieder-
schla¨gt.
Die Freiheit besteht also in der Festlegung, ob eine Lo¨sung, gewisse
oder alle Lo¨sungen xk ∈ Xk mit negativen reduzierten Kosten be-
stimmt und in das RMP aufgenommen werden. Konkrete Strategien,
wie man solche Lo¨sungen der Pricing-Probleme auswa¨hlt, verbergen
sich in den folgenden Strategien des Partial Column-Generation, der
Verscha¨rfung und des unvollsta¨ndigen Lo¨sens.
2. Auswahl der Pricing-Probleme PPk fu¨r verschiedene k ∈ {1, . . . , K}:
Man wa¨hlt eine Folge von (i.a. disjunkten) Teilmengen (K1, K2, . . .)
mit Ki ⊂ {1, . . . , K}. In einem ersten Schritt lo¨st man alle Pricing-
Probleme PPk mit k ∈ K1 und pru¨ft, ob es einen Extremalpunkt
xk ∈ Xk mit negativen reduzierten Kosten gibt. Falls ja, so ist das
Pricing beendet. Ansonsten fa¨hrt man mit der na¨chsten Teilmenge K2
fort, lo¨st die Pricing-Probleme PPk mit k ∈ K2 usw. In der Lite-
ratur [GS98, GSM99] wird diese Vorgehensweise als Partial Column-
Generation bezeichnet. Es ist der Strategie des Partial Pricing des
Simplex-Algorithmus nachempfunden (vgl. bspw. [Mar99, S. 205], dort
auch andere Pricing-Strategien wie full pricing, multiple pricing).
Wa¨hlt man dabei die Partitionierung von {1, . . . , K} in K1 ∪ K2 ∪
. . . , KK mit einelementigen Teilmengen Ki = {i}, so entspricht das
Partial-Pricing dem sequentiellen Durchlaufen der Pricing-Probleme
solange, bis die Lo¨sung eines Pricing-Problems mindestens eine Spal-
te mit negativen reduzierten Kosten hervorgebracht hat. Gamache et
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al. [GSM99] fassen jeweils s aufeinanderfolgende Pricing-Probleme zu-
sammen und lo¨sen diese s-elementigen Gruppen von Pricing-Problemen
solange, bis mindestens eine neue Spalte generiert ist.
3. Ein Pricing-Problem muß zur Bestimmung eines xk ∈ Xk mit negativen
reduzierten Kosten nicht unbedingt exakt gelo¨st werden. Liefert na¨m-
lich eine Verscha¨rfung4 des Pricing-Problems PPk eine Lo¨sung x
k, so
entspricht dies einer Variablen mit negativen reduzierten Kosten. Fu¨r
den Fall, daß eine Verscha¨rfung PPV erschaerfung,k von PPk einfacher zu
lo¨sen ist als das urspru¨ngliche Pricing-Problem PPk, kann man statt
mit einem Pricing-Problem PPk mit einer Folge von Verscha¨rfungen
(PP 1V erschaerfung,k, PP
2
V erschaerfung,k, . . . , PP
qk
V erschaerfung,k)
arbeiten, wobei PP iV erschaerfung,k jeweils Verscha¨rfungen von PPk sind
(fu¨r i = 2, . . . , qk) und die letzte Verscha¨rfung mit dem Originalpro-
blem u¨bereinstimmt, d.h. PP qkV erschaerfung,k = PPk gilt.
5 Das Arbei-
ten mit Folgen von Verscha¨rfungen bietet sich insbesondere dann an,
wenn es nur ein Pricing-Problem gibt, d.h. fu¨r K = 1. Ausfu¨hrlich be-
schrieben ist diese Idee fu¨r den Fall des VRPTW in [Irn01, Abs. 6.3]
bzw. [Lar99] (dort Limited Subsequence genannt), wenn das Pricing-
Problem aus der Lo¨sung eines Ku¨rzeste-Wege-Problems mit Ressour-
cenbeschra¨nkung besteht und die Verscha¨rfungen auf einem Na¨chste-
Nachbarn-Netzwerk arbeiten.
Eine weitere Mo¨glichkeit zur Definition einer Verscha¨rfung besteht im
Einsatz einer Heuristik zur Lo¨sung des Subproblems PPk. Da eine Heu-
ristik nur einen gewissen (allerdings nicht a priori bekannten) Teil des
Lo¨sungsraums Xk untersucht, fu¨gt sich der Einsatz von Heuristiken
genau in die Notation ein. Ausfu¨hrlich analysieren Desrosiers et al
[DSD99, Abschnitt 4] Heuristiken fu¨r Column-Generation Subproble-
me.
4. Eine weitere Mo¨glichkeit zur Beschleunigung besteht in der unvollsta¨n-
digen Lo¨sung des Subproblems. Fu¨r den Fall, daß man bei der Suche
4Unter der Verscha¨rfung eines kombinatorischen Optimierungsproblems Poriginal der
Form minx∈S f(x) wollen wir ein Problem PV erschaerfung der Form minx∈S′ g(x) verstehen,
falls S′ ⊆ S und g(x) ≥ f(x) fu¨r alle x ∈ S′ gilt. Eine Verscha¨rfung PV erschaerfung von
Poriginal ist also genau dann gegeben, wenn Poriginal eine Relaxation von PV erschaerfung
ist.
5In der Regel ist PP iV erschaerfung;k eine Verscha¨rfung von PP
i+1
V erschaerfung;k. Dies ist
aber nicht zwingend notwendig, die verschiedenen Verscha¨rfungen mu¨ssen nur unterschied-
liche Teile des Lo¨sungsraums Xk absuchen und diesen somit komplett u¨berdecken.
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nach der optimalen Lo¨sung des Pricing-Problems vor dem eigentlichen
Terminieren des Algorithmus bereits ein xk ∈ Xk bestimmt hat, wel-
ches negative reduzierte Kosten aufweist, kann die Lo¨sung von PPk
(bzw. seiner Verscha¨rfung) fru¨hzeitig abgebrochen werden. Ebenfalls
fu¨r das VRPTW wurde diese Technik erstmals in [Lar99] unter dem
Begriff Forced Early Stopping beschrieben.
5. Aus dualen Preisen (piT , µT ) und den optimalen Lo¨sungen xk ∈ Xk der
Pricing-Probleme PPk mit reduzierten Kosten ζ
k := c˜k(xk) la¨ßt sich,
wie bereits in Abschnitt 4.1.1 gezeigt, die Lagrangean Lower Bound
LLB(pi, µ, c˜) (4.6) ableiten. Die LLB(pi, µ, c˜) liefert ein Kriterium da-
fu¨r, ob ein Pricing-Problem PPk noch Lo¨sungen generieren kann, wel-
che in einer optimalen ganzzahligen Lo¨sung vorkommen ko¨nnen. Fu¨r
den Fall, daß die Antwort negativ ausfa¨llt, kann das Pricing-Problem
PPk fu¨r alle weiteren Iterationen des Column-Generation-Verfahrens
unbeachtet und ungelo¨st bleiben, da es keinen Einfluß auf die optimale
Lo¨sung hat.
Satz 4.1 Es sei UB eine beliebige obere Schranke fu¨r das ganzzahlige
Master-Program IMP (4.10), (piT , µT ) seien (zula¨ssige) duale Preise des
RMP bzw. MP (4.4) und es seien x∗,k ∈ Xk optimale Lo¨sungen der
Pricing-Probleme PPk mit reduzierten Kosten ζ
k := c˜k(x∗,k).
Falls fu¨r einen Extremalpunkt xki ∈ Xk mit zugeho¨riger Variable λki
in Modell (4.10) die Ungleichung
c˜k(xki)− ζk > UB − LLB(pi, µ, ζ) (4.14)
gilt, so folgt λ∗,ki = 0 fu¨r jede optimale Lo¨sung λ∗ des IMP (4.10).
Beweis: Anhang, S. 283. 
Erfu¨llen alle Extremalpunkte xki ∈ Xk zu nicht in das RMP aufgenom-
menen Variablen λki die Ungleichung (4.14), so ist die Lo¨sung des k-ten
Pricing-Problems PPk fu¨r den Rest des Column-Generation-Verfahrens
unerheblich: Es kann also deaktiviert werden, denn keine in einer opti-
malen Lo¨sung enthaltene Spalte kann jetzt oder in nachfolgenden Ite-
rationen des RMP durch PPk generiert werden. Wir nennen dieses Vor-
gehen nachfolgend Eliminieren des Pricing-Problems PPk.
6. Da man bei der Lo¨sung des Pricing-Problems PPk nur an Lo¨sungen x
k
mit negativen reduzierten Kosten interessiert ist, kann man diese An-
forderung auch als Anspruchsniveau fu¨r das Pricing-Problem vorgeben.
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Wird das Pricing-Problem minxk∈Xk c˜
k(xk) bspw. u¨ber ein Branch-and-
Bound-Verfahren gelo¨st, so impliziert dies eine obere Schranke von 0
fu¨r das Pricing-Problem.
7. Umgekehrt kann mit Hilfe einer Relaxation des Pricing-Problems PPk
ein Wert ζ¯k ≤ ζk anstelle von ζk zur Bestimmung der LLB(pi, µ, ζ¯)
genutzt werden.
8. Nach der Bestimmung einer Menge L = {xk1,i1 , xk2,i2 , . . .} von Extre-
malpunkten stellt man u.U. fest, daß die Kardinalita¨t |L| der Lo¨sung
in diesem Iterationsschritt des Algorithmus 4.1
”
zu groß“ ist. In diesem
Fall kann man durch ein Verfahren zur Auswahl von generierten Spal-
ten zu einer Lo¨sungsmenge L′ ⊂ L u¨bergehen und nur die zugeho¨rigen
Spalten in das RMP aufnehmen.
Solche Strategien werden bspw. im GENCOL-System (eine Ent-
wicklung des GERAD, Universite´ de Montre´al) fu¨r RMPs mit Set-
Partitioning-Struktur angewandt. In diesem Falle entsprechen die Spal-
ten (0, 1)-Vektoren aj = (aij) und man versucht, eine Lo¨sungsmenge L
′
aus orthogonalen Spalten aTj · ak = 0 auszuwa¨hlen, die zusammen alle
Zeilen abdecken. Auf eine solche Strategie gehen wir in Abschnitt 8.2.4
ein.
Lu¨bbecke [Lu¨b01] diskutiert und analysiert ausfu¨hrlich weitere Aspekte des
Pricings, auf welche wir wegen ihrer geringen Relevanz fu¨r das DFP/MFP
nur stichwortartig eingehen:
Die duale Interpretation von Column-Generation ist die eines Schnitt-
ebenenverfahrens fu¨r das duale Master-Programm. Diese Sichtweise erlaubt
Vale´rio de Carvalho [Val00] das
”
a priori“-Hinzufu¨gen von zusa¨tzlichen Varia-
blen in das RMP (duale Cuts), um so den Lo¨sungsprozeß zu beschleunigen.
Allerdings ist diese Technik der zusa¨tzlichen dualen Cuts bisher auf das An-
wendungsbeispiel des Cutting-Stock-Problems beschra¨nkt, eine Verallgemei-
nerung auf andere Probleme erscheint nicht trivial und ist unseres Wissens
nach bisher nicht dokumentiert worden.
4.4 Lo¨sung des RMP
Die Lo¨sung des RMP muß nicht zwingend mit dem (revidierten, primalen
oder dualen) Simplex-Algorithmus erfolgen. Lu¨bbecke geht in [Lu¨b01] ge-
nauer auf alternative Methoden wie Interior Point Methoden, Analytic Cen-
ter Cutting Plane Methoden und das SPRINT-Verfahren zur Lo¨sung extrem
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großer LP, den Volume Algorithmus zur approximativen Lo¨sung Linearer
Programme und Lagrange-basierte Methoden ein.
Im Anhang (S. 284) ist ferner das Prinzip des Stabilized Column-Genera-
tion erkla¨rt. Es basiert zwar auf LP-Techniken, durch eine Stabilisierung der
dualen Preise wird aber in manchen Anwendungen eine deutlich schnellere
Konvergenz erreicht. Stabilisierte duale Preise ko¨nnen na¨mlich einerseits zur
Beschleunigung des Pricings und andererseits zur Reduzierung der Zahl der
Iterationen bei der Lo¨sung des Master-Programms beitragen.
Es ist anzumerken, daß Column-Generation, die Lo¨sung des Lagrange-
dualen Problems und Schnittebenenverfahren bezu¨glich der berechneten
Schranken (Zielfunktionswerte) gleich stark sind, wenn sie auf derselben De-
komposition des Problems beruhen (vgl. [Wol98, S. 192]). Dazu betrachten
wir noch einmal ein zerlegbares MIP der Form
zMIP = min c
T x (4.15a)
so daß
A1x = b1 m1 schwierige oder koppelnde, (4.15b)
A2x ≤ b2 m2 einfache Restriktionen (4.15c)
x ∈ S. (4.15d)
Dabei kann die Menge S eine diskrete oder auch kontinuierliche Teilmenge
des Rn sein, bspw. S = Zn+ oder S = Z
n1
+ × R
n2
+ (mit n = n
1 + n2). Der von
den einfachen Restriktionen gebildete zula¨ssige Bereich sei
X = {x ∈ Rn ∩ S : A2x ≤ b2}.
Grundsa¨tzlich kann eine
”
gute“ untere Schranke fu¨r das MIP (4.15) auf drei
verschiedene Arten bestimmt werden:
• Lo¨sung des Lagrange-dualen Problems bspw. mit einem Subgradienten-
verfahren6. Darin ist iterativ das Lagrange-relaxierte Problem zu lo¨sen,
bei dem die Restriktionen (4.15b) relaxiert, d.h., ihre Verletzung mit
einem Multiplikator pi ∈ Rm1 in die Zielfunktion (4.15a) aufgenommen
wird.
6Auch bei der Lo¨sung des Lagrange-dualen Problems gibt es eine ganze Reihe von alter-
nativen Schemata und Methoden. Einen U¨berblick zu klassischen Subgradientenverfahren
findet sich in [Lem89, Bea93]. Weitere exakte Methoden sind Bundle Methods (vgl. bspw.
[FG99]). Approximative Verfahren sind bspw. Dual Ascent Methoden, Dual Coordinate
Search, vgl. [Gui88, BGL01, Wed95].
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• Lo¨sung mit Column-Generation: Das Master Programm entha¨lt als
Entscheidungsvariablen die Elemente xt ∈ conv(X) und als Restrik-
tionen die transformierte Zielfunktion (4.15a), transformierte Restrik-
tionen (4.15b) und Konvexita¨tsbedingungen.
• Lo¨sung u¨ber ein Schnittebenenverfahren: Verletzte Ungleichungen zur
Beschreibung von conv(X) werden der LP-Relaxation von (4.15) hin-
zugefu¨gt.
Nehmen wir nun an, daß wir conv(X) entweder u¨ber seine Extremalpunkte
oder durch seine zugeho¨rigen Facetten vollsta¨ndig beschreiben ko¨nnen. Das
bedeutet, daß einerseits das Pricing-Problem ζ = minx∈X(c
T − piT A1)x − µ
fu¨r beliebige pi ∈ Rm1 und µ ∈ R gelo¨st werden kann. Die Lo¨sung des Pricing-
Problems ist identisch mit der Bestimmung einer Lo¨sung in der Lagrange-
Relaxation. Die Zielfunktionswerte ζ und zLR(pi) unterscheiden sich nur durch
den konstanten Term, der zum Multiplikator µ der Konvexita¨tsbedingung
im Master Programm geho¨rt. Andererseits setzen wir voraus, daß wir mit
Hilfe von Separationsverfahren conv(X) vollsta¨ndig implizit durch gu¨ltige
Ungleichungen beschreiben ko¨nnen.
Die optimalen Lo¨sungen des Column-Generation, des Lagrange-
dualen Problems und des Schnittebenenverfahrens liefern unter
obigen Voraussetzungen dieselbe untere Schranke fu¨r das Problem
(4.15). Diese ist durch
zLP = min c
T x (4.16a)
so daß
A1x = b1 (4.16b)
x ∈ conv(X) (4.16c)
gegeben ([Wol98]).
Man kann in diesem Sinne Column-Generation als ein Subgradientenverfah-
ren betrachten, bei dem die Bestimmung der neuen Multiplikatoren pi mit
Hilfe eines Linearen Programms – des Master Programms (RMP) – durch-
gefu¨hrt wird. Beim Subgradientenverfahren ist das Update der Multiplikato-
ren simpler, jedoch la¨ßt sich damit oft keine optimale Lo¨sung des Lagrange-
dualen Problems bestimmen, da die Konvergenz des Subgradientenverfahrens
zu langsam ist. Die in der Lagrange-Relaxation (bzw. im Pricing-Problem)
erzeugten Lo¨sungen sind in der Regel primal unzula¨ssig fu¨r (4.16a). Das
Column-Generation liefert dagegen mit jeder primalen Lo¨sung der LP-Rela-
xation des Master Programms eine zula¨ssige Lo¨sung fu¨r (4.16a).
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Aus theoretischer Sicht sind die drei Verfahren alle gleich stark. Es la¨ßt
sich sogar beweisen, daß Optimierung u¨ber conv(X) und Separation von
conv(X) von derselben Komplexita¨t sind (vgl. [NW88]). Damit ha¨ngt die
Entscheidung fu¨r das jeweilige Verfahren von
• der Geschwindigkeit der Konvergenz des Verfahrens,
• der Kenntnis eines Optimierungsalgorithmus oder der gu¨ltigen Unglei-
chungen (Facetten) und
• der relativen Schwierigkeit des Optimierungs- bzw. Separationsverfah-
rens
ab (vgl. [Wol98, S. 192]).
4.5 Branch-and-Price
Man kann nicht erwarten, daß nach Lo¨sung des MP alle Variablen λki ganz-
zahlig sind, so wie es vielleicht das vorgestellte Beispiel 4.3 suggerieren ko¨nn-
te. Dieser Abschnitt bescha¨ftigt sich dementsprechend mit Branch-and-Price,
d.h., der Kombination von Column-Generation und Branch-and-Bound in ei-
nem Verfahren.
Zuerst einmal muß betont werden, daß es nicht ausreicht, die durch die
Lo¨sung des RMP gefundenen Spalten allein einem Branch-and-Bound-Ver-
fahren zur Herstellung von Ganzzahligkeitsbedingungen zu unterwerfen. Fu¨gt
man na¨mlich dem RMP weitere Restriktionen hinzu, mit denen die Ganzzah-
ligkeit erzwungen wird, so a¨ndern sich in der Regel die dualen Preise (piT , µT )
der bindenden Restriktionen und der Konvexita¨tsbedingungen. Variablen, de-
ren Aufnahme in die Basis bisher nicht vorteilhaft war, ko¨nnen nun negative
reduzierte Kosten aufweisen und im Pricing als Lo¨sung erscheinen.
Eine weitere Schwierigkeit kommt hinzu: Neu hinzugefu¨gte Restriktio-
nen vera¨ndern innerhalb des Branch-and-Bound-Suchbaums die Struktur des
Pricing-Problems. So bedeutet das Verzweigen beim Branching, daß fortan
die Variable bzw. Variablen, die im entsprechenden Teilbaum ausgeschlossen
oder beschra¨nkt werden, nicht als Lo¨sungen des Pricing-Problems erschei-
nen du¨rfen. Die Branching-Strategie sollte demzufolge so gewa¨hlt werden,
daß sie auf das Subproblem u¨bertragbar ist: Branching und Pricing mu¨ssen
zueinander kompatibel sein! Als Faustformel la¨ßt sich dazu festhalten:
Ein Branching auf einzelnen Variablen λki des MP ist in der Regel
uneffizient und kompliziert im Pricing zu realisieren. Das Bran-
ching sollte sich an den Entscheidungsvariablen des urspru¨ngli-
chen Problems orientieren.
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Allgemein ist damit die U¨bertragung einer gebrochenen Lo¨sung λ = (λki) des
RMP zuru¨ck auf das MIP gemeint. Faßt man na¨mlich die Elemente xk ∈ Xk
als Vektoren des Rnk mit Komponenten xkj auf, so la¨ßt sich eine gebrochene
Lo¨sung xˆ in diesen urspru¨nglichen Variablen u¨ber die Beziehung
xˆkj =
K∑
k=1
tk∑
i=1
λkixkj
bestimmen. Beispielsweise geschieht so bei Routing- und Scheduling-Proble-
men in einer Pfad-orientierten Formulierung die Bestimmung des fraktiona-
len, stu¨tzenden Graphen aus der Lo¨sung λ des RMP (siehe dazu [Koh95,
S. 168]).
Vanderbeck stellt in [Van00] allgemeine Mo¨glichkeiten fu¨r ein Branching
vor. Ist λ = (λki) eine gebrochene Lo¨sung des MP, so existiert auch eine
Partitionierung von X in X = Xˆ ∪ (X \ Xˆ) mit α :=
∑
xki∈Xˆ λ
ki gebrochen.
Ein Branching kann dann durch ein Verzweigen gema¨ß∑
xki∈Xˆ
λki ≤ bαc bzw.
∑
xki∈Xˆ
λki ≥ dαe
erfolgen. Damit resultiert fu¨r einen Knoten u des Branch-and-Bound-Such-
baums mit den zugeho¨rigen Verzweigungsbedingungen (Xˆj, αj) ∈ Gu und
(Xˆj, αj) ∈ Hu als modifiziertes MP
zMP,u = min
K∑
k=1
tk∑
i=1
(c(k)
T
xki)λki (4.17a)
so daß
K∑
k=1
tk∑
i=1
(A1xki)λki = b1 (4.17b)
tk∑
i=1
λki = 1 fu¨r alle k = 1, . . . , K (4.17c)
∑
xki∈Xˆj
λki ≤ bαjc fu¨r alle j ∈ Gu (4.17d)
∑
xki∈Xˆj
λki ≥ dαje fu¨r alle j ∈ Hu (4.17e)
λki ≥ 0 fu¨r alle k = 1, . . . , K, i = 1, . . . , tk. (4.17f)
Fu¨r den Wurzel-Knoten r des Branch-and-Bound-Baums sind Gr = Hr = ∅,
so daß Modell (4.17) exakt mit Modell (4.4) u¨bereinstimmt. Ein Kind-Knoten
u′ des Knotens u erfu¨llt immer die Bedingungen Gu ⊆ Gu
′
und Hu ⊆ Hu
′
.
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Eine Mo¨glichkeit, die Menge Xˆ zum Verzweigen auszuwa¨hlen, besteht in
der Bestimmung einer trennenden Hyperebene (γ, γ0) ∈ Z
n+1 mit Xˆ := {x ∈
X : γT x ≥ γ0}. Alternativ kann Xˆ als die Teilmenge aller Extremalpunkte
xki definiert werden, deren Komponenten vorgegebene Schranken einhalten.
Branching auf Mengen von Schranken fu¨r die Komponenten von x ∈ X (siehe
[Van00, S. 119]) benutzt also Xˆ := {x ∈ X : lj ≤ xj ≤ uj fu¨r gewisse j}.
Insbesondere fu¨r den Fall, daß eine Komponente xkj nur die zula¨ssigen Werte
{0, 1} besitzt, resultiert das Verzweigen gema¨ß den Mo¨glichkeiten xkj = 0 und
xkj = 1.
Am bereits zuvor dargestellten Beispiel des Problems mit Zuordnungs-
struktur und Fixkosten soll dies konkretisiert werden.
Beispiel 4.5 (Fortsetzung von Beispiel 4.3) Fu¨r das PZSF wu¨rde ein
”
Standard-
Branching“ auf den gebrochenen Variablen λk;Jk zu folgendem Problem fu¨hren: Im Zweig
mit λk;Jk = 0 ko¨nnte gerade die Teilmenge Jk ⊆ M die optimale Lo¨sung des Rucksack-
Problems darstellen. In diesem Fall mu¨ßte das Pricing-Verfahren nach der zweitbesten Lo¨-
sung des Rucksack-Problems suchen. Schlimmer noch: auf der k-ten Stufe des Suchbaums
sind bis zu k verschiedene Lo¨sungen ausgeschlossen und das Pricing-Problem mu¨ßte all-
gemein die (k + 1)-besten Lo¨sungen ermitteln. Ein solches Branching erscheint allgemein
nicht vorteilhaft.
Hingegen ist ein Branching auf den urspru¨nglichen Variablen zjk ∈ {0, 1} mo¨glich. Die
Korrespondenz zwischen der urspru¨nglichen Formulierung des PZSF und der Formulierung
(4.12) besteht in der Beziehung
zjk =
∑
Jk∈Jk:j∈Jk
λk;Jk .
Das Fixieren von zjk auf den Wert 0 bedeutet, daß der Job j nicht dem Mitarbeiter k
zugeordnet werden darf. Fu¨r das RMP bedeutet zjk = 0, daß alle Variablen zum k-ten
Mitarbeiter λk;Jk mit j ∈ Jk aus dem RMP entfernt bzw. ebenfalls auf null fixiert werden.
Umgekehrt erreicht man zjk = 1 durch Entfernen aller Spalten zu Mitarbeiter k, welche
j /∈ Jk erfu¨llen, sowie Entfernen aller Spalten zu Mitarbeitern k
′ 6= k mit j ∈ Jk′ aus dem
RMP.
Fu¨r das Pricing hat das Fixieren von zjk auf null nur Auswirkungen auf den k-ten
Mitarbeiter: Im entsprechenden Rucksack-Problem wird das dem Job j entsprechende
Stu¨ck einfach weggelassen, so daß es nicht in einer Lo¨sung erscheinen kann. Umgekehrt
bedeutet das Fixieren von zjk auf eins, daß der k-te Mitarbeiter diesen Job j in jedem Fall
auszufu¨hren hat. Im entsprechenden Rucksack-Problem aller Mitarbeiter wird der Job j
weggelassen. Fu¨r den Mitarbeiter k wird zusa¨tzlich die Kapazita¨t seines Rucksacks um
wkj verkleinert, j aus dem Rucksack entfernt, in jede Lo¨sung jedoch der Job j eingefu¨gt.
In beiden Zweigen des Branch-and-Bound-Suchbaums hat sich die Struktur des Pricing-
Problems damit nicht vera¨ndert, es ist jeweils ein Rucksack-Problem zu lo¨sen.
Wir a¨ndern das Zahlenbeispiel (vgl. Beispiel 4.3) leicht ab, indem wir die Kapazita¨t
des zweiten Mitarbeiters von 7 auf 6 senken. D.h., es gilt b =
(
8 6 6
)
. Das RMP
liefert als optimale Lo¨sung λ1;{1;2;5} = λ1;{2;4;5} = λ1;{2;3;5} = 13 und λ
2;{1;3;4} = 23
und den Zielfunktionswert zMP =
2
3 . Ein Branching ist zur Bestimmung der optimalen
ganzzahligen Lo¨sung erforderlich.
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Wir verzweigen zuerst nach z11 ∈ {0, 1}, d.h., wir legen fest, ob Job 1 dem Mitarbeiter
1 zugeordnet wird oder nicht. Im ersten Zweig zu z11 = 0 erhalten wir wiederum eine
gebrochene Lo¨sung λ1;{2;4;5} = λ1;{2;3;5} = 25 , λ
2;{1;3;4} = 35 , λ
3{1;2} = λ3;{1;5} = 15 mit
Zielfunktionswert − 25 . Im alternativen Zweig z11 = 1 erhalten wir eine zula¨ssige ganzzah-
lige Lo¨sung mit λ1;{1;2;5} = λ2;{3;4} = 1.
Zur Lo¨sung des noch offenen Zweiges z11 = 0 mu¨ssen wir noch weiter in die Tiefe
verzweigen. Ein Branching zuerst nach der Zuordnung von Job 1 zu Mitarbeiter 2 und
anschließend nach der Zuordnung von Job 3 zu Mitarbeiter 1 liefert schließlich drei weitere
zula¨ssige ganzzahlige Lo¨sungen mit schlechteren Zielfunktionswerten −1, −1 und −1. Die
optimale Lo¨sung λ1;{1;2;5} = λ2;{3;4} = 1 wird damit bereits nach der ersten Verzweigung
im Branch-and-Price-Verfahren gefunden.
Abb. 4.4 zeigt den vollsta¨ndigen Suchbaum, wobei zu beachten ist, daß je nach Such-
strategie (Tiefensuche, Breitensuche, Bestensuche, etc.) evtl. ein oder mehrere Knoten des
Suchbaums geboundet werden ko¨nnen.
Abbildung 4.4. Suchbaum beim Branch-and-Price am Beispiel des Problems mit
Zuordnungsstruktur und Fixkosten (PZSF)
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Verallgemeinerungen zur Betrachtung der wa¨hrend des Column-Genera-
tion-Prozesses zu berechnenden Lagrangean Lower Bound LLB(pi, µ, ζ) (4.6)
sind in [VW96, S. 155] beschrieben. Die Schranke kann benutzt werden,
• um die Iterationen fu¨r einen Knoten des Branch-and-Bound-Suchbaums
fru¨hzeitig abzubrechen (Early Branching, siehe auch Abschnitt 8.2.3),
• um a priori, vor Lo¨sen des Pricing-Problems, eine obere Schranke, d.h.
ein Anspruchsniveau fu¨r das Pricing-Problem selbst vorzugeben. Damit
kann u.U. das Pricing-Problem als unzula¨ssig charakterisiert werden.
Das Pricing-Problem kann dann fu¨r diesen Knoten des Branch-and-
Bound-Baums deaktiviert werden. Fu¨r den Fall, daß es nur ein Pricing-
Problem gibt (K = 1 bzw. symmetrische, identische Pricing-Probleme),
kann der Knoten selbst geboundet werden.
4.5.1 Partitionierungs- und Packprobleme
Fu¨r Formulierungen als Partitionierungs- oder Packprobleme (Set-Partition-
ing und Set-Packing) la¨ßt sich eine allgemeine Branching-Regel formulieren
(siehe [BJN+98, S. 322]). Wir gehen zuerst auf die Beschreibung der Struktur
solcher Probleme ein: Fu¨r eine gegebene Menge M = {1, . . . ,m} und K
Systeme von Teilmengen Jk von M soll ein kostenminimales Packing bzw.
eine kostenoptimale Partitionierung gefunden werden. Fu¨r eine Teilmenge
J ⊆ M sei xJ ∈ {0, 1}m der zugeho¨rige Inzidenzvektor. Die Systeme von
zula¨ssigen Teilmengen lassen sich also als Mengen Xk = {xk,Jk ∈ {0, 1}m :
Jk ∈ Jk} beschreiben. Das zugeho¨rige MP ist dann durch
max
∑
k∈N
∑
Jk∈Jk
pk,Jkλk,Jk (4.18a)
so daß∑
k∈N
∑
Jk∈Jk:j∈Jk
λk,Jk
{
=
≤
}
1 fu¨r alle j ∈ M (4.18b)
∑
Jk∈Jk
λk,Jk = 1 fu¨r alle k = 1, . . . , n (4.18c)
λk,Jk ∈ Z+ fu¨r alle k = 1, . . . , n, Jk ∈ Jk (4.18d)
gegeben, wobei pk,Jk der Profit fu¨r die Benutzung der Teilmenge Jk im k-ten
System ist. Die Schreibweise in (4.18b) meint mit = die Partitionierungs- und
mit≤ die Packrestriktionen. In der Regel wird es so sein, daß sich die Systeme
Xk implizit durch Xk = {x ∈ {0, 1}m : Dkxk ≤ b(2,k)} beschreiben lassen.
Fu¨r das PZSF haben wir eine solche Formulierung bereits kennengelernt.
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Dort werden die zula¨ssigen Teilmengen (fu¨r die Mitarbeiter k) implizit durch
eine Rucksackbedingung beschrieben.
Aber auch viele andere Probleme lassen sich durch Packing- oder Parti-
tioning-Formulierungen modellieren, wie das kapazitierte Vehicle-Routing-
Problem (VRP) und seine vielfa¨ltigen Erweiterungen sowie Vehicle- und
Crew-Scheduling-Probleme, Cluster-Probleme und viele mehr. Grundlage fu¨r
eine effektive Branching-Regel, welche erstmal von Ryan und Foster [RF81]
angewandt wurde, ist die in dem folgenden Satz zusammengefaßte Beobach-
tung:
Satz 4.2 Es sei A = (aij) eine {0, 1}-Matrix und λ eine Basislo¨sung des
Systems Aλ = 1, λ ≥ 0.
Ist λ gebrochen (d.h. mindestens eine Komponente λk ist nicht ganzzahlig),
so existieren zwei Zeilen s und t mit der Eigenschaft, daß gilt:
0 < Σrs :=
∑
t:art=1,ast=1
λt < 1.
Eine Lo¨sung λ des RMP zu (4.18) ist damit genau dann ganzzahlig, wenn
fu¨r jedes Paar von Zeilen r und s obige Summe entweder gleich null oder
gleich eins ist. Inhaltlich bedeutet dies, daß in einer Lo¨sung die Zeilen r und
s entweder in verschiedenen Mengen Jk liegen oder aber in derselben Menge.
Im Branching wird nun nach einem solchen nicht-ganzzahligen Σrs ver-
zweigt. Die Restriktionen Σrs = 0 bzw. Σrs = 1 mu¨ssen dabei nicht als
zusa¨tzliche Nebenbedingungen in das RMP eingefu¨gt werden. Vielmehr rea-
lisiert man das Verzweigen dadurch, daß man fu¨r Σrs = 0 alle Spalten mit
r ∈ Jk und s ∈ Jk aus dem RMP entfernt bzw. diese auf den Wert null fixiert
werden. Das RMP entha¨lt dann nur noch Spalten, in denen nicht gleichzeitig
in der r-ten und s-ten Zeile eine Eins steht. Hingegen bedeutet Σrs = 1, daß
alle Spalten mit r ∈ Jk und s /∈ Jk oder umgekehrt r /∈ Jk und s ∈ Jk aus dem
RMP entfernt werden mu¨ssen. Das RMP besteht dann nur noch aus Spalten,
in denen in der r-ten und s-ten Zeile beide Werte identisch sind. Beide Zweige
fu¨hren damit auf kleinere Set-Packing- bzw. Set-Partitioning-Probleme.
Fu¨r das Pricing ko¨nnen die Bedingungen Σrs = 0 oder Σrs = 1 oftmals
ohne gro¨ßere Schwierigkeiten beru¨cksichtigt werden. Gibt es na¨mlich explizit
Entscheidungsvariablen zr ∈ {0, 1} und zs ∈ {0, 1}, welche u¨ber die Auf-
nahme von r bzw. s in die Menge Jk entscheiden, so bedeutet Σrs = 0, daß
entweder zr oder zs (oder beide) gleich null sein mu¨ssen. Der alternative Zweig
Σrs = 1 impliziert, daß zr und zs identisch sein mu¨ssen, also zr = zs = 0 oder
zr = zs = 1. Oftmals lassen sich beide Bedingungen in der Weise beru¨cksich-
tigen, so daß die Struktur des Pricing-Problems nicht zersto¨rt wird.
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Beispiel 4.6 Ist bspw. das Pricing-Problem ein Rucksack-Problem, also von der Form
max
∑m
j=1 pjzj ,
∑m
j=1 wjzj ≤ b, zj ∈ {0, 1}, so la¨ßt sich fu¨r Σrs = 1 die Bedingung zr = zs
dadurch erreichen, daß man die beiden Gegensta¨nde r und s zu einem neuen Gegenstand
zusammenfaßt, welcher Gewicht wr + ws hat und den Profit pr + ps ergibt. Das neue
Rucksack-Problem ist von der gleichen Struktur, hat aber m− 1 statt der urspru¨nglich m
Gegensta¨nde.
Hingegen macht das Beru¨cksichtigen von Σrs = 0 fu¨r ein Rucksack-Problem Schwierig-
keiten. Es bedeutet, daß ho¨chstens einer der beiden Gegensta¨nde r und s in den Rucksack
aufgenommen werden darf. Diese Bedingung la¨ßt sich nicht in die Struktur eines Rucksack-
Problems integrieren. Die Branching-Regel zersto¨rt also die Struktur des Rucksack-Pro-
blems.
4.5.2 Symmetrische Probleme und identische Pricing-
Probleme
Bereits zu Beginn dieses Abschnitts wurde erwa¨hnt, daß sich die hier darge-
stellten Verfahren gut zur Lo¨sung symmetrischer Probleme einsetzen lassen.
Damit ist folgendes gemeint: Sind die Teilmengen Xk = X = {x1, . . . , xt} fu¨r
k = 1, . . . , K allesamt gleich, so la¨ßt sich das IMP umformulieren. Zu diesem
Zweck setzt man λi =
∑K
k=1 λ
ki fu¨r alle i = 1, . . . , t. Man erha¨lt
zIMP = max
t∑
i=1
(cT xi)λi (4.19a)
so daß
t∑
i=1
(A1xi)λi = b1 (4.19b)
t∑
i=1
λi = K (4.19c)
λi ∈ Z+ i = 1, . . . , t. (4.19d)
Der Vorteil einer solchen Umformulierung wird durch zwei Aspekte deutlich:
Einerseits muß man beim Pricing nur noch ein einziges Subproblem u¨ber X
lo¨sen. Der zweite Vorteil ist ein viel subtilerer und wird erst bei genauerer
Betrachtung des Branch-and-Bound deutlich. Man erha¨lt durch jede Um-
numerierung der Pricing-Probleme k = 1, . . . , K eine gleichwertige Lo¨sung.
Schließt man also in der Standard-Formulierung (4.10) in einem Zweig des
Suchbaums fu¨r ein bestimmtes Pricing-Problem k′ bestimmte Lo¨sungen aus,
so erha¨lt man dennoch durch die Lo¨sung des RMP eine gleichwertige Lo¨sung
nur durch Vertauschen der Subprobleme k = 1, . . . , K. Dies ist der Grund,
warum fu¨r symmetrische Probleme manche Branch-and-Bound-Verfahren nur
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schwache Performance aufweisen. In obiger Formulierung sind solche Proble-
me eliminiert. Die Schwierigkeit liegt nur noch in der Formulierung einer
geeigneten Branching-Regel. Fu¨r Partitionierungs- und Packprobleme wurde
eine solche Regel bereits beschrieben.
4.6 Branch-and-Price-and-Cut
Als generelle Referenz zu Schnittebenenverfahren sei auf [Wol98, Chap. 8]
verwiesen. Die Idee der Schnittebenenverfahren ist dual zur Idee des Column-
Generation. In einer Formulierung eines LP-Problems mit sehr vielen Restrik-
tionen startet man das Verfahren mit einer Teilmenge der Restriktionen und
generiert im Laufe des Verfahrens beno¨tigte, d.h. verletzte Ungleichungen.
Das Auffinden solcher gu¨ltiger, verletzter Ungleichungen wird als Separation
bezeichnet. Separation und das Hinzufu¨gen der gefundenen Ungleichungen
zum LP wechseln sich mit dem Reoptimieren des LP ab. Das Schnittebenen-
verfahren endet, wenn ausgehend von einer primal zula¨ssigen Lo¨sung keine
weiteren verletzen Ungleichungen mehr separiert werden.
Die Kombination von Column-Generation und Schnittebenenverfahren
fu¨hrt, so betonen es auch Barnhart et al [BJN+98, S. 327], zu Modellen
mit sehr scharfer LP-Relaxation. Die Synthese beider Ideen in einem kom-
binierten Verfahren ist jedoch ein nicht-triviales Problem. Die auftretenden
Probleme bei der Integration von Schnittebenen in ein Column-Generation-
Verfahren sind a¨hnlich den Problemen, wie sie beim Verzweigen auftreten.
Denn auch beim Branching werden zusa¨tzliche Restriktionen in das RMP ein-
gefu¨hrt. Zur Bestimmung ganzzahliger Lo¨sungen wird das kombinierte Ver-
fahren in einen Branch-and-Bound-Prozeß eingebettet. In diesem Fall spricht
man auch von einem Branch-and-Price-and-Cut-Verfahren. Die duale Vor-
gehensweise, also die Generierung von Variablen in einem Branch-and-Cut-
Verfahren, wurde erfolgreich zur Lo¨sung extrem großer Traveling-Salesman-
Probleme (TSP) [PR91] eingesetzt.
Formal kann man sich bei der Integration von Schnittebenen in ein RMP
auf den Standpunkt stellen, daß die Formulierung des urspru¨nglichen Pro-
blems (4.4) bereits in der Koeffizientenmatrix A1 die gu¨ltigen Ungleichungen
entha¨lt. Zu jeder gu¨ltigen Ungleichung der Form aT1,ix = b
1
i geho¨rt damit ein
dualer Preis pii. Zur Realisierung eines Branch-and-Price-and-Cut-Verfahrens
muß man in der Lage sein, das Pricing-Problem auch unter Einbeziehung
dieser dualen Preise pii der gu¨ltigen Ungleichungen effizient bzw. mit akzep-
tablem Aufwand zu lo¨sen.
In der Literatur sind bisher nur sehr wenige Anwendungen von Branch-
and-Price-and-Cut beschrieben: bei Nemhauser und Park [NP91] fu¨r das
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Kanten-Fa¨rbungsproblem, bei Kohl et al. [KDM+99] fu¨r das VRPTW und
bei Barnhart et al. [BHV00] fu¨r SND-Probleme. Ihnen allen ist gemeinsam,
daß die Separation von verletzten Ungleichungen immer nur im Anschluß an
die bereits primal und dual zula¨ssig gelo¨sten Knoten des Branch-and-Price-
Verfahrens stattfindet. Denkbar ist natu¨rlich auch eine weitaus weniger starre
Kombination von Separation und Pricing bspw. in jedem Iterationsschritt der
Lo¨sung des RMP.
4.7 Literatur
Einen U¨berblick u¨ber verschiedene Anwendungen von Dekomposition und
Column-Generation geben die kommentierten Bibliographien [DMM97,
Kap. 8]. Einen grundlegenden U¨berblick mit vielen aktuellen Referenzen bie-
tet die schon mehrfach zitierte Doktorarbeit [Lu¨b01] von Lu¨bbecke.
Exemplarisch fu¨r den Bereich der Transportlogistik seien hier die U¨ber-
sichtsartikel von Desrosiers et al. [DDSS95], Desaulniers et al. [DDI+98]
und die Artikel von Appelgren [App69], Desrosiers, Soumis und Desrochers
[DSD84], Desrochers und Soumis [DS89], Desrochers et al. [DDS92], Gama-
che, Soumis und Marquis [GSM99] genannt.
Grundlegende Arbeiten zum Branch-and-Price stammen von Savelsbergh
[Sav97], Barnhart et al. [BJN+98] und Vanderbeck und Wolsey [VW96] sowie
Vanderbeck [Van00].
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Kapitel 5
LP-Relaxation des DFP- und
des MFP-Master-Programms
Inhalt dieses Kapitels ist die Zerlegung des DFP und des MFP gema¨ß dem
Prinzip der Dantzig-Wolfe-Dekomposition. Dieses umfaßt in einem ersten
Schritt die Festlegung von einfachen und koppelnden Restriktionen, welche
Master-Programm und Subprobleme determinieren. Der Kern ist die exakte
Analyse der Strukturen des Master-Programms und der Pricing-Probleme,
welche sich als ein verallgemeinertes Set-Partitioning-Problem einerseits und
als ein sog. Cliquen-Rucksack-Problem andererseits beschreiben lassen.
Die Lo¨sung der LP-Relaxation des DFP- und MFP-Master-Programms
ist fu¨r das weitere Vorgehen in den folgenden Kapiteln von zentraler Bedeu-
tung. Die Lo¨sung des Master-Programms liefert eine untere Schranke, welche
in der Regel deutlich besser ist als die Schranke der LP-Relaxation der ur-
spru¨nglichen Modelle (3.6) und (3.11). Die Pricing-Probleme sind na¨mlich
NP -schwere Optimierungsprobleme und besitzen nicht die Integralita¨tsei-
genschaft. Als entscheidend fu¨r die praktische Lo¨sbarkeit der vielen Pricing-
Probleme wird sich die Beobachtung erweisen, daß die unterliegenden Gra-
phen die Struktur von sog. Intervall-Graphen besitzen. Das Pricing zerfa¨llt
in die Lo¨sung vieler unabha¨ngiger Rucksack-Probleme und bleibt damit auch
fu¨r große Instanzen des DFP/MFP mit vertretbarem Aufwand mo¨glich.
Daru¨ber hinaus liefert die Lo¨sung der LP-Relaxation des Master-Pro-
gramms u¨ber ihre primale DFP- oder MFP-Lo¨sung wichtige strukturelle In-
formationen. Fu¨r kleine Instanzen ist diese meist ganzzahlig oder
”
nahe“ ei-
ner ganzzahligen Lo¨sung. Eine gebrochene Lo¨sung ist Ausgangspunkt fu¨r ein
Branch-and-Price-Verfahren und fu¨r die Separation von verletzten Unglei-
chungen, wie sie in den nachfolgenden Kapiteln 6 und 7 herausgearbeitet
werden.
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5.1 Dantzig-Wolfe-Dekomposition fu¨r
das DFP und das MFP
In Abschnitt 18 wurde die Struktur der Koeffizientenmatrix des DFP und
des MFP detailliert analysiert. Sie weist – vgl. Abb. 3.5 – exakt die Block-
Struktur auf, die zur Zerlegung nach Restriktionen gema¨ß der Dantzig-Wolfe-
Dekomposition notwendig ist. Sa¨mtliche Restriktionen, welche sich auf mehr
als einen potentiellen Flug beziehen, werden als schwierige oder koppelnde
Restriktionen angesehen. Das sind sowohl beim DFP als auch beim MFP
die U¨berdeckungsbedingungen, die zusa¨tzlichen Restriktionen (Beschra¨nkung
der Anzahl der Starts, Landungen, Muster eines Typs) und die Ferry-Flug-
Nebenbedingungen, also (3.6b)–(3.6d) im Modell (3.6) bzw. (3.11b)–(3.11d)
im Modell (3.11). Alle u¨brigen Nebenbedingungen fassen wir als einfache
Nebenbedingungen auf, d.h., (3.6e)–(3.6i) fu¨r das DFP und (3.11e)–(3.11k)
fu¨r das MFP. Der von den einfachen Restriktionen gebildete zula¨ssige Bereich
X (vgl. auch Abschnitt 4.2) hat die Form
X = {yf , xrf , zf ′ : f ∈ F, r ∈ R(f), f
′ ∈ F ferry
erfu¨llen die Bedingungen (3.6e)–(3.6i)}
fu¨r das DFP bzw.
X = {yf , xrf , zf ′ : f ∈ F, r ∈ R(f), f
′ ∈ F ferry
erfu¨llen die Bedingungen (3.11e)–(3.11k)}
fu¨r das MFP. Gema¨ß dem Prinzip der Blockzerlegung der Dantzig-Wolfe-
Dekomposition kann X in |F |+1 direkte Summanden zerlegt werden, welche
fu¨r jeweils einen potentiellen Flug f ∈ F beim DFP die Form
Xf =
{
((xrf )r∈R(f), yf ) ∈ {0, 1}
|R(f)|+1 :∑
r∈R(f)
qrxrf ≤ Qayf
xrf + xr′f ≤ yf fu¨r alle r, r
′ ∈ R(f) : r 6∼f r
′} (5.1)
und beim MFP die Form
Xf =
{
((xrf )r∈R(f), yf ) ∈ {0, 1}
|R(f)|+1 :∑
r∈R(f)∩R+
qrxrf ≤ Qayf
∑
r∈R(f)∩R−
qrxrf ≤ Qayf
xrf + xr′f ≤ yf fu¨r alle r, r
′ ∈ R(f) : r 6∼f r
′
xr+f = xr−f fu¨r alle r
+ ∈ R+(f), falls f ∈ F dir
}
(5.2)
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haben1, sowie einen weiteren Bereich
X0 = {zf ≥ 0, ganzzahlig : f ∈ F
ferry} (5.3)
fu¨r die Variablen zf der Ferry-Flu¨ge f ∈ F
ferry. Man beachte, daß conv(X0)
unbeschra¨nkt, genauer ein konvexer Kegel ist. Die Variablen zf fu¨r f ∈ F
ferry
sind die Extremalstrahlen des Kegels conv(X0). Da nachfolgend die Variablen
zf komplett mit in das Master-Programm aufgenommen und nicht dynamisch
generiert werden, sind weiterhin alle relevanten Bereiche conv(X f ) fu¨r f ∈ F
beschra¨nkte Polyeder (vgl. S. 81). Es sei nochmals an die generelle Voraus-
setzung erinnert, daß die Menge der potentiellen Flu¨ge F eine
”
moderate“
Kardinalita¨t besitzt (vgl. S. 53), da sonst eine Zerlegung in |F | Subprobleme
schwerlich mo¨glich erscheint.
Strukturell sind die zula¨ssigen Bereiche Xf beim MFP denen des DFP
sehr a¨hnlich. Die Bereiche Xf umfassen im wesentlichen in beiden Fa¨llen
jeweils eine Kapazita¨tsrestriktion und Bedingungen fu¨r die Kompatibilita¨t
von Auftra¨gen. Auch beim MFP gibt es nur eine echte Kapazita¨tsrestriktion,
denn fu¨r einen Direktflug f ∈ F dir besitzen Paare von Variablen xr+f , xr−f
identische Werte, und fu¨r Hubflu¨ge f ∈ F+ ∪ F− ist nur eine linke Seite der
Kapazita¨tsrestriktionen wegen R(f) ⊂ R+ bzw. R(f) ⊂ R− gro¨ßer als null.
Wir gehen daher nachfolgend prinzipiell von der Darstellung (5.1) fu¨r Xf
aus, da sich die Situation des MFP in offensichtlicher Weise u¨bertra¨gt.
Jeder Vektor der Form ((xrf )r∈R(f), yf ) ∈ {0, 1}
|R(f)|+1, der die Kapazi-
ta¨tsrestriktionen und die Kompatibilita¨tsrestriktionen fu¨r die zugeordneten
Auftra¨ge einha¨lt, ist ein Element von Xf und gleichzeitig ein Extremalpunkt
von conv(Xf ). Zur Abku¨rzung schreiben wir nachfolgend (xrf , yf ) ∈ X
f . Der
Nullvektor (0, 0) ∈ Xf repra¨sentiert die Mo¨glichkeit, daß es keinen beladenen
Flug mit unterliegendem potentiellen Flug f = (a, k, l) gibt – der potentielle
Flug wird
”
nicht genutzt“. Alle u¨brigen Elemente von Xf sind von der Form
ef = (xrf , 1) ∈ X
f und stellen zula¨ssige beladene Flu¨ge dar (vgl. S. 58).
Damit la¨ßt sich Xf folgendermaßen darstellen:
Xf = {0} ∪ {ef1 , e
f
2 , . . . , e
f
mf
}
= {0} ∪ {eft : t = 1, 2, . . . ,m
f}.
Fu¨r die Reformulierung des DFP bzw. MFP nach Dantzig-Wolfe-Dekomposi-
tion beno¨tigt man noch eine Beschreibung der Kosten und der zu eft ∈ X
f
geho¨rigen Koeffizienten in den Modellen (3.6) und (3.11). Offensichtlich weist
1Als Bemerkung zur Notation: Zu einen potentiellen Flug f geho¨ren |R(f)| + 1 Ent-
scheidungsvariablen, na¨mlich die xrf mit r ∈ R(f) sowie yf . Sie bilden zusammen einen
Vektor ((xrf )r∈R(f), yf ) ∈ {0, 1}
|R(f)|+1.
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der Nullvektor (0, 0) ∈ Xf Kosten null auf und es werden keine Auftra¨ge ab-
gedeckt. Daher sind wir nachfolgend nur an den nicht-trivialen Elementen
eft = (xrf , 1) ∈ X
f (d.h. Vektoren mit yf = 1) interessiert. Fu¨r diese Ele-
mente eft = (xrf , 1) ∈ X
f gibt der Koeffizient
xrf (e
f ) := xrf ∈ {0, 1}
an, ob ein Auftrag r ∈ R(f) vom Flug ef u¨berdeckt wird, und
cf (e
f ) := cfixf +
∑
r∈R(f)
cfeedrf xrf
sind sa¨mtliche Kosten, die dem zula¨ssigen beladenen Flug ef zugerechnet
werden ko¨nnen.
5.2 Master-Programm
Im ganzzahligen Master-Programm (IMP) der Dantzig-Wolfe-Dekomposition
zu (3.6) bzw. (3.11) gibt es zu jedem Element eft ∈ X
f eine bina¨re Variable
λft ∈ {0, 1}. Diese gibt an, ob der entsprechende beladene Flug e
f
t in der
Lo¨sung gewa¨hlt wird (λft = 1) oder nicht (λ
f
t = 0). Daru¨ber hinaus gibt es
fu¨r jeden Extremalstrahl von conv(X0), d.h., zu jeder Variable zf mit f ∈
F ferry im Modell (3.6) bzw. (3.11) eine – hier gleich bezeichnete – Variable
zf im Master-Programm. Diese gibt an, wie oft ein Ferry-Flug f ∈ F
ferry
durchzufu¨hren ist.
Das ganzzahlige Master-Programm fu¨r das DFP und das MFP sehen for-
mal identisch aus:
min
∑
f∈F
mf∑
t=1
cf (e
f
t )λ
f
t +
∑
f∈F ferry
cferryf zf (5.4a)
so daß∑
f∈F :r∈R(f)
mf∑
t=1
xrf (e
f
t )λ
f
t = 1 fu¨r alle r ∈ R (5.4b)
∑
f∈FA
mf∑
t=1
λft ≤ nA fu¨r alle A = (FA, nA) ∈ A (5.4c)
∑
f=(a,k,l)∈F
mf∑
t=1
λft +
∑
f=(a,k,l)
∈F ferry
zf −
∑
f=(a,l,k)∈F
mf∑
t=1
λft −
∑
f=(a,l,k)
∈F ferry
zf = 0
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fu¨r alle k ∈ P, a ∈ A (5.4d)
mf∑
t=1
λft ≤ 1 fu¨r alle f ∈ F (5.4e)
λft ∈ {0, 1} fu¨r alle f ∈ F, t = 1 . . . ,m
f (5.4f)
zf ≥ 0, ganzzahlig fu¨r alle f ∈ F
ferry. (5.4g)
Die Restriktionen (5.4b)–(5.4d) sind die Reformulierung der Bedingungen
(3.6b)–(3.6d) bzw. (3.11b)–(3.11d) mit Variablen λft statt der urspru¨ngli-
chen Variablen yf , xrf . (5.4e) sind die Konvexita¨tsrestriktionen des Master-
Programms fu¨r jeden potentiellen Flug f ∈ F . Durch explizites Weglassen
des Nullvektors 0 ∈ Xf haben diese die Form von
”
≤“-Restriktionen. Durch
Relaxieren der Ganzzahligkeitsbedingungen (5.4f) und (5.4g) erha¨lt man die
LP-Relaxation des Master-Programms.
Der Unterschied zwischen dem Master-Programm des DFP und dem des
MFP ist einerseits in den unterschiedlichen Mengen von potentiellen Flu¨gen
F verborgen. Ein weiterer wesentlicher Unterschied liegt natu¨rlich – wie zwi-
schen Modell (3.6) und (3.11) – in der doppelten Anzahl von U¨berdeckungs-
bedingungen beim MFP gegenu¨ber dem DFP.
Die Initialisierung des Column-Generation-Verfahrens erfolgt durch das
Aufstellen eines RMP mit einer Teilmenge aller mo¨glichen Variablen derart,
daß dieses RMP eine zula¨ssige Basislo¨sung entha¨lt. Die Konstruktion einer
solchen zula¨ssigen, fraktionalen Lo¨sung erfordert eine genauere Kenntnis der
Spalten des RMP, wie sie in folgendem Abschnitt 5.3 dargestellt ist. Die Be-
schreibung des initialen RMP schließt sich in dem darauf folgenden Abschnitt
5.4 an.
5.3 Pricing-Probleme
Es gibt jeweils genau ein Pricing-Problem (PP) fu¨r jeden der zula¨ssigen Be-
reiche Xf , d.h. fu¨r jeden potentiellen Flug f ∈ F . Das PP zum potentiellen
Flug f sei mit PPf bezeichnet. Es dient zur Ermittlung eines beladenen Flugs
eft mit negativen reduzierten Kosten und zur Berechnung der minimalen re-
duzierten Kosten ζf = mint=1,...,mf c˜f (e
f
t ).
Inhaltlich besteht die Aufgabe von PPf in der Zuweisung von Auftra¨gen
r ∈ R(f) zum potentiellen Flug f . Dies muß so geschehen, daß die Restrik-
tionen des Bereichs Xf , also die Kapazita¨trestriktionen und die Kompatibili-
ta¨tsrestriktionen, eingehalten werden. Wir beschra¨nken uns bei der folgenden
Darstellung auf das DFP, weil sich die analogen Aussagen des MFP offen-
sichtlich daraus ableiten lassen.
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Die dualen Variablen des Master-Programms (5.4) sind gegeben durch
• pir fu¨r alle r ∈ R fu¨r die U¨berdeckungsbedingungen (5.4b),
• σA fu¨r alle A = (FA, nA) ∈ A fu¨r die zusa¨tzlichen Bedingungen (5.4c),
• τka fu¨r k ∈ P, a ∈ A fu¨r die Ferry-Restriktionen (5.4d) und
• µf fu¨r alle f ∈ F fu¨r die Konvexita¨tsbedingungen (5.4e).
Die reduzierten Kosten eines beladenen Flugs eft = (xrf , 1) ∈ X
f zu un-
terliegendem potentiellen Flug f = (a, k, l) ∈ F ko¨nnen berechnet werden
als
c˜(eft ) = c˜(xrf , 1)
=

cfixf −

 ∑
A=(FA,nA)∈A:f∈FA
σA

− τka + τla − µf

 yf
+

 ∑
r∈R(f)
(cfeedrf − pir)xrf

 . (5.5)
Die nachfolgende Beschreibung der Struktur eines Pricing-Problems be-
no¨tigt eine Reihe von Begriffen der Graphentheorie. Wir setzen Grundkennt-
nisse, wie sie bspw. in [Vol96, Bra94, AMO93] vermittelt werden, als bekannt
voraus und verwenden die dort benutzte Notation.
5.3.1 Struktur eines Pricing-Problems
Der Nullvektor 0 = (0, 0) ∈ Xf hat offensichtlich reduzierte Kosten von null
und ist daher uninteressant. Beim Pricing sind daher nur Elemente ef ∈ Xf \
{0} zu betrachten, d.h., nur der Fall yf = 1 ist relevant. Fu¨r diese Elemente
ef = (xrf , 1) mit f = (a, k, l) sind die reduzierten Kosten genau dann negativ,
wenn der erste Term von (5.5) cfixf −
∑
A=(FA,nA)∈A:f∈FA
σA − τka + τla − µf
echt kleiner ist als der zweite Term
∑
r∈R(f)(c
feed
rf −pir)xrf . Wegen c
feed
rf −pir =
−(pir − c
feed
rf ) reduziert sich PPf auf das Maximierungsproblem der Form
max
∑
r∈R(f)
(pir − c
feed
rf )xrf (5.6a)
so daß
ef = (xrf , 1) ∈ X
f \ {0}. (5.6b)
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Die eigentliche Struktur dieses Problems ist in der Definition der Menge X f
enthalten. Xf besteht aus der Menge aller zula¨ssigen beladenen Flu¨ge, wel-
che demnach die Kapazita¨tsrestriktion und die Kompatibilita¨tsbedingungen
erfu¨llen mu¨ssen. Die Struktur des PP ist somit:
max
∑
r∈R
prxr (5.7a)
so daß∑
r∈R
qrxr ≤ Q (5.7b)
xr + xr′ ≤ 1 fu¨r alle r, r
′ ∈ R, r 6∼ r′ (5.7c)
xr ∈ {0, 1} fu¨r alle r ∈ R. (5.7d)
Dieses Problem (5.7) ist ein Cliquen-Rucksack-Problem (CKP). Eine Menge
R von Gegensta¨nden mit jeweils einem Profit pr und einem Gewicht qr ist
gegeben. Es soll eine Teilmenge dieser Gegensta¨nde mit ho¨chstens Gesamtge-
wicht Q so ausgewa¨hlt werden, daß alle gewa¨hlten Elemente paarweise bzgl.
einer Relation ∼⊆ R×R kompatibel sind. Die Zielfunktion (5.7a) entspricht
der Maximierung des gesamten Profits. Die Kapazita¨tsrestriktion ist durch
(5.7b) und die Kompatibilita¨tsrestriktionen sind durch (5.7c) gegeben.
Einerseits erha¨lt man durch Weglassen der Kompatibilita¨tsbedingungen
(5.7c) das bina¨re Rucksack-Problem (vgl. [NW88, S. 5] oder [MT90]). Ande-
rerseits ergibt sich durch Weglassen der Bedingung (5.7b) eine Formulierung
fu¨r das graphentheoretische Problem der Bestimmung einer Maximum-Clique
(siehe [NW88, S. 259], dort das a¨quivalente Node-Packing-Problem): Es sei
ein bewerteter Graph G = (V,E, p) mit Knotenmenge V , Kantenmenge E
und Bewertung p = p(v) der Knoten gegeben. Eine Clique C ⊆ V ist ei-
ne Teilmenge von paarweise adjazenten Knoten, d.h. (v, w) ∈ E fu¨r alle
v, w ∈ C, v 6= w. Die Bewertung einer Clique C ist durch p(C) :=
∑
v∈C p(v)
definiert. Eine Maximum-p-Clique ist eine Clique C0 mit maximaler Bewer-
tung, also p(C0) = max{p(C) : C ist Clique von G}.
Fu¨r den Spezialfall der Bewertung p(v) = 1 fu¨r alle v ∈ V ist dies das
Problem der Bestimmung einer Clique mit maximaler Kardinalita¨t, das sog.
Maximum-Clique-Problem. Ein weiterer wichtiger Begriff ist der einer maxi-
malen Clique eines Graphen G = (V,E). Dies ist eine Clique C ⊆ V mit
der Eigenschaft, daß keine echte Obermenge C ′ ⊃ C eine Clique von G ist.
Maximale Cliquen C sind somit maximal bzgl. Inklusion. Allgemein sind
Maximum-Cliquen maximal bzgl. Bewertung und bei positiver Bewertung p
folglich auch maximal bzgl. Inklusion.
Mit den Setzungen V := R, p(v) := pv fu¨r alle v ∈ V und (v, v
′) ∈ E :
⇐⇒ v ∼ v′ erha¨lt man aus (5.7a), (5.7c) und (5.7d) eine Formulierung des
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Maximum-p-Clique-Problems.
Analyse der Struktur und Komplexita¨t
Es ist bekannt, daß beide Probleme, das Rucksack-Problem und das Problem
der Bestimmung einer Maximum-Clique NP -schwer sind (vgl. [GJ79]).
Dennoch besteht aus Sicht der praktischen Lo¨sbarkeit zwischen beiden
Klassen von Problemen ein großer Unterschied. Das Rucksack-Problem gilt
als eines der am besten erforschten kombinatorischen Optimierungsprobleme
(siehe [MT90, MT97, MPT00]). Es sind pseudo-polynomiale Algorithmen
(polynomial in der Anzahl der Gegensta¨nde n = |R| und der Kapazita¨t des
Rucksacks Q, siehe [Pis97, Pis99]) bekannt. Heute lassen sich auf Standard-
PCs Rucksack-Probleme mit einigen Hundert oder Tausend Gegensta¨nden in
Bruchteilen einer Sekunde lo¨sen. Dies gilt insbesondere fu¨r zufa¨llig gewa¨hlte
Instanzen des Rucksack-Problems, also wenn fu¨r verschiedene Gegensta¨nde
r ∈ R die Quotienten von Profit zu Gewicht pr/wr nicht korreliert sind.
Das Maximum-Clique-Problem hingegen gilt als ein schweres Problem,
insbesondere wenn die Graphen dicht besetzt sind (|E|/|V |2 nahe 1). Bereits
Instanzen mit mehr als 100 Knoten ko¨nnen dann nur mit erheblichem Re-
chenaufwand gelo¨st werden (vgl. bspw. [JT96]).
Ziel dieses Abschnitts ist es zu zeigen, daß beim DFP und beim MFP ein
CKP durch eine Folge von Rucksack-Problemen ersetzt werden kann. Statt
eines CKP wird in jedem PPf eine Folge von Rucksack-Problemen gelo¨st.
Die Mo¨glichkeit dieser Substitution ha¨ngt an der besonderen, eingeschra¨nk-
ten Struktur der Graphen, welche das Cliquen-Problem (5.7a), (5.7c)–(5.7d)
definieren. Ihre Struktur wird na¨mlich durch die Relationen ∼f vorgegeben.
Fu¨r einen potentiellen Flug f ∈ F sei Gf = (R(f), E(f)) der schlichte
Graph mit Knotenmenge R(f) und der durch die Relation ∼f implizierten
Kantenmenge
E(f) := {{r, r′} : r, r′ ∈ R(f), r ∼f r
′} .
Das durch (5.6) gegebene Pricing-Problem ist ein CKP mit Gf als unterlie-
gendem Graphen und besitzt die Profite pr := pir− c
feed
rf und die Gewichte qr
fu¨r alle Auftra¨ge r ∈ R(f).
Definition 5.1 Ein schlichter Graph G = (V,E) heißt Intervall-Graph, falls
es zu jedem Knoten v ∈ V ein nicht-leeres Intervall [av, bv] (mit av, bv ∈ R)
gibt und je zwei verschiedene Knoten v, w ∈ V genau dann durch eine Kante
{v, w} ∈ E miteinander verbunden sind, wenn die Intervalle der Knoten v
und w nicht-leeren Schnitt haben, d.h., die Bedingung
{v, w} ∈ E ⇐⇒ [av, bv] ∩ [aw, bw] 6= ∅
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gu¨ltig ist.
Offensichtlich – vgl. Formel (3.4) fu¨r die Kompatibilita¨t von Auftra¨gen –
ist Gf = (R(f), E(f)) ein Intervall-Graph. Die zwei folgenden Sa¨tze zeigen,
daß die Bestimmung aller maximalen Cliquen fu¨r einen Intervall-Graphen ein
einfaches Problem ist. Alle maximalen Cliquen ko¨nnen enumeriert werden,
da es na¨mlich nur ho¨chstens |V | verschiedene maximale Cliquen in einem
Intervall-Graphen gibt und jede in linearem Aufwand O (|V |) bestimmt wer-
den kann.
Satz 5.1 Es sei G = (V,E) ein beliebiger Intervall-Graph mit zugeho¨rigen
Intervallen [av, bv] fu¨r alle Knoten v ∈ V . Dann gilt:
1. Falls C ⊆ V eine Clique von G ist, so ist der Durchschnitt aller Inter-
valle zu Knoten v ∈ C ein nicht-leeres Intervall, d.h.
⋂
v∈C [av, bv] 6= ∅.
2. Fu¨r jede reelle Zahl t ∈ R ist
C(t) := {v ∈ V : t ∈ [av, bv]}
entweder die leere Menge oder eine Clique von G.
3. Alle maximalen Cliquen von G sind von der Form C(t) fu¨r ein t ∈ R.
Beweis: zu 1.: Angenommen, fu¨r eine Clique C sei der Durch-
schnitt
⋂
v∈C [av, bv] leer. Da der Durchschnitt sich als das Inter-
vall [maxv∈C av, minw∈C bw] bestimmt, ist dies a¨quivalent dazu, daß
maxv∈C av > minw∈C bw gilt. Wa¨hle ein entsprechendes Paar v, w ∈
C mit av > bw. Dann ist [av, bv] ∩ [aw, bw] = ∅ im Widerspruch da-
zu, daß v und w Elemente einer Clique sind und damit {v, w} ∈ E
gilt.
zu 2.: Falls C(t) nicht-leer ist, so folgt {v, w} ∈ E fu¨r alle v, w ∈
C(t) direkt aus der Definition des Intervall-Graphen.
zu 3.: Wegen 1. existiert fu¨r eine maximale Clique Cmax ein t ∈⋂
v∈Cmax
[av, bv]. Nach Definition von C(t) gilt weiter Cmax ⊆ C(t),
und da Cmax eine maximale Clique ist, gilt sogar die Gleichheit
C(t) = Cmax. 
Satz 5.2 Folgender Algorithmus liefert alle maximalen Cliquen eines Inter-
vall-Graphen G = (V,E) mit zugeho¨rigen Intervallen [av, bv] fu¨r v ∈ V :
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Algorithmus 5.1 Berechnung der maximalen Cliquen im Intervall-
Graph
1: Bilde die Menge P aller Paare der Form (av, 0) und (bv, 1) fu¨r alle Knoten
v ∈ V :
P := {(av, 0) : v ∈ V } ∪ {(bv, 1) : v ∈ V }.
2: Sortiere die Menge P lexikographisch aufsteigend2 und nenne die sortierte Liste
der Paare
L = ((t1, δ1), (t2, δ2), . . . , (tn−1, δn−1), (tn, δn))
mit ti ∈ R und δi ∈ {0, 1} fu¨r i = 1, . . . , n.
3: Bestimme alle Positionen i ∈ {2, . . . , n} mit der Eigenschaft, daß
(ti−1, δi−1) = (av1 , 0) und (ti, δi) = (bv2 , 1)
fu¨r (nicht notwendigerweise verschiedene) Knoten v1, v2 ∈ V gilt. Die Menge
dieser Indizes i sei mit I bezeichnet.
4: Die Menge aller maximalen Cliquen von G ist durch
C := {C(ti) : i ∈ I}
gegeben. Fu¨r je zwei verschiedenen Indizes i1, i2 ∈ I, i1 6= i2 sind die zugeho¨-
rigen maximalen Cliquen C(ti1) und C(ti2) verschieden.
Insbesondere besitzt G nur ho¨chstens |V | verschiedene maximale Cliquen.
Beweis: Da nach Definition von ti mindestens ein Knoten v ∈
V mit ti ∈ [av, bv] existiert, ist C(ti) immer nicht-leer, also nach
Satz 5.1(2.) eine Clique von G.
Wir zeigen nun umgekehrt, daß zu jeder maximalen Clique Cmax
ein ti mit i ∈ I existiert, so daß Cmax = C(ti) gilt:
Nach Satz 5.1(3.) ist Cmax von der Form C(t) fu¨r ein t ∈ R. Wegen
Cmax = C(t) 6= ∅ gibt es zwei Knoten v1, v2 ∈ C(t) (nicht notwen-
dig verschieden), so daß av1 = maxv∈C(t) av und bv2 = minv∈C(t) bv
und av1 ≤ t ≤ bv2 gilt. Es gilt sogar Cmax = C(t) = C(x) fu¨r alle
x ∈ [av1 , bv2 ]. Da Cmax = C(t) eine maximale Clique ist, gibt es
keinen Knoten v ∈ V \C(t) mit der Eigenschaft, daß av ∈ [av1 , bv2 ]
oder bv ∈ [av1 , bv2 ] gilt. Damit kommen die Elemente (av1 , 0) und
(bv2 , 1) direkt hintereinander in der sortierten Liste L vor, d.h., es
existiert ein Index i ∈ {2, . . . , n} mit (ti−1, δi−1) = (av1 , 0) und
2Ein Element (x1, x2) ist lexikographisch kleiner als ein Element (y1, y2), wenn x1 < y1
oder x1 = y1, x2 < y2 gilt.
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(ti, δi) = (bv2 , 1). Folglich gilt nach Konstruktion von I, daß i ∈ I
erfu¨llt ist. Schließlich folgt C(t) = C(ti) mit i ∈ I, so daß die Be-
hauptung des Satzes gezeigt ist.
Der Beweis, daß zwei Cliquen C(ti1) und C(ti2) fu¨r i1 < i2 ver-
schieden sind, ist simpel: nach Konstruktion gilt (ti1 , δi1) = (bv, 1)
fu¨r einen Knoten v ∈ V . Somit ist v ∈ C(ti1) aber wegen i1 < i2
gleichzeitig v /∈ C(ti2), was C(ti1) 6= C(ti2) zeigt. 
Lo¨sung des CKP fu¨r Intervall-Graphen
Aufbauend auf den Resultaten der Sa¨tze 5.1 und 5.2 kann nun ein generi-
sches Lo¨sungsverfahren fu¨r das CKP (5.7) bei einem unterliegenden Intervall-
Graphen angegeben werden.
”
Generisch“ bedeutet, daß kein konkreter Algo-
rithmus zu Lo¨sung des Rucksack-Problems selbst spezifiziert wird; vielmehr
kann zu seiner Lo¨sung ein beliebiges aus der Literatur bekanntes Verfahren
(Branch-and-Bound, Dynamische Programmierung, etc.) eingesetzt werden.
Satz 5.3 Gegeben sei ein CKP (5.7) fu¨r einen durch ∼ implizierten Intervall-
Graphen G = (V,E).
Dann kann das CKP (5.7) als Folge von Rucksack-Problemen durch fol-
gende Schritte bestimmt werden:
Algorithmus 5.2 Lo¨sung des CKP fu¨r Intervall-Graphen
1: Bestimme alle maximalen Cliquen C1, . . . , Cn von G gema¨ß Algorithmus 5.1.
2: Lo¨se fu¨r jede Clique Ci, i = 1, . . . , n das Rucksack-Problem
zi = max
r∈Ci
∑
r∈Ci
prxr (5.8a)
so daß∑
r∈Ci
prxr ≤ Q, (5.8b)
xr ∈ {0, 1} fu¨r alle r ∈ R. (5.8c)
Nenne die jeweilige Lo¨sung xi = (xir)r∈Ci ∈ {0, 1}
|Ci|.
3: Die Lo¨sung des CKP (5.7) ist fu¨r j := argmaxi=1,...,nzi gegeben durch
xr :=
{
xjr, falls r ∈ Cj
0, falls r ∈ R \ Cj
.
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Beweis: Es sei x∗ = (x∗r) ∈ {0, 1}
|R| eine optimale Lo¨sung des CKP
(5.7) mit Wert z =
∑
r∈R prx
∗
r. Es ist zu zeigen, daß man diese oder
eine nicht schlechtere Lo¨sung auch durch das angegebene Verfahren
erha¨lt.
Dazu sei C := {r ∈ R : x∗r = 1}. Dann ist C irgendeine Clique
von G, welche in einer maximalen Clique Ci fu¨r ein i = 1, . . . , n
enthalten ist. Ferner erfu¨llt x∗ auch die Rucksack-Bedingung (5.7b).
Daher ist die Einschra¨nkung von x∗ auf die Komponenten in Ci
eine zula¨ssige Lo¨sung des Rucksack-Problems (5.8) der maximalen
Clique Ci. Folglich erfu¨llt eine optimale Lo¨sung x
+ ∈ {0, 1}|Ci| des
Rucksack-Problems die Bedingung
zi =
∑
r∈Ci
prx
+
r ≥ z =
∑
r∈R
prx
∗
r.
Wegen der Optimalita¨t von x∗ gilt sogar die Gleichheit, und es ist
gezeigt, daß durch die Lo¨sung des Rucksack-Problems (5.8) zur ma-
ximalen Clique Ci eine zu x
∗ gleichwertige Lo¨sung gefunden wird. 
Das nachfolgende ausfu¨hrliche Beispiel macht die gesamte Vorgehensweise
noch einmal deutlich:
Beispiel 5.1 Gegeben sei ein Intervall-Graph G = (V,E) mit sieben Knoten V = R =
{1, . . . , 7} und Kanten, definiert durch zugeho¨rige Intervalle [ar, br] sowie Profite pr und
Gewichte qr fu¨r alle Knoten r ∈ V gema¨ß folgender Tabelle:
Knoten r ∈ V 1 2 3 4 5 6 7
[ar, br] [0,3] [1,8] [3,5] [4,5] [6,9] [7,8] [8,10]
pr 6 5 4 3 6 3 2
qr 5 3 4 3 6 2 1
In Abb. 5.1(a) ist eine graphische Repra¨sentation des Graphen G = (V,E) und in
Abb. 5.1(b) die Lage der Intervalle zueinander zu sehen.
Mit einer Gesamtkapazita¨t von Q = 10 soll das zugeho¨rige CKP (5.7) gelo¨st werden.
Die Anwendung von Algorithmus 5.2 zur Bestimmung aller maximalen Cliquen von G
liefert zu den Paaren (ar, 0) und (br, 1) folgende lexikographisch sortierte Liste
L = ((0, 0), (1, 0), (3, 0), (3, 1)︸ ︷︷ ︸
↑
i = 4
, (4, 0), (5, 1)︸ ︷︷ ︸
↑
i = 6
, (6, 0), (7, 0), (8, 0), (8, 1)︸ ︷︷ ︸
↑
i = 10
, (9, 1), (10, 1))
mit Elementen (ti, δi) fu¨r i = 1, 2, . . . , 12. Die Indexmenge I ist durch die mit ”
↑“ markier-
ten Indizes gegeben, d.h. I = {4, 6, 10}. Die zugeho¨rigen Werte ti lauten t1 = 3, t2 = 5
und t3 = 8. Dementsprechend besitzt G die drei maximalen Cliquen
C(t1) = {1, 2, 3}, C(t2) = {2, 3, 4}, C(t3) = {2, 5, 6, 7}.
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(a) (b)
Abbildung 5.1. Intervall-Graph G = (V, E), (a) definierende Intervalle [ar, br]
fu¨r alle r ∈ V , (b) Repra¨sentation mit Knoten V und Kanten E
(a) (b) (c)
Abbildung 5.2. Maximale Cliquen des Intervall-Graphen G = (V, E), (a) C(t1) =
{1, 2, 3} fu¨r t1 = 3, (b) C(t2) = {2, 3, 4} fu¨r t2 = 5, (c) C(t3) = {2, 5, 6, 7} fu¨r t3 = 8
Sie sind in Abb. 5.2 zu sehen.
Fu¨r das CKP (5.7) ergeben sich durch die Anwendung des Algorithmus 5.2 drei zu
lo¨sende Rucksack-Probleme:
max 6x1 + 4x2 + 5x3, so daß 5x1 + 3x2 + 4x3 ≤ 10, x1, x2, x3 ∈ {0, 1}
fu¨r die maximale Clique C(t1) mit Lo¨sung x
1 = (x1, x2, x3) = (1, 0, 1) und z
1 = 11,
max 4x2 + 5x3 + 2x4, so daß 3x2 + 4x3 + 3x4 ≤ 10, x2, x3, x4 ∈ {0, 1}
fu¨r die maximale Clique C(t2) mit Lo¨sung x
2 = (x2, x3, x4) = (1, 1, 1) und z
2 = 11 (dies
ist kein
”
echtes“ Rucksack-Problem, denn die Summe der Gewichte
∑4
j=2 qj = 10 ist nicht
gro¨ßer als die Kapazita¨t Q = 10, womit jeder der Gegensta¨nde aufgenommen wird) und
schließlich
max 4x2 + 6x5 + 3x6 + 2x7, so daß 3x2 + 6x5 + 2x6 + 1x7 ≤ 10, x2, x5, x6, x7 ∈ {0, 1}
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fu¨r die Clique C(t3) mit Lo¨sung x
3 = (x2, x5, x6, x7) = (1, 1, 0, 1) und z
3 = 12. Folglich
ergibt sich mit z3 = maxi=1;2;3 z
i die Gesamtlo¨sung x∗1 = x
∗
3 = x
∗
4 = x
∗
6 = 0 und x
∗
2 =
x∗5 = x
∗
7 = 1.
Interpretation
Ein potentieller Flug f ∈ F sei als fest vorgegeben angenommen. Dann be-
sitzen die in Algorithmus 5.1 bestimmten Zahlen ti ∈ R fu¨r i ∈ I, welche
alle maximalen Cliquen C(ti) zum Intervall-Graphen G
f angeben, folgende
inhaltliche Interpretation: Jedes ti, i ∈ I entspricht einem relevanten Ab-
flugzeitpunkt des potentiellen Flugs f . Genauer gesagt sind die terminierten
Flu¨ge (f, ti) fu¨r i ∈ I alle relevanten terminierten Flu¨ge in folgendem Sinne:
Jeder beladene Flug (f, t, R∗) fu¨r eine Menge R∗ ⊆ R(f) von paarweise kom-
patiblen Auftra¨gen la¨ßt sich zu einem der Abflugzeitpunkte ti realisieren. Fu¨r
den Fall, daß (f, t, R∗) ein zula¨ssiger beladener Flug ist, gibt es mindestens
einen Zeitpunkt ti, i ∈ I, so daß auch (f, ti, R
∗) ein zula¨ssiger beladener Flug
ist.
Durch die Enumeration der Zeiten ti kann damit die Menge aller zu be-
trachtenden, beladenen Flu¨ge reduziert werden auf Flu¨ge zu den Zeiten ti.
Diese Idee korrespondiert mit der Idee der Netzwerk-Reduktion fu¨r SND-
Probleme (siehe bspw. [KBWR99]). Parallele oder nahezu parallele Bo¨gen
und Bo¨gen, welche nicht durchlaufen werden ko¨nnen, werden a priori zu-
sammengefaßt bzw. eliminiert. Fu¨r das SND-Modell des MFP aus Abschnitt
3.3.4 bedeutet dies, daß alle Bo¨gen der Mengen AK,L ersatzlos fortgelassen
werden ko¨nnen, wenn sie sich nicht auf einen relevanten Abflugzeitpunkt ei-
nes entsprechenden potentiellen Flug f ∈ F beziehen. Das Service-Netzwerk
kann somit erheblich reduziert werden.
5.3.2 Algorithmen zur Lo¨sung der Pricing-Probleme
Es sei wiederum ein potentieller Flug f = (a, k, l) ∈ F vorgegeben. Dann
kann die Bestimmung aller maximalen Cliquen von Gf = (R(f), E(f)) a prio-
ri einmalig durchgefu¨hrt werden. Fu¨r PPf seien also C
f
1 , . . . , C
f
nf
⊆ R(f) die
nf verschiedenen maximalen Cliquen von G
f berechnet.
Vor dem eigentlichen Lo¨sen der zugeho¨rigen Rucksack-Probleme mit Ka-
pazita¨t Qa ko¨nnen mehrere Pre-Processing-Schritte durchgefu¨hrt werden:
1. Bestimme zu Cfi die Menge der Auftra¨ge mit positiven Zielfunktions-
koeffizienten im Pricing-Problem PPf :
Rfi := {r ∈ C
f
i : pir − c
feed
rf > 0}.
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Fu¨r die Auftra¨ge r ∈ Cfi \R
f
i kann offensichtlich immer x
∗
r = 0 fu¨r eine
optimale Lo¨sung des Rucksack-Problems angesetzt werden.
2. Falls
∑
r∈Rfi
qr ≤ Qa gilt, so ist die Lo¨sung des Rucksack-Problems
trivial: setze x∗r = 1 fu¨r r ∈ R
f
i und x
∗
r = 0 fu¨r r ∈ C
f
i \R
f
i .
3. Es wird durch das Pricing-Problem PPf nur dann ein Flug mit ne-
gativen reduzierten Kosten konstruiert, wenn der erste Term in (5.5)
kleiner ist als der zweite Term, d.h. kleiner als die Lo¨sung des CKP.
Damit ist fu¨r jedes Rucksack-Problem der erste Term von (5.5)
lbf :=

cfixf − ∑
A=(FA,nA)∈A:f∈FA
σA

− τka + τla − µf
ein Anspruchsniveau. Der Wert lbf ist eine von der gesuchten Lo¨sung zu
u¨berschreitende untere Schranke. Durch Vorgabe dieser unteren Schran-
ke lbf kann das eigentliche Lo¨sungsverfahren des Rucksack-Problems
u.U. deutlich beschleunigt werden.
Wir halten fest: In jeder Iteration des RMP ist das i-te Rucksack-Problem
(i = 1, . . . , nf ) im Pricing-Problem PPf reduzierbar zu
zi = max
∑
r∈Rfi
(pir − c
feed
r )xr (5.9a)
so daß∑
r∈Rfi
qrxr ≤ Qa (5.9b)
xr ∈ {0, 1} fu¨r alle r ∈ R
f
i . (5.9c)
Fu¨r die Lo¨sung des jeweiligen Rucksack-Problems ist in der Literatur ei-
ne Vielzahl verschiedener Algorithmen beschrieben. Die wichtigsten zwei Ty-
pen sind Algorithmen der Dynamischen Programmierung und Branch-and-
Bound-Verfahren. Einen guten U¨berblick u¨ber Algorithmen zu Rucksack-
Problemen bieten das Buch von Martello und Toth [MT90] und die Arbeiten
[Pis97, Pis99, MPT00].
Fu¨r das vorliegende Problem erscheint der Einsatz eines Branch-and-
Bound-Verfahrens sinnvoller: Einerseits existiert bspw. mit dem Algorithmus
von Martello und Toth [MT90] ein gut dokumentiertes und relativ einfach
zu implementierendes Verfahren. Andererseits kann auf diese Weise die un-
tere Schranke lbf effizient mit in das Verfahren integriert werden. Bei einem
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Branch-and-Bound-Algorithmus kann na¨mlich lbf einfach als untere Schranke
a priori gesetzt und im Laufe des Verfahrens zum Bounding benutzt werden.
Algorithmen der Dynamischen Programmierung beruhen auf der Idee, stu-
fenweise Rucksack-Probleme zu lo¨sen, welche nur die ersten m Gegensta¨nde
enthalten und eine Kapazita¨t von Q′ aufweisen, wobei 1 ≤ m ≤ |Ri| und
1 ≤ Q′ ≤ Qa gilt. Dabei ist nicht klar, wie hierbei eine untere Schranke lbf
zur Beschleunigung der Berechnungen verwendet werden kann.
Wie in Abschnitt 4.3 allgemein beschrieben, kann
ζ¯f :=



cfixf − ∑
A=(FA,nA)∈A:f∈FA
σA

− τka + τla − µf

− ( max
i=1,...,nf
zi
)
:= lbf − max
i=1,...,nf
zi
dazu genutzt werden, das Pricing-Problem PPf zu eliminieren. (Dazu kann
auch eine U¨berscha¨tzung von c˜(ef ) u¨ber ef ∈ Xf \ {0} eingesetzt werden.)
Ist na¨mlich UB eine obere Schranke fu¨r DFP/MFP und LLB(σ, τ, pi, µ, ζ)
eine Lagrangean Lower Bound, so impliziert die Gu¨ltigkeit von
ζ¯f ≥ UB − LLB(σ, τ, pi, µ, ζ),
daß das Pricing-Problem PPf keine Variablen einer optimalen ganzzahligen
Lo¨sung mehr generieren kann (vgl. S. 99, Ungleichung (4.14)).
Abschließend ist zu bemerken, daß durch die Zerlegung des CKP in eine
Folge von nf Rucksack-Problemen bis zu nf beladene Flu¨ge mit negativen re-
duzierten Kosten generiert werden. Es besteht also fu¨r jedes Pricing-Problem
PPf und damit auch insgesamt (nach Lo¨sen mehrerer Pricing-Probleme fu¨r
verschiedene f ∈ F ) die Mo¨glichkeit, eine Menge von Variablen in das RMP
aufzunehmen (vgl. S. 97).
Branch-and-Bound-Algorithmus fu¨r das CKP
Fu¨r Teile des Branch-and-Price-Verfahrens zur ganzzahligen Lo¨sung des DFP
und des MFP wird es notwendig werden, auch CKP zu lo¨sen, deren unter-
liegender Graph kein Intervall-Graph ist. Beim Ryan-Foster-Branching (vgl.
Abschnitt 6.2.1) fu¨hrt der Zweig, in dem zwei Gegensta¨nde r und r′ nicht
zusammen transportiert werden du¨rfen, fu¨r PPf auf eine Folge von Rucksack-
Problemen mit einer zusa¨tzlichen Bedingung xr+xr′ ≤ 1, d.h. einer Restrikti-
on vom Typ (5.7c). In tiefere Ebenen des Branch-and-Bound-Baums ko¨nnen
mehrere solcher Restriktionen fu¨r ein Rucksack-Problem vorkommen, so daß
sich daraus ein allgemeines CKP der Form (5.7) ergibt.
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Das hier vorgestellte Branch-and-Bound-Verfahren ist konzipiert fu¨r sol-
che CKP, bei denen der unterliegende Graph G = (V,E) nahezu vollsta¨ndig
ist, d.h., nur wenige Kompatibilita¨tsrestriktionen xr +xs ≤ 1 vorhanden sind.
Dies ist insbesondere beim Ryan-Foster-Branching in den ersten Ebenen des
Branch-and-Bound-Baums der Fall.
Die allgemeinen Notationen zur Beschreibung eines Branch-and-Bound-
Algorithmus sind dem Buch [GIS02] entnommen:
• Relaxation: Das CKP (5.7) wird durch Weglassen der Restriktionen
(5.7c) zu einem Rucksack-Problem (5.7a), (5.7b) und (5.7d) relaxiert.
Der Zula¨ssigkeitsbereich des Rucksack-Problems sei mit X bezeichnet.
• Branching: Das Branching gliedert sich in die Aspekte Erzeugung von
Teilproblemen, Auswahl von Teilproblemen mit Bestimmung der Va-
riable(n) zur Verzweigung und der Suchstrategie sowie schließlich der
Abarbeitung von Teilproblemen:
– Erzeugung von Teilproblemen: Fall die Lo¨sung einer Relaxa-
tion nicht zula¨ssig ist, ist mindestens eine der Restriktionen (5.7c)
xr + xs ≤ 1 fu¨r r 6∼ s verletzt, d.h., es gilt xr = xs = 1. Dann
kann auf den Bedingungen xr = 0 oder xs = 0 verzweigt wer-
den. Ist also Xi der Zula¨ssigkeitsbereich der unzula¨ssigen Relaxa-
tion, so werden zwei neue Teilprobleme mit Zula¨ssigkeitsbereich
Xi1 := Xi ∩ {xr = 0} und Xi2 := X ∩ {xs = 0} gebildet. Die zwei
Teilprobleme sind nicht komplett disjunkt, schließen jedoch eine
unzula¨ssige Lo¨sung mit xr = xs = 1 aus.
– Bestimmung der Variable(n) zur Verzweigung: Fu¨r den
Fall, daß mehrere Restriktionen (5.7c) in der Relaxation verletzt
sind, muß aus der Menge aller dieser Paare
P := {{r, s} : xr = xs = 1 und r 6∼ s}
ein Paar {r0, s0} ∈ P ausgewa¨hlt werden. A¨hnlich wie bei der Be-
stimmung des kritischen Elements bei Rucksack-Problemen kann
man sich dabei am Quotienten aus Profit und Gewicht orientieren.
Wa¨hle also {r0, s0} ∈ P so, daß
pr0 + ps0
qr0 + qs0
= max
{r,s}∈P
pr + ps
qr + qs
gilt.
129
Kapitel 5. LP-Relaxation des DFP- und des MFP-Master-Programms
– Suchstrategie: Die Tiefensuche ha¨lt den Verwaltungsaufwand
fu¨r die Speicherung des Branch-and-Bound-Baums klein.
Die Frage, welchen von zwei So¨hnen Xi∩{xr = 0} und Xi∩{xs =
0} einer Relaxation zu Xi man zuerst aufsuchen soll, kann man
ebenso nach den Quotienten Profit/Gewicht entscheiden. Nehmen
wir ps/qs > pr/qr an. Es ist zu erwarten, daß die Aufnahme des
Gegenstands s aufgrund seines besseren Verha¨ltnisses von Profit
zu Gewicht prinzipiell zu einer besseren Lo¨sung fu¨hren wird. Da
das Auffinden guter zula¨ssiger Lo¨sungen wichtig zum erfolgreichen
Bounden von Knoten ist, sollte daher der Zweig, welcher xs = 1
ermo¨glicht, zuerst bearbeitet werden. Dies bedeutet aber, daß der
Zweig mit Xi ∩ {xr = 0} zuerst durchlaufen werden sollte.
• Abarbeitung von Teilproblemen: Das Lo¨sen eines Teilproblems
kann prinzipiell mit jedem Rucksack-Algorithmus durchgefu¨hrt wer-
den. Da aber hier – wie zuvor bei der Lo¨sung der Standard-Rucksack-
Probleme – eine untere Schranke vorhanden ist, sollte ein Branch-and-
Bound-Verfahren eingesetzt werden. Die untere Schranke kann einer-
seits aus dem Wert lbf und andererseits aus dem Branch-and-Bound-
Verfahren aus gefundenen zula¨ssigen Lo¨sungen bezogen werden.
Das folgende Beispiel zeigt die Anwendung des beschriebenen Branch-
and-Bound-Verfahrens auf das bereits gelo¨ste CKP aus Beispiel 5.1:
Beispiel 5.2 Gegeben sei das CKP aus Beispiel 5.1. Als Relaxation ergibt sich das
Rucksack-Problem
max 6x1 + 4x2 + 5x3 + 2x4 + 6x5 + 3x6 + 2x7
so daß
5x1 + 3x2 + 4x3 + 3x4 + 6x5 + 2x6 + 1x7 ≤ 10
x1, . . . , x7 ∈ {0, 1}
mit zula¨ssigem Bereich X1 und Lo¨sung x = (0, 1, 1, 0, 0, 1, 1) und z = 14. In dieser re-
laxierten Lo¨sung des CKP verletzen die Paare {3, 6} und {3, 7} die Cliquen-Bedingung.
Aufgrund des besseren Verha¨ltnisses p3+p7
q3+q7
= 5+24+1 = 1.4 >
p3+p6
q3+q6
= 5+34+2 = 1.333 wird nach
X11 := X1∩{x3 = 0} und X12 := X1∩{x7 = 0} verzweigt. Da ferner
p3
q3
= 1.25 < p7
q7
= 2.0
gilt, wird der Zweig zu X11 zuerst untersucht.
Das Rucksack-Problem zu X11 := X1 ∩ {x3 = 0} besitzt seinerseits die Lo¨sung x =
(1, 1, 0, 0, 0, 1, 0) mit Zielfunktionswert z = 13. Diese Lo¨sung ist nicht zula¨ssig, denn das
Paar {1, 6} verletzt die Cliquen-Bedingung. Wegen p1
q1
= 1.2 < p6
q6
= 1.5 wird zuerst nach
X111 = X11 ∩ {x1 = 0} = X1 ∩ {x1 = x3 = 0} und spa¨ter nach X112 = X11 ∩ {x6 = 0} =
X1 ∩ {x3 = x6 = 0} verzweigt.
Das Teilproblem X111 liefert die erste zula¨ssige Lo¨sung x = (0, 1, 0, 0, 1, 0, 1) mit Ziel-
funktionswert z = 12.
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Abbildung 5.3. Lo¨sung eines CKP mittels Branch-and-Bound
Der Rest des Branch-and-Bound-Verfahrens ist der Abb. 5.3 zu entnehmen: Das Teil-
problem X112 besitzt dieselbe zula¨ssige Lo¨sung wie X111. Das Problem zu X12 wird ebenso
durch Verzweigen nach dem Paar {1, 6} in die zwei Teilprobleme X121 = X12 ∩ {x1 = 0}
und X122 = X12 ∩{x6 = 0} zerlegt. Diese besitzen jeweils Lo¨sungen mit Zielfunktionswert
z = 11, ko¨nnen also geboundet werden.
Es ist auffa¨llig in Beispiel 5.2, daß jeweils alle linken und rechten So¨hne zu
einem Teilproblem identische Lo¨sungen besitzen. Dies liegt daran, daß durch
das Verzweigen gema¨ß Xi ∩{xr = 0} und Xi ∩{xs = 0} zwei nicht-disjunkte
Teilprobleme entstehen. Auf den ersten Blick scheint dies eine Schwa¨che der
Verzweigungsregel zu sein. Diese Eigenschaft kann aber effizient genutzt wer-
den. Wird na¨mlich der erste der zwei Sohn-Knoten abgearbeitet, so daß
1. die Lo¨sung x auch zula¨ssig fu¨r den anderen Sohn-Knoten ist
2. und der Knoten des ersten Sohnes terminiert werden kann (weil x eine
zula¨ssige Lo¨sung des CKP ist oder der Knoten geboundet werden kann),
so braucht der zweite Sohn nicht abgearbeitet zu werden und kann ebenfalls
terminiert werden. Dies ist korrekt, da man durch die optimale Lo¨sung des
ersten Sohn-Knotens auch eine optimale Lo¨sung des zweiten Sohn-Knotens
kennt und dieser Knoten mit gleicher Argumentation wie der erste nicht
weiter verzweigt werden muß.
In Beispiel 5.2 reicht es daher aus, nur die Teilprobleme X1, X11, X111,
X12 und X121 abzuarbeiten. X12 besitzt zwar dieselbe Lo¨sung wie X11, da X11
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aber nicht terminiert werden kann, muß auch X12 weiter verzweigt werden
(man beachte, daß dann auch die So¨hne von X12 tatsa¨chlich neue Lo¨sungen
hervorbringen, welche nicht von den Kind-Knoten von X11 erzeugt werden).
5.4 Initialisierung des RMP
Zur Initialisierung des Column-Generation-Verfahrens (vgl. Abschnitt 4.1.1)
muß das RMP eine Teilmenge von Spalten enthalten, aus denen eine zula¨ssige,
fraktionale Lo¨sung des RMP gebildet werden kann. Fu¨r Probleme, bei denen
schon die Bestimmung einer ganzzahligen, zula¨ssigen Lo¨sung ein schwieriges
Problem ist, kann auch das Auffinden einer fraktionalen Lo¨sung des RMP ein
nicht-triviales Problem sein. Bu¨denbender et al. zeigen in [BGS00], daß das
Konstruieren einer zula¨ssigen Lo¨sung des DFP ein NP -schweres Problem
ist.
Analog zur M -Methode zur Herstellung einer zula¨ssigen Basislo¨sung beim
Simplex-Algorithmus (vgl. bspw. [NM93]) wird das Master-Programm um
Variablen dr fu¨r alle Auftra¨ge r ∈ R erga¨nzt, welche die Einhaltung der
U¨berdeckungsrestriktionen (5.4b) und damit eine zula¨ssige Lo¨sung garantie-
ren: Die Zielfunktion (5.4a) wird ersetzt durch
min
∑
f∈F
mf∑
t=1
cf (e
f
t )λ
f
t +
∑
f∈F ferry
cferryf zf +
∑
r∈R
Mdr,
wobei M > 0 als eine genu¨gend große Zahl (bspw. gro¨ßer als die Kosten einer
optimalen Lo¨sung des DFP bzw. MFP) zu wa¨hlen ist. Die U¨berdeckungsre-
striktionen (5.4b) werden erga¨nzt zu
∑
f∈F :r∈R(f)
mf∑
t=1
xrf (e
f
t )λ
f
t + dr = 1 fu¨r alle r ∈ R,
und die Variablen dr erhalten als zula¨ssige Werte
0 ≤ dr ≤ 1 fu¨r alle r ∈ R.
Damit ist (x, y, z, d) = (0, 0, 0, 1 ) eine zula¨ssige Lo¨sung der LP-Relaxation
des modifizierten Master-Programms (5.4). Sie besitzt die Kosten |R| ·M . Da
somit offensichtlich die zugeho¨rige duale Lo¨sung (pi, σ, τ, µ) = (M · 1 , 0, 0, 0)
lautet, besitzt das erste Pricing-Problem eine simple Interpretation: Finde fu¨r
jeden potentiellen Flug f ∈ F einen beladenen Flug, welcher eine mo¨glichst
große Zahl von Auftra¨gen r ∈ R(f) u¨berdeckt. Diese Idee wird nachfolgend
genutzt, um das erste RMP mit einer Teilmenge
”
guter“ Spalten zu initiali-
sieren:
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Heuristik zur Generierung einer Startlo¨sung des RMP
Der nachfolgende generische Algorithmus bestimmt als Ergebnis eine Menge
F von zula¨ssigen Flu¨gen:
Algorithmus 5.3 Heuristik zur Bestimmung einer Startlo¨sung fu¨r
das RMP
1: (Initialisierung) Setze F := ∅ (Menge der erzeugten zula¨ssigen Flu¨ge).
2: (Schleife) Wiederhole, solange bis ein Abbruchkriterium erfu¨llt ist:
3: (Auswahl eines potentiellen Flugs)
Wa¨hle einen potentiellen Flug f ∗ = (a, k, l) ∈ F .
4: Setze R∗ := ∅ (Menge der zugewiesenen Auftra¨ge).
5: Setze Rpotentiell := R(f∗) (Menge der potentiell zuzuweisenden Auftra¨ge).
6: (Schleife) Wiederhole, solange bis Rpotentiell = ∅:
7: (Auswahl eines Auftrags)
Wa¨hle einen Auftrag r∗ ∈ Rpotentiell mit qr∗ +
∑
r∈R∗ qr ≤ Qa.
8: Setze R∗ := R∗ ∪ {r∗}.
9: Setze Rpotentiell :=
{r ∈ Rpotentiell : qr +
∑
r∈R∗
qr ≤ Qa, r∼f∗r
∗}.
10: Setze F := F ∪ {(f ∗, t∗, R∗)}, wobei t∗ gema¨ß Formel (3.5b) wa¨hlbar ist.
Der generische Algorithmus la¨ßt eine ganze Reihe von Freiheiten in der
konkreten Ausgestaltung zu: Bei der Auswahl des potentiellen Flugs und
ebenso bei der Auswahl der zuzuordnenden Auftra¨ge kann man zufallsge-
steuert vorgehen. Das Abbruchkriterium sollte so gewa¨hlt werden, daß eine
ausreichende Anzahl von Flu¨gen generiert wird. Bspw. kann man sich da-
bei an der Anzahl der generierten Flu¨ge |F| selbst orientieren oder an einer
Mindestzahl, die angibt, wie oft jeder Auftrag durch verschiedene Flu¨ge ab-
gedeckt wird.
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Kapitel 6
Ganzzahlige Lo¨sungen fu¨r das
DFP und das MFP
Das Ziel dieses Kapitels ist es, die theoretischen Grundlagen fu¨r ein Branch-
and-Price-Verfahren zur ganzzahligen Lo¨sung des DFP und des MFP zu ge-
ben. Die dargestellten Resultate und Methoden werden es erlauben, beweis-
bar optimale Lo¨sungen fu¨r kleine und einige mittelgroße Instanzen des DFP
und des MFP zu berechnen. Fragen der Beschleunigung des Branch-and-
Price-Verfahrens oder seine Modifikation als approximatives Lo¨sungsverfah-
ren werden in Kap. 8 aufgegriffen.
Branch-and-Price ist ein spezielles Branch-and-Bound-Verfahren. In die-
sem Sinne behandelt dieses Kapitel die Hauptbestandteile eines Branch-and-
Bound-Algorithmus, welche nach [GIS02] durch das Verzweigen oder Bran-
ching mit den Teilaspekten Erzeugung, Auswahl und Abarbeitung eines Teil-
problems und dem Bounding beschrieben werden ko¨nnen.
Eine wichtige Grundlage fu¨r die Konzeption von Verzweigungsstrategien
ist die Untersuchung der Eigenschaften von nicht-ganzzahligen Lo¨sungen. Der
Abschnitt 6.1 geht auf elementare Eigenschaften von nicht-ganzzahligen Lo¨-
sungen ein, wie sie bei der Lo¨sung der LP-Relaxation des DFP- und des MFP-
Master-Programms vorkommen ko¨nnen. Im folgenden Abschnitt 6.2 geht es
um das Branching, d.h. um mo¨gliche Strategien zur Verzweigung. Dieses
umfaßt die Erzeugung und die Auswahl von Teilproblemen zur Bearbeitung.
Die zweite Komponente des Branch-and-Price-Verfahrens, das Bounding von
Teilproblemen, beinhaltet gegenu¨ber Kap. 4 beim DFP/MFP keine neuen
Aspekte und bleibt deswegen unbetrachtet.
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6.1 Eigenschaften nicht-ganzzahliger Lo¨sun-
gen des Master-Programms
Nachfolgend setzen wir eine nicht-ganzzahlige (=gebrochene) Lo¨sung des
Master-Programms (5.4) des DFP bzw. des MFP als gegeben voraus. Sie
hat die Form
(λ∗, z∗) = (((λ∗ft )
mf
t=1)f∈F , (z
∗
f ′)f ′∈F ferry) ∈ [0, 1]
(
∑
f∈F m
f) × R|F
ferry |
≥0
und erfu¨llt die Restriktionen der LP-Relaxation des Master-Programms (5.4),
also die Restriktionen (5.4b)–(5.4g). Aus dieser gebrochenen Lo¨sung des
Master-Programms la¨ßt sich eine gebrochene Lo¨sung (x∗, y∗, z∗) fu¨r das Mo-
dell (3.6) bzw. (3.11) ableiten:
x∗rf =
mf∑
t=1
xrf (e
f
t )λ
∗f
t (6.1)
und
y∗f =
mf∑
t=1
λ∗ft . (6.2)
fu¨r alle f ∈ F und r ∈ R(f). Die Werte der Ferry-Variablen z∗f fu¨r f ∈ F
ferry
u¨bertragen sich direkt vom Master-Programm (5.4) auf das Modell (3.6) bzw.
(3.11).
In obigen Formeln dient der Stern
”
∗“ zur Kennzeichnung von festen Wer-
ten von Variablen im Gegensatz zu den Variablen selbst, welche mit λ, x, y
und z bezeichnet sind. Fu¨r dieses Kapitel lassen wir nachfolgend den Stern
”
∗“
weg, wenn aus dem Zusammenhang eindeutig hervorgeht, daß es um den Wert
einer Variablen geht und keine Gefahr der Verwechslung besteht.
Wir stellen in der folgenden Bemerkung einige wichtige Beziehungen zwi-
schen den Lo¨sungen (λ, z) der LP-Relaxation des Master-Programms (5.4)
und den gema¨ß (6.1) und (6.2) transformierten Lo¨sungen (x, y, z) des ur-
spru¨nglichen Modells (3.6) bzw. (3.11) heraus:
Bemerkung 6.1
1. Ist (λ, z) eine zula¨ssige Lo¨sung der LP-Relaxation des Master-Pro-
gramms (5.4), so ist (x, y, z) eine zula¨ssige Lo¨sung der LP-Relaxation
des DFP-Modells (3.6) bzw. des MFP-Modells (3.11). Die Umkehrung
ist i.a. falsch.
Die Richtigkeit dieser Aussage ist leicht zu zeigen: Fu¨r jeden poten-
tiellen Flug f ∈ F gilt wegen der zugeho¨rigen Konvexita¨tsrestriktion
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(5.4e), daß ef =
∑|Xf
t=1 λ
f
t e
f
t ∈ conv(X
f ) also ein Element der konve-
xen Hu¨lle des Bereichs Xf ist. Damit erfu¨llt (x, y, z) die Ungleichungen
(3.6f)–(3.6i) bzw. (3.11f)–(3.11k). Da das Master-Programm eine a¨qui-
valente Umformulierung der u¨brigen Bedingungen (3.6b)–(3.6e) bzw.
(3.11b)–(3.11e) entha¨lt, ist somit insgesamt (x, y, z) eine zula¨ssige Lo¨-
sung der LP-Relaxation des Modells (3.6) bzw. (3.11).
Genauer zeigt diese Betrachtung, daß sich der Zula¨ssigkeitsbereich der
LP-Relaxation des DFP- bzw. des MFP-Master-Programms in den Va-
riablen (x, y, z) als folgende Menge schreiben la¨ßt:
XLP−Master
=
{
(x, y, z) ∈
(⊕
f∈F
conv(Xf )
)
⊕ R|F
ferry |
≥0 :
(x, y, z) erfu¨llt (3.6b)–(3.6e)
bzw. (3.11b)–(3.11e)
}
.
Daß die Umkehrung der Aussage i.a. nicht gilt, liegt an der Tatsache,
daß XLP−Master i.a. echt in der konvexen Hu¨lle des Zula¨ssigkeitsbereichs
Z des DFP bzw. des MFP enthalten ist (siehe auch Beispiel 6.1).
2. Ist (λ, z) eine zula¨ssige Lo¨sung der LP-Relaxation des Master-Pro-
gramms (5.4) und ist ferner (λ, z) nicht ganzzahlig, so ist auch (x, y, z)
nicht ganzzahlig.
Offensichtlich reicht es hier zu zeigen, daß fu¨r gebrochenes λ auch (x, y)
gebrochen ist. Ist aber fu¨r einen potentiellen Flug f ∈ F und ein
t ∈ {1, . . . ,mf} der Wert λft gebrochen, so ist mindestens eine Kompo-
nente von (xrf , yf ) =
∑mf
t=1 λ
f
t e
f
t ∈ conv(X
f ) gebrochen, da die eft die
Extremalpunkte der Menge Xf sind und Xf ⊆ {0, 1}|R(f)|+1 gilt.
3. Es sei (λ, z) eine zula¨ssige Basislo¨sung der LP-Relaxation des Master-
Programms (5.4) und (x, y, z) die zugeho¨rige transformierte Lo¨sung.
Dann ist die Ganzzahligkeit von (x, y) hinreichend fu¨r die Ganzzah-
ligkeit von z. Das heißt, daß ganzzahlige beladene Flu¨ge ganzzahlige
Ferry-Flu¨ge implizieren.
Der Grund hierfu¨r ist, daß bei festgehaltenen Werten (x, y) die Mo-
delle (3.6) und (3.11) bzgl. der Variablen z = (zf )f∈F ferry in je ein
Netzflußproblem (Transshipment-Problem) pro Flugzeugtyp a ∈ A zer-
fallen. Man beachte, daß die Ferry-Flu¨ge nicht bei den zusa¨tzlichen
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Nebenbedingungen (3.6c) bzw. (3.11c) mitgefu¨hrt werden. Die einzi-
gen Nebenbedingungen, in denen die Variablen zf vorkommen, sind die
Ferry-Restriktionen (3.6d) bzw. (3.11d). Fu¨r jeden Flugzeugtyp a∗ ∈ A
bildet die Menge der zula¨ssigen Flugha¨fen Pa∗ := {k ∈ P : a
∗ ∈ Ak}
(vgl. S. 52) die Knoten des entsprechenden Netzwerks. Sie sind durch
die Bo¨gen Aa∗ := {(k, l) ∈ Pa∗ × Pa∗ : (a
∗, k, l) ∈ F} miteinander
verbunden. Die durch y vorgegebene und als ganzzahlig angenommene
Anzahl von Flu¨gen, welche an einem Flughafen k ∈ Pa∗ starten und
landen, legt folgende Bedarfe fest:
ba∗,k :=
∑
(a∗,l,k)∈F
y(a∗,l,k) −
∑
f=(a∗,k,l)∈F
y(a∗,k,l).
Als Netzflußproblem fu¨r den Flugzeugtyp a∗ erha¨lt man
min
∑
f=(a∗,k,l)∈F ferry
cferryf zf
so daß∑
f=(a∗,k,l)∈F ferry
zf −
∑
f=(a∗,l,k)∈F ferry
zf = ba∗,k fu¨r alle k ∈ Pa∗
zf ≥ 0 fu¨r alle f = (a
∗, k, l) ∈ F ferry.
Dieses Netzflußproblem entha¨lt keine Kapazita¨tsrestriktionen. Wegen
der ganzzahligen rechten Seiten ba∗,k sind auch die optimalen Flu¨sse
zf immer ganzzahlig. Gilt in dem vollsta¨ndigen bewerteten Netzwerk
(Pa∗ , Aa∗ , c
ferry
(a∗,·,·)) sogar die Dreiecksungleichung, so kann obiges Pro-
blem als klassisches Transportproblem (vgl. bspw. [NW88, S. 68]) gelo¨st
werden.
4. Es sei (λ, z) eine zula¨ssige Basislo¨sung der LP-Relaxation des Master-
Programms (5.4) und (x, y, z) die zugeho¨rige transformierte Lo¨sung.
Dann ist die Ganzzahligkeit von x hinreichend fu¨r die Ganzzahligkeit
von (y, z).
Wegen 3. reicht es zu zeigen, daß y ganzzahlig ist, wenn dies fu¨r x
gilt. Die Richtigkeit dieser Implikation folgt direkt aus der Gleichheit
(3.6m).
Beispiel 6.1 Dieses Beispiel verdeutlicht die Beziehung zwischen gebrochenen Lo¨sun-
gen der LP-Relaxation des Master-Programms (5.4) und der LP-Relaxation der Modelle
(3.6) und (3.11).
Es sei ein DFP mit R = {1, 2, 3} und ein potentieller Flug f ∈ F mit paarweise nicht
kompatiblen Auftra¨gen 1 6∼ 2, 2 6∼ 3 und 1 6∼ 3 gegeben. Das Gewicht der Auftra¨ge sei
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so gering, daß alle drei Auftra¨ge gleichzeitig dem potentiellen Flug f zugeordnet werden
ko¨nnten. Dann gilt
Xf = {(0, 0, 0, 0)} ∪ {(x1f , x2f , x3f , 1) : xf1, xf2, x3f ∈ {0, 1},
x1f + x2f ≤ 1, x2f + x3f ≤ 1, x1f + x3f ≤ 1}
= {(0, 0, 0, 0), (0, 0, 1, 1), (0, 1, 0, 1), (0, 0, 1, 1)}.
Eine gebrochene Lo¨sung (x, y, z) ∈ XLP−Master der LP-Relaxation des DFP-Master-
Programms erfu¨llt wegen (x1f , x2f , x3f , yf ) ∈ conv(X
f ) alle gu¨ltigen Ungleichungen fu¨r
conv(Xf ). Beispielsweise gilt die gu¨ltige Ungleichung fu¨r Cliquen:1
x1f + x2f + x3f ≤ 1.
Hingegen kann eine Lo¨sung (x, y, z) ∈ Z der LP-Relaxation des DFP-Modells (3.6)
eine solche Ungleichung verletzten. Hier muß (x1f , x2f , x3f , yf ) ein Element der Menge
Mf = {(x1f , x2f , x3f , yf ) : 0 ≤ x1f , x2f , x3f ≤ yf ≤ 1,
x1f + x2f ≤ 1, x2f + x3f ≤ 1, x1f + x3f ≤ 1}
sein. Der Punkt ( 12 ,
1
2 ,
1
2 , 1) ∈ M
f ist ein Extremalpunkt von M f , jedoch gilt ( 12 ,
1
2 ,
1
2 , 1) /∈
conv(Xf ). In der Tat verletzt dieser Extremalpunkt auch die gu¨ltige Cliquen-Ungleichung
x1f + x2f + x3f ≤ 1. Die Abb. 6.1 zeigt die Projektion der Menge conv(X
f ) und Mf auf
(a) (b)
Abbildung 6.1. (a) Projektion der Menge conv(Xf ) aus Beispiel 6.1 auf die
Komponenten (x1f , x2f , x3f ), (b) Projektion der Menge M
f
die ersten drei Koordinaten, d.h. in den Vektorraum R3. Die Abbildung macht deutlich,
daß der transformierte zula¨ssige Bereich XLP−Master eine echte Teilmenge des zula¨ssigen
Bereichs der LP-Relaxation des DFP-Master-Programms (5.4) ist.
Diese Betrachtung zeigt auch, daß man die LP-Relaxation des urspru¨nglichen Modells
(3.6) durch die gu¨ltige Ungleichung x1f + x2f + x3f ≤ 1 verscha¨rfen kann. Da aber die
1Man erha¨lt diese gu¨ltige Ungleichung als Gomory-Cut (vgl. [NW88, S. 227f.]) durch
Multiplizieren der drei Ungleichungen x1f + x2f ≤ 1, x2f + x3f ≤ 1 und x1f + x3f ≤ 1
mit 12 , Addieren der entstehenden Ungleichungen und Runden der rechten Seite
3
2 zu 1.
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Anzahl der gu¨ltigen Ungleichungen i.a. sehr groß ist, kann dies praktisch nur durch ein
Schnittebenenverfahren realisiert werden.
Eine analoge Betrachtung kann fu¨r gu¨ltige Ungleichungen des Rucksack-Problems
durchgefu¨hrt werden (bspw. mit Cover Inequalities, vgl. [NW88, S. 459]).
6.2 Branching
Das Branching oder Verzweigen legt die Struktur des Branch-and-Bound-
Suchbaums fest und bestimmt die Reihenfolge, in welcher die Knoten des
Suchbaums durchlaufen werden. Die Struktur ist durch die Art und Weise
festgelegt, wie ein Teilproblem mit gebrochener Lo¨sung in zwei (oder mehr)
neue Probleme zerlegt wird.
6.2.1 Erzeugung von Teilproblemen
Bei der Erzeugung von Teilproblemen – zu einem Knoten u mit gebro-
chener Lo¨sung – geht es darum aufzuzeigen, wie man den Zula¨ssigkeits-
bereich X = X(u) in zwei2 disjunkte Teile Xˆ und X \ Xˆ zerlegen kann,
so daß die aktuelle, nicht-ganzzahlige Lo¨sung (λ∗, z∗) der LP-Relaxation
des Master-Programms in beiden Zweigen nicht mo¨glich ist. D.h., es muß
(λ∗, z∗) /∈ conv(Xˆ) und (λ∗, z∗) /∈ conv(X \ Xˆ) erfu¨llt sein. Falls mehrere
Mo¨glichkeiten bestehen, Teilprobleme zu bilden, werden durch die Auswahl
eines Teilproblems (vgl. na¨chster Unterabschnitt) eine konkrete Art der Ver-
zweigung und eine Variable zum Verzweigen ausgewa¨hlt.
Die folgenden Mo¨glichkeiten zum Verzweigen werden jeweils benannt und
ihre Realisierung genauer beschrieben. Das Verzweigen hat na¨mlich in der
Regel sowohl Auswirkungen auf das Master-Programm (5.4) als auch auf die
Pricing-Probleme PPf . Diese Auswirkungen machen das Branching jeweils
unterschiedlich kompliziert sowohl in Hinblick auf eine effiziente Lo¨sung des
Subproblems als auch in Hinblick auf eine programmtechnische Umsetzung:
1. Branching auf xr0f0 ∈ {0, 1}.
Ist fu¨r einen potentiellen Flug f0 ∈ F und einen Auftrag r0 ∈ R(f0)
der Wert x∗r0f0 gebrochen, so kann nach X(u)∩{xr0f0 = 0} und X(u)∩
{xr0f0 = 1} verzweigt werden.
Diese Art des Verzweigens kann effizient, ohne Hinzufu¨gen von weiteren
Restriktionen zum Master-Programm, realisiert werden. Die Struktur
der Pricing-Probleme a¨ndert sich nicht:
2Analoge Betrachtungen ko¨nnen offensichtlich auch fu¨r Verzweigungen mit drei oder
mehr A¨sten angestellt werden und u¨bertragen sich in offensichtlicher Weise.
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Im Zweig X∩{xr0f0 = 0} ist die Zuordnung des Auftrags r0 zum poten-
tiellen Flug f0 verboten. Entsprechend sind aus dem RMP alle Varia-
blen λf0 zu e
f0 = (xrf0 , yf0) mit xr0f0 = 1 zu entfernen bzw. auf null zu
fixieren. Das Pricing-Problem PPf0 wird modifiziert, indem xr0f0 = 0
fu¨r jede Lo¨sung gefordert wird. Dies erreicht man durch Weglassen des
Gegenstands r0 aus jedem der zu lo¨senden Rucksack-Probleme (5.9).
Die Pricing-Probleme fu¨r alle u¨brigen potentiellen Flu¨ge f ∈ F \ {f0}
bleiben identisch bestehen.
Der alternative Zweig X ∩ {xr0f0 = 1} bedeutet, daß der Auftrag r0
durch den potentiellen Flug f0 bedient werden muß. Alle Spalten der
potentiellen Flu¨ge f ∈ F \ {f0} zu e
f = (xrf , yf ) mit xr0f = 1 mu¨ssen
aus dem RMP entfernt werden. Das Pricing-Problem PPf0 bekommt
die zusa¨tzliche Bedingung xr0f0 = 1. Dies wird dadurch realisiert, daß
nur die Rucksack-Probleme (5.9) zu Cliquen Cf0i , i = 1, . . . , nf gelo¨st
werden, fu¨r welche r0 ∈ C
f0
i gilt. Bei diesen wird ein modifiziertes
Rucksack-Problem ohne den Gegenstand r0 und mit um qr0 verringerter
Kapazita¨t gelo¨st. Die Lo¨sung des so modifizierten Rucksack-Problems
wird dann um xr0f0 = 1 erga¨nzt.
Es ist wichtig zu erwa¨hnen, daß ein vollsta¨ndiges Verzweigen auf xr0f0
wegen Bemerkung 6.1(3.) die Ganzzahligkeit der gesamten Lo¨sung ga-
rantiert.
2. Branching auf yf0 ∈ {0, 1}.
Dieser Typ von Verzweigung kann angewandt werden, wenn fu¨r einen
potentiellen Flug f0 ∈ F die zugeho¨rige Variable y
∗
f0
gebrochen ist.
Das Verzweigen nach X ∩ {yf0 = 1} kann durch Hinzufu¨gen der Be-
dingung
∑mf0
t=1 λ
f0
t = 1 zum Master-Programm implementiert werden.
Alternativ kann man die Konvexita¨tsrestriktion (5.4e) zu f0 durch die
Restriktion
mf0∑
t=1
λf0t + n#f0 = 0
mit einer neuen Variablen n#f0 fu¨r die Anzahl der Flu¨ge mit f0 erset-
zen. Vor dem Verzweigen im Problem zu X = X(u) ist die Variable nur
durch 0 ≤ n#f0 ≤ 1 beschra¨nkt und modelliert somit die urspru¨ngliche
Konvexita¨tsbedingung. Nach dem Verzweigen X ∩ {yf0 = 1} wird die
Variable durch 1 ≤ n#f0 ≤ 1 auf den Wert 1 fixiert. Man beachte, daß
von dieser Modifikation auch der duale Preis µf0 betroffen ist, denn er
bezieht sich nun nicht mehr auf die urspru¨ngliche Konvexita¨tsbedin-
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gung, sondern auf die oben angegebene, modifizierte Restriktion und
kann damit auch negativ werden.
Die Alternative X∩{yf0 = 0} kann mit derselben Methode durch Fixie-
ren der Variablen n#f0 auf 0 umgesetzt werden. Eine andere Mo¨glichkeit
zur Realisierung besteht darin, alle Variablen zu λf0t des unterliegenden
potentiellen Flugs f0 aus dem RMP zu entfernen und ferner das Pricing-
Problem PPf0 zu deaktivieren, so daß keine zugeho¨rigen Variablen in
diesem Zweig erzeugt werden.
3. Branching auf zf0 .
Ist fu¨r einen Ferry-Flug f0 ∈ F
ferry der Wert α := z∗f0 nicht ganzzahlig,
so kann auf X ∩ {zf0 ≤ bαc} und X ∩ {zf0 ≥ dαe} verzweigt werden.
Dieser Typ von Verzweigung ist trivial durch Anpassen der oberen und
unteren Schranken der Variable zf0 im Master-Programm zu realisieren.
Es mu¨ssen keine Pricing-Probleme modifiziert werden.
4. Branching auf
∑
f∈Fbranch
yf =
∑
f∈Fbranch
∑mf
t=1 λ
f
t fu¨r eine Teilmenge
Fbranch ⊆ F von potentiellen Flu¨gen.
Fu¨r jede Teilmenge Fbranch ⊆ F von potentiellen Flu¨gen muß die Anzahl
nFbranch von zugeho¨rigen beladenen Flu¨gen ganzzahlig sein. Beispiele fu¨r
nFbranch sind:
• die Anzahl aller potentiellen Flu¨ge mit Fbranch = F
• die Anzahl der Direktflu¨ge mit Fbranch = F
dir
• die Anzahl der Hubflu¨ge mit Fbranch = F
+ ∪ F−
• die Anzahl der Flu¨ge mit Flugzeugtyp a0 ∈ A mit
Fbranch = {f = (a, k, l) ∈ F : a = a0}
• die Anzahl der am Flughafen k0 ∈ P startenden Flu¨ge mit
Fbranch = {f = (a, k, l) ∈ F : k = k0}
• die Anzahl der am Flughafen l0 ∈ P landenden Flu¨ge mit
Fbranch = {f = (a, k, l) ∈ F : l = l0}
• die Anzahl der Flugverbindungen zwischen Flugha¨fen k0 ∈ P und
l0 ∈ P mit Fbranch = {f = (a, k, l) ∈ F : k = k0, l = l0}
• etc.
Natu¨rlich sind auch andere als die hier aufgefu¨hrten Teilmengen Fbranch
prinzipiell denkbar.
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Realisiert wird das Verzweigen auf Teilmengen von Flu¨gen bei gebro-
chenem Wert α :=
∑
f∈Fbranch
y∗f durch Hinzufu¨gen einer Restriktion
∑
f∈Fbranch
mf∑
t=1
λft − nFbranch = 0 (6.3)
zum Master-Programm, wobei nFbranch eine neue Variable des Master-
Programms ist. Verzweigen nach X∩{
∑
f∈Fbranch
yf ≤ bαc} kann durch
Beschra¨nken der Variablen nFbranch ≤ bαc nach oben erreicht werden.
Der andere Zweig X ∩ {
∑
f∈Fbranch
yf ≤ bαc} ergibt sich durch Setzen
einer unteren Schranke gema¨ß nFbranch ≥ dαe.
Man beachte die A¨hnlichkeit der Restriktion (6.3) zu den zusa¨tzlichen
Restriktionen (5.4c) des Master-Programms. In der Tat ko¨nnen die im
Master-Programm vorhandenen zusa¨tzlichen Restriktionen (5.4c) fu¨r
A = (FA, nA) ∈ A in analoger Weise umgeschrieben werden. Falls
Fbranch = FA fu¨r ein A = (FA, nA) ∈ A gilt, kann durch Beschra¨n-
ken der Variablen nA das entsprechende Verzweigen ohne Hinzufu¨gen
einer weiteren (identischen) Restriktion erreicht werden.
Alle Restriktionen der Form (6.3) beeinflussen die Pricing-Probleme
der potentiellen Flu¨ge f ∈ Fbranch. Ist σFbranch der duale Preis der Re-
striktion, so kann σFbranch analog wie die u¨brigen dualen Preise σA fu¨r
A = (FA, nA) ∈ A mit f ∈ FA gema¨ß Formel (5.5) in die Berechnung
der reduzierten Kosten einbezogen werden.
5. Branching auf einem Paar von Auftra¨gen (Ryan-Foster-Branching).
Die U¨berdeckungsrestriktionen (5.4b) bilden die Sub-Struktur eines
Set-Partitioning-Problems. Gema¨ß Satz 4.2 kann in diesem Fall danach
verzweigt werden, ob zwei Auftra¨ge r0, r1 entweder in verschiedenen
Flu¨gen oder in irgendeinem Flug gemeinsam transportiert werden. Fu¨r
jedes Paar {r0, r1} von verschiedenen Auftra¨gen ist die Zahl
RFr0r1(λ) :=
∑
f∈F
∑
t=1,...,mf :
e
f
t =(xrf ,yf )
mit xr0f = xr1f = 1
λft
ein Maß dafu¨r, ob die Auftra¨ge r0 und r1 zusammen (RFr0r1(λ) = 1)
oder aber getrennt transportiert werden (RFr0r1(λ) = 0). Gilt 0 <
RFr0r1(λ) < 1, ist also der Wert nicht ganzzahlig, so kann auf diesem
Paar von Auftra¨gen verzweigt werden.
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Formal la¨ßt sich das Ryan-Foster-Branching fu¨r das DFP bzw. das MFP
durch
X ∩ {r0 6= r1} :=
X ∩ {xr0f + xr1f ≤ 1, fu¨r alle f ∈ F mit r0, r1 ∈ R(f), r0 ∼f r1}
und
X ∩ {r0 = r1} :=
X ∩ {xr0f = xr1f , fu¨r alle f ∈ F mit r0, r1 ∈ R(f)}
∩ {xr0f = 0, fu¨r alle f ∈ F mit r0 ∈ R(f), r1 /∈ R(f)}
∩ {xr1f = 0, fu¨r alle f ∈ F mit r1 ∈ R(f), r0 /∈ R(f)}
beschreiben. Beide Zweige lassen sich effizient nur im Master-Programm
umsetzen: Fu¨r X ∩ {r0 6= r1} mu¨ssen alle Spalten zu Flu¨gen, welche
beide Auftra¨ge r0, r1 bedienen, aus dem RMP entfernt werden. Das
sind die Flu¨ge ef = (xrf , yf ) mit xr0f = xr1f = 1. Fu¨r den Zweig
X ∩{r0 = r1} mu¨ssen die Flu¨ge e
f = (xrf , yf ) mit xr0f 6= xr1f aus dem
RMP herausgenommen werden.
Fu¨r die Pricing-Probleme PPf la¨ßt sich i.a. nur der Zweig X∩{r0 = r1}
effizient implementieren. Fu¨r potentielle Flu¨ge, welche r0 und r1 nicht
gemeinsam bedienen ko¨nnen ({r0, r1} 6⊆ R(f) oder r0 6∼f r1), wird die
entsprechende Variable auf null fixiert (zur Realisierung von xr0f = 0
bzw. xr1f = 0 siehe Branching auf xrf ). Die u¨brigen potentiellen Flu¨ge
f mit r0, r1 ∈ R(f) und r0 ∼f r1 mu¨ssen zur Umsetzung von xr0f = xr1f
in PPf folgendermaßen vorgehen: Die Gegensta¨nde r0 und r1 werden zu
einem neuen Gegenstand rneu aggregiert. Dieser erha¨lt als Bewertung
prneu := pr0 + pr1 , als Gewicht qrneu := qr0 + qr1 und als Zeitfenster
TWf (rneu) := TWf (r0)∩TWf (r1). Das Pricing-Problem PPf vera¨ndert
damit nicht seine Struktur. Es kann, wie in Abschnitt 5.3.2 beschrieben,
als Folge von Rucksack-Problemen gelo¨st werden.
Dies ist im Zweig X ∩ {r0 6= r1} anders. Hier besteht die Schwierig-
keit ausschließlich in Pricing-Problemen PPf mit r0, r1 ∈ R(f) und
r0 ∼f r1. In ein Rucksack-Problem zu C
f
i (vgl. Abschnitt 5.3.2) mit
{r0, r1} ⊆ C
f
i kann man na¨mlich die Bedingung xr0f + xr1f ≤ 1 nicht
effizient einbauen. Sie bedeutet, daß entweder keiner der Gegensta¨nde
r0 und r1 oder nur genau einer der Gegensta¨nde gewa¨hlt werden darf.
Schlimmer noch ist die Tatsache, daß auf tieferen Stufen des Branch-
and-Price-Baums mehrere solcher Bedingungen simultan eingehalten
werden mu¨ssen. Der Knoten u des Teilproblems X = X(u) impliziert
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also mo¨glicherweise eine Menge von Restriktionen xrf + xr′f ≤ 1 fu¨r
verschiedene Paare {r, r′}. Damit wird das entsprechende Rucksack-
Problem zu einem Cliquen-Rucksack-Problem (CKP). Genauer gesagt
wird das Rucksack-Problem, welches seine Gegensta¨nde aus einer Cli-
que Cfi mit r0, r1 ∈ C
f
i wa¨hlen kann, durch die Branching-Restriktion
zu einem echten CKP. Der Kompatibilita¨tsgraph ist in diesem Falle i.a.
kein Intervall-Graph mehr. Dennoch kann das resultierende CKP mit
dem auf S. 128 beschriebenen Branch-and-Bound-Verfahren gelo¨st wer-
den, insbesondere weil die Anzahl der durch das Branching implizierten
Cliquen-Bedingungen xrf + xr′f ≤ 1 i.a. klein sein wird.
Zusammenfassend la¨ßt sich festhalten, daß der Zweig X ∩{r0 6= r1} fu¨r
einen Teil der Pricing-Probleme PPf die Lo¨sung einer Folge von echten
Cliquen-Rucksack-Problemen erforderlich macht.
Auch das vollsta¨ndige Verzweigen auf Paaren von Auftra¨gen garantiert
die Ganzzahligkeit der gesamten Lo¨sung (x, y, z).
6. Branching auf der Abflugzeit eines potentiellen Flugs f ∈ F .
Falls fu¨r einen potentiellen Flug f0 ∈ F und zwei nicht zeitlich kom-
patible Auftra¨ge r0, r1 ∈ R(f), r0 6∼f r1 fu¨r die Zuordnungen x
∗
r0f
> 0
und x∗r1f > 0 gilt, so bedeutet dies, daß aus der aktuellen gebroche-
nen Lo¨sung (x∗, y∗, z∗) keine Abflugzeit fu¨r den potentiellen Flug f0
abgeleitet werden kann (vgl. Formel (3.6j)). Ohne Einschra¨nkung sei
TWf0(r0) = [a0, b0] und TWf0(r1) = [a1, b1] mit a0 < b0 < a1 < b1.
Damit existiert ein Zeitpunkt tbranch, so daß b0 < tbranch < a1 gilt.
Im Zweig X ∩ {TWf0 ≤ tbranch} liegt die Abflugzeit des potentiellen
Flugs vor tbranch. Zur Realisierung werden aus dem RMP alle Variablen
zu Flu¨gen ef0 = (xrf0 , yf0) ∈ X
f0 entfernt, fu¨r die ein Auftrag r ∈ R(f0)
existiert mit xrf0 = 1 und TWf0(r) = [ar, br] und tbranch < ar. Das
Pricing-Problem PPf0 wird folgendermaßen vera¨ndert: Alle Auftra¨ge
r ∈ R(f) erhalten als neues mo¨gliches Abflugzeitfenster TWf0(r) ∩
[−∞, tbranch]. Die Menge R(f0) und die Relation ∼f0 sind daraufhin
neu zu ermitteln. Auf die anderen PPf mit f ∈ F \ {f0} gibt es keine
Auswirkungen.
Die Vorgehensweise im alternativen Zweig X ∩ {TWf0 ≤ tbranch} ist
vo¨llig analog. Damit kann dieser Typ von Branching-Entscheidung effi-
zient realisiert werden, ohne daß Restriktionen zum RMP hinzugefu¨gt
oder Pricing-Probleme in ihrer Struktur vera¨ndert werden.
In einer beliebigen, nicht ganzzahligen Lo¨sung (λ, z) der LP-Relaxation
des Master-Programms kann man nicht immer einen potentiellen Flug
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f0 und einen Zeitpunkt tbranch finden, so daß die Zweige X ∩ {TWf0 ≤
tbranch} und X ∩ {TWf0 ≥ tbranch} die aktuelle Lo¨sung (λ, z) ausschlie-
ßen. Ausschließliches Branching auf der Abflugzeit garantiert also nicht
die Ganzzahligkeit.
In der Tabelle 6.1 sind fu¨r alle beschriebenen Mo¨glichkeiten des Bran-
ching die resultierenden Modifikationen des RMP und der Pricing-Probleme
zusammengefaßt.
Sehr effizient lassen sich demnach das Branching auf den Zuordnungen
xrf , das Branching auf den Ferry-Flu¨gen zf sowie auf Abflugzeiten TWf reali-
sieren: Sie beno¨tigen keine zusa¨tzlichen Variablen oder Restriktionen im RMP
und vera¨ndern ein Pricing-Problem entweder gar nicht oder nicht strukturell.
Das Branching auf potentiellen Flu¨gen oder Teilmengen von potentiellen Flu¨-
gen hat keinen Einfluß auf die Pricing-Probleme, erfordert aber zusa¨tzliche
Variablen oder Restriktionen im RMP (insbesondere auch das Branching auf
potentiellen Flu¨gen, wenn die in Abschnitt 8.2.1 beschriebene Technik zur
Beschleunigung eingesetzt wird). Schließlich ist das Verzweigen auf Paaren
von Auftra¨gen (Ryan-Foster-Branching) sehr aufwendig zu implementieren
und erfordert zum Teil die Lo¨sung echter CKP. Wegen der ihm zugespro-
chenen positiven Eigenschaften (urspru¨nglich in [FR76], vgl. auch [Lar99,
S. 128ff] oder [BJN+98, S. 322f]) wird es jedoch im Rahmen dieser Arbeit
benutzt und in Abschnitt 9.5 eingehend analysiert werden.
Es sei an dieser Stelle noch einmal darauf hingewiesen (vgl. Abschnitt
4.5), daß ein Verzweigen auf den Variablen λ = (λft ) des Master-Programms
weder effizient noch praktisch fu¨r das DFP bzw. das MFP durchfu¨hrbar ist.
Dennoch kann die Idee des Fixierens einer Variablen λf0t0 auf eins als heuristi-
sche Mo¨glichkeit zur Beschleunigung des Lo¨sungsprozesses eingesetzt werden.
In Abschnitt 8.1.3 wird diese Idee noch einmal aufgegriffen.
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Modifikation Modifikation der
Branching des Master- Pricing-Probleme
auf Zweig Programms PPf
Zuordnung xr0f0 = 0 ElimVar Mod(PPf0)
xr0f0 = 1 ElimVar Mod(PPf0)
pot. Flug yf0 = 0 ElimVar Deakt(PPf0)
bzw. ModRest
+AddVar
yf0 = 1 ModRest
+AddVar
Ferry-Flug zf0 ≤ bαc BoundVar
zf0 ≥ dαe BoundVar
Teilmenge nFbranch ≤ bαc AddRest
Fbranch +AddVar
von Flu¨gen bzw. ModRest
+BoundVar
nFbranch ≥ dαe AddRest
+AddVar
bzw. ModRest
+BoundVar
Paar r0 = r1 ElimVar Mod(viele PPf ):
1.) xr0;f = 0,
falls r1 /∈ R(f) oder r0 6∼f r1
2.) xr1;f = 0,
falls r0 /∈ R(f) oder r0 6∼f r1
3.) Aggregiere r0 und r1,
falls r0 ∼f r1
r0 6= r1 ElimVar Mod(viele PPf ):
Lo¨se Rucksack-Problem
zu Cfi mit r0, r1 ∈ C
f
i
als CKP mit xr0 + xr1 ≤ 1,
falls r0, r1 ∈ R(f) und r0 ∼f r1
Abflugzeit TWf0 ≤ tbranch ElimVar Mod(PPf0)
TWf0 TWf0 ≤ tbranch ElimVar Mod(PPf0)
Tabelle 6.1. U¨bersicht zu Modifikationen des Master-Programms und
der Pricing-Probleme, abha¨ngig von der Verzweigungsregel. Folgen-
de Abku¨rzungen werden verwendet: ElimVar=Elimination von Varia-
blen aus dem RMP, AddRest=Hinzufu¨gen einer Restriktion zum RMP,
ModRest=Modifikation einer Restriktion des RMP, AddVar=Hinzufu¨gen einer
Variablen zum RMP, BoundVar=Setzen von Schranken fu¨r Variablen des RMP,
Mod(PPf )=Modifikation des Pricing-Problems PPf , Deakt(PPf )=Deaktivieren
des Pricing-Problems PPf
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6.2.2 Auswahl eines Teilproblems
Die Auswahl eines Teilproblems umfaßt zwei Hauptaspekte: Erstens die Wahl
eines Typs von Branching-Regel (Branching auf xrf oder auf yf , etc.) zusam-
men mit der konkreten Auswahl einer Variablen (die Wahl eines konkreten
Auftrags r0 und eines konkreten potentiellen Flugs f0 zum Branching auf
xr0f0). Diese Aspekte werden zusammen mit dem Begriff Variablen-Auswahl-
Strategie (VAS) u¨berschrieben. Zweitens muß eine Regel fu¨r die Auswahl
eines von mehreren mo¨glichen, noch nicht abgearbeiteten Knoten des Branch-
and-Bound-Suchbaums spezifiziert werden. Dies wird allgemein als Suchstra-
tegie oder auch Knoten-Auswahl-Strategie (KAS) bezeichnet.
Variablen-Auswahl-Strategien
Es ist bekannt, daß eine effiziente VAS mo¨glichst zuerst
”
globale“ Entschei-
dungen und erst auf tieferen Stufen des Branch-and-Bound-Baums
”
lokale“
Entscheidungen treffen sollte. Beim VRPTW bspw. verzweigt man zuerst auf
der Gesamtzahl aller beno¨tigten Fahrzeuge (siehe [DSD84, Koh95, KDM+99])
und spa¨ter auf den Routing-Variablen.
Als weitere wesentliche Eigenschaft muß eine VAS die Ganzzahligkeit ga-
rantieren. Das bedeutet, daß nur endlich viele Schritte des Verzweigens gema¨ß
dieser VAS (in die Tiefe) notwendig sind, um als Lo¨sung der LP-Relaxation
des modifizierten Master-Programms eine optimale ganzzahlige Lo¨sung zu
erhalten. Wir hatten bereits herausgestellt, daß nur das Branching auf xr0f0
(Zuordnung eines Auftrags zu einem potentiellen Flug) und das Branching
auf Paaren {r0, r1} von Auftra¨gen die Ganzzahligkeit von x und damit die
Ganzzahligkeit der gesamten Lo¨sung (λ, z) bzw. (x, y, z) garantieren.
Die folgenden VAS setzen jeweils eine gebrochene Lo¨sung (λ∗, z∗) bzw.
(x∗, y∗, z∗) als gegeben voraus. Sie sind notiert als eine Hierarchie von Regeln
zur Variablen-Auswahl. Greift die i-te Regel nicht, weil keine entsprechende
gebrochene Variable vorhanden ist, kommt die (i + 1)-te Regel zur Anwen-
dung:
VAS1 Strategie (Zuordnung):
1. (Zuordnung)
Verzweige auf x∗r0f0 , falls fu¨r einen Auftrag r0 ∈
R(f0) und einen potentiellen Flug f0 ∈ F der Wert
x∗r0f0 gebrochen ist. Bei mehreren mo¨glichen Kom-
binationen (r0, f0) wa¨hle die Kombination, fu¨r die
x∗r0f0 am sta¨rksten gebrochen
3 ist.
3Fu¨r eine Zahl x ∈ R ist fract(x) := min(x − bxc, dxe − x) ein Maß dafu¨r, wie stark
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VAS2 Strategie (AlleFlu¨ge+Zuordnung)
1. (AlleFlu¨ge)
Verzweige auf der Anzahl aller Flu¨ge, falls
∑
f∈F y
∗
f
gebrochen ist.
2. (Zuordnung), wie oben.
VAS3 Strategie (AlleFlu¨ge+Typ+Zuordnung)
1. (AlleFlu¨ge), wie oben.
2. (Typ)
Verzweige auf der Anzahl der Flu¨ge mit Flugzeugtyp
a0 ∈ A, falls die Anzahl na0 =
∑
f=(a0,k,l)∈F
y∗f der
Flu¨ge fu¨r einen Flugzeugtyp a0 ∈ A gebrochen ist.
Gibt es mehrere mo¨gliche Flugzeugtypen, so wa¨hle
a0 ∈ A mit der gro¨ßten Kapazita¨t Q
a0 .
3. (Zuordnung), wie oben.
VAS4 Strategie (AlleFlu¨ge+Typ+Start+Zuordnung)
1. (AlleFlu¨ge), wie oben.
2. (Typ), wie oben.
3. (Start)
Verzweige auf der Anzahl der Flu¨ge mit Startflug-
hafen k0 ∈ P , falls die Anzahl nk0 =
∑
f=(a,k0,l)∈F
y∗f
der Flu¨ge mit Startflughafen k0 ∈ P gebrochen ist.
Gibt es mehrere mo¨gliche Startflugha¨fen, so wa¨hle
k0 ∈ P , fu¨r den nk0 am sta¨rksten gebrochen ist.
4. (Zuordnung), wie oben.
VAS5 Strategie (Typ+Zuordnung):
1. (Typ), wie oben.
2. (Zuordnung), wie oben.
VAS6 Strategie (Paar):
1. (Paar)
Verzweige auf dem Paar {r0, r1} von Auftra¨gen, falls
der Wert RFr0r1(λ
∗) gebrochen ist. Bei mehreren
mo¨glichen Paaren {r0, r1} wa¨hle das Paar, fu¨r das
RFr0r1(λ
∗) am sta¨rksten gebrochen ist.
x gebrochen ist. Offensichtlich gilt 0 ≤ fract(x) ≤ 12 . Unter mehreren Zahlen x1, . . . , xn
heißt x = xi am sta¨rksten gebrochen, wenn x die Funktion fract(x) maximiert.
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VAS7 Strategie (AlleFlu¨ge+Typ+Start+Paar):
1. (AlleFlu¨ge), wie oben.
2. (Typ), wie oben.
3. (Start), wie oben.
4. (Paar), wie oben.
VAS8 Strategie (AlleFlu¨ge+Typ+Ferry+Zuordnung):
1. (AlleFlu¨ge), wie oben.
2. (Typ), wie oben.
3. (Ferry)
Verzweige auf der Anzahl der Ferry-Flu¨ge f0 ∈
F ferry, falls z∗f0 gebrochen ist. Gibt es mehrere mo¨g-
liche Ferry-Flu¨ge, so wa¨hle den Ferry-Flug f0 ∈
F ferry, fu¨r den z∗f0 am sta¨rksten gebrochen ist.
4. (Zuordnung), wie oben.
Abgeschlossen wird jede der obigen VAS durch ein Branching auf den Zu-
ordnungen von Auftra¨gen zu Flu¨gen bzw. durch ein Branching auf Paaren
von Auftra¨gen. Dadurch ist sichergestellt, daß alle VAS die Ganzzahligkeit
garantieren.
Die VAS4 umfaßt eine große Hierarchie von globalen und lokalen Branch-
ing-Regeln (AlleFlu¨ge+Typ+Start+Zuordnung). Die VAS1, VAS2, VAS3
und VAS5 reduzieren diese Hierarchie jeweils um eine oder mehrere Regeln.
In VAS8 wird als Alternative zu (Start) das Verzweigen auf Ferry-Flu¨gen
(Ferry) eingesetzt. Durch den Vergleich dieser VAS kann die Vorteilhaftig-
keit globaler und lokaler Branching-Regeln untersucht werden.
Die VAS6 (bzw. VAS7) ist das Analogon zu VAS1 (bzw. VAS4), jedoch
beruht das abschließende Branching auf Paaren von Auftra¨gen statt auf Zu-
ordnungen. Ein Vergleich der entsprechenden VAS erlaubt in Kap. 9 empi-
risch belegte Aussagen zur Vorteilhaftigkeit des Ryan-Foster-Branching fu¨r
das DFP und das MFP.
Es ist klar, daß es neben den acht obigen Strategien nahezu beliebig vie-
le andere Strategien und Variation solcher Strategien gibt. Die obigen acht
VAS spiegeln zum einen die positiven Erfahrungen des Autors mit genau die-
sen Strategien wider.4 Zum anderen beinhalten die VAS1 bis VAS8 fast alle
aufgezeigten Mo¨glichkeiten des Branching.
4Beispielsweise hat sich in unseren Rechnungen die Wahl des Flugzeugtyps in (Typ)
mit gro¨ßter Kapazita¨t als vorteilhaft herausgestellt.
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Suchstrategie
Die ada¨quate Suchstrategie ist abha¨ngig vom Ziel, das man bzgl. des Findens
von ganzzahligen Lo¨sungen verfolgt:
• Bestensuche: Beim Ziel, eine optimale Lo¨sung zu bestimmen und deren
Optimalita¨t in mo¨glichst kurzer Zeit zu beweisen, ist die Bestensuche
die effizienteste Knoten-Auswahl-Strategie. Da bei der Bestensuche im-
mer ein unbearbeiteter Knoten mit aktuell minimaler unterer Schranke
ausgewa¨hlt wird und diese garantiert unterhalb des optimalen Ziel-
funktionswerts liegt, wird bei der Bestensuche niemals ein Knoten be-
arbeitet, welcher bei vorheriger Kenntnis der optimalen Lo¨sung ha¨tte
geboundet werden ko¨nnen.
• Gemischte Tiefen- und Bestensuche: Verfolgt man hingegen das Ziel,
mo¨glichst schnell
”
gute“, zula¨ssige ganzzahlige Lo¨sungen zu bestimmen,
erweist sich die reine Tiefensuche oder eine Kombination aus Besten-
und Tiefensuche gegenu¨ber einer reinen Bestensuche als sinnvoll. Bei
einer kombinierten Tiefen- und Bestensuche wird man so lange in die
Tiefe verzweigen, bis man entweder eine zula¨ssige Lo¨sung gefunden hat
oder der aktuelle Knoten geboundet werden kann. Anschließend ermit-
telt man einen neuen, nicht abgearbeiteten Knoten u¨ber die Besten-
suche, von dem aus wiederum die Verzweigung in die Tiefe gestartet
wird.
Um den Suchprozeß fu¨r alle VAS nachvollziehbar zu machen, werden bei
der Tiefensuche und der Bestensuche von zwei Sohn-Knoten u1 und u2 des
selben Vater-Knotens u die Teilprobleme nach folgender Regel nacheinander
bearbeitet:
• Bei Verzweigen auf Zuordnung oder auf Paaren wird der Zweig zu
X(u1) = X(u)∩{v = 1} immer vor dem Zweig X(u2) = X(u)∩{v = 0}
ausgewa¨hlt.
• Bei Verzweigen auf Teilmengen von Flu¨gen (Fbranch = F , Fbranch = Fa0
oder Fbranch = Fk0) wird der Zweig X(u1) = X(u) ∩ {nFbranch ≤ bαc}
immer vor dem Zweig X(u2) = X(u) ∩ {nFbranch ≥ dαe} ausgewa¨hlt.
• Bei Verzweigen auf einem Ferry-Flug f0 ∈ F
ferry wird der Zweig
X(u1) = X(u) ∩ {yf0 ≤ bαc} immer vor dem Zweig X(u1) = X(u) ∩
{yf0 ≥ dαe} ausgewa¨hlt.
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6.2.3 Abarbeiten eines Teilproblems
Das Abarbeiten eines Teilproblems zu X(u) im Knoten u des Branch-and-
Price-Baums ist in zwei Phasen geteilt:
Zuerst mu¨ssen das RMP und die Pricing-Probleme an die Verzweigungs-
Restriktionen angepaßt werden. Dies beinhaltet fu¨r das RMP das Hinzufu¨gen
von zusa¨tzlichen Restriktionen und das Modifizieren bereits bestehender Re-
striktionen. Des weiteren mu¨ssen u.U. Variablen dem RMP hinzugefu¨gt wer-
den. Diese neuen und bereits bestehenden Variablen mu¨ssen anschließend
durch untere und obere Schranken in ihren Wertebereichen eingeschra¨nkt
werden. Auf diese Weise ko¨nnen auch zu eliminierende Variablen auf den
Wert 0 fixiert werden. Auch ein Eliminieren von Restriktionen und Varia-
blen, welche bei der Lo¨sung eines anderen Knotens zum RMP hinzugefu¨gt
wurden, kann ein Teil der vorbereitenden Phase sein. Ebenso mu¨ssen die
Pricing-Probleme an den Knoten u angepaßt werden: Entweder ist ein PP
komplett zu deaktivieren und erzeugt dann fu¨r diesen Knoten keine neuen
Spalten. Oder aber es mu¨ssen durch das Fixieren von Variablen im PP fu¨r
den Knoten u zula¨ssige Spalten erzwungen werden. Schließlich kann es no¨tig
sein, zusa¨tzliche (eigentlich nicht mit dem PP kompatible) Bedingungen hin-
zuzufu¨gen und so die urspru¨ngliche Struktur eines PP echt zu vera¨ndern. In
diesem Fall muß dann u.U. ein alternativer Algorithmus zur Lo¨sung des PP
aktiviert werden.
Im der zweiten Phase wird das modifizierte RMP mit denselben Methoden
wie das RMP des Wurzel-Knotens gelo¨st.
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Kapitel 7
Polyedrische Untersuchungen
zum DFP und MFP
Dieses Kapitel u¨ber polyedrische Untersuchungen zum DFP und MFP ver-
folgt zwei wesentliche Ziele: Zum ersten vermitteln Resultate u¨ber die Poly-
eder der Probleme (3.6) und (3.11) grundsa¨tzliche Einsichten in die Struktur
des DFP und des MFP. Zum zweiten, und das ist der wichtigere Aspekt,
erlauben einige polyedrische Resultate die Verbesserung der unteren Schran-
ken, welche durch die Dantzig-Wolfe-Dekomposition und das Lo¨sen der LP-
Relaxation des Master-Programms ermittelt werden ko¨nnen.
Der Untersuchungsgegenstand ist die Synthese von Branch-and-Price und
Schnittebenenverfahren fu¨r das DFP und das MFP, Branch-and-Price-and-
Cut genannt (vgl. Abschnitt 4.6). Ausgangspunkt ist folglich eine fraktionale
Lo¨sung der LP-Relaxation des Master-Programms. Durch Hinzufu¨gen von
verletzten, gu¨ltigen Ungleichungen kann fu¨r manche DFP/MFP-Instanzen
die untere Schranke substantiell verbessert werden. Wir werden aufzeigen,
daß mittels einer einfachen Separations-Heuristik bestimmte Klassen von ver-
letzten gu¨ltigen Ungleichungen mit akzeptablem Aufwand gefunden werden
ko¨nnen. Es ist offensichtlich, daß dies zu einer Verkleinerung des Branch-and-
Price-Suchbaums fu¨hrt. Durch Branch-and-Price-and-Cut erha¨lt man insge-
samt ein effizienteres Verfahren, falls die Schnittebenen die untere Schranke
so stark anheben ko¨nnen, daß der erho¨hte Aufwand zur Separation von ver-
letzten Ungleichungen durch die Reduzierung der Knoten des Branch-and-
Bound-Verfahrens u¨berkompensiert wird.
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7.1 Flug-Ungleichungen
Wir untersuchen hier eine Klasse gu¨ltiger Ungleichungen, sog. Flug-Unglei-
chungen, welche allesamt auf derselben Idee beruhen: Fu¨r den Transport
einer Teilmenge R∗ ⊆ R von Transportauftra¨gen sind bestimmte potentielle
Flu¨ge zwingend erforderlich. Ein einfaches Beispiel dieser Idee besteht darin
zu erkennen und zu fordern, daß zur Erledigung der Auftra¨ge R∗ entweder
ein
”
großes“ Flugzeug oder zwei verschiedene
”
kleine“ Flugzeuge eingesetzt
werden mu¨ssen. Abha¨ngig von der Kostenstruktur der potentiellen Flu¨ge
fu¨r verschiedene Flugzeugtypen kann es in einer gebrochenen, durch die LP-
Relaxation des Master-Programms gegebenen Lo¨sung vorkommen, daß nur
ein halbes großes Flugzeug und/oder verschiedene Kombinationen von Flu¨gen
mit dem kleinen Flugzeugtyp benutzt werden. Durch Hinzufu¨gen einer ent-
sprechenden Ungleichung wird man erzwingen, daß eine Lo¨sung mindestens
einen großen oder zwei kleine potentielle Flu¨ge zum Bedienen der Auftra¨ge
entha¨lt.
Diese Flug-Ungleichungen ko¨nnen als eine U¨bertragung und Erweiterung
der Ideen der Cutset Inequalities fu¨r SND-Modelle (vgl. Abschnitt 2.2.3)
und der k-Path-Cuts fu¨r das VRPTW (vgl. [Koh95, KDM+99]) angesehen
werden. Der wesentliche Unterschied liegt jedoch in der Tatsache, daß die
DFP/MFP-Modelle keine Routing-Modelle sind. Sie enthalten keine expli-
ziten Routing-Strukturen wie Routing Variablen xij in Modell (2.6) oder
Pfad-Variablen pt in Modell (2.7). Vielmehr sind (3.6) und (3.11) Modelle
mit Zuordnungscharakter (Variablen xrf ) und Fixkostenstruktur (Variablen
yf ). Aus diesem Grund erfordert die U¨bertragung der Idee einigen Aufwand,
sowohl hinsichtlich der Beschreibung als auch der Verscha¨rfung und Separa-
tion der verletzten Ungleichungen.
Folgende polyedrische Aspekte fu¨r das DFP und das MFP werden bear-
beitet und gekla¨rt:
• Die Herleitung, Analyse und Interpretation von
”
generischen“ Flug-Un-
gleichungen,
• die Untersuchung spezieller Klassen von Flug-Ungleichungen,
• die Verscha¨rfen von Flug-Ungleichungen
• und ein heuristisches Separationsverfahren fu¨r Flug-Ungleichungen.
Allgemein beziehen wir uns hier auf das Modell (3.6) des DFP. Vo¨llig analoge
Aussagen gelten aber auch fu¨r das Modell (3.11) des MFP, welche hier nur
aus Gru¨nden der Ku¨rze und U¨bersichtlichkeit weggelassen werden.
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7.1.1 Generische Flug-Ungleichungen
Die allgemeine Form der Flug-Ungleichung ist∑
f∈F
afyf ≥ b (7.1)
mit nicht-negativen, ganzzahligen Koeffizienten af fu¨r f ∈ F und positiver,
ganzzahliger rechter Seite b. Zur Verku¨rzung der Schreibweise sei die Unglei-
chung (7.1) mit FI(af , b) bzw. FI(af , b)(yf ) (flight inequality) bezeichnet.
Wir sprechen nachfolgend von generischen Flug-Ungleichungen, solange die
Koeffizienten af und die rechte Seite b nicht genauer spezifiziert sind.
Es stellt sich zuallererst die Frage, wann eine solche Ungleichung eine
gu¨ltige Ungleichung fu¨r das DFP ist, d.h., unter welchen Voraussetzungen
jede ganzzahlige, zula¨ssige Lo¨sung (x, y, z) = (xrf , yf , zf ) ∈ Z des DFP die
Restriktion (7.1) erfu¨llt. Die Gu¨ltigkeit einer Flug-Ungleichung wird prinzi-
piell durch alle Eingangsdaten des DFP bestimmt, d.h., sowohl durch die
Auftra¨ge R als auch durch die zur Verfu¨gung stehenden potentiellen Flu¨ge F
und die sie einschra¨nkenden Nebenbedingungen (3.6c). Zur Herleitung einer
gu¨ltigen Ungleichung ko¨nnen alle diese Daten und Restriktionen mit in die
Argumentation einbezogen werden.
Andererseits weisen generische Flug-Ungleichungen eine einfache Struktur
auf, da sie sich nur auf potentielle Flu¨ge f ∈ F beziehen. Wir werden aller-
dings spa¨ter sehen, daß eine Flug-Ungleichung in der Regel nur dann effektiv
genutzt werden kann, wenn man sie weiter verscha¨rft und auch die Zuord-
nung der Auftra¨ge zu potentiellen Flu¨gen mit in die Ungleichung einbezieht.
Die Schwierigkeit bei der Entwicklung effektiver, gu¨ltiger Ungleichungen be-
steht darin, eine komplexe Ausgangssituation mit zum Teil unu¨bersichtlichen
Anforderungen und Optionen in einer einfach strukturierten Ungleichung ab-
zubilden.
Nachfolgend werden Flug-Ungleichungen immer durch einen Vergleich
von Anforderungen (=Auftra¨gen) mit den zur Verfu¨gung stehenden Services
(=potentiellen Flu¨gen) hergeleitet. Ein wesentlicher Schritt zur Vereinfa-
chung der Argumentation besteht in der Betrachtung eines eingeschra¨nkten
oder verkleinerten DFP, welches nur eine Teilmenge R∗ aller Auftra¨ge zu
bedienen hat.
Fu¨r eine beliebige Teilmenge R∗ ⊆ R sei mit DFP (R∗) diejenige Instanz
des DFP bezeichnet, bei welcher in Modell (3.6) die Menge R durch die Menge
R∗ ersetzt ist, welche ansonsten aber mit der urspru¨nglichen Instanz u¨ber-
einstimmt. Daß die Betrachtung von gu¨ltigen Ungleichungen fu¨r DFP (R∗)
fu¨r Teilmengen R∗ ⊆ R sinnvoll sein kann, zeigt der folgende Satz:
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Satz 7.1 Es sei R∗ ⊆ R eine beliebige Teilmenge von Auftra¨gen. Es gilt
folgende Aussage:
Falls FI(af , b) eine gu¨ltige Ungleichung fu¨r DFP (R
∗) ist, dann ist auch
FI(af , b) eine gu¨ltige Ungleichung fu¨r das urspru¨ngliche Problem DFP (R).
Beweis: Es sei (x, y, z) = (xrf , yf , zf ) ∈ Z = Z(R) eine zula¨ssi-
ge, ganzzahlige Lo¨sung von DFP (R). Durch Weglassen aller Kom-
ponenten xrf von x mit r ∈ (R \ R
∗) ∩ R(f) fu¨r f ∈ F erha¨lt
man eine zula¨ssige Lo¨sung (x′, y, z) ∈ Z(R∗) fu¨r DFP (R∗) (in Mo-
dell (3.6) zur Auftragsmenge R∗ sind alle verbleibenden Gleichun-
gen und Ungleichungen weiterhin erfu¨llt, evtl. jedoch mit gro¨ßerem
Schlupf). Da sich die Ungleichung (7.1) ausschließlich auf die Va-
riablen y = (yf ) bezieht, erfu¨llt (x, y, z) die Ungleichung FI(af , b)
genau dann, wenn (x′, y, z) sie erfu¨llt. Da FI(af , b) als gu¨ltige Un-
gleichung von DFP (R∗) angenommen wurde, ist dies wahr. 
7.1.2 Spezielle Flug-Ungleichungen
Eine Flug-Ungleichung zu R∗ kann dadurch hergeleitet werden, daß man
nach einer Mindestanzahl von Kombinationen potentieller Flu¨ge sucht, wel-
che R∗ u¨berdecken ko¨nnen. Damit ist der generelle Schluß von DFP (R∗) zu
DFP (R) mo¨glich. Nachfolgend werden zwei Typen von Flug-Ungleichungen
untersucht, welche sich in ihrer rechten Seite unterscheiden. Flug-Ungleichun-
gen FI2 betrachten Kombinationen von ein und zwei potentiellen Flu¨gen und
besitzen eine rechte Seite 2. Hingegen beru¨cksichtigen Flug-Ungleichungen
FI3 Kombinationen von bis zu drei potentiellen Flu¨gen und haben als rechte
Seite 6.
Flug-Ungleichungen FI2
Ausgangspunkt fu¨r diese spezielle Klasse von Flug-Ungleichungen ist die Idee,
daß bestimmte Mengen von Auftra¨gen entweder von einem
”
großen“ Flug-
zeug allein oder von mindestens zwei
”
kleineren“ Flugzeugen bedient werden
mu¨ssen. Die Eigenschaft eines potentiellen Flugs f = (a, k, l) ∈ F entweder
”
groß“ oder aber
”
klein“ zu sein, ha¨ngt nur indirekt mit seiner Kapazita¨t Qa
zusammen. Vielmehr entscheidet es sich daran, ob der potentielle Flug f alle
Auftra¨ge R∗ entweder simultan oder nur partiell bedienen kann, oder aber
ob keiner der Auftra¨ge r ∈ R∗ bedient werden kann.
Wir folgen dieser Idee und definieren fu¨r eine Menge R∗ ⊂ R von Auftra¨-
gen drei Teilmengen, welche eine Partitionierung der Menge aller potentieller
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Flu¨ge F darstellt:1
F none(R∗) = {f ∈ F : R∗ ∩R(f) = ∅} ,
F all(R∗) = {f ∈ F : R∗ ⊆ R(f), r ∼f r
′ fu¨r alle r, r′ ∈ R∗ und q(R∗) ≤ Qa}
und
F partly(R∗)
= {f ∈ F : R∗ ∩R(f) 6= ∅
und (R∗ 6⊆ R(f) oder q(R∗) > Qa oder es gibt r, r
′ ∈ R∗ : r 6∼f r
′)} .
Damit gilt F = F none(R∗)+F partly(R∗)+F all(R∗), und es la¨ßt sich der erste
Typ von Flug-Ungleichungen beschreiben:
Satz 7.2 Es sei R∗ ⊆ R eine beliebige Teilmenge von Auftra¨gen. Dann ist
Ungleichung (7.1) mit folgender Setzung der Koeffizienten af und der rechten
Seite b eine gu¨ltige Ungleichung fu¨r DFP (R∗) und fu¨r DFP (R):
af :=


0, falls f ∈ F none(R∗)
1, falls f ∈ F partly(R∗)
2, falls f ∈ F all(R∗)
und b := 2
oder ausgeschrieben ∑
f∈F partly(R∗)
yf +
∑
f∈F all(R∗)
2 · yf ≥ 2. (7.2)
Dieser Typ von Flug-Ungleichung wird mit FI2(R
∗) bzw. FI2(R
∗)(yf ) abge-
ku¨rzt.
Beweis: Beweis durch Widerspruch. Der Beweis gliedert sich in
drei Schritte.
1. Angenommen (x∗, y∗, z∗) ∈ Z ist eine zula¨ssige (ganzzahlige)
Lo¨sung von DFP (R∗), welche (7.2) nicht erfu¨llt. Dann gilt∑
f∈F partly(R∗)
y∗f +
∑
f∈F all(R∗)
2 · y∗f < 2.
1Wir benutzen nachfolgend die Kurzschreibweise q(R+) statt
∑
r∈R+ qr fu¨r das Gewicht
einer Auftragsmenge R+ ⊆ R. Ferner werden Partitionierungen einer Menge M in die
Teilmengen M1,M2, . . . Mk als M = M1 + M2 + . . . + Mk geschrieben.
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2. Fu¨r jede zula¨ssige Lo¨sung (x, y, z) ∈ Z von DFP (R∗) und jeden
beliebigen potentiellen Flug f ∈ F partly(R∗) gilt, daß es (minde-
stens) einen Auftrag r∗ ∈ R∗ gibt, welcher von f nicht u¨berdeckt
wird. Falls r∗ ∈ R(f) gilt, dann ist somit xr∗f = 0 erfu¨llt (ansonsten
gibt es die Variable xr∗f im Modell nicht).
3. Die linke Seite ist entweder gleich null oder gleich eins. Dies is
offenbar nur dann mo¨glich, wenn es ho¨chstens ein f ∈ F partly(R∗)
mit y∗f = 1 gibt. Wa¨hle dieses f
∗ ∈ F partly(R∗) (bzw. wa¨hle f ∗ ∈
F partly(R∗) beliebig, falls alle y∗f = 0 sind).
Wegen 2. gibt es zu diesem einen Auftrag r∗ ∈ R∗ mit xr∗f∗ = 0
(ohne Einschra¨nkung ist dabei r∗ ∈ R(f ∗) angenommen).
Alle u¨brigen f ∈ (F partly(R∗) ∪ F all(R∗)) \ {f ∗} erfu¨llen y∗f = 0.
Dann folgt aus der U¨berdeckungsbedingung (3.6b) fu¨r r∗ und aus
der generellen Gu¨ltigkeit von xrf ≤ yf fu¨r beliebige f ∈ F , r ∈ R(f)
sofort der Widerspruch:
1 =
∑
f∈F :r∗∈R(f)
x∗r∗f
= x∗r∗f∗ +
∑
f∈F\{f∗}:r∗∈R(f)
x∗r∗f
= 0 +
∑
f∈F parly(R∗)\{f∗}:r∗∈R(f)
x∗r∗f +
∑
f∈F all(R∗):r∗∈R(f)
x∗r∗f
≤
∑
f∈(F parly(R∗)∪F all(R∗))\{f∗}
y∗f = 0.

Flug-Ungleichungen Typ FI3
Man kann die analoge Idee auch auf Kombinationen von drei Flugzeugen
ausdehnen. Entweder kann ein Flugzeug alle Auftra¨ge, oder nur einen Teil der
Auftra¨ge zusammen mit einem weiteren Flugzeug, oder aber nur gemeinsam
mit mindestens zwei weiteren Flugzeugen abwickeln. Die folgende Definition
unterscheidet, ob ein Flugzeug nur einen weiteren
”
Partner“ beno¨tigt oder
nicht:
F in−pair(R∗)
= {f ∈ F partly(R∗) : es gibt eine Partitionierung R∗ = R1∗ + R2∗
und ein f ′ ∈ F partly(R∗), f ′ 6= f ,
so daß f ∈ F all(R1∗) und f ′ ∈ F all(R2∗) gilt}.
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Satz 7.3 Es sei R∗ ⊆ R eine beliebige Teilmenge von Auftra¨gen. Dann ist
(7.1) mit folgender Setzung der Koeffizienten af und der rechten Seite b eine
gu¨ltige Ungleichung fu¨r DFP (R∗) und fu¨r DFP (R):
af :=


0, falls f ∈ F none(R∗)
2, falls f ∈ F partly(R∗) \ F in−pair(R∗)
3, falls f ∈ F partly(R∗) ∩ F in−pair(R∗)
6, falls f ∈ F all(R∗)
und b := 6
oder ausgeschrieben∑
f∈F partly(R∗)\F in−pair(R∗)
2yf +
∑
f∈F all(R∗)∩F in−pair(R∗)
3yf +
∑
f∈F all(R∗)
6yf ≥ 6.
(7.3)
Diese Ungleichungen werden nachfolgend mit FI3(R
∗) bzw. FI3(R
∗)(yf ) be-
zeichnet.
Beweis: Analog zu Satz 7.2. 
Auch die Ungleichung vom Typ FI3 besitzt eine anschauliche Interpre-
tation: Man beno¨tigt entweder drei
”
kleine“, zwei
”
mittlere“ oder aber ein
“großes“ Flugzeug zur Erfu¨llung der Auftra¨ge (Details dazu in Abschnitt 7.3).
Abschließend stellt sich die Frage, wie man die Menge F in−pair(R∗) zu
einer gegebenen Teilmenge R∗ von Auftra¨gen effizient bestimmen kann.2
Im Kern la¨uft dies auf einen paarweisen Vergleich aller maximalen Cliquen
von f mit allen maximalen Cliquen von anderen potentiellen Flu¨gen f ′ ∈
F partly(R∗) hinaus, wie der folgende Algorithmus zeigt:
2Man beachte: Die Bestimmung der Mengen F all(R∗), F partly(R∗) und Fnone(R∗) ist
jeweils trivial. Um f ∈ F all(R∗), f ∈ F partly(R∗) und f ∈ F none(R∗) zu testen, muß man
alle maximalen Cliquen Cfi von f durchlaufen und pru¨fen, ob die Clique R
∗ echt entha¨lt
bzw. nicht-leeren Schnitt bzw. leeren Schnitt mit dieser hat.
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Algorithmus 7.1 Teste, ob f ∈ F in−pair(R∗)
1: Falls f 6∈ F partly(R∗) gilt, gib FALSCH zuru¨ck.
2: Durchlaufe alle f ′ ∈ F partly(R∗) \ {f}:
3: Durchlaufe alle maximalen Cliquen Cf von f :
4: Durchlaufe alle maximalen Cliquen Cf
′
von f ′:
5: (Pru¨fe Gesamtgewicht)
Falls q(Cf ) + q(Cf
′
) < q(R∗), gehe zu 16.
6: (Pru¨fe Enthaltensein)
Falls R∗ 6⊆ Cf ∪ Cf
′
, gehe zu 16.
7: (Pru¨fe eindeutige Auftra¨ge fu¨r f)
Setze Rfmuss := R∗ \ Cf
′
.
8: Falls Rfmuss 6⊆ Cf , gehe zu 16.
9: (Pru¨fe eindeutige Auftra¨ge fu¨r f ′)
Setze Rf
′
muss := R∗ \ Cf .
10: Falls Rf
′
muss 6⊆ Cf
′
, gehe zu 16.
11: (Rest-Kapazita¨ten und offene, zuzuordnende Auftra¨ge)
Setze Qfresid := R
∗ \ Cf
′
.
12: Setze Qf
′
resid := R
∗ \ Cf .
13: Setze Rresid := R
∗ \ (Rfmuss ∪R
f ′
muss)
14: (Gibt es eine Aufteilung von Rresid?
Ordne mo¨glichst viel zu f zu!)
Lo¨se qf := max{q(R+) : R+ ⊆ Rresid, q(R
+) ≤ Qfresid}.
15: Falls Qfresid − q
f ≤ Qf
′
resid, gib WAHR zuru¨ck.
16: (Ende innerste Schleife)
17:Gib FALSCH zuru¨ck.
Teile des obigen Algorithmus sind nur aus Gru¨nden der Effizienz an-
gefu¨hrt worden, wie bspw. die Pru¨fung des Gesamtgewichts in Schritt 5.
Im Kern beinhaltet des Verfahren jedoch ein nicht-triviales Problem: In
Schritt 14 des obigen Algorithmus muß ein Minimum-Subset-Sum-Problem
(MSS) gelo¨st werden (vgl. [MT90]). Denn die Frage nach einer Teilmenge
R+ ⊂ Rresid mit maximalem, aber durch Q
f
resid beschra¨nktem Gewicht er-
fordert die Lo¨sung eines Rucksack-Problems, bei dem jeder Gegenstand ein
Gewicht identisch mit dem Profit besitzt. Das MSS ist NP -schwer, jedoch
fu¨r Instanzen mit kleiner Anzahl (≤ 100) von Gegensta¨nden meist schnell
lo¨sbar. Man findet bspw. in [MT90, S. 105ff] einen pseudo-polynomialen Al-
gorithmus fu¨r das MSS.
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7.2 Verscha¨rfung von Flug-Ungleichungen
Die bisher entwickelten Flug-Ungleichungen sind unabha¨ngig von der konkre-
ten Zuordnung von Auftra¨gen zu potentiellen Flu¨gen in einer gegebenen frak-
tionalen Lo¨sung (λ∗, z∗) der LP-Relaxation des DFP-Master-Programms.3
Mit
”
Zuordnung“ ist hier die Komponente x∗ der transformierten Lo¨sung
(x∗, y∗, z∗) gemeint. Das folgende Beispiel verdeutlicht diese Problematik:
Beispiel 7.1 Das Standard-Beispiel einer fraktionalen Lo¨sung fu¨r ein Set-Covering-
Problem
min 1 T λ
so daß
 1 1 01 0 1
0 1 1

λ ≥ 1
λ ∈ {0, 1}3
ist durch λ = 121 gegeben, d.h., es sind 1
1
2 Spalten gewa¨hlt. Offensichtlich mu¨ssen aber
mindestens zwei Spalten in einer Lo¨sung ausgewa¨hlt sein, so daß 1 T λ ≥ 2 eine gu¨ltige
Ungleichung dieses Set-Covering-Problems ist.
Dieselbe Idee u¨bertra¨gt sich auf das DFP. Es sei R = {1, 2, 3, 4} die Menge der Auf-
tra¨ge. Angenommen, es stehen drei potentielle Flu¨ge F = {f1, f2, f3} mit folgenden Cha-
rakteristika zur Verfu¨gung:
R(f1) = {1, 2, 3}, 2 6∼f1 3,
R(f2) = {2, 3},
und
R(f3) = {3, 4}, 3 6∼f3 4.
Zur Vereinfachung sei angenommen, daß alle Zuordnungskosten cfeedrf = 0 sind und c
fix
f1
=
cfixf2 = c
fix
f3
= 1 gilt. Kapazita¨tsbeschra¨nkungen seien ebenfalls zu vernachla¨ssigen.
Vereinfacht sieht das DFP-Master-Programm dann folgendermaßen aus:
min 1 T λ
so daß

1 0 0 1 1 0 0 0 0 0
0 1 0 1 0 1 0 1 0 0
0 0 1 0 1 0 1 1 1 0
0 0 0 0 0 0 0 0 0 1
1 1 1 1 1
1 1 1
1 1


λ
=


1
1
1
1


≤

 11
1


λ = (λf1 , λf2 , λf3)T ∈ {0, 1}(5+3+2)
3Die Lo¨sung (λ∗, z∗) la¨ßt sich gema¨ß (6.1) und (6.2) in eine fraktionale Lo¨sung
(x∗, y∗, z∗) ∈ XLP−Master transformieren. Im folgenden benutzen wir immer diese Korre-
spondenz zwischen Lo¨sungen (λ∗, z∗) und (x∗, y∗, z∗).
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mit λf1 = (λf11 , λ
f1
2 , λ
f1
3 , λ
f1
4 , λ
f1
5 )
T , λf2 = (λf21 , λ
f2
2 , λ
f2
3 )
T und λf3 = (λf31 , λ
f3
2 )
T . Dabei
entsprechen die ersten vier Restriktionen den U¨berdeckungsbedingungen und die letzten
drei Restriktionen den Konvexita¨tsbedingungen fu¨r die drei potentiellen Flu¨ge f1, f2, f3 ∈
F .
Als optimale Lo¨sung λ∗ der LP-Relaxation erha¨lt man λ∗;f14 = λ
∗;f1
5 = λ
∗;f2
3 =
1
2 und
λ∗;f32 = 1. Von den drei gebrochenen Flu¨gen werden genau die Auftra¨ge R
∗ = {1, 2, 3}
abgedeckt. Man beachte die Analogie zur vorab dargestellten Lo¨sung des Set-Covering-
Problems.
Offensichtlich sind zum Bedienen von R∗ mindestens zwei Flugzeuge notwendig, denn
keiner der drei potentiellen Flu¨ge F kann alle Auftra¨ge simultan abdecken. Dies spiegelt
sich mit F partly(R∗) = F auch in der zugeho¨rigen Flug-Ungleichung
FI2({1, 2, 3}) = yf1 + yf2 + yf3 ≥ 2
wider. Diese u¨bertra¨gt sich auf das Master-Programm als Ungleichung
1 T λf1 + 1 T λf2 + 1 T λf3 =
5∑
t=1
λf1t +
3∑
t=1
λf2t +
2∑
t=1
λf3t ≥ 2.
Leider ist diese Ungleichung als Schnittebene fu¨r das DFP-Master-Programm nichts wert,
denn sie wird von y∗ bzw. λ∗ bereits mit y∗f1 +y
∗
f2
+y∗f3 = 2, 5 ≥ 2 erfu¨llt. Das Problem, daß
die Ungleichung von der LP-Relaxation des Master-Programms bereits erfu¨llt ist, obwohl
doch zu wenige potentielle Flu¨ge die Menge R∗ u¨berdecken, liegt am potentiellen Flug f3.
Dieser ist in der Lage, einen Teil der Auftra¨ge von R∗ zu bedienen. Er ist also ein Element
von F partly(R∗) und geht somit in die Ungleichung FI2(R
∗) mit Koeffizient af3 = 1 ein.
In der fraktionalen Lo¨sung u¨berdeckt dieser potentielle Flug f3 aber keinen der Auftra¨ge
r ∈ R∗.
Das vorangehende Beispiel zeigt, warum eine generische Flug-Ungleichung
unter Umsta¨nden nicht verletzt ist, obwohl die entsprechende Menge R∗ nicht
von genu¨gend vielen potentiellen Flu¨gen u¨berdeckt wird: Ein potentieller
Flug wird auf der linken Seite der Flug-Ungleichung mitgeza¨hlt, obwohl er
ausschließlich fu¨r die U¨berdeckung anderer Auftra¨ge eingesetzt wird (wie f3
in obigem Beispiel).
Es fehlt bisher die Mo¨glichkeit, die aktuelle Zuordnung x∗ von Auftra¨-
gen zu potentiellen Flu¨gen gema¨ß der gebrochenen Lo¨sung (x∗, y∗, z∗) des
Master-Programms mit zu beru¨cksichtigen. Wir nennen das Ersetzen einer
generischen Flug-Ungleichung FI(af , b)(yf ) durch eine gu¨ltige Ungleichung
mit kleinerer linken Seite das Verscha¨rfen der Flug-Ungleichung.
Der folgende Satz ist von zentraler Bedeutung fu¨r die Verscha¨rfung und
Separation von gu¨ltigen Ungleichungen. Er stellt eine Beziehung zwischen
gu¨ltigen Ungleichungen fu¨r ein DFP her, welches sich ausschließlich auf eine
Teilmenge R∗ ⊂ R von Transportauftra¨gen bezieht, und gu¨ltigen Ungleichun-
gen, welche sich auf das DFP mit vollsta¨ndiger Auftragsmenge R beziehen.
Satz 7.4 Es sei R∗ ⊆ R eine Teilmenge von Auftra¨gen. Dann gilt folgende
Aussage:
162
7.2. Verscha¨rfung von Flug-Ungleichungen
Falls fu¨r Koeffizienten af ∈ N0 fu¨r alle f ∈ F und b ∈ N∑
f∈F
afyf ≥ b (7.4)
eine gu¨ltige Ungleichung fu¨r DFP (R∗) ist, dann ist fu¨r jede beliebige Teil-
menge F ∗ ⊆ F der potentiellen Flu¨ge
∑
f∈F ∗
afyf +
∑
f∈F\F ∗
af

 ∑
r∈R(f)∩R∗
xrf

 ≥ b (7.5)
eine gu¨ltige Ungleichung fu¨r DFP (R). Zur Abku¨rzung schreiben wir die Un-
gleichung (7.4) weiterhin als FI(af , b)(yf ) und die neue Ungleichung (7.5) als
FI(af , b, R
∗, F ∗)(xrf , yf ). Fu¨r die bereits beschriebenen Flug-Ungleichungen
FI2 und FI3 wird (7.5) mit FI2(R
∗, F ∗) bzw. FI3(R
∗, F ∗) bezeichnet.
Beweis: Die Herleitung von (7.5) aus der gu¨ltigen Ungleichung
(7.4) benutzt Satz 7.1, also daß FI(af , b) eine gu¨ltige Ungleichung
fu¨r DFP (R) ist: Es sei (x, y, z) = (xrf , yf , zf ) eine zula¨ssige, ganz-
zahlige Lo¨sung von DFP (R) und (x′, y, z) die zugeho¨rige zula¨ssige,
ganzzahlige Lo¨sung fu¨r DFP (R∗), konstruiert wie in Satz 7.1. Es
gilt folgende Ungleichungskette:
∑
f∈F ∗
afyf +
∑
f∈F\F ∗
af

 ∑
r∈R(f)∩R∗
xrf


=
∑
f∈F ∗
afyf +
∑
f∈F\F ∗
af

 ∑
r∈R∗(f)
x′rf

 (7.6a)
≥
∑
f∈F ∗
afyf +
∑
f∈F\F ∗
afyf (7.6b)
=
∑
f∈F
afyf (7.6c)
≥ b. (7.6d)
Dabei folgt die Gleichung (7.6a) aus xrf = x
′
rf fu¨r alle f ∈ F und
r ∈ R∗ ∩ R(f), die Ungleichung (7.6b) aus der Ungleichung (3.6l)
fu¨r DFP (R∗) zusammen mit af ≥ 0 fu¨r alle f ∈ F . Die Gleichung
(7.6c) ist trivial und (7.6d) die als gu¨ltig vorausgesetzte Unglei-
chung (7.4). 
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Beispiel 7.2 (Fortsetzung von Beispiel 7.1) Wir setzen Beispiel 7.1 an dieser Stelle
fort. Die Flug-Ungleichung FI2(R
∗)
yf1 + yf2 + yf3 ≥ 2
wurde von der gebrochenen Lo¨sung der LP-Relaxation des Master-Programms nicht ver-
letzt. Dies liegt am Einbeziehen von f3 in die Ungleichung, obwohl R
∗ = {1, 2, 3} u¨berhaupt
nicht von f3 u¨berdeckt wird. Wa¨hlt man entsprechend
F ∗ := {f1, f2},
so ergibt sich aus (7.5) als neue, verscha¨rfte gu¨ltige Flug-Ungleichung FI2(R
∗, F ∗)
(yf1 + yf2) + (x3;f3) ≥ 2, (7.7)
welche von der gebrochenen Lo¨sung (x∗, y∗, z∗) wegen x∗3;f3 = 0 und yf1 +yf2 = 1+
1
2 = 1
1
2
verletzt wird. Die U¨bertragung dieser Ungleichung in das DFP-Master-Programm ergibt(
5∑
t=1
λf1t +
3∑
t=1
λf2t
)
+
(
1 · λf31 + 0 · λ
f3
1
)
≥ 2.
Durch das Hinzufu¨gen dieser gu¨ltigen Flug-Ungleichung FI2(R
∗, F ∗) =
FI2({1, 2, 3}, {f1, f2}) wird die untere Schranke der LP-Relaxation des DFP-Master-
Programms von z = 2.5 auf z = 3 angehoben. Als neue primale Lo¨sung erha¨lt man eine
ganzzahlige Lo¨sung, bspw. (wegen der vielen symmetrischen Lo¨sungen ist diese nicht
eindeutig)
yf1;1 = yf2;3 = yf3;2 = 1.
Damit schließt die verscha¨rfte Flug-Ungleichung die Integralita¨tslu¨cke in diesem kleinen
Beispiel komplett.
Es bleibt zu erwa¨hnen, daß auch die nicht verscha¨rfte Flug-Ungleichung FI3(R), also
2yf1 + 2yf2 + 2yf3 ≥ 6, in diesem Beispiel dasselbe bewirkt ha¨tte. Es sollte aber mit dem
Beispiel vor allem die Relevanz der Verscha¨rfung von Flug-Ungleichungen hervorgehoben
werden.
Es ist nun einfach, die sta¨rkste verscha¨rfte Flug-Ungleichung zu bestim-
men. Als gegeben werden angenommen:
• eine gebrochene Lo¨sung (λ∗, z∗) bzw. (x∗, y∗, z∗) der LP-Relaxation des
Master-Programms,
• eine Auftragsmenge R∗ ⊆ R und
• eine gu¨ltige Flug-Ungleichung FI(af , b) von DFP (R
∗) mit Koeffizien-
ten af , b
Dann ist die sta¨rkste Flug-Ungleichung FI(af , b, R
∗, F ∗) diejenige, welche
zu vorgegebenen Werten x∗, y∗, af , b und R
∗ bei Variation von F ∗ ⊆ F
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eine minimale linke Seite besitzt. Die linke Seite, in Abha¨ngigkeit von der
Teilmenge F ∗ ⊆ F , hat die Form
lhs(x∗,y∗,af ,b,R∗)(F
∗) =

∑
f∈F ∗
afy
∗
f +
∑
f∈F\F ∗
af

 ∑
r∈R(f)∩R∗
x∗rf



 .
Die kleinste linke Seite ist gegeben durch
F ∗ := F ∗(x∗, y∗, R∗) :=

f ∈ F : y∗f ≤ ∑
r∈R(f)∩R∗
x∗rf

 . (7.8)
D.h., obiges F ∗ lo¨st die Minimierungsaufgabe minF+⊆F lhs(x∗,y∗,af ,b,R∗)(F
+).
Gilt lhs(x∗,y∗,af ,b,R∗)(F
∗) < b so, ist mit F ∗ eine verletzte Flug-Ungleichung
gefunden.
Beispiel 7.3 (Fortsetzung von Beispiel 7.2) In Beispiel 7.2 wurde FI2(R∗) mit
R∗ = {1, 2, 3} als gu¨ltige, aber nicht verletzte Flug-Ungleichung erkannt. Fu¨r sie ist af = 1
fu¨r alle f ∈ F und b = 2. Die Bestimmung von F ∗ kann direkt mit der folgenden Tabelle
durchgefu¨hrt werden:
f ∈ F y∗f
∑
r∈R(f)∩R∗ x
∗
rf impliziert
f1 1 2 f1 ∈ F
∗
f2
1
2 1 f2 ∈ F
∗
f3 1 0 f3 /∈ F ∗
Einzig die Wahl von F ∗ = {f1, f2} bringt eine verletze Flug-Ungleichung hervor, na¨mlich
FI2(R
∗, F ∗) = FI2({1, 2, 3}, {f1, f2}). Das ist exakt die Ungleichung (7.7).
7.3 Interpretation der Flug-Ungleichungen
In diesem Abschnitt wird versucht, eine inhaltliche Interpretation und damit
die Kernidee der Flug-Ungleichungen FI2 und FI3 sowie ihrer Verscha¨rfung
zu vermitteln.
Fu¨r eine Teilmenge der Auftra¨ge R∗ ⊂ R beziehen sich die Flug-Ungleich-
ungen FI2(R
∗) und FI3(R
∗) ausschließlich auf die Variablen yf . Eine Be-
schreibung der zugrundeliegenden Idee wurde bereits in Abschnitt 7.1.2 ge-
geben und nun hier noch einmal zusammengefaßt:
• Im Falle von FI2(R
∗) sind zur U¨berdeckung der Auftra¨ge R∗ entweder
zwei
”
kleine“ Flugzeuge oder ein
”
großes“ Flugzeug notwendig. Klein
sind Flugzeuge zu potentiellen Flu¨gen f ∈ F , welche nur einen echten
Teil der Auftra¨ge bedienen ko¨nnen (f ∈ F partly(R∗)), groß diejenigen,
die die Auftra¨ge R∗ simultan bedienen ko¨nnen (f ∈ F all(R∗)).
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• Im Falle von FI3(R
∗) werden zur U¨berdeckung von R∗ entweder drei
”
kleine“ Flugzeuge, zwei
”
mittlere“ Flugzeuge oder ein
”
großes“ Flug-
zeug beno¨tigt. Kleine potentielle Flu¨ge ko¨nnen nur mit mindestens zwei
weiteren Flu¨gen die Auftra¨ge R∗ bedienen. Die mittleren potentiellen
Flu¨ge ko¨nnen dies zusammen mit irgendeinem weiteren potentiellen
Flug, die großen bewa¨ltigen die Auftra¨ge R∗ allein. Dies entspricht den
drei Teilmengen F partly(R∗) \ F in−pair(R∗), F partly(R∗) ∩ F in−pair(R∗)
und F all(R∗).
Die Interpretation fu¨r die verscha¨rften Flug-Ungleichungen FIi(R
∗, F ∗) fu¨r
i = 2, 3, bei denen neben den Variablen yf auch die Variablen xrf vorkom-
men, ist etwas aufwendiger: Die Koeffizienten af der Ungleichungen FIi(R
∗)
und FIi(R
∗, F ∗) sind identisch. Die Ungleichungen unterscheiden sich nur
dadurch, daß teilweise eine Variable yf gegen
∑
r∈R(f)∩R∗ xrf ausgetauscht
wird. Dies ist genau fu¨r die potentiellen Flu¨ge f ∈ F \ F ∗ der Fall, d.h.,
wenn yf > 0 und
∑
r∈R(f)∩R∗ xrf < yf gilt. Inhaltlich bedeutet dies, daß der
potentielle Flug f ∈ F \ F ∗ zwar benutzt wird, jedoch nicht in erster Linie
zur U¨berdeckung der Auftra¨ge R∗.
Die Menge F ∗ entspricht den Flu¨gen, welche entweder gar nicht benutzt
werden oder aber hauptsa¨chlich zur U¨berdeckung von R∗. Durch den ersten
Term von (7.5) in der Ungleichung FIi(R
∗, F ∗) wird eingefordert, daß von den
potentiellen Flu¨gen F ∗ eine entsprechende Zahl eingesetzt wird. Der zweite
Term repra¨sentiert die Alternative, daß einer der Auftra¨ge r ∈ R∗ von einem
der u¨brigen Flu¨ge f ∈ F \ F ∗ realisiert wird, der in der aktuellen Lo¨sung
nicht (in erster Linie) an der Bedienung von R∗ beteiligt ist. Zusammengefaßt
bedeutet die Ungleichung FIi(R
∗, F ∗) fu¨r i = 2 oder i = 3:
Benutze die Mindestzahl von potentiellen Flu¨gen f ∈ F ∗ gema¨ß
der Ungleichung FIi(R
∗)
oder
ordne Auftra¨ge r ∈ R∗ einem der potentiellen Flu¨ge f ∈ F \ F ∗
zu, welche aktuell nicht ( in erster Linie) an der Realisierung von
R∗ beteiligt sind.
Vergleich mit Cutset Inequalities fu¨r SND-Modelle (2.7)
Kim et al. benutzen Cutset Inequalities zur Verbesserung des Modells (2.7)
fu¨r ein großes SND-Problem. Sie starten mit einem RMP, welches Cutset
Inequalities fu¨r einelementige Mengen N entha¨lt (vgl. [KBWR99, S. 403]
und Abschnitt 2.2.3).
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Fu¨r das Service-Netzwerk des DFP-SND-Modells aus Abschnitt 3.3.4
macht dies nur fu¨r Ursprungs- oder Bestimmungsorte Sinn, also fu¨r N =
{vo(r)} oder N = {vd(r)}. Die Cutset Inequality zu einer solchen Knotenmen-
ge N besagt, daß ausreichend viele Services zur Bedienung des Auftrags r
bereitgestellt werden mu¨ssen. Offensichtlich la¨ßt sich durch Runden daraus
nur ableiten, daß der Auftrag r von einem potentiellen Flug f mit r ∈ R(f)
bedient werden muß. Folglich entsprechen die zugeho¨rigen (gerundeten) Cut-
set Inequalities den U¨berdeckungsbedingungen (3.6b), (3.11b) bzw. (5.4b).
Sie sind also in den DFP/MFP-Modellen bereits von Beginn an erfu¨llt und
mu¨ssen daher nicht erst als Schnittebene hinzugefu¨gt werden.
Allgemeiner entsprechen die Flug-Ungleichungen FI2(R
∗) und FI3(R
∗)
fu¨r Teilmengen R∗ ⊂ R bestimmten gerundeten Cutset Inequalities fu¨r N =
{o(r) : r ∈ R∗} bzw. N = {d(r) : r ∈ R∗} im a¨quivalenten SND-Problem
(2.7) fu¨r das DFP/MFP. Verscha¨rfte Flug-Ungleichungen FI2(R
∗, F ∗) und
FI3(R
∗, F ∗) besitzen kein Analogon im SND-Modell.
Vergleich mit 2-Path Cuts fu¨r das VRPTW
Die 2-Path Cuts fu¨r das Vehicle Routing Problem mit Zeitfenstern (VRPTW,
vgl. [Koh95, KDM+99]) beschreiben, daß eine Teilmenge der Kunden von
mindestens zwei Fahrzeugen bedient werden muß. Dabei beziehen sie sich
auf VRPTW mit homogener Fahrzeugflotte. Sie korrespondieren daher mit
Flug-Ungleichungen vom Typ FI2, bei denen nur kleine Flugzeuge zur Ver-
fu¨gung stehen. Da das DFP/MFP kein echtes Routing-Problem darstellt und
SND-Routen im Modell aus Abschnitt 3.3.4 nicht vernu¨nftig mit Touren des
VRPTW vergleichbar sind4, lassen sich die Ungleichungen nur in ihrer Idee
in Beziehung setzen. In jedem Fall beziehen Cutset Inequalities aber das
Routing mit ein, sie sind daher eher mit verscha¨rften Flug-Ungleichungen
FI2(R
∗, F ∗) vergleichbar als mit einfachen Flug-Ungleichungen der Form
FI2(R
∗).
Vergleich mit Branch-First-Cut-Second-Verfahren in [ZSDS99]
In Ziarati et al. [ZSDS99] werden eine spezielle Verzweigungs-Strategie und
Schnittebenenverfahren miteinander zur Zuweisung von Lokomotiven bzw.
Kombinationen von Lokomotiven zu Wagen verknu¨pft: Dieses sog. Branch-
First-Cut-Second verzweigt auf gebrochenen Zuordnungen von Lokomotiven
4Beispielsweise ist der unterliegende Graph des SND-Modells azyklisch und die Routen
haben eine beschra¨nkte La¨nge, hingegen entha¨lt der unterliegende Digraph des VRP(TW)
Zyklen und i.a. lange Touren.
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zu Wagen, bei denen ein Auftrag (Transport von Wagen, train leg) durch ge-
nau zwei Typen von Lokomotiven gebrochen realisiert wird. Im ersten Zweig
wird der Zula¨ssigkeitsbereich des Problems auf einen niedriger-dimensionalen
Teilraum projiziert, indem man fordert, daß der entsprechende Auftrag aus-
schließlich von diesen zwei Lokomotivtypen bedient wird. Durch das Hinzu-
fu¨gen von Schnittebenen la¨ßt sich der neue Zula¨ssigkeitsbereich weiter ein-
schra¨nken.
Im alternativen Zweig muß ein weiterer Typ von Lokomotiven, welcher
aktuell nicht an der Bedienung des Auftrags beteiligt ist, benutzt werden.
Dieser Zweig ist in aller Regel deutlich schlechter als der erste und kann bei
Kenntnis einer guten oberen Schranke oftmals geboundet werden.
Abbildung 7.1. Beispiel aus Ziarati et
al. [ZSDS99], Projektion des zula¨ssigen Be-
reichs auf die (y1, y2)-Ebene, die gerundeten
Ungleichungen y1 +y2 ≥ 2 und y1 +2y2 ≥ 3
ergeben die vollsta¨ndige Beschreibung des
ganzzahligen Polyeders
In Abb. 7.1 ist das Grundprinzip der Schnittebenen dargestellt, wie sie
im ersten Zweig des Branch-First-Cut-Second-Ansatzes auftreten: Ein Auf-
trag muß durch eine Kombination von Lokomotiven mit 6500PS abgedeckt
werden. Lokomotiven vom Typ 1 haben eine Zugkraft von 4000PS, Loko-
motiven vom Typ 2 eine von 3000PS. Sind y1 und y2 die jeweilige Anzahl
von Lokomotiven, welche zur U¨berdeckung des Auftrags benutzt werden, so
ist 4000y1 + 3000y2 ≥ 6500 eine gu¨ltige Ungleichung, welche durch Runden
entweder zu y1 + y2 ≥ 2 oder zu 2y1 + y2 ≥ 3 verscha¨rft werden kann. Of-
fensichtlich sind dann (0, 3), (1, 1) und (2, 0) alle minimalen Kombinationen
mit diesen Lokomotiventypen, und die entsprechenden Ungleichungen sind
Facetten des in Abb. 7.1 dargestellten Polyeders.
Der Hauptunterschied zu den Flug-Ungleichungen beim DFP besteht dar-
in, daß sich bei [ZSDS99] die Schnittebenen immer nur auf einen Auftrag und
zwei Typen von Lokomotiven beziehen. Die Facetten in Abb. 7.1 geben damit
ein sehr exaktes Abbild der ganzzahligen Lo¨sungen, insbesondere dann, wenn
Lokomotiven-Kombinationen mit vielen Lokomotiven analysiert werden. Zia-
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rati et al. geben ferner einen Algorithmus zur Enumeration aller Facetten des
projizierten Bereichs an.
Beim DFP hingegen beziehen sich die Flug-Ungleichungen FI2 und FI3
auf eine Menge R∗ von Auftra¨gen. In den verscha¨rften Flug-Ungleichungen
FIi(R
∗, F ∗) la¨ßt sich der erste Term, welcher die aktuell zur Bedienung
von R∗ benutzten potentiellen Flu¨ge f ∈ F ∗ einbezieht, als der wesentli-
che Bestandteil der Schnittebenen interpretieren, welcher mit bestimmten
Ungleichungen von Ziarati et al. vergleichbar ist. Der zweite Teil der Flug-
Ungleichungen, welcher sich auf die Variablen xrf stu¨tzt, entspricht dann
dem zweiten Zweig: In der neuen Teillo¨sung des zweiten Zweigs weicht man
vollsta¨ndig von der aktuellen Bedienung ab und nimmt einen weiteren po-
tentiellen Flug bzw. Lokomotiventyp zur Realisierung hinzu.
7.4 Separationsverfahren
Ziel dieses Unterabschnitts ist die Entwicklung und Formulierung eines heuri-
stischen Separationsverfahrens fu¨r die Flug-Ungleichungen FI2(R
∗, F ∗) und
FI3(R
∗, F ∗). Es sei eine gebrochene Lo¨sung (λ∗, z∗) der LP-Relaxation des
DFP-Master-Programms gegeben. Diese la¨ßt sich gema¨ß (6.1) und (6.2) in
eine Lo¨sung (x∗, y∗, z∗) ∈ XLP−Master transformieren und dient nachfolgend
als Ausgangspunkt des Verfahrens.
Die verscha¨rften Flug-Ungleichungen FI2(R
∗, F ∗) und FI3(R
∗, F ∗) sind
jeweils bereits durch die Wahl von R∗ ⊆ R vollsta¨ndig determiniert: Die Ko-
effizienten af und b ergeben sich aus R
∗ in der Definition (7.2) bzw. (7.3). Die
optimale Wahl von F ∗ ⊆ F zur Bestimmung der sta¨rksten Flug-Ungleichung
geschieht mit Hilfe von Formel (7.8).
Zentrale Frage bleibt, wie man R∗ ⊆ R zur Bestimmung einer verletzten
Flug-Ungleichung wa¨hlen muß. Die Enumeration und U¨berpru¨fung von Flug-
Ungleichungen FI(af , b, R
∗, F ∗) fu¨r beliebige Teilmengen von R∗ ⊆ R ist
na¨mlich wegen der in |R| exponentiellen Kardinalita¨t der Potenzmenge in
der Regel praktisch unmo¨glich.
Wir beschreiben nachfolgend ein heuristisches Verfahren zur Enumeration
von Teilmengen R∗ ⊂ R, welches sich an den gebrochenen Variablen (x∗, y∗)
der fraktionalen Lo¨sung (x∗, y∗, z∗) orientiert. Durch y∗ ist die Menge der
aktuell benutzen potentiellen Flu¨ge beschrieben:
F (y∗)in−use := {f ∈ F : y∗f > 0}.
Fu¨r gebrochene Lo¨sungen des DFP-Master-Programms ist zu erwarten, daß
diese Menge kleine Kardinalita¨t besitzt, denn in einer optimalen ganzzahligen
Lo¨sung ist auch nur eine kleine Teilmenge aller mo¨glichen potentiellen Flu¨ge
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im Einsatz. Allgemein ist fu¨r eine Teilmenge F + ⊂ F der potentiellen Flu¨ge
die Menge der komplett u¨berdeckten Auftra¨ge durch
Rcovered(x∗, F+) := {r ∈ R :
∑
f∈F+
x∗rf ≥ 1}
gegeben. Wegen der U¨berdeckungsbedingungen (3.6b) kann dabei ≥ 1 auch
durch = 1 ersetzt werden. Hiermit wird durch jede Teilmenge F + eine Teil-
menge R∗ := Rcovered(x∗, F+) erzeugt. Die Grundidee hierbei ist, daß mit
dem Durchlaufen von Teilmengen F + ⊆ F (y∗)in−use alle
”
interessanten“ Teil-
mengen von Auftra¨gen durch Rcovered(x∗, F+) impliziert werden. Teilmengen
der i.a. kleineren Menge F (y∗)in−use ergeben Teilmengen der gro¨ßeren Menge
R.
Doch auch die Enumeration aller Teilmengen F + der aktuell benutz-
ten potentiellen Flu¨ge ist fu¨r |F in−use(y∗)| > 15 schlecht praktikabel. Das
Durchlaufen beliebiger Teilmengen F + erscheint aber auch fu¨r die Suche
nach verletzten gu¨ltigen Ungleichungen wenig angebracht. Verletzte Flug-
Ungleichungen finden sich na¨mlich immer nur dann, wenn Auftra¨ge r ∈ R in
der gebrochenen Lo¨sung von mehr als einem potentiellen Flug bedient wer-
den. Dies la¨ßt sich folgendermaßen durch einen Graphen formalisieren: Der
Graph
G(x∗, y∗)common−load = (F (y∗)in−use, E(x∗, y∗)common−load),
gibt fu¨r jedes Paar von benutzen potentiellen Flu¨gen Aufschluß daru¨ber, ob
die potentiellen Flu¨ge gemeinsame partiell bediente Auftra¨ge besitzen. Seine
Kantenmenge ist dabei durch
Ecommon−load(x∗, y∗)
:= {{f1, f2} : f1, f2 ∈ F (y
∗)in−use, f1 6= f2,
es gibt ein r ∈ R(f1) ∩R(f2) mit xrf1 > 0 und xrf2 > 0}
gegeben. Nur in G(x∗, y∗)common−load zusammenha¨ngende Teilmengen F + be-
sitzen die Eigenschaft, daß sich Rcovered(F+) nicht disjunkt in zwei (oder
mehr) Teilmengen derart zerlegen la¨ßt, daß diese ausschließlich von disjunk-
ten Teilmengen von potentiellen Flu¨gen in F+ bedient werden.
Der folgende Algorithmus dient zur Separation verletzter Flug-Ungleich-
ungen. Er geht von von einer gebrochenen Lo¨sung (x∗, y∗, z∗) ∈ XLP−Master
des Master-Programms (5.4) aus. Zur Enumeration verschiedener Teilmen-
gen R∗ = Rcovered(x∗, F ∗) werden nur zusammenha¨ngende Knotenmengen
F+ ⊆ F in−use(y∗) des Graphen G(x∗, y∗)common−load benutzt:
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Algorithmus 7.2 Heuristik zur Separation von Flug-Ungleichungen
FIk(R
∗, F ∗) fu¨r k = 2, 3
1: (Initialisierung) Setze FI := ∅ (Menge der separierten Ungleichungen).
2: (Schleife)
Durchlaufe alle Teilmengen F + ⊆ F (y∗)in−use, welche in G(x∗, y∗)common−load
einen zusammenha¨ngenden Teilgraphen induzieren und
1 ≤
∑
f∈F+
y∗f < k (7.9)
erfu¨llen.
(Ein simples Enumerationsschema kann, ausgehend von einelementigen Mengen
F+, jeweils ein in G(x∗, y∗)common−load adjazentes Element zu F + hinzufu¨gen.
Die Bedingung (7.9) kann dabei, falls
∑
f∈F+ y
∗
f ≥ k gilt, zum Terminieren
benutzt werden.)
3: (Bestimme R∗)
Berechne und setze R∗∗ := Rcovered(x∗, F+).
4: Falls |R∗| > 1,
5: (Bestimme Koeffizienten)
Berechne af , b gema¨ß Formel (7.2) fu¨r k = 2
bzw. gema¨ß (7.3) und Algorithmus 7.1 fu¨r k = 3.
6: (Bestimme F ∗)
Berechne F ∗ gema¨ß Formel (7.8).
7: (Ungleichung verletzt?)
Berechne lhs := lhs(x∗,y∗,af ,b,R∗)(F
∗).
8: Falls lhs < b gilt,
9: (Verletzte gu¨ltige Ungleichung gefunden)
Setze FI := FI ∪ {FIk(R
∗, F ∗)}.
Ergebnis des Verfahrens ist die Menge FI mit gefundenen, verletzten
Flug-Ungleichungen FIk(R
∗, F ∗) = FI(af , b, R
∗, F ∗).
Welche Mengen R∗ werden in Algorithmus 7.2 beim Separationsverfahren
durchlaufen? Untersuchen wir also die Mengen F + ⊂ F , welche in Schritt 2
des Verfahrens benutzt werden: Die Bedingung (7.9) dient ausschließlich zum
fru¨hzeitigen Ausschließen unnu¨tzer Mengen F+. Denn fu¨r
∑
f∈F+ y
∗
f < 1 ist
immer
∑
f∈F+ xrf < 1 erfu¨llt, und damit ist die Menge der komplett u¨ber-
deckten Auftra¨ge leer, d.h. Rcovered(x∗, F+) = ∅. Andererseits ist im Falle
von
∑
f∈F+ y
∗
f ≥ k und R
∗ := Rcovered(x∗, F+) 6= ∅ die Flug-Ungleichung
FIk(R
∗, F ∗) niemals verletzt. Man kann dies durch eine kurze Rechnung ein-
fach nachpru¨fen.
Beispiel 7.4 (Fortsetzung von Beispiel 7.3)
Die Abb. 7.2 zeigt den Graphen G(x∗, y∗)common−load fu¨r die fraktionale Lo¨sung des DFP-
Master-Programms aus Beispiel 7.3. Der Graph besitzt die zwei Komponenten {f1, f2} und
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Abbildung 7.2. Graph G(x∗, y∗)common−load zur
gebrochenen Lo¨sung (x∗, y∗, z∗) des DFP-Master-
Programms aus Beispiel 7.1
{f3}. Mit y
∗ = (y∗1 , y
∗
2 , y
∗
3)
T = (1, 12 , 1)
T wird in der Schleife 2 des Algorithmus 7.2 als Men-
ge F+ nur die Teilmenge F+ = {f1, f2} gefunden. Diese wird fu¨r die Separation verletzter
Flug-Ungleichungen vom Typ FI2 und FI3 durchlaufen. Mit R
∗ = Rcovered({f1, f2}) =
{1, 2, 3} folgt F ∗ = {f1, f2}, und es wird mit FI2(R
∗, F ∗) die bereits in Beispiel 7.3 ana-
lysierte Flug-Ungleichung (7.7) gefunden.
Die Anwendung der Flug-Ungleichungen und des Separationsverfahrens
auf das DFP und das MFP sind im Kapitel Rechenergebnisse in den Ab-
schnitten 9.6 und 9.7.2 zu finden.
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Kapitel 8
Beschleunigung des
Lo¨sungsprozesses
Einen wesentlichen Anteil an der praktischen Realisierbarkeit eines Opti-
mierungsalgorithmus fu¨r ein
”
großes“ Transportsystem haben Techniken zur
Beschleunigung des Lo¨sungsprozesses. Erst durch den Einsatz dieser Tech-
niken ko¨nnen mittlere und große Instanzen des Problems mit akzeptablem
Rechenaufwand optimal oder wenigstens na¨herungsweise gelo¨st werden. Zwei
Gruppen von Verfahren sind hierbei zu unterscheiden: Heuristische Methoden
zur Beschleunigung des Lo¨sungsprozesses legen einen Teil von Entscheidun-
gen so fest, daß die Optimalita¨t des Gesamtverfahrens nicht mehr garantiert
ist. Hingegen erhalten exakte Verfahren die Optimalita¨t des Lo¨sungsverfah-
rens. Einen generellen U¨berblick zum Einsatz von Heuristiken als Komponen-
ten zur exakten oder heuristischen Beschleunigung von Column-Generation-
Verfahren gibt [DSD99].
Eine zweite Mo¨glichkeit der Einteilung ist die Unterscheidung danach,
ob prima¨r das Lo¨sen eines RMP beschleunigt wird oder das Abarbeiten des
Branch-and-Price-Suchbaums. Manche Techniken lassen sich allerdings nicht
eindeutig der einen oder anderen Gruppe zuordnen. Beispielsweise resultiert
aus dem Clustern der Transportauftra¨ge eine erheblich vereinfachte Instanz,
fu¨r die sowohl die LP-Relaxation des Master-Programms schneller gelo¨st wer-
den kann als auch der Suchbaum erheblich an Gro¨ße abnimmt.
Dieses Kapitel ist als rein methodische Beschreibung der Beschleunigungs-
techniken zu verstehen. Das Ziel ist eine klare Trennung zwischen den Ver-
fahren und ihrer konkreten Anwendung auf das DFP und das MFP, wie sie
im nachfolgenden Kap. 9 detailliert dargestellt wird.
Ohne bereits vorab auf den Inhalt der einzelnen beschleunigenden Tech-
niken einzugehen, werden diese in der folgenden Tabelle als U¨berblick den
obigen Gruppen zugeordnet:
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heuristische Verfahren exakte Verfahren
prima¨r
Beschleunigung
der Lo¨sung der
LP-Relaxation
des Master-
Programms
8.2.1 Dynamisches Hinzu-
fu¨gen von Konvexita¨tsre-
striktionen
8.2.2 Vorgabe einer prima-
len Startlo¨sung
8.2.3 Early Termination
(exakt im Sinne der Garan-
tie einer unteren Schranke)
8.2.4 Pricing-Strategien
(beides)
8.1.1 Clusterung der
Transportauftra¨ge
prima¨r
Beschleunigung
der Abarbeitung
des Branch-and-
Price-Suchbaums
8.1.2 Lo¨sen eines reduzier-
ten IMP (mit Fokus auf
der ganzzahligen Lo¨sung
selbst)
8.1.3 Fixieren von Spalten
und Variablen
8.1.2 Lo¨sen eines reduzier-
ten IMP (mit Fokus auf
dem fru¨hzeitigen Boun-
ding)
8.2.3 Early Branching
8.2.5 Branch-and-Price-
and-Cut
8.1 Heuristische Methoden
Als heuristische Methoden werden nachfolgend die Clusterung der Auftrags-
menge R als Teil eines Pre-Processing, das Lo¨sen eines reduzierten IMP mit-
tels eines MIP-Solvers und das Fixieren von Variablen im Branch-and-Price-
Verfahren erla¨utert.
8.1.1 Clusterung der Transportauftra¨ge
Die Clusterung der Transportauftra¨ge wird als Pre-Processing vor dem Start
des eigentlichen Lo¨sungsprozesses einmalig durchgefu¨hrt und u¨berfu¨hrt eine
gegebene Instanz des DFP/MFP in eine neue Instanz mit geringerer Zahl
von Auftra¨gen. Durch Verringern der Problemgro¨ße entsteht in der Regel
eine erheblich einfacher zu lo¨sende Instanz des DFP bzw. des MFP.
Die Idee der Clusterung ist einfach: Mehrere, mo¨glichst a¨hnliche Auftra¨-
ge werden zu einem neuen Auftrag aggregiert, welcher die urspru¨nglichen
Auftra¨ge ersetzt. Damit la¨ßt sich die Clusterung von Auftra¨gen auch als das
a priori Festlegen von gemeinsam zu transportierenden Auftra¨gen interpre-
tieren. Werden also die Auftra¨ge r1, r2, . . . , rm ∈ R geclustert, so heißt dies
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einerseits
xr1f = xr2f = . . . xrmf fu¨r alle f ∈ F mit {r1, r2, . . . , rm} ⊆ R(f)
fu¨r potentielle Flu¨ge f , welche alle Auftra¨ge bedienen ko¨nnen, und anderer-
seits im alternativen Fall
xrif = 0 fu¨r alle f ∈ F und ri ∈ R(f) mit {r1, r2, . . . , rm} 6⊆ R(f)
fu¨r potentielle Flu¨ge, welche nicht alle Auftra¨ge {r1, r2, . . . , rm} gemeinsam
bedienen ko¨nnen. Der aggregierte Auftrag r, welcher aus r1, . . . , rm entsteht,
bekommt als Gewicht1
qr :=
m∑
i=1
qri ,
als fru¨heste Ankunftszeit an einem Flughafen k ∈ P
eatkr := max
i=1,...,m
eakkri
und als spa¨teste Abfahrtzeit eines Fahrzeugs (des a¨ußeren Transportnetzes)
an einem Zielflughafen l ∈ P
ldtlr := min
i=1,...,m
ldtlri .
An die Clusterung mu¨ssen folgende Anforderungen gestellt werden: Der ag-
gregierte Auftrag r muß ein zula¨ssiger Auftrag des DFP/MFP sein. Es muß
also mindestens einen potentiellen Flug f ∈ F geben, der den Auftrag r u¨ber-
deckt (d.h. r ∈ R(f)). Daru¨ber hinaus sollte durch Clusterung der Auftra¨ge
R zu einer neuen Auftragsmenge RC die optimale Lo¨sung des DFP/MFP
nicht wesentlich vera¨ndert werden. Diese zweite Forderung ist als qualitati-
ve Forderung zu verstehen. Eine Lo¨sung zu DFP (RC)/MFP (RC) la¨ßt sich
offensichtlich ohne Probleme in eine Lo¨sung des DFP (R)/MFP (R) trans-
formieren. Beide Lo¨sungen ko¨nnen dann bzgl. Zielfunktionswert, berechneter
Schranken, benutzter Flu¨ge und durchgefu¨hrter Zuordnungen von Auftra¨gen
zu Flu¨gen verglichen werden. Das nachfolgend beschriebene Verfahren zur
Clusterung von Auftra¨gen des DFP/MFP erfu¨llt obige Forderungen.
Die entscheidende Idee des Verfahrens besteht darin, eine Menge von
schwierig zu realisierenden Auftra¨gen zu identifizieren. Dabei ist ein Auftrag
immer dann schwierig, ein sog. harter Auftrag, wenn er durch Straßentrans-
porte erst spa¨t an den Startflugha¨fen ankommen kann und gleichzeitig schon
fru¨h von den Zielflugha¨fen abtransportiert werden muß. Da aber auch alle
1Bezu¨glich des Gewichts des entstehenden Auftrags siehe Bemerkung auf der Seite 177.
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harten Auftra¨ge erfu¨llt werden mu¨ssen, bilden diese eine Art
”
Kern des Pro-
blems“. Die u¨brigen Auftra¨ge ko¨nnen dann jeweils mit einem harten Auftrag
zusammen bedient werden.
Wir beginnen mit einigen nu¨tzlichen Begriffen: Fu¨r einen Auftrag r ∈ R
heißt ein Flughafen k∗ ∈ P ein echt relevanter Startflughafen, falls es einen
potentiellen Flug f = (a, k∗, l) ∈ F gibt mit r ∈ R(f). Die Menge aller echt
relevanten Startflugha¨fen eines Auftrags r ist dann:
P ∗,start(r) := {k∗ ∈ P : es gibt ein f = (a, k∗, l) ∈ F mit r ∈ R(f)}.
Analog heißt l∗ ∈ P echt relevanter Zielflughafen fu¨r r ∈ R, falls es einen
potentiellen Flug (a, k, l∗) ∈ F gibt mit r ∈ R(f):
P ∗,dest(r) := {l∗ ∈ P : es gibt ein f = (a, k, l∗) ∈ F mit r ∈ R(f)}.
Nachfolgend werden statt aller echt relevanten Start- und Zielflugha¨fen auch
nur bestimmte Teilmengen von diesen fu¨r einen Auftrag r ∈ R betrachtet.
Dazu sortiert man die relevanten Startflugha¨fen k ∈ P ∗,start(r) nach steigen-
der fru¨hester Ankunftszeit eatkr . Mit P
p,start(r) seien die ersten p Elemen-
te in der Menge P ∗,start(r) bezeichnet. Genauso sortiert man die Flugha¨fen
l ∈ P ∗,dest(r) nach fallender spa¨tester Abfahrtzeit ldtlr und erha¨lt mit P
p,dest
die ersten p dieser Flugha¨fen.
Je gro¨ßer p ∈ N gewa¨hlt wird, umso gro¨ßer ist auch die Menge P p,start(r)
bzw. P p,dest(r). Fu¨r p = |P | gilt offenbar P p,start = P ∗,start und P p,dest =
P ∗,dest. Fu¨r das nachfolgend beschriebene Verfahren ko¨nnen alternativ ent-
weder P ∗,start(r) oder P p,start(r) bzw. P ∗,dest(r) oder P p,dest(r) fu¨r eine Zahl
p ∈ N verwendet werden. Allgemein schreiben wir P start(r) fu¨r die relevanten
Startflugha¨fen und P dest(r) fu¨r die relevanten Zielflugha¨fen.
Zentral ist die folgende Begriffsbildung: Ein Auftrag r ∈ R heißt ha¨rter
als ein Auftrag s ∈ R, falls
eatkr ≥ eat
k
s fu¨r alle k ∈ P
start(r)
und
ldtlr ≤ ldt
l
s fu¨r alle l ∈ P
dest(r)
gilt. Zur Abku¨rzung wird r B s geschrieben, falls r ha¨rter als s ist. Der
Auftrag r ist also ha¨rter als der Auftrag s, wenn er an jedem seiner relevanten
Startflugha¨fen erst spa¨ter zum Transport bereitsteht als s und an jedem
seiner relevanten Zielflugha¨fen fru¨her ankommen muß als s. Man beachte,
daß die Relation B auf R umso gro¨ßer (umfassender) ist, je kleiner man p
zur Definition der relevanten Start- und Zielflugha¨fen wa¨hlt.
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Bei Benutzung der Mengen P ∗,start(r) und P ∗,dest(r) besagt rBs anschau-
lich, daß jeder potentielle Flug, welcher aufgrund der zeitlichen Restriktionen
den Auftrag r bedienen kann, ebenfalls den Auftrag s bedienen kann. Die
U¨berdeckung von r ist also in jedem Falle
”
schwieriger“ als die U¨berdeckung
von s. Benutzt man alternativ eine Teilmenge P p,start(r) und P p,dest(r) fu¨r
eine natu¨rliche Zahl p, so ist die Interpretation a¨hnlich: Wird der Auftrag
r u¨ber einen seiner p na¨chstgelegenen Start- bzw. Zielflugha¨fen abgewickelt
(was
”
wahrscheinlich“ ist), so kann ebenfalls der Auftrag s u¨ber jede dieser
Verbindungen abgewickelt werden. Da der Auftrag r im DFP/MFP bedient
werden muß, kann der Auftrag s bei jeder (wahrscheinlichen) Bedienung von
r mit zugeordnet werden.
Durch das Aggregieren von zwei Auftra¨gen r und s kann ein neuer Auftrag
ragg entstehen, welcher einem potentiellen Flug f wegen der Kapazita¨tsbe-
schra¨nkungen nicht mehr zugeordnet werden kann, obwohl dies fu¨r die einzel-
nen Auftra¨ge mo¨glich war. Um dies auszuschließen, la¨ßt man das Aggregieren
nur dann zu, wenn der entstehende Auftrag ho¨chstens das vorgegebene Ge-
wicht q∆ hat. Durch die Wahl eines entsprechend kleinen Werts fu¨r q∆ kann
garantiert werden, daß die entstehende Instanz zula¨ssig bleibt.
Algorithmus 8.1 Cluster-Verfahren fu¨r Auftra¨ge R
1: (Bestimme harte Auftra¨ge)
Setze Rhart := ∅.
2: Durchlaufe alle Auftra¨ge s ∈ R:
3: Falls es kein r ∈ R \ {s} gibt mit r B s,
4: Setze Rhart := Rhart ∪ {s}.
5: Setze RC := Rhart.
6: (Aggregiere nicht harte Auftra¨ge)
Durchlaufe alle Auftra¨ge s ∈ R \Rhart:
7: Bestimme unter allen Auftra¨gen r∗ ∈ RC mit r∗ B s denjenigen mit mini-
malem Gewicht qr∗ . (Es existiert mindestens ein Auftrag!)
8: Falls qr∗ + qs < q∆ gilt,
9: Aggregiere die Auftra¨ge r∗ und s zu einem Auftrag ragg.
10: Ersetze in RC den Auftrag r∗ durch den Auftrag ragg.
11: Ansonsten,
12: Setze RC := RC ∪ {s}.
Ergebnis des Algorithmus ist die Auftragsmenge RC mit den aggregierten
Auftra¨gen ragg ∈ RC .
Durch dieses Cluster-Verfahren entstehen nur aggregierte Auftra¨ge, wel-
che zeitlich gleichwertig zu den
”
ha¨rtesten Auftra¨gen“ der urspru¨nglichen
Instanz sind. Genauer heißt dies, daß ein aggregierter Auftrag an den rele-
vanten Start- und Zielflugha¨fen dieselben Zeiten eatkr und ldt
l
r besitzt wie der
177
Kapitel 8. Beschleunigung des Lo¨sungsprozesses
harte Auftrag r, welcher der Aggregation zugrunde liegt. Insbesondere gilt:
Waren alle Auftra¨ge r ∈ R zeitlich zula¨ssig fu¨r DFP (R) bzw. MFP (R), so
sind alle geclusterten Auftra¨ge r ∈ RC auch zeitlich zula¨ssig fu¨r DFP (RC)
und MFP (RC).
8.1.2 Lo¨sen eines reduzierten IMP
Das Finden ganzzahliger Lo¨sungen u¨ber ein Branch-and-Price-Verfahren er-
fordert i.a. erheblich ho¨heren Aufwand als nur das Bestimmen einer unteren
Schranke u¨ber das Lo¨sen der LP-Relaxation des MP. Dennoch kann man
hoffen, daß die im Laufe des Column-Generation erzeugte Teilmenge aller
Variablen bereits die optimale Lo¨sung des ganzzahligen Problems entha¨lt.
Es ist jedoch bekannt, daß die Spalten des RMP i.a. weder eine optima-
le Lo¨sung, noch eine zula¨ssige Lo¨sung des IMP enthalten (vgl. [BJN+98]).
Dieses aus theoretischer Sicht ernu¨chternde Resultat wird jedoch durch viele
empirische Untersuchungen relativiert: Eine Reihe von Autoren (vgl. bspw.
[Mar85, BS96, Lu¨b01]) berichten u¨ber gute bzw. nahezu optimale Lo¨sun-
gen, welche durch Runden oder durch Anwenden eines Lo¨sers fu¨r Gemischt-
Ganzzahlige Lineare Programme (MIP-Solver) auf ein reduziertes IMP ge-
wonnen wurden.
Die Spalten des reduzierten IMP werden hierbei entweder komplett oder
teilweise aus dem RMP u¨bernommen. Die Auswahl von Spalten orientiert
sich meist an heuristischen Kriterien, welche auf gewichteten reduzierten Ko-
sten der Variablen beruhen. Die Suche einer ganzzahligen Lo¨sung in diesen
Spalten, d.h. fu¨r das reduzierte IMP, geschieht bei Nutzung von Standard-
MIP-Solvern u¨ber ein Branch-and-Bound-Verfahren evtl. unter Zuhilfenah-
me von Schnittebenen. Das Lo¨sen des reduzierten IMP wird daher auch in
manchen Quellen (vgl. [Lu¨b01]) als Price-and-Branch bezeichnet, da zuerst
Spalten generiert werden (price) und anschließend ohne neue Erzeugung von
Spalten verzweigt wird (branch).2
Die Mo¨glichkeit, ganzzahlige Lo¨sungen des DFP/MFP durch das (appro-
ximative) Lo¨sen eines reduzierten IMP zu erhalten, kann auch als exakte
Komponente zur Beschleunigung des Branch-and-Price-Verfahrens verstan-
den werden. Dabei liefert die beste ganzzahlige Lo¨sung eine obere Schranke
UB fu¨r das IMP, welche zu folgenden Zwecken eingesetzt werden kann:
• zum Bounding von Knoten im Branch-and-Price-Suchbaum (immer
2Price-and-Branch als heuristisches Verfahren darf nicht mit dem exakten Branch-and-
Price verwechselt werden. Nachfolgend sprechen wir, vor allem um Verwechslungen aus-
zuschließen, meist von der Lo¨sung eines reduzierten IMP.
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dann, wenn das Branch-and-Price noch keine bessere ganzzahlige Lo¨-
sung gefunden hat) und
• zum fru¨hzeitigen Abbrechen der Iterationen des Master-Programms fu¨r
einen Knoten mit LLB(pi, µ, ζ) ≥ UB.
Das Bounding setzt als Suchstrategie eine von der Bestensuche abweichende
Knoten-Auswahl-Strategie voraus, z.B. die Tiefensuche oder die gemischte
Tiefen-und-Bestensuche, wie sie in Abschnitt 9.5.2 untersucht werden.
8.1.3 Fixieren von Spalten und Variablen im RMP
Wie bereits in Abschnitt 4.5 diskutiert, ist ein Verzweigen auf den Variablen
λ = (λft ) des Master-Programms i.a. nicht effizient. Das liegt vor allem daran,
daß ein Zweig λft = 0 i.a. die Struktur des Pricing-Problems PPf fu¨r f ∈
F zersto¨rt und daru¨ber hinaus auch nicht effizient ist, da nur eine Spalte
ausgeschlossen wird, jedoch in der Regel viele sehr a¨hnliche Spalten im MP
existieren.
Die umgekehrte Entscheidung, na¨mlich λft = 1 (allgemeiner, λ
f
t zu einer
Basis-Variablen des RMP mit vorgegebenem Wert zu machen), ist fu¨r das
RMP und das Pricing trivial zu realisieren. Als Teil eines heuristischen Vor-
gehens kann man im Verzweigungsbaum des Branch-and-Price einzelne oder
mehrere gebrochene Bina¨rvariablen auf eins fixieren, um damit schnell in die
Tiefe zu
”
verzweigen“ und insgesamt die Tiefe des Branch-and-Bound-Baums
zu verkleinern. Folgende zwei Strategien erscheinen erfolgversprechend:
ColFixA Alle Bina¨rvariablen λft mit λ
f
t ≥ ξ fu¨r ξ ∈ (0, 1] werden
auf eins fixiert. Typische Werte von ξ liegen im Intervall
[1
2
, 1].
ColFixB Alle Bina¨rvariablen λft mit λ
ki ≥ ξ werden auf eins fi-
xiert. Ferner wa¨hlt man eine weitere gebrochene Variable
λf
∗
t∗ < ξ mit maximalem Wert und fixiert auch diese auf
eins.
Diese Vorgehensweise kann in a¨hnlicher Weise zum Fixieren von Variablen
xrf im Master-Programm durchgefu¨hrt werden. Mittels (6.1) und (6.2) wird
eine gebrochene Lo¨sung (λ∗, z∗) in eine Lo¨sung (x∗, y∗, z∗) u¨berfu¨hrt. Man
kann dann – wie beim Verzweigen auf der Zuordnung eines Auftrags zu einem
potentiellen Flug – anhand der gebrochenen Werte x∗rf ein Paar von Auftrag
r∗ und potentiellem Flug f ∗ auswa¨hlen und im RMP die Bedingung xr∗f∗ = 1
fordern. Bei der Auswahl eines oder mehrerer solcher Paare (r∗, f ∗) kann man
analog nach folgenden Regeln vorgehen:
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VarFixA Alle Variablen xrf mit xrf ≥ ξ fu¨r gegebenes ξ ∈ (0, 1]
werden auf eins fixiert.
VarFixB Alle Variablen xrf mit xrf ≥ ξ werden auf eins fi-
xiert. Ferner wa¨hlt man eine weitere gebrochene Variable
xr∗f∗ < ξ mit maximalem Wert und fixiert auch diese auf
eins.
Die Strategien ColFixA und VarFixA lassen sich in eine bestehende Varia-
blen-Auswahl-Strategie (VAS) integrieren. Wa¨hlt man hierbei ξ = 1 (bzw.
ξ = 1 − ε nahe bei eins), so werden auf diese Weise alle positiven, bereits
(fast) ganzzahligen Variablen λft bzw. Zuordnungen xrf fixiert. Auf tieferen
Stufen des Branch-and-Price-Suchbaums ko¨nnen diese Entscheidungen dann
nicht mehr revidiert werden, und es resultiert i.a. ein verkleinerter Suchbaum.
Die Anwendung der Strategien ColFixB und VarFixB hingegen erzeugt
einen degenerierten Branch-and-Price-Suchbaum in Form eine Pfads. Die
Abb. 8.1(a) zeigt dieses Prinzip. Es ist allerdings nicht garantiert, daß durch
wiederholtes Anwenden der Strategien ColFixB oder VarFixB insgesamt eine
ganzzahlige Lo¨sung in der Tiefe des Suchbaums erzeugt wird.3 Da es jedoch
nur endlich viele Auftra¨ge gibt, ist sichergestellt, daß nach ho¨chstens |R| An-
wendungen von ColFixB oder VarFixB das Verfahren mit einer ganzzahligen
oder unzula¨ssigen Lo¨sung terminiert.
Um bei den Strategien ColFixB oder VarFixB jeweils eine Art Diversifika-
tion zu erreichen, kann man diese Strategien ebenfalls mit einer bestehenden
VAS kombinieren. Dazu verzweigt man mit der VAS bis zu einer vorgegebe-
nen Tiefe l (level) des Suchbaums und wendet ab dieser Tiefe die Strategie
ColFixB oder VarFixB an. Daraus resultiert ein Suchbaum, welcher nach
dem Verzweigen bis zur Tiefe l wiederum nur aus Pfaden in die Tiefe be-
steht. Die Abb. 8.1(b) zeigt einen solchen Baum, fu¨r den bis zur Tiefe zwei
mit einer gewissen VAS verzweigt wurde. Hieraus resultieren 22 = 4 Bla¨tter,
welche durch ColFixB oder VarFixB in die Tiefe weiterentwickelt werden.
Nachfolgend sind diese Strategie mit ColFix(l) bzw. VarFix(l) bezeichnet,
abha¨ngig von der vorgegebenen Tiefe l ∈ N0. Fu¨r l = 0 stimmen diese mit
den Strategien ColFixB und VarFixB u¨berein.
3Die Garantie einer ganzzahligen Lo¨sung ist deshalb nicht realistisch, da bereits das
Problem des Findens einer zula¨ssigen Lo¨sung eines beliebigen DFP ein NP -schweres Pro-
blem darstellt (vgl. [BGS00]).
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Abbildung 8.1. Branch-and-Price-Suchbaum bei Fixieren von Spalten oder Va-
riablen, (a) ausschließliche Anwendung von VarFixB oder ColFixB, (b) Kombina-
tion mit einer Variablen-Auswahl-Strategie
8.2 Exakte Methoden
Exakte Methoden zur Beschleunigung des Lo¨sungsprozesses ko¨nnen an meh-
reren Stellen ansetzen: Durch das dynamische Hinzufu¨gen von Konvexita¨ts-
restriktionen und die Vorgabe einer primalen Startlo¨sung kann man versu-
chen, den Aufwand fu¨r das vielfache Reoptimieren des RMP zu verringern.
Pricing-Strategien sollen (vgl. Abschnitt 4.3) zur Beschleunigung des Pri-
cings beitragen und bei geringem Rechenaufwand
”
gute Spalten“ zur Aufnah-
me in das RMP bereitstellen. Nur ein Teil von aussichtsreich erscheinenden
Pricing-Problemen wird in einem Iterationsschritt des Column-Generation-
Verfahrens gelo¨st (Partial Column-Generation). Aus diesen dynamisch gene-
rierten Spalten wird eine erfolgversprechende Menge von Spalten ausgewa¨hlt,
um den Aufwand fu¨r die Reoptimierung des RMP gering zu halten (Multiple
Pricing, Auswahl).
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Zur Beschleunigung des Branch-and-Price-Verfahrens werden das fru¨hzei-
tige Abbrechen und Verzweigen (Early Termination und Early Branching)
sowie verschiedene Strategien fu¨r die Integration von Schnittebenen betrach-
tet.
8.2.1 Dynamisches Hinzufu¨gen von Konvexita¨tsrestrik-
tionen
Fu¨r die Master-Programme (5.4) des DFP/MFP sind die U¨berdeckungsbe-
dingungen, die zusa¨tzlichen Restriktionen und die Ferry-Restriktionen die
”
wesentlichen“ Nebenbedingungen. Sie erzwingen, daß beladene Flu¨ge und
Ferry-Flu¨ge in zula¨ssiger Weise zum Einsatz kommen. Daneben gibt es mit
(5.4e) noch die Konvexita¨tsbedingungen im Master-Programm des DFP und
des MFP. Sie sind eher von technischer Bedeutung (bspw. sind sie wichtig
bei der Bestimmung der Lagrangean Lower Bound und fu¨r die Garantie der
Ganzzahligkeit einiger VAS beim Verzweigen auf xrf ), haben aber entschei-
denden Einfluß auf die Anzahl der Restriktionen im Master-Programm.
Fu¨r reale Instanzen kann die Anzahl der potentiellen Flu¨ge F in derselben
Gro¨ßenordnung liegen wie die Zahl der Auftra¨ge oder diese sogar u¨berstei-
gen. In diesem Fall entha¨lt das Master-Programm ungefa¨hr gleich viele oder
weniger U¨berdeckungsbedingungen als Konvexita¨tsrestriktionen, jedoch sind
im RMP in der Regel die meisten der Konvexita¨tsrestriktionen nicht bindend
und damit eigentlich u¨berflu¨ssig. Ihre Zahl ist im Simplex-Algorithmus mit
entscheidend fu¨r die Gro¨ße der Basismatrix, und viele Konvexita¨tsrestrik-
tionen machen das Simplex-Verfahren zur Reoptimierung des RMP spu¨rbar
langsam.
Um diesem Effekt entgegenzuwirken, kann man die Konvexita¨tsbedingun-
gen (5.4e) dynamisch bei der Lo¨sung des RMP erzeugen. In jedem Iterations-
schritt der Lo¨sung der LP-Relaxation des Master-Programms werden aktuell
verletzte Konvexita¨tsrestriktionen separiert und dem RMP hinzugefu¨gt. Zur
Separation pru¨ft man nach jedem Iterationsschritt von Algorithmus 4.1 nach,
ob fu¨r einen potentiellen Flug f ∈ F in Summe mehr als ein beladener Flug ef
benutzt wird, ob also
∑
t λ
t
f > 1 fu¨r einzelne potentielle Flu¨ge f ∈ F gilt. In
diesem Fall werden alle verletzten Konvexita¨tsbedingung
∑
t λ
t
f ≤ 1 im RMP
erga¨nzt und das RMP reoptimiert. Dieser Prozeß wird solange fortgesetzt,
bis alle Restriktionen (5.4e) erfu¨llt sind. Die Rechenergebnisse in Kap. 9 zei-
gen, daß meist nur sehr wenige Konvexita¨tsrestriktionen dynamisch generiert
werden mu¨ssen, so daß das RMP am Ende des Branch-and-Price-Verfahrens
nur eine
”
kleine“ Anzahl von ihnen entha¨lt.
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8.2.2 Vorgabe einer primalen Startlo¨sung fu¨r das
RMP
Bereits in Abschnitt 5.4 wurde beschrieben, wie man versuchen kann, eine gu-
te gebrochene primale Startlo¨sung fu¨r das RMP zu konstruieren. Wir werden
untersuchen, ob das Initialisieren des RMP mit einer Startlo¨sung zu einem
verbesserten Konvergenzverhalten des Column-Generation-Verfahrens fu¨hrt.
8.2.3 Early Termination und Early Branching
Eine langsame Konvergenz von Column-Generation-Verfahren – insbesonde-
re das extrem langsame Anna¨hern des RMP an den optimalen Zielfunktions-
wert des MP, das sog. Tailing Off – wurde bereits fru¨h beobachtet (vgl. z.B.
[Ho84]). Lu¨bbecke [Lu¨b01, S. 64f] nennt einige allgemeine Erkla¨rungsversu-
che.
Mit Early Termination und Early Branching wird das vorzeitige Abbre-
chen des Column-Generation-Prozesses fu¨r einen Knoten des Branch-and-
Price-Verfahrens bezeichnet. Es soll dem Tailing Off-Effekt entgegenwirken.
Durch Benutzung einer wa¨hrend des Column-Generation-Verfahrens algo-
rithmisch einfach zu berechnenden unteren Schranke (bei Minimierungspro-
blemen), wie bspw. der Lagrangean Lower Bound (4.6) LLB = LLB(pi, µ, ζ),
kann die duale Lu¨cke zRMP − LLB berechnet und die erreichte Gu¨te abge-
scha¨tzt werden.4 Fu¨r Abbruchkriterien ko¨nnen allgemeiner
• die absolute oder relative duale Lu¨cke, (zRMP − LLB) oder (zRMP −
LLB)/LLB,
• die absolute oder relative Verbesserung des Zielfunktionswerts zRMP
des RMP innerhalb der letzten s Iterationen und
• die aktuelle Anzahl der Iterationen des Master-Programms
verwandt werden.
Natu¨rlich kann ein Knoten – im Sinne des Bounding – immer dann ab-
gebrochen werden, wenn LLB ≥ UB fu¨r eine bekannte obere Schranke des
IMP gilt. Unter der Voraussetzung der Ganzzahligkeit aller Zielfunktions-
koeffizienten und Variablen des RMP la¨ßt sich diese zur Abbruchbedingung
dLLBe ≥ UB verscha¨rfen.
Ansonsten erfordert ein fru¨hzeitiges Abbrechen die Generierung und Lo¨-
sung von zwei (oder mehr) Sohn-Knoten, d.h. ihrer zugeho¨rigen RMPs. Ein
4Eine alternative Methode zur Berechnung einer unteren Schranke besteht in der Ver-
wendung der Farley Bound (siehe [Lu¨b01, S. 67]).
183
Kapitel 8. Beschleunigung des Lo¨sungsprozesses
vernu¨nftiges Early Branching muß daher den Trade-Off zwischen dem Tai-
ling Off des Vater-Knotens und dem Aufwand fu¨r die Lo¨sung von zwei neu
zu lo¨senden Sohn-Knoten beru¨cksichtigen. Fu¨r nicht dual zula¨ssige RMP mit
aktuell ganzzahliger primaler Lo¨sung macht offensichtlich ein fru¨hzeitiges Ab-
brechen keinen Sinn, denn Verzweigen ist in diesem Falle unmo¨glich. Es er-
scheint erstrebenswert, vor dem Abbrechen bereits abscha¨tzen zu ko¨nnen, ob
der Column-Generation-Prozeß fu¨r das aktuelle RMP gegen eine ganzzahlige
Lo¨sung konvergiert.
Fu¨r das Branch-and-Price-Verfahren des DFP/MFP wird folgende allge-
meine Strategie fu¨r das Early-Branching eingesetzt werden:
1. Early Branching ist in den ersten 10 Iterationen des RMP nicht erlaubt.
Damit soll verhindert werden, daß der Suchbaum durch zu schnelles,
fru¨hzeitiges Verzweigen
”
explodiert“.
2. Ist die aktuelle primale Lo¨sung des RMP ganzzahlig, so ist das Early-
Branching unmo¨glich.
3. Early-Branching wird angewandt, wenn die relative duale Lu¨cke die
Bedingung
dualgap :=
zRMP − LLB
LLB
≤
earlygap
1 + level
(8.1)
erfu¨llt, wobei earlygap eine vorgegebene Toleranz und level die Tiefe
des aktuellen Knotens im Branch-and-Bound-Suchbaum sind (also 0
fu¨r den Wurzel-Knoten, 1 fu¨r seine So¨hne, etc.). Typische Werte fu¨r
earlygap liegen zwischen 0.005 (0, 5%) und 0.05 (5%). Durch die u¨ber
level an die Tiefe des Knotens im Suchbaum angepaßte Abbruchbe-
dingung wird Early Branching tendenziell fu¨r stark fraktionale Lo¨sun-
gen unterstu¨tzt und fu¨r nahezu ganzzahlige Lo¨sungen zeitlich weiter
hinausgeschoben. Insbesondere lautet die Abbruchbedingung (8.1) im
Wurzel-Knoten dualgap ≤ earlygap.
8.2.4 Pricing Strategien
Fu¨r realistische Instanzen des DFP/MFP gibt es ca. 500 bis 1.200 verschie-
dene potentielle Flu¨ge. Da fu¨r jeden potentiellen Flug f ∈ F ein zugeho¨riges
Pricing-Problem existiert, muß zur Lo¨sung des DFP/MFP eine große Anzahl
von Pricing-Problemen gelo¨st werden. In der Literatur sind bisher nur Crew-
Rostering-Probleme als Beispiele fu¨r Column-Generation mit vielen (>20)
und NP -schweren Subproblemen beschrieben.
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Durch Partial Column-Generation (vgl. Abschnitt 4.3) kann der Aufwand
dahingehend reduziert werden, daß pro Iterationsschritt des RMP nur eine
Teilmenge der Pricing-Probleme gelo¨st wird. Die Strategie von Gamache et
al. [GSM99] ist es, die Pricing-Probleme anzuordnen und zyklisch jeweils
s = 5, 10 bzw. 20 Probleme zu lo¨sen, bis mindestens eine neue Spalte generiert
ist.
Da beim DFP/MFP nur eine echte Teilmenge aller potentiellen Flu¨-
ge in einer optimalen Basislo¨sung des DFP vorkommt, sind die Pricing-
Probleme der u¨brigen potentiellen Flu¨ge ohne Bedeutung. Das Problem be-
steht nur darin, daß man a priori natu¨rlich nicht weiß, welche potentiellen
Flu¨ge in diesem Sinne relevant sind und welche nicht. Im Laufe der Lo¨-
sung des MP kann beobachtet werden, daß ab gewissen Iterationsschritten
bestimmte Pricing-Probleme keine oder nur noch sehr sporadisch neue Spal-
ten mit negativen reduzierten Kosten liefern. Daraus kann folgende auf drei
Parametern (α, β, γ) ∈ N3 basierende Strategie abgeleitet werden: Hat ein
Pricing-Problem PPf in den letzten α Iterationsschritten des MP keine neu-
en Spalten generiert, so wird es deaktiviert. Im folgenden Iterationsschritt k
werden deaktivierte PPf nicht wieder gelo¨st, allerdings mit folgenden Aus-
nahmen: Die Deaktivierung aller Pricing-Probleme wird jeweils nach β > α
Iterationsschritten wieder aufgehoben. Ebenso werden alle Pricing-Probleme
gelo¨st, wenn im aktuellen Iterationsschritt weniger als γ Spalten durch Partial
Column-Generation erzeugt wurden.
Die Strategie der zyklischen Lo¨sung von Pricing-Problemen von Gamache
et al. [GSM99] ist also fu¨r das Crew Rostering sinnvoll, denn dort beinhal-
tet jede zula¨ssige Lo¨sung jeweils genau eine Variable (ungleich 0 ∈ Xk) fu¨r
jedes Pricing-Problem PPk. Beim DFP/MFP ist durch zyklische Lo¨sung der
Pricing-Probleme keine Beschleunigung zu erwarten.
Die zweite Idee zur Beschleunigung beruht auf der Beobachtung, daß in
manchen Iterationsschritten (auch trotz des Partial Column-Generation) re-
lativ viele Spalten mit negativen reduzierten Kosten generiert werden. Wer-
den alle diese Spalten in das RMP u¨bernommen, so u¨bersteigt der zeitliche
Aufwand fu¨r die Reoptimierung des RMP die Dauer des Pricings um ein Viel-
faches (vgl. auch Abschnitt 9.4.3). In Abschnitt 4.3 wurde fu¨r diese Situation
bereits die Idee der Auswahl von generierten Spalten (Column-Selection) auf-
gezeigt.
Wu¨nschenswert erscheint eine solche Auswahl von Spalten, welche zusam-
men eine zula¨ssige Lo¨sung des DFP/MFP repra¨sentieren. Ein Maß fu¨r die Gu¨-
te einer neu generierten Spalte sind ihre reduzierten Kosten c˜(eft ) = c˜(xrf , yf ).
Aus Heuristiken fu¨r das Set-Covering-Problem ist bekannt, daß der Quotient
aus reduzierten Kosten und noch nicht u¨berdeckten Auftra¨gen ein gutes Maß
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fu¨r die Gu¨te einer auszuwa¨hlenden Spalte ist (vgl. [Bea87, BJ92, CFT99],
dort zum Teil auch weitere Funktionen zur Bewertung). Wir wa¨hlen daher so-
lange jeweils eine Spalte mit minimalem Quotienten aus, welche keine Auftra¨-
ge zu bisher gewa¨hlten Spalten u¨berdeckt, bis alle Auftra¨ge R u¨berdeckt sind,
oder keine weiteren Spalten zur Verfu¨gung stehen. Diese Auswahl-Prozedur
kann offensichtlich beginnend mit der zweitbesten, drittbesten, usw. Spalte
wiederholt werden. Die Anzahl dieser Wiederholungen sei mit η bezeichnet.
Das gesamte Pricing fu¨r das DFP/MFP ist in folgendem Schema mit Pa-
rametern (α, β, γ, η) festgehalten, wobei k der aktuelle Iterationsschritt des
MP und k(PPf ) der Iterationsschritt ist, bei dem das Pricing-Problem PPf
letztmalig ein ef ∈ Xf mit c˜f (ef ) < 0 generiert hat.
Algorithmus 8.2 Partial Column-Generation beim DFP/MFP
1: (Lo¨sung gewisser PPf)
Setze Cgen := ∅.
2: Falls k durch β teilbar ist, mache die Deaktivierung aller PPf ru¨ckga¨ngig.
3: Durchlaufe alle f ∈ F , fu¨r die PPf nicht deaktiviert ist
und k ≥ k(PPf ) + α gilt:
4: Lo¨se PPf .
5: Falls PPf Variablen e
f
1 , . . . , e
f
t mit negativen reduzierten Kosten erzeugt,
6: Fu¨ge ef1 , . . . , e
f
t zu C
gen hinzu.
7: Setze k(PPf ) = k.
8: Falls |Cgen| < γ,
9: Durchlaufe alle f ∈ F , fu¨r die PPf deaktiviert ist:
10: Lo¨se PPf .
11: Falls PPf Variablen e
f
1 , . . . , e
f
t mit negativen reduzierten Kosten erzeugt,
12: Fu¨ge ef zu Cgen hinzu.
13: Setze k(PPf ) = k.
14:(Auswahl)
Setze C := ∅, Cresid := Cgen.
15:Wiederhole η mal:
16: Setze Rcovered := ∅.
17: Solange Rcovered 6= R und Cresid 6= ∅, wiederhole:
18: Wa¨hle ein ef = (x∗rf , y
∗
f ) ∈ C
resid mit minimalem Wert
c˜f (ef )/|{r ∈ R(f) \Rcovered : x∗rf = 1}|
aus Cresid aus.
19: Setze C := C ∪ {ef}.
Setze Rcovered := Rcovered ∪ {r ∈ R : x∗rf = 1}.
Setze Cresid := {(xrf , yf ) ∈ C
resid : xrf = 0 fu¨r alle r ∈ R
covered}.
20: Setze Cresid := Cresid \ C.
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Das Ergebnis des obigen Pricing-Algorithmus ist die Menge C mit gene-
rierten, in das RMP aufzunehmenden Variablen ef . In Abschnitt 9.4.3 werden
Parameterstudien zur Wahl der Parameter (α, β, γ, η) durchgefu¨hrt.
8.2.5 Branch-and-Price-and-Cut
Die polyedrischen Untersuchungen zum DFP und MFP aus Kap. 7 legen es
nahe, die untere Schranke des RMP durch Hinzufu¨gen von verletzten Flug-
Ungleichungen zu verbessern. Eine Beschleunigung kommt – mo¨glicherwei-
se – dadurch zustande, daß aufgrund verbesserter unterer Schranken weniger
Knoten des Branch-and-Price-Verfahrens gelo¨st werden mu¨ssen.
Aus umfangreichen Untersuchungen zum Einsatz von Schnittebenenver-
fahren innerhalb eines Branch-and-Price-Algorithmus fu¨r das VRPTW (vgl.
[Ric99]) ist bekannt, daß der Aufwand fu¨r die Separation verletzter Unglei-
chungen den Einsatz solcher Verfahren auf den Wurzel-Knoten oder einige
wenige Knoten des Suchbaums beschra¨nkt.
Fu¨r das DFP/MFP werden die folgenden Schnittebenen-Strategien (CP)
(cutting planes) zum Einsatz von verscha¨rften Flug-Ungleichungen in Kap. 9
untersucht werden:
CP no keine Verwendung von Schnittebenen,
CP(0) Einsatz des Separationsverfahrens nur fu¨r den Wurzel-
Knoten,
CP(level) Einsatz des Separationsverfahrens bis zu einer vorgege-
benen Tiefe level ≥ 1 der Knoten des Branch-and-Price-
Verfahrens und
CP all Einsatz des Separationsverfahrens fu¨r den gesamten
Branch-and-Price-Suchbaum.
Obige Strategien lassen die sukzessive Intensivierung der Nutzung von
Flug-Ungleichungen zu. So entspricht die Strategie CP no einer Strategie
”
CP(-1)“, und die Strategie CP all kann mit
”
CP(∞)“ identifiziert werden.
Somit ist durch diese Strategien die gesamt Bandbreite sinnvoller Mo¨glich-
keiten fu¨r den Einsatz des Schnittebenenverfahrens abgedeckt.
Die Anwendung aller hier theoretisch dargestellten Beschleunigungstech-
niken ist der Inhalt des folgenden Kapitels zu den Rechenergebnissen.
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Rechenergebnisse
In diesem Kapitel sind die Rechenergebnisse zur Anwendung der in der vor-
liegenden Arbeit entwickelten Methoden des Branch-and-Price-and-Cut auf
eine Reihe von DFP/MFP-Instanzen aufgefu¨hrt. Anhand empirischer Unter-
suchungen soll die Leistungsfa¨higkeit der entwickelten Modelle aus Kapitel 3
und der Methoden aus den Kapiteln 5 bis 8 aufgezeigt werden. Besonderes
Augenmerk liegt dabei auf der Analyse der verschiedenen in Kap. 8 darge-
stellten Methoden der Beschleunigung des Lo¨sungsverfahrens.
Es stellt sich zuerst die Frage, welche Schlu¨sse u¨berhaupt aus empiri-
schen Tests in praktischer und in theoretischer Hinsicht gezogen werden ko¨n-
nen und du¨rfen: Zum einen erlauben empirische Tests nur fu¨r die untersuchte
”
Klasse“ von Problem-Instanzen eine Aussage u¨ber die Leistungsfa¨higkeit, die
sog. Performance, eines Algorithmus. Zur Beurteilung der Leistungsfa¨higkeit
zieht man sog. Performance-Maße heran. Die Analyse der empirischen Tests
erlaubt es, Zusammenha¨nge zwischen Problemgro¨ße, weiteren charakteristi-
schen Daten der Problem-Instanzen sowie Parametern des Algorithmus und
der Performance herzustellen. Empirische Tests zeigen auch die Grenzen der
Leistungsfa¨higkeit eines Algorithmus auf.
Zum anderen ermo¨glicht die Analyse der Rechenergebnisse neue Einblicke
in das Verhalten bestimmter Teile eines Algorithmus im Bezug auf das Ge-
samtverfahren. Sie inspirieren mitunter zu Verbesserungen des bestehenden
Algorithmus oder zum Entwurf ga¨nzlich neuer Verfahren.
Wir beginnen in Abschnitt 9.1 mit einigen Vorbemerkungen zum generel-
len Untersuchungsgegenstand der Test-Rechnungen und zur Implementierung
des Branch-and-Price-and-Cut-Verfahrens. Daran schließt sich eine detail-
lierte Beschreibung der realen Problem-Instanzen des DFP und des MFP in
Abschnitt 9.2 an. Hier werden insbesondere Problemgro¨ße und charakteristi-
sche Daten einer Instanz diskutiert und zu erwartende Abha¨ngigkeiten zwi-
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schen bestimmten charakteristischen Daten und der Performance aufgezeigt.
In Abschnitt 9.3 wird das Clustern der Auftra¨ge als ein zentrales heuristisches
Verfahren zur Reduktion der Problemgro¨ße analysiert. Es wird sich heraus-
stellen, daß die entwickelte Lo¨sungsmethodik im wesentlichen nur fu¨r vorab
geclusterte Instanzen erfolgreich ist. Abschnitt 9.4 bescha¨ftigt sich mit der
Bewertung der Methoden zur Beschleunigung des RMP zur Lo¨sung der LP-
Relaxation des Master-Programms. Einige ungewo¨hnliche und unerwartete
Resultate zeigen, daß das DFP und das MFP deutlich von den vielfach un-
tersuchten Routing- und Scheduling-Anwendungen abweichen. Der Abschnitt
beinhaltet auch eine abschließende U¨bersicht u¨ber alle gebrochen gelo¨sten In-
stanzen. Die drei verbleibenden Abschnitte bescha¨ftigen sich mit der Berech-
nung ganzzahliger Lo¨sungen und dem Verbessern der unteren Schranke LB.
Der Vergleich verschiedener Branching-Strategien ist Inhalt von Abschnitt
9.5. Ergebnisse zu Schnittebenen (Flug-Ungleichungen) und zum zugeho¨ri-
gen Separationsverfahren sind in Abschnitt 9.6 zu finden. Schließlich bewertet
Abschnitt 9.7 die Methoden zur Beschleunigung des Branch-and-Price, und
Abschnitt 9.8 beendet das Kapitel mit der U¨bersicht u¨ber die ganzzahlig ge-
lo¨sten Instanzen. Diese U¨bersicht beinhaltet auch beste gefundene Schranken
und damit eine abschließende Fehlerabscha¨tzung.
9.1 Vorbemerkungen
Dieser einfu¨hrende Abschnitt entha¨lt generelle Vorbemerkungen zum allge-
meinen Untersuchungsgegenstand der Test-Rechnungen sowie Grundsa¨tzli-
ches zu der eingesetzten C++-Implementierung.
Untersuchungsgegenstand
Bei dem gesamten Branch-and-Price-and-Cut-Verfahren handelt es sich um
ein exaktes Lo¨sungsverfahren, welches jedoch auch durch Einsatz von heuri-
stischen Komponenten insgesamt als eine Heuristik (zur Definition vgl. S. 20)
eingesetzt werden kann. Daher sind zur Beurteilung der Leistungsfa¨higkeit
des Verfahrens neben den Performance-Maßen
• absolute und relative Rechenzeit und
• Speicherbedarf
fu¨r optimierende Algorithmen auch die fu¨r Heuristiken relevanten Perfor-
mance-Maße
• absolute und relative Qualita¨t von ganzzahligen Lo¨sungen,
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• absolute und relative Qualita¨t von unteren Schranken und
• Stabilita¨t oder Robustheit des Verfahrens
von Bedeutung (vgl. [BGK+95]). Die Analyse von relativen Gro¨ßen kann da-
bei entweder ein exaktes Verfahren mit einem heuristischen Verfahren oder
Parameter-Variationen eines Verfahrens vergleichen (hierbei auch solche Pa-
rameter wie mit oder ohne Benutzung einer bestimmten Technik zur Be-
schleunigung). Im Rahmen der Untersuchung der heuristischen Komponen-
ten werden keine Betrachtungen zu Worst Case- oder Average Case-Analyse
durchgefu¨hrt (vgl. bspw. [Fis80, GJ79]).
Performance-Faktoren sind solche Daten und Gro¨ßen, welche einen Ein-
fluß auf bestimmt Performance-Maße ausu¨ben. Nach Barr et al. [BGK+95]
gibt es zwei Gruppen von Performance-Faktoren, na¨mlich
• Problemgro¨ße und charakteristische Daten einer Problem-Instanz und
• Parameter der Algorithmen, welche – mo¨glicherweise jeweils fu¨r be-
stimmte Gruppen von Problemen getrennt – angepaßt und eingestellt
werden mu¨ssen.
Das Ziel bei der Untersuchung der Instanzen und Rechenergebnisse ist es u.a.
auch, relevante Performance-Faktoren zu ermitteln und von weniger relevan-
ten Faktoren abzugrenzen.
Implementierung
Die Implementierung des Branch-and-Price-and-Cut-Verfahrens basiert auf
einer C++-Klassenbibliothek, welche vom Autor der vorliegenden Arbeit
als Grundlage zur Erstellung verschiedener Column-Generation-Algorithmen
aufgebaut wurde. Die Idee der Klassenbibliothek ist es, grundlegende Bau-
steine eines Systems zur Lo¨sung von kombinatorischen Optimierungsproble-
men mittels Column-Generation, Branch-and-Price oder Branch-and-Price-
and-Cut bereitzustellen. Fu¨r die Lo¨sung einer konkreten Klasse kombinato-
rischer Optimierungsprobleme mu¨ssen das Master-Programm (einschließlich
seiner speziell strukturierten Variablen und dualen Preise), die Algorithmen
zur Lo¨sung der Pricing-Probleme sowie evtl. die Regeln zur Verzweigung
und Verfahren zur Generierung von Schnittebenen, aufbauend auf den C++-
Basis-Klassen, ausgestaltet werden. Der Ablauf des Gesamtverfahrens kann
u¨ber eine ganze Reihe von Parametern des Basis-Systems an die jeweilige
Problemklasse angepaßt gesteuert werden.
Die Klassenbibliothek diente den Diplomarbeiten [Wid01, Lem01, Sal01]
zum Vehicle Routing Problem mit Zeitfenstern (VRPTW) und einem verall-
gemeinerten Pickup-and-Delivery-Problem als Grundlage. Insbesondere fu¨r
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das VRPTW konnten mit [Irn01] interessante Ergebnisse erzielt werden: Fu¨r
die vielfach untersuchten Solomon Benchmark-Probleme [Sol87] wurden mit
diesem System einige bisher ungelo¨ste Instanzen erstmals exakt optimal ge-
lo¨st.
Die Implementierung fu¨r das DFP/MFP umfaßt insgesamt ca. 18000 Zei-
len Programmcode, davon entfallen 35% auf das Basis-System und 65% auf
den DFP/MFP-spezifischen Programmcode.
Alle Rechenergebnisse dieser Arbeit wurden auf einem Standard Personal
Computer (PC) mit AMD Athlon 600 MHz Prozessor, 1GB Hauptspeicher
und Windows NT 4.0 als Betriebssystem erzielt. Das Programm wurde mit
der Entwicklungsumgebung MS-Visual Studio 6.0 erstellt und als Release-
Version u¨bersetzt (Compiler-Einstellungen
”
Release“,
”
Geschwindigkeit erho¨-
hen“). Als LP- und MIP-Solver diente die kommerzielle Bibliothek CPLEX
[CPL97] in der Version 6.5.2.
9.2 Instanzen des DFP und MFP
Drei Gruppen von Problem-Instanzen des DFP und MFP stehen als Test-
Probleme zur Verfu¨gung: 33 Instanzen des DFP wurden zum Teil aus den
Arbeiten [Bu¨d99, BGS00] u¨bernommen bzw. aus diesen Instanzen durch zu-
fa¨llige Auswahl einer Teilmenge von Transportauftra¨gen generiert. Es han-
delt sich bei diesen Instanzen um reine Direktflugprobleme, zu denen keine
weiteren Hub-spezifischen Informationen vorhanden sind. Diese Gruppe von
Test-Problemen ist mit
”
Bsp (x) (y)“ bezeichnet, wobei x die Anzahl der
Auftra¨ge (nicht geclustert) und y die Nummer eines Szenarios ist.
Des weiteren stehen aus einem Datenbank-Abzug des Decision Support
Systems ISBT-Netzplanung [TG96, GST99] weitere 23 Instanzen des MFP
zur Verfu¨gung. Diese Instanzen unterscheiden sich voneinander einerseits in
den Transportauftra¨gen und andererseits in den Flug-Hubs.
Unterschiedliche Mengen von Transportauftra¨gen wurden erzeugt, indem
diejenigen Briefmengen zwischen zwei Briefzentren gewa¨hlt wurden, fu¨r wel-
che die Distanz zwischen den Briefzentren eine vorgegebene Zahl von x Kilo-
metern u¨berschreitet. Diese Probleme sind mit FRA km(x) bezeichnet und
beziehen sich auf den Flug-Hub Frankfurt a.M. Zwei weitere Szenarios ent-
stehen einerseits durch Betrachtung der zwingend zu fliegenden Auftra¨ge (In-
stanz FRA MUSS) und andererseits durch Betrachtung der aktuell im NLPN
bedienten Auftra¨ge (Instanz FRA all nlp). Aus diesen Instanzen ko¨nnen elf
verschiedene Instanzen des Direktflugproblems abgeleitet werden, bei denen
die Wahl des Flug-Hubs keine Rolle spielt. Sie bilden die zwei Gruppen der
sog.
”
ISBT-DFP“-Probleme.
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Andererseits ergeben sich durch Ersetzen des Flug-Hubs Frankfurt a.M.
durch vier alternative Flugha¨fen weitere zwo¨lf Instanzen. Diese umfassen
als Auftra¨ge entweder die zwingenden Auftra¨ge ( MUSS) oder jeweils 542
bzw. 890 Auftra¨ge, welche aus den Transportrelationen mit Entfernungen
von 650km oder 600km hervorgehen. Damit stehen insgesamt 23 verschiedene
MFP-Instanzen als Test-Probleme der Gruppe
”
ISBT-MFP“ zur Verfu¨gung.
Insgesamt sind dies 67 verschiedene Test-Probleme. Durch das Clustern
von Auftra¨gen (vgl. Abschnitt 8.1.1) erha¨lt man fu¨r jede dieser drei Grup-
pen eine weitere Gruppe mit zusammen 67 geclusterten Test-Problemen mit
einer deutlich kleinerer Anzahl von Auftra¨gen. Nachfolgend werden fu¨r jede
der sechs Gruppen von Instanzen die Problemgro¨ße und einige charakteristi-
sche Daten beschrieben. Sie sind in den Tabellen A.1 bis A.6 des Anhangs
zusammengefaßt.
Problem und Problemgro¨ße
Die Problemgro¨ße einer DFP- oder MFP-Instanz ist in erster Linie durch die
Anzahl der Transportauftra¨ge determiniert. Daru¨ber hinaus bestimmt die
Menge der verschiedenen Flugzeugtypen A und die Menge der Flugha¨fen P
die Zahl |F | der potentiellen Flu¨ge und damit die Anzahl der zu lo¨senden
Pricing-Probleme PPf . Folgende Bezeichnungen werden benutzt:
Instanz Name der Instanz
Typ DFP fu¨r das Direktflugproblem, MFP fu¨r das gemischte
Direkt- und Hubflug-Problem
|P| Anzahl der Flugha¨fen
|A| Anzahl der Flugzeugtypen
|R| Anzahl der Transportauftra¨ge
Die vorliegenden Instanzen variieren diese Gro¨ßen, wie es in der Tabelle 9.1
zusammengefaßt ist.
Charakteristika der Auftra¨ge
Wesentlich zur Beschreibung einer Instanz sind Charakteristika der Auftra¨ge.
In den Tabellen A.1 bis A.6 des Anhangs sind zu folgenden Gro¨ßen jeweils das
Minimum, der (gerundete) Mittelwert und das Maximum u¨ber alle Auftra¨ge
r ∈ R in Form eines Eintrags
”
min /∅/ max“ angegeben:
qr Gewicht eines Auftrags.
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Gruppe |P | |A| |R|
min max min max min max
BSP, nicht geclustert 11 13 7 8 97 666
BSP, geclustert 11 13 7 8 71 204
ISBT-DFP, nicht geclustert 18 4 196 2507
ISBT-DFP, geclustert 18 4 74 589
ISBT-MFP, nicht geclustert 18 4 392 5014
ISBT-MFP, geclustert 18 4 148 1178
Tabelle 9.1. Problemgro¨ßen der sechs Gruppen von Instanzen
|TWinn(r)| Maximale Zeit (in Minuten), welche im inneren Netz-
werk (Flugnetz) fu¨r den Transport des Auftrags r zur
Verfu¨gung steht. Sie ist definiert als |TWinn(r)| :=
(maxl ldt
l
r)− (mink eat
k
r).
maxf |TWf (r)| Maximale Zeit (in Minuten), um die ein potentieller Flug,
welcher r bedient, verschoben werden kann.
|Fr| Menge der potentiellen Flu¨ge, welche einen Auftrag r
bedienen ko¨nnen, d.h. Fr := {f ∈ F : r ∈ R(f)}.
Es ist offensichtlich, daß das mittlere Gewicht der Auftra¨ge beim U¨ber-
gang von einer nicht geclusterten zu einer geclusterten Instanz um denselben
Faktor zunimmt, um den sich die Anzahl der Auftra¨ge reduziert.
Die mittleren Werte |TWinn(r)| und maxf |TWf (r)| geben Auskunft dar-
u¨ber, wieviel Zeit durchschnittlich fu¨r den Transport im inneren Netzwerk
zur Verfu¨gung steht und um wieviel ein potentieller Flug bei der Bedienung
eines Auftrags verschoben werden kann. Fu¨r die BSP-Instanzen stehen jeweils
ungefa¨hr 270 Minuten (4:30h) und bei den ISBT-Instanzen ungefa¨hr 320 Mi-
nuten (5:20h) im inneren Netzwerk zur Verfu¨gung. Im Mittel kann ferner
ein potentieller Flug bei ausschließlicher Bedienung eines Auftrags bei den
BSP-Instanzen um ca. 145 Minuten (2:25h) und bei den ISBT-Instanzen um
ca. 190 Minuten (3:10h) zeitlich verschoben werden. Dies zeigt deutlich, daß
die ISBT-Instanzen weitere Zeitfenster besitzen und daher erheblich mehr
Mo¨glichkeiten der Zuordnung eines Auftrags zu verschiedenen Start- und
Zielflugha¨fen bestehen als bei den BSP-Instanzen.
Insbesondere schla¨gt sich dieses in der mittleren Anzahl von verschiedenen
mo¨glichen potentiellen Flu¨gen zu einem Transportauftrag r ∈ R nieder: Fu¨r
die ISBT-Instanzen ist |Fr| relativ zur Problemgro¨ße deutlich gro¨ßer als fu¨r
die BSP-Instanzen. |Fr| ist ein Maß fu¨r die ”
Freiheit“ bei der Zuordnung eines
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Gruppe qr |TWinn(r)| maxf |TWf (r)| |Fr|
Durchschnittswerte ∅ min max min max min max min max
BSP, nicht geclust. 19 24 267 279 136 151 27 50
BSP, geclustert 24 111 246 274 116 145 24 46
ISBT-DFP, nicht geclust. 23 38 304 344 173 206 84 108
ISBT-DFP, geclustert 40 159 289 334 159 199 68 98
ISBT-MFP, nicht geclust. 23 38 304 344 173 206 89 116
ISBT-MFP, geclustert 40 159 289 334 159 199 72 104
Tabelle 9.2. Charakteristika der Auftra¨ge der sechs Gruppen von Instanzen, Mi-
nimum und Maximum sind jeweils in der Gruppe u¨ber die Durchschnittswerte (∅)
gebildet
Auftrags r ∈ R zu potentiellen Flu¨gen. Es ist zu erwarten, daß kleine Werte
von |Fr| – also wenig Freiheit – zu einfacher zu lo¨senden Problemen fu¨hren.
Die nachfolgenden Rechnungen werden besta¨tigen, daß die BSP-Instanzen
erheblich einfacher zu lo¨sen sind als die ISBT-Instanzen.
Charakteristika der Flugha¨fen
Die BSP-Instanzen besitzen jeweils elf, zwo¨lf oder 13 verschiedene Flugha¨fen.
Am Flughafen Hamburg HAM ist die Zahl der Starts und Landungen jeweils
auf maximal zwei Flu¨ge beschra¨nkt (ntake−offHAM = n
landing
HAM = 2). Desweiteren
gibt es an zwei weiteren Flugha¨fen Beschra¨nkungen in Form von Start- und
Landezeitfenstern.
Die ISBT-Instanzen sind a¨hnlich aufgebaut. Hier gibt es Start- und Lan-
debeschra¨nkungen der Art, daß maximal ein Start und eine Landung in Bre-
men BRE, zwei Starts und Landungen in Hamburg HAM und Berlin-Tegel
TXL sowie maximal vier Starts und Landungen in Stuttgart STR erlaubt
sind. Einschra¨nkende Zeitfenster fu¨r die Starts sind daru¨ber hinaus fu¨r die
Flugha¨fen Hamburg HAM und Bremen BRE vorgegeben.
Charakteristika der Flugzeugtypen
Die BSP-Instanzen erlauben die Benutzung von bis zu sieben bzw. acht
verschiedenen Flugzeugtypen. Die ISBT-Instanzen arbeiten durchga¨ngig mit
vier Typen von Flugzeugen. Besonders interessant ist eine Analyse der Ko-
stenstruktur: Es werden auf einer festen Flugroute (k, l) ∈ P ×P die Kapazi-
ta¨t und die Bereitstellungskosten cfix(a,k,l) eines Flugzeugtyps a ∈ A verglichen.
Abb. 9.1(a) zeigt das Verha¨ltnis von Bereitstellungskosten zu Kapazita¨t
auf einer repra¨sentativen Flugverbindung (k, l). Ferner ist in das Diagramm
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(a) (b)
Abbildung 9.1. Verha¨ltnis von Bereitstellungskosten zu Kapazita¨t fu¨r Flugzeug-
typen der BSP-Instanzen, (a) zeigt die Bereitstellungskosten selbst, (b) zeigt den
Quotienten aus Bereitstellungskosten und zur Verfu¨gung gestellter Kapazita¨t fu¨r
die verschiedenen Flugzeugtypen auf einer festen Flugverbindung
die Funktion c(q) eingetragen, welche zu einer beno¨tigten Kapazita¨t q die
Kosten cfix(a,k,l) des gu¨nstigsten potentiellen Flugs (a, k, l) auf der Verbindung
angibt. Damit scheint es bei den BSP-Problemen
”
dominierte“ Flugzeugty-
pen zu geben: Dies ist dann der Fall, wenn ein Flugzeugtyp a1 ∈ A mehr
Kapazita¨t Qa1 zu geringeren Bereitstellungskosten c
fix
(a1,k,l)
anbieten kann als
ein zweiter Flugzeugtyp a2 ∈ A, also
Qa1 > Qa2 und c
fix
(a1,k,l)
≤ cfix(a2,k,l)
gilt. Der Flugzeugtyp a2 kann aber trotzdem i.a. nicht ersatzlos gestrichen
werden. Ist na¨mlich a2 nur auf dieser Flugverbindung (k, l) dominiert, so
kann seine Benutzung auf einer anderen Verbindung gu¨nstiger sein. Wegen
der Repositionierung ist dann auch der potentielle Flug (a2, k, l) in der Ge-
samtrechnung mo¨glicherweise sinnvoll. Ist zusa¨tzlich der dominierende Flug-
zeugtyp a1 nur beschra¨nkt vorhanden (die Restriktion (3.6c) zu na1 bindend),
so muß der Flugzeugtyp a2 evtl. auch deshalb eingesetzt werden.
In Abb. 9.1(b) sind fu¨r dieselbe Flugverbindung die Bereitstellungskosten
pro Einheiten Kapazita¨t gegen die Kapazita¨t eines Flugzeugtyps a ∈ A auf-
getragen, also cfix(a,k,l)/Qa gegen Qa fu¨r alle auf der Verbindung (k, l) mo¨glichen
Flugzeugtypen a ∈ A.
Im direkten Vergleich dazu zeigt die Abb. 9.2(b), daß die Bereitstellungs-
kosten der verschiedenen Flugzeugtypen auf einer Flugverbindung fu¨r die
ISBT-Instanzen dem Prinzip des Economy of Scales genu¨gen. Dieses Prin-
zip besagt, daß das Verha¨ltnis von Kosten zu bereitsgestellter Kapazita¨t mit
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(a) (b)
Abbildung 9.2. Verha¨ltnis von Bereitstellungskosten zu Kapazita¨t fu¨r Flugzeug-
typen der ISBT-Instanzen, (a) zeigt die Bereitstellungskosten selbst, (b) zeigt den
Quotienten aus Bereitstellungskosten und zur Verfu¨gung gestellter Kapazita¨t fu¨r
die verschiedenen Flugzeugtypen auf einer festen Flugverbindung
Abbildung 9.3. Quotienten aus
Bereitstellungskosten und genutz-
ter Kapazita¨t fu¨r die verschiede-
nen Flugzeugtypen auf einer fe-
sten Flugverbindung, dargestellt
als Funktion abha¨ngig von der ge-
nutzten Kapazita¨t. Die vier mar-
kierten Datenpunkte entsprechen
denen aus Abb. 9.2(b)
steigender Kapazita¨t sinkt. Bei der direkten Verbindung der vier Punkte in
Abb. 9.2(b) entsteht eine konvexe Funktion. Fu¨r die BSP-Instanzen ist das
Prinzip des Economy of Scales nicht erfu¨llt, wie Abb. 9.1(b) zeigt. Insbeson-
dere sind Flugzeuge mit sehr großer Kapazita¨t u¨berproportional teurer als
solche mit kleiner und mittlerer Kapazita¨t. Fu¨r BSP-Instanzen, bei denen die
sehr großen Flugzeugtypen in einer optimalen Lo¨sung benutzt werden, ist zu
erwarten, daß diese schwer zu lo¨sen sind.
Die Sichtweise, daß beim Prinzip des Economy of Scales die Auswahl eines
Flugzeugtyps a auf einer Flugverbindung (k, l) ein
”
konvexes Optimierungs-
problem“ darstellt, ist jedoch nicht vollkommen korrekt: Die vollen Bereit-
stellungskosten fallen auch dann an, wenn die Kapazita¨t des bereitgestellten
Flugzeugs nicht komplett genutzt wird. Ergebnis dieser vera¨nderten Sicht-
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weise ist eine Kosten/Kapazita¨t-Funktion wie sie in Abb. 9.3 zu sehen ist.
Hier werden Bereitstellungskosten pro genutzter Kapazita¨t gegen die genutzte
Kapazita¨t abgetragen.
Charakteristika der Flu¨ge
Die Anzahl der potentiellen Flu¨ge f ∈ F bestimmt die Zahl der zu lo¨senden
Pricing-Probleme PPf , und die Anzahl der relevanten terminierten Flu¨ge
legt fest, wieviele Rucksack-Probleme beim Pricing zu betrachten sind. In der
vorliegenden Implementierung entha¨lt die Menge F nur solche potentiellen
Flu¨ge f , fu¨r die R(f) 6= ∅ erfu¨llt ist.
Gema¨ß Abschnitt 5.3.1 ist ein Verfahren zur Bestimmung aller maxima-
len Cliquen Cfi mit i = 1, . . . , nf des Intervall-Graphen G
f = (R(f), E(f))
und damit ein effizientes Verfahren zu Berechnung aller relevanten termi-
nierten Flu¨ge (f, ti) bekannt (mit f ∈ F und ti ∈ R dem entsprechenden
Abflugzeitpunkt am Startflughafen). Die Kardinalita¨ten beider Mengen F
und {(f, ti) : f ∈ F, ti ∈ . . .} sind wichtige Merkmale einer Instanz.
Darauf aufbauend stellt sich sofort die Frage, wie aufwendig die Lo¨sung ei-
nes entsprechenden Rucksack-Problems werden kann. Die Problemgro¨ße eines
Rucksack-Problems ist im wesentlichen durch die Anzahl seiner Gegensta¨nde
bestimmt (wenn man keine weiteren Aussagen zur Korreliertheit der Koef-
fizienten Profit/Gewicht machen kann). Die Anzahl aller potentiellen Auf-
tra¨ge R(f) eines potentiellen Flugs ist eine obere Schranke fu¨r die Gro¨ße ei-
nes zugeho¨rigen Rucksack-Problems. Die maximale Anzahl von kompatiblen
Auftra¨gen fu¨r einen potentiellen Flug f ∈ F scheint als Maß fu¨r die Komple-
xita¨t des zugeho¨rigen Pricing-Problems gut geeignet. Ist na¨mlich Cfmax eine
Maximum-Clique in Gf = (R(f), E(f)), so muß ein Rucksack-Problem der
Gro¨ße |Cmaxf | gelo¨st werden. Der Mittelwert dieser Gro¨ße repra¨sentiert damit
den mittleren Schwierigkeitsgrad des Pricings.
Aufschlußreiche Daten zu einem Problem sind damit:
|F| Anzahl der potentiellen Flu¨ge
|{(f , t)}| Anzahl der terminierten Flu¨ge
Qa Kapazita¨t eines Flugzeugs
|R(f)| Anzahl der potentiellen Auftra¨ge pro potentiellem Flug
|Cmaxf | Gro¨ße der Maximum-Clique des Graphen G
f fu¨r einen
potentiellen Flug f ∈ F
Die Kapazita¨ten Qa wurden bereits eingehend mit den Kosten der Flugzeug-
typen a ∈ A in Beziehung gesetzt. Die Tabelle 9.3 macht daher nur Aussagen
u¨ber die u¨brigen vier Charakteristika.
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Gruppe |F | |{(f, t)}| |R(f)| |Cfmax|
Durchschnittswerte ∅ min max min max min max min max
BSP, nicht geclust. 383 866 2256 7598 7 42 5 30
BSP, geclustert 364 815 1345 3486 5 10 4 7
ISBT-DFP, nicht geclust. 788 1224 5852 29976 24 201 17 113
ISBT-DFP, geclustert 696 1220 3168 15072 9 36 7 21
ISBT-MFP, nicht geclust. 788 1224 5954 30106 24 202 18 121
ISBT-MFP, geclustert 696 1220 3262 15202 9 36 7 23
Tabelle 9.3. Charakteristika der Flu¨ge der sechs Gruppen von Instanzen, Mini-
mum und Maximum sind jeweils in der Gruppe u¨ber die Durchschnittswerte (∅)
gebildet
Auch hier zeigt die Analyse der obigen Werte, daß die BSP-Instanzen
weniger potentielle und terminierte Flu¨ge besitzen und diese jeweils mit ei-
ner geringeren Anzahl von potentiellen Auftra¨gen beladen werden ko¨nnen.
Die Rechenergebnisse werden zeigen, daß daher die BSP-Instanzen deutlich
einfacher zu lo¨sen sind als die ISBT-Instanzen.
Kosten
Alle Kosten (Bereitstellungskosten der Flu¨ge, Ferry-Kosten und Kosten der
Zuordnung) sind durch Verfremden gegenu¨ber den vorliegenden DM-Kosten
der Deutschen Post AG unkenntlich gemacht worden. Relative Verha¨ltnisse
von Kosten behalten jedoch eine Aussagekraft.
9.2.1 Notation zur Beschreibung der Ergebnisse
Fu¨r die nachfolgenden Analysen werden folgende Schreibweisen zur Darstel-
lung der Ergebnisse verwendet:
zRMP Zielfunktionswert der LP-Relaxation des RMP. Wenn
zwischen verschiedenen Iterationsschritten i des RMP
unterschieden werden soll, schreiben wir ziRMP .
zLP Zielfunktionswert der LP-Relaxation des Master-
Programms. Die ziRMP konvergieren gegen diesen Wert
zLP
zopt = zIMP Zielfunktionswert des ganzzahligen Problems
LB1 Untere Schranke, welche sich aus der LP-Relaxation des
Master-Programms ergibt. Fu¨r den Fall, daß die LP-
Relaxation des Master-Programms exakt gelo¨st wird, gilt
199
Kapitel 9. Rechenergebnisse
LB1 = zLP . Bei Early Termination gilt nur LB1 < zLP
und dualgap := (zLP − LB1)/LB1 ≤ earlygap.
LB2 Untere Schranke, welche sich aus der LP-Relaxation des
Master-Programms mit Hinzufu¨gen von Schnittebenen
ergibt (evtl. wie oben mit Early Termination)
LB Untere Schranke, welche sich aus dem gesamten Branch-
and-Price-(and-Cut-)Verfahren ergibt
LLB Lagrangean Lower Bound LLB(σ, τ, pi, µ, ζ) zu den dua-
len Preisen σ, τ, pi, µ, und der optimalen Lo¨sung der
Pricing-Probleme ζ
UB eine obere Schranke fu¨r das ganzzahlige Problem, also
UB ≥ zopt
Tges gesamte Rechenzeit (in s) fu¨r das jeweils betrachtete Ver-
fahren
TPP Rechenzeit (in s) zur Lo¨sung der Pricing-Probleme. Oft-
mals interessiert man sich dabei fu¨r den Anteil %TPP von
TPP bezogen auf die gesamte Rechenzeit Tges.
TSep Rechenzeit (in s) des Separationsverfahrens
#iter Anzahl der Iterationen des Master-Programms
#simpl Anzahl der Iterationsschritte des Simplex-Algorithmus
[CPL97] bei der Lo¨sung des Master-Programms
#cols Anzahl der generierten Spalten
#PP Anzahl der gelo¨sten Pricing-Probleme
#cuts Anzahl separierter verletzter Flug-Ungleichungen
#nodes Anzahl gelo¨ster Knoten des Branch-and-Price-
Verfahrens
9.3 Clusterung der Auftra¨ge
Wegen ihrer zentralen Bedeutung fu¨r die Arbeit wird diese Technik zur Be-
schleunigung des Lo¨sungsverfahrens als erstes in einem eigenen Unterab-
schnitt analysiert.
Als Parameter fu¨r den Algorithmus 8.1 zum Clustern von Auftra¨gen aus
Abschnitt 8.1.1 werden folgende Werte verwendet:
p Fu¨r die BSP-Instanzen wird p := 3,
fu¨r die ISBT-Instanzen wird p := 2 gewa¨hlt.
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q∆ Fu¨r das maximale Gewicht eines geclusterten Auftrags orientiert man
sich an der kleinsten Kapazita¨t Qmin = mina∈A Qa eines Flugzeugs und
wa¨hlt q∆ := Qmin/2.
Der Parameter p fu¨r die Anzahl der als relevant zu betrachtenden Start-
und Zielflugha¨fen erfolgt fu¨r die BSP- und ISBT-Instanzen in unterschied-
licher Weise, da sich die BSP-Instanzen deutlich besser clustern lassen als
die ISBT-Instanzen (dies zeigen die nachfolgenden Untersuchungen). Um in
beiden Fa¨llen eine etwa vergleichbare Reduktion auf deutlich weniger als 300
Auftra¨ge zu erhalten, haben sich diese Werte fu¨r p als vernu¨nftig herausge-
stellt. Bei q∆ entspricht die obige Wahl einer eher vorsichtigen Vorgehens-
weise, bei der aggregierte Auftra¨ge immer in jeden verfu¨gbaren Flugzeugtyp
passen.1
Folgende Fragen werden nachfolgend untersucht:
A: Wie a¨ndern sich die charakteristischen Daten einer Instanz durch das
Clustern der Auftra¨ge?
B: Wie groß ist die durch die Clusterung erreichte Beschleunigung des
Lo¨sungsprozesses?
C: Beschreiben eine ungeclusterte und eine geclusterte Instanz
”
anna¨hernd
dasselbe“ Problem?
zu A: Im Anhang sind zum Vergleich der ungeclusterten und geclusterten
Instanzen pro Gruppe jeweils zwei Tabellen mit den charakteristischen Daten
aufgefu¨hrt (Tabellen A.1 bis A.6). Ausgehend von diesen Daten zeigt die
Abb. 9.4 im Teil (a) durch zwei Paare von Balken je Instanz, wieviele Auftra¨ge
vor und nach dem Clustern vorhanden sind. In Teil (b) der Abb. 9.4 zeigt sich,
um welchen Faktor das jeweilige Problem bzgl. der Auftragszahl reduziert
wurde. Schließlich vergleicht der Teil (c) der Abbildung die mittlere Anzahl
der Auftra¨ge, also 1/|F |(
∑
f∈F |R(f)|), vor und nach dem Clustern. Diese
Gro¨ße ist ein Indikator fu¨r die Schwierigkeit einer Instanz (vgl. S. 198).
Es ist deutlich zu erkennen, daß die Sta¨rke der Reduktion im wesentlichen
von zwei Faktoren abha¨ngig ist: Zum einen lassen sich Probleme der Gruppe
BSP sta¨rker in ihrer Auftragszahl reduzieren als die ISBT-Probleme (erste
um einen Faktor zwischen 1,3 und 5,0, zweite um einen Faktor zwischen
2,6 und 3,2, ausgenommen die zwei sehr großen DFP- und MFP-Instanzen
1Dies bedeutet nicht, daß alle Auftra¨ge r ∈ R ein Gewicht qr ≤ q∆ besitzen. Vielmehr
gibt es in den Test-Problemen eine Reihe von gro¨ßeren Auftra¨gen, welche dann aber durch
das Clustern nicht mit anderen Auftra¨gen zusammengefaßt werden. Vgl. hierzu auch die
Tabellen A.1 bis A.6.
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Abbildung 9.4. U¨berblick u¨ber den Einfluß der Clusterung von Auftra¨gen,
(a) Anzahl |R| der Auftra¨ge vor und nach dem Clustern, (b) Reduktionsfaktor,
(c) mittlere Anzahl |R(f)| von potentiellen Auftra¨gen pro potentiellem Flug vor
und nach dem Clustern
FRA all nlp mit Reduktionsfaktor 4,3). Der zweite wichtige Parameter ist
die Anzahl der Auftra¨ge selbst: Je gro¨ßer die Instanz, desto gro¨ßer ist auch
das Reduktionspotential.
zu B: Die durch die Clusterung erzielte Beschleunigung des Lo¨sungspro-
zesses ist enorm. Den folgenden Rechnungen liegen 20 Instanzen des DFP
zugrunde, fu¨r welche die LP-Relaxation des Master-Programms des ungeclu-
sterten Problems innerhalb einer vorgegebenen Rechenzeit von einer Stunde
(3600s) gelo¨st werden konnten (Bsp097 1 bis Bsp485 1 sowie FRA km740).
Dabei wurden als Techniken zur Beschleunigung dynamisches Hinzufu¨gen
von Konvexita¨tsrestriktionen (vgl. S. 207) und Early Termination mit gap =
0, 005 (0, 5%) (vgl. S. 213) benutzt.
In Abb. 9.6 ist als erster Aspekt die Beschleunigung der Rechenzeit zu
sehen. Sie ist zusa¨tzlich in Abb. 9.7 in Abha¨ngigkeit von der Gro¨ße der Instanz
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Abbildung 9.5. Abha¨ngigkeit
des Reduktionsfaktors (|R| vor
und nach dem Clustern) re-
lativ zur Anzahl der Auftra¨-
ge der ungeclusterten Instanz.
Die Datenpunkte der BSP-
Instanzen sind mit ♦, die der
ISBT-Instanzen mit  kenntlich
gemacht. Man beachte die lo-
garithmische Skala auf der Ab-
szisse
analysiert. U¨ber die 20 betrachteten Test-Probleme konnte insgesamt eine
Reduktion der Rechenzeit um ungefa¨hr den Faktor 40 erzielt werden. Dabei
profitieren große Instanzen wie Bsp485 1 mit einer Reduktion um den Faktor
160 deutlich sta¨rker von dieser Technik als kleine Instanzen, fu¨r die noch eine
Reduktion um einen Faktor > 2, 0 erzielt werden konnte.
Die Abb. 9.6 zeigt neben den Aspekten der zeitlichen Beschleunigung
zusa¨tzlich, daß durch das Clustern die Zahl der Iterationsschritte des RMP,
die insgesamt beno¨tigten Simplex-Iterationen, die Zahl der gelo¨sten PP und
der generierten Spalten deutlich sinkt.
Als positive Effekte der Clusterung sind die folgenden, nur qualitativ be-
schriebenen Aspekte festzuhalten:
• Reduktion der Anzahl der Auftra¨ge. Mit diesem prima¨ren Ziel der Clu-
sterung verbunden ist eine Verkleinerung des RMP, da nur noch ei-
ne kleinere Zahl von U¨berdeckungsrestriktionen (5.4b) zu beru¨cksich-
tigen ist. Positiv wirkt sich ferner aus, daß die Spalten (zu Flu¨gen)
im RMP im Mittel deutlich weniger dicht mit Einsen besetzt sind. Im
Simplex-Algorithmus erho¨hen dicht besetzte Koeffizientenmatrizen den
Aufwand zur Bestimmung der Basisinversen. Aus beiden Aspekten re-
sultiert insbesondere ein geringerer Rechenaufwand zur Reoptimierung
des RMP in jedem Iterationsschritt des Master-Programms.
• Reduktion der Pricing-Probleme. Die Pricing-Probleme PPf und die
zu ihnen geho¨renden Rucksack-Probleme besitzen jeweils eine gerin-
gere Anzahl von Gegensta¨nden, das Gewicht der Gegensta¨nde wird
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Abbildung 9.6. Vergleich des Column-Generation-Verfahrens mit und ohne Clu-
sterung der Auftra¨ge. Die Daten zeigen die jeweilige Summe u¨ber alle Instanzen,
welche alle innerhalb von 3600s als ungeclustertes Problem gelo¨st werden konnten.
Angaben zu den ungeclusterten Instanzen entsprechen jeweils 100%
relativ zur Kapazita¨t jedoch gro¨ßer. In der Regel sind solche Rucksack-
Probleme einfacher zu lo¨sen.
• Reduktion von Symmetrien. Mit diesem Aspekt ist folgendes gemeint:
Vor dem Clustern ist eine Reihe von Auftra¨gen nahezu identisch. Ord-
net man eine Teilmenge dieser Auftra¨ge oder eine zweite Teilmenge
mit a¨hnlichen Eigenschaften einem potentiellen Flug zu, so sind bei-
de Lo¨sungen mo¨glicherweise (nahezu) gleichwertig. Verzweigt man im
Branch-and-Price-Verfahren auf der Zuordnung eines Auftrags der Dif-
ferenzmenge zu diesem potentiellen Flug, so enthalten die beiden resul-
tierenden Zweige die beiden nahezu gleichwertigen,
”
symmetrischen“
Lo¨sungen.
zu C: Zur Beantwortung dieser Frage ist ein Vergleich von unteren und
oberen Schranken bzw. optimalen Lo¨sungen fu¨r die ungeclusterten und die
zugeho¨rigen geclusterten Probleme von Interesse.
Das Clustern der Auftra¨ge fu¨hrt dazu, daß die untere Schranke LB der
LP-Relaxation des Master-Programms angehoben wird, wenn man von einer
ungeclusterten zu einer geclusterten Instanz u¨bergeht. Offensichtlich ist eine
ungeclusterte Instanz immer eine Relaxation der entsprechenden geclusterten
Instanz.
Die Abb. 9.8 zeigt diesen Effekt fu¨r die Instanzen des DFP, fu¨r die die LP-
Relaxation des Master-Programms des ungeclusterten Problems in weniger
als einer Stunde gelo¨st werden konnte (mit Early Termination, earlygap =
0, 005). Dies war nur fu¨r die kleinen BSP-Instanzen mo¨glich. Es zeigt sich,
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Abbildung 9.7. Abha¨ngigkeit
der Reduktion der Rechen-
zeit (Rechenzeit ohne Cluste-
rung/Rechenzeit mit Cluste-
rung der Auftra¨ge) von der
Problemgro¨ße |R|. Man beach-
te die logarithmische Skala auf
der Ordinate
daß die untere Schranke LB nicht wesentlich angehoben wird. In den mei-
sten Fa¨llen betra¨gt die Differenz weniger als 1%, einzig bei den Instanzen
Bsp162 1, Bsp223 4 und Bsp485 1 betra¨gt die Differenz 1.2% bzw. 1, 1%
bzw. 4, 8%.
Abbildung 9.8. Einfluß der Clusterung der Auftra¨ge auf die untere Schranke LB1
Mit den vorhandenen Methoden war es nicht mo¨glich, fu¨r die ungecluster-
ten Probleme Bsp162 1, Bsp223 4 und Bsp485 1 eine ganzzahlige Lo¨sung zu
finden, welche besser ist als die jeweilige beste bekannte Lo¨sung der geclu-
sterten Instanz (mo¨glicherweise, weil es keine derartige Lo¨sung gibt).
Daher muß hier offen bleiben, ob das Anheben der unteren Schranke LB
auch mit einer Verschlechterung der optimalen Lo¨sung der geclusterten In-
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stanzen verbunden ist. Es ist ebenso mo¨glich, daß der beobachtete Effekt einer
ho¨heren unteren Schranke in den geclusterten Instanzen auf die Reduktion
von Symmetrien und gebrochenen Anteilen in der Lo¨sung der LP-Relaxation
zuru¨ckzufu¨hren ist. Allgemein muß man dennoch davon ausgehen, daß das
Clustern der Auftra¨ge ein mit Fehlern behaftetes Verfahren ist.
Zusammenfassung zur Clusterung der Auftra¨ge
Ungeclusterte Instanzen mit mehr als 250 Auftra¨gen sind mit den im Rahmen
dieser Arbeit untersuchten Methoden sehr schwer zu lo¨sen. Dies betrifft nicht
nur ganzzahlige Lo¨sungen sondern auch die Lo¨sung der LP-Relaxation des
Master-Programms. Die Gru¨nde hierfu¨r liegen in der Zahl der U¨berdeckungs-
bedingungen des Master-Programms, den im Mittel sehr dicht besetzten Spal-
ten der Flu¨ge und den in den Test-Problemen vorhandenen Symmetrien.
Das Clustern der Auftra¨ge stellt eine sehr effektive Mo¨glichkeit zur Pro-
blemreduktion und Beschleunigung des Lo¨sungsverfahrens dar. Man erkauft
sich diese Vorteile damit, daß die geclusterten Instanzen mo¨glicherweise nur
eine schlechtere optimale Lo¨sung besitzen. Gemessen an der Vera¨nderung
der unteren Schranken ist zu vermuten, daß dieser Verschlechterung im (klei-
nen) einstelligen Prozentbereich liegt. Da man aber die optimalen Lo¨sungen
großer, ungeclusterter Instanzen des DFP und insbesondere des MFP nicht
kennt, la¨ßt sich diese Aussage bisher nicht empirisch besta¨tigen.
Nachfolgend werden wir ausschließlich auf die geclusterten Instanzen Be-
zug nehmen. Dies ist sinnvoll, da trotz der im folgenden beschriebenen weite-
ren Techniken zur Beschleunigung die gebrochene oder ganzzahlige optimale
Lo¨sung fu¨r gro¨ßere ungeclusterte Test-Probleme aussichtslos erscheint.
9.4 Bewertung der Methoden zur Beschleu-
nigung des RMP
Zur Beschleunigung der Lo¨sung des RMP kann man entweder bei der Be-
schleunigung der Reoptimierung des RMP oder bei der Beschleunigung des
Pricings ansetzen. Zur ersten Gruppe geho¨ren das dynamische Generieren
von Konvexita¨tsrestriktionen und die Vorgabe einer primalen Startlo¨sung.
Methoden zur Beschleunigung des Pricing-Prozesses sind Partial Column-
Generation und zur Beschleunigung der Reoptimierung Column-Selection.
Mo¨chte man nicht unbedingt die exakte Lo¨sung der LP-Relaxation des
Master-Programms bestimmen, so kann durch fru¨hzeitiges Abbrechen (Early
Termination) ebenfalls eine Laufzeitreduktion erzielt werden. Es ist offen-
sichtlich, daß es zwischen der Verku¨rzung der Laufzeit und der Gu¨te der
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berechneten unteren Schranke (LLB) einen Trade-Off gibt.
Nachfolgend werden alle genannten Techniken auf ihre Wirksamkeit hin
untersucht.
9.4.1 Dynamisches Hinzufu¨gen von Konvexita¨tsrestrik-
tionen
Die Idee der Technik (Konv), nicht alle Konvexita¨tsrestriktionen (5.4e) di-
rekt in das RMP aufzunehmen, sondern dynamisch hinzuzufu¨gen, wenn die
entsprechenden Nebenbedingungen verletzt werden, wurde in Abschnitt 8.2.1
beschrieben.
(a) (b)
Abbildung 9.9. Beschleunigung des Column-Generation-Verfahrens in Abha¨n-
gigkeit von der Problemgro¨ße |R|, (a) durch dynamisches Hinzufu¨gen von Kon-
vexita¨tsrestriktionen (Konv), (b) durch zusa¨tzliche Vorgabe einer Startlo¨sung fu¨r
das RMP (Konv+StartLsg)
Fu¨r alle Test-Probleme zeigt sich, daß die Anzahl der zum RMP hinzu-
gefu¨gten Konvexita¨tsrestriktionen klein relativ zur Gesamtzahl aller potenti-
ellen Flu¨ge ist. Dies bezieht sich nicht nur auf die Lo¨sung der LP-Relaxation
des Master-Programms, sondern auch auf alle weiteren Master-Programme,
die im Branch-and-Price zum Herstellen einer ganzzahligen Lo¨sung abgear-
beitet werden mu¨ssen (vgl. S. 224). Sie betra¨gt im Mittel weniger als fu¨nf
dynamisch generierte Restriktionen. Als Maximum wurden fu¨r die Instanz
FRA all nlp 13 Konvexita¨tsrestriktionen hinzugefu¨gt.
Die Abb. 9.9(a) zeigt den wesentlichen Aspekt, na¨mlich den Einfluß die-
ser Technik auf die beno¨tigte Rechenzeit. In Summe u¨ber die Rechenzeit
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aller Instanzen konnte diese ungefa¨hr um den Faktor 1, 5 reduziert werden.
Abb. 9.9(a) analysiert die Abha¨ngigkeit des Beschleunigungsfaktors von der
Gro¨ße der Instanz. Als Test-Probleme werden hier alle geclusterten BSP-
und ISBT-Instanzen des DFP benutzt, fu¨r die die LP-Relaxation des Master-
Programms in weniger als 1800s gelo¨st werden konnte. Tendenziell steigt der
Beschleunigungsfaktor leicht mit der Gro¨ße der Instanz (gemessen in |R|).
Dies erscheint einleuchtend, denn die Zeit fu¨r das Reoptimieren des RMP
mit dem Simplex-Algorithmus ha¨ngt im wesentlichen von der Gro¨ße der Ba-
sismatrix ab. Um einen spu¨rbaren Effekt der Beschleunigung zu erzielen,
muß diese eine bestimmte kritische Gro¨ße von einigen Hundert Restriktionen
u¨berschreiten.
Einige wenige Instanzen werden allerdings durch (Konv) nicht beschleu-
nigt: Bei den Instanzen Bsp122 4, Bsp243 1, Bsp485 1 und Bsp485 4 konnte
der Mehraufwand fu¨r das Hinzufu¨gen der entsprechenden Restriktionen und
das anschließende sofortige Reoptimieren des RMP nicht durch den geringe-
ren Aufwand fu¨r das Lo¨sen eines kleineren RMP kompensiert werden. (Konv)
fu¨hrt hier zu bis zu 20% la¨ngeren Rechenzeiten. Da diese Instanzen jedoch
in kurzer Zeit gelo¨st werden ko¨nnen (alle weniger als 20s), erscheinen diese
Werte eher als unbedeutende
”
Ausreißer“ in der Analyse.
Ferner ist auffa¨llig, daß die ISBT-Instanzen des DFP deutlich sta¨rker von
der Beschleunigung profitieren (Faktor fu¨r diese u¨ber 2, 0) als die entspre-
chenden Instanzen des MFP (Faktor unterhalb von 1, 5). Eine Erkla¨rung
fu¨r diese Beobachtung ko¨nnte sein, daß die DFP-Instanzen wegen der halben
Zahl von U¨berdeckungsrestriktionen sta¨rker vom Weglassen der Konvexita¨ts-
restriktionen profitieren als die MFP-Instanzen.
Zusammenfassung zum dynamischen Hinzufu¨gen von Konvexita¨ts-
restriktionen
Das dynamische Hinzufu¨gen von Konvexita¨tsrestriktionen ist eine effektive
und einfach zu realisierende Technik, welche deutlich zur Beschleunigung
beitra¨gt. Alle weiteren Rechnungen werden diese Technik benutzen.
9.4.2 Startlo¨sung fu¨r das RMP
Die zweite in Abschnitt 5.4 bzw. Abschnitt 8.2.2 vorgeschlagene Technik zur
Initialisierung und Beschleunigung des RMP ist die Bestimmung von
”
gu-
ten Flu¨gen“, welche eine primale gebrochene Startlo¨sung des RMP bilden
(StartLsg). Der Column-Generation-Prozeß soll so an einem weiter fortge-
schrittenen Punkt begonnen werden, welcher bei Benutzung von ku¨nstlichen
M -Variablen (vgl. S. 132) erst spa¨ter erreicht wu¨rde.
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Aufgrund verschiedener vorab durchgefu¨hrter Tests wurde fu¨r den gene-
rischen Algorithmus 5.3 folgendes Vorgehen gewa¨hlt: Potentielle Flu¨ge f ∗ in
Schritt 3 und potentielle Auftra¨ge r∗ ∈ R(f ∗) in Schritt 7 des Algorithmus
werden rein zufallsgesteuert gewa¨hlt (jeweils mit einer Gleichverteilung). Als
Stoppkriterium fu¨r das Verfahren dient folgende Regel:
Stoppe, wenn alle Flu¨ge (f, t, R∗) ∈ F mehr als 25 · |R| Auftra¨ge
u¨berdecken, d.h. wenn
∑
(f,t,R∗)∈F |R
∗| > 25 · |R| gilt.
Im Mittel ist dann jeder der Auftra¨ge 25mal u¨berdeckt. Zur Begru¨ndung die-
ses Vorgehens la¨ßt sich anfu¨hren: Komplexere getestete Regeln zur Auswahl
von f ∗ und r∗ ∈ R(f ∗) fu¨hrten nicht (u¨ber alle Instanzen) zu signifikant
besseren primalen gebrochenen Lo¨sungen (gemessen am Zielfunktionswert
z1RMP der ersten Iteration des Master-Programms). Ebenso fu¨hrt eine mehr
als 25fache U¨berdeckung der Auftra¨ge nur noch zu marginal besseren pri-
malen Lo¨sungen. Mit der Zahl der vorgegebenen Flu¨ge in der Startlo¨sung F
steigt aber auch der Aufwand fu¨r das Optimieren des ersten RMP. Die fol-
genden Ausfu¨hrungen zu oben genannter Ausgestaltung des Algorithmus 5.3
spiegeln im Kern unsere Erfahrungen mit verschiedenen, hier nicht weiter
dokumentierten Versuchen zur Erzeugung von Startlo¨sungen wider.
Die Abb. 9.9(b) zeigt den Faktor der Beschleunigung abha¨ngig von der
Gro¨ße der Test-Instanz. Gemittelt u¨ber alle untersuchten Instanzen (diesel-
ben wie im vorherigen Unterabschnitt), ergibt sich keine weitere Beschleuni-
gung gegenu¨ber (Konv). Im Vergleich zu der u¨berhaupt nicht beschleunigten
Version des Verfahrens ergibt sich eine um den Faktor 1.2 reduzierte Rechen-
zeit. Die summierten Rechenzeiten lauten:
8085s Rechenzeit ohne Beschleunigung
5558s Rechenzeit (Konv)
7617s Rechenzeit (Konv + StartLsg)
Die Abb. 9.10 zeigt, daß die erzielten Ergebnisse dabei eine relativ große
Streuung aufweisen. Wa¨hrend fu¨r einige Instanzen (Konv+StartLsg) gegen-
u¨ber (Konv) sogar bessere Rechenzeiten aufweist, ist es fu¨r andere Instanzen
genau umgekehrt. Dabei ergibt sich keine signifikante Korrelation zwischen
Problemgro¨ße oder Problemtyp und der Vorteilhaftigkeit des einen oder an-
deren Verfahrens.
Zusammenfassung zu Startlo¨sungen fu¨r das RMP
Die Vorgabe einer primalen Startlo¨sung ist fu¨r das DFP eine nicht-robuste
Technik und beeinflußt die Konvergenz des Column-Generation-Verfahrens
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Abbildung 9.10. Beschleunigung durch (Konv) und (Konv+StartLsg) fu¨r einige
DFP-Instanzen, der Beschleunigungsfaktor gibt das Verha¨ltnis von Rechenzeit oh-
ne Einsatz der entsprechenden Technik gegenu¨ber der Rechenzeit mit Einsatz der
Technik an
im Mittel nicht positiv. Die Gru¨nde fu¨r dieses Verhalten sind nicht offen-
sichtlich. Lu¨bbecke [Lu¨b01, S. 42] betont, daß die Vorgabe einer
”
schlechten“
Lo¨sung die Konvergenz des Verfahrens negativ beeinflussen kann. Eine mo¨g-
liche Erkla¨rung, welche sich auch mit unseren empirischen Beobachtungen
deckt, ist, daß das DFP-Master-Programm auch bei Vorgabe von ku¨nstli-
chen M -Variablen i.a. bereits nach sehr wenigen Iterationsschritten (≤ 3)
eine nicht allzu schlechte, gebrochene primale Lo¨sung findet. Durch die kom-
plexen Abha¨ngigkeiten zwischen den verschiedenen Flu¨gen (die zusa¨tzlichen
Bedingungen (5.4c) und die Repositionierung (5.4d)) wird die Vorgabe einer
wirklich guten primalen Lo¨sung durch eine Heuristik zu einer sehr schwie-
rigen Aufgabe. Ein einfaches Schema wie Algorithmus 5.3 ist dazu nicht in
der Lage. Das Vorhandensein bestimmter Flu¨ge in der Startlo¨sung scheint
vielmehr sogar die Konvergenz des gesamten Prozesses und die Anpassung
der dualen Preise mitunter nachhaltig zu sto¨ren.
Fu¨r alle nachfolgenden Rechnungen wird (StartLsg) nicht eingesetzt.
9.4.3 Partial Column-Generation
In diesem Unterabschnitt sollen die in Abschnitt 8.2.4 dargestellten Pricing-
Strategien, also Partial Column-Generation und Column-Selection, auf ihre
Eignung bei der Lo¨sung des DFP und des MFP untersucht werden. Von
ihrer Konzeption her sind die Pricing-Strategien besonders bei der Lo¨sung
mittelgroßer und großer DFP- und MFP-Instanzen interessant. Dort ist ei-
nerseits sowohl das Pricing selbst zeitaufwendig. Andererseits werden auch
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sehr viele Spalten in jedem Iterationsschritt des RMP generiert, und die Zeit
fu¨r Reoptimierung des RMP stellt den wesentlichen zeitlichen Faktor des
Lo¨sungsprozesses dar.
Analysiert werden sollen der Einfluß der Parameter (α, β, γ) auf das Par-
tial Column-Generation und der Einfluß des Parameters η auf die Technik
des Column-Selection. Da Parameter-Studien fu¨r das DFP und das MFP
wegen der relativ langen Rechenzeiten fu¨r mittlere und große Instanzen
enorm aufwendig sind, wird nur eine repra¨sentative DFP-Instanz, na¨mlich
FRA km600, untersucht werden. Fu¨r die Lo¨sung der LP-Relaxation des
Master-Programms beno¨tigt man ohne die Techniken des Partial Column-
Generation und Column-Selection 248,3s.2 Der Anteil des Pricings an der
Rechenzeit betra¨gt 18,7s oder 7,5%.
Die gesamte Rechenzeit von 248,3s wird in einem ersten Schritt vergli-
chen mit den Rechenzeiten des Partial Column-Generation bei Variation der
Parameter (α, β, γ) u¨ber
• α ∈ {1, 2, 3, 4, 5} (und α < β) fu¨r die Anzahl nicht erfolgreicher Itera-
tionen des jeweiligen Pricing-Problems PPf
• β ∈ {4, 6, 8, 10} fu¨r die Anzahl der Iterationen, nach denen alle Pricing-
Probleme wieder aktiviert und gelo¨st werden
• γ ∈ {10, 40, 70, 100} fu¨r die Anzahl der mittels Partial Column-Gene-
ration generierten Spalten, ab welcher das Deaktivieren der Pricing-
Probleme unberu¨cksichtigt bleibt
(vgl. Abschnitt 8.2.4 fu¨r Details). In einem zweiten Schritt wird die Effizi-
enz des Column-Selection mit dem Parameter η analysiert. Insgesamt sollen
folgende Fragen beantwortet werden:
A: Ist Partial Column-Generation eine Technik, welche den Lo¨sungsprozeß
beschleunigt?
Falls ja, welches sind gute Werte fu¨r die Parameter (α, β, γ)?
B: Ist Column-Selection (bei Benutzung der Parameter aus Teil A) eine
Technik, welche den Lo¨sungsprozeß beschleunigt?
Falls ja, was ist ein guter Wert fu¨r den Parameter η?
2Zur Beschleunigung wurden als Techniken das dynamische Hinzufu¨gen von Konvexi-
ta¨tsrestriktionen und Early Termination mit dualgap = 0, 005 (0,5%) benutzt (vgl. Ab-
schnitt 9.4.4).
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zu A: Durch Partial Column-Generation und Variation der Parameter
(α, β, γ) ergeben sich fu¨r die DFP-Instanz FRA km600 Rechenzeiten zwi-
schen minimal 202s und maximal 272s. Relativ zur Rechenzeit ohne Par-
tial Column-Generation entspricht dies einer Reduktion der Rechenzeit um
bis zu 19% bzw. einer Zunahme der Rechenzeit um bis zu 12%. Im Durch-
schnitt u¨ber alle 64 Parametervariationen (α, β, γ) wurde eine Rechenzeit
von 230s erreicht. Dies entspricht einer geringfu¨gigen Beschleunigung um ca.
7%. Vor dem Hintergrund, daß das Pricing in der unbeschleunigten Version
selbst nur 7,5% (18,7s) der Rechenzeit ausmacht, erscheint dieses Resultat
als widerspru¨chlich. Man muß allerdings bedenken, daß durch das Partial-
Column-Generation in jedem Iterationsschritt des RMP weniger Variablen
erzeugt werden und sich dadurch auch die Rechenzeit fu¨r das Reoptimieren
des RMP reduzieren kann. Ebenfalls, gemittelt u¨ber alle Parametervariatio-
nen von (α, β, γ), konnte der Anteil des Pricings an der Rechenzeit von 18,7s
auf 10,9s gesenkt werden.
Bei der Variation der Parameter (α, β, γ) zeigt sich bezu¨glich der resultie-
renden Rechenzeit ein uneinheitliches Bild. Untersucht man die Korrelation
von Rechenzeit und jedem einzelnen der Parameter α, β und γ, so ergeben
sich als Korrelationskoeffizienten bei Einbeziehen aller 64 Kombinationen von
(α, β, γ):
α β γ
Korrelation zur Rechenzeit 0,06 -0,25 -0,42
Aus der Wahl von entsprechend großen Werten fu¨r β und γ ergibt sich ei-
ne nachweisbare Verringerung der Rechenzeiten. Weitere Korrelations-Unter-
suchungen zu Paaren der drei Parameter konnten keine signifikanten Abha¨n-
gigkeiten aufdecken.
Unsere Interpretation der Tests ist folgende: Die Vorteilhaftigkeit großer
Werte von γ entspricht (siehe Algorithmus 8.2) einem fru¨hen Ausschalten
des Partial Column-Generation. Große Werte von β bedeuten, daß einmal
deaktivierte Pricing-Probleme u¨ber eine gro¨ßere Zahl von Iterationen deakti-
viert bleiben sollten. Wa¨hlt man beide Parameter groß, so steht dies fu¨r ein
Deaktivieren der nicht erfolgreichen Pricing-Probleme in einer fru¨hen Phase
des Verfahrens und u¨ber viele Iterationen.
Fu¨r Kombinationen von großen Werten von β und γ konnte aber keine ein-
heitlich verku¨rzte Rechenzeit des Column-Generation-Verfahrens beobachtet
werden. Analog durchgefu¨hrte Test fu¨r weitere Problem-Instanzen des DFP
und MFP legen nahe, daß die Technik des Partial Column-Generation nicht
zu einem robusten, beschleunigten Gesamtverfahren fu¨hrt. Denn die Ein-
sparung an Rechenzeit ist gering, und es konnten keine allgemein
”
guten“
Parametereinstellungen fu¨r (α, β, γ) ermittelt werden.
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zu B: Auch die Technik des Column-Selection erweist sich fu¨r das DFP als
nicht erfolgreich. Mit dem besten Parameter (α, β, γ) = (3, 10, 100) aus Teil A
wird η im Bereich η ∈ {1, 2, . . . , 10} variiert. Große Werte von η entsprechen
einem Ausschalten des Column-Selection (zumindest in einer fortgeschritte-
nen Phase des Verfahrens). Die folgende Tabelle zeigt die Rechenzeiten in
Abha¨ngigkeit vom Parameter η:
η 1 2 3 4 5 6 7 8 9 10
Rechenzeit (in s) 679 475 458 434 361 383 369 350 332 394
Iterationen (#iter) 661 375 272 229 181 165 148 133 134 124
Die Rechenzeiten liegen sa¨mtlich u¨ber den Rechenzeiten ohne Column-Selec-
tion. Sie sind zum Teil auch (erheblich) gro¨ßer als die Rechenzeit von 248,3s
ohne die Beschleunigung durch Pricing-Strategien.
Der Grund fu¨r die la¨ngeren Rechenzeiten liegt in der mit abnehmendem
η wachsenden Zahl von Iterationsschritten des RMP, welche no¨tig sind, um
das Master-Programm mit einer dualen Lu¨cke von ho¨chsten 0,5% (dualgap =
0, 005) zu lo¨sen. So beno¨tigt man fu¨r η = 1 u¨ber 600 Iterationen, fu¨r η = 3
noch u¨ber 450 Iterationen, etc. Hingegen werden bei ausschließlicher Benut-
zung des Partial Column-Generation nur zwischen 50 und 85 Iterationen bis
zur Konvergenz des Verfahrens gerechnet. Die mittlere Dauer eines Iterati-
onsschritts wird durch Column-Selection zwar bei (kleinen Werten von η)
gesenkt, das Gesamtverfahren jedoch durch die u¨berproportional steigende
Anzahl von Iterationen verlangsamt.
Zusammenfassung zu Pricing-Strategien
Partial Column-Generation tra¨gt beim DFP nur sehr geringfu¨gig zur Be-
schleunigung bei. Die Technik scheint nicht robust zu sein, und der Einfluß auf
die Reduktion der Rechenzeit liegt bei unter 10%. Die Technik des Column-
Selection konnte nicht erfolgreich eingesetzt werden. Die geringere Rechenzeit
eines Iterationsschritts des RMP bei Benutzung von Column-Selection wird
u¨berkompensiert durch eine erheblich gro¨ßere Zahl von Iterationsschritten.
Nachfolgende Rechnungen arbeiten daher ohne Partial Column-Generation
und ohne Column-Selection.
9.4.4 Early Termination
Das Ziel der Analyse von Early Termination ist es, den Trade-Off zwischen
der Verku¨rzung der Laufzeit des Master-Programms und der Gu¨te der gefun-
denen unteren Schranke genauer zu quantifizieren. Dies bedeutet konkret,
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das Verha¨ltnis von Laufzeitreduktion zur relativen dualen Lu¨cke
dualgap :=
zRMP − LLB(σ, τ, pi, µ, ζ)
LLB(σ, τ, pi, µ, ζ)
darzustellen. Durch Vorgabe einer Schranke earlygap ≥ 0 wird der Column-
Generation-Prozeß abgebrochen, sobald (8.1) erfu¨llt ist. Im Wurzel-Knoten
des Branch-and-Price – d.h. bei der Lo¨sung der LP-Relaxation des Master-
Programms – lautet die Abbruchbedingung dualgap ≤ earlygap. Abb. 9.11
Abbildung 9.11. Entwicklung des Zielfunktionswerts zRMP und der Lagrangean
Lower Bound LLB. Die Abbildung zeigt den typischen Verlauf beider Werte fu¨r
die Instanz FRA km620, deutlich sichtbar ist der sog. Tailing Off Effekt
zeigt einen typischen zeitlichen Verlauf des Zielfunktionswerts ziRMP und der
Lagrangean Lower Bound (LLB) fu¨r das Column-Generation-Verfahren. Der
gezeigte Wert LLB(σ, τ, pi, µ, ζ) entspricht der bis zu diesem Zeitpunkt be-
sten bekannten unteren Schranke. Dies ist nicht zwingend die LLB des ent-
sprechenden i-ten Iterationsschritts (zu den entsprechenden dualen Preisen
σ, τ, pi, µ und der Lo¨sung ζ der Pricing-Probleme).
Wa¨hrend sich der aktuelle Zielfunktionswert zRMP als obere Schranke vor
allem in der Endphase des Verfahrens extrem langsam dem Zielfunktionswert
zLP der LP-Relaxation des Master-Programms na¨hert (Tailing Off Effekt, vgl.
z.B. [Lu¨b01, S. 64]), erho¨ht sich die beste bekannte LLB anfangs sprunghaft in
großen, spa¨ter nur noch in kleineren Schritten. Man erkennt, daß ziRMP schon
fru¨h nahe bei zLP liegt, das Verfahren jedoch noch nicht abgebrochen werden
kann, da die LLB noch nicht konvergiert ist. Die Differenz ziRMP − zLP ist
also mo¨glicherweise schon zu einem sehr fru¨hen Zeitpunkt hinreichend klein.
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Jedoch kann man dies nicht erkennen, da zLP unbekannt und z
i
RMP − LLB
noch deutlich gro¨ßer ist.
Abbildung 9.12. Vergleich der summierten Rechenzeiten der DFP-Instanzen bei
Early Termination fu¨r verschiedene Werte von earlygap. Neben der Rechenzeit
Tges ist auch die Rechenzeit TPP der Pricing-Probleme mit dargestellt
Die Abb. 9.12 zeigt fu¨r die innerhalb einer halben Stunde (1800s) gebro-
chen lo¨sbaren DFP-Instanzen den Einfluß der Early Termination auf die ge-
samte summierte Rechenzeit. Eine Beschleunigung um den Faktor 1, 5 erkauft
man sich mit einer um earlygap = 5% schlechteren unteren Schranke. Analog
ergibt sich eine Beschleunigung um Faktor 1, 3 fu¨r earlygap = 2%, Faktor
1, 25 fu¨r earlygap = 1% und schließlich Faktor 1, 16 fu¨r earlygap = 0, 5%.
Auf den Aspekt des Early Branching, d.h. Early Termination innerhalb
des Branch-and-Price-Suchbaums, geht der Abschnitt 9.7.1 genauer ein.
9.4.5 U¨bersicht u¨ber gebrochen gelo¨ste DFP-Instanzen
Nach Durchfu¨hrung vieler unterschiedlicher Testrechnungen zu verschieden-
sten Ideen der Beschleunigung des Column-Generation-Verfahrens erscheinen
uns einige Erkenntnisse zum empirisch beobachteten Verhalten des gesamten
Algorithmus erwa¨hnenswert. Fu¨r die schnelle Konvergenz des Gesamtver-
fahrens, welches sich aus den zwei wesentlichen Komponenten Pricing und
Reoptimieren des Master-Programms zusammensetzt, sind zwei Parameter
von entscheidender Bedeutung:
• Da in jedem Iterationsschritt des Master-Programms viele Spalten ge-
neriert werden ko¨nnen, beschra¨nkt man die Anzahl der in einem Ite-
rationsschritt in das RMP aufzunehmenden Spalten. Das Beschra¨nken
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auf die Aufnahme von ho¨chstens MaxCol Spalten (mit kleinsten, nega-
tiven reduzierten Kosten) ist ein probates Mittel, um die Rechenzeit fu¨r
das Reoptimieren des RMP in einem Iterationsschritt klein zu halten.
Bei Variation des Wertes MaxCol ist folgender Trade-Off zu beobach-
ten: Je kleiner MaxCol ist, desto geringer ist die mittlere Zeit fu¨r das
Reoptimieren des RMP in einem Iterationsschritt. Gegenla¨ufig dazu ist
zu erkennen, daß die Anzahl der beno¨tigten Iterationen des Master-
Programms mit Verkleinerung von MaxCol ansteigt.
Es zeigt sich beim DFP und beim MFP, daß man fast beliebig vie-
le Spalten in das RMP aufnehmen sollte. Unsere durchschnittlich be-
sten Resultate bezu¨glich der resultierenden gesamten Rechenzeit wur-
den mit MaxCol = 3000 erzielt. Hierbei wird nur innerhalb der ersten
Iterationsschritte die Aufnahme von Spalten eingeschra¨nkt. Die la¨ngere
Rechenzeit fu¨r das Reoptimieren des RMP in diesen Schritten ist im
Mittel immer noch ku¨rzer als ein mehrfaches Pricing mit Auswahl von
wenigen MaxCol Spalten und Reoptimieren des RMP.
Diese Beobachtung deckt sich auch mit der Tatsache, daß Partial Pri-
cing und vor allem Column-Selection als spezielle Formen der Beschra¨n-
kung der Aufnahme neuer Variablen fu¨r unsere DFP- und MFP-Pro-
bleme nur geringfu¨gig bzw. nicht beschleunigend wirken.
• Das RMP bekommt in jedem Iterationsschritt des Master-Programms
bis zu MaxCol = 3000 neue Spalten. Um die Rechenzeit fu¨r das Re-
optimieren des RMP klein zu halten, sollten nach einer gewissen Zeit
nutzlose Spalten – also solche mit großen, positiven reduzierten Ko-
sten – wieder aus dem RMP entfernt werden. Als Kriterium fu¨r das
Entfernen von Spalten wird das Verha¨ltnis der Anzahl n von Spal-
ten zur Anzahl m der Restriktionen des RMP benutzt: Immer wenn
n/m > ρ ist, werden 25% der Spalten aus dem RMP entfernt.
Die durchgefu¨hrten Rechnungen haben gezeigt, daß bei zu kleinen Wer-
ten von ρ – insbesondere wenn ρ ≤ 5 ist – das Column-Generation-
Verfahren nicht in gewu¨nschter Weise konvergiert: Die Anzahl der Ite-
rationen des Master-Programms steigt mitunter dramatisch an, und die
LLB wird im Verfahren nur extrem langsam angehoben, selbst wenn
bereits ziRMP und zLP (fast) identisch sind.
3
Hingegen steigt bei zu großen Werten von ρ ≥ 25 der Aufwand fu¨r das
Reoptimieren des RMP zum Teil unakzeptabel an: mitunter beno¨tigt
3So konnte bspw. bei der DFP-Instanz FRA km600 beobachtet werden, daß zRMP und
zLP sich nur noch in der sechsten Stelle des Zielfunktionswerts unterschieden (die relative
Differenz war kleiner als 10−5), die LLB jedoch noch um mehr als 25% von zRMP abwich.
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der LP-Solver fu¨r das Reoptimieren in einem Iterationsschritt mehr als
60s.
Als vernu¨nftige Werte fu¨r alle Instanzen des DFP und des MFP haben sich
MaxCol = 3000 und ρ = 15 herausgestellt. Abschließend ist zu diesen beiden
Parametern zu sagen, daß bei zu kleinen Werten von MaxCol und ρ einige der
zuvor durchgefu¨hrten Analysen stark verzerrt werden. So lassen sich durch
(Konv) Beschleunigungen um einen Faktor gro¨ßer als 2, 0 und mit Early
Termination (earlygap = 0, 05) Beschleunigungen um mehr als Faktor 3, 1
hervorbringen, wenn man MaxCol = 500 und ρ = 5 wa¨hlt. Das resultierende
Verfahren ist aber insgesamt langsamer als mit oben genannter Wahl der
Parameter.
Instanz |R| zopt LB1 Tges %TPP #iter #simpl #cols #PP
Bsp097 1 76 *55325,9 55294,3 2,6 16,68 10 1254 3611 5970
Bsp122 2 77 *66014,0 65987,3 1,8 18,21 10 978 2419 5220
Bsp122 3 74 *65971,9 65953,1 1,0 23,03 10 585 1853 3770
Bsp143 4 101 *65865,1 65558,8 2,2 18,66 11 999 3059 5148
Tabelle 9.4. Lo¨sung der LP-Relaxation des DFP-Master-Programms fu¨r die BSP-
Instanzen mit (Konv) und (Early Termination, earlygap = 0, 005). Diese Instan-
zen konnten ganzzahlig und ohne (EarlyTerm) bewiesen optimal von der LP-
Relaxation des DFP-Master-Programms gelo¨st werden.
Die Tabellen 9.4, 9.5 und 9.6 zeigen eine U¨bersicht u¨ber die Lo¨sung
der LP-Relaxation des DFP-Master-Programms fu¨r die BSP- und ISBT-
Instanzen. Fu¨r alle verfu¨gbaren Instanzen konnte die LP-Relaxation berech-
net werden. Als einzige Techniken zur Beschleunigung wurden (Konv) und
(EarlyTerm) mit earlygap = 0, 005 eingesetzt.
Alle BSP-Probleme lassen sich gebrochen innerhalb von zwei Minuten
lo¨sen, fu¨r die meisten Probleme liegt die Rechenzeit im Sekundenbereich.
Bei den Instanzen Bsp097 1, Bsp122 2, Bsp122 3 und Bsp143 4 ist die LP-
Relaxation des Master-Programms bereits ganzzahlig. Auffa¨llig ist der sehr
geringe Anteil des Pricings an der gesamten Rechenzeit. Der gro¨ßte Teil der
Rechenzeit (in der Regel ungefa¨hr 90%− 95%) entfa¨llt auf das Reoptimieren
des RMP. Ungewo¨hnlich fu¨r ein Column-Generation-Verfahren ist ferner die
geringe Anzahl von Iterationen, welche zur Lo¨sung des Master-Programms
notwendig ist. Sie bewegt sich fu¨r die BSP-Instanzen zwischen 10 und 47
Iterationsschritten.
Fu¨r die ISBT-Direktflugprobleme la¨ßt sich ebenfalls in allen Fa¨llen die
LP-Relaxation des Master-Programms lo¨sen (vgl. Tabelle 9.6), der Aufwand
ist jedoch selbst bei gleicher Zahl von Auftra¨gen ho¨her als bei den BSP-
Problemen. Fu¨r die gro¨ßte Instanz, FRA all nlp liegt die Rechenzeit bei
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Instanz |R| zLP LB1 Tges %TPP #iter #simpl #cols #PP
Bsp122 1 86 63782,3 63684,1 11,1 3,89 10 879 3081 6290
Bsp122 4 71 63224,1 63176,7 5,0 5,15 10 578 1979 4100
Bsp122 5 76 72957,4 72926,4 4,5 5,53 10 618 1866 3820
Bsp143 1 109 67917 67669,2 12,3 4,56 10 1394 4166 6690
Bsp143 2 93 67266,9 66944,2 11,5 4,46 13 1327 3075 7241
Bsp143 3 93 67232,7 67066,4 6,3 7,26 15 1127 2426 6120
Bsp143 5 89 81378,7 81139 5,7 5,45 11 992 2204 4323
Bsp162 1 99 65178,6 64899,5 11,4 7,11 19 3020 4027 10754
Bsp223 1 119 81632,3 81348,9 14,4 4,51 11 2127 4742 8503
Bsp223 2 115 82733,5 82549 12,5 5,54 14 2420 3985 9324
Bsp223 3 111 82659,4 82410,2 8,8 5,68 13 1527 3059 6448
Bsp223 4 112 81544,8 81379,1 10,9 4,60 11 1986 3295 6050
Bsp223 5 106 97959,2 97781,4 8,4 3,93 10 3359 2919 4510
Bsp243 1 120 77531,6 77324,9 21,3 4,75 19 16804 5693 12274
Bsp485 1 159 74307,2 73948,8 26,3 7,04 33 16438 3794 21516
Bsp485 2 133 103721 103372 16,7 5,16 19 15372 4189 10393
Bsp485 3 119 103703 103446 8,4 6,41 19 5014 2755 7581
Bsp485 4 147 105566 105095 21,4 4,58 24 25543 4655 10824
Bsp485 5 112 112774 112491 8,4 5,61 17 6013 2875 6188
Bsp572 1 184 119863 119487 60,6 3,91 34 67253 7054 25160
Bsp572 2 154 119098 118667 22,5 5,04 21 15835 5012 13671
Bsp572 3 137 119246 118827 14,1 4,99 19 12561 3458 9044
Bsp572 4 170 120265 119875 26,6 4,51 23 19506 5883 12236
Bsp572 5 122 129484 128960 10,8 4,94 17 8860 3063 7242
Bsp666 1 204 138295 137679 75,8 5,19 47 73779 10022 38305
Bsp666 2 171 137055 136478 33,5 3,24 17 32576 5482 12036
Bsp666 3 150 137275 136656 17,0 4,06 16 12208 3717 8416
Bsp666 4 190 138269 137632 40,2 4,73 30 39786 7052 17970
Bsp666 5 134 148299 147877 12,7 4,65 16 8868 3276 7552
Tabelle 9.5. Lo¨sung der LP-Relaxation des DFP-Master-Programms fu¨r die BSP-
Instanzen mit (Konv) und (EarlyTerm, earlygap = 0, 005)
1428.5s (ca. 24 Minuten), alle kleineren Instanzen beno¨tigen zwischen 30s
und sieben Minuten. Auch hier ist, relativ zur Anzahl der Restriktionen im
Master-Programm und verglichen mit Column-Generation bei Routing- und
Scheduling-Problemen, die Anzahl der Iterationen #iter klein, typischerweise
im Bereich von etwa 30 bis ho¨chstens 65 Iterationen.
Zusammenfassung zur Lo¨sung der LP-Relaxation der DFP-Master-
Programme
Einige in der Literatur fu¨r andere Problemstellungen erfolgreich eingesetz-
te Techniken zur Beschleunigung haben sich fu¨r das DFP als nicht vorteil-
haft herausgestellt. Wir fu¨hren dies auf zwei fu¨r das DFP und das MFP
charakteristische Merkmale zuru¨ck: Das Master-Programm konvergiert am
schnellsten, wenn mo¨glichst viele Spalten fru¨hzeitig und mo¨glichst gleichzei-
tig dem RMP hinzugefu¨gt werden. In diesem Fall wird einerseits nur eine
sehr geringe Zahl von Iterationen beno¨tigt. Andererseits liegt der Hauptauf-
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Instanz |R| zLP LB1 Tges %TPP #iter #simpl #cols #PP
FRA MUSS 122 125318 124968 31,2 8,65 32 30811 7823 25984
FRA km740 74 63114,2 62892,7 12,6 8,80 17 5366 4838 11832
FRA km720 96 78045,9 77684,1 32,5 8,36 32 38150 8161 27776
FRA km700 109 84001,8 83742,5 29,0 11,94 36 29173 9379 32112
FRA km680 144 109431 109015 40,6 8,82 26 30295 10515 25896
FRA km660 180 122648 122269 69,7 10,00 33 60420 14830 34320
FRA km650 199 118602 118127 102,5 6,89 35 88633 17233 37240
FRA km640 217 141527 140871 129,4 6,87 36 114274 20834 38304
FRA km620 264 161593 160803 347,9 5,25 65 297311 36327 69940
FRA km600 286 183351 182536 248,3 7,53 57 197879 30460 62016
FRA all nlp 589 539417 537095 1428,5 5,75 53 544263 69432 64660
Tabelle 9.6. Lo¨sung der LP-Relaxation des DFP-Master-Programms fu¨r die
ISBT-Instanzen mit (Konv) und (EarlyTerm, earlygap = 0, 005)
wand mit typischerweise mehr als 90% der Rechenzeit auf dem Reoptimieren
des RMP. Die hier untersuchten Techniken zur Beschleunigung des Pricings,
Partial Column-Generation und Column-Selection scheitern beim DFP, weil
die Pricing-Probleme extrem schnell und mit deutlich geringerem Aufwand
gelo¨st werden ko¨nnen als die Reoptimierung des Master-Programms. Heuri-
stische Beschleunigungen des Pricings gehen immer zu Lasten der
”
Qualita¨t“
der generierten Flu¨ge.
Bei der Vorbereitung der vorliegenden Arbeit wurden auch Stabilized
Column-Generation zur Stabilisierung der dualen Preise untersucht. Im An-
hang, S. 284, sind die theoretischen Grundlagen dieses Verfahrens kurz auf-
gefu¨hrt. Alle Versuche bei der konkreten Ausgestaltung der Sto¨rungen ε−
und ε+ und des Updates der stabilisierenden Boxen [δ−, δ+] haben folgendes
gezeigt: Es werden mehr Iterationen zur Lo¨sung des DFP- und MFP-Master-
Programms beno¨tigt als in der nicht stabilisierten Variante. Daraus resultiert
in allen beobachteten Fa¨llen eine Verla¨ngerung der Rechenzeit.
9.4.6 U¨bersicht u¨ber gebrochen gelo¨ste MFP-Instanzen
Bei der Lo¨sung der LP-Relaxation der MFP-Master-Programme zeigt sich,
daß die MFP-Instanzen die am schwierigsten zu lo¨senden Probleme dar-
stellen. Dies ist auch zu erwarten, denn sie umfassen einerseits die mei-
sten U¨berdeckungsrestriktionen (doppelt so viel wie die korrespondierenden
DFP-Probleme) und andererseits auch die meisten Services. Die Tabelle 9.7
zeigt, daß bei einer vorgegebenen Rechenzeit von zwei Stunden (7200s) das
MFP-Master-Programm fu¨r zwei der gro¨ßten Instanzen (HHN km600 und
FRA all nlp) nicht gelo¨st werden konnte. Fu¨r Probleme mit bis zu 200 rea-
len Auftra¨gen (|R| = |R+ ∪ R−| < 400) reichen in der Regel 20 Minuten
(1200s) zur Berechnung einer gebrochenen Lo¨sung.
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Instanz |R| LB1 Tges %TPP #iter #simpl #cols #PP
FRA MUSS 244 124768 91,7 4,41 41 54978 8140 37638
HAJ MUSS 244 124773 142,7 4,24 61 104196 9351 55510
HHN MUSS 244 124827 106,2 3,94 42 68577 8517 38052
LEJ MUSS 244 124751 108,9 3,65 40 65788 8568 37040
SXF MUSS 244 124887 78,6 4,94 39 43804 8048 35490
FRA km740 148 62807,7 26,6 5,68 20 12856 5296 15800
FRA km720 192 77656,6 111,3 3,71 41 90688 9124 40098
FRA km700 218 83586,6 100,7 4,58 40 60279 9603 40080
FRA km680 288 108867 186,0 6,23 71 81312 11248 78810
FRA km660 360 121485 715,9 4,55 136 340951 18345 158576
FRA km650 398 117747 1027,3 3,92 165 493382 21295 197010
HAJ km650 398 118085 987,0 3,34 134 462125 20468 157316
HHN km650 398 117849 541,969 4,10 89 282925 20668 105554
LEJ km650 398 118036 749,468 3,23 84 389734 20120 99960
SXF km650 398 118069 526,036 3,53 76 260256 19234 90440
FRA km640 434 140866 1230,6 3,25 91 548870 21619 108654
FRA km620 528 160458 6719,14 1,34 272 2392604 42710 328032
FRA km600 572 182506 6567,9 1,25 216 1670958 34421 262224
HAJ km600 572 182511 6416,1 1,98 325 1820669 36969 386750
HHN km600 572 181548 TL∗1 1,17 186 3867157 36756 225804
LEJ km600 572 182531 2258,27 1,76 94 682603 33413 114116
SXF km600 572 182572 2610,89 3,42 149 784332 33131 180886
FRA all nlp 1178 524380 TL∗2 0,25 26 1213841 61988 35100
Tabelle 9.7. Lo¨sung der LP-Relaxation des MFP-Master-Programms fu¨r die
ISBT-Instanzen des MFP mit (Konv) und (EarlyTerm, earlygap = 0, 005). Vor-
gegeben ist eine Rechenzeit von maximal zwei Stunden je Instanz (TL = 7200s).
∗1: Abbruch mit dualer Lu¨cke dualgap = 0, 017 = 1, 7%, ∗2: Abbruch mit dualer
Lu¨cke dualgap = 0, 026 = 2, 6%
Vergleicht man fu¨r eine MFP-Instanz die Lo¨sung der LP-Relaxation des
MFP-Master-Programms mit der Lo¨sung des korrespondierenden Direktflug-
problems, so erkennt man, daß in vielen Fa¨llen die Zielfunktionswerte entwe-
der exakt u¨bereinstimmen oder nur um weniger als 1% voneinander abwei-
chen. Dieses ist ein ho¨chst erstaunliches Ergebnis:
Die zusa¨tzliche Mo¨glichkeit der Nutzung von Hub-Flu¨gen fu¨hrt zu
keinen bzw. nur marginalen Verbesserungen in den fraktionalen
Lo¨sungen der ISBT-Instanzen.
Um nachzuweisen, daß gebrochene Lo¨sungen der MFP- und korrespondie-
renden DFP-Probleme nahezu identisch sind, wird nachfolgend die Anzahl
der Flu¨ge in der jeweiligen Lo¨sung der LP-Relaxation des MFP-Master-
Programms genauer untersucht: Die Tabelle 9.8 gibt Auskunft daru¨ber, wie-
viele Direktflu¨ge, echte Hubflu¨ge, Pseudo-Hubflu¨ge fu¨r Hub-Direkttransporte
(vgl. S. 45) und Ferry-Flu¨ge in der jeweiligen gebrochenen Lo¨sung vorkom-
men. In allen Fa¨llen ist die Anzahl der echten Hubflu¨ge und Pseudo-Hubflu¨ge
220
9.4. Bewertung der Methoden zur Beschleunigung des RMP
Null oder sehr gering. Da fu¨r den Aufbau eines
”
minimalen Hubnetztes“ min-
destens zwei Hubflu¨ge erforderlich sind, sind diese Lo¨sungen ein starkes Indiz
dafu¨r, daß hier eine Netzstruktur mit ausschließlich Direktflu¨gen kostenmi-
nimal ist.
# Direkt- # Hub- # Pseudo- # Ferry-
Instanz flu¨ge flu¨ge Hubflu¨ge Flu¨ge
FRA MUSS 12,17 1,36
HAJ MUSS 12,17 1,36
HHN MUSS 12,17 1,06
LEJ MUSS 12,17 1,36
SXF MUSS 12,17 1,13
FRA km740 6,21 0,11
FRA km720 7,00
FRA km700 7,71
FRA km680 10,06 0,21 0,26
FRA km660 10,12 0,56 0,60 0,14
FRA km650 10,99 0,51 0,75 0,35
HAJ km650 11,49 0,47
HHN km650 10,70 1,03 0,67 0,33
LEJ km650 11,49 0,47
SXF km650 11,49 0,47
FRA km640 11,72 0,56
FRA km620 12,79 0,66 0,61
FRA km600 14,12 0,02
HAJ km600 15,07 0,05
HHN km600 15,09 0,01 0,005 0,05
LEJ km600 15,07 0,05
SXF km600 15,07 0,05
Tabelle 9.8. Anzahl von Direktflu¨gen, echten Hubflu¨gen, Pseudo-Hubflu¨gen
fu¨r Hub-Direkttransporte (vgl. S. 45) und Ferry-Flu¨gen in der Lo¨sung der LP-
Relaxation des MFP-Master-Programms. Alle freien Eintra¨ge in der Tabelle sind
null.
Ferner ist zu beachten, daß Pseudo-Hubflu¨ge fu¨r die ihnen zugeordneten
Auftra¨ge ebenfalls direkte Transporte (mit dem Hub als Start- oder Zielflug-
hafen) implizieren. Es kann daru¨ber hinaus auch vorkommen, daß Auftra¨ge
u¨ber zwei Pseudo-Hubflu¨ge abgewickelt werden: Dies bedeutet, daß der Auf-
trag r rein u¨ber die Straße gefahren werden kann und der Straßentransport
vom Ursprungsort o(r) u¨ber den Flug-Hub bis zum Bestimmungsort d(r)
kostengu¨nstiger erscheint als der Transport im Flugnetz. Fu¨r die Instanz
FRA km680 ist aus der Tabelle 9.8 ersichtlich, daß mehr Pseudo-Hubflu¨ge
eingesetzt werden als echte Hubflu¨ge. Dies impliziert, daß zumindest ein Teil
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der Auftra¨ge (gebrochen oft) ausschließlich durch Pseudo-Hubflu¨ge u¨ber die
Straße transportiert wird.
Um einerseits fu¨r die nachfolgenden Untersuchungen u¨berhaupt Instan-
zen eines
”
wirklich gemischten“ Direkt- und Hubflugproblems zu besitzen
und andererseits ein sinnvolles Verha¨ltnis der Kosten von Direktflu¨gen und
Hubflu¨gen zu ermitteln, fu¨hren wir die folgenden zusa¨tzlichen Testrechnun-
gen durch: Fu¨r die ISBT-Instanzen des MFP werden die gegebenen Kosten
der Hubflu¨ge systematisch um einen bestimmten Faktor verringert, und der
Einfluß auf den Zielfunktionswert sowie die Anzahl der Direkt- und Hubflu¨-
ge ermittelt. Die Tabellen A.7 und A.8 des Anhangs zeigen detailliert die
Ergebnisse dieser Untersuchungen. Es zeigt sich, daß bei einer Variation der
Kosten fu¨r die Hubflu¨ge auf einen Anteil x zwischen 50% und 90% der ur-
spru¨nglichen Kosten (100%) die Anzahl der Hub-Flu¨ge und Pseudo-Hubflu¨ge
mit fallendem x erwartungsgema¨ß steigt. Der Anstieg in der Anzahl der Hub-
flu¨ge geht einher mit einer Verringerung der Anzahl der Direktflu¨ge, wobei
jedoch mit fallendem x weniger Direktflu¨ge eingespart als zusa¨tzliche Hub-
flu¨ge eingesetzt werden.
In Abb. 9.13(a) ist der Anstieg der Hubflu¨ge bei Reduzierung der Kosten
der Hubflu¨ge fu¨r alle FRA km(x)-Probleme visualisiert. Es ist deutlich zu
erkennen, daß erst bei einer Reduktion der Hubflug-Kosten auf weniger als
70% eine nennenswerte Anzahl von Hubflu¨gen in der fraktionalen Lo¨sung vor-
kommt. Noch erstaunlicher ist der geringfu¨gige Einfluß der Kosten-Variation
der Hubflu¨ge auf die untere Schranke LB1, der in Abb. 9.13(b) zu sehen ist:
Selbst wenn die Kosten der Hubflu¨ge auf x = 50% reduziert werden, sinkt
die untere Schranke LB1 in allen untersuchten Fa¨llen um weniger als 10%.
Um interessante MFP-Probleme untersuchen zu ko¨nnen, wird im folgen-
den bei allen MFP-Instanzen mit um x = 50% reduzierten Kosten fu¨r die
Hubflu¨ge gearbeitet. Die Betrachtung der Lo¨sung der LP-Relaxation des
Master-Programms (mit gebrochenen Anzahlen und der unteren Schranke
LB1) garantiert natu¨rlich in keiner Weise, daß eine optimale ganzzahlige
Lo¨sung des MFP nicht vielleicht doch eine gewisse Zahl von Hubflu¨gen ent-
ha¨lt. Bei allen bisher durchgefu¨hrten Tests enthielten die besten ganzzahligen
Lo¨sungen jedoch niemals echte Hubflu¨ge, vereinzelt traten jedoch Auftra¨ge
auf, welche u¨ber die zwei Pseudo-Hubflu¨ge komplett auf der Straße trans-
portiert wurden. Wir halten es daher fu¨r sinnvoll, nachfolgend nur noch mit
MFP-Instanzen mit x = 50% zu arbeiten. Zur eindeutigen Kennzeichnung
wird diese Gruppe von Test-Problemen mit MFP50% und die Gruppe der
urspru¨nglichen Test-Probleme mit MFP100% abgeku¨rzt.
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(a)
(b)
Abbildung 9.13. Variation der Kosten der Hubflu¨ge auf x% der urspru¨ngli-
chen Kosten, (a) Auswirkung auf die Anzahl der Hubflu¨ge in der Lo¨sung der LP-
Relaxation des MFP-Master-Programms, (b) Auswirkung auf die untere Schranke
LB1
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Die Tabelle 9.9 entha¨lt die Resultate zur Lo¨sung der jeweiligen LP-Rela-
xation des MFP-Master-Programms fu¨r die ISBT-MFP50%-Instanzen. Zwei
Aspekte im Vergleich mit den ISBT-MFP100%-Instanzen sind hervorzuhe-
ben: Es sinkt die gesamte Rechenzeit, und bis auf die Instanz FRA all nlp
ko¨nnen jetzt alle MFP50%-Probleme innerhalb von zwei Stunden gebrochen
gelo¨st werden (selbst einige der großen
”
km600“-Instanzen in weniger als 30
Minuten). Gegenla¨ufig dazu ist zu beobachten, daß die Anzahl der Iterationen
des Master-Programms in den meisten Fa¨llen angestiegen ist.
Iterpretation der Ergebnisse fu¨r die MFP50%-Probleme
Wir fu¨hren die ku¨rzeren Rechenzeiten der MFP50%-Instanzen (bezogen auf
die MFP100%-Instanzen) auf die Tatsache zuru¨ck, daß das MFP-Master-
Programm bei Vorhandensein von Variablen zu Hubflu¨gen in der Basis des
LP weniger degeneriert ist. Denn fu¨r den gegenteiligen Fall, daß keine Va-
riablen zu Hubflu¨gen in der Basis sind, sind je zwei Zeilen des MFP-Master-
Programms zu den U¨berdeckungsrestriktionen (5.4b) der Teile r+ und r−
eines Auftrags identisch. Die zugeho¨rigen dualen Preise pir+ und pir− sind in
diesem Fall ho¨chstens in ihrer Summe pir+ + pir− eindeutig bestimmt. Diese
Tatsache fu¨hrt zur Degeneration des MFP-Master-Programms und damit zu
schlechter Konvergenz des Verfahrens.
Zusammenfassung zur Lo¨sung der LP-Relaxation der MFP-
Master-Programme
Fu¨r die MFP50%-Instanzen (mit Ausnahme der gro¨ßten Instanz
FRA all nlp) kann die LP-Relaxation des Master-Programms gelo¨st werden.
Der erforderliche Aufwand steigt gegenu¨ber den korrespondierenden DFP-
Problemen stark an. Mit der Verdoppelung der Anzahl |R| der Auftra¨ge sind
Aufwandssteigerungen um einen Faktor zwischen etwa 3 und 15 verbunden.
Der Flaschenhals des Column-Generation ist, a¨hnlich wie bei den DFP-
Instanzen, die Reoptimierung des RMP, welche durchschnittlich mehr als
90% der Rechenzeit ausmacht. Ein positiver Nebeneffekt bei der Senkung
der Kosten der Hubflu¨ge besteht darin, daß die resultierenden Instanzen mit
sinkenden Kosten der Hubflu¨ge im Mittel in etwas ku¨rzerer Zeit gelo¨st wer-
den.
9.5 Vergleich der Branching-Strategien
Inhalt dieses Abschnitts ist der empirische Vergleich der Branching-
Strategien aus Kap. 6. Zuerst werden dazu detailliert die acht Variablen-
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Instanz |R| zLP LB1 Tges %TPP #iter #simpl #cols #PP
FRA MUSS 244 114818 114461 91,4 8,73 81 62773 8387 74358
HAJ MUSS 244 124535 123919 86,2 7,65 65 61670 8490 59150
HHN MUSS 244 124645 124077 91,6 4,46 42 77108 8269 38052
LEJ MUSS 244 119688 119336 71,7 5,53 40 64084 7783 37040
SXF MUSS 244 120382 119815 83,7 5,84 50 72229 8021 45500
FRA km740 148 58125,1 57904,7 51,0 7,44 51 67658 6675 40290
FRA km720 192 73795,8 73437,5 51,2 8,75 43 38964 7711 42054
FRA km700 218 78439,1 78161,9 122,4 6,71 71 95778 10615 71142
FRA km680 288 99547,7 99131,9 198,0 5,63 70 134285 12697 77700
FRA km660 360 111363 110888 422,7 8,50 83 224214 16926 96778
FRA km650 398 106422 105933 558,2 4,72 99 290184 21183 118206
HAJ km650 398 117942 117457 1348,3 3,74 204 659111 22925 239496
HHN km650 398 97809,3 97504 855,4 6,13 142 452077 23373 168412
LEJ km650 398 113693 113194 598,1 3,70 91 320489 20110 108290
SXF km650 398 115061 114526 502,8 3,49 76 251059 18580 90440
FRA km640 434 131570 130979 769,3 4,03 108 351164 24693 128952
FRA km620 528 148849 148231 2115,1 2,65 160 748174 34559 192960
FRA km600 572 166652 165975 2313,0 2,40 148 725400 35978 179672
HAJ km600 572 180323 179474 5479,6 2,52 363 1746800 39687 431970
HHN km600 572 154671 153981 4804,9 1,42 175 1510675 43694 212450
LEJ km600 572 172237 171491 1574,1 2,75 106 526018 33810 128684
SXF km600 572 175558 174841 1448,8 3,14 116 531607 33164 140824
FRA all nlp 1178 ? 471132 TL∗1 0,49 94 2217668 76316 126900
Tabelle 9.9. Lo¨sung der LP-Relaxation des MFP-Master-Programms fu¨r die
ISBT-Instanzen des MFP50% mit (Konv) und (EarlyTerm, earlygap = 0, 005),
Kostenreduktion der Hubflu¨ge auf x = 50% der urspu¨nglichen Kosten. Vorgege-
ben ist eine Rechenzeit von maximal vier Stunden je Instanz (TL = 14400s).
∗1: Abbruch mit dualer Lu¨cke dualgap = 4, 1%
Auswahl-Strategien VAS1 bis VAS8 untersucht. Daran anschließend folgt der
Vergleich der Suchstrategien Bestensuche, Tiefensuche und gemischte Tiefen-
Bestensuche.
9.5.1 Vergleich der Variablen-Auswahl-Strategien
Ein fairer Vergleich der VAS ist nur bei der Bestensuche als Knoten-Auswahl-
Strategie gegeben. Denn nur bei der Bestensuche ist die Anzahl der bis zum
Erreichen des bewiesenen Optimums zu lo¨senden Knoten minimal, weil kei-
ne
”
u¨berflu¨ssigen Teilprobleme“ abgearbeitet werden, die zu einem spa¨teren
Zeitpunkt geboundet werden ko¨nnen. Nimmt man ferner fu¨r jeden Knoten u
des Branch-and-Price-Suchbaums an, daß die Reihenfolge der Bearbeitung
der Knoten keinen Einfluß auf die individuelle Rechenzeit eines Teilproblems
X(u) hat, so resultiert aus der Bestensuche auch die minimale Zeit bis zum
Terminieren des Verfahrens mit der optimalen Lo¨sung.
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Folgende Fragen werden beantwortet:
A: Wieviele DFP-Instanzen ko¨nnen jeweils mit einer VAS bei einer vorge-
gebenen Rechenzeit von (1200s) optimal gelo¨st werden?
B: Wie stark hebt die jeweilige VAS u¨ber das Branch-and-Price die untere
Schranke LB gegenu¨ber der LP-Relaxation des Master-Programms an?
C: Wie unterscheiden sich die Rechenzeiten der verschiedenen VAS, wenn
diese auf die optimal gelo¨sten Instanzen angewandt werden?
In allen folgenden Testrechnungen stehen fu¨r jede der Instanzen 1200s Re-
chenzeit zur Verfu¨gung. Die Rechnungen erfolgen unter Benutzung der Tech-
niken (Konv) und Early Branching mit earlygap = 0, 005. Das Ziel ist es,
jede Instanz exakt, d.h. mit bewiesener Optimalita¨t zu lo¨sen. Innerhalb der
vorgegebenen Zeit von 1200s ist dies fu¨r einige Instanzen bzw. mit einigen
VAS nicht mo¨glich. In diesem Fall dient die im Laufe des Branch-and-Price
bestimmte untere Schranke LB als Vergleichskriterium.
zu A: Die Tabelle A.9 des Anhangs zeigt fu¨r die Instanzen jeweils, ob
die optimale Lo¨sung gefunden werden konnte oder andernfalls die nach 1200s
errechnete untere Schranke LB. Innerhalb von 1200s konnten 18 der 33 un-
tersuchten DFP-Instanzen exakt gelo¨st werden.
Die Tabelle 9.10 faßt die Ergebnisse komprimiert zusammen.4 In der Zeile
Anzahl Opt ist die Anzahl der optimal gelo¨sten Instanzen zu jeder VAS zu
sehen. Die VAS4 ist die einzige VAS, welche 18 Instanzen optimal lo¨st. Keine
weitere Instanz kann mit irgendeiner anderen VAS optimal gelo¨st werden. In
dieser Weise dominiert VAS4 alle u¨brigen VAS.
zu B: Die Dominanz der VAS4 gegenu¨ber allen anderen VAS wird auch
bei der Betrachtung der berechneten unteren Schranken LB deutlich. Die
Abb. 9.14(a) zeigt fu¨r jede VAS die Summe aller unteren Schranken LB. Kann
eine Instanz optimal gelo¨st werden, so wird als Wert fu¨r LB der optimale
Zielfunktionswert zopt eingesetzt. Die Summe der unteren Schranken mißt
also, wie stark die jeweilige VAS die untere Schranke in Richtung auf die
optimale Lo¨sung anheben kann. VAS4 schneidet dabei am besten ab, danach
folgen ungefa¨hr gleichwertig die VAS1, VAS2, VAS3, VAS5 und VAS8. Alle
diese Strategien beruhen abschließend auf dem Branching auf Zuordnungen
xrf . Die VAS6 und VAS7 hingegen beruhen auf dem Ryan-Foster-Branching
und ko¨nnen die untere Schranke LB nur erheblich schlechter anheben.
Fu¨r die Instanzen, fu¨r die hier innerhalb von 1200s keine optimale Lo¨sung
errechnet werden kann, ist es ferner interessant zu ermitteln, welche VAS den
4Zu Idee und Ausgestaltung der jeweiligen Variablen-Auswahl-Strategie (VAS) sei auf
Abschnitt 6.2.2 verwiesen.
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VAS1 VAS2 VAS3 VAS4
Verzweigung Zuordnung AlleFlu¨ge AlleFlu¨ge AlleFlu¨ge
auf +Zuordnung +Typ +Typ
+Zuordnung +Start
+Zuordnung
Anzahl Opt 14 14 15 18
Summe LB 3235636,9 3237207,1 3237663,8 3246528
Anzahl beste LB 2 0 0 13
Rechenzeiten (s) 5126 2742 2097 1497
Anzahl beste Zeit 2 3 3 8
VAS5 VAS6 VAS7 VAS8
Verzweigung Typ Paar AlleFlu¨ge AlleFlu¨ge
auf +Zuordnung +Typ +Typ
+Start +Ferry
+Paar +Zuordnung
Anzahl Opt 16 14 12 15
Summe LB 3236054,8 3224678,8 3229616,7 3237377,9
Anzahl beste LB 0 0 0 0
Rechenzeiten (s) 2836 4178 5244 2144
Anzahl beste Zeit 0 1 0 0
Tabelle 9.10. Zusammenfassung des Vergleichs der Variablen-Auswahl-Strategien
(VAS)
gro¨ßten Wert von LB ergibt. Dies ist in der Zeile Anzahl beste LB in der
Tabelle 9.10 zu sehen. Auch hierbei schneidet VAS4 mit 13 besten unteren
Schranken vor den Strategien VAS1 mit zwei besten unteren Schranken ab.
Alle u¨brigen VAS ko¨nnen keine beste untere Schranke errechnen.
zu C: Fu¨r die 18 optimal gelo¨sten Instanzen sind in Abb. 9.14(b) die
Rechenzeiten bei Einsatz der jeweiligen VAS abgebildet. Dies sind die Wer-
te der Zeile Rechenzeiten in der Tabelle 9.10. Genauso wie in den Teilen A
und B zeigt sich hier, daß VAS4 mit Abstand am besten arbeitet. Aus der
Zeile Anzahl beste Zeit der Tabelle 9.10 geht ferner hervor, daß VAS4 fu¨r die
16 Instanzen achtmal die kleinste Rechenzeit aufweist. Von der summierten
Rechenzeit scheinen die VAS1, VAS2, VAS3, VAS5 und VAS8 etwa gleich-
wertig. Mit VAS1, VAS2 und VAS3 konnte jeweils zweimal bzw. dreimal in
der geringsten Zeit eine optimale Lo¨sung berechnet werden. Die VAS6 und
VAS7 mit Ryan-Foster-Branching beno¨tigen relativ zu VAS4 ungefa¨hr drei-
mal la¨ngere Rechenzeiten und erscheinen damit insgesamt sehr unattraktiv.
Daß VAS6 fu¨r die Instanz Bsp162 1 einmal die geringste Rechenzeit unter
allen VAS besitzt, erscheint vor diesem Hintergrund als nicht-signifikanter
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(a)
(b)
Abbildung 9.14. Vergleich der Variablen-Auswahl-Strategien (VAS), (a) bezu¨g-
lich der berechneten unteren Schranken LB, (b) bezu¨glich der Rechenzeiten auf
den 18 innerhalb von 1200s optimal gelo¨sten Instanzen
Ausreißer in der Analyse.
Interpretation der Ergebnisse
Einige der erzielten Ergebnisse zum Vergleich der VAS wurden vor Durchfu¨h-
rung der obigen Rechnungen nicht bzw. nicht in dieser Deutlichkeit erwartet.
Wir mo¨chten an dieser Stelle den Versuch einer Erkla¨rung dieser unerwarte-
ten Resultate unternehmen.5
Diejenigen VAS, welche auf der Zuordnung xrf von Auftra¨gen zu po-
tentiellen Flu¨gen beruhen (VAS1 bis VAS5, VAS8), dominieren die VAS mit
Verzweigen auf Paaren (VAS6 und VAS7). VAS6 und VAS7 haben jeweils die
5Wir sind uns dabei der Problematik der Interpretation von Ergebnissen, welche sich
auf eine im statistischen Sinne geringe Zahl von Auswertungen stu¨tzen, bewußt.
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wenigsten optimal gelo¨sten Instanzen (12 bzw. 14 Instanzen), die schlechte-
sten unteren Schranken LB und die mit Abstand ho¨chsten Rechenzeiten. Es
la¨ßt sich zusammenfassen:
Fu¨r das DFP ist das Branching auf Paaren von Auftra¨gen (Ryan-
Foster-Branching) weit weniger effizient als das Verzweigen auf
Zuordnungen von Auftra¨gen zu potentiellen Flu¨gen.
Warum ist das Verzweigen auf Paaren sehr viel weniger effizient? Ein
Grund ko¨nnte darin bestehen, daß Paar-Informationen (zwei Auftra¨ge wer-
den zusammen transportiert oder nicht) beim DFP eher lokale Informatio-
nen sind als Zuordnungen. Beispielsweise gibt es bei der geclusterten Instanz
Bsp666 1 204 Auftra¨ge. Damit gibt es 204·203 = 41412 Paare von Auftra¨gen.
Die Anzahl der potentiellen Auftra¨ge zu einem der 815 verschiedenen poten-
tiellen Flu¨ge ist im Mittel |R(f)| = 10, daher gibt es ungefa¨hr 10 ·815 = 8150
mo¨gliche Zuordnungen von Auftra¨gen zu potentiellen Flu¨gen. Die Zahl der
Paare ist also ho¨her als die Anzahl der Zuordnungen.
Dieses Argument ist etwas zu kurz gegriffen. Nicht alle der 41412 Paa-
re von Auftra¨gen sind fu¨r irgendeinen potentiellen Flug kompatibel, so daß
diese zwei Auftra¨ge auch zusammen transportiert werden ko¨nnen. In einer
(optimalen) Lo¨sung gibt es ca. zwo¨lf verschiedene Flu¨ge, auf welche die Auf-
tra¨ge (ungleichma¨ßig) verteilt sind. Im Mittel ist jeder Flug dementsprechend
mit ungefa¨hr 204/12 = 17 Auftra¨gen ausgelastet, daher werden ungefa¨hr
12 ·17 ·16 = 3264 Auftra¨ge gemeinsam transportiert. Hingegen wird jeder der
204 Auftra¨ge natu¨rlich nur einem potentiellen Flug zugeordnet. Nimmt man
an, daß in der LP-Relaxation des DFP-Master-Programms diese Paar- und
Zuordnungs-Informationen durch das Vorhandensein von gebrochenen Wer-
ten so
”
verschwimmen“, daß doppelt so viele gebrochene Werte auftauchen
wie ganzzahlige Werte in einer optimalen Lo¨sung vorkommen, so bleibt doch
das Verha¨ltnis (2 · 204)/(2 · 3264) = 204/3264 = 1/16 von Zuordnungen zu
Paaren bestehen. Damit scheinen die Paar-Informationen beim Ryan-Foster-
Branching lokalere Informationen zu repra¨sentieren als die Zuordnungen.
Ein Verzweigen auf Paaren von Auftra¨gen erscheint vor dem Hintergrund
dieser Betrachtungen beim DFP schlecht geeignet. Anders verha¨lt es sich mit
dem Verzweigen auf Paaren (Ryan-Foster-Branching) in Routing-Problemen.
Larsen beschreibt in [Lar99, S. 128ff] seine Untersuchungen zur Effizienz des
Ryan-Foster-Branching gegenu¨ber dem Verzweigen auf Routing-Variablen
beim VRPTW. Hier gibt es genauso viele Paare von Kunden wie Routing-
Variablen xij (besuche Kunde i direkt vor Kunde j). Es ist damit mo¨glich,
daß das Ryan-Foster-Branching dort in Bezug auf die untere Schranke LB
zu besseren Verzweigungsstrategien fu¨hrt. Allerdings erfordert dort das Ver-
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zweigen auf Paaren die Aufnahme zusa¨tzlicher Ressourcen im Ku¨rzeste-Wege
Pricing-Problem. Es ist daher auch dort insgesamt nicht effizient.
Zusammenfassung zu Variablen-Auswahl-Strategien
Die obigen Analysen und der abschließende Vergleich der VAS1 bis VAS5 so-
wie VAS8, welche allesamt Branching auf Zuordnungen xrf mit unterschied-
lichen zuvor angewandten Verzweigungstypen benutzen, zeigt folgendes:
Eine gute Verzweigungsstrategie sollte zuerst auf mo¨glichst glo-
balen Informationen verzweigen und erst, wenn diese ganzzahlig
sind, zum Verzweigen auf lokalen Informationen u¨bergehen.
Je mehr globale Informationen benutzt werden, umso besser ist
die resultierende Variablen-Auswahl-Strategie.
Zum abschließenden Verzweigen sollte Branching auf Zuordnun-
gen eingesetzt werden statt Branching auf Paaren von Auftra¨gen.
So dominiert VAS4 alle anderen VAS bezu¨glich Anzahl optimal gelo¨ster In-
stanzen, berechneter unterer Schranken und Rechenzeit. Die VAS4 umfaßt
eine große Hierarchie von globalen und lokalen Branching-Regeln (AlleFlu¨-
ge+Typ+Start+Zuordnung). Die VAS1, VAS2, VAS3 und VAS5 reduzieren
diese Hierarchie jeweils um eine oder mehrere Regeln. In VAS8 wird als Al-
ternative zu (Start) das Verzweigen auf Ferry-Flu¨gen (Ferry) eingesetzt. Das
Verzweigen auf Ferry-Variablen ergibt aber keine deutlich besseren Resultate
(verglichen mit den besten Variablen-Auswahl-Strategien VAS3 und VAS4),
weder in Hinblick auf die unteren Schranken LB noch auf die Rechenzeiten.
9.5.2 Vergleich der Suchstrategien
Wie bereits zu Beginn des Abschnitts diskutiert, ist die Bestensuche die ver-
nu¨nftigste Knoten-Auswahl-Strategie (KAS), wenn man ein Problem mittels
Branch-and-Price bewiesen optimal lo¨sen mo¨chte (feste, von der Reihenfolge
der Abarbeitung unabha¨ngige Rechenzeiten fu¨r die Knoten des Suchbaums
vorausgesetzt). Andere KAS (siehe S. 151 zu Tiefensuche (TS) und gemisch-
te Tiefen- und Bestensuche (gTBS)) ko¨nnen nur dann sinnvoll sein, wenn
es darum geht, schnell mo¨glichst gute ganzzahlige Lo¨sungen zu bestimmen.
Untersuchungsgegenstand dieses Abschnitts ist die Frage, mit welcher KAS
man eine gute ganzzahlige Lo¨sung schnell bestimmen kann. Untersucht wer-
den 19 DFP-Instanzen, na¨mlich Bsp485 1 bis Bsp666 5 sowie FRA MUSS
bis FRA km700, bei einer vorgegebenen Rechenzeit von (maximal 1200s).
Im einzelnen werden folgende Fragen beantwortet:
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A: Mit welcher der zwei KAS – TS oder gTBS – werden fu¨r mehr Instanzen
ganzzahlige Lo¨sungen bestimmt?
B: Welche KAS produziert bei einer vorgegebenen Rechenzeit von 1200s
die besseren oberen Schranken?
Eine generelle Bemerkungen vorab: Das Finden ganzzahliger Lo¨sungen
kann fu¨r das DFP und das MFP eine a¨ußerst schwierige Aufgabe sein. Die
Erfahrungen mit dem DFP und dem MFP zeigen uns, daß gute ganzzahlige
Lo¨sungen in der Regel
”
singula¨re Erscheinungen“ sind. Im Branch-and-Price-
Suchbaum finden sich meist nur extrem wenige ganzzahlige Lo¨sungen. Bei
einfacher strukturierten Optimierungsproblemen, wie z.B. dem Rucksackpro-
blem, existieren meist sehr viele ganzzahlige Lo¨sungen a¨hnlicher Gu¨te.
zu A: Mittels TS werden fu¨r 13 der 19 untersuchten Probleme ganzzah-
lige Lo¨sungen bestimmt, mit der gemischten Strategie gTBS gelingt dies in
17 der 19 Fa¨lle.6 Bei einer reinen Tiefensuche kann es offenbar passieren,
daß man sich bei der Suche
”
verirrt“, d.h., ausschließlich in Bereichen des
Suchbaums aufha¨lt, welche keine zula¨ssigen Lo¨sungen enthalten. Die gTBS
garantiert eine Art von Diversifikation bei der Suche, so daß in fast allen
Fa¨llen ganzzahlige Lo¨sungen gefunden werden. Obwohl durchschnittlich zwi-
schen 300 und 500 Knoten des Branch-and-Price-Suchbaums abgearbeitet
werden, bleiben zwei der 19 Instanzen ohne ganzzahlige Lo¨sungen.
zu B: Die Ergebnisse fu¨r den Vergleich der oberen Schranken UB sind in
Abb. 9.15 dargestellt und fallen eindeutig zugunsten von gTBS aus: Nur ein-
mal wird mittels TS fu¨r die Instanz Bsp666 2 eine ganzzahlige Lo¨sung gefun-
den, wa¨hrend gTBS hier scheitert. Fu¨r die Instanz Bsp485 2 wird durch TS
eine bessere ganzzahlige Lo¨sung ermittelt als durch gTBS. Fu¨r alle anderen
Test-Probleme ist gTBS, bezogen auf die obere Schranke UB, erfolgreicher.
Es sei an dieser Stelle schon darauf hingewiesen, daß man mittels heuri-
stischer Strategien zum Fixieren von Spalten oder Variablen (vgl. Abschnitt
9.7.4) deutlich schneller zu ganzzahligen Lo¨sungen gelangen kann. Diese sind
in der Regel auch in Bezug auf die bestimmte Lo¨sung und die damit errech-
nete obere Schranke deutlich besser.
6Zum Vergleich: Bei der Bestensuche mit VAS4 werden nur fu¨r sieben der 19 hier
untersuchten Instanzen ganzzahlige Lo¨sungen gefunden.
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Abbildung 9.15. Vergleich der Knoten-Auswahl-Strategien (KAS) Tiefensuche
(TS) und gemischte Tiefen-Bestensuche (gTBS) hinsichtlich ganzzahliger Lo¨sungen
UB. Leere Felder fu¨r Balken zeigen an, daß keine ganzzahlige Lo¨sung bestimmt
wurde
9.6 Analyse des Schnittebenenverfahrens –
Flug-Ungleichungen FI2 und FI3
In diesem Abschnitt geht es um die Analyse der in Kap. 7 vorgestellten
Schnittebenen. Mit Hilfe des heuristischen Separationsverfahrens wird un-
tersucht, ob die Flug-Ungleichungen FI2(R
∗, F ∗) und FI3(R
∗, F ∗) innerhalb
des Column-Generation-Verfahrens fu¨r das DFP und das MFP effizient
genutzt werden ko¨nnen. Effizienz bedeutet hierbei, daß der Aufwand zur
Separation solcher Ungleichungen (gemessen in Rechenzeit) einen spu¨rbaren
Nutzen hervorbringt: Aus den in das RMP integrierten Flug-Ungleichungen
mu¨ssen eine substantiell verbesserte untere Schranke und eine Verku¨rzung
der gesamten Rechenzeit des Verfahrens resultieren.
Vorab erscheint eine Erkla¨rung der generellen Vorgehensweise angebracht:
Es hat sich herausgestellt, daß es nicht effizient ist, mit dem Separati-
onsverfahren immer nur eine verletzte Flug-Ungleichung aufzuspu¨ren, die-
se zum RMP hinzuzufu¨gen und anschließend den neu entstehenden Knoten
des Branch-and-Price-and-Cut-Suchbaums zu lo¨sen. Vielmehr sollte man mit
dem Separationsverfahren so viele verletzte Flug-Ungleichungen wie mo¨glich
separieren (zumindest eines Typs) und diese alle zusammen zum RMP hin-
zufu¨gen. Beim resultierenden neuen Knoten wird in diesem Fall die untere
Schranke i.a. deutlich sta¨rker angehoben, als wenn nur eine Schnittebene
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hinzugefu¨gt wu¨rde.
Der Aufwand zur Separation von FI3-Flug-Ungleichungen ist hoch. Das
liegt daran, daß in Algorithmus 7.2 in Schritt 2 das Abbruchkriterium (7.9)
bei der Auswahl von zu testenden Mengen F + fu¨r die Flug-Ungleichungen
FI3 schwa¨cher ist. Ferner muß zur Separation einer Ungleichung FI3(R
∗, F ∗)
die Menge F in−pair(R∗) ⊂ F berechnet werden (siehe Algorithmus 7.1), was
den wesentlichen Anteil an der Rechenzeit des Separationsverfahrens von
FI3-Ungleichungen ausmacht (>95%). Denn hierbei muß fu¨r jede untersuch-
te Menge R∗ und viele Paare von potentiellen Flu¨gen u¨ber alle ihre maximalen
Cliquen iteriert und im schlimmsten Fall jeweils noch ein Minimum-Subset-
Sum-Problem gelo¨st werden. Insgesamt ist es daher vernu¨nftig, das Separati-
onsverfahren in einer ersten Phase nur zur Separation von Ungleichungen des
Typs FI2 einzusetzen. Erst wenn das Separationsverfahren keine verletzten
Flug-Ungleichungen des Typs FI2 mehr findet, wird die Suche nach verletz-
ten Flug-Ungleichungen des Typs FI3 gestartet.
Folgende Fragen werden nachfolgend zur Untersuchung der Flug-Ungleich-
ungen und des Separationsverfahrens (Algorithmus 7.2) untersucht:
A: Ko¨nnen Instanzen nur durch das Hinzufu¨gen von Schnittebenen ganz-
zahlig optimal gelo¨st werden?
B: Lohnt sich die (aufwendige) Separation von Flug-Ungleichungen des
Typs FI3?
C: Wie stark kann die untere Schranke durch den Einsatz des Schnitt-
ebenenverfahrens verbessert werden?
D: Wieviele Schnittebenen werden gefunden, und wie oft wechseln sich
Separation und Lo¨sen des (modifizierten) Master-Programms ab?
E: Welchen Einfluß hat das Schnittebenenverfahren auf die gesamte Dauer
des Branch-and-Price-and-Cut-Verfahrens? Zahlt sich der erho¨hte Auf-
wand fu¨r die Separation der Flug-Ungleichungen und das zusa¨tzliche
Reoptimieren des RMP gegenu¨ber einer reinen Verzweigungsstrategie
aus?
Wegen des hohen Aufwands zur Separation und zum mehrfachen Lo¨sen des
Master-Programms ist eine maximale Rechenzeit von zwei Stunden (TL =
7200s) vorgegeben. Zur Beschleunigung wird als Technik nur (Konv) einge-
setzt. Early Termination la¨ßt na¨mlich wegen der approximierten Bestimmung
von LB2 keine genauen Aussagen u¨ber die Gu¨te der berechneten unteren
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Schranken zu. Im folgenden bezieht sich LB2 immer auf die untere Schran-
ke nach Hinzufu¨gen der innerhalb von 7200s separierten Flug-Ungleichungen
und exakter Lo¨sung der LP-Relaxation des modifizierten Master-Programms.
zu A: Diese Frage la¨ßt sich positiv beantworten: Die BSP-Instanzen
Bsp122 5 und Bsp243 1 lassen sich ausschließlich durch das Hinzufu¨gen von
Flug-Ungleichungen des Typs FI2 ganzzahlig optimal lo¨sen. Es scheint ferner
erwa¨hnenswert, daß fu¨r Bsp243 1 die Rechenzeit von 28,2s deutlich unter der
Rechenzeit von 60,6s des Branch-and-Price bei Benutzung von VAS4 liegt.
Die Abb. 9.16 zeigt, daß der Branch-and-Price-and-Cut-Suchbaum fu¨r diese
Instanz zu einem Pfad mit sechs Knoten degeneriert ist. Das Hinzufu¨gen von
insgesamt neun Flug-Ungleichungen vom Typ FI2(R
∗, F ∗) reicht aus, um die-
ses Test-Problem ganzzahlig zu lo¨sen. Es fa¨llt auf, daß das Hinzufu¨gen von
Flug-Ungleichungen die untere Schranke ganz unterschiedlich stark anhebt.
Die dritte und fu¨nfte Separation (von Knoten 3 zu Knoten 4 bzw. von Kno-
ten 5 zu Knoten 6) heben die Schranke um jeweils mehr als 500 Einheiten
an, wa¨hrend die u¨brigen gefundenen Flug-Ungleichungen die Schranke nur
marginal um weniger als 100 Einheiten erho¨hen. Dieses Verhalten kann auch
bei vielen anderen Test-Problemen beobachtet werden: Manche Aufrufe des
Separationsverfahrens (insbesondere die ersten) tragen nur geringfu¨gig zur
Verbesserung der unteren Schranke bei, andere ergeben einen substantiellen
Beitrag.
gen=1
sol=1
LB
=77531.6
 
gen=2
sol=2
LB
=77534.5
 
FI_2( R*={1,7,13,21,22,23,29,30} )
FI_2( R*={80,83,84,86,87,90,108} )
gen=3
sol=3
LB
=77555.4
 
FI_2( R*={1,7,13,21,22,23,29} )
FI_2( R*={80,82,83,84,86,87,90} )
gen=4
sol=4
LB
=78131.1
 
FI_2( R*={80,83,84,86,87,90} )
gen=5
sol=5
LB
=78212.1
 
FI_2( R*={80,83,84,86,87,90,108} )
FI_2( R*={66,67,68,74,77} )
gen=6
sol=6
LB
=78795.6
best integer
FI_2( R*={83,84,86,87,90} )
FI_2( R*={83,84,86,87,90,108} )
Abbildung 9.16. Branch-and-Price-and-Cut-
Suchbaum fu¨r die Instanz Bsp243 1. Nach dem
Lo¨sen des Wurzel-Knotens wechseln sich Separation und
Lo¨sen des Master-Programms fu¨nfmal ab. Jeder Knoten
zeigt die ermittelte untere Schranke LB, an den Bo¨gen
sind die separierten Flug-Ungleichungen FI2(R
∗, F ∗)
notiert, wobei F ∗ der U¨bersichtlichkeit wegen nicht mit
angegeben ist
Als Gegenstu¨ck zu Abb. 9.16 zeigt die Abb. 9.17 fu¨r dieselbe Instanz
Bsp243 1 den Branch-and-Price-Suchbaum mit VAS4 und Bestensuche. Of-
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fensichtlich entha¨lt dieser Suchbaum erheblich mehr Knoten. Es zeigt sich
jedoch, daß manche Verzweigungen die untere Schranke deutlich sta¨rker an-
heben, als die Schnittebenen dies zu leisten vermo¨gen. Der Vorteil der Schnitt-
ebenen liegt allgemein nur darin, daß das Problem erst auf einer tieferen
Ebene des Suchbaums in mehrere Teilprobleme zerfa¨llt (siehe auch Abschnitt
9.7.2).
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best integer
#(12,*,*) >= 5
gen=6
sol=4
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gen=7
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#(12,*,*) >= 3
gen=8
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#(*,3,*) <= 1
gen=9
sol=7
LB
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#(*,3,*) >= 2
gen=10
sol=8
LB
=79090.2
 
#(*,3,*) <= 1
gen=11
sol=9
LB
=78568.9
 
#(*,3,*) >= 2
terminated
#(*,*,*) <= 18
terminated
#(*,*,*) >= 19
gen=14
sol=18
LB
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#(*,*,*) <= 18
gen=15
sol=19
LB
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#(*,*,*) >= 19
terminated
#(*,8,*) <= 3
terminated
#(*,8,*) >= 4
gen=18
sol=10
LB
=78801.1
 
#(*,0,*) <= 2
gen=19
sol=11
LB
=78624.7
 
#(*,0,*) >= 3
terminated
#(*,6,*) <= 1
terminated
#(*,6,*) >= 2
gen=22
sol=12
LB
=78671.7
 
#(*,11,*) <= 1
gen=23
sol=13
LB
=79479.6
 
#(*,11,*) >= 2
gen=24
sol=14
LB
=80527.4
 
#(*,6,*) <= 1
gen=25
sol=15
LB
=78938.9
 
#(*,6,*) >= 2
terminated
#(*,*,*) <= 18
terminated
#(*,*,*) >= 19
terminated
X_2_(5,0,12) = 1
terminated
X_2_(5,0,12) = 0
terminated
#(*,8,*) <= 3
terminated
#(*,8,*) >= 4
terminated
#(*,3,*) <= 1
terminated
#(*,3,*) >= 2
Abbildung 9.17. Branch-and-Price-Suchbaum fu¨r die Instanz Bsp243 1 mit
VAS4 und Bestensuche. Fu¨r jeden Knoten ist mit gen die Nummer des Knotens
(generated) und mit sol die Information, als wievielter der jeweilige Knoten gelo¨st
wurde (solved), gegeben
zu B: Die Frage muß klar negativ beantwortet werden: Die Separation
von Flug-Ungleichungen FI3(R
∗, F ∗) ist sehr aufwendig, und die separierten
gu¨ltigen Ungleichungen sind in allen untersuchten Fa¨llen sehr wenig effizient.
Generell ko¨nnen fu¨r viele Instanzen verletzte Flug-Ungleichungen des
Typs FI3 separiert werden. Ist jedoch das Separationsverfahren (wie vorab
beschrieben) so aufgebaut, daß zuerst ausschließlich nach verletzten Flug-
Ungleichungen des Typs FI2 gesucht und im Erfolgsfall das RMP nur mit
diesen Flug-Ungleichungen reoptimiert wird, so werden fast nie verletzte FI3-
Flug-Ungleichungen separiert. Wir nennen daher nur einige wenige quantita-
tive Resultate:
Bei den gesamten BSP-Instanzen kann nur fu¨r Bsp485 3 eine(!) verletzte
Flug-Ungleichung FI3(R
∗, F ∗) separiert werden. Der Aufwand zum Auffin-
den dieser gu¨ltigen Ungleichung ist hoch. Die Rechenzeit des Verfahrens er-
ho¨ht sich gegenu¨ber der ausschließlichen Separation von FI2-Ungleichungen
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von 19,7s auf 213,4s. Noch gewichtiger ist die Tatsache zu werten, daß diese
Schnittebenen (empirisch belegt) einen a¨ußerst geringen Einfluß auf die un-
tere Schranke haben. Bei der Instanz Bsp485 3 wird die untere Schranke LB2
von 104233,0 auf 104233,3 angehoben. A¨hnliche schlechte Resultate werden
fu¨r die ISBT-Instanzen erzielt.
Fu¨r die nachfolgenden Rechnungen bleibt das Separationsverfahren des-
wegen ausschließlich auf die Flug-Ungleichungen des Typs FI2 beschra¨nkt.
zu C: Ein Maß fu¨r die Verbesserung der unteren Schranke durch Hinzufu¨-
gen von Schnittebenen ist die Angabe, wieviel Prozent der Integralita¨tslu¨cke
geschlossen werden ko¨nnen:7 Bei Kenntnis des optimalen Zielfunktionswerts
zopt ist dies
gapcl :=
LB2 − zLP
zopt − zLP
∈ [0, 1].
Ist nur eine beste Lo¨sung mit oberer Schranke UB∗ bekannt, so ist zopt durch
UB∗ zu ersetzen (entsprechend ist gapcl := (LB2−zLP )/(UB
∗−zLP )). Werte
von gapcl nahe bei null sprechen fu¨r einen geringen Erfolg des Schnittebe-
nenverfahrens, große Werte nahe bei eins zeigen, daß die Integralita¨tslu¨cke
weitgehend durch gu¨ltige Flug-Ungleichungen geschlossen werden kann.
Die Tabellen 9.11, 9.12 und 9.13 geben einen detaillierten U¨berblick u¨ber
den Erfolg des Schnittebenenverfahrens fu¨r die Instanzen des DFP und des
MFP50%.
Die Tabellen 9.11, 9.12 und 9.13 geben ebenfalls Auskunft zum Teil D der
Fragen.
zu C und D: Fu¨r die BSP-Instanzen sind die Flug-Ungleichungen vom
Typ FI2(R
∗, F ∗) und das Separationsverfahren a¨ußerst erfolgreich (siehe Ta-
belle 9.11): Im Mittel u¨ber diese Instanzen kann die Integralita¨tslu¨cke um
48,8% geschlossen werden. Das in der Regel mehrfach aufgerufene Separati-
onsverfahren beno¨tigt in keinem Falle mehr als 100 Sekunden bzw. mehr als
30% der gesamten Rechenzeit. Im Mittel liegt es sogar viel geringer, na¨mlich
bei 5,2% der Rechenzeit. Die Zahl der separierten Schnittebenen variiert von
Instanz zu Instanz deutlich. Maximal werden bei der Instanz Bsp572 4 59
verschiedene verletzte FI2-Flug-Ungleichungen gefunden. In diesem Zusam-
menhang wird 30mal das Master-Programm gelo¨st, das Schnittebenenverfah-
ren gestartet und 29mal das RMP durch Hinzufu¨gen von Flug-Ungleichungen
modifiziert. Es scheint erwa¨hnenswert, daß der Wurzel-Knoten der Instanz
Bsp572 4 (siehe Tabelle 9.6) in 26,6s gelo¨st wird, das gesamte Verfahren ein-
schließlich der Separation von 59 Schnittebenen mit den 30 gelo¨sten Knoten
in nur 52,9s durchgefu¨hrt ist. Separation und Reoptimieren der modifizierten
7Dieselbe Gro¨ße wird in [KDM+99, Ric99] zur Beurteilung der Gu¨te von k-Path-Cuts
beim VRPTW benutzt.
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zopt, zLP
Instanz (UB∗) = LB1 LB2 %gapcl Tges %TSep #cuts #nodes
Bsp122 1 64179,7 63782,3 63782,3 0,0 2,6 0,4 0 1
Bsp122 4 63469,4 63224,1 63266,6 17,3 2,0 1,0 1 2
Bsp122 5 73093,6 72957,4 73093,6 100,0 1,9 1,1 2 3
Bsp143 1 68642,1 67917 68321,9 55,8 11,1 8,2 21 17
Bsp143 2 67911,8 67266,9 67589,5 50,0 3,5 0,6 1 2
Bsp143 3 67883,8 67232,7 67549,8 48,7 3,1 0,3 1 2
Bsp143 5 81973 81378,7 81378,7 0,0 1,9 0,0 0 1
Bsp162 1 65756,6 65178,6 65707,8 91,6 3,7 0,5 1 2
Bsp223 1 81712,5 81632,3 81635,2 3,6 6,7 3,9 5 4
Bsp223 2 82942,9 82733,5 82925,5 91,7 4,2 3,1 2 2
Bsp223 3 82877,6 82659,4 82848,1 86,5 4,0 15,8 2 2
Bsp223 4 81628,5 81544,8 81621,5 91,6 6,9 0,6 3 3
Bsp223 5 98235,3 97959,2 97959,2 0,0 2,6 0,0 0 1
Bsp243 1 78795,7 77531,6 78795,7 100,0 15,0 0,5 9 6
Bsp485 1 (77109,5) 74307,2 74779,1 16,8 20,3 0,8 12 5
Bsp485 2 105545 103721 104233 28,1 16,7 27,3 12 7
Bsp485 3 105452 103703 104203 28,6 8,1 10,8 11 4
Bsp485 4 (108886) 105566 107531 59,2 28,2 3,0 36 9
Bsp485 5 115915 112774 114283 48,0 8,1 1,9 12 4
Bsp572 1 121250 119863 120682 59,0 49,2 2,5 25 6
Bsp572 2 120191 119098 119782 62,6 35,3 5,9 38 14
Bsp572 3 120256 119246 120072 81,8 17,4 4,3 17 7
Bsp572 4 (121733) 120265 120746 32,8 52,9 1,6 59 30
Bsp572 5 130294 129484 130200 88,4 7,8 1,4 10 6
Bsp666 1 (142991) 138295 139193 19,1 91,4 1,1 30 6
Bsp666 2 (139145) 137055 137642 28,1 42,8 20,0 31 8
Bsp666 3 139037 137275 137886 34,7 27,6 28,0 30 7
Bsp666 4 139664 138269 138813 39,0 36,0 4,3 24 7
Bsp666 5 149775 148299 149071 52,3 12,0 1,3 20 4
min 0,0 0,0 0 1
∅ 48,8 5,2 14 6
max 100,0 28,0 59 30
Tabelle 9.11. Lo¨sung der LP-Relaxation des DFP-Master-Programms bei Einsatz
des Separationsverfahrens fu¨r die BSP-Instanzen mit Flug-Ungleichungen FI2
RMP sind hier mit sehr geringem Aufwand verbunden.
Bei den ISBT-DFP-Instanzen schneiden das Schnittebenenverfahren und
die Flug-Ungleichungen FI2(R
∗, F ∗) etwas schlechter ab als bei den BSP-
Instanzen. Der Aufwand fu¨r das Separationsverfahren ist fu¨r die gro¨ßeren In-
stanzen (FRA km680 bis FRA km600) bereits betra¨chtlich. Im Mittel u¨ber
alle ISBT-DFP-Probleme betra¨gt er 45% der gesamten Rechenzeit, bei den
gro¨ßeren Problemen zum Teil mehr als 90%. Dem gegenu¨ber steht nur eine
geringfu¨gige Erho¨hung der unteren Schranke. Der Anteil %gapcl der durch
die Flug-Ungleichungen geschlossenen Integralita¨tslu¨cke liegt im Mittel bei
17%. Dabei muß natu¨rlich beachtet werden, daß fu¨r die Ha¨lfte dieser Instan-
zen die optimale Lo¨sung und damit auch die Integralita¨tslu¨cke zopt − zLP
nicht bekannt sind und in die Berechnung von %gapcl nur die beste bekann-
te obere Schranke UB∗ eingegangen ist (zu UB∗ vgl. Tabelle 9.26). Ferner
ist auffa¨llig, daß fu¨r die ISBT-DFP-Probleme mitunter extrem viele verletzte
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zopt, zLP
Instanz (UB∗) = LB1 LB2 %gapcl Tges %TSep #cuts #nodes
FRA MUSS 127834 125318 126046 28,9 18,7 2,1 4 3
FRA km740 70023,8 63114,2 63197,5 1,2 5,8 1,0 5 2
FRA km720 81498,3 78045,9 79477,4 41,5 57,4 3,3 41 20
FRA km700 84279,6 84001,8 84107,4 38,0 20,4 2,5 14 7
FRA km680 (118486) 109431 109491 0,7 710,4 95,3 15 8
FRA km660 (127249) 122648 122693 1,0 344,9 86,3 6 4
FRA km650 121712 118602 118812 6,8 254,5 28,6 62 26
FRA km640 (154310) 141527 141684 1,2 1441,2 84,8 25 10
FRA km620 (162390) 161593 161981 48,7 3742,8 49,7 288 46
FRA km600 (199410) 183351 183682 2,1 TL 96,0 38 10
min 0,7 1,0 4 2
∅ 17,0 45,0 50 14
max 48,7 96,0 288 46
Tabelle 9.12. Lo¨sung der LP-Relaxation des DFP-Master-Programms bei Einsatz
des Separationsverfahrens fu¨r die ISBT-DFP-Instanzen mit Flug-Ungleichungen
FI2. Vorgegeben ist eine maximale Rechenzeit von zwei Stunden (TL = 7200s)
Ungleichungen gefunden werden und damit sehr viele Knoten abgearbeitet
werden mu¨ssen. Beispielsweise konnten in einer Zeit von etwas mehr als ei-
ner Stunde fu¨r die Instanz FRA km620 288 Flug-Ungleichungen separiert
und 46 (modifizierte) Master-Programme gelo¨st werden. Der Gewinn von
%gapcl = 48, 7 erscheint groß, was aber vor allem an der kleinen absoluten
Integralita¨tslu¨cke liegt. Eine vergleichbare untere Schranke kann fu¨r diese In-
stanz mit geringerem Aufwand auch durch reines Branch-and-Price realisiert
werden (siehe Tabelle 9.26).
Noch schlechter fa¨llt das Ergebnis fu¨r das Schnittebenenverfahren bei den
ISBT-MFP50%-Problemen aus. Die Ergebnisse sind in der Tabelle 9.13 zu-
sammengefaßt: Der zeitliche Aufwand zur Separation verletzter Flug-Unglei-
chungen steigt weiter an. Sinnvolle Ergebnisse konnten nur fu¨r MFP50%-
Instanzen mit bis zu 200 realen Auftra¨gen (400 U¨berdeckungsrestriktionen)
erzielt werden. Die Tabelle entha¨lt daher nur die Informationen zu den Pro-
blemen FRA MUSS bis SXF km650. Fu¨r diese liegt der Aufwand zur Sepa-
ration im Mittel bei 45%, wobei eine maximale Rechenzeit von TL = 10000s
vorgegeben ist. In vier Fa¨llen wird das Separationsverfahren vorzeitig abge-
brochen. Ein nennenswerter Anteil der Integralita¨tslu¨cke, na¨mlich etwas mehr
als 20%, wird nur fu¨r die Instanz FRA km720 geschlossen. Fu¨r FRA km650
liegt die Schranke LB2 = 107419 deutlich u¨ber der Schranke LB1 = 106422.
Wegen der vermeintlich nur schlechten oberen Schranke UB∗ (vgl. Tabel-
le 9.27) ist die Abscha¨tzung fu¨r %gapcl hier aber nur gering. Im Mittel werden
nur 4,5% der Integralita¨tslu¨cke geschlossen.
zu E: Diese Frage wird im Zusammenhang mit Branch-and-Price-and-
Cut als Technik der Beschleunigung des Branch-and-Price in Unterabschnitt
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zopt, zLP
Instanz (UB∗) = LB1 LB2 %gapcl Tges %TSep #cuts #nodes
FRA MUSS (122608) 114818 114929 1,4 145,8 28,7 9 5
HAJ MUSS (127834) 124535 124598 1,9 703,4 66,1 19 7
HHN MUSS 127600 124645 124784 4,7 91,9 5,9 14 11
LEJ MUSS (125100) 119688 120010 5,9 330,4 74,2 27 7
SXF MUSS (127834) 120382 120482 1,3 386,6 1,4 25 6
FRA km740 59128,1 58125,1 58213,7 8,8 88,8 9,7 58 13
FRA km720 75129,7 73795,8 74068,8 20,5 67,7 25,1 11 5
FRA km680 (108804) 99547,7 99644,6 1,0 3185,1 91,8 21 5
FRA km660 (123696) 111363 111402 0,3 5668,7 92,1 11 5
FRA km650 (114898) 106422 107419 11,8 TL 85,5 148 5
HAJ km650 (121733) 117942 117989 1,2 2757,2 12,1 24 6
HHN km650 (105126) 97809,3 97983,2 2,0 TL 66,9 143 17
LEJ km650 (121712) 113693 113765 0,9 TL 90,9 29 3
SXF km650 (120306) 115061 115113 1,0 TL 16,8 27 2
min 0,3 1,4 9 2
∅ 4,5 47,7 40 7
max 20,5 92,1 148 17
Tabelle 9.13. Lo¨sung der LP-Relaxation des MFP-Master-Programms bei
Einsatz des Separationsverfahrens fu¨r die ISBT-MFP50%-Instanzen mit Flug-
Ungleichungen FI2. Vorgegeben ist eine maximale Rechenzeit von TL = 10000s
9.7.2 beantwortet.
Zusammenfassung zum Schnittebenenverfahren und zu den Flug-
Ungleichungen
Die Flug-Ungleichungen FI2(R
∗, F ∗) und das zugeho¨rige Separationsverfah-
ren sind tendenziell nur fu¨r die Instanzen effizient und erfolgreich, fu¨r die der
Aufwand der Separation, verglichen mit der Lo¨sung der modifizierten Master-
Programme, gering ist. Dies trifft bspw. fu¨r die BSP-Probleme zu, bei denen
sogar einzelne Instanzen nur durch Hinzufu¨gen gu¨ltiger Flug-Ungleichungen
ganzzahlig optimal gelo¨st werden ko¨nnen.
Immer dann, wenn der Aufwand des Algorithmus 7.2 u¨berwiegt, wird das
Gesamtverfahren unattraktiv. Es scheint, daß das simple Enumerationssche-
ma in Algorithmus 7.2 zum Durchlaufen der Teilmengen F + aktuell einge-
setzter Flu¨ge bei den schwierigeren Instanzen zu einfach aufgebaut ist. Eine
mo¨gliche Verbesserung ko¨nnte in einem alternativen Schema zur Generierung
der Mengen R∗ innerhalb des Separationsverfahrens liegen.
Es ist im u¨brigen nicht klar, warum die Flug-Ungleichungen FI2(R
∗, F ∗)
bei den BSP-Problemen die Integralita¨tslu¨cke im Mittel sehr viel besser
schließen als bei den ISBT-Problemen. Diese Tatsache la¨ßt sich nicht al-
lein durch die Approximation von zopt durch UB
∗ bei vielen ISBT-Instanzen
erkla¨ren.
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9.7 Methoden zur Beschleunigung des
Branch-and-Price
Das Finden guter ganzzahliger Lo¨sungen fu¨r die Instanzen des DFP und
des MFP mit mehr als 400 bzw. 200 Auftra¨gen ist eine schwierige Aufgabe.
Dies wird sich auch bei der Untersuchung der Techniken Early Branching,
Schnittebenen, Lo¨sen eines reduzierten IMP und Fixieren von Spalten oder
Variablen zur Beschleunigung des Branch-and-Price herausstellen.
9.7.1 Early Branching
In Abschnitt 9.4.4 wurde bereits der Einfluß von Early Termination bei der
Lo¨sung der LP-Relaxation des Master-Programms untersucht. Dort erkaufte
man sich eine ku¨rzere Rechenzeit mit einer um earlygap schlechteren unte-
ren Schranke. Beim Early Branching bu¨ßt man nichts an der Qualita¨t der
berechneten ganzzahligen Lo¨sung ein, jedoch wird die Lo¨sung des Master-
Programms eines Knotens des Branch-and-Price-Suchbaums mo¨glicherweise
vor Erreichen der jeweiligen optimalen gebrochenen Lo¨sung terminiert. Es
gibt einen Trade-Off zwischen der Verku¨rzung der Rechenzeit eines Master-
Programms (d.h. der Rechenzeit zur Lo¨sung eines Knotens des Branch-and-
Price-Suchbaums) und verfru¨ht und damit evtl. falsch getroffenen Verzwei-
gungsentscheidungen, welche die Dauer des gesamten Verfahrens erho¨hen.
Man sollte sich vorab folgendes klarmachen: Falsche, also schlechte bzw.
unno¨tige Verzweigungen ko¨nnen die Gro¨ße des Suchbaums vervielfachen. Ver-
zweigt man na¨mlich fru¨hzeitig auf einer aktuell noch gebrochenen Entschei-
dungsvariablen, welche jedoch in einer exakten Lo¨sung des entsprechenden
Master-Programms ganzzahlig ist, so resultiert daraus ein
”
u¨berflu¨ssiger“
Sohn-Knoten. Eine derartige Entscheidung kann auf tieferen Ebenen des
Suchbaums erneut geta¨tigt werden. Die Entscheidung zu verzweigen sollte
also erst dann getroffen werden, wenn man mit hoher Wahrscheinlichkeit da-
von ausgehen kann, daß die zugrunde liegende Verzweigungsvariable auch
tatsa¨chlich gebrochen ist. Ferner verfa¨lscht das Early Branching auch die
Auswahl der
”
besten“ Verzweigungsvariablen gema¨ß der gewa¨hlten VAS.
Bei der Durchfu¨hrung der Test-Rechnungen werden dieselben DFP-In-
stanzen wie bei der Untersuchung der VAS in Abschnitt 9.5 benutzt. Es
stehen maximal 20 Minuten (1200s) pro Instanz zur Verfu¨gung. Die Wahl die-
ser und nicht entsprechender gro¨ßerer Test-Probleme erscheint uns sinnvoll,
denn zur Beurteilung des Early Branching (mit verschiedenen Parametern
earlygap) sollten fu¨r jede Instanz in der verfu¨gbaren Rechenzeit mindestens
einige Dutzend Knoten abgearbeitet werden ko¨nnen.
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Anzahl Summe Summe Summe
earlygap Opt LB Tges #nodes
0,0 = 0% 18 3247215,6 15195,908 5874
(-0,0006%)
0,005 = 0,5% 17 3246929,0 15360,147 5747
(-0,009%) (+1,0%)
0,01 = 1% 17 3247235,0 16344,559 5756
(+7,6%)
0,02 = 2% 15 3246962,0 16478,427 5793
(-0,008%) (+8,4%)
0,05 = 5% 16 3247049,1 16436,285 5805
(-0,006%) (+8,2%)
Tabelle 9.14. Zusammenfassung der Ergebnisse des Early Branching bei Variation
des Parameters earlygap
Der einzige und entscheidende Parameter earlygap wird mit den Werten 0
(kein Early Branching), 0, 005 (=0,5%), 0, 01 (=1%), 0, 02 (=2%) und 0, 05
(=5%) variiert. Die Tabelle 9.14 faßt die Ergebnisse der Test-Rechnungen
zusammen:8
Durch Early Branching kann in keiner Weise eine Verbesserung
fu¨r das Branch-and-Price beim DFP erzielt werden.
Bei Variation von earlygap zwischen 0 und 0, 05 gilt:
• Die (summierten) unteren Schranken variieren um weniger
als 0,01%.
• Die kumulierten Rechenzeiten sind fu¨r sehr kleine Werte von
earlygap = 0, 005 und ohne Early Branching am geringsten.
Bei gro¨ßeren Werten steigt die Rechenzeit.
• Mit steigenden Werten von earlygap sinkt die Anzahl der
optimal gelo¨sten Instanzen.
Als alternatives Abbruchkriterium wurde statt der Formel (8.1) (also die
Bedingung zRMP−LLB
LLB
≤ earlygap
1+level
) auch
dualgap =
zRMP − LLB
LLB
≤
earlygap
1 + log(1 + level)
8Es wird auf die Angabe detaillierter Tabellen zu den Resultaten des Early Branching
verzichtet, da sich keine Beschleunigung des Gesamtverfahrens erzielen la¨ßt.
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getestet. Diese Abbruchbedingung stellt eine weiter relaxierte Bedingung dar,
bei der ein Knoten noch fru¨hzeitiger mit noch weniger zugesicherter Qualita¨t
terminiert wird. Die hiermit erzielten Resultate waren insgesamt durchweg
schlechter.
Anhand der ausgewa¨hlten Test-Instanz FRA km700 kann die Problema-
tik des Early Branching beispielhaft erkla¨rt werden. Ohne Early Branching
besteht der Branch-and-Price-Suchbaum aus nur drei Knoten, welche in einer
Zeit von 52,7s abgearbeitet werden. Bei Steigerung von earlygap (von 0,5%,
1%, 2% bis 5%) wachsen die Zahl der Knoten (7, 38, 40 und 40) und die
Rechenzeit von 139s bis zu TL = 1200s. Fu¨r letztere drei Tests wird also
die Instanz in der verfu¨gbaren Zeit nicht mehr bewiesen optimal gelo¨st. Die
mehrfachen, zu fru¨hen Entscheidungen, auf eigentlich ganzzahligen Werten
zu verzweigen, fu¨hren zu einem aufgebla¨hten Suchbaum und extensiv stei-
genden Rechenzeiten.
Zusammenfassung zum Early Branching
Early Branching tra¨gt beim DFP nicht zur Beschleunigung des Gesamtver-
fahrens bei. Es ko¨nnen – erstaunlicherweise – nur marginale Unterschiede in
den Rechenzeiten und der Qualita¨t der berechneten unteren Schranken fest-
stellt werden. Zu große Werte von earlygap fu¨hren sogar teilweise zu extrem
vielen falschen Verzweigungsentscheidungen, aus denen fu¨r einzelne Instan-
zen deutlich la¨ngere Rechenzeiten und insgesamt weniger bewiesen optimal
gelo¨ste Instanzen resultieren. Kein Early Branching und Early Branching mit
earlygap = 0, 005 haben bei der Anwendung auf die 33 untersuchten DFP-
Instanzen nahezu identische Lo¨sungen ergeben. Da bei großen Instanzen eine
deutliche Verku¨rzung der Rechenzeit des Wurzel-Knotens mit earlygap =
0, 005 um mehr als 20% verzeichnet werden kann und auf tiefen Ebenen kaum
Unterschiede zum Verhalten ohne Early Branching zu beobachten sind, ar-
beiten wir nachfolgend (weiterhin) mit dem Wert earlygap = 0, 005 (0,5%).
9.7.2 Branch-and-Price-and-Cut
Der Abschnitt 9.6 hatte bereits die Untersuchung der Flug-Ungleichungen
und des zugeho¨rigen Separationsverfahrens zum Inhalt. Es hat sich klar ge-
zeigt, daß nur Flug-Ungleichungen vom Typ FI2(R
∗, F ∗) bei der Anwendung
auf die BSP-Instanzen und einige ISBT-DFP-Instanzen effizient sind. Fu¨r die
sehr großen ISBT-DFP-Probleme und die MFP-Probleme ist der Aufwand
zur Separation der verletzten Ungleichung so hoch, daß ihr Nutzen unerheb-
lich erscheint. Wir beschra¨nken uns aus diesem Grund bei der Untersuchung
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des Branch-and-Price-and-Cut auf einige kleinere und mittlere Instanzen, fu¨r
die der Einsatz des Schnittebenenverfahrens aussichtsreich erscheint.
Es wird nachfolgend die Kombination der erfolgreichsten VAS – das ist
VAS4 – mit den in Abschnitt 8.2.5 dargestellten Strategien CP no, CP(0),
CP(3) und CP all fu¨r den Einsatz des Schnittebenenverfahrens analysiert.
Fu¨r alle durchgefu¨hrten Rechnungen stehen pro Instanz und Strategie 20
Minuten (1200s) zur Verfu¨gung. Es soll beantwortet werden, wie oft der Ein-
satz des Schnittebenenverfahrens effektiv ist, genauer:
A: Ko¨nnen durch Branch-and-Price-and-Cut weitere Test-Probleme opti-
mal gelo¨st werden?
B: Mit welcher CP-Strategie kann fu¨r eine nicht in 1200s optimal gelo¨ste
Instanz die untere Schranke LB am sta¨rksten angehoben werden?
C: Wie unterscheiden sich die Rechenzeiten der CP-Strategien?
Die Ergebnisse der Test-Rechnungen sind im Anhang in der Tabelle A.10
detailliert aufgeschlu¨sselt. Sie zeigt fu¨r die vier verschiedenen CP-Strategien,
ob eine Instanz innerhalb von 1200s optimal gelo¨st werden konnte und ver-
merkt die beno¨tigte Rechenzeit. Andernfalls ist die bis zum Erreichen des
Zeitlimits TL = 1200s berechnete untere Schranke LB aufgefu¨hrt. In Tabel-
le 9.15 sind die Daten aggregiert zusammengestellt.
VAS4 VAS4 VAS4 VAS4
+ CP no + CP(0) + CP(3) + CP all insgesamt
Anzahl Opt 18 23 22 20 24
Summe LB 3246528 3252649,7 3250813 3248220,7
Anzahl beste LB 1 3 5 0
Rechenzeiten (s) 20760,0 16752,5 17775,4 18315,5
Tabelle 9.15. Zusammenfassung des Vergleichs der Schnittebenen-Strategien
(CP)
zu A: Die wichtigste Aussage ist, daß durch die Benutzung von Schnitt-
ebenen – gleichgu¨ltig mit welcher konkreten Strategie CP(l) fu¨r l ∈ N auch
immer – mehr Instanzen ganzzahlig optimal gelo¨st werden ko¨nnen. Insge-
samt ko¨nnen fu¨r 22 der 29 betrachteten BSP-Instanzen und fu¨r zwei der vier
betrachteten ISBT-DFP-Instanzen in 1200s optimale ganzzahlige Lo¨sungen
errechnet werden.
Die erfolgreichsten Strategien in dieser Hinsicht sind CP(0) und CP(3),
mit denen 23mal bzw. 22mal das ganzzahlige Optimum erreicht wird. Es ist
allerdings auch anzumerken, daß die Instanz FRA km740 nur von CP no in
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1092s gelo¨st wird. Hier fu¨hrt der Einsatz von Schnittebenen nicht zum Erfolg.
Fu¨r FRA km740 ist dies auf die enorme Zahl von gefundenen Schnittebenen
zuru¨ckzufu¨hren, welche separiert werden und zum vielfachen Reoptimieren
des RMP fu¨hren (CP(0) mit fu¨nf, CP(3) mit 254 und CP all mit 275 separier-
ten Flug-Ungleichungen sowie den unteren Schranken LB=69679,1, 68008,8
und 66629,7; zum Vergleich: zLP = 63114, 2 und zopt = 70023, 8).
(a)
(b)
Abbildung 9.18. Vergleich der Schnittebenen-Strategien (CP), (a) bezu¨glich der
berechneten unteren Schranken LB (identische Skalierung wie in Abb. 9.14(a)),
(b) bezu¨glich der Rechenzeiten auf allen 33 betrachteten DFP-Instanzen
zu B: Die u¨ber alle 33 untersuchten DFP-Instanzen summierten unte-
ren Schranken9 geben Aufschluß daru¨ber, welche der vier Schnittebenen-
Strategien insgesamt die unteren Schranken LB am besten anhebt. Die
Abb. 9.18(a) zeigt in Analogie zu Abb. 9.14(a) die Verha¨ltnisse der sum-
mierten LB zueinander. Die Differenzen sind weniger ausgepra¨gt als beim
Vergleich der VAS. Am besten schneidet CP(0) ab, gefolgt von CP(3) und
9Wird eine Instanz ganzzahlig optimal gelo¨st, so wird LB := zopt gesetzt.
244
9.7. Methoden zur Beschleunigung des Branch-and-Price
CP all. Ohne die Benutzung von Schnittebenen (=CP no) sind die berech-
neten Schranken am schlechtesten. Man beachte, daß bei Ignorieren der in
Teil A beschriebenen, entgegengesetzten Tendenz fu¨r die Instanz FRA km740
diese Aussage noch klarer ausfa¨llt.
Insgesamt decken sich diese quantitativen Analysen auch gut mit der in
der Zeile Anzahl beste LB dargestellten Tatsache, daß CP(0) und CP(3) bei
den nicht optimal gelo¨sten Problemen dreimal bzw. fu¨nfmal die beste untere
Schranke LB liefern.
zu C: Bezu¨glich der Rechenzeiten, gemessen u¨ber alle 33 betrachteten
Test-Probleme, ergeben sich die gleichen qualitativen Aussagen wie im Teil B:
CP(0) fu¨hrt zu den geringsten Rechenzeiten, CP(3) und CP all haben etwas
la¨ngere Rechenzeiten, und CP no erfordert gegenu¨ber CP(0) mit ca. 24%
mehr Aufwand die la¨ngsten Rechenzeiten.
Zusammenfassung zu Branch-and-Price-and-Cut
Wie am Ende von Abschnitt 9.6 bereits herausgestellt, ist die Benutzung von
Flug-Ungleichungen FI2(R
∗, F ∗) immer dann sinnvoll, wenn der Aufwand zu
ihrer Separation nicht zu viel Anteil an der Laufzeit des Gesamtverfahrens
einnimmt. Diese Aussage steht in voller U¨bereinstimmung mit den in diesem
Abschnitt analysierten Schnittebenen-Strategien. Es ist erfolgversprechend
(geringer Aufwand zur Lo¨sung des Separationsproblems sei vorausgesetzt), in
der Anfangsphase des Branch-and-Price nach verletzten Flug-Ungleichungen
zu suchen und entsprechende Schnittebenen dem RMP hinzuzufu¨gen. Ab-
ha¨ngig von der jeweiligen Instanz kann eine solche Anfangsphase entweder
nur den Wurzel-Knoten (entsprechend CP(0)) oder eine begrenzte Zahl von
Ebenen des Suchbaums (entsprechend CP(l), l ≥ 1) einschließen.
9.7.3 Lo¨sen eines reduzierten IMP mittels MIP-Solver
Die Lo¨sung eines reduzierten IMP (d.h. eines ganzzahligen RMP, vgl. Ab-
schnitt 8.1.2) ist – insbesondere mit steigender Problemgro¨ße – fu¨r das DFP
und vor allem fu¨r das MFP mit hohem Aufwand verbunden. Es sei daran
erinnert, daß die Spalten in der Regel relativ dicht mit Einsen besetzt sind.
Daher entha¨lt die Koeffizientenmatrix des reduzierten IMP viele Nicht-Null-
Eintra¨ge, welche tendenziell ein Gemischt-Ganzzahliges Programm schwieri-
ger lo¨sbar machen.
Daß selbst das Auffinden einer (mo¨glicherweise schlechten) zula¨ssigen
ganzzahligen Lo¨sung nicht trivial ist, liegt an den komplexen Abha¨ngigkeiten
zwischen den Flu¨gen, wie sie durch die Beschra¨nkung von Anzahlen gema¨ß
(5.4c) und die Repositionierung gema¨ß (5.4d) gegeben sind. Im Gegensatz zu
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anderen großen IMP mit vielen U¨berdeckungs- oder Partitionierungsrestrik-
tionen (5.4b) fu¨hrt der Einsatz einer Set-Covering-Heuristik (z.B. [CFT99])
hier nicht zum Erfolg.
Der Aufwand zur Lo¨sung des reduzierten IMP ha¨ngt von der Zahl der im
reduzierten IMP vorhandenen Spalten ab. In Abschnitt 9.4.5 wurde darge-
stellt, daß im RMP ho¨chstens ein Verha¨ltnis ρ = 15 von Spalten zu Zeilen
zugelassen ist. Bei U¨berschreiten dieses Maximalwerts ρ werden entsprechend
viele Spalten mit großen positiven reduzierten Kosten aus dem RMP entfernt.
Auch bei der Lo¨sung des reduzierten IMP ist ein analoges Vorgehen mo¨glich:
Gegenu¨ber dem Standardwert von ρ = 15 wird nachfolgend dieser Wert auf
ρ = 4 abgesenkt. Wir untersuchen die Auswirkungen dieser Vera¨nderung des
Parameters ρ auf die Rechenzeit und die Qualita¨t der gefundenen ganzzahli-
gen Lo¨sungen.
zopt, red. IMP ρ = 15 red. IMP ρ = 4
Instanz (UB∗) UB %Fehler Tges UB %Fehler Tges
Bsp485 1 (77109,5) 77109,5 [0,0; 1,6] 313,8 77109,5 [0,0; 1,6] 217,2
Bsp485 2 105545 106785 1,2 267,6 106785 1,2 197,5
Bsp485 3 105452 105880 0,4 113,5 105880 0,4 72,0
Bsp485 4 (108886) 109065 [0,2; 0,3] 120,3 109540 [0,6; 0,8] 43,6
Bsp485 5 115915 116064 0,1 45,1 116270 0,3 31,2
Bsp572 1 121250 121404 0,1 265,5 121404 0,1 198,5
Bsp572 2 120191 122693 2,1 128,1 122693 2,1 106,0
Bsp572 3 120256 121568 1,1 647,9 121687 1,2 328,1
Bsp572 4 (121733) 121736 [0,0; 0,3] 196,1 122693 [0,8; 1,1] 90,4
Bsp572 5 130294 130381 0,1 26,8 130381 0,1 18,5
Bsp666 1 (142991) 142991 [0,0; 1,9] 3932,5 149009 [4,2; 6,2] TL
Bsp666 2 (139145) 139348 [0,1; 0,3] 1398,4 139348 [0,1; 0,3] 660,8
Bsp666 3 139037 139296 0,2 260,2 139296 0,2 134,2
Bsp666 4 139664 142049 1,7 527,2 145457 4,1 3471,1
Bsp666 5 149775 150082 0,2 110,5 150082 0,2 166,1
Tabelle 9.16. Lo¨sen eines reduzierten IMP fu¨r die BSP-Instanzen des DFP: Ganz-
zahlige Lo¨sungen, Fehler und Rechenzeiten abha¨ngig vom maximalen Verha¨ltnis ρ
von Spalten zu Zeilen im IMP. Vorgegeben ist eine maximale Rechenzeit von zwei
Stunden (TL = 7200s)
Die Tabelle 9.16 entha¨lt die Ergebnisse der Rechnungen fu¨r die BSP-
Instanzen, wobei die kleinsten Instanzen wegen ihrer einfachen Lo¨sbarkeit aus
der Betrachtung weggelassen sind. In der zweiten Spalte ist mit zopt der Ziel-
funktionswert einer optimalen Lo¨sung angegeben. Falls dieser nicht bekannt
ist, wird in derselben Spalte mit (UB∗) die beste bekannte obere Schranke
angezeigt (vgl. Abschnitt 9.8). Fu¨r ρ = 15 und ρ = 4 sind dann mit UB die
Kosten der berechneten ganzzahligen Lo¨sung und mit Tges die Rechenzeit
(einschließlich dem Lo¨sen der LP-Relaxation des Master-Programms) ange-
geben. Bei Kenntnis einer optimalen Lo¨sung ist (UB − zopt)/zopt exakt der
Fehler, welcher aus dem Lo¨sen des reduzierten IMP resultiert. Kennt man
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zopt, red. IMP ρ = 15 red. IMP ρ = 4
Instanz (UB∗) UB %Fehler Tges UB %Fehler Tges
FRA MUSS 127834 133555 4,5 1432,0 133555 4,5 1237,9
FRA km740 70023,8 71461,9 2,1 126,5 71461,9 2,1 115,3
FRA km720 81498,3 84231,6 3,4 87,6 84231,6 3,4 72,4
FRA km700 84279,6 85080 0,9 46,2 85080 0,9 45,4
FRA km680 (118486) 122913 [3,7; 7,2] 830,3 122913 [3,7; 7,2] 741,4
FRA km660 (127249) 128042 [0,6; 1,6] 1067,9 128042 [0,6; 1,6] 956,0
FRA km650 121712 130470 7,2 1876,6 130470 7,2 1693,2
FRA km640 (154310) 156812 [1,6; 8,3] 8879,7 156812 [1,6; 8,3] 9695,8
FRA km620 (162390) 164509 [1,3; 1,4] 686,0 164509 [1,3; 1,4] 725,1
FRA km600 (199410) 239332 [20,0; 29,6] TL 235148 [17,9; 27,4] TL
FRA all nlp (582003) 723545 [24,3; 34,1] TL failed TL
Tabelle 9.17. Lo¨sen eines reduzierten IMP fu¨r die ISBT-Instanzen des DFP.
Vorgegeben ist eine maximale Rechenzeit von vier Stunden (TL = 14400s)
zopt nicht, so ist
[
UB − UB∗
UB∗
;
UB − LB∗
LB∗
] (9.1)
das Intervall, in dem der relative Fehler liegt, wobei LB∗ die beste bekannte
unteren Schranke ist (vgl. ebenfalls Abschnitt 9.8).
Es zeigt sich an den Werten in Tabelle 9.16, daß fu¨r die BSP-Instanzen
das Lo¨sen des reduzierten IMP gut praktikabel ist, da die Rechenzeiten meist
bei nur einigen Hundert Sekunden liegen. Auffa¨llig sind vereinzelt auftreten-
de la¨ngere Rechenzeiten bis zum Erreichen des Zeitlimits von TL = 7200s.
Instanzen wie Bsp666 1 und Bsp666 4 zeigen, daß eine Verkleinerung des
IMP von ρ = 15 zu ρ = 4 nicht unbedingt auf eine Verku¨rzung der Rechen-
zeit fu¨hrt, obwohl die Verkleinerung auf ρ = 4 tendenziell einen positiven
Einfluß auf die Rechenzeit zu haben scheint. Umgekehrt wird deutlich, daß
der mittlere Fehler fu¨r ρ = 15 von unter 0,7% signifikant auf ca. 1,2% fu¨r
ρ = 4 ansteigt. Etwas geringere Rechenzeiten werden also durch einen ho¨he-
ren Fehler erkauft. Allgemein erscheint fu¨r ρ = 15 der maximale Fehler von
1,9% durchaus akzeptabel.
Die Tabelle 9.17 zeigt die erzielten Ergebnisse fu¨r die ISBT-Instanzen
des DFP. Zuerst ist zu bemerken, daß sich hier die Qualita¨t der gefundenen
Lo¨sungen fu¨r ρ = 15 und ρ = 4 nur bei den Instanzen FRA km600 und
FRA all nlp unterscheidet. Die Rechenzeiten sind jedoch bei den u¨brigen In-
stanzen meist fu¨r ρ = 4 ku¨rzer. Fu¨r die sehr große Instanz FRA all nlp kann
in der vorgegebenen Zeit von vier Stunden nur fu¨r ρ = 15 eine ganzzahlige
Lo¨sung von CPLEX bestimmt werden. Da fu¨r ρ = 4 das reduzierte IMP
deutlich kleiner ist, scheint dies widerspru¨chlich. Das Verhalten ist dadurch
erkla¨rbar, daß im reduzierten IMP fu¨r ρ = 15 entweder zufa¨llig oder begu¨n-
stigt durch
”
bessere Spalten“ u¨berhaupt eine ganzzahlige zula¨ssige Lo¨sung
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zopt, red. IMP ρ = 15 red. IMP ρ = 4
Instanz (UB∗) UB %Fehler Tges UB %Fehler Tges
FRA MUSS (122608) 124449 [1,5; 6,4] TL 124449 [1,5; 6,4] TL
HAJ MUSS (127834) 129207 [1,1; 1,7] 2785,1 129207 [1,1; 1,7] 2555,3
HHN MUSS 127600 128936 1,0 2334,6 128936 1,0 1124,9
LEJ MUSS (125100) 126028 [0,7; 2,7] 6094,6 126028 [0,7; 2,7] 5783,9
SXF MUSS (127834) 128977 [0,9; 5,3] TL 128404 [0,4; 4,8] 5014,1
FRA km740 59128,1 64758,9 9,5 445,6 64360 8,8 289,5
FRA km720 75129,7 80759,8 7,5 1609,7 80759,8 7,5 1141,8
FRA km700 78439,1 83676,4 6,7 2189,9 78439,1 0,0 146,6
FRA km680 (108804) 114720 [5,4; 12,3] TL 114720 [5,4; 12,3] TL
FRA km660 (123696) 151633 [22,6; 34,1] TL 166152 [34,3; 47,0] TL
FRA km650 (114898) 209647 [82,5; 95,2] TL 258561 [125,0; 140,7] TL
HAJ km650 (121712) 133962 [10,1; 12,6] TL 143548 [17,9; 20,7] TL
HHN km650 (105126) 116584 [10,9; 18,8] TL 116850 [11,2; 19,1] TL
LEJ km650 (121712) 158239 [30,0; 38,8] TL 150856 [23,9; 32,3] TL
SXF km650 (120306) 144770 [20,3; 25,2] TL 144770 [20,3; 25,2] TL
FRA km640 (154310) 177979 [15,3; 35,1] TL 183786 [19,1; 39,5] TL
FRA km620 (162390) 215316 [32,6; 44,7] TL 215316 [32,6; 44,7] TL
Tabelle 9.18. Lo¨sen eines reduzierten IMP fu¨r die ISBT-Instanzen des MFP50%
ermittelt werden kann.
Die Qualita¨t der ganzzahligen Lo¨sung fu¨r die ISBT-DFP-Probleme er-
scheint im Vergleich mit den BSP-Instanzen deutlich schlechter. Der Fehler
liegt fu¨r die Test-Probleme mit bis zu 264 Auftra¨gen (FRA km620) im ein-
stelligen Prozentbereich. Fu¨r die Instanz FRA km600 ergeben sich fu¨r ρ = 15
und ρ = 4 unterschiedliche Ergebnisse: Mit ρ = 4 kann aufgrund des kleineren
reduzierten IMP schneller eine qualitativ bessere Lo¨sung bestimmt werden.
Ihr Fehler im Bereich von [17, 9%; 27, 4%] ist unakzeptabel hoch.
Fu¨r die ISBT-Instanzen des MFP50% ist das Lo¨sen des reduzierten IMP
noch weniger erfolgreich. Die Tabelle 9.18 faßt die zugeho¨rigen Rechenergeb-
nisse zusammen. Bei fast allen Instanzen wird die zur Verfu¨gung stehende
Rechenzeit von vier Stunden voll ausgenutzt und damit CPLEX vor dem Be-
stimmen der optimalen Lo¨sung des reduzierten IMP abgebrochen. Die Quali-
ta¨t der berechneten Lo¨sungen reicht fu¨r kleinere Instanzen (FRA MUSS bis
FRA km720) aus, wenn man Fehler im einstelligen Prozentbereich akzep-
tiert. Fu¨r diese kleineren Instanzen ergeben sich auch keine nennenswerten
Unterschiede fu¨r ρ = 4 und ρ = 15.
Bei den u¨brigen MFP50%-Problemen muß der Versuch, ein reduziertes
IMP mittels eines MIP-Solvers zu lo¨sen, als gescheitert eingestuft werden.
Fu¨r die Instanz FRA km650 liegt der Fehler bei mindestens 82%. Fu¨r alle
u¨brigen Probleme FRA km680 bis FRA km620 liegt der garantierte Fehler
zwischen 4% und 49%, typischerweise zwischen 10% und 30%. Eine ganz-
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zahlige Lo¨sung des korrespondierenden DFP liefert hier in der Regel eine
deutlich bessere Lo¨sung. Es wurde kein Versuch unternommen, die reduzier-
ten IMP der großen Test-Probleme FRA km600 bis FRA all nlp mit CPLEX
zu lo¨sen.
9.7.4 Fixieren von Spalten oder Variablen im RMP
Beim Fixieren von Spalten und Variablen gema¨ß der in Abschnitt 8.1.3 darge-
stellten Ideen hat sich gezeigt, daß man bei der Wahl des Parameters ξ ∈ [0, 1]
eine a¨ußerst vorsichtige Herangehensweise wa¨hlen sollte. Alle Spalten bzw.
Variablen mit einem Wert oberhalb von ξ werden auf eins fixiert. Wa¨hlt man
ξ deutlich kleiner als eins, so werden oft zu viele Spalten bzw. Variablen
gleichzeitig fixiert, und das resultierende Problem wird unzula¨ssig. Entspre-
chend einer eher pessimistischen, sehr vorsichtigen Regel hat sich ξ = 0, 99
als gute Wahl erwiesen.
Nachfolgend werden fu¨r ξ = 0, 99 die acht Strategien ColFix(l) und
VarFix(l) fu¨r l ∈ {0, 1, 2, 3} untersucht. Es ist zu erwarten, daß man durch
das Fixieren von Spalten deutlich schneller zu einer ganzzahligen (oder unzu-
la¨ssigen) Lo¨sung gelangt als durch das Fixieren von Variablen xrf . Das liegt
daran, daß mit einer fixierten Spalte ein kompletter Flug und damit eine
Reihe von Variablen festgelegt ist.
ColFix(0) ColFix(1) ColFix(2) ColFix(3)
Instanz %Fehler Tges %Fehler Tges %Fehler Tges %Fehler Tges
Bsp485 1 [2,3; 4,0] 26,6 [7,7; 9,5] 41,3 [1,3; 3,0] 62,0 [1,7; 3,3] 262,3
Bsp485 2 2,4 15,8 3,0 34,0 2,4 69,7 0,5 143,1
Bsp485 3 3,7 9,4 4,8 16,2 2,4 30,6 4,8 78,6
Bsp485 4 [4,3; 4,5] 20,9 [3,4; 3,6] 44,3 [3,8; 4,0] 101,1 [2,8; 3,0] 185,5
Bsp485 5 6,6 11,7 7,0 15,6 4,1 30,1 2,6 59,6
Bsp572 1 7,0 52,1 5,2 117,5 0,4 183,4 2,5 385,7
Bsp572 2 2,4 38,4 1,4 53,5 1,4 98,4 0,4 149,1
Bsp572 3 1,5 15,9 7,2 28,9 2,6 63,4 4,8 134,6
Bsp572 4 [1,7; 2,0] 32,8 [0,3; 0,6] 39,8 [0,5; 0,8] 115,4 [0,5; 0,9] 173,9
Bsp572 5 1,5 7,1 0,0 10,4 0,0 17,1 0,0 28,4
Bsp666 1 [3,6; 5,6] 138,4 [4,9; 6,9] 262,1 [2,8; 4,8] 505,7 [7,0; 9,1] 1029,3
Bsp666 2 [6,9; 7,0] 56,6 [1,6; 1,8] 103,9 [4,7; 4,8] 230,4 [1,6; 1,8] 392,8
Bsp666 3 5,5 27,1 5,1 59,0 4,5 117,3 2,2 188,2
Bsp666 4 3,0 71,9 2,8 120,8 5,5 238,6 1,2 436,7
Bsp666 5 4,0 12,7 3,3 23,0 2,8 37,7 2,6 91,8
Tabelle 9.19. Vergleich der heuristischen Strategien ColFix(l) mit l ∈ {0, 1, 2, 3}
fu¨r die BSP-Instanzen
Die Tabellen 9.19 und 9.20 zeigen fu¨r die 15 gro¨ßten BSP-Instanzen jeweils
den Fehler zur oberen Schranke UB und die beno¨tigte Rechenzeit bei Anwen-
dung der heuristischen Strategien ColFix(l) bzw. VarFix(l) fu¨r l ∈ {0, 1, 2, 3}.
Der Fehler der berechneten ganzzahligen Lo¨sung mit Zielfunktionswert UB
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VarFix(0) VarFix(1) VarFix(2) VarFix(3)
Instanz %Fehler Tges %Fehler Tges %Fehler Tges %Fehler Tges
Bsp485 1 [1,7; 3,3] 75,7 [1,7; 3,3] 155,3 [1,7; 3,3] 362,2 failed 877,7
Bsp485 2 3,4 68,4 8,1 100,5 7,1 240,0 4,1 461,5
Bsp485 3 3,4 35,0 8,5 61,9 1,4 122,2 1,8 240,1
Bsp485 4 [3,3; 3,5] 43,3 [13,4; 13,6] 86,9 [6,7; 6,9] 212,8 [5,1; 5,3] 370,1
Bsp485 5 5,2 26,7 8,4 46,4 3,9 94,6 2,9 172,8
Bsp572 1 7,3 170,9 7,3 274,1 6,2 538,6 1,5 805,0
Bsp572 2 1,3 85,5 1,4 104,8 1,4 306,3 1,7 576,3
Bsp572 3 4,2 51,0 4,2 64,4 5,2 152,8 1,1 250,8
Bsp572 4 [4,5; 4,8] 64,5 [2,2; 2,5] 110,4 [1,9; 2,3] 287,7 [0,4; 0,7] 417,9
Bsp572 5 10,0 46,0 0,0 26,0 0,0 36,4 0,0 58,3
Bsp666 1 [9,7; 11,8] 219,4 [6,6; 8,7] 314,3 [6,5; 8,5] 931,0 [5,1; 7,2] 1937,3
Bsp666 2 [3,3; 3,5] 130,2 [8,3; 8,5] 291,7 [2,6; 2,8] 644,9 [2,6; 2,8] 1101,4
Bsp666 3 2,7 62,1 5,9 128,6 4,3 272,1 4,3 641,8
Bsp666 4 3,4 159,4 3,3 241,3 6,5 494,1 4,1 1046,5
Bsp666 5 2,3 37,7 6,4 68,7 2,3 153,7 4,5 340,9
Tabelle 9.20. Vergleich der heuristischen Strategien VarFix(l) mit l ∈ {0, 1, 2, 3}
fu¨r die BSP-Instanzen
la¨ßt sich bei Kenntnis der optimalen Lo¨sung als (UB−zopt)/zopt exakt quan-
tifizieren. Ist keine optimale Lo¨sung bekannt, so berechnet sich das Fehlerin-
tervall gema¨ß (9.1) unter Einbeziehen der besten bekannten oberen Schranke
UB∗ und der besten bekannten unteren Schranke LB∗ (vgl. Abschnitt 9.8).
Beim Vergleich der heuristischen Strategien ColFix(l) fu¨r l ∈ {0, 1, 2, 3}
zeigt sich, daß sich die Rechenzeit mit steigendem Wert l bei jedem U¨bergang
von l zu l+1 ungefa¨hr verdoppelt. Dies ist genau so zu erwarten, da die Zahl
der Knoten des (unvollsta¨ndigen) Suchbaums bei jedem dieser U¨berga¨nge
ungefa¨hr um den Faktor zwei zunimmt. Alle Rechenzeiten liegen im Bereich
von einigen wenigen Sekunden bis zu 10 Minuten (Ausnahme ColFix(3) fu¨r
Bsp666 1 mit fast 20 Minuten).
Fu¨r die meisten BSP-Instanzen ist eine optimale Lo¨sung bekannt, und fu¨r
die u¨brigen ist die Lu¨cke zwischen UB∗ und LB∗ klein, so daß das Fehlerinter-
vall in jedem Falle relativ scharf ist. Bezu¨glich des Vergleichs der Fehler von
ColFix(l) fu¨r l ∈ {0, 1, 2, 3} lassen sich fu¨r die BSP-Probleme zwei Aussagen
festhalten: Einerseits liegt der Fehler immer im einstelligen Prozentbereich,
typisch sogar unter 5%. Andererseits la¨ßt sich keine signifikante Korrelation
zwischen dem Fehler und dem Wert l sowie dem damit steigenden Aufwand
ausmachen. Damit ist insgesamt jede dieser heuristischen Strategien fu¨r die
BSP-Probleme gut zur Bestimmung einer oberen Schranke geeignet. Wesent-
lich scheint eher die Idee der Diversifikation zu sein, welche durch den Aufbau
der Teilba¨ume gema¨ß VAS4 erreicht wird.
Der Vergleich der Strategien VarFix(l) zum heuristischen Fixieren von Va-
riablen xrf fu¨r die BSP-Instanzen ergibt ein a¨hnliches Bild: Mit steigenden
Werten l verdoppeln sich ungefa¨hr die Rechenzeiten. Diese sind, verglichen
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mit den Strategien zum Fixieren von Spalten, etwa zwei- bis viermal ho¨her.
Die Qualita¨t der gefundenen Lo¨sung ist in etwa gleich gut. Auffa¨llig ist, daß
fu¨r die Instanz Bsp485 1 mit VarFix(3) keine zula¨ssige, ganzzahlige Lo¨sung
bestimmt werden konnte: Von jedem der acht (2l = 23) gema¨ß VAS4 auf-
gebauten Knoten des Suchbaums aus fu¨hrt das Fixieren von Variablen auf
ein unzula¨ssiges Problem. Diese Tatsache ist in der Tabelle 9.20 durch den
Eintrag failed angezeigt.
Die geringen Rechenzeiten bei den BSP-Problemen lassen es mo¨glich er-
scheinen, alle Strategien nacheinander durchzurechnen und die insgesamt be-
ste gefundene Lo¨sung zu wa¨hlen. Auf diese Weise lassen sich mit relativ ge-
ringem Aufwand ganzzahlige Lo¨sungen von akzeptabler Qualita¨t mit weniger
als 3% Fehler bestimmen.
ColFix(0) ColFix(1) ColFix(2) ColFix(3)
Instanz %Fehler Tges %Fehler Tges %Fehler Tges %Fehler Tges
FRA MUSS 13,4 47 6,5 90 13,5 183 3,7 356
FRA km740 8,6 12 0,5 25 0,5 50 0,3 78
FRA km720 2,6 23 2,3 60 2,3 140 0,0 213
FRA km700 0,0 26 0,0 48 0,0 92 0,0 119
FRA km680 [7,8; 11,4] 130 [12,7; 16,4] 312 [0,4; 3,7] 424 [0,0; 3,3] 832
FRA km660 [0,8; 1,8] 149 [1,6; 2,6] 314 [2,2; 3,2] 970 [0,0; 1,0] 1996
FRA km650 4,9 280 0,1 329 0,6 870 10,2 TL
FRA km640 [8,6; 15,8] 489 [9,5; 16,7] 1240 [0,0; 6,6] 1715 [3,3; 10,1] 3856
FRA km620 [1,6; 1,7] 1137 [1,6; 1,7] 2432 [7,7; 7,8] 5428 [13,6; 13,7] TL
FRA km600 [6,5; 15,0] 2786 [1,1; 9,2] 3693 [2,1; 10,3] TL [15,2; 24,4] TL
FRA all nlp [0,6; 8,5] 13407
Tabelle 9.21. Vergleich der heuristischen Strategien ColFix(l) mit l ∈ {0, 1, 2, 3}
fu¨r die ISBT-Instanzen des DFP. Vorgegeben ist eine Rechenzeit von maximal
TL = 7200s bzw. TL = 14400s fu¨r die Instanz FRA all nlp
Fu¨r die ISBT-DFP-Instanzen sind die erzielten Ergebnisse fu¨r ColFix(l)
und VarFix(l) in den Tabellen 9.21 und 9.22 notiert. Fu¨r die ersten vier
Instanzen, fu¨r die eine optimale Lo¨sung bekannt ist, sind die Rechenzeiten
moderat im Bereich von einigen Sekunden bis zu 10 Minuten. Im Gegensatz
zu den BSP-Instanzen sind die auftretenden Fehler von bis zu 13,5% fu¨r die
Instanz FRA MUSS ho¨her. Betrachtet man alle acht Strategien ColFix(l)
und VarFix(l) fu¨r l ∈ {0, 1, 2, 3} zusammen, so liefern diese fu¨r die ersten
vier Instanzen sehr gute Lo¨sungen: Die beste der jeweiligen acht Strategien
produziert einen geringen
”
Fehler“ von 0,0%, 0,1%, 0,0% bzw. 0,0% fu¨r diese
vier Test-Probleme.
Fu¨r die Instanzen FRA km680 bis FRA km600 sind die optimalen Lo¨-
sungen mit Ausnahme von FRA km650 nicht bekannt. Hier gehen die Re-
chenzeiten fu¨r ColFix(2) und ColFix(3) hinauf bis zum Zeitlimit von TL =
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VarFix(0) VarFix(1) VarFix(2) VarFix(3)
Instanz %Fehler Tges %Fehler Tges %Fehler Tges %Fehler Tges
FRA MUSS 8,4 101 10,8 195 0,0 429 0,4 650
FRA km740 10,9 40 4,9 54 0,5 104 0,1 157
FRA km720 2,3 49 2,3 141 1,3 249 0,0 413
FRA km700 0,0 91 0,0 75 0,0 158 0,0 343
FRA km680 [2,8; 6,2] 290 [3,1; 6,6] 757 [2,2; 5,6] 1513 [2,2; 5,6] 3029
FRA km660 [0,0; 1,0] 268 [0,9; 1,9] 1117 [6,9; 7,9] 1703 [0,1; 1,1] 4631
FRA km650 7,4 881 0,0 1285 5,2 2080 0,0 3788
FRA km640 [3,4; 10,2] 1531 failed TL [0,0; 6,6] 3037 [5,1; 12,1] TL
FRA km620 [0,4; 0,5] 941 [0,4; 0,5] 2033 [0,4; 0,4] 3701 [6,1; 6,2] TL
FRA km600 [3,0; 11,2] 3633 failed 6145 [0,0; 8,0] 12495 [0,5; 8,5] TL
FRA all nlp [0,0; 7,9] TL
Tabelle 9.22. Vergleich der heuristischen Strategien VarFix(l) mit l ∈ {0, 1, 2, 3}
fu¨r die ISBT-Instanzen des DFP. Vorgegeben ist eine Rechenzeit von maximal vier
Stunden (TL = 14400s)
7200s. Die ColFix-Strategien produzieren fu¨r diese Probleme einen Fehler,
welcher teilweise deutlich u¨ber 10% liegt (bis zu 25%). Fu¨r die gro¨ßte In-
stanz FRA all nlp (mit fast 600 Auftra¨gen) wird das Zeitlimit auf vier Stun-
den erho¨ht. In dieser Zeit kann mittels ColFix(0) eine relativ gute Lo¨sung
mit einem garantiertem Fehler von ho¨chstens 8,5% ausgerechnet werden. Be-
trachtet man die Strategien ColFix(l) fu¨r l ∈ {0, 1, 2, 3} im Vergleich, so zeigt
sich, daß wiederum die Qualita¨t der Lo¨sung nicht mit dem Wert von l kor-
reliert. Nimmt man den minimalen Fehler u¨ber l ∈ {0, 1, 2, 3}, so liegt dieser
bei ho¨chstens 8,5%, mehrmals sogar deutlich darunter.
Die VarFix-Strategien liefern, bezogen auf die ISBT-DFP-Instanzen
FRA km680 bis FRA km600, bei gestiegener Rechenzeit (gegenu¨ber den
ColFix-Strategien) auch geringfu¨gig bessere Ergebnisse. Fu¨r die Instanzen
FRA km600 und FRA all nlp sind die besten bisher bekannte Lo¨sungen mit
VarFix(2) bzw. VarFix(0) errechnet worden.
Betrachtet man wiederum fu¨r jede der ISBT-DFP-Instanzen alle acht
Strategien zusammen, so liegt der maximale Fehler bei den Instanzen
FRA km640, FRA km600 und FRA all nlp zwischen 6,6% und 8,0%
Prozent. Dieser Fehler kann aber in Wirklichkeit auch kleiner sein (evtl.
sogar Null), denn fu¨r diese großen Instanzen ist eine optimale Lo¨sung nicht
bekannt und die heuristischen Strategien ColFix bzw. VarFix ergeben hier
die besten bekannten Lo¨sungen.
Bei den MFP-Problemen ist die Zahl der U¨berdeckungsrestriktionen dop-
pelt so hoch wie bei den korrespondierenden DFP-Problemen. Dort, wo be-
reits das Lo¨sen eines einzelnen Master-Programms mit erheblichem Aufwand
verbunden ist, kann man nicht erwarten, daß man in kurzer Zeit – selbst
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ColFix(0) ColFix(1) ColFix(2) ColFix(3)
Instanz %Fehler Tges %Fehler Tges %Fehler Tges %Fehler Tges
FRA MUSS [5,1; 10,2] 295 [6,3; 11,4] 592 [9,3; 14,6] 1286 [6,3; 11,4] 2273
HAJ MUSS [9,0; 9,7] 221 [9,4; 10,2] 454 [11,0; 11,7] 1205 [3,4; 4,1] 1338
HHN MUSS 3,9 156 3,9 336 3,9 644 3,9 998
LEJ MUSS [3,2; 5,1] 184 [1,8; 3,7] 268 [1,8; 3,7] 648 [1,8; 3,7] 1282
SXF MUSS [6,0; 10,7] 141 [5,4; 10,0] 322 [4,5; 9,0] 547 [4,5; 9,0] 1101
FRA km740 22,1 58 0,0 124 8,4 223 0,0 332
FRA km720 0,2 109 0,2 193 0,2 414 0,0 745
FRA km700 0,1 230 0,0 257 0,0 264 38,7 9620
FRA km680 [1,3; 7,9] 1765 [8,0; 15,0] 2966 [15,9; 23,5] 5955 [0,0; 6,5] TL1
FRA km660 [11,8; 22,3] 2382 [3,0; 12,7] 7222 [7,0; 17,1] TL1 [0,0; 9,4] TL1
FRA km650 [3,1; 10,3] 6337 [0,0; 7,0] 10125 [20,6; 29,0] TL1
HAJ km650 [3,1; 5,5] 3661 [0,1; 2,4] 5758 [33,2; 36,3] TL1
HHN km650 [8,7; 16,5] 4816 [0,6; 7,8] 10643 failed TL1
LEJ km650 [6,9; 14,1] 3481 [6,3; 13,6] 7188 [19,3; 27,4] TL1
SXF km650 [5,6; 9,8] 3140 [3,3; 7,5] 7148 [3,3; 7,5] TL1
FRA km640 [1,8; 19,3] 7046
FRA km620 [8,6; 18,5] 27255
FRA km600 failed TL2
HAJ km600 [0,0; 9,2] 26307
HHN km600 failed TL2
LEJ km600 [8,2; 25,3] 33501
SXF km600 [0,9; 14,6] 24384
Tabelle 9.23. Vergleich der heuristischen Strategien ColFix(l) mit l ∈ {0, 1, 2, 3}
fu¨r die ISBT-Instanzen des MFP50%. Vorgegeben ist eine maximale Rechenzeit
von zwei Stunden (TL1 = 14400s) bzw. zehn Stunden (TL2 = 36000s)
mit einer direkten Strategie wie ColFix(0) oder VarFix(0) – zu einer guten
ganzzahligen Lo¨sung kommt.
Fu¨r die ISBT-MFP50%-Instanzen sind die Ergebnisse in den Tabel-
len 9.23 und 9.24 festgehalten. Wegen der zum Teil sehr langen Rechenzeiten
wurden die Auswertungen nicht fu¨r alle Instanzen mit dem kompletten Pa-
rametersatz fu¨r l ∈ {0, 1, 2, 3} durchgefu¨hrt.
Fu¨r die fu¨nf Instanzen FRA MUSS bis SXF MUSS produzieren die vier
Strategien ColFix(l) fu¨r l ∈ {0, 1, 2, 3} zusammen einen relativ großen Fehler
zwischen [1,8; 3,7] und [5,1; 10,2] Prozent. Die vier VarFix-Strategien schnei-
den hier besser ab, denn der kleinste Fehler bei Variation von l ∈ {0, 1, 2, 3}
liegt fu¨r die obigen Instanzen zwischen [0,0; 1,9] und [1,8; 6,2] Prozent. Die
ganzzahlige Lo¨sung der drei kleinsten Instanzen FRA km740, FRA km720
und FRA km700 stellt in keinem Fall eine Schwierigkeit dar.
Beim Vergleich der u¨brigen Instanzen bezu¨glich der ColFix-Strategien fal-
len die mitunter extrem langen Rechenzeiten fu¨r die großen Test-Probleme
auf. Fu¨r FRA km600 und HHN km600 kann selbst bei einer vorgegebenen
Rechenzeit von zehn Stunden keine ganzzahlige Lo¨sung gefunden werden (es
werden in dieser Zeit 23 bzw. 18 MFP-Master-Programme gelo¨st). Dennoch
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VarFix(0) VarFix(1) VarFix(2) VarFix(3)
Instanz %Fehler Tges %Fehler Tges %Fehler Tges %Fehler Tges
FRA MUSS [8,7; 14,0] 513 [0,2; 5,0] 529 [0,0; 4,8] 3315 [2,6; 7,6] 5259
HAJ MUSS [13,2; 14,0] 694 [3,8; 4,5] 643 [1,5; 2,1] 2481 [1,5; 2,1] 6307
HHN MUSS 7,3 258 5,6 490 0,7 1869 6,0 6799
LEJ MUSS [0,1; 2,0] 385 [0,0; 1,9] 548 [0,0; 1,9] 3002 [2,4; 4,4] 5325
SXF MUSS [3,4; 7,9] 284 [3,2; 7,7] 403 [3,1; 7,6] 1252 [1,8; 6,2] 3314
FRA km740 10,9 89 0,3 185 0,4 378 0,0 810
FRA km720 4,4 400 4,2 599 4,2 1567 0,0 2027
FRA km700 0,0 220 0,0 243 0,0 244 0,0 260
FRA km680 [8,6; 15,7] 2118 [10,9; 18,1] 3917 [5,5; 12,4] 8737 failed TL
FRA km660 [2,7; 12,4] 4062 failed 6841 failed TL failed 8647
FRA km650 failed 2923 failed 5198 failed 8316
HAJ km650 [4,9; 7,4] 6893 [0,0; 2,3] 8621 failed TL
HHN km650 [0,0; 7,2] 5608 failed 3542 failed 6571
LEJ km650 [9,3; 16,7] 5825 [18,0; 26,0] 8603 [15,1; 22,9] TL
SXF km650 [0,0; 4,0] 7495 [16,7; 21,4] 9849 [16,7; 21,4] TL
FRA km640 failed 2286
FRA km620 failed 7619
FRA km600 failed 9963
HAJ km600 failed TL
HHN km600 failed TL
LEJ km600 failed TL
SXF km600 failed TL
Tabelle 9.24. Vergleich der heuristischen Strategien VarFix(l) mit l ∈ {0, 1, 2, 3}
fu¨r die ISBT-Instanzen des MFP50%. Vorgegeben ist eine maximale Rechenzeit
von vier Stunden (TL = 14400s)
gelingt es vielfach fu¨r andere Test-Probleme, gute bzw. beste bekannte Lo¨-
sungen zu bestimmen.
Im Gegensatz dazu fa¨llt bei den VarFix-Strategien auf, daß fu¨r viele der
Instanzen FRA km660 bis SXF km600 keine zula¨ssige ganzzahlige Lo¨sung
bestimmt werden konnte, obwohl die verfu¨gbare Rechenzeit ausgereicht hat.
Eine vollsta¨ndige und plausible Erkla¨rung fu¨r diesen Effekt fehlt noch: Es
scheint aber oftmals daran zu liegen, daß als letzte Variable ein xrf mit
Wert 1
2
auf eins fixiert wird. Der Wert 1
2
ist in diesem Fall der gro¨ßte Wert
aller gebrochenen Variablen xrf , und das Fixieren fu¨hrt auf ein unzula¨ssiges
Master-Programm. Um wieder Zula¨ssigkeit herzustellen und das Verfahren
weiterlaufen zu lassen, wa¨re an dieser Stelle eine Strategie zum Lo¨sen bereits
fixierter Variablen sinnvoll.
Dennoch ist fu¨r die VarFix-Strategien in einigen Fa¨llen, in denen eine
ganzzahlige Lo¨sung errechnet wurde, diese gleichzeitig eine beste bekannte
Lo¨sung.
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Zusammenfassung zum Fixieren von Spalten oder Variablen
Fu¨r einige der schwierigen Problem-Instanzen ist das heuristische Fixieren
von Spalten oder Variablen die beste implementierte Strategie zur Berech-
nung guter ganzzahliger Lo¨sungen. Immer dann, wenn der Aufwand zur Lo¨-
sung eines modifizierten RMP hoch ist und die Rechenzeit dafu¨r im Bereich
einiger Minuten oder mehr liegt, hat man keine Chance, u¨ber ein intensives
Branching viele Knoten abzuarbeiten und so in viele verschiedene Richtungen
zu suchen. Dies trifft hier fu¨r die großen ISBT-DFP-Instanzen und insbeson-
dere fu¨r die gemischten Direkt- und Hubflugprobleme (MFP) mit mehr als
200 realen Auftra¨gen zu.
9.8 U¨bersicht u¨ber ganzzahlig gelo¨ste Instan-
zen
In diesem Abschnitt soll ein U¨berblick u¨ber ganzzahlig gelo¨ste Instanzen des
DFP und des MFP gegeben werden. Alle Ergebnisse resultieren aus den in
den vorangehenden Abschnitten pra¨sentierten Verfahren – zum Teil mit la¨n-
geren Rechenzeiten. Konnte eine Instanz bewiesen optimal gelo¨st werden, so
wird das schnellste entsprechende Verfahren genannt. Andernfalls werden die
beste bekannte obere Schranke UB∗ und die beste bekannte untere Schranke
LB∗ zusammen mit den – mo¨glicherweise verschiedenen – jeweils zur Bestim-
mung von UB∗ und LB∗ genutzten Verfahren vermerkt.
Die relative Integralita¨tslu¨cke (zopt − zLP )/zLP bzw. ihre Abscha¨tzung
(UB∗ − zLP )/zLP ist i.a. ein gutes Maß fu¨r die Schwierigkeit einer Instanz.
Neben dieser wird die noch offene relative Lu¨cke (UB∗−LB∗)/LB∗ angege-
ben. Diese zweite Gro¨ße ist ein Maß dafu¨r, wie erfolgreich beide Seiten des
Verfahrens, also das Heben der unteren Schranke und das Bestimmen guter
ganzzahliger Lo¨sungen, zusammengewirkt haben. Man beachte, daß beide
Prozent-Angaben nicht direkt miteinander vergleichbar sind, da sie sich auf
unterschiedliche Gro¨ßen beziehen.
Die BSP-Instanzen des DFP ko¨nnen zum u¨berwiegenden Teil ganzzahlig
optimal gelo¨st werden. Die Tabelle 9.25 zeigt ausschließlich die Ergebnisse
zu den 15 gro¨ßten BSP-Problemen, da alle kleineren Instanzen in den Ab-
schnitten 9.5 und 9.7.2 bereits bewiesen optimal gelo¨st werden konnten. In
den meisten Fa¨llen ist eine Kombination der VAS4 unter Einbeziehen des
Schnittebenenverfahrens mit den Strategien CP(0) oder CP(3) am erfolg-
reichsten zur Bestimmung guter oberer und unterer Schranken bzw. optima-
ler Lo¨sungen. Zweimal wird die beste bekannte ganzzahlige Lo¨sung durch
Lo¨sen des reduzierten IMP mittels CPLEX bestimmt. Die Rechenzeit war
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zopt, zopt−zLP UB
∗−LB∗
Instanz zLP (UB
∗) Alg. %gap LB∗ Alg. #nodes %gap
Bsp485 1 74307,2 (77109,5) IMP ≤3,77 75785,9 CP(3) 517 1,64
Bsp485 2 103721 105545 CP(0) 1,76 266
Bsp485 3 103703 105452 CP(0) 1,69 217
Bsp485 4 105566 (108886) CP(3) ≤3,14 108701 CP(3) 1048 0,17
Bsp485 5 112774 115915 CP(0) 2,79 461
Bsp572 1 119863 121250 CP(3) 1,16 161
Bsp572 2 119098 120191 CP all 0,92 99
Bsp572 3 119246 120256 CP(0) 0,85 37
Bsp572 4 120265 (121733) CP(0) ≤1,22 121350 CP(3) 373 0,32
Bsp572 5 129484 130294 CP all 0,63 8
Bsp666 1 138295 (142991) IMP ≤3,40 140257 CP(3) 354 1,95
Bsp666 2 137055 (139145) CP(3) ≤1,52 138915 CP(3) 607 0,17
Bsp666 3 137275 139037 CP(0) 1,28 209
Bsp666 4 138269 139664 CP(3) 1,01 236
Bsp666 5 148299 149775 CP(0) 1,00 137
Tabelle 9.25. U¨bersicht u¨ber ganzzahlige Lo¨sungen der BSP-Instanzen
fu¨r alle Verfahren auf maximal vier Stunden (TL = 14400s) beschra¨nkt.
Fu¨r fu¨nf der insgesamt 33 BSP-Probleme bleibt die Bestimmung einer
optimalen Lo¨sung offen. Dies sind gleichzeitig die Instanzen mit den gro¨ßten
Integralita¨tslu¨cken zwischen 1,22% und und 3,77%. Durch Branch-and-Price-
and-Cut wird die offene Lu¨cke fu¨r diese Probleme auf weniger als 2% reduziert
(fu¨r drei der fu¨nf offenen Probleme auf weniger als 0,4%).
zopt, zopt−zLP UB
∗−LB∗
Instanz zLP (UB
∗) Alg. %gap LB∗ Alg. #nodes %gap
FRA MUSS 125318 127834 VAS4 2,01 235
FRA km740 63114,2 70023,8 VAS4 10,95 9
FRA km720 78045,9 81498,3 VAS4 4,42 49
FRA km700 84001,8 84279,6 VAS4 0,33 7
FRA km680 109431 (118486) FixCol(3) ≤8,27 114665 VAS4 492 3,33
FRA km660 122648 (127249) FixCol(3) ≤3,75 126003 VAS4 231 0,99
FRA km650 118602 121712 VAS4 2,62 199
FRA km640 141527 (154310) FixVar(2) ≤9,03 144781 VAS4 310 6,58
FRA km620 161593 (162390) VAS4 ≤0,49 162274 VAS4 37 0,07
FRA km600 183351 (199410) FixVar(2) ≤8,76 184600 VAS4 165 8,02
FRA all nlp 539348 (582003) FixVar(0) ≤7,89 539422 VAS4 26 7,89
Tabelle 9.26. U¨bersicht u¨ber ganzzahlige Lo¨sungen der ISBT-Instanzen des DFP
Bei den ISBT-DFP-Problemen konnten fu¨nf der elf Instanzen optimal
gelo¨st werden. Unter diesen fa¨llt FRA km740 durch seine extrem große In-
tegralita¨tslu¨cke von 10,95% auf. Zum Verbessern der unteren Schranke hat
sich bei diesen Problemen durchga¨ngig reines Branch-and-Price mit VAS4
als effizient herausgestellt. Das Schnittebenenverfahren ist – wie zuvor be-
reits analysiert – nicht schnell genug.
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Die Bestimmung guter ganzzahliger Lo¨sungen ist und bleibt fu¨r die ISBT-
Probleme eine nicht-triviale Aufgabe. Selbst fu¨r nicht allzu große Probleme
mit moderaten Rechenzeiten zur Lo¨sung eines Knotens konnten weder u¨ber
die Bestensuche noch u¨ber eine gemischte Tiefen- und Bestensuche (gTBS)
beste ganzzahlige Lo¨sungen bestimmt werden (Ausnahme FRA km620 mit
relativ kleiner Integralita¨tslu¨cke von maximal 0,49%). Erfolgreich in dieser
Hinsicht sind die heuristischen Strategien zum Fixieren von Spalten und Va-
riablen: FixCol und FixVar liefern zusammen fu¨nfmal beste obere Schranken
bei den ISBT-DFP-Problemen.
Die gro¨ßte offene Lu¨cke von ca. 8% bleibt bei den zwei gro¨ßten Instanzen
mit 286 und 589 Auftra¨gen. Wegen der langen Rechenzeiten zur Lo¨sung ei-
nes Master-Programms ist fu¨r diese ein intensives Branching zu aufwendig,
und ganzzahlige Lo¨sungen lassen sich nur u¨ber die heuristischen Rundungs-
Strategien ermitteln. Bei den u¨brigen vier offenen Problemen (FRA km680,
FRA km660, FRA km640 und FRA km620) ist die offene Lu¨cke zwischen
LB∗ und UB∗ geringer.
Bei einer maximalen Rechenzeit von ebenfalls acht Stunden kann man
diese Lo¨sungen mit einem maximalen Fehler im einstelligen Prozentbereich
als akzeptabel werten. Durch Ausdehnen der Rechenzeiten la¨ßt sich natu¨rlich
ein (kleiner) Teil der Lu¨cke weiter schließen, und es werden mo¨glicherweise
noch bessere ganzzahlige Lo¨sungen entdeckt.
Die ersten fu¨nf MFP50%-Instanzen umfassen die zwingend abzuwickeln-
den Transportrelationen des NLPN. Der Vergleich von FRA MUSS bis
SXF MUSS zeigt, daß diese mit einem Fehler von weniger als 5% gelo¨st
werden ko¨nnen. Fu¨r die Hub-Standorte HAJ und SXF ist jeweils die durch
das korrespondierende DFP gegebene Lo¨sung besser als jede berechnete Lo¨-
sung mit Hub-Flu¨gen. Fu¨r die anderen drei Probleme ist der Einsatz von
Hub-Flu¨gen mit – teilweise sehr geringen – Vorteilen verbunden.
A¨hnliche Beobachtungen ergeben sich beim Vergleich der fu¨nf Instanzen
FRA km650 bis SXF km650. Hier kann in drei von fu¨nf Fa¨llen eine bessere
MFP-Lo¨sung als die korrespondierende DFP-Lo¨sung bestimmt werden: Als
Flug-Hub sind FRA, HHN und SXF attraktiv.10 Die Integralita¨tslu¨cke und
der maximale Fehler liegen bei diesen fu¨nf Problemen immer unter 8%.
Die drei kleinsten Problem-Instanzen des MFP50% lassen sich bewie-
sen optimal lo¨sen. Die urspru¨nglich große Integralita¨tslu¨cke der DFP-Instanz
FRA km740 ist hier auf weniger als 2% zusammengeschrumpft. Die zwei In-
stanzen FRA km680 und FRA km660 fu¨hren mit 180 bzw. 199 echten Auf-
10Man beachte, daß die Kosten der Hub-Flu¨ge auf 50% der urspru¨nglichen Kosten ge-
senkt sind. Mit den
”
echten“ Kosten sind Hubflu¨ge generell unattraktiv.
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zopt, zopt−zLP UB
∗−LB∗
Instanz zLP (UB
∗) Alg. %gap LB∗ Alg. #nodes %gap
FRA MUSS 114818 (122608) FixVar(2) ≤6,78 116943 VAS4 598 4,84
HAJ MUSS 124535 (127834) DFP ≤2,65 127000 VAS4 816 0,66
HHN MUSS 124645 127600 VAS4 2,37 455
LEJ MUSS 119688 (125100) VAS4 ≤4,52 122773 VAS4 743 1,90
SXF MUSS 120382 (127834) DFP ≤6,19 122488 VAS4 331 4,36
FRA km740 58125,1 59128,1 VAS4 1,73 9
FRA km720 73795,8 75129,7 VAS4 1,81 49
FRA km700 78439,1 78439,1 VAS4 0,00 27
FRA km680 99547,7 (108804) FixCol(3) ≤9,30 102172 VAS4 280 6,49
FRA km660 111363 (123693) FixCol(3) ≤11,07 113052 VAS4 159 9,42
FRA km650 106422 (114898) FixCol(1) ≤7,96 107419 VAS4 81 6,96
HAJ km650 117942 (121712) DFP ≤3,20 118949 VAS4 50 2,32
HHN km650 97809,3 (105126) FixVar(0) ≤7,48 98103,1 VAS4 27 7,16
LEJ km650 113693 (121712) DFP ≤7,05 113992 VAS4 35 6,77
SXF km650 115061 (120306) FixVar(0) ≤4,56 115676 VAS4 40 4,00
FRA km640 131570 (154310) DFP ≤17,28 131704 VAS4 32 17,16
FRA km620 148849 (162390) DFP ≤9,10 148849 zLP 1 9,10
FRA km600 166652 (199410) DFP ≤19,66 166652 zLP 1 19,66
HAJ km600 180323 (196958) FixCol(0) ≤9,23 180323 zLP 1 9,23
HHN km600 154671 (199410) DFP ≤28,93 154671 zLP 1 28,93
LEJ km600 172237 (199410) DFP ≤15,78 172237 zLP 1 15,78
SXF km600 175558 (199410) DFP ≤13,59 175558 zLP 1 13,59
Tabelle 9.27. U¨bersicht u¨ber ganzzahlige Lo¨sungen der ISBT-Instanzen des
MFP50%
tra¨gen in den Grenzbereich der mit den Methoden der Arbeit gut ganzzahlig
lo¨sbaren Probleme. U¨ber die VAS4 werden die unteren Schranken deutlich
angehoben, jedoch mangelt es an guten ganzzahligen Lo¨sungen. Ein Fehler
von maximal 6,49% bzw. 9,42% ist nicht vernachla¨ssigbar.
Aus algorithmischer Sicht sind die generellen Beobachtungen bei den
ISBT-DFP-Instanzen auch auf die ISBT-MFP50%-Instanzen u¨bertragbar.
Branch-and-Price kann mittels VAS4 bei nicht zu großen Problemen die un-
tere Schranke heben. Bei Problemen, welche nicht bereits optimal gelo¨st sind,
ist das Finden ganzzahliger Lo¨sungen meist sehr schwierig, und die heuri-
stischen Strategien repra¨sentieren die erfolgreichsten Verfahren. Gute obere
Schranken UB∗ sind oft durch das korrespondierende DFP gegeben, insbe-
sondere weil eine direkte Lo¨sung des MFP aufwendig ist.
Fu¨r die gro¨ßten MFP-Instanzen (das sind FRA km620, FRA km600 bis
SXF km600 und FRA all nlp) wurde nicht versucht, die jeweilige untere
Schranke systematisch zu verbessern. Die extrem langen Rechenzeiten des
Master-Programms und die Schwierigkeiten bei der Bestimmung guter ganz-
zahliger Lo¨sungen lassen das gesamte Verfahren hier ungeeignet erscheinen.
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Zusammenfassung zu ganzzahlig gelo¨sten Instanzen
Fu¨r das reine Direktflugproblem sind die entwickelten Methoden als erfolg-
reich zu werten. Eine Integralita¨tslu¨cke von weniger als 10%, typischerweise
sogar deutlich darunter, spricht fu¨r gute untere Schranken. Diese ermo¨gli-
chen fu¨r einige Probleme das vollsta¨ndige Schließen der Integralita¨tslu¨cke
und fu¨r nicht zu große Instanzen die systematische Suche nach ganzzahligen
Lo¨sungen mit Hilfe von Branch-and-Price. Zusa¨tzliche Schnittebenen haben
insbesondere bei den BSP-Instanzen zur deutlichen Verbesserung der unteren
Schranke beigetragen und zum Teil erst das Bestimmen bewiesen optimaler
Lo¨sungen ermo¨glicht.
Andererseits bleibt ein eher uneinheitliches Ergebnis fu¨r das gemischte
Direkt- und Hubflugproblem festzuhalten: Gro¨ßere ISBT-MFP50%-Probleme
ko¨nnen nicht befriedigend ganzzahlig gelo¨st werden. Ihre besten oberen
Schranken resultieren aus den oberen Schranken der korrespondierenden
DFP-Probleme. Hingegen lassen sich fu¨r Instanzen mit bis zu 400 U¨ber-
deckungsrestriktionen (200 Auftra¨gen) ganzzahlige Lo¨sungen finden, welche
besser sind als die korrespondierenden DFP-Lo¨sungen. Fu¨r diese Instanzen
ist ein Abarbeiten einiger Hundert Knoten des Branch-and-Price-Suchbaums
praktikabel, so daß einerseits ein systematisches Anheben der unteren Schran-
ke und andererseits eine intensive Suche nach ganzzahligen Lo¨sungen betrie-
ben werden kann. Der maximal mo¨gliche Fehler in diesen errechneten ganz-
zahligen Lo¨sungen liegt meist bei weniger als 7%.
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Das Design komplexer Transportnetzwerke birgt große Potentiale zur Kosten-
reduktion und zur Verbesserung der Service-Qualita¨t. Insbesondere gilt dies
fu¨r die Planung von großen Regelnetzen, bei denen bereits aus Einsparun-
gen von wenigen Prozent wegen der regelma¨ßigen Wiederholung der Abla¨ufe
hohe Gesamtbetra¨ge resultieren.
Der Beitrag dieser Dissertation besteht in der Modellierung und Lo¨-
sung speziell strukturierter Service-Netzwerk-Design-Probleme fu¨r zweistu-
fige Transportsysteme, bei denen Services des inneren Netzwerks entweder
direkte Transporte oder Transporte zwischen Umladeterminals und einem
zentralen Hub sind. Wesentliche taktische Planungsaufgaben sind die Aus-
wahl und die zeitliche Festlegung (das Scheduling) der Services; dies umfaßt
insbesondere die Wahl der Umladeterminals und Umladezeitpunkte. Gerade
dieser Aspekt der Koordination von innerem und a¨ußerem Netzwerk ist bis-
her in der Literatur nur unzureichend behandelt worden. Exemplarisch wird
mit dem DFP und dem MFP zum Flugnetz-Design des Nachtluftpostnetzes
fu¨r den Brieftransport der Deutschen Post AG eine praktische Anwendung
vorgestellt.
Entsprechend dem Aufbau dieser Arbeit lassen sich die Ergebnisse aus
drei unterschiedlichen Perspektiven betrachten: Modellierung, Methoden und
Rechenergebnisse.
Modellierung: Der Anspruch an ein Modell besteht fu¨r uns in der Abbil-
dung aller relevanten Eigenschaften des realen Problems und der Lo¨sbarkeit
des Modells in dem Sinne, daß ein bestimmtes Lo¨sungsverfahren unterstu¨tzt
wird, so daß schließlich Lo¨sungen errechnet und in die Realwelt zuru¨cktrans-
feriert werden ko¨nnen. Wu¨nschenswert ist ferner eine U¨bertragbarkeit des
Modells von einer konkreten Aufgabenstellung auf eine allgemeine Klasse
von Problemen.
Die Voraussetzungen an das reale zweistufige Transportsystem, welche
bei der Modellbildung angenommen wurden, sind so allgemein gehalten, daß
sich derartige Problemstellungen in vielen Bereichen der Transportlogistik
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wiederfinden lassen. Umgekehrt ero¨ffnet die spezielle Struktur des inneren
Netzwerks neue Mo¨glichkeiten bei der Modellierung und bei der zur Lo¨sung
eingesetzten Methodik.
Neben der Auswahl und zeitlichen Terminierung von Services ist die ein-
deutige Zuordnung von Auftra¨gen zu den Services ein wesentlicher Teil des
Modells. Die Zuordnungen respektieren dabei viele praktisch relevante An-
forderungen, wie individuelle Zeitfenster von Transportauftra¨gen, O¨ffnungs-
zeiten von Terminals, Be- und Entladezeiten fu¨r Transportmittel sowie ggf.
Zeitfenster fu¨r den Hubumschlag. Die neu entwickelten Modelle beru¨cksichti-
gen heterogene Flotten und komplexe Abha¨ngigkeiten zwischen Services wie
die Repositionierung und die Beschra¨nkung bestimmter Gruppen von Trans-
porten.
Aus Sicht der Modellierung ist der Set-Covering-Ansatz, welcher den
DFP- und MFP-Master-Programmen zugrunde liegt, klassisch. Neuartig ist
die Abbildung des kompletten zeitlichen Aspekts u¨ber die Kompatibilita¨t
von Auftra¨gen. Alle Fragen der Zula¨ssigkeit reduzieren sich auf diese Kom-
patibilita¨t und die Beachtung einer Kapazita¨tsrestriktion. Die DFP- und
MFP-Modelle (3.6), (3.11) und das Master-Programm der Dantzig-Wolfe-
Dekomposition (5.4) sind diskret und kommen ohne kontinuierliche Variablen
zur Modellierung von Zeitpunkten aus.
Die genaue Analyse von Teil-Strukturen der DFP- und MFP-Modelle,
wie sie in Kap. 5 durchgefu¨hrt wurde, erlaubt die Angabe aller relevanten
Abflugzeitpunkte fu¨r Flu¨ge des inneren Netzwerks. Auf diese Weise la¨ßt sich
eine minimale Menge von terminierten Flu¨gen angeben, die auch fu¨r andere
Modelle und Verfahren gewinnbringend eingesetzt werden kann.
Die hier vorgestellte Modellierung zum Bilden von Auftrags-Clustern ist
neuartig: Die Orientierung an den am schwierigsten zu realisierenden Auf-
tra¨gen ist effizient und erzeugt, wie die empirischen Untersuchungen zeigen,
im Mittel nur kleine Fehler.
Klar sind die Grenzen des DFP- und des MFP-Modells: Sie lassen sich
nur sehr schlecht auf la¨ngere Routen im inneren Netzwerk erweitern. Echte
Multi-Hub-Systeme ko¨nnen nicht abgebildet werden, es sei denn, man legt
a priori einen bestimmten Hub fu¨r jeden Transportauftrag fest.
Methoden: Die Dekomposition ist die zentrale Technik der Arbeit. Als
Mittel zur Komplexita¨tsreduktion bedient man sich einer heuristischen De-
komposition zur Entkopplung von innerem und a¨ußerem Netzwerk.
Erheblich interessanter ist die verwendete Dantzig-Wolfe-Dekomposition
des DFP- und des MFP-Modells selbst. Sie ist die grundlegende Voraus-
setzung fu¨r die eingesetzte Lo¨sungsmethodik des Branch-and-Price. Ein we-
sentlicher Unterschied zu den gebra¨uchlichen Modellen des Service-Netzwerk-
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Designs liegt in der Art der Zerlegung und den unterschiedlichen resultieren-
den Master-Programmen und Pricing-Problemen:
Die in der Literatur beschriebenen Column-Generation-Verfahren zur Lo¨-
sung von Service-Netzwerk-Design-Problemen mit komplexen Services be-
treiben eine Dekomposition nach Gu¨tern. Alle relevanten Services werden
a priori enumeriert. Beim Pricing werden dann einerseits fu¨r jedes Gut ein
Ku¨rzeste-Wege-Problem gelo¨st und ein entsprechender Pfad bzw. Baum dem
Master-Programm hinzugefu¨gt. Andererseits werden Service-Variablen durch
explizites Pricing (explizite Durchsicht der reduzierten Kosten aller Services)
generiert.
Im Gegensatz dazu werden die DFP- und MFP-Modelle nach potentiel-
len Flu¨gen, d.h. nach Services zerlegt. Das resultierende Subproblem ist ein
sog. Cliquen-Rucksack-Problem, welches fu¨r die hier auftretenden Intervall-
Graphen als eine Folge von Rucksack-Problemen gelo¨st werden kann. Da-
zu werden vorab alle zugeho¨rigen maximalen Cliquen enumeriert und in je-
dem Iterationsschritt des Master-Programms entsprechende Rucksackproble-
me gelo¨st. Die maximalen Cliquen stehen in eindeutiger Korrespondenz zu
allen relevanten terminierten Flu¨gen, die Lo¨sungen der Rucksackprobleme
entsprechen ihrerseits beladenen Flu¨gen.
Diese alternative Form der Dekomposition beruht auf der Single-Source-
Eigenschaft der Auftra¨ge beim DFP und MFP, welche eine eindeutige Zu-
ordnung des kompletten Auftrags zu einem Service fordert. Insgesamt a¨hneln
das DFP und das MFP weniger Routing-Problemen, sie sind eher Probleme
mit Zuordnungscharakter, Fixkosten und weiteren die Services koppelnden
Bedingungen. Der Zuordnungscharakter von DFP und MFP wird gezielt fu¨r
einige in Kap. 6 ausgearbeitete Verzweigungsregeln des Branch-and-Price und
die in Kap. 7 hergeleiteten Schnittebenen genutzt.
Die LP-Relaxation der DFP- und MFP-Master-Programme kann mit den
in Kap. 5 bereitgestellten Methoden bei nicht zu großen Instanzen schnell
gelo¨st werden und produziert erfahrungsgema¨ß gute untere Schranken. Die
Variablen-Auswahl-Strategien des Kap. 6 mit Hierarchien von Regeln zum
Verzweigen auf gebrochenen Lo¨sungen ko¨nnen als Teil eines exakten oder
heuristischen Vorgehens benutzt werden und liefern ganzzahlige Lo¨sungen.
Die Integration von Schnittebenen in den Branch-and-Price-Ansatz, wie sie
in Kap. 7 vorgeschlagen ist, tra¨gt fu¨r einige DFP zur weiteren Verbesserung
der unteren Schranken bei. In Kap. 8 sind einige Techniken zur Beschleuni-
gung vorgeschlagen und in Kap. 9 auf ihre Wirksamkeit untersucht worden.
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Rechenergebnisse: Die ausfu¨hrlichen Testrechnungen des Kap. 9 zeigen
die Leistungsfa¨higkeit und auch die Grenzen der erarbeiteten Modelle und der
Lo¨sungsmethodik. Das implementierte Verfahren wurde auf 67 verschiedene
Problem-Instanzen des DFP und des MFP angewandt.
Erfolge: Direktflugprobleme mit bis zu 400 Auftra¨gen ko¨nnen gut mit der
in der Arbeit entwickelten Lo¨sungsmethodik untersucht werden. Das Clustern
der Transportauftra¨ge macht es mo¨glich, auch fu¨r sehr viel gro¨ßere DFP
ganzzahlige Lo¨sungen mit einem Fehler im einstelligen Prozentbereich zu
bestimmen. Fu¨r viele kleine und mittlere Problem-Instanzen mit bis zu 200
(geclusterten) Auftra¨gen kann sogar eine optimale Lo¨sung errechnet werden.
Beim MFP lassen sich Instanzen mit bis zu ca. 200 Auftra¨gen auf ganzzahlige
Lo¨sungen hin untersuchen.
Die Rechenzeiten im Bereich von Minuten bis zu einigen Stunden er-
scheinen akzeptabel, denn fu¨r eine taktische Planung zum Netzwerk-Design
muß meist nur eine kleine Zahl mo¨glicher Szenarios analysiert werden. Test-
Rechnungen ko¨nnen – da keine Interaktion mit einem Benutzer no¨tig ist –
u¨ber Nacht ablaufen.
Fu¨r die konkrete Anwendung bei der Deutschen Post AG ergeben sich aus
der Arbeit folgende Schlußfolgerungen: Die entwickelten Algorithmen gestat-
ten es, verschiedenste Szenarios zur ku¨nftigen Entwicklung des Nachtluft-
postnetzes durchzuspielen. Ferner implizieren die in Kap. 9 durchgefu¨hrten
Rechnungen folgende, ho¨chst bemerkenswerte Aussage:11 Fu¨r das Nachtluft-
postnetz ist die Benutzung eines Flug-Hubs bei ausschließlicher Orientierung
an den Kosten nicht sinnvoll. Ein Direktflugnetz ist nicht teurer, da insbe-
sondere auch die nicht unerheblichen Kosten fu¨r das Betreiben des Hubs in
einem Direktflugnetz wegfallen.12
Gea¨nderte politische Rahmenbedingungen, wie bspw. ein mo¨gliches
Nachtflugverbot fu¨r den Flughafen Frankfurt a.M., werden die Deutsche Post
AG vielleicht schon bald zur Aufgabe des Hubs in Frankfurt und einer weit-
reichenden Umgestaltung des Flugnetzes zwingen.
Grenzen und Perspektiven: Die Gro¨ße der Instanzen, insbesondere die An-
zahl der Auftra¨ge, zeigt die Grenzen des implementierten Verfahrens. MFP
11Die aus Decision Support System ISBT-Netzplanung entnommenen Daten und das
ebenfalls in ISBT-Netzplanung implementierte Kostenmodell fu¨r Flu¨ge bilden die Grund-
lage der untersuchten Test-Probleme.
12In den Rechnungen wurden keine Kosten fu¨r das Betreiben eines Hubs und das Hand-
ling, also das Ausladen, Sortieren und Laden der Briefpost, eingerechnet.
Ein anderer Aspekt, na¨mlich die hohe Service-Qualita¨t in der Main-Metropole Frankfurt,
spricht allerdings auch weiterhin fu¨r diesen Flug-Hub: Spa¨te Postsendungen ko¨nnen per
Auto direkt zum Flug-Hub geliefert werden und erreichen u¨ber die Flu¨ge des Hub-Sterns
viele Teile Deutschlands noch am folgenden Tag.
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mit mehr als 200 Auftra¨gen besitzen große Master-Programme mit mehr als
400 U¨berdeckungsrestriktionen und dicht besetzten Koeffizientenmatrizen.
Die LP-Reoptimierung stellt hierbei eindeutig den Flaschenhals des Verfah-
rens dar, denn trotz der vielen zu lo¨senden Rucksack-Probleme ist das Pricing
in keinem Fall zeitkritisch. Die Lo¨sung noch gro¨ßerer MFP scheitert an den
schnell wachsenden Rechenzeiten zur Reoptimierung des Master-Programms,
die das Finden ganzzahliger Lo¨sungen selbst mit heuristischen Methoden aus-
sichtslos langsam erscheinen lassen.
Dennoch erlaubt die untere Schranke, welche durch die LP-Relaxation des
Master-Programms bestimmt wird, mitunter interessante Aussagen auch fu¨r
sehr große DFP- und MFP-Instanzen: In manchen Fa¨llen impliziert na¨mlich
ein Vergleich der unteren Schranke des MFP mit einer oberen Schranke des
korrespondierenden DFP, daß die Benutzung eines Hubs wenig Potential fu¨r
Verbesserungen besitzt.
Es besteht auch weiterhin Bedarf an verbesserten oder neuen Methoden
und Algorithmen: Zuku¨nftige Entwicklungen ko¨nnten, basierend auf dem-
selben Dekompositionsansatz, zu Lagrange-basierten Verfahren u¨bergehen.13
Hilfreich wa¨re auch ein schnelleres Separationsverfahren, um mehr Profit aus
den Schnittebenen zu schlagen. Schließlich ist mit den Techniken zum Fixie-
ren von Spalten und Variablen erst ein Anfang auf dem Weg zu einem ausge-
feilten heuristischen Verfahren beschritten. Die Zukunft liegt sicherlich in der
Integration komplexerer Heuristiken, die sich bei der Suche nach ganzzahligen
Lo¨sungen an den primalen und dualen Informationen des Master-Programms
orientieren und zusa¨tzliche Strategien zum Reparieren von Unzula¨ssigkeiten
beinhalten.
Die vorliegende Arbeit hat aufgezeigt, wie problembezogene Modellie-
rung eines realen Planungsproblems und die Entwicklung leistungsfa¨higer
Algorithmen aufeinander aufbauen ko¨nnen. Das hier eingesetzte Branch-and-
Price-and-Cut stellt als LP-basiertes Verfahren zur Lo¨sung von ganzzahligen
Problemen mit vielen Variablen und vielen Nebenbedingungen den derzeiti-
gen Stand der Lo¨sungstechnik dar.
Branch-and-Price-and-Cut ist nicht beschra¨nkt auf das Transportnetz-
werk-Design, sondern kann auf vielerlei schwierige ganzzahlige und kom-
binatorische Optimierungsprobleme angewandt werden. Die Arbeit an den
zugeho¨rigen Methoden ist keineswegs abgeschlossen, sondern ero¨ffnet ein
spannendes Feld fu¨r die weitere Forschung: So besteht fu¨r viele Probleme
Bedarf an sta¨rkeren Modellen sowie leistungsfa¨higen Schnittebenen und Se-
13Eine neue und erfolgreiche Anwendung Lagrange-basierter Optimierung ist fu¨r sehr
große Probleme der Dienstplanung im O¨PNV (Crew Scheduling) in [BGL01] beschrieben.
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parationsverfahren, welche mit den jeweiligen Pricing-Techniken kompatibel
sind. Schließlich ko¨nnen neue Algorithmen von der Entwicklung problem-
angepaßter Mechanismen zur flexibleren Steuerungen des Wechsels zwischen
Variablen-Generierung und Schnittebenen-Separation profitieren.
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Anhang
I. Symbole
1 Eins-Vektor, 1 = (1, . . . , 1)T
A Menge der Flugzeugtypen, Muster
cfixf Fixkosten fu¨r die Durchfu¨hrung eines potentiellen Flugs f
cfeedrf Kosten der Zuordnung des Auftrags r zum potentiellen
Flug f
c˜(·) reduzierte Kosten von
C Clique, vollsta¨ndiger Teilgraph
Cfi i-te maximale Clique des Intervall-Graphen G
f
δ+(v) Menge der aus einem Knoten v hinausfu¨hrenden Bo¨gen,
Vorwa¨rts-Stern von v
δ−(v) Menge der in einen Knoten v hineinfu¨hrenden Bo¨gen,
Ru¨ckwa¨rts-Stern von v
eft beladener Flug zum potentiellen Flug f , Vektor e
f
t =
(xrf , yf ) ∈ {0, 1}
|R(f)|+1
f potentieller Flug f = (a, k, l) ∈ F
F Menge der potentiellen Flu¨ge
F ferry Menge der Ferry-Flu¨ge
Gf Intervall-Graph Gf = (R(f), E(f)) zum potentiellen Flug
f ∈ F
k Startflughafen k ∈ P
k Gut bei MCNF- oder SND-Problem
K Menge der Gu¨ter
l Zielflughafen l ∈ P
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λ Vektor der Entscheidungsvariablen des RMP oder MP
λft Entscheidungsvariable des t-ten beladenen Flugs zum po-
tentiellen Flug f
LLB(pi, µ, ζ) Lagrangean Lower Bound, (4.6)
mf Anzahl der Elemente von Xf \ {0}
µf dualer Preis der Konvexita¨tsbedingung zum potentiellen
Flug f
na Anzahl der verfu¨gbaren Flugzeuge des Typs a ∈ A
nf Anzahl der maximalen Cliquen zu PPf
ntake−offk maximale Zahl von Starts am Flughafen k ∈ P
nlandingk maximale Zahl von Landungen am Flughafen k ∈ P
NP nicht-deterministisch polynomial
O (f(n)) Landausches Symbol, von der Gro¨ßenordnung f(n)
PPf Pricing-Problem zum potentiellen Flug f
pk Pfad des Gutes k ∈ K
p(v), pv Profit eines Gegenstands v im Rucksack-Problem oder
CKP
pir dualer Preis der U¨berdeckungsbedingung zum Auftrag r
P Menge der Flugha¨fen
Qa Kapazita¨t eines Flugzeugs vom Typ a
qr Bedarf, Menge des Auftrags r ∈ R
r Auftrag r ∈ R
R Menge der Transportauftra¨ge, Auftra¨ge
R(f) Menge der potentiellen Transportauftra¨ge des potentiellen
Flugs f ∈ F
σA dualer Preis der zusa¨tzlichen Bedingung zu A = (FA, nA) ∈
A
TW take−offk Zeitfenster, in dem ein Flugzeug am Flughafen k starten
darf
TW landingk Zeitfenster, in dem ein Flugzeug am Flughafen k landen
darf
τka dualer Preis der Repositionierung am Flughafen k zum
Flugzeugtyp a
xrf Entscheidungsvariable fu¨r Zuordnung von Auftrag r zum
potentiellen Flug f
280
Anhang
Xf , Xk von den einfachen Restriktionen gebildeter zula¨ssiger Be-
reich (Block f bzw. k)
X von den einfachen Restriktionen gebildeter zula¨ssiger Be-
reich
yf Entscheidungsvariable fu¨r den Einsatz eines potentiellen
Flugs f
zf Entscheidungsvariable fu¨r die Anzahl der Ferry-Flu¨ge vom
Typ f ∈ F ferry
Z Menge aller zula¨ssigen Lo¨sungen
Formelzeichen:
m ∈ M m ist ein Element der Menge M
m /∈ M m ist kein Element von M
M1 ⊆ M2 M1 ist eine Teilmenge von M2
M1 ⊂ M2 M1 ist eine echte Teilmenge von M2
M1 ∪M2 Vereinigungsmenge der Mengen M1 und M2
M1 ∩M2 Schnittmenge der Mengen M1 und M2
M1 \M2 Differenzmenge von M1 und M2, {m ∈ M1 : m /∈ M2}
M1 + M2 Partitionierung der Menge M = M1∪M2 mit M1∩M2 = ∅
|M | Kardinalita¨t einer Menge M
N Menge der natu¨rlichen Zahlen, N = {1, 2, 3, . . .}
Z Menge der ganzen Zahlen, Z = {0, 1,−1, 2,−1, . . .}
Q Menge der rationalen Zahlen
R Menge der reellen Zahlen
⊕ direkte Summe von Vektorra¨umen
xT transponierter Vektor x
AT transponierte Matrix A
|x| Betrag von x
bxc gro¨ßte ganze Zahl kleiner oder gleich x
dxe kleinste ganze Zahl gro¨ßer oder gleich x
 Ende des Beweises, q.e.d.
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Abku¨rzungen:
BZ Briefzentrum
BZA Briefzentrum Abgang (aus der Sicht des Hauptlaufs)
BZE Briefzentrum Eingang (aus der Sicht des Hauptlaufs)
CKP Cliquen-Rucksack-Problem (clique knapsack problem)
DPAG Deutsche Post AG
DFP Direktflugproblem (direct flight problem)
DSS Decision Support System
IMP ganzzahliges Master-Programm (integer master program)
KAS Knoten-Auswahl-Strategie (bei Branch-and-Bound)
LP Lineare Programmierung bzw. Lineares Programm
MCNF Mehrgu¨ter-Flußproblem (multi commodity network flow
problem)
MFP gemischtes Direkt- und Hubflugproblem (mixed flight pro-
blem)
MIP Gemischt-Ganzzahliges Lineares Programm (mixed integer
program)
MP Master-Programm
NLPN Nachtluftpostnetz
PP Pricing-Problem
RMP eingeschra¨nktes Master-Programm (restricted master pro-
gram)
SND Service-Netzwerk-Design
VAS Variablen-Auswahl-Strategie (beim Branching)
VRP(TW) Vehicle Routing Problem (mit Zeitfenstern)
WLP Warehouse Location Problem
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II. Beweis von Satz 4.1
Satz 4.1 Es sei UB eine beliebige obere Schranke fu¨r das ganzzahlige Master-
Program IMP (4.10), (piT , µT ) seien (zula¨ssige) duale Preise des RMP bzw.
MP (4.4) und es seien x∗,k ∈ Xk optimale Lo¨sungen der Pricing-Probleme
PPk mit reduzierten Kosten ζ
k := c˜k(x∗,k).
Falls fu¨r einen Extremalpunkt xki ∈ Xk mit zugeho¨riger Variable λki in
Modell (4.10) die Ungleichung
c˜k(xki)− ζk > UB − LLB(pi, µ, ζ)
gilt, so folgt λ∗,ki = 0 fu¨r jede optimale Lo¨sung λ∗ des IMP (4.10).
Beweis: Es sei λ∗ = (λ∗,ki)k=1,...,K,i=1,...,tk eine optimale Lo¨sung
von (4.10), welche Zielfunktionswert zopt hat. Dann gilt nach Vor-
aussetzung zopt ≤ UB. Die Multiplikation aller Komponenten von
λ∗ = (λ∗,ki) mit den Werten c˜k(xki)− ζk) liefert folgende Kette von
(Un-)Gleichungen:
K∑
k=1
tk∑
i=1
(
c˜k(xki)− ζk
)
λ∗,ki (A.2a)
=
K∑
k=1
tk∑
i=1
(
(ck
T
− piT A1k)x
ki − µk − ζk
)
λ∗,ki (A.2b)
=
K∑
k=1
tk∑
i=1
(ck
T
xki)λ∗,ki − piT
(
K∑
k=1
tk∑
i=1
(A1kx
ki)λ∗,ki
)
−
K∑
k=1
µk
tk∑
i=1
λ∗,ki −
K∑
k=1
ζk
tk∑
i=1
λ∗,ki (A.2c)
= zopt − pi
T b1 − µT 1 −
K∑
k=1
ζk (A.2d)
≤ UB − LLB(pi, µ, ζ) (A.2e)
Alle Koeffizienten (c˜k(xki) − ζk) in (A.2a) sind nicht-negativ. Dies
ist erfu¨llt, da ζk die optimale Lo¨sung des Pricing-Problems PPk ist,
also c˜k(xk) ≥ ζk gilt. Ist aber einer der Koeffizienten eines λ∗,ki im
Term (A.2a) strikt gro¨ßer als die rechte Seite UB − LLB(pi.µ, ζ),
so kann die Ungleichung nur durch λ∗,ki = 0 erfu¨llt werden. Die
Aussage des Satzes ist damit gezeigt. 
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III. Stabilized Column-Generation
Degeneration und steigende Gro¨ße des RMP fu¨hren in vielen Anwendungen
zu Problemen bei der Konvergenz des Column-Generation-Verfahrens. Eini-
ge Autoren beschreiben das Pha¨nomen, daß die dualen Preise des RMP in
den Iterationen des Master-Programms großen Schwankungen unterworfen
sind. Extrem große Werte oder ein Alternieren der dualen Preise fu¨hren zu
langsamer Konvergenz des RMP.
Stabilized Column-Generation kann als die Verbindung des Anbringens
kleiner Sto¨rungen auf das RMP (engl.: perturbation) und der Boxstep-Me-
thode [MHB75] zur Beschra¨nkung der dualen Preise interpretiert werden. In
[dVDH99] beschreiben du Merle et al. das Prinzip des Stabilized Column-
Generation im Kern wie folgt:
Gegeben sei ein mittels Column-Generation zu lo¨sendes, zula¨ssiges und
beschra¨nktes Problem (P )
zP := minx≥0{c
T x : Ax = b}
(die Koeffizientenmatrix A entha¨lt entgegen der Notation in Kap. 4 fu¨r ein
Master-Programm auch die Konvexita¨tsrestriktionen) mit dualem Problem
(D)
maxpi{b
T pi : AT pi ≤ c}.
Degeneration kann durch Hinzufu¨gen von beschra¨nkten Schlupf- und U¨ber-
flußvariablen in einem Problem (Pε)
min
(x,y+,y−)≥0
{cT x+ : Ax− yi + y+ = b, y−, y+ ≤ ε}
gehemmt werden, wobei ε−, ε+ ≥ 0 als ”
kleine Sto¨rungen“ zu wa¨hlen sind.
Die Beschra¨nkung der dualen Variablen pi auf einen Wu¨rfel [δ−, δ+] im dualen
Raum kann im primalen Modell (Pδ) durch
min
(x,y−,y+)≥0
{cT x− δT−y− + δ
T
+y+ : Ax− y− + y+ = b}
erreicht werden. In der Boxstep-Methode werden duale Preise in einer Folge
von Iterationen jeweils auf ein Intervall [δ−, δ+] (Box) eingeschra¨nkt, das
eingeschachtelte Problem gelo¨st und anschließend die Box durch Anpassen
von δ−, δ+ verschoben.
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Beide Ideen – Perturbation und Boxstep-Methode – fu¨hren auf das sta-
bilisierte Programm (P˜ )
zP˜ = min c
T x˜− δT−y− + δ
T
+y+
so daß
Ax˜− y− + y+ = b
y− ≤ ε−
y+ ≤ ε+
x˜, y−, y+ ≥ 0
mit zugeho¨rigem dualen Problem (D˜)
max bT p˜i − εT−ω− + ε
T
+ω+
so daß
AT p˜i ≤ c
−p˜i − ω− ≤ −δ−
p˜i − ω+ ≤ δ+
ω−, ω+ ≥ 0.
Im Spezialfall ε− = ε+ = ∞ entspricht (P˜ ) der Boxstep-Methode. Die Idee
hinter dem Modell (P˜ ) ist es, die Schlupf- und U¨berflußvariablen y−, y+ ≥ 0
mit δ− bzw. δ+ zu bestrafen. Man kann das dualen Problem (D˜) wegen
δ− − ω− ≤ p˜i ≤ δ+ + ω+ so interpretieren, daß bei Verlassen des Wu¨rfels
[δ−, δ+] die dualen Preise p˜i entsprechend dem Abstand zum Wu¨rfel mit ε−, ε+
pro Einheit bestraft werden. Folgende Resultate sind wesentlich:
(P˜ ) ist eine Relaxation von P .
Fu¨r optimale Lo¨sungen x∗, pi∗, (x˜∗, y∗−, y
∗
+) und (p˜i
∗, ω∗−, ω
∗
+) von (P ), (D), (P˜ )
bzw. (D˜) gilt:
zP˜ = c
T x˜∗ − δT−y
∗
− + δ
T
+y
∗
+ ≤ b
T p˜i∗ ≤ cT x∗ = zP
Ferner sind die Probleme (P ) und (P˜ ) genau dann a¨quivalent, wenn
(I) ε− = ε+ = 0 gilt oder
(II) δ− < p˜i
∗ < δ+ gilt (folgt aus der Complementary Slackness).
Zur Stabilisierung des Column-Generation-Verfahrens wird (P˜ ) anstelle
von (P ) gelo¨st, wobei im Laufe des Verfahrens durch Anpassen von ε−, ε+,
δ− und δ+ eine oder beide Bedingungen (I) und (II) erfu¨llt werden. Zur
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Lo¨sung eines großen RMP mit Set-Partitioning-Struktur schlagen du Merle
et al [dVDH99, S. 233f] folgendes Vorgehen vor: Die Box fu¨r jeden dualen
Preis pii (i entspricht der i-ten Restriktion des Set-Partitioning-Problems)
durchla¨uft in mehreren Stufen die Intervalle [50, 100], [0, 100], [−50,∞) und
(−∞,∞). Die Werte fu¨r die Sto¨rungen ε− werden zufa¨llig aus dem Bereich
[9, 11] gewa¨hlt, die fu¨r die Sto¨rungen ε+ zufa¨llig aus [0, 10
−4]. Diese Wahl der
Parameter modelliert ein stabilisiertes Set-Covering-Problem, bei dem ein
sehr geringfu¨giges Nicht-Erfu¨llen einer U¨berdeckungsbedingung mo¨glich ist.
Mehrfach-U¨berdecken einer Zeile wird bis zu einer Zahl von ungefa¨hr zehn
U¨berdeckungen zugelassen, jedoch moderat bestraft. Im Laufe des Verfahrens
bleiben die ε−, ε+ fix, die Anpassung der Box [δ−, δ+] geschieht in drei Stufen
jeweils dann, wenn der Column-Generation-Prozeß stagniert. Hierbei kann
als Kriterium die Zahl der neu generierten Spalten, die Lagrangean Lower
Bound oder ein alternatives Abbruchkriterium benutzt werden.
Fu¨r weitere Details und die Anwendung des Stabilized Column-Genera-
tion auf Crew-Scheduling und p-Median-Probleme sei auf die Originalarbeit
von du Merle et al. [dVDH99] verwiesen.
Fu¨r das DFP/MFP bietet sich eine analoge Modellierung des MP als
stabilisiertes Set-Covering-Modell an. Die Stabilisierung kann ausschließlich
auf die Partitionierungs-Bedingungen (3.6b) bzw. (3.11b) bezogen werden
(U¨berfluß und Schlupfvariablen sowie stabilisierte duale Preise nur fu¨r diese
Restriktionen). Nur fu¨r den Wurzel-Knoten des Branch-and-Price-Verfahrens
erscheint Stabilized Column-Generation zielgerecht. In jedem anderen Kno-
ten des Suchbaums liegt ein RMP vor, welches bereits angepaßte duale Preise
besitzt.
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IV. Tabellen mit den charakteristischen Daten
der Instanzen und detaillierten Rechenergeb-
nissen
Dieser Abschnitt entha¨lt die in Abschnitt 9.2 kommentierten Daten zu den
sechs Gruppen von Instanzen:
A.1 BSP-Instanzen des DFP, nicht geclustert
A.2 BSP-Instanzen des DFP, geclustert
A.3 ISBT-Instanzen des DFP, nicht geclustert
A.4 ISBT-Instanzen des DFP, geclustert
A.5 ISBT-Instanzen des MFP, nicht geclustert
A.6 ISBT-Instanzen des MFP, geclustert
Ferner sind die detaillierten Ergebnisse zu folgenden Untersuchungen aufge-
fu¨hrt:
A.7 Rechenergebnisse zur Variation der Kosten der Hubflu¨ge, Teil 1
A.8 Rechenergebnisse zur Variation der Kosten der Hubflu¨ge, Teil 2
A.9 Rechenergebnisse zu Variablen-Auswahl-Strategien (VAS)
A.10 Rechenergebnisse zu Schnittebenen-Strategien (CP)
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Problemgro¨ße Auftra¨ge (min /∅/ max u¨ber r ∈ R) pot./term. Flu¨ge (min /∅/ max u¨ber f ∈ F )
Instanz |P | |A| |R| qr |TWinn(r)| maxf TWf (r) |Fr| |F | |{(f ; t)}| Qa |R(f)| |Cmax|
Bsp097 1 13 8 97 2/19/161 173/278/370 58/148/233 12/48/104 605 3441 603/2018/4595 1/7/21 1/5/18
Bsp122 1 13 8 122 1/22/283 171/274/360 38/145/225 8/44/94 629 3553 603/2032/4595 1/8/26 1/6/17
Bsp122 2 12 8 122 1/22/283 171/274/360 35/144/225 8/35/64 529 2883 603/2018/4595 1/8/26 1/6/17
Bsp122 3 11 7 122 1/22/283 171/272/360 35/142/225 7/27/50 383 2256 603/1639/3394 1/8/26 1/6/17
Bsp122 4 12 7 122 1/22/283 143/267/360 29/142/225 7/36/74 420 2789 603/1619/3394 1/10/26 1/7/17
Bsp122 5 11 7 122 1/22/283 150/267/360 6/136/225 4/29/60 395 2389 603/1628/3394 1/9/26 1/6/17
Bsp143 1 13 8 143 1/22/283 184/276/368 53/147/233 14/47/104 676 4278 603/2014/4595 1/9/31 1/7/19
Bsp143 2 12 8 143 1/22/283 158/277/368 33/148/233 8/37/74 574 3470 603/2003/4595 1/9/31 1/6/19
Bsp143 3 11 7 143 1/22/283 158/275/368 33/146/233 7/29/63 423 2685 603/1625/3394 1/10/31 1/7/19
Bsp143 4 12 7 143 1/22/283 167/271/368 42/146/233 11/37/97 468 3311 603/1605/3394 1/11/31 1/8/19
Bsp143 5 11 7 143 1/22/283 150/267/368 14/136/233 4/31/67 418 2822 603/1621/3394 1/10/31 1/7/19
Bsp162 1 13 8 162 1/21/283 176/274/377 37/144/225 14/46/99 575 4264 603/2017/4595 1/13/35 1/9/24
Bsp223 1 13 8 223 1/24/342 160/278/372 40/150/277 7/50/116 826 5936 603/2021/4595 1/13/41 1/10/29
Bsp223 2 12 8 223 1/24/342 171/279/372 41/151/277 8/40/94 713 4896 603/2018/4595 1/12/41 1/9/29
Bsp223 3 11 7 223 1/24/342 171/277/372 41/149/277 7/31/68 536 3716 603/1638/3394 1/13/41 1/9/29
Bsp223 4 12 7 223 1/24/342 167/275/372 41/150/277 7/39/97 593 4412 603/1624/3394 1/14/41 1/10/29
Bsp223 5 11 7 223 1/24/342 137/268/370 12/137/233 4/32/68 503 3800 603/1638/3394 1/14/41 1/10/29
Bsp243 1 13 8 243 1/21/283 171/276/368 38/146/233 8/46/101 664 5037 603/2023/4595 1/16/53 1/12/35
Bsp485 1 13 8 485 1/20/283 160/274/377 37/145/244 7/46/104 696 5769 603/2020/4595 1/32/101 1/23/71
Bsp485 2 12 8 485 1/20/283 158/275/377 16/145/244 8/36/76 607 4686 603/1999/4595 1/29/101 1/21/71
Bsp485 3 11 7 485 1/20/283 158/273/377 16/143/244 7/29/63 445 3563 603/1621/3394 1/31/101 1/23/71
Bsp485 4 12 7 485 1/20/283 143/269/368 29/144/244 7/37/97 486 4302 603/1610/3394 1/37/101 1/27/71
Bsp485 5 11 7 485 1/20/283 137/269/377 6/137/233 4/31/72 433 3810 603/1619/3394 1/35/101 1/25/71
Bsp572 1 13 8 572 1/20/283 160/276/377 37/147/277 7/48/116 803 6725 603/2008/4595 1/34/117 1/25/80
Bsp572 2 12 8 572 1/20/283 158/277/377 16/147/277 8/38/93 698 5447 603/2004/4595 1/31/117 1/23/76
Bsp572 3 11 7 572 1/20/283 158/274/377 16/145/277 7/30/70 524 4125 603/1625/3394 1/33/117 1/24/76
Bsp572 4 12 7 572 1/20/283 143/271/372 29/146/277 7/39/97 574 4939 603/1611/3394 1/39/117 1/28/80
Bsp572 5 11 7 572 1/20/283 137/269/377 6/138/233 4/32/72 491 4361 603/1624/3394 1/37/117 1/27/80
Bsp666 1 13 8 666 1/22/342 160/278/378 37/150/283 7/50/116 866 7598 603/2007/4595 1/39/127 1/28/90
Bsp666 2 12 8 666 1/22/342 158/279/378 16/150/283 8/40/94 743 6175 603/2006/4595 1/36/127 1/26/90
Bsp666 3 11 7 666 1/22/342 158/276/378 16/147/283 7/31/70 563 4646 603/1627/3394 1/37/127 1/27/90
Bsp666 4 12 7 666 1/22/342 143/273/378 29/148/283 7/40/97 633 5519 603/1615/3394 1/42/127 1/30/90
Bsp666 5 11 7 666 1/22/342 137/269/377 6/138/233 4/33/75 530 4865 603/1626/3394 1/41/127 1/30/90
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Problemgro¨ße Auftra¨ge (min /∅/ max u¨ber r ∈ R) pot./term. Flu¨ge (min /∅/ max u¨ber f ∈ F )
Instanz |P | |A| |R| qr |TWinn(r)| maxf TWf (r) |Fr| |F | |{(f ; t)}| Qa |R(f)| |Cmax|
Bsp097 1 13 8 76 2/24/180 173/274/370 58/145/225 12/45/90 597 2643 603/2019/4595 1/5/18 1/4/11
Bsp122 1 13 8 86 1/31/283 171/268/354 38/140/214 8/41/93 629 2526 603/2032/4595 1/5/23 1/4/15
Bsp122 2 12 8 77 1/35/283 171/268/354 35/140/214 8/34/64 522 1939 603/2017/4595 1/5/21 1/4/13
Bsp122 3 11 7 74 1/36/283 171/264/354 35/136/214 7/26/46 377 1442 603/1638/3394 1/5/21 1/4/13
Bsp122 4 12 7 71 1/38/283 143/261/337 29/137/217 7/33/61 410 1594 603/1625/3394 1/5/21 1/4/15
Bsp122 5 11 7 76 1/35/283 150/259/354 6/129/199 4/28/60 382 1515 603/1627/3394 1/5/21 1/4/13
Bsp143 1 13 8 109 1/29/283 184/270/354 53/142/229 14/44/98 669 3322 603/2013/4595 1/7/25 1/5/16
Bsp143 2 12 8 93 1/34/290 158/272/354 33/145/229 8/36/74 557 2264 603/2007/4595 1/6/26 1/4/15
Bsp143 3 11 7 93 1/34/290 158/270/354 33/142/229 7/28/57 408 1736 603/1628/3394 1/6/26 1/4/15
Bsp143 4 12 7 101 1/31/283 167/265/330 42/141/229 11/35/74 468 2359 603/1605/3394 1/7/24 1/5/16
Bsp143 5 11 7 89 1/36/283 150/262/338 14/132/204 4/30/64 393 1741 603/1633/3394 1/6/24 1/5/14
Bsp162 1 13 8 99 1/35/283 176/264/354 37/136/206 14/41/88 566 2621 603/2020/4595 1/7/22 1/5/15
Bsp223 1 13 8 119 1/46/342 160/271/343 40/145/244 7/46/101 773 3467 603/2019/4595 1/7/30 1/5/21
Bsp223 2 12 8 115 1/48/342 171/270/343 41/145/244 8/38/93 666 2763 603/2005/4595 1/6/25 1/5/16
Bsp223 3 11 7 111 1/49/342 171/267/343 41/141/244 7/29/60 496 2027 603/1626/3394 1/6/25 1/4/16
Bsp223 4 12 7 112 1/49/342 167/263/343 41/141/244 7/36/71 550 2369 603/1617/3394 1/7/29 1/5/21
Bsp223 5 11 7 106 1/52/342 137/261/343 12/131/218 4/29/67 451 1965 603/1636/3394 1/6/23 1/5/15
Bsp243 1 13 8 120 1/44/283 171/269/354 38/140/214 8/42/93 646 2834 603/2028/4595 1/7/33 1/6/20
Bsp485 1 13 8 159 3/62/299 160/260/354 37/132/214 7/38/74 652 2599 603/2032/4595 1/9/41 1/7/30
Bsp485 2 12 8 133 3/74/298 158/260/354 16/132/214 8/33/68 547 1908 603/2012/4595 1/8/35 1/6/24
Bsp485 3 11 7 119 3/83/298 158/253/354 16/125/214 7/24/50 399 1345 603/1634/3394 1/7/35 1/5/24
Bsp485 4 12 7 147 3/67/299 143/247/315 29/125/214 7/28/56 451 1905 603/1611/3394 1/9/35 1/7/25
Bsp485 5 11 7 112 3/88/297 137/248/368 6/118/233 4/25/60 364 1403 603/1639/3394 1/7/29 1/6/18
Bsp572 1 13 8 184 3/64/301 160/261/354 37/134/214 7/39/79 740 3104 603/2024/4595 1/9/46 1/7/32
Bsp572 2 12 8 154 3/77/301 158/261/354 16/134/214 8/34/93 651 2276 603/2020/4595 1/8/37 1/6/26
Bsp572 3 11 7 137 3/86/301 158/254/354 16/127/214 7/25/60 476 1624 603/1639/3394 1/7/37 1/5/26
Bsp572 4 12 7 170 3/70/299 143/249/316 29/128/214 7/30/60 532 2308 603/1613/3394 1/9/40 1/7/27
Bsp572 5 11 7 122 3/97/300 137/249/368 6/118/233 4/25/60 426 1523 603/1634/3394 1/7/29 1/5/18
Bsp666 1 13 8 204 1/73/342 160/262/354 37/136/222 7/40/92 815 3486 603/2014/4595 1/10/48 1/7/34
Bsp666 2 12 8 171 3/87/342 158/262/354 16/136/222 8/35/93 708 2591 603/2014/4595 1/8/36 1/6/26
Bsp666 3 11 7 150 3/100/342 158/254/354 16/128/222 7/25/60 526 1808 603/1633/3394 1/7/37 1/5/26
Bsp666 4 12 7 190 1/78/342 143/249/342 29/128/222 7/30/60 599 2558 603/1615/3394 1/9/42 1/7/29
Bsp666 5 11 7 134 4/111/342 137/246/342 6/116/222 4/25/62 472 1686 603/1634/3394 1/7/28 1/5/17
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Problemgro¨ße Auftra¨ge (min /∅/ max u¨ber r ∈ R) pot./term. Flu¨ge (min /∅/ max u¨ber f ∈ F )
Instanz |P | |A| |R| qr |TWinn(r)| maxf TWf (r) |Fr| |F | |{(f ; t)}| Qa |R(f)| |Cmax|
FRA MUSS 18 4 390 8/38/681 247/323/419 88/184/278 16/84/188 896 8560 1320/3516/6633 1/36/135 1/24/95
FRA km740 18 4 196 8/23/147 293/344/419 151/206/288 36/100/204 788 5852 1320/3516/6633 1/24/87 1/17/67
FRA km720 18 4 272 6/25/354 288/344/439 149/206/317 28/104/288 940 7248 1320/3516/6633 1/30/118 1/20/85
FRA km700 18 4 324 6/26/354 288/343/435 149/205/313 24/104/280 976 8052 1320/3516/6633 1/34/139 1/24/97
FRA km680 18 4 408 6/26/354 283/342/435 132/204/313 24/106/280 1056 9804 1320/3516/6633 1/41/167 1/27/117
FRA km660 18 4 496 6/26/354 280/339/434 131/202/312 24/108/276 1084 11368 1320/3516/6633 1/49/200 1/32/140
FRA km650 18 4 542 6/25/354 279/338/428 130/201/306 24/108/300 1108 12212 1320/3516/6633 1/53/215 1/34/148
FRA km640 18 4 600 6/27/354 278/337/427 130/200/305 24/108/296 1132 13248 1320/3516/6633 1/57/233 1/37/157
FRA km620 18 4 720 6/27/354 271/334/427 122/198/305 24/107/300 1140 15212 1320/3516/6633 1/67/259 1/43/173
FRA km600 18 4 890 6/29/354 237/330/427 92/194/305 24/105/312 1184 17428 1320/3516/6633 1/79/297 1/50/196
FRA all nlp 18 4 2507 6/37/1284 151/304/409 18/173/296 4/98/364 1224 29976 1320/3516/6633 1/201/567 1/113/378
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Problemgro¨ße Auftra¨ge (min /∅/ max u¨ber r ∈ R) pot./term. Flu¨ge (min /∅/ max u¨ber f ∈ F )
Instanz |P | |A| |R| qr |TWinn(r)| maxf TWf (r) |Fr| |F | |{(f ; t)}| Qa |R(f)| |Cmax|
FRA MUSS 18 4 122 8/122/681 247/309/381 88/171/245 16/68/152 812 3996 1320/3516/6633 1/10/41 1/7/29
FRA km740 18 4 74 8/61/610 293/334/413 151/197/288 36/88/204 696 3168 1320/3516/6633 1/9/35 1/7/27
FRA km720 18 4 96 8/72/616 288/334/412 149/197/287 28/95/236 868 4060 1320/3516/6633 1/10/42 1/7/34
FRA km700 18 4 109 8/77/657 288/334/414 149/199/276 24/96/236 892 4376 1320/3516/6633 1/11/47 1/8/36
FRA km680 18 4 144 8/74/657 283/333/414 132/196/280 24/97/256 996 5692 1320/3516/6633 1/14/57 1/9/41
FRA km660 18 4 180 8/72/657 280/331/413 131/194/277 24/98/228 1040 6972 1320/3516/6633 1/17/65 1/11/44
FRA km650 18 4 199 8/70/616 279/329/407 130/193/274 24/96/228 1064 7328 1320/3516/6633 1/18/65 1/12/45
FRA km640 18 4 217 8/75/652 278/327/406 130/191/274 24/96/220 1064 8232 1320/3516/6633 1/19/76 1/13/51
FRA km620 18 4 264 8/76/643 271/323/399 122/187/273 24/94/236 1076 9384 1320/3516/6633 1/23/85 1/15/57
FRA km600 18 4 286 8/91/653 237/316/399 92/180/273 24/90/236 1088 9532 1320/3516/6633 1/23/97 1/15/74
FRA all nlp 18 4 589 8/159/1284 151/289/382 18/159/290 4/74/288 1220 15072 1320/3516/6633 1/36/95 1/21/63
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gProblemgro¨ße Auftra¨ge (min /∅/ max u¨ber r ∈ R) pot./term. Flu¨ge (min /∅/ max u¨ber f ∈ F )
Instanz |P | |A| |R| qr |TWinn(r)| maxf TWf (r) |Fr| |F |/|F
+|/|F−| |{(f ; t)}| Qa |R(f)| |Cmax|
FRA MUSS 18 4 780 8/38/681 247/323/419 88/184/278 16/89/209 896/53/61 8674 1320/3509/6633 1/36/135 1/25/106
FRA km740 18 4 392 8/23/147 293/344/419 151/206/288 40/106/225 788/41/61 5954 1320/3508/6633 1/24/87 1/18/69
FRA km720 18 4 544 6/25/354 288/344/439 149/206/317 32/110/309 940/45/65 7358 1320/3510/6633 1/30/118 1/22/98
FRA km700 18 4 648 6/26/354 288/343/435 149/205/313 28/111/301 976/45/65 8162 1320/3510/6633 1/35/139 1/25/112
FRA km680 18 4 816 6/26/354 283/342/435 132/204/313 28/113/301 1056/49/69 9922 1320/3510/6633 1/41/167 1/29/136
FRA km660 18 4 992 6/26/354 280/339/434 131/202/312 28/115/297 1084/57/69 11494 1320/3510/6633 1/49/200 1/34/164
FRA km650 18 4 1084 6/25/354 279/338/428 130/201/306 28/115/321 1108/61/69 12342 1320/3511/6633 1/53/215 1/36/174
FRA km640 18 4 1200 6/27/354 278/337/427 130/200/305 28/115/317 1132/61/69 13378 1320/3511/6633 1/58/243 1/39/193
FRA km620 18 4 1440 6/27/354 271/334/427 122/198/305 28/113/321 1140/61/69 15342 1320/3511/6633 1/68/298 1/45/217
FRA km600 18 4 1780 6/29/354 237/330/427 92/194/305 28/112/333 1184/61/69 17558 1320/3511/6633 1/80/368 1/53/239
HAJ MUSS 18 4 780 8/38/681 247/323/419 88/184/278 20/90/212 896/33/65 8658 1320/3509/6633 1/38/200 1/26/128
HAJ km650 18 4 1084 6/25/354 279/338/428 130/201/306 28/116/324 1108/41/69 12322 1320/3510/6633 1/55/260 1/37/179
HAJ km600 18 4 1780 6/29/354 237/330/427 92/194/305 28/112/340 1184/41/69 17538 1320/3511/6633 1/82/409 1/55/259
HHN MUSS 18 4 780 8/38/681 247/323/419 88/184/278 16/89/209 896/37/61 8658 1320/3509/6633 1/37/135 1/26/117
HHN km650 18 4 1084 6/25/354 279/338/428 130/201/306 28/114/321 1108/61/69 12342 1320/3511/6633 1/52/215 1/36/164
HHN km600 18 4 1780 6/29/354 237/330/427 92/194/305 28/111/329 1184/61/69 17558 1320/3511/6633 1/79/297 1/52/239
LEJ MUSS 18 4 780 8/38/681 247/323/419 88/184/278 16/89/208 896/57/65 8682 1320/3509/6633 1/36/135 1/25/99
LEJ km650 18 4 1084 6/25/354 279/338/428 130/201/306 28/115/324 1108/57/69 12338 1320/3511/6633 1/53/215 1/36/164
LEJ km600 18 4 1780 6/29/354 237/330/427 92/194/305 28/112/336 1184/61/69 17558 1320/3511/6633 1/80/297 1/53/239
SXF MUSS 18 4 780 8/38/681 247/323/419 88/184/278 16/89/208 896/49/65 8674 1320/3509/6633 1/36/135 1/25/99
SXF km650 18 4 1084 6/25/354 279/338/428 130/201/306 28/114/320 1108/57/69 12338 1320/3511/6633 1/52/215 1/36/151
SXF km600 18 4 1780 6/29/354 237/330/427 92/194/305 28/111/332 1184/61/69 17558 1320/3511/6633 1/79/297 1/52/221
FRA all nlp 18 4 5014 6/37/1284 151/304/409 18/173/296 4/103/381 1224/65/65 30106 1320/3511/6633 1/202/1124 1/121/432
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Problemgro¨ße Auftra¨ge (min /∅/ max u¨ber r ∈ R) pot./term. Flu¨ge (min /∅/ max u¨ber f ∈ F )
Instanz |P | |A| |R| qr |TWinn(r)| maxf TWf (r) |Fr| |F |/|F
+|/|F−| |{(f ; t)}| Qa |R(f)| |Cmax|
FRA MUSS 18 4 244 8/122/681 247/309/381 88/171/245 16/72/165 812/53/53 4102 1320/3509/6633 1/10/44 1/7/30
FRA km740 18 4 148 8/61/610 293/334/413 151/197/288 40/94/225 696/33/61 3262 1320/3507/6633 1/9/35 1/7/27
FRA km720 18 4 192 8/72/616 288/334/412 149/197/287 32/101/253 868/45/65 4170 1320/3509/6633 1/10/42 1/7/34
FRA km700 18 4 218 8/77/657 288/334/414 149/199/276 28/103/253 892/45/65 4486 1320/3509/6633 1/11/47 1/8/36
FRA km680 18 4 288 8/74/657 283/333/414 132/196/280 28/103/269 996/49/65 5806 1320/3510/6633 1/14/57 1/10/41
FRA km660 18 4 360 8/72/657 280/331/413 131/194/277 28/104/249 1040/57/69 7098 1320/3510/6633 1/17/69 1/12/51
FRA km650 18 4 398 8/70/616 279/329/407 130/193/274 28/102/249 1064/61/69 7458 1320/3510/6633 1/18/75 1/12/51
FRA km640 18 4 434 8/75/652 278/327/406 130/191/274 28/102/233 1064/61/69 8362 1320/3510/6633 1/19/80 1/13/52
FRA km620 18 4 528 8/76/643 271/323/399 122/187/273 28/99/257 1076/61/69 9514 1320/3510/6633 1/23/92 1/15/61
FRA km600 18 4 572 8/91/653 237/316/399 92/180/273 28/95/249 1088/57/69 9658 1320/3510/6633 1/23/108 1/16/74
HAJ MUSS 18 4 244 8/122/681 247/309/381 88/171/245 20/73/168 812/33/65 4094 1320/3509/6633 1/10/63 1/8/36
HAJ km650 18 4 398 8/70/616 279/329/407 130/193/274 28/103/256 1064/41/69 7438 1320/3510/6633 1/18/99 1/13/73
HAJ km600 18 4 572 8/91/653 237/316/399 92/180/273 28/96/248 1088/33/69 9634 1320/3510/6633 1/24/143 1/17/96
HHN MUSS 18 4 244 8/122/681 247/309/381 88/171/245 16/72/169 812/33/61 4090 1320/3508/6633 1/10/41 1/7/30
HHN km650 18 4 398 8/70/616 279/329/407 130/193/274 28/102/249 1064/61/61 7450 1320/3510/6633 1/18/65 1/12/51
HHN km600 18 4 572 8/91/653 237/316/399 92/180/273 28/95/249 1088/57/69 9658 1320/3510/6633 1/23/97 1/16/74
LEJ MUSS 18 4 244 8/122/681 247/309/381 88/171/245 16/73/164 812/57/57 4110 1320/3509/6633 1/10/41 1/7/30
LEJ km650 18 4 398 8/70/616 279/329/407 130/193/274 28/102/252 1064/57/69 7454 1320/3510/6633 1/18/65 1/12/51
LEJ km600 18 4 572 8/91/653 237/316/399 92/180/273 28/95/245 1088/57/69 9658 1320/3510/6633 1/23/97 1/16/80
SXF MUSS 18 4 244 8/122/681 247/309/381 88/171/245 16/72/164 812/49/49 4094 1320/3509/6633 1/10/42 1/7/30
SXF km650 18 4 398 8/70/616 279/329/407 130/193/274 28/101/248 1064/57/69 7454 1320/3510/6633 1/17/76 1/12/51
SXF km600 18 4 572 8/91/653 237/316/399 92/180/273 28/94/245 1088/57/69 9658 1320/3510/6633 1/23/136 1/16/80
FRA all nlp 18 4 1178 8/159/1284 151/289/382 18/159/290 4/78/301 1220/65/65 15202 1320/3511/6633 1/36/262 1/23/80
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Anhang
Kosten- Instanz #Direkt- #Hub- #Pseudo- #Ferry-
faktor FRA LB1 %LB1 flu¨ge flu¨ge Hubflu¨ge Flu¨ge
100% MUSS 124768 13,00 0,00 0,00 2,00
90% 124681 99,9 11,96 0,22 0,16 1,10
80% 124263 99,6 11,21 1,17 0,89 1,12
70% 122946 98,5 9,90 3,20 1,40 1,51
60% 119777 96,0 8,95 5,91 2,00 1,28
50% 114461 91,7 8,29 8,06 2,00 0,62
100% km740 62807,7 6,00 0,00 0,00 2,00
90% 62805,9 100,0 6,18 0,05 0,05 0,11
80% 62683 99,8 5,82 0,56 0,37 0,05
70% 62114 98,9 5,49 0,99 0,70 0,04
60% 61080,7 97,3 4,97 1,95 1,21 0,00
50% 57904,7 92,2 3,50 5,00 2,00 0,00
100% km720 77656,6 8,00 0,00 0,00 0,00
90% 77684,8 100,0 7,00 0,00 0,00 0,00
80% 77669,7 100,0 7,00 0,00 0,00 0,00
70% 77659,8 100,0 7,00 0,00 0,00 0,00
60% 76422,8 98,4 5,17 3,57 1,55 0,03
50% 73437,5 94,6 4,83 4,22 1,69 0,03
100% km700 83586,6 8,00 0,00 0,00 0,00
90% 83473,6 99,9 7,46 0,27 0,39 0,00
80% 83075,9 99,4 7,21 0,54 0,71 0,00
70% 82675,3 98,9 7,09 0,70 0,74 0,00
60% 81126,9 97,1 5,56 3,14 1,82 0,00
50% 78161,9 93,5 4,52 4,97 1,99 0,04
100% km680 108867 10,06 0,21 0,26 0,00
90% 108480 99,6 9,73 0,56 0,59 0,00
80% 107834 99,1 8,87 1,62 0,90 0,00
70% 105909 97,3 7,75 3,11 1,34 0,00
60% 103115 94,7 7,10 4,21 1,77 0,00
50% 99131,9 91,1 6,28 5,91 2,00 0,00
Tabelle A.7. Einfluß der Variation der Kosten der Hubflu¨ge auf den Zielfunkti-
onswert bzw. LB1 und die Anzahlen der Flu¨ge, Teil 1
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Anhang
Kosten- Instanz #Direkt- #Hub- #Pseudo- #Ferry-
faktor FRA LB1 %LB1 flu¨ge flu¨ge Hubflu¨ge Flu¨ge
100% km660 121485 10,12 0,56 0,60 0,14
90% 120841 99,5 9,62 1,04 0,74 0,12
80% 119547 98,4 8,59 2,40 1,30 0,22
70% 117096 96,4 8,02 3,33 1,53 0,16
60% 114284 94,1 7,84 3,87 1,95 0,08
50% 110888 91,3 7,44 5,01 1,93 0,05
100% km650 117747 10,99 0,51 0,75 0,35
90% 117272 99,6 10,42 1,42 1,33 0,30
80% 115915 98,4 9,32 3,06 1,59 0,28
70% 113456 96,4 8,05 4,80 1,89 0,27
60% 110248 93,6 7,73 5,60 2,00 0,14
50% 105933 90,0 6,92 8,15 2,00 0,13
100% km640 140866 11,72 0,00 0,00 0,56
90% 140800 100,0 11,58 0,18 0,22 0,55
80% 140170 99,5 10,53 1,56 1,06 0,36
70% 138451 98,3 9,56 2,93 1,36 0,37
60% 135504 96,2 8,95 4,29 1,60 0,14
50% 130979 93,0 7,91 6,54 1,89 0,00
100% km620 159900 12,79 0,66 0,61 0,00
90% 159709 99,9 12,13 1,35 0,98 0,00
80% 158451 99,1 11,38 2,22 1,48 0,00
70% 156146 97,7 10,48 3,49 1,82 0,00
60% 152913 95,6 9,80 4,65 1,91 0,00
50% 148231 92,7 8,83 6,65 2,00 0,00
100% km600 182501 15,07 0,00 0,00 0,05
90% 182123 99,8 14,18 1,38 1,15 0,01
80% 180790 99,1 13,08 2,69 1,69 0,00
70% 178209 97,6 11,54 5,27 1,98 0,03
60% 173519 95,1 10,63 8,17 2,00 0,03
50% 165975 90,9 9,58 11,36 2,00 0,32
Tabelle A.8. Einfluß der Variation der Kosten der Hubflu¨ge auf den Zielfunkti-
onswert bzw. LB1 und die Anzahlen der Flu¨ge, Teil 2
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Instanz VAS1 VAS2 VAS3 VAS4 VAS5 VAS6 VAS7 VAS8 MaxLB beste Opt
VAS
Bsp122 1 Opt Opt Opt Opt Opt Opt Opt Opt 64179,7
Bsp122 4 Opt Opt Opt Opt Opt Opt Opt Opt 63469,4
Bsp122 5 Opt Opt Opt Opt Opt Opt Opt Opt 73093,6
Bsp143 1 Opt Opt Opt Opt Opt 68272,5 68266,1 Opt 68642,1
Bsp143 2 Opt Opt Opt Opt Opt Opt Opt Opt 67911,8
Bsp143 3 Opt Opt Opt Opt Opt Opt Opt Opt 67883,8
Bsp143 5 Opt Opt Opt Opt Opt Opt Opt Opt 81973
Bsp162 1 Opt Opt Opt Opt Opt Opt Opt Opt 65756,6
Bsp223 1 Opt Opt Opt Opt Opt Opt Opt Opt 81712,5
Bsp223 2 Opt Opt Opt Opt Opt Opt Opt Opt 82942,9
Bsp223 3 Opt Opt Opt Opt Opt Opt Opt Opt 82877,6
Bsp223 4 Opt Opt Opt Opt Opt Opt Opt Opt 81628,5
Bsp223 5 Opt Opt Opt Opt Opt Opt Opt Opt 98235,3
Bsp243 1 Opt Opt Opt Opt Opt Opt 78512,4 Opt 78795,7
Bsp485 1 75684,8 74990,4 74972,4 75450 75016,3 74321,5 74543,4 74971,8 75684,8 VAS1
Bsp485 2 104358 104395 104312 104979 104322 103795 104049 104302 104979 VAS4
Bsp485 3 104807 104706 104520 105179 104422 103823 104005 104506 105179 VAS4
Bsp485 4 106253 106482 106337 106588 106284 105635 105677 106324 106588 VAS4
Bsp485 5 114948 114419 113949 115544 113895 112956 113157 113933 115544 VAS4
Bsp572 1 120707 120702 120599 120522 120522 120001 120056 120590 120707 VAS1
Bsp572 2 119508 119650 119747 119860 119710 119195 119329 119739 119860 VAS4
Bsp572 3 119957 120059 120070 Opt 120071 119296 119578 120061 120256
Bsp572 4 120688 120510 120658 120826 120657 120256 120539 120658 120826 VAS4
Bsp572 5 130164 130178 Opt Opt Opt 129947 130005 Opt 130294
Bsp666 1 138624 138537 138844 139267 138818 138274 138613 138834 139267 VAS4
Bsp666 2 137335 137399 137593 138067 137523 137153 137435 137584 138067 VAS4
Bsp666 3 137785 137899 138042 138752 138067 137453 137709 138032 138752 VAS4
Bsp666 4 138728 138872 139024 139053 139004 138332 138630 139014 139053 VAS4
Bsp666 5 149102 149173 149271 149538 149195 148571 148822 149254 149538 VAS4
FRA MUSS 126547 126601 126936 127519 126853 126842 127051 126904 127519 VAS4
FRA km740 66305,4 68491,8 68022,3 Opt 67351,7 65330,3 67193,5 67940,4 70023,8
FRA km720 80828,2 80760,8 81091 81428,1 80667,7 80485,5 80522,7 81054,6 81428,1 VAS4
FRA km700 84205 Opt Opt Opt Opt Opt 84258,9 Opt 84279,6
Anzahl opt. 14 14 15 18 16 14 12 15 18
Summe LB 3235636,9 3237207,1 3237663,8 3246528 3236055 3224678,8 3229617 3237378
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Instanz VAS4 + CP no VAS4 + CP(0) VAS4 + CP(3) VAS4 + CP all max LB beste Opt
LB Tges LB Tges LB Tges LB Tges CP
Bsp122 1 Opt 8,7 Opt 7,8 Opt 8,8 Opt 7,9 Opt 64179,7
Bsp122 4 Opt 3,6 Opt 4,2 Opt 4,4 Opt 4,2 Opt 63469,4
Bsp122 5 Opt 2,7 Opt 2,8 Opt 2,3 Opt 2,3 Opt 73093,6
Bsp143 1 Opt 44,9 Opt 21,8 Opt 21,7 Opt 21,6 Opt 68642,1
Bsp143 2 Opt 16,7 Opt 9,1 Opt 9,0 Opt 8,8 Opt 67911,8
Bsp143 3 Opt 13,9 Opt 8,1 Opt 8,1 Opt 8,1 Opt 67883,8
Bsp143 5 Opt 4,8 Opt 6,6 Opt 5,3 Opt 5,2 Opt 81973,0
Bsp162 1 Opt 36,2 Opt 6,9 Opt 6,8 Opt 6,8 Opt 65756,6
Bsp223 1 Opt 17,9 Opt 16,0 Opt 13,4 Opt 13,4 Opt 81712,5
Bsp223 2 Opt 18,9 Opt 6,6 Opt 7,6 Opt 7,6 Opt 82942,9
Bsp223 3 Opt 14,0 Opt 8,8 Opt 6,8 Opt 6,8 Opt 82877,6
Bsp223 4 Opt 8,2 Opt 10,9 Opt 9,1 Opt 8,9 Opt 81628,5
Bsp223 5 Opt 10,7 Opt 10,2 Opt 10,6 Opt 9,9 Opt 98235,3
Bsp243 1 Opt 80,8 Opt 21,0 Opt 21,7 Opt 20,7 Opt 78795,7
Bsp485 1 75450 TL 75707,3 TL 75821,3 TL 75599,7 TL 75821,3 CP(3)
Bsp485 2 104979 TL Opt 936,7 Opt 978,3 105466 TL Opt 105545
Bsp485 3 105179 TL Opt 378,0 Opt 413,9 Opt 939,0 Opt 105452
Bsp485 4 106588 TL 108295 TL 108375 TL 108189 TL 108375 CP(3)
Bsp485 5 115544 TL Opt 918,3 Opt 1038,2 115842 TL Opt 115915
Bsp572 1 120522 TL 121166 TL 121201 TL 121170 TL 121201 CP(3)
Bsp572 2 119860 TL Opt 837,9 120191 TL Opt 599,2 Opt 120191
Bsp572 3 Opt 1151,6 Opt 76,0 Opt 76,8 Opt 83,0 Opt 120256
Bsp572 4 120826 TL 121206 TL 121176 TL 121200 TL 121206 CP(0)
Bsp572 5 Opt 63,9 Opt 12,6 Opt 13,2 Opt 12,5 Opt 130294
Bsp666 1 139267 TL 139851 TL 139875 TL 139865 TL 139875 CP(3)
Bsp666 2 138067 TL 138478 TL 138420 TL 138233 TL 138478 CP(0)
Bsp666 3 138752 TL Opt 726,0 Opt 1099,4 138834 TL Opt 139037
Bsp666 4 139053 TL 139644 TL 139549 TL 139495 TL 139644 CP(0)
Bsp666 5 149538 TL Opt 398,9 Opt 465,2 Opt 564,1 Opt 149775
FRA MUSS 127519 TL 127744 TL 127786 TL 127704 TL 127786 CP(3)
FRA km740 Opt 1091,9 69679,1 TL 68008,8 TL 66629,7 TL Opt 70023,8
FRA km720 81428,1 TL 81032,2 TL 80753,8 TL 80643,2 TL 81428,1 CP no
FRA km700 Opt 1161,0 Opt 310,6 Opt 308,7 Opt 308,5 Opt 84279,6
Anzahl opt 18 23 22 20 24 25
Summe 3246528 21763,4 3252649,7 16752,5 3250813 17775,4 3248220,7 18315,5
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