Abstract. A numerically efficient Fredholm formulation of the billiard problem is presented. The standard solution in the framework of the boundary integral method in terms of a search for roots of a secular determinant is reviewed first. We next reformulate the singularity condition in terms of a flow in the space of an auxilliary oneparameter family of eigenproblems and argue that the eigenvalues and eigenfunctions are analytic functions within a certain domain. Based on this analytic behavior we present a numerical algorithm to compute a range of billiard eigenvalues and associated eigenvectors by only two diagonalizations.
Introduction
The billiard problem has played a vital role in the study of the manifestations of classical chaos in linear wave systems ("wave chaos") including microwave, optical and acoustic cavities and waveguides [1, 2, 3, 4, 5, 6, 7, 8] , and various single-particle quantum systems [9, 10, 11] . Even in strongly-interacting, non-linear systems the knowledge of the linear spectrum and eigenfunctions is paramount to infer complex observables [12, 13, 14, 15, 16, 17] . In the semiclassical limit, or at high wavenumbers (k = 2π/λ), the numerical solution of the Laplace eigenvalue problem becomes computationally challenging. Finite difference schemes [18] become impractical and Green's function matching methods [19] suffer from the unfeasibility of a root search.
The typical Green's function matching method (various implementations of which includes the Method of Particular Solutions (MPS) and boundary integral methods (BIM)) to solve the Laplace eigenproblem consists of finding the zeros of the secular determinant over a given wavenumber range. In practice, this is accomplished through the singular value decomposition (SVD) and scanning for the minima of the smallest singular values [20] . This requires typically of the order of (kR) 3 matrix operations per mode (where R is the typical size of the system). Naturally, this procedure becomes progressively more expensive for higher lying eigenvalues. Missing eigenvalues are a more important problem in practice. At larger wavenumbers, when the spectrum becomes progressively denser, it's a serious problem to differentiate and separate the minima of the lowest singular values.
In this paper, we propose a fast and efficient method based on a Fredholm formulation of the billiard problem, to compute the spectrum and the corresponding eigenfunctions of the Laplace operator over a two-dimensional domain D. This method is closely related to the scattering quantization method (SQM) [21, 22, 23] , however it has two important advantages which makes its exposition worthwhile. First, the proposed Fredholm formulation is known to be uniformly convergent [24] . The SQM, based on basis function expansion is known to be convergent only in so far as the Rayleigh hypothesis holds [25] . Second, Fredholm formulations, through the boundary integral method (BIM), are amenable to semiclassical quantization techniques through the transfer operator technique. Consequently, the behavior of the Laplace operator for various domain geometries in the semiclassical limit can be directly related to the invariants of underlying classical motion in that domain [26, 27, 28] .
We would like to remark that the method outlined here provides a similar gain in speed and robustness with respect to the scaling method of Vergini and Saraceno [29, 30] . A recent boundary integral formulation of the scaling method has been carried out in [31] . To the authors' best knowledge the relation between scattering quantization methods and scaling methods is still an open question.
Review of the BIM formulation
Let us briefly review the BIM formulation of the billiard problem that we are addressing. Consider a two-dimensional Euclidean domain D bounded by a smooth boundary curve ∂D. Within this domain, let {ψ µ (r)} be the set of eigenfunctions of the Laplace operator with eigenvalues k
We assume that ψ µ (r) satisfies Dirichlet boundary conditions ψ µ | ∂D = 0. In the context of the Schrödinger equation, E µ = k 2 µ are the discrete energy levels of a particle in a box defined by ∂D.
Associated to the differential operator in the above equation (1) is the Green's function
Regardless of the boundary conditions on the Green's function one can reformulate the billiard problem (1), through a completely standard procedure, in terms of a Fredholm integral equation of the second kind
which has solutions only for discrete values k = k µ . In the above equation, s is the arc length along the boundary, ∂/∂n = n(s) · ∇, ∂/∂n ′ = n(s ′ ) · ∇, and n(s) is the outwards pointing unit normal of the boundary at location s. Therefore, the problem in the two-dimensional domain is reduced to a problem on the boundary. This reduction is physically very appealing as in the semiclassical limit the geodesic flow is uniquely represented as a discrete map on the boundary. Of course, the reduction in dimensionality has certain consequences. Whereas in the standard treatment of domain problems through finite element methods one solves for the whole spectrum up to a maximal wavenumber k, boundary formulations provide a narrow spectral range around a reference wavenumber k.
The standard BIM formulation employs the free-space outgoing Green's function [20, 32, 33] 
Here H ± 0 (z) are the first and second kind Hankel functions of order zero. Let us rewrite the Fredholm problem (3) in an operator notation
where u(s) = ∂ ∂n ψ(r(s)) and the kernel, using the free Green's function (4) becomes
Here, cos θ(s, s
is the angle between the normal at s and the cord connecting s and s ′ (see figure 1 ). Consequently, K (referred to as K(k) in alternative notation) is clearly not a symmetric operator. Note that the diagonal elements are finite and given by
where κ(s) is the curvature at s. Hence the condition of quantization is
The standard numerical procedure to extract the zeros of this secular determinant in the context of billiards is outlined in [20, 33] .
Scattering quantization approach to BIM
In contrast to the standard procedure outlined in the last section, we shall reformulate the problem by considering the solution of the eigenvalue problem
This eigenvalue problem provides us with a set of eigenvalues and eigenfunctions,
} parametrically dependent on the continuous variable k. The structure of the operator K(k) is interesting. It can be shown via stationary phase integration that in the semiclassical limit, KK † is asymptotically diagonal i.e. while the off-diagonal elements are O( √ k), the diagonal elements are O(k). The form of the diagonal elements is given by
For arbitrary shapes, K(s, s ′ ; k) is however not unitary (with the exception of the circular billiard), and hence K(s, s ′ ) does not obey the spectral theorem. Nevertheless, a favorable property of this set is that for the finite-dimensional truncation of K(k), the spectrum can be roughly divided into a null space and a unitary sector (to be defined below). We find that the unitary sector eigenvectors, {u (i) } u , provide us with a numerically complete orthogonal set. This can best be visualized by looking at the eigenvalue distribution of K. In figure 2(a) , we plot the absolute values of the eigenvalues {λ (i) (k 0 )}. It's clearly seen that the distinction between null-space eigenvalues (|λ (i) | ≈ 0) and the unitary eigenvalues (|λ (i) | ≈ 1) becomes sharper for larger k i.e. in the semiclassical limit. At a typical value of k, the eigenvalues are distributed in the complex plane within the unit circle, and a fraction of the eigenvalues lie in the vicinity of the unit circle representing the unitary sector (see figure 2(b) ). The size of this unitary sector is approximately 2 [kR] , which corresponds to the number of available classical channels [34] .
Returning to the eigenvalue equation (9), we see that the quantization condition (8) can be rewritten as λ(k q ) = 1. In other words, whenever we find an eigenvalue λ (i) (k q ) at 1 + 0i in the complex plane, k q is a solution of (8) quantized eigenvector.
We will now argue that not only are the (unitary sector) eigenvectors of K(k) approximately orthogonal at a given k, but they also approximately diagonalize K(k) over a range δkR ∼ O(1) (this range roughly corresponds to the one dimensional free spectral range of the billiard. We will refer to it shortly as the "free spectral range"). Consider the eigenvectors calculated at two different but close values of the parameter k, say k 0 and k 0 + δk. We can define the overlap between the eigenvectors calculated at these two different values by
This operation is well-defined as long as we keep the system size N constant. In figure 3 , we start with an initial set of states |u (i) (k 0 ) , i = 1, . . . , N and plot for subsequent k = [k 0 , k 0 + ∆k] only the overlap of the various initial states with their maximal overlap partner. We would like to note that there is in general only one state at k that has a considerably larger overlap than all other states with an initial state u (i) (k 0 ). Here we plot only a fraction of the initial eigenvectors for the sake of visibility, but this behavior holds in general over stretches δkR ∼ O(1) of the parameter k for eigenvalues in the first and fourth quadrant of the complex plane (| arg λ (i) | < π/2). The typical change in overlap over δkR = 0.2 at kR ≃ 100 is less than %1.
An important consequence of this observation is that we can assign an identity to the eigenvectors even away from quantization [23, 35] . To elucidate this point, consider the trace of one of the eigenvectors in figure 4 . The initial eigenvector is not quantized and we follow this state by the highest-overlap criterion over a range of δkR ≈ 3.5, a range that is larger than the free spectral range. We only plot here five instances over which the state becomes quantized (top to bottom). An important feature of this behavior is the way an extra node is "pushed" into the billiard. We have to note that over such large stretches of kR, an eigenvector typically undergoes avoided crossings. The avoided crossings happen predominantly around arg λ (i) ≈ ±π in the second and third quadrants of the complex λ-plane. This is the region of the complex eigenvalue In red we trace the motion of the eigenvalue of the particular state plotted in (a) and in (c) we plot the corresponding error on the boundary given by (13) . Please refer to the media section for a movie. plane where the null-space eigenvalues join the "unitary flow" (see figure 2(b) and the animation in the media section). However, the numerical method that we propose below utilizes the behavior in the first and fourth quadrants in the complex eigenvalue plane away from avoided crossings. A second key observation concerns the behavior of eigenvalues λ µ (k) of K(k). This notation makes explicit the adiabatic identity of the eigenvectors that we have established above. With increasing k, the eigenvalue flow is counterclockwise. There is a clear distinction between the unitary eigenvalues which flow along the unit circle |λ| = 1 and the null-space vectors which accumulate at λ ∼ 0. The eigenvalues in transition that have an intermediate value of |λ| follow a universal path (compare to the case of circular billiard in figure 10 ) and are added to the unitary flow at about φ ≡ arg λ ≈ π as noted above. This is the mechanism by which the density of states of the billiard eigenvalues increase, which according to the Weyl formula has the mean asymptotic behavior ρ Weyl (k) = kA/2π, where A is the area of the domain D. In figure 5 (a) , we show that the phase speeds of the unitary eigenvectors, defined by v µ φ (k) = dφ µ (k)/dk is constant over a stretch of δkR ∼ O(1). This is one of the main ingredients of the numerical diagonalization procedure that we propose in the next section.
An accelarated Fredholm root search
Building on these observations, we propose the following numerical algorithm to compute both the billiard eigenvalues and the corresponding eigenfunctions (Eq. (1)). We first determine the unitary eigenvectors, the eigenvalues and their corresponding phase speeds
. This requires two diagonalizations. We then extrapolate the quantization values k µ using the approximate constancy of the phase speeds. The billiard eigenfunctions in the domain are then computed using the approximate u µ (k 0 ) through
In figure 6 , we plot the resulting boundary error for extrapolation from various values of initial k 0 . We define the boundary error by
Here L is the length of ∂D and k 0 is the initial value of k from which the eigenfunction µ is extrapolated. Instead of k 0 , it's more convenient to parametrize by φ 0 µ , the initial eigenphase for each mode, and this is the value which we plot on the horizontal axis in figure 6 . Note that a given φ 0 µ occurs at a different values of k for each µ. We observe that the boundary error for extrapolation is relatively flat and is minimum around the quantization point (φ µ = 0) in a region |argλ| < π/8 (for this particular shape). This provides us with an approximate region where extrapolation works well which we utilize in our numerical algorithm.
Finally, to demonstrate the precision of our method, we plot the boundary error for various values of kR in figure 7 . It can be seen that despite the highly oscillatory nature of the higher lying excited billiard eigenfunctions, the error remains relatively constant as k is increased. A representative highly excited statdium state is plotted in Fig. 8 .
We should note that the billiard eigenfunctions presented here are domainnormalized. As the normal derivative of the wavefunction u(s) on the boundary contains all information to determine the wavefunction throughout the domain, it's possible to express the normalization condition in terms of u(s) as [36] which then yields a ψ µ (r) which is normalized to unity in D. 
Relation to the SVD method
In this section, we would like to clarify the relation between our method and the SVD method [20, 33] . In figure 9 , we compare the lowest few singular values σ µ (k) to |1 − λ µ (k)| which we find by diagonalizing K(k) at an arbitrary k within the spectral range plotted. We find that the plots are almost identical. This should not be surprising, because L(k) = 1−K(k) is the matrix whose singular values are computed. A significant point is however that whereas the singular values σ µ (k) are real (this is a choice of the numerical SVD routine) and obviously not analytic as a function of k, λ µ (k) are complex (and can be shown to be analytic). These points can be put into a more formal setting by following the discussion in [37] . Considering additionally the singular vectors v of
, it can be shown that a generalized complex singular value can be defined by a proper choice of relative phases of u µ and v µ , which is analytic as a function of k. These analytic complex singular values are exactly 1 − λ µ (k). The real singular value calculated by the numerical SVD routines are σ µ (k) = |1 − λ µ (k)|.
Explicit results in the circular billiard
In this section we will substantiate the above observations for an analytically solvable problem, namely the Dirichlet problem of a circular billiard. To solve the Laplace eigenvalue problem with Dirichlet boundary conditions for a circular quantum billiard analytically, we can we can write the Green's function, using Bessel addition theorems [38] , as
for r > r ′ . Then, assuming r ′ is on the boundary and r is outside the circular domain, Let us also Fourier expand the field
Evaluating the integral in (3) we are left with a diagonal kernel
Thus, the singular values can be written as
Using the Bessel identity
this can be equivalently written as
Note that the singularity condition yields the secular equation of the internal Dirichlet problem i.e. J m (kR) = 0 and that of the external Neumann problem H + ′ m (kR) = 0 (with Sommerfeld radiation conditions). The latter doesn't have any solutions on the real axis while the former has all its solutions strictly on the real axis. Now let us look at the eigenvalue problem and the extrapolation method. The eigenvalues are parametrically dependent on k and given by 
In figure 10 we show this parametric behaviour reproduces the general features observed for smoothly deformed shapes (compare to Fig. 2 ), in particular the transition behavior of eigenvalues from the null-space to the unitary sector.
Using Debye asymptotic expansions of the Bessel Functions, one can show that for m < kR (m ≫ 1)
where Φ = 2m(tan β−β)+π/2 and cos β = m/x. For m > kR, |λ m | ∼ e −2m(β−tan β) ≪ 1. Note that the transition region around m ∼ kR (which corresponds to the behavior in the transition region) is not represented uniformly by the above expressions. We thus find that the speed of the unitary eigenvalues (in this case m < kR) are asymptotically given by
Hence, the change in speed is asymptotically small in kR (dv φ /dk ∼ (kR) −1 ) as is observed numerically for arbitrary smoothly deformed shapes.
Conclusion
We have presented an efficient and robust algorithm to calculate eigenvalues of the Laplace operator based on a novel Fredholm formulation. We have shown that approximately of the order of kR eigenvalues can be found with just two diagonalizations and no root search. This overcomes a formidable problem faced by diagonalization algorithms based on SVD for finding large eigenvalues: distinguishing real from false minima in singular values when the density of states ρ W eyl (k) is large.
