We study the end-behavior of integer-valued FI-modules. Our first result describes the high degrees of an FI-module in terms of newly defined tail invariants. Our main result provides an equivalence of categories between FI-tails and finitely supported modules for a new category that we call FJ. Objects of FJ are natural numbers, and morphisms are infinite series with summands drawn from certain modules of Lie brackets.
Introduction
Let FI be the category of finite sets and injections, and R a commutative ring. An R-valued FI-module is a functor FI → Mod R . By default, we work with R = Z.
If M is a finitely generated Q-valued FI-module, Snowden [Sno13] proved that the Hilbert function n → dim M n (1) eventually coincides with a polynomial. Shortly thereafter, Church-Ellenberg-Farb [CEF15] showed that the decomposition of M n into irreducible S n -representations satisfies a stability pattern termed "multiplicity stability" by Church-Farb [CF13] . Subsequently, [CEFN14] proved that the eventual polynomiality of (1) holds over any field. Following these foundational results, the study of FImodules has seen notable successes including [Nag15, CE17, LR18, Ram17, NSS, Har] and applications including [Cal15, CP15, PW16, KM18, GL, Tos]. An FI-module is presented in degrees ≤ d if one can find generators and relations in degrees ≤ d. We emphasize that the number of generators and relations may be infinite. Nevertheless, multiplicity stability still holds for Q-valued FI-modules presented in finite degree, where the stable multiplicities may be infinite. And for R-valued FI-modules, presentation in finite degree is equivalent to a polynomiality notion of Dwyer [Dwy80] ; see Definition 1.7 and [MPW19, Theorem 3.30].
Our first theorem describes the high degrees of R-valued FI-modules. It is driven by a new combinatorial basis of ZFI(d, n) for n ≥ 2d − 1 that we call the Catalan Basis; see Section 4 and especially Corollary 4.11.
Theorem A. If M is an R-valued FI-module presented in in degrees ≤ d, then there are R-modules A 0 , . . . , A d such that there is an isomorphism of R-modules
Even for field-valued FI-modules, Theorem A is new, as it guarantees the Hilbert polynomial expands nonnegatively in the Z-basis of integer-valued polynomials { n ℓ − n ℓ−1 } ℓ∈N . Theorem B will show that the FI-action on the right-hand-side is determined by natural maps between the R-modules A 0 , . . . , A d of Theorem A.
1.1. The tail invariants of an FI-module. The abelian groups A 0 , A 1 , . . . from Theorem A are functorial in the FI-module M , and moreover, they depend only on the tail of M .
We call A ℓ the ℓ-th tail invariant of M . It can be computed by tensoring with a certain flat FI op -module Ξ(ℓ) that we define momentarily:
The symbol ⊗ FI denotes the functor tensor product, which is the quotient of n M n ⊗ Ξ(ℓ) n by the relation mf ⊗ ξ − m ⊗ f ξ for all FI-morphisms f , and elements m ∈ M , ξ ∈ Ξ(ℓ); see Section 2.1. Notation 1.2. Fix an infinite increasing sequence x 1 < x 2 < . . . of real numbers. Every homology class ξ ∈ Ξ(ℓ) n is uniquely represented as a linear combination of embeddings φ : [n] → [ℓ] ⊔ {x 1 , . . . , x n−ℓ }. If we write such a φ in one-line notation, it denotes the homology class of φ in Ξ(ℓ). Example 1.3. Writing functions [n] → [ℓ] ⊔ R in one-line notation, we have
123, 132, 213, 231, 312, 321 } and Ξ(ℓ) 3 ∼ = 0 for ℓ ≥ 4.
Remark 1.4. The zeroth tail invariant of an FI-module M is given by the formula colim OI M , where OI is the subcategory of FI consisting of the sets [n] = {1, . . . , n} for all n ∈ N and order-preserving injections. That the functor M → colim OI M is exact is a result of Isbell-Mitchell and Isbell [IM73, Isb74] .
induces an equivalence from the category of R-valued FI-tails to the category of R-valued FJ-modules supported in finite degree.
Theorem B is the integral generalization of the following surprising result of Sam-Snowden.
Theorem 1.6 ([SS16, Theorem 2.5.1]). The category of Q-valued FI-tails is equivalent to the category of Q-valued FI-modules supported in finite degree.
1.3. Polynomial degree. Recall the following definition originally due to Dwyer [Dwy80] ; this concrete definition coincides with Djament-Vespa's [DV19] "weak polynomial degree" for FI-modules presented in finite degree.
Definition 1.7. An FI-module M that is presented in finite degree is said to have polynomial degree ≤ 0 if it is eventually constant, and polynomial degree ≤ d if coker(M → ΣM ) has polynomial degree
We remark that the assumption that M is presented in finite degree implies that ker(M → ΣM ) is supported in finite degree (see for example [MPW19, Theorem 3.30]). Over a field, an FI-module has polynomial degree ≤ d if and only if the degree of the Hilbert polynomial (1) is at most d.
To formulate a version of Theorem B for tails of FI-modules of polynomial degree ≤ d, let us define the following category.
Definition 1.8. Let FJ ≤d be the category whose objects are {0, 1, 2, . . . , d} and FJ ≤d (ℓ, m) = Hom FI op ≤d (i * d Ξ(ℓ), i * d Ξ(m)), where i * d denotes the inclusion of the full subcategory FI ≤d ⊂ FI of all sets with cardinality at most d.
It turns out that for ℓ, m ≤ d we get
where I d (ℓ, m) is spanned by composites ℓ → d + 1 → m; see Proposition 3.19. Every FJ-module supported in degrees {0, . . . , d} is automatically an FJ ≤d -module, because I d (ℓ, m) already acts by zero. Vice versa, an FJ ≤d -module can be extended to an FJ-module by zeros. By this logic, we consider Mod FJ ≤d to be a subcategory of Mod FJ .
Theorem C. Under the equivalence in Theorem B, the subcategory of FI-tails of polynomial degree ≤ d corresponds to the subcategory of FJ ≤d -modules.
The following corollary follows from Proposition 3.8, which says we can understand FJ ≤d (ℓ, m) as a subset ZS d . Corollary 1.9. There exists a (d + 1) × (d + 1) matrix ring Q d ⊆ Mat d+1 (ZS d ) whose category of right modules is equivalent to the category of FI-tails of polynomial degree ≤ d.
Example 1.10. The following Q 0 , Q 1 , Q 2 are examples for Corollary 1.9.
• Q 0 = Mat 1 (ZS 0 ) ∼ = Z. (This simply means that the tails of eventually-constant FI-modules are in bijection with abelian groups.)
, which is a subring with Z-rank 12. So a quadratic tail can be encoded as a single abelian group with 12 compatible endomorphisms.
1.4. Computing the tail invariants from a presentation matrix. Any finitely presented FImodule is the cokernel of a map between free FI-modules, and this map is described by a presentation matrix. If M is generated in degrees a 1 , . . . , a g and related in degrees b 1 , . . . , b r , then the presentation matrix takes the form
We call such a matrix an FI-matrix.
Theorem D. If Z is a presentation matrix for an FI-module M , and if W is the FJ-module corresponding to the tail of M , then W ℓ ∼ = coker Ξ(ℓ) Z where Ξ(ℓ) Z denotes the integer block matrix obtained by evaluating the module Ξ(ℓ) at the entries of the FI-matrix Z.
A version of Theorem D over Q appears in [WG] , which relies on the structure theory provided by [SS16] . An analogous result for the category FA of finite sets and all functions-and for any other category of dimension zero-is available in the second author's dissertation [WG16, WG19] .
In the following examples, we continue to write injections using one-line notation.
Example 1.11. Let M be the FI-module spanned by symbols z ij for all i = j, subject to the relation z ij + z jk + z ki = 0. A presentation matrix for M is given by
] 2 12 + 23 + 31 .
If ℓ > 2, then Ξ(ℓ) Z = 0. For ℓ ≤ 2, we have
given by m ⊗ f ⊗ n → mf ⊗ n − m ⊗ f n.
When N : C op ×D → Ab carries two actions-one covariant, and one contra-we call it a bimodule, and write the actions on opposite sides. This works because morphisms of C op commute with morphisms of D in the product category C op × D.
Theorem 2.2 (Tensor-hom adjunction). If N :
Denoting by ϕ m : ZC(c, −) → M the map corresponding by Yoneda's lemma to m ∈ M c for c ∈ C, we have the following formula for the unit η: Proof. The first claim follows from Yoneda's lemma. For the second, using the description of the unit from Theorem 2.2, we have that that η M sends m ∈ M c to φ m ⊗ C N :
Tail invariants
In this section, we construct certain flat FI op -modules Ξ(ℓ), yielding under tensor product exact functors Mod FI → Ab. We will see that these functors send modules supported in finite degree to zero, and so they depend only on tails.
3.1. The shift functor Σ T of FI op -modules and its right adjoint Ω T . Definition 3.1. Let Σ T : Mod FI op → Mod FI op be the shift functor, which is given by precomposition with the opposite of the functor σ T = T ⊔ − : FI → FI. For brevity, let us write Σ for Σ {1} .
In the following proposition, we describe a functor Ω T and show that it is the right adjoint of Σ T .
Write Ω ℓ for Ω [ℓ] and Ω for Ω 1 .
Proposition 3.2. The functor Σ T has a right adjoint Ω T : Mod FI op → Mod FI op so that
and for g ∈ FI(S ′ , S),
Proof. An injection h : T ⊔ U → S is determined uniquely by an injection f : T → S and an injection h ′ : U → S \ im f . Therefore, using Corollary 2.4, we can compute:
To understand (Ω T M ) g for g ∈ FI(S ′ , S), let us go through these isomorphisms. An element
Therefore gϕ U : ZFI(T ⊔ U, S ′ ) → M U is given by
and this map corresponds through the isomorphism to the sum
To prove that these isomorphisms are natural with respect to the FI op -action, let g ∈ FI(S ′ , S).
Going around the other way, the isomorphism sends (f, [φ]) to
) ⊆ im g, and to zero otherwise. Note that ψ −1 ([ℓ]) = im f , and if im f ⊆ im g, there exists a unique f ′ such that f = g • f ′ . This implies that the necessary square commutes for all s ′ ∈ S ′ :
In Section 4, we will reconstruct the tail of an FI-module M from knowledge of the tail invariants M ⊗ FI Ξ(ℓ) and the homomorphisms induced by maps Ξ(ℓ) → Ξ(m), which we will discuss in the next sections.
3.2. Left Kan extension from OI op to FI op . Here, we consider the inclusions OI op ⊂ FI op and OI op ≤d ⊂ FI op ≤d . We may restrict FI op -modules and FI op ≤d -modules along these inclusions. In this section, we describe the left adjoints to these restrictions, each of which has a description as a tensor product by Corollary 2.3.
Proposition 3.4. The tensor product ZFI(n, −) ⊗ OI M ∼ = ZS n ⊗ M n and the action of g ∈ FI(n ′ , n) on the left-hand side translates under this isomorphism to
for σ ∈ S n and τ ∈ S n ′ .
Proof. Observe that every map in f ∈ FI(n, k) can be uniquely written as σh for some σ ∈ S n and h ∈ OI(n, k). Therefore f ⊗ m = σ ⊗ hm for all m ∈ M k , and this is a unique representative in ZFI(n, n) ⊗ M n = ZS n ⊗ M n . This proves that
Precomposing with g ∈ FI(n ′ , n) will send σ ⊗ m to gσ ⊗ m = τ ⊗ hm if τ h = gσ for the unique τ ∈ S n ′ and h ∈ OI(n ′ , n).
Remark 3.5. The same result and proof hold for the inclusions OI ≤d ⊂ FI ≤d , and so ZFI ≤d (n, −)⊗ OI ≤d M ∼ = ZS n ⊗ M n for n ≤ d.
and where f ∈ OI(n ′ , n) acts by the identity whenever [ℓ] ⊆ im f , and acts by zero otherwise. Since f is monotone, this condition is equivalent to
Recall that x 1 < x 2 < · · · is the arbitrary increasing sequence of real numbers from Notation 1.2.
Definition 3.7. For n ≥ ℓ, let ξ n,ℓ ∈ Ξ(ℓ) n denote the element
Proof. According to Proposition 3.4, the tensor product
It suffices to define the map in degrees n ≥ ℓ:
This gives an isomorphism in every degree. It only remains to show that this is a map of FI opmodules.
If g ∈ FI(n ′ , n), then for every σ ∈ S n , there is a unique pair (τ, h) ∈ S n ′ × OI(n ′ , n) such that τ g = hσ. We want to check that the action of g commutes with the isomorphism ZS n ⊗ Λ(ℓ) n → Ξ(ℓ) n given above. Because σ ⊗ 1 for σ ∈ S n gives a basis of ZS n ⊗ Λ(ℓ) n for n ≥ ℓ, it is enough to check commutation on these elements. By Proposition 3.4, g sends σ ⊗ 1 to τ ⊗ h(1), where
On the other hand, g sends σξ n,ℓ to τ ξ n ′ ,ℓ if [ℓ] ⊆ im(gσ −1 ) and to zero otherwise. This proves the first assertion because im h = im(gσ −1 ). The second assertion follows from Remark 3.5.
Natural transformations between tail invariants.
Proposition 3.9. Let ℓ, m ∈ N. Then Hom FI op (Ξ(ℓ), Ξ(m)) is isomorphic to the set of (ξ n ) n≥ℓ ∈ n≥ℓ Ξ(m) n such that
Furthermore, for every d ∈ N the map
is injective, and the composition
Proof. By the tensor-hom adjunction and Proposition 3.8,
).
An element ϑ ∈ Hom OI op (Λ(ℓ), Ξ(m)) can then be described by its values ξ n = ϑ n (1) in every degree n ≥ ℓ. These values have the property
and δ i ξ n = 0 otherwise, coming from the definition of Λ(ℓ). For the second assertion, it is enough to show that ξ n for m ≤ n < d is determined by ξ d . In fact, Lemma 3.12. Let M ∈ Mod FI op , and write ω : M → ΩM for the map that is adjoint to the natural map σ : ΣM → M . Then, ker(ω) n consists of those m ∈ M n with gm = 0 for all g ∈ OI(n − 1, n).
Proof. The formula
. Note that this map can also be expressed as [1] is automatic as there is only one map in FI(1, 1) and g = h| [n]\im f is a monotone map.
In order for m ∈ M n to be in the kernel of ω n , the sum ω n (m) has to vanish in every summand. This proves the lemma.
Remark 3.14. In Section 3.4, we will give a combinatorial basis for D n and discuss how it relates to Lie brackets and derangements. In particular, D n is a free abelian group whose rank is the number of derangements in S n .
Proof. We will prove that the isomorphism from Proposition 3.3 restricts to the desired isomorphism.
Then by Lemma 3.12, ξ ∈ ker(η ℓ : Ξ(ℓ) → Ξ(ℓ + 1)) if and only if gξ = 0 for all g ∈ OI(n − 1, n). Thus the image of ker(η ℓ :
in this sum has to be zero. By strategically choosing g and f ′ , we can satisfy the vanishing condition of Lemma 3.12 for every ξ f . Indeed, for every f ∈ FI(ℓ, n) and monotone injection g ′ :
commutes, where the left map is the unique monotone bijection.
Proof. Write W (d, q) for the set of words in the alphabet {x, y} that are permutations of x d y q . Let w = w 1 . . . w d+q ∈ W (d, q), and construct an embedding φ w :
and moreover, if w i = w j for i < j, then φ w (i) < φ w (j). In other words, φ w is determined by requiring that it be a monotonic map to R or [d] after restricting its domain to the positions of x or y.
Set p, q ∈ N so that d + p = n and ℓ + q = d. We now argue that the assignment
satisfies the hypothesis of Proposition 3.9, giving a map Ξ(ℓ) → Ξ(d); note that ξ d = ξ d,d , because p = q = 0 in this case, so ξ d,ℓ → ξ d,d , as required.
Recall that the class of an embedding φ :
By design, however, the letter y appears exactly d times in each element of y ℓ · W (p, q), so the terms of ξ n are nonzero.
On the other hand, if i > ℓ, then the sum splits
. . w n , since any two monotone embeddings φ −1 (R) → R are related by a straight-line isotopy. The words in W (p, q) that have x in position i are in bijection with W (p − 1, q) by deleting this x. Therefore, we have
Theorem 3.17. Let ℓ, m ∈ N, then there is a tower
). If d ≥ ℓ, m, the factors are given by the short exact sequence
We organize the proof in the following way. We first show that (Ω m D) d is isomorphic to the kernel in the short exact sequence. Next we prove that elements in this kernel can be extended to Hom FI op (Ξ(ℓ), Ξ(m)) if ℓ = d, and subsequently for all ℓ < d. This shows that every map in a factor of the tower can be extended to the top. Therefore every map extends, and thus, all restriction maps are surjective.
Under the isomorphism from Proposition 3.9, a morphism in ker(res d d−1 ) corresponds to an element ξ ∈ Ξ(m) d . However, since this morphism is in the kernel of res d d−1 , it vanishes in degree d − 1, which shows that f ξ = 0 for all f ∈ OI (d − 1, d) . On the hand, any such ξ describes a map in ker(res d d−1 ) by Proposition 3.9. The subgroup of such elements is isomorphic to (Ω m D) d using Lemma 3.12 and Lemma 3.15.
Next, we show that the maps in ker(res d d−1 ) are in the image of the restriction res d : Hom FI op (Ξ(ℓ), Ξ(m)) −→ Hom FI op ≤d (i * d Ξ(ℓ), i * d Ξ(m)).
Let ξ d ∈ Ξ(m) d correspond to some map ϕ ∈ ker(res d d−1 ) that we want to extend. Being in the kernel implies that f ξ d = 0 for every f ∈ OI(d − 1, d). We start with ℓ = d. Set ξ d+n ∈ Ξ(m) d+n to be the concatenation of ξ d and the word x d−m+1 . . . x d−m+n . Then, for every f ′ ∈ OI(d + n ′ , d + n), 
Proof. Let ϕ d : Ξ(ℓ) → Ξ(m) be a map that restricts to zero in degrees ≤ d. Let ψ d+1 : Ξ(ℓ) → Ξ(m) be the extension of res d+1 ϕ d : i * d+1 Ξ(ℓ) → i * d+1 Ξ(m) from the proof of Theorem 3.17. By construction, ψ d+1 factors through Ξ(d + 1). Let ϕ d+1 = ϕ d − ψ d+1 , which now restricts to zero in degrees ≤ d + 1. Iterating this procedure, we obtain a sequence of maps ϕ d+i , ψ d+i : Ξ(ℓ) → Ξ(m) and equations
Restricting the infinite sum
to any finite set of degrees in FI op , it is a finite sum that agrees with ϕ d . Because every ψ d+i factors through Ξ(d + 1), we obtain the result.
3.4. Combinatorial description of FJ. In this section, we give a combinatorial description of FJ(ℓ, m) = Hom FI op (Ξ(ℓ), Ξ(m)) using Lie brackets. By Theorem 3.17, we have a tower Since the elements s 2 , . . . , s |S| may be permuted, L(S) has (|S| − 1)! elements. Then the set
|Si|≥2,k≥0 min S1<···<min S k An easy combinatorial bijection using cycle decompositions shows that the cardinality of this set equals the number of derangements in S n . Let
be the linear map that inverts basis elements. We claim that the image of
which drops to zero under the action of δ i :
We can connect δ i and ε i by observing that σξ d,0 ∈ ker(δ i ) if and only if σ −1 ∈ ker(ε i ), which proves our claim. Elements ξ ∈ D d ⊂ Ξ(0) d correspond to maps in Hom FI op ≤d (i * d Ξ(d), i * d Ξ(0)) by where the map sends ξ d,d . In Theorem 3.17, we extended these to maps in Hom FI op (Ξ(d), Ξ(0)), by sending ξ n,d to ξ concatenated with x d+1 . . . x n . So the bracket [[1, 2], 3] results in the map Hom FI op (Ξ(3), Ξ(0)) that in degree 5 sends ξ 5,3 = 123x 1 x 2 to 
As before, elements ξ ∈ (Ω m D) d ⊂ Ξ(0) d correspond to maps in Hom FI op ≤d (i * d Ξ(d), i * d Ξ(m)) by where the map sends ξ d,d . In Theorem 3.17, we extend these to maps in Hom FI op (Ξ(d), Ξ(m)), by sending ξ n,d to ξ concatenated with x d−m+1 . . . x n−m . So the product 31[2, 4] results in the map Hom FI op (Ξ(4), Ξ(2)) that in degree 6 sends ξ 6,4 = 1234x 1 x 2 to
Next, we describe the maps u ℓ,d : Ξ(ℓ) → Ξ(d) for ℓ ≤ d from Lemma 3.16. The formula for u ℓ,d given there is equivalent to
Recall that the shuffle product of w 1 . . . w k and w ′ 1 . . . w ′ k ′ is the sum
For example, the map u 3,5 : Ξ(3) → Ξ(5) sends ξ 7,3 = 123x 1 x 2 x 3 x 4 to 12345x 1 x 2 + 1234x 1 5x 2 + 123x 1 45x 2 + 1234x 1 x 2 5 + 123x 1 4x 2 5 + 123x 1 x 2 45.
As a final step, by precomposing the map in Hom FI op (Ξ(d), Ξ(m)) corresponding to ξ ∈ (Ω m D) d (described above) with u ℓ,d : Ξ(ℓ) → Ξ(d), we find that ξ equally-well corresponds to a map in
indexes a basis of the free abelian group Hom FI op (Ξ(ℓ), Ξ(m)). We now describe the composition law in terms of this basis. Any such basis element determines a sequence (ξ n ) with ξ n ∈ Ξ(m) n and therefore a sequence (σ n ) with σ n ∈ ZS n by requiring ξ n = σ n ξ n,m . If a second basis element corresponds to a similar sequence (τ n ) with τ n ∈ ZS n , then the composition corresponds to the sequence (σ n τ n ).
Exactness of tail invariants.
In this section we prove that the FI op -modules Ξ(ℓ) are flat. We do so by induction employing the following proposition. It also has another useful corollary on the tail invariants of polynomial FI-modules.
Proposition 3.20. There is a natural short exact sequence
Proof. We will use the fact that
that is natural in the pair (S, T ) ∈ (FI op × FI), and that this map sends basis elements to basis elements; similarly
gives a surjection of (FI op × FI)-modules. This yields a short exact sequence To prove the second assertion, set M = Ξ(ℓ), so that the surjection takes the form To see that this assignment gives a section for each S, note that (f s )| 
where g(s ′ ) = s. Via the proposed section, this is sent to
. Acting by g happens in the first tensor factor:
]. This proves naturality in the case that s ∈ im g. On the other hand, if s ∈ im g,
Then,
This proves that
in this case. Naturality follows.
Let us give a quick corollary about polynomial functors.
Corollary 3.21. Let M be an FI-module presented in finite degree and assume that it has polynomial degree ≤ d.
Proof. We prove this corollary by induction over the polynomial degree. For the purposes of this proof, we consider an FI-module to be polynomial degree ≤ −1, if it is eventually zero. This is consistent with the induction because M has polynomial degree ≤ 0 if and only if coker(M → ΣM ) is eventually zero. Assume first M is eventually zero. Thus by Theorem A, M ⊗ FI Ξ(ℓ) ∼ = 0 for all ℓ > −1. This establishes the base case d = −1.
Let us now assume that M has polynomial degree ≤ d for some d ≥ 0, so that we can assume coker(M → ΣM ) ⊗ FI Ξ(ℓ) ∼ = 0 for all ℓ > d − 1 by induction. We now connect the tail invariants of coker(M → ΣM ) to those of M . Consider the right-exact sequences M −→ ΣM −→ coker(M → ΣM ) −→ 0 and the (actually short exact) sequence from Proposition 3.20
where the ΩΞ(ℓ) ∼ = Ξ(ℓ + 1). Tensoring the first right-exact sequence by Ξ(ℓ), we get that
is exact. Tensoring the second right-exact sequence by M , we get that
This implies the assertion that M ⊗ Ξ(ℓ + 1) ∼ = 0 for ℓ > d − 1.
To prove flatness of Ξ(0), we use a classical result of Isbell, which was originally of interest only as a counterexample.
Proof. We need to prove that CB ℓ (k, n) = ∅ if ℓ ≥ min(k, n − k) + 1. In Definition 4.1, we require of any element in CB ℓ (k, n) that im c ⊆ im φ, which implies ℓ ≤ k, and so CB ℓ (k, n) is empty if min(k, n − k) = k. Supposing instead that min(k, n − k) = n − k, then k ≤ n − k + 1 ≤ ℓ ≤ k, and so ℓ = k and n = 2k − 1. In this case, Catalan(ℓ, n) is empty, and so CB ℓ (k, n) is again empty. n) becomes an FI op -module in a manner analogous to Definition 1.1. The resulting module is isomorphic to Ξ(ℓ), since the only difference is a relabeling [ℓ] ∼ = im c. Let us denote this isomorphism by
We will omit the subscript c if it is clear from the context. Notation 4.3. As in Notation 1.2, the set CB c ℓ (k, n), whose elements are homotopy classes, is in bijection with the set of representatives
If we write such a φ in one-line notation, it denotes the corresponding element in CB c ℓ (k, n). Proposition 4.4. For all k, n ∈ N, we have
In particular, |FI(k, n)| = |CB(k, n)| if n ≥ 2k − 1.
Proof. By the description in Notation 4.3, |CB ℓ (k, n)| = k! · |Catalan(ℓ, n)| for all ℓ ≤ k. Because |Catalan(ℓ, n)| = n ℓ − n ℓ−1 for ℓ ≤ m := min(k, n − k),
The second assertion follows from Lemma 4.2.
A perfect pairing.
Definition 4.5. Let f ∈ FI(k, n), and let φ : [k] ֒→ im c ⊔ R for some c ∈ Catalan(ℓ, n) be a representative of π ∈ CB(k, n). We say f matches
Define a bilinear form −, − : ZFI(k, n) ⊗ ZCB(k, n) → Z by its values on pairs of basis vectors
Remark 4.6. The idea of this pairing is that an element π ∈ CB c l (k, n) is a template for injections [k] → [n]. In this template, the values of π in im c must match exactly, but for the values in R, only the order has to match. Using the bijection from Notation 4.3, suppose π = x 1 52x 2 ∈ CB 2 (4, 5).
Since the x i can be replaced by any numbers with x 1 < x 2 , the following injections match π: 1523, 1524, 3524 ∈ FI(4, 5).
Proposition 4.7. Fix n ∈ N. There is a homomorphism of FI op -modules
Proof. Fix f ∈ FI(k, n) and g ∈ FI(k ′ , k). We want to show that χ(gf ) = gχ(f ). Recall that π ∈ CB(k, n) is sent to an element gπ ∈ CB(k ′ , n) by precomposing. Let Π f be the set of π ∈ CB(k, n) that match f . It is enough to show that
is the set of elements in CB(k ′ , n) that match gf . This follows from the soon-to-be-given Proposition 4.9, (3) and the easy-to-check fact that σf matches σπ if and only if f matches π for all σ ∈ S k .
We intend to prove the following theorem.
Theorem 4.8. The restricted paring −, − : ZFI(k, n) ⊗ ZCB ′ (k, n) → Z is perfect. In particular, the pairing −, − : ZFI(k, n) ⊗ ZCB(k, n) → Z is perfect if n ≥ 2k − 1.
We prepare some notation to aid the proof of Theorem 4.8. Let be the map that replaces x k−ℓ by (n + 1) when ℓ ≤ min(k − 1, n − k). (Otherwise the map is not defined.) For example, s(x 1 25x 2 ) = x 1 257, if n = 6. Let τ j : FI(k, n) −→ FI(k + 1, n + 1) be the map that sends f ∈ FI(k, n) to
Similarly, let t j : CB ℓ (k, n) −→ CB ℓ (k + 1, n) be the map that sends π ∈ CB ℓ (k, n) to
For example, τ 4 (x 1 25x 2 ) = x 1 25x 3 x 2 .
Proposition 4.9. We have the following elementary properties of the previously defined operations e, s, t j , ε, τ j :
(1) τ j f matches eπ ⇐⇒ τ j f matches sπ (2) εf never matches sπ (3) εf matches eπ ⇐⇒ f matches π (4) τ j f matches et j ′ π ⇐⇒ (f matches π) and (j = j ′ ).
Proof.
(1) If f ∈ FI(k − 1, n − 1) and π ∈ CB ℓ (k, n − 1), then eπ and sπ coincide in all positions except x k−ℓ is replaced by n. In order for τ j f to match eπ or sπ, that position must be the jth in both cases.
(2) Let f ∈ FI(k, n − 1) and π ∈ CB ℓ (k, n − 1). Then the image of εf does not contain n, but it would have to in order to match sπ.
(3) Clear.
(4) Let f ∈ FI(k − 1, n − 1) and π ∈ CB ℓ (k − 1, n − 1). "⇐=" is clear because the "new" x k−ℓ in jth position of t j π matches the "new" n in the jth position of τ j f . For "=⇒", observe that n is not in the image of et j ′ π, so the largest x must be in the jth position. Thus j = j ′ . For the other positions to match, we must have that f matches π.
Define r : ZCB(k, n) → ZCB(k, n + 1) by sending π ∈ CB ℓ (k, n) to
Proposition 4.10. τ j f, eπ = τ j f, rπ for all f ∈ FI(k, n) and π ∈ CB ′ (k + 1, n).
Proof. If π ∈ CB ℓ (k + 1, n) with ℓ ≤ k, then rπ = sπ, and so Proposition 4.9, (3) gives the result.
In the remaining case, ℓ = k + 1 and τ j f, rπ = 0. Then there are no x's in the image of eπ, and moreover, n + 1 does not appear either. Therefore the n + 1 in τ j f doesn't match any position in eπ and so τ j f, eπ = 0.
The functions ε and τ 1 , . . . , τ k+1 induce a bijection
FI(k, n) −→ FI(k + 1, n + 1) (
sorting injections g ∈ FI(k + 1, n + 1) according to the preimage g −1 ({n + 1}), which is empty, or a singleton {j} for some j ∈ [k + 1].
Proof of Theorem 4.8. We show by induction on (k, n) that the functions
span the full space of functions FI(k, n) → Z; this proves that the restricted pairing −, − is perfect by Proposition 4.4. There are two base cases: k = 0 and n = 0. When k = 0, the sets FI(0, n) and CB(0, n) are singletons. Note that those two single elements match. This is a perfect pairing. On the other hand, if n = 0 and k > 0, then the sets FI(k, 0) and CB(k, 0) are empty, so −, − is perfect vacuously.
We proceed to the inductive step. Let λ : FI(k + 1, n + 1) → Z be an arbitrary function. By the inductive hypothesis, for each j ∈ [k + 1], the function f → λ(τ j f ) has an expansion in the basis { −, ω | ω ∈ CB ′ (k, n)}. In other words, there exist integers α ω j so that, for all f ∈ FI(k, n),
Similarly, there exist integers β π so that, for all f ∈ FI(k + 1, n),
Set m = min{k, n − k}. We claim
with sums ranging over ω ∈ CB ′ (k, n), ρ ∈ CB ′ (k + 1, n), and ν ∈ CB ′ ℓ (k + 1, n). We prove the claim (4) using the decomposition (3), showing equality after evaluation at injections in the image of each map ε and τ j .
Suppose f ∈ FI(k + 1, n). Compute
where we have used that f, ρ = εf, eρ and εf, sν = 0 by Proposition 4.9. Now suppose f ∈ FI(k, n) and j ′ ∈ [k + 1]. Compute
where τ j ′ f, eρ − τ j ′ f, rρ = 0 by Proposition 4.10, and the sum over j has all summands equal to zero, apart from the one where j = j ′ by Proposition 4.9. Thus, (4) holds, and so λ is in the span of functions of the form −, π .
To compute this map after application of the functor − ⊗ FI Ξ(ℓ), we use Yoneda's lemma on the entries. Suppose f : a → b is a morphism of FI, appearing in one of the entries of Z. Let ZFI(f, −) be the map on free FI-modules induced by precomposition with f , and compute
Extending this computation to Z-linear combinations, and to block matrices, we obtain the formula Z ⊗ FI Ξ(ℓ) = Ξ(ℓ) Z . The result follows, since tensor products preserve cokernels.
The category of FI-tails
In this section, we reconstruct the tail of an FI-module M presented in finite degree from the tensor products M ⊗ FI Ξ(ℓ) for ℓ ∈ N.
Recall from Definition 1.5, FJ is the category whose objects are {0, 1, 2, . . . } and FJ(ℓ, m) = Hom FI op (Ξ(ℓ), Ξ(m)), and from Definition 1.8, FJ ≤d is the category whose objects are {0, 1, 2, . . . , d} and FJ ≤d (ℓ, m) = Hom FI op ≤d (i * d Ξ(ℓ), i * d Ξ(m)). 
Notice that for ω ∈ CB(d, 2d)
Thus
Definition 5.3. For ℓ ≤ d, let Θ ≤d (ℓ) ⊆ ZFI(d, −) be the FI-submodule that is generated by χ −1 (π d,ℓ ) ∈ ZFI(d, 2d).
We include two lemmas about Θ ≤d (ℓ) for later use.
Lemma 5.4. The FI-module Θ ≤d (ℓ) is presented in degrees ≤ 3d + 1.
Proof. By definition, Θ ≤d (ℓ) is generated in degree 2d. Let Q be the quotient of ZFI(d, −) modulo Θ ≤d (ℓ). Clearly, Q is generated in degree d and presented in degree 2d. By [CE17, Theorem A], the next syzygies of Q are generated in degrees ≤ 3d + 1. Thus Θ ≤d (ℓ) is presented in degrees ≤ 3d + 1.
Lemma 5.5. The FI-module Θ ≤d (ℓ) has polynomial degree ≤ d.
Proof. Subquotients of FI-modules with polynomial degree ≤ d also have polynomial degree ≤ d. It remains to prove that ψ restricts to ψ : Θ ≤2d (m) → Θ ≤d (ℓ) and im(ψ ⊗ FI Ξ(−)) = im ϕ.
The first assertion is that precomposing with (χ −1 • γ κ )(π d,ℓ ) · τ 2d,ℓ sends Θ ≤2d (m) into Θ ≤d (ℓ). In fact, by Lemma 5.2, π d,ℓ = χ −1 (π d,ℓ ) · ρ 2d,ℓ , and so
where the second equality comes from the fact that (χ −1 • γ κ ) commutes with χ −1 (π d,ℓ ) ∈ ZFI(d, 2d) by Corollary 4.11. This proves the first assertion because Θ ≤d (ℓ) is generated by χ −1 (π d,ℓ ).
For the second assertion, we have to understand the map We want to show that id m ∈ FJ ≤2d (m, m) is sent to ϕ(id m ) ∈ FJ ≤d (ℓ, m). The result will follow because id m ∈ FJ ≤2d (m, m) maps to id m ∈ FJ ≤d (m, m) by the restriction. We can show this by proving that these two identity maps are sent to the same element in Ξ(m) d in the top row. The identity map in FJ ≤2d (m, m) is sent to ξ 2d,m ∈ Ξ(m) 2d , which then is mapped to (χ −1 • γ κ )(π d,ℓ )τ 2d,ℓ · ξ 2d,m ∈ Ξ(m) d by the definition of ψ. On the other hand, ϕ(id m ) = γ ∈ FJ ≤d (ℓ, m), which is sent to γ(ξ d,ℓ ) ∈ Ξ(m) d .
Let us start proving these two elements agree by rewriting the first as (χ −1 • γ κ )(π d,ℓ )τ 2d,ℓ ξ 2d,m = (χ −1 • γ κ )(π d,ℓ )ζ 2d,ℓ using Definition 5.1. Since Ξ(m) d is a free left ZS d -module generated by ξ d,m , there exist coefficients a σ ∈ Z such that γ(ξ d,ℓ ) = We are now ready to prove Theorems B and C.
Proof of Theorems B and C. Let us consider the functor Mod FI → Mod FJ that sends an FI-module M to the FJ-module M ⊗ FI Ξ(−). If we restrict this functor to FI-modules that are presented in finite degree, then we can limit the codomain to the category of FJ-modules supported in finite degree because M ⊗ FI Ξ(ℓ) ∼ = 0 for ℓ larger than the presentation degree of M . This functor factors through the category of FI-tails because it is exact by Proposition 3.24 and annihilates FI-modules supported in finite degree by Theorem A. We will show that the induced functor is an equivalence of categories. Let us start with essential surjectivity. Let N be an FJ-module supported on {0, . . . , d}. Then N is the cokernel of ϕ : Because tensoring is right exact, this cokernel coincides with M ⊗ FI Ξ(−). We now prove faithfulness. Suppose ϕ : M → M ′ is a map of FI-modules presented in finite degree, which induces the zero map M ⊗ FI Ξ(−) → M ′ ⊗ FI Ξ(−). We need to show that im ϕ has finite support. Say M and M ′ are presented in degree ≤ d. Then Theorem A implies that for all n ≥ 2d − 1. Thus ϕ n : M n → M ′ n is the zero map for all n ≥ 2d − 1, which implies that the image is supported on {0, . . . , 2d − 2}.
Fullness is the statement that Hom FI (M, M ′ ) → Hom FJ (M ⊗ FI Ξ(−), M ′ ⊗ FI Ξ(−))
