Multi-class object detection in remote sensing imagery is an important and challenging topic in computer vision. Compared with the object detection of natural scenes, remote sensing object detection has some challenges such as scale diversity, arbitrary directions and densely packed objects. To resolve these problems, this paper presents a scale-aware rotated object detection. Firstly, we propose a novel feature fusion module, which takes full advantage of high-level semantic information and low-level high resolution feature. The new feature maps are more suitable for detecting objects with a large difference in scale. Meanwhile, we design a specific weighted loss, which contains an intersection-over-union (IoU) loss and a smooth L1 loss to further address the scale diversity. Besides, in order to detect oriented and densely packed objects more accurately, we propose a normalization strategy for the representation of rotating bounding box. Our method is evaluated on two public aerial datasets DOTA and HRSC2016, and achieves competitive performances. On DOTA, we boost the mean Average Precision (mAP) to 72.95% on oriented object detection.
I. INTRODUCTION
Multi-class object detection in aerial imagery is intended to locate objects of interest on the ground in aerial images and identifying their categories. And it has been playing an important role in computer vision over the years and can apply to many aspects such as cargo transportation and military uses. Although the object detection algorithm of the natural scene has been well developed, object detection in remote sensing images is full of challenges.
In recent decades, methods of object detection based on deep convolutional neural networks (CNNs) have been greatly developed. These methods are also applied to the field of remote sensing and have achieved good performances. But objects in remote sensing images have considerable scale differences, and objects of different scales are unevenly distributed. So detecting multi-scale objects in remote sensing imagery is a challenging task. In the natural scene object The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang . detection field, some studies have shown the multi-scale detector performs better for multi-scale objects than the single-scale detector. Multi-scale detectors use multiple feature layers for detecting objects of different scales. However, when we apply this method to the field of remote sensing, we find that this method is not suitable for predicting objects with unbalanced distribution of different scales. Take FPN (Feature Pyramid Network) [21] as an example, Region-of-Interests (RoIs) of different scales are assigned independently to different feature layers. Since objects in the remote sensing images are unbalanced in size and large objects only make up a small proportion, the feature layers of large aerial objects are not adequately trained with FPN.
To address the multi-scale problems, some researchers have also discovered the effect of the loss function on multiscale objects [1] , [35] . The traditional loss functions L1 and L2 use the distance of the coordinates to measure the effect of prediction. It can lead to a greater loss for large objects, and the network tends to ignore the small objects because of their smaller loss. Taking Fig. 1 as an example, when VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. IoU versus L1norm for large and small objects. IoU is the indicator to evaluate the prediction effect, and the prediction result of object 2 is much better than that of object 1. However, due to the larger scale of object 2, it will produce a larger loss than object 1 when measured by traditional L1 loss.
IoU is used as an indicator to evaluate the prediction effect, the prediction result of object 2 is much better than that of object 1. However, due to the larger scale of object 2, it will produce a larger loss than object 1 when measured by traditional L1 loss. Therefore, small objects are ignored in the network optimization process. Unitbox [1] proposes that the IoU can be a good measurement of the object regression effect since it is independent of the object size. But the Unitbox network is a single-stage network structure that detected four corner points. The IoU loss proposed by it cannot be directly applied to the two-stage structure of this paper. Besides the problem of various scales, object detection in remote sensing imagery also faces the problem of arbitrary directions. Aerial images are typically taken with bird views. Therefore objects in aerial images are always arbitrary oriented. Thus, using a horizontal box to locate an object would result in much mismatched space between the object and the prediction bounding box. At the same time, for some densely arranged and tilted objects, using the traditional horizontal RoI for detection is likely to filter out the correct object during Non-Maximum Suppression (NMS), resulting in missed objects [2] . In the field of text detection, rotation detection is proposed to detect oriented and dense text objects. They use rotated boxes with angle to detect objects instead of traditional horizontal RoI box [17] , [27] , [30] . Some researchers have applied the rotational detection to the area of remote sensing and have achieved some results [39] , [40] . But most of them are designed for specific objects, such as vehicle detection [31] , ship detection [39] , [40] , aircraft detection [22] and so on. When we apply the R 2 CNN [17] structure to object detection in remote sensing imagery, angle predictions of some objects are inaccurate.
To address the aforementioned problems, we propose a scale-aware rotated object detector, called SARD. We firstly propose a novel feature fusion module, which takes full advantage of high-level semantic information and low-level high resolution feature. It is designed to detect objects in remote sensing images which have considerable scale differences, and objects of different scales are unevenly distributed. Then we propose a new weighted loss, which is developed on the traditional L1 loss and the IoU loss. This new weighted loss possesses the advantages of the above two losses and solves the problem that traditional loss is unfriendly to small objects. Finally, we propose a normalization strategy for the representation of rotating bounding box and improve the accuracy of angle regression.
In conclusion, the contributions of this paper are mainly three points:
• We design a novel scale-aware detector which aims at multi-category, and multi-scale oriented objects in large-scale remote sensing images. And we achieve competitive performance on both DOTA and HRSC2016 datasets.
• We propose a novel feature fusion module in the RCNN stage to make the feature fit for detecting multi-scale objects, and solve the problem of unbalance training. Meanwhile, we propose a weighted loss combining the traditional smooth L1 loss and the IoU loss, to balance the loss of large objects and small objects.
• We propose a normalization strategy for the representation of rotating bounding box to detect oriented and densely packed objects more accurately. The rest of this article is organized as follows. The various parts of the scale-sensitive rotation detector are shown in Section 2. The results of our method and other methods in the DOTA data set are given in Section 3. By comparing with the other methods, we analyze the shortcomings and shortcomings of the network, while Section 5 gives our conclusions and future work.
II. RELATED WORKS A. REGION BASED FRAMEWORK
Algorithms based on deep convolutional neural networks (CNNs) can be divided into two groups: region-based algorithms as well as regression-based algorithms. In 2015, the emergence of region-based detection algorithms [3] greatly improves the accuracy of detection. After that, Faster R-CNN detection framework [4] basically achieves end-toend training, which generates proposal regions from the region proposal network (RPN) and afterward sends them to the R-CNN network for classification and regression. Meanwhile, methods based on regression directly return the position of the objects in the image, which has an advantage in speed, but the accuracy is not as high as the regionbased detection algorithms. You Only Look Once [28] and Single Shot Multibox Detector [24] are classic regressionbased object detection methods. When these generic object detection algorithms are introduced into the field of remote sensing, corresponding improvements have been achieved for the traits of remote sensing imagery [7] , [12] , [13] , [19] , [32] , [33] , [35] , [36] . Xu et al. [34] introduce deformable convolution layers [10] to further improve detection accuracy. Han raises an efficient framework based on Faster R-CNN [15] which realizes the integration process of regional proposal generation stage and RCNN stage by sharing features of the region proposal generation stage and the RCNN stage. Region-based detection algorithms have become the mainstream for solving the difficulty of detecting multi-class objects in remote sensing imagery since these detectors achieve superior performance in accuracy.
B. MULTI-SCALE DETECTOR
The aforementioned methods are all single-scale detectors which typically use features from one layer to represent objects. At the same time, some methods have been raised to work out multi-scale object detection by using feature from several layers of CNN, such as HyperNet [18] and ION [6] . These methods usually combine some layers via skip connections to integrate deep, intermediate features and shallow features before making a prediction. Among them, FPN [21] has become the mainstream of multi-scale object detection for its character of easy to transplant. It generates feature maps of different scales through a top-down architecture and lateral connections.
C. ROTATIONAL REGION CNN
Rotational Region CNN(R 2 CNN) [17] outputs five parameters with an angle in the RCNN stage to get the rotating bounding box. RRPN [27] takes another approach, which generates a rotating anchor during the RPN phase and picks them up. However, when extracting the features of the RoI, some information is lost since the ROI is a smaller area with an angle, therefore the detection effect is not as good as the R 2 CNN. In the field of remote sensing, there are also researches of multi-class and rotation object detection based on CNN network. Gong et al. [42] chooses to train a rotation invariant layer to rotate the result. Li et al. [43] applies the RRPN method to the remote sensing image to obtain an angled detection frame. Combined with the analysis of R 2 CNN and RRPN above, we chose to apply the R 2 CNN to the remote sensing images.
III. METHODOLOGY
In large-scale remote sensing images, the dense and multiscale objects can result in significant difficulties to object detection. In this regard, we propose a scale-aware rotation detector. Our improvement mainly includes the feature fusion structure FPSN, the weighted loss which is divided into two parts and a normalization strategy for the representation of rotating bounding box. The architecture is shown in Fig. 2 .
A. FPSN: FEATURE PYRAMID STACK NETWORK
The FPN structure uses different feature maps to extract features for objects of all sizes. In the face of objects with significant scale differences in remote sensing images, this method is unbalanced to train different feature layers, and cannot obtain the most suitable features. To address the question, we propose the FPSN structure, canceled the assignment of feature maps of FPN. We can not only obtain more suitable features for training, but also avoid the training imbalance caused by separating training of different feature maps.
In the FPN structure, the anchors were originally produced with a definite size on each feature map in the first regression stage. Then proposals extract features on the corresponding feature map according to its size. The chosen rule follows Eqn 1.
k presents which feature map to choose, w, h present the width and height of the proposal. The formula can be understood as follows: the k 0 means the P4 feature and proposals VOLUME 7, 2019 with √ wh less than 224 but bigger than 112 will extract features on it. It can be inferred from the formula that proposals with √ wh greater than 224 and less than 448 will all extract features on P5, and proposals of other sizes will follow the same analogy.
We use the formula to test the use of the feature maps on remote sensing dataset DOTA. The specific distribution is shown in Fig. 4 . It can be observed that the distribution of the proposal on different feature maps is unbalanced. Thus, we believe that the assignment of feature maps has some defects on the detection of multi-scale objects for the following two reasons:
• Fig. 5 shows the difference between P2-P5 features and features after concatenated. The first set of graphs mainly analyzes the impact on large objects, when using the method of assigning levels, the objects in the graph will use the features of P4 or P5. It can be observed that the P5 feature loses many details, which is unfavorable for judging the category of objects. The second group analyzes the small objects, the P2 feature layer that the small objects originally used contains much low-level information, and little semantic information is taken into consideration.
• As depicted in Fig. 4 , the scales of objects in remote sensing images vary greatly, and the distribution is unbalanced. The number of small objects ranks first (reaching 66%). Therefore, the features of small objects would take more training than big objects', resulting in the corresponding reduction in the effect of the big objects. To solve these problems, we aim to cancel the feature assignment and design a new feature map which all proposals crop feature on it. In the second stage, we resize the previously used P2-P5 layer into a P2 feature size using bilinear interpolation, and then we concatenate them together, stack into a new feature layer(see Fig. 3 ). It is appropriate for proposals of all sizes, and the new feature map takes full advantage of different feature maps at all scales.
It can be inferred from Fig. 5 that features of C2 should be taken seriously in the new fusion features, because most proposals used to extract features from this feature map. Thus, we resize the previously used P2-P5 layer into a P2 feature size, therefore all the information about the P2 characteristics is preserved. Then we concatenate them together to obtain a new feature map. At this time, all proposals regardless of the size of them are cropped on this new feature map for the second stage. The information about the new feature map can be observed in Fig. 5 . For large objects, the new feature map (f) is significantly more detailed than the original P5(e), helping to classify objects. Meanwhile for small objects, the new feature map (f) contains more semantic information than the original P2(b). Moreover, proposals of different scales extract features from one feature map, which solves the problem of training unevenly. At the same time, this feature map after concatenated is suitable for all sizes of proposals, and will not generate unsuitable problems caused by discontinuity of feature maps.
B. WEIGHTED LOSS FUNCTION
Another problem caused by the large difference in the scale of objects is that small objects tend to be ignored. L reg = α * L L1loss + β * L IoUloss . 10: end for 11: return L The traditional loss function tends to favor large objects and to ignore small objects because it uses the distance of the ground truth and the prediction object to measure the loss. We introduce a size-insensitive loss function to raise a new loss function that can treat objects with large scale differences more equitably. Mainstream object detection algorithms generally adopt smooth L1 loss to measure the effect of the regression task (see formula 2).
Using the traditional smooth L1 loss produces a problem: when IoU is the same, the loss of large objects will be much larger than small objects. As a result, the network is easily dominated by large objects, and the gradient direction is more inclined to the regression of large objects. Compared to the smooth L1 loss function, IoU is also a good indicator to measure the effect of regression: IoU is between 0 and 1, the larger the IoU, the higher the accuracy of the prediction result. IoU is defined as shown in the formula below.
GT represents the ground truth box and det is the result of the network. Contrary to the smooth L1 loss, the IoU loss of a small object is larger than that of a large object when the coordinate offsets are the same.
The gradient descent formula of IoU loss:
However, the smooth L1 loss is more concise than IoU loss when guiding network learning. Smooth L1 loss is to guide the prediction of the four coordinate points to the true value point, IoU loss is designed to make the ground truth and the prediction box overlap more, what is more complicated for the network. Smooth L1 loss learns better under the same conditions. Based on the characteristics of the above two loss functions on the size of the object, we propose a weighted loss: a loss consisting of smooth L1 loss and IoU loss. It is dominated by the object size.
When the object size is less than one-tenth of the image, the L1 loss occupies 25%, and the IoU loss occupies 75%; otherwise, the weight of L1 loss is 0.75, and the weight of IoU loss is 0.25.
In addition, the loss of the classification task uses the softmax cross entropy. The L cls is the logarithmic loss of two categories, and N cls is the total number of anchors. L cls VOLUME 7, 2019 and N cls are defined same as suggested in Fast R-CNN. The overall loss formula is as follows:
C. ROTATION BRANCH When using the R 2 CNN structure to obtain a rotating bounding box, we find that some objects have inaccurate angle predictions. We think this phenomenon is caused by the boundary problem for the rotation angle, as shown in Fig. 6 . It shows that an ideal form of regression (the yellow box rotates counterclockwise to the blue box), but the loss of this situation is very large due to the periodicity of the angle. We have normalized the representation of the rotating bounding box to avoid the periodicity of the angle, thus reducing the inaccuracy of the angle prediction. We use the R 2 CNN structure to get rotating objects, which is a two-stage detection framework. In the RPN phase, our structure is similar to a conventional detector, except that the anchor aspect ratio and size for large-scale complex objects are carefully selected. In the Fast-RCNN phase, the traditional horizontal bounding box is generated by four coordinate points (x min , y min , x max , y max ).In our case, we use five parameters including the angle (x, y, w, h, θ) to get rotating bounding box (see Fig. 6 ). The Angle (θ) is the counterclockwise direction of the horizontal (x) axis and is used to handle the rectangle on the edge of the first corner. This side is defined as width w; and the other one is height h. The scope of angle is [−π/2, 0). The proposal generated by the RPN phase is horizontal, and the five regression parameters obtained through the prediction phase are converted into a rotating bounding box (see Fig. 6 ). The proposal is transformed according to the following formula to get the final bounding box, where x stands for the prediction box and x p stands for proposal.
When we define and optimize the detection madness of rotation using the above definition, we find that a small number of abnormal results appear in the prediction results. The predicted values of these angles are about 45 degrees from the true value, and the length and width are different. Our analysis suggests that this phenomenon may be due to the angular definition of the rotating frame. In the above settings, we set the angle to the range of [−π/2, 0) for the sake of unification, but we cannot guarantee that the θ parameters given by the network are within the range in the prediction. A situation will appear as shown in Fig. 6 : The prediction result is a yellow box and the blue box is a ground truth box. The figure implies that the predicted result is good. However, because θ is bigger than −π/2 in the given result, there will be a big difference between t, height, width and the ground truth, resulting in a big loss.
To preserve this better result as feedback, we limit the predicted angle to the [−π/2, 0) range as a normalized representation. For instance, we rotate the case where θ is greater than −π/2 in the prediction result by 90 degrees (see Fig. 6 ). At the same time, there are other types with predicted angles less than -90. For example, if the angle prediction is within [−π, −π/2), we also reverse the angle, but the length and width are unchanged. After such conversions, the abnormal loss value caused by such an angle will become smaller. Thereby it reduces the inaccuracy of predictions that angle rotates by 45 degrees and the length and width are similar, the effect is shown in Fig. 7.  FIGURE 7 . There are two groups of comparisons between the optimized rotational regression strategies used before and after. The results of multiple predictions that were inaccurate were corrected. In addition, the IoU calculation method of the rotating bounding box has to be changed, and we use the trigonometric calculation method proposed by [31] . Considering the diversity of object shapes in the dataset, we set different R-NMS thresholds for different categories [37] . D. NETWORK OVERVIEW Fig. 2 presents an overview of SARD for multi-class object detection. Given an input image, we use ResNet [41] as backbone network to extract different levels of feature maps. ResNet is a popular backbone network in recent years. It has a great network depth and can obtain multiple feature maps, but reduces the amount of parameters by avoiding the use of fully connected layers. Input a raw picture through the multiple convolution of ResNet, we get the feature maps of different levels. Then feature maps are fused by the structure of FPN to obtain the P2-P5 feature maps. The channel numbers of the feature maps are (128, 256, 512, 1024), and the feature size is reduced by 0.5, which is the same as FPN. Then in the second stage, we resize all P feature maps to the P2 size and then concatenate them together to get a new feature map. Then proposals extract features on this new feature map for classification and regression in the second phase.
IV. EXPERIMENTS AND ANALYSIS A. DATASETS
To assess SARD, we conducted experiments on two wellknown datasets (DOTA, HRSC2016) for oriented object detection in aerial images.
1) DOTA [2]
The dataset consists of 2,806 aerial images, each of which was approximately 4000*4000, covering a wide range of scales, locations, and shapes. It is much larger than the other datasets for object detection in aerial images with oriented bounding box annotations. These images are divided into 15 categories, including swimming pool (SP), baseball diamonds (BD), small vehicles (SV), large vehicles (LV), storage tanks (ST), tennis courts (TC), basketball courts (BC), football field (SBF), roundabout (RA), ground track (GTF), and helicopter (HC). The annotated complete data set includes 188,282 instances, each labeled with an arbitrary quad. The DOTA dataset provides an evaluation server. We cut the original image into a small image of 800*800 in steps of 600 and cut the original 2806 images into 18,000 images.
2) HRSC2016 [26] . It collected 1061 aerial images from Google Earth, and is a very classical dataset for detecting oriented ships. The sizes of images range from 300*300 to 1500*900. We used the training set plus the validation set (436+181=617) for training and tested on a test set containing 444 images.
B. EXPERIMENTAL FRAMEWORK
The baseline of the experiment is the R 2 CNN structure with FPN. We use the pre-trained ResNet-50d for ablation study and ResNet-101d models provided by gluonCV for comparison experiment. The difference between ResNet50 and ResNet101 lies in the number of convolution layers. In this paper, ResNet50 is selected to perform the ablation experiment in order to save the experiment time. In the comparison experiment, ResNet101 is selected to obtain better experimental data for comparison to other methods. All experiments are implemented on TensorFlow, and the network is trained on a Tesla P100 GPU. And we employ Momentum Optimizer as optimizer. The images in the DOTA dataset are large. So in the data preprocessing stage, we cut the image into small images of 800*800 in size, overlapping 200 pixels. In the stage of making anchors, an anchor of one size is drawn on each feature map P, and each type of anchor is designed with nine anchor ratios:[ 1, 1 / 2, 2., 1 / 3., 3., 5., 1 / 5., 7., 1 / 7.]. In the RPN [4] phase, the batch size is set to 512. During training, we take the highest score of 12,000 bounding boxes for NMS, and then 2000 of them were left for subsequent training. The number of RoIs is defined same as suggesting in Faster-RCNN [15] . When testing, these two parameters are set to 10000, 1000. The initial learning rate is 0.0003. We conducted a total of 300k rounds' training on DOTA data set, and the learning rate is 10 times attenuation at 100k rounds and 200k rounds.
C. ABLATION STUDIES
The following ablation experiments were carried out using the above baseline. All parameters that do not involve improvement are all consistent. The experimental results of the DOTA dataset were evaluated using the DOTA official evaluation server.
1) FPSN
According to Table 2 , concatenating the feature maps increases the mAP by 0.9% compared to the baseline. In the performance of the single category, the AP of baseball diamond, soccer ball field and swimming pool classes have significantly improved by two percentage points, five percentage points and four percentage points respectively. It proves that the new fusion feature improves the mAP significantly compared to the baseline method.
2) WEIGHTED LOSS
In the comparison experiment, the new loss function has improved the detection effect: mAP has increased by 0.6 points. The performance of small object detection such as swimming pool and helicopter are improved by three percentage points and four percentage points. The use of a new detector effectively prevents the optimization weight imbalance due to object size disproportion.
3) NORMALIZATION STRATEGY
The normalized representation for the rotation frame has not much improvement in the data. Fig. 7 shows that the regression angle is more accurate. But this regression anomaly does not affect the classification, and the IoU value is big enough to get a good mAP.
D. COMPARISONS WITH THE STATE-OF-THE-ART
We compared our proposed detectors to the latest methods on the public datasets DOTA and HRSC2016. The results are shown in Table 3 and Table 4 . Table 3 compares SARD and other methods for rotation object detection on the DOTA dataset. Here, we used the pre-training model ResNet101d provided by gluonCV. Compared with R 2 CNN, SARD uses the FPSN and the weighted loss, has obvious improvement in small and intensive objects such as vehicles and ships, which verifies that our proposed weighted loss works. At the same time, we also compare SARD with the latest algorithms R 2 CNN++ and RoI Transformer. R 2 CNN++ adds the attention structure to predict the position of objects better. RoI Transformer designed a ROI learner to obtain an accurate rotation box. These two methods are the algorithms that have recently achieved the best results on the DOTA dataset rotation task. Compare to them, our method also has a relatively better performance (6 percentage points higher in accuracy) in the detection of large objects (e.g. bridges and baseball courts). It demonstrates that our designed feature fusion structure has sufficient training for large objects. On the whole, we achieved state-of-the-art performance on the DOTA dataset and overall detection performance improved by 4.5% compared to the baseline network.
1) RESULT ON DOTA
2) RESULT ON HRSC2016 Table 4 gives an experiment comparison of our algorithm and other methods on the HRSC2016 data set. Compared with other methods [20] , [25] , we have achieved competitive performances. RC1 [25] uses a framework similar to RRPN. While the SARD is based on R 2 CNN, a new feature fusion structure and loss function are used. So the SARD get a great improvement in accuracy. RRD [20] uses two branches to get different characteristics to deal with the oriented object detection. Compared with it, the accuracy of SARD improves with an acceptable speed.
V. DISCUSSION
The experimental results show the SARD can achieve desirable results. The FPSN structure proposed is more suitable for objects with large scale differences in remote sensing images, and achieves better overall detection performance. Compared with the work of Ding et al. [11] , we have greatly improved on large objects such as bridges, baseball diamonds and soccer ball fields. It indicates that the FPSN works, avoiding less training of large objects. At the same time, it also has improvement in other categories, but not as much as above categories.
In addition, we have designed a new size-weighted loss function. As can be seen from Table 2 , the use of this new loss function improves the overall performance of the detector. However, we found that the angle definition of the rotation detector is not rigorous, and the representation of the rotating bounding box regression is normalized to reduce the error loss. To some extent, this problem can also be solved by defining a more reasonable loss function. In the future, it will be possible to design a loss function that satisfies both of these demands, making the overall design of the detector more concise.
VI. CONCLUSION
In the paper, we evaluate various feature fusion methods and find that existing methods are not perfectly applicable to multi-scale objects in remote sensing images. Therefore, a scale-aware object detection algorithm is proposed, which can balance multi-scale objects. We propose a novel fusion feature which considers the multi-scales objects in remote sensing imagery. Additionally, we propose a weighted loss based on object size to improve overall detection performance. Finally, we use data enhancement and multi-scale training to further improve performance. The prediction results on the DOTA dataset and the HRSC2016 dataset demonstrate that our method has more advanced detection performance than the baseline network and other published algorithms [11] , [37] . In the future, we plan to explore the method of feature fusion, strive to get the right features at a lower cost, and try to further improve the accuracy of angle prediction with cascade-RCNN.
