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ABSTRACT 
Elliott Nebenzahl 
502 words 
Play-the-Winner Sampling in Selecting the Better 
of Two Binomial Populations 
The better of two binomial populations A and B (also, referred 
to as treatments) is defined to be the one with the higher probability 
of success. A correct selection is made when the better treatment is 
correctly identified. Let treatment·l (resp., 2) with probability p1 
(resp., p2 ) of success on a single trial refer to the better (resp., 
poorer) of the two treatments, so that, allowing equality, we have p1 ~ p2 • 
One particular application of the problem is the medical problem 
of determining which of two treatments is better for a given disease. 
Based on the Sobel-Weiss formulaticn for the problem of comparing 
two or more binomial populations, a comparison is made between the PW 
(play-t"1e-winner) and VT (vector-at-a-time} sampling rules for the fixed 
sample size selection problem within the framework of the usual two-
decision approach, the two decisions being (1) treatment A is the better 
treatment and (2) treatment B is the better treatment. It is found 
that for any (even) total number of observations, the probability of 
correct selection for the PW and VT sampling rules are identical. It. 
is then shown that the expected number of observations on the poorer 
treatment is less for PW saq,ling than for VT sampling. 
PW and VT sampling are then compared for the three-decision problem, 
where the three decisions are (1) treatment A is better, (2) for all 
practical purposes neither treatment is better and (3) treatment B is 
SA- SB 
better. The test considered is based on the statistic W = N , 
where N is the total number of observations. Decision (1) is made 
- 1 -
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if W > f, decision (2) is made if -f < W < f and decision (3) is 
made if w < -f. The constants f and N are determined so that (a) 
the probability of correctly identifying the better treatment for 
* * Pl - P2 ~ 6 is at least pl and (b) the probability of decision (2) 
* for pl= P2 is at least p2, and (c) N is as small as possible; here 
* * * are preassigned The restriction pl , p2 and 6 constants. Pl :S 0 < 
with 8 also preassigned, is placed on the problem for the PW rule 
since the PW rule cannot satisfy the above conditions (b) without it. 
It is shown that the total number of observations is less for VT than 
for PW sampling for all 0 considered. 
For the two-decision problem with the inverse sampling termination 
th 
rule, a class of procedures is considered in which the s procedure, 
¾(s), switches only after s successive failures. It is found that 
by taking s = 1 (this is the PW sampling rule), the expected nunber 
of observations until termi.nation evaluated at is minimized. 
In this sense, the PW rule is optimal for this class of procedures. 
Finally, two open questions in this area of research are considered. 
The first question concerns the extension of the present theory to 
sampling in blocks of a fixed size. The second one concerns an extension 
to the trinomial problem, where a treatment can achieve one of three 
(rather than two) possible results on a single trial. 
- 2 -
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CHAPTER I 
Introduction and Summary 
1.1 Introduction. 
The 2-armed bandit problem was first introduced by-Robbins [9). 
Although not primarily a selection problem, it led to a formulation 
(by Sobel and Weiss) of the problem of selecting the better of two 
binomial populations, upon which this thesis is based. 
The 2-armed bandit problem concerns two binomial populations, 
each having two outcomes called success and failure, with a fixed 
but unknown probability of success. A series of independent trials 
is conducted and it is up to the experimenter to decide on any given 
trial, from which of the two binomial populations to sample; the 
object is to maximize the expected proportion of successes as the 
number of trials becomes infinite. Different sampling rules are 
then considered. Among them is the PW rule (defined at the beginning 
of Section 2.2). Research along thes~ lines was conducted by 
Isbell (5), Bradt, Johnson and Karlin [2], Feldman [3], Smith and 
Pyke (11] and Samuels [10]. 
Sobel and Weiss drastically change the nature of the problem 
and place it into the framework of ranking and selection. In [13], 
[14] and [15], they use a formulation explored in some detail in a 
monograph by Bechhofer, Kiefer and Sobel [l]. The two binomial 
populations are now referred to as treatments, called 1 and 2. 
Treatments 1 and 2 have probability of success p1 
respectively; it is assumed that p1 2: p2 , thus making 
and 
1 
"better" treatment. For convenience, we refer to treatments 1 and 
- 1 -
2 when the corresponding p's are ordered and to treatments A and B 
as the given treatments of the problem without ordered p-values 
With probability one, sampling is to be terminated and a decision 
as to the better treatment is to be made.(This is in direct contrast 
to the 2-armed bandit problem, where sampling goes on forever.) A 
correct selection (cs) corresponds to identifying 1 as the better 
treatment, at the termination of sampling. {In the i-armed bandit 
problem, no decision is ever made as to the better treatment.) 
Letting ~ = p1- p2 , only those procedures, R, are considered, which 
satisfy the requirement on the probability of a correct selection CS that 
(1. 1. 1) 
where 
* * P{CSjR) 2: P whenever ~ _2: ~, 
* 0 < ~ < 1 and .! < p* < 1 are preassigned constants. 2 
Comparisons of (1) the expected number of observations until termin-
ation, (2) the expected number of observations on the poorer treat-
ment at termination or (3) the expected value of any appropriate loss 
function, are made to decide between procedures satisfying (1.1.1). 
One particular application of the problem is the medical prob-
lem of determining which of two treatments is better for a given 
disease. Here, we assume that the results of any trial are immediately 
obtained and can be used to determine which treatment to use on 
the very next trial. 
Sobel and Weiss consider the PW and VT sampling rules {defined 
at the beginning of Sections 2.2 and 2.3) and compare the two of 
them, under different termination rules. several such termination 
rules are considered. The first rule depends on computing I s_1- s 2 1 
- 2 -
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at each stage, where s1 and s2 are the numbers of successes of treat-
ments 1 and 2, respectively; termination occurs when ls1 - s21 = r. 
A second stopping rule corresponds to inverse sampling, where 
termination occurs when s1 or s2 reaches r' successes. r and 
r' are determined from (1.1.1). Finally, a truncated sequential 
procedure has been described by Kiefer and Weiss [6], for the VT 
rule. A decision is to be made at or before test N, where the 
termination rule requires that I s1 - s2 1 = s. A survey of the 
research in this area, both completed ~d currently in progress, is 
undertaken by Sobel and Weiss in [16]. 
1. 2 Summary. 
This thesis, as mentioned before, is.based on the Sobel and 
Weiss fornnilation for the problem of comparing two or more binomial 
populations. The first part of Chapter II is concerned with the 
comparison of the PW and VT sampling rules for the fixed sample size 
selection problem within the framework of the usual two-decision 
approach, the two decisions being that (1) treatment A is the better 
treatment and (2) treatment B is th~ better treatment. It is found 
that for any {even) total number of observations, the probability 
of correct selection for the PW and VT sampling rules are identical; 
the VT rule requires an even.number if randomization is not used. 
A similar result is found under inverse sampling in [14]. It is 
then shown that the expected number of observations on the poorer 
treatment is less for PW than for VT sampling for all ?airs (p1,p2) with p2< p1• 
In the second part ~f Chapter II~ PW and VT sampling are compared 
for the three-decision problem, where the three decisions are that 
- 3 -
(d1) treatment A is better, (d2 ) for all practical purposes neither 
treatment is better, and (d
3
) treatment B is better. 
s - s 
The test con-
sidered is based on the statistic w = _A ___ B , where N N is the total 
number of observations; dee is ion ( d1 ) is made if W> f, decision (d2) 
is made if 
-f < w < f and decision (d3) is made if w < -f. Letting 
pa denote the p-value for treatment a(a = A, B), the values of N and 
f are determined so that 
(i) p (dl} * * 2: pl for pl = PA and Pl - P2 2: 6 
( ii ) P(d2 } * 2: p2 for pl = P2 ::: 9 
( iii) p (d3} * 2: p 3 for P1 = PB and p -1 * P2 2: 6 , 
* * * In addition (for where Pl, P2, /). and e are all preassigned. 
* 0) (NO, fo) 6 
---
if is any other pair satisfying these conditions 
* then N0 2: N. For the PW rule 
1 + 6 < e < 1 and for the VT rule, 2 
8 = 1. An important result obtained is that regardless of the value of 
9 used in (ii) (for the PW rule) the number of observations ~W 
needed for the PW-sampling rule is not less than the number NVT needed 
for the VT-sampling rule. 
s1 - s2 
Let w12 = N Although w12 is not a statistic (since it 
is not observable) we can use it to simplify our probability requirement. 
We treat the two kinds of correct selections (with treatment A and 
with treatment B) symmetrically using the same * 6 in (i) and (iii) 
* * above and taking P1 = P3
• We note that (i) w12 > f means that either 
w > f and or W < -f and and ( ii) 
is equivalent to the same inequalities on W. As a result of this we 
can use w12 and write the three requirements above as two in the form 
- 4 -
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(i) 
(ii) 
* P{CS} = P{W12 > f} 2: Pl
* P{CD) = P{-f 5 w12 5 f} _2: P2 
where CD stands for correct decision. 
for 
for 
* pl - P2 2: fl 
pl = P2 5 8 
In Chapter III, we return to the two-decision problem, but under 
the inverse sampling termination rule. 
procedures is considered, in which the 
A class of inverse sampling 
th (s) 
s procedure,¾ , 
switches only after s successive failures. It is found that the 
best ranking and selection results are obtained by taking s = 1 
(the PW-sampling rule}. Specifically, the expected number of 
observations until termination, under procedure ¾(s), is (1) maxi-
mized for all s, when 6 = 0 and (2) minimized at s = 1, for 
* * P ... 1, 6 ... O and fl = 0. 
Finally, in Chapter IV, we discuss two open questions in this 
area of research, for which the author of this thesis has obtained only 
partial results. 
• 4a -
CHAPTER II 
PW vs. VT Sampling for the Fixed Sample Size Selection Problem 
2.1 Introduction. 
In this chapter, we study the effect of the PW sampling rule 
on the fixed sample size selection problem, where a fixed total 
number N of observations is observed from both populations. We 
define a procedure,denoted by 1\t, based on the PW sampling rule 
and compare it for large N to a procedure which entails observing 
an equal number of observations from both populations. 
2.2 Exact Results for Procedure~ and a Related Procedure~-
We first describe the aforementioned procedure ¾ based on 
a fixed total sample size N as follows. At the outset, we select 
one population by randomizing between the two of them (with equal 
probabilities for each) and use it for the first observation; then 
we follow the so-called play-the-winner (PW) sampling rule, i.e., 
continue the same treatment if we get a success and switch to the 
other treatment if we get a failure. After a total of N observations, 
we terminate and select the population with the greater number of 
successes as the better one. In case of a tie at termination, we 
select one by randomizing between the two populations (with equal 
probabilities for each). 
The size N of procedure ¾ is determined so that the P{CSIRN) 
satisfies (1.1.l). 
Let treatments 1 and 2 have the properties given in Section 1.1. 
Let s1 (resp., s2 ) denote the current number of successes with treat-
ment 1 (resp., 2). Let M denote the number of observations that 
- 5 -
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have yet to be taken to reach N. Let SlM (resp., s2M) denote 
the number of successes with treatment .1 (resp., 2) when there are 
M observations still to be taken to reach N. Letting 
(2.2.1) ~,d = P{cs!s1M- s2M = d and the next treatment is 1), 
TM,d = P{csls1M- s2M = d and the next treatment is 2), 
and qi= 1 - pi (i = 1, 2), the recursive relations for procedure 
¾t are 
(2.2.2) 
the boundary conditions are given by 
(2.2.3) f ½o~ ::: : : : 
~ for d < 0 
We define the generating functions 
(2.2.4) 
Multiplying each of the terms in (2.2.2) by xMyd, summing over M 
and d and using the boundary conditions, we easily obtain 
(2.2.5) U(l-pl ~) = qlxv + (pl ~ + q1xH1:y + ½), 
V(l-p2xy) = q2xu + (p2xy + q2x){ 1:y + ½). 
Solving (2.2.5) for U and V results in 
- 6 -
(2.2.6) 
where D is defined by 
(2.2.7) 
-1 -1 00 (qlq2x2 )1 
D = [ ( l-p1 ~y)( l-p2xy) - q Q_x
2 ] = ~ 
le i_J'\ (l x)i+l(l )i+l 
=v -ply -p2xy 
00 i j j 00 i k k ~ ( : )(pl ~) ~ ( : )(p2xy) • j=O J y k=O 
As a result of the randomization at the outset, 
(2.2.8) 
and hence the desired result is the coefficient of xNyO in (U + V)/2. 
With this in mind, we first use (2.2.7) to make some preliminary 
calculations. These calculations are more extensive than necessary 
for solving (2.2.8) because they will also be used for obtaining 
equations (2.2.33) and (2.2.34) later in the section. 
We begin by finding the coefficient ci:0a) of xNyO in 
(2.2.9) 
00 00 00 00 
= ~ 1J ~ ~ 8 x2i+a+h-+ k!+t+k-h, 
t=l i=O k=O h=O i,k 
where 
( ) i(i+h)(i+a-l+k) h k (2.2.10) si,k = ql~ h k P1P2, 
and as a result of setting the exponents of x and y, respectively, 
- 7 -
', I 
I 
j 
-
equal to N and 0, the sums on t and h are reuoved by setting 
(2.2.11) t = N - 2k - 21 - a - a~ 1, h = N - k - 21 - a~ 0. 
We then sum si,k over i and k restricted by the condition 
that t > 1 or i + k ~ (N-l-a-a)/2. Writing j for i + k and 
defining (~) = 1 for x ~ O, yields the desired result 
(2.2.12) ( ) 
H(a,a) q q H(a,a) P . 
C a,a = PN-a ~ (__!_g)i ~ (N-j-a)(j-kY-l){_g)J, 
N,0 1 i=0 p1p2 j=i i i-kY-1 pl 
where H(a, a) is the largest integer less than or equal to N-l-a-a 2 
The pairs {a, f3) in (2.2.12) that we will use are 
( 1, -1) 
(2.2.13) (a, '3) = (l, o) • 
(1, 1) 
(2, 0) 
(a A) xayf3 Y Similarly, B ' .., the coefficient of ...-- (1 p xy) 
N,O ' D 1 - y - 2 ' 
is given by 
(2.2.14) 
where H(a, f3) is defined above and where 
(2.2.15) 0 · if N < 1 +a+ f3. 
'Tl1-K't+f3,N= (1 if N ~ 1 +a+ f3 ' 
we shall use this for the pairs (a, f3) such that 
(2.2.16) (a, '3) = 
(o, o) 
!l, -1) 1, 0) 1, 1) 2, 0) 
In particular, let us note that 
- 8 -
(2.2.17) 
pN1..a for N = 1 + a + f3 B(a,f3) = c<a,f3) = { o 
N,O N,O for N < 1 +a+ f3 
and that f3 enters (2.2.12) and (2.2.14) only through H(a, f3). 
Needed also is the coefficient A._(a,f3) of 
-""N ,o 
where si is again given by (2.2.10). Here we write si since 
as a result of setting the exponents of x and y, respectively, 
equal to N and O, the sums on h and k are removed by setting 
(2.2.19) h = N - ~ + f3 - i ~ O, k = N - ~ - f3 - i ~ O. 
We then sum si over i restricted by the condition that 
Define (x} = 0 if x < y or if either x or y is a fraction or y 
is negative. Then A(a,f3) is given by N,O 
( ) . N~ pl i H' (a,f3) qlq2 i(N~)(N~f3 - 1) 
(2.2.20) "N~O~ = (P1P2) (P2) i~ (P1P2) i i + a - 1 ' 
where H'(a, f3) is the largest integer less than or equal to 
N - a - f3. We use the pairs (a, f3) given in (2.2.13). In particular, 2 
we note that ~~Q~)= 0 if N has a parity different from that of 
a - f3 (the latter having the same parity as a+ f3) or if N <a+ f3. 
Let us also note that 
( ) pf3 if N = a + f3 and f3 ~ o 
(2.2.21) ~a,f3 = { 1 • 
,O O if N =a+ f3 and f3 = -1 
Similarly the coefficient D(a,13) of xayf3 (1-p xy) 
N,O D 2 for 
H' (a, f3) ~ 0 is given by 
- 9 -
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where 
(2.2.23) 
·O if N +a+~ or ~ < O 
6a+-~,N = {l if N = a + ~ and ~ ::: o 
Here, we need the pairs {a,~) given in (2.2.16). Note that 
(2.2.84) 
and the first line of (2.2.22) gives zero for N ~ max (a+~, a - ~). 
Using (2.2.6), we find that, for N > O, the coefficients of 
N 0 
x y in U and V, respectively, are given by 
(2.2.25) L__ = B(O,O) + q c{l,O) + ! D{o,o) + 41 A_(l,O) 
~,O N,O 1 N,O 2 N,O 2 -""N,O ' 
T c<1,o) c<2,o) q2 A..(1,0) q142 A..(2,0) 
N,O = q2 N,O + qlq2 N,O + 2 -""N,0 + ~ -""N,O • 
Making use of (2.2.8) and (2.2.25), we obtain 
(o,o) ( ) Substituting the values of BN,O etc., into 2.2.26 yields the 
desired exact expression 
(2.2.27) 
- 10 -
where 
(2.2.28) t = a q1 + q2 for a= 1 q1q2 for a= 2 t for a= 0 
exact expression (2.2.27) for the P{Csl~) This will be used later to 
show that the P{CS} is the same for the PW rule and the VT rule for N 
even as mentioned in Section 1.2. 
We next study a related procedure which we denote by ~- Let 
F1 {resp., F2) denote the current number of failures with treatment 
1 (resp., 2). Define the score of 1 {resp., score of 2), denoted 
by c1 (resp., c2), to be equal to s1 - F 1 (resp., s2 - F 2). Let 
M denote the number of observations that have yet to be taken to 
reach N. Let ClM {resp., CaM) denote the value of the score 
associated with treatment 1 (resp., 2) when there are M observations 
still to be taken to reach N. We retain the same sampling and 
termination rules as in ~- The difference is that, under ¾'r, at 
termination the treatment with higher score is declared to be better. 
We use the same symbols ~,d and TM,d and define these as 
before except that the "SlM - S2H = d" in (2.2.1) are replaced by 
"ClM - c2M = d" for procedure ~- The recursion formulae for 
procedure ~ are 
(2.2.29) LM,d - p ~ 
- 1 -1,d+l + qlTM-1,d-l ' 
TM,d = p T 2 M-1,d-l + q2~-l,d+l ' 
and the boundary conditions are 
1 for d > 0 
(2.2.30) LO,d TO,d 
1 for d = 0 = = 2 . 
0 for d<O 
- 11 -
I ;· 
i 
I, 1 
The required P{Csl~l is given by 
(2.2.31) P{csl~l = ½<~,o + TN,o>· 
By the same technique that was used for procedure ~, we obtain from 
(2.2.29) and (2.2.30) that 
q ~ U + [ p xy + q ~] [ ..L. + .! ] (2.2.32) V = 2 y 2 2 Y l-y 2 
1 - P2XY 
Let c<a0,~) etc., be defined as earlier in the section. Using N, 
N 0 (2.2.7), we then obtain for the coefficients of x y in U and 
V, respectively, 
(2.2.33) L = B(o,o) + q c<1,1) + ! n<o,o) + q1 A..(1,1) N, 0 N, 0 1 N, 0 2 N, 0 2 -~, 0 ' 
Making use of (2.2.31) and (2.2.33), we obtain 
B{o,o) q 4 q q (2 2 34) P{CSI R_~) = N,o 2 c<1,-1) 1 c<1,1) 1 2 c<2,o) 
• • -~ 2 + 2 N,O + 2 N,O + ~ N,O 
0(o,o) q 4 q 4 + N,O + 2 A..(1,-1) + 1 A..(1,1) + 1 2 A..(2,0) 
4 4 -~,o 4 -~,o ~ -~,o 
Substituting the values of B~O,O) etc., into (2.2.34), we obtain the 
desired exact expression 
(2.2.35) 
- 12 -
N-a A ( l ) 1 - P .t:. H I N-ct+@ N+a-+ 'lj: !) (plp2) 2 (..!)2 9 ~13) ( qlq2)i 2 2 @ • 1 
(a,a)eL P2 ~,a i=0 P1P2 i i+a-1 , 
where L is the set of pairs {(0, 0), (1, -1), (1, 1), (2, 0)} 
and 
1 for (a, '3) = {o, o) 
for (a, '3) = (1, -1) 
(2.2.36) • - 1 C for {a, '3) = (1, 1) a,(3 - q, 
for {a, f3) = (2, o) 
and where H{a, '3) and H'(a, f3) have already been defi~ed after 
(2.2.12) and (2.2.20). 
2.3 Exact Co~arison of Procedure ~ and i . Q 
In this section, we introduce a well known procedure (12] quite 
similar to ~ and denote it by in. We show that the probabilities 
of correct selection are identical for procedures ~ and Rn when 
the total number N of observations is even. 
Procedure in as opposed to ~ employs the "vector-at-a-time" 
(VT) sampling rule rather than the PW sampling rule, i.e., with R, 
n 
we observe a fixed number, n, of vector observations (each vector 
consisting of one observation on both treatments l and 2). At 
termination, we decide {as in ~) that the better treatment is the 
one having the most successes {with the usual randomization, if 
necessary). 
For any event D, let PN{D) be the probability of the event 
based on a total of N observations {N ~ 1). It is easy to see 
that for procedure R 
n 
- 13 -
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where N = 2n = 2, 4, 6, ••• , and where s1 (resp., s2 ) is the 
current number of successes with treatment 1 (resp., 2). Let us 
note that s1 (resp., s2 ) evaluated after N total observations 
N is a binomial random variable with sample size ~ and success 
parameter p1 (resp., p2 ). 
We prove that for N = 2, 4, 6, 8, ••• , 
(2.3.2) 
by first noting from (2.2.27) and (2.3.1) that 
(2.3.3) 
and then proving, in most of the remainder of this section, that 
(2.3.4) 
for N = 2, 4, 6, ••.. 
Let Ai (resp., B1) denote the event that treatment 1 (resp., 2) 
is used on the 1th observation. Also, for any two events E and 
F, let En F denote their intersection. It is then easy to see 
that for procedure ~ 
- 14 -
(2.3.5) 
Similarly 
(2.3.6) 
PN+l {CS n ~+l} - PN{CS n ~+l) 
P1 
= 2 [PN{[S1 - s2 = O] n ~+l} + PN([S1- s2 = -1] n ~+l)]. 
where the event IS is the complement of the event CS and where 
~(p1 , p2 ) is the function of p1 and p2 defined by the first 
line of (2.3.5). Let us note that the event BN+l depends only on 
the first N observations, which accounts for the second equality 
of (2.3.6). It thus follows from (2.3.5) and (2.3.6) that for procedure 
(2.3.7) 
and that 
(2.3.8) 
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We now find explicit expressions, first for PN{[S~- 82 = O] n ~+l} 
and then for PN{[s1 - s2 = -1] n ~+l). Based on N observations, the 
event A1 n ~+l implies that treatments 1 and 2 have an equal number of failures 
and the event B1 n ~+l implies that treatment 2 has one more failure 
than treatment 1. Hence in order for the event [ s1 - s2 = 0] n ~+l 
to occur, we 1I11St have that A1 occursif N is even and that B1 
occum if N is odd. Thus if N is even (resp. , N is odd) , we 
obtain PN{ [s1 - s2 = O] n ~+l) by summing over those terms in 
the expansion of ~,O {resp., TN,O) given by (2.2.33), which have 
p1 and p2 raised to equal exponents. Thus by (2.2.12), (2.2.14), 
(2.2.20) and (2.2.22), for N even, 
(2.3.9) 1 (o,o) + 41 ~1,0) 
P {(s - s2 = oJ n ¾i+1l = 2 DN,o N 2 ,o,!!)(!! - i) 
N 1 - N/2 4142) 2 2 
1 )2 ~ (- i i - 1 
= 2(P1P2 i=l P1P2 
and for N odd 
(2.3.10) 42 (1,0) 4142 ~2,0) 
P £ [ s - s = o l n ~+1 l = 2 ~, o +1 2 -~ o (! -½~!! - ½) 
N 1 
2 
!::... N/2 - ~ 4142 i 2 2 • q2 ) 2 ~ (-) i i 
= 2(P1P2 i=0 P1P2 
Next, we find PN{[s1 - s2 = -1] n ~+l) by first finding 
PN{ [s1 - s2 = 1] n BN+l) and then interchanging p1 and Pi· In · 
order for the event [s1- s2m 1] n BN+l to occur, we must have that 
A1 occuis if N is even and that B1 occum if N is odd. Thus if 
- 16 -
N is even (resp., N is odd), we obtain PN{[s1 - s2 = l] n BN+l) 
by sunnning over those terms in the expansion of ~,O (resp., TN,O) 
given by (2.2.33), which have p1 raised to an exponent, one degree 
higher than p2 and then multiply by½. This is equivalent.to su11lllling over 
those ter~ of B(o,o)+ q C(l,O)(resp., Q_C(l,O)+ q o_c{2 ,o)) which have N,O 1 N,O c N,O le N,O 
p1 raised to an exponent, one degree higher. than p2 and then multiplying 
by ½. Thus by (2.2.12), (2.2.14), (2.2. 20) and (2.2.22), for N even 
ql N-1 N/2 - l ql q2 1(!) ~2 - ll P2 ;-l (2.3.11) PN{ [Sl - s2 = 1] n BN+l) = 2 P1 'E (pp) i i (-p ) 
· i=O 1 2 1 
and for N odd, 
PN{(s1 - s2 = -1] n ~+l) is then obtained from the rhs of (2.3.11) 
and (2.3.12) by interchanging p1 and p2 • We now assume that N 
is even (N = 2, 4, 6, 8, ••• ) and write t(p1 , p2) = ~+l(p1, P2 ) 
+ ~(p1 , p2 ) explicitly (from (2.3.9), (2.3.10), (2.3.ll) and (2.3.12)) 
as 
- 17 -
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We return and make use of (2.3.8) and (2.3.13) after first finding 
for procedure R. 
n 
It is easy to see that for procedure Rn 
(2. 3 .14) P1
42 
- PN{CS) = ~ [PN{Sl - s2 = 0) + PN{Sl - s2 = -1)) 
p2ql 
-~ [PN{Sl - s2 = 0) + PN{Sl - s2 = 1)) 
where 
It is to be noted that N is even, since N = 2n, where n is 
the number of vector observations. 
From (2.3.8) and (2.3.14), our proof is completed by proving 
that s{p1, p2 ) = t{p1, p2 ) - m(p1, p2 ) · is a synnnetric function of 
p1 and p2 , i.e., s{p1 , p2) = s{p2 , p1 ). We proceed to prove this, 
s{p1 , p2 ) can be written as (see (2.3.13) and (2.3.15)) 
(2.3.16) 
where 
(2.3.17) 
- 18 -
For the second equality of (2.3.18), we make use of the identity 
(2.3.19) (!)- (;/) = (t1) • 
Thus, the fact that u4 is symmetric in {p1 , p2 ) implies that 
s(p1 , p2 ) = s{p2 , p1) and our proof is now completed. 
Let ~W and NVT be the smallest value of N necessary to 
insure (1.1.1) for the PW and VT sampling rules. From (2.3.2), 
we know that 
{2.3.20) 0 ~ NVT - ~W ~ 1; 
the reason that ~ - ?\>w is not id~ntically equal to zero follows 
from the fact that with procedure i, the total number of observations 
n 
must always be even. It thus follows that we have no special preference 
- 19 -
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-for either procedure ~ or R, when the tota~ number of observations 
n 
is used as our criterion. Suppose, though our interest is in minimizing 
the expected number of observations with the poorer treatment, EN2 , 
rather than the total number of observations. Let EN2 ,PW (resp., EN2 ,VT) 
be the expected number of observations with the poorer treatment for 
the PW (resp., VT) sampling rule, when there are t\>w (resp., NVT) 
total observations. It is obviously true that 
(2.3.21) 
It is. also easy to see that for large N, the expected number of 
observations with the poorer treatment (using the PW sampling rule) 
is EZq /EZ 
2 ql 
ment 
times the number of observations with the better treat-
ql (= - EN1 PW), where the random variable zq is a geometric 42 , 
rv representing the number of trials until (and including) the first 
failure, where the probability of a failure on a single trial is equal 
to q. This yields the result that 
Using the result (2.3.20), we have (for large N) by (2.3.21) and 
(2.3.22) that 
(2.3.23) 
which holds for any configuration of the true values {q1 , q2 ). Hence, 
asymptotically, EN2 ,PW is uniformly smaller than EN2 ,VT for all pairs 
(q1 , q2 ) with q2 > q1• With regards to the minimization of EN2 , PW-
sampling would therefore be preferable to VT-sampling for the fixed 
sample size selection problem with 2 populations. 
- 20 -
2.4 Asymptotic Results for Procedure i (or 
~l-n 
We find, for large n, an approximation of the smallest value 
of n insuring (1.1.1) for procedure i . Let us call this approx-n 
imate value, n; the corresponding value of N is then equal to 
s 
2n. By (2.3.20), we have at the same time determined that for 
s 
large N, the smallest value of N necessary to satisfy (1.1.1) 
for procedure ~ is app~oximately 2n. 
s 
However, an independent 
derivation of this asymptotic value of N for procedure ~ is 
then made; it illustrates a technique which proves very useful in 
Section 2.6. 
Let B(n, p) represent a binomial random variable with sample 
size n and success parameter p 
(rv) with distribution 
(2.4.1) 
We note that the expected value 
are given by 
(2.4.2) 
and let U be a random variable 
n 
(EU) and the variance (Var U) 
n n 
Also, let E0 (resp., E1) denote the event that at termination the number 
of successes achieved by treatment 1 is equal to {resp., strictly greater 
than) the number of successes achieved by treatment 2. For large n 
it is seen by the central limit theorem that for pairs (p1, p2 ) 
* such that p1 - p2 _:: ~, 
- 21 -
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I i 
I.I 
.... 
--
(2.4.3) 
where 
(2.4.4) 
* 
1 
= P(B(n, p1) > B(n, p2 )) + 2 P(B(n, p1) = B(n, p2 )) 
Jn (P1·P2) 
= p (W >- ;:=====::=====-::.- ) 
n J P1Cl·P1)+p2(1-p2) 
1 -Jn" lP1·P2J 
+ 2 P(Wn = -------- ) J P1Cl-p1)+p2(l-p2) 
with p1 - p2 = 6, where 
(2.4.5) 
U - EU 
W = n n 
n J Var U 
n 
and where t(x) is the standard normal cumulative distribution 
function (cdf). In the fourth expression of (2.4.3), we have set 
* p1 - p2 = 6, since for any fixed value of p2 the probability 
of correct selection is made smaller by letting p1 approach p2 • 
* Also, it is assumed that as n ~ ~, 6 ~ 0 at a speed so that 
* 6 Jn remains bounded and, thus, the last line of (2.4.3) is a 
valid application of the central limit theorem. 
* We find the pair with p1 - p2 ~ 6 which minimizes 
P (CS Ii ) for large n. We call this pair the "least favorable" (LF) 
n 
- 22 -
configuration. By (2.4.3), we note that the problem of minimizing 
the P{Cslin} for large n is the same as minimizing A1 or maxi-
• ., 
~ 
l..i 
1..1 
mizing ..i 
(2.4.6) *' n(A )2 ( ) ( ) Tl = -- = pl 1-pl + P2 l-p2 
A2 
1 
* with p1 - p2 = A and this is equivalent to maximizing 
(2.4.7} T1CP0) = 2Po(l-po) - (a*)2 
* * 
where ~ ~ p0 ~ 1 - ½- is the center point of the interval (p2 , p1), 
* * • A d A i.e., pl = Po + 2 an P2 = Po - 2 • 
Writing T1(p0 ) only up to order 
is assumed to be small) as 
(2.4.8) T1(Po) = 2po(l-po) + ~(A*2), 
we find that T1(p0 ) is maximized at 
(2.4.9) 1 1 T (-) =::- • 1 2 2 
*2 * &(A } accuracy (since A 
l h . . 1 Po= 2 , av1.ng maximum va ue 
Thus for large n, small * * A and patrs (p1, p2 ) such that p1 - p2 ~A, 
(2.4.10) P{CS Ii ) ~ PLF{CS fi ) - min l(A * c,;--T n ) = 
n n ~
Po 
1(!/j2n), 
where PLF{CS) is the probability of correct selection under the 
LF configuration. * Hence we find, for large n and small A, the 
smallest value of n satisfying (1.1.1) for procedure i by setting 
n 
* * l(A ,f2n) = P, i.e., 
(2.4.11) n = ___.1: 
2(A*)2 
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where * A = A(P ) is such that * = p • 
We now obtain an asymptotic formulation for the probability 
of correct selection under procedure ~ independent of the result 
in (2.4.10). For large values of N, procedures ~ and ~ are 
approximately the same; since they possibly differ only when the 
absolute difference between the successes of treatments 1 and 2 at 
termination is less than or equal to one. Therefore, asymptotically, 
it is necessary to work with only one of them. 
Define a complete turn of 1 to be each unbroken sequence of 
observations on treatment 1 which consists of a number of successes 
followed by a failure. Define a complete turn of 2 in a similar 
manner. Let K(l, N) be the number of complete turns of 1 when 
we stop our experiment after the Nth observation. Define K(2,N) 
in a similar manner. 
We shall prove that 
(2.4.12) K(2, N) N a.s. ..... 
Where M__ a ...... S • C that th f d i bl M__ 
-~ means e sequence o ran om var a es-~ 
converges almost surely to the constant c. 
We prove that if at the Nth observation, we are in a situation 
where treatment i is used on the first and last observation, then 
for N sufficiently large, we can show that 
( 1 1 )-1 close to - + - ; we can similarly prove 41 42 
other possible situations, e.g., treatment 2 
K(2, N) 
N is arbitrarily 
the above result for 
is used on the first 
and last observation. This will prove (2.4.12). 
- 24 -
Let Z be a geometric random variable representing the q 
number of trials until {and including) the first failure, where 
the probability of a failure on a single trial is equal to q. 
Z has the probability law, P(Z = z) = q(l-q)z-l for z = 1, 2, ••• , q q . 
with mean and variance given by, EZ =!and Var Z = .E... (p = 1-q). q q q q2 
Let Xi {resp., Y1) be equal to the number of observations with 
with treatment 1 {resp., 2) in its th i complete turn. We note 
that the Xi(resp., Yi) are independent and identically distributed 
random variables with the same distribution as Z (resp., Z ). 
41 42 
If treatment 1 is used.on the first and last observation, then 
where CN is a non-negative random variable such that 
(2.4.14) P(CN ~ x} ~ P{Zq ~ x) 
1 
for all real x. {For the sake of convenience, we can define CN = 0 
for all those N such that A is not used on the Nth observation.) 
It follows from (2.4.14) that CN has a finite expectation, 
since Z has a finite expectation. Hence it is easily shown that 
ql 
(2.4.15) 
C 
_!! a.!.s. 0 • N , 
the proof,which is based on the Borel-Cantelli Lemma (see Loeve [7]),is 
omitted. 
From (2.4.13), we have that 
(2.4.16) 
- 25 -
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By the Strong Law of Large Numbers (SLLN), 
(2.4.17) 
since 
Xl+ X2+ ••• + XK(2,N) 
K{2 ,N) 
a.s. 1 
-
Therefore, by (2.4.15) and (2.4.16), we have proven (2.4.12) for 
the case in which treatment 1 is used on the first and last observation. 
The remaining proofs are similar and hence this proves (2.4.12). 
Since the absolute difference between K{l, N) and K(2, N) 
is at most one, we have (for large N) that 
(2.4.19) K(l, N) ==K(2, N) == l N l 
-+-
41 q2 
Hence, for large N, 
K(2,N) 
(2.4.20) P{csl¾Il -P( ~ (xi- Yi)> o) 
i=l 
K 2 N 
-----} 
), 
where 
(2.4.21) 
K(2,N) l l 
~ [ (X - y ) - (- - - ) ] 
i=l i i 41 42 
p Pn--J K(2,N) [...!_ + _g_] 
q 2 q 2 
1 2 
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At this point, a theorem proved in a paper by Renyi {see [8]) 
is useful. It can be stated as follows: 
Theorem R: 
Let us suppose that h1, h2 , ••• , hn,••• are independent and 
identically distributed random variables with mean value O and 
variance 1. Let us put Hn = h1 + h2 + ••• + hn. Let further 
a{t) denote a positive integer random variable for any t > 0 such 
that ~ converges for t ... -fco in probability to a constant 
c > O. Then we have 
(2.4.22) 
H 
lim P{ a(t) < x) = l(x). 
t ... +x> J a(t) 
Let us note that, as usual, t(x) is the standard normal cdf. Thus, 
from(2.4.20),we have for any pair 
and for N ... ~ that 
(2.4.23) P{CSI~) ~ P{WN > -~) 
- l(A2), 
where 
(2.4.24) 
* with q2 - q1 = ~. The first line of (2.4.23) follows from the 
fact that for any fixed value of q1 ,: the probability of correct 
selection is made smaller by letting q2 approach q1• In order 
to apply Theorem R in the second line of (2.4.23), we assume that 
* * as N ... ®, ~ ... 0 in a manner so that ~ ,[ii remains bounded. The 
problem of minimizing the P{CSI~) for large N, over pairs 
- 27 -
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* such that q2 - q1 ~ 6 is thus reduced to maximizing 
(2.4.25) T = N(6*)2 = (q2+ ql)(plq2
2
+ P241
2) 
2 A 2 qlq2 
2 
* with 42 - q1 = 6 and ~his is equivalent to maximizing 
4 3 *22 *2 
-4qo + 4qo + (6) qo + (6) qo 
(2.4.26) T2(q0 ) = -------(-.;~)2---
q02 -
* * 
where ~ < q < 1 - ~ is the center point of the interval 
2 - o- 2 * * 
(ql' q2), i.e., 42 = qo + ~ and ql = qo - ~ • 
Taking the derivative of T2(q0 ) with respect to (wrt) q0 , 
we find that 
(2.4.27) 
*4 *4 
dT2(qO) -8<{5 + 4q4 + 4(~*)2q3 - 4(6*)2q2 - (6) q - (6 .. )~ 
o o o o 2 o--ir-
=----------------------dqo * 2 
(q~ - i\L-)2 
dT2(qO) *2 
Writing T2(q0 ) and d only up to order ©(6 ) accuracy qo 
* {since 6 is assumed to be small) as 
(2.4.28) T2(q0) = -4q02 + 4q0 + ~(6*2), 
dT2(qO) *2 
d = -8<{0 + 4 + ©(~ ), qo 
we find that, for small 
the maximum value of T2(q0 ) is approximately 
We thus have for large N and for pairs 
*2 {correct up to order ©(6 )) that 
- 28 -
(2.4.30) 
* Hence for large N (and small 6 }, we find the smallest value of 
N satisfying (1.1.1) for procedure ~ by setting * * 1(6 ,Ti) = P , 
i.e., 
(2.4.31) N = (~ 2 , 
* where A= A(P} is defined after (2.4.11). 
2.5 Three-Decision Problem. 
For the remainder of this chapter, we consider the "three-
decision problem," i.e., at the termination of sampling, we have 
three decisions: 
dl) that A is better, 
d2) that A and B are equally good, 
d3) that B is better. 
In the present context, we consider (for large N) both the PW 
and VT sampling rules under our fixed sample size termination rule 
and then compare them. 
2.6 Asymptotic Results under PW Sampling with Fixed Sample Size N. 
Suppose that we.employ the PW sampling rule with a fixed 
total number of observations. Let SAN (resp., SBN) be the number 
of successes with treatment A (resp., B) up to and including the 
th N observation. Let ~ be equal to SAN - SBN• We decide on 
the relative merits of treatments A and B in the following manner: 
- 29 -
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(1) 
(ii) 
(iii) 
where. f 
Let 
If ~ > f, then we make decision d1, ~ . 
If -f ,::N,:: f, then we make decision d2 , 
If ~ < -f, then we make decision d3, 
* is a non"negative constant. Let ~ = s1N - s2N. ~ D1 denote the event that N > f, so that a correct selection 
is made when*this event occurs; let o2 denote the event 
that -f :S ~ _::: f, so that we decide that the two treatments are 
equally good. We choose N and f such that the following two 
conditions are satisfied: 
(2.6.1) 
* * * where P1 , P2 , A and 8 are positive constants such that 
(2.6.2) * 1 * 1 * * 1+6 2 < P1 < 1, 2 < P2 < 1, 0 < A < 1, ~~ 8 < 1 
the necessity for introducing 8 becomes clearer later in the section. 
Letting K(2, N), Xi, Yi and WN be as defined in Section 2.4, 
we find that for large N and for any pair (q1 , q2 ) such that 
* 42 - q1 ~ A (in a manner similar to the derivation of (2.4.20) 
and (2.4.23)), 
(2.6.3) 
~ P{WN > -t2(ql; q2)} 
- t(t2(ql; q2)) ' 
- 30 -
where t is the standard normal cdf and where 
(2.6.4) 
* with q2 - q1 = 6. Let us note that as in the previous sections, 
* * we assume that as N ... ~, 6 ... 0 in a manner so that 6 JN 
remains bounded. 
In order to satisfy (i) of (2.5.1), we now find the (q1 ; 42) 
configuration, say (q1 , 0 ; q2 ,0), which for large N minimizes 
* P{D1} subject to the condition that 42 - q1 _2: 6. Let us denote 
this configuration by "LF(D1) i.e., it is least favorable wrt 
the probability requirement on the·event n1• We assert that a pair 
(N, d) will for large N satisfy condition (i) if it satisfies 
the equation 
(2.6.5) 
As in the previous sections, our problem i~ reduced to maximizing 
(2.6.6) 
(2.6.7) 
2 2 
N (ql+ q2)(plq2 + p2ql) 
H2 = = -----::~-----
[t2(ql; 42> 12 4142(6* - f(ql+ 42>l2 
and this is equivalent to maximizing 
2q [-2q3 + 2q2 + (6*)2 q + (A~)2] 
() 0 0 0 2 0 2 H2 4o = * · ' 2 (6 ~) 2 * [ q0 :. ~ HA - 2 £q0 ]2 
* * 6 6 
where 2 :::: q0 ::S ! -2 and q0 is ~he center point of the interval (q1 ,q2 ), 
6 A i.e., q2 = q0 + 2 and q1 = ~ - 2 . We note that in order for 
* condition (i) to be achieved, we must have 6 - 2fq0 > O for all 
- 31 -
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~ 
I I 
,._J: 
-* * * 6 6 6 . q0 between 2 and 1 - 2 , i.e. , f < * , 2 - 6 
restricted to lie in the half-open interval [O, 
f is therefore 
* 6 *). 
2 - 6 
(2.6.8) 
2f *2 
where c = *. Writing T2(q0 ) only up to order ~(6 ) accuracy 
*6 (since 6 is assumed to ba small) as 
(2.6.9) 
we find 
(2.6.10) 
Setting 
(2.6.11) 
that the derivative of T2(q0) is approximately 
dT2(qO) 
== 
2 [-4q0 + 2] + dqo [l - cq0 ]2 [l 
dT2(qO) 
--- = 0, we arrive at the equation dqo 
(2-c )qo = 1. 
* 
4c 
- cq ]3 0 
* (6 -+ 0) 
[-2q~ + 2q0 J. 
Since qo must be less than 1 - ~ , we find that the maximum 
value of T2(q0) occurs 
1 
2 
- C 
(2.6.12) qo = 
* 1 6 
-2 
at 
for 
for 
* O < C < 2 - 26 
* 2 - 6 
* * 2 - 26 6 2 
---*-<c< ** 
2 - 6 2 - 6 6 
which leads us to a discussion of two cases, depending on whether 
* 
c is less than or bigger than 2 - 2! 
Case A. 
For Case A we assume that 
2 - 6 
* 
0 ~ C ~ ~ - 2~ 
2 - 6 * 
is for small 6 
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From (2.6.12), 
approximately 
(2.6.13) 
* We therefore have for N ~ m, fl ~ 0 and pairs (p1, p2 ) such 
* that pl - P2 ~fl, 
(2 .6.14) 
= I ( /l * J-N-(-1--c-) ) • 
Case B. 
* Let us now assume 2 - 2~ < c < 2 *. In this case, by 
2 - fl 2 - /l 
(2.6.12), the maximum value of T2(q0 ) [up to terms of order 
&(fl *2)] is 
* * * (2.6.15) T2(1 - ~) ::::2[ l * ]2 [-2(1 - ~)2 + 2(1 - ~ )] 
1 - (1- L)c 2 
* 2/l 
=-------*--
[l - (1- .t..)c]2 2 
• 
Hence, asymptotically (N ~ m), for pairs {p1, p2 ) such that 
* * P1 - P2 ~ /l with /l small, 
(2.~.16) 
*J!ii P{D1} _2: PLF(D ) {D1} - min l(ll T } - 1 q 2 qo 0 
*r.:r-
= l([l - (1- ! }cJJ!½- ). 
Later in this section, we shall use these results (2.6.14) and 
(2.6.16) to determine N and f simultaneously. 
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Let us now look at condition {ii) of (2.6.1). Letting p 
denote the coDDDOn value of p1 = p2 (q = 1 - p), we obse~e that 
(2.6.17) 
where 
(2.6.18) 
* P{»2IP1 = P2l = P{-Nf ~ ~ ~ NflP1 = P2l 
K(2,N) 
- P{-Nf ~ ~ (Xi- Yi) ~ Nf lP1 = p2} i=l 
= P( ___ -N_f __ < J < Nf } 
/
2K(2,N)L - N -;2K(2,N)L 
q2 q2 
-P{-fM < JN < f;;r} p - - p 
K(2,N) 
~ (Xi- Yi) 
i = 1 JN = -_-_-_____________ • 
/ 2K(2,N)L q2 
The notation and derivation of (2.6.17) are similar to that of 
(2.4.20) and (2.4.23). 
We.now find for large N the minimum of P{D2} over pairs 
(p1 , P2 ) with p1 = p2 = p. It is noted that condition (ii) cannot 
be satisfied unless p is restricted and bounded away from 1. It 
is thus assumed that p < 8, where 8 is a positive constant such 
that 
* (2.6.19) 1 ; ~ <a< 1. 
We choose * 1 + ~ 2 as the smallest possible value of a for the 
sake of convenience, since at c = 0, the minimum value of t 2(q1 ; q2 ) occurs 
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* * 
at (41;"2)=(1; 6 1 : ~ ). From (2.6.17), minimizing P{D2} is 
equivalent (N .... co) 
as large as possible 
to minimizing fa and, thus, we take p p 
(namely, p = e) to do so. Hence, asymptotically 
(N .... 00), for (p1, p2) configurations with pl= p2 = p ~ 8, 
(2.6.20) 
= 21( f/1if) - 1, 
where 1 - 8 ( ) ~ = e and where "LF D2 " denotes the least favorable 
configuration wrt the probability requirement on the event o2 • 
Thus, if in addition to (2.6.5), the pair .(N, f) satisfied the 
equation 
(2.6.21) l(fJ'iff) = 
then it would be asymptotically (N ... co) optimal in the sense that 
it would minimize the N-value necessary to satisfy both conditions 
(i) and (ii) of (2.6.1). In finding this pair (N, f), we are led 
to a separate discussion for each of the cases 1 and 2 defined above. 
Case A. 
* 2 - 26 For Case A we have O < c < * . From (2.6.14) 
2 - 6 
and (2.6.21}, we wish to find the pair (N, f) satisfying the 
equations: 
(2.6.22) *---- * 1(6 JN(l-c)) = P1 , 
* p2 + 1 
l(fJ'iff) = 2 • 
We therefore find that the pair (N, f) must satisfy the two equations 
- 35 -
', I 
l.J 
I / 
... (2.6.23) 
where 
points of the standard normal cdf. Solving the two equations in 
(2.6.23), we arrive at the solution: 
A*A2 [-A2+ ~
2 + A12r] (2.6.24) f = , 
A12V 
Ait 1 [A2 + J A22+ A12t ]2 
N = 
.. ( ~ *>2 = (A*)2* [ -A +~2+T'92f 12 2 2 1 
The above solution for f holds if and only if the £-value obtained, 
f0 i{say), is such that 
(2.6.25) * * * * f < (2 - 2A) !_ _ (1-A )A 0 * 2 - . * 
- 2-A 2-A 
* The inequality (2.6.25) holds (for small A) if and only if 
(2.6.26) ... * V > A (2-A) 
- ( *>2 1-A 
Since 8 (see (2.6.l) and (2.6.2)) is bounded below by 
* 
* 1 + A 
2 , 
1 - 8 1 - A t = 8 is bounded above by * • From (2.6.25) and (2.6.26), 1 + A 
it thus follows that £0 is the asymptoti~ally optimal solution 
for the problem if 2A*A2
2 /A1
2 ~ * ~ 1 - A* or equivalently if 
1 + A* 1 2/( 2 * !)+ A 2 ~ 0 = 1 + t ~ Al Al + 2A A.2 • 
Case B. 
* 2 - 2A 2 Let us now consider the case * ~ c < *. From 
2 - A 2 - A 
(2.6.16) and (2.6.21), the equations we wish to solve for N 
and f are 
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(2.6.27) t([l ·- (1- f )c]/?j ) 
* p2 + 1 
l(fJiij') = 2 , 
and the solutions are easily seen to be 
* 
(2 .6.28) 
fl A2 
f= * _._...r,-, 
A2(2-ll) + A1J 2Vll* 
[A2(2-fl *) + °A.1) 2tll * ]2 N=--------:~----t(ll*)2 
The results in (2.6.28) hold (since c must be greater than 
* 2 - 2ll 
* 2 - fl 
(2.6.29) 
for case B) if and only if 
* 
... 2 - 2/l 
::: * . 
2 - fl 
* This inequality (2.6.29) takes the asymptotic form (fl ~ 0) 
(2.6.30) 
Since e is bounded above away from 1, t is bounded below away 
from zero. From (2.6.29) and (2.6.30), it thus follows that the 
~ 2 
£-value given in (2.6.28) 
A. 2 
is asymptotically optimal for O < t < _g_ 
- 2 
A.1 1 
or only if * < 8 < 1. 
A. 2+ 26 A. 2 -1 2 We thus conclude from our consideration of both of the above 
cases that for all 8 under consideration, there is a unique 
asymptotically optimal £-value and a unique corresponding N-value. 
2.7 Asymptotic Results for VT Sampling with Fixed Sample Size 
Termination Rule. 
We may also employ the VT sampling rule with a fixed number 
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...,_ 
... 
of vectors, n. Let s A,n and SB ,n be the number of successes 
with treatments A and B respectively, up to and including the 
* 
th 
n vector observation. Let M = SA - SB and M = S - s2 • n ,n ,n n l,n ,n 
At termination, we accept one of three possible decisions: 
(i) 
: (ii) 
I 
M 
n If n > f, then we make decision d1• 
M 
n If -f ~ n ~ f, then we make decision d2 • 
j M 
~iii) If nn < -f, then we make decision d3• 
I 
1
. Let o1 and n2 be defined similarly to o1 and o2 (defined 
at lhe beginning of .the previous section} except that N is replaced 
I 
by n. We choose n and f to satisfy the conditions: 
* * ( i) p (D l J ~ p 1 if p 1 - p 2 2: 6 , 
It is clear that 
* and also that M is asymptotically normal with the above mean 
n 
and variance. Let us first consider the left member of condition 
{i) of (2.7.1). We have from (2.7.2) that 
(2.7.3) 
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where 
* (2.7.4) t1(P1, P2) = fl - f Jn 
J Pi(l-pl} + P2(1-p2) 
* with p1 - p2 = 6 and where 
M* - EM* 
(2.7.5) n n 
* We find the pair (p1, p2 ) with p1 - p2 ~ 6 which minimizes 
P{o1 ) for large nor equivalently which maximizes 
(2.7.6) 
n pl(l-pl) + P2(l-p2) 
Hl = = * [t1CP1, P2)l2 [fl - f]2 
* 1 * with p1 - p2 =fl. As in (2.4.6), we easily find that ( -
6 
is the configuration of (p1 , p2 ) that maximizes H1 with maximum 
~ 
value, correct up to order &(6 ), given by 
(2.7.7) * Hmax _ 1 - (fl )2 _ 1 
l - 2(6*- f) 2 - 2(6*- f) 2 • 
* We therefore have the result that for n .... ~, 6 -+ 0 and pairs 
(pl' P2) 
(2.7.8) 
* with pl - p > 6 2- ' 
p{Dl) 2: PLF(D ) {Dl) - min 1(,/f ) 
1 (pl,p2) 1 
* = 1((6 - f)J'Tn ), 
* * (-) (1 - 6 1 + 6) where the "LF D1 " configuration is 2 , 2 • 
We now consider the left side of condition (ii) of (2.7.1). 
Clearly 
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...._ 
* 1 + fl ) 
2 
., 
,\ I 
ta.I 
~ 
--
.i 
I 
--
-
~ 
~ 
"r' 
T 
! 
... 
~ 
111111 
r 
~ 
I 
! 
... 
I 
11..J 
..I 
i.J 
... ,. 
... (2.7.9) P{i5'2 1P1= p2) = P{-nf::: M:::: nflp1 = p2) 
- 21(d 2p (~-p ) ) - 1. 
1 1 
1 The maximum value of 2p1(1-p1 ) occurs at p1 = 2 and is equal 
to ½• We therefore conclude that for large n 
(2.7.10) l(f/ 2 (~ ) ) 2: l(fJ'2n), pl -pl 
From (2.7.8), (2.7.9) and (2.7.10), the asymptotically (N ~ m) 
optimal pair (N, f) is found by solving the equations 
* * t((~ - f)/N) -= pl' 
* p2 + 1 
t(f/N) = -2-
for N and f, where N = 2n is the total number of observations. 
Hence, we have to solve 
(2.7.12) 
yielding the solutions 
* )..,2~ 
f = ).., + X , 
2 1 
_ (""2 + ""1) 2 N - * • 
~ 
In the next section, we compare the PW and VT sampling rules in 
* the context of the three-decision problem (N ~ m, ~ ~ 0), using 
(2.7.13) and the results of the previous section. 
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2.8 Comparison of the Two Procedures. for the Three-Decision Problem. 
Let 1\,w be the number of observations necessary to satisfy 
(2.6.l) with PW sampling using the asymptotically optimal £-value. 
Let ~ be the corresponding quantity for the VT sampling rule. 
We consider two cases: 
Case A. 
* 2 26 A2 1 - 6* 
If --- < v < * (or equivalently if 
l 1
2 
- - 1 + 6 
we know from (2.6.24) and (2.7.13) that 
(2.8.1) 
(A+ J A 2+ A 2r )2 
2 2 1 ' 
* A 2 
For the range of 9-values (1 + 6 < 8 < l ), we show that 
2 - - Al2 + 26*A22 
NPW ~ ~- From (2.8.1), we obtain after algebraic manipulation 
that \w ~ ~ if and only if 
(2.8.2) A2+ Al 2 t ~ 4(A + 2A) • 2 1 
From the fact that 8 = 1 , the inequality (2.8.2) is equivalent 
1 + * 
to 
(2.8.3) 
where 
(2.8.4) A2+ Al 2 g(Al' l2) = 4(A + 2l) • 
2 1 
It is easily seen that g(l A)> 1 and hence 1 
l' 2 - 1 + g(Al' A2 ) 
* * * 1 is at most one half for any pair (P1 , P2 ) with Pi> 2 (i = 1, 2), 
i.e., for any pair under consideration (see (2.6.2)). Hence it is 
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1 
sufficient to sh~w that 8 ~ 2 in order to show that NPW 2: NVT. 
Since 8 ~ l; 6 by assumption, this result holds and the proof 
for case A is completed. 
Case B. 
* A2 2 Al2 
Suppose O < V :;: 26 (~) so that * :;: 8 < 1, 
1 A 2 + 2~ A 2 
then the expression for ~ remains the slme as ifi (2.8.1) but 
we have a different result [from (2.6.28)] for t\>w given by 
_ ! ~2(2-6 *> + x./ 2t6 * J 2 
(2.8.5) l\>w - t [ 6* J . 
We prove that 
(2.8.6) 
for this case 
show that t\>w 
A 2 
(0 < t < 26* _g__) in three steps. Step 1 is to 
- 2 Al 
is a decreasing function of t (or, equivalently, 
an increasing function of e). [We expected l\>w to increase with 
e, since an increase in e imposes, by (2.6.1), a more stringent 
condition for our procedure to satisfy.] Step 2 is to note that at 
A. 2 
* A2 2 
the dividing point given by t = 26 Cr-) (or 
1 
1 
e = ~ * ), 
A ~:+ 2~ A 2 
the value of given in Case A 1 2 is less than the corresponding 
value given in Case B [see (2.6.24) and (2.6.28)]. (The difference 
in the value of t\>w at the dividing point between the two cases 
arises because the asymptotically optimal value of f in both 
*2 
cases is determined correct only up to order ©(6 ).] In step 3, 
the proof is completed by observing that we have already proved that 
NPW ~ NVT for Case A, where we note that ~ is independent of V. 
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We prove step 1 by 
(2.8.7) d{J t\>w 
d(ff) = 
differentiating 
* A-2(2-A) 
* VA 
J ~W wrt J1 , obtaining· 
A 2 
for O < t < 2A* _g_ 
- 2 Al 
A2[A2+ J A22+ Al2r] 
A *tJ A2 2+ A12r° 
and observing that it is negative for all ,. By the previous 
paragraph, this proves (2.8.6). 
We conclude from the results of this section that for N - ~ 
* and A - O, t\,w ~ RvT for all 8 under consideration, i.e., 
* 1 ; A ~ 8 < 1; the introduction of 8 is a necessary restriction 
on our problem, since the PW sampling rule is not workable for 
the unrestricted problem in our present context. In other words, 
even though we restrict our problem, the VT is still to be preferred 
over the PW sampling rule; our interest being in minimizing the 
total number of observations with fixed sample size termination rule. 
2.9 Computer Results for Chapter II. 
In this section, we investigate many of the asymptotic results 
* (6 - 0, r - oo) of this chapter and compare it, with the aid of 
the computer, to exact results for fixed In this way, * * A and P. 
we ascertain the value of these asymptotic results for moderate 
* * values of A and for values of r corresponding to P -values, 
which are most often used in practise. 
We first concem ourselves with those results relating to 
Sections 2.2-2.4. * * For fixed P and A, the smallest value of 
the total number of observations N, say N, satisfying (1.1.1) 
s 
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I I 
I 
I ; 
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--
[for procedure ~] can be obtained by using the recursive equations 
* * . 1 6 1 6 (2.2.2) at (p1 , p2 ) = (2 + 2 , 2 - 2 ) [the LF configuration], 
the boundary conditions (2.2.3) and equation (2.2.8). By (2.3.20), 
this value differs by at most one from the value of N = 2n, 
determined by finding the smallest number of vector observations, n, 
satisfying (1.1.1) for procedure i, as is done in Sobel and Huyett 
n 
[12); this can be done by using (2.3.1) at the LF configuration. 
Define ENB = ENB(p1, p2 ) to be-the expected number of observations 
on the poorer treatment at termination, under the configuration 
~,d = E[NB1s1M- s2M = d and the next observation is on treatment l], 
TM,d = E[NBlslM- s2M = d and the next observation is on treatment 2], 
and by solving the recursive equations 
L__ = p L + q T fl,d 1 M-1,d+l 1 M-1,d 
with boundary conditions 
(2.9.3) 
for 
(2.9.4) 
* * We now find t\>w at 6 = .1 and .2, for several values of P and 
then we evaluate ENB(p1, p2 ) at the LF configuration, when NPW 
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6-1 
is the total number of observations. The above results are summarized 
in Table 1 below. ~ 
Table 1 
Exact {Computer) Results for ¾J giving !pw and ENB 
* * t,. = .1 . t,. = .2 
* ENB ( .55, .45) ENB( .6, .4) p ?\>w ?\>w 
.99 539 242.6 134 53.7 
.975 383 172.4 95 38 .. 1 
.95 270 121.5 67 26.9 
.90 164 73.8 41 16.5 
.85 108 48.6 27 10.9 
.Bo 71 32.0 18 7.3 
.75 46 20.7 12 4.9 
The asymptotic results obtained from (2.3.22) and (2.4.31) are quite 
accurate; the values differ from those in Table 1 on the average of 
1 percent. 
From Table 1 and (2.3.21), we see the non-negligible savings in 
the expected number of observations on the poorer treatment for procedure 
¾ over Rn. For ~, ENB = l\>w/2. This difference will be even 
greater if p1 and p2 are further apart than in the least favorable 
configuration. 
Next, we concern ourselves with those computer results relating 
to Section 2.5. Let s1M (resp., s2M) denote the number of 
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successes with treatment 1 (resp., 2) when there are M observations 
still to be taken to reach a total of N. Letting for i = 1 and 2, 
~~l = P{Dils1M- ~M = d and the next observation is on treatment l}, 
and the next observation is on treatment 2}, 
the recursive equations for PW sampling [with fixed sample size N 
and with decision space given before (2.6.1)] are 
(2.9.6) t_(i) - p t_(i) + q T(i) {i 1 2) 
~,d - l~-1,d+l 1 M-1,d = ' ' 
T(id) = p2TM(il) d 1+· q_L_(_il) d (i = 1, 2). M, - , - c~-, 
The boundary conditions are given by 
-
L(l) - T(l) - ~ if d > Nf (2.9.7) O,d - O,d - if d < Nf 
and by 
0 if d > Nf 
(2.9.8) L(2) - T(2) -O,d - O,d - 1 if -Nf < d < Nf 
0 if d < -Nf 
where 
(2.9.9) 1 (i) {i) P{Di} = 2(LN,O + TN,O). 
In this manner, we can compute P{Di} for fixed 8 [see.(2.6.1)], 
* * * P1, P2 , 6 and f, at the LF(Di) configuration for i = 1 and 2; 
we then insure (2.6.1) by choosing the smallest value of N, denoted 
by t\>w' so that 
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i.. 
(2.9.10) 
for i = 1, 2. It is found {using the computer) that for f ~ .09, 
the LF(D1) configuration occurs at (p1, p2 )=(.2, 0) and for all 
possible f, the LF(D2 ) configuration occurs at (p1 , p2 ) = {e, e), 
which agrees with (2.6.12) and the material inmediately before (2.6.20). 
For our present purposes, we find it unnecessary to calculate the 
LF(D1) configuration for f < .09 and computer expense excourages 
* * * us not to do so. We consider 6 = .2, P1 = .8, P2 = .6 at three 
different values of 
Case (i). 
8, which determine our three cases. 
Let us first consider 8 = .6. We find t\>w for several values 
of f and summarize our computer results in Table 2. 
Table 2 
Computer Results for Three Decision Problem with 8 = .6 
f .0873 .0900 
143 143 
If f ~ .09091 than t\>w ~ 153 and if f ~ .085 than NPW ~ 142. 
These results seem to indicate that f = .0873, although not unique, 
is an optimal (or close to optimal) procedure. It is seen from the 
asymptotic results (2.6.24) that f = .0873 is the optimal procedure, 
with l\>w equal to 135. Thus, for this case, the asymptotic 
results approximate the exact ones fairly well. 
Case (ii). 
Next, we consider 5 8 = 7 ._ . 71. _We find l\>w for several 
values of f and summarize our computer results in Table 3 below. 
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Table 3 
Computer Results for Three Decision Problem with 8 = 5/7 
f 
.09000 .09091 .09170 .09340 
l\>w 213 213 213 213 
If f < .09, then l\>w ~ 212 and if f ~ .095, then NPW ~ 217. 
These results indicate that f = .09091 is an optimal procedure. 
It is seen from the asymptotic results (2.6.28) that f = .09091 
is the optimal procedure with ~w-value equal to 216. We thus 
see that for this case, the asymptotic results (2.6.28) clearly 
approximate the exact ones. 
Case (iii). 
Finally, we consider 121 8 = n;r - .75. We find l\>w = 252 at 
f = .og-244. Whether or not, f = .og-244 . is optimal is not investigated. 
This result is in close agreement with the asymptotic result (2.6.28) 
which states that at f = .09"244, t\,w = 252. (2.6.28),in addition, 
states that this £~value is optimal. 
Finally, we concern ourselves with those computer results 
relating to Section 2.7. Let m be the number of vector observations to 
be taken to reach a total of n vector observations. Let s1m 
(resp., 82m) denote the number of successes with treatment 1 
(resp., 2), when there are m vector observations still to be taken to 
reach n. Letting, for i = 1 and 2, 
t(id) = P(D1 1s1 - s2 = d}, m, m m 
the recursive relations for vr sampling {with a fixed number of 
vectors n and with decision space given before (2.7.1)) needed to evaluate 
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P {Di J are given for i = 1, 2 by 
(2.9.12) 
T·he boundary conditions are given by 
--
t(l) = r if d > nf (2.9.13) , O,d O if d < nf 
and by 
e<
2
) = r if d > nf (2.9.14) if -nf < d < nf , O,d 
0 if d < -nf 
The desired result is 
(2.9.15) P(i> J = t(i) i n,O • 
* * * In this manner, we can compute for fixed P 1 , P 2 , !J. and f, P (D 1 J 
at the LF(Di) configuration for i = 1 and 2, where the LF(D1) 
* * 
configuration occurs at (p1, p2 ) = <½ + ½-, ½ - ~) and the 
- 1 1 LF(D2 ) configuration occurs at (p1, p2 ) = (2, 2); we then insure 
(2.7.1) by choosing the smallest value of N = 2n, denoted by 
Mvr, so that 
for i = 1, 2. 
* * * We do the above for P1 = .8, P2 = .6, !J. = .2 and different 
values of f, the results of which are suonnarized in Table 4 below. 
- .. ~9 -
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Table 4 
Computer Results for Three Decision Problem (Vector-at-a-Time) 
f .0750 .0875 .090625 .09375 .096875 .1000 
NVT 108 92 90 8' 84 84 
( 
f .103125 .10625 .109375 .1125 .115625 .11875 .1250 
1\,-r 84 84 84 84 84 84 108 
If f > .125 or f < .075, we find that 1\,-r ~ 108. These results 
indicate that f = .1, although not unique, is-an optimal procedure. 
It is seen from the asymptotic results (2.7.13) that f = .1 is 
the optimal procedure, with 1\,-r-value equal to 72, which is some-
what away from the corresponding 1\,-r-value in Table 4. These asymptotic 
* results become more accurate as r _. ~ and 6 ~ 0. An indication 
* * of this fact is that at P1 = .9, P2 = .8 and f = .1, the exact 
value of 1\,-r = 168 and the asymptotic value of 1\,-r = 164. 
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CHAPTER 111 
Optimality of the PW Rule Using Inverse Sampling 
with Respect to a Given Class of Procedures Denoted by R 
3.1 Introduction. 
In [14], a procedure denoted by ¾ was studied. This 
procedure employs the PW sampling rule {with the usual randomiz•tion 
at the beginning of the experiment); its termination rule is "inverse 
sampling," i.e., experimentation is stopped when any one treatment 
achieves r successes. In this chapter, we study a class of 
procedures, R {say), containing ¾· The class R consists of procedures 
which we denote by ~s) for s = 1, 2, •••• All these procedures 
have the same termination rule, i.e., inverse sampling. The 
sao;ipling rule of ~s) is to switch from one treatment to the 
other upon the occurrence of s successive failures; otherwise, 
we keep the same treatment {let us note that ~l) s ~). we show 
that, in a certain sense, the optimal procedure. in R is ~-
3.2 PCS Considerations for the Class R • 
In this section, the size r of procedure ~s) is determined 
so that P{csfi4s)1 satisfies {1.1.1). 
Let s1(resp., s2 ) denote the current number of successes with 
treatment 1 {resp. , 2) • Let the vector T be equal to 
-
(r - sl' 
r - s2 ). We note that r - s1 (resp., r - s2 ) is the number of 
successes that 1 (resp., 2) needs, to be selected as the better 
treatment. Let A0 (resp., B0 ) denote the event that treatment .1 
(resp., 2) is to be used for our next observation without any failures 
on the same treatment in the immediately preceding trial. For i = 1, 
e:... 
2, ••• , s-1 let Ai (resp., Bi) denote the event that the previous i trials 
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were on treatment 1 (resp., 2), all resulting in failures and the 
same treatment is to be used on· the next observation~ We define 
the probabilities R • R ( i) • S and 
m,n' m,n' m,n 
s(i) 
m,n 
for i = 1, 2, ••• ,s-1 
in the following manner: 
(3.2.1) R = P{csfT = (m, n) and AO), 
m,n -
R(i) = P(CSjT = (m, n) and Ai), 
m,n -
S = P(CS(T = {m, n) and BO), 
m,n -
S(i) = P(CSjT = (m, n) and Bi). 
m,n -
Letting R(j) = S 
m,n m,n 
and S(j) = R 
m,n m,n 
for j = s, enables us to 
describe procedure ~s) for s > 1 by the recursive equations 
(3.2.2) R = p R + q R(l), 
m,n 1 m-1,n 1 m,n 
R(l) = p R + q R(2), 
m,n 1 m-1,n 1 m,n 
. 
R(s-1) p R + q S . 
= 1 1 1 m,n' m,n m- ,n 
s = p s + q s< 1), 
m,n 2 m,n-1 2 m,n 
s< 1) - s + q s<2 ) 
m,n - P2·m,n-l 2 m,n' 
. . 
. . . 
(s-1) S = p S + q R • 
m,n 2 m,n-1 2 m,n 
Simplifying (3.2.2), we have for s > 1 that 
(3.2.3) R = P1R l + Q1s , m,n m- ,n m,n 
S = P2s 1+ Q2R , m,n m,n- m,n 
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where Pi= 1 - q: and Qi= q~ (i = 1, 2); we also have the boundary 
conditions 
(3.2.4) R0 = 1, s O = O for n, m > 1. ,n m, -
It is clear that the recursive equations (3.2.3) and the boundary 
conditions (3.2.4) apply when the PW sampling scheme (procedure~) 
is used with treatments l and 2 which have probability of 
success P1 and P2 , respectively (instead of p1 and p2 , as 
usual). Treatment l, of course, is still the better treatment. Let 
us denote procedure 8i used in this special setup as R1 (P 1 , P2 ) 
[Note that ~(p1, p2 ) is what we coDD1JOnly refer to as ¾1· Let 
A1 (resp., B1) denote the event that treatment 1 (resp., 2) is 
used on the first observation. The event {csfA1) [resp., {CSIB1JJ 
for PW sampling is equivalent to the event that experimentation 
ends with the th r success by A, given that it begins with an 
observation on A {resp., B) and at termination, A and B have 
an equal number of failures [resp., B has one more failure than A] 
while B has not yet achieved its th r success. The P{CSIA1) 
[resp., P{CsfB1)] is then equal to the probability of the event 
that the number of failures until A achieves its th r success is 
less t~an or equal to '{resp., less than) the number of failures until 
the th r success by B. H§nce, from (3.2.2), (3.2.3) and (3.2.4), 
• 11 
• 1 I. 
I 
!i.l 
;._ 
I ' !I.I 
I 
i~ 
i 
• 
where NB{a, b) is a negative binomial chance variable which represents 
th the number of failures until the a success, with probability of 
success b on each trial. For Y = NB{a, b), we have the probability law 
(3.2.6) 
The mean value and the variance of Y are given by 
(3.2.7) 1 - b 1 - b EY = b , Var Y = 
b2 
•Y (3.2.5), we have from the central limit theorem that 
(3.2.8) 
where 
(3.2.10) 
1 1 [(NB{r, P1) + r) - (NB{r, P2) + r)] - r[- - -] pl p2 
w =---------------------r j Ql Q2 
r(-+-) 
p 2 p 2 
1 2 
We wish to minimize P{Csl~s)) (for large r, subject to the 
* condition that 6 ~ 6) or equivalently {by (3.2.8)) to minimize 
~- It is easy to see that for any (q1, q2 ) configuration such 
* that q2 - q1 ~ 6, the P{CS} can be reduced by decreasing q2 to 
q1 + 6*. Our problem thus reduces to minimizing 4" over all 
configurations such that To accomplish 
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* this, we first set 6 = 6* and then substitute q1 = q0 - ~ , 
* - 6 q2 = q0 + 2 into D and attempt to maximize the resulting expression, 
denoted by D(q0), over the values q0 in the closed interval 
* * 
[~, 1 - ~ ]. Three cases are considered: 
Case (a). 
We first consider the case where s = 1. It is shown in (14] 
that D(q0 ) is maximized at 
1 *2 
qo = 3 + &( 6 ) and the maximum value 
of D, Dmax {say), is 
(3.2.11) max 8 *2 D = 27 + $(6 ) • 
Case (b). 
Next, we consider the case where s = 2. D is then given by 
(3.2.12) 
Upon simplification, we have that D(q0 ) is given by 
(3.2.13) 
+ 16(6*)2 - 8(6*)4 + (6*)61 • 
The derivative of 
dD(q0 ) D(q0 ) wrt q0 , dqO , is 
(3.2.14) dD(qO) 1 6 4 -- = 3 [256q0 - (256 + 32(6*)
2 )q0 - 32(6*)2 dqo 128q
0 
+ 16(6*)4 - 2(~*)61. 
dD(q0 ) It is easy to see that --- is negative for all q0 between * * dqo * 
~ and 1 - ~ ; 0(4o) is therefore maximized at q0 = ~ , i.e., 
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we thus have that the least favorable (LF) configuration (the 
(q1, 42) configuration that minimizes the P{CS) over all pairs 
(q1 , q2 ) with q2 - q1 2: fl*) occurs for large r at (q1 ,· q2 ) = (o, 6*). 
Case (c). 
It is conjectured that for the case s ~ 3, the maximum value 
of D(q0), as in the case for s = 2, occurs at We con-
elude by finding, for large r, the smallest value of r so that 
procedure ~s) [s 2: 1) satisfies (1.1.1); two cases are considered. 
Case 1. 
Let us first consider the case when s = 1. By (3.2.8), our 
discussion for case (a), and the central limit theorem, it follows 
* that, for large r and small 6, 
(3.2.15) P(cs1~1>i ~ PLF(cslR~1)l - 1(1:,*j D~ ), 
where PLF{csjlli1)) is the probability of correct selection evaluated 
for the least favorable configuration. Thus, asymptotically, to 
find the smallest value of 
for procedure Ril), we set 
We thus have that (for large 
(3.2.16) 
r, r 1 (say), so that (l.l.l) is satisfied 
*j r * t(6 - ) = P and solve for r. 
Dmax 
* r and small fl ) 
where A is a constant chosen so that l(A) * = p • 
Case 2. 
Next, we consider the case when s > 2. An approximation to 
the r-value of interest using the technique of Case 1, provides a 
poor approximation in this case. Quite an accurate approximation 
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[see tables 5, 6], though, is obtained by using the fact that the 
* LF configuration occurs at (p1, p2 ) = (1, 1 - ~ ), for s > 2. 
To do this, a result of Feller is used (see [4], page 325). Suppose, 
we observe n independent Bernoulli trials; on each trial, either 
a success (s) or a failure (F) is ob.served, with probabilities h 
and 1 -h, respectively. A sequence of n letters S and F 
contains as many success runs of length r as there are non-over-
lapping uninterrupted successions of exactly r letters S; a 
success of length r occurs at the j th trial if the j th trial 
adds a new run to the sequence. Thus in SSS(SF(SSS/SSS/, we have 
three success runs of length 3, and they occur at trials number 
3, 8,11; there are five success runs of length 2 and they occur at 
trials number 2, 4, 7, 9, 11. Failure runs of length r can be 
defined analogously. Feller proves that the probability that there 
aren't any success runs of length t in n trials is given by 
(3.2.17) 1 - hx 1 t n - ( t+l-tx )( 1-h) • n+I ' 
X 
where x is the unique positive root of the polynomial 
( ) t-1 t-1] 1 - 1-h y[l + hy + ••• + h y • We make use of this result in 
the next paragraph. 
The least favorable configuration for procedure ~s) (s 2:: 2) 
* [cases {b) and {c)] occurs at {p1 , p2 ) = (1, 1 - ~ ). Under this con-
figuration, an incorrect selection (IS) occurs only if treatment 2 achieves 
I.I 
I 
...i 
I 
r 
I 
'.~ 
I 
!_ 
ti.ii 
I 
~ 
~ 
r successes, with no observations being made on .treatment 1. Since it takes :1.1 
approximately r 
* 1 - fl 
observations on2 to attain r successes {on 2) 
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(the number of trials until r successes being distributed like 
the 
the 
rv [r + NB(r, 1 - /.l*)] {see (3.2.6)), having mean value r * ), 
( ) 1 - l.l 
P{ISIRis) (s ~ 2) is approximately equal to one half DU1lti-
plied by the probability of no failure runs of length s 
trials, where the probability of a failure on any trial is 
Let us note that the one half in the previous sentence results 
from the necessity that we begin experimentation with treatment 2. 
Thus, using (3.2.17), * r with h = l.l , t = s and n = 
* 
' it 
1 
- l.l 
follows that 
* 
P{IslRis)) 1 
1 - /.l X 1 (3.2.18) s 
-2 
* 
• 
* {s+l-sx ){1-1.l ) (r/1-6 )+l 
s X 
8 
for s ~ 2, where x is the unique positive root of the 
s 
polynomial ( *) * ( *)s-1 s-1 1 - 1-1.l y[l + /.l y + ••• + /.l y ]. To satisfy 
(1.1.1), for large r, we set 
and solve for r, resulting in the solution, denoted by r (s > 2), 
(3.2.20) 
s -
* r-' 1 - /.l X 
I 8 * 
llog{ * ) - log 2( 1-P ) * (s+l-sx )(1-1.l) · r - (1-1.l ) -----8-------- - 1 s log X s 
It is useful, for the next section, to prove the result that for 
* fixed P close to 1, 
(3.2.21) r * lim ...! = c{P, l.l) > 1 
* rl 
l.l - 0 
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* for s 2: 2, where c(P, s) is.a constant (possibly +:o), ~hich can 
* depend· on P and s. 
* ·r Let us first prove that for . P clQei'e to 1, 
(3.2.22) r2 * ( *) lim - = c(P , 2) > 27 log 2 1-P > 1. 
r - lr ( *) * 1 2log i-P fl ... 0 
* * Helpful in proving this is the fact that for large P and small fl, 
(3.2.23) r < ,!_ [-2 log 1-P* . 
1 - 21 L c fl *>2 , 
which rollows from another result of Feller (see [4], page 175) 
stating that as x ... m 
(3.2.24) 1 1 - l(x} - 112 (2,r) X 
1 
--=«2 
-2 
e 
where I is the standard normal cdf. Applying (3.2.24) to the A 
in (3.2.16), we have that 
(3.2.25) 
-~2 
* ( ) 1 · .2 
1 - P :a 1 - I A - ( 
2
TT) i/2A e , 
* and thus (3.2.23) has been proved. Also from (3.2.18), x2 ~ 1 + (fl )2 
*2 * + o(fl ) [e.g., for fl = .1, x = 1.90925] and thus s 
(3.2.26) * - log 2(1-P ) r2::::: * (fl )2 
* * * for fl small; the fact that log{l + (fl )2 ) == (fl )2 is used in 
(3.2.26). The result (3.2.22) then follows from (3.2.23) and 
(3.2.26). Since from (3.2.18), x is decreasing with s, we can 
8 
similarly prove (3.2.21). 
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[It is conjectured that 
(3.2.27) *s X = 1 + &(6 ), 
s 
which would imply that 
(3.2.28) lim 
* 6-0 
r 
s+l 
r 
s 
= 00 
* for s > 2. An indication of (3.2.27) is that for 6 = .1, 
x
3 
= 1.00090·. If true, (3.2.27) would yield a nice result, discussed 
in the next section.] 
We make use of the results of this section, after a discussion 
of the expected number of observations necessary to reach a decision 
for the class of procedures R. 
3.3 Optimality of the PW-rule in the Class R Using the EN Crit~rion. 
Let N·:i denote the number of observations until a decision is 
reached as to the better treatment. In this section, we obtain the 
expected value of N, EN, for the class R and show that it is 
minimized for procedure * 8:r ·when b is small. 
We define the expected number of additional observations required R ; 
m,n 
R(i); S and S(i) for i = 1, 2, ••• , s-1 in the following manner 
m,n m,n m,n 
(3.3.1) R = E[NIT = {m,n) and AO], m,n 
-
R(i) = E[NIT = (m,n) and Ai], m,n -
S = E[NIT = (m.n) 
m,n -
and BO], 
s(i) = E[NIT = (m,n) 
m,n -
and Bi]. 
where A0 , A1, B0 , B1 are defined on page 51. 
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For s > 1 we can write the recursive equations for EN in the form 
(3-3.2) R = p1R l + q1R(l) + l; m,n m- ,n m,n 
R(l) = p R + q R( 2 ) + l; 
m,n 1 m-1,n 1 m,n 
. 
. 
. . . . 
R(s-2) = p R + q R{s-1)+1; 
m,n 1 m-1,n 1 m,n 
{s-1) R = p1R l + q1s + 1; m,n m- ,n m,n 
s = p s + q s< 1 > + 1; 
m,n 2 m,n-1 2 m,n 
s< 1> = p s + q s< 2> + 1; 
m,n 2 m,n-1 2 m,n 
. 
. . . . 
. . . . 
( s-2) {s-1) s = p S + q S +1; 
m,n 2 m,n-1 2 m,n 
{s-1) S = p2s 1+ q2R + 1. m,n m,n- m,n 
Simplifying (3.3.2), we have for s > 1 that 
(3.3.3) R = P R + Q S pl m,n · 1 m-1,n 1 m,n + -
P1 
p2 
S =PS +QR +-, 
m,n ·2 m,n-1 2 m,n p2 
where P1 , P2 , Q1 , Q2 are defined after (3.2.3). We also have the 
boundary conditions 
(3.3.4) R0 = 0, S O = 0 for all n > 1 and all m > 1. ,n m, 
We note that EN is given by 
(3-3.5) 1 EN = -(R + S ]. 2 r,r r,r 
We define generating functions U and V by 
(3.3.6) 
00 
u = 'E 
n=l 
00 00 
'ER xmyn, V = 'E 
1 m,n 1 m::: n= 
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Multiplying both sides of the two equations in (3.3.3~ by 
I 
summing over {m, n), and using (3.3.4) yields 
(3.3.7) pl X y U = PlxU + QlV + pl 1 - x 1 - y' 
p 
2 X y 
V=P2yV+Q2U+-l 1 • P2 - X - y 
Solving for V, we obtain 
(3.3.8) 
where D is given by 
i 
1 
mn 
X y , 
(3.3.9) = ~ (QlQ2) 
i=O [(1-P2y){l-P1x)]
1
+l 
= ~ (Q Q ,1 ~ (i + j)Pjxj ~ (i + k)Pkyk. 
i=O 1 2 j=O j 1 k=O k 2 
From (3.3.7), (3.3.8) and (3.3.9), the coefficient of the 
xjyk(j 2: 1, k 2: 1) term of U and V, denoted by u. k and J, 
respectively, are given by 
(3-3.10) 
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• j-l t 1 t 
where we define E ( ~ )P1 = 1. Using (3.3.10) and the well t=O 
known identity for the incomplete Beta function (see e.g. page 4 of [14]) 
(3.3.11) IQ {i + 1, r) = Q{i+l) rt {i + t)Pt 1 1 ~ t 1 • t=O 
We readily find from (3.3.5) 
(3.3.12) ( ) 00 p p E[NfRi8 ] = J {~IQ (i+l, r)[{i, ~ + -+)IQ (i+l, r) 
i=O 2 1 1 P2 2 1 
r 
pl p2 pl l - pl 
+ -Q IQ {i+2, r) + -Q IQ {i, r)] + - Q }. 
1P1 1 2P2 1 P1 1 
It is easy to see from (3.3.11) that 
(3.3.13) 
co 
IQ ( i + 1, r) = pr ~ ( r - 1 + t )Qt 
1 1 t=i+l t l' 
by noting that 
(3.3.14) IP {r, i + 1) = 1 - IQ {i + 1, r). 
1 1 
Defining 
{3.3.15) 
E (L (r, X)] as 
r -P2 
00 
Er[~ (r, X)] = P~ ~ (t + ~ - 1)Q1Ip (r, t) 
2 t=() . 2 
and using the relation (see page 6 of (14]) 
00 Q 
( 3. 3. 16) ~ IQ ( i + 1, r )IQ ( i + 1, r) = r p 1 .;. Pr E 1 [ L ( r, X) ] i::O 1 2 1 1 r+ -P 2 
+ Pr E [IP (r + 1, x)] 
2 r 2 
and the relations (from (3.3.16)) 
(3.3.17) 
00 ~ 
E IQ ( i, r )IQ ( i + 1, r) = ~ IQ ( i + 1, r )IQ ( i + 1, r) 
~ 1 2 ~ 1 2 
+ 1 - E [Ip (r, X + 1)], 
r 2 
- 63 -
_{" I.ii 
i 
i 
~ 
~ 
~ 
I 
~ 
~ 
L 
~ 
... 
i j 
~ 
I 
'1 
I 
~ 
;._J 
..i 
~ 
la.I 
i..l 
i I.J 
! 
. '• 
:I i.J 
. I 
'~ 
(3.3.21) 
Using {3.2.22) .and noting that lim~og 2x = -2
1
, this implies that 
x,1.0log x 
(3. 3 .22) 
* * for p .... 1, 6 .... 0 and all configurations (p1, p2) .with Pi 2:: p2 • 
* * [For P .... 1, 6 .... 0 and all pairs {p1 , p2 ) with p1 ~ p2 it 
is conjectured that E[Nl~s)] is an increasing function of s for 
all s. The inequality (3.3.22) and conjecture (3.2.27) provide a 
sufficient condition for this to be true.] 
3.4 Computer Results for Chapter III. 
In this section, we concern ourselves with exact results, 
determined with the 
* For fixed 6 
boundary conditions 
aid of the computer, relating to Chapter III. 
* and P, the recursive equations (3.2.3), the 
1 (3.2.4) and the fact that P{csJ = -2(R + s ) r,r r,r 
can be used first to find ·the LF configurations of procedures 
~s) to any required degree of accuracy, and next to find the 
smallest value of r such that (1.1.1) is satisfied for procedure ~s). 
Corresponding to the value of r= r , the expected number of 
s 
observations until termination, E
8
N(p1 , p2 ), uader the configur~tion 
(p1 , p2 ) and using procedure ~s) , can then be obtained, using 
the recursive equations (3.3.3), the boundary conditions (3.3.4) 
and equation (3.3.5). We do the above for s = 1 * and 2, !!l = .1 
* and several values of P, and we evaluate E N(.5, .4); which is n0t 
s 
at the LF configuration. Our results are summarized in Table 5 below. 
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Table 5 
Exact (Computer) Results for ~s) for s = 1 and 2 
* E1N( .5, .4) E2N{ .5, .4) p rl r2 
.99 161 591 390 1360 
.975 114 418 299 lo43 
.95 81 297 230 8o3 
.90 49 179 161 563 
.85 33 119 120 419 
.Bo 22 78 92 321 
.75 14 48 69 241 
Computer expense prevents us from doing the same for s = 3; however 
* * we do find that at 6 = .1 and P_ = .6, r 3 = 224 and E3(.5, .4) = 743. 
For 6* = .1, the LF configurations for procedures ~l) and 
~s)[s = 2, 3] are found to be {p1, p2 ) = (.72, .62) and 
(p1, p2) = (1, .9), accurate to the nearest 
th 
.01 • This agrees 
with our asymptotic * (6 -+ O, r-+ co) LF configurations of 
* * (_g + A... g - !..) 
3 2 ' J 2 and * (1, 1 - 6 ), respectively. 
Let us note that the results in Table 5 are closely approximated 
by our asymptotic results {3.2.16), (3.2.20) and (3.3.21). using 
these_asymptotic results, w~ write up Table 6, similar to Table 5. 
* Also, at P = .6, the asymptotic results are r 3 = 225 and 
E3N(.5, .4) = 741, which agree with the corresponding exact results 
in Table 5. 
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* p 
.99 
.975 
.95 
.90 
.85 
.Bo 
.75 
Table 6 
Asyq,totic Results for !is) for s a 1, 2 and 3 
based on (3.2.16) and (3.3.21) 
rl E1N(.5, .4) r2 E2N( .5, .4) r3 
161 590 383 1334 3912 
114 417 294 1022 2996 
Bo 292 226 786 2303 
49 178 158 551 1611 
32 ll8 119 413 1205 
21 77 90 315 918 
13 49 69 239 695 
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E3N(.5, .4) 
12895 
9876 
7592 
5308 
3973 
3025 
2289 
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CHAPTER IV 
Two Open Questions 
4.1 Question One. 
The two open questions in this area of research, that were 
referred to at the end of Section 1.2, are now considered. In 
this section, the first of these questions is discussed. 
Suppose the conditions of our experiment dictate that we sample 
in blocks of size two, with each block containing two observations 
on the same treatment. At the beginning of the experiment, the 
treatment to be used on the first block of observations, is deter-
mined by randomization. Sampling is terminated the first time any 
treatment {either treatment A or B) achieves r successes and 
we declare that treatment to be the better one. We consider a 
class of procedures consisting of members denoted by ¾, where 
O < h < 1. Procedure ¾ is to (1) retain the same treatment after 
a double success, (2) switch treatments after a double failure and 
(3) retain the same treatment with probability h after a aingle 
success and failure {in the block of size two}. Our intention is 
to compare the performance of these procedures. 
Define the probabilities R and S by 
(4.1.1) 
m,n m,n 
R = P{cslr - s1 = m, r - s2 = n and the next block m,n 
of observations is on treatment l}, 
S = P{Cslr - s1 = m, r - s2 = n and the next block m,n . 
of observations is on treatment 2}, 
where s1(s2 ) is the number of successes from the better {worse) treatment • 
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The probability of correct selection for procedure ¾ can then 
be obtained using the recursive equations 
(4.1.2) R = P12R 2 + 2plql[hR. 1 + (1-h)S 1 ] + ql2s ' m,n m- ,n m- ,n m- ,n m,n 
S = p2
2 S 2+ 2p2q2 (hS 1+ (1-h)R 1) + q2
2 R , 
m,n m,n- m,n- m,n- m,n 
with boundary conditions {for m, n ~ 1) 
(4.1.3) s0 = R0 = R l = 1, ,n ,n - ,n 
R O = S O = S l = O. m, m, m,-
The probability of correct selection is then given by 
(4.1.4) P{cs} = ½<Rr,r+ 8r,r>· 
In a similar manner, we can obtain EhN(p1, p2 ), the expected number 
of observations until termination, using procedure ¾, under the 
configuration {p1, p2 ), by defining the expectations 
(4.1.5) R = E[Nlr - s1 = m, r - s2 = n m,n and the next block of 
observations is on treatment 1], 
s = E[Nlr - s1 = m, r - s2 = n m,n and the next block of 
observations is on treatment 2], 
and then using the recursive equations 
(4. 1.6) R = P12R 2 + 2plql(hR. 1 + (1-h)S 1 ] + ql2s +1, m,n m- ,n m- ,n m- ,n m,n 
S = p2
2 S 2+ 2p2q2 [hS 1+ (1-h)R 1] + q22 R +l, m,n m,n- m,n- m,n- m,n 
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with boundary conditions (for m, n ~ 1) 
(4.1.7) s0 = R0 = R l = O, . ,n ,n - ,n 
R O = S O o S l = O. m, m, m,-
The expected number of observations is then given by 
(4.1.8) 1 EN= -2 (R + S ). r,r r,r 
* First, setting ~ = .1 and using (4.1.2), (4.1.3) and (4.1.4), 
we obtain the LF configuration.for procedure ¾, when h = 0, ¼, ½, ,i 
and 1, and in turn obtain (for each procedure) the smallest· value 
of r, denoted by rh, so that (1.1.1) is satisfied, at different 
* values of P. Next, using (4.1.6), (4.1.7) and (4.1.8), we obtain 
Eh(.5, .4) for the above values of h, corresponding to r = rh. 
These results are sunnnarized in Table 7. 
Table 7 
Computer Results for Procedure¾ 
RO Rl/4 Rl/2 R3/4 Rl 
LF (. 72, .62) {. 74, .64) {. 78, .68) ( .85,. 75) (1, .9) 
* p ro rl/4 rl/2 r3/4 rl 
.99 176 203 239 298 708 
.975 125 144 170 212 542 
.95 89 102 120 150 417 
.90 54 62 74 92 291 
.85 36 41 49 61 218 
.Bo 24 28 33 41 166 
.75 16 18 21 2·7 125 
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Table 7 (cont.) 
* E0N(.5,.4) E114N(. 5, .4) E112N(.5,.4) E314N(.5,.4) E1N( .5, .4) p 
.99 334 38o 439 532 1201 
.975 237 269 312 379 920 
.95 169 191 221 268 708 
.90 102 116 136 164 495 
.85 67 76 89 109 371 
.Bo 44 51 6o 72 283 
.75 29 32 37 47 213 
These results (obtained with the aid of a computer) indicate the 
possibility that EhN(p1 , p2 ) is minimized at h = 0. Satisfactory 
analytic results, however, have been obtained only for procedure R1• 
* For fixed 6 ~ 0, we obtain the result that for procedure R1 the LF 
configuration occurs at 
(4. 1.9) 
and that 
(4.1.10) * 2log 2( 1-P ) 
* * . (1+~ )log[l-(6 )2 ] 
Also, for fixed r ~ oo, 
(4.1.11) 
These results are in agreement with the computer results in Table 7 
for procedure R1• 
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-It is easily seen that this problem can be generalized to 
blocks of size greater than two and also to problems in which all 
of the observations within the same block do not have to be made on 
the same treatment. 
4.2 Question Two. 
In the past, we have represented the performance of a treatment 
on a single observation by a binomial random variable, which takes 
the values O and 1 according to whether the treatment achieves 
a failure or a success. We now suppose that a treatment can achieve 
one of three levels of performance on a single observation. we 
rate its performance by the numbers O, 1 and 2, where the higher 
number corresponds to the better performance. The assumption is 
made that for a given treatment, the probability of achieving a 
certain level of performance does not change from one observation 
to the next. We are still concerned with the problem of finding the 
"better" of two treatments, denoted by treatment 1, from the results of 
a series of independent observations,.ma.de on both treatments A and B. 
Let the random variable X (resp., Y) which takes the values 
O, 1 and 2, with probabilities q1 , q2 , q3 (resp., q1', q2 ', q3') 
represent the performance of treatment 1 (resp., 2) on a single 
observation. We assume that treatment 1 is the "better" treatment 
in the sense that 
(4.2.1) q3 = P(X = 2} _2: P{Y = 2} = 
q2+ q3 = P {X = 1 or 2} ,::: P {Y = 1 or 2} = q2 ' + q3'. 
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It is easily seen that (4.2.1) is equivalent to 
(4.2.2) ql ~ qi , 
ql + q2 < ' ' 
- ql + q2 ' 
i.e., X is stochastically larger than Y.[We recall that a random 
variable U is stochastically larger than the random variable V 
if P(U ~ t} ::S P(V ::St), for all real t.] The two inequalities in 
(4.2.1) can also be put in the simple form 
(4.2.3) ql 5 qi , 
q3 ~ q3 1 • 
As a consequence of (4.2.1), 
(4.2.4) EX= q2 + 2q3 Z: q2 ' + 2q3• = EY. 
Only those procedures, R, are considered, which satisfy the 
requirement that 
(4.2.5) * P(csfR) ~P, 
I * * whenever q1 - q1 Z: A and q3 - q3 ~A. This requirement is analogous 
to requirement (1.1.1) for the binomial problem. We call the present 
problem "the trinomial pr0blem," in contrast to the binomial problem 
of Sobel and Weiss. 
We now consider a class of sampling rules,· under a termination 
rule corresponding to inverse sampling for the trinomial problem. 
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Experimentation is begun by randomizing {with equal probability) 
among the two treatments. The number assigned to a given treatment 
on a single observation is to be called the number of points scored 
by the treatment on that observation. Experimentation is stopped 
as soon as one treatment scores r points and we declare that 
treatment to be the better one. We consider a class of procedures, 
consisting of members denoted by ¾', where O < h < 1. Procedure 
¾' is to (1) retain the same treatment after a score of two points, 
(2) switch treatments after a score of no points, and (3) retain 
the same treatment with probability h, after a score of one point. 
Our intention is to compare, in a meaningful manner, these ¾' 
procedures. 
Letting s1 {resp., s2 ) be the current total score of treatment 
1 {resp., 2), we define the probabilities R and S as 
m,n m,n 
(4.2.6) Rm,n = P(Cslr - s1 = m, r - s2 = n and the next observation 
is on treatment 1}, 
sm,n = P(CSlr - s1 = m, r - s2 = n and the next observation 
is on treatment 2}. 
The probability of correct selection for procedure ¾' can then 
be obtained by using the recursive equations 
(4.2.7) R = q3R 2 + q2(.hR l + (1-h)S l ] + q1s m,n m- ,n m- ,n m- ,n m,n 
S q's + Q_'[hS + (1 h)R ] + 'R 
m,n 3 m,n-2 c m,n-1 - m,n-1 ql m,n' 
with boundary conditions {for m, n 2: 1) 
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(4.2.8) S =R =R =l, O,n O,n -1,n 
R = S m,O m,O = S l = 0 • m,-
The probability of correct selection is then given by 
(4.2.9) 1 P{CS) = -2(R + S ). r,r r,r 
In a similar manner, we can obtain EhN(q1 , q3, q1 •, q 3
1 ), the expected 
number of observations until termination, using procedure Rh', under 
the configuration (q1 , q3, q1 ', q3'), by defining the expectations 
(4.2.10) R = E[Nlr - s1 = m, r - s2 = n and the next observation m,n 
is on treatment 1], 
S = E[Nlr - s1 = .m, r - s2 = n and the next observation m,n 
is on treatment 2], 
and then using the recursive equations 
(4.2.11) 
with boundary conditions (for m, n > 1) 
(4.2.12) S = R = R = O, O,n O,n -1,n 
R O = S O = S l = 0. m, m, m,-
The expected number of observations is then given by 
(4.2.13) l EN = -2 (R + S ) • r,r r,r 
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* First, setting ~ = .1 and using (4.2.7), (4.2.8) and (4.2.9), 
we find that the LF configuration for procedure ¾', when h = 0, 
1 ~d 2 1, occurs at a point where q2 = q2 ' = O. This implies that 
the three procedures have the same LF configuration; since the 
recursive equations (4.2.7) are then independent of h. Specifically, 
the LF configuration for these three procedures occurs at 
(q1 , 43 , 41 ', q3 ') = (.28, .72, .38, .62). Next, for different 
* values of P, we obtain the smallest value of r, denoted by r', 
so that (4.2.5) is satisfied for procedure R0. Since the LF con-
figuration occurs at a point where q2 = 42' = 0, r' is also the 
smallest value of r so that (4.2.5) is satisfied for procedures 
R112 and R1• Finally, using (4.2.11), (4.2.12) and (4.2.13), we 
obtain EhN(.4, .5, .5, .4) for the above values of h, corresponding 
to r = r'. These results {obtained with the aid of a computer) are 
sununarized in Table 8. Table 8 
Computer Results for Procedure~ 
* 
EhN( .4, .5, .5, .4) 
p r' h = 0 h = 1/2 h = 1 
.99 321 536 532 527 
.975 227 379 376 373 
.95 161 269 267 264 
.90 97 161 16o 159 
.85 65 107 106 105 
.Bo 43 70 69 69 
.75 27 43 43 42 
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These results indicate the possibility that EhN(q1, q3, q1', q3') 
is minimized at h = 1. Satisfactory analytic results, however, 
have been obtained only for procedure R1'. * For fixed ~ -+ 0, we 
obtain the result that the LF configuration for procedure Ri occurs at 
(4.2 .14) 
and that 
(4.2.15) 
where 
(4.2.16) 
A2 16 
r' ==-c~-*-)-2 27 , 
is such that * = p • Also, for fixed r -+co, 
These results are in agreement with the computer results (in Table 8) 
for procedure R1 '. 
The usual Sobel and Weiss formulation for the binomial problem 
and our present setup for the trinomial problem have in common the 
fact that the random variable associated with the performance of 
treatment 1 on a single observation (say, X) is stochastically 
larger than the corresponding random variable for treatment 2 (say, Y). 
With this in mind, it is easy to see that the present problem can be 
extended to the more general nrultinomial situation. It is safe to conjecture 
that a further extension of this problem to cases when the random 
variables X and Y are more generally distributed (even, possibly 
continuous}, as long as X is stochastically larger than Y, would also 
prove fruitful. 
- 77 -
I I 
I 
I 
,\ I I· :~ 
\ I 
_, 
', I 
i ! 
'4-1 
• 1 i 
~ 
\ i 
I~ 
REFERENCES 
[1] Bechhofer, R. E., Kiefer, J., and Sobel, M. (1968). Sequential 
Identification and Ranking Problems. Chicago University fress. 
[2] Bradt, R. N., Johnson, s. M., and Karlin, s. (1956). On 
sequential designs for maximizing the sum of n observations, 
~- Math. ~- gr 1060-1074. 
[3] Feldman, D. (1962). Contributions to the two-armed-bandit 
problem, ~- ~- ~- TI 847-856. 
[4] Feller, w. (1968). An Introduction to Probability Theory and 
Its Applications, Volume I {third edition). Wiley, New York. 
[5] Isbell, J. R. (1959). On a problem of Robbins, Ann. Math. 
Stat. 30 606-610. 
[6] Kiefer, J. and Weiss, G. H. (1970). A truncated test for 
choosing the better of two binomial populations. (In 
preparation). 
[7] Loeve, M. (1963). Probability Theory (third edition). D. Van 
Nostrand Co., Princeton, New Jersey. 
[8] Renyi, A. (1957). On the asymptotic distribution of the sum 
of a random number of independent random variables, ~ 
Ma.th. Acad. Sci. Hung. 8 193-199. 
----- - - --- = 
[9] Robbins, H. (1956). A sequential procedure with a finite memory, 
Proc. Nat. Acad. Sci. 42 920-923. 
----= 
[10) Samuels, s. M. (1968). Randomized rules for the two-armed bandit 
with finite memory, Ann. Math. Stat. 32 2103-2107. 
- --
- 78 -
[11) Smith, C. v. and Pyke, R. (1965). The Robbins-Isbell two-
armed-bandit problem with finite memory, ~- ~. ~· 
J§ 1375.1386. 
[12] Sobel, M. and Huyett, M. (1957). Selecting the best one of 
several binomial populations_, Bell System Tech. Jour. 36 
-- - == 
537-576. 
[13] Sobel, M. and Weiss, G. H. (1970). Play-the-winner sampling 
for selecting the better of two binomial populations, 
Biometrika (to appear). 
[14) Sobel, M. and Weiss, G. H. (1969). Play-the-winner rule and 
inverse sampling in selecting the better of two binomial 
populations, Technical Report !!2• 124, Department of Statistics, 
University of Minnesota. 
(15] Sobel, M. and Weiss, G. H. (1969). Play-the-winner rule and 
inverse sampling for selecting the best of K ~ 3 binomial 
populations, Technical Report~- 126, Department of Statistics, 
University of Minnesota. 
(16) Sobel, M. and Weiss, G. H. (1970). Recent results on using the 
play-the-winner sampling rule with binomial selection 
problems, Technical Report !!2• 48, Department of Statistics, 
Stanford University. 
- 79 -
'la.I 
i .1 
