We define natural A ∞ -transformations and construct A ∞ -category of A ∞ -functors. The notion of non-strict units in an A ∞ -category is introduced. The 2-category of (unital) A ∞ -categories, functors and transformations is described. In the present article we show that given two A ∞ -categories A and B, one can construct a third A ∞ -category A ∞ (A, B) whose objects are A ∞ -functors f : A → B, and morphisms are natural A ∞ -transformations between such functors. This result was also obtained by Fukaya [Fuk] and by Kontsevich and Soibelman [KS], independently and, apparently, earlier. We describe compositions between such categories of A ∞ -functors, which allow to construct a 2-category of unital A ∞ -categories. The latter notion is our generalization of strictly unital A ∞ -categories (cf. Keller [Kel01]). We discuss also units in unital A ∞ -categories, which are certain natural A ∞ -transformations, and unital A ∞ -functors.
That is why we use the right operators: the composition of two maps (or morphisms) f : X → Y and g : Y → Z is denoted f g : X → Z; a map is written on elements as f : x → xf = (x)f . However, these conventions are not used systematically, and f (x) might be used instead.
When f, g : X → Y are chain maps, f ∼ g means that they are homotopic. If C is a Z-graded k-module, then sC = C[1] denotes the same k-module with the shifted grading (sC) d = C d+1 . The "identity" map C → sC of degree −1 is also denoted s. We follow Getzler-Jones sign conventions [GJ90] , which include the idea to apply operations to complexes with shifted grading, and the Koszul's rule: (x ⊗ y)(f ⊗ g) = (−)
yf xf ⊗ yg = (−1) deg y·deg f xf ⊗ yg.
It takes its origin in Koszul's note [Kos47] . The main notions of graded algebra were given their modern names in H. Cartan's note [Car48] . See Boardman [Boa66] for operad-like approach to signs as opposed to closed symmetric monoidal category picture of Mac Lane [Mac63] (standard sign commutation rule). Combined together, these sign conventions make the number of signs in this paper tolerable. To a given graded k-quiver A we associate another graded k-quiver -its tensor coalgebra T A, which has the same class of objects as A. For each sequence (X 0 , X 1 , X 2 , . . . , X n ) of objects of A there is the Z-graded k-module T n A = A(X 0 , X 1 ) ⊗ k A(X 1 , X 2 ) ⊗ k · · · ⊗ k A(X n−1 , X n ). For n = 0 it reduces to k in degree 0. The graded k-module T A(X, Y ) is the sum of the above modules over all sequences with X 0 = X, X n = Y . The quiver T A is equipped with the cut comultiplication ∆ : T A(X, Y ) → ⊕ Z∈Ob A T A(X, Z) k T A(Z, Y ), h 1 ⊗ h 2 ⊗ · · · ⊗ h n → n k=0 h 1 ⊗ · · · ⊗ h k h k+1 ⊗ · · · ⊗ h n .
A ∞ -categories,

Definition.
A ∞ -category A is the following data: a graded k-quiver A; a differential b : T sA → T sA of degree 1, which is a (1,1)-coderivation (we say that a system of k-linear maps r : T sA(X, Y ) → T sB(Xf, Y g) is a (f, g)-coderivation, if f, g : T sA → T sB are cocategory homomorphisms and equation r∆ = ∆(f ⊗ r + r ⊗ g) holds). It means that a k-quiver morphism b, determined by a system of k-linear maps b pr 1 : T sA → sA with components of degree 1 b n : sA(X 0 , X 1 ) ⊗ sA(X 1 , X 2 ) ⊗ · · · ⊗ sA(X n−1 , X n ) → sA(X 0 , X n ), n 1, (note that b 0 = 0) via formula The definition of a coderivation b∆ = ∆(1 ⊗ b + b ⊗ 1) implies (2.2.1). Using other, more traditional, form of components of b: Notice that this equation differs in sign from [Kel01] , because we are using right operators! 2.3 Definition. A ∞ -functor f : A → B is the following data: A ∞ -categories A and B; a map f : Ob A → Ob B, X → Xf ; a cocategory homomorphism f : T sA → T sB of degree 0, which commutes with the differential b, that is, a k-quiver morphism f , determined by a system of k-linear maps f pr 1 : T sA → sB with components of degree 0 f n : sA(X 0 , X 1 ) ⊗ sA(X 1 , X 2 ) ⊗ · · · ⊗ sA(X n−1 , X n ) → sB(X 0 f, X n f ), n 1, (note that f 0 = 0) via formula
such that equation f b = bf holds.
In particular, f 00 = id : k X → k Xf , and k < l implies f kl = 0. Since f b and bf are both (f, f )-coderivations of degree 1, the equation f b = bf is equivalent to its particular case f b pr 1 = bf pr 1 , that is, for all k > 0
The definition of a cocategory homomorphism f ∆ = ∆(f ⊗ f ), f ε = ε implies (2.3.1). Using m n we rewrite (2.3.2) as follows:
σ = (i 2 − 1) + 2(i 3 − 1) + · · · + (l − 2)(i l−1 − 1) + (l − 1)(i l − 1).
Notice that this equation differs in sign from [Kel01] , because we are using right operators.
A ∞ -transformation r : f → g : A → B of degree d (pre natural transformation in terms of [Fuk] ) is the following data: A ∞ -categories A and B; A ∞ -functors f, g : A → B; a (f, g)-coderivation r : T sA → T sB of degree d. It is determined by a system of k-linear maps r pr 1 : T sA → sB with components of degree d r n : sA(X 0 , X 1 ) ⊗ sA(X 1 , X 2 ) ⊗ · · · ⊗ sA(X n−1 , X n ) → sB(X 0 f, X n g), n 0, via formula r kl = (r T k sA ) pr l : T k sA → T l sB, r kl = q+1+t=l i 1 +···+iq+n+j 1 +···+jt=k f i 1 ⊗ · · · ⊗ f iq ⊗ r n ⊗ g j 1 ⊗ · · · ⊗ g jt .
(2.4.1)
Note that r 0 is a system of k-linear maps X r 0 : k → sB(Xf, Xg), X ∈ Ob A. In fact, the terms 'A ∞ -transformation' and 'coderivation' are synonyms.
In particular, r 0l vanishes unless l = 1, and r 01 = r 0 . The component r kl vanishes unless 1 l k+1. The definition of a (f, g)-coderivation r∆ = ∆(f ⊗ r + r ⊗ g) implies (2.4.1). 2) The restriction of an A ∞ -transformation r to T 2 is r T 2 sA = r 2 ⊕ [(f 2 ⊗ r 0 ) + (f 1 ⊗ r 1 ) + (r 1 ⊗ g 1 ) + (r 0 
Examples. 1) The restriction of an
The k-module of (f, g)-coderivations r is ∞ n=0 V n , where
is the graded k-module of n-th components r n . It is equipped with the differential d : V n → V n , given by the following formula
Cocategory of coderivations
Let A, B be graded k-quivers, and let f 0 , f 1 , . . . , f n : T A → T B be cocategory homomorphisms. Consider n coderivations r 1 , . . . , r n as in
We construct from these data the following system of k-linear maps θ = (r
given by the following formula where summation is taken over all terms with
The component θ kl vanishes unless n l k + n. If n = 0, we set ()θ = f 0 . If n = 1, the formula gives (r 1 )θ = r 1 .
3.1 Proposition. For each n 0 the map θ satisfies the equation
Proof. Let us write down the required equation using to separate the two copies of T B in T B T B, and ⊗ to denote the multiplication in T B. We have to prove that for each n, x, y, z 0
In explicit form this equation reads as follows:
The sign depends on parity of
We abbreviate (−1) (deg r)(deg p) to (−) rp . By definition homomorphism φ satisfies equation
for all n 0.
, is a cocategory homomorphism of degree 0.
Proposition. For any cocategory homomorphism
Proof. Let us start with a simple case q = 1, C = C 1 . Each object g of C induces a cocategory morphism gψ : a → (a ⊗ g)φ. We set ψ 0 = 0. Each element p ∈ C(g, h) induces a coderivation (p)ψ 1 = pψ : a → (a ⊗ p)φ. Suppose that ψ i are already found for 0 i < n. Then we find ψ n from the sought identity χ = ψθ. Namely, for g
→ . . . g n−1 p n → g n we have to satisfy the identity
which expresses ψ via its components ψ k . Notice that unknown ψ n occurs only in the singled out summand, corresponding to l = 1. The factors ψ i in the sum are already known, since i < n. So we define (p 1 ⊗ · · · ⊗ p n )ψ n : T A → T B as the difference of (p 1 ⊗ · · · ⊗ p n )χ and of the sum in the right hand side. Assuming that ψ is a cocategory homomorphism up to level n, that is,
for all 0 m n, and taking into account the system of equations (3.1.1), we see that (3.2.3) is equivalent to an equation of the form
Moreover, if (p 1 ⊗ · · · ⊗ p n )ψ n were a (g 0 ψ, g n ψ)-coderivation, it would imply (3.2.3) by Section 3.2. We deduce that, indeed, the above µ = 0, and (
. The case q > 1 is similar to the case q = 1, however, the reasoning is slightly obstructed by a big amount of indices. So we explain in detail the case q = 2 only, and in the general case no new phenomena occur. Further we shall use the obtained formulas in the case q = 2.
Let
We consider a cocategory homomorphism φ :
, and we have to obtain from it a unique cocategory homomorphism ψ :
A pair of objects f ∈ Ob C, g ∈ Ob D induces a cocategory morphism (f, g)ψ : a → (a⊗1 f ⊗1 g )φ. We set ψ 00 = 0. An object f ∈ Ob C and an element t ∈ D(g 0 , g
Suppose that ψ ij are already found for 0 i n, 0 j m, (i, j) = (n, m). Then we find ψ nm from the sought identity χ = ψθ.
Namely, for f
which is nothing else but (3.2.1). The sign is determined by (3.2.2). All terms of the sum are already known. So we define a map (
as the difference of the left hand side and the sum in the right hand side. The fact that φ is a homomorphism is equivalent to an identity for the map χ for all n, m 0
similarly to Section 3.2. From it we get an equation for (
Notice that if ψ is indeed a homomorphism and ψ nm is its component, then φ is a homomorphism, hence, (3.4.3) holds. Thus, the above equation with µ = 0 implies (3.4.3) (and it happens only for one value of µ). Since we know that (3.4.3) holds, it implies µ = 0. Therefore, (
defines uniquely an element of T Coder(A, B). The above formula implies that ψ is a homomorphism. Generalization to q > 2 is straightforward.
We interpret the above proposition as existence of internal hom-objects Hom(T A, T B) = T Coder(A, B) in the monoidal category of cocategories of the form
Enriched category of graded k-quivers
Let us show that category of graded k-quivers is enriched in gCoCat. Let A, B, C be graded k-quivers. Consider the cocategory homomorphism given by the upper right path in the diagram
By Proposition 3.4 there is a graded cocategory morphism of degree 0
Denote by ½ a graded 1-object-0-morphisms k-quiver, that is, Ob ½ = {1}, ½(1, 1) = 0. Then T ½ = k is a unit object of the monoidal category of graded cocategories. Denote by r : T A ⊗ T ½ → T A and l : T ½ ⊗ T A → T A the corresponding natural cocategory isomorphisms. By Proposition 3.4 there exists a unique cocategory morphism
Namely, the object 1 ∈ Ob ½ goes to the identity homomorphism id A : A → A, which acts as identity map on objects, and has only one non-vanishing component (id
4.1 Proposition (See also Kontsevich and Soibelman [KS] ). Multiplication M is associative and η is its two-sided unit:
Uniqueness part of Proposition 3.4 implies that (1
Similarly one proves that η is a unit for M.
Let us find explicit formulas for M. It is defined on objects as composition: if f : A → B and g : B → C are cocategory morphisms, then (f, g)M = f g : A → C. On coderivations M is specified by its composition with pr 1 :
be its components, where f 0 , . . . , f n : A → B and g 0 , . . . , g m : B → C are cocategory morphisms. Then M 00 = 0.
According to proof of Proposition 3.4 the component M nm is determined recursively from equation (3.4.2):
M nm is a coderivation, it is determined by its composition with projection pr 1 . Composing (4.1.1) with pr 1 we get
Therefore, if m = 0 and n is positive, M n0 is given by the formula:
where | separates the arguments in place of ⊗. If m = 1, then M n1 is given by the formula:
Explicitly we write
Finally, M nm = 0 for m > 1, since the left hand side of (4.1.2) vanishes.
has the following components:
out of given two A and B. First we describe its underlying graded k-quiver. Its objects are
) for the sake of brevity. The degree of r as an element of (f, g) will be exactly d:
We will use only this (natural) degree of r in order to permute it with other things by Quillen's rule. 
In particular, we may set B 0 = 0. Assume that coderivation components B j for j < n are already found, so that (5.1.1) is satisfied up to n − 1 arguments. Let us determine a k-linear map (r 1 ⊗ · · · ⊗ r n )B n : T sA → T sB from equation (5.1.1), rewritten as follows:
The last three sums cancel out for all k < n due to (5.1.2), and for k = n they give (r 1 ⊗ · · · ⊗ r n )B n ⊗ f n due to the same equation. Similarly for the previous three sums. Therefore, (5.1.2) is, indeed, a recursive definition of components B n of a coderivation B. Uniqueness of B is obvious. Clearly,
is a (1,1)-coderivation of degree 2. From (5.1.1) we find
Composing this equation with pr 1 : T sB → sB we get
Therefore, all components of the (
Let us find explicitly the components of B, composing (5.1.1) with pr 1 : T sB → sB:
where the last transformation is defined by its composition with pr 1 :
Since B 2 = 0, we have, in particular,
5.2 Examples. 1) When n = 1, r : f → g : A → B, we find components of A ∞ -transformation (r)B 1 as follows (see Examples 2.5):
χ be a cocategory homomorphism of degree 0. The homomorphism φ commutes with the differential:
if and only if χ does:
In particular, for q = 1 we get an equation
Corollary. There is a unique
. . , f q )χ commutes with the differential b. Hence, it is an A ∞ -functor, that is, an object of A ∞ (A, B). By Proposition 3.4 there exists a unique cocategory homomorphism ψ : T sC
, of degree 0, such that (5.5.1) holds. We have to prove that ψ commutes with the differential.
Using (5.1.1) and (5.3.1) we find for χ = ψθ the equation
Notice that ψB and κ
.2) with pr 1 : T sB → sB we get
Since all components of ((
..n q coincide, these coderivations coincide as well. Therefore, all components of (ψ, ψ)-coderivations ψB and κ coincide. We conclude that these coderivations coincide as well:
Enriched category of A ∞ -categories
Graded differential cocategories form a symmetric monoidal category dgCoCat. If C and D are cocategories, there is a new cocategory C⊗D, whose class of objects is Ob C×Ob D and C⊗D(X ×U,
It is equipped with tensor product of comultiplications, using the symmetry in dg-k-modules. Therefore, there might be categories enriched in dgCoCat. It turns out that category of A ∞ -categories is one of them. Let A, B, C be A ∞ -categories. There is a graded cocategory morphism of degree 0
defined in Section 4 via diagram (4.0.1). Since all cocategory morphisms α, α ⊗ 1 in this diagram commute with the differential by Corollary 5.4, the cocategory morphism M also commutes with the differential:
is an A ∞ -functor for trivial reasons. We summarize the above statements as follows: category A ∞ of A ∞ -categories is enriched in dgCoCat. Moreover, it is enriched in monoidal subcategory of dgCoCat generated by T sC, where C are A ∞ -categories. Let us apply Proposition 5.5 to the A ∞ -functor M. We deduce from it the existence of a unique
Let us find the components of A ∞ (A, ).
Proof. Clearly, A ∞ (A, ) gives the mapping of objects g → (1 ⊗ g)M as described. To prove that A ∞ (A, ) 1 : t → (1 ⊗ t)M and A ∞ (A, ) k = 0 for k > 1 it suffices to substitute a cocategory homomorphism with those components into (6.0.2) and to check this equation (see Proposition 3.4). Let
(6.1.1)
The equation to check is
The left hand side is a cocategory homomorphism. Let us prove that the right hand side
is also a cocategory homomorphism. Indeed,
by Proposition 3.1. Let us prove that components of M and L coincide. For m = 0 and any n > 0 we have
hence, L n0 = M n0 . For m = 1 and any n 0 we have
hence, L n1 = M n1 . For m > 1 and any n 0 we have L nm = 0 and M nm = 0. Therefore, L = M and the proposition is proved.
6.2 Corollary. For all m > 0 and all t 1 ⊗ · · · ⊗ t m as in (6.1.1) we have
Indeed, the general property of an A ∞ -functor A ∞ (A, )B = BA ∞ (A, ) reduces to the above formula, since A ∞ (A, ) is strict.
6.3 Definition (ω-globular set of A ∞ -categories). Natural A ∞ -transformation r : f → g : A → B (natural transformation in terms of [Fuk] ) is an A ∞ -transformation of degree −1 such that rb + br = 0 (that is, (r)B 1 = 0). The ω-globular set A ω of A ∞ -categories is defined as follows: objects (0-morphisms) are A ∞ -categories A; 1-morphisms are A ∞ -functors f : A → B; 2-morphisms are natural A ∞ -transformations r : f → g : A → B; 3-morphisms λ : r → s : f → g : A → B are (f, g)-coderivations of degree −2, such that r − s = [λ, b]; for n 3 n-morphisms λ n : λ n−1 → µ n−1 : · · · : r → s : f → g : A → B are (f, g)-coderivations of degree 1 − n, such that λ n−1 − µ n−1 = [λ n , b] (notice that both sides are (f, g)-coderivations of degree 2 − n).
by (6.2.1), so the sources and targets are preserved.
6.5 Problem. Describe all multiplications which make ω-globular set A ω into a weak non-unital ω-category.
Below we describe a truncation of this conjectural ω-category which is a 2-category.
2-categories of A ∞ -categories
Let K denote the category K(k -mod) = H 0 (C(k -mod)) of differential graded complexes of k-modules, whose morphisms are chain maps modulo homotopy. Equipped with the usual tensor product, unit object k and Quillen's rule symmetry, K becomes a k-linear closed monoidal symmetric category. Inner hom-object is the usual Hom
There is a notion of a category C enriched in K (K-categories, K-functors, K-natural transformations), see Kelly [Kel82] , summarized e.g. in [KL01] : for all objects X, Y of C C(X, Y ) is an object of K. Denote K-Cat the category, whose objects are K-categories and morphisms are K-functors. Since K is symmetric, the category K-Cat is symmetric monoidal with the tensor product A×B of K-categories A, B defined via Ob(A×B) = Ob A×Ob B, A×B(X ×Y, U ×V ) = A(X, U) ⊗ B(Y, V ). Thus, we may consider 1-category K-Cat-Cat of K-Cat-categories and K-Catfunctors. We may interpret it in the same way, as Cat-Cat is interpreted as category of 2-categories. So we say that objects of K-Cat-Cat are K-2-categories C, which consist of a class of objects Ob C, a class of 1-morphisms C(X, Y ) for each pair of objects X, Y of A, and an object of 2-morphisms
We consider also symmetric monoidal category K-Cat nu of non-unital K-categories, the corresponding category K-Cat nu -Cat and its version K-2-Cat nu , equipped with the forgetful functor K-2-Cat nu → K-Cat nu -Cat. We say that K-2-Cat nu consists of 1-unital, non-2-unital K-2-categories, equipped with the following operations: associative composition of 1-morphisms, commuting left and right associative actions of 1-morphisms on 2-morphisms (these actions are morphisms in K), 1-units, associative vertical composition of 2-morphisms (a morphism in K) compatible with left and right actions of 1-morphisms on 2-morphisms and such that both ways to obtain the horizontal composition coincide.
Proposition.
The following data define a 1-unital, non-2-unital K-2-category KA ∞ :
• objects are A ∞ -categories;
• 1-morphisms are A ∞ -functors;
• composition of 1-morphisms is the composition of A ∞ -functors;
• right action of a 1-morphism h : B → C on 2-morphisms is the chain map
• left action of a 1-morphism e : C → A on 2-morphisms is the chain map
• (A, B)(f, h) . 
One deduces that (rs
Thus, (rh ⊗ gp)B 2 + (−) rp (f p ⊗ rk)B 2 = 0 in K. We deduce that modulo homotopy
Therefore, (rs
The 0-th cohomology functor
is lax monoidal symmetric, since the complex k concentrated in degree 0 is the unit object of K. It implies a functor
To a K-category C it assigns a k-linear category H 0 (C) with the same class of objects, and for each pair X, Y of objects of C the k-module H 0 (C)(X, Y ) = H 0 (C(X, Y )). The functor H 0 : K-Cat → k-Cat is also lax monoidal symmetric. Therefore, there is a functor K-Cat-Cat → Cat-Cat, again denoted H 0 by abuse of notation, and the corresponding functor K-2-Cat nu → 2-Cat nu . To KA ∞ it assigns a 1-unital, non-2-unital k-linear 2-category A ∞ . Let us describe it in detail. Objects of A ∞ are A ∞ -categories, 1-morphisms are A ∞ -functors, and 2-morphisms are elements of
that is, equivalence classes of natural A ∞ -transformation r : f → g : A → B. Natural A ∞ -transformations r, t : f → g : A → B are equivalent, if they are connected by a 3-morphism λ : r → t, that is, r−t = λB 1 . Both compositions of 1-morphisms with 2-morphisms Mor
The vertical composition m 2 of 2-morphisms, translated to H −1 (sA ∞ ) assigns to natural A ∞ -transformations r : f → g and p : g → h the natural A ∞ -transformation r · p = (r ⊗ p)B 2 . Indeed, (rs
Compatibility of these constructions with the equivalence relation is obvious from the construction, and can be verified directly.
7.2 Remark. Let A be an A ∞ -category. It determines a map A ω → A ω , described in Remark 6.4. This map restricts to a map A ∞ (A, ) : A ∞ → A ∞ . It takes an A ∞ -category B to the A ∞ -category A ∞ (A, B) , an A ∞ -functor g : B → C to the A ∞ -functor (1 ⊗ g)M : A ∞ (A, B) → A ∞ (A, C) and equivalence class of a natural A ∞ -transformation t : g → h : A → B to the equivalence class of natural (A, C) , see Remark 6.4. Let us prove that A ∞ (A, ) : A ∞ → A ∞ is a strict 2-functor. Indeed, it preserves composition of 1-morphisms, (1 ⊗ f )M(1 ⊗ g)M = (1 ⊗ f g)M, and both compositions of 1-morphisms and 2-morphisms
The vertical composition of 2-morphisms is preserved due to (6.2.1) for m = 2:
Definition (Unital
, and for all pairs X, Y of objects of C the chain maps (1 
We see that −( X i C 0 ⊗ 1)b 2 and (1 ⊗ Y i C 0 )b 2 are invertible idempotents in K. Therefore, both these maps are homotopic to identity map.
Proposition. Let C be a unital A ∞ -category. Then the collection
That is, we will prove the existence of (1, 1)-coderivations i C , v : T sC → T sC of degree −1 (resp. −2) such that
We already have the 0-th components i 
(7.5.1)
are satisfied for all m < n. 
The n-th component of the identity
Here the chain map
is homotopic to −1 by Lemma 7.4. Hence, the map
is a cycle. Due to acyclicity of Cone(u) this element is a boundary of some element
These equations can be rewritten as follows:
In other words, (1, 1)-coderivations with components (i
. . ) satisfy equations (7.5.1), (7.5.2) for m n. The construction of i C , v goes on inductively.
, and for each pair X, Y of objects of C the chain maps (
We have shown in Proposition 7.5 that an A ∞ -category C is unital if and only if it has a unit. Similar (although not identical to our) definitions of units and unital A ∞ -categories are proposed by Kontsevich and Soibelman [KS02] and Lefèvre-Hasegawa [LH02] . Proof. We claim that
is a unit of A ∞ (A, C). Indeed, (1 ⊗ id C )M = id A∞(A,C) , and there is a 3-morphism v : (i
, and by (6.2.1)
. It remains to prove that for each pair of A ∞ -functors f, g : A → C the maps
are homotopy invertible. Let us define a decreasing filtration of the complex (sA ∞ (A, C)(f, g), B 1 ). For n ∈ Z 0 , we set
Clearly, Φ n is stable under B 1 = [ , b], and we have
Due to (5.1.3) and (3.0.1) the chain maps a = (1 ⊗ gi
V n , where V n is the k-module (2.5.1) of n-th components r n of (f, g)-coderivations r. The filtration consists of k-submodules
The graded complex associated with this filtration is ⊕ ∞ n=0 V n , and the induced by B 1 differential d : V n → V n is given by formula (2.5.2). The associated endomorphisms gr a, gr c of ⊕ ∞ n=0 V n are given by the formulas 
Proof. Follows from Proposition 7.7 and Lemma 7.4.
Proof. By Corollary 7.8 there are homotopies h, h
Corollary. The unit of a unital category is determined uniquely up to equivalence.
Indeed, take f = id C and notice that any two units i C and
Proof. The composition
is homotopic to identity map by Corollary 7.8. Similarly, the composition
is homotopic to identity map. 
In this 2-category the notions of an isomorphism between A ∞ -functors, an equivalence between
Proof. Follows from Corollary 7.9 or 7.11.
Clearly, the composition of unital functors is unital. If B, C are unital A ∞ -categories, r : f → g : B → C is an isomorphism of A ∞ -functors and f is unital, then g is unital as well. Indeed, distributivity law in A ∞ implies Proof. Proposition 7.7 shows that A ∞ (A, C) is unital, if C is unital. If g : B → C is a unital A ∞ -functor between unital A ∞ -categories B and C, then i 7.16. Categories modulo homotopy. K-categories form a 2-category K-Cat. We consider also non-unital K-categories. They form a 2-category K-Cat nu without 2-units (but with 1-units -identity functors). Proof. The identity (7.1.1) shows that m 2 is associative in K. The identity
shows that kf preserves multiplication in K.
The map X kr is a chain map since X r 0 s
)m 1 and chain maps X r 0 s −1 and X p 0 s −1 are homotopic to each other, that is, kr = kp. The identity
shows that the following diagram commutes in K for all objects X, Y of A
Thus kr is, indeed, a K-natural transformation. One checks easily that composition of functors is preserved, and both compositions of 1-morphisms and 2-morphisms are preserved. The vertical composition of 2-morphisms is preserved due to the property
Let B be a unital category. Then kB is a unital K-category. Indeed, for each object X of B consider
. Then for each pair X, Y of objects of C the following equations hold in K
that is, 1 X is the unit endomorphism of X. If f : A → C is unital, applying k to the equivalence i A f ≡ f i C we find that (1 id kA )kf = (kf )1 id kC = 1 kf , that is, kf is unital (it maps units into units).
7.19 Lemma. Let the above assumptions hold. Then for all objects X of C and Y of B the chain maps
are homotopy inverse to each other.
Proof. We have 
In particular, r is invertible and
Proof. Let us drop equation (7.20.2) and prove the existence of p and w, satisfying (7.20.1). We have to satisfy equations
Let us construct the components of p and w by induction. Given a positive n, assume that we have already found components p m , w m of the sought p, w for m < n, such that equations
are satisfied for all m < n. Introduce a (g, f )-coderivationp : T sC → T sB of degree −1 by its components (p 0 , p 1 , . . . , p n−1 , 0, 0, . . . ) and an (f, f )-coderivationw : T sC → T sB of degree −2 by its components (w 0 , w 1 , . . . , w n−1 , 0, 0, . . . ). Define a (g, f )-coderivation λ =pb + bp of degree 0 and an
Then equations (7.20.3), (7.20.4) imply that λ m = 0, ν m = 0 for m < n. The identity λb − bλ = 0 implies that
The identity
implies that
homotopy invertible, and the complex Cone(u) is acyclic. Hence, the cycle
is a boundary of an element
that is, w n d + p n u = ν n and −p n d = λ n . In other words, equations (7.20.5), (7.20.6) are satisfied for m = n, and we prove the statement by induction. For similar reasons using Lemma 7.19 there exists a natural A ∞ -transformation q : g → f : C → B with q 0 = p 0 and a 3-morphism
with given v 0 . Since r has a left inverse and a right inverse, it is invertible in A ∞ and p is equivalent to q. Hence, (p ⊗ r)B 2 is equivalent to (q ⊗ r)B 2 , and there exists t of (7.20.2).
7.21 Lemma. Let φ : C → B be an A ∞ -functor, such that for all objects X, Y of C the chain map
Then there is a unique up to equivalence natural
Proof. First we prove existence. We are looking for a 2-morphism t : f → g : A → C and a 3-morphism v : y → tφ : f φ → gφ : A → B. We have to satisfy equations tb + bt = 0, y − tφ = vb − bv.
Let us construct the components of t and v by induction. Given a non-negative integer n, assume that we have already found components t m , v m of the sought t, v for m < n, such that equations
are satisfied for all m < n. Introduce a (f, g)-coderivationt : T sA → T sC of degree −1 by its components (t 0 , . . . , t n−1 , 0, 0, . . . ) and a (f φ, gφ)-coderivationṽ : T sA → T sB of degree −2 by its components (v 0 , . . . , v n−1 , 0, 0, . . . ). Define a (f, g)-coderivation λ =tb + bt of degree 0 and a (f φ, gφ)-coderivation ν = y −tφ −ṽb + bṽ of degree −1. Then equations (7.21.1), (7.21.2) imply that λ m = 0, ν m = 0 for m < n. The identity λb − bλ = 0 implies that
The identity νb + bν = −tφb − btφ = −λφ implies that
, and consider a chain map
Since φ 1 is homotopy invertible, the map u is homotopy invertible as well. Therefore, the complex Cone(u) is acyclic. Equations (7.21.3) and (7.21.4) in the form
that is, v n d + t n u = ν n and −t n d = λ n . In other words, equations (7.21.1), (7.21.2) are satisfied for m = n, and we prove the existence of t with the required properties by induction. Now we prove the uniqueness of t. Assume that we have 2-morphisms t, t ′ : f → g : A → C and 3-morphisms v :
We look for a 3-morphism w and a 4-morphism x:
They have to satisfy equations
Let us construct the components of w and x by induction. Given a non-negative integer n, assume that we have already found components w m and x m of the sought w, x for m < n, such that equations
are satisfied for all m < n. Introduce a (f, g)-coderivationw : T sA → T sC of degree −2 by its components (w 0 , . . . , w n−1 , 0, 0, . . . ) and a (f φ, gφ)-coderivationx : T sA → T sB of degree −3 by its components (x 0 , . . . , x n−1 , 0, 0, . . . ). Define a (f, g)-coderivation λ = t ′ − t +wb + bw of degree −1 and a (f φ, gφ)-coderivation ν = v ′ − v −wφ −xb − bx of degree −2. Then equations (7.21.5), (7.21.6) imply that λ m = 0, ν m = 0 for m < n. The identity λb + bλ = 0 implies that
is a cycle, therefore, it is a boundary of an element
that is, x n d + w n φ 1 = ν n and −w n d = λ n . In other words, equations (7.21.5), (7.21.6), are satisfied for m = n, and we prove the uniqueness of t, using induction.
A version of the following theorem is proved by Fukaya [Fuk, Theorem 8.6 ] with different notion of unitality and in additional assumption that k-modules A(W, Z), C(X, Y ) are free. 
are given such that 
There exist unique up to equivalence natural A ∞ -transformations t : id C → φψ, q : φψ → id C such that tφ ≡ φr : φ → φψφ and qφ ≡ φp : φψφ → φ. Finally, C is unital with the unit Proof. We have to satisfy equations ψb = bψ, rb + br = 0.
We already know ψ 0 = 0 and r 0 . Let us construct the remaining components of ψ and r by induction. Given a positive integer n, assume that we have already found components ψ m , r m of the sought ψ, r for m < n, such that equations
are satisfied for all m < n. Introduce a cocategory homomorphismψ : T sB → T sC of degree 0 by its components (ψ 1 , . . . , ψ n−1 , 0, 0, . . . ) and a (id B ,ψφ)-coderivationr : T sB → T sB of degree −1 by its components (r 0 , r 1 , . . . , r n−1 , 0, 0, . . . ). Define a (ψ,ψ)-coderivation λ =ψb − bψ of degree 1 and a map of degree 0 ν = −rb − br + (r ⊗ λφ)θ : T sB → T sB. The commutatorrb + br has the following property:
(rb + br)∆ = ∆ 1 ⊗ (rb + br) + (rb + br) ⊗ψφ +r ⊗ λφ .
Similar property of the map (r ⊗ λφ)θ
implies that ν is a (id B ,ψφ)-coderivation. Equations (7.22.2), (7.22.3) imply that λ m = 0, ν m = 0 for m < n (the image of (r ⊗ λφ)θ is contained in T 2 sB). The identity λb + bλ = 0 implies that
The identity νb − bν = (r ⊗ λφ)θb − b(r ⊗ λφ)θ implies that
, and introduce a chain map
Since φ 1 and (r 0 ⊗ 1)b 2 are homotopy invertible by Lemma 7.19, the map u is homotopy invertible as well. Therefore, the complex Cone(u) is acyclic. Equations (7.22.4) and (7.22.5) in the form −λ n d = 0,
is a cycle. Hence, it is a boundary of some element
that is, r n d + ψ n φ 1 (r 0 ⊗ 1)b 2 = ν n and −ψ n d = λ n . In other words, equations (7.22.2), (7.22.3) are satisfied for m = n, and we prove the existence of ψ and r by induction.
Since r 0 and p 0 are homotopy inverse to each other in the sense of (7.22.1), we find by Proposition 7.20 that there exists a natural A ∞ -transformation p : ψφ → id B such that r and p are inverse to each other.
Existence of t, q such that tφ ≡ φr and qφ ≡ φp follows by Lemma 7.21. Let us prove that i C = (t ⊗ q)B 2 is a unit of C. Due to Lemma 7.19 the maps (r 0 ⊗ 1)b 2 , (1 ⊗ r 0 )b 2 , (p 0 ⊗ 1)b 2 , (1 ⊗ p 0 )b 2 are homotopy invertible. Let f denote a homotopy inverse map of φ 1 : sC(X, Y ) → sB(Xφ, Y φ). The identity tφ ≡ φr implies that X t 0 φ 1 = Xφ r 0 + κb 1 . Hence,
The computation made in (7.19.1) shows that the product of the above homotopy invertible maps
is the map we are studying. Similarly,
We conclude that both (i By Lemma 7.21 (q ⊗t)B 2 ≡ φψi C . Hence, t and q are inverse to each other, as well as r and p. Therefore, φ and ψ are equivalences, quasi-inverse to each other. Relation (7.22.6) shows that φ is unital. Let us prove that ψ is unital. We know that ψφ is isomorphic to identity functor. Thus, ψφ is unital by (7.13.1). Hence, i Proof. Since φ is an equivalence, kφ is an equivalence as well. Hence, φ 1 is invertible in K. There exists an A ∞ -functor ψ : B → C quasi-inverse to φ, and inverse to each other isomorphisms r : id B → ψφ, p : ψφ → id B . In particular, assumptions of Theorem 7.22 are satisfied by φ, Ob ψ : Ob B → Ob C, r 0 and p 0 . The theorem implies that φ is unital.
7.24. Strictly unital A ∞ -categories. A strict unit of an object X of an A ∞ -category A is an element 1 X ∈ A 0 (X, X), such that (f ⊗ 1 X )m 2 = f , (1 X ⊗ g)m 2 = g, whenever these make sense, and (· · · ⊗ 1 X ⊗ . . . )m n = 0 if n = 2 (see e.g. [FOOO, Fuk, Kel01] ). We may write it as a map 1 X : k → A(X, X), 1 → 1 X . Assume that A has a strict unit for each object X. For example, a differential graded category A has strict units. Then we introduce a coderivation i A : id A → id A : A → A, whose components are i If A ∞ -category B is strictly unital, then so is C = A ∞ (A, B) for an arbitrary A ∞ -category A. Indeed, for an arbitrary A ∞ -functor f : A → B there is the unit 2-endomorphism 1 f s = f i B : f → f . We set i If an A ∞ -functor φ : C → B to a unital A ∞ -category B is invertible, then C is unital. Indeed, since there exists an A ∞ -functor ψ : B → C such that φψ = id C and ψφ = id B , the maps φ 1 are invertible with an inverse ψ 1 . The remaining data are Ob ψ : Ob B → Ob C and X r 0 = X p 0 = X i (A, B) . In particular, when φ is invertible, then (1 ⊗ φ)M is invertible as well.
7.26. Cohomology of A ∞ -categories. Using a lax monoidal functor from K to some monoidal category we get another 2-functor, which can be composed with k. For instance, there is a cohomology functor H
• : K → Z -grad -k -mod, which induces a 2-functor H • : K-Cat → Z -grad -k-Cat. In practice we will use the 0-th cohomology functor H 0 : K → k -mod, the corresponding 2-functor H 0 : K-Cat → k-Cat, and the composite 2-functor
which is also denoted H 0 . It takes a unital A ∞ -category C into a k-linear category H 0 (C) with the same class of objects Ob H 0 (C) = Ob C, whose morphism space between objects X and Y is H 0 (C)(X, Y ) = H 0 (C(X, Y ), m 1 ), the 0-th cohomology with respect to the differential m 1 = sb 1 s −1 . The composition in H 0 (C) is induced by m 2 , and the units by i C 0 s −1 . For example, homotopy category K(A) of complexes of objects of an abelian category A is the 0-th cohomology H 0 (C(A)) of the differential graded category of complexes C(A).
