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a b s t r a c t
Data dependencies play an important role in the design of relational databases. There is a
strong connection between dependencies and some fragments of the propositional logic. In
particular, functional dependencies are closely related to Horn formulas. Also, multivalued
dependencies are characterized in terms of multivalued formulas. It is known that both
Horn formulas and sets of functional dependencies are learnable in the exact model of
learning with queries. Here we present an algorithm that learns a non-trivial subclass of
multivalued formulas using membership and equivalence queries. Furthermore, a slight
modification of the algorithm allows us to learn the corresponding subclass of multivalued
dependencies.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Among the different models proposed to represent databases, the relational model has become the most popular since
its presentation by Codd [7]. In this model information is stored in relations, which are sets of tuples.
Based on the concept of data dependencies, a well-developed formalism has arisen, the theory of normalization, that
helps to build relational databases that lack undesirable features, such as redundancy in the data and update anomalies.
Different types of dependencies have been described in the literature, among them functional [7] andmultivalued [8,10,20]
dependencies, which are adequate to obtain relation schemes that satisfy the 4th normal form, a property that is considered
good enough for most applications.
It is known [13] that functional dependencies are equivalent to a fragment of propositional logic, the set of Horn formulas,
in the sense that it can be established a correspondence between a set of functional dependencies, D, and a Horn formula,
F , in a way that, whenever a dependency can be inferred from D, the corresponding Horn clause is implied by F . A result in
the same lines [13] is known for sets of multivalued dependencies and multivalued formulas. More work on characterizing
multivalued dependencies in terms of formulas appears in [5].
In this paper, we address formulas and dependencies from the point of view of learning. Several results are known in
this setting. For instance, an algorithm that learns Horn formulas in the exact model of learning with queries is shown
in [4]. Improvements on this algorithm appear in [17,6]. Furthermore, a variant that learns sets of functional dependencies
appears in [11]. Related work on learning functional dependencies can be found in [15,18] where the authors study how
prior knowledge can speed up the task of learning. Also, the inference of functional dependencies is studied in [14].
Regarding multivalued dependencies, it is known that they cannot be learned using either only equivalence queries or
membership queries alone [12]. However, as far as we know, there is not any known positive result for these classes up until
now.
The model of learning with queries was introduced by Angluin [2]. In this model the learner’s goal is to produce a
representation r, from a class of representation R, of an unknown target concept c in some class C. In order to obtain
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information about the target, the learner has available two types of queries: membership and equivalence queries. In a
membership query the learner supplies an example s from the domain, and gets answer YES if s belongs to the target,
and NO otherwise. The input to an equivalence query is some hypothesis h, and the answer is either YES if h ≡ c or a
counterexample in the symmetric difference of c and h. The classC is learnable if the learner can identify any target concept
c in time polynomial in the size of c and the length of the largest counterexample received.
In this paper, we study the learnability of a subclass of multivalued formulas, and give an algorithm that learns it in
polynomial time using membership and equivalence queries. Moreover, we adapt the algorithm to learn the corresponding
subclass of multivalued dependencies. Following the ideas in [12], these subclasses can be proven not to be learnable using
only one type of query.
The paper has twomain sections, the first one devoted tomultivalued formulas, and the other one devoted tomultivalued
dependencies. Instead of giving all the notation and definitions together in a previous sectionwe have preferred to give them
separately, that is, what concerns formulas goes in the first section, and what deals with dependencies is in the second.
2. The class of consequent-restricted multivalued formulas
2.1. Motivation
The problem of determining whether the classes CNF (conjunctive normal form formulas) and DNF (disjunctive normal
form formulas) can be learned in polynomial time has attractedmuch attention in the field of learning theory. Although it is
known that these classes are not learnable using either membership or equivalence queries alone [2,3], it is suspected that
they are close to the border (at which side is uncertain) of what can be learned using both types of queries.
Several restrictions have been imposed on these classes in order to achieve learnability. For instance, the classes
monotoneDNF [2], i.e.,DNF formulaswith no negated variables, k-termDNF or k-clause CNF [1], that is,DNF or CNF formulas
with at most k terms or k clauses, where k is some constant, and read twice DNF [16], which are DNF where each variable
occurs at most twice, are learnable using membership and equivalence queries.
A very interesting result, already mentioned in the Introduction, concerning a restriction of the class CNF appears in [4],
where an algorithm that learns Horn formulas (that is, conjunctions of clauses where each clause contains at most one
unnegated literal) using both membership and equivalence queries is presented. It is known that allowing more unnegated
literals per clause makes the task of learning much more difficult (if not impossible). In fact, the class of k-quasi-Horn
formulas, i.e., conjunctions of clauses with at most k unnegated literals per clause, is as hard in terms of learning as general
CNF , even for k = 2. Therefore, it is quite likely that the frontier of CNF learnability lies somewhere between Horn formulas
and 2-quasi-Horn formulas.
Multivalued formulas (mvd formulas in the literature) were defined, as pointed out in the Introduction, in order to
characterize sets of multivalued dependencies. However, this class turns out to be interesting by itself because of its relation
to the class of CNF formulas.
Everymultivalued formula F can be expressed as a 2-quasi-Horn formula of notmuch bigger size than F . Moreover, the set
of boolean functions that can be represented as multivalued formulas is properly contained in the set of those representable
as 2-quasi-Horn formulas, hencemultivalued formulasmight be not as difficult to learn as 2-quasi-Horn formulas (and, from
the comments above, as general CNF ).
Another reason thatmakes this class interesting is that the set of boolean functions that can be represented asmultivalued
formulas is disjoint from the set of functions expressible as Horn formulas (the empty formula excluded). Also, multivalued
formulas have neither a restricted number of clauses nor a restricted number of ‘‘reads’’ of each variable, as some of
the classes mentioned above. Thus, proving this class learnable would broaden significantly the knowledge about CNF
learnability.
With the aim of advancing towards learning the class of multivalued formulas in mind, we define a restricted subclass
which, though reducing the expressive power of the general class, shares with it all the properties just mentioned.
2.2. Definitions and properties
Definition 2.1. Let V be a set of boolean variables. An mvd clause is an implication X −→ Y ∨ Z, where X, Y and Z are
pairwise disjoint conjunctions of variables from V , and X ∪ Y ∪ Z = V .
Note that we could write X −→ Y ∨ Z, as either X −→ Y or X −→ Z, since the conjunction not appearing in these
mvd clauses is implicit from the definition. However, we will keep the longer notation in order to facilitate some proofs. We
will treat sometimes conjunctions as sets of variables. By XY we mean the conjunction (or set) containing all the variables
which appear in X or in Y . X − Y is the conjunction (or set) that contains all the variables in X but those in Y .
Definition 2.2. Anmvd formula is a conjunction ofmvd clauses.
We define now the class of consequent-restricted mvd formulas we are going to deal with throughout the paper.
V. Lavín Puente / Theoretical Computer Science 412 (2011) 2331–2339 2333
Definition 2.3. A consequent-restricted mvd formula (from now on crmvd formula) F is an mvd formula that satisfies the
following: It is possible to pick up one of the two conjunctions of the consequent of eachmvd clause in F , in a way such that
every two chosen conjunctions are either disjoint or equal. We call any of these conjunctions a distinguished conjunction of
the correspondingmvd clause.
For instance, the formula (v1 −→ (v2 ∧ v3) ∨ (v4 ∧ v5 ∧ v6)) ∧ (v3 −→ (v1 ∧ v5 ∧ v6) ∨ (v2 ∧ v4)) ∧ (v6 −→
(v2∧ v3)∨ (v1∧ v4∧ v5)) is a crmvd formula because we can pick up v2∧ v3, v1∧ v5∧ v6 and v2∧ v3 from the first, second
and third, respectively, mvd clauses of the formula satisfying the requirements of the definition.
Alternatively, had we chosen to represent mvd clauses with only one conjunction in the consequents, the definition
would state that a crmvd formula is anmvd formulawith consequents that are either disjoint or equal.
When convenient, we will treat mvd formulas as sets of mvd clauses.
Definition 2.4. The class of consequent-restricted mvd formulas (from now on CRMF) is the set of all crmvd formulas.
Definition 2.5. Let V be a set of boolean variables. An example s is a mapping from V onto {0, 1}, where 1 stands for true
and 0 means false. The sets ones(s) and zeroes(s) contain all variables assigned 1 and 0, respectively, by s.
If s assigns 0(1) to some variable v wewill say sometimes that s has a 0(1) in v. Also, if s assigns 0(1) to some variables in
a conjunction X,we will say that s has some 0(1) in X . An example s covers X if s assigns 1 to all variables in X (and perhaps
more).
Definition 2.6. Given a formula F defined over V , an example s is positive if s satisfies F . Otherwise s is negative, and we
say that s violates (or falsifies) F . Given examples s and r, s < r if ones(s) ⊂ ones(r). Moreover, s ∩ r is the example that
assigns 1 to the variables assigned 1 by both s and r, and assigns 0 to the rest of the variables.
We state now some simple properties concerning examples and mvd clauses that will be of use later on in the paper.
Property 2.1. If s violates X −→ Y ∨Z then s covers X, and has at least one zero in both Y and Z . Conversely, if s does not violate
X −→ Y ∨ Z then either s does not cover X or s covers XY or XZ .
This follows straightforwardly from the definition of mvd clauses.
Property 2.2. Let s and r be examples. If s violates X −→ Y ∨ Z, and r covers X then s ∩ r violates X −→ Y ∨ Z .
Since s violates X −→ Y ∨ Z, s covers X, and has at least one zero in both Y and Z . Now, if r covers X then s ∩ r covers
X, and has at least as many zeroes as s. Therefore s ∩ r violates X −→ Y ∨ Z .
Property 2.3. Let s and r be examples. If s violates X −→ Y ∨ Z, and r covers XY or XZ then s ∩ r violates X −→ Y ∨ Z, and
s ∩ r < r.
That s ∩ r violates X −→ Y ∨ Z follows from Property 2.2. Also, s ∩ r < r holds because s has at least one zero in both Y
and Z .
Lemma 2.1. Let F be a crmvd formula and X −→ Y ∨ Z an mvd clause of F , where Y is a distinguished conjunction. For every
mvd clause X ′ −→ Y ′ ∨ Z ′ of F , Y satisfies one of the following conditions: Y = Y ′, Y = Z ′, Y ⊆ X ′Y ′ and Y ⊆ X ′Z ′.
Proof. Suppose Y does not satisfy any of the conditions above. Then there must be variables u, v ∈ Y such that u ∈ Y ′ and
v ∈ Z ′. This contradicts the assumption that Y is a distinguished conjunction. 
Lemma 2.2. Let F be a crmvd formula, and X −→ Y ∨ Z, where Y is a distinguished conjunction, an mvd clause of F . Also, let s
be an example that covers XZ . Under these assumptions s is a positive example for F .
Proof. Suppose, by contradiction, that s is a negative example for F . Then, s has at least two zeroes in Y , and violates some
mvd clause X ′ −→ Y ′ ∨ Z ′ of F , different from X −→ Y ∨ Z . This is because at least one zero from Y is in Y ′, and another
zero from Y is in Z ′, thus contradicting the assumption that Y is a distinguished conjunction. 
2.3. The learning algorithm for the class CRMF
In this section we present an algorithm that learns the class of crmvd formulas. It is based on Angluin et al.’s algorithm [4]
for learning conjunctions of Horn clauses, particularly in the way antecedents of mvd clauses are discovered. However, the
finding of consequents is essentially different, since so are mvd clauses from Horn clauses.
Initially, the algorithm takes the empty crmvd formula as its current hypothesis F . Then, using negative counterexamples
– if there are any – it attempts to identify the mvd clauses of F∗, the target formula to be learned, in order to add them to F .
Whenever a negative counterexample s is received we would like to include in F the mvd clauses of F∗ that s violates. This
could be done by including all mvd clauses X −→ Y ∨ Z, where X ⊆ ones(s), and the remaining variables are divided, in
all possible ways, between Y and Z, having both at least one variable. Unfortunately, the cost would exceed, in general, the
purported complexity bounds of the algorithm.
A more practical approach consists in including in F several mvd clauses (not many), all of them having antecedent
ones(s), in a manner that at least one of them is logically implied by some mvd clause violated by s (that is, if s violates
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X −→ Y ∨ Z, an mvd clause X ′ −→ Y ′ ∨ Z ′, where X ⊆ X ′, Y ′ ⊆ Y and Z ′ ⊆ Z will be included in F ). Some of the mvd
clauses included in F might be incorrect, in the sense that they are not logically implied by F∗. However, these mvd clauses
will eventually be discovered by positive counterexamples. Therefore, as long as we do not include in F too many of them,
they do not constitute a serious problem.
Subsequent negative counterexamples will be used to shorten X ′ (consequently, enlarging Y ′ and/or Z ′ ) if necessary.
The algorithm keeps a sequence S of negative examples, each of them violating distinctmvd clauses of F∗, that is updated
every time a new negative counterexample s is received. Here, updating means that either s is added to the end of S or s∩ si
replaces some si in S. (For more explanations and ideas about the treatment of negative counterexamples, see [4]).
After updating the sequence S, the algorithm builds a new hypothesis by either replacing themvd clauses associated to si
by those generated by the function build_clauses(r) on input s∩ si or by adding themvd clauses generated by build_clauses(r)
on input s. This function is designed to guarantee that an mvd clause implied by each mvd clause of F∗ that r violates is
created.
function build_clauses(r): set of mvd clauses
1 C = Ø;
2 Let X ′ = ones(r) andW = zeroes(r);
3 for each v ∈ W loop
4 Y ′ = {v}; Z ′ = Ø;
5 for eachw ∈ W − {v} loop
6 build an example swith 1 in all variables except v andw;
7 if MQ (s) = YES then addw to Y ′
8 else addw to Z ′;
9 end loop;
10 add the mvd clause X ′ −→ Y ′ ∨ Z ′ to C;
11 end loop;
12 return C;
We present now the algorithm learn_CRMF. Note that, in order to simplify the pseudocode, we have not made explicit
some data structures that should be necessary to perform some of the tasks involved. In particular, a data structure is re-
quired to associate each negative example s in the sequence S with the corresponding clauses generated for s.
1 F = Ø; S = λ;
2 while EQ (F) ≠ YES loop
3 Let s be the counterexample returned by the query;
4 if s violates some clause of F then remove from F all the clauses
falsified by s
5 else /*s is a negative counterexample*/
6 find the first si in S such thatMQ (si ∩ s) = NO and si ∩ s < si;
7 if such an si exists then
8 replace si with si ∩ s;
9 replace in F the clauses associated to si by those returned by
build_clauses(si ∩ s);
10 else
11 append s to S;
12 add to F the clauses returned by build_clauses(s);
13 end loop;
2.4. Correctness and time complexity
We give now some lemmas that will help to prove the algorithm correctness. Also, we establish upper bounds on its
running time and query complexity (that is, the number of queries that the algorithm makes).
Lemma 2.3. Let S be the sequence of negative examples generated at some step of the execution of the algorithm, and let s be an
element of S. If s violates X −→ Y ∨ Z, where Y is a distinguished conjunction, of F∗, then build_clauses(s) creates at least one
mvd clause X ′ −→ Y ′ ∨ Z ′, where X ⊆ X ′, Y ′ ⊆ Y and Z ′ ⊆ Z .
Proof. Let X ′ be the set of variables assigned 1 by s, and letW be the set of variables assigned 0.Note that when the function
build_clauses creates clauses for s (either because s is added to S or because s is the result of the intersection of some example
in S and a negative counterexample), all the clauses created will have antecedent X ′ (line 10), which satisfies X ⊆ X ′, since
s violates X −→ Y ∨ Z . Also, since s violates X −→ Y ∨ Z, s has necessarily a zero in some variable v of Y . Now, when
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the function (at line 3) selects v from W , first v is included in Y ′. Then a membership query is made for each w ∈ W ,
w ≠ v,with an example r that assigns 0 to v andw, and 1 to the remaining variables as input to the query. It follows from
Lemma 2.1 that the answer to these queries will always be YES if w ∈ Y , so every w ∈ Y ∩ W will be included in Y ′. On
the contrary, ifw ∈ Z then the answer to the membership query will be NO, since r violates X −→ Y ∨ Z, the consequence
being that everyw ∈ Z ∩W is included in Z ′. 
Lemma 2.4. Let S be the sequence of negative examples generated at some step of the execution of the algorithm, and let
X −→ Y ∨ Z be an mvd clause of F∗. For all si, sj in S if si covers XY then sj does not cover XZ .
Proof. The proof is by induction on the number of negative counterexamples received by the algorithm. Initially the lemma
holds vacuously. Now suppose that S = s1, s2, . . . , sk, and the algorithm receives counterexample s. There are two cases to
consider: either s is appended to the sequence or s ∩ si replaces si for some i, 1 ≤ i ≤ k.
• If the first case holds, suppose by way of contradiction that there is some i such that si covers XY , s covers XZ , and
X −→ Y ∨ Z is in F∗. Since si and s are negative examples, si has at least two zeroes in Z, and s has at least two zeroes in
Y , but then si ∩ s violates X −→ Y ∨ Z, and si ∩ s < si, hence contradicting the assumption that swas added at the end
of the sequence.
• In the second case, suppose X −→ Y ∨ Z belongs to F∗, s ∩ si covers XY , and for some j ≠ i, sj covers XZ . Obviously,
since s ∩ si covers XY , si also covers XY , thus contradicting the induction hypothesis. 
Lemma 2.5. Let S = s1, s2, . . . , sk be the sequence of negative examples generated at some step of the execution of the algorithm.
For all i, j, 1 ≤ i < j ≤ k, if sj violates X −→ Y ∨ Z of F∗ then si neither covers XY nor XZ .
Proof. Again the proof is by induction on the number of negative counterexamples. The lemma holds initially. We
distinguish as before two cases when the algorithm receives counterexample s.
• s is appended to S.
Let us assume that s violates X −→ Y ∨ Z of F∗. This implies that s covers X, and s has some zero in both Y and Z .
Now if some si covered XY (or XZ) then, by Property 2.3, s∩ si would have replaced si, (in fact, this would happen for the
first si under such supposition) which contradicts the assumption that swas appended to S.• s ∩ si replaces si in S.
First we prove that the lemma holds for every j > i. Suppose sj violates X −→ Y ∨ Z of F∗. By induction hypothesis
si neither covers XY nor XZ, therefore s ∩ si covers none of XY and XZ .
Regarding the casewhere j < i (here sj plays the role of si in the lemma statement and (si∩s) that of sj ), let us suppose
that si ∩ s violates X −→ Y ∨ Z of F∗, and sj covers XY (if sj covers XZ the proof is analogous). By induction hypothesis,
since sj covers XY , si does not violate X −→ Y ∨ Z .Moreover, since si ∩ s covers X, si covers either XY or XZ . Note that
by Lemma 2.4 if sj covers XY then si does not cover XZ, so si must cover XY , and consequently s has some zero in Y (so
that s ∩ si violates X −→ Y ∨ Z). Also, since we are assuming that sj covers XY , sj must have some zero in Z to be a
negative example. Therefore, s ∩ sj < sj, and s ∩ sj violates X −→ Y ∨ Z, which contradicts the assumption that si was
replaced. 
Lemma 2.6. Let S = s1, s2, . . . , sk be the sequence of negative examples generated at some step of the execution of the algorithm.
For all distinct i, j, si and sj do not violate the same mvd clause of F∗.
Proof. The proof is by induction on the number of negative counterexamples received by the algorithm. Initially the lemma
holds trivially. Now suppose that at some step S = s1, s2, . . . , sk, and the algorithm receives counterexample s.We consider
two cases: either s is appended to the sequence or s ∩ si replaces si for some i, 1 ≤ i ≤ k.
• s is appended to S.
Let us assume that s and some si of S violate X −→ Y ∨ Z of F∗. Then, by Lemma 2.3, X ′ −→ Y ′ ∨ Z ′,where X ⊆ X ′,
Y ′ ⊆ Y and Z ′ ⊆ Z, is one of the clauses generated from si. Since s is a negative counterexample, s does not violate
X ′ −→ Y ′ ∨ Z ′, thus smust have at least one zero in either Y − Y ′ or Z − Z ′ in order to violate X −→ Y ∨ Z, but then
s ∩ si < si, and s ∩ si is a negative example. Consequently swould not have been appended to S.• s ∩ si replaces si in S.
First we prove that the lemma holds for every j > i. Suppose sj and s ∩ si violate X −→ Y ∨ Z of F∗. By induction
hypothesis si does not violate X −→ Y ∨ Z,which implies that si covers either XY or XZ . This contradicts Lemma 2.5.
Concerning the case where j < i, let us suppose that sj and si ∩ s violate X −→ Y ∨ Z, where Y is a distinguished
conjunction, of F∗. By Lemma 2.3, X ′ −→ Y ′ ∨ Z ′, where X ⊆ X ′, Y ′ ⊆ Y and Z ′ ⊆ Z, is one of the clauses generated
from sj.Moreover, by induction hypothesis si does not violate X −→ Y ∨ Z, hence si must cover either XY or XZ .
Now, if si covers XZ then, by Lemma 2.2, si is a positive example, which is a contradiction. So, let us suppose that si
covers XY . In this case, since s is a negative example, s has at least two zeroes, one of them (at least) assigned to some
variable v ∈ Y (so that si ∩ s violates X −→ Y ∨ Z). Note that if v ∈ Y − Y ′ then s ∩ sj would have replaced sj, a
contradiction. Therefore, v ∈ Y ′. Now, if the remaining zeroes of swere in Y ′ then swould cover XZ, and by Lemma 2.2
would be positive, hence s assigns zero to some variable w ∈ Z . To finish the proof, note that if w ∈ Z ′ then s violates
X ′ −→ Y ′ ∨ Z ′, hence s is not a negative counterexample. Otherwise, w ∈ Z − Z ′, and consequently s ∩ sj would have
replaced sj, so we are done. 
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Theorem 2.1. For all positive integers n,m the algorithm learn_CRMF learns every crmvd formula, with m mvd clauses defined
over n variables, in time O(m2n3),making O(mn2) equivalence queries and O(max(m2n,mn3))membership queries.
Proof. The query complexity (that is, the number of queries performed by the algorithm) is the same as in [4], regarding
the number of equivalence queries that return negative counterexamples. However, it differs in the number of equivalence
queries returning positive counterexamples, and also in the number of membership queries, since our algorithm uses them
in function build_clauses.
The algorithm terminates when the answer to an equivalence query is YES, so the hypothesis it produces is equivalent to
the target formula. To prove termination, suppose that F∗ is defined over n variables, and hasm clauses. Now, the number of
examples in the sequence S of negative examples never decreases, since any negative counterexample either is appended to
S or is used to replace some example in S. Note also that, whenever an example is replaced, its number of ones diminishes.
Thus, by Lemma 2.6, the number of negative counterexamples provided by equivalence queries is at mostmn.
Moreover, the number of positive counterexamples returned by equivalence queries is at mostmn2. Note that when an
example s is added to S at most n clauses are created for s. New clauses are generated every time s is ‘‘refined’’ by some
negative counterexample, which occurs at most n times. So the number of clauses created for each element of S along the
whole execution of the algorithm is at most n2. Obviously, the number of positive counterexamples cannot be greater than
the number of clauses generated, which is at mostmn2.
Therefore, the number of equivalence queries is at mostmn+mn2,which is O(mn2).
After a negative counterexample s is received, the algorithm makes at most m membership queries to detect if the
intersection between s and some element si of S decreases the number of ones of si. Then the algorithm calls function
build_clauses, which makes at most n2 membership queries. Thus, the total number of membership queries is at most
mn(m+ n2),which is O(max(m2n,mn3)).
We analyze now the time complexity of learn_CRMF. The cost of removing clauses after positive counterexamples (line
4 of the algorithm) is O(m2n3), since the number of positive counterexamples is at most mn2, and one execution of line 4
requires time mn, provided an adequate data structure is used to store formulas. Now, for each negative counterexample,
the process of intersecting examples (line 6) costs O(mn). A call to build_clauses (lines 9 and 12) costs O(n2). Therefore,
the time spent in dealing with negative counterexamples is O(max(m2n2,mn3)). Consequently, the time complexity of the
algorithm is O(m2n3). 
3. The class of consequent-restricted multivalued dependencies
3.1. Motivation
In the relational database model, information is stored in relations, also called tables, which are sets of tuples. Each table
is described by a relation scheme, which is a set of attributes.
As an example, if we want to keep basic information about a library we can define the relation scheme LIBRARY={ISBN,
TITLE, NAME, PHONE} where the attributes ISBN and TITLE describe a book, and the attributes NAME and PHONE give
information about the reader to whom the book has been lent.
This design presents some problems. First of all, there could be redundancy in the data stored, since whenever a person
borrows a book, his/her telephone number has to be recorded. Also, if a book is lent to different people, its title must be
recorded several times. An undesirable consequence of data redundancy is that anomalies may arise when updating the
database, unless it is done carefully.
These inconveniences vanish if we replace LIBRARY by the three relation schemes, BOOK={ISBN,TITLE}, PER-
SON={NAME,PHONE} and LENT={ISBN, NAME}, since now the information concerning a book or a person is stored only once.
The relation scheme LENT keeps the minimum information necessary to record that a book has been lent to some person.
The relational model provides a theory, the theory of normalization, that permits to perform decompositions as the one
above in a mechanical way. This theory is based on the concept of data dependencies.
In the relation scheme LIBRARY, the attribute ISBN ‘‘functionally determines’’ the attribute TITLE, that is, for a given value
of ISBN there is a unique possible value of TITLE. The same holds for NAME with respect to PHONE, provided a reader has a
unique telephone number. These functional dependencies explain the possible apparition of data redundancy in a table for
LIBRARY.
Sometimes it may appear a sort of redundancy in the data that escapes undetected to functional dependencies. To see
an example, let us consider the relation scheme R={SUBJECT, PROFESSOR, BOOK}. Furthermore, let us assume that for a given
subject there is an associated set of professors and an associated set of books too, meaning that each professor uses all the
books, and every book is used by all the professors.
Evidently, redundancy can derive from this scheme, since we need to store all the books associated to a subject as many
times as professors are that lecture on this subject. However, there are nonon-trivial functional dependencies in that scheme.
To detect this kind of redundancy, a new type of dependencies were defined, the so-called ‘‘multivalued dependencies’’.
In the examplewe are dealingwith, the schemeR should be decomposed into twonewschemesR1={SUBJECT, PROFESSOR}
and R2={SUBJECT, BOOK}. This is because SUBJECT ‘‘multidetermines’’ both PROFESSOR and BOOK.
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As mentioned in the Introduction, it is known that the class of sets of functional dependencies can be learned using both
membership and equivalence queries. It is also known that the class of sets of multivalued dependencies cannot be learned
using only one type of query. However, it is open whether this class can be learned with both types of queries.
It is worth noting that the set of tables that satisfy a set ofmultivalued dependencies never coincideswith the set of tables
that satisfy a set of functional dependencies (unless both sets of dependencies are empty). In other words, the constraints
that functional dependencies impose on relations are in some sense ‘‘disjoint’’ from the constraints induced by multivalued
dependencies. This is also true for the restricted subclass we study, that is, the class of sets of multivalued dependencies
whose consequents are either disjoint or equal. Moreover, this class includes all the sets of multivalued dependencies that
have a unique attribute as consequent, sets that are useful in many practical applications. Therefore, learning even the
restricted subclass would add a new non-trivial class to what is known to be learnable in the exact model of learning with
queries.
3.2. Definitions
In what follows, we present formal definitions concerning the relational model and multivalued dependencies, most of
which can be found in any database text book (see [19,9]). We also introduce the class of restricted-consequent multivalued
dependencies.
Definition 3.1. A relation scheme R = {A1, A2, . . . , An} is a set of attributes. Each attribute Ai takes values from domain
DOM(Ai). An instance (relation, table) r of relation scheme R is a subset of DOM(A1)× DOM(A2)× · · · × DOM(An). The size
of an instance r is the number of n-tuples of r .
We will write XY , where X and Y are sets of attributes, to denote X ∪ Y . By t1(X) = t2(X),where t1 and t2 are n-tuples,
we mean that t1 and t2 agree on the values of all the attributes in X, whereas t1(X) ≠ t2(X) signifies that t1 and t2 differ in
the value of at least one attribute of X .
Now we give a definition slightly different though equivalent to the standard definition of multivalued dependencies.
Definition 3.2. Let R be a relation scheme and X, Y disjoint subsets of R.We say that X →→ Y holds in R if for every instance
r of R and for every t1, t2, tuples of r, if t1(X) = t2(X), t1(Y ) ≠ t2(Y ) and t1(R − XY ) ≠ t2(R − XY ) then r also contains
tuples t3, t4 satisfying the following:
1. t1(X) = t2(X) = t3(X) = t4(X)
2. t1(Y ) = t3(Y ) and t1(R− XY ) = t4(R− XY )
3. t2(Y ) = t4(Y ) and t2(R− XY ) = t3(R− XY )
That is, we can exchange the Y -values of t1 and t2 to obtain new tuples, t3 and t4, that must also be in r.
From now on we will write X →→ Y as X →→ Y ∨ Z, where Z = R − XY , to remark the syntactic similarity between
multivalued dependencies and mvd clauses.
We say an instance r of R violates the dependency X →→ Y ∨ Z if there exist tuples t1, t2 in r such that t1(X) = t2(X),
t1(Y ) ≠ t2(Y ) and t1(Z) ≠ t2(Z), and r does not contain tuples t3, t4 fulfilling the requirements of Definition 3.2. Also, if a
pair of tuples ⟨t1, t2⟩ satisfies t1(X) = t2(X)we say that the pair covers any subset of X .
We define now consequent-restricted sets of multivalued dependencies, by analogy with the concept of consequent-
restricted mvd formulas.
Definition 3.3. A set of multivalued dependencies F is consequent-restricted if it is possible to pick up one of the two sets of
the consequent of each multivalued dependency in F , in a way that every two chosen sets are either disjoint or equal.
Definition 3.4. The class CRMD is the set of all consequent-restricted sets of multivalued dependencies.
3.3. The learning algorithm
In this section we show that a modification of the algorithm learn_CRMF yields an algorithm that learns the class CRMD.
First, we discuss the meaning of positive and negative counterexamples in the setting of multivalued dependencies.
Let us assume that the counterexamples are relations of two tuples (obviously, a one-tuple relation can never be a
counterexample). In this case, a positive counterexample ⟨t1, t2⟩ tells that no dependencyX →→ Y∪Z,having its antecedent
contained in the set of attributes where t1 and t2 agree, and some attributes from Y and Z outside, can be in the target
set. Note that if this happened two more tuples should be in the example so that it were positive. In contrast, a negative
counterexample indicates that at least one dependency satisfying the conditions just mentioned must be in the target.
Note that the significance of these counterexamples is the same as the meaning of counterexamples in the case of mvd
formulas, if we translate ‘‘set of attributes where t1 and t2 agree (disagree)’’ into ‘‘set of variables assigned 1(0)’’. Also note
that there is no syntactic difference between mvd clauses and multivalued dependencies, hence the input to equivalence
queries has the same ‘‘shape’’ in both cases.
Therefore, were we to learn the class CRMD over an instance space containing only two-tupled examples, the
transformation of learn_CRMF into learn_CRMD would be straightforward: whenever a counterexample ⟨t1, t2⟩ is provided
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by an equivalence query in learn_CRMD, convert ⟨t1, t2⟩ into a boolean example by setting to 1 the attributes (variables)
where t1 and t2 agree and setting to 0 elsewhere; also, perform the reverse mapping before asking any membership query.
Now, we wish to address the problem of learning in the general case, that is, when the instance space is not restricted to
contain only two-tupled instances. The key observation is that, to detect the violation of some dependency or the need of
its inclusion in the current hypothesis, F , it suffices to consider pairs of tuples.
To decide whether a k-tupled counterexample s is positive or negative we proceed as follows. First, we consider all
k
2

pairs of tuples of s, and for each of them, say ⟨t1, t2⟩, we ask a membership query. If the answer is NO, we must check,
before concluding s is a negative counterexample, whether it violates some dependency in F . To do that we verify, for
each dependency in the hypothesis whose antecedent is covered by ⟨t1, t2⟩, whether the tuples t3 and t4, required by the
definition of multivalued dependency, exist in the counterexample. Now, if they exist for every such dependency, then
⟨t1, t2⟩, is a negative counterexample. Obviously, if no pair of tuples from s is a negative counterexample, then s is a positive
counterexample, and consequently we proceed to remove from the current hypothesis the dependencies that s violates.
Thus, we have reduced the problem of learning CRMD over an unrestricted instance space to that of learning when the
instances have two tuples.
Before showing the algorithm learn_CRMD, we give some notation used in it. Given a two-tupled relation r , sketch(r) is
the boolean vector whose true values correspond to the attributes for which the tuples of r agree. For boolean vector s, rel(s)
maps s onto a relation r (there are many) such that sketch(r) = s.
It follows from the comments above that the algorithm is essentially the same as learn_CRMF. The only true differences
are the way in which counterexamples are managed, and how the inputs to membership queries are built.
function build_dependencies(s): set of dependencies
1 D = Ø;
2 Let X ′ = ones(s) andW = zeroes(s);
3 for each v ∈ W loop
4 Y ′ = {v}; Z ′ = Ø;
5 for eachw ∈ W − {v} loop
6 build an example r with 1 in all variables except v andw;
7 if MQ (rel(r)) = YES then addw to Y ′
8 else addw to Z ′;
9 end loop;
10 add the dependency X ′ →→ Y ′ ∨ Z ′ to D;
11 end loop;
12 return D;
Algorithm learn_CRMD
1 F = Ø; S = λ;
2 while EQ (F) ≠ YES loop
3 Let r be the counterexample returned by the query;
4 check whether r is a positive or a negative example;
5 if r is positive then remove from F every dependency that r violates
6 else let ⟨t1, t2⟩ be the negative counterexample
7 s:= sketch (⟨t1, t2⟩);
8 find the first si in S such thatMQ (rel(si ∩ s)) = NO and si ∩ s < si;
9 if such an si exists then
10 replace si with si ∩ s;
11 replace in F the dependencies associated to si by those
returned by build_dependencies(si ∩ s);
12 else
13 append s to S;
14 add to F the dependencies returned by build_dependencies(s);
15 end loop;
3.4. Correctness and time complexity
Theorem 3.1. For all positive integers n,m the algorithm learn_CRMD learns every consequent-restricted set of multivalued
formulas in time O(m2n4
p(n)
2
2
), making O(mn2) equivalence queries and O(max(mn2
p(n)
2

,m2n,mn3)) membership queries.
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Here p(n) is the size of the largest counterexample received, m is the number of dependencies of the target set and n is the number
of variables over which the set is defined.
Proof. The correctness of the algorithm follows from the correctness of learn_CRMF and the comments above. About
the query and time complexity, the algorithm makes as many equivalence queries as learn_CRMF makes, that is O(mn2).
However, both the number of membership queries and the time complexity are increased, since the counterexamples may
have an arbitrary number of tuples.
Let us begin by analyzing the number of membership queries. Suppose a counterexample r of size at most p(n), is
received. To check whether r is positive or negative (line 4 of learn_CRMD) the algorithm makes at most
p(n)
2

membership
queries. So the number of membership queries associated to positive counterexamples is at most mn2
p(n)
2

. Now, for each
negative counterexample, testing intersections (line 8) requires at most m queries. A call to build_dependencies (line 11)
makes at most n2 queries. Therefore, the number of membership queries associated to negative counterexamples is at most
mn
p(n)
2
+m2n+mn3. Hence, the total number of membership queries is O(max(mn2p(n)2 ,m2n,mn3)).
To end the proof, we study the time complexity of learn_CRMD. First, note that deciding whether a counterexample r is
positive or negative (line 4) costsmn2
p(n)
2
2
, since for every pair of tuples in r it must be checkedwhether another pair exist
that certifies r does not falsify some dependency in F (this must be done for all dependencies in F , in the worst case). Now,
following the ideas behind the proof of Theorem2.1, it can be proved that the time spent by the algorithm in treating positive
counterexamples is at mostmn2(mn2
p(n)
2
2+mn). Also, it can be shown that dealing with all the negative counterexamples
costs at mostmn(mn2
p(n)
2
2 +mn+ n2). Therefore, the time complexity of the algorithm is O(m2n4p(n)2 2). 
4. Conclusions
Wehave studied the learnability of a restricted class of multivalued formulas in the exact model of learning with queries.
This class is known not to be learnable using only equivalence queries or only membership queries. We have shown an
algorithm that learns the class in polynomial time using both types of queries. Also, we have adapted this algorithm to learn
a restricted class of multivalued dependencies. The main question this paper leaves open is whether the corresponding
unrestricted classes can be learned in the exact model of learning frame.
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