Abstract. The Local Closed-World Assumption (LCWA) is a generalization of Reiter's Closed-World Assumption (CWA) for relational databases that may be incomplete. Two basic questions that are related to this assumption are: (1) how to represent the fact that only part of the information is known to be complete, and (2) how to properly reason with this information, that is: how to determine whether an answer to a database query is complete even though the database information is incomplete. In this paper we concentrate on the second issue based on a treatment of the first issue developed in earlier work of the authors. For this we consider a fixpoint semantics for declarative theories that represent locally complete databases. This semantics is based on 3-valued interpretations that allow to distinguish between the certain and possible consequences of the database's theory.
Introduction
In database theory it is common to falsify any atomic fact that does not appear in the database instance. This approach follows Reiter's Closed-World Assumption (CWA) [13] , that presupposes a complete knowledge about the database's domain of discourse.
Databases, however, are not always complete
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. There are many reasons for this fact, including ignorance about the domain, lack of proper maintenance, incomplete migration, accidental deletion of tuples, the intrinsic nature of database mediator-based systems (see [10] ), and so forth. Unless properly handled, partial information in database systems might lead to erroneous conclusions, as illustrated in the following example: Example 1. Consider a database of a computer science (CS) department which stores information about the telephone numbers of the department's members and collaborators. A fragment of the database is represented in Figure 1 . A reasonable assumption in this case is that this database is complete with respect to all CS department members, but possibly incomplete regarding its external collaborators. Thus, appropriate answers for the queries Telephone(Bart Delvaux,3962836) and Telephone(Leen Desmet,3212445) are "no" and "unknown", respectively.
Example 1 illustrates a situation in which database information is locally complete, and so applying the CWA is not realistic, and might even lead to wrong conclusions. The other extreme approach, known as Open-World Assumption (OWA) [1, 9] , is often used for maintaining distributed knowledge, e.g. for mediator-based systems. In this approach a relational database is considered as a correct but possibly incomplete representation of the domain of discourse. The main weakness of the OWA is that it does not allow to express locally complete information, and so in the example above, for instance, one cannot state a full knowledge regarding the phone numbers of the CS department members.
In order to overcome the drawbacks of the CWA and the OWA in representing partial knowledge in reality, Etzioni [6] and Motro [12] introduced the notion of Local Closed-World Assumption (LCWA) that, intuitively, is "a specification of the areas in the real world in which a database contains all true tuples" [3] . In Example 1, for instance, such an assumption would state a meta-knowledge that the information in the Telephone relation is complete for the members of the CS department.
At the practical level, the LCWA poses some important challenges. First, a proper way of representing the fact that only part of the information is known to be complete is required. In the literature there are several proposals for this, using e.g. theories in a logic programming style [7] or second-order circumscriptive formulae [5] . Here we follow the first-order representation considered in [3] .
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Another challenge, which is addressed in this paper, is the problem of query answering in the presence of LCWA. This involves not only the query computation itself, but also a determination whether the query answer is complete even though the database information is incomplete. Our approach is based on a 3-valued fixpoint semantics and corresponding algorithms for constructing a 3-valued interpretation that evaluates queries under certain and possible semantics. More specifically, the following issues are addressed:
-Fixpoint theory for the LCWA. A sound fixpoint operator for the LCWA is introduced, and conditions for assuring its completeness are defined. This yields a mechanism for computing a 3-valued interpretation that approximates all the 2-valued interpretations of the database's theory and so allows informative query answering.
-Query answering algorithm.
A simple yet general algorithm for query answering under the LCWA is presented. It distinguishes between certain and possible answers and can be easily implemented by standard relational databases engines.
-Reconciliation of paradigms. Alternative approaches to the LCWA are considered. In particular, LCWA handling in the context of database systems [3, 12, 11] is related to LCWA formalizations for modelling logic-based agents [5, 6] .
The rest of this paper is organized as follows. In Section 2 we recall some preliminary definitions and facts about the LCWA. In Section 3 we introduce a fixpoint semantics for locally complete databases, and in Section 4 we define corresponding query answering formalisms. Some related works are discussed in Section 5 and future research is sketched in Section 6. Full proofs of all the propositions in this paper appear in [2] .
Preliminaries
In what follows we denote by Σ a first-order vocabulary consisting of predicate symbols R(Σ) (a relational schema in database terminology) and a finite set C(Σ) of constants representing the elements of the domain of discourse. For a formula Ψ in Σ we denote by Ψ [x] that the free variables of Ψ are a subset of x. The Herbrand base of Σ is the set HB(Σ) of atomic formulas formed using C(Σ) and the predicate symbols in R(Σ). A database is a finite set of ground atoms in Σ.
Definition 1. [3]
A local closed-world assumption (LCWA), is an expression of the form
where P ∈ Σ is a predicate symbol, called the LCWA's object; and Ψ [x], called a window of expertise for P , is a first-order formula over Σ.
Example 2. The expression LCWA (Tel(x, y), Dept(x, CS)) is a local closed-world assumption stating that the telephone numbers of all the members of the computer science department are known. That is, for every x 0 in {x | Dept(x, CS)} (the window of expertise for Tel), all atoms of the form Tel(x 0 , y) are in the database.
) be a local closed-world assumption and D a database under vocabulary Σ. Denote by P D the set of tuples corresponding to the set of atoms of P in D. We abbreviate the formula a∈P D (t = a) by P (t) ∈ P D , where t is a tuple of terms. The meaning of θ under D is the formula
The intuition behind this formula is simple: for all tuples x of domain elements such that Ψ (x) holds in the real world, if P (x) is true (again, in reality), then x must be a tuple in the table of P in D.
Example 3. The meaning of θ = LCWA (Tel(x, y), Dept(x, CS)) in the database D of Example 1 is given by
In some cases, we may want to express within the same expression local closedworld assumption on different predicates. In doing so, we need to extend the basic notion of an LCWA expression to allow for set of objects:
where the P i ∈ Σ are predicate symbols (the LCWA's objects) and Ψ [x] is a first-order formula over Σ with free variables y s.t. y ⊆ n i=1 x i = x. When an LCWA expression takes this form, the meaning of θ under a database D is extended as follows:
In this paper we assume only one predicate object for each LCWA expression. As the following proposition shows, this assumption does not harm generality:
Similarly, one may split a disjunctive window of expertise to its disjuncts and still preserve the original LCWA, and any collection of LCWAs on the same predicate may be combined to one (disjunctive) LCWA.
In the sequel we assume, without loss of generality, one LCWA expression per predicate of R(Σ). The predicates in R(Σ) that do not appear as objects in any LCWA expression are considered as objects of LCWAs in which the windows of expertise is false. In other words, there is no context in which those predicates are complete.
The meaning of a database is now defined by the conjunction of its atoms augmented with the meaning of the given local closed-word assumptions, and the following two general assumptions:
where C 1 , . . . , C n are the constant symbols of Σ (i.e., in C(Σ)).
Definition 3.
Let D be a database and let L be a set of LCWA expressions θ j = LCWA(P j , Ψ j ), j = 1, . . . , n applied on D. The meaning of D and L is given by:
The theory consisting of the meaning of D and L is consistent and decidable
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. Consistency is shown in [3] and decidability follows from the fact that the language does not contain function symbols and that UNA and DCA are imposed, ensuring a fixed and finite domain. Note also that each model of this theory is isomorphic to a Herbrand model.
Our goal is to evaluate queries with respect to the meaning M(D, L) of a database D and a set L of LCWA expressions. In this context, particularly interesting queries are those formulas that are either entailed by M(D, L) or are necessarily falsified by it. Such queries induce definitive answers. This idea is formalized in different ways in [3, 6, 11] . In what follows we adopt the definition of [6] .
Definition 4. A first-order theory Γ determines complete world information (CW
Observe that the LCWA and CWI are related concepts that capture different phenomena. The LCWA expresses completeness of a set of atoms in a relational database while the CWI identifies completeness of queries posed to the databases. Frequently, one or more LCWAs determine CWI on a query with respect to a given database. In Section 3 we consider sufficient conditions for assuring this.
As the meaning M(D, L) of a database is a first-order formula, one way of evaluating queries is by using off-the-shelf theorem provers. This requires a new derivation for every ground instance of the query, which makes the whole process time consuming. An alternative approach is to generate a 3-valued Herbrand interpretation approximating all models of M(D, L) and then evaluate different queries with respect to this interpretation. The advantage of this approach is twofold. From a theoretical point of view, it is a good tool to distinguish the complete consequences of the theory from the incomplete ones, and in particular CWI can be easily determined. From a more practical perspective, the 3-valued Herbrand interpretation can be used to compute approximating answers to queries. In the next sections we consider this approach.
3-valued fixpoint theory for LCWA

3-valued semantics
The truth values T HREE = {t, u, f }, standing for true, unknown and false, of 3-valued semantics are usually arranged in two orders: the truth order, , which is a linear order given by f u t, and the precision order p , which is a partial order on T HREE in which u is the least element, and t and f are incomparable maximal elements. The structure of T HREE is drawn in the following diagram.
The conjunction ∧ in T HREE is defined by the -glb of this structure, the disjunction ∨ is defined by the -lub, and the negation operator ¬ is associated with the -involution, that is: ¬t = f , ¬f = t, and ¬u = u.
In this paper we focus on Herbrand interpretations. Two-valued (respectively, 3-valued) (Herbrand) interpretations of Σ are total functions from the set HB(Σ) of all ground atoms of Σ to the set of truth values {t, f } (respectively, to the elements in T HREE). Equivalently, two-valued interpretations are sometimes represented as sets of (true) In general, is a lattice order and p is a chain-complete order. The following mapping from 3-valued interpretations K to consistent pairs (I, J) of two-valued interpretations is a one-to-one correspondence from L c to L c , preserving both and p :
Conversely, K can be constructed from (I, J) by defining for every atom P (a):
Fixpoint operators for LCWAs
Below, we focus on theories Γ that include UNA and DCA, i.e., every model is isomorphic with a Herbrand model.
Definition 5.
Let Γ be a consistent theory based on Σ. We say that a 3-valued Herbrand Σ-interpretation K approximates Γ (from below) iff for every 2-valued Herbrand model
where M ranges over 2-valued Herbrand models of Γ .
is the most precise of all 3-valued Herbrand Σ-interpretations approximating Γ and is well-defined since every nonempty set S ⊆ L c has a greatest lower bound and Γ is consistent. Back in the LCWA context, note that M(D, L) satisfies the consistency condition, hence
In order to construct a 3-valued approximation for M(D, L), we first introduce a fixpoint operator on the chain complete poset of 3-valued Herbrand Σ-interpretations.
, the interpretation K = O LCWA (K) is defined for each ground atom P (a) by:
The idea is to iterate O LCWA starting with total ignorance (a valuation that assigns u to every ground atom), and gradually extend the definite knowledge according to the database and its LCWAs. Proof. Monotonicity follows from p -monotonicity of the truth assignment. By an extension of the well-known Knaster-Tarski theorem, every monotone operator in a chain complete poset has a fixpoint. Polynomial complexity follows from the fact that per application of the operator, the number of queries to be solved is polynomial in the size of the database and each query can be solved in polynomial time, while the number of iterations is at most polynomial in the size of the database. 2 
All the models of M(D, L) assign f to Q, thus Q Kopt(M(D,L)) = f . However, as in the standard 3-valued Kripke-Kleene semantics P ∨¬P is unknown whenever P is unknown, we have that
Here again
One way to address the phenomenon in item (1) is to extend the Kripke-Kleene semantics to supervaluations [4] . Under this semantics, two-valued and 3-valued tautologies/contradictions coincide. In what follows we avoid this problem by representing tautologies and contradictions only with the standard t and f symbols (respectively).
The difference between K opt (M(D, L)) and O ↑ LCWA in item 2 is more subtle. In this case M(D, L) is the formula (R ⊃ ¬P ) ∧ ((R ⊃ ¬P ) ⊃ ¬Q), which obviously entails ¬Q. The intuitive reason for the difference is that the window of expertise in θ 2 is exactly the meaning of θ 1 , and this link is not captured by O LCWA . To gain completeness, some restrictions need to be imposed to the windows of expertise. In the following section we study such conditions.
A hierarchy of LCWAs
Definition 8. An LCWA dependency graph that is determined by a set of LCWAs L, is a directed graph whose nodes correspond to R(Σ), such that there is a directed edge from Q to P iff there exists
Example 6. Consider the following set of local-closed world assumptions:
The corresponding (cyclic) dependency graph is shown below:
is either t, f , contains only the equality predicate or any Boolean combination of those. Likewise, a predicate P is primitive iff P appears as object of a primitive LCWA expression.
Primitive LCWAs induce CWI on appropriate subsets of their object predicates. Consider for instance LCWA (P (x), x = a). This is a primitive LCWA and it specifies that CWI on P is obtained for the domain constant a. Thus M(D, L) |= P (a) or M(D, L) |= ¬P (a), for any database D. The following proposition formalizes this property and establishes the relationship between primitive LCWA and CWI.
Proposition 4. Let D be a database and let
Proof. Let HU be the Herbrand universe of Σ. As θ is a primitive LCWA, for every c ∈ HU 
It follows that P (c) is false in M . 2
Corollary 1. Let D be a database and let
Another interesting relation between LCWA and CWI is the following:
Proof. Again, denote by HU the Herbrand universe of Σ. By assumption, for every c ∈ HU Example 7. Consider again Example 6. By the last proposition, some of the formulas to which M(D, L) determines CWI can be inductively defined by the following stages:
, and so forth.
, where D is a database and L is a set of LCWAs inducing a cycle-free dependency graph.
The transitive closure of a cycle-free LCWA dependency graph is a well-founded strict order on R(Σ), denoted by < L . The minimal predicates in this order are those that are the object of a primitive LCWA (recall that every predicate is the object of exactly one LCWA in L). This property together with the definition of O LCWA are the corner stones for the following constructive definition of an approximation of M(D, L).
Definition 11. Let D = (D, L) be a hierarchically closed database. The interpretation K L that is induced by D is defined by induction on < L as follows: for each predicate P of Σ and every tuple a,
In spite of their similar forms, Definitions 6 and 11 define 3-valued interpretations in different ways. In Definition 6 a given operator is iterated so that several 3-valued interpretations are constructed until a fixpoint is reached. Definition 11, on the other hand, induces a gradual construction of a single interpretation, starting from bottom elements of the underlying LCWA dependency graph. This construction only works for cycle-free graphs.
It is easy to see how an algorithm to compute K L could look like: first, a primitive predicate P from Σ is (non-deterministically) selected. For every tuple a of the domain, if P (a) is in the database, then P (a) KL = t. Otherwise, if the corresponding window of expertise
KL is u. The same steps can be repeated for any predicate Q once all the predicates on which Q depends have been evaluated. . If rank(P ) = n for some n > 1, then P O ↑ LCWA is computed using the elements in {Q | Q < L P }. As the rank of each element Q in this set is strictly smaller than n, by induction hypothesis
. It follows then that O LCWA and K L must assign the same truth value for P , so again P
Given Proposition 7, the soundness of K L is obtained as a corollary of Theorem 1.
Corollary 2. (Soundness) Let
The next theorem states conditions under which optimal approximation for M(D, L) can be effectively constructed. Below, L denotes the reflexive closure of < L . 
Theorem 2. (Completeness) Let
Proof (Outline). The proof is based on the fact that for every predicate
. This is proven by induction on the dependency order on predicates. The crucial step is when P (a) KL = u, which is when P (a) ∈ D and Ψ P (a) KL = t. In that case, we show the existence of models I and I of M(D, L) making P (a) t, resp. f . The database D itself represents a model of M(D, L) in which P (a) is false. In constructing a model in which P (a) is true, we exploit the fact that Ψ P (a) KL = t. Since Ψ P is a conjunction of literals, there is a literal l s.t. l KL = t and l is less than P in the dependency order. Using the induction hypothesis we construct a model
Note 2. As Example 5 shows, the requirement in Theorem 2 that Ψ θ should be a conjunction of literals is indeed necessary.
Example 8. Consider a database in which D = {P 1 (a), P 1 (b), P 2 (a), Q(c)} and L is the set of LCWA of Example 6 without LCWA (Q(x), S(x)). That is,
This database is hierarchically closed as the dependency graph induced by L is acyclic. Also, as each window of expertise is a conjunction of literals, the conditions of Theorem 2 are satisfied in this case. Clearly, Q(a)
Query Answering
In the previous section we presented techniques to compute an (optimal) 3-valued interpretation for the meaning of a database and its set of LCWAs. In this section we show how these interpretations can be used for query answering in incomplete databases.
Definition 12. Given a 3-valued Σ-interpretation K and a query Q[x] in Σ, define:
Note 3. The notions of certain and possible answers proposed here differ from definitions considered in some domains of incomplete databases (see for instance [1] ), where the certain and possible answers depend on whether an open or closed-world is assumed. Our definition is based on 3-valued semantics and it does not rely on the assumption that is adopted for the database.
We can not prove in general that for any possible answer
All we can assure is that the set of possible answers for Q constitutes a safe (and usually quite precise) over-approximation of this set. 
Given a 3-valued Herbrand Σ-interpretation K and a query Q[x] in Σ, we compute certain/possible answers by Algorithm 1 below. In this algorithm, steps 1 and 2 are computed once (unless K is changed), while step 3 is executed for each new query. Observe that in step 3.a we under-approximate positive occurrences and over-approximate negative occurrences of predicates, while in 3.b we do the converse.
Algorithm 1 : Computing Certain/Possible Answers
1: For each predicate P , define Σ = {R ∈ Σ : R K is 2-valued} ∪ {Pu, Pt : P K is 3-valued}. 2: Define I K as the 2-valued Herbrand Σ -interpretation, such that:
• P
3: Consider the query Q[x].
3.a To obtain certain answers for Q[x] compute Q c [x] as follows:
• Replace positive occurrences of 3-valued predicates P by Pt.
• Replace negative occurrences of 3-values predicates P by Pu. • Replace positive occurrences of 3-valued predicates P by Pu.
• Replace negative occurrences of 3-valued predicates P by Pt. Proof. Consider the (non-standard representation of) truth assignment interpreting a formula ϕ in a pair of structures (I, J) with the same domain, such that positively occurring atoms of ϕ are interpreted by I, and negatively occurring ones by J. A satisfaction relation |= between these valuations and formulas in Σ is inductively defined as follows:
-(I, J) |= P (d) iff I |= P (d), i.e., d I ∈ P I ; -(I, J) |= ¬ϕ iff (J, I) |= ϕ; -(I, J) |= ϕ ∨ ψ iff (I, J) |= ϕ or (I, J) |= ψ; -Integration with mediator-based systems [10] . In [3] it was shown how to represent LCWA information over a number of different data-sources. Informally, the idea amounts to represent that a set of data-sources, taken together, may store complete knowledge about certain predicates. An open question is how to explore this additional knowledge to retrieve more informative answers from queries to the mediator. An approach based on the semantic considerations presented in this paper could provide a well-founded solution to the elusive problem of answering negative queries from mediator systems. -Efficient query answering techniques for the LCWA. The methods we presented here for query answering require the computation of a 3-valued interpretation. This approach allows a straightforward identification of the exact knowledge endorsed by a database, but, if the database or the set of the LCWA expressions is updated, the 3-valued interpretation must be re-computed. Incremental methods for updating 3-valued interpretations may be incorporated for reducing the computational complexity of the revision process.
