For the first time we show the detailed late-stage chemical evolution history of small nearby dwarf spheroidal galaxy in the Local Group. We present the results of a high resolution (R∼20000) FLAMES/GIRAFFE abundance study at ESO/VLT of 81 photometrically selected red giant branch stars in the central 25 of the Fornax dwarf spheroidal galaxy. We also carried out a detailed comparison of the effects of recent developments in abundance analysis (e.g., spherical models vs. plane-parallel) and the automation that is required to efficiently deal with such large data sets. We present abundances of α-elements (Mg, Si, Ca and Ti), iron-peak elements (Fe, Ni and Cr) and heavy elements (Y, Ba, La, Nd and Eu). Our sample was randomly selected, and is clearly dominated by the younger and more metal rich component of Fornax which represents the major fraction of stars in the central region. This means that the majority of our stars are 1−4 Gyr old, and thus represent the end phase of chemical evolution in this system. Our sample of stars has unusually low [α/Fe] 
Introduction
Local Group dwarf spheroidal galaxies (dSph) offer the opportunity to study the star formation history (SFH) and chemical evolution of small systems. They are also believed to provide an insight into the galaxy assembly process. We have undertaken a large observational programme (DART, Dwarf Abundances and Radial velocity Team, Tolstoy et al. 2006 ) using high resolution spectroscopy to study the detailed nucleosynthesis properties of large samples of individual Red Giant Branch (RGB) stars in 4 nearby dSph galaxies: Fornax, Sculptor, Sextans & Carina. Here we present the analysis of a sample of 81 individual stars in the Fornax dSph. * Based on FLAMES observations collected at the European Southern Observatory, proposal number 171. B-0588 The Fornax dSph galaxy is a relatively isolated and luminous, dark matter dominated dwarf galaxy with a total mass of ∼ 10 9 M (e.g., Walker et al. 2007; Battaglia 2007) , at a distance of 135 kpc (e.g., Rizzi et al. 2007) . It is well resolved into individual stars, and colour-magnitude diagram (CMD) analyses have been made going down to the oldest main sequence turn-offs in the central region (e.g., Stetson et al. 1998; Buonanno et al. 1998; Saviane et al. 2000; Gallart et al. 2005) . Fornax also contains a significant carbon star population (e.g., Azzopardi et al. 1999; Aaronson & Mould 1980) . Near Infra-Red CMDs have also been made of the RGB stars ). There have also been extensive variable star searches, resulting in ∼500 RR Lyr variables, 17 anomalous Cepheids, 6 population II Cepheids and 85 short period δ-Scuti and SX Phoenicis stars (Bersier & Wood 2002; Poretti et al. 2008) . These works have all shown that Fornax has had a complex arXiv:1007.1007v1 [astro-ph.GA] 6 Jul 2010 SFH where the majority of stars have formed at intermediate ages 2 − 6 Gyr ago with a peak ∼ 5 Gyr ago. Fornax also contains a young stellar population (few 100 Myr old) as well as an ancient one (>10 Gyr old), as in all dwarf spheroidal galaxies studied to date (provided the observations are deep enough to reach the oldest turnoff).
In common with most other dSph, Fornax has no obvious HI associated to it at present, down to a density limit of 4×10 18 cm −2 in the centre (or 0.037 M pc −2 ) and 10 19 cm −2
at the tidal radius (Young 1999) . Unusually for dwarf galaxies Fornax contains five globular clusters (Hodge 1961) . There is evidence that Fornax contains stellar substructure, in shell-like features and hence can be considered evidence of recent merger activity (Coleman et al. 2004; Olszewski et al. 2006; Coleman & Da Costa 2005; Battaglia et al. 2006, (B06) ).
Low resolution spectroscopic studies of the Ca II triplet lines have been carried out for increasing numbers of individual RGB stars in Fornax, to determine kinematics and [Fe/H] estimates for samples of ∼30 stars (Tolstoy et al. 2001) , ∼100 stars (Pont et al. 2004 ) and ∼600 stars (B06). There have also been measurements of Fe and Mg features in 2483 individual stars in Fornax (Walker et al. 2009 ) that have not so far been calibrated to metallicity. These studies have shown that Fornax contains a relatively metal-rich stellar population, and that the metallicity distribution covers a range from −2.8 <[Fe/H]< 0. with a peak at [Fe/H]∼ −0.9. B06 clearly showed that the "metal rich" stars ([Fe/H]> −1.3) have a centrally concentrated spatial distribution, with colder kinematics than the more spatially extended "metal poor" stars ([Fe/H]< −1.3). B06 also showed tentative evidence that the ancient stellar population in the centre of Fornax does not exhibit equilibrium kinematics (apparent as non-gaussian, double peaked velocity distribution). This could be a sign of a relatively recent accretion of external material, such as the gas accretion of the merger with another small stellar system (galaxy or star cluster).
Alpha, iron-peak, and heavy-elements, in individual RGB stars of different ages, can provide detailed information about the evolving conditions of star formation and chemical evolution in a galaxy through-out its history. The most accurate way to determine the elemental abundances of an RGB star is to directly measure the strength of as many individual absorption lines as possible in a spectrum. This typically requires a resolving power of, R ∼ 40000 (which is ∼ 0.125 Å at λ=5000 Å), with a large wavelength coverage ( ∼ 2000 Å) and has traditionally been carried out one star at a time with slit-spectrographs. The large wavelength coverage is required to obtain a minimum number of individual absorption lines for an accurate abundance analysis of chemical elements of interest. The wavelength range chosen is always a trade off between number of lines available (strong enough to be detected and isolated enough to be of any use) and instrument sensitivity.
Detailed abundance analyses using UVES high resolution spectroscopy have been carried out for 3 individual RGB stars in Fornax Shetrone et al. 2003, S03) . There have also been high resolution UVES studies of 9 individual stars in 3 of the globular clusters associated with Fornax (Letarte et al. 2006) . One of the globular clusters was observed to have a mean metallicity of [Fe/H]=−2.5 and all of them (see also, Strader et al. 2003) have metallicities quite distinctly lower than the ma- Fig. 1 . The spatial distribution of Fornax dSph stars observed at high resolution (centrally concentrated black dots), overlaid on our photometric survey (small grey dots, from B06). The five globular clusters are also shown, as squares. The inner ellipse corresponds to the core radius, and the outer ellipse to the tidal radius. jority of the field stellar population, although Fornax field also host a low-level metal-poor tail extending down to −2.8 (B06).
The FLAMES multi-fibre spectrograph at the VLT has dramatically increased the efficiency with which spectroscopic observations can be made, by allowing more than 100 spectra to be obtained in one shot. However, the observations are of lower resolution (R ∼ 20000) than standard and with much a smaller wavelength coverage (typically a series of ∼300Å wide bands). This trade-off of large samples for lower resolution and less wavelength coverage has required the development of new automated data analysis procedures which will be described in this paper.
In this paper we present detailed chemical abundances for a large sample of 81 RGB stars in Fornax (30 times larger than S03), randomly selected on the upper RGB in the center of the galaxy. This allows us to quantify the detailed chemical evolution of this galaxy. Because we selected stars randomly, and in the central parts of the galaxy, we will see that the dominating population in our sample belongs to the peak of its star formation activity. In Sec. 2, we describe the sample selection, observations, reduction and basic measurements, in Sec. 3 we describe the abundance analysis method, in Sec. 4 we discuss the results, and in Sec. 5 we discuss the implications of our results. Figure 1 gives a spatial overview of the Fornax dSph galaxy. We highlight the stars observed in this high resolution FLAMES survey of individual stars in the central 25 region. The photometric selection of the targets is presented in Figure 2 . We selected bright RGB stars from the V ,I CMD (B06), to include a broad range of colour, and thus the entire age and metallicity range present. We could only select the brightest red giants to keep exposure times down to a reasonable level (see Table 1 ). In order to minimize the number of AGB stars in our sample, we cross-checked our list of potential targets with known carbon stars (kindly provided by Serge Demers). The low resolution spectroscopic survey of this field with FLAMES with the Ca II triplet setting (as part of B06) also helped to weed out as many as possible obvious foreground stars from our high resolution sample.
Observations and data reduction

Observations
FLAMES is a fibre-fed, multi-object instrument connected to GIRAFFE, a spectrograph which has a low (R = 6000 − 9000) and a high resolution (R = 17000 − 30 000) grating, covering a total wavelength range λλ3700 − 9000 Å broken up into 21 high-resolution (or 8 low-resolution) setups (Pasquini et al. 2002) . In its high-resolution mode, each wavelength section (setup) is ∼ 300 Å wide. For our purposes we used FLAMES/GIRAFFE with the high resolution setups HR10, HR13 and HR14. Table 1 summarizes the different setups and gives the exposure times. Note that the definition (resolution and wavelength coverage) of HR14 changed after October 10 th 2003, when the HR14 grating was up-graded from its engineering to operational version. HR14 was moved from order 9 to order 8 to match the new grating efficiency curve.
We used FLAMES/GIRAFFE in MEDUSA mode, which consists of up to 132 individual 1.2 arc-sec fibres, that can be placed independently on targets in the 25 diameter FLAMES field of view. We were able to place fibres on 107 stellar targets, and the rest were assigned to blank areas, for an accurate determination of the sky light.
We encountered two technical problems. First, during our first run, at the end of September 2003, one reference star turned out to have a previously unnoticed proper motion. As a consequence, a significant fraction of the flux has been lost due to bad centering of the fiber on the target. Second, GIRAFFE hosts a simultaneous calibration unit that provides 5 fibers evenly spread across the spectrograph entrance slit, that are illuminated by a ThAr lamp. They allow very high radial velocity accuracies. However, during the January 2004 run, these simultaneous calibration fibers have been seriously over-exposed, especially in setup HR14. As a consequence, the bright calibration light leaked on to our stellar spectra. Only a small fraction of our sample was affected. All contaminated lines were simply removed from our abundance analysis.
Reduction
We used the girBLDRS * (GIRAFFE Base-Line Data Reduction Software) pipeline written at the Observatory of Geneva by A. Blecha and G. Simond, to extract and calibrate our spectra. For the subtraction of the sky emission lines and continuum, we ran our own specially developed software written by M. Irwin (see Battaglia et al. (2008b) for details).
The heliocentric corrected multiple exposures of each setup were combined with the IRAF † task scombine, using a flux weighted average with median sigma clipping (for Fig. 3. Reduced spectra of star BL239, in each of the three GIRAFFE setups, HR10, HR13 and HR14, from top to bottom. The continuum fitted by DAOSPEC is also shown.
cosmic ray removal). This was done independently for each period (September and January), due to the change of grating. These two stacked spectra were finally combined in a flux weighted average. For the two HR14 set-ups with different resolution and wavelength coverage, we only used their overlapping section (∼ 6400 -6600 Å ). We convolved the higher resolution (old) HR14 spectra to the lower resolution HR14 one. Figure 3 provides an example of the extracted spectra of BL239 in the three HR setups. BL239, with V = 18.5 mag and S/N of 32 at 5500 Å 37 at 6200Å and 50 at 6500Å is typical of our stellar sample .
Radial velocity measurements (V rad )
In order to verify membership to Fornax, the radial velocity (V rad ) of each star has been measured independently in each setup (HR10, HR13 and HR14) and for each observing epoch (September and January), producing six independent measurements. These measurements were made with the girBLDRS routine giCrossC.py, cross-correlating the observed spectrum with a mask. We used a G2 spectraltype mask that although hotter than our targets, was found the most robust to yield the velocities of our metal-poor cool giants. Table A .1 lists the final V rad , calculated as the weighted average of the six velocities, with their associated error, corresponding to their standard deviation. We found no systematic difference between setups nor between epochs. However, 8 stars were found to have significantly different velocities between the September and January runs (> 3 km/s difference) and hence they were discarded from any further analysis, as they might be binary stars. Figure 4 shows the final distribution of V rad , and the central velocity together with the 3σ cut-offs defining stellar membership of Fornax dSph. Our criterion differs only slightly from the 2.5σ chosen in B06. Only one star in our sample is an obvious non member (BL109), with a negative V rad and was excluded from further analysis. The final mean heliocentric velocity (V rad ) of the stars identified as probable members is 55.9 km/s with a line of sight velocity dispersion σ = 14.2. The typical (median) error on the individual velocities measurement is 0.55 km/s (see Table A .1). Our results are very close to the values derived in B06 from a Ca II triplet measurements at lower resolution (V rad = 54.1 ± 0.5 km/s and σ = 11.4 ± 0.4 km/s for 2σ selection and σ = 13.7 ± 0.4 km/s for a 3σ selection).
Some of our stellar member candidates have been further discarded for various reasons such as noisy spectra or problem with stellar atmosphere model fitting (e.g., too large a dispersion in [Fe/H]).
Measuring the Equivalent Widths
The equivalent widths (EW ) of stellar absorption lines are classically measured individually by hand (e.g., using SPLOT in IRAF). The large data sets that FLAMES produces effectively requires the use of an automatic procedure. This has been developed as DAOSPEC * (Stetson & Pancino 2008) , a software tool that has been optimized for GIRAFFE HR spectra. DAOSPEC iteratively detects all lines in the stellar spectrum, fits gaussians of fixed FWHM (in km.s −1 ) on all detected features, subtracts them from the observed spectrum, fits a continuum over the entire residual spectrum and corrects for it, until the residuals reach a flat minimum. These iterations are meant to converge on the list of detected line, the FWHM of the lines, and the global continuum. Once convergence is achieved, DAOSPEC cross-correlates the list of detected lines with a user provided reference line list to obtain a radial velocity and line identification for its detections. For a thorough description of the algorithm and its performances, see Stetson & Pancino (2008) . The use of gaussian approximation of fixed FWHM ((in km.s −1 ) is fully justified in R=20000 resolution spectra where the instrumental profile dominates over the astrophysical broadening of spectral lines. The placement of the continuum is a critical step, as it influences the measurements of EW s. Since DAOSPEC was run independently on each of the three setups, the continuum levels in each setup were also independently determined. As a consequence, any problem in the continuum level determination would show up as a systematic difference in the abundances deduced from lines of a given element in the different setups. Figure 3 shows an example of the spectra for one star in our sample (BL239) in the 3 setups and together with the continuum placement.
To test for the reliability of DAOSPEC measured EW s, Figure 5 compares, for a given star, the equivalent widths measured on the UVES spectrum with SPLOT by S03 to our DAOSPEC measurements on the same UVES spectrum and, finally, to the EW s measured on the GIRAFFE spectrum. This exercise has been performed for two different stars, that we have in common with S03 (resolution R ∼ 43000 and ∆λ = 4800 -6800 Å). The mean difference between the measurements performed with SPLOT and DAOSPEC on the UVES spectra is minimal and is not increased by decreasing signal-to-noise (SNR), as can be judged from the left column of the figure. Conversely, as expected, the dispersion of the measurements increase with decreasing spectral quality, i.e. with decreasing SNR at the lower resolution of the GIRAFFE spectra. Nevertheless, we find that DAOSPEC can be used with confidence for EW 200 mÅẆe note that in the comparison of EWs measured from UVES and GIRAFFE spectra, the error is dominated by the GIRAFFE measurement, as expected from the lower SNR per Å of these spectra. For the two stars exemplified in the right column of Figure 5 , the corresponding SNR per Å are respectively: (UVES,GIRAFFE)=(231,118), (238,163),(198,119) for BL239-M25  in  H10,H13  and  H14 , and (UVES,GIRAFFE)=(175,103), (161,125),(186,135) for BL278-M21 in H10,H13 and H14.
We did not observe a fast rotating hot star, hence we were unable to directly correct our spectra for telluric absorption. Instead we removed from our abundance analysis the atomic lines that fell within one resolution element of a telluric line.
Fig. 5.
A comparison of the SPLOT and DAOSPEC EW measurements for GIRAFFE (right-hand side) and UVES (lefthand side) measurements of the same two stars in Fornax dSph, BL239 (top panels) and BL278 (bottom panels). The solid line shows perfect agreement between the two sets of measurements. As in S03, the dashed lines delineate an ±6 mÅ offset from this line, and the dotted lines represent a 10% error convolved with this 6 mÅ error. These lines are representative of the errors on SPLOT-based EW s. We indicate in each panel in the upper left-hand corner the mean difference between the UVES and GIRAFFE measurements (mean) and the standard deviation (std). The signal-to-noise ratios (SNR) as given by DAOSPEC for the UVES lower CCD (l, ∼4800-5800Å), and the upper UVES CCD (u, ∼5800-6800Å) or the three different orders of the GIRAFFE spectra are given in the bottom right-hand corner of each panel.
Abundance measurements
Stellar Models
The release of the spherical MARCS models * represents a major improvement in the modeling of stellar atmospheres (Gustafsson et al. 2003 (Gustafsson et al. , 2008 . Prior to this, most of the abundance analyses of RGB stars were based on the models of Gustafsson et al. (1975) , in plane-parallel approximation, meaning that radiative transfer were solved in only one depth variable, neglecting the curvature of the atmosphere. The new MARCS spherical models have been further expanded by B. Plez to cover the extreme range of parameters of our RGB sample, i.e., T eff < 4000 K, [Fe/H] ∼ −3.0 dex, and low gravities at all metallicities (B. Plez, private communication).
Due to their relative novelty, spherical models have not yet been widely adopted in the literature (however see Plez et al. (1992) and Plez (1992) ). A thorough comparison of the models with spherical and plane-parallel geometries has been conducted by Heiter & Eriksson (2006) . One of their main conclusions is that the structure of the spherical models is very different to the plane-parallel ones, and this leads to significantly different stellar abundances. However geometry has much less impact on line formation (spectral synthesis). The discrepancies between the fully spherical (s_s) and fully plane-parallel (p_p) models increase with temperature and decreasing gravity, reaching a maximum around 5000K after which they decrease slightly. More specifically, at T eff = 5000K, the difference in FeI abundances can reach 0.15 dex for log g = 1.0, and 0.25 dex for log g = 0.5, for equivalent widths of the order ∼120mÅ as encountered in Fornax. By comparison, at T eff = 4000K and log g = 1.0, the difference between (s_s) and (p_p) models does not exceed ∼0.02 dex. Following Heiter & Eriksson (2006) , we computed that a spherical model atmosphere combined with a plane-parallel calculation for the line formation (the socalled s_p case) leads to maximum abundance deviation of the order of 0.02-0.03 dex, for temperatures T eff around 4000K and log g ∼ 0.5 (typical of our sample). These differences are negligible in view of our measurement errors, therefore we have carried out our abundance analyses in the s_p framework, using the code CALRAI, first developed by Spite (1967) and continuously updated over the years.
The line list
The choice of a line list is a critical step of the abundance analyses. To be selected, the lines must have reliable gfvalues and be sufficiently isolated from other lines to be accurately measured at the resolution of the observations. Dealing with cool stars (the mean temperature of our sample is ∼4000K) impose to check for the presence of molecular lines which could contaminate the atomic ones, hence biasing the measurements. The main molecular contaminant in the wavelength domain and stellar parameters covered here is in fact CN, while TiO has been checked to be negligible: the strongest TiO features in our domain are around 6300Å, but although TiO does form in these cool atmospheres, it strongly decrease with both the gravity and metallicity, making it a negligible contaminant to neighboring atomic lines.
We started with the reference line list of S03, which was optimized for UVES and metal poor stars (−3.0 ≤ [Fe/H] ≤ −1.5), and adapted it to the higher average metallicity of our Fornax field stars and the smaller wavelength coverage of FLAMES. To do this we selected new lines from Gratton et al. (2003) , Hill et al. (2000) , and Zoccali et al. (2004) with gf -values on the same scale as S03. We checked for possible systematic differences in gf -values using a high resolution (R ≈ 120 000), high signal-to-noise, UVES spectrum of Arcturus † , from which we derived the abundances from all our lines. Finally, we removed lines with possible blends (molecular or atomic) at the resolution of GIRAFFE (R=20000), using synthetic spectra computed for our range of stellar parameters. The final line list is shown in Table A .4
Stellar parameters
We started with photometric estimates for log g and T eff , and set [Fe i/H]=−1.0 dex and v t = 2.1 km/s. We subsequently modified these initial values until a good fit to a model was obtained, as summarized in the following sections.
Photometric effective temperature (T eff )
Optical photometry (V , I) was available for the full sample (B06) and was complemented by infrared photometry (J, H, K) from Gullieuszik et al. 2007 , for 60% of our sample. We considered four different colours, V − I, V − J, V − H and V − K to estimate T eff , following the calibration of Ramírez & Meléndez (2005) , with a reddening law of (A(V )/E(B − V ) = 3.24) and an extinction E(B − V ) = 0.03 (Bersier 2000) .
The three Fornax stars in common with S03 were used to check the photometric temperature scale against excitation (as constrained from their UVES spectra). Namely, we determined, for these three stars, the spectroscopic effective temperature for which the iron abundance deduced for lines of various excitation potentials (χ ex ) was constant and showed no variation with χ ex . The T eff (V − I) were in perfect agreement with the spectroscopic T eff , while the temperatures derived from the IR colours, T eff (V − {J, H, K}), were slightly offset. This could be due to various effects, including a possible zero point on our WFI V and I photometry. Because of the agreement of the T eff (V − I) with the excitation temperature scale, we decided to shift the T eff (V − {J, H, K}) onto the T eff (V − I) scale by applying constant shifts of 87 K, 109 K and 99 K respectively for T eff (V − {J, H, K}). This procedure is equivalent to zero-pointing our photometry to make it agree with the excitation temperature scale. For a given star, the different T eff then agree within ± 50 K.
The colours predicted by the MARCS 2005 atmosphere models at different temperatures, gravities and metallicities were also compared to the temperature calibration of Ramírez & Meléndez (2005) , and found to agree well. This is comforting, since it means that the model atmospheres we used to deduce abundances also produce the correct colours for our stars. However we did notice that the T eff derived on the V − {I, J} colours are much more sensitive to the grav-ity of the model than V −{H, K}, an effect that is neglected in the calibrations of Ramírez & Meléndez (2005) and may account for some of the systematic differences between temperatures deduced from V − I and infrared colours.
Excitation temperatures were also examined for the whole sample, but found a relatively high uncertainty associated with the slope of measured iron abundance with the line χ ex when using GIRAFFE spectra. The median error associated with the slope measurement for the total sample (0.034 dex.eV−1) corresponds to a T eff uncertainty of +130/ − 250 K. We therefore decided to rely the photometric temperatures for the analysis. The relatively high T eff uncertainty of 200 K quoted in Table 2 reflects a conservative errorbar associated with the color temperature scale and photometric zero-point uncertainties.
The final T eff we used is the average of the four T eff , coming from the four photometric colours and they are presented in Table A .2.
Surface gravity (log g)
We used the photometric colours to estimate the surface gravity of the sample stars using the standard relation:
We adopted the distance modulus (M − m) V = 20.65 of (Bersier 2000) and the mass of the RGB stars was assumed to be 1.2 M , in agreement with the mean young age for are sample, around ∼ 2 − 5 Gyrs (Fig.17) . Because the sample also contain a small fraction of older stars of lower masses, we iterated the analysis for those stars by modifying the gravity using the corresponding isochrone mass, once the metallicity and age of the star had been determined.
The bolometric corrections were computed for each star using the calibration of Alonso et al. (1999) . The gravity had a minor effect on our abundances deduced from neutral ions: lowering log g by 0.5 dex decreases Fe i by ≈ 0.1 dex and Fe ii by ≈ 0.3 dex. We determined that it was preferable to use the same photometric log g scale for all stars rather than using the ionization balance of Fe, because our Fe ii abundances were deduced from too few and too weak lines to warrant a precise ionisation balance determination. This is illustrated in the bottom panels of figure 6 where the distribution of the errors on the mean Fe i and Fe ii are reported. Fe ii is clearly quite uncertain, with a median error of 0.13 dex, and extending up to 0.2dex or more. The corresponding uncertainty on log g determined from ionisation balance would be of 0.3 dex or more. The same holds true for Ti, for which the Ti II abundance was too uncertain (derived from 2-3 lines).
Microturbulent velocity (v t )
The v t was corrected until the slope measured between [Fe i/H] and EW (slope W ) was zero (within its 1σ error). We took advantage of the linearity (and symmetry) of v t on slope W in order to converge rapidly, applying the linear relation between the slope W and the v t empirically measured to be δv t = δ slope W /0.0055. The median uncertainty 
Precision and error estimates
DAOSPEC provides an error estimate, δEW , for each measured EW (see description of the δEW measurements in Stetson & Pancino 2008) . We propagated this EW uncertainty throughout the abundance determination process, thus providing for each line the abundance uncertainty corresponding to EW ± δEW . The abundance uncertainty need not be symmetric (and in general it is not), so the largest of the two (upper and lower) uncertainties was adopted as our DAOSPEC abundance error, δ DAO . We also considered the abundance dispersion around the mean ( σ(X) (N X ) ) for the element X for which N X lines could be measured (when N X > 3), which provides an estimate of error including both the EW mesurement and gf -values uncertainties. Finally, to avoid biased estimates of the abundance dispersion due to small number statistics, we also considered the dispersion in Fe i abundances as a lower limit for the expected abundance dispersion around the mean of any element, leading to an error estimate of σ(Fe I) (N X ) . For the final error on each [X/H], we adopted the maximum of these three values:
The error on the abundance ratios, [X/Fe] was calculated as the quadratic sum of the errors on [X/H] and [Fe/H] . This conservative estimate includes all sources of error due to the measurements, and will be used throughout the figures and discussions of Sect. 4 and 5. The uncertainties caused by our choice of stellar parameters were estimated by varying the stellar parameters of each star by their uncertainties, and comparing the abundances computed with these modified parameters to the nominal abundance. Those errors, averaged over our sample and combined quadratically, are presented in Table 2 . Note that combining those errors quadratically explicitely ignores covariances between parameters, and is therefore an upper limit for the total error (see e.g. McWilliam et al. 1995; Johnson 2002 ). Table 2 . Errors due to uncertainties in stellar parameters. 
Hyperfine splitting correction
Ignoring the hyperfine structure (HFS) of a line can lead to overestimate the abundance of the element responsible for this line, as HFS acts to desaturate lines that are above the linear part of the curve of growth. Given our large sample size, instead of computing all lines one by one including HFS, we defined a generic HFS correction per line to be applied to the abundance deduced without HFS from the EW of each line. We found that, for the range of stellar parameters and abundances of our sample, this correction depends predominantly on the EW s, and very little on any other parameter. As an example, Figure 7 displays the HFS correction for Eu (λ = 6645.1 Å). Similar corrections were derived for the La (λ = 6320.4 Å) line and applied to the sample. 
Systematics
Since the present work uses new automatic procedures, new stellar atmosphere models and a new line list adapted to the resolution and wavelength range of GIRAFFE, it is important to estimate possible systematic errors that these changes would trigger. Our sample includes the 3 stars observed by S03 with UVES that were analyzed in a classical high resolution scheme. We ran checks in 5 steps each tackling a specific ingredient of the analysis presented in this paper. At each step, we re-determined the stellar parameters providing the best fit model. The results are listed in Table 3 .
We carried out 5 different analyses, as follows:
-Check 1, basic sanity check: we reproduce the original abundance analysis of S03, starting from the UVES spectra, using the S03 line list, measuring the EW s with splot and working with the plane-parallel models of Gustafsson et al. (1975) . -Check 2, the influence of the geometry: the same setup as in Check 1, except the plane-parallel models are replaced by the spherical MARCS models. -Check 3, the influence of the line list and wavelength coverage: the same set-up as in Check 2, except (a) the original line list was replaced by the one used in this work; (b) we restricted the analysis to the wavelength coverage of the FLAMES HR 10, 13 and 14 setups. -Check 4, the influence of the automatic measurement of EW s: the same set-up as in Check 3, except the EW s are measured automatically with DAOSPEC instead of manually with splot. -Check 5, the influence of the spectral resolution: the same set-up as in Check 4, except the EW s are now taken from the new GIRAFFE spectra instead of the S03 UVES spectra, and so the spectral resolution is reduced by a factor of two, from R 40 000 to R 20 000. difference of +0.4 dex). This effect is due to the fact that historically the S03 line list was optimized for metal-poor stars and hence lacks weak lines. This is appropriate for BL266. In the case of BL278, since this star was obviously more metal-rich, S03 were naturally required to add weak lines to their line list. Conversely, BL239 falls between these two regimes and no weak lines were added. This had the effect of driving the micro-turbulence velocities to artificially high values, and thus biasing metallicities towards lower values. There are several differences between the Gustafsson et al. (1975) and Gustafsson et al. (2008) models. The two most important are the different geometry used (planeparallel versus spherical) and the physics involved in the opacities. Abundances calculated with these two methods are similar, most of the time within the error bars. As discussed in Sec.3.1, the effect of geometry alone is expected to account for up to ∼0.05 dex and can be partially responsible for the difference in abundance between the triangles and inverted triangles symbols of Figure 8 .
The effects of using different line lists can be seen in Figure 8 comparing the triangles and the diamonds. This is usually the largest source of differences, showing the importance of having a common line list for comparing abundance results. The method used to measure the EW s also affects the abundance results but only by a small amount, and in most cases well within the errors. This can be seen by comparing circles and diamonds in Figure 8 . This check reinforces our confidence in using the automatic DAOSPEC EW measurement code, allowing us to go from hand-measurement to a much faster automated processing.
Finally, comparing UVES and GIRAFFE results shows that even with a loss of a factor two in resolution and a factor three in wavelength coverage, it is possible to determine accurate abundances. By comparing the empty circles to the solid dots in Figure 8 , it is clear that not only [Fe/H] but also most of the abundance ratios are identical within the errors.
Results
We were able to determine detailed abundances for 81 stars from our original sample of 107 FLAMES spectra. Their atmospheric parameters are presented in Table A .3. The EW s are listed in Table A .4. Finally, all abundance ratios are given in Table A .5. In the following, the solar abundances of Anders & Grevesse (1989) are adopted, with the exception of Ti, Fe and La (Grevesse & Sauval 1998) . Figure 9 compares our FLAMES HR [Fe/H] distribution to the FLAMES LR [Fe/H] distribution derived by B06, using low resolution (R = 6500) Ca II triplet measurements . The overlap between the two samples have allowed (Battaglia et al. 2008a) Although our field contains one of the Fornax globular clusters, Cluster 4 (Hodge 1961), we don't seem to have selected any of its stars. Cluster 4 is moderately metal poor, [Fe/H]∼ −1.5 (e.g., Strader et al. 2003) . Letarte et al. (2006) suggested that the metallicity scale of Strader et al. (2003) The single truly metal-poor star in our sample, BL085 at [Fe/H] = −2.58, is not located near Cluster 4 and should thus be representative of the oldest and most metal-poor field population in Fornax. However, the V rad for this star places it at the very edge of our membership boundary, and in the slightly more strict membership criteria of B06 it is considered a non-member. We did not consider this a reason to exclude it from our analysis, but care should be taken in attributing it too definitively to Fornax.
Iron abundance
Alpha Elements
The α elements are predominantly produced by high mass, (> 8M ) short lifetime Type II supernovae explosions (SNe II). [α/Fe] is thus a way of tracing the relative contribution of SN II and SN Ia products that were available when the stars formed (e.g., Gilmore & Wyse 1991 Figure 10 . For comparison, we also present high resolution abundances of 9 stars in 3 Fornax globular clusters (Letarte et al. 2006) , and a compilation of Milky Way halo, thick and thin disk stars (Venn et al. 2004) , as well as eight peculiar halo stars (Nissen & Schuster 1997, hereafter NS97) . These eight stars from NS97 have unusual kinematics and orbital parameters, including a large maximum distance from the Galactic centre (R max ) and a large distance from the Galactic plane (z max ). They were also found to display low [α/Fe] Shetrone (2004) . Venn et al. (2004) hypothesized that it was due to different nucleosynthetic origins (Mg and Si form through hydrostatic C and O burning in the cores of massive stars, whereas some isotopes of Ca and Ti form in the α-process). Fulbright et al. (2007) have also seen this effect in the galactic bulge, where the evidence for fast chemical enrichment clearly favours massive stars for the main contributors to these elements. Another possibility in Fornax where SNe Ia have clearly have time to contribute strongly the chemical enrichment, is provided by the sensitivity of the SNe Ia ejecta to the metallicity of their progenitors (Timmes et al. 2003; Röpke et al. 2006) . As we will see in Section 4.3 it applies to Ni, but it could also affect the intermediate mass elements. SNe Ia are thought to produce little Mg, while they are able to produce significant amounts of Ca and Ti : for example, the ratio of Ca/Fe is only a factor four larger in a SNe II of 50M odot than in a SNe Ia (Tsujimoto et al. 1995) , and the total mass of Ca produced is actually larger in the latter. Röpke et al. (2006) show that for a SNe Ia progenitor metallicity [Z/Z ] lowered from 0. to −0.5, the production of some Ca and Ti isotopes can diminish by a factor ∼ 3. Hence, if a large fraction of Ca and Ti are produced in SNe Ia in Fornax, the low [Ca/Fe] and [Ti/Fe] could then be a consequence of the low metallicity of their progenitors compared to the Milky Way.
These are however still conjectures which require a few words of caution. Figure 11 We would prefer to determine the Ti abundance using Ti ii lines, however the number of available lines (∼ 2 − 3) is small, and smaller than the number of Ti i lines (∼ 8−9), as reflected in the larger error bars. Therefore, as [Ti I/Fe] is statistically more reliable, the abundance of titanium is calculated as the average of results from the Ti i lines. This leaves some, quite large, uncertainty as to the true value of [Ti/Fe], although we also point out in Figure 11 that [Ti ii/Fe ii] agrees reasonably well with [Ti i/Fe i] albeit with a large dispersion, lending strength to a low [Ti/Fe] ratio. CaI could be similarly affected, although we have no way to check.
Of the two O lines available in our wavelength range the most reliable one at 6300 Å is not suitable, as the typical V rad of the Fornax stars means that this matches a telluric absorption line rendering it unusable for most of our stars. The second line is weak at the limit of detection with DAOSPEC at this resolution. The continuum in its immediate vicinity is also not well defined, because it is blended with CN lines and Ca i auto ionisation features. Thus the EW s seem to be frequently over estimated by DAOSPEC. For all these reasons, we have decided not to include the O abundances.
Iron peak elements
According to nucleosynthetic predictions, iron peak elements like Iron (Fe), Chromium (Cr), and Nickel (Ni) are believed to be formed predominantly from explosive nucleosynthesis in SN Ia (Iwamoto et al. 1999; Travaglio et al. 2005) . In Figure 12 It is interesting to note that our most metal poor Fornax star, BL085([Fe/H]=−2.58), has a significantly higher [Ni/Fe] value than the other Fornax field stars, and is comparable to MW halo stars and Fornax GC stars. However, at this low metallicity, we only detect 4 Ni lines (instead of 15, as for the more metal rich stars), leading to a much larger error bar than the average shown in the bottom right hand corner of the plot ( see Table A .5). (Pompéia et al. 2008 ). This effect is even stronger in the Sagittarius dSph where the iron-peak elements all exhibit sub-solar ratios for stars with [Fe/H]> −1.5 (Sbordone et al. 2007 ). Nissen & Schuster (2009) (Travaglio et al. 2005) . The different behaviour seen in Fornax and the NS97 stars from the Galactic trend is an indication that the production factors for each iron-peak element is not the same and depends upon the evolutionary history of the parent population. For example, it is possible that SNe Ia Ni yields are linearly dependent on the original metallicity of the white dwarf progenitor (Timmes et al. 2003; Travaglio et al. 2005) .
This under-abundance of Ni (and Cr) was not observed by Shetrone et al. 2003 , for the three stars we have in common. We attribute this difference to a combination of systematic effects, where the most important one is the use of a different line list. See section 3.6 and Figure 8 for more details on systematic effects in abundance determinations.
The Na-Ni relationship
As mentioned in section 4.3, Ni is assumed to originate predominantly from SNe Ia. However, the production of Ni might also be linked to the production of Na in SNe II (Thielemann et al. 1990; Timmes et al. 1995) . The amount of Na produced is controlled by the neutron excess, where 23 Na is the only stable neutron-rich isotope produced in significant quantity during the C and O burning stage. During the SNe II explosions, the elements are photo-dissociated into protons and neutrons, further recombining to form 56 Ni, which in turn β decays into 56 Fe, the dominant isotope of iron.
54 Fe and/or 58 Ni can also be produced at this stage, depending on the abundance of neutron-rich elements (e.g. 23 Na). The amount of 54 Fe made is small compared to the total yield of iron (which is dominated by 56 Fe production), but this is the main source of 58 Ni, the stable isotope of nickel (Clayton 1983) .
In summary, the production of Ni depends on the neutron excess and the neutron excess will depend primarily on the amount of 23 Na previously produced. Hence, a NaNi correlation is expected when the chemical enrichment is dominated by SNe II. The advent of the SNe Ia explosions can break (or flatten) this relationship, as Ni is produced without Na in the standard model of SNe Ia (e.g., Iwamoto et al. 1999) .
We have restricted the metallicity range of Figure 13 to −1.5 < [Fe/H] < −0.5, corresponding to the region in which the Na-Ni relation can be seen in Fornax. The region covered by our sample of Fornax stars extend the relation known for the MW to lower [Na/Fe] and [Ni/Fe] values with a similar slope. In SNe II, the dominant source of Ni is independent of the dominant source of Fe. Consequently, low [Ni/Fe] is possible at low metallicities, before the SNe Ia contribute to the ISM chemical patterns. If the first SNe II in Fornax were not neutron rich, then there would be a lack of Na (and therefore also Ni) production. The next generations of stars could carry this signature, even at higher metallicity. The fact that we still see the SNII signature of the correlation between Na and Ni in our sample of Fornax stars, means that the slope of the relation is not diminished due to the subsequent addition of large amounts of Ni. This is consistent with our previous discussion suggesting that low SNe Ia Ni yields are due to lower metallicity progenitors in dSph compared to the Milky Way.
Heavy elements
Heavy elements (Z > 30) are neutron capture elements. One distinguishes the s-process (or slow process) and the rprocess (rapid process), with respect to the neutron-capture time-scales. The s-process is believed to predominantly take place relatively low mass stars (2 − 4M ). The r-process by contrast requires more extreme conditions, for example the very high temperatures and neutron densities found in SNe II explosions. Figure 16 , where Ba is compared to Eu, a 97% r-process dominated element in the sun (Kappeler et al. 1989; Travaglio et al. 1999) . There are three s-peaks of very small neutron capture cross sections resulting in large s-process abundances. The first one corresponds to Sr, Y, Zr, the second one corresponds to Ba, La, Ce, Pr, Nd and the third one terminates the s-process involving Pb (Clayton et al. 1961; Seeger et al. 1965 ). Travaglio et al. 2004 have shown that the s-process production in AGB stars is strongly dependent on [Fe/H]. At solar metallicity, AGB stars produce large amounts of sprocess elements from the first peak. At lower [Fe/H], more neutrons per Fe seed are available, thus bypassing the first peak and progressively feeding elements in the second neutron magic number peak.
Tracing the s-process and r -process contribution
As a consequence, the high [Ba/Y] could be explained if Fornax has a larger contribution from metal poor AGB stars compared to the MW, favouring the creation of heavier s-process elements. (2000) and Reddy et al. (2003 Reddy et al. ( , 2006 . 
Discussion
Ages
Having measured the abundances for our sample of 81 Fornax RGB stars we can now use isochrones of the appropriate metallicities and α-element content to determine their ages. Following B06, we base our analysis on our ESO/MPG/2.2m WFI V and I photometry and on the isochrones of Yi et al. (2001) and Kim et al. (2002) .
In Figure 17 , we combine the results of this work with Ca II triplet measurements (B06) of a larger data set to derive a global age-metallicity relation for the Fornax dSph. There is a very nice match between B06 and the present work. It also stands out clearly that the majority of the stars we observed here at high spectroscopic resolution in the center of Fornax have ages between 1.5 and 2 (±1) Gyr old. We note however, all these ages have been derived from solar-scaled chemical composition isochrones. The inclusion of alpha-enhancement effects has been shown to reduce stellar ages by ∼ 1 -1.5 Gyr if one takes [α/Fe]=0.3 instead of [α/Fe]=0.0 (Kim et al. 2002) . If this behaviour extrapolates to low [α/Fe], the true ages of our sample stars might be slightly higher, between 1 and 4 Gyr old. In any case, it can be appreciated that this central sample of stars mostly probes the population born in the most recent and most intense star formation episode in the history of Fornax, although it also bears the imprints of the full chemical evolution of the galaxy. Coleman & de Jong (2008) present deep photometry over the full surface of Fornax and provide age-metallicty relations at different galactocentric distances. The results of this study agree qualitatively with our results: the youngest stellar population is the most centrally concentrated and the most metal-rich. However, going into finer details, our spread in metallicity is nearly twice as large as in Coleman & de Jong (2008) , which also seems to suffer from a systematic shift in [Fe/H] of ∼0.5 dex. These discrepancies can be attributed to the different techniques of analyses. In particular, Coleman & de Jong (2008) use the solar-scaled isochrones of Girardi et al. (2002) . It is not clear how under solar α-element abundances, as revealed in the present study, would affect the colors of the isochrones. If we extrapolate the effects of passing from α over-abundance to solar-scaled models, for which the colors get redder due to higher mean opacity, Coleman & de Jong (2008) might have compensated for the effect of α-element under-abundance by increasing their overall metallicity. Figure 18 compares the α-element, [Mg/Fe] , distribution in the central region of Fornax dSph, with the results of a similar FLAMES study of the Sculptor dSph (89 stars, Hill et al., in prep, Tolstoy et al. 2009 ), the Milky Way (Venn et al. 2004) , the Sgr dSph (Sbordone et al. 2007; Monaco et al. 2005; Bonifacio et al. 2004) and Carina (Koch et al. 2008) Sculptor is to date the only dSph galaxy with a statistically significant number of stars observed with high [Mg/Fe] Shetrone et al. (2009) for the LeoII dSph from lower resolution spectroscopy). The metallicity at which [Mg/Fe] starts to decrease (sometimes called "the knee"), as a consequence of the onset of the SNe Ia explosions, depends on the specific star formation history of each galaxy, and in particular on its efficiency (e.g., Tinsley 1979) . The Sculptor dSph is currently the only system for which we can identify this point ([Fe/H]=−1.8) with any accuracy. Intriguingly this is roughly the same metallicity which defines the break between two distinct kinematic and spatial components in Sculptor (Tolstoy et al. 2004; Battaglia et al. 2008a) .
Chemical Evolution
All four dSphs in Figure 18 clearly have lower star formation efficiency than the Milky Way, because SNe Ia start to explode at [Fe/H] << −0.8, which is at much lower values than the "knee" of the MW. It is interesting to see how Sculptor, Fornax and Sagittarius form a sequence increasing "knee" metallicity position, reflecting increasing strength and duration of star formation periods that also lead to higher mean metallicities. This is also reflected in the metallicity luminosity relation observed for dSph galaxies (e.g. Mateo 1998; Kirby et al. 2008) . The "knee" position in the low luminosity Draco may be as low as ([Fe/H]≤ −2.5) (Cohen & Huang 2009 ).
The [Mg/Fe] values for all dSph also reach lower values than in the Milky Way, as predicted by chemical evolution models (Lanfranchi & Matteucci 2004; Revaz et al. 2009 ). This is a consequence of the absence of a balance between SNe Ia ejecta and on-going star formation.
These three galaxies also exhibit a very small dispersion in [Mg/Fe] at a given [Fe/H] , and what there is comes mostly, if not all, from the measurement errors. Conversely, Carina seems to shows hints of a larger dispersion in [Mg/Fe] (Koch et al. 2008) , which is presumably the result of an highly episodic star formation history (SmeckerHane et al. 1996; Hurley-Keller et al. 1998) . Long periods of quiescence between the star formation events can translate into scattered abundance ratios (Matteucci & Brocato 1990; Gilmore & Wyse 1991) . Revaz et al. (2009) predict that low mass systems (initial baryonic + dark matter mass < 3×10
8 M , such as Carina, can have episodic bursts of star formation, as a consequence of their long gas cooling time. Also additional factors may play a role in shaping the star formation history of galaxies of similar masses, such as the environment (galaxy orbit around the Milky-Way for example). Figure 19 extends the comparison of Fornax with other dSph galaxies to the case of the neutron capture elements. It supports different sites and relative contributions for the production of α-and r-process elements. If Eu and α-elements were synthesized in the same sites, the ratio of [Eu/α] would stay constant and identical in all galaxies, which it clearly does not. This is not the first evidence for a decoupling of the production of α and r-process elements : it is already well known among the very metal-poor stars of the Milky Way. Sneden et al. (2008) McWilliam et al. 1995; Fulbright 2002; Cayrel et al. 2004; Cohen et al. 2004; Barklem et al. 2005; François et al. 2007 ). Not only does this indicate that the production of r-process elements was rare while there was profusion of α-elements in the Milky Way at early times, but this also points towards a different mass range of progenitor.
Nucleosynthesis
Several scenarios have been proposed for the origin of the r-process elements, including high entropy neutrino winds (e.g. Woosley et al. 1994; Farouqi et al. 2009 ) and prompt supernova explosions of 8-10M progenitors (e.g. Wanajo et al. 2003) . This latter scenario is characterized by a lack of α elements and only a small amount of ironpeak nuclei. Whilst the exact low mass boundaries vary, the origin of α and r-process elements in respectively massive and light SNeII reach broad agreement in reproducing Milky Way halo metal-poor stars (e.g., Mathews et al. 1992; Travaglio et al. 1999; Cescutti et al. 2006; Qian & Wasserburg 2007) , including the downturn in the secondpeak r-process at the very lowest metallicities (François et al. 2007; Andrievsky et al. 2009 ).
The dSph galaxies assembled here provide another perspective on the origin of Eu. Indeed, it is noteworthy that the two galaxies which have distinctively high [Eu/α], overabundant by +0.7 and +0.5 dex compared to the Milky Way, also reveal a significant influence of AGB winds in their chemical evolution. [Ba/Fe] is in general extremely high in most of our sample of Fornax stars, and this is also true for Sgr as well as the LMC (Pompéia et al. 2008) . Interestingly, Sgr and Fnx dSphs are also the most massive dSphs in the Local Group, reaching the highest metallicities of their family of galactic systems and are the only ones to possess globular clusters, implying that higher mass galaxies in the vicinity of the Milky Way are better able to hold on to their gas, allowing them to reach this evolutionary stage where AGB contribute significantly to the enrichment. Given this strong influence of the s-process in Fornax, one may question whether the s-process can participate a significant fraction of the Eu production in this galaxy. for the investigation of Fornax at [Fe/H]≥ −1 where the s-process begins to dominate. The effective s-process component integrates successive generations of AGB stars according to the chemical evolution of the galactic system which is considered, hence mixing the products of different AGB yields, themselves functions of the initial metallicity, stellar mass, 13C pocket efficiency, and other physical properties (Travaglio et al. 2004 McWilliam & Smecker-Hane (2005) in the case of the Sgr dSph, we find that a continuous enrichment by 90% s-process and 10% r-process as defined in the solar neighborhood (Simmerer et al. 2004 ) and starting at [Ba/H]∼ −0.8 and [Ba/Eu]∼ −0.3 reproduces the observed trend between Ba and Eu. This is equivalent to considering that, from [Fe/H]=−1 on, the nucleosynthesis in AGBs is responsible for 90% of the neutron-capture elements via the s-process and only 10% is contributed by the r-process. Still, the exact r-process and s-process fractions depend on the prescriptions for AGB yields which are considered. Recently, Cristallo et al. (2009) A refined and more detailed chemical evolution modeling is mandatory to evaluate whether a range in AGB metallicities (rather than a single one as investigated here) is necessary to reproduce Fornax properties.
Conclusions
Thanks to the multi-fibre capability of FLAMES we have been able to make detailed abundance measurements of 14 elements for a sample of 81 individual RGB stars in the central 25 of Fornax. This is a significant, even dramatic, improvement on the previous UVES sample of 3 individual field stars Shetrone et al. (2003) . We use new automatic procedures to measure absorption line equivalent widths, new spherical stellar atmosphere models and new line list, all adapted to the resolution and wavelength coverage of GIRAFFE. Our thorough investigation of the potential systematic errors firmly demonstrate that our abundances are accurate. We summarize below the most important results of this work:
• Although our sample was randomly chosen from the entire breadth of the RGB (see Figure 2) , it is dominated by a relatively young (1 to 4 Gyr) and metal rich (−1.5 <[Fe/H] < −0.5) stars .
• These stars are significantly underabundant in [α/Fe] with respect to the Milky-Way. We observe a slightly different behaviour among the α-elements such that the underabundance of Ti and Ca is more pronounced than that of Mg and Si. Either these two groups of elements have different nucleosynthetis, or a large fraction of both Ca and Ti is produced in low metallicity SNIa. However, we cannot discard the possiblity that non-LTE effects have caused these differential trends.
• The dispersion in [α/Fe], and also other abundance ratios, is found to be very small, essentially within the measurement errors, which is similar to what is seen in Sculptor and Sagittarius dSph and also the Milky Way halo.
• Our sample includes one star, at [Fe/H]=−2.5, which contains above solar values of α-elements, equivalent to a Galactic halo star at the same [Fe/H] . This and a few similar stars already found in Sculptor, Carina, and Sagittarius dSph galaxies suggest that an old stellar population with above solar α-element abundances is a common feature in all galaxies.
• [Ni/Fe] and [Cr/Fe] are typically sub-solar in our sample. The different behaviour seen in Fornax stars compared to the Galactic trend suggests that the iron-peak elements are sensitive to the evolutionary history of the parent galaxy and in particular the low SNe Ia yields are due to the excess of low metallicity progenitors in dSph galaxies. This hypothesis is also supported by the Na-Ni relationship in Fornax, which extends the relation found in the Milky Way to lower [Na/Fe] and [Ni/Fe].
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