Introduction
[2] A key challenge to understand the global carbon cycle and its functioning within the global climate system is the need to reduce the uncertainties in how much carbon is stored in, sequestered by, and released from Earth' forest ecosystems. Remote sensing of forest biomass, which is directly correlated with carbon stored in forests, holds one of the keys to address this challenge at the global scale.
[3] Since biomass is a three-dimensional metric, the accurate estimation of which requires biophysical measures, and therefore remote sensors, that capture both the horizontal (e.g., canopy density/cover) and vertical (e.g., canopy height) structural character of the vegetation [Mette et al., 2002 [Mette et al., , 2003 [Mette et al., , 2004 Treuhaft et al., 2004] , fusion approaches which exploit the strength of each remote sensing technology need to be developed.
[4] Several newer approaches have been presented in the past for the provision of aboveground biomass estimates based on the range of available remote sensing technologies including passive optical [Baccini et al., 2008; Blackard et al., 2008; Dong et al., 2003; Mette et al., 2002; Myneni et al., 2001] , radar [Dobson et al., 1992; Ranson et al., 1997] , lidar [Drake et al., 2002; Hyde et al., 2005; Lefsky et al., 1999a Lefsky et al., , 1999b , or in combination [Moghaddam et al., 2002; Saatchi et al., 2007; Simard et al., 2006] .
[5] For example, in the last 15 years, both lidar and radar technology have been demonstrated to be sensitive to the vertical structure of vegetation [Anderson et al., 2006; Dobson et al., 1992 Dobson et al., , 1995 Drake et al., 2002; Dubayah and Drake, 2000; Kasischke et al., 1997; Kellndorfer et al., 2004a; Mette et al., 2002; Treuhaft et al., 1996; Walker et al., 2007a] , while the science of acquiring remotely sensed estimates of horizontal vegetation structure has matured now considerably over the past 25 years.
[6] Medium footprint airborne lidar data from the NASA LVIS system have been used to retrieve forest height and biomass in various ecological settings [Anderson et al., 2006; Drake et al., 2002; Hofton et al., 2002] , providing map-like products.
[7] While airborne lidar systems provide the opportunity to generate images, this is not the case for spaceborne lidar systems. Spaceborne lidar such as flown on the ICESat missions and planned for the DESDynI mission provide an extensive network of point samples (footprints) which will provide accurate metrics of vertical vegetation structure, for example a direct measurement of vegetation height.
[8] Both spaceborne and airborne radar systems, on the other hand, provide measurements of vegetation structural relevance in imaging mode, and thus provide spatially contiguous metrics which can be related via empirical models to vegetation height and biomass. While many excellent theoretical scattering models have been developed to understand and characterize radar signals with respect to their vegetation characteristics [Freeman and Durden, 1998; McDonald et al., 1990; Ulaby et al., 1987] , any successful estimation from semiempirical or fully empirical estimation models of vegetation structural parameters like height or biomass are dependent on well calibrated reference data sets. Traditionally these reference data sets are collected in the field. However, with the advances of lidar remote sensing it seems now feasible that vegetation height in particular could be derived from a purely remote sensingbased approach, where lidar data can be used to calibrate models with predictor variables extracted from optical and radar imaging systems to capture both horizontal and vertical characteristics of vegetation. The advantage of including optical and radar data in a modeling framework to predict vegetation height lies in the complimentary nature of these data.
[9] This paper explores an approach where interferometric radar data from the Shuttle Radar Topography Mission (SRTM) are combined with Landsat data acquired within the framework of the generation of the National Land Cover Database (NLCD 2001) . We present a multisensor fusion approach which combines LVIS with SRTM, Landsat, and ancillary data sets to predict stand-level vegetation height at the regional scale. A statistical prediction model is developed in a region covered by an LVIS datatake in 2003, and subsequently applied to a much larger region encompassing the Chesapeake Bay area. This purely remote sensing data based model, and the subsequently developed map of vegetation height is evaluated with field data sampled at plot locations of the U.S. Department of Agriculture Forest Service Forest Inventory and Analysis (FIA) program.
[10] The methodological approach presented in this paper builds on concepts to harness statistical fusion techniques stemming from the Machine Learning community for remote sensing data mining purposes [Breiman et al., 1984; Breiman, 2001; Lawrence et al., 2006; Walker et al., 2007a Walker et al., , 2007b . Furthermore, the approach presented here is based on model development to predict vegetation height at the stand level rather then at the pixel level of image data. Developing methods applicable at the stand level have several advantages. First, field measurements are generally considered statistically more stable at the stand scale rather than at the individual plot scale. Second in particular in the case of radar imaging, pixels grouped in segments which represent relative homogeneous areas of forest horizontal and vertical structure allow for the reduction of uncertainties based on speckle noise.
[11] The target area for this study was the Chesapeake Bay area in the eastern United States and coincides with one mapping zone (60) of 66 mapping zones in the conterminous U.S. used for the production of several national-scale data sets, i.e., NLCD2001 (http://landcover.gov), Landfire (http://landfire.gov), and the National Biomass and Carbon Data set (http://whrc.org/nbcd).
Mapping Zone 60 Description
[12] The test region for this study, ''Mapping Zone 60'' (MZ60) spans 111,000 km 2 including portions of the Atlantic Coastal Pine Barrens, the Middle Atlantic Coastal Plain, and the Northern Piedmont in southern New Jersey, southeastern Pennsylvania, eastern Maryland, eastern Virginia, and northeastern North Carolina as well as the entirety of Delaware and the District of Columbia (Figure 1 ). The zone consists of low-elevation flat plains along the Atlantic seaboard to the east, transitioning into low rounded hills, irregular plains, and open valleys to the west. Elevations within the zone range from sea level (0 m) to just over 700 m. Approximately 40% of the zone is forested with pine (e.g., loblolly (Pinus taeda) and pitch (Pinus rigida) pine), pine-oak, and oak-gum communities dominating.
Data Acquisition and Preprocessing
[13] A prerequisite to the construction of a multivariate empirical model relating the response variable, i.e., LVISbased canopy height (CH), to a suite of predictor variables, e.g., derived from remotely sensed and ancillary data, is the compilation of a model development database (MDDB) (Figure 2 ). The following sections describe the various response-and predictor-variable inputs used in compiling this database.
InSAR Scattering Phase Center Height From SRTM and NED Data
[14] A detailed description of both the SRTM and NED digital elevation models used in this study is provided by Kellndorfer et al. [2004b] . The SRTM C band and NED DEMs for MZ60 were acquired from the United States Geological Survey (USGS) National Map Seamless Server (seamless.usgs.gov) in the form of several individual raster image tiles. Tiles from each data set were mosaiced and an SRTM minus NED difference (SRTMDIFF) image was calculated (Figure 3) . The difference image provides an estimate of the interferometric ''scattering phase center height'' (h spc ), which has been shown to correlate highly with the amount and type of vegetation present [Brown, 2003; Brown and Sarabandi, 2003; Kellndorfer et al., 2004b; Kobayashi et al., 2000; Saich et al., 2001; Walker et al., 2007a Walker et al., , 2007b . Topographic slope (SLP) and aspect (ASP) layers were also generated from the NED DEM.
NLCD 2001 and Landsat ETM+ Data
[15] A detailed summary of the National Land Cover Database (NLCD) 2001 data-layer production methods is presented by Huang et al. [2001] and Homer et al. [2004] . NLCD 2001 data were acquired from the MultiResolution Land Characteristics Consortium (MRLC) Multizone Download Site (www.mrlc.gov/nlcd_multizone_map.php) and included layers of land cover (LC) and canopy density (CD). The LC layer consists of 17 classes that generally approximate the thematic detail represented in the Level II classification of Anderson et al. [2006] . Developed independently of the LC layer, the CD layer depicts the spatial distribution of tree canopy density (trees ! 5 m tall) as a continuous variable with values ranging from 1 to 100 percent [Huang et al., 2001] .
[16] The NLCD 2001 data layers were produced using three-season (spring, leaf off, and leaf on) Landsat ETM+ imagery processed using the Tasseled Cap (TC) transformation. The resulting TC brightness, greenness, and wetness layers for zone 60 were acquired for each of the three seasons from the USGS EROS Data Center (C. Homer, personal communication, 2009 [Blair et al., 1999] . The full-waveform, largefootprint (nominally 12 m) lidar data were acquired from an altitude of 5.5 km during three flights at nighttime under clear skies. LVIS Ground Elevation (LGE) and LVIS Canopy Top Elevation (LCE) data were downloaded from the Goddard Space Flight Center's LVIS website (lvis.gsfc. nasa.gov [Blair et al., 2006] ). The rh100 (i.e., the height (m) relative to the ground at which 100% of the waveform energy occurs) field contained in the LGE file was used as the footprint-level estimate of LVIS CH.
Forest Inventory Data
[18] The monitoring component of the USDA Forest Service -Forest Inventory and Analysis (FIA) program consists of a systematic sample across all public and private lands in the U.S. In the late 1990s, the FIA program adopted a common field plot design consisting of four 1/24th acre fixed-radius (24.0 ft/7.3 m) subplots [FIA, 2004] . Field plots are distributed across the landscape with approximately one sample (FIA plot) every 6,000 acres (%2,428 ha). Each plot (i.e., an assemblage of four subplots) is required to have forest stocking of at least 10% within a 1 acre (0.4 ha) neighborhood. Field crews collect plot-level data on forest type, site attributes, tree species, and tree size including stem diameter and height, and overall tree condition. For further information on the FIA program, the reader is directed to the national FIA website (www.fia.fs.fed.us).
[19] FIA data for MZ60 were downloaded from Version 1.7 of the FIA database (FIADB) (www.ncrs2.fs.fed.us/ 4801/FIADB) and were obtained specifically from plots visited on the ground between 1997 and 2005. These data were acquired to provide for an independent validation of LVIS-based CH estimates. As a whole, the data set represents the most consistent, complete, and accurate source of forest biometric information for the region during the time period of interest.
[20] The FIADB is a relational database consisting of twelve hierarchical tables. Prior to computing plot-level estimates of canopy height, the initial database containing 1,024 plots was filtered hierarchically on condition class number (CONDID) and forest type code (FLDTYPCD) such that only cases identified by a single condition class and a single forest type were retained. Additionally, only trees with stems ! 5.0 in/12.7 cm in diameter where included. Filtering was conducted to ensure the homogeneity of field plots in terms of horizontal and vertical forest structure. The filtering procedure produced 654 plots. Table, the basal-area weighted average height (BAWHT) of each plot was calculated according to:
where BA i is the basal area (m 2 ) of the ith tree in the plot of all n trees larger than five inch in diameter, and is calculated according to:
(DBH is the Diameter at Breast Height (cm) from the FIA database TREE Table) .
[21] The BAWHT metric was selected over other canopy height measures (e.g., average height) given the strong relationship between stem height and diameter (on which the BAWHT calculation is based) and total aboveground biomass, the broader focus of this research. Furthermore, by incorporating the weighting according to basal area, small understory trees will not determine mean canopy height unproportionally. In this study however, BAWHT correlates closely with mean plot height since only stems greater than five inches were chosen for height determination.
4. Methods 4.1. Segmentation-Based Processing of Image Layers 4.1.1. SRTM Phase-Noise Mitigation
[22] As documented by Kellndorfer et al. [2004b] and Walker et al. [2007a Walker et al. [ , 2007b , the SRTM DEM data contain residual phase noise errors, which left unmitigated, result in erroneous estimates of the h spc . In the work of Walker et al. [2007b] , a segmentation-based strategy to phase noise error mitigation, and ultimately h spc calculation, was put forth. This strategy was applied to SRTM phase noise reduction in Here the term ''segmentation'' refers to the subdivision of an image or image stack into a number of regions, i.e., polygons or image objects, based on some predefined criteria [Baatz et al., 2004] . The software package eCognition provided the computational framework in which image segmentation was accomplished. This package allows for the automatic and optimal delineation of local homogenous regions, e.g., irregularly shaped forest tracts, within which sample averaging and consequent noise reduction can be more smartly constrained.
[23] A segmentation strategy was formulated with the general goal of producing image objects that were (1) of sufficient size to provide for adequate sample averaging and noise reduction in forested regions, (2) homogenous in terms of topographic slope, (3) homogenous in terms of vertical forest structure (i.e., canopy height), and (4) homogenous in terms of horizontal forest structure (i.e., canopy density). The realization of this goal was a challenge given the inherent antagonism of object size and object homogeneity. That is to say, all else being equal, as the average size of image objects increases, so increases the amount of topographic and structural heterogeneity observed. An average object size of 15-20 30 m pixels was targeted following an evaluation of previous research [Kellndorfer et al., 2004b; Pierce et al., 2006; Walker et al., 2007a Walker et al., , 2007b . Objects of this size are deemed large enough to provide for adequate noise reduction under most SRTM datatake regimes while at the same time remaining small enough to allow for sufficient within-object homogeneity. Balancing noise reduction with object homogeneity is essential as both are critical to the generation of robust segment-based mean estimates of the h spc .
[24] As far as possible, balance was achieved using a hierarchical (i.e., nested) segmentation approach. Three image layers, including the NED-derived slope (SLP), the SRTM-NED difference (SRTMDIFF), and the NLCD canopy density (CD), served as inputs to the segmentation process (Figure 4) . The rationale behind this strategy can be summarized as follows: First, a relatively coarse segmentation was generated using slope (SLP) as the primary input. This initial segmentation represented an attempt to incorporate slope information as a way to control for sloperelated effects that may have influenced the InSAR response from the terrain. Second, while holding the boundaries of this initial segmentation constant, a finer segmentation was generated using the SRTMDIFF as a basis. The resulting segmentation defined regions in terms of relative homogeneity of both slope and h spc . Third, while holding the boundaries of this second segmentation constant, an even finer segmentation was generated in which the CD image was used as the final driver of the regionalization. The decision to progress hierarchically from canopy height to canopy density in the sequence of inputs rather than vice versa was made in order to ensure that vertical structure was considered at a broader segmentation scale than horizontal structure and, therefore, was the principal driver of segmentation size and subsequently the amount of averaging imposed. Prior to initiating the segmentation procedure, the CD image was selected to provide an analysis mask. In doing so, the segmentation process was constrained to proceed in only those regions where canopy cover was present, i.e., CD values greater than zero.
[25] The segmentation process resulted in a vector layer composed of nearly 4.9 million image-object polygons spanning the mapping zone. The vector layer was used to compute a suite of segment-based statistical metrics, i.e., computed within each of the vector polygons. These included the mean h spc (MH spc ), a noise-reduced value of the h spc within each polygon, as well as segment-based means for the SLP, ASP, CD, NED, and TC images layers. The area of each segment was also calculated.
LVIS
[26] The LVIS data were similarly processed to produce segment-based estimates of canopy height. To accomplish this task, the vector image-object polygon layer described above was superimposed on a polygon layer representing all 12 m LVIS footprints within the 2003 Patuxent acquisition (Figure 1 ). LVIS footprints falling outside of segment boundaries (i.e., falling in nonforested areas where CD = 0%) were removed. Further filtering was conducted to remove footprints where any portion of the footprint was observed to cross a boundary separating adjacent segments. Using the Inverse Distance Weighted method of interpolation, the CH values associated with the remaining footprints in each of 31,400 forested segments were then used to generate a 30 m raster canopy-height product. [27] Empirical-statistical machine learning techniques such as classification and regression trees (CART) have become increasingly popular within the remote sensing research and applications community, particularly when the objectives involve broad-scale mapping [Baccini et al., 2008; Blackard et al., 2008; Bunn et al., 2005; Goetz et al., 2005; Hansen et al., 2008; Walker et al., 2007b] . These approaches tend to be user-friendly, computationally less demanding, and can achieve high predictive accuracies when well calibrated for the region of interest. For the purposes of this analysis, the randomForest (RF) algorithm, implemented in the open source R statistical programming environment, was used. First proposed by Breiman [2001] , the RF algorithm falls into the category of ensemble learning methods where the goal is to construct a ''forest'' (i.e., ensemble) of individual classifiers that are later combined to improve predictive accuracy. In the case of RF, independent trees are constructed using a bootstrap sample of the data set in a process called bagging, a term derived from bootstrap aggregation [Bauer and Kohavi, 1999; Dietterich, 2000; Liaw and Wierner, 2002] . In each bootstrap sample, approximately 1/3rd of the reference cases are left out. These ''out-of-bag'' samples are predicted during each bootstrap iteration (i.e., generation of each tree), and later aggregated to produce an out-of-bag (OOB) estimate of error. Direct comparisons between OOB error rates and error rates computed under independent validation scenarios have found the OOB estimates to be quite robust [Liaw and Wierner, 2002; Walker et al., 2007b] .
Model Calibration and Prediction
[28] The principal goal of the regression-tree analysis was to model the relationship between LVIS-based CH (i.e., the response variable) and a suite of potential predictor variables including those derived from InSAR and optical data sets. An independent calibration/validation (cal/val) data set was produced by randomly selecting approximately 30% (i.e., 10,000) of the original 31,400 forested segments falling within the extent of the LVIS coverage. From this subset, 70% (6171 segments) was set aside for training and 30% (2311 segments) was set aside for testing/validation. Segments less than 1.5 ha in size were not included in the calibration/validation data set. Additionally, segments with average CH values differing by more than 5 m from the corresponding values in the MH spc layer were removed. The former segments were removed to ensure that only segments exhibiting sufficient h spc noise reduction were included in the analysis; the latter segments were removed to ensure that only segments exhibiting no land cover change between 2000 (SRTM acquisition year) and 2003 (LVIS acquisition year) were included. The 5 m threshold level was determined from visual comparison of the LVIS and SRTM based height maps. The RF algorithm was applied to the resulting data set (6171 training segments/2311 testing segments) using an ensemble of 500 trees. The performance of the final model was evaluated by comparing predicted and observed values of LVIS CH in the independent testing segments using the correlation coefficient (r) and the root mean square error (RMSE). A map of LVIS CH was subsequently produced for MZ 60 with a pixel spacing of 30 m. Further testing was conducted by splitting the data set into the forest types deciduous, coniferous, and wetland forests to assess whether a breakout into forest cover classes would improve results.
FIA-Based Validation
[29] An independent validation of the MZ60 LVIS-based CH map was conducted using the FIA BAWHT data set described in section 3.4. Although the FIADB, including all plot measurements, is part of the public domain, federal law prohibits the Forest Service from releasing the exact coordinates of FIA plot locations, which were required for the validation process. In an effort to provide access to FIA plot coordinates while maintaining privacy protection and longterm plot integrity, the FIA program established the FIA National Spatial Data Services (NSDS) unit where FIA plot locations can be linked spatially with data acquired from remote sensing/ancillary sources. Because coordinate locations must not leave NSDS computers, all research and development activities involving plot coordinates must be carried out on-site and under the supervision of NSDS staff.
[30] To accomplish the FIA-based validation, spatial joins were established between (1) the 654 FIA plots and associated average BAWHT values described in section 3.4 and (2) the segment-based metrics discussed in section 4.1.1. All data processing was performed at the USDA Forest Service Northern Research Station, Durham, New Hampshire. Following the spatial join, the resulting database was filtered using several criteria. First, filtering was carried out on the mean canopy density (MCD) field to ensure that only plots with a mean canopy density greater than zero were retained. Second, the database was filtered by the AREA field using a segment-size threshold of 1.5 ha (i.e., %17 pixels). Only cases having an area greater than or equal to 1.5 ha were retained. This final filter was applied to ensure that each FIA plot was associated with an image-object polygon large enough to provide for adequate noise reduction. The filtering procedure resulted in a final database containing 377 FIA plots. The performance of the final map was evaluated by comparing predicted LVIS-based CH estimates with observed FIA-based CH values using the correlation coefficient (r) and the root mean square error (RMSE).
Results
[31] The dependent validation of the model performance in random forest is expressed when training data are used to predict the outcome. In this case the model correlation coefficient r was 0.97 with an RMSE of 1.2 m (Figure 5 , top).
[32] The more interesting independent validation of the model was performed in two ways. First, the segment-based data set containing all lidar, InSAR, optical, and ancillary metrics was randomly split to generate training and independent testing populations. This test described the model performance within the LVIS swath, and how InSAR/ optical data could jointly be used to predict LVIS height metrics. Second, predicted heights were compared to plot height metrics which were computed as basal area weighted height derived from FIA data in the entire study region, thus testing the validity of the model across the larger study area (Figure 6 ). Independent LVIS testing resulted in a correlation coefficient r = 0.83 with an RMSE of 3.0 m (Figure 5 , bottom), independent FIA data tested with r = 0.71 with an RMSE of 4.4 m (Figure 7) . Given that the maximum FIA plot heights in the study area reached 35 m, the relative error expressed as the RMSE divided by the maximum height is 9% stemming from the LVIS testing data set, and 13% for the comparison with the FIA data.
[33] Results for the LVIS test model runs with the data set split into deciduous, coniferous, and wetland forest classes showed no improvement of the deciduous class RMSE compared to the overall result from a combined modeling approach including forest cover type as a factor. The RMSE and correlation coefficient were 2.7/0.85 for deciduous (1901 samples), 3.1/0.75 for coniferous (195) , and 3.9/0.83 for the wetland forest class (215).
Discussion
[34] Overall, the results showed the validity and usefulness of this presented approach to develop a vegetation height prediction model on transects from lidar data and extrapolate the model to a larger area using interferometric SAR height with optical data sets as predictor variables.
[35] One of the effects of the statistical empirical model can readily be seen in Figure 5 (top), i.e., the known over prediction at the low end and the under prediction at the high end of the empirical regression tree models. This effect is reflected in the results as seen in Figure 5 (bottom) and Figure 6 . The effect stems from the general problem of underrepresentation of samples at the high and low end of the range of any response variable. However, the effects of overprediction and underprediction shown in this study compared favorably to models driven only by field data [e.g., Walker et al., 2007a] , since a much larger number of reference samples could be obtained from the lidar data.
[36] Although the FIA field plot data were carefully selected with respect to the avoidance of edge effects and the sizes of representative segments, still a disconnect is to be expected, since a single plot is not statistically representative of a forest stand. Ideally, field data would be available at the stand level to compare the results from the model at the same scale. In this study we chose to compare basal area weighted heights computed from the FIA data with mean height estimates from LVIS derived ''maximum'' heights at the footprint level. While some bias could result from this approach, it was deemed more appropriate to compare these mean ''maximum'' height estimates at the stand level heights to the FIA plot basal area weighted heights given that growth and forest management conditions for deciduous and coniferous stands in the larger study area largely result in stands with rather uniform height distributions. Using FIA maximum height would thus lead to overemphasis on potential outlier tress representing an entire stand.
[37] Another factor influencing the results is the time lag in acquisition dates of the SRTM (2000), Landsat optical (1999 Landsat optical ( -2001 and the LVIS lidar data (2003) . Although obvious changes, e.g., forest clear-cuts between the LVIS and SRTM acquisition dates could be identified and eliminated before the model development, ideally all of remote sensing as well as field reference data would be acquired during the same growing season.
[38] The results for model development and testing stratified by land cover class showed that a stratified approach does not improve results when forest cover type is included as a factorial variable in the randomForest model predictor stack with SRTM-NED and Landsat tassled cap data. Results from a stratified approach were actually slightly worse for each category in the case of model runs prestratified by forest cover type.
[39] Overall results for this study suggest that deciduous forests were predicted somewhat better than coniferous and wetland forests. However, this can also be attributed to the fact that much more training data were available for the deciduous class since regression tree algorithms like randomForest perform best with extensive training data.
[40] These findings demonstrate that fusion of intensive airborne lidar data with extensive satellite data for mapping is advantageous since very large training data sets can be supplied to the modeling process compared to using field data sets only. The large training data sets, which can be derived from airborne or future spaceborne lidar sensors, capture a wide range of variability in optical, radar (both backscatter and interferometric height data), as well as ancillary predictor data sets which in turn improves the regression tree models. Results here show that fusion of data sets between continuous satellite measurements (optical reflectance, radar backscatter, interferometric height), morphometric measurements (slope, DEM height, aspect), and categorical variables (e.g., forest cover type) via randomForest-type regression trees is a viable approach to mine a range of diverse information layers which cannot easily be combined with traditional stratified regression modeling. Furthermore, if large transects of lidar data from both airborne and spaceborne platforms become available, ecoregional variability can readily be captured to build models tailored to specific ecoregional settings.
Conclusions
[41] A method to predict vegetation height was presented to develop a statistical fusion model applicable for regional mapping purposes, which is purely based on remote sensing data. In this model the strengths of the various remotesensing sensors are combined: LVIS Lidar data provided a very accurate direct measurement of stand vegetation height and in a single overpass of a small regional subset of a larger mapping region, a wide variety of forest and terrain heterogeneities can be captured which is essential to drive a statistical fusion model. Those models perform best when driven with a large sampling population. The segmentation of the landscape into forest stand-like image objects was deemed useful to allow for a robust link between the various sensor sources of various resolution and scale. Clearly, the successful application of such a fusion model is dependent on how much variety is explained by the imaging sensor data (both in lidar response and radar/optical prediction variables) and can be captured for constraining the empirical model.
[42] Given the imaging capacity of airborne lidar instruments like LVIS or small-footprint lidar sensors which can be used to build very high resolution canopy height models, fusion approaches using empirical data mining techniques are very powerful to develop regression tree models to predict vegetation height in larger regions.
[43] With the increased availability of current and future spaceborne lidar data from ICESat GLAS, ICESat-II/GLAS, and DESDynI/Lidar, a global network of transects of lidar shots covering the variety ecoregions and terrain types of the terrestrial environment can be built for vegetation height and biomass prediction from data fusion techniques as presented here. With an increasing fleet of available optical and radar sensors like NASA's DESDynI, the Japanese ALOS and ALOS-II, Germany's Tandem-X, and the European BIOMASS missions these fusion approaches will allow development of better prediction models for vegetation structure estimation. One of future research foci will be quantification of effects of lidar sampling density from a spaceborne mission like ICESAT-II or DESDynI, on model accuracy and performance. 
