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Abstract—We consider the problem of reconstruction of
brain activity from electroencephalography (EEG) or magne-
toencephalography (MEG) using spatial filtering (beamforming).
We propose spatial filters which are based on the minimum-
variance pseudo-unbiased reduced-rank estimation (MV-PURE)
framework. They come in two flavours, depending whether
the EEG/MEG forward model considers explicitly “interfering
activity”, understood as brain’s electrical activity originating
from brain areas other than regions of interest which is recorded
at EEG/MEG sensors as a signal correlated with activity of
interest. In both cases, the proposed filters are equipped with
a rank-selection criterion minimizing the mean-square-error
(MSE) of the filter output. Therefore, we consider them as novel
nontrivial generalizations of well-known linearly constrained
minimum-variance (LCMV) and nulling filters. The proposed
filters have equally wide area of applications, which include in
particular evaluation of directed connectivity measures based
on the reconstructed activity of sources of interest, considered
in this paper as a sample application. Moreover, in order to
facilitate reproducibility of our research, we provide (jointly with
this paper) comprehensive simulation framework that allows for
estimation of error of signal reconstruction for a number of
spatial filters applied to MEG or EEG signals. Based on this
framework, chief properties of proposed filters are verified in a
set of detailed simulations.
EDICS Category: SAM-BEAM, SSP-APPL, SSP-PARE
*Corresponding author.
I. INTRODUCTION
Beamforming techniques have been used in array signal
processing since the seminal paper by Frost [1]. In electroen-
cephalography (EEG) and magnetoencephalography (MEG),
they have found applications mostly in reconstruction and
localization of sources of brain electrical activity. In this field,
the dominant approach to these problems is to use the linearly
constrained minimum-variance (LCMV) filter (beamformer),
or solutions based on the LCMV filter [2]–[7]. Indeed, the
LCMV filter is implemented in virtually all software enabling
EEG/MEG source analysis, e.g., [8]–[10], and continues to
find research use in EEG/MEG community, e.g., [11], [12].
However, researches described in [2], [4], [5], [7] and
references therein show that the LCMV-based solutions may
perform sufficiently well only if certain conditions are satisfied
by the EEG/MEG forward model. Depending on the solution,
it may be uncorrelatedness of the sources and high signal-
to-noise ratio (SNR), sufficiently large spatial separation of
sources, or fine-tuning of certain parameters, such as an
estimate of dimension of the signal subspace, or the amount
of regularization. Thus, it would be desirable to propose a
filter for reconstruction of brain activity from EEG/MEG
measurements which keeps the advantages of the LCMV-
based filters also in low-SNR regime, especially if EEG/MEG
forward model is ill-conditioned. Ideally, such filter would not
require heuristic tuning of its parameters.
To this end, in this paper we propose a family of reduced-
rank filters extending the minimum-variance pseudo-unbiased
reduced-rank estimation (MV-PURE) framework [13]–[17].
Reduced-rank estimators and filters are well-established in
signal processing [4], [5], [18]–[23], as they offer much
improved performance compared with full-rank solutions in
well-defined settings. Indeed, the proposed filters are solutions
of certain mean-square-error (MSE) optimization problems
and are equipped with a rank-selection criterion minimizing
mean-square-error (MSE) of its estimate.
The proposed filters come in two flavours depending on
whether the EEG/MEG forward model considers explicitly
“interfering activity”, understood as brain’s electrical activity
originating from brain areas other than regions of interest
which is recorded at EEG/MEG sensors as a signal correlated
with activity of interest. Namely,
• for the interference-free model, the proposed filters ex-
tend the stochastic MV-PURE approach considered pre-
viously in [15], [17] by proposing two new cost functions
for stochastic MV-PURE,
• for the model in presence of interference, the proposed
filters extend to the reduced-rank case the nulling filter
approach [24], [25], which itself is an extension of the
LCMV filter incorporating additional constraints combat-
ing interfering activity.
In view of the above, the proposed filters are nontrivial
generalizations of well-known LCMV and nulling filters pa-
rameterized by rank, which is selected according to MSE-
minimization principle. As such, their range of applications
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2is essentially the same of any other spatial filter, and is
not limited to EEG/MEG settings. In particular, the filters
proposed for the model in presence of interference may be
specially useful in applications where it is important to have
it removed from the reconstructed activity, e.g., in applications
of directed connectivity measures such as partial directed
coherence (PDC) [26] or directed transfer function (DTF) [27]
which rely on accurate fitting of multivariate autoregressive
model (MVAR) to the reconstructed time series representing
activity of sources of interest.
In order to facilitate reproducibility of our research, we
provide (jointly with this paper) comprehensive simulation
framework that allows for estimation of error of signal re-
construction for a number of spatial filters applied to MEG
or EEG signals. Based on this framework, chief properties of
proposed filters are verified in a set of detailed simulations.
We emphasize that only through simulations one can get a
proper assessment of methods’ performance.
Preliminary short versions of this paper have been presented
at conferences [28], [29].
II. NOTATION
Assume x to be a vector of real-valued random vari-
ables x1, . . . , xn, each with a finite variance. The expectation
functional is denoted by E. The norm of x is defined as
‖ x ‖rv=
√
tr
(
E[xxt]
)
, where tr denotes trace of a certain
square matrix. In stands for identity matrix of size n, while
0m×n stands for zero matrix of size m × n. By λi(A)
we denote the i-th largest eigenvalue of symmetric matrix
A, by σi(B) the i-th largest singular value of matrix B,
by [B]u×v the principal submatrix of B composed of the
first u rows and v columns of B, by rk(B) the rank of
B, and by [B C] the matrix constructed from matrices B
and C by concatenating its columns. Further, we denote
by B† the Moore-Penrose pseudoinverse of matrix B [30].
The Frobenius norm of matrix B ∈ Rm×n is defined as
‖ B ‖F=
√
tr(BBt) =
√∑m
i=1
∑n
j=1 b
2
i,j , where bi,j is
the element of B at i-th row and j-th column. We define
X u×vr := {Xr ∈ Ru×v : rk(Xr) ≤ r ≤ min{u, v}}. By PS
we denote the orthogonal projection matrix onto subspace S.
We assume that vectors considered in this paper are column
vectors.
III. ASSUMPTIONS OF EEG/MEG FORWARD MODEL
The array response (leadfield) matrix defining the relation-
ship between l dipole sources and m sensors is constructed as
H(θ) =
(
H(θ1), . . . ,H(θl)
) ∈ Rm×l where for i = 1, . . . , l,
H(θi) ∈ Rm is the leadfield vector of the i-th source,
θ = (θ1, . . . , θl) is such that θi = {ri, ui}, where ri is the
source position, and ui is the orientation unit vector for the i-
th source. In this paper we focus on reconstructing activity of
sources in predefined locations. Thus, we assume that source
positions and orientations are known and fixed during the
measurement period. This can be achieved by defining regions
of interest using source localization methods, e.g., minimum-
norm [31] or spatial filtering-based methods [6], [32], [33],
or refering to neuroscience studies that have identified regions
of interest as in [25]. We note, however, that the results of
this paper apply analogously if the model with unconstrained
orientation of the sources is considered. We also assume that
the leadfield vectors are linearly independent, which implies
in particular that leadfield matrices such as H(θ) are of full
column rank [5].
For readability, we will drop the explicit dependence of
leadfield matrices on parameter vector θ below.
IV. INTERFERENCE-FREE MODEL
A. EEG/MEG Forward Model
We consider measurements of brain electrical activity by
EEG/MEG sensors at a specified time interval. The random
vector y ∈ Rm composed of measurements at a given time
instant can be modeled as [2], [5], [34]:
y = Hq + n, (1)
where H ∈ Rm×l is a leadfield matrix of rank l representing
leadfields of l sources of interest. The vector q ∈ Rl represents
electric / magnetic dipole moments of sources of interest.
Random vector n ∈ Rm represents remaining brain activity
along with noise recorded at the sensors.
We assume that q and n are mutually uncorrelated zero-
mean weakly stationary stochastic processes. We denote the
positive definite covariance matrices of q and n as Q and
N , respectively. We note that these assumptions imply that
y is also zero-mean weakly stationary processs with positive
definite covariance matrix R = HQHt +N. We model noise
n as
n = Hbqb + nm, (2)
where Hbqb ∈ Rm represents background activity of the brain
and nm ∈ Rm uncorrelated Gaussian measurement noise and
all the remaining activity of the brain not included in Hbqb ∈
Rm. The leadfield matrix Hb ∈ Rm×p is assumed unknown,
and so is the number of sources p representing background
activity.
B. Spatial Filtering Under Mean-Square-Error Criterion
A spatial filter aiming at reconstructing activity q in
model (1) is defined as a matrix W ∈ Rl×m applied to
measurements:
q̂ = Wy. (3)
The fidelity of reconstruction is measured using mean-square-
error (MSE) of q̂. In terms of model (1), it is expressed as
JF (W ) = tr
(
E[
(
W (Hq + n)− q)(W (Hq + n)− q)t]) =
tr(WRW t)− 2tr(WHQ)+ c, (4)
where
c = tr(Q) =‖ q ‖2rv> 0. (5)
3C. LCMV Filter
The most commonly used linearly-constrained minimum-
variance (LCMV) spatial filter uses MSE as the cost function
and is a member of a class of filters W ∗ satisfying unit-gain
constraint W ∗H = Il. We note that in view of (4), for filters
satisfying this constraint one has that
JF (W
∗) = tr(W ∗R(W ∗)t)− 2tr(W ∗HQ)+ c =
tr
(
W ∗ (HQHt +N)︸ ︷︷ ︸
R
(W ∗)t
)− c =
tr(W ∗N(W ∗)t). (6)
Then, the LCMV filter is the solution of the following problem
[1], [2]: {
minimize tr[WRW t]
subject to WH = Il,
(7)
with the unique solution:
WLCMV = (H
tR−1H)−1HtR−1. (8)
Remark 1: We note that (6) implies in particular that the
cost function in (7) can be replaced by tr(WNW t) in the
interference-free case, and thus the LCMV filter may be
expressed equivalently in terms of N instead of R. Indeed,
the work [35] evaluated the performance of both expressions
of the LCMV filter in the presence of modeling and source
localization errors.
Remark 2: The fact that the LCMV filter does not account
for the presence of correlated interference degrades signifi-
cantly its performance if such is present, see, e.g., [24], [25].
D. Conditioning of the Forward Model
From (6) and using the alternative expression of the LCMV
filter WLCMV = (HtN−1H)−1HtN−1 (cf. Remark 1) one
has
JF (WLCMV ) = tr(WLCMVNW
t
LCMV ) =
l∑
i=1
λi
(
(HtN−1H)−1
)
. (9)
Thus, from (9) it is seen that even under the simplifying
assumption of white n in (2), i.e., assuming that the back-
ground activity is spatially uncorrelated at the sensors yielding
N = σ2Im, where σ2 is the noise power, one has that
λi
(
(HtN−1H)−1
)
= σ2λi
(
(HtH)−1
)
and consequently:
1) with increasing level of background activity and/or mea-
surement noise, the MSE of the LCMV filter increases,
2) if H has some singular values close to zero, the MSE
of the LCMV filter can be in principle arbitrarily large.
While fact 1) above is the expected behaviour, fact 2) has not
been fully addressed in the EEG/MEG literature, to the best of
the authors’ knowledge. Indeed, fact 2) is the main drawback
limiting the scope of applicability of the LCMV filter. We aim
to conquer it in this paper by proposing efficient solutions to
the problem exhibited by fact 2).
V. MODEL IN PRESENCE OF INTERFERENCE
A. EEG/MEG Forward Model
The EEG/MEG forward model considered in this section
expands model (1) by modeling explicitly interfering sources
exhibiting activity correlated with activity of sources of in-
terest. Namely, we consider now the following model [24],
[25]:
y = Hcqc + n, (10)
where Hc = [H HI ] ∈ Rm×(l+k) is a composite leadfield
matrix of rank l + k composed of H ∈ Rm×l representing
leadfields of l sources of interest and HI ∈ Rm×k representing
leadfields of k interfering sources.1 The vector qc = [qt qtI ]t ∈
Rl+k is similarly composed of a vector q ∈ Rl representing
electric / magnetic dipole moments of sources of interest,
and qI ∈ Rk representing activity of interfering sources. By
“interfering sources” we understand sources whose activity is
correlated with activity of interest. As in model (1), random
vector n ∈ Rm represents remaining brain activity along with
noise recorded at the sensors and is of the form (2).
We also assume that qc is a zero-mean weakly stationary
stochastic process uncorrelated with n with positive definite
covariance matrix Qc. These assumptions imply that y is also
zero-mean weakly stationary processs with positive definite
covariance matrix R = HcQcHtc +N.
B. Spatial Filtering Under Mean-Square-Error Criterion
The mean-square-error (MSE) of estimate q̂ of the form (3)
is expressed in terms of model (10) as
JI(W ) =
tr
(
E[
(
W (Hcqc + n)− q
)(
W (Hcqc + n)− q
)t
]
)
=
tr(WRW t)− 2tr(WHcE[qcqt])+ c, (11)
where c is given in (5).
C. Nulling Filter
The nulling spatial filter proposed in [24], [25] extends the
LCMV approach by incorporating constraints on the optimiza-
tion problem which directly remove the impact of correlated
interference:  minimize tr[WRW
t]
subject to
{
WH = Il
WHI = 0l×k,
(12)
with the unique solution:
WNL = [Il 0l×k](HtcR
−1Hc)−1HtcR
−1. (13)
1We note that [25] uses a slightly different notation of the forward model
for interfering sources, where the nulling constraints are applied separately
to each region of interest, whereas in our case they are combined into one
yielding forward matrixHI .We did so for clarity of derivation of the proposed
filter.
4It is seen that the constraints of the optimization problem (12)
imply in view of (11) that for filters W ∗∗ satisfying them one
has
JI(W
∗∗) = tr(W ∗∗R(W ∗∗)t)−2tr(W ∗∗HcE[qcqt])+c =
tr
(
W ∗∗ (HcQcHtc +N)︸ ︷︷ ︸
R
(W ∗∗)t
)− c =
tr(W ∗∗N(W ∗∗)t). (14)
Remark 3: We note that (14) implies in particular that the
cost function in (12) can be replaced by tr(WNW t) for the
nulling filter, and thus the nulling filter may be expressed
equivalently in terms of N instead of R, just as the LCMV
filter in the interference-free case, cf. Remark 1 above.
Remark 4: Simulations and real-world data experiments in
[24], [25] showed remarkable improvement in reconstruction
performance of the nulling spatial filter over the LCMV filter
in the presence of interfering sources.
D. Conditioning of the Forward Model
Using the alternative expression of the nulling filter WNL =
[Il 0l×k](HtcN
−1Hc)−1HtcN
−1 (cf. Remark 3), from (14) one
has similarly as for the LCMV filter that
JI(WNL) = tr(WNLNW
t
NL) =
l∑
i=1
λi
((
(HtcN
−1Hc)−1
)
l×l
)
. (15)
While this expression cannot be analyzed as easily as (9), the
key observation is that in the presence of interference, the
value of (15) for the nulling filter will be at least as large
as the corresponding value of (9) for the LCMV filter in
the interference-free case. This is the price paid for further
constraining the optimization problem in (12) compared with
(7). In particular, the sensitivity of the nulling filter to the ill-
conditioning of the forward model is essentially the same as
of the LCMV filter.
VI. CHALLENGING THE ILL-CONDITIONING OF THE
FORWARD MODEL
One of the efficient ways proposed in signal processing
literature to lower sensitivity of a filter on ill-conditioning of
the forward model is to reduce the rank of the filter [19], [23],
[36], [37]. We follow this direction in this paper. Namely, we
introduce a parameter r such that 1 ≤ r ≤ l controlling the
rank of a filter and consider a reduced-rank filter Wr ∈ X l×mr .
This implies in particular that reduced-rank approach relaxes
unit-gain constraint WH = Il of the LCMV and nulling
filters, as the exact equality cannot be obtained in this case.
Thus, in order to employ the corresponding constraint in the
reduced-rank case, we take advantage of the main idea of the
MV-PURE framework [13]–[15] and insist that the reduced-
rank filter is designed to introduce the smallest deviation from
unit-gain condition among filters of rank at most r. More
precisely, the proposed reduced-rank filter should satisfy:
W •r ∈ Pιr := arg min
Wr∈X l×mr
‖WrH − Il ‖2ι , ι ∈ I, (16)
for all ι, where I is the index set of all unitarily invariant
norms.
In essence, the above approach introduces parameter r -
the rank of the matrix, hoping that it can be selected to
maximize certain cost function. As will be shown below, it
is possible to select r such that the MSE of the resulting filter
is minimized. Indeed, the theoretical and simulational results
of [17], [23] show that this relaxation of unit-gain constraint
deals efficiently with ill-conditioning of the forward model and
enables to design filters achieving provably lower MSE than
their full-rank counterparts.
VII. PROPOSED SPATIAL FILTERS FOR MODEL IN
PRESENCE OF INTERFERENCE
In this and the following section we introduce the proposed
filters which use the reduced-rank MV-PURE paradigm em-
bodied in constraint (16). Unlike in Sections IV and V, we
begin with the case where the interfering sources are explicitly
considered. This is because the proofs of theorems establishing
filters for interference-free model in Section VIII follow as
special cases from Theorems 1-3 below in this section.
A. Optimization Problems
In view of discussion in Section VI we propose a new
filter as a solution of the following optimization problem
parameterized by r: minimize JI(Wr)subject to { Wr ∈ ⋂ι∈I Pιr
WrHI = 0l×k,
(17)
where Pιr is defined in (16).
Remark 5: The relaxation of unit-gain constraint WH =
Il which was employed for the nulling filter in (12) implies
that equalities analogous to those in (14) do not hold for the
proposed filter. For this reason, we introduce two additional
versions of the proposed filter with cost functions tr(WrRW tr )
and tr(WrNW tr ), respectively, and the same constraints on
Wr as in (17): minimize tr(WrRW
t
r )
subject to
{
Wr ∈
⋂
ι∈I Pιr
WrHI = 0l×k,
(18)
and  minimize tr(WrNW
t
r )
subject to
{
Wr ∈
⋂
ι∈I Pιr
WrHI = 0l×k,
(19)
where Pιr is defined in (16). Together, these three cost func-
tions produce three different filters, unlike in the case of
nulling filter, where all these cost functions are equivalent (cf.
Remark 3).
Remark 6: We propose to select rank r which minimizes
the MSE of the filter. As will be demonstrated below, this
strategy can be efficiently applied to all three versions of the
filter produced by three cost functions considered. In this way,
the proposed filter is a nontrivial generalization of the nulling
filter.
5B. Closed Algebraic Forms
Theorem 1 below establishes closed algebraic form of the
proposed filter obtained as the solution of the optimization
problem (17). Then, Theorems 2 and 3 present closed algebraic
forms of the proposed filter for the alternative cost functions
tr(WrRW
t
r ) and tr(WrNW
t
r ), respectively.
Theorem 1: For a given r such that 1 ≤ r ≤ l, the solution
to optimization problem (17) is given by
W ?r = PK(1)r
(
PR(GI)⊥G
)†
PR(GI)⊥R
−1/2, (20)
where
1) R−1/2 is the unique positive definite matrix satisfying
R−1/2R−1/2 = R−1 [30],
2) G := R−1/2H and GI := R−1/2HI ,
3) PR(GI)⊥ is the orthogonal projection matrix onto or-
thogonal complement of range of GI ,
4) P
K
(1)
r
is the orthogonal projection matrix onto subspace
spanned by eigenvectors corresponding to δ(1)1 ≤ · · · ≤
δ
(1)
r - the r smallest eigenvalues of the symmetric matrix
K(1) = (PR(GI)⊥G)
†PR(GI)⊥
(
(PR(GI)⊥G)
†)t − 2Q.
(21)
Moreover,
JI(W
?
r ) = tr(PK(1)r
K(1)) + c =
r∑
i=1
δ
(1)
i + c, (22)
where c = tr(Q).
Proof: See Appendix B.
Theorem 2: With notation inherited from Theorem 1, for
a given r such that 1 ≤ r ≤ l, the solution to optimization
problem (18) is given by:
W ?r = PK(2)r
(
PR(GI)⊥G
)†
PR(GI)⊥R
−1/2, (23)
where P
K
(2)
r
is the orthogonal projection matrix onto subspace
spanned by eigenvectors corresponding to δ(2)1 ≤ · · · ≤ δ(2)r -
the r smallest eigenvalues of the symmetric matrix
K(2) = K(1) + 2Q. (24)
Moreover,
JI(W
?
r ) = tr(PK(2)r
K(1)) + c =
r∑
i=1
δ
(2)
i − 2tr(PK(2)r Q) + c,
(25)
where c = tr(Q).
Proof: See Appendix C.
Theorem 3: For a given r such that 1 ≤ r ≤ l, the solution
to optimization problem (19) is given by:
W ?r = PK(3)r
(
PR(FI)⊥F
)†
PR(FI)⊥N
−1/2, (26)
where
1) N−1/2 is the unique positive definite matrix satisfying
N−1/2N−1/2 = N−1,
2) F := N−1/2H and FI := N−1/2HI ,
3) PR(FI)⊥ is the orthogonal projection matrix onto orthog-
onal complement of range of FI ,
4) P
K
(3)
r
is the orthogonal projection matrix onto subspace
spanned by eigenvectors corresponding to δ(3)1 ≤ · · · ≤
δ
(3)
r - the r smallest eigenvalues of the symmetric matrix
K(3) = (PR(FI)⊥F )
†PR(FI)⊥
(
(PR(FI)⊥F )
†)t. (27)
Moreover,
JI(W
?
r ) = tr(PK(3)r
K(4)) + c =
r∑
i=1
δ
(3)
i − tr(PK(3)r Q) + c,
(28)
where c = tr(Q) and
K(4) = K(3) −Q. (29)
Proof: See Appendix D.
We note some observations on results of Theorems 1-3 in
the following remark:
Remark 7:
1) For no rank constraint, i.e., for r = l, Theorems 1-3
yield alternative forms of the nulling filter (13) as
WNL =
(
PR(GI)⊥G
)†
PR(GI)⊥R
−1/2 =(
PR(FI)⊥F
)†
PR(FI)⊥N
−1/2. (30)
2) In view of (30), the filters in (20), (23) and (26) differ
only in terms of the subspace the estimate of the nulling
filter is orthogonally projected onto.
3) However, as the work [35] showed for the LCMV
filter, for both the nulling and proposed filters we shall
expect in practice differences in performance of filters
expressed in terms of R and N in the presence of
modeling and source localization errors. We also note
that the work [25] considers only the expression of the
nulling filter in terms of R, not N.
4) We note that the filter (20) is expressed in terms of
the covariance matrix Q of signal to be reconstructed
through K(1) in (21), whereas the filters in (23) and
(26) do not depend explicitly on Q.
5) The estimate of Q may be obtained in model (10) in
practice as follows: from [17, Lemma 1] one has
Qc = (HcR
−1Htc)
−1 − (HcN−1Htc)−1. (31)
Then, Q may be estimated as Q̂ = [Q̂c]l×l, where Q̂c
is obtained as in (31) by replacing R and N with their
finite samples estimates.
6) Finally, we note that the expressions (22), (25) and
(28) yield natural rank-selection method applicable to
all forms of the proposed filter by selecting r which
minimizes the mean-square-error of the resulting filter
output, as promised in Remark 6.
C. Application to Identifying Interactions Among Sources
One of possible applications of the nulling filter and the
filters proposed in this section is in identifying interactions
among sources of interest by means of measuring causal de-
pendencies among their reconstructed activities, as discussed
in [25], see also [38]. In particular, in [25], the authors
have examined partial directed coherence (PDC) measure [26]
6of directed causal dependencies based on fitting multivariate
autoregressive (MVAR) model to the reconstructed activity of
sources of interest.
However, as the MVAR model is inherently sensitive to
linear mixing among time series of interest, in order to be
able to fit a realistic MVAR model it is important to obtain the
estimate of activity of sources of interest which is to the largest
possible extent free from contamination by the activity of the
interfering sources. Indeed, both nulling and filters proposed in
this section produce interference-free estimates, as from (13),
(20), (23) and (26) one has:
WNLy = WNL(Hcqc + n) =
WNL
(
[H HI ][qt qtI ]
t +Hbqb + nm
)
=
q +WNLHbqb +WNLnm︸ ︷︷ ︸
reconstructed noise
, (32)
and
W ?r y = W
?
r (Hcqc + n) =
W ?r
(
[H HI ][qt qtI ]
t +Hbqb + nm
)
=
P
K
(i)
r
q +W ?rHbqb +W
?
r nm︸ ︷︷ ︸
reconstructed noise
, i = 1, 2, 3, (33)
respectively. Then, (32) and (33) show that the extension of
the nulling approach by the filters proposed in this section is
that in the latter case the parameter r selected to minimize
the MSE of W ?r y (which includes WNLy as a special case
for r = l) introduces a trade-off between the dimension of
subspace the signal of interest q is orthogonally projected
onto and the power of the reconstructed noise. Thus, if q
can be well-fit into r-dimensional subspace, we shall expect
more accurate MVAR model fitted to the reconstructed activity
due to efficient suppression of noise reconstructed by the
rank r-filter compared to the full-rank nulling filter. We will
examine this trade-off for the PDC measure in the numerical
simulations considered in Section IX.
Clearly, the above analysis could be used for other appli-
cations of the nulling and proposed filters as well. We note,
however, that it depends on the assumption that all interfering
sources have been identified and correctly localized. This may
not always be the case in practice, as the following section
will describe.
D. Extension to Patch Constraints
As discussed in [25], in certain experiments it may be
difficult to determine exact locations of interfering sources.
Instead, whole patches of cortical and subcortical regions may
contribute correlated activity to the measured signal y. Then,
a complete removal of its impact on reconstructed activity
would require imposing constraints WHI = 0l×k for a large
number of interfering sources k. This would result in very
tight constraints on the optimization problem in (12) and
consequently, large MSE of the resulting filter.
For such cases, a heuristic solution proposed in [25] is
to increase the number of degrees of freedom available for
the filter by relaxing constraint WHI = 0l×k by means
of replacing the leadfield matrix of interfering sources HI
with its best approximation HIs of rank s ≤ k.. More
precisely, the nulling constraints are replaced with so-called
patch constraints [25]
WHIs = 0l×k, (34)
where s is a rank of the approximation such that 1 ≤ s ≤
k. This relaxation reduces the number of degrees of freedom
needed for nulling constraints from k to s at the price of having
them only approximately enforced.
Indeed, as the following remark shows, using patch con-
straints (34) in place of nulling constraints WHI = 0l×k
yields significant differences to the behaviour of the nulling
filter introduced in Section V-C and filters proposed in this
section.
Remark 8: Let us consider patch constraints (34) in place
of nulling constraints WHI = 0l×k for the nulling filter intro-
duced in Section V-C and the filters introduced in Theorems
1-3. Then:
1) Unlike in Section V-C, the optimization problems minimize tr[WRW
t]
subject to
{
WH = Il
WHIs = 0l×k,
(35)
and  minimize tr[WNW
t]
subject to
{
WH = Il
WHIs = 0l×k,
(36)
yield now two different filters. This is because for filters
W ∗∗s satisfying constraints of these optimization prob-
lems one has that W ∗∗sHc = W ∗∗s [H HI ] 6= [Il 0l×k],
thus in particular, the third equality in (14) does not
hold, cf. also Remark 3.
2) For a similar reason, the Proof of Theorem 1 breaks at
(65), because, in notation of Proof of Theorem 1, one
has now that
ZrGcE[qcqt] = Zr[GGI ]E[qcqt] 6= [ZrG 0l×k]E[qcqt].
(37)
Therefore, the optimization problem (cf. (17)) minimize JI(Wr)subject to { Wr ∈ ⋂ι∈I Pιr
WrHIs = 0l×k,
(38)
with Pιr defined in (16), cannot be solved using methods
provided in the Proof of Theorem 1. For the same reason,
the MSE cost function JI(Wr) cannot be evaluated
exactly for the solutions of the following optimization
problems (cf. (18) and (19)): minimize tr(WrRW
t
r )
subject to
{
Wr ∈
⋂
ι∈I Pιr
WrHIs = 0l×k,
(39)
and  minimize tr(WrNW
t
r )
subject to
{
Wr ∈
⋂
ι∈I Pιr
WrHIs = 0l×k.
(40)
Fortunately, however, closed algebraic forms of solutions of
optimization problems (39) and (40) can be obtained, as the
following theorem shows.
7Theorem 4: With notation inherited from Theorems 2 and 3,
the closed algebraic forms of optimization problems (39) and
(40) are, respectively
W ?r = PK(2)r
(
PR(GIs )⊥G
)†
PR(GIs )⊥R
−1/2, (41)
and
W ?r = PK(3)r
(
PR(FIs )⊥F
)†
PR(FIs )⊥N
−1/2, (42)
where GIs := R
−1/2HIs and FIs := N
−1/2HIs . In particular,
for r = l, the solutions to optimization problems (35) and (36)
are obtained as
W ?r =
(
PR(GIs )⊥G
)†
PR(GIs )⊥R
−1/2, (43)
and
W ?r =
(
PR(FIs )⊥F
)†
PR(FIs )⊥N
−1/2, (44)
respectively.
Proof: From Fact 1 given in the Appendix A one has that
HIs = [UHI ]m×s[ΣHI ]s×s([VHI ]k×s)
t, where UHIΣHIV
t
HI
is
a singular value decomposition of HI . Therefore, R(HIs) ⊂
R(HI), and consequently also R(GIs) ⊂ R(GI) and
R(FIs) ⊂ R(FI). Hence, R(G) ∩ R(GIs) = {0} and
R(F ) ∩ R(FIs) = {0}. Owing to these facts, the parts of
the proofs of Theorems 2 and 3 needed to obtain closed
algebraic form can be reproduced to obtain (41) and (42),
respectively. Expressions (43) and (44) follow from (41) and
(42), respectively, as special cases for r = l.
Remark 9: Based on the facts presented in Remark 8 and
Theorem 4, in the case of patch-constraints we advocate to
use the forms of the proposed filters as given in Theorem 4,
and select the rank of the filter to approximately minimize its
output MSE by using expressions (25) of Theorem 2 and (28)
of Theorem 3, replacing GI with GIs in the former case and
FI with FIs in the latter. We will employ this approach in the
numerical simulations considered in Section IX.
VIII. PROPOSED SPATIAL FILTERS FOR
INTERFERENCE-FREE MODEL
Correspondingly to optimization problems (17)-(19) consid-
ered in Section VII, for the interference-free model we propose
the following filters as solutions of the optimization problems
parameterized by r:{
minimize JF (Wr)
subject to Wr ∈
⋂
ι∈I Pιr,
(45){
minimize tr(WrRW tr )
subject to Wr ∈
⋂
ι∈I Pιr,
(46){
minimize tr(WrNW tr )
subject to Wr ∈
⋂
ι∈I Pιr,
(47)
where Pιr is defined in (16).
The following theorem establishes the closed algebraic
forms of filters defined through (45)-(47).
Theorem 5: With notation inherited from Theorems 1-3:
1) For a given r such that 1 ≤ r ≤ l, the solution to
optimization problem (45) is given by
W ?r = PL(1)r
G†R−1/2, (48)
where P
L
(1)
r
is the orthogonal projection matrix onto
subspace spanned by eigenvectors corresponding to
γ
(1)
1 ≤ · · · ≤ γ(1)r - the r smallest eigenvalues of the
symmetric matrix
L(1) = G†(G†)t − 2Q. (49)
Moreover,
JF (W
?
r ) = tr(PL(1)r
L(1)) + c =
r∑
i=1
γ
(1)
i + c, (50)
where c = tr(Q).
2) The solution to optimization problem (46) is given by
W ?r = PL(2)r
G†R−1/2, (51)
where P
L
(2)
r
is the orthogonal projection matrix onto
subspace spanned by eigenvectors corresponding to
γ
(2)
1 ≤ · · · ≤ γ(2)r - the r smallest eigenvalues of the
symmetric matrix
L(2) = L(1) + 2Q = G†(G†)t. (52)
Moreover,
JF (W
?
r ) = tr(PL(2)r
L(1)) + c =
r∑
i=1
γ
(2)
i − 2tr(PL(2)r Q) + c. (53)
3) The solution to optimization problem (47) is given by
W ?r = PL(3)r
F †N−1/2, (54)
where P
L
(3)
r
is the orthogonal projection matrix onto
subspace spanned by eigenvectors corresponding to
γ
(3)
1 ≤ · · · ≤ γ(3)r - the r smallest eigenvalues of the
symmetric matrix
L(3) = F †(F †)t. (55)
Moreover,
JF (W
?
r ) = tr(PL(3)r
L(4)) + c =
r∑
i=1
γ
(3)
i − 2tr(PL(3)r Q) + c, (56)
where
L(4) = L(3) −Q = F †(F †)t −Q. (57)
Proof: The proof follows immediately from the corre-
sponding proofs of Theorems 1-3 by setting GI and FI to be
null matrices, implying PR(GI)⊥ = PR(FI)⊥ = Im.
A few remarks on Theorem 5 are in place here, correspond-
ing to the observations made in Remark 7 in the previous
section.
Remark 10:
1) The form (48) has been given and considered in [15],
[17]. The forms (51) and (54) are newly proposed.
2) For no rank constraint, i.e., for r = l, Theorem 5 yields
alternative forms of the LCMV filter (8) as
WLCMV = G
†R−1/2 = F †N−1/2. (58)
83) In view of (58), the filters in (48), (51) and (54) differ
only in terms of the subspace the estimate of the LCMV
filter is orthogonally projected onto.
4) We note that the filter (48) is expressed in terms of
the covariance matrix Q of signal to be reconstructed
through L(1) in (49), whereas the filters in (51) and (54)
do not depend explicitly on Q.
5) The estimate of Q may be obtained in model (1) in
practice as follows: from [17, Lemma 1] one has
Q = (HR−1Ht)−1 − (HN−1Ht)−1. (59)
Then, Q̂ is obtained as in (59) by replacing R and N
with their finite samples estimates.
6) Finally, we note that the expressions (50), (53) and
(56) yield natural rank-selection method applicable to
all forms of the proposed filter by selecting r which
minimizes the mean-square-error of the resulting filter
output, cf. Remark 6.
IX. NUMERICAL SIMULATIONS
A. General description
In order to facilitate reproducibility of our research we
provide (jointly with this paper) comprehensive simulation
framework that allows for estimation of error of signal re-
construction for a number of spatial filters applied to MEG
or EEG signals. It is available for download at https://github.
com/IS-UMK/supFunSim.git. Whole framework is contained
in single org-mode file (supFunSim.org). Please refer to
this file for detailed description and the source code for the
simulations. Org-mode is a GNU Emacs mode that allows
for the blocks of (active) source code to be interspersed with
blocks of ordinary human language that provide documen-
tation for this code thus facilitating a literate approach to
programming where both the code, its documentation and
results of its execution can be embedded in a single plain
text file.
B. Signals in Source Space
Generation of time series in source space for bioelectrical
activity of brains’ cortical and subcortical regions is conducted
using separate multivariate autoregressive (MVAR) models
for: (a) activity of interest q (SA, sim_sig_SrcActiv),
(b) interfering activity qc (IN, sim_sig_IntNoise), (c)
biological background noise qb (BN, sim_sig_BcgNoise).
Additionally, we also add Gaussian uncorrelated noise nm
to the time series in sensor space to mimic (d) measure-
ment noise and all the remaining activity of the brain (MN,
sim_sig_MesNoise).
Both SA and BN are simulated using independent, random
and stable MVAR models of order 6. During generation of
each MVAR model for SA, the coefficient matrix is multiplied
by a mask matrix that has 80% of its off-diagonal elements
equal to zero. All the remaining diagonal and off-diagonal
masking coefficients are equal to one. Such procedure allows
in particular to obtain specific profile of directed dependencies
between activity of sources of interest as measured using
partial directed coherence (PDC) measure which operates on
coefficients derived from MVAR model fitted to the signal.
We refer the reader to [26] for detailed description of PDC.
Activity of each of the IN sources is generated as negative of
the SA with added Gaussian noise of the same power as the
SA signal itself. In this way, we obtain IN signal correlated
with SA.
C. Volume Conduction Model and Leadfields
In order to obtain sensor space time series we first
use FieldTrip (FT) toolbox [8] for generation of volume
conduction model (VCM) and leadfields. VCM is prepared
(ft_prepare_headmodel) using DIPOLI method
[39] that is applied to three triangulated surface meshes
(tess_innerskull.mat, tess_outerskull.mat
and tess_head.mat) representing the outer surfaces of
brain, skull and scalp, that are available with Brainstorm (BS)
toolbox [9] as a sample/reference data.
Prior to VCM generation, we transform coordinates of
vertices of each mesh to match spatial orientation and length
unit of the EEG system used. Additionally, for the results
presented herein, we arbitrarily select:
• HydroCel Geodesic Sensor Net utilizing 128 channels as
EEG cap layout.
• Cortex patches (regions of interest, ROIs) geometry to
be sourced from the detailed cortical surface recon-
struction and parcellation also available with BS tool-
box (tess_fs_tcortex_15000V.mat.). We se-
lected ROIs by their anatomical description in Destrieux
and Desikan-Killiany atlases. Provided surface parcella-
tion was prepared using freely available FreeSurfer Soft-
ware Suite [40]. First, we randomly select cortex patches
(triangulated meshes) that contain node candidates for
further random selection of cortical bioelectrical activity
sources position and orientation. The latter is chosen as
orthogonal to the mesh surface.
• Both thalami (jointly) as a single triangulated mesh
containing node candidates for further random selection
of subcortical bioelectrical activity sources position and
orientation. Also here, the orientation of sources is chosen
as orthogonal to the mesh surface.
D. Signal in Sensor Space
The solution to forward problem (FP) is based on 1) geom-
etry and conductivity of head compartments and 2) position
of electrodes on the scalp. Based on this solution, we obtain
sensor space time series y using leadfields calculated for
each bioelectrical activity source defined by its position and
orientation and applying them to corresponding signal time
series SA, IN, BN in source space, with added MN signal,
cf. models (1) and (10). We note that for large power of IN,
model (10) realistically represents signal y, while the lower
the power of IN, the more adequate model (1) becomes. We
will observe implications of this fact below, when discussing
performance results of filters under consideration.
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E. Simulations Settings and Configuration
Simulations framework provided with the current paper en-
ables to freely change essential simulation parameters. These
include:
• signal to interference noise ratio (SINR) defined as the
power of IN signal projected onto sensor space to the
power of SA signal projected onto sensor space,
• signal to biological noise ratio (SBNR) defined as the
power of BN signal projected onto sensor space to the
power of SA signal projected onto sensor space,
• signal to measurement noise ratio (SMNR) defined as the
power of MN signal to the power of SA signal projected
onto sensor space,
• the number of cortical ROIs to be randomly selected,
• the number of sources (of each type, per any of the
cortical and subcortical regions described above). For
the results presented in Figs.2-3, we selected l = 13
sources of interest, k = 27 sources of interfering activity,
p = 27 sources of background activity (7 on the cortex,
and remaining 20 in subcortical regions),
• the number of simulation runs where new MVAR model
is generated in each run,
• the number of independent realizations based on each
generated MVAR model (trials).
• the number of time samples per trial,
• order of the MVAR model used to generate time-courses
for signal of interest,
• presence or absence of the evoked (phase locked) activity
in the source space time series.
The specific parameter values used to obtain simulation results
described herein are presented jointly with results on Figs.2-3.
Furthermore, in order to model mislocalization of sources, we
used perturbed leadfields for the source activity reconstruction.
Namely, we shifted position of leadfields randomly by < 5
mm in each direction (x, y, z) and its orientation is rotated
by < pi32 (azimuth and elevation). We considered patch-
constr ints, where the rank s of the approximation HIs of
forward matrix HI of interfering sources was set to 8, to
keep approximately 30% of singular values of HI . These
parameters are also adjustable in the proposed framework.
For each combination of SNRs we conducted 100 simu-
lation runs. In each run, locations for bioelectrical sources
of activity were randomly chosen in accordance to the above
mentioned scheme and a new MVAR model was generated.
Each simulation run contained 100 realizations of the
MVAR process that constituted 100 trials and each trial
consisted of 1000 signal samples, where:
• The first half (i.e., the first 500 samples) of each trial is
interpreted as pre-task/stimulus activity and is comprised
of BN signal projected onto sensor space along with MN
signal. The estimate of noise covariance matrix N is
obtained from this signal as a finite sample estimate.
• The second half of each trial is comprised of all signals,
i.e., SA, IN, BN signals projected onto sensor space along
with MN signal. The estimate of signal covariance matrix
R is obtained from this signal as a finite sample estimate.
F. Performance Evaluation
To facilitate fair comparison of performance of proposed
filters, we selected for evaluation the following range of widely
used spatial filters:
• The LCMV filter, expressed as both
WLCMV (R) = (H
tR−1H)−1HtR−1
and
WLCMV (N) = (H
tN−1H)−1HtN−1,
cf. Remark 1.
• The nulling filter in the form proposed in the work [25],
namely
WNL = [Il 0l×k](HtcR
−1Hc)−1HtcR
−1,
cf. (13).
• The eigenspace-LCMV filters [5] exploiting projection of
the signal covariance matrix onto its principal subspace
of the forms
WEIG−LCMV (R) = WLCMV (R)PRsig ,
where PRsig is the orthogonal projection matrix onto
subspace spanned by eigenvectors corresponding to λ1 ≥
· · · ≥ λsig - the sig largest eigenvalues of R, where
sig is the dimension of signal subspace. In practice, it is
difficult to estimate signal subspace dimension [5]. Here,
we selected sig to match the number of active sources
assumed, i.e., the optimal value of sig.
• The theoretically MSE-optimal MMSE (Wiener) filter
for the interference-free case, defined as WMMSE =
QHR−1.
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• The zero-forcing filter, defined as WZF = H†.
Additionally, as a sanity-check, we also considered random
and zero filters, defined as random (with standard normal
-Gaussian- entries) and zero matrices of suitable sizes, respec-
tively. However, the zero-forcing, random and zero filters are
not presented in Figs.2-3, as they achieve too large error to
scale with other filters considered.
From Fig.2, it is seen that for lower values of SINR,
the nulling filters achieve advantage over filters designed for
interference-free model, which is incorrect in such settings. On
the other hand, for high values of SINR, the interference-free
model better reflects observed signal, and filters designed for
this model achieve comparable or better performance than their
counterparts derived for the model in presence of interference.
Moreover, Fig.3 demonstrates that MSE-fidelity in reconstruc-
tion performance is correlated with degree of accuracy of PDC
values based on reconstructed activity of the sources, but there
is no direct linkage between them. Indeed, the eigenspace-
LCMV filters produce reconstruction particularly ill-suited to
this aim. We emphasize that the presented figures are for
illustrative purpose and we invite readers to test other settings.
G. Event-Related Experiments
In the simulation framework proposed in this section we did
not insist on a specific type of EEG/MEG measurements. In
particular, the proposed framework is applicable to all types of
EEG/MEG measurements, including event-related EEG/MEG
experiments, where one may be interested in reconstructing
activity which is evoked (phase-locked) or induced (non-phase
locked) to the stimulus. In such experiments, we usually have
stationarity in the covariance, but not in the mean [6], due to
presence of both evoked and induced part of the brain response
to the stimuli [41]. Then, if one is interested in reconstruction
of evoked (phase-locked) response, we recommend to use the
filter minimizing directly the power of reconstructed noise, i.e.,
filter of the form (26) if presence of interference is assumed,
or of the form (54) if the interference-free model is assumed.
On the other hand, if one is interested in reconstruction of
induced (non-phase-locked) response, one may simply subtract
the phase-locked activity beforehand, see, e.g., [25].
X. CONCLUSION
We proposed two families of novel spatial filters parameter-
ized by filter rank. We provided a method to select this param-
eter minimizing MSE of the filter output. We also developed
open source simulation framework for evaluation of efficiency
of spatial filters which is available online. In its current
form, this extensible framework enables also investigation of
directed connectivity among sources of interest by means of
PDC measure. We hope the proposed filters may found use
within the EEG/MEG community and possibly beyond, e.g.,
in wireless communications.
APPENDIX A
KNOWN RESULTS USED
For convenience, let us recall that in this paper we assume
that all eigen- and singular value decompositions considered
have their eigen- and singular values organized in nonincreas-
ing order.
Fact 1 (Eckart-Young-Schmidt-Mirsky Theorem [42]): Let
A ∈ Rm×n be a given matrix of rk(A) = a and let us set
rank constraint r < a. Then, one has:
XSr ∈
⋂
ι∈I
{
arg min
Xr∈Xm×nr
‖ Xr −A ‖ι
}
, (60)
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if XSr is of the following form:
Xr = [UA]m×r[ΣA]r×r([VA]n×r)t, (61)
where A = UAΣAV tA is a singular value decomposition of A.
Further, XSr is a minimizer if and only if it is obtained in this
way.
Fact 2 ( [43, p.113]): Let A ∈ Rm×n be a given matrix
and let the subspace S ⊂ Rn be given. Then, for any b ∈ Rm,
Xb is the minimum-norm least-squares solution of Ax = b,
where x ∈ S, if and only if X = Ps(APs)†, where Ps is the
orthogonal projection matrix onto S.
Fact 3 ( [44]): Let C ∈ Rn×n, D ∈ Rn×n be symmetric
matrices. Denoting by c1 ≥ c2 ≥ · · · ≥ cn and d1 ≥ d2 ≥
· · · ≥ dn, one has
tr(CD) ≤
n∑
i=1
cidi. (62)
The equality can be attained.2
Remark 11: With notation as in Fact A-3, we have equiva-
lently:
tr
(
C(−D)) = −tr(CD) ≥ − n∑
i=1
cidi. (63)
APPENDIX B
PROOF OF THEOREM 1
a) Change of variables: Let us first consider G :=
R−1/2H and GI := R−1/2HI along with Gc := [G GI ]
and Zr := WrR1/2. We note that ZrG = WrH and
ZrGI = WrHI and consequently ZrGc = [ZrG ZrGI ] =
[WrH WrHI ] = WrHc. We also note that rk(G) = l,
rk(GI) = k, rk(Gc) = l + k and Zr ∈ X l×mr , as
multiplication by invertible matrix does not change rank of
matrix [30]. Therefore, the optimization problem (17) can be
recast in view of (11) and (16) in terms of these new variables
equivalently as:
minimize ‖ Zr ‖2F −2tr
(
ZrGcE[qcqt]
)
subject to
 Zr ∈
⋂
ι∈I
arg min
Zr∈X l×mr
‖ ZrG− Il ‖2ι
ZrGI = 0l×k.
(64)
In particular, we note that the constraint ZrGI = 0l×k implies
that
ZrGcE[qcqt] = Zr[G GI ]E[qcqt] =
[ZrG 0l×k]E[qcqt] = ZrGQ, (65)
which will be useful later on, with Q = E[qqt].
b) Feasible set: In this part we reformulate the definition
of feasible set of Zr satisfying constraints of optimization
problem (64). Regarding the first constraint, we note that from
Fact 1 given in the Appendix A one has that⋂
ι∈I
{
arg min
Xr∈X l×lr
‖ Xr − Il ‖ι
}
= ΛrΛ
t
r, (66)
2The work [44] gives explicit form of eigenvalue decompositions of C and
D for which equality can be attained.
where Λr = [Λ]l×r for an orthogonal matrix Λ ∈ Rl×l.
We further note that equation ZrG = ΛrΛtr is solvable with
respect to Zr, since, e.g., ΛrΛtrG
† is a particular solution.
Thus, Zr satisfies Zr ∈
⋂
ι∈I
arg min
Zr∈X l×mr
‖ ZrG − Il ‖2ι if
and only if ZrG = ΛrΛtr for certain Λr ∈ Rl×r satisfying
ΛtrΛr = Ir. Moreover, denoting z
t
ri to be the i-th column
of Ztr for i = 1, . . . , l, and upon noticing that the second
constraint ZrGI = 0l×k is equivalent to ztri ∈ N (GtI) =R(GI)⊥ ⊂ Rm for i = 1, . . . , l, it is seen that the constraints
in (64) can be equivalently cast as{
ZrG = ΛrΛ
t
r
ztri ∈ R(GI)⊥, i = 1, . . . , l.
(67)
In particular, from (65) we obtain that it is sufficient to
consider only minimum-norm solutions of (67), as the cost
function in (64) is in view of (65) such that
‖ Z?r ‖2F −2tr
(
Z?rGQ
)
=
‖ Z?r ‖2F −2tr
(
ΛrΛ
t
rQ
) ≤
‖ Zr ‖2F −2tr
(
ΛrΛ
t
rQ
)
, (68)
where Z?r is the minimum-norm solution of ZrG = ΛrΛ
t
r and
Zr is any other solution of ZrG = ΛrΛ
t
r, both subject to the
constraints in (67).
c) Minimum-norm solution: We use now Fact 2 in the
Appendix A and obtain that, after transposition,
Z?r = ΛrΛ
t
r(PR(GI)⊥G)
†PR(GI)⊥ (69)
is the least-squares solution of (67) such that ‖ Z?r ‖2F is
the smallest among all least-squares solutions of (67). We
proceed now to show that Z?r is the minimum-norm solution
of (67). To this end, we note first that the second constraint in
(67) is satisfied by rows of Z?r (columns of (Z
?
r )
t). Thus, it
suffices to show that (PR(GI)⊥G) is of full-column rank l,
which will ensure that Z?rG = ΛrΛ
t
r, as in such a case
(PR(GI)⊥G)
†(PR(GI)⊥G) = Il [30].
To this end, we note that due to linear independence of
columns of Gc = [G GI ], one has in particular that R(G) ∩
R(GI) = {0}. Based on this fact, we will prove now that
if x ∈ R(G) then PR(GI)⊥x = 0 ⇐⇒ x = 0. (70)
(⇒) Let us express x ∈ R(G) as x = PR(GI)x+PR(GI)⊥x.
Then, by our assumption one has x = PR(GI)x, hence x ∈
R(GI). Thus, x ∈ R(G) ∩ R(GI) and from the fact that
R(G) ∩R(GI) = {0} we conclude that it must be x = 0.
(⇐) This is obvious.
Based on (70), it is easy to prove that PR(GI)⊥ is injec-
tive on R(G) as follows: suppose that x1 ∈ R(G), x2 ∈
R(G), x1 6= x2, and that PR(GI)⊥x1 = PR(GI)⊥x2. Thus,
PR(GI)⊥(x1 − x2) = 0, hence from (70) it must be x1 = x2,
which contradicts our assumption x1 6= x2.
Consider now the linearly independent set {g1, g2, . . . , gl}
of columns of G. Since PR(GI)⊥ is injective on R(G),
the set {PR(GI)⊥g1, PR(GI)⊥g2, . . . , PR(GI)⊥gl} of columns
of (PR(GI)⊥G) is also linearly independent. This im-
plies that rk(PR(GI)⊥G) = l, and consequently, that
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(PR(GI)⊥G)
†(PR(GI)⊥G) = Il. Thus, Z
?
r in (69) is the
(minimum-norm) solution of ZrG = ΛrΛtr such that z
t
ri ∈R(GI)⊥ for i = 1, . . . , l.
d) Selection of subspace: It follows from the above
considerations that we have narrowed the set of possible
solutions of the optimization problem (64) to matrices of the
form (69), parameterized by
Pr := ΛrΛ
t
r, (71)
which we recognize as an orthogonal projection matrix onto
arbitrary subspace of Rl of dimension r. Therefore, we need to
determine now the form of Pr minimizing the cost function in
(64). Taking into account (65) and using the fact that Pr and
PR(GI)⊥ are both symmetric and idempotent [30], insertion
of (69) into cost function in (64) reveals
‖ Z?r ‖2F −2tr
(
Z?rGQ
)
=
tr
(
Pr(PR(GI)⊥G)
†PR(GI)⊥×(
Pr(PR(GI)⊥G)
†PR(GI)⊥
)t)− 2tr(PrQ) =
tr(PrK
(1)), (72)
where
K(1) = (PR(GI)⊥G)
†PR(GI)⊥
(
(PR(GI)⊥G)
†)t − 2Q. (73)
Clearly, K(1) is a symmetric matrix, and so is Pr. Thus, by
applying Fact 3 in the Appendix A along with Remark 11
we obtain, upon setting C = Pr and D = −K(1) therein
that tr(PrK(1)) is minimized for Pr = PK(1)r := ΛK(1)r Λ
t
K
(1)
r
,
where Λ
K
(1)
r
∈ Rl×r contains as its columns the eigenvectors
corresponding to δ(1)1 ≤ · · · ≤ δ(1)r - the r smallest eigenvalues
of K(1). Then, the form of solution in (20) is obtained
by inverting the change of variables to W ?r = Z
?
rR
−1/2,
where Z?r = PK(1)r (PR(GI)⊥G)
†PR(GI)⊥ . Moreover, from
(11), (64), (65) and (72) one has
JI(W
?
r ) =‖ Z?r ‖2F −2tr
(
Z?rGcE[qcqt]
)
+ c =
tr(P
K
(1)
r
K(1)) + c =
r∑
i=1
δ
(1)
i + c, (74)
where c = tr(E[qqt]) = tr(Q).
APPENDIX C
PROOF OF THEOREM 2
The proof proceeds analogously to the proof of Theorem 1
above, where in place of optimization problem (64) we con-
sider now, in view of (18):
minimize ‖ Zr ‖2F
subject to
 Zr ∈
⋂
ι∈I
arg min
Zr∈X l×mr
‖ ZrG− Il ‖2ι
ZrGI = 0l×k.
(75)
Then, in place of (72) one obtains for Z?r of the form (69)
with Pr := ΛrΛtr as in (71) that
‖ Z?r ‖2F=
tr
(
Pr(PR(GI)⊥G)
†PR(GI)⊥
(
Pr(PR(GI)⊥G)
†PR(GI)⊥
)t)
=
tr(PrK
(2)), (76)
where
K(2) = (PR(GI)⊥G)
†PR(GI)⊥
(
(PR(GI)⊥G)
†)t = K(1)+2Q.
(77)
Clearly, K(2) is a symmetric matrix. Thus, in order to find
the form of Pr minimizing tr(PrK(2)), we apply Fact 3 in
the Appendix A along with Remark 11 in exactly the same
way as was done below (73) in the proof of Theorem 1, to
obtain Pr = PK(2)r := ΛK(2)r Λ
t
K
(2)
r
, where Λ
K
(2)
r
∈ Rl×r
contains as its columns the eigenvectors corresponding to
δ
(2)
1 ≤ · · · ≤ δ(2)r - the r smallest eigenvalues of K(2).
Similarly as above, the form of solution in (23) is obtained by
inverting the change of variables to W ?r = Z
?
rR
−1/2, where
Z?r = PK(2)r
(PR(GI)⊥G)
†PR(GI)⊥ . Moreover, just as in (74)
above, we obtain
JI(W
?
r ) =‖ Z?r ‖2F −2tr
(
Z?rGcE[qcqt]
)
+ c =
tr(P
K
(2)
r
K(1)) + c = tr
(
P
K
(2)
r
(K(2) − 2Q))+ c =
r∑
i=1
δ
(2)
i − 2tr(PK(2)r Q) + c, (78)
where c = tr(E[qqt]) = tr(Q).
APPENDIX D
PROOF OF THEOREM 3
The closed algebraic form (26) of the solution of the
optimization problem (19) is obtained in exactly the same
way as in the proof of Theorem 2, with G replaced by F ,
GI replaced by FI , and Gc replaced by Fc, respectively.
Thus, to complete the proof of Theorem 3 we only need
to compute JI(W ?r ), where W
?
r = Z
?
rN
−1/2 with Z?r =
P
K
(3)
r
(
PR(FI)⊥F
)†
PR(FI)⊥ . Namely, using (65) for F and
FI , we have:
JI(W
?
r ) = tr(W
?
rR(W
?
r )
t)− 2tr(W ?rHcE[qcqt])+ c =
tr(W ?r (HcQcH
t
c +N)︸ ︷︷ ︸
R
(W ?r )
t)− 2tr(W ?rHcE[qcqt])+ c =
tr(Z?rFcQcF
t
c (Z
?
r )
t)+tr(Z?r (Z
?
r )
t)−2tr(Z?rFcE[qcqt])+c =
tr(Z?rFQF
t(Z?r )
t) + tr(Z?r (Z
?
r )
t)− 2tr(Z?rFQ)+ c =
tr
(
P
K
(3)
r
Q(P
K
(3)
r
)t
)
+ ‖ Z?r ‖2F −2tr
(
P
K
(3)
r
Q
)
+ c =
‖ Z?r ‖2F −tr(PK(3)r Q) + c =
tr(P
K
(3)
r
K(4)) + c, (79)
where c = tr(E[qqt]) = tr(Q) and
K(4) = (PR(FI)⊥F )
†PR(FI)⊥
(
(PR(FI)⊥F )
†)t −Q =
K(3) −Q. (80)
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Finally,
JI(W
?
r ) = tr
(
P
K
(3)
r
(K(3) −Q))+ c =
r∑
i=1
δ
(3)
i − tr(PK(3)r Q) + c. (81)
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