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Abstract
This paper concerns with some of the results related to the singular solu-
tions of certain types of non-linear integrable differential equations (NIDE)
and behavior of the singularities of those equations. The approach heavily
relies on the Method of Operator Identities [1] which proved to be a power-
ful tool in different areas such as interpolation problems, spectral analysis,
inverse spectral problems, dynamic systems, non-linear equations. We for-
mulate and solve a number of problems (direct and inverse) related to the
singular solutions of sinh-Gordon, non-linear Schro¨dinger and modified Ko-
rteweg - de Vries equations. Dynamics of the singularities of these solutions
suggests that they can be interpreted in terms of particles interacting through
the fields surrounding them. We derive differential equations describing the
dynamics of the singularities and solve some of the related problems. The
developed methodologies are illustrated by numerous examples.
1 Introduction
Method of Operator Identities [1] plays an important role in different ar-
eas of both pure and applied mathematics. This method appeared to be a
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universal tool for solving the interpolation, spectral analysis problems, inves-
tigation of dynamic systems and nonlinear integrable equations. Solutions
of many problems that became already classical are much simpler and more
transparent under the prism of Method of Operator Identities and it reveals
the striking similarities between very different at the first glance fields of
research.
In this paper we apply Method of Operator Identities to the investigation of
the properties of the singular solutions of some non-linear integrable equa-
tions obtained by solving the inverse spectral problem for the associated self-
adjoint canonical system of differential equations. In particular, we consider
the following non-linear equations
∂2φ(x, t)
∂x∂t
= 4 sinhφ(x, t) sinh-Gordon equation (SHG) ; (1.1)
∂ψ(x, t)
∂t
= −1
4
∂3ψ(x, t)
∂x3
+
3
2
|ψ(x, t)|2∂ψ(x, t)
∂x
modified Korteweg - de Vries equation (MKdV);
(1.2)
∂ρ(x, t)
∂t
=
ı
2
[
∂2ρ(x, t)
∂x2
− 2|ρ(x, t)|2ρ(x, t)
]
non-linear Schro¨dinger equation (NSE).
(1.3)
Some of the results concerning these equations were obtained previously
by different methods but for the completeness of the picture and to show the
universality and power of the Method of Operator Identities we present the
solutions and proofs here. The main subject of investigation is the study of
the properties of the singular solutions and the behavior of the singularities
of those solutions. Initially the idea of investigation of singular solutions was
suggested in [2, 3] where the ”gluing” procedure was applied to the inverse
scattering problem as a method of analysis. Method of Inverse Spectral Prob-
lem powered by Method of Operator Identities proved to be more efficient in
these investigations and allowed to perform more general and more detailed
analysis of the considered solutions. The properties of the singular solutions
(already discussed in [2, 3]) point out that on global scale they behave very
similar to the classical soliton solutions: asymptotically N -wave solution is
represented as N independent elementary waves; after the interaction ele-
mentary waves preserve their shapes and the only change they experience is
2
the phase shift; during the interaction elementary waves exchange their ener-
gies. Singular solutions admit interpretation in terms of particles interacting
through the fields surrounding them. As opposed to the soliton solutions,
presence of the singularities allows to derive dynamical equations and inves-
tigate in much more details the region of close interaction between singular
waves/particles.
The plan of the paper is as follows. Section 2 is auxiliary. There we in-
troduce a class of structured matrices (paired Cauchy matrices) related to
the equations (1.1)-(1.3) and using Method of Operator Identities (matrix
version) we investigate the invertibility of these matrices and calculate the
transfer matrix function of the corresponding dynamic system. Studying
the properties of the dynamic system led us to the investigation of some
related rational direct and inverse interpolation problems. Obtained results
are applied in further sections to study the properties of the singularities of
non-linear equations. At the same time, results of the Section 2 are of inde-
pendent interest in the field of structured matrices and related interpolation
problems. In particular, we investigate the following interpolation problem
IP Problem. Given the sets of numbers
µ = {µ1, µ2, . . . , µn}, ν = {ν1, ν2, . . . , νn}, ξ = {ξ1, ξ2, . . . , ξn},
find 2× 2 matrix polynomial X(λ) = {Xij(λ)}2i,j=1 satisfying the relations
X(ξj)
[
νj
µj
]
= 0, 1 ≤ j ≤ n. (1.4)
This and similar interpolation problems were studied by the number of the
authors (see for example [5] and [6] - [8], [9]). The use of the Method of
Operator Identities reveals some interesting connecting links among different
areas of analysis such as dynamic systems, structured matrices and non-linear
differential equations.
In Section 3 (Subsection 3.1) we consider explicit singular solutions of
non-linear integrable equations. The procedure relies on the operator version
of the Method of Operator Identities. It is shown that those solutions can
be represented in terms of determinants of the paired Cauchy and paired
Vandermonde matrices (Theorems 3.3 and 3.4).
In Subsection 3.2 we study the properties of the singular solutions.
Using results of Section 2 we obtain an efficient parametrization of the
zeros of those determinants and investigate the connection between transfer
3
matrix function of the corresponding dynamic system and singular solutions
of non-linear equations (Theorem 3.5). In this way we formulate and solve
an inverse problem of singular solutions: given some information about the
solution, restore the full system (Theorems 3.6, 3.7 and 3.8). Developed
methodologies are illustrated by simple examples.
Subsection 3.3 is dedicated to the investigation of the dynamics of the
singularities given by the parametrizations obtained in Subsection 3.2. It
is shown that the dynamics of the singularities is described by completely
integrable Hamiltonian system and action-angle variables for this system
are found (Theorem 3.11). We also derive a system of non-linear differ-
ential equations describing the dynamics of the parameters and study the
properties of the system for some special simple cases (2-wave interaction).
Numerous examples showing different aspects of the solutions are presented.
For the case of two-wave interaction we formulate and solve an inverse prob-
lem (problem 3.35, Assertion 3.36). In general (N -wave interaction),
dynamics of the singularities is quite complicated and cannot be integrated
in closed form. In Appendix we present some of the examples of singular-
ities behavior obtained by numerical analysis and give an interpretation in
terms of particles.
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2 Dynamic systems, operator identity and as-
sociated interpolation problems
Consider matrix S of the form
S =
{
aibj + cidj
gi − hj
}N
i,j=1
, (2.1)
where a = {ai}N1 , b = {bi}N1 , c = {ci}N1 , d = {di}N1 , g = {gi}N1 , h = {hi}N1
- are the sets of complex numbers such that gi 6= hj (1 ≤ i, j ≤ N) ; gi 6=
4
gj, hi 6= hj, i 6= j.
In the special case when aibj + cidj = 1 (1 ≤ i, j ≤ N) matrix S is a pure
Cauchy matrix. Matrices of the type (2.1) represent a special case of general-
ized Cauchy matrices in the sense of [4]. They were studied by the number of
the authors (see for example [5] and [6] - [8]). Numerous interpolation prob-
lems connected to the matrices of this class were investigated in [9]. Results
of this section slightly generalize the ones obtained in [10]. Our approach is
based on matrix identity
AS − SB = Π1ΠT2 , (2.2)
where A = diag{g1, g2, . . . gN}, B = diag{h1, h2, . . . hN},
Π1 =

a1 c1
a2 c2
· · · · · ·
aN cN
 , Π2 =

b1 d1
b2 d2
· · · · · ·
bN dN
 ;
and the symbol MT denotes transposition of the matrix M . This is a matrix
version of operator identity thoroughly investigated and used in [1], [11] and
a number of papers (see for example [12] - [20]). In this section we review the
results related to the rational interpolation problems and invertibility of the
matrices of type (2.1) which play an important role in further considerations
concerning singular solutions of NIDE.
Let’s introduce 2× 2 matrix-function WA (λ) by the equality
WA (λ) = I2 − ΠT2 S−1 (A− λIN)−1 Π1, (2.3)
where Ik - is the k× k identity matrix. Note that WA (λ) is transfer matrix-
function of the dynamic system
dx
dt
= Ax+ Π1u, y = Π
T
2 S
−1x+ u, (2.4)
where u = {ui (t)}21 - input, y = {yi (t)}21 - output, and x = {xi (t)}N1 - is the
inner state of the system. Matrix-function WB (λ) = W
−1
A (λ) that can be
represented in the form [1]
WB (λ) = I2 + Π
T
2 (B − λIN)−1 S−1Π1 (2.5)
also plays an important role in the following studies. As one can see from (2.3), (2.5)
the existence of WA (λ) and WB (λ) depends on the invertibility of the matrix
S. Let’s define the ordered sets
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µ = {µi} = [a1, a2, . . . aN , d1, d2, . . . dN , ] ,
ν = {νi} = [−c1,−c2, . . .− cN , b1, b2, . . . bN ] ,
ξ = {ξi} = [g1, g2, . . . gN , h1, h2, . . . hN ] .
The criteria of regularity of the matrix S is given by the following theorem
Theorem 2.1 Let a matrix S have the form (2.1) and assume that µik = 0
and νik = 0 for some sets i1, i2, · · · , ip and j1, j2, · · · , jr of natural numbers
(less or equal 2N) such that 0 ≤ p ≤ 2N, 0 ≤ r ≤ 2N and ik 6= jm for all
1 ≤ k ≤ p and 1 ≤ m ≤ r. Then the relations
µnQ1 (ξn) + νnQ2 (ξn) = 0, n = 1, 2, . . . , 2N (2.6)
with some polynomials Q1 and Q2 of the form
Q1 (λ) = Q˜1 (λ)
∏r
m=1 (λ− ξjm),
Q2 (λ) = Q˜2 (λ)
∏p
k=1 (λ− ξik),
where Q˜l (λ) (l = 1, 2) are arbitrary polynomials such that
deg{Q˜1 (λ)} ≤ N − 1− r, deg{Q˜2 (λ)} ≤ N − 1− p,
are necessary and sufficient for the matrix S to be singular i.e. detS = 0.
Remark 2.1 The proof of the Theorem 2.1 can be easily obtained from the
results of [10]. We give it here for the completeness of the considerations.
Proof. Assume for now that µi 6= 0, νi 6= 0; i = 1, 2, . . . , 2N . Condition
detS = 0 is equivalent to the existence of the non-trivial solution x = {xi}N1
of the system of equations Sx = 0 or
N∑
j=1
aibj − cidj
gi − hj xj = 0, i = 1, 2, . . . , N. (2.7)
System (2.8) can be rewritten as
ai
N∑
j=1
bjxj
gi − hj = yi, 1 ≤ i ≤ N, (2.8)
6
ci
N∑
j=1
djxj
gi − hj = yi, 1 ≤ i ≤ N, (2.9)
where y = {yi}N1 - non-trivial vector. Consider functions
G1(λ) =
N∑
j=1
bjxj
λ− hj =
∑N
j=1 bjxj
∏
k 6=j (λ− hk)∏N
i=1 (λ− hi)
=
f1(λ)
H(λ)
,
G2(λ) =
N∑
j=1
djxj
λ− hj =
∑N
j=1 djxj
∏
k 6=j (λ− hk)∏N
i=1 (λ− hi)
=
f2(λ)
H(λ)
.
(2.10)
From (2.8), (2.9) it follows that aiG1(gi) = ciG2(gi) = yi; 1 ≤ i ≤ N .
Substituting in (2.10) λ = hj we obtain
f1(hj) = bjxjH
′(hj),
f2(hj) = djxjH
′(hj),
or
f1(hj)dj = f2(hj)bj, 1 ≤ j ≤ N. (2.11)
It follows from (2.10) that degf1(λ) ≤ N − 1; degf2(λ) ≤ N − 1. On the
other hand, using (2.10), expressions (2.8), (2.9) can be represented as
yi = ai
f1(gi)
H(gi)
, 1 ≤ i ≤ N,
yi = ci
f2(gi)
H(gi)
, 1 ≤ i ≤ N,
or
aif1(gi) = cif2(gi), 1 ≤ i ≤ N. (2.12)
Formulas (2.11), (2.12) prove the necessity of the conditions of the theo-
rem in the case µi 6= 0, νi 6= 0; i = 1, 2, . . . , 2N . Reverse considerations
give the sufficiency. Let now µik = 0, k = 1, 2, . . . , p for some multi-index
i1, i2, . . . ip, 0 ≤ p ≤ 2N . Then from (2.11), (2.12) it follows that f2(ξik) =
0, k = 1, 2, . . . , p. In other words, f2(λ) = f˜2(λ)
∏p
k=1 (λ− ξik) and f˜2(λ) is
the polynomial such that degf˜2(λ) ≤ N−1−p. If νjm = 0, m = 1, 2, . . . , r for
some multi-index j1, j2, . . . jr, 0 ≤ r ≤ 2N , then f1(ξjm) = 0, m = 1, 2, . . . , r
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and f1(λ) = f˜1(λ)
∏r
m=1 (λ− ξjm) where f˜1(λ) is the polynomial such that
degf˜1(λ) ≤ N − 1− r. It’s easy to see that equalities ik = jm for any of the
pairs (k,m); k = 1, 2, . . . , p; m = 1, 2, . . . , r are impossible because in these
cases the determinant of the matrix S equals zero. 
Remark 2.2 Equations (2.6) parametrize the equality detS = 0 by means
of the coefficients of the polynomials Q˜1 (λ) and Q˜2 (λ) .
The parametrization is understood in the following sense. Let
{
q
(1)
i
}N−r
i=1
and
{
q
(2)
i
}N−p
i=1
represent the coefficients of the polynomials Q˜1(λ) and Q˜2(λ)
respectively then considering detS as a function
F
(
q
(1)
1 , q
(1)
2 , . . . , q
(1)
N−r, q
(2)
1 , q
(2)
2 , . . . , q
(2)
N−p
)
of the parameters
{
q
(1)
i
}
and
{
q
(2)
i
}
, we have
F
(
q
(1)
1 , q
(1)
2 , . . . , q
(1)
N−r, q
(2)
1 , q
(2)
2 , . . . , q
(2)
N−p
)
= 0,
which can also be considered as equation of the surface in (2N − 2− r − p)
- dimensional space.
Let the sets µ, ν, ξ be such that detS 6= 0. Then from (2.3) it follows that
WA (λ) =
(
N∏
i=1
(gi − λ)−1
)
{Djk (λ)}2j,k=1, (2.13)
where Djk (λ) (j, k = 1, 2) - are polynomials such that
deg{D11 (λ)} ≤ N ; deg{D22 (λ)} ≤ N ,
deg{D21 (λ)} ≤ N − 1; deg{D12 (λ)} ≤ N − 1.
We now formulate and solve related interpolation problems. Note, that
the similar problems were considered in [9]. The proofs become much sim-
pler and more transparent if one uses identity (2.2) and general expression
for the transfer matrix-function WA(λ). Relations (2.2) and (2.3) allow a
unified approach to the problems from different areas, i.e. dynamic systems,
interpolation, spectral problems, non-linear differential equations, as we’ll
8
see in the following sections.
Let’s introduce the projectors Pk (1 ≤ k ≤ N) as N ×N matrices defined by
Pk = {pij}Ni,j=1 : pij = 0 when i 6= j and pij = 1 when i = j = k.
Then
ΠT2 Pk =
[
0 · · · 0 bk 0 · · · 0
0 · · · 0 dk 0 · · · 0
]
, 1 ≤ k ≤ N.
Multiplying from the right both sides of (2.3) by ΠT2 Pk we get
WA(λ)Π
T
2 Pk =
[
ΠT2 − ΠT2 S−1(A− λEN)−1Π1ΠT2
]
Pk, 1 ≤ k ≤ N. (2.14)
From (2.2) it follows that
Π1Π
T
2 = (A− λEN)S − S(B − λEN). (2.15)
Substituting (2.15) in (2.14) and passing to the limit λ→ hk results in
WAΠ
T
2 Pk = 0, 1 ≤ k ≤ N. (2.16)
Taking into account (2.13), equalities (2.16) can be written as
bkDi1(hk) + dkDi2(hk) = 0; i = 1, 2; 1 ≤ k ≤ N. (2.17)
From (2.13) and relation W−1B (λ) = WA(λ) follows the representation
WB(λ) =
∏N
i=1 (gi − λ)
detWA(λ)
[
D22(λ) −D12(λ)
−D21(λ) D11(λ)
]
. (2.18)
Now, multiplying from the left both sides of (2.5) by P Tk Π1 and passing to
the limit λ→ gk we obtain
P Tk Π1WB(gk) = 0, 1 ≤ k ≤ N. (2.19)
Taking into account (2.18), equalities (2.19) become
akDi2(gk)− ckDi1(gk) = 0; i = 1, 2; 1 ≤ k ≤ N. (2.20)
Expressions (2.17), (2.20) can be re-written in the form[
D11(ξk) D12(ξk)
D21(ξk) D22(ξk)
] [
νk
µk
]
= 0, 1 ≤ k ≤ 2N. (2.21)
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Equalities (2.21) can be reformulated in terms of the interpolation problem:
IP Problem. Given the sets of numbers µ, ν, ξ, find 2×2 matrix polynomial
X(λ) = {Xij(λ)}2i,j=1 satisfying the relations
X(ξj)
[
νj
µj
]
= 0, 1 ≤ j ≤ 2N. (2.22)
Let’s note that this IP Problem has infinitely many solutions. Indeed,
for any given vector polynomials Xk1(λ) (or Xk2(λ)), k = 1, 2 using (2.17)
or (2.20), Lagrange-Sylvester formulas give the way to recover corresponding
polynomials Xk2(λ) (or Xk1(λ)), k = 1, 2. From the set of the solutions of
IP Problem we choose the one for which
degX11(λ) = degX22(λ) = N ; degX12(λ) ≤ N − 1; degX21(λ) ≤ N − 1.
(2.23)
In this case the solution {Xij(λ)}2i,j=1 is called the basis solution of the IP
Problem and N is called the degree (deg) of the solution. The basis solu-
tion {Xij(λ)}2i,j=1 is called normalized basis solution if the coefficients of the
highest degree of the polynomials X11 and X22 are equal to 1.
The following considerations are devoted to the construction of the basis
solution of the IP Problem.
With the notations
Vk (η, ζ) =

η1 η2 · · · η2N
ζ1η1 ζ2η2 · · · ζ2Nη2N
· · · · · · · · · · · ·
ζk1 η1 ζ
k
2 η2 · · · ζk2Nη2N
 ;
Λk = col[1, λ, · · · , λk]; V =
[
VN−1 (µ, ξ)
VN−1 (ν, ξ)
]
; ∆ = detV
we prove the following statements.
Lemma 2.2 The matrix V is non-singular if and only if the matrix S is
non-singular.
Proof. We rewrite matrix S in terms of the sets µ, ν and ξ
S =
{
µiνN+j − νiµN+j
ξi − ξN+j
}N
i,j=1
(2.24)
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and consider two related matrices
S1 =
{
µiνN+j
ξi − ξN+j
}N
i,j=1
, S2 =
{−νiµN+j
ξi − ξN+j
}N
i,j=1
. (2.25)
These matrices can be represented as
S1 = M1S0N2; S2 = M2S0N1, (2.26)
where M1, M2, N1, N2 are diagonal matrices
M1 = diag [µ1, µ2, . . . , µN ] , M2 = diag [µN+1, µN+2, . . . , µ2N ] ;
N1 = diag [ν1, ν2, . . . , νN ] , N2 = diag [νN+1, νN+2, . . . , ν2N ] ;
and S0 is a Cauchy matrix
S0 =
{
1
ξi − ξN+j
}N
i,j=1
.
The determinants of the matrices S1 and S2 can be easily calculated as
detS1 =
N∏
i=1
(µiνN+i) detS0;
(2.27)
detS2 = (−1)N
N∏
i=1
(νiµN+i) detS0,
where
detS0 =
∏
1≤i<j≤N
(ξi − ξj)
∏
N+1≤i<j≤2N
(ξi − ξj)∏
1≤i≤N
N+1≤j≤2N
(ξi − ξj) . (2.28)
Let τ = {τi}Ni=1 be an N -tuple of integers such that
1. 1 ≤ τi ≤ 2N ;
2. τi > τj, i > j;
3. τi mod N 6= τj, i 6= j.
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and T be the set of all permutations of τ . For the convenience we represent
each tuple τ as τ = τ1 ∪ τ2 where τ1 = {τ1,i}c1i=1 , τ2 = {τ2,j}c2j=1 and τ1,i ≤
N, 1 ≤ i ≤ c1; τ2,j > N, 1 ≤ j ≤ c2. It’s easy to observe that the set
{τ1, τ2 −N} rearranged in increasing order of values coincides with the set
{1, 2, . . . , N}. Using elementary properties of the determinants, detS can be
represented in the following form
detS =
∑
τ∈T
detSτ
c1∏
i=1
µN+τ1,i
c2∏
j=1
ντ2,j , (2.29)
where Sτ - are the matrices whose (τ1,i)-th columns are constructed from
(τ1,i)-th columns of the matrix S1 (1 ≤ i ≤ c1) and (τ2,j − N)-th columns
are constructed from (τ2,j − N)-th columns of the matrix S2 (1 ≤ j ≤ c2).
It follows then that Sτ are paired Cauchy matrices whose properties were
investigated in [10]. In order to calculate the determinants detSτ , consider
two multi-sets of integers κ = {κi}c1i=1 and κ¯ = {κ¯j}c2j=1 defined in the
following way:
1. 1 ≤ κi ≤ N, 1 ≤ i ≤ c1; 1 ≤ κ¯j ≤ N, 1 ≤ j ≤ c2;
2. κi > κj if i > j; κ¯k > κ¯l if k > l;
3. κ ∩ κ¯ = ∅, κ ∪ κ¯ = {1, 2, . . . , N}.
Let K be the set of all multi-sets κ. Using Laplace theorem and formu-
las (2.26), (2.27) the determinant of paired Cauchy matrix corresponding to
the tuple τ ∈ T is calculated as
detSτ =
∑
κ∈K
(−1)c2+
c1∑
k=1
κk+
c1∑
m=1
τ1,m
c1∏
i=1
µκi
c2∏
j=1
νκ¯j detSκ detSκ¯, (2.30)
where
detSκ =
∏
1≤i<j≤c1
(ξκi − ξκj)
∏
1≤i<j≤c1
(ξκN+i − ξκN+j)∏
1≤i≤c1
1≤j≤c1
(ξκi − ξκN+j)
;
detSκ¯ =
∏
1≤i<j≤c2
(ξκ¯i − ξκ¯j)
∏
1≤i<j≤c2
(ξκ¯N+i − ξκ¯N+j)∏
1≤i≤c2
1≤j≤c2
(ξκ¯i − ξκ¯N+j)
.
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Let’s observe that summations over T in (2.29) and K in (2.30) produce
unique combinations of the products
Pτ =
c1∏
i=1
(µN+τ1,i µτ2,i−N)
c2∏
j=1
(ντ2,j ντ1,j)
expressed in terms of the tuple τ . In order to unify and simplify indexation
generated by τ and κ we introduce two N -tuples ρ = {ρi}Ni=1 and ρ¯ = {ρ¯i}Ni=1
defined as
1. 1 ≤ ρi ≤ 2N, 1 ≤ i ≤ N ; 1 ≤ ρ¯j ≤ 2N, 1 ≤ j ≤ N ;
2. ρi > ρj if i > j; ρ¯k > ρ¯l if k > l;
3. ρ ∩ ρ¯ = ∅, ρ ∪ ρ¯ = {1, 2, . . . , 2N}.
Let R represent the set of all permutations of ρ. Then it’s easy to see that
for each tuple τ there exists the set ρ such that expressions for Pτ in terms
of ρ and ρ¯ take the form
Pρ =
N∏
i=1
µρi
N∏
j=1
νρ¯j .
After multiplying numerator and denominator of each term in (2.30) corre-
sponding to the tuple τ by∏
1≤i≤c1
1≤j≤c2
(ξκi − ξκ¯N+j)
∏
1≤i≤c2
1≤j≤c1
(ξκ¯i − ξκN+j)
and substituting (2.30) into (2.29), the expression for the coefficient Cτ by
the term Pτ yields
Cτ =
∏
1≤i<j≤c1
(ξκi − ξκj)(ξκN+i − ξκN+j)
∏
1≤i<j≤c2
(ξκ¯i − ξκ¯j)(ξκ¯N+i − ξκ¯N+j)
×
∏
1≤i≤c1
1≤j≤c2
(ξκi − ξκ¯N+j)
∏
1≤i≤c2
1≤j≤c1
(ξκ¯i − ξκN+j)
 ∏
1≤i≤N
N+1≤j≤2N
(ξi − ξj)

−1
.
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In terms of ρ the expression for Cτ translates into
Cρ =
∏
1≤i<j≤N
(ξρi − ξρj)
∏
1≤i<j≤N
(ξρ¯i − ξρ¯j)∏
1≤i≤N
N+1≤j≤2N
(ξi − ξj) .
On the other hand, using Laplace theorem for the determinant ∆ the follow-
ing representation can be obtained
∆ =
∑
ρ∈R
(−1)
N∑
k=1
k+
N∑
m=1
ρm
N∏
i=1
µρi
N∏
j=1
νρ¯j
∏
1≤i<j≤N
(ξρi − ξρj)
∏
1≤i<j≤N
(ξρ¯i − ξρ¯j).
(2.31)
Comparing (2.31) with the previously obtained relations we conclude that
detS and ∆ are related by the formula
detS = (−1)N(N−1)2 ∆
∏
1≤i≤N
N+1≤j≤2N
(ξi − ξj)−1. (2.32)
As ξi 6= ξj, 1 ≤ i ≤ N, N+1 ≤ j ≤ 2N the assertion of the lemma follows.
Theorem 2.3 Let the sets of numbers µ, ν, ξ be such that detS 6= 0 then the
transfer matrix-function WA (λ) has the form (2.13) where
D11 (λ) = (−1)N det
[
VN−1 (µ, ξ) 0
VN (ν, ξ) ΛN
]
∆−1;
D12 (λ) = (−1)N det
[
VN−1 (µ, ξ) ΛN−1
VN (ν, ξ) 0
]
∆−1;
(2.33)
D21 (λ) = det
[
VN (µ, ξ) 0
VN−1 (ν, ξ) ΛN−1
]
∆−1;
D22 (λ) = det
[
VN (µ, ξ) ΛN
VN−1 (ν, ξ) 0
]
∆−1;
14
and the matrix-function
D(λ) = {Dij(λ)}2i,j=1
is the basis solution of the IP Problem with the degree N−p−r where p - is
the number of indices ik, 1 ≤ k ≤ p for which µik = 0 and r - is the number
of indices jk, 1 ≤ k ≤ r for which νjk = 0. Corresponding normalized basis
solution of the IP Problem is unique.
Proof. By virtue of the theorem conditions and Lemma 2.2, ∆ 6= 0. Hence
polynomials (2.33) make sense. From (2.33) we find that
νiDk1(ξi) + µiDk2(ξi) = 0, 1 ≤ i ≤ 2N, k = 1, 2. (2.34)
Indeed, consider for example a combination
D1(λ) = νiD11(λ) + µiD12(λ)
for some index i : 1 ≤ i ≤ 2N . It can be represented in the form
D1(λ) = (−1)N det
[
VN−1 (µ, ξ) µiΛN−1
VN (ν, ξ) νiΛN
]
∆−1.
Setting λ = ξi in the last expression, we see that D1(ξi) represents a deter-
minant of the matrix whose i-th and last columns coincide. Thus D1(ξi) =
0, (1 ≤ i ≤ 2N). A combination corresponding to
D2(λ) = (−1)N det
[
VN (µ, ξ) µiΛN
VN−1 (ν, ξ) νiΛN−1
]
∆−1
is treated analogously. So the equalities (2.21) are satisfied and {Dij(λ)}2i,j=1
is the basis solution of the IP Problem. We’ll show now that the cor-
responding normalized basis solution is unique. First, consider the case
µi 6= 0 and νi 6= 0, 1 ≤ i ≤ 2N . Assume that there exists another solution{
D˜ij(λ)
}2
i,j=1
of degree N such that the equalities (2.21) are satisfied and the
coefficients of the highest degree of the polynomial pairs
{
D11(λ), D˜11(λ)
}
and
{
D22(λ), D˜22(λ)
}
respectively, are equal to 1. Expressions (2.21) can
be considered as two systems of 2N equations each with respect to the co-
efficients of the polynomials D1j(λ) and D2j(λ), j = 1, 2. We represent
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the polynomials D11(λ), D12(λ) and D˜11(λ), D˜12(λ) in the form D11(λ) =
λN+
∑N
i=1 λ
N−id(i)11 , D12(λ) =
∑N
i=1 λ
N−id(i)12 , D˜11(λ) = λ
N+
∑N
i=1 λ
N−id˜(i)11 ,
D˜12(λ) =
∑N
i=1 λ
N−id˜(i)12 and consider the systems
νiD11(ξi) + µiD12(ξi) = 0, 1 ≤ i ≤ 2N (2.35)
and
νiD˜11(ξi) + µiD˜12(ξi) = 0, 1 ≤ i ≤ 2N. (2.36)
Subtracting corresponding equations in (2.35) from (2.36) we arrive at the
system
νiDˆ11(ξi) + µiDˆ12(ξi) = 0, 1 ≤ i ≤ 2N, (2.37)
where
Dˆ11(λ) =
N∑
i=1
λN−i(d˜(i)11 − d(i)11 ),
Dˆ12(λ) =
N∑
i=1
λN−i(d˜(i)12 − d(i)12 ).
According to the Theorem 2.1 for the arbitrary polynomials Dˆ1i(λ), (i =
1, 2) of the degree less or equal N−1 there exists a matrix Sˆ with the elements
constructed from the sets {νi} , {µi} and {ξi} ; (1 ≤ i ≤ 2N) and having
the form (2.1) (hence Sˆ = S) such that detS = 0. Again using Lemma 2.2
we conclude that ∆ = 0 but this contradicts the condition of the theorem.
Hence, d˜
(i)
11 − d(i)11 = 0 and d˜(i)12 − d(i)12 = 0, i = 1, 2, . . . , N. The systems
νiD21(ξi) + µiD22(ξi) = 0, 1 ≤ i ≤ 2N (2.38)
and
νiD˜21(ξi) + µiD˜22(ξi) = 0, 1 ≤ i ≤ 2N (2.39)
are considered analogously.
Let now µik = 0, k = 1, 2, . . . , p for some multi-index i1, i2, . . . ip, 0 ≤ p ≤
2N and νjm = 0,m = 1, 2, . . . , r for some multi-index j1, j2, . . . jr, 0 ≤ r ≤
2N . Consider first the system (2.35). In this case polynomials D1k(λ), k =
1, 2 can be represented as
D11(λ) = B11(λ)
p∏
k=1
(λ− ξik), D12(λ) = B12(λ)
r∏
m=1
(λ− ξjm), (2.40)
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where B11(λ) = λ
N−p +
∑N−p
i=1 λ
N−p−ib(i)11 , B12(λ) =
∑N−r
i=1 λ
N−r−ib(i)12 . As-
sume that there exists another solution D˜1k(λ), k = 1, 2 of the system (2.35)
which can be represented as
D˜11(λ) = B˜11(λ)
p∏
k=1
(λ− ξik), D˜12(λ) = B˜12(λ)
r∏
m=1
(λ− ξjm), (2.41)
where B˜11(λ) = λ
N−p+
∑N−p
i=1 λ
N−p−ib˜(i)11 , B˜12(λ) =
∑N−r
i=1 λ
N−r−ib˜(i)12 . In case
of normalized basis solution the coefficients of the highest degree of the poly-
nomials B11(λ) and B˜11(λ) equal one. Substituting (2.41) into (2.35) we ar-
rive at two systems of equations with respect to the coefficients
{
b
(i)
11
}N−p
i=1
,
{
b
(i)
12
}N−r
i=1
and
{
b˜
(i)
11
}N−p
i=1
,
{
b˜
(i)
12
}N−r
i=1
respectively. Subtracting corresponding equations
of these systems we get
νj
N−p∑
i=1
ξN−p−ij (b˜
(i)
11 − b(i)11 ) +µj
N−r∑
i=1
ξN−r−ij (b˜
(i)
12 − b(i)12 ) = 0, 1 ≤ j ≤ 2N. (2.42)
System (2.42) can have only trivial solutions otherwise it is required for the
matrix of the coefficients to be singular which is equivalent to the condition
detS = 0 implying (according to Lemma 2.2) that ∆ = 0 but this con-
tradicts the theorem’s assumptions. Hence, b˜
(i)
11 = b
(i)
11 , 1 ≤ i ≤ N − p and
b˜
(i)
12 = b
(i)
12 , 1 ≤ i ≤ N − r.
Case of the polynomials D2j(λ), j = 1, 2 is considered analogously. 
Now we summarize the properties of the polynomials Dij (λ) (i, j = 1, 2)
under the condition ∆ 6= 0.
Property 2.1
degD11(λ) = degD22(λ) = N.
Assertion follows directly from (2.33). It’s easy to see that the coefficients of
the highest degree of the polynomials D11(λ) and D22(λ) equal ∆.
Property 2.2 Coefficients of the polynomials Dij(λ), (i, j = 1, 2) do not
depend on the absolute values of the parameters µi, νi, (1 ≤ i ≤ 2N) but are
determined up to the values of the ratios i = µi/νi if µi 6= 0 and νi 6= 0.
This follows from the equalities (2.21) where if µi 6= 0 and νi 6= 0, one can
divide both sides by µi or νi without violating the equalities.
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Property 2.3 The following equality is true
D11 (λ)D22 (λ)−D12 (λ)D21 (λ) =
2N∏
k=1
(λ− ξk) . (2.43)
Indeed, formula (2.43) is the consequence of the expressions
D11(ξk)D22(ξk)−D12(ξk)D21(ξk) = 0, k = 1, 2, . . . , 2N
following from (2.21).
Property 2.4 If i1, i2, . . . ip (0 ≤ ij ≤ 2N, j = 1, 2, . . . , p) are such that µij =
0 (j = 1, 2, . . . , p) then D11
(
ξij
)
= D21
(
ξij
)
= 0 and vice versa, if D11
(
ξij
)
=
0
(
D21
(
ξij
)
= 0
)
then D21
(
ξij
)
= 0
(
D11
(
ξij
)
= 0
)
and µij = 0 .
Indeed, if one takes into account that simultaneous equalities µij = 0, νij = 0
are impossible then direct assertion follows from (2.21). Now let’s prove the
inverse one. Assume that D11(ξij) = 0. If νij 6= 0, then Dk2(ξij) 6= 0, (k =
1, 2) and from (2.21) it follows that µij = 0 and D21(ξij) = 0. Assuming
that νij = 0 implies the equalities Dk2(ξij) = 0, (k = 1, 2) and the fact that
the multiplicity of the root ξij of the polynomial D12(λ) is greater than one.
This contradicts the equality (2.43).
The following property is proved similarly.
Property 2.5 If i1, i2, · · · ip (0 ≤ ij ≤ 2N, j = 1, 2, · · · , p) are such that νij =
0 (j = 1, 2, · · · , p) then D22
(
ξij
)
= D12
(
ξij
)
= 0 and vice versa, if D22
(
ξij
)
=
0
(
D12
(
ξij
)
= 0
)
then D12
(
ξij
)
= 0
(
D22
(
ξij
)
= 0
)
and νij = 0 (j = 1, 2, · · · , p)
Property 2.6 The pairs of polynomials {Dk1 (λ) , Dk2 (λ)} (k = 1, 2) do not
have common roots.
This follows from the fact that according to (2.43) polynomials {D1j (λ) , (j =
1, 2) cannot have common roots other than ξk. But if ξk - is the common
root then Property 2.4 implies that µk = 0 and νk = 0 which is impossible.
The pair {D2j (λ) , (j = 1, 2) is considered analogously.
Formulas (2.33) give a method of construction of the transfer matrix-function
of the dynamic system (2.5) and basis solution of the corresponding interpo-
lation problem (2.21) (IP Problem). The Properties 1 - 4 are necessary
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for the existence of the functions WA (λ) and WB (λ).
For the applications considered in this paper the inverse interpolation prob-
lem (IIP Problem) also plays an important role. The problem is formulated
as follows:
IIP Problem. Given basis solution of IP Problem {Xij(λ)}2i,j=1 , find
the sets {µi}, {νi}, {ξi}, 1 ≤ i ≤ 2N satisfying the equalities (2.22).
As it was noted in the Property 2.2 the mapping {Dij (λ)}2i,j=1 →
{µ, ν, ξ} is not unique. Given the polynomials Dij (λ) (i, j = 1, 2) the sets
{µ, ν, ξ} can be restored only up to the ratios µi/νi (i = 1, 2, · · · , 2N). So
the mapping {µ, ν, ξ} → {Dij (λ)} under some conditions is surjective. The
following theorem formulates these conditions and gives the solution of IIP
Problem.
Theorem 2.4 Let the polynomials Dij (λ) (i, j = 1, 2) be such that
a) deg{D11 (λ)} = deg{D22 (λ)} = N,
deg{D12 (λ)} ≤ N − 1, deg{D21 (λ)} ≤ N − 1;
b) pairs of the polynomials {Dk1 (λ) , Dk2 (λ)}, (k = 1, 2) do not have com-
mon roots;
c) polynomial D (λ) = D11 (λ)D22 (λ)−D12 (λ)D21 (λ) has simple roots.
Then the sets {µ, ν, ξ} can be restored up to the ratios µi/νi (i = 1, 2, · · · , 2N)
and the corresponding matrix S is non-singular.
Proof. Indeed, given the polynomials Dij (λ) (i, j = 1, 2) satisfying the re-
quirements a) - c) of the Theorem, let ξˆk (k = 1, 2, · · · , 2N) be the simple
roots of the polynomial D (λ). Consider the following cases:
1) for all k = 1, 2, . . . , 2N we have Dij
(
ξˆk
)
6= 0, (i, j = 1, 2);
2) for some i1, i2, · · · , ip : 1 ≤ ij ≤ 2N, (j = 1, 2, · · · , p) one hasDk1
(
ξˆij
)
=
0, (k = 1, 2);
3) for some l1, l2, · · · , lm : 1 ≤ ls ≤ 2N, (s = 1, 2, · · · ,m) one has
Dk2
(
ξˆls
)
= 0, (k = 1, 2).
In the case 1) let µˆi (1 ≤ i ≤ 2N) be a set of arbitrary non-zero numbers.
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Define
νˆi = µˆi
D12
(
ξˆi
)
D11
(
ξˆi
) = µˆiD22
(
ξˆi
)
D21
(
ξˆi
) , 1 ≤ i ≤ 2N. (2.44)
In the case 2) we put µˆij = 0 (j = 1, 2, · · · , p) and let µˆk (k 6= ij) be
arbitrary non-zero numbers. Choose νˆij (j = 1, 2, · · · , p) as arbitrary non-
zero numbers and let
νˆk = µˆk
D12
(
ξˆi
)
D11
(
ξˆi
) = µˆkD22
(
ξˆi
)
D21
(
ξˆi
) , 1 ≤ i ≤ 2N, k 6= ij. (2.45)
In the case 3) we put νˆls = 0 (l = 1, 2, · · · ,m) and let νˆk (k 6= ls) be
arbitrary non-zero numbers. Choose µˆls (l = 1, 2, · · · ,m) as arbitrary non-
zero numbers and let
µˆk = νˆk
D11
(
ξˆi
)
D12
(
ξˆi
) = νˆkD21
(
ξˆi
)
D22
(
ξˆi
) , 1 ≤ i ≤ 2N, k 6= ls. (2.46)
Then the sets {ξˆ}, {µˆ}, {νˆ} solve our problem and the corresponding
matrix S is non-singular. 
3 Singular solutions of non-linear integrable
differential equations
Material of this section is based on the results obtained in a number of
papers (see for example [15] - [17]) where the method of operator identities
was successfully applied to obtaining explicit solutions of some NIDE using
the inverse spectral problem approach. Later this approach was extended to
obtain more general classes of solutions (see [11, 21, 22]). The majority of the
results of this section are not new and can be interpreted as scalar analogues
of the formulas from [18, 19, 20]. At the same time, the simplicity of our
special case allows to perform more thorough investigation of the properties
of the solutions and obtain more detailed information of their behavior. We
consider the following NIDEs
∂2φ(x, t)
∂x∂t
= 4 sinhφ(x, t) sinh-Gordon equation (SHG) ; (3.1)
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∂ψ(x, t)
∂t
= −1
4
∂3ψ(x, t)
∂x3
+
3
2
|ψ(x, t)|2∂ψ(x, t)
∂x
modified Korteweg - de Vries equation (MKdV);
(3.2)
∂ρ(x, t)
∂t
=
ı
2
[
∂2ρ(x, t)
∂x2
− 2|ρ(x, t)|2ρ(x, t)
]
non-linear Schro¨dinger equation (NSE).
(3.3)
The method of inverse spectral problem as opposed to the method of inverse
scattering, allows to weaken the requirement of the solution regularity and
investigate solutions with singularities (inverse scattering approach requires
the regularity of the solutions on the axis x ∈ (−∞,∞) while inverse spectral
problem method requires regularity of the solutions on semi-axis x ∈ (0,∞)).
Below we sketch the results obtained in this way following [13] and [24].
3.1 Explicit solutions of NIDE
To the equations (3.1)- (3.3) we associate the following linear system of dif-
ferential equations:
∂W
∂x
= ızH(x, t) W, W (0, t, z) = I2, (3.4)
where
H(x, t) =
[
0 exp[ξ(x, t)− ξ(0, t)]
exp[ξ(0, t)− ξ(x, t)] 0,
]
. (3.5)
ξ(x, t) - is the solution of either of the equations (3.1)- (3.3) and I2 - is 2× 2
identity matrix. In further considerations we’ll always, unless specifically
stated, assume that the function ξ(x, t), 0 ≤ x ≤ ∞, 0 ≤ t ≤ ∞ is real
valued. In this case equalities (3.4), (3.5) represent self-adjoint canonical
system of differential equations for which Weyl-Titchmarsh function v(t, z)
is defined by the following inequality∫ ∞
0
[1 ıv∗(t, z)]W ∗(x, t, z)[J H(x, t)]W (x, t, z)
[
1
−ı v(t, z)
]
dx <∞, (3.6)
where =z > 0 and
J =
[
0 1
1 0
]
.
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In case of rational function v(t, z), explicit solutions of non-linear equa-
tions can be constructed. We consider a special class P of functions v(z)
satisfying the following conditions
• Function v(z) is rational with poles in the lower half plain =z < 0, and
=v(z) > 0 if =z ≥ 0; <v(z) = 0 when <z = 0;
• limz→∞ v(z) = 0; −ıv(0) > 0.
Remark 3.1 Function v(z) belongs to Nevanlinna class , i. e. satisfies the
conditions
=v(z) > 0, if =z > 0.
Below, closely following [12], we describe the procedure of construction of
the explicit solutions which consists of the several steps.
Step 1. Let v0(z) ≡ v(0, z) ∈ P , and
v0(z) = ı
N∏
k=1
z + ıγk,0
z + ıαk,0
; γk,0 6= γj,0, αk,0 6= αj,0; k 6= j, (3.7)
i.e. function v0(z) is rational Nevanlinna-type function with distinct sets of
zeros {−ıγk,0} and poles {−ıαk,0}; 1 ≤ k ≤ N . On the sufficiently small
interval 0 ≤ t ≤ T function v(z, t) has the form
v(z, t) = ı
N∏
k=1
z + ıγk(t)
z + ıαk(t)
; γk(0) = γk,0, αk(0) = αk,0. (3.8)
Step 2. We construct the polynomial
Q(z) =
(−1)N
2
[P1(z, t)P2(−z, t) + P1(−z, t)P2(z, t)], (3.9)
where
P1(z, t) =
N∏
k=1
[z − αk(t)]; P2(z, t) =
N∏
k=1
[z − γk(t)]. (3.10)
Assume that the roots ωk (1 ≤ k ≤ 2N) of the polynomial Q(z) are such that
ωk 6= ωi if k 6= i. It has been proven in [23] that the numbers ωk (1 ≤ k ≤ 2N)
are integrals of motion (do not depend on t). The following theorem is true
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Theorem 3.1 The following evolution (t-dependance) formulas hold
Pi(ωk, t)
Pi(−ωk, t) =
Pi(ωk, 0)
Pi(−ωk, 0) exp (−2tΘ(ωk)); i = 1, 2; 1 ≤ k ≤ 2N, (3.11)
where Pi(t) are expressed via αk(t) and γk(t) in (3.10), ωi (1 ≤ i ≤ 2N) are
zeros of Q(z) and
Θ(x) =

1/x in case of SHG equation;
−x3 in case of MKdV equation;
ıx2 in case of NSE equation.
From (3.9) it follows that
P1(ωk, 0)
P1(−ωk, 0) = −
P2(ωk, 0)
P2(−ωk, 0) , 1 ≤ k ≤ 2N. (3.12)
Definition 3.2 Given a set of quantities Y = {yi}Ni=1 and ordered sets Ij =
{ik}jk=1 of indexes such that im 6= in, m 6= n; im > in, m > n; 1 ≤ k ≤ j, the
elementary symmetric form σj(Y ) of order j is defined as
σj(Y ) =
∑
ik∈Ij
j∏
k=1
yik , 1 ≤ j ≤ N ; σ0(Y ) = 1.
Equalities (3.12) can be written as two systems of linear equations with
respect to the symmetric forms σ(A(t)) and σ(G(t)) where A(t) = {αk(t)}Nk=1
and G(t) = {γk(t)}Nk=1:
N∑
j=0
(−1)N+jωjkσj(A(t)) =
P1(ωk, 0)
P1(−ωk, 0) exp (−2tΘ(ωk))
N∑
j=0
ωjkσj(A(t)),
(3.13)
and
N∑
j=0
(−1)N+jωjkσj(G(t)) =
P2(ωk, 0)
P2(−ωk, 0) exp (−2tΘ(ωk))
N∑
j=0
ωjkσj(G(t)),
(3.14)
where 1 ≤ k ≤ 2N . It’s easy to see that systems (3.13), (3.14) have unique
solutions.
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Step 3. Solving (3.13) and (3.14) with respect to σ(A(t)) and σ(G(t)) and
substituting results in
v(t, z) = ı
∑N
k=0 ı
N−kzkσN−k(G(t))∑N
k=0 ı
N−kzkσN−k(A(t))
(3.15)
we obtain an explicit representation for the evolution (t-dependence) of the
Weyl-Titchmarsh function. In [12] it has been proven
Theorem 3.2 If v(z) ∈ P, then v(t, z) ∈ P and the number of zeros and
poles, including their multiplicities, is preserved.
Step 4. Introduce in L2(0, ζ) an operator
Sζ g = 2 g(x) +
∫ ζ
0
g(u) K(x− u, t) du, (3.16)
where
r(t, z) =
1
pi
[=v(t, z)− 1],
K(x, z) =
∫ ∞
−∞
eızx r(t, z) dz.
(3.17)
The inverse S−1ζ admits the representation
S−1ζ g =
1
2
g(x) +
∫ ζ
0
g(u) Γζ(x, u, t) du. (3.18)
Step 5. The solution of the equations (3.1)-(3.3) is represented as
ξ(x, t) =
{
8
∫∞
x
Γ2s(2s, 0, t)ds in case of SHG equation ;
−4Γ2x(2x, 0, t) in case of MKdV and NSE equation .
In case of SHG equation the solution ξ(x, t) can also be written as
ξ(x, t) = − sinh−1(2 ∂
∂t
Γ2x(2x, 0, t)). (3.19)
Let’s note that sinh−1(x) = ln(x+
√
1 + x2).
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Remark 3.3 Although the above procedure has been developed for the case
when the system (3.4), (3.5) is self-adjoint canonical (function ξ(x, t) is real-
valued), the explicit nature of the solution allows its analytical prolongation
into the complex domain.
Equalities (3.12), (3.13), (3.14) suggest that the dynamics (dependence on t)
of the functions αk(t) and γk(t), (1 ≤ k ≤ N) is quite similar. This allows to
express Weyl-Titchmarsh function and the solution of NIDE in terms of only
{ωi}2Nk=i and {αk,0}Nk=i. Consider the case when the set A(α0) = {αk,0}Nk=i
is symmetric with respect to the real axis, then the roots of the polynomial
(3.9) Ω = {ωk}2Nk=i are symmetric with respect to both real and imaginary
axis. In further considerations by Ω(ω) we denote the set {ωk}Nk=i where
<ωk > 0, 1 ≤ k ≤ N and ωi 6= ωk, i 6= k and assume ωN+k = −ωk, 1 ≤
k ≤ N . Application of (3.16)- (3.18) gives the following representation for
the function Γ2x(2x, 0, t):
Γ2x(2x, 0, t) =
1
2
[ψ1(x, t) · · · ψN(x, t) ψ−11 (x, t) · · · ψ−1N (x, t)]
S−1(x, t) [1 · · · 1︸ ︷︷ ︸
N
0 · · · 0︸ ︷︷ ︸
N
]T ,
(3.20)
where
S(x, t) =

1
ω1+α1,0
· · · 1
ωN+α1,0
1
α1,0−ω1 · · · 1α1,0−ωN
· · · · · · · · · · · · · · · · · ·
1
ω1+αN,0
· · · 1
ωN+αN,0
1
αN,0−ω1 · · · 1αN,0−ωN
ψ1(x,t)
ω1−α1,0 · · ·
ψN (x,t)
ωN−α1,0
−1
ψ1(x,t)(α1,0+ω1)
· · · −1
ψN (x,t)(α1,0+ωN )
· · · · · · · · · · · · · · · · · ·
ψ1(x,t)
ω1−αN,0 · · ·
ψN (x,t)
ωN−αN,0
−1
ψ1(x,t)(αN,0+ω1)
· · · −1
ψN (x,t)(αN,0+ωN)

(3.21)
and ψk(x, t) = exp [2(ωkx+ Θ(ωk)t)]. Performing calculations on the right
hand side of (3.20) (for the details see [24]) one obtains the following ex-
pression for the function Γ2x(2x, 0, t)
Γ2x(2x, 0, t) =
(−1)N
2
∆1(x, t)
∆2(x, t)
, (3.22)
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where
∆1(x, t) = det

1 · · · 1 1 · · · 1
ω1 · · · ωN −ω1 · · · −ωN
· · · · · · · · · · · · · · · · · ·
ωN−21 · · · ωN−2N (−1)N−2ωN−21 · · · (−1)N−2ωN−2N
ψ1(x, t) · · · ψN(x, t) 1ψ1(x,t) · · · 1ψN (x,t)(x, t)
ω1ψ1(x, t) · · · ωNψN(x, t) −ω1ψ1(x,t) · · · −ωNψN (x,t)
· · · · · · · · · · · · · · · · · ·
ωN1 ψ1(x, t) · · · ωNNψN(x, t) (−1)
NωN1
ψ1(x,t)
· · · (−1)NωNN
ψN (x,t)

,
(3.23)
∆2(x, t) = det

1 · · · 1 1 · · · 1
ω1 · · · ωN −ω1 · · · −ωN
· · · · · · · · · · · · · · · · · ·
ωN1 · · · ωNN (−1)NωN1 · · · (−1)NωNN
ψ1(x, t) · · · ψN(x, t) 1ψ1(x,t) · · · 1ψN (x,t)
ω1ψ1(x, t) · · · ωNψN(x, t) −ω1ψ1(x,t) · · · −ωNψN (x,t)
· · · · · · · · · · · · · · · · · ·
ωN−21 ψ1(x, t) · · · ωN−2N ψN(x, t) (−1)
N−2ωN−21
ψ1(x,t)
· · · (−1)N−2ωN−2N
ψN (x,t)

.
(3.24)
The following theorems summarize the above.
Theorem 3.3 Let Ω = {ωk}Nk=1 ; A0 = {αk,0}Nk=1 be two sets of numbers
such that ωi 6= ωk, i 6= k; <ωk > 0. Then the solution of MKdV and NSE
equations can be represented as
ξ(x, t) = 2(−1)N−1 ∆1(x, t)
∆2(x, t)
(3.25)
where ∆k(x, t), k = 1, 2 are defined by (3.23) and (3.24) and
ψk(x, t) =
{
exp[2(ωkx− ω3kt− Ck)] in case of MKdV equation;
exp[2(ωkx+ ıω
2
kt− Ck)] in case of NSE equation.
with Ck =
1
2
ln(
∏N
i=1 |ωj−αi,0ωj+αi,0 |).
Let’s introduce the notations
δ1(x, t) = det
{
ωNj
∂k
∂tk
coshχj(x, t)
}
0≤j,k≤N−1
, (3.26)
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δ2(x, t) = det
{
ωNj
∂k
∂tk
sinhχj(x, t)
}
0≤j,k≤N−1
, (3.27)
where χj = ωjx+ t/ωj − 12 ln(
∏N
i=1 |ωj−αi,0ωj+αi,0 |).
Theorem 3.4 Let Ω = {ωk}Nk=1 ; A0 = {αk,0}Nk=1 be two sets of numbers
such that ωi 6= ωk, i 6= k; <ωk > 0 and each of the sets Ω, A0 is symmetric
with respect to the real axis. Then the solution ξ(x, t) of SHG equation is
represented as
ξ(x, t) = 2 ln
∣∣∣δ1(x, t)
δ2(x, t)
∣∣∣. (3.28)
We illustrate formulas (3.25) and (3.28) on some simple examples.
Example 3.4 Let N = 1 and ω1 = ω¯1 ≡ ω, α1,0 = α¯1,0 ≡ α0, then according
to (3.26) and (3.27)
δ1(x, t) =
{
sinh(ωx+ t
ω
− 1
2
ln |ω−α0
ω+α0
|), if ω > α0;
cosh(ωx+ t
ω
− 1
2
ln |ω−α0
ω+α0
|), if ω < α0.
and
δ2(x, t) =
{
cosh(ωx+ t
ω
− 1
2
ln |ω−α0
ω+α0
|) if ω > α0
sinh(ωx+ t
ω
− 1
2
ln |ω−α0
ω+α0
|) if ω < α0
It’s easy to verify that the function ξ(x, t) = 2 ln | δ1(x,t)
δ2(x,t)
| satisfies SHG equa-
tion (3.1).
Example 3.5 Let N = 1, then from (3.20) we deduce that if ω > α0 then
the function
ξ(x, t) = 2<ω exp ı(=χ(x, t))/ sinh(<χ(x, t))
satisfies mKdV equation with
χ(x, t) = 2(ωx− ω3t− 1
2
ln |ω − α0
ω + α0
|),
and NSE with
χ(x, t) = 2(ωx+ ıω2t− 1
2
ln |ω − α0
ω + α0
|).
If ω < α0 then sinh(<χ(x, t)) is replaced by cosh(<χ(x, t)).
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3.2 Dynamic systems and associated inverse problems
for NIDE
In this paragraph we refer to the dynamic system corresponding to the S-
node defined by (2.2) and associated matrix S of type (2.1). Matrix-function
S(x, t) (3.21) is a special case of the matrix S. Indeed, the equalities
ak = 1, aN+k = 0; 1 ≤ k ≤ N ;
ck = 0, cN+k = 1; ≤ k ≤ N ;
dk = ψk(x, t), dN+k = ψ
−1
k (x, t); 1 ≤ k ≤ N ;
gk = αk,0, gN+k = −αk,0; 1 ≤ k ≤ N ;
hk = ωk, hN+k = −ωk, 1 ≤ k ≤ N ;
bk = 1, 1 ≤ k ≤ 2N ;
(3.29)
map matrix S onto S(x, t). Results obtained for the matrix S in the previous
section and the fact that matrix-function S(x, t) is a special case of the ma-
trix S allow us to make a connection between dynamic systems and NIDE.
In this section we formulate and solve some of the related problems.
For the convenience we present here the definitions for the matricesA,B,Π1,Π2
from matrix identity (2.2) in this special case.
A = diag{α1,0, . . . , αN,0,−α1,0, . . . ,−αN,0},
B = diag{−ω1, . . . ,−ωN , ω1, . . . , ωN},
ΠT1 =
[
1 . . . 1 0 . . . 0
0 . . . 0 1 . . . 1
]
,
ΠT2 =
[
1 . . . 1 1 . . . 1
ψ1(x, t) · · · ψN(x, t) ψ−11 (x, t) . . . ψ−1N (x, t)
]
.
According to Theorem 2.1., the transfer matrix-function WA (x, λ) of the
dynamic system corresponding to matrix-function S(x, t) has the form
WA (x, t;λ) =
N∏
i=1
(
λ2 − α2i,0
) {Dkj (x, t;λ)}2k,j=1, (3.30)
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where
D11 (x, t;λ) = det
[
VN−1 (1,Ω) VN−1 (1,−Ω) 0
VN (X,Ω) VN (X
−1,−Ω) ΛN
]
∆−1(x, t),
D12 (x, t;λ) = det
[
VN−1 (1,Ω) VN−1 (1,−Ω) ΛN−1
VN (1,Ω) VN (1,−Ω) 0
]
∆−1(x, t),
(3.31)
D21 (x, t;λ) = det
[
VN (1,Ω) VN (1,−Ω) 0
VN−1 (1,Ω) VN−1 (1,−Ω) ΛN−1
]
∆−1(x, t),
D22 (x, t;λ) = det
[
VN−1 (1,Ω) VN−1 (1,−Ω) 0
VN−1 (X,Ω) VN−1 (X−1,−Ω) ΛN
]
∆−1(x, t),
with
∆(x, t) = det
[
VN−1 (1,Ω) VN−1 (1,−Ω)
VN−1 (X,Ω) VN−1 (X−1,−Ω)
]
. (3.32)
X = {χk(x, t)}Nk=1 and operations on the sets Ω, X are assumed to be
performed member-wise.
Theorem 3.5 The following relation is true
∂
∂x
WA (x, t;λ) = 2 (λ[j,WA (x, t;λ)] + Γ2x(2x, 0, t)j1WA (x, t;λ)) , (3.33)
where
j =
[
0 0
0 1
]
, j1 =
[
0 1
1 0
]
;
and [·, ·] - is a commutator symbol defined by [M1,M2] = M1M2 −M2M1.
Remark 3.6 Formula (3.33) is an analogue of the formulas obtained in the
series of papers [18, 19, 20, 21] where more general setup was considered.
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Proof. Differentiating (2.3) with respect to x we obtain
∂
∂x
WA (x, t;λ) = −∂Π
T
2
∂x
S−1(A−λI2N)−1Π1 + ΠT2 S−1
∂S
∂x
S−1(A−λI2N)−1Π1.
(3.34)
It’s easy to verify that
∂S
∂x
= 2JSB,
∂ΠT2
∂x
= 2jΠT2B,
(3.35)
where
J =
[
0 0
0 IN
]
.
In our case differential equation for the matrix S(x, t) is essentially different
from the equation obtained in [18]-[21], where ∂S/∂x is expressed in terms
of Π1 and Π2. Also from (2.2) it follows that
A− SBS−1 = Π1ΠT2 S−1. (3.36)
First consider the second term on the right hand side of (3.33). In view of
(3.35) we get
ΠT2 S
−1JSBS−1(A− λI2N)−1Π1
= ΠT2 S
−1J(A− λI2N + λI2N − Π1ΠT2 S−1)(A− λI2N)−1Π1
= ΠT2 S
−1JΠ1 + λΠT2 S
−1J(A− λE2N)−1Π1 − ΠT2 S−1JΠ1 ΠT2 S−1(A− λI2N)−1Π1︸ ︷︷ ︸
I2−WA(x,t;λ)
= λΠT2 S
−1J(A− λI2N)−1Π1 + ΠT2 S−1JΠ1WA(x, t;λ)
= λΠT2 S
−1(A− λI2N)−1Π1j + ΠT2 S−1Π1jWA(x, t;λ)
= λ (j −WA(x, t;λ)) + ΠT2 S−1Π1jWA(x, t;λ).
(3.37)
Substituting the relation BS−1 = S−1(A−Π1ΠT2 S−1), following from (3.36),
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into the first term on the right hand side of (3.33) we obtain
jΠT2BS
−1(A− λI2N)−1Π1
= jΠT2 S
−1(A− Π1ΠT2 S−1)(A− λI2N)−1Π1
= jΠT2 S
−1(A− λI2N + λI2N − Π1ΠT2 S−1)(A− λI2N)−1Π1
= jΠT2 S
−1Π1 + λj ΠT2 S
−1(A− λI2N)−1Π1︸ ︷︷ ︸
I2−WA(x,t;λ)
−jΠT2 S−1Π1ΠT2 S−1 ΠT2 S−1(A− λI2N)−1Π1︸ ︷︷ ︸
I2−WA(x,t;λ)
= jΠT2 S
−1Π1 + λj(I2 −WA(x, t;λ))− jΠT2 S−1Π1(I2 −WA(x, t;λ))
= λj(I2 −WA(x, t;λ)) + jΠT2 S−1Π1WA(x, t;λ).
(3.38)
Combining (3.37) and (3.38) yields
∂
∂x
WA(x, t;λ) = 2
(
λ[j, WA(x, t;λ)] + [Π
T
2 S
−1Π1, j]WA(x, t;λ)
)
. (3.39)
Taking into account (3.20), expression [ΠT2 S
−1Π1, j] can be written as Γ2x(2x, 0, t)j1.
This completes the proof. 
Remark 3.7 Formula (3.33) establishes the connection between dynamic
systems of the type (2.4) and solutions of NIDE.
Let’s rewrite the quantities {Dkj (x, t;λ)}2k,j=1 (the elements of the matrix-
polynomial in the representation of the transfer matrix-function (2.13)) as
polynomials with respect to λ
D11 (x, t;λ) = (−1)N
N∑
i=0
(−1)iai(x, t)λN−i, a0 = 1;
D12 (x, t;λ) =
N−1∑
i=0
bi(x, t)λ
N−1−i;
D21 (x, t;λ) = (−1)N−1
N−1∑
i=0
(−1)ibi(x, t)λN−1−i;
D22 (x, t;λ) =
N∑
i=0
ai(x, t)λ
N−i, a0 = 1.
(3.40)
Substituting (3.40) into (3.33), one can establish the relationship between the
coefficients {ai(x, t)}Ni=1 and {bi(x, t)}N−1i=0 of the polynomials. In this way we
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prove the following statement
Theorem 3.6 Let
X(x, t) = col [b0(x, t) · · · bN−1(x, t) a1(x, t) · · · aN(x, t)] , (3.41)
where {ai(x, t)}Ni=1 and {bi(x, t)}N−1i=0 are the coefficients of the polynomi-
als (3.40), then X(x, t) satisfies the following Riccati-type system of differ-
ential equations
∂
∂x
X(x, t) = X(x, t)FX(x, t)−GX(x, t), (3.42)
where F and G are constant matrices
F = [0 0 · · · 0︸ ︷︷ ︸
N
2 0 · · · 0︸ ︷︷ ︸
N
],
G =

0 0
0
0 2 0 · · · 0
0 0 2 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 2
0 0 0 · · · 0
 ,
and
b0(x, t) = −1
2
Γ2x(2x, 0, t). (3.43)
Proof. Let’s rewrite the equations (3.42) as
b′0 = 2(b0a1 − b1) a′1 = 2b20
b′1 = 2(b0a2 − b2) a′1 = 2b0b1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
b′N−2 = 2(b0aN−1 − bN−1) a′N−1 = 2b0bN−2
b′N−1 = 2b0aN−1 a
′
N = 2b0bN−1
(3.44)
In (3.44) we omitted dependence on x and t and used ’prime’ to designate
the derivative with respect to x. Differentiating {Dkj (x, t;λ)}2k,j=1 and us-
ing (3.44) we get
D′11 = (−1)N [−λN−1a′1 + λN−2a′2 + · · ·+ (−1)Na′N ]
= 2(−1)N [−λN−1b20 + λN−2b0b1 + · · ·+ (−1)N−1b0bN−1] = 2b0D21,
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D′22 = λ
N−1a′1 + λ
N−2a′2 + · · ·+ a′N
= 2[λN−1b20 + λ
N−2b0b1 + · · ·+ b0bN−1] = 2b0D12,
D′12 = λ
N−1b′0 − λN−2b′1 + · · ·+ (−1)N−1b′N−1
= 2
[
λN−1(b0a1 − b1) + λN−2(b0a2 − b2) + · · ·+ b0aN
]
= 2(b0
[
a1λ
N−1 + a2λN−2 + · · ·+ aN
]
− [b1λN−1 + b2λN−2 + · · ·+ λbN−1])
= 2(b0
[
λN + a1λ
N−1 + a2λN−2 + · · ·+ aN
]
− λ [b0λN−1 + b1λN−2 + · · ·+ bN−1])
= 2(b0D22 − λD12),
D′21 = (−1)N−1
[
λN−1b′0 − λN−2b′1 + · · ·+ (−1)N−1b′N−1
]
= 2(−1)N−1 [λN−1(b0a1 − b1)− λN−2(b0a2 − b2) + · · ·+ (−1)N−1b0aN]
= 2(−1)N−1(b0
[
a1λ
N−1 − a2λN−2 + · · ·+ (−1)N−1aN
]
− [b1λN−1 − b2λN−2 + · · ·+ (−1)N−2λbN−1])
= 2(−1)N−1(b0
[−λN + a1λN−1 − a2λN−2 + · · ·+ (−1)N−1aN]
− λ [−b0λN−1 + b1λN−2 − · · ·+ (−1)N−2bN−1])
= 2(b0D11 + λD21).
This is equivalent to (3.33). By comparing (3.22) - (3.24), (3.31), (3.32)
and (3.40), it’s easy to see that (3.43) is valid. 
Remark 3.8 Formula (3.43) establishes the connection between the coeffi-
cients of the polynomials {Dkj (x, t;λ)}2k,j=1 and solutions of NIDE.
Potentials corresponding to the solutions of NIDE of the type (3.20) in [25]
are called Pseudo Exponential (PE) so our solutions of NIDE can be consid-
ered as an analogue of PE potentials. In further considerations we’ll be using
the notation PE(N) to reflect the fact that the potential is parametrized by
2N parameters according to the Theorems 3.3 and 3.4. In [25] it was given
a characterization of PE potentials in terms of their Taylor coefficients and
reflection coefficient. We re-formulate and prove this result in the context of
our case.
Theorem 3.7 Let b0(x, t) (Γ2x(2x, 0, t)) at some point t = t0 be a PE(N)
potential, meromorphic on R × [0,∞] and analytic at (x0, t0). Then it is
uniquely defined by
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b0(x0, t0), b
′
0(x0, t0), · · · , b(2N−1)0 (x0, t0) (the derivatives are taken with respect
to x).
Proof. First, let’s fix t : t = t0. The problem then reduces to the reconstruc-
tion of the PE(N) potential, in other words, to build two sets of parameters
Ω = {ωk}Nk=1 ; A0 = {αk,0}Nk=1 given its first 2N − 1 derivatives at some
point of analyticity x0. The procedure is based on the relations (3.44). For
the convenience we perform the following transformation of the variable x:
x→ 2x. By differentiating equations (3.44) 2N − 1 times at x0 we arrive at
the system of 2N − 1 linear equations CX = Y with respect to the quan-
tities X = {xk}2N−1k=1 ≡ {a1 · · · aN b1 · · · bN−1}. Elements of the matrix
C = {ci,j}2N−1i,j=1 and vector Y = col[y1 y2 · · · y2N−1] are calculated as follows
ci,j =

0; j > i; j < N ;
c′i−1,j + b0 ci−1,j+N−1; i ≥ j, j < N ;
(−1)i; j − i = N, N < j ≤ 2N − 1;
0; j − i = N − 1, N < j ≤ 2N − 1;
c′i−1,j + b0 ci−1,j−N − ci−1,j−1; j − i ≤ N − 2, N < j ≤ 2N − 1;
yi = b
(i)
0 − b(i−2)0 b20 − y′i−1; 1 ≤ i ≤ 2N − 1.
If det|C| 6= 0 then this system has a unique solution. Then according to (3.40)
we construct the polynomials {Dkj (x0, λ)}2k,j=1. Applying Theorem 2.3 to
this special case, we reduce the problem to IIP Problem that has a unique
solution given by the following procedure:
• Find the roots {ω˜k}Nk=1 ; of the polynomial
D(x0, λ) = D11(x0, λ)D22(x0, λ)−D12(x0, λ)D21(x0, λ)
and set ωk = ω˜k; 1 ≤ k ≤ N
• Using relations (2.44)- (2.46) compute the ratios
R =
D12(ωk)
D11(ωk
=
D22(ωk)
D21(ωk
,
which can be considered as a system of linear equations with respect
to the elementary symmetric forms σ(A0) where A0 = {αk(0)}Nk=1;
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• By solving this system and then finding the roots of the polynomial
P (σ(A0), λ) =
N∑
k=0
σk(A0)λ
N−k; i = 1
one recovers the set A0. 
The above result can be re-formulated in terms of the inverse problem for
the solution of NIDE.
Inverse NIDE problem. Let ξ(x, t) be a solution of NIDE such that at
some point t = t0 ξ(x, t0) ∈ PE(N). Given the derivatives
ξ(x0, t0), ξ
′(x0, t0), · · · , ξ(2N−1)(x0, t0) at some point x0 of analyticity of ξ(x, t),
restore the solution ξ(x, t) on R× [0,∞].
Remark 3.9 Theorem 3.7 solves the Inverse NIDE problem.
Remark 3.10 The form of the solution of SHG equation φ(x, t) in spatial
variable x differs from the function Γ2x(2x, 0, t) by one extra derivative and
constant multiplier, which suggests a slight modification to the procedure de-
scribed above: it requires the derivatives of order 1, 2, . . . , 2N for the solution
of the Inverse NIDE problem. Without loss of generality, in further con-
siderations we’ll be referring to the Inverse NIDE problem as applied to
the function ξ(x, t) = Γ2x(2x, 0, t)
To illustrate the methodology consider function ξ(x, t) when N = 1.
Example 3.11 Let t0 = 0, then
ξ(x, 0) ≡ ξ(x) = ω csch(2ωx− ln |ω − α0
ω + α0
|). (3.45)
It’s easy to verify that the equations
ξ(x)′ = 2ξ(x)a1, a1(x)′ = 2ξ(x)2 (3.46)
derived from (3.42), are satisfied with a1(x) = −ω coth(2ωx − ln |ω−α0ω+α0 |).
Then we construct the polynomials {Dkj (x, λ)}2k,j=1
D11(x, λ) =− λ+ a1(x);D12(x, λ) = ξ(x);
D22(x, λ) =λ+ a1(x);D21(x, λ) = ξ(x);
(3.47)
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and calculate the roots λ1,2 of the polynomial
D(x, λ) = (−λ+ a1(x))(λ+ a1(x))− ξ(x)2 = −λ2 + a1(x)2 − ξ(x)2. (3.48)
After elementary calculations we find that λ1,2 = ±ω. By computing the
ratios
R =
ξ(x)
−ω + a1(x) =
ω + a1(x)
ξ(x)
,
we obtain the quantity lnR = 2ωx− ln ω−α0
ω+α0
from which it’s easy to calculate
α0 as
α0 = ω
1−R1
1 +R1
; R1 = exp(2ωx)/R.
It’s also easy to see that R1 doesn’t depend on x.
Example 3.12 Let N = 2. Given the point x0 and numbers ξ(x0), ξ
′(x0), ξ′′(x0), ξ′′′(x0)
we show how to construct the coefficients a1, a2, b1 of the polynomials {Dkj (x, λ)}2k,j=1.
Matrix C and vector Y have the following representation
C =
ξ0 0 −1ξ′0 −ξ0 0
ξ′′0 −ξ′0 −ξ20
 ; Y = col[ξ′0, ξ′′0 − ξ30 , ξ′′′0 − 4ξ′0ξ20 ]. (3.49)
The solution X = col[a1, a2, b1] of the system CX = Y is
a1 =
ξ′0ξ
′′
0 − ξ0ξ′′′0 + 4ξ′0ξ30
ξ40 + ξ
′
0
2 − ξ0ξ′′0
;
a2 =
4ξ′0
2ξ20 + ξ
′′
0
2 − ξ′0ξ′′′0 − 2ξ30ξ′′0 + ξ60
ξ40 + ξ
′
0
2 − ξ0ξ′′0
;
b1 =
4ξ40ξ
′
0 − ξ20ξ′′′0 − ξ′03 + ξ0ξ′0ξ′′0
ξ40 + ξ
′
0
2 − ξ0ξ′′0
(3.50)
It’s interesting to note that there is a connection between the solutions of the
considered NIDE and other non-linear differential equations. For example,
Miura transformation
M [f(x)] = f(x)2 ± df(x)
dx
(3.51)
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converts solutions of MKdV equation into the solutions of Korteweg - deVries
(KdV) equation
∂u(x, t)
∂t
= −1
4
∂3u(x, t)
∂x3
+
3
2
|u(x, t)|∂u(x, t)
∂x
, (3.52)
and solutions of NSE again into the solutions of NSE with opposite sign by
the non-linear term. The corresponding image M [ξ(x, t)] can be represented
in the standard form
P (x, t) = −2∂
2 ln (δ(x, t))
∂x2
(3.53)
where
δ(x, t) =
{
δ2(x, t) when choosing ”+” in (3.51) ,
δ1(x, t) when choosing ”-” in (3.51) ;
and δ1,2(x, t) are defined by (3.26), (3.27). If δ(x, t) 6= 0; ∀(x, t) ∈ (−∞,∞)
then P (x, t) - is the N-soliton solution of the corresponding non-linear equa-
tion. We illustrate the above assertions by simple examples.
Example 3.13 Consider the solution of MKdV for the case N = 1
ψ(x, t) = 2ω csch (2χ(x, t)) (3.54)
where χ(x, t) = ωx − ω3t − 1/2 ln |(ω − α0)/(ω + α0)|. It’s easy to check by
direct computation that the function
P1(x, t) = ψ(x, t)
2 +
∂ψ(x, t)
∂x
= −2ω2 sech2 (χ(x, t)) (3.55)
satisfies KdV equation (3.52) with δ(x, t) = cosh (χ(x, t)). Analogously, func-
tion
P2(x, t) = ψ(x, t)
2 − ∂ψ(x, t)
∂x
= −2ω2 csch2 (χ(x, t)) (3.56)
satisfies KdV equation (3.52) with δ(x, t) = sinh (χ(x, t)).
In Example 3.13 P1(x, t) represents a classical 1-soliton solution of KdV
equation. As opposed to P1(x, t), function P2(x, t) is singular on R× [0,∞]
and doesn’t belong to N-soliton family, but because of the similar nature
we’ll refer to the Miura-transformed PE(N)-functions as soliton-like (SL(N))
solutions of NIDE. Combining results obtained in Theorem 3.7 and proper-
ties of Miura-transformed PE(N)-functions, we can solve an inverse problem
for the SL(N) solutions of NIDE.
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Theorem 3.8 Let q(x, t) be SL(N) solution of NIDE, meromorphic on R×
[0,∞] and analytic at (x0, t0). Then it is uniquely defined by
q(x0, t0), q
′(x0, t0), · · · , q(2N−1)(x0, t0) (the derivatives are taken with respect
to x).
Proof. First, as in Theorem 3.7, let’s fix t : t = t0. Using relations (3.44)
and Miura transformation (3.51) by consecutive differentiation of the sys-
tem (3.44) we arrive at the system of equations C˜X˜ = Y˜ with respect to the
quantities X = {xk}2N−1k=1 ≡ {a1 · · · aN b0 · · · bN−1}. Matrix C˜ of the size
2N ×N is represented in block form as
C˜ =
[
C˜1
C˜2
]
,
where the elements of the matrices C˜i; i = 1, 2 of the size N × N each, are
computed as follows. For the matrix C˜1 we have
ci,j =

0 j > i+ 1; j ≤ N ;
(−1)j−1 j = i+ 1; j ≤ N ;
(−1)i−1 j = i, j ≤ N ;
(−1)i−1ci+1,j+1 1 ≤ i, j ≤ N ;
(−1)j−1ϑN−j(bN−j−1 + aN−j) i = N, 1 ≤ j ≤ N ;
where quantities ϑN−j are constructed as
ϑ−1 = 1; ϑ0 = b0; ϑ1 = q0 = b20 ± b′0; ϑ2 = −q′0; ϑ3 = q′′0 − q20;
(3.57)
ϑi+1 = −ϑ′i −
i−1∑
j=1
ϑi−jϑj (i = 2, 3, . . .).
Corresponding vector of unknowns X˜1 is organized in the following way
xi = bi−1 + ai; 1 ≤ i ≤ N,
and elements of the vector Y˜1 are computed as
yi = (−1)i−1ϑi; i = 1, 2, · · · , N.
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For the matrix C˜2 we have
ci,j =
{
(−1)i−1ci+1,j+1, 1 ≤ i, j ≤ N ;
ϑN−j+1 i = 1, 1 ≤ j ≤ N ;
Corresponding vector of unknowns X˜2 is
xi = bi−1 + ai; 1 ≤ i ≤ N
and elements of the vector Y˜2 are computed as
yi = ϑN+i; i = 1, 2, . . . , N
The system is solved in four simple steps:
• If det[C˜2] 6= 0 then the system C˜2X˜2 = Y˜2 has a unique solution.
Solving this system we find the quantities di = bi−1 + ai; 1 ≤ i ≤ N ;
• Substituting di; 1 ≤ i ≤ N into the last equation of the system C˜1X˜1 =
Y˜1, we compute b0;
• Propagating backwards from (N − 1)− th to the first equation in the
system C˜1X˜1 = Y˜1, we calculate bi; 1 ≤ i ≤ N − 1;
• Compute ai = di − bi−1; 1 ≤ i ≤ N .
The rest of the procedure is the same as in Theorem 3.7. 
We illustrate the calculation steps by an example.
Example 3.14 Let N = 2 and given the quantities q0, q
′
0, q
′′
0 , q
′′′
0 . Then
q0 = b0 (a1 + b0)− b1;
q′0 = q0 (a1 + b0)− b0 (a2 + b1) ;
q′′0 = q
′
0 (a1 + b0)− q0 (a2 + b1) + q20;
q′′′0 = (q
′′
0 − q20) (a1 + b0)− q′0 (a2 + b1) + 4q0q′0.
(3.58)
From the last two equations we obtain
d1 = a1 + b0 =
−q′0(q′′0−q20)+q0(q′′′0 −4q0q′0)
−q′20 +q′′0 q0−q30 ;
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d2 = a2 + b1 =
q′0(q′′′0 −4q0q′0)−(q′′0−q20)
2
−q′20 +q′′0 q0−q30 .
And from the first two equations we have
b0 =
q′0−q0d1
d2
;
a1 = d1 − b0;
b1 = d1b0 − q0;
a2 = d2 − d1b0 + q0.
A thorough analysis of reflectionless (RL) potentials in Sturm-Liouville prob-
lem is given in [26]. In particular, it was considered a closure of the sets of
RL potentials in the topology of uniform convergence of the functions on
every compact of the real axis. These results are important in the problems
of approximation of the functions by RL potentials. The criteria are given in
terms of functions ϑj(x), j = −1, 0, 1, . . . defined by the relations (3.57). Let
B(−µ2)(µ ≥ 0) represent a set of RL potentials for which the spectrum of the
corresponding operators lies to the right of the point −µ2 and B represents
the set of all RL potentials i.e. B = ⋃µ≥0 B(−µ2). The following assertion is
true (the proof is beyond the scope of this paper and can be found in [26]).
Theorem 3.9 For the real function q0(x) to belong to the set B it is nec-
essary and sufficient that it is infinitely smooth at point x and there exists
a number R < ∞ such that defined by relations (3.57) functions ϑj(x), j =
−1, 0, 1, . . . satisfy the inequalities
|ϑj(x)| ≤ (2R)jR. (3.59)
Corollary 3.15 If for some function q˜0(x) conditions (3.59) are satisfied
then it can be approximated by RL potentials with given accuracy.
Theorem 3.8. extends the results of [26] for the case of SL(N) solutions of
NIDE.
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3.3 Dynamics of the singularities of the PE(N) and
SL(N) solutions of NIDE.
As mentioned above, PE(N) and SL(N) solutions of NIDE can have singu-
larities.
Definition 3.16 Point (x0, t0) on the plain (x, t), −∞ < x, t <∞ is called
a singularity point if |ξ(x, t)| → ∞ when x→ x0 and t→ t0 where ξ(x, t) is
the solution of NIDE.
A set of singularity points on (x, t) - plain is called a singularity line. Depen-
dence of the singularity point on the parameter t forms a singularity line. In
the next section we investigate the dynamics of the singularity lines of the
PE(N) and SL(N) solutions of NIDE.
In [12] the following assertion is proved
Theorem 3.10 If v0(z) ∈ P, where v0(z) = v(0, z) and v(t, z) is Weyl-
Titchmarsh function of the system (2.4), (2.5), then the solution ξ(x, t) of
NIDE is regular in the region (x, t) ≥ 0.
It follows from the relations (3.25) and (3.28) that singularity lines of
the solution ξ(x, t) of NIDE satisfy the equations
δj(x, t) = 0, j = 1, 2; (3.60)
so the investigation of the dynamics of the singularities is equivalent to the
study of the properties of the solutions of the system (3.60). Material of this
section is based on the results obtained in [24]. Some of the proofs will be
omitted here due to the simplicity.
First, we look at the asymptotics of the singularity lines when t→ ±∞. It’s
easy to verify that the following assertion is true
Assertion 3.17 Let x and t be such that
0 < δ < |χj(x, t)± 1
2
lnAj| < , Aj =
j−1∏
i=1
ωj + ωi
ωj − ωi
N∏
i=j+1
ωi − ωj
ωi + ωj
, (3.61)
then for the solution φ(x, t) of sinh-Gordon equation when t → ±∞ the
following representation is valid
φ(x, t) = 2(−1)N+j ln | tanh (χj(x, t)± 1
2
lnAj +O(1)|, j = 1, 2, . . . , N.
(3.62)
Here χj(x, t) = ωjx+
1
ωj
t− 1
2
lnCj and Cj =
∏N
i=1 |ωj−αi,0ωj+αi,0 |.
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From Assertion 3.17 immediately follow the corollaries
Corollary 3.18 For the sufficiently large values of |t| and t < 0 function
φ(x, t) has singularities in the region |χj(x, t)− 12 lnAj| < .
Corollary 3.19 For the sufficiently large values of t function φ(x, t) has
singularities in the region |χj(x, t) + 12 lnAj| < .
Analogous result takes place for the solutions ψ(x, t) and ρ(x, t) of the equa-
tions (3.2) and (3.3).
Assertion 3.20 Let x and t be such that
0 < δ < |<χj(x, t)± 1
2
ln |Aj|| < , Aj = (−1)N−1
j−1∏
i=1
ω¯j + ωi
ωj − ωi
N∏
i=j+1
ωi − ωj
ω¯i + ωj
,
(3.63)
then the solution ξ(x, t) when t→ ±∞ can be represented as
ξ(x, t) =
2(−1)N+j<ωj exp ı(=χj(x, t)− argAj)
sinh (<χj(x, t)± ln |Aj|) +O(1), j = 1, 2, . . . , N.
(3.64)
Here ξ(x, t) ≡ ψ(x, t), χj(x, t) = 2(ωjx − ω3j t − 12 lnCj) in case of mKdV
equation and ξ(x, t) ≡ ρ(x, t), χj(x, t) = 2(ωjx + ıω2j t − 12 lnCj) in case of
NSE equation.
From Assertion 3.20 immediately follow the corollaries
Corollary 3.21 For the sufficiently large values of |t| and t < 0 function
ξ(x, t) has singularities in the region |<χj(x, t)− lnAj| < .
Corollary 3.22 For the sufficiently large values of t function ξ(x, t) has
singularities in the region |<χj(x, t) + lnAj| < .
From asymptotic formulas (3.62) and (3.64) it follows that if x is considered
as spacial and t - as temporal variables then the solutions φ(x, t), ψ(x, t),
ρ(x, t) when t→ ±∞ are represented as a complex of N elementary singular
waves. These waves interact, and after the interaction they preserve their
shapes. The only change they suffer is the phase shift ∆j = ln |Aj|. This
behavior is quite similar to the behavior of the classical soliton solutions.
Presence of singularities and soliton-like nature of their interaction suggests
that the solutions φ(x, t), ψ(x, t), ρ(x, t) can be treated in terms of particles
interacting by their surrounding field and corresponding singularity lines can
be identified as world lines of the particles. Consider some simple examples.
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Example 3.23 In case N = 1 and ω = ω¯, α0 = α¯0 we have one singularity
line that satisfies the equation
ωx+ Θ(ω)t− 1
2
ln(|ω − α0
ω + α0
|) = 0. (3.65)
Equation (3.65) represents a straight line that corresponds to the world line
of ”free” particle propagating with velocity v = Θ(ω)/ω.
In [24] the following assertion has been proved
Assertion 3.24 Res (∂φ(x, t)/∂x) = ±1, Res (ψ(x, t)) = ±1 and Res (ρ(x, t)) =
±1
In ”particle language” this means that there are two types of particles (cor-
responding to the sign of the residue). The following example demonstrates
the interaction between particles with different combinations of the types.
We consider solutions φ(x, t) of SHG equation (conceptually, the dynamics
of singularity lines in case of mKdV and NSE equations is the same).
Example 3.25 When N = 2 we consider three cases
1. ωi = ω¯i, αi,0 = α¯i,0, Ci > 0, i = 1, 2;
2. ωi = ω¯i, αi,0 = α¯i,0, i = 1, 2; C1 < 0, C2 > 0;
3. ω2 = ω¯1, αi,0 = α¯i,0, i = 1, 2;
where Cj =
(ωj−α1,0)(ωj−α2,0)
(ωj+α1,0)(ωj+α2,0)
, j = 1, 2. In all the cases there are two singu-
larity lines. In case 1. solution φ(x, t) has the form
φ(x, t) = 2 ln
∣∣∣∣(ω1 − ω2) sinh(η1(x, t))− (ω1 + ω2) sinh(η2(x, t))(ω1 − ω2) sinh(η1(x, t)) + (ω1 + ω2) sinh(η2(x, t))
∣∣∣∣ , (3.66)
where η1(x, t) = χ1(x, t) + χ2(x, t), η2(x, t) = χ2(x, t)− χ1(x, t). In this case
singularity lines satisfy the equations
X1,2 = ± sinh−1
(
ω1 + ω2
ω2 − ω1 sinh(Y )
)
, (3.67)
where
X = (ω1 + ω2)x+ (Θ(ω1) + Θ(ω2))t− 1
2
ln |C1C2|;
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Y = (ω2 − ω1)x+ (Θ(ω2)−Θ(ω1))t− 1
2
ln |C2
C1
|.
In case 2. solution φ(x, t) has the form
φ(x, t) = 2 ln
∣∣∣∣(ω1 − ω2) cosh(η1(x, t))− (ω1 + ω2) cosh(η2(x, t))(ω1 − ω2) cosh(η1(x, t)) + (ω1 + ω2) cosh(η2(x, t))
∣∣∣∣ , (3.68)
and singularity lines satisfy the equations
X1,2 = ± cosh−1
(
ω1 + ω2
ω2 − ω1 cosh(Y )
)
. (3.69)
In case 3. solution φ(x, t) is represented as
φ(x, t) = 2 ln
∣∣∣∣=ω1 sinh(ζ1(x, t) + <ω1 sin(ζ2(x, t))=ω1 sinh(ζ1(x, t)−=ω1 sin(ζ2(x, t))
∣∣∣∣ . (3.70)
Here ζ1(x, t) = 2<χ(x, t), ζ2(x, t) = 2=χ(x, t) and χ(x, t) = ω1x + 1ω1 t −
1
2
ln |C1|. Corresponding singularity lines satisfy the equations
X1,2 = ± sinh−1
(<ω1
=ω1 sin(Y )
)
, (3.71)
where X = ζ1(x, t), Y = ζ2(x, t).
Singularity lines corresponding to those three cases are depicted on the fig-
ures 1, 2 and 3 respectively in Appendix.
Case 1. presents the interaction of the particles of different types. When the
values of |t| are large and t < 0 the lines are close to the straight lines corre-
sponding to the asymptotic solutions (3.62) and (3.64) when t→ −∞. Then
the lines become closer and intersect. This suggests that the corresponding
particles attract each other and collide. After the collision the particles di-
verge. When t increases the world lines become closer to the straight lines
corresponding to the asymptotic solutions (3.62) and (3.64) when t → ∞.
So the interaction between particles results in exchange of energy and phase
shift which can be calculated as the distance between corresponding asymp-
totes.
Case 2. presents the interaction of the particles of the same type. When
the values of |t| are large and t < 0 the lines are close to the straight lines
corresponding to the asymptotic solutions (3.62) and (3.64) when t→ −∞.
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Then after some convergence the lines diverge and do not intersect. This
suggests that the corresponding particles repulse each other. When t in-
creases the world lines become closer to the straight lines corresponding to
the asymptotic solutions (3.62) and (3.64) when t → ∞. So as in the case
1. the interaction between particles results in exchange of energy and phase
shift but without collision.
Case 3. corresponds to the periodical solutions that can be interpreted
as bound state of two particles of different types. This is similar to the
”breathers” in case of classical soliton solutions of NIDE. Dynamics of the
bound state is similar to the dynamics of the ”free” particle: particles oscil-
late around common center that propagates with the speed v that can be
calculated as v = 1/(<ω1)2.
When N > 2 it’s not possible to calculate singularity lines explicitly so
numerical methods (i.e. finding the zeros of the transcendental functions
δk(x, t), k = 1, 2) should be applied. Nevertheless, there are some very in-
teresting global properties of the singularity lines that can be derived and
investigated in details.
It’s worth noting that in quantum mechanics the problem of studying a gas
of one-dimensional Bose particles interacting via delta-function potential re-
duces to investigation of the Schro¨dinger equation(
−
N∑
i=1
(
∂2/∂x2i
)
+ 2c
N∑
i,j=1
δ(xi − xj)
)
ψ = Eψ (3.72)
with boundary conditions(
∂
∂xj
− ∂
∂xk
)
ψ
∣∣∣∣
xi=xk+
−
(
∂
∂xj
− ∂
∂xk
)
ψ
∣∣∣∣
xi=xk−
= 2cψ|xi=xk , (3.73)
i.e. ψ is continuous whenever two particles touch, but the jump in the deriva-
tive of ψ is 2c (see for example [27, 28]). In this context our case can be
considered as a generalization of the problem (3.72), (3.73) and reduces to
the one when ωi >> ωj, i > j, 1 ≤ i, j ≤ N . In this case in the limit
(ωi − ωj) → ∞, i > j, 1 ≤ i, j ≤ N the region of particles’ interaction
collapses to the point.
From (3.60) it follows that singularity lines satisfy the system of equations
dxi(t)
dt
= −
(
∂δ1(x,t)
∂t
/∂δ1(x,t)
∂x
)
x=xi(t)
, i = 1, 2, . . . , l;
dxi(t)
dt
= −
(
∂δ2(x,t)
∂t
/∂δ2(x,t)
∂x
)
x=xi(t)
, i = l + 1, l + 2, . . . , N.
(3.74)
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Let’s introduce quantities{
pi =
<Θ(ωi)
<ωi ;
qi = −pit+ ln |Ci|/<ωi, 1 ≤ i ≤ N,
(3.75)
where Θ(x) is defined in (3.11). In [24] the following theorem is proved
Theorem 3.11 System (3.74) is completely integrable Hamiltonian system
with the Hamiltonian
H =
1
2
N∑
i=1
p2i , (3.76)
and quantities (3.75) are action-angle variables for this system.
Proof. We just need to verify the validity of the identity
dx
dt
= {x,H} , (3.77)
where {x,H} is the Poisson bracket defined by
{f, g} =
N∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
)
.
Indeed, from (3.75) and (3.76) it follows that
∂H
∂qi
= 0,
∂H
∂pi
= pi; 1 ≤ i ≤ N. (3.78)
On the other hand, we have
∂x
∂qi
=
∂δ(x, t)
∂qi
/
∂δ(x, t)
∂x
, (3.79)
where
δ(x, t) =
{
δ1(x, t), if 1 ≤ i ≤ l;
δ2(x, t), if l < i ≤ N.
Substituting
∂δ(x, t)
∂qi
=
∂δ(x, t)
∂t
/
∂qi
∂t
= −∂δ(x, t)
∂t
/pi
into (3.79) and combining with (3.78) we obtain (3.74). 
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Corollary 3.26 The total energy of the system of particles with the dynam-
ics described by (3.74) is an integral of motion.
Corollary 3.27 System (3.74) carries a complete information about the so-
lution ξ(x, t) of NIDE (it is contained in the sets A = {αk,0}Nk=i and Ω =
{ω}Nk=i). Having this information and using (3.22)- (3.27) one can recon-
struct the solutions.
Remark 3.28 Equations (3.60) solve N-body problem with a special poten-
tial.
Remark 3.29 Considered NIDE themselves can be formulated in terms of
Hamiltonian systems in infinite dimensional space so we face a hierarchy
of the Hamiltonian systems: infinite dimensional system generates the finite
dimensional one.
Even though Theorem 3.11. states an important and powerful result, it’s
not constructive in a sense that it describes dynamics of the system implicitly:
on the right hand side of the equations (3.74) one cannot distinguish one
singularity line from another. It would be interesting to get some more
detailed information about the behavior of singularity lines. Using the results
of Section 2 we obtain the parametrization of the singularity lines and
derive differential equations for the parameters. In order to do this we need
a simple result obtained in [10]: connection between the determinants of
paired Cauchy and paired Vandermonde matrices.
Definition 3.30 Matrix S is called paired Cauchy (PC) matrix if it (or its
transposed) has the following block representation
S =
[
S1
S2
]
where Sk, k = 1, 2 are pure Cauchy matrices.
For example, matrix S(x, t) represented by formula (3.21) is PC matrix.
Definition 3.31 Matrix V is called paired Vandermonde (PV) matrix if it
(or its transposed) has the following block representation
V =
[
V1
V2
]
where Vk, k = 1, 2 are pure Vandermonde matrices.
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For example, matrices Vk(x, t), k = 1, 2 whose determinants ∆k(x, t) are rep-
resented by formulas (3.23), (3.24) are PV matrices. The following assertion
is true
Lemma 3.32 Let the sets of numbers {ωi}m+ni=1 and {αi}m+ni=1 be such that
ωi 6= ωk, αi 6= αk; i 6= k and ωi 6= −αk, 1 ≤ i, k ≤ m+ n. Define PC matrix
S by
S =

1
ω1+α1
1
ω2+α1
· · · 1
ωm+n+α1
· · · · · · · · · · · ·
1
ω1+αm
1
ω2+αm
· · · 1
ωm+n+αm
γ1
ω1+αm+1
γ2
ω2+αm+1
· · · γm+n
ωm+n+αm+1
· · · · · · · · · · · ·
γ1
ω1+αm+n
γ2
ω2+αm+n
· · · γm+n
ωm+n+αm+n

and VC matrix V by
V =

1 1 · · · 1
ω1 ω2 · · · ωm+n
· · · · · · · · · · · ·
ωm−11 ω
m−1
2 · · · ωm−1m+n
1 2 · · · m+n
ω11 ω22 · · · ωm+nm+n
· · · · · · · · · · · ·
ωn−11 1 ω
n−1
2 2 · · · ωn−1m+nm+n

,
then
detS =
∏
1≤l<k≤m (αk − αl)
∏
m+1≤j<i≤m+n (αi − αj)∏
1≤k≤m+n;1≤i≤m (ωk + αi)
detV, (3.80)
where
k = γk
∏
1≤i≤m;m+1≤j≤m+n
(ωk + αi)/(ωk + αj); 1 ≤ k ≤ m+ n.
The proof is based on the application of the Laplace rule to the calculation of
the determinants and the properties of the determinants of pure Cauchy and
Vandermonde matrices. It’s a straightforward but bulky calculation and will
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be skipped (we refer the interested reader to [10] for the full proof; also in
[10] one can find more links between different types of structured matrices).
Combining results obtained in Section 2 (Theorem 2.1.), formulas (3.20)-
(3.25) and Lemma 3.32, it’s easy to see that the following statement is
valid.
Theorem 3.12
detS(x, t) = 0 ⇐⇒
{
δ1(x, t) = 0,
δ2(x, t) = 0.
(3.81)
Taking into account Remark 2.2. we see that singularity lines of the solu-
tions ξ(x, t) of NIDE are parametrized by the coefficients ωk, 1 ≤ k ≤ N of
some polynomials. As an example consider real solutions ξ(x, t) for the case
N = 2 (this example was also considered in [10]). The parametrizing poly-
nomials fk(z), k = 1, 2 in this case are of order one: f1(z) = z − p, f2(z) =
z + p; p = p¯.
Example 3.33 Let ωk = ω¯k, αk = α¯k, k = 1, 2 and ω2 > ω1. Consider two
cases:
1. Ck > 0, k = 1, 2,
2. C1 > 0, C2 < 0,
where
Ck =
(ωk − α1,0)(ωk − α2,0)
(ωk + α1,0)(ωk + α2,0)
, k = 1, 2.
In the first case two singularity lines xk(t), k = 1, 2 solve the systems{
exp 2(ωkx+ Θ(ωk)t) = Ck(ωk + p)/(ωk − p),
− exp 2(ωkx+ Θ(ωk)t) = Ck(ωk + p)/(ωk − p); k = 1, 2.
(3.82)
One line (L1) corresponds to the values of p in the interval ]−ω1, ω1[ and for
the other one (L2), p ∈ ]−∞,−ω2[∪ ]ω2,∞[. Here Θ(x) is defined in (3.11).
Solving (3.82) with respect to x and t one gets
x =
ϑ1(p)Θ(ω2)− ϑ2(p)Θ(ω1)
ω1Θ(ω2)− ω2Θ(ω1) , t =
ϑ2(p)ω1 − ϑ1(p)ω2
ω1Θ(ω2)− ω2Θ(ω1) , (3.83)
49
where
ϑk(d) =
1
2
ln (Ck(ωk + p)/(ωk − p)), k = 1, 2. (3.84)
This case corresponds to the ”attracting” particles (interaction between dif-
ferent types of particles) considered in Example 3.25. Case 1. Lines L1
and L2 intersect each other. From (3.82)- (3.84) it follows that coordinates
(x0, t0) of the intersection point satisfy the relation
x0 =
1
2
lnC1Θ(ω2)− lnC2Θ(ω1)
ω1Θ(ω2)− ω2Θ(ω1) , t0 =
1
2
lnC2ω1 − lnC1ω2
ω1Θ(ω2)− ω2Θ(ω1) . (3.85)
This is achieved by setting p = 0 in case of line L1 and p → ±∞ in case of
line L2. By calculating derivative
dx(t)
dt
=
ω1Θ(ω2)(ω
2
2 − p2)− ω2Θ(ω1)(ω21 − p2)
ω1ω2(ω21 − ω22)
for both lines, and setting p = 0 in case of L1 and p→ ±∞ in case of L2 we
see that
dx(t)
dt
∣∣∣∣
p=0
=
{
0 in case of SHG equation (Θ(x) = 1/x),
−(ω21 + ω22) in case of mKdV equation (Θ(x) = −x3);
(3.86)
and
dx(t)
dt
∣∣∣∣
p→±∞
→ −∞.
So in case of SHG equation singularity lines intersect at the angle pi/2.
In the second case singularity lines solve the systems{
− exp 2(ω1x+ Θ(ω1)t) = C1(ω1 + p)/(ω1 − p);
exp 2(ω2x+ Θ(ω2)t) = |C2|(ω2 + p)/(ω2 − p).
(3.87)
Corresponding intervals for the parameter p are ]−ω2,−ω1[ and ]ω1, ω2[. So-
lutions of the systems (3.87) have the same representation (3.83) as in case 1.
but this time they correspond to the ”repulsing” particles (interaction between
same type particles) considered in Example 3.25. Case 2.
Consider now a general case of parametrization of the singularity lines of
the real solutions φ(x, t) of SHG equation (MKdV and NSE equations can
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be investigated in the similar manner). Parametrizing polynomials Q1,2(x)
from (2.6) in this case are of order N − 1. Taking into account symmetries
imposed on the sets {ωi}Ni=1, {αi,0}Ni=1, polynomialsQ1,2(x) can be represented
as
Q1,2(x) =
N−1∏
i=1
(x± pi),
where pi = p¯i, 1 ≤ i ≤ N − 1 so the parametrization is performed by the
roots {±pi}N−1i=1 of the polynomials Q1,2(x) where Q2(x) = (−1)N−1Q1(−x).
The parametrization takes the form
sign(Ck) exp
[
2(ωkx+
1
ωk
t)
]
= Ck
N−1∏
i=1
ωk + pi
ωk − pi , 1 ≤ k ≤ N. (3.88)
Now we prove the following theorem
Theorem 3.13 Let the sets of numbers {ωi}Ni=1, {αi,0}Ni=1 be such that ωi =
ω¯i, αi = α¯i; 1 ≤ i ≤ N ; ωi 6= ωk, αi 6= αk; i 6= k and ωi 6= αk, 1 ≤ i, k ≤ N ,
then parameters {pi}N−1i=1 considered as functions of t, satisfy the nonlinear
system of differential equations
dpk(t)
dt
= (−1)N
∏
1≤i≤N−1,i 6=k p
2
i (t)
∏
1≤i≤N (ω
2
i − p2k(t))∏
1≤i≤N ω
2
i
∏
1≤i≤N−1,i 6=k (p
2
k(t)− p2i (t))
, 1 ≤ k ≤ N − 1.
(3.89)
Proof. Suppose for definiteness that in (3.88) Ck > 0, 1 ≤ k ≤ N . Then fix
some index k (without loss of generality we can take k = 1) and calculate x
x =
1
ω1
(
1
2
N−1∑
i=1
ln
ω1 + pi
ω1 − pi −
1
ω1
t+
1
2
lnC1
)
. (3.90)
To simplify the notations, the dependence of pk(t) from t is omitted. Substi-
tuting (3.90) into (3.88) for all k > 1 we come up with the system
Fk(x, t, p) ≡ ωk
ω1
(
1
2
N−1∑
i=1
ln
ω1 + pi
ω1 − pi +
1
ω1
t− 1
2
lnC1
)
+
t
ωk
+
1
2
lnCk − 1
2
N−1∑
i=1
ln
ωk + pi
ωk − pi = 0,
(3.91)
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where 2 ≤ k ≤ N . After differentiating (3.91) with respect to t to obtain
∂Fk(x, t, p)
∂t
+
N−1∑
i=1
(
∂Fk(x, t, p)
∂pi
dpi
dt
)
= 0
and substituting the derivatives
∂Fk(x, t, p)
∂pi
=
ωk (ω
2
k − ω21)
(ω21 − p2i )(ω2k − p2i )
∂Fk(x, t, p)
∂t
= −ω
2
k − ω21
ω21ωk
we come up with the system of linear equations with respect to the derivatives
dpi/dt
N−1∑
i=1
1
(ω21 − p2i )(ω2k − p2i )
dpi
dt
=
1
ω2kω
2
1
, 2 ≤ k ≤ N. (3.92)
The determinant
∆ = det
{
1
(ω21 − p2i )(ω2k − p2i )
}
2<k≤N, 1≤i≤N−1
of the matrix coefficient of the system (3.92) can be expressed as
∆ =
N−1∏
i=1
(ω21 − p2i )−1 det
{
1
ω2k − p2i
}
2<k≤N, 1≤i≤N−1
,
where the second factor on the right hand side is the determinant of the
Cauchy matrix. So the matrix coefficient is non-singular and the system (3.92)
has a unique solution. Using Cramer’s rule, after simple manipulations with
explicit formulas for the Cauchy matrix determinants, we arrive at (3.89). 
Analysis of the system (3.89) is quite non-trivial and will be carried out in
subsequent publications. It’s easy to see, though, that the system (3.89) has
some important properties that will be useful in our further considerations.
For example, equations do not depend on the set {αi,0}Ni=1 which makes it
easier to address inverse problems. Also, the system (3.89), as opposed to
(3.74), allows to distinguish between different singularity lines. This is based
on the following observation. Let’s assume that the set {ωi}Ni=1 is such that
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ωi = ω¯i, 1 ≤ i ≤ N . Because of the symmetry, without loss of generality,
we can assume that ωi > 0, 1 ≤ i ≤ N and numbers ωi are enumerated
such that ωi > ωk, i > k. In this setup real axes ]−∞,∞[ is divided
into non-overlapping intervals Ω2N = ]−∞,−ωN [ ∪ ]ωN ,∞[, Ω2N−1 =
]− ωN ,−ωN−1[, . . . , ΩN = ]− ω1, ω1[, . . . , Ω1 = ]ωN−1, ωN [. There is one-
to-one correspondence between initial values of the parameters pi(t0), 1 ≤ i ≤
N−1 and intervals Ωk, 1 ≤ k ≤ 2N such that the values pi(t0) can only belong
to the different intervals and over time the initial mapping doesn’t change
(the proof of this statement in general setup requires a non-trivial analysis of
the system (3.89) and will be addressed in the subsequent publication). So
the particular singularity line Lk is characterized by the particular function
pk(t) taking values from the particular interval Ωk; 1 ≤ k ≤ N . We illustrate
the above statements by a simple example.
Example 3.34 Consider SHG equation and let N = 2 and ωi = ω¯i, ωi >
0, αi,0 = α¯i,0; i = 1, 2; ω2 > ω1. In this case we have one parameter p(t) and
system (3.89) takes the form
dp(t)
dt
=
p2(t)(ω21 − p2(t))(ω22 − p2(t))
ω21ω
2
2
. (3.93)
We also supply a special initial condition p∗(t∗0) = p
∗
0. Equation (3.93) can
be easily integrated giving a general solution
t− t∗0 =
ω21ω
2
2
2(ω22 − ω21)
(
1
ω1
ln
∣∣∣∣ω1 + p(t)ω1 − p(t)
∣∣∣∣− 1ω2 ln
∣∣∣∣ω2 + p(t)ω2 − p(t)
∣∣∣∣) . (3.94)
It follows from (3.94) that p∗0 should satisfy the consistency condition∣∣∣∣ω1 + p∗0ω1 − p∗0
∣∣∣∣ω2 = ∣∣∣∣ω2 + p∗0ω2 − p∗0
∣∣∣∣ω1 . (3.95)
Equation (3.95) has four distinct solutions:
1. p∗0,1 = 0;
2. p∗0,2 = ±∞;
3. p∗0,3 = p
∗;
4. p∗0,4 = −p∗;
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where p∗ > 0, p∗ ∈]ω1, ω2[. So each value of p∗0 belongs to one of the intervals
]−∞,−ω2[ ∪ ]ω2,∞[, ]− ω2,−ω1[, ]− ω1, ω1[, ]ω1, ω2[.
In case p∗0 = 0 we have p(t) ∈] − ω1, ω1[ and corresponding singularity line
x(t) solves each of the equations
exp 2(ωkx(t) + t/ωk) = Ck(ωk + p(t))/(ωk − p(t)), k = 1, 2. (3.96)
It is required in this case that Ck > 0, k = 1, 2.
In case p∗0 = ±∞ we have p(t) ∈] − ∞,−ω2[ ∪ ]ω2,∞[ and corresponding
singularity line x(t) solves each of the equations
− exp 2(ωkx(t) + t/ωk) = Ck(ωk + p(t))/(ωk − p(t)), k = 1, 2. (3.97)
It is also required in this case that Ck > 0, k = 1, 2. Considered cases (1. 2.)
correspond to the case of ”attracting” particles discussed in Example 3.25.
Case 1.
Analogously, consider the cases 3. and 4. In case p∗0 = p
∗, p∗ > 0, p∗ ∈]ω1, ω2[
we have p(t) ∈]ω1, ω2[ and corresponding singularity line x(t) solves each of
the equations
− exp 2(ω1x(t) + t/ωk) = C1(ω1 + p(t))/(ω1 − p(t)), (3.98)
exp 2(ω2x(t) + t/ω2) = |C2|(ω2 + p(t))/(ω2 − p(t)). (3.99)
It is required in this case that C1 > 0, C2 < 0.
In case p∗0 = −p∗ we have p(t) ∈] − ω2,−ω1[ and corresponding singularity
line x(t) solves each of the previous equations. It is also required in this case
that C1 > 0, C2 < 0. This corresponds to the case of ”repulsing” particles
discussed in Example 3.25. Case 2.
From the considered example it follows that the triplets (x∗0,i, t
∗
0, p
∗
0,i), 1 ≤
i ≤ 4 are completely determined by the sets {ω1, ω2} , {α1,0, α2,0}. Taking
into account (3.95) it’s easy to calculate t∗0 and x
∗
0,i, 1 ≤ i ≤ 4:
t∗0 =
ω1ω2(ω2 ln |C1| − ω1 ln |C2|)
2(ω22 − ω21)
, (3.100)
x∗0,i =
1
2ω1
(
ln
∣∣∣∣ω1 + p0,iω1 − p0,i
∣∣∣∣+ ω1(ω2 ln |C1| − ω1 ln |C2|)ω22 − ω21
)
, 1 ≤ i ≤ 4.
(3.101)
Thus given the sets {ω1, ω2} , {α1,0, α2,0} the alternative method of construc-
tion of the singularity lines is reduced to the following steps:
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1. Step1: From (3.95) calculate p∗0,i, 1 ≤ i ≤ 4 and t∗0 from (3.100);
2. Step2: Solve differential equation (3.93) with initial data (t∗0, p
∗
0,i) to
obtain pi(t), 1 ≤ i ≤ 4;
3. Step3: Substitute pi(t) into corresponding equation (3.96)- (3.99) to
obtain xi(t), 1 ≤ i ≤ 4.
Described methodology is also valid in general case but the solution of the
system (3.89) cannot be constructed in closed form and should involve nu-
merical methods.
As it was pointed out before, singularity lines contain full information about
the PE(N) solutions of NIDE. In this respect it would be interesting to con-
sider the following problem:
Problem 3.35 Given some information about singularity lines, restore the
corresponding PE(N) solutions of NIDE.
We restrict ourselves to considering a special case of the Problem 3.35 for
the SHG equation when N = 2 (general case will be considered in further
publications). In this case Problem 3.35 is solved by the following assertion:
Assertion 3.36 The system (PE(N) solutions of NIDE) is characterized by
the following data {
t0,
dxij(t)
dti
∣∣∣∣
t=t0
}
, j = 1, 2; i = 0, 1, 2 (3.102)
at some point t0 ∈]−∞,∞[, and index j enumerates singularity lines for the
particular case (”attracting” (A-case) or ”repulsing” (R-case)).
Proof. To simplify the notations we adopt the following designations:
x¨j ≡
dx2j(t)
dt2
∣∣∣∣
t=t0
, x˙j ≡ dxj(t)
dt
∣∣∣∣
t=t0
, xj ≡ xj(t0), pj ≡ pj(t0); j = 1, 2.
It suffice to show that given data (3.102), one can uniquely recover the sets
{ω1, ω2} , {α1,0, α2,0}. Indeed, differentiating equations (3.96) - (3.99) corre-
sponding to the particular case, in the neighborhood of t0 with respect to t
and using (3.93) we obtain the following relations
ω21ω
2
2
dxj(t)
dt
= −p2j(t), j = 1, 2. (3.103)
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Differentiating (3.103) one more time with respect to t and using again (3.93),
results in
ω41ω
4
2
dx2j(t)
dt2
= −2pj(t)
(
p2j(t)− ω21
) (
p2j(t)− ω22
)
, j = 1, 2. (3.104)
Setting t = t0 in (3.103) and (3.104) we arrive at the system of four non-linear
equations{
σ2(ω
2)x˙j = −p2j ,
σ22(ω
2)x¨j = −2pj(p4j − σ1(ω2)p2j + σ2(ω2)); j = 1, 2
(3.105)
with respect to the unknowns pj and σj(ω
2), j = 1, 2, where σj(ω
2) are
symmetric functions of the set {ω21, ω22} : σ1(ω2) = ω21 + ω22, σ2(ω2) = ω21ω22.
Simple algebra gives the following quadratic equations for pj, j = 1, 2:x˙1(x˙1 − x˙2)p
2
2 − p22
(
x˙1x¨2
x˙2
+
√
x˙2
x˙1
x¨1
)
+ x˙1 − x˙2 = 0,
x˙2(x˙1 − x˙2)p21 + p12
(
x˙2x¨1
x˙1
+
√
x˙1
x˙2
x¨2
)
+ x˙1 − x˙2 = 0.
(3.106)
Solving (3.106) we obtain pj, j = 1, 2. Then using the first of the equa-
tions (3.105) we calculate σ2(ω
2). Substituting σ2(ω
2) into the second equa-
tion we find σ1(ω
2). Calculating the roots of the polynomial f(y) = y2 −
yσ1(ω
2) + σ2(ω
2) we find the values for ωj, j = 1, 2. Let’s note that equa-
tions (3.106) have two extra solutions that should be dropped by matching
the values of pj, j = 1, 2 and the intervals they fall into according to the con-
sidered case (A or R). Next we calculate {α1,0, α2,0}. It follows from (3.96)
- (3.99) that symmetric functions σj(α0), j = 1, 2 satisfy the system of equa-
tions
σ1(α0)ωj(1 + κj)− σ2(α0)(1− κj) = ω2j (1− κj), j = 1, 2, (3.107)
where
κj = sign(Cj) exp 2(ωjxj +
t0
ωj
− 1
2
ln
ωj + pj
ωj − pj ), j = 1, 2.
System (3.96) has a unique solution from which we recover {α1,0, α2,0} by
solving quadratic equation y2 − yσ1(α0) + σ2(α0) = 0.
In R-case when t0 = t
∗
0 we have the following symmetry relations
p1 = −p2, x˙1 = x˙2, x¨1 = −x¨2,
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and from (3.105) - (3.106) it follows that
pj =
x˙j
x¨j
, σ2(ω
2) = −a
2
j
x˙j
, σ1(ω
2) = p2j +
pjx¨j
2x˙2j
− 1
x˙j
. (3.108)
In (3.108) index j can be either 1 or 2.
In A-case when t0 = t
∗
0 the values of pj and the derivatives x˙j, x¨j, j = 1, 2 are
trivial and don’t carry any information so in this case the problem cannot
be solved uniquely. 
We illustrate the methodology developed in Assertion 3.36 by the numer-
ical examples.
Example 3.37 Given the following data for the R-case:
t0 = −0.479042987;x1 = 0.610504874;x2 = −0.709437736; x˙1 = −0.713296278;
x˙2 = −0.78498714; x¨1 = 0.448732074; x¨2 = −0.407660883.
Calculation steps:
1. Step 1: Calculate pj, j = 1, 2 using (3.106): p1,1 = −0.75418; p1,2 =
1.68914; p2,1 = 0.79117; p2,2 = −1.77199;
2. Step 2: Calculate σj(ω
2), j = 1, 2: σ1,1(ω
2) = 1.6381478; σ1,2(ω
2) =
5.0; σ2,1(ω
2) = 0.7973978; σ2,2(ω
2) = 4.0;
3. Step 3: Calculate ωj, j = 1, 2: ω1,1 − complex; ω1,2 = ±1.0; ω2,1 −
complex; ω2,2 = ±2.0;
4. Step 4: Verify the results: Values σ1,1(ω
2) = 1.6381478; σ2,1(ω
2) =
0.7973978; and corresponding complex ω1,1 and ω2,1 should be dropped;
p2,1 ∈]− 2.0,−1.0[, p1,2 ∈]1.0, 2.0[;
5. Step 5: Calculate α0,j, j = 1, 2 using (3.107): α0,1 = −0.71651, α0,2 =
1.116515.
Similarly, consider calculation steps for A-case.
Example 3.38 Given the following data for the A-case:
t0 = −0.550122329;x1 = 0.012826762;x2 = −0.201327063; x˙1 = −0.00003606;
x˙2 = −6.285525817; x¨1 = −0.006; x¨2 = 319.9146357.
Calculation steps:
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1. Step 1: Calculate pj, j = 1, 2 using (3.106): p1,1 = −13.24693417; p1,2 =
0.01201; p2,1 = −5.01419019; p2,2 = 5530.611771;
2. Step 2: Calculate σj(ω
2), j = 1, 2: σ1,1(ω
2) = 30610058.78; σ1,2(ω
2) =
5.0; σ2,1(ω
2) = 4866365.591; σ2,2(ω
2) = 4.0;
3. Step 3: Calculate ωj, j = 1, 2: ω1,1 − complex; ω1,2 = ±1.0; ω2,1 =
±5532.635804; ω2,2 = ±2.0;
4. Step 4: Verify the results: Values σ1,1(ω
2) = 30610058.78; σ2,1(ω
2) =
4866365.591; and corresponding ω1,1 and ω2,1 should be dropped; p2,1 ∈
]−∞,−2.0[, p1,2 ∈]− 1.0, 1.0[;
5. Step 5: Calculate α0,j, j = 1, 2 using (3.107): α0,1 = 0.0, α0,2 = 0.5.
In Appendix we present some of the examples of the behavior of the sin-
gularity lines for the cases N > 2 obtained by numerical methods. These
examples, on the one hand, reflect some general laws discussed previously
e.g. asymptotic behavior when |t| → ∞, the nature of the intersections of
the singularity lines ; on the other hand, they introduce new effects admitting
a non-trivial interpretation.
Figure 4 represents the interaction between three particles of the same type.
As in the case of two particles of the same type, singularity lines do not
intersect (particles ”repulse” each other). Also one can select regions where
particles interact in pairs so complex interaction can locally be described in
term of a simpler model (N = 2). This happens when corresponding values
of the parameters ω are very distinguished from each other.
Figure 5 exhibits an interaction between three particles where two of them
are of the same type and one is of different type. As in the previous example,
one also can select regions where particles interact in pairs. Singularity lines
corresponding to the particles of different types, intersect (particles ”attract”
each other and ”annihilate”) and particles of the same type ”repulse” each
other.
Figure 6 demonstrates the interaction between ”free” particle and a bound
state. ”Free” particle ”penetrates” into the bound state and ”knocks out”
the one of the same type. A ”knocked out” particle becomes ”free” and the
”knocking” particle gets ”captured” by the particle of different type creating
a new bound state.
Figures 7 - 10 focus on the case N = 4. When parameters ω and α0 are
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real numbers the behavior of the singularity lines is similar to the considered
cases N = 2, 3 (Figures 7, 8). An interesting phenomena occurs in case of
”bound states” interaction (Figures 9, 10). ”Weak” interaction is presented
on Figure 9. In this case ”bound” states are interacting as ”free” particles of
the same type - they ”repulse” each other. There is an exchange of energy
between ”bound states” but there is no exchange of individual particles. Fig-
ure 10 shows ”strong” interaction between ”bound states” with a complex
exchange of particles between them. Closer look at the interaction region (in-
serts on the right and left hand sides) reveals a new type of interaction that
couldn’t be observed in cases of simpler systems (N = 2, 3): ”generation”
and ”annihilation” of the virtual particles (encircled points of ”generation”
are marked by ”G” and points of ”annihilation” are marked by ”A”). Some of
the ”virtual” particles exist for a short period of time and then ”annihilate”
with another ”virtual” or ”permanent” particle. But some of them ”convert”
to a ”permanent” state replacing ”annihilated” ones and form new ”bound
states” with ”survived” particles of different types. One still can observe the
exchange of energy between ”bound states” on a large scale but tracking the
behavior pattern of the individual particles in the presence of the ”virtual”
ones is quite problematic.
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4 Appendix.
Here we present the results of numerical calculations of the singularity lines
for the cases N = 2, 3, 4 and different combinations of the parameters ω and
α0. Singularity lines corresponding to the particles of the same type have
the same color.
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Figure 1: Singularity lines, SHG equation, N = 2, ”attracting” particles;
parameters: ω1 = 1.0, ω2 = 2.0, α1 = 0.0, α2 = 0.5.
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Figure 2: Singularity lines, SHG equation, N = 2, ”repulsing” particles;
parameters: ω1 = 1.0, ω2 = 2.0, α1 = 1.116515, α2 = −0.71652
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Figure 3: Singularity lines, SHG equation, N = 2, ”bound state”; parameters:
ω1 = 2.0 + ı0.2, ω2 = 2.0− ı0.2, α1 = 0.1, α2 = 1.0
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Figure 4: Singularity lines, SHG equation, N = 3, ”repulsing” particles;
parameters: ω1 = 0.5, ω2 = 1.0, ω3 = 1.5, α1 = 0.2, α2 = 1.1, α3 = 1.3.
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Figure 5: Singularity lines, SHG equation, N = 3, ”attracting” particles;
parameters: ω1 = 0.5, ω2 = 1.0, ω3 = 1.4, α1 = 0.4, α2 = 0.7, α3 = 1.2.
67
Figure 6: Singularity lines, SHG equation, N = 3, ”free” particle interacting
with ”bound state”; parameters: ω1 = 1.0, ω2 = 2.0 + ı0.1, ω3 = 2.0 −
ı0.1, α1 = 2.1, α2 = 2.2, α3 = 2.3.
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Figure 7: Singularity lines, SHG equation, N = 4, two particles of the
same type interacting with two particles of different type; parameters: ω1 =
1.0, ω2 = 2.0, ω3 = 3.0, ω4 = 4.0, α1 = 0.2, α2 = 0.8, α3 = 2.2, α4 = 2.5.
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Figure 8: Singularity lines, SHG equation, N = 4, all particles of the same
type; parameters: ω1 = 1.0, ω2 = 2.0, ω3 = 3.0, ω4 = 4.0, α1 = 0.2, α2 =
1.3, α3 = 2.2, α4 = 3.5.
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Figure 9: Singularity lines, SHG equation, N = 4, ”weak” interaction between
two ”bound states”; parameters: ω1 = 1.0 + ı2.0, ω2 = 1.0 − ı2.0, ω3 =
4.0 + ı1.96, ω4 = 4.0− ı1.96, α1 = 4.2, α2 = 4.3, α3 = 4.5, α4 = 5.0.
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Figure 10: Singularity lines, SHG equation, N = 4, all particles of the same
type; parameters: ω1 = 1.0 + ı0.83, ω2 = 1.0− ı0.83, ω3 = 3.0 + ı2.5, ω4 =
3.0− ı2.5, α1 = 0.5, α2 = 0.7, α3 = 0.8, α4 = 0.9.
72
