Abstract. We initiate a formal investigation on the power of predictability for argument of knowledge systems for NP . Specifically, we consider private-coin argument systems where the answer of the prover can be predicted, given the private randomness of the verifier; we call such protocols Predictable Arguments of Knowledge (PAoK). Our study encompasses a full characterization of PAoK, showing that such arguments can be made extremely laconic, with the prover sending a single bit, and assumed to have only one round (i.e., two messages) of communication without loss of generality. We additionally explore PAoK satisfying additional properties (including zero-knowledge and the possibility of re-using the same challenge across multiple executions with the prover), present several constructions of PAoK relying on different cryptographic tools, and discuss applications to cryptography.
Introduction
Consider the classical proof system for Graphs Non-Isomorphism where, on common input two graphs (G 0 , G 1 ), the verifier chooses a random bit b, and sends a uniformly random permutation of the graph G b to the prover. If the two graphs are not isomorphic the prover replies correctly sending back the value b.
A peculiar property of the above proof system is that the verifier knows in advance the answer of the prover, i.e., the answer given by the prover is predictable. Another property is that it uses only one round of communication and that the prover sends a single bit. Following the work of Goldreich et al. [30] we call a proof system with these properties extremely laconic.
In this paper, we study the notion of predictability in interactive proof systems for NP . More specifically, we focus on the cryptographic setting where the prover's strategy is efficiently computable and, moreover, we aim for the notion of knowledge soundness, where any convincing polynomial-time prover must "know" the witness relative to the instance being proven.
We formalize this notion of Predictable Arguments of Knowledge (PAoK), explore their properties and applications, and provide several constructions based on various cryptographic tools and assumptions.
Our Contributions and Techniques. We proceed to describe our results and techniques in more details.
Characterizing PAoK. Syntactically a PAoK is a multi-round protocol (P, V) where in each round: (i) The verifier V, given the instance x and private coins r, generates a challenge c (that is sent to P) together with a predicted answer b; (ii) The prover P, given (x, w, c), generates an answer a. The prover is said to convince the verifier if and only if a = b in all rounds.
Apart from being complete-meaning that an honest prover convinces the verifier with overwhelming probability-PAoK satisfy the standard property of knowledge soundness. Informally, this means that given any successful prover convincing the verifier on instance x with probability , there exists an efficient extractor recovering a witness for x with probability polynomially related to . Looking ahead, our definition of knowledge soundness is parametrized by a so-called instance sampler. Intuitively this means that only instances sampled through the sampler are extractable, and allows to consider more fine-grained flavours of extractability.
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Our first result is that PAoK can always be made extremely laconic, both in term of round complexity and of message complexity (i.e., the number of bits sent by the prover). Such a characterization is obtained as follows:
-First, we show that one can collapse any multi-round PAoK into a one-round PAoK with higher message complexity. Let (P, V) be a ρ-round PAoK, where V generates several challenges (c 1 , . . . , c ρ ) with c i used during round i. 2 We turn (P, V) into a one-round predictable argument (P,Ṽ) where the multiround PAoK is "cut" at a random index i * ∈ [ρ]; this essentially means thatṼ runs V and forwards (c 1 , . . . , c i * ), whereasP runs P and replies with (a 1 , . . . , a i * ). One can show that, if the initial PAoK has knowledge error , the transformed PAoK has knowledge error /ρ. The latter can finally be made negligible via parallel repetition. It is important to notice that parallel repetition, in general, does not amplify soundness for argument systems [5, 39] . However, it is well known that for secret-coin one-round arguments (such as PAoK), parallel repetition amplifies (knowledge) soundness at an exponential rate [5] .
-Second, we show how to reduce the prover's answer length to a single bit 3 as follows. Let (P, V) be a PAoK with -bit answers. We define a new PAoK (P , V ) where the verifier V runs V in order to obtain a pair (c, b), samples randomness r, and defines the new predicted answer to be the inner product between b and r. Given challenge (c, r) the prover P simply runs P in order to obtain a and defines the answer to be the inner product between a and r. Knowledge soundness follows by the Goldreich-Levin hard-core bit theorem [28] .
Interestingly, we can wrap up the two results together showing that any PAoK, no matter of the round or message complexity, can be made extremely laconic.
Constructions. Next, we turn to constructing PAoK. Our starting point is the observation that full-fledged PAoK for a relation R imply (and in fact are equivalent to) extractable witness encryption [31] (Ext-WE) for the same relation R. Briefly, a witness encryption scheme allows to encrypt an arbitrary message using a statement x belonging to an NP -language L; decryption can be performed by anyone knowing a valid witness w for x. Extractable security means that from any adversary breaking semantic security of the encryption scheme, we can obtain an extractor computing a valid witness for x.
The equivalence between PAoK and Ext-WE can be seen as follows:
-From Ext-WE to PAoK we encrypt a random bit a using the encryption scheme and then ask the prover to return a. -From PAoK to Ext-WE, we first make the PAoK extremely laconic, then we generate a challenge/answer pair (c, a) for the PAoK, and encrypt a single bit β as (c, a ⊕ β).
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In light of the recent work by Garg et al. [23] , the above result can be seen as a negative result. In particular, [23] shows that, under the conjecture that a certain special-purpose obfuscator exists, it is impossible to have an Ext-WE scheme for a specific NP relation. The reason for this depends on the auxiliary information that an adversary might have on the input: The assumed special-purpose obfuscator could be used to obfuscate the auxiliary input in a way that allows to decrypt ciphertexts, without revealing any information about the witness. As stated in [23] , such a negative result can be interpreted as an "implausibility result" on the existence of Ext-WE with arbitrary auxiliary input for all of NP . Given the equivalence between PAoK and Ext-WE such an implausibility result carries over to PAoK as well. 3 This further justifies our interest to arguments (as opposed to proofs) for NP as Goldreich et al. [30] showed that unless the polynomial-time hierarchy collapses there does not exist a laconic proof system for all NP . 4 Domain extension for Ext-WE can be obtained by encrypting each bit of a message individually. 5 Very recently, Bellare et al. [7] show that assuming sub-exponential one-way functions and sub-exponential indistinguishability obfuscation, differing-input obfuscation for Turing Machines [2] is impossible. While this result adds another negative evidence, it does not apply directly to Ext-WE.
Motivated by the above discussion, we propose two constructions of PAoK that circumvent the implausibility result of [23] by either restricting to specific NP relations, or by focusing on PAoK where knowledge soundness is only required to hold for a specific class of instance samplers (and thus for restricted auxiliary inputs). More in details:
-We show a simple connection between PAoK and so-called Extractable HashProof Systems 6 [42] (Ext-HPS): Given an Ext-HPS for a relation R it is possible to construct a PAoK for a related relation R in a natural way.
-We can construct a PAoK for a specific instance sampler by assuming a weak 7 form of differing-inputs obfuscation. The challenge c corresponds to an obfuscation of the circuit that hard-wires the instance x and a random value b, and upon input w returns b if and only if (x, w) is in the relation.
Interestingly, we can show that, for the special case of so-called random selfreducible relations, 8 a PAoK with knowledge soundness w.r.t. the instance sampler that corresponds to the algorithm for re-randomizing an instance in the language, can be generically leveraged to obtain a full-fledged PAoK (with arbitrary auxiliary input) for any NP -relation that is random-self reducible.
Zero-Knowledge PAoK. Notice that, as opposed to standard arguments, predictable arguments are non-trivial to construct even without requiring them to be zero-knowledge (or even witness indistinguishable). 9 Nevertheless, it is possible (and interesting) to consider PAoK that additionally satisfy the zeroknowledge property. It is well known that argument systems with a deterministic prover, such as PAoK, cannot be zero-knowledge in the plain model [29] . Motivated by this, given any PAoK (for some fixed relation), we propose two different transformations to obtain a zero-knowledge PAoK (for the same relation):
-The first transformation is in the non-programmable random oracle model.
Here we exploit the fact that PAoK are honest-verifier zero-knowledge. Our strategy is to force the malicious verifier to act honestly; we achieve this by having the prover check that the challenge was honestly generated using randomness provided by the random oracle. In case the check fails the prover will not reveal the answer, but instead it will output a special symbol ⊥. To ensure knowledge soundness we define the check to be dependent on the prover's message, in such a way that a malicious prover cannot obtain the (private) randomness of the verifier in case it does not already know the correct answer.
-The second transformation is in the common random string (CRS) model, and works as follows. The verifier sends the challenge c together with a noninteractive zero-knowledge proof π that c is "well formed" (i.e., there exists random coins r such that the verifier of the underlying PAoK with coins r returns a pair (c, b)).
We leave it as an interesting open problem to construct a witness indistinguishable PAoK in the plain model.
Predictable ZAP.
In the basic definition of PAoK, the verifier generates the challenge c (together with the predicted answer b) depending on the instance x being proven. We also look at the special case where the challenge is generated in an instance-independent manner, together with a trapdoor that later allows to predict the prover's answer a. The goal here is to have the same challenge being used across multiple executions of a PAoK with the prover. Protocols of this type have been already considered in the literature under the name of ZAP [17] . There are however a few crucial differences: (i) ZAP are public-coin, whereas predictable arguments are secret-coin; (ii) ZAP are witness indistinguishable, whereas predictable arguments are interesting even without requiring such a property. Hence, we formalize the notion of Predictable ZAP (PZAP) which is a kind of secret-coin ZAP in which the prover's answer can be predicted (given the secret coins of the verifier and some trapdoor), and the same challenge can be re-used across multiple executions. We insist on PZAP satisfying knowledge soundness, but we do not require them to be witness indistinguishable; the definition of knowledge soundness features a malicious prover that can adaptively choose the target instance while keeping oracle access to the verifier algorithm. We also consider a weaker flavour, where the prover has no access to the verifier. We give a construction of PZAP relying on the recently introduced tool of Extractable Witness PRF [43] . We also show that weak PZAP can be generically leveraged to PZAP using standard cryptographic tools. This result shows that, under some standard cryptographic assumptions, for any construction of weak PZAP there exists another construction satisfying the definition of PZAP. It is interesting to understand if given a construction of weak PZAP the construction itself already satisfies the definition of PZAP. We give a negative evidence for this question. Namely, we show a black-box separation between weak PZAP and PZAP, ruling out a large class of black-box reductions from the former to the latter.
Applications. Although we find the concept of PAoK to be interesting in its own right, we also discuss applications of PAoK to proving lower bounds in two different cryptographic settings:
-Leakage-tolerant interactive protocols (as introduced by Bitanski, Canetti and Halevi [9] ) are interactive protocols whose security degrades gracefully in the presence of arbitrary leakage on the state of the players. Previous work [36] showed that any leakage-tolerant interactive protocol for secure message transmission, tolerating leakage of poly-logarithmic size on the state of the receiver, needs to have secret keys which are as long as the total number of bits transmitted using that key. Using PAoK, we can strengthen this negative result to hold already for leakage of a constant number of bits. Details are deferred in the full version of the paper [21] . -Non-malleable codes (as introduced by Dziembowski et al. [18] ) allow to encode a message in such a way that the decoding of a tampered codeword either yields the original message or a completely unrelated value. Previous work [22] showed an interesting application of non-malleable codes to protecting arbitrary computation (carried out by a von Neumann architecture) against tampering attacks. This result requires to assume a leakageand tamper-free CPU which is used to carry out "simple" operations on a constant number of encodings.
A natural idea to weaken the assumption of a leakage-proof CPU, would be to design a code which remains non-malleable even given a small amount of leakage on the encoded message. Subsequent to our work [19] , the concept of PAoK has been exploited to show that such non-malleable codes tolerating leakage from the encoding process cannot exist (under the assumption that collision-resistant hash functions exist).
Giving up on Knowledge Extraction. As already discussed above, the implausibility result of Garg et al. [23] has negative implications on some of our results. We were able to circumvent these implications by either constructing PAoK for restricted relations, or by considering weaker flavours of extractability. Yet another way to circumvent the implausibility result of [23] is to give up on knowledge soundness and to consider instead standard computational soundness (i.e., a computationally bounded malicious prover cannot convince the verifier into accepting a false statement). Let us call a multi-round, predictable, computationally sound interactive protocol a predictable argument. It is easy to see that all our results for PAoK continue to hold for predictable arguments. In particular: (i) Predictable arguments can be assumed w.l.o.g. to be extremely laconic; (ii) There exists a predictable argument for a relation R if and only if there exists a (non-extractable) witness encryption scheme for R; (iii) We can construct a predictable argument for a relation R given any hash-proof system for R; 10 (iv) Computationally sound PZAP can be obtained based on any (non-extractable) Witness PRF.
Additional Related Work. A study of interactive proofs with laconic provers was done already in [27, 30] . They did not investigate proofs of knowledge, though. As explained above our notion of PAoK is intimately related to extractable witness encryption, as first proposed by Goldwasser et al. [31] -where it is argued that the construction of Garg et al. [24] is extractable. See [1, 16] for more recent work on witness encryption.
In [25] , Garg et al. introduce the concept of Efficiently Extractable NonInteractive Istance-Dependent Commitment Scheme (Ext-NI-ID Commitment for short). The primitive resembles the concept of PAoK, however there is a crucial difference. Ext-NI-ID Commitments are statistical hiding, this implies that an Ext-NI-ID can be used to construct a Predictable Argument with "statistical soundness" for the same language, however, the reverse implication does not hold.
The problem we faced to amplify knowledge soundness of PAoK shares similarities with the problem of amplifying computational soundness for argument systems. Although it is well known that parallel repetition does not work in general [5, 39] , there are some exceptions such as 3-message arguments [5, 13] , public-coin arguments [38, 15] , and simulatable arguments [33, 14] (a generalization of both 3-message and public-coin). Relevant to ours is the work of Haitner on random-terminating arguments [32] .
Roadmap. We start by setting some basic notation, in Section 2. The definition of PAoK, together with their characterization in terms of round-complexity and amount of prover communication, can be found in Section 3. In Section 4 we explore constructions of PAoK for random self-reducible relations. The two compilers yielding zero-knowledge PAoK in the CRS model and in the nonprogrammable random oracle model are presented in Section 5. In Section 6 we investigate the concept of predictable ZAP. Finally, in Section 7, we discuss a few interesting open problems related to our work.
Preliminaries
For a, b ∈ R, we let [a, b] = {x ∈ R : a ≤ x ≤ b}; for a ∈ N we let [a] = {1, 2, . . . , a}. If x is a string, we denote its length by |x|; if X is a set, |X | represents the number of elements in X . When x is chosen randomly in X , we write x ←$ X . When A is an algorithm, we write y ←$ A(x) to denote a run of A on input x and output y; if A is randomized, then y is a random variable and A(x; r) denotes a run of A on input x and randomness r. An algorithm A is probabilistic polynomial-time (PPT) if A is randomized and for any input x, r ∈ {0, 1} * the computation of A(x; r) terminates in at most poly(|x|) steps. Vectors and matrices are typeset in boldface. For a vector v = (v 1 , . . . , v n ) we sometimes write v[i] for the i-th element of v. We use Maj to denote the majority function.
Throughout the paper we let κ ∈ N denote the security parameter. We say that a function ν : N → Interactive Protocols. Let R ⊆ {0, 1} * × {0, 1} * be an NP -relation, naturally defining a language L R := {x : ∃w s.t. (x, w) ∈ R}. We are typically interested in efficiently samplable relations, for which there exists a PPT algorithm SamR taking as input the security parameter (and random coins r) and outputting a pair (x, w) ∈ R. An interactive protocol Π = (P, V) for R features a prover P (holding a value x ∈ L R together with a corresponding witness w) and a verifier V (holding x), where the goal of the prover is to convince the verifier that x ∈ L R . At the end of the protocol execution, the verifier outputs either acc or rej. We write P(1 κ , x, w), V(1 κ , x) for the random variable corresponding to the verifier's verdict, and P(1 κ , x, w) V(1 κ , x) for the random variable corresponding to a transcript of protocol Π on input (x, w).
Unless stated otherwise, all interactive protocols considered in this paper are secret-coin, meaning that the verifier's strategy depends on a secretly kept random tape. We also call Π a ρ-round protocol if the protocol consists of ρ rounds, where each round features a message from the verifier to the prover and viceversa.
Predictable Arguments of Knowledge
We start by defining Predictable Arguments of Knowledge (PAoK) as multiround interactive protocols in which the verifier generates a challenge (to be sent to the prover) and can at the same time predict the prover's answer to that challenge; we insist on (computational) extractable security, meaning that from any prover convincing a verifier with some probability we can extract a witness with probability related to the prover's success probability.
The main result of this section is that PAoK can be assumed without loss of generality to be extremely laconic (i.e., the prover sends a single bit and the protocol consists of a single round of communication). More in detail, in Section 3.1, we show that any multi-round PAoK can be squeezed into a oneround PAoK. In Section 3.2 we show that, for any ∈ N, the existence of a PAoK where the prover answer is of length bits implies the existence of a laconic PAoK.
The Definition. In a multi-round protocol the verifier produces many challenges c = (c 1 , . . . , c ρ ). W.l.o.g. in a predictable argument, we can assume that all the challenges are generated together and then forwarded one-by-one to the prover; this is because the answers are known in advance. Specifically, a ρ-round predictable argument is fully specified by a tuple of algorithms Π = (Chall, Resp), as described below: -V forwards c i to P; -P computes (a 1 , . . . , a i ) := Resp(1 κ , x, w, c 1 , . . . , c i ) and forwards a i to V; -V checks that a i = b i , and returns rej if this is not the case. 3. If all challenges are answered correctly, V returns acc.
Notice that the algorithm Resp takes as input all challenges up-to round i in order to generate the i-th answer.
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We say that prover P and verifier V, running the protocol above, execute a PAoK Π upon input security parameter 1 κ , common input x, and prover's private input w; we denote with
) the output of such interaction. We say that a prover P succeeds on the instance x and auxiliary input w if
We give a granular definition of extractability that is parametrized by an efficient instance sampler S, and that roughly says that the protocol is sound and moreover sampled instances are extractable. Here, the sampler is simply an algorithm taking as input the security parameter and auxiliary input z S ∈ {0, 1} * , and outputting an instance x together with auxiliary information aux ∈ {0, 1} * .
Definition 1 (Predictable Arguments of Knowledge).
Let Π = (Chall, Resp) be a ρ-round predictable argument for an NP relation R, with -bit prover's answer. Consider the properties below.
Completeness: There exists a negligible function ν : N → [0, 1] such that for all sequences {(x κ , w κ )} κ 0 where (x κ , w κ ) ∈ R, we have that:
(S, f, )-Knowledge soundness: For all PPT provers P * there exists a PPT extractor K such that for all auxiliary inputs z P , z S ∈ {0, 1} * the following holds. Whenever
We call Π a ρ-round S-PAoK for R, if Π satisfies completeness and (S, f, )-knowledge soundness for any efficient computable function f , and moreover − 2 −ρ is negligible. We call Π an S-PAoK for R, if Π is a 1-round S-PAoK and we call it a laconic S-PAoK if Π is an S-PAoK and = 1. Sometimes we also say that Π is a ρ-round (f, S)-PAoK if knowledge soundness holds for a specific function f . Consider the dummy sampler S dummy that parses its input z S as (x, aux ) and then outputs the pair (x, aux ). We call Π a ρ-round (f, )-PAoK for R, if Π satisfies completeness and (S dummy , f, )-knowledge soundness. We say that Π is a ρ-round PAoK for R, if Π is a ρ-round S dummy -PAoK for R.
The reason why the above definition is parametrized by the function f instead of considering the relation R = {(x, y) : ∃w s.t. (x, w) ∈ R ∧ y = f (w)} is that such a relation might not be an NP-relation (as it might be hard to check whether ∃w s.t. (x, w) ∈ R ∧ y = f (w). Our definition, instead, ensures that the honest prover knows w but we can only extract f (w). Also note that, in the above definition, the prover P * takes as input the auxiliary information returned by the sampler.
On Multi-Round PAoK
In this section we show that multi-round PAoK can be squeezed into a one-round PAoK (maintaining knowledge soundness).
Let Π = (Chall, Resp) be a ρ-round PAoK. Consider the following protocol between proverP n and verifierṼ n -let us call it the collapsed protocol for future reference-for a parameter n ∈ N to be determined later:
-Repeat the following sub-protocolΠ = (P,Ṽ) in parallel for all j ∈ [n]: •P, given a pair (x, w) and challenges (c
•Ṽ is said to accept the j-th parallel execution if and only if a
-Return acc if and only if all parallel executions are accepting.
We writeΠ n := (P n ,Ṽ n ) for the n-fold repetition of the sub-protocolΠ = (P,Ṽ). Note that the sub-protocolΠ is the one-round protocol (described above) that simply cuts the multi-round protocol Π to a random round. We show the following theorem : Theorem 1. For any polynomial ρ(·) and any function f if Π is a ρ(κ)-round f -PAoK, then the above defined collapsed protocolΠ n = (P n ,Ṽ n ) with parameter n = ω(ρ log κ) is an f -PAoK.
We give an intuition for the proof. For simplicity, assume that Π is a 1 3 -PAoK for the relation R. We claim that the knowledge error of the collapsed protocol is not bigger than 1 − 2 3ρ . To see this, consider a prover P * for the original protocol Π which at the i-th iteration (where i ∈ [ρ]) forwards the the challenge c 1 , . . . , c i to a malicious proverP * for the collapsed protocol. Notice that conditioned on i * = i the challenge has exactly the same distribution as a challenge for the collapsed protocol. The prover P * fails if the malicious prover P * of the collapsed protocol answered wrongly at least one of the queries that he received. So if we suppose thatP * succeeds with probability strictly bigger than 1 − 2 3ρ , then, by the union bound, the failing probability of P * is strictly bounded by 2 3ρ · ρ, therefore P * succeeds with probability strictly bigger than 1 3 . Finally, we can make the knowledge soundness error of the collapsed protocol negligible via parallel repetition. It is important to notice that parallel repetition, in general, does not amplify soundness for argument systems [5, 39] . Luckily, it does so (at an exponential rate) in the special case of secret-coin one-round arguments (such as PAoK) [5] . The proof of the above theorem relies on the well-known fact that parallel repetition decreases the (knowledge) soundness error of one-round arguments at an exponential rate.
Lemma 1 (Theorem 4.1 of [5] , adapted to one-round protocols). Let Π = (P, V) be a one-round argument of knowledge and denote by Π n = (P n , V n ) the one-round protocol that consists of the n-fold repetition of the initial protocol Π. Suppose 0 < α, β < 1 and n 2 is an integer. Suppose α > (16/β)·e −β·n/128 . Then there is an oracle algorithm R such that for any prover P * , verifier V and input string x, the following is true:
Proof (of Theorem 1). LetP * n be a prover for the collapsed protocol such that for some x and z succeeds with probability at least κ −c for some constant c. Let α = , notice that setting n = ω(ρ log κ) the following equation holds for κ big enough:
We can apply Lemma 1 with the parameters α and β set as above. Therefore, consider a single instance of the sub-protocolΠ, the prover RP * n succeeds with probability 1 − β = 1 − 1 2ρ . We build a prover P * for Π that succeeds with probability 1 2 . Specifically, Let P * := RP * n and let P * interact with the verifier V of the multi-round protocol as follow: -Upon input challenge c i from the verifier V, prover P * runs internallỹ P * on input (1 κ , x) and challenge (c 1 , . . . , c i ). IfP * outputs (a 1 , . . . , a i ), then P * forwards a i to V; otherwise it aborts.
Rewriting explicitly the acceptance probability ofP * in the collapsed protocol on (x, z):
Let W i be the event that a i = b i in the interaction between P * and V described above. We can write:
where the equations above follow by the definition of average and by our assumption on the success probability ofP * on (x, z). Notice that for any successfulP * n we can define an extractor that is the same extractor for the machine P * executingP * = RP * n as a subroutine. Moreover, sinceP * n succeeds with probability κ −c then P * runs in polynomial time.
Laconic PAoK
We show that laconic PAoK (where the size of the prover's answer is = 1 bit) are in fact equivalent to PAoK.
Theorem 2. Let R be an NP relation. If there exists a PAoK for R then there exists a laconic PAoK for R.
The proof of the theorem, which appears in the full version of the paper [21] , relies on the Goldreich-Levin Theorem [26, Theorem 2.5.2]. Here is the intuition. Let (P, V) be a PAoK with -bit answers. We define a new PAoK (P , V ) where the verifier V runs V in order to obtain a pair (c, b), samples randomness r, and defines the new predicted answer to be the inner product between b and r. Given challenge (c, r) the prover P simply runs P in order to obtain a and defines the answer to be the inner product between a and r. Knowledge soundness follows by the Goldreich-Levin theorem.
Constructing PAoK
We explore constructions of PAoK. For space reasons we defer to the full version of the paper [21] the constructions based on Extractable Witness Encryption [24, 31] and on Extractable Hash-Proof Systems [42] .
In Section 4.1, we focus on constructing PAoK for so-called random selfreducible relations. In particular, we show that, for such relations, a fully-extractable PAoK can be obtained by generically leveraging a PAoK for a (much weaker) specific sampler (which depends on the random self-reducible relation).
In Section 4.2, we show that a PAoK for a specific sampler can be obtained generically by using a differing-input obfuscator [6] for a related (specific) circuit sampler.
PAoK for Random Self-Reducible Languages
We construct a PAoK for languages that are random self-reducible. Roughly speaking, a random self-reducible language is a language for which average-case hardness implies worst-case hardness. Random self-reducibility is a very natural property, with many applications in cryptography (see, e.g., [3, 40, 37] ). Informally a function is random self-reducible if, given an algorithm that computes the function on random inputs, one can compute the function on any input. When considering NP relations, one has to take a little more care while defining random self-reducibility. We say that O R (·) is an oracle for the relation R, if on any input
Definition 2 (Self-reducible relation). An NP -relation R for a language L is random self-reducible if there exists a tuple of PPT algorithms W := (W smp , W cmp , W inv ) such that, for any oracle O R for the relation R ⊆ X × W , the following holds.
Correctness. For any x ∈ L R and for any r ∈ {0, 1} p(|x|) , let x := W smp (x; r) and w := W cmp (x, w ; r) where w ← O R (x ). Then (x, w) ∈ R. Witness re-constructability. For any x ∈ L R and for any r ∈ {0, 1} p(|x|) , let x := W smp (x; r) and w := W cmp (x, w ; r) where w ← O R (x ), and define w := W inv (x, w; r). Then (x , w ) ∈ R. Uniformity. For any x the output of W smp (x) is uniformly distributed over X.
We call the tuple of algorithms W an average-to-worst-case (AWC) reduction with witness re-constructibility.
Notice that the reduction W has access to a "powerful" oracle that produces a witness for a randomized instance, and uses such witness to compute a witness for the original instance. Moreover, for any fixed instance the function can be easily inverted. The witness re-constructibility property is not standard in the context of random self reducibility, however we note that it holds for many interesting random self-reducible relationships (e.g., for the case of discrete logarithm).
Theorem 3. Let R be an NP -relation which has AWC reduction W = (W smp , W cmp , W inv ) with witness re-constructability. If there exists a (W smp , )-PAoK for the relation R, then there exists an -PAoK for R.
The proof of the above theorem is deferred to the full version of the paper [21] . Here we discuss some intuition. Let Π := (Chall , Resp ) be a PAoK (w.r.t. the sampler W smp ) for R, the idea of the construction is to map the input instance x into a random instance x using W smp (x; r) for a random r, then sample a challenge using the algorithm Chall on input instance x and additionally send the prover the auxiliary information r needed to compute a valid witness w for x . The response algorithm first computes the valid witness w for the instance x using W inv and then answers the challenge. Let Π be the PAoK described above, given a prover P * for Π we need to define a knowledge extractor K. The point is that P * can equivalently be seen as a prover for Π where instances are sampled using W smp (x; ·). For this scenario the knowledge soundness of Π provides a knowledge extractor K , and such an extractor can output a valid witness for a uniformly sampled instance. This is where we use the random self-reducibility property. The extractor K , in fact, can be seen as an oracle for the relation R that with noticeable probability produces a valid witness for a uniformly chosen instance. Therefore, using the AWC reduction W with oracle access to K we can reconstruct a valid witness for the instance x.
PAoK for a Specific Sampler
We use the framework for obfuscation proposed by Bellare et al. in [6] . A circuit sampling algorithm is a PPT algorithm S = {S κ } κ∈N whose output is distributed over
, for a class of circuit C = {C κ } κ∈N and a polynomial p. We assume that for every C 0 , C 1 ∈ C κ it holds that |C 0 | = |C 1 |. Given any class of samplers S for a class of circuits C consider the following definition:
Definition 3 (S-Obfuscator). A PPT algorithm Obf is an S-obfuscator for the parametrized collection of circuits C = {C κ } κ∈N if the following requirements are met. 
where the probability is over the coins of S and Obf.
Abusing the notation, given a circuit sampler S, we say that Obf is an Sobfuscator if it is an {S}-obfuscator. It is easy to see that the above definition allows to consider various flavours of obfuscation as a special case (including indistinguishability and differing-input obfuscation [4] ). In particular, we say that a circuit sampler is differing-input if for any PPT adversary A and any auxiliary input z S ∈ {0, 1} * there exists a negligible function ν : N → [0, 1] such that the following holds:
Let S diff be the class of all differing-input samplers; it is clear that an S diffobfuscator is equivalent to a differing-input obfuscator.
Consider the following construction of a PAoK Π = (Chall, Resp) for a relation R.
κ and C x,b is the circuit that hard-wires x and b and, upon input a value w, it returns b if and only if (x, w) ∈ R (and ⊥ otherwise).
-Upon input (1 κ , x, w, c), algorithm Resp(1 κ , x, w, c) executes a := c(w) and outputs a.
Given an arbitrary instance sampler S, let CS[S] be the circuit samplers that sample randomness r := r b, execute (x, aux) := S(1 κ , z S ; r), and output the tuple (C x,b , C x,⊥ , aux b). We prove the following result , whose proof appears in the full version of the paper [21] .
Theorem 4. Let S be an arbitrary instance sampler and S diff and CS[S] be as above. If CS[S] ∈ S
diff and Obf is a CS[S]-obfuscator, then the protocol Π described above is an S-PAoK for the relation R.
By combining Theorem 4 together with Theorem 3 we get the following corollary. 
On Zero Knowledge
One can easily verify that PAoK are always honest-verifier zero-knowledge, since the answer to a (honest) challenge from the verifier can be predicted without knowing a valid witness. It is also not too hard to see that in general PAoK may not be witness indistinguishable (more details in the full version of the paper [21] ).
Furthermore, we note that PAoK in the plain model can be zero-knowledge only for trivial languages. The reason is that predictable arguments have inherently deterministic provers and, as shown by Goldreich and Oren [29, Theorem 4.5], the zero-knowledge property for such protocols is achievable only for languages in BPP .
In this section we show how to circumvent this impossibility using setup assumptions. In particular, we show how to transform any PAoK into another PAoK additionally satisfying the zero-knowledge property (without giving up on predictability). We provide two solutions. The first one in the common random string (CRS) model, 12 while the second one is in the non-programmable random oracle (NPRO) model.
Compiler in the CRS Model
We start by recalling the standard notion of zero-knowledge interactive protocols in the CRS model. Interactive protocols in the CRS model are defined analogously to interactive protocols in the plain model (cf. Section 2), with the only difference that at setup a uniformly random string ω ←$ {0, 1} is sampled and both the prover and the verifier additionally take ω as input. For space reasons, the definition of zero-knowledge protocols in the CRS model is given in the full version of the paper [21] .
The compiler. Our first compiler is based on a NIZK-PoK system (see full version for the formal definition). Let Π = (Chall, Resp) be a PAoK for a relation R, and assume that Chall uses at most ρ(|x|, κ) random bits for a polynomial ρ. Let N IZK = ( , Prove, Ver) be a NIZK for the relation
Consider the following one-round PAoK Π = (Chall , Resp ) in the CRS model.
-At setup a uniform CRS ω ←$ {0, 1} is sampled.
-Algorithm Chall takes as input (1 κ , ω, x) and proceeds as follows: 1. Sample random tape r ←$ {0, 1} ρ . 2. Generate a proof π ←$ Prove(ω, (c, x), r) for ((c, x), r) ∈ R chal . 3. Output c := (c, π). Roughly speaking, in the above construction the verifier sends the challenge c together with a NIZK-PoK π that c is "well formed" (i.e., there exist random coins r such that the verifier of the underlying PAoK with coins r returns a pair (c, b)); the prover answers only in case the proof π is correct. We show the following result, whose proof appears in the full version of the paper [21] .
Theorem 5. Let Π be a PAoK for the relation R ∈ NP and let N IZK be a NIZK-PoK for the relation R chal . Then the protocol Π is a ZK-PAoK in the CRS model.
The knowledge soundness of Π follows almost directly from the zero-knowledge property of N IZK and from the knowledge soundness of Π. In fact, one can consider a mental experiment where the verifier generates a simulated proof π instead of a real one. This proof does not carry any information about the randomness but it is indistinguishable from a real one. A successful prover in the real world is still successful in this mental experiment and, therefore, we reduced to the knowledge soundness of Π. The zero-knowledge of Π follows from the fact that PAoK are honest-verifier zero-knowledge, and from the knowledge soundness of N IZK. In particular, given a maliciously generated challenge (c * , π * ), the simulator can use the knowledge extractor of N IZK on π * , extract a valid witness r * , and then produce a valid answer.
Compiler in the NPRO Model
We start by recalling the definition of zero-knowledge in the NPRO model, for interactive protocols. Recall that a NPRO is weaker than a programmable random oracle. Intuitively, in the NPRO model the simulator can observe the verifier's queries to the hash function, but is not allowed to program the behaviour of the hash function. The definition below is adapted from Wee [41] .
Definition 4 (Zero-knowledge protocol in the NPRO model). Let (P, V) be an interactive protocol for an NP relation R. We say that (P, V) satisfies the zero-knowledge property in the NPRO model if for every PPT malicious verifier V * there exists a PPT simulator Z and a negligible function ν : N → [0, 1] such that for all PPT distinguishers D, all (x, w) ∈ R, and all auxiliary inputs z ∈ {0, 1} * , the following holds:
The compiler. Let Π = (Chall, Resp) be a PAoK for a relation R with -bit prover's answer, and assume that Chall uses at most ρ(|x|, κ) random bits for a polynomial ρ. Let H be a random oracle with output length ρ(κ). Consider the following derived one-round PAoK Π = (Chall , Resp ).
-Algorithm Chall takes as input (1 κ , x) and proceeds as follows: 1. Sample a random tag t 1 ←$ {0, 1} ρ and compute r := H(t 1 ). 2. Run (c, b) := Chall(1 κ , x; r). 3. Define t 2 := H(b), and set the challenge to c := (c, t) where t := t 1 ⊕ t 2 .
-Algorithm Resp takes as input (x, w, c) and proceeds as follows:
1. Parse c := (c, t) and run a ←$ Resp(1 κ , x, w, c). 2. Define t 1 := t ⊕ H(a), and check whether (c, a) = Chall(1 κ , x; H(t 1 )). If this is the case, output a and otherwise output ⊥.
The main idea behind the above construction is to force the malicious verifier to follow the underlying protocol Π; in order to do so we generate the challenge feeding the algorithm Chall with the uniformly random string H(t 1 ). What we need now is to both make able the prover to check that the verifier followed the algorithm Chall and to maintain soundness. Unfortunately, since PAoK are private-coin protocols, we can't simply make the verifier output t 1 ; what we do instead is to one-time pad the value with the value t 2 which is computable only knowing the answer. We show the following result: Theorem 6. If Π is a PAoK with -bit prover's answer for the relation R, and = ω(log κ), then the protocol Π is a ZK-PAoK in the NPRO model.
To prove soundness we show that t = t 1 ⊕ t 2 is essentially uniformly random if the prover does not know b: this explains why we need = ω(log κ), otherwise a malicious prover could just brute force the right value of b and check for consistency. Note that here we are leveraging the power of the random oracle model, that allows us to produce polynomially-long pseudorandomness from unpredictability. To prove zero-knowledge we note that a simulator can look into the random-oracle calls made by the malicious verifier while running it. Given the output (c * , t * ) produced by the malicious verifier two cases can happen:
-The simulator finds an oracle call t that "explains" the challenge c * , namely (c * , b) = Chall(1 κ , x; H(t )); in this case the simulator just outputs b. We argue that the simulator produces an indistinguishable view because the protocol Π has overwhelming completeness.
-The simulator does not find any t that explains the challenge. Then it outputs ⊥. Let b be the answer that the real prover would compute using the algorithm Resp. We argue that the malicious verifier can find a challenge (c * , t * ) that passes the check, namely (c
) only with negligible probability. Therefore the real prover would output ⊥ as well, and so the views are indistinguishable.
Proof (of Theorem 6). Completeness follows readily from the completeness of the underlying PAoK.
We proceed to prove knowledge soundness of Π . Given a prover P * for Π that makes the verifier accept with probability p(κ), we define a prover P * for Π that is successful with probability p(κ)/Q(κ) where Q is a polynomial that upper bounds the number of oracle calls made by P * to the NPRO H. Prover P * proceeds as follow:
1. Upon input (1 κ , c, z), set c := (c, t) for uniformly random t ←$ {0, 1} ρ and run P * (1 κ , c , z). Initialize counter j to j := 1, Q := ∅, and pick a uniformly random index i * ←$ [Q(κ)]. 2. Upon input a random oracle query x from P * , pick y ←$ {0, 1} ρ and add the tuple (x, y, j) to H. If j = i * , then output x and stop. Otherwise set j ← j + 1 and forward y to P * . 3. In case P * aborts or terminates, output ⊥ and stop.
Without loss of generality we can assume that the prover P * does not repeat random oracle queries, and that before outputting an answer a * , it checks that (c, a * ) := Chall(1 κ , x; H(t ⊕ H(a * ))). We now analyse the winning probability of P * . Let a be the correct answer corresponding to the challenge c. Observe that the view produced by P * is exactly the same as the real view (i.e., the view that P * , with access to the random oracle, expects from an execution with the verifier V from Π ), until P * queries H with the value a. In this case, in fact, P * expects to receive a tag t 2 such that (c, a) := Chall(1 κ , x; H(t ⊕ t 2 )). We can write,
= Pr a is the i * -th query to
Notice that in Eq.(2) the two probabilities are taken over two different probability spaces, namely the view provided by P * to the prover P * together with i * on the left hand side and the view that P * would expect in an execution with a honest prover together with the index i * in the right hand side. Knowledge soundness of Π follows.
We now prove the zero-knowledge property. Upon input (1 κ , x, z) the simulator Z proceeds as follows:
1. Execute algorithm V * (1 κ , x, z) and forward all queries to H; let Q be the set of queries made by V * . 2. Eventually V * outputs a challenge c
Let r be the randomness used by the prover. For any challenge c, instance x and witness w, we say that r is good for c w.r.t. x, w, r if (c, a) = Chall(1 κ , x; r) ∧ a = Resp(1 κ , x, w, c; r ). By completeness, the probability that r is not good, for r ←$ {0, 1} ρ , is negligible. Therefore by letting Good be the event that V * queries H only on inputs that output good randomness for some c, by taking a union bound over all queries we obtain
for negligible functions ν, ν :
From now on we assume that the event Good holds; notice that this only modifies by a negligible factor the distinguishing probability of the distinguisher D.
We proceed with a case analysis on the possible outputs of the simulator and the prover:
-The second output of Z is a = ⊥, whereas the second output of P is ⊥.
Conditioning on Z's second output being a = ⊥, we get that the challenge c is well formed, namely, c is in the set of all possible challenges for the instance x and security parameter 1 κ . On the other hand, the fact that P outputs ⊥ means that either algorithm Resp aborted or the check in step 2 of the description of Π failed. However, neither of the two cases can happen unless event Good does not happen. Namely, if Resp outputs ⊥ the randomness H(t * ⊕ H(a)) is not good for c (w.r.t. x, w, r ), and therefore Resp must have output a which, together with t * , would pass the test in step 2 by definition of Z. It follows that this case happens only with negligible probability.
-The second output returned by Z is ⊥, whereas P's second output is a = ⊥.
Conditioning on Z's second output being ⊥, we get that V * made no queries (a * , t * 1 ) such that (c, a * ) = Chall(1 κ , x; t * 1 ) and t * 1 = H(t * ⊕ H(a * )). In such a case, there exists a negligible function ν : N → [0, 1] such that:
where 2 γ is the size of the challenge space. Notice that by overwhelming completeness and = ω(log κ), it follows that γ = ω(log κ).
-Both Z's and P's second output are not ⊥, but they are different. This event cannot happen, since we are conditioning on Good .
Combining Eq. (3) and Eq. (4) we obtain that ∆(Π, Z, V * ) is negligible, as desired.
On RO-dependent auxiliary input. Notice that Definition 4 does not allow the auxiliary input to depend on the random oracle. Wee [41] showed that this is necessary for one-round protocols, namely zero-knowledge w.r.t. RO-dependent auxiliary input is possible only for trivial languages. This is because the result of [29] relativizes. In a similar fashion, for the case of multi-round protocols, one can show that also the proof of [29, Theorem 4.5] relativizes. It follows that the assumption of disallowing RO-dependent auxiliary input is necessary also in our case.
Predictable ZAPs
We recall the concept of ZAP introduced by Dwork and Naor [17] . ZAPs are two-message (i.e., one-round) protocols in which:
(i) The first message, going from the verifier to the prover, can be fixed "once and for all," and is independent of the instance being proven; (ii) The verifier's message consists of public coins.
Typically a ZAP satisfies two properties. First, it is witness indistinguishable meaning that it is computationally hard to tell apart transcripts of the protocols generated using different witnesses (for a given statement). Second, the protocol remains sound even if the statement to be proven is chosen after the first message is fixed.
In this section we consider the notion of Predictable ZAP (PZAP). With the terminology "ZAP" we want to stress the particular structure of the argument system we are interested in, namely a one-round protocol in which the first message can be fixed "once and for all." However, there are a few important differences between the notion of ZAPs and PZAPs. First off, PZAPs cannot be public coin, because the predictability requirement requires that the verifier uses private coins. Second, we relax the privacy requirement and allow PZAPs not to be witness indistinguishable; notice that, in contrast to PZAPs, ZAPs become uninteresting in this case as the prover could simply forward the witness to the verifier. Third, ZAPs are typically only computationally sound, whereas we insist on knowledge soundness.
More formally, a PZAP is fully specified by a tuple of PPT algorithms Π = (Chall, Resp, Predict) as described below:
1. V samples (c, ϑ) ←$ Chall(1 κ ) and sends c to P. 2. P samples a ←$ Resp(1 κ , x, w, c) and sends a to V. 3. V computes b := Predict(1 κ , ϑ, x) and outputs acc iff a = b.
Notice that, in contrast to the syntax of PAoK, now the verifier runs two algorithms Chall, Predict, where Chall is independent of the instance x being proven, and Predict uses the trapdoor ϑ and the instance x in order to predict the prover's answer. Care needs to be taken while defining (knowledge) soundness for PZAPs. In fact, observe that while the verification algorithm needs private coins, in many practical circumstances the adversary might be able to infer the outcome of the verifier, and thus learn one bit of information about the verifier's private coins. For this reason, as we aim to constructing argument systems where the first message can be re-used, we enhance the adversary with oracle access to the verifier in the definition of soundness.
Definition 5 (Predictable ZAP). Let Π = (Chall, Resp, Predict) be as specified above, and let R be an NP relation. Consider the properties below.
Completeness: There exists a negligible function ν : N → [0, 1] such that for all (x, w) ∈ R:
(Adaptive) Knowledge soundness with error : For all PPT provers P * making polynomially many queries to its oracle, there exists a PPT extractor K such that for any auxiliary input z ∈ {0, 1} * the following holds. Whenever
we have
In the above equations, we denote by V(1 κ , ϑ, ·, ·) the oracle machine that upon input a query (x, a) computes b := Predict(1 κ , ϑ, x) and outputs 1 iff a = b; we also write Q for the list {((x i , a i ), d i )} of oracle queries (and answers to these queries) made by P * .
Let be the size of the prover's answer, we call Π a predictable ZAP (PZAP) for R if Π satisfies completeness and adaptive knowledge soundness with error , and moreover − 2 − is negligible. In case knowledge soundness holds provided that no verification queries are allowed, we call Π a weak PZAP.
The definition of laconic PZAPs is obtained as a special case of the above definition by setting = 1. Note, however, that in this case we additionally need to require that the value x returned by P * is not contained in Q.
13
In the full version of the paper [21] we show a construction of PZAP based on any extractable witness pseudo-random function (Ext-WPRF), a primitive recently introduced in [43] .
On Weak PZAP versus PZAP
We investigate the relation between the notions of weak PZAP and PZAP. On the positive side, we show that weak PZAP for NP can be generically leveraged to PZAP for NP in a generic (non-black-box) manner. On the negative side, we show an impossibility result ruling out a broad class of black-box reductions from weak PZAP to PZAP. Both results assume the existence of one-way functions.
From Weak PZAP to PZAP. We show the following result:
Under the assumption that non-interactive zero-knowledge proof of knowledge systems for NP and non-interactive computationally-hiding commitment schemes exist, weak PZAP for NP imply PZAP for NP .
Before coming to the proof, let us introduce some useful notation. Given a set I ⊆ {0, 1}
κ , we will say that I is bit-fixing if there exists a string in x ∈ {0, 1, } κ such that I x = I where I x := {y ∈ {0, 1} κ : ∀i ∈ [κ], (x i = y i ∨ x i = )} is the set of all κ-bit strings matching x in the positions where x is equal to 0/1. The symbol takes the role of a special "don't care" symbol. Notice that there is a bijection between the set {0, 1, } κ and the family of all bit-fixing sets contained in {0, 1} κ ; in particular, for any I ⊆ {0, 1} κ there exists a unique x ∈ {0, 1, } such that I = I x (and viceversa). Therefore, in what follows, we use x and I x interchangeably. We also enforce the empty set to be part of the family of all bit-fixing sets, by letting I ⊥ = ∅ (corresponding to x = ⊥).
We now give some intuition for the proof of Theorem 7 . The proof is divided in two main steps. In the first step, we define three algorithms (Gen, Sign, Verify).
Roughly speaking, such a tuple constitutes a special type of signature scheme where the key generation algorithm Gen additionally takes as input a bit-fixing setI and returns a secret key that allows to sign messages m ∈ I. There are two main properties we need from such a signature scheme: (i) The verification key and any set of polynomially many (adaptively chosen) signature queries do not reveal any information on the set I; (ii) It should be hard to forge signatures on messages m ∈ I, even when given the set I and the secret key corresponding to I. A variation of such a primitive, with a few crucial differences, already appeared in the literature under the name of functional signatures [11] .
14 Fix now some NPrelation R. In the second step of the proof, we consider an augmented NP -relation where the witness of an instance (x, VK ) is either a witness w for (x, w) ∈ R, or a valid signature of x under VK . We then construct a PZAP based on a weak PZAP and on a NIZK-PoK for the above augmented NP -relation.
The reduction from weak PZAP to PZAP uses a partitioning technique, similar to the one used to prove unforgeability of several signature schemes (see, e.g., [10, 34, 35, 12, 20] ). Intuitively, we can set the reduction in such a way that by sampling a random bit-fixing set I all the verification queries made by a succeeding prover for the PZAP will not be in I with good probability (and therefore such queries can be dealt with using knowledge of the signature key corresponding to I); this holds because the prover has no information on the set I, as ensured by property (i) defined above. On the other hand, the challenge x * output by the prover will be contained in the set I, which will allow the reduction to break the weak PZAP. Here, is where we rely on property (ii) described above, so that the reduction is not able to forge a signature for x * , and thus the extracted witness w * must be a valid witness for (x * , w * ) ∈ R.
Proof (of Theorem 7)
. Let Com be a computationally hiding commitment scheme with message space {0, 1, } κ ∪ {⊥}. Consider the following relation:
Let N IZK = ( , Prove, Ver) be a NIZK-PoK for the relation R com . We define the following tuple of algorithms (Gen, Sign, Verify).
-Algorithm Gen takes as input the security parameter and a string x ∈ {0, 1, } κ ∪ {⊥}, samples ω ←$ {0, 1} (κ) , and defines com := Com(x; r) for some random tape r. It then outputs VK := (ω, com) and SK := (ω, x, r).
-Algorithm Sign takes as input a secret key SK and a message m, and outputs σ := π ←$ Prove(ω, (m, com), (x, r)). -Algorithm Verify takes as input a verification key VK and a pair (m, σ), parses VK := (ω, com), and outputs the same as Ver(ω, (m, com), σ).
The lemmas below show two main properties of the above signature scheme. 
where D is not allowed to query its oracle on messages m ∈ I.
Proof. We consider a series of hybrid experiments, where each hybrid is indexed by a bit-fixing set I and outputs the view of a distinghuisher D taking as input a verification key and the set I, while given oracle access to a signing oracle.
The first hybrid samples (VK , SK ) ←$ Gen(1 κ , I) and runs the distinghuisher D upon input (VK , I) and with oracle access to Sign(SK , ·). Hybrid H I 2 : Let Z be the simulator of the underlying NIZK-PoK. The second hybrid samples (ω, ϑ) ←$ Z 0 (1 κ ) and defines com := Com(x; r) (for random tape r) andṼK = (ω, com). It then runs the distinghuisher D upon input (ṼK , I), and answers its oracle queries m by returningσ ←$ Z 1 (ϑ, (m, com) ).
The two claims below imply the statement of Lemma 2.
Claim. For all bit-fixing sets I, we have {H
Proof (of claim). The only difference between the two experiments is in the way the verification key is computed and in how the signature queries are answered. In particular, the second experiment replaces the CRS with a simulated CRS and answers signature queries by running the ZK simulator of the NIZK. Note that the commitment com has the same distribution in both experiments.
Clearly, given any distinguisher that tells apart the two hybrids for some set I we can derive a distinguisher contradicting the unbounded zero-knowledge property of the NIZK. This concludes the proof.
Claim. Let I ⊥ := ∅. For all bit-fixing sets I, we have {H
Proof (of claim). Given a PPT distinguisher D telling apart H I 2 and H I ⊥ 2 , we construct a PPT distinguisher D that breaks computational hiding of the commitment scheme. Distinguisher D is given as input a value com which is either a commitment to I or a commitment to I ⊥ . Thus, D simply emulates the view for D but uses com instead of com.
The claim follows by observing that in case com is a commitment to I the view generated by D is identical to that in hybrid H I 2 , whereas in case com is a commitment to I ⊥ the view generated by D is identical to that in hybrid H Proof. We rely on the knowledge soundness property of the NIZK-PoK and on the binding property of the commitment scheme. By contradiction, assume that there exists a PPT forger F, a bit-fixing set I x , and some polynomial p(·), such that for infinitely many values of
Consider the following adversary B attacking the binding property of the commitment scheme:
, where com = Com(x; r); iv) Output (x, r), (x , r ) and m (as an auxiliary output).
By relying on the knowledge soundness property of the NIZK-PoK, and using the fact that the forger outputs an accepting proof with non-negligible probability, we obtain:
for some negligible function ν(·). The first inequality uses the fact that the condition (m ∈ I x ) ∧ m ∈ I x ) implies I x = I x (and thus x = x ), and thus is sufficient for violating the binding property. This concludes the proof.
We can now explain how to transform a weak PZAP for NP into a PZAP for NP . Let R be an NP -relation. Consider the following derived relation:
Clearly, R is in NP , so let Π = (Chall, Resp, Predict) be a weak PZAP for R . Define the following PZAP Π = (Chall , Resp , Predict ) for the relation R.
-Algorithm Chall takes as input (1 κ , x) and proceeds as follows:
, and let the challenge be c := (c, VK ) and the trapdoor be ϑ = (ϑ, VK ).
-Algorithm Resp takes as input (1 κ , x, w, c ), parses c := (c, VK ), and outputs a := Resp(1 κ , (x, VK ), w, c).
-Algorithm Predict takes as input 1 κ , ϑ , x, parses ϑ := (ϑ, VK ), and outputs b := Predict(ϑ, (x, VK )).
The lemma below concludes the proof of Theorem 7.
Lemma 4. Let Π and Π be as above. If Π is a weak PZAP for R , then Π is a PZAP for R.
Proof. Given a prover P * for Π , we construct a prover P α for Π for a parameter α ∈ [κ] to be determined later. The description of P α follows.
-Upon input challenge c, choose s ∈ {0, 1, } κ in such a way that α := |{i ∈ [κ] : s i = }|. Sample (VK , SK I ) ←$ Gen(1 κ , I) for I := I s , and forward the challenge c := (c, VK ) to P * . -Upon input a verification query (x i , a i ) from P * behave as follows: • In case x i ∈ I, stop simulating P * , pick a random x * ←$ {0, 1} κ \ I, and return the instance (x * , VK ) and answer a * := Resp(1 κ , c, (x * , VK ), Sign(SK I , x * )).
• In case x i ∈ I, compute σ ←$ Sign(SK I , x i ) and answer the verification query with 1 iff a = Resp(1 κ , c, (x, VK ), σ). -Whenever P * outputs (x * , a * ), if x * ∈ I output ((x * , VK ), a * ). Else pick a random x * ←$ {0, 1} κ \ I and return the instance (x * , VK ) and answer a * := Resp(1 κ , c, (x * , VK ), Sign(SK I , x * )).
We define the extractor for Π (w.r.t. the relation R) to be the same as the extractor K for Π (w.r.t. the relation R ). It remains to bound the probability that K output a valid witness for the relation R. Let Good be the event that x * ∈ I and all the x i 's corresponding to P * 's verification queries are such that x i ∈ I. Moreover, let Ext R (resp. Ext R ) be the event that (x, w) ∈ R (resp. ((x, VK ), w) ∈ R ) where w comes from running the extractor K in the definition of PZAP. We can write:
Pr[Ext R ∧ Good ] − ν(κ)
for negligible functions ν(·), ν (·). Here, Eq. (5) holds because of Lemma 3, whereas Eq. (6) follows by knowledge soundness of Π.
Observe that, by definition of P α , the success probability when we condition on the event Good not happening is overwhelming (this is because in that case P α just computes a valid signature, and thus it succeeds with overwhelming probability by completeness of Π), therefore: We analyse the probability that P α succeeds conditioning on Good and the probability of event Good separately. We claim that the first term is negligibly close to the success probability of P * . In fact, when the event Good happens, by Lemma 2, the view generated by P α is indistinguishable from the view in the knowledge soundness definition of PZAP.
As for the second term, again by Lemma 2, it is not hard to see that it is negligibly close to (1 − 2 −κ+α ) Q · 2 −κ+α , where Q is an upper bound for the number of verification queries made by the prover. Since when 2 −κ+α := 1 − Q/(Q + 1), then (1 − 2 −κ+α ) Q · 2
−κ+α
1/e, it suffices to set α := κ + log(1 − Q/(Q + 1)) to enforce that the probability of Good is noticeable. This concludes the proof.
Ruling-Out Challenge-Passing Reductions. We show an impossibility result ruling out a broad class of black-box reductions from weak laconic PZAP to laconic PZAP. This negative result holds for so-called "challenge-passing" blackbox reductions, which simply forward their input to the inner prover of the PZAP protocol.
Theorem 8. Assume that pseudo-random generators exist, and let Π be laconic weak PZAP for NP . There is no challenge-passing black-box reduction from weak knowledge soundness to knowledge soundness of Π.
The impossibility exploits the fact that oracle access to the verifier V * in the adaptive-knowledge soundness of laconic PZAP is equivalent to oracle access to a succeeding prover for the same relation. Consider the relation of pseudo-random string produced by a PRG G. The adversary can query the reduction with either a valid instance, namely a value x such that x = G(s) for s ←$ {0, 1} κ , or an invalid instance x ←$ {0, 1}
κ+1 . Notice that, since the reduction is black-box the two instances are indistinguishable, therefore a good reduction must be able to answer correctly both kind of instances. This allows us to use the reduction itself as a succeeding prover. We refer the reader to the full version of the paper [21] for the formal proof.
Conclusion and Open Problems
We initiated the study of Predictable Arguments of Knowledge (PAoK) systems for NP . Our work encompasses a full characterization of PAoK (showing in particular that they can without loss of generality assumed to be extremely laconic), provides several constructions of PAoK (highlighting that PAoK are intimately connected to witness encryption and program obfuscation), and studies PAoK with additional properties (such as zero-knowledge and Predictable ZAP).
Although, the notions of PAoK and Ext-WE are equivalent, we think that they give two different points of view on the same object. Ultimately, this can only give more insights.
There are several interesting questions left open by our work. First, one could try to see whether there are other ways (beyond the ones we explored in the paper) how to circumvent the implausibility result of [23] . For instance it remains open if full-fledged PAoK for NP exist in the random oracle model. Second, while it is impossible to have PAoK that additionally satisfy the zero-knowledge property in the plain model-in fact, we were able to achieve zero-knowledge in the CRS model and in the non-programmable random oracle model)-such a negative result does not apply to witness indistinguishability. Hence, it would be interesting to construct PAoK that are additionally witness indistinguishable in the plain model. An analogous question holds for PZAP.
Third, we believe the relationship between the notions of weak PZAP (where the prover is not allowed any verification query) and PZAP deserves further study. Our impossibility result for basing PZAP on weak PZAP in a blackbox way, in fact, only rules out very basic types of reductions (black-box, and challenge-passing), and additionally only works for laconic PZAP. It remains open whether the impossibility proof can be extended to rule-out larger classes of reductions for non-laconic PZAP, or if the impossibility can somehow be circumvented using non-black-box techniques.
