ABSTRACT Recently, the alternating direction method of multipliers (ADMM) has been used effectively to solve the multi-agent unconstrained optimization problems, where the objective function is the sum of privately known local objective functions of agents. In this paper, first, with the help of the edge-node incidence matrix, an unconstrained optimization problem is transformed into an equivalent optimization problem with only equality constraint and, thus, can be dealt with the ADMM conveniently. Second, a novel distributed inexact consensus ADMM is proposed to enable the agents to reach consensus on the optimal solution of the optimization problem. At the same time, the analysis of the linear convergence of the proposed algorithm is also provided under some mild conditions. Finally, some simulation results are presented to demonstrate the better effectiveness of the proposed algorithm than the standard consensus-based ADMM algorithm.
I. INTRODUCTION
Distributed optimization, which cooperatively achieves optimal decisions for the local manipulation with private data and the diffusion of local information through a multi-agent network, has drawn more and more research attention in recent years. Various distributed optimization methods have been proposed in the literature for different multi-agent optimization problems [1] - [4] . There has been much recent interest in multi-agent optimization problems that arise whenever a large group of nodes, which may be processors, sensor, vehicles, or UAVs, desire to collectively optimize a global objective by means of local actions taken by each node without any centralized coordination. This problem frequently arises when controls and signal processing protocols need to be implemented in a distributed manner, for instance, largescale machine learning applications LASSO (least-absolute shrinkage and selection operator), economic dispatch in smart
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Recently, some types of distributed algorithms have become popular to solve multi-agent optimization problems. Many researchers devoted great efforts to solve the unconstrained or constrained optimization problems in a distributed way. They considered a scenario where agents cooperatively minimize a common additive cost function. Each agent only had information about its own cost component, and minimized that component by exchanging the decision information with the neighboring agents. In particular, the agents cooperatively solved the unconstrained or constrained optimization problems. Consensus subgradient algorithms were firstly proposed in [1] , [10] , where a subgradient related step was taken at each time step, followed by averaging with the neighbors. However, the computation at each step can be very expensive and the convergence rate was usually slow. In light of the increasing attention to distributed optimization, a stochastic approximation method was proposed in [11] , [12] . In addition, the reference [13] proposed an asynchronous gossip-based random projection algorithm and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ proved that the iterates of all agents converged to the same optimal point with probability 1. In [14] , the proposed primaldual algorithm with constant step size made the estimates of all agents converge to the same optimal solution and achieved the convergence rate O( 1 k ). Moreover, [15] provided two algorithms based on Bregman-distance functions, and guaranteed almost surely convergence of these two algorithms. In this paper, we decompose the original optimization problem into two sub-problems, and sequentially solve them and update the dual variables associated with a coupling constraint at each iteration with the help of ADMM [16] - [19] .
Recently, a distributed algorithm based on ADMM has been extended to solve the unconstrained or constrained optimization problems [20] - [22] . Bertsekas and Tsitsiklis [23] discussed a distributed consensus problem in the context of ADMM. The reference [24] proposed a distributed ADMM optimization algorithm. Furthermore, the reference [25] introduced a new distributed ADMM optimization algorithm based an edge-node incidence matrix, which was a useful method to decompose the optimization problem with coupled constraints. The authors showed that the algorithm converged at the rate O( 1 k ). In [26] , several ADMM based distributed optimization algorithms were developed to solve the sparse LASSO problem [27] . An ADMM was applied to solve a BP problem in [28] , [29] . A distributed ADMM was proposed with a sequential update rule in [30] . In [31] , the authors proposed two algorithms, i.e., the inexact consensus ADMM and the inexact dual consensus ADMM, and they showed that two algorithms converged linearly under similar conditions given as in [32] .
In this paper, we consider a multi-agent unconstrained optimization problem where a network of agents collectively minimize the sum of locally known convex functions using local information over the network. Our main objective is to design and analyze a distributed inexact consensus-based ADMM method and solve the multi-agent unconstrained optimization problem on an undirected network. Our work is closely related to some recent works [22] , [25] , which transformed the unconstrained optimization problem to a consensus-based constrained optimization problem with the help of an edge-node incidence matrix. They proposed a distributed consensus ADMM (C-ADMM) to solve the optimization problem, and then showed its convergence with a rate O( 1 k ). The main contributions of the paper are summarized as follows:
(1) We use an edge-node incidence matrix and transform the unconstrained optimization problem to a consensus-based constrained optimization problem, which leads to a different optimization problem and a different algorithm, and also makes the analysis be more challenging.
(2) An inexact consensus based ADMM (i.e., IC-ADMM) algorithm is proposed to solve this consensus-based constrained optimization problem. Moreover, we show that the IC-ADMM converges linearly under some mild conditions. The rest of the paper is organized as follows. Section II gives some notations from the algebraic graph theory and reviews distributed C-ADMM algorithms. In Section III, a distributed IC-ADMM algorithm is developed and the convergence analysis of the distributed IC-ADMM algorithm is then presented. Some numerical results are presented in Section IV and conclusions are drawn in Section V.
Notations −y * y k −y * = δ for some constant δ > 0.
II. PRELIMINARIES AND PROBLEM FORMULATION A. ALGEBRAIC GRAPH BASICS
An undirected graph is denoted by a set G = (V, E), where V = {1, 2, · · · , N } is the node set and E ⊂ V × V is the edge set. If agent i can get information from agent j, then (j, i) ∈ E and agent j belongs to agent i's neighbor set N i {j | (j, i) ∈ E}. We assume that nodes are ordered from 1 to N and use e ij to denote the edge between nodes i and j with i < j. The network G is assumed to be a simple undirected connected graph with N nodes and M edges and A ∈ R M ×N is the edge-node incidence matrix of network G. Each row of matrix A corresponds to an edge in the graph and each column represents an agent. Thus, the elements [A] e ij l can be conveniently described as follows:
B. PROBLEM STATEMENT
Consider an unconstrained optimization problem described by the following form
where y ∈ R is the decision variable and the objective function f i : R → R is closed, proper and strictly convex. We first transform the optimization problem into a distributed optimization problem with constraints and N agents. Each agent implements the algorithm using local cost functions and information obtained via communication with neighbors. In order to apply the consensus-based method, we will solve the equivalent model given by
where
implies that x i = x j for nodes i and j connected by an edge (i, j). Thus (1) and (2) are equivalent and have the same optimal solution.
Consider the augmented Lagrangian function given by
where λ is the Lagrange multiplier corresponding to the constraint Ax = 0 and β is a positive scalar. Assumption 1: The undirected graph G is connected. Assumption 2: For all i ∈ V, the smooth function f i is strongly convex, i.e., there exists some σ i > 0 such that 
For simplicity, we suppose that f i is a one-dimensional function, however, the analysis in this paper can be extended to the case when f i is a vector function.
C. DISTRIBUTED C-ADMM ALGORITHM
In [25] , a distributed C-ADMM algorithm was developed using incremental methods, where each of the agents took turn to update the system wide decision variable and passed the updated variable to the network. The major difference between [25] and ours is that each agent has a local copy of the decision variable, which is not publicly accessible by all the other agents. Thus they use a dual variable λ ij with the constraint x i = x j on the edge e ij , i.e., [λ ij ] ij,e ij ∈E . Each agent i keeps a local decision estimate x i in R and a vector of dual variables λ ki with k < i. Under each iterative, agent i owns the dual variable λ ki for k < i and then updates the dual variable. The neighbors of a node i is divided into two sets, which are predecessors P(i) and successors S(i) of node i. The set of the predecessors of i consists of neighbors whose indexes are smaller than i, i.e., P(i) = {j | e ji ∈ E, j < i}, and the set of successors of i consists of the neighbors whose indexes are larger than i, i.e., S(i) = {j | e ij ∈ E, i < j}. The graph is assumed to be a simple graph, i.e., e ii = 0, so the set P(i)∪S(i) includes all the neighbors of the node i.
The distributed consensus ADMM algorithm (C-ADMM) is described as follows:
Lemma 1 [25] : Let {x k , λ k } be the iterates generated by our distributed C-ADMM algorithm for problem (2) 
III. MAIN RESULTS

A. DISTRIBUTED IC-ADMM METHOD
To reduce the complexity of C-ADMM, instead of solving the subproblem directly, we replace the smooth cost function f i (x i ) in (3) with a first-order approximation around x k i :
where α i > 0 is a penalty parameter of the proximal quadratic term. Then we have the following update:
The IC-ADMM is presented in Algorithm 1.
Until a predefined stopping criterion (e.g., a maximum iteration number) is satisfied.
Remark 1: Even though a similar inexact ADMM has been presented in [31] , however, we build a different consensusbased optimization model with the constraint Ax = 0, and the proof is completely different and also a big challenge.
B. ALGORITHM CONVERGENCE ANALYSIS
In this section, we present the convergence analysis of the distributed IC-ADMM algorithm presented in the last section and show that it not only achieves consensus and optimality, but also guarantees a linear convergence.
The consensus property of the IC-ADMM algorithm is characterized by the following theorem.
Theorem 1: Suppose that Assumptions 1, 2, 3 hold. Let
> 0, where matrix A is an edgenode incidence matrix of the network and B = min{0, A}. Let {x k , λ k } be the iterates generated by the distributed IC-ADMM algorithm for the problem (2) , and {x * , λ * } a pair VOLUME 7, 2019 of the optimal primal and dual solutions to the problem (2) , then {x k , λ k } converges to {x * , λ * }. Proof: Since x * and λ * are a pair of the optimal primal and dual solutions, then they satisfy the following Karush-Kuhn-Tucker (KKT) conditions:
From the definition of A, we have
is the optimizer of (4), by the optimality condition, we have
where g i : R → R, and the function g i (
where the second equality is due to (4), and the last equality is due to the definition of matrix A. By combining the conditions (5) and (7) above, and adding and subtracting ∇f i (x k+1 i ) in the right-side of (6), we have
Furthermore, multiplying x k+1 i − x * i on the both sides of (8) leads to
It is noted that the first term on the left-side of (9) has a lower bound as follows:
for any ρ i > 0. By the strong convexity of f i from Assumption 2, the second terms of (9) can have lower bound as follows:
Moreover, from (7), (9) can be further expressed by
We then sum the above relations (10), (11), (12) over i = 1, . . . , N , and obtain (13) where
By using the definitions of the matrices A and B, we can rewrite the terms in compact forms as follows:
Thus (13) can be expressed by
where the manipulation are conducted in the two observations:
b for arbitrary vectors a and b.
Using the identity a T = a for a scalar a and Ax * = 0, the fifth and sixth terms of (14) can be rearranged as follows:
We can express the fourth term of (14) as follows:
where we use the equation
The third term of (14) can be rewritten as follows:
Combing the four relations (14), (15), (16), (17), we have
which can be rewritten as follows:
Now, consider the condition on α i . By using the definitions of A and B, (19) implies that
for ∀ i ∈ V, and therefore
According to (18) and (19), We have the following two results, (R1) as k → ∞, the sequence (
β λ k −λ * 2 converges for any pair of optimal x * and λ * to the problem (2); and (R2) x k+1 − x k → 0, and λ k+1 − λ k → 0. Next, we use (R1) and (R2) to show that x k and λ k converge to a pair of optimal primal and dual solutions of the problem (2). The result (R1) implies that the sequences of {x k } and {λ k } are bounded. Letx k andλ k be a set of limit points of {x k } and {λ k }, respectively. First, by the results
− x k → 0, and the optimal condition (6), we have
T iλ k+1 , (20) for all i = 1, . . . , N . Thus, compared with KKT,x k and λ k are a pair of optimal primal and dual solutions to the problem (2). Therefore, according to (R1), the sequence
Furthermore, sincex k andλ k are one of the limit points of {x k } and {λ k }, respectively, and by (20) , the sequence (
β λ k −λ k 2 has a limit value equal to zero. As a result, we conclude that
Thus the proof is completed.
Furthermore, the linear convergence of the IC-ADMM algorithm is presented by the following theorem. 
> 0, for some constant satisfying 0 < γ < 1. Proof: Let 0 < γ < 1 be a positive number. The inequality (19) can be rewritten by
In order to prove the linear convergence rate, i.e., for some δ > 0,
it is sufficient to show that
Recall from Theorem 1 that
then one has (23) From (23), we have
where the first inequality is due to the fact that
for any a, q and µ > 0, and the last inequality is by Assumption 3. The inequality (24) implies that
From (25), (21) holds if the following inequalities are true:
It is noted that, given the parameters α i in Theorem 1,
Hence there exists a positive number δ such that the following inequality holds:
The three conditions above can ensure that the inequality (21) holds. The proof is thus completed.
IV. NUMERICAL RESULTS
This section examines the performance of the C-ADMM and IC-ADMM algorithms, respectively, by using a numerical example. Consider the distributed quadratic programming problem (QP) with the objective function in the compact form f (x) = 0.5x T Px + q T x + r, where P is a positive definite matrix, q and r are constant coefficients vectors. Assume that the distributed algorithm involve a network with 5 agents and 6 edges, where the network topology is shown in Figure 1 . The edge-node incidence matrix A associated with the network is given by Additionally, in this example, we select β = 0.05, and α i = 3, for i = 1, . . . , 5, in the IC-ADMM algorithm (4). Figure 2 and Figure 3 demonstrate the convergence curves of the C-ADMM algorithm and IC-ADMM algorithm, respectively, which shows that both the two algorithms can converge to the optimal solution x * i = 0.2384. Furthermore, Figure 4 and Figure 5 demonstrate the evolution of the local objective functions with the C-ADMM algorithm and the IC-ADMM algorithm, respectively.
In order to illustrate the difference between the C-ADMM algorithm and the IC-ADMM algorithm, Figure 6 and Figure 7 show the evolution of the sum of the objective functions, which converges to the same optimal value. From Figure 7 , the computation time of the IC-ADMM algorithm VOLUME 7, 2019 FIGURE 8. Convergence curves.
is smaller than that of the C-ADMM algorithm. The solution accuracy is defined as acc
, where x * is the optimal solution. The convergence curves are shown in Figure 8 . It can be found that both the algorithms converge linearly under this setting.
V. CONCLUSION
In this paper, with the help of the edge-node matrix, the original multi-agent unconstrained optimization problem was firstly transformed to a multi-agent constrained optimization problem. In particular, aiming at reducing the computational complexity of C-ADMM for solving the multiagent constrained optimization problem, we have proposed the IC-ADMM algorithm. Some numerical results based on the distributed QP problems have demonstrated that the proposed algorithm can converge linearly and has a computational complexity reduction. The future direction includes the design of distributed ADMM algorithms for multi-agent constrained optimization problem with additional constraints or the investigation on the convergence when time-varying stepsize rules are employed.
