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Abstract: We consider four-dimensional gravity coupled to a non-linear sigma model
whose scalar manifold is a non-compact geometrically finite surface Σ endowed with a Rie-
mannian metric of constant negative curvature. When the space-time is an FLRW universe,
such theories produce a very wide generalization of two-field α-attractor models, being pa-
rameterized by a positive constant α, by the choice of a finitely-generated surface group
Γ ⊂ PSL(2,R) (which is isomorphic with the fundamental group of Σ) and by the choice
of a scalar potential defined on Σ. The traditional two-field α-attractor models arise when
Γ is the trivial group, in which case Σ is the Poincaré disk. We give a general prescription
for the study of such models through uniformization in the so-called “non-elementary” case
and discuss some of their qualitative features in the gradient flow approximation, which
we relate to Morse theory. We also discuss some aspects of the SRST approximation in
these models, showing that it is generally not well-suited for studying dynamics near cusp
ends. When Σ is non-compact and the scalar potential is “well-behaved” at the ends, we
show that, in the naive local one-field truncation, our generalized models have the same
universal behavior as ordinary one-field α-attractors if inflation happens near any of the
ends of Σ where the extended potential has a local maximum, for trajectories which are well
approximated by non-canonically parameterized geodesics near the ends; we also discuss
spiral trajectories near the ends. Generalized two field α-attractors illustrate interesting
consequences of nonlinear sigma models whose scalar manifold is not simply connected.
They provide a large class of tractable cosmological models with non-trivial topology of the
scalar field space.
Keywords: Non-linear sigma models, cosmology, hyperbolic geometry, uniformization,
mathematical physics.
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Introduction
Inflation in the early universe can be described reasonably well by so-called α-attractor
models [1–6]. In their two-field version (see, for example, [5, 6]), such models arise from
cosmological solutions of four-dimensional gravity coupled to a nonlinear sigma model whose
scalar manifold Σ (i.e. the target manifold of the system of two real scalar fields) is the
open unit disk endowed with its unique complete metric G (which determines the kinetic
energy term of the scalar fields) of constant Gaussian curvatureK equal to− 13α , where α is a
positive constant. The “universal” behavior of such models in the radial one-field truncation
close to the conformal boundary of the unit disk is a consequence of the hyperbolic character
of G [4–6].
While ordinary one-field1 models suffice to explain current cosmological data [7], there
are at least a few good reasons to study the inflationary and post-inflationary dynamics of
two-field (and of more general multi-field) models, which form a subject of active and con-
tinued interest [8–24]. First, it is possible that higher precision observations in the medium
future may detect deviations from one-field model predictions. Second, it is considerably
easier to produce multi-field models in fundamental theories of gravity (such as string the-
ory) than it is to produce one-field models. Third, multi-field models are of theoretical
interest in themselves. In particular, it is well-known that such models display behavior
which is qualitatively new with respect to that of one-field models; this happens due to the
higher-dimensionality of the target manifold of the system of real scalar fields.
In this paper, we initiate a systematic study of two-field cosmological models whose tar-
get manifold is an arbitrary borderless, connected, oriented and non-compact two-dimensional
smooth manifold Σ endowed with a complete Riemannian metric G of constant negative
curvature. Similar to the case of ordinary two-field α-attractor models, the Gaussian cur-
vature K of G can be parameterized by a positive constant α which is defined though the
relation K = − 13α . Since the open unit disk endowed with its unique complete metric of
constant and fixed negative Gaussian curvature K provides the simplest example of such
a Riemannian two-manifold, the cosmological models considered in this paper can form
an extremely wide generalization of ordinary two-field α-attractors, so we shall call them
two-field generalized α-attractor models.
Writing G = 3αG produces a Riemannian metric G on Σ whose Gaussian curvature
is constant and equal to −1. Thus (Σ, G) is an (oriented, connected, non-compact and
borderless) hyperbolic surface and the two-field cosmological model defined by (Σ,G) is
equivalently parameterized by the real positive number α and by (Σ, G). The geometry and
topology of non-compact hyperbolic surfaces are extremely rich. For example, such a surface
can have infinite genus as well as a (countable) infinity of Freudenthal ends [25–27]; a simple
example of this phenomenon is provided by the surface Σ = C \Z, which has infinite genus
and whose set of ends can be identified with the set of integer numbers. A full topological
classification of oriented, borderless, connected and non-compact surfaces is provided by the
so-called Kerékjártó-Stoilow model (see [28]). By the uniformization theorem of Poincaré
and Koebe (see [29] for a modern account), a hyperbolic surface (Σ, G) is parameterized
1We count the number of real scalar fields present in the model.
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up to isometry by the choice of the conjugacy class of a finitely-generated surface group
Γ ⊂ PSL(2,R) (i.e. a discrete subgroup of PSL(2,R) without elliptic elements). Since
there exists a continuous infinity of such conjugacy classes, it follows that the number of
distinct choices of scalar manifold is continuously infinite for any fixed constant α. From this
perspective, traditional two-field α-attractor models represent just one type of a continuous
infinity of geometrically distinct models.
To simplify matters, in this paper we shall mostly focus on so-called geometrically fi-
nite2 hyperbolic surfaces, defined as those hyperbolic surfaces (Σ, G) whose fundamental
group pi1(Σ) is finitely generated (but has an infinity of elements); such surfaces necessarily
have finite genus as well as a finite number of ends. Even with this limitation, coupling
four-dimensional gravity to the scalar sigma model with target space given by (Σ,G) (while
including an arbitrary smooth scalar potential Φ : Σ→ R) produces a theory whose cosmo-
logical solutions define a very wide generalization of ordinary two-field α-attractor models.
When (Σ, G) is geometrically finite, uniformization theory implies that the local form
of the hyperbolic metric G on certain canonically-defined neighborhoods of each end has
an explicit form in certain local coordinates defined on that neighborhood; the number of
such allowed local forms is small and determines the so-called “hyperbolic type” of the end
(see, for example [30]). Using this fact, we show that two-field cosmological models defined
by geometrically finite hyperbolic surfaces have the same universal behavior as ordinary
α-attractors for certain special trajectories, in the leading slow-roll approximation consid-
ered in the naive one-field truncation near each end, provided that the scalar potential is
“well-behaved “and “locally maximal” at that end in the sense that it extends smoothly
to a vicinity of the end considered in the Kerékjártó-Stoilow [27, 28] compactification of
Σ and that its extension has a local maximum at the corresponding ideal point. This
further supports our choice of name for such models. Given this similarity to ordinary
two-field α-attractors, generalized models of this type may provide interesting candidates
for a description of inflation in the early universe. More precisely, one finds (see [31, 32]
for explicit numerical analysis in certain examples) that inflationary trajectories producing
50-60 e-folds can usually be found provided that inflation takes place within the canoni-
cal neighborhood of an end. This is of course not surprising given the naive universality
property mentioned above. However, unlike the ordinary models, generalized two-field α-
attractors allow for much more flexibility since Σ can have more than one end (as well
as different types of ends). Of course, potential interest in such models is no way limited
to their inflationary behavior. As for ordinary one-field models, one must also consider
post-inflationary dynamics. It turns out that the cosmological trajectories of the models
considered in this paper display quite intricate behavior away from the ends of Σ, which
is partly due to the non-trivial topology of the surface; this is illustrated qualitatively in
Section 4 and quantitatively in much more detail in the examples analyzed in references
[31, 32].
The paper is organized as follows. In Section 1, we give the global formulation of two-
field cosmological models with arbitrary Riemann surface targets and discuss a series of
2Sometimes called topologically finite.
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increasingly restrictive approximations which are useful for analyzing them. The so-called
“gradient flow approximation” described in that section will be used in Section 4 to give a
qualitative picture of cosmological trajectories and a relation to Morse theory. We stress
that the well-known SRST (slow-roll – slow-turn) approximation [8, 9] turns out to be too
restrictive for a proper study of this class of models (for example, it can fail near cusp ends,
as we show in Subsection 2.4). Due to this fact, we discuss a series of weaker approxi-
mations (which include, but are not limited to, the gradient flow approximation). Some
of the approximations in this series do not seem to have been considered in detail in the
literature, but they may turn out to be useful for deeper studies of the models considered
in the present paper. Section 2 discusses classical cosmological trajectories in generalized
two-field α-attractor models with geometrically finite hyperbolic surface targets. We show
that the naive one-field truncation for certain special trajectories has universal behavior
in the slow-roll approximation near all ends where the scalar potential is “well-behaved”
and “locally maximal”. We also discuss some aspects of the SRST approximation near the
ends (showing that it can fail near cusp ends) and illustrate a form of spiral inflation which
can occur within canonical neighborhoods of the ends. In Section 3, we propose a general
method for studying such models which relies on lifting the cosmological equations to the
Poincaré disk or to the upper half plane3. This approach assumes knowledge of a funda-
mental polygon for the uniformizing surface group Γ, the general computation of which is
an open problem when (Σ, G) has infinite hyperbolic area (in the sense that no general
stopping algorithm for computing such a polygon is known for a general infinite area geo-
metrically finite hyperbolic surface). Section 4 gives a qualitative description of inflationary
trajectories in the gradient flow approximation using the topological pants decomposition
induced by Morse theory. In Section 5, we discuss some phenomenological aspects of our
models and certain examples which are studied in detail in references [31, 32]. Finally,
Section 6 concludes. Appendix A summarizes some useful formulas in isothermal and semi-
geodesic coordinates, which are often used in various computations within this paper. The
remaining appendices summarize certain classical results of uniformization theory (many
of which go back to Poincaré). These are used throughout the paper but some of them
may be unfamiliar to the cosmology community. Appendix B recalls some fundamental
results on the uniformization of smooth (but not necessarily compact) Riemann surfaces.
Appendix C summarizes relevant classical results regarding topologically finite surfaces and
their Kerékjártó-Stoilow compactification (which is a closed surface). It also recalls some
fundamental results regarding topologically finite surfaces endowed with a conformal struc-
ture and their conformal compactification (which generally is a surface with boundary).
The Kerékjártó-Stoilow and conformal compactifications are conceptually important for
understanding the behavior of our models near the ends of Σ. In Appendix D, we recall
some classical results on geometrically finite hyperbolic surfaces, paying special attention
to certain canonical neighborhoods of their ends, on which the hyperbolic metric can be
brought to one of a few explicit forms. This paper assumes some basic familiarity with
3This relates a subclass of our models to the “modular inflation models” considered in [11, 12]. See [32]
for a detailed discussion of the precise connection in the case of the hyperbolic triply-punctured sphere.
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the notion of Freudenthal end of a manifold, for which we refer the reader to [25, 26]. For
the case of surfaces, the Freudenthal theory of ends reduces to the classical theory of “ideal
boundary points” developed by Kerékjártó and Stoilow (see [27, 28]).
Notations and conventions. All manifolds considered are smooth, connected, oriented
and paracompact (hence also second-countable). All homeomorphisms and diffeomorphisms
considered are orientation-preserving. By definition, a Lorentzian four-manifold has “mostly
plus” signature.
1 Cosmological models with two real scalar fields minimally coupled to
gravity
In this section, we give the general description of cosmological models with two real
scalar fields minimally coupled to gravity, allowing for scalar manifolds of non-trivial topol-
ogy. Our formulation is globally valid (in particular, it is coordinate free), since we allow
for arbitrary topology of the target manifold Σ. Some of the local formulas are standard,
but the reader should pay attention to the mathematical aspects involved in the global
approach. We also discuss certain increasingly restrictive approximations which are useful
when studying inflation in such models, the strictest of which is the well-known SRST ap-
proximation (which, as shown in Subsection 2.4, turns out to be of limited usefulness for
such models). The so-called “gradient flow approximation” will be used in Section 4. The
reader may notice that some of the approximations discussed in this section are not usually
considered in the cosmology literature; they may be useful for our class of models due to
the fact that the SRST approximation fails near cusp ends.
1.1 Two-dimensional scalar manifolds and scalar potentials
Let (Σ,G) be any oriented, connected and complete two-dimensional Riemannian manifold
without boundary (called the scalar manifold) and Φ : Σ→ R be a smooth function (called
the scalar potential).
Remark. The condition that Σ be orientable is physically unimportant and can be re-
laxed; we make this assumption merely for simplicity. We do not assume that Σ is compact;
as we shall see below, allowing Σ to be non-compact is of direct relevance to cosmological
applications. We require that the scalar manifold metric G be complete in order to avoid
problems with conservation of energy.
With such weak assumptions, the topology of Σ can be quite involved. When Σ is
compact, its (oriented) diffeomorphism class4 is completely determined by its genus g.
In that case, the fundamental group pi1(Σ) is finitely generated on 2g generators and its
Abelianization H1(Σ,Z) is isomorphic with Z2g. The topological classification is much
more subtle when Σ is non-compact. In that case, the fundamental group can be infinitely
4The homeomorphism and diffeomorphism classifications of two-manifolds coincide as implied by Kirby’s
torus trick.
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generated5 and Σ can have an infinite number of ends in the sense of Freudenthal [25, 26].
The ends correspond to the “ideal points” of the “ideal boundary” of the so-called end
compactification (a.k.a. Kerékjártó-Stoilow compactification) Σˆ of Σ (see [27]). The ideal
boundary is a totally-disconnected, compact and separable topological space, containing a
closed subset corresponding to “non-planar” ends. Together with this subspace, the ideal
boundary determines the topology of Σ. In fact, every pair of nested totally disconnected,
compact and separable spaces occurs as the ideal boundary of some orientable non-compact
surface [27]. Moreover, Σ admits a canonical Stoilow presentation (or Stoilow model) [28]
as the surface obtained by removing from the Riemann sphere C unionsq {∞} ' CP1 a compact
totally disconnected set B of points lying on the real axis (where B corresponds to the ideal
boundary) and a finite or countable collection of pairs of mutually-disjoint disks which are
symmetric with respect to the real axis and whose bounding circles can accumulate only
on the set B, after which the bounding circles are pairwise identified. In latter sections
of the paper, we will focus for simplicity on the case when Σ is topologically finite, which
means that its fundamental group pi1(Σ) is finitely-generated. In that case, the genus of
Σ is finite and the ideal boundary consists of a finite number of points p1, . . . , pn, all of
which correspond to planar ends; in this situation, the end compactification Σˆ is a compact
oriented surface from which Σ is obtained by removing the points pj (see Appendix C for
details). The case of compact Σ arises when the ideal boundary is empty, i.e. when Σ has
no ends; in that case, one has Σˆ = Σ.
1.2 The Einstein-Scalar theory defined by (Σ,G,Φ)
Any triplet (Σ,G,Φ) as above allows one to define an Einstein-Scalar theory on any four-
dimensional oriented manifold X which admits Lorentzian metrics. This theory includes
four-dimensional gravity (described by a Lorentzian metric g defined on X) and a smooth
map ϕ : X → Σ (which locally describes two real scalar fields), with action:
S[g, ϕ] =
∫
X
L(g, ϕ)volg , (1.1)
where volg is the volume form of (X, g) and L(g, ϕ) is the Lagrange density:
L(g, ϕ) def.= M
2
2
R(g)− 1
2
Trgϕ
∗(G)− Φ ◦ ϕ . (1.2)
Here R(g) is the scalar curvature of g and M is the reduced Planck mass. The notation
ϕ∗(G) denotes the pull-back through ϕ of the metric G (this pull-back is a symmetric
covariant 2-tensor field defined on X), while Trgϕ∗(G) denotes the trace of the tensor field
of type (1, 1) obtained by raising one of the indices of ϕ∗(G) using the metric g. The
notation Φ ◦ ϕ denotes the smooth map from X to R obtained by composing ϕ with Φ.
The formulation (1.2) allows one to define such a theory globally for any topology of the
oriented scalar manifold Σ and any topology of the oriented space-time X. For any fixed
5A simple example is provided by the planar non-compact surface Σ = C \ Z, which has infinitely
generated fundamental group.
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Lorentzian metric g, the Lagrange density:
Lg(ϕ) def.= −1
2
Trgϕ
∗(G)− Φ ◦ ϕ
defines the non-linear sigma model with source (X, g), target space (Σ,G) and scalar po-
tential Φ.
Local expressions in real coordinates on Σ. If (U, (xµ)µ=0...3) and (V, (yα)α=1,2) are
local coordinate systems on X and Σ such that ϕ(U) ⊂ V , then the map ϕ has locally-
defined components:
ϕα(x) = (yα ◦ ϕ)(x) for x ∈ U
and the metrics g and G have squared line elements:
ds2g = gµνdx
µdxν , ds2G = Gαβdyαdyβ .
Moreover, we have:
Trgϕ
∗(G) = gµνGαβ∂µϕα∂νϕβ , (Φ ◦ ϕ)(x) = Φ(ϕ1(x), ϕ2(x)) .
Hence L(g, ϕ) coincides locally with the usual expression for the Lagrange density of two
real scalar fields minimally coupled to gravity.
Local expressions in a G-compatible complex coordinate on Σ. By definition, a
conformal structure on Σ is a conformal equivalence class of metrics on Σ. Since Σ is a
surface, any almost complex structure J on Σ has vanishing Nijenhuis tensor and hence is
integrable (i.e. it is a complex structure). Moreover, any two-form on Σ is closed and hence
any J-Hermitian metric on Σ is Kähler. Recall that the set of conformal equivalence classes
of Riemannian metrics on Σ is in bijection with the set of orientation-compatible complex
structures on Σ. This bijection takes the conformal equivalence class of a Riemannian metric
G into the unique orientation-compatible complex structure J which has the property that G
is Hermitian (and hence Kähler) with respect to J . Endowing Σ with the complex structure
J determined by G, let z be a local J-holomorphic coordinate on Σ, defined on an open
subset V ⊂ Σ. Since G is Hermitian with respect to J , we have ds2G |V = λ(z, z¯)2|dz|2 for
some positive function λ(z, z¯) > 0 (See Appendix A). Choosing a local chart (U, (xµ)) of
X such that ϕ(U) ⊂ V and setting z(x) def.= z(ϕ(x)), the map ϕ is described locally by the
complex-valued scalar field z(x) and the Lagrange density takes the local form:
L(g, z) = M
2
2
R(g)− 1
2
λ2(z, z¯)gµν∂µz∂ν z¯ − Φ(z, z¯) . (1.3)
1.3 Cosmological models defined by (Σ,G,Φ)
By definition, a cosmological model defined by (Σ,G,Φ) is a solution of the equations of
motion of the theory (1.1)-(1.2) when (X, g) is an FLRW universe and ϕ depends only on
the cosmological time. We shall assume for simplicity that the spatial section is flat and
simply connected. With these assumptions, the cosmological models of interest are defined
by the following conditions:
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1. X is diffeomorphic with R4, with global coordinates (t, x1, x2, x3)
2. The squared line element of g has the form:
ds2g = −dt2 + a(t)2
3∑
i=1
(dxi)2 , (1.4)
where a(t) > 0. In particular, the space-time metric g is determined by the single
function a(t).
3. ϕ depends only on t.
4. (a(t), ϕ(t)) are such that (g, ϕ) is a solution of the equations of motion derived from
the action functional (1.1).
Let ||·||G denote the norm induced by G on the fibers of the tensor and exterior powers of the
tangent bundle TΣ and of the cotangent bundle T ∗Σ. Since ϕ depends only on t, it describes
a smooth curve ϕ : I→ Σ in Σ, where I is a maximal interval of definition of the solution.
Setting ˙ def.= ddt , let H
def.
= a˙a denote the Hubble parameter and let ϕ˙(t)
def.
= dϕ(t)dt ∈ Tϕ(t)Σ
for t ∈ I. Let σ be the proper length along this curve measured starting from t = t0 ∈ I:
σ(t)
def.
=
∫ t
t0
dt′||ϕ˙(t′)||G =⇒ σ˙(t) = ||ϕ˙(t)||G (t ∈ I) .
We assume that ||ϕ˙(t)|| does not vanish for t ∈ J. The equations of motion derived from
the action (1.1) when g is given by (1.4) and ϕ depends only on t reduce to:
∇tϕ˙+ 3Hϕ˙+ (gradGΦ) ◦ ϕ = 0 , (1.5)
1
3
H˙ +H2 − Φ ◦ ϕ
3M2
= 0 , (1.6)
H˙ +
σ˙2
2M2
= 0 , (1.7)
where:
∇t def.= ∇ϕ˙(t)
is the covariant derivative with respect to ϕ˙(t). Assuming H(t) > 0, equations (1.6) and
(1.7) give:
H(t) =
1√
6M
[||ϕ˙(t)||2G + 2Φ(ϕ(t))]1/2 . (1.8)
This allows us to eliminate H(t), thus reducing the system (1.5)-(1.7) to the single non-
linear equation:
∇tϕ˙(t) + 1
M
√
3
2
[||ϕ˙(t)||2G + 2Φ(ϕ(t))]1/2 ϕ˙(t) + (gradGΦ)(ϕ(t)) = 0 . (1.9)
The initial conditions at cosmological time t0 ∈ I take the form:
ϕ(t0) = ϕ0 , ϕ˙(t0) = v0 ∈ Tϕ0Σ , (1.10)
where ϕ0 is a point of Σ and v0 is a vector tangent to Σ at that point. Together with the
initial conditions (1.10), equation (1.9) determines the function ϕ(t), which also determines
H(t) through relation (1.8).
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1.4 Conditions for inflation
Equation (1.7) shows that H˙ is negative. As usual, define the first slow-roll parameter
through:
(t)
def.
= − H˙(t)
H(t)2
> 0 . (1.11)
Then:
a¨
a
= H˙ +H2 = H2(1− )
and the condition for inflation a¨ > 0 amounts to (t) < 1. By definition, inflation occurs for
time intervals during which H > 0 and  < 1, i.e. for intervals where a is a (strictly) convex
and increasing function of the cosmological time t. Using (1.11), equation (1.6) becomes:
H(t)2(1− (t)
3
) =
1
3M2
Φ(ϕ(t))
and the conditions for inflation read:
H > 0 and Φ > 2M2H2 ⇐⇒ Φ(ϕ(t)) > 0 and 0 < H(t) < 1
M
√
Φ(ϕ(t))
2
. (1.12)
Using (1.8), these amount to H(t) > 0 together with the condition:
||ϕ˙(t)||2G < Φ(ϕ(t)) .
When H(t) > 0, we have:
(t) 1 iff ||ϕ˙(t)||2G  Φ(ϕ(t)) .
1.5 The gradient flow approximation
In this subsection, we discuss an approximation in which cosmological trajectories of the
model are replaced by reparameterized gradient flow lines of the scalar potential Φ. This
allows one to derive qualitative features of the model using the well-known properties of
gradient flows on Riemann surfaces, which is especially useful when Φ is a Morse function
(see Section 4 for an application of this approximation). We stress that the approximation
discussed in this subsection is much less restrictive than the well-known SRST approxima-
tion [8, 9]. The latter is used traditionally when studying cosmological perturbations in
two-field models but turns out to be ill-suited for understanding deeper aspects of gener-
alized two-field α-attractors (see Subsection 2.4 for how the SRST approximation can fail
near cusp ends).
Assuming H(t) > 0, define the gradient flow vector parameter through:
η(t)
def.
= − 1
Hσ˙
∇tϕ˙ = − 1
H
∇tϕ˙
||ϕ˙||G = −M
√
6
[||ϕ˙(t)||2G + 2Φ(ϕ(t))]−1/2 ∇tϕ˙||ϕ˙||G , (1.13)
i.e.:
η(t) = 3
[||ϕ˙(t)||2G + 2Φ(ϕ(t))]1/2 ϕ˙(t) +M√23(gradGΦ)(ϕ(t))
|| ˙ϕ(t)||G
[||ϕ˙(t)||2G + 2Φ(ϕ(t))]1/2 . (1.14)
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Using (1.13), equation (1.5) becomes:
3H||ϕ˙||G(ϑ− η
3
) + gradGΦ = 0 , (1.15)
where:
ϑ(t)
def.
=
ϕ˙(t)
||ϕ˙(t)||G (1.16)
is the unit tangent vector to the curve ϕ at time t. Since ||ϑ||G = 1, the term proportional
to η can be neglected in this equation when the kinematic gradient flow condition:
||η||G  1 (1.17)
is satisfied. When (1.17) holds, equation (1.15) reduces to:
ϕ˙(t) ' − 1
3H(t)
(gradGΦ)(ϕ(t)) ⇐⇒
dϕ(q)
dq
' −(gradGΦ)(ϕ(q)) , (1.18)
which shows that ϕ can be approximated by a gradient flow trajectory ϕ•(q) of the potential
Φ with respect to the metric G and the parameter:
q(t)
def.
= q0 +
∫ t
t0
dt′
1
3H(t′)
. (1.19)
In this expression, we assumed that t0 is chosen within a time interval on which the gradient
flow approximation holds and we set q(t0) = q0. Using (1.18), relation (1.8) reduces to the
algebraic equation:
H4 − Φ
3M2
H2 − ||dΦ||
2
G
54M2
= 0 ,
which gives:
H(t(q)) =
1
M
√
6
(
Φ(ϕ•(q)) +
√
Φ(ϕ•(q))2 +
2
3
M2||(dΦ)(ϕ•(q))||2G
)1/2
, (1.20)
where we assumed H(t) > 0. Thus (1.19) reduces to:
t− t0 = 1
M
√
3
2
∫ q
q0
dq
(
Φ(ϕ•(q)) +
√
Φ(ϕ•(q))2 +
2
3
M2||(dΦ)(ϕ•(q))||2G
)1/2
. (1.21)
This relation can be used to determine t as a function of q given the approximating gradient
flow trajectory ϕ•(q).
Let us assume that Φ(ϕ(t)) > 0, as required by the first inflation condition in (1.12).
Then the second inflation condition amounts to the following inequality in the gradient flow
approximation:
M
||(dΦ)(ϕ•(q))||G
Φ(ϕ•(q))
<
3√
2
.
Together with (1.21), the last inequality can be used to determine the inflationary time
intervals within the gradient flow approximation. Notice from (1.20) that H is determined
by the point ϕ•(q) ∈ Σ in this approximation.
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A gradient flow trajectory is determined uniquely by the gradient flow equation:
dϕ•(q)
dq
= −(gradGΦ)(ϕ•(q)) (1.22)
(which is a first order differential equation), together with the initial condition:
ϕ•(q0) = ϕ0 .
Validity of the gradient flow approximation at t = t0 requires dϕdq (q0) = −(gradGΦ)(ϕ0),
i.e.:
v0 = −(gradGΦ)(ϕ0)
3H0
, (1.23)
where H0
def.
= H(t0) is determined from (1.20) as:
H0 =
1
M
√
6
(
Φ(ϕ0) +
√
Φ(ϕ0)2 +
2
3
M2||(dΦ)(ϕ0)||2G
)1/2
. (1.24)
In particular, the gradient flow approximation constrains the initial velocity v0 in terms of
the initial value ϕ0, as expected from the fact that, in this approximation, the second order
equation (1.9) is replaced by the first order equation (1.22).
1.6 The potential gradient flow condition
In the gradient flow approximation, we have ||ϕ˙||G= 13H ||dΦ||G and equation (1.7) gives:
H˙ ' − 1
18M2H2
||dΦ||2G .
Relation (1.19) implies:
∇t = ∇ϕ˙(t) '
1
3H
∇dϕ•(q)
dq
= − 1
3H
∇gradGΦ .
Thus:
∇tϕ˙ =∇t
[
1
3H
gradGΦ
]
= − H˙
3H2
gradGΦ +
1
3H
(∇t gradGΦ) '
' 1
9H2
[
1
6M2H2
||dΦ||2G gradGΦ−∇gradGΦ gradGΦ
]
and:
η = − 1
H
∇tϕ˙
||ϕ˙||G ' −3
∇tϕ˙
||dΦ||G '
1
3H2
∇gradGΦ gradGΦ
||dΦ||G −
1
18M2H4
||dΦ||G gradGΦ .
This gives:
||η||2G '
1
9H4
||∇gradGΦ gradGΦ||2G
||dΦ||2G
− 1
27M2H6
G(gradGΦ,∇gradGΦ gradGΦ) +
||dΦ||4G
324M4H8
.
(1.25)
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Since G is covariantly constant with respect to its Levi-Civita connection ∇, the following
relation holds for any vector field X defined on Σ :
∂X ||X||2G = 2G(X,∇XX) .
Using this relation for X = gradGΦ, equation (1.25) becomes:
||η||2G '
1
9H4
||∇gradGΦ gradGΦ||2G
||dΦ||2G
− 1
54M2H6
∂gradGΦ||dΦ||2G +
||dΦ||4G
324M4H8
.
Hence consistency of the gradient flow approximation requires that the potential gradient
flow condition:
1
9H4
||∇gradGΦ gradGΦ||2G
||dΦ||2G
− 1
54M2H6
∂gradGΦ||dΦ||2G +
||dΦ||4G
324M4H8
 1 (1.26)
is satisfied. In this relation, H2 can be expressed in terms of Φ and ||dΦ||G using relation
(1.20), thus obtaining a condition involving only the metric G as well as Φ and its first and
second order derivatives:
12 ‖dΦ‖6GM4 − 12 ‖dΦ‖2GM4
(
Φ +
√
Φ2 + 23M
2 ‖dΦ‖2G
)
∂gradGΦ ‖dΦ‖2G +
+8M4
[
M2 ‖dΦ‖2G + 3Φ
(
Φ +
√
Φ2 + 23M
2 ‖dΦ‖2G
)]∥∥∇gradG ΦgradGΦ∥∥2G

3 ‖dΦ‖2G
(
Φ +
√
Φ2 + 23M
2 ‖dΦ‖2G
)4  1 .
The potential gradient flow condition is necessary for validity of the gradient flow approxi-
mation.
1.7 Decomposition in a Frenet frame
The equations of Subsection 1.3 define globally a two-field cosmological model with non-
canonical kinetic term. As usual in the theory of curves, it is convenient to choose a
framing of ϕ, which in this case is a unit norm smooth vector field n ∈ Γ(I, ϕ∗(TΣ)) which
is everywhere orthogonal to the unit tangent vector (1.16):
n(t) ⊥ ϑ(t) = 0 , i.e. G(n(t), ϑ(t)) = 0 , ∀t ∈ I .
We have ϑ(t), n(t) ∈ Tϕ(t)Σ for all t ∈ I. Since Σ is oriented, we can choose n so that
(ϑ(t), n(t)) is a positively-oriented orthonormal basis of Tϕ(t)Σ for all t. The Frenet-Serret
equations of ϕ read:
∇tϑ(t) = σ˙ κ n , ∇tn(t) = −σ˙ κ ϑ , (1.27)
where κ(t) is the extrinsic curvature of ϕ. Using the first of equations (1.27) and the relation
ϕ˙ = σ˙ϑ gives:
∇tϕ˙ = σ¨ϑ+ σ˙2κn . (1.28)
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Thus:
η = η‖ϑ+ η⊥n , (1.29)
where
η‖
def.
= G(ϑ, η) = − σ¨
Hσ˙
, η⊥
def.
= G(n, η) = − σ˙
H
κ =
∂nΦ
Hσ˙
are known [10] as the second slow-roll parameter (η‖) and the first slow-turn parameter (η⊥).
Using (1.28) and the relation ϕ˙ = σ˙ϑ shows that (1.5) is equivalent with the system:
σ¨ + 3Hσ˙ + ∂ϑΦ = 0 , (1.30)
κ = − 1
σ˙2
∂nΦ . (1.31)
Notice that Φ˙ def.= ddt(Φ ◦ ϕ) = (dΦ)(ϕ˙) = σ˙∂ϑΦ. Using (1.29), the system becomes:
3(1− η‖
3
)Hσ˙ = −∂ϑΦ ,
η⊥Hσ˙ = ∂nΦ . (1.32)
Since ||η||G =
√
η2‖ + η
2
⊥, the gradient flow condition ||η||G  1 amounts to |η‖|  1 and
|η⊥|  1.
1.8 The slow gradient flow approximation
In this subsection, we discuss an approximation which is more restrictive than the gradient
flow approximation in that it implies the latter. This consists of approximating cosmological
trajectories by gradient flow lines and further assuming that the motion along such lines is
“slow”.
Formally, the slow gradient flow approximation is defined by the kinematic slow gradient
flow conditions:
 1 and ||η||G  1 . (1.33)
Notice that these are more restrictive than the kinematic gradient flow condition.
Proposition. When (1.33) hold, we have ϑ ' gradGΦ||dΦ||G and the scalar potential Φ satisfies
the potential slow gradient flow conditions:
M |∂n log Φ|  1 , (1.34)∣∣∣∣∂nΦ∂ϑΦ
∣∣∣∣  1 , (1.35)
M2
Hess(Φ)(ϑ, ϑ)
Φ
 1 , (1.36)
where Hess(Φ) is the Hessian of Φ.
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Proof. Using the first slow-roll parameter, equations (1.6) and (1.7) become:
σ˙ = MH
√
2 and Φ = 3M2pH
2
(
1 +

3
)
. (1.37)
Assume that η‖  1. Then the first term of equation (1.30) can be neglected and (1.30)
becomes:
Hσ˙ ' −1
3
∂ϑΦ =⇒ η⊥ = −3∂nΦ
∂ϑΦ
.
Differentiating this relation with respect to t and dividing the resulting equation by H2
gives:
η‖ +  =
1
3H2
∇ϑ∂ϑΦ = M2
(
1 +

3
) ∇ϑ∂ϑΦ
Φ
, (1.38)
where in the last equality we used (1.37). Let us further assume that   1. Then (1.38)
gives η‖ 'M2∇ϑ∂ϑΦΦ . In this case, the full gradient flow condition ||η||G  1 implies (1.35)
and (1.36).
Now let us assume that the full conditions (1.33) hold. Then (1.22) applies, giving:
σ˙ ' ||ϕ˙||G = |∂nΦ|
3H
.
Substituting this into the relation  = σ˙
2
2H2M2
gives:
 ' |∂nΦ|
2
18H4M2
. (1.39)
Since  is small, the second relation in (1.37) implies H2 ' Φ
3M2
. Substituting this into
(1.39) gives:
 ' M
2
2
|∂n log Φ|2 . (1.40)
Hence the slow gradient flow approximation also implies (1.34).
1.9 The SRST approximation
Following [8, 9, 13–19] (see [10] for a recent review), we end this section by briefly recall-
ing the traditional SRST approximation, which is considerably more restrictive that the
approximations discussed above6. Define the third slow-roll parameter ξ‖ and the second
slow-turn parameter ξ⊥ through:
ξ‖
def.
= −
...
σ
Hσ¨
, ξ⊥
def.
= − ˙η⊥
Hη⊥
.
The Hubble slow-roll parameters are defined through:
H
def.
=  ,
ηH
def.
= η‖ −  ,
ξH
def.
= − ˙ηH
HηH
=
η‖(ξ‖ − η‖ − 3) + 22
η‖ − 
.
6As we shall see below (see, for example, Subsection 2.4), this popular approximation is insufficient for
the study of generalized two-field α-attractor models.
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With these definitions, the kinematical slow-roll (SR) approximation corresponds to |H |,|ηH |,
|ξH |  1 while the kinematical slow-turn (ST) approximation corresponds to |η⊥|, |ξ⊥|  1
(see [10]). The kinematical slow-roll – slow-turn (SRST) approximation corresponds to
imposing all of these conditions simultaneously.
As explained in [10], the kinematical SRST approximation implies the potential SRST
conditions :
M ||d log Φ||G  1 , (1.41)
M2
∣∣∣∣Hess(Φ)(ϑ, ϑ)Φ
∣∣∣∣  1 , (1.42)
M2
∣∣∣∣Hess(Φ)(n, ϑ)Φ
∣∣∣∣  1 . (1.43)
Since the conditions H , ηH , η⊥  1 imply ||η||G  1, the SRST approximation implies the
slow gradient flow approximation and hence also the gradient flow approximation. However,
the gradient flow approximation (which will be used in Section 4) is much less restrictive
than the SRST approximation, since it requires only |η‖|  1 and |η⊥|  1, conditions
which constrain only the second slow-roll parameter and the first slow-turn parameter.
Similarly, the slow gradient flow approximation is considerably less restrictive than the
SRST approximation. We stress that experience with explicit examples shows that the
SRST approximation is generally quite ill-suited for a study of generalized two-field α-
attractor models, for example if one wishes to study cosmological dynamics near cusp ends
or within the compact core of Σ.
1.10 The strong potential SRST conditions
The potential SRST conditions are implied by the stronger conditions:
M ||d log Φ||G  1 , M2 ||Hess(Φ)||G|Φ|  1 , (1.44)
which we shall call the strong potential SRST conditions. These conditions are convenient
since they are easy to test. When these conditions are satisfied, it is reasonable to expect
that the SRST approximation is valid [8–10].
2 Generalized two-field α-attractor models
In this section, we introduce two-field generalized α-attractor models and discuss some
of their fundamental properties. This section makes free use of mathematical results and
terminology which are summarized in Appendices B, C and D.
Let (Σ, G) be a geometrically finite hyperbolic surface with n ends. For any real positive
number α > 0, consider the rescaled hyperbolic metric:
G def.= 3αG ,
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which has Gaussian curvature K = − 13α . Let Φ be a smooth real-valued function defined
on Σ. By definition, a generalized two-field α-attractor model defined by α and (Σ, G,Φ) is
a cosmological model associated to the triplet (Σ,G,Φ) as in Section 1.
When Σ is simply connected, the hyperbolic surface (Σ, G) is isometric with the
Poincaré disk. In this case, G is uniquely determined and coincides with the Poincaré
metric, hence the generalized two-field α-attractor model reduces to the two-field model
discussed in [6]. When Σ is not simply connected, isometry classes of hyperbolic metrics
on Σ with fixed type of ends form a moduli space. When Σ is non-elementary, this moduli
space has real dimension equal to 6g − 6 + 3nf + 2nc (see [30]). In particular, generalized
two-field α-attractor models form an uncountably infinite family of generalizations of the
hyperbolic disk model of [6].
2.1 Symmetries
Isometries of the scalar manifold (Σ, G) which preserve the scalar potential Φ induce symme-
tries of the equations of motion of the generalized two-field α-attractor model. Restricting
to orientation preserving isometries gives the symmetry group7:
Aut+(Σ,G,Φ) = Aut+(Σ, G,Φ) = {h ∈ Iso+(Σ, G) | Φ ◦ h = Φ} .
The results summarized in Appendix B.8 imply:
A. In the elementary case, the group Aut+(Σ, G,Φ) is infinite (namely, isomorphic with
U(1)) iff Φ is invariant under Iso+(Σ, G) ' U(1). This happens iff Φ depends only on
|u| when Σ is conformal to the disk D, the hyperbolic punctured disk D∗ or an annulus
A(R). When Φ depends on both |u| and arg u, the group Aut+(Σ, G,Φ) is a finite cyclic
group, which is trivial in the generic case.
B. In the non-elementary case, the symmetry group Aut+(Σ, G,Φ) is necessarily finite,
being a normal subgroup of the finite group Aut(Σ, G) ' N(Γ)/Γ, where Γ is the
uniformizing Fuchsian group of Σ (see Apppendix B.8).
In particular, generalized two-field α-attractors based on non-elementary hyperbolic sur-
faces cannot admit D-term embeddings [33–35] in gauged N = 1 supergravity with a single
chiral multiplet, since the construction of the latter involves gauging a continuous group
of isometries of (Σ,G). However, such models do admit F -term embeddings in N = 1
supergravity provided that the scalar potential is induced by a holomorphic superpotential.
2.2 Well-behaved scalar potentials
Let Σˆ be the end compactification of Σ (see Appendix C). A scalar potential Φ : Σ→ R is
called well-behaved at the ideal point (or end) p ∈ Σˆ \ Σ if there exists a smooth function
Φˆp : Σ unionsq {p} → R such that:
Φ = Φˆp|Σ .
7Note that these are only the ‘obvious’ symmetries of the model and not the most general Noether
symmetries.
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In this case, Φˆp is uniquely determined by Φ through continuity and is called the extension
of Φ to p. The potential Φˆ is called globally well-behaved if there exists a globally-defined
smooth function Φˆ : Σˆ→ R such that:
Φ = Φˆ|Σ .
In this case, Φˆ is uniquely determined by Φ through continuity and is called the global
extension of Φ to Σˆ. Notice that Φ is globally well-behaved iff it is well-behaved at each end
of Σ. As we shall see below, potentials which are well-behaved at p lead to the same universal
expression for the spectral index and tensor to scalar ratio as ordinary α-attractor models
in the leading order of the slow-roll approximation if an appropriate one-field truncation is
performed in the vicinity of p.
Consider semi-geodesic coordinates (r, θ) near p in which the hyperbolic metric G has
the asymptotic form (D.5). Setting:
φ
def.
= 2 arccot(r) ∈ (0, pi) ⇐⇒ r = cot
(
φ
2
)
∈ (0,+∞) ,
the change of coordinates from (r, θ) to (φ, θ) induces a diffeomorphism µp : Vp → S2\{ν, σ}
which identifies the punctured semi-geodesic coordinate neighborhood Vp ⊂ Σ of p with the
unit sphere with the north and south poles ν and σ removed. Here φ and θ are viewed as
spherical coordinates on S2 = {(sinφ cos θ, sinφ sin θ, cosφ) |φ ∈ [0, pi], θ ∈ [0, 2pi)} ⊂ R3.
The limit r → +∞ corresponds to φ → 0, i.e. to the north pole ν ∈ S2, while the limit
r → 0 corresponds to φ→ pi, i.e. to the south pole σ ∈ S2. In particular, the north pole of
S2 corresponds to the ideal point p. A potential Φ : Σ → R is well-behaved at p iff there
exists a smooth function Φ¯p : S2 \ {σ} → R such that Φ = Φ¯p ◦ µp, which gives:
Φ(r, θ) = Φ¯p(2 arccot(r), θ) . (2.1)
The condition that Φ¯p is smooth at the north pole implies that Φ¯p(φ, θ) has a finite limit
for φ → 0 (which equals Φˆp(p)) and hence Φ(r, θ) has a θ-independent limit for r → +∞.
Moreover, (2.1) gives:
∂rΦ = − 2
1 + r2
∂φΦ¯p ,
∂2rΦ =
4r
(1 + r2)2
∂φΦ¯p +
4
(1 + r2)2
∂2φΦ¯p ,
∂θΦ = ∂θΦ¯p , ∂
2
θΦ = ∂
2
θ Φ¯p ,
∂r∂θΦ = − 2
1 + r2
∂φ∂θΦ¯p . (2.2)
These relations imply the following asymptotics for r  1:
∂rΦ ' − 2
r2
∂φΦ¯p , ∂
2
rΦ '
4
r3
∂φΦ¯p
∂θΦ = ∂θΦ¯p , ∂
2
θΦ = ∂
2
θ Φ¯p , ∂r∂θΦ ' −
2
r2
∂φ∂θΦ¯p . (2.3)
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The Laplace expansion of Φˆ. In this paragraph, we discuss a natural expansion for the
extension of well-behaved scalar potentials, which gives a systematic way to approximate
such potentials in our class of models. Some applications of this type of expansion can
be found in references [31, 32]. Let c be the conformal equivalence class of the hyperbolic
metric G on Σ and let cˆ be its prolongation to Σˆ (see Appendix C.2). Let Gˆ denote the
canonical complete metric in the conformal class cˆ, which was defined in the same subsection.
Notice that the restriction of Gˆ to Σ differs from G (in particular, this restriction is not
a complete metric on Σ !). Since Σˆ is compact, the sign opposite −∆ˆ of the Laplacian
∆ˆ of Gˆ is a positive operator with purely discrete spectrum, whose distinct eigenvalues
0 = λ0 < λ1 < λ2 < . . . accumulate only at +∞. The eigenspace Hl of the eigenvalue λl is
finite-dimensional and consists of all smooth functions f : Σˆ→ C which satisfy:
∆ˆf = −λlf .
For l = 0, all eigenfunctions are constant and we have H0 = C1, where 1 denotes the
constant unit function defined on Σˆ. The Hilbert space L2(Σˆ, Gˆ) of complex-valued square-
integrable functions (modulo equivalence almost everywhere) with respect to the Lebesgue
measure defined by Gˆ has an orthogonal direct sum decomposition:
L2(Σˆ, Gˆ) =
⊕∞
l=0
Hl
where
⊕∞
l=0 denotes the completed direct sum. Let Ml
def.
= dimCHl denote the multiplicity
of the eigenvalue λl and let ul1, . . . , ulMl denote an orthonormal basis of Hl for each l ∈ N,
where M0 = 1 and u01 = 1. Since λl are real, the complex conjugates ulm also form an
orthonormal basis of Hl, so we have:
ulm =
Ml∑
m′=1
q
(l)
mm′ulm′ ∀m = 1, . . . ,Ml ,
for some q(l)mm′ ∈ C, where Q(l)
def.
= (q
(l)
mm′)m,m′=1...Ml is a unitary and symmetric matrix
8
and q(0)11 = 1.
Let Φ be a globally well-behaved scalar potential on Σ and let Φˆ be its global extension
to Σˆ. Then Φˆ can be expanded uniquely as:
Φˆ =
∞∑
l=0
Ml∑
m=1
Clmulm , (2.4)
where Clm are complex constants given by:
Clm =
∫
Σˆ
(Φˆulm)volGˆ
and the series in the right hand side converges to the left hand side in the L2 norm deter-
mined by Gˆ. Since Φˆ is real-valued, we have:
Clmq
(l)
mm′ = Clm′ .
8We have [Q(l)]t = Q(l) and Q(l)Q(l) = 1.
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The expansion (2.4) gives a systematic method to approximate globally well-behaved po-
tentials by truncating away all modes with l larger than some given cutoff.
When Σ is a planar surface (i.e. when its genus g vanishes), the end compactification
Σˆ is a sphere S2 and the canonical complete metric Gˆ determined by the conformal pro-
longation cˆ of the conformal class c of G is the round metric of radius one. In this case,
we have λl = l(l + 1) with l ∈ N and ulm can be taken to be the spherical harmonics Ylm.
Thus (2.4) reduces to the classical Laplace-Fourier expansion on the sphere; some models
of this type are discussed in [31, 32]. When Σ has genus one, the end compactification Σˆ
endowed with the metric Gˆ and the complex structure Jˆ is a complex torus T2 = C/L,
where L = Z ⊕ Zτ is the lattice generated by 1 and τ ∈ H, with |τ | ≥ 1 and Re(τ) ≤ 12
(see Appendix C.2). In this case, an orthonormal basis of eigenfunctions of −∆ˆ is given by
uw(z) = e
2pii〈w,z〉, where z is the complex coordinate induced from C and the 2-dimensional
vector w ∈ R2 ≡ C runs over the elements of the dual lattice L∨. The eigenvalue of uw is
λw = 4pi
2||w||2. When the genus g of Σ is greater than one, the metric Gˆ is hyperbolic. In
that case, a basis of eigenfunctions of −∆ˆ is sensitive to the hyperbolic geometry of (Σˆ, Gˆ)
and cannot in general be determined explicitly. However, results from the well-developed
spectral theory of compact hyperbolic surfaces [36] can in principle be applied to extract
information about the spectrum and eigenfunctions of −∆ˆ.
2.3 Naive local one-field truncations and “universality” for certain special tra-
jectories near the ends
In this subsection, we briefly discuss “universality” of generalized two-field α-attractor mod-
els in the naive classical truncation near the ends. We stress that one-field truncations are
far from sufficient when studying two-field generalized two-field α-attractors, which in our
view cannot be understood properly unless one treats them systematically as two-field mod-
els. We also stress that we do not consider in detail the quantum perturbations of such
models, since this subject lies outside the scope of the present paper.
Universality in one-field models. As explained in [4], α-attractor models with a single
real scalar field have universal behavior9 when:
• The scalar manifold is diffeomorphic with an open interval I, thus admitting a global
real coordinate x : I ∼→ (0, 1).
• The coefficient s(x) of the field space metric ds2 = s(x)dx2 has asymptotic form:
s(x) =x1
a
xp
(1 + O(x)) (2.5)
• The one-field scalar potential W (x) has an asymptotic expansion:
W (x) =x1 W0
(
1− cx+ O(x2)) , (2.6)
9Near x = 0.
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where a > 0 and c > 0 are constants. In this case, the spectral index ns and the tensor
to scalar ratio r in the leading order of the one-field slow-roll approximation in the region
x 1 are given by [4]:
ns ≈ 1− p
p− 1
1
N(t)
, r ≈ 8c
p−2
p−1a
1
p−1
(p− 1) pp−1
1
N
p
p−1
, (2.7)
where:
N
def.
= log
a(t1)
a(t0)
is the number of e-folds (t0 and t1 being the cosmological times at which inflation starts
and ends).
Universality in the truncated model on the hyperbolic disk. Consider the two-field
α-attractor model based on the Poincaré disk:
D = {u ∈ C| |u| < 1} .
At the classical level, this can be truncated to a one-field model by taking ϕ(t) = (x(t), θ0),
with θ0 independent of t. Setting u = (1 − x)eiθ (with x ∈ (0, 1) and θ ∈ R/(2piZ)), the
rescaled Poincaré metric on D takes the form:
ds2G =
3α
2
4
x2(2− x)2 [dx
2 + (1− x)2dθ2] 'x1 3α
2
1
x2
(dx2 + dθ2)
and the reduced field ϕ(t) = (x(t), θ0) “feels” only the radial metric:
ds2G =
3α
2
4
x2(2− x)2 dx
2 =x1
3α
2
[
1
x2
+ O(x2)
]
dx2 ,
which has the form (2.5) with p = 2 and a = 3α2 . Let us assume that Φ(x, θ) has an
asymptotic expansion of the form:
Φ(x, θ) =x1 a− b(θ)x+ O(x2) , (2.8)
where a is a non-zero constant and b(θ) > 0 is a smooth function defined on the circle
R/(2piZ). Then W (x) def.= Φ(x, θ0) has an expansion of the form (2.6) for x ≤ 1, where
W0 = a and c
def.
= b(θ0)a (the latter of which generally depends on θ0). In this case, the
argument of [4] shows that, to leading order of the slow-roll approximation for the truncated
model, the quantities ns and r are given by relation (2.7) with p = 2:
ns ≈ 1− 2
N
, r ≈ 12α
N2
, (2.9)
which fit well current observational data.
Notice that the right hand sides of these expressions have no explicit dependence of
the constant c (and hence of the choice of θ0). However, the number N of e-folds realized
during inflation can depend implicitly on c and hence on the choice of θ0. A limit argument
(based on taking W0 to zero) shows that the same relations (2.7) are obtained when a = 0.
– 20 –
Universality for certain special trajectories in the naive local truncation of gen-
eralized two-field α-attractor models near the ends. A similar argument can be
applied to generalized two-field α-attractor models in a punctured neighborhood of each
ideal point p ∈ Σˆ \ Σ. On a sufficiently small such neighborhood, the hyperbolic metric G
has a U(1) symmetry, which in semi-geodesic coordinates (r, θ) acts by shifts of θ. More-
over, the hyperbolic metric can be approximated by (D.5) near the end, where the ideal
point corresponds to r → +∞. The change of coordinates r = − log x (with x = e−r > 0)
places the ideal point at x = 0 and brings the rescaled asymptotic metric G to the form:
ds2G =x1

3α
2
1
x2
[
dx2 +
( cp
4pi
)2
dθ2
]
if p = +1 (plane, horn, funnel end)
3α
2
1
x2
[
dx2 +
( cp
4pi
)2
x4dθ2
]
if p = −1 (cusp end)
Suppose that Φ is well-behaved at the end p. In this case, considering a small enough disk
Dp centered at p, we have:
Φ(r, θ) = Φˆp(e
−r, θ) for r  1
for some smooth function Φˆp : Dp → R. Using the Taylor expansion of Φˆp around x = 0,
this implies that Φ has the asymptotic form (2.8), where b(θ) = −(∂x1Φˆp|x=0) cos θ −
(∂x2Φˆp|x=0) sin θ (with x1 = x cos θ and x2 = x sin θ). On such a small neighborhood of p,
one can truncate the two-field model by setting ϕ(t) = (x(t), θ0) with θ0 independent of
t. Such a truncation is justified when the inflationary trajectories near the end are well-
approximated by non-canonically parameterized geodesics flowing from the end toward the
compact core10 of (Σ, G). The truncated model “feels” the metric:
ds2 'x1 3α
2
dx
x2
,
which has the same form for all types of ends. Assuming b(θ0) > 0 (so that inflation
proceeds from the end toward the interior), the same argument as above shows that ns and
r are given by (2.9) in the leading order of the slow-roll approximation for the truncated
model. Thus:
• Suppose that Φ is well-behaved at an end of (Σ, G) where its extension has a local
maximum and that inflation takes place near that end and proceeds away from the
end. Then the generalized two-field α-attractor model admits a naive local trunca-
tion to a one-field model in a punctured vicinity of the corresponding ideal point for
which the universal relations (2.9) apply in the leading order of the one-field slow-roll
approximation, for the special trajectories described above.
This shows that generalized two-field α-attractor models have the same kind of univer-
sal behavior as the disk models of [6] near each such end, at least in the naive one-field
truncation discussed above.
10see Appendix D.2 for a definition of the compact core.
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Of course, the classical local truncation to a one-field model used in the argument of
[6] (as well as above) is somewhat simplistic. In particular, one may worry that quantum
effects could destabilize the one-field trajectory and change the predictions for radiative
corrections. For ordinary α-attractors (those models for which Σ is the hyperbolic disk D),
a resolution of this problem can be obtained when restricting to those α-attractor models
which admit embeddings in N = 1 supergravity coupled to one chiral multiplet. For such
models, it was argued in [5] that the naive truncation can be stabilized in a universal
way provided that the superpotential is sufficiently well-behaved. As explained later on in
Section 3, any generalized two-field α-attractor model can be lifted to a model defined on
the hyperbolic disk by using the uniformization map piD : D → Σ. This lift is an ordinary
α-attractor whose scalar potential is invariant under the action of the uniformizing surface
group Γ ⊂ PSL(2,R). When the generalized two-field α-attractor model admits an F-term
embedding in N = 1 supergravity coupled to a single chiral multiplet with superpotential
W : Σ→ C, the lifted model also admits such an embedding, with superpotential given by
the lift W˜ def.= W ◦piD ofW , which is Γ-invariant. The cosmological trajectories of the model
defined by Σ are the piD-images of the cosmological trajectories of this lifted model. The two
models are related by the field redefinition induced by piD, which implements the quotient
of the lifted model through the discrete group Γ. Provided that this discrete symmetry
is preserved when quantizing perturbations of the lifted model around a classical solution,
the effect of quantum perturbations of the model defined by Σ can be obtained from those
of the lifted model by projection through the uniformization map (which implements the
quotient through Γ). This implies that cosmological solutions of the generalized two-field
α-attractor model have the same local properties as those of the lifted model, to which
stabilization arguments such as those of [5] apply for radial trajectories on the Poincaré
disk. The trajectories involved in the naive truncations near the ends of Σ lift to small
portions of radial trajectories on D which are located near the conformal boundary of
D. In models which have appropriate F-term embeddings in supergravity one can thus
expect that, at least near flaring ends, the local one-field truncations discussed above can
be stabilized by constructions similar to those used for ordinary α-attractors, provided that
the discrete Γ-symmetry of the lifted model is unbroken by such corrections. To make this
argument rigorous, one must of course first classify F-term embeddings of generalized two-
field α-attractors into N = 1 supergravity, a subject which we plan to discuss in a separate
publication. Here, we mention only that generalized two-field α-attractors can admit F-
term embeddings which are ‘twisted’ by a unitary character of the fundamental group of Σ,
an aspect which must be taken into account when studying the corresponding supergravity
models. We mention that universality in two-field α-attractors defined on the hyperbolic
disk was recently studied for curved trajectories in reference [37] (such trajectories do not
coincide with the lift to the hyperbolic disk of the very special trajectories considered in
this subsection).
Notice, however, that generalized two-field α-attractors are intrinsically two-field mod-
els, since they are interesting precisely due to the non-trivial topology of the 2-manifold
Σ. A proper understanding of the dynamics of such models simply cannot be attained by
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considering one-field truncations, which in our opinion are of limited interest in this context
(in particular, since such truncations cannot make sense globally when Σ is topologically
non-trivial). In the next subsection, we briefly discuss the classical two-field dynamics of
such models in the SRST approximation near the ends, showing that, in this approximation,
the models have different behavior near cusp and flaring ends. In particular, we show that
the SRST approximation can fail near cusp ends and hence (as already mentioned before)
this approximation is insufficient for the study of generalized two-field α-attractors.
2.4 The strong potential SRST conditions near the ends
Let Φ : Σ→ R be a scalar potential which is well-behaved at an ideal point p ∈ Σˆ \ Σ and
assume that the smooth extension Φˆp : Σ unionsq {p} → R of Φ does not vanish at p. Consider
semi-geodesic coordinates (r, θ) in a neighborhood of p. Using relation (D.5) of Appendix
D.6, we find the following asymptotic expressions for r  1:
M ||d log Φ||G 'r1 M√
3α
√
(∂rΦ)2 +
(
4pi
cp
)2
e−2pr(∂θΦ)2
|Φ|
M2p
|Φ| ||Hess(Φ)||G 'r1 (2.10)
M2
3α
√
(∂2rΦ)
2 + 2
(
4pi
cp
)2
(∂r∂θΦ)2e−2pr +
(
4pi
cp
)4
e−4pr(∂2θΦ)2
|Φ| .
The quantities cp and p are defined in equation (D.6) of Appendix D.6. Below, we use the
terminology and results of that appendix.
Flaring ends. When p corresponds to a flaring end, we have p = +1 and the exponential
terms appearing in the right hand side of (2.10) are suppressed when r  1, since we assume
that Φ is well-behaved at p. In this case, we find:
M ||d log Φ||G 'r1 M√
3α
∣∣∣∣∂rΦΦ
∣∣∣∣
M2
|Φ| ||Hess(Φ)||G 'r1
M2
3α
∣∣∣∣∂2rΦΦ
∣∣∣∣
and the strong potential SRST conditions are satisfied on a pointed neighborhood of p
provided that:
M√
3α
∣∣∣∣∂rΦΦ
∣∣∣∣ 1 and M23α
∣∣∣∣∂2rΦΦ
∣∣∣∣ 1 for r  1 . (2.11)
Using relations (2.3) shows that (2.11) amount to the conditions:
2M
r2
√
3α
∣∣∣∣(∂φΦ¯p)(ν)Φ¯p(ν)
∣∣∣∣ 1 and 4M23αr3
∣∣∣∣∣(∂2φΦ¯p)(ν)Φ¯p(ν)
∣∣∣∣∣ 1 , (2.12)
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where r = cot(φ2 ). These conditions are satisfied for r  rp, where:
rp
def.
= max
( 2M√
3α
∣∣∣∣(∂φΦ¯p)(ν)Φ¯p(ν)
∣∣∣∣)1/2,
(
4M2
3α
∣∣∣∣∣(∂2φΦ¯p)(ν)Φ¯p(ν)
∣∣∣∣∣
)1/3 .
In particular, the strong SRST conditions are always satisfied on a small enough vicinity of
a flaring end (when the scalar potential is well-behaved at that end) and one can use the
SRST approximation there.
Cusp ends. When p corresponds to a cusp end, we have p = −1 and cp = 2. In this
case, the strong potential SRST conditions hold on a pointed neighborhood of p provided
that, beyond (2.11), the following conditions are also satisfied for r  1:
2piM√
3α
er
∣∣∣∣∂θΦΦ
∣∣∣∣ 1 , (2piM)23α e2r
∣∣∣∣∂2θΦΦ
∣∣∣∣ 1 , 23/2piM23α er
∣∣∣∣∂r∂θΦΦ
∣∣∣∣ 1 . (2.13)
As before, conditions (2.11) are automatically satisfied on a small enough pointed neigh-
borhood of p. On the other hand, conditions (2.13) require fine-tuning of the potential Φ in
a neighborhood of the cusp. For example, these conditions are satisfied in the non-generic
case when Φ¯p is independent of θ on some neighborhood of the north pole of S2.
In particular, the strong SRST conditions fail to hold near a cusp end when Φ is a
generic potential which is well-behaved at that end and hence the SRST approximation can
fail near such ends. This shows that the SRST approximation is generally not well-suited
for studying cosmological dynamics near cusp ends.
2.5 On computing power spectra
When the SRST approximation holds during the inflationary period (for example, if infla-
tion takes place near a flaring end), the power spectrum can be approximated as explained
in [8, 9, 13–18] (see [10, 19] for recent reviews). However, a detailed study of cosmological
perturbations in our models requires going beyond the SRST approximation (in particular,
because the latter can fail near cusp ends). In general, this requires the use of a numerical
approach such as that developed in [20–22]. Moreover, for certain classes of trajectories one
might be able to find an effective one-field description using the approach of [15]. These
subjects lie outside the scope of the present paper and we hope to address them in future
work.
2.6 Spiral trajectories near the ends
In semi-geodesic coordinates near an end p ∈ Σˆ \ Σ, we have:
ds2G 'r1 3α
[
dr2 +
( cp
4pi
)2
e2prdθ2
]
,
where cp and p are given in equation (D.6) and the ideal point p corresponds to r → +∞.
Using this asymptotic form, equations (A.4) give:
Γrθθ = −3α
( cp
4pi
)2
e2pr , Γθrθ = Γ
θ
θr = p .
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Substituting in (1.5), we find that the equation of motion in a vicinity of the end reduces
to the system:
r¨ − 3α
( cp
4pi
)2
e2prθ˙2 + 3Hr˙ +
1
3α
∂rΦ = 0 , (2.14)
θ¨ + 2pr˙θ˙ + 3Hθ˙ +
1
3α
(
4pi
cp
)2
e−2pr∂θΦ = 0 . (2.15)
The generic solution of this system has r˙ 6= 0 and θ˙ 6= 0, thus being a portion of a spiral
which “winds” around the ideal point. This gives a form a spiral inflation in our class of
models. As already clear from Subsection 2.4, cosmological dynamics depends markedly on
the type of end under consideration, i.e. on the values of p and cp allowed by equation
(D.6). Note that this type of spiral inflation differs from that discussed in [38, 39] (since,
unlike the present paper, loc. cit. considers two-field cosmological models with flat target
space). With the exception of the single case when (Σ, G) is the Poincaré disk D, the type
of spiral inflation discussed here also differs from that studied in references [40–42], where
only the Poincaré disk was considered. As explained in Appendix D.6, the Poincaré disk
D is the only geometrically finite hyperbolic surface which admits a plane end. Hence the
case cp = 2pi with p = +1 in equations (2.14) and (2.15) (which makes those equations
consistent with the equations of motion considered in references [40–42]) arises only for
those spiral trajectories on the Poincaré disk D which are close to the conformal boundary
of D.
Let us consider the system (2.14)-(2.15) for various types of ends.
• For flaring ends, we have p = +1 and the equations of motion take the form:
r¨ − 3α
( cp
4pi
)2
e2rθ˙2 + 3Hr˙ +
1
3α
∂rΦ = 0 , (2.16)
θ¨ + 2r˙θ˙ + 3Hθ˙ ' 0 , (2.17)
where:
H =
1√
6M
√
3α
2
[
r˙2 +
( cp
4pi
)2
e2rθ˙2
]
+ 2Φ(r, θ) .
Assuming θ˙ 6= 0, we can write (2.17) as:
d
dt
ln θ˙ = − (2r˙ + 3H) .
• For cusp ends, we have p = −1 and cp = 2, thus the equations of motion become:
r¨ + 3Hr˙ +
1
3α
∂rΦ ' 0 , (2.18)
θ¨ − 2r˙θ˙ + 3Hθ˙ + 4pi
2
3α
e2r∂θΦ = 0 , (2.19)
where:
H =
1√
6M
√
3α
2
[
r˙2 +
e−2r
(2pi)2
θ˙2
]
+ 2Φ(r, θ) .
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Remark. As already mentioned above, certain types of spiral trajectories in two-field
cosmological models whose scalar manifold (Σ, G) is the Poincaré disk D were discussed
in references [40–42], which consider various explicit scalar potentials and/or make certain
special assumptions. Unlike the present paper, none of those references discusses spiral
trajectories near the ends of a hyperbolic surface which differs from the Poincaré disk,
hence the results of loc. cit. cannot apply without modification11 for the cusp, funnel
or horn ends (see Appendix D.6) of a geometrically finite hyperbolic surface (Σ, G) which
differs from D. Since the Poincaré disk is the only geometrically finite hyperbolic surface
which has a plane end, all other cases of spiral inflation considered above have not yet
been discussed in the literature. We stress once again that the class of hyperbolic surfaces
considered in this paper is vastly more general than the Poincaré disk and that the geometry
of such surfaces differs markedly from that of D — as illustrated by the presence of the
parameters cp and p in the equations of motion (2.14) and (2.15) above and by the different
behavior of the SRST conditions at cusp and flaring ends. In particular, the parameters cp
and p (which are defined in equation (D.6)) depend on the hyperbolic type of the end of
Σ near which the trajectory spirals and they lead to different cosmological dynamics near
each type of end. It would be interesting to adapt some of methods and ideas of references
[40–42] to the wider setting of spiral trajectories nearby cusp, funnel and horn ends of a
general hyperbolic surface and to apply them to the special types of trajectories and scalar
potentials to which they might be relevant. More conceptually, one can ask what is the
class of trajectories in two-field generalized α-attractor models to which one could apply the
methods of [15] (which in certain cases allow one to build an effective one-field description
of two-field models) — a problem which we hope to address in future work. However (given
that all approximation methods which are currently available for two-field models depend
on various assumptions) we are of the opinion that a complete understanding of general
trajectories and of the corresponding cosmological perturbations for the class of two-field
models considered in the present paper requires a numerical approach.
11Reference [40] considered spiral trajectories on the Poincaré disk D in the so-called angular inflation
regime, an approximation in which the radial coordinate r is fixed while the slow-roll approximation is
assumed to apply to the angular coordinate θ; notice that such an approximation can only apply to special
portions of certain particular spiral trajectories nearby the conformal boundary of D. Reference [41] studies
so-called “sidetracked inflation” in two-field models, an inflationary scenario which is highly sensitive to
the precise form of the target space metric G and of the scalar potential Φ of the model. For the special
case of the Poincaré disk and using a rather special form for the scalar potential, loc. cit. shows that the
background dynamics can be described by a certain effective single field model. Those conclusions of [41] are
quite model-dependent and it is unclear to what extent they could apply to the much more general situation
considered herein, given that our scalar potentials are considerably more general than those considered in
loc. cit. and since the local form of the hyperbolic metric close to an end of a geometrically finite hyperbolic
surface which differs from the Poincaré disk depends on whether that end is a cusp, a funnel or a horn
end (see Appendix D.6) and differs from the hyperbolic metric on D. Finally, the brief note [42] points out
some general features of inflation in models whose target space is the Poincaré disk D, features which are a
direct consequence of the special behavior of auto-parallel curves on D. It is well-known that auto-parallel
curves on D behave quite differently from auto-parallel curves on more general hyperbolic surfaces.
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2.7 An example of spiral trajectory near a cusp end
In Figures 1 and 2, we show a numerical solution of the system (2.18)-(2.19), which corre-
sponds to a spiral trajectory near a cusp end (for such an end, one has cp = 2 and p = −1
by equation (D.6)). For simplicity, we took Φ = 0 and α = 13 , r(0) = 10, r˙(0) = 1, θ(0) = 0
and θ˙(0) = 1. Both figures represent the same solution, but in Figure 1 we follow the
trajectory for a shorter time for reasons of clarity of the plot.
Figure 1: Numerical plot of the pair
(r(t) cos θ(t), r(t) sin θ(t)) (with the ini-
tial conditions indicated in the text) for
t ∈ [0, 50].
Figure 2: Numerical plot of solution
(r(t) cos θ(t), r(t) sin θ(t)) (with the ini-
tial conditions indicated in the text) for
t ∈ [0, 500].
Figures 3 and 4 show the increase of r and the decrease of the norm of ϕ˙ with the cosmo-
logical time t, for the trajectory with the initial conditions given above.
Figure 3: Plot of 16.8580
r(t)
(ln t)0.3411
as a
function of t for t/104 ∈ [4, 20]. The plot
shows that r(t) increases at least as fast
as (ln t)0.3411 with a 0.5% discrepancy.
Figure 4: Plot of ||ϕ˙||2G as a function
of t. The plot shows that the norm of ϕ˙
decreases toward zero as the trajectory
spirals around the cusp end.
Remark. Other examples of spiral trajectories (including their global behavior away from
cusp, funnel and plane ends) in certain explicit generalized two-field α-attractor models can
be found in references [31, 32].
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3 Lift of generalized two-field α-attractor models to the disk and upper
half plane
This section makes free use of mathematical terminology and material summarized in
Appendix B.
3.1 Lift to the Poincaré disk
Let ∆ ⊂ PSU(1, 1) be the uniformizing group of (Σ, G) to the disk and piD : D→ Σ = D/∆
denote the holomorphic covering map. Let Φ˜ def.= Φ ◦ piD : D → R denote the lift of the
scalar potential to D, which is ∆-invariant:
Φ˜(δu) = Φ˜(u) , ∀u ∈ D , ∀δ ∈ ∆ .
Let || · ||D denote the fiberwise norm induced by the Poincaré metric on the tangent bundle
TD and gradDΦ˜ denote the gradient of Φ˜ with respect to the Poincaré metric.
Let ϕ˜0 ∈ D be a lift of the initial value ϕ0 ∈ Σ, i.e. a point of the unit disk which
satisfies:
piD(ϕ˜0) = ϕ0 .
Since piD is a local diffeomorphism, the differential dϕ˜0piD : Tϕ˜0D→ Tϕ0Σ is bijective. Hence
there exists a unique tangent vector v˜0 ∈ Tϕ˜0D which satisfies:
(dϕ˜0piD)(v˜0) = v0 .
Proposition. Let G = 3αG. Then the solution ϕ : I → Σ of (1.9) satisfying the initial
conditions (1.10) can be written as ϕ = piD ◦ ϕ˜, where ϕ˜ : I → D is a solution of the
equation:
∇t ˙˜ϕ(t) + 1
M
√
3
2
[
3α|| ˙˜ϕ(t)||2D + 2Φ˜(ϕ˜(t))
]1/2
˙˜ϕ(t) +
1
3α
(gradDΦ˜)(ϕ˜(t)) = 0 (3.1)
which satisfies the initial conditions:
ϕ˜(t0) = ϕ˜0 , ˙˜ϕ(t0) = v˜0 . (3.2)
The solution ϕ˜ : I → D of (3.1) is called the lift of the solution ϕ : I → Σ through the
point ϕ˜0 ∈ pi−1D ({ϕ0}).
Proof. Since piD is a universal covering map, the smooth curve ϕ : I→ Σ which satisfies
ϕ(t0) = ϕ0 lifts uniquely to a curve ϕ˜ : I → D satisfying piD ◦ ϕ˜ = ϕ and ϕ˜(t0) =
ϕ˜0. Moreover, the condition ϕ˙(t0) = v0 is equivalent with ˙˜ϕ(t0) = v˜0 since piD is a local
diffeomorphism. The lift ϕ˜ satisfies equation (3.1) since ϕ satisfies (1.9) while piD is a local
isometry between (D, 3αGD) and (Σ,G), where GD is the Poincaré metric of D.
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Remark. Since ∆ is an infinite discrete group, there exists a countable infinity of choices
of lifts ϕ˜0 of ϕ0. These lifts form an orbit of ∆ on D. The set of accumulation points of
this orbit coincides with the limit set ΛD ⊂ ∂∞D of ∆.
In semi-geodesic coordinates u = tanh( r2)e
iθ on D, the Poincaré metric has the form
(A.3) with H(r) = sinh(r). Using (A.4), we find:
Γrθθ = −
1
2
sinh(2r) , Γθrθ = Γ
θ
θr = coth(r) ,
which gives:
∇tr˙ = r¨ − 1
2
sinh(2r)θ˙2 , ∇tθ˙ = θ¨ + 2 coth(r)r˙θ˙ .
Thus (3.1) takes the following form in semi-geodesic coordinates on D:
r¨ − 1
2
sinh(2r)θ˙2 +
1
M
√
3
2
[
3α(r˙2 + sinh2(r)θ˙2) + 2Φ˜(r, θ)
]
r˙ +
1
3α
∂rΦ˜(r, θ) = 0 ,
θ¨ + 2 coth(r)r˙θ˙ +
1
M
√
3
2
[
3α(r˙2 + sinh2(r)θ˙2) + 2Φ˜(r, θ)
]
θ˙ +
1
3α
∂θΦ˜(r, θ)
sinh2(r)
= 0 . (3.3)
3.2 Lift to the upper half plane
One can also lift to the upper half plane using a holomorphic covering map piH : H→ Σ =
H/Γ (recall that piD = piH ◦ f and ∆ = Q−1ΓQ, where f is the Cayley map (B.4) and Q
is the Cayley element (B.5)). The Poincaré metric of H in Cartesian coordinates x = Reτ
and y = Imτ takes the form (B.2) and has Christoffel symbols:
Γyxx =
1
y
, Γyyy = Γ
x
xy = Γ
x
yx = −
1
y
,
which gives:
∇tx˙ = x¨− 2
y
x˙y˙ , ∇ty˙ = y¨ + 1
y
(x˙2 − y˙2) .
Thus (3.1) takes the following form in Cartesian coordinates on H:
x¨− 2
y
x˙y˙ +
1
M
√
3
2
[
3α
x˙2 + y˙2
y2
+ 2Φ˜(x, y)
]1/2
x˙+
1
3α
y2∂xΦ˜(x, y) = 0 , (3.4)
y¨ +
1
y
(x˙2 − y˙2) + 1
M
√
3
2
[
3α
x˙2 + y˙2
y2
+ 2Φ˜(x, y)
]1/2
y˙ +
1
3α
y2∂yΦ˜(x, y) = 0 .
Remark. Given that every generalized two-field α-attractor model can be lifted to H, it
may naively appear that we have gained nothing by considering general geometrically finite
hyperbolic surfaces. Notice, however, that the covering map piH is quite non-trivial, because
Γ ⊂ PSL(2,R) is an infinite discrete group, whose orbits have accumulation points on the
set ΛH ⊂ ∂∞H. In practice, the effect of the projection through piH can be described by
computing a fundamental polygon12 for the action of Γ on H (see below). Determining a
12For example, a Dirichlet domain for ∆ centered at the origin of D, which is known as a Ford domain.
– 29 –
fundamental polygon for a given Fuchsian group is a classical but highly non-trivial problem.
When Σ has finite hyperbolic area (i.e., when Γ is of the first kind) and when the elements
of Γ have entries belonging to an algebraic extension of Q, a stopping algorithm for finding
a Ford domain was given in [43]. When Σ has infinite hyperbolic area, no general stopping
algorithm for computing a fundamental polygon of Γ is currently known. Some models
for which a fundamental polygon (as well as the uniformizing map) is explicitly known are
discussed in detail in references [31, 32].
3.3 Describing the projection using a fundamental polygon
Let ∆ ⊂ PSU(1, 1) be the uniformizing group of a geometrically finite hyperbolic surface
(Σ, G). Provided that a fundamental polygon DD ⊂ D of ∆ is known, the integral curves
of (1.9) for G = 3αG can be determined by computing their lift to the interior of DD as
follows:
1. The ∆-orbit of the lifted initial value ϕ˜0 ∈ D intersects DD in exactly one point.
Hence by applying a ∆-transformation if necessary, we can assume without loss of
generality that ϕ˜0 belongs to DD. By slightly changing the initial time t0, we can
assume that ϕ˜0 belongs to the interior IntDD of DD.
2. Assuming ϕ˜0 ∈ DD, compute a solution ϕ˜ of equation (3.1) with initial conditions
(3.2). Stop the computation at the first value t1 > t0 for which ϕ˜(t) meets the relative
frontier FrDD of DD in D.
3. Since DD is a fundamental polygon, there exists a unique element δ1 ∈ ∆ which maps
the point ϕ˜(t1) ∈ FrDD into a point ϕ˜1 def.= δ1ϕ˜(t1) which lies on FrDD. Since δ1 acts
as an isometry of (D,ds2D), the velocity vector ˙˜ϕ(t1) ∈ Tϕ˜(t1)D is transported by δ1
to a congruent vector v˜1
def.
= (δ1)∗( ˙˜ϕ(t1)) ∈ Tϕ˜1D with origin at the point ϕ˜1.
4. Now compute a solution ϕ˜(t) of equation (3.1) with initial conditions ϕ˜(t1) = ϕ˜1 and
˙˜ϕ(t1) = v˜1 and follow it to the first time t2 > t1 for which ϕ˜(t2) lies in the relative
frontier of DD. Then repeat the process above.
This algorithm produces an infinite sequence of times t0 < t1 < t2 < t3 < . . . and a map
ϕ˜ : [t0, a) \ T → DD (where T def.= {ti|i ≥ 1} and a ∈ R unionsq {+∞} satisfies a ≥ supT ) which
is smooth inside each interval (ti, ti+1) (i ≥ 0) and satisfies ϕ˜(t0) = ϕ˜0 and ˙˜ϕ(t0) = v˜0.
Moreover, it produces a sequence of elements δi ∈ ∆ (with i ≥ 1) such that δiϕ˜(ti−) =
ϕ˜(ti+) and (δi)∗( ˙˜ϕ(ti−)) = ˙˜ϕ(ti+) = v˜i for all i ≥ 1, where ϕ˜(ti−) and ϕ˜(ti+) denote the
lower and upper limits of ϕ˜ at the point ti, with a similar notation for the partial limits of ˙˜ϕ.
It is clear from the above that ϕ˜ provides a lift of the forward solution ϕ : I∩ [t0,+∞)→ Σ
to the interior of the fundamental polygon DD. In general, the algorithm must be continued
indefinitely to obtain a full lift to IntDD, because the tessellation of D by ∆-images of the
fundamental polygon has an infinite number of tiles. In particular, the errors in a numerical
implementation of this algorithm will accumulate as i grows and the precision of the lifted
trajectory provided by a numerical solver will decrease for large t.
A different but equivalent approach is to compute a single full trajectory ϕ˜ of (3.1)
on D and then determine its projection to Σ by computing a tessellation of D through
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∆-images of the fundamental domain DD. Since ∆ is an infinite group, the tessellation has
an infinite number of tiles, which accumulate toward the conformal boundary ∂∞D. As a
consequence, the error made in determining the projection ϕ(t) of ϕ˜(t) to Σ increases as
ϕ˜(t) approaches ∂∞D, i.e when ϕ(t) approaches an ideal point of Σ. In this region, one can
use instead the explicit form of the hyperbolic metric on a small punctured neighborhood of
the ideal point (see Appendix D.6), which allows one to compute an approximate trajectory
on such a neighborhood, thus avoiding the problem of accumulating tiles. Of course, similar
algorithms can be formulated for the lift to the upper half plane.
3.4 Characterization of potentials which are well-behaved at a cusp or funnel
end
Let Φ : Σ→ R be a smooth function defined on Σ and Φ˜ : H→ R be its Γ-invariant lift to
H. Let DH ⊂ H be a fundamental polygon for the uniformizing group Γ ⊂ PSL(2,R). The
construction of Appendix D.4 implies:
• Φ is well-behaved at a cusp ideal point p ∈ Σˆ \ Σ iff there exists a smooth function
Φˆp : D → R defined on the disk D def.= {z ∈ C| |z| < e−2pi} such that, for some
(equivalently, any) ideal vertex v of DH which corresponds to p, the restriction of the
lift Φ˜ to a relative cusp neighborhood Cv of v in DH has the form:
Φ˜(τ) = Φˆp(zp(τ)) (τ ∈ Cv) ,
where zp(τ) is the cusp coordinate (D.2) near p.
• Φ is well-behaved at a funnel ideal point p ∈ Σˆ \ Σ iff there exists a smooth function
Φˆp : D → R defined on the unit disk D = {z ∈ C||z| < 1} such that, for some
(equivalently, any) free side E of DH which corresponds to p, the restriction of the
lift Φ˜ to a relative funnel neighborhood FE of E in DH has the form:
Φ˜(τ) = Φˆp
( |zp(τ)| − 1Rp
(1− 1Rp )|zp(τ)|
zp(τ)
)
,
where zp(τ) is the funnel coordinate (D.4). Here, Rp = e
pi2
`p is the displacement radius
(B.8), where `p is the width of the hyperbolic funnel corresponding to p.
The condition for the cusp ideal points is obvious, while that for funnel ideal points follows
from the fact that, for each R > 1, the map z → |z|−
1
R
(1− 1
R
)|z|z is a diffeomorphism from the
annulus A(R) of inner radius 1/R and outer radius 1 to the punctured unit disk D∗.
4 Morse theory and multi-path inflation
In this section, we give a qualitative general discussion of the cosmological model in
the gradient flow approximation (see Section 1) for the case when the scalar potential is
globally well-behaved and the scalar manifold is geometrically finite and non-elementary
(i.e. it is not a disk, a punctured disk or an annulus). In the gradient flow approximation,
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the qualitative features of the model are determined by the critical points and level sets
of the scalar potential Φ. Let (Σ, G) be a geometrically finite non-elementary surface and
Σˆ = Σ unionsq {p1, . . . , pn} be its end compactification (see Appendix C). This section assumes
some familiarity with elementary results in Morse theory. These are briefly recalled in the
text for convenience of the reader.
4.1 Compactly Morse potentials
Recall that a smooth function f : Σˆ→ R is called Morse if all its critical points have non-
degenerate Hessian. In this case, the critical points are isolated and they must form a finite
set since Σˆ is compact. Morse functions are generic in the space C∞(Σˆ,R) of all smooth
functions from Σˆ to R (when the latter is endowed with the compact-open topology) in
the sense that they form an open and dense subset of that topological space. Hence any
smooth function f : Σˆ→ R can be deformed to a Morse function by an infinitesimally small
perturbation.
We say that a smooth function Φ : Σ→ R is compactly Morse if there exists a smooth
Morse function Φˆ : Σˆ → R such that Φ = Φˆ|Σ and such that p1, . . . , pn are critical points
of Φˆ. In this case, the remaining critical points of Φˆ lie inside Σ and they form the critical
set CritΦ of Φ. We have:
CritΦˆ = CritΦ unionsq {p1, . . . , pn} ,
where CritΦˆ denotes the critical set of Φˆ. Notice that compactly Morse potentials are
globally well-behaved in the sense of Subsection 2.2. In particular, the extension Φˆ of Φ to
Σˆ is uniquely determined by Φ through continuity. Since any smooth real-valued function
defined on Σˆ can be infinitesimally deformed to a Morse function, any well-behaved scalar
potential on Σ can be infinitesimally deformed to a compactly Morse potential. Since
infinitesimal deformations cannot be detected observationally, one can safely assume that
a physically-realistic well-behaved scalar potential is compactly Morse.
4.2 Reconstructing the topology of Σ
Let Φ be a compactly Morse potential and Φˆ be its extension to Σˆ. Recall that a critical
point c ∈ CritΦˆ is either:
• a local minimum of Φˆ, when the Hessian of Φˆ at c is positive-definite, i.e. when c has
Morse index 0.
• a saddle point of Φˆ, when the Hessian operator of Φˆ at c has one positive eigenvalue
and one negative eigenvalue, i.e when c has Morse index 1.
• a local maximum of Φˆ, when the Hessian of Φˆ at c is negative-definite, i.e. when c
has Morse index 2.
The local minima, saddles and local maxima of Φ coincide with those local minima, saddles
and local maxima of Φˆ which lie in Σ. Let Nˆm, NˆM and Nˆs denote the number of local
minima, local maxima and saddles of Φˆ and Nm, NM and Ns denote the number of local
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minima, local maxima and saddles of Φ. Let nm, nM and ns be the numbers of ideal points
p1, . . . , pn which are local minima, local maxima and saddles of Φˆ. We have:
n = nm + nM + ns , Nˆm = Nm + nm , NˆM = NM + nM , Nˆs = Ns + ns . (4.1)
Morse’s theorem applied to Φˆ shows that the Euler characteristic of Σˆ is given by:
χ(Σˆ) = 2− 2g = Nˆm + NˆM − Nˆs = NM +Nm −Ns + nM + nm − ns , (4.2)
where g is the genus of Σ (which by definition equals the genus of Σˆ). In particular, the
quantity 2 + Nˆs− NˆM − Nˆm is an even non-negative integer and the genus of Σˆ is given by:
g = 1 +
Nˆs − NˆM − Nˆm
2
= 1 +
Ns −NM −Nm + ns − nM − nm
2
. (4.3)
Recall that Σ is determined up to diffeomorphism by its genus g and by the number
n = nM + nm + ns of its ends. Hence (4.3) implies that the topology of Σ can be re-
constructed from knowledge of the numbers nM , nm, ns and NM , Nm and Ns. In principle,
these numbers could be determined observationally by comparing cosmological correlators
computed in the model with observational data, thus allowing one to reconstruct the topol-
ogy of the scalar manifold Σ.
4.3 The topological decomposition induced by a compactly Morse potential
A compactly Morse potential Φ induces a topological decomposition:
Σˆ = Y1 ∪ . . . ∪ Y2g−2+n ,
where Yj are (possibly degenerate) topological pairs of pants, i.e. surfaces diffeomorphic
with a sphere with three holes, where any of the holes is allowed to degenerate to a point.
For any regular value a ∈ Φˆ(Σˆ)− Φˆ(CritΦˆ) ⊂ R, the preimage Φˆ−1({a}) is a finite disjoint
union of closed connected curves, each of which is diffeomorphic with a circle. When a is a
critical value such that Φˆ−1({a}) contains a single critical point, one has two possibilities:
• One of the circles degenerates to a single point p ∈ Σˆ, which is a local minimum or
local maximum of Φˆ.
• Two of the circles touch at a single point p ∈ Σˆ, which is a saddle point of Φˆ.
Two pants of a given pair of pants Yj meet at a saddle point and each saddle point lies on
a single pair of pants. Moreover, every local maximum or local minimum of Φˆ corresponds
to a degenerate bounding circle of a pair of pants.
One can isolate the local maxima and local minima of Φˆ by cutting out small open
disks D1, . . . , DNˆM+Nˆm around the local maximum and local minimum points, such that
the closure of each disk Dk does not meet the closure of any other disk or any other critical
point. Then Z def.= Σˆ\(∪NˆM+Nˆmk=1 Dk) is a compact surface with boundary and the restriction
of Φˆ to Z is a Morse function whose critical points are saddles and lie in the interior of
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Z. Using the Morse decomposition for surfaces with boundary, one can decompose Z as a
union:
Z = Z1 ∪ . . . ∪ Z2g−2+n
of a number |χ(Σˆ)| = 2g − 2 + n of pairs of pants Zj , all of whose bounding circles are
non-degenerate. This gives a decomposition:
Σˆ = Z1 ∪ . . . ∪ ZN ∪D1 ∪ . . . ∪DNˆM+Nˆm .
Notice that this decomposition is entirely determined by the topology of Σ and by the scalar
potential Φ (since Di and Zj are determined by that data) and hence is independent of the
hyperbolic metric on Σ and on the parameter α of the cosmological model.
4.4 Qualitative features and multipath inflation in the gradient flow approxi-
mation
The gradient flow approximation allows one to give a qualitative picture of cosmological
trajectories when the potential Φ is compactly Morse. If the scalar field ϕ starts rolling
from an initial value near a point p ∈ Σˆ which is a local maximum of Φˆ, then to first ap-
proximation the model has inflationary behavior as long as ϕ lies inside some neighborhood
D of p. In general, inflation ends after ϕ exits D, after which the field generally evolves in a
complicated manner radiating its energy and either settles in one of the local minima of Φ
or evolves further toward an ideal point which is a local minimum of Φˆ. The full evolution
can be quite complicated in general, since Φ can have many critical points.
The gradient flow of Φ bifurcates at the saddle points, where the level sets of Φ consist
of two simple closed curves meeting at the saddle (see Figure 5). In the gradient flow
approximation, this implies that certain integral curves will bifurcate within the topological
pants components Zj determined by Φ, entering through one of the boundary components
of Zj , hitting the unique saddle point contained inside Zj , then following one of the two
trajectories which start from that saddle point to exit through either of the other two
boundary components of Zj . In particular, this gives a realization of multipath inflation in
our class of models.
Figure 5: Example of a gradient flow trajectory (the orange line) in the gradient flow
approximation, shown within a topological pair of pants determined by the scalar potential
Φ.
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Remark. For a detailed study beyond the gradient flow approximation, one could instead
use a hyperbolic pants decomposition (see Appendix D.3). If a hyperbolic pants decompo-
sition N = X1 ∪ . . . ∪ X2g−2+n of (Σ, G) is known, then one can study the dynamics of
the cosmological model separately inside each pair of hyperbolic pants Xj . The latter can
be computed by presenting Xj as the result of gluing two hyperbolic hexagons, which re-
duces the problem to studying the model on a hyperbolic hexagon and making appropriate
identifications.
5 Examples and phenomenological implications
Unlike one-field α-attractors [1–4], the models considered in this paper are genuine two-
field cosmological models. As such, they allow for deviations from the traditional paradigm
of inflationary cosmology, which assumes the inflaton to be a single real scalar field. Current
cosmological data are well accounted for by various one-field models, but they can also be fit
using multi-field models. It is generally believed that improved measurements in the future
might detect deviations from one-field predictions, a possibility which lead to renewed
interest in multi-field models [14–19] and in particular to interest in numerical methods for
computing cosmological perturbations in such models [20–22] beyond the limitations of the
SRST approximation [8, 9]. See [23] for an investigation of constraints imposed on two-field
models by Planck 2015 data [7].
As explained in Subsection 2.3, a generalized two-field α-attractor model based on a
non-compact geometrically finite hyperbolic surface (Σ, G) and with a well-behaved scalar
potential Φ has universal behavior near each end of Σ where the extended scalar potential
has a local maximum, in a certain ‘radial’ one-field truncation near that end. Within the
slow-roll approximation for ‘radial’ trajectories close to such an end of Σ, these models
predict the same spectral index ns and tensor to scalar ratio r as ordinary one-field α-
attractors, namely (see Section 2.3):
ns ≈ 1− 2
N
, r ≈ 12α
N2
,
where N denotes the number of e-folds. Hence generalized two-field α-attractors are as
promising observationally as ordinary one-field α-attractors, which are known to be in
good agreement with current cosmological data [1–4].
In references [31] and [32], we study certain explicit examples of generalized two-field
α-attractor models, which differ topologically from the oft-studied case of the Poincaré disk.
Namely, reference [31] considers generalized two-field α-attractors based on the punctured
hyperbolic disk D∗ and on hyperbolic annuli A(R) of modulus µ = 2 lnR > 0, for certain
natural choices of globally well-behaved scalar potentials. On the other hand, reference [32]
studies generalized two-field α-attractor models based on the hyperbolic triply-punctured
sphere (which is also known as the modular curve Y (2)), for a few natural choices of scalar
potential. References [31, 32] give numerous examples of numerically computed cosmo-
logical trajectories for the models considered therein, showing that generalized two-field
α-attractors display intricate cosmological dynamics due to the delicate interplay between
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the effects of the hyperbolic metric, the scalar potential and the topology of the scalar
manifold Σ. The last effect was not considered previously in the literature — given that,
until now, studies of two-field α-attractors were limited to models based on the Poincaré
disk.
In the models of reference [31], the universal behavior of Subsection 2.3 arises for
the radial trajectories on the punctured disk D∗ and on the annulus A(R) when inflation
happens close to any of the two components of the conformal boundary. In fact, reference
[31] gives explicit examples of such trajectories which produce between 50 − 60 e-folds,
thereby showing that generalized two-field α-attractor models based on D∗ or on A(R) are
compatible with current observational data. In the same reference, we also give examples
of non-geodesic cosmological trajectories with 50 − 60 e-folds. The latter trajectories are
not of the special type considered in Subsection 2.3; this shows that generalized two-field α-
attractor models based on the hyperbolic surfaces D∗ and A(R) can fit current cosmological
data even for trajectories with genuine two-field behavior.
Generalized two-field α-attractor models based on the hyperbolic triply-punctured
sphere Y (2) are discussed in reference [32]. As shown in loc. cit., such models are again
compatible with current cosmological constraints. In that reference, we again display cos-
mological trajectories producing between 50 − 60 e-folds. This shows that generalized
two-field α-attractor models based on Y (2) are also compatible with current observational
constraints.
We remark that generalized two-field α-attractors are interesting for studies of post-
inflationary dynamics, a problem for which generic two field models have low predictive
power (since they involve the choice of an arbitrary metric for the scalar manifold Σ). In-
deed, generalized α-attractors form a mathematically natural class of two-field models with
universal behavior in the ‘radially truncated’ inflationary regime near the ends. Moreover,
they show remarkable dynamical complexity beyond that regime, as illustrated in detail
in references [31, 32]. Such models could form a useful testing ground for two-field model
technology.
6 Conclusions and further directions
We proposed a wide generalization of ordinary two-field α-attractor models obtained by
promoting the Poincaré disk to a geometrically finite hyperbolic surface as well as a general
procedure for studying such models through uniformization techniques; we also discussed
certain general aspects of such models, using the well-developed machinery of uniformization
and two-dimensional hyperbolic geometry. Our generalized models are parameterized by a
positive constant α, by the choice of a surface group Γ ⊂ PSL(2,R) and by the choice of
a smooth scalar potential. Despite being extremely general, we showed that such models
have the same universal behavior as ordinary α-attractors for certain special trajectories,
in a naive one-field truncation near each end and in the slow-roll approximation for such
trajectories, provided that the scalar potential is well-behaved near that end. We also
discussed certain qualitative features of such models in the gradient flow approximation
and commented briefly on some phenomenological aspects and on some examples which are
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studied in detail in references [31, 32]. The present work sets the ground for more detailed
investigations of such models. There exist numerous directions for further study of such
models, of which we point out a few.
First, one could investigate cosmological perturbation theory in such models, adapting
the numerical approach developed in [20–22]; using numerical methods seems to be neces-
sary within the compact core of Σ as well as near cusp ends (where the SRST approximation
can fail, as showed in Subsection 2.4). In particular, the algorithm proposed in Section 3
could be combined with existing code in order to perform numerical studies of cosmological
correlators.
Second, one could study in detail the particular case when Σ is a modular curve. When
Γ is an arithmetic subgroup of PSL(2,Z), an algorithm for finding a fundamental polygon
was given in [43] (and was implemented in Sage as part of the KFarey package [44]). In
this case, the hyperbolic surface (Σ, G) has only cusp ends and the scalar potential can be
expanded in Maass wave forms [45]. In general, this special subclass of two-field generalized
α-attractor models leads to connections with Teichmüller theory and number theory and
relates to the framework of automorphic inflation which was developed in [46, 47]. A simple
example of this type (namely the model whose scalar manifold is the hyperbolic triply
punctured sphere (also known as the modular curve Y (2)) is studied in reference [32];
as explained there, the generalized two-field α-attractor model having Y (2) as its scalar
manifold is related to — but does not coincide with – the “modular invariant j-model”
considered in [11, 12].
One could also study the F-term embedding of our theories into N = 1 supergravity
with a single chiral multiplet. When Γ is an arithmetic group, this leads to connections
with the theory of automorphic forms. It would be interesting to study the extension of our
models to the case when Σ is a non-orientable surface. In that situation, the uniformizing
surface group Γ is replaced by a non-Euclidean crystallographic group [48, 49]. It would
also be interesting to consider the case when Σ is not topologically finite.
We refer the interested reader to reference [31] for a detailed study of cosmological
trajectories in two-field generalized α-attractor models based on elementary hyperbolic sur-
faces and to [32] for a similar study in the model based on the hyperbolic triply punctured
sphere. As shown in those references, it is quite easy in such models to obtain the ob-
servationally favored range of 50 − 60 e-folds for various inflationary trajectories. This
shows that the class of models proposed in the present paper could be of phenomenological
interest. Unlike ordinary two-field α-attractor models (which are based on the Poincaré
disk), generalized two-field α attractors can have much richer post-inflationary dynamics,
as illustrated qualitatively in Section 4 of this paper and quantitatively in [31, 32] through
numerical computation of various trajectories. The surprising complexity of such trajec-
tories indicates rich possibilities which may be of interest to cosmological model building.
While much work remains to be done before ascertaining the phenomenological viability of
such models, it may well be worth stepping into the world of general hyperbolic surfaces as
a natural special class of scalar manifolds for cosmological two-field models. Indeed, hyper-
bolic surfaces form a family of two-dimensional Riemannian manifolds to which two-field
model technology can be applied in a non-generic manner and usefully combined with the
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powerful results of uniformization theory.
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A Isothermal and semi-geodesic coordinates on Riemann surfaces
In this paper, we often use two special kinds of local coordinate systems on Σ:
• Isothermal coordinates. Let x = Rez and y = Imz be the real coordinates defined
by a local holomorphic coordinate z on a complex curve (Σ, J). In such coordinates,
any Hermitian (and hence Kähler) metric G on (Σ, J) takes the local form:
ds2 = λ2(z, z¯)|dz|2 = λ2(dx2 + dy2) , where λ(z, z¯) > 0 (A.1)
and the Gaussian curvature of G is given by:
K = −∆G log λ ,
where:
∆G =
1
λ2
(
∂2
∂x2
+
∂2
∂y2
)
=
4
λ2
∂2
∂z∂z¯
is the Laplacian of G. The metric G is hyperbolic iff K = −1, which amounts to the
condition:
∆G log λ = 1 ⇐⇒ 4∂
2 log λ
∂z∂z¯
= λ2 ⇐⇒
(
∂2
∂x2
+
∂2
∂y2
)
log λ = λ2 . (A.2)
Any Riemannian metric G on an oriented surface Σ determines a unique orientation-
compatible complex structure J on Σ such that G is Kähler with respect to J ; this
complex structure depends only on the conformal class of G. In this case, the isother-
mal coordinates x, y determined by a local J-holomorphic coordinate z defined on an
open subset U ⊂ Σ are called local isothermal coordinates for G. The smooth function
λ : U → R>0 defined through (A.1) in such coordinates is called the local density of G
with respect to z. When G is hyperbolic, λ satisfies (A.2) and is called the Poincaré
density of G.
• Semi-geodesic coordinates. Any point of a Riemann surface (Σ,G) admits an open
neighborhood U supporting semi-geodesic coordinates, in which the metric takes the
form:
ds2 = dr2 +H(r, θ)2dθ2 , where H(r, θ) > 0 . (A.3)
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Such coordinates are characterized by the property that the curves θ= constant are
geodesics (with natural parameter r) which are orthogonal to the surfaces r= constant.
The Gaussian curvature is given by:
K = − 1
H
∂2H
∂r2
,
while the non-vanishing Christoffel symbols are [50, p. 389]:
Γrθθ = −H∂rH ,
Γθrθ = Γ
θ
θr = ∂r logH , (A.4)
Γθθθ = ∂θ logH .
The metric G is hyperbolic when K = −1, which amounts to the condition:
∂2H
∂r2
= H .
B Uniformization of smooth Riemann surfaces
In this appendix, we summarize some well-known results of uniformization theory and of
the theory of hyperbolic surfaces which are used in various sections of the paper. Some
standard references for this classical subject are [30, 51–53].
B.1 Hyperbolic surfaces
Let Σ be an oriented surface, which need not be compact. A complete Riemannian metric
G on Σ is called hyperbolic if its Gaussian curvature K(G) equals −1. In this case, the
pair (Σ, G) is called a hyperbolic surface. Each conformal class c on Σ contains at most
one hyperbolic metric. The uniformization theorem of Koebe and Poincaré [29] implies
that such a hyperbolic metric exists in c iff (Σ, J) is covered holomorphically by the unit
disk, where J is the orientation-compatible complex structure determined by c. A compact
oriented surface admits a hyperbolic metric iff its genus g is strictly greater than one; in
that case, there exists a continuous infinity of hyperbolic metrics which form a moduli space
of complex dimension 3g − 3 (real dimension 6g − 6). The case when Σ is non-compact is
discussed below.
B.2 The Poincaré upper half plane
The open upper half plane:
H def.= {τ ∈ C|Imτ > 0}
with complex coordinate τ admits a unique complete metric of constant Gaussian curvature
−1, known as the Poincaré plane metric. This metric is given by:
ds2H = λH(τ, τ¯)
2|dτ |2 with λH(τ, τ¯) = 1
Imτ
. (B.1)
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The Cartesian coordinates x = Reτ and y = Imτ are isothermal (see Appendix A) and we
have:
ds2H =
dx2 + dy2
y2
. (B.2)
Notice that H is a non-compact manifold without boundary (an open manifold), which has
infinite area with respect to the metric (B.1). However, (H, ds2H) (which is isometric with the
Poincaré disk (D,ds2D) discussed below) has a conformal compactification H¯ (see Appendix
C.2). The latter is a manifold with boundary which is diffeomorphic with the closed unit
disk D¯. Thus H has a conformal boundary ∂∞H which is diffeomorphic with the unit circle
S1. The latter can be obtained from the real axis Imτ = 0 by adding the point at infinity:
∂∞H ' S1 ' {τ ∈ C | Imτ = 0} unionsq {∞} .
The group of orientation-preserving isometries of H is isomorphic with PSL(2,R), acting
on H from the left by fractional linear transformations:
τ → Aτ def.= aτ + b
cτ + d
, ∀A =
[
a b
c d
]
∈ SL(2,R) . (B.3)
The geodesics of H are as follows (see Figure 6):
A. The Euclidean half-circles contained in H and having center on the real axis. The
canonical orientation of such a geodesic is from left to right when the imaginary axis of
H points upwards.
B. The Euclidean half-lines parallel to the imaginary axis. The canonical orientation of
such a geodesic is from bottom to top when the imaginary axis of H points upwards.
A horocycle of H is either a Euclidean circle which is tangent to a point of the real axis or
a Euclidean line parallel to the real axis. In the second case, we say that the horocycle is
tangent to ∂∞H at the point ∞. The canonical orientation of a horocycle is from left to
right when the imaginary axis of the Poincaré half-plane points upwards.
Figure 6: Some geodesics (red) and horocycles (green) on the upper half-plane.
B.3 The Poincaré disk
The open unit disk:
D def.= {u ∈ C | |u| < 1}
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with complex coordinate u admits a unique complete metric of constant Gaussian curvature
−1. This is known as the Poincaré disk metric and is given by:
ds2D = λ
2
D(u, u¯)|du|2 with λD(u, u¯) =
2
1− |u|2 .
In particular, Reu and Imu are isothermal coordinates. The hyperbolic disk is isometric
with the hyperbolic plane through the biholomorphic transformation (the Cayley map)
f : D→ H given by:
τ = f(u)
def.
=
u+ i
iu+ 1
⇒ u = i− τ
iτ − 1 , (B.4)
which is the action of the Cayley element:
Q
def.
=
1
2
[
1 i
i 1
]
∈ SL(2,C) (B.5)
on τ by a fractional linear transformation. This extends to a diffeomorphism of manifolds
with boundary between the conformal compactifications D¯ and H¯, which takes the center
u = 0 of D into the point τ = i and takes the conformal boundary point u = i ∈ ∂∞D
into the conformal boundary point τ =∞ ∈ ∂∞H. In particular, f identifies the conformal
boundaries ∂∞D ' S1 and ∂∞H. The group of orientation-preserving isometries of D is
PSU(1, 1), where:
SU(1, 1) =
{
A =
[
η σ
σ¯ η¯
] ∣∣∣ η, σ ∈ C , |η|2 − |σ|2 = 1}
acts on D through:
u→ ηu+ σ
σ¯u+ η¯
.
The subgroups SU(1, 1) and SL(2,R) of SL(2,C) are conjugate through the Cayley element:
QSU(1, 1)Q−1 = SL(2,R) ,
which implies a similar conjugacy relation between the subgroups PSU(1, 1) and PSL(2,R)
of PSL(2,C). In particular, PSU(1, 1) is isomorphic with PSL(2,R). Moreover, the sub-
groups Γ of PSL(2,R) can be identified with the subgroups ∆ of PSU(1, 1) through the
Cayley correspondence:
∆ = Q−1ΓQ . (B.6)
The geodesics of D are those Euclidean half-circles contained in D which are orthogonal to
∂∞D, together with the diameters of D. The canonical orientation of geodesics is induced
from that of geodesics in the Poincaré half-plane model. In the Poincaré disk model,
horocycles correspond to those Euclidean circles contained in the closed unit disk which
are tangent to ∂∞D at some point of the conformal boundary; their canonical orientation
is induced from that of horocycles in the Poincaré half-plane model; the point of tangency
is not part of the horocycle (see Figure 7)
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Figure 7: Some geodesics (red) and horocycles (green) on the Poincaré disc.
B.4 Classification of elements of PSL(2,R)
An element A =
[
a b
c d
]
∈ PSL(2,R) is called:
• elliptic, if |tr(A)| < 2 ,
• parabolic, if |tr(A)| = 2 ,
• hyperbolic, if |tr(A)| > 2 .
The fixed points of A ∈ PSL(2,R) in C are the solutions τ± = (a−d)±
√
(a+d)2−4
2c of the
equation:
cτ2 + (d− a)τ − b = 0
(which has discriminant tr(A)2 − 4) and satisfy the Vieta relations:
τ+ + τ− =
a− d
c
, τ+τ− = −b
c
,
as well as the relation:
τ+ − τ− =
√
tr(A)2 − 4
c
.
The element A is non-elliptic iff the roots belong to ∂∞H = R unionsq {∞}, being parabolic or
hyperbolic iff the roots are respectively equal or distinct. We concentrate on parabolic and
hyperbolic elements, since smooth surfaces are uniformized by Fuchsian groups without
elliptic elements.
Parabolic elements and parabolic cyclic groups. The fixed point τP ∈ ∂∞H of a
parabolic element P ∈ PSL(2,R) can be moved to any position on ∂∞H by conjugating P
inside PSL(2,R). Any horocycle tangent to ∂∞H at τP is stabilized by the action of P on
H. The unit horocycle cP of P is the unique horocycle tangent to ∂∞H at τP such that the
quotient closed curve cP /〈P 〉 has hyperbolic length equal to one.
The subgroup of PSL(2,R) consisting of all elements fixing a given point τ0 ∈ ∂∞H is
an infinite cyclic group Zτ0 ⊂ PSL(2,R) consisting of parabolic elements (called a parabolic
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cyclic group). All parabolic cyclic groups are mutually conjugate inside PSL(2,R). More-
over, the map τ0 → Zτ0 is a bijection between the points of ∂∞H and the set of all parabolic
cyclic subgroups of PSL(2,R). All elements P ∈ Zτ0 satisfy τP = τ0 and can be written as
P = Pmτ0 for some integer m ∈ Z, where Pτ0 is a generator of Zτ0 , which is called a parabolic
generator determined by τ0. There are exactly two parabolic generators, namely Pτ0 and
P−1τ0 . The positive parabolic generator is that parabolic generator which maps each point of
the unit horocycle tangent to ∂∞H at τ0 to a point lying forward on that horocycle with
respect to the canonical orientation.
Hyperbolic elements and hyperbolic cyclic groups. The two fixed points τ±H of
a hyperbolic element H ∈ PSL(2,R) can be moved to any distinct positions on ∂∞H
(for example, to the points 0 and ∞) by conjugating H inside PSL(2,R). The axis of a
hyperbolic element H is the unique hyperbolic geodesic cH connecting the two fixed points
of H; this geodesic is stabilized by the action of H on H. Notice that the axis is completely
determined by the two fixed points of H. The positive number `(H) > 0 defined through
the relation:
tr(H) = 2 cosh
(
`(H)
2
)
(B.7)
is called the displacement length of H. It coincides with the hyperbolic distance between
any point τ ∈ cH and its image Hτ ∈ cH . The displacement radius of H is defined through:
RH
def.
= e
pi2
`(H) > 1 . (B.8)
The subgroup of PSL(2,R) consisting of all elements fixing two given distinct points τ1, τ2 ∈
∂∞H is an infinite cyclic group Zτ1,τ2 ⊂ PSL(2,R) consisting of hyperbolic elements (called
a hyperbolic cyclic group). All hyperbolic cyclic groups are mutually conjugate inside
PSL(2,R). Moreover, the map {τ1, τ2} → Zτ1,τ2 is a bijection between the set of two-
element subsets of ∂∞H and the set of all parabolic cyclic subgroups of PSL(2,R). All
elements H ∈ Zτ1,τ2 satisfy {τ+H , τ−H} = {τ1, τ2} and can be written as H = Hmτ1,τ2 for some
integer m ∈ Z, where Hτ1,τ2 is a generator of Zτ1,τ2 , which is called a hyperbolic genera-
tor determined by the set {τ1, τ2}. There are exactly two such generators, namely Hτ1,τ2
and H−1τ1,τ2 . The positive hyperbolic generator is that hyperbolic generator which maps each
point of the geodesic connecting τ1 and τ2 to a point lying forward on that geodesic with
respect to the canonical orientation.
B.5 Fuchsian and surface groups
A subgroup Γ of PSL(2,R) is discrete iff it acts properly discontinuously on the upper half
plane by fractional linear transformations (B.3). In this case Γ is called a Fuchsian group.
By definition, a surface group is a Fuchsian group Γ without elliptic elements.
Remark. There exists an uncountable infinity of conjugacy classes of surface groups.
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B.6 Uniformization of hyperbolic surfaces
Uniformization to the hyperbolic plane. Any oriented smooth hyperbolic surface
(Σ, G) can be written as the quotient H/Γ (endowed with the quotiented Poincaré metric),
where H is the hyperbolic plane endowed with the Poincaré metric and Γ is a surface group.
Notice that the groups Γ and pi1(Σ) are isomorphic. Let piH : H → Σ be the projection
map (which is known as the uniformization map). When Σ is endowed with the complex
structure corresponding to the conformal class of G and H is endowed with its hyperbolic
complex structure, the map piH is a holomorphic covering map. Conversely, any holomorphic
covering map piH : H → Σ induces a hyperbolic metric on Σ which makes piH into a local
isometry. Moreover, (Σ, G) determines piH up to composition with an element of PSL(2,R);
this implies that the uniformizing group Γ is determined by (Σ, G) up to conjugation inside
PSL(2,R). Let z be a local complex coordinate on Σ. Then piH has the local representation
z = z(τ) and we have ds2G = λ
2
Σ|dz|2, which gives:
λΣ(z) =
1
Imτ(z)
|dτ
dz
| , (B.9)
where τ(z) is a local inverse of z(τ).
Uniformization to the hyperbolic disk. The Cayley correspondence (B.6) identifies
Fuchsian groups Γ with the discrete subgroups ∆ of PSU(1, 1). Composing piH with the
Cayley transformation f : D → H gives a holomorphic covering map piD : D → Σ and a
presentation (Σ, G) = D/∆. The map piD has the local representation z = z(u) and we
have ds2G = λ
2
Σ|dz|2, which gives:
λΣ(z) =
2
1− |u(z)|2 |
du
dz
| , (B.10)
where u(z) is a local inverse of z(u).
Remark. When (Σ, G) is given, the highly-nontrivial problem of determining the func-
tions z(u) (or z(τ)) explicitly is known as the “explicit uniformization problem”.
B.7 Classification of surface groups
Let D¯ def.= D unionsq ∂∞D be the conformal compactification of D (which equals the closed unit
disk). Let ΛD ⊂ ∂∞D denote the set of limit points (in the Euclidean topology) of the orbits
of ∆ on D and ΛH ⊂ ∂∞H denote the limit set of the corresponding Fuchsian group Γ. We
can of course identify ∂∞H with ∂∞D and hence ΛH with ΛD. The set ΛD is closed and
stabilized by the action of ∆ on the complex plane given by fractional transformations. A
classical theorem of Poincaré and Fricke-Klein states that one has the trichotomy [51–53]:
• ΛD is finite, in which case ∆ and Γ are called elementary.
• ΛD = ∂∞D, in which case ∆ and Γ are called of the first kind.
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• ΛD is a perfect and nowhere-dense13 subset of ∂∞D, in which case ∆ and Γ are called
of the second kind.
A hyperbolic surface (Σ, G) is called elementary, of the first kind or of the second kind if
its uniformizing surface group Γ (equivalently, ∆) is of the corresponding type. For an
elementary surface group Γ, the cardinality of ΛD ' ΛH can equal 0, 1 or 2, namely:
• ΛD = ∅ iff (Σ, G) is isometric with the hyperbolic disk D. In this case, Γ = 1 is the
trivial group.
• ΛD = {u} for some u ∈ ∂∞D iff (Σ, G) is isometric with the hyperbolic punctured
disk14 D∗. In this case, Γ ' Z is the parabolic cyclic group consisting of all elements
of PSL(2,R) which fix the point of ∂∞H corresponding to u.
• ΛD = {u1, u2} with u1, u2 ∈ ∂∞D and u1 6= u2 iff Σ is isometric with the hyperbolic
annulus15 A(R) for some R > 1. In this case, Γ ' Z is the hyperbolic cyclic group
consisting of all elements of PSL(2,R) which fix both points of ∂∞H which correspond
to u1 and u2.
Moreover, Γ (equivalently, ∆) is of the first kind iff areaG(Σ) is finite (see [52]); this happens
iff a fundamental polygon of ∆ has a finite number of vertices and sides and no free sides,
where a side of a fundamental polygon is called free if it is a portion of the conformal
boundary ∂∞D (see Appendix B.9). When Γ is of the second kind, the complement ∂∞D \
ΛD ' ∂∞H \ ΛH is an open subset of S1 and hence it is a countable disjoint union of open
segments (intervals) which we denote by Ik (k ∈ Z>0); these are called the intervals of
discontinuity of Γ.
B.8 Orientation-preserving isometries
For a smooth hyperbolic surface (Σ, G) uniformized by the surface group Γ ⊂ PSL(2,R),
the group of orientation-preserving isometries coincides with the group of biholomorphisms
(automorphisms of the underlying complex manifold (Σ, J)) and is given by:
Iso+(Σ, G) = N(Γ)/Γ ,
where:
N(Γ)
def.
= {h ∈ PSL(2,R) | hΓh−1 = Γ}
is the normalizer of Γ in PSL(2,R). When Γ is elementary, this group is infinite and
isomorphic with U(1). When Γ is non-elementary, this group is finite and its cardinality
satisfies the bound [54]:
|Iso+(Σ, G)| ≤ 12(g − 1) + 6n , n > 0 , (B.11)
13I.e. a closed set with empty interior and without isolated points.
14The hyperbolic punctured disk D∗ (also known as the parabolic cylinder [30]) is the non-compact hy-
perbolic surface obtained by endowing the open unit punctured disk {u ∈ C|0 < |u| < 1} with its unique
Riemannian metric of Gaussian curvature equal to −1.
15For each R > 1, the hyperbolic annulus A(R) (also known as the hyperbolic cylinder [30]) is the non-
compact hyperbolic surface obtained by endowing the open annulus {u ∈ C| 1
R
< |u| < R} with its unique
Riemannian metric of Gaussian curvature equal to −1. The positive quantity µ def.= 2 logR is known as the
modulus of A(R).
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where g is the genus of Σ and n is the number of ends. For n = 0 the previous formula does
not apply, being replaced instead by the Hurwitz bound |Iso+(Σ, G)| ≤ 84(g − 1). Notice
that every finite group arises as the automorphism group of some compact hyperbolic
surface.
B.9 Fundamental polygons
Let Γ ⊂ PSL(2,R) be a Fuchsian group with limit set ΛH ⊂ ∂∞H and let Σ = H/Γ be the
corresponding hyperbolic surface. A subset DH ⊂ H is called a fundamental domain for Γ
if it satisfies the following three conditions:
1. DH is non-empty, open and connected.
2. For any γ ∈ Γ \ {1}, we have γ(DH) ∩DH = 0.
3. We have unionsqγ∈ΓDH = H, where DH denotes the relative closure of DH in H.
A fundamental domain DH is called a fundamental polygon if it satisfies certain technical
conditions for which we refer the reader to [51–53, 55]. These conditions state that DH is a
convex polygon which in general may have an infinite number of vertices and sides, where
sides are either geodesic segments or so-called free sides. A free side of DH is an interval
of ∂∞H which is contained in some interval of discontinuity of Γ. A free vertex is a vertex
of DH which is an endpoint of a free side. An ideal vertex is a vertex of DH which lies
inside the limit set ΛH of Γ. Any Fuchsian group (in particular, any surface group) admits
a fundamental polygon (for example, the so-called Dirichlet polygon [51–53]). Two distinct
sides of a fundamental polygon DH are called equivalent (or Γ-congruent) if there exists an
element γ ∈ Γ which maps one side into the other. This defines an equivalence relation
whose equivalence classes partition the set of all sides. Each equivalence class of non-free
sides contains a single (unordered) pair of distinct sides, called a Poincaré pair. The set of
all such equivalence classes is called the Poincaré pairing (or side identification [55]) of DH.
Given two Γ-congruent non-free sides, there exist exactly two elements which map these
sides into each other and these elements are mutually inverse. Moreover, picking one of
these elements for each pair of Γ-congruent non-free sides one obtains a set of generators
for Γ [51–53].
Since in our case Σ has no orbifold points and Γ is a surface group, all vertices of DH
must be ideal vertices or free vertices. When Γ is of the first kind, we have ΛH = ∂∞H. In
that case, DH has no free sides and all its vertices are ideal vertices; thus DH is an ideal
polygon, i.e. a hyperbolic polygon all of whose vertices lie on ∂∞H.
C Topologically finite surfaces
This appendix reviews certain classical results concerning topologically finite surfaces. An
oriented surface Σ is called topologically finite if its fundamental group pi1(Σ) is finitely-
generated. This happens iff Σ is homeomorphic (and hence diffeomorphic) with Σˆ\{p1, . . . , pn},
where Σˆ is a compact oriented surface without boundary and p1, . . . , pn is a finite collection
of distinct points of Σˆ. In this case, Σˆ is uniquely determined by Σ up to diffeomorphism,
while the diffeomorphism class of Σ is determined by that of Σˆ and by the number n.
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C.1 The end compactification. Genus and Euler characteristic
Let Σ be a topologically finite surface. Then Σˆ can be identified with the end (a.k.a.
Kerékjártó-Stoilow) compactification of Σ, where p1, . . . , pn correspond to the Kerékjártó-
Stoilow ideal points. In particular, Σ has exactly n ends, one for each ideal point pj .
Moreover, Σ is determined up to diffeomorphism by n and by the genus g of Σˆ, which is
also called the genus of Σ. The Euler characteristic of Σ is given by:
χ(Σ) = 2− 2g − n ,
while that of Σˆ is given by:
χ(Σˆ) = 2− 2g .
If G is a complete metric on Σ such that areaG(Σ) is finite, the Gauss-Bonnet theorem
applies16, giving: ∫
Σ
K(G)volG = 2piχ(Σ) .
In particular, Σ admits a hyperbolic metric G of finite area iff χ(Σ) = −areaG(Σ)2pi is negative,
i.e. iff 2g + n > 2. In the planar case g = 0, which requires n ≥ 3.
Remark. When g = 0 (i.e. when Σ is a planar surface), the end compactification Σˆ is
the unit sphere S2.
C.2 Prolongation of conformal structures and the conformal compactification
Let Σ = Σˆ \ {p1, . . . , pn} be a topologically finite surface. Consider a partition:
P : {1, . . . , n} = {i1, . . . , inc} unionsq {j1, . . . , jnf } ,
where nc ≥ 0 and nf ≥ 0 are natural numbers. Since any annulus is diffeomorphic
with the punctured unit disk, Σ is diffeomorphic with the borderless surface ΣP
def.
=
Σˆ \ ({pi1 , . . . , pinc} ∪ D¯j1 ∪ . . . ∪ D¯jnf ), where D¯j are closed disks embedded in Σˆ and
centered at the points pj1 , . . . , pjnf , such that no two closed disks meet each other and no
closed disk meets any of the points pi1 , . . . , pinc .
Any orientation-compatible complex structure I on Σˆ determines a complete canonical
metric GˆI on Σˆ as follows [59]:
1. When g = 0, (Σˆ, I) is biholomorphic with the complex projective plane CP1. In this
case, GˆI is the unique metric on CP1 which has Gaussian curvature +1, i.e. the metric
which makes CP1 isometric with the unit round sphere S2.
2. When g = 1, (Σˆ, I) is biholomorphic with an elliptic curve. In this case, GˆI is the unique
flat metric for which a fundamental domain has sides 1 and τ , where τ ∈ H is chosen
such that |τ | ≥ 1 and |Reτ | ≤ 12 .
3. When g ≥ 2, GˆI is the unique complete hyperbolic metric on Σˆ whose conformal class
corresponds to I.
16This is because the boundary contribution from the cusp ends vanishes [56].
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By definition, a closed circular disk in Σˆ relative to I is a closed subset of Σˆ which has the
form:
D¯I(p; r)
def.
= {q ∈ Σˆ|dI(q, p) ≤ r} ,
where p is a point of Σˆ and dI is the distance function defined by the canonical metric GˆI . A
circle domain of (Σˆ, I) is a connected open subset of Σ obtained by removing a finite number
nc of points and a finite number nf of closed circular disks from Σˆ (where nc + nf = n)
and endowing the resulting surface with the restriction of the complex structure I. Notice
that any circle domain is diffeomorphic with a surface of the form ΣP for some partition P
as above.
Let J be an orientation-compatible complex structure on Σ. Then it was shown in
[58, 59] that there exists a unique complex structure Jˆ on Σˆ such that (Σ, J) is biholo-
morphic with a circle domain ΣJ of (Σˆ, Jˆ). Moreover, ΣJ is uniquely determined up to a
biholomorphism of (Σˆ, Jˆ). We say that Jˆ is the prolongation of J to Σˆ. If c and cˆ are the
conformal structures defined by J and Jˆ on Σ and Σˆ, then we say that cˆ is the prolongation
of c to Σˆ.
By definition, the conformal compactification ΣJ of Σ with respect to J is the surface
obtained by taking the closure of ΣJ inside Σˆ. The topological boundary ∂J∞Σ = ΣJ \ Σ
of ΣJ consists of nc isolated points and nf disjoint simple closed curves; this is called the
conformal boundary of (Σ, J). In particular, (ΣJ , Jˆ |ΣJ ) is a bordered Riemann surface with
nc interior marked points and nf boundary components. When J is of hyperbolic type, one
has nf = 0 iff the area of Σ (computed with respect to the hyperbolic metric determined by
J) is finite. When a hyperbolic metric G on Σ is given, we define ∂G∞Σ
def.
= ∂J∞Σ, where J
is the complex structure determined by G. We sometimes write this simply as ∂∞Σ, when
the hyperbolic metric G is understood.
Remark. Suppose that Σ is a planar surface, i.e. g = 0. In this case, Σˆ = S2 admits
a unique orientation-compatible complex structure I (which makes it biholomorphic with
the Riemann sphere CP1) and the result above reduces to the classical statement that any
topologically finite planar Riemann surface is biholomorphic with a circle domain in the
Riemann sphere.
D Geometrically finite hyperbolic surfaces
This appendix contains a brief review of basic results on geometrically finite hyperbolic sur-
faces, i.e. those hyperbolic surfaces whose underlying 2-manifold is topologically finite. An
important advantage of such surfaces (which makes them especially useful for applications
to cosmology) is that each end of a geometrically finite hyperbolic surface admits a canoni-
cal neighborhood on which the hyperbolic metric can be brought to one of a small number
of standard forms in semi-geodesic coordinates. A standard reference for this subject is
[30].
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D.1 Basics
Proposition-definition [30] Let (Σ, G) be a hyperbolic surface uniformized by the sur-
face group Γ ⊂ PSL(2,R). Then the following statements are equivalent:
(a) Σ is topologically finite.
(b) Γ is finitely-generated.
(c) Γ admits a fundamental domain which is a convex polygon with a finite number of sides
(some of which may be free sides).
In this case, one says that Γ and (Σ, G) are geometrically finite.
All elementary hyperbolic surfaces (the Poincaré disk, the hyperbolic punctured disk and
the hyperbolic annuli) are geometrically finite. Moreover, a result due to Siegel states that
any hyperbolic surface of the first kind (i.e. with finite area) is geometrically finite (see
[52]); in particular, all compact hyperbolic surfaces are geometrically finite. A hyperbolic
surface of the second kind may be either geometrically finite or geometrically infinite.
Elementary hyperbolic surfaces are special in that the isometry type of their ends can
be exceptional. Due to this fact, we start by discussing non-elementary geometrically finite
hyperbolic surfaces, whose ends admit a uniform classification up to isometry [30].
D.2 Hyperbolic type of ends of non-elementary geometrically finite hyperbolic
surfaces
A non-elementary geometrically finite hyperbolic surface (Σ, G) can have only two types
of ends, namely cusp or funnel ends. The cusp ends correspond to isolated points of the
conformal boundary ∂G∞Σ, while the funnel ends correspond to the simple closed curve
components of ∂G∞Σ.
Hyperbolic cusps. Given a parabolic element P ∈ PSL(2,R), the cusp domain CP ⊂
H defined by P is the interior of the disk bounded by the unit horocycle cP of P (see
Appendix B.4). The hyperbolic cusp defined by P is the quotient CP = CP /〈P 〉 (endowed
with the quotient metric), where 〈P 〉 denotes the infinite cyclic group generated by P .
The cusp defined by any parabolic element P ∈ PSL(2,R) is isometric with a sub-disk
of the hyperbolic punctured disk D∗ which contains the origin (see Appendix D.4). In
particular, the cusp is independent of the choice of the parabolic element P up to isometry.
A hyperbolic cusp is non-compact but has finite hyperbolic area.
Hyperbolic funnels. Given a hyperbolic element H ∈ PSL(2,R), the funnel domain
FH ⊂ H defined by H is the region bounded by ∂∞H and by the axis cH of H. The
hyperbolic funnel defined by H is the quotient FH = FH/〈H〉 (endowed with the quotient
metric), where 〈H〉 denotes the infinite cyclic group generated by H. Up to isometry, FH
depends only on the displacement length `(H) of H and can be identified with the “inner
half” of the hyperbolic annulus A(RH) of modulus µH = 2 logRH = 2pi
2
`(H) , where RH is the
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displacement radius of H (see (B.8)). The displacement length `(H) is called the width of
the hyperbolic funnel. A hyperbolic funnel is non-compact and of infinite hyperbolic area.
The Nielsen and truncated Nielsen regions. Let Γ ⊂ PSL(2,R) be a non-elementary
finitely-generated surface group and Σ def.= H/Γ. For each such group, we define the cusp
domains Cj := Cj(Γ), funnel domains Fk := Fk(Γ), Nielsen region NΓ and truncated Nielsen
region KΓ as follows. Let ΛH ⊂ ∂∞H denote the limit set of Γ. The set of points of ∂∞H
which are fixed by some parabolic cyclic subgroup of Γ is a countable subset of ΛH called
the set of cusp points of Γ. For each cusp point τj ∈ ΛH, let Pj be the positive generator of
the parabolic cyclic subgroup of Γ which fixes τj and let Cj def.= CPj ⊂ H be the cusp domain
defined by Pj . It can be shown (see [30, Lemma 2.12]) that Cj1 ∩ Cj2 = ∅ for j1 6= j2 and
that an element γ ∈ Γ satisfies γ(Cj) ∩ Cj 6= ∅ iff γ(Cj) = Cj iff γ belongs to the parabolic
cyclic group 〈Pj〉 generated by Pj . Distinguish the cases:
A. When Γ is of the first kind, we have ΛH = ∂∞H. In this case, define:
NΓ def.= H , KΓ def.= H \ (unionsqjCj) .
B. When Γ is of the second kind, the complement ∂∞H \ ΛH is a countable union of
intervals of discontinuity of Γ. For each such interval Ik, let Hk be the generator of the
hyperbolic cyclic group consisting of all hyperbolic elements of PSL(2,R) which fix the
two endpoints of Ik and let Fk def.= FHk ⊂ H denote the funnel domain defined by Hk.
It can be shown (see [30, Lemma 2.12]) that the closure of Fk does not meet any Fk′
with k′ 6= k and also does not meet the union of the cusp regions ∪jCj . Define:
NΓ def.= H \ (unionsqjFj) , KΓ def.= NΓ \ (unionsqjCj) .
It is easy to see the set NΓ is geodesically convex, being the geodesic convex hull of ΛH.
The canonical decomposition of Σ.
Definition. The convex core of Σ is the bordered surface:
NΣ
def.
= NΓ/Γ ,
endowed with the quotient hyperbolic metric. The compact core of Σ is the bordered
compact surface:
KΣ
def.
= KΓ/Γ ,
endowed with the quotient hyperbolic metric. The cusp regions C1, . . . ,Cnc of Σ are the
distinct regions of Σ obtained from the sequence of hyperbolic cusps Cj/〈Pj〉 under the full
quotient by Γ. The funnel regions F1, . . . ,Fnf of Σ are the distinct regions of Σ obtained
from the sequence of hyperbolic funnels Fk/〈Hk〉 under the full quotient by Γ. The quotient
of H by Γ identifies those hyperbolic cusps Cj1/Pj1 and Cj2/Pj2 for which Pj1 is conjugate
to Pj2 inside Γ, and similarly for hyperbolic funnels.
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We have:
NΣ = KΣ unionsq C1 unionsq . . . unionsq Cnc .
The convex core NΣ is the largest geodesically convex subset of Σ.
Theorem. [30] A non-elementary geometrically finite hyperbolic surface (Σ, G) admits a
disjoint union decomposition Σ = NΣunionsqF1unionsq . . .unionsqFnf = KΣunionsqC1unionsq . . .unionsqCnc unionsqF1unionsq . . .unionsqFnf .
In particular, each end of sigma corresponds to a cusp or a funnel region, being either a
cusp end or a funnel end. We have:
n = nc + nf ,
where n is the total number of ends. Moreover:
• (Σ, G) has no funnel ends (nf = 0) iff it is of the first kind, i.e. iff (Σ, G) has finite
area.
• (Σ, G) has no cusp ends (nc = 0) iff the convex core NΣ is compact.
• (Σ, G) is compact iff it has no ends (n = 0).
A geometrically finite hyperbolic surface with two cusp ends and one funnel end is sketched
in Figure 8.
Figure 8: A geometrically finite hyperbolic surface with two cusp ends and one funnel
end, where KΣ indicates the compact core. In this example, the ideal boundary consists
of n = 3 points while the conformal boundary ∂∞Σ consists of two points (the blue dots
corresponding to the cusp ends) and a circle (the blue circle corresponding to the funnel
end). The two green lines are the horocycles which separate the compact core KΣ from the
two cusp regions C1 and C2, while the red line is the geodesic which separates KΣ from the
funnel region F1.
D.3 Hyperbolic pants decompositions of the convex core
Recall that a (topological) pair of pants X is a genus zero surface with boundary which is
diffeomorphic with a sphere with three holes, where the boundaries of the holes (each of
which is diffeomorphic with a circle and is called a cuff) are the boundary components of X.
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Such a surface has genus zero and 3 ends, thus χ(X) = −1. In particular, the fundamental
group pi1(X) is free on two generators. A hyperbolic pants metric is a hyperbolic metric G
on X for which each boundary component is a geodesic. When endowed with such a metric,
the Riemannian manifold with boundary (X,G) is called a hyperbolic pair of pants. This
has area 2pi and the hyperbolic metric G is uniquely determined by the hyperbolic lengths
(called the cuff lengths) `1, `2, `3 of the boundary components. A cuff length vanishes iff the
corresponding cuff is collapsed to a point; such a generated pair of pants is called tight. The
non-negative real numbers `1, `2 and `3 determine (X,G) up to isometry, so we shall use the
notation X(`1, `2, `3) for the latter. The uniformizing group of X(`1, `2, `3) is a free group
on two generators. Moreover, X(`1, `2, `3) can be obtained by gluing two copies of a right
angled hyperbolic hexagon H ⊂ H with three alternating sides of lengths `1/2, `2/2 and
`3/2, where the gluing is performed along the other three sides. Such a hyperbolic hexagon
is uniquely-determined by `1, `2 and `3 up to the action of PSL(2,R). The following is a
fundamental result in Teichmüller theory [30, 36]:
Theorem. Let (Σ, G) be a non-elementary geometrically finite hyperbolic surface. Then
the convex core NΣ of (Σ, G) can be decomposed as a finite union of hyperbolic pairs of
pants X1, . . . , Xm, where m = −χ(Σ) = n+ 2g − 2 and the hyperbolic pants metric of Xj
is given by restricting G:
NΣ = X1 ∪ . . . ∪Xn+2g−2 .
The hyperbolic pairs of pants in the theorem are separated by geodesics of (Σ, G). One can
order these such that X1, . . . , Xnc are tight pairs of pants, each of which has precisely one
vanishing cuff length; this isolates each cusp end of Σ within a tight pair of pants. Notice
that the hyperbolic pants decomposition of (Σ, G) is not unique.
D.4 Cusp and funnel coordinates
Consider a geometrically finite hyperbolic surface Σ = H/Γ, where Γ ⊂ PSL(2,R) is a
surface group with limit set ΛH ⊂ ∂∞H. Recall that ∂∞H \ ΛH is a countable union of
intervals of discontinuity Ik. Since ∂∞H and ΛH are stabilized by the action of Γ, this
action permutes the intervals Ik.
Ideal vertices and free sides of a fundamental polygon. Let DH be a fundamental
polygon for Γ. The Euclidean closure of DH touches ∂∞H at a finite number of ideal vertices
and along a finite number of free sides. Each ideal vertex lies in ΛH while each free side is
contained in one of the intervals Ik. Two ideal vertices or two free sides of DH are called
equivalent if they are related by the action of an element of Γ. This defines equivalence
relations on the sets of ideal vertices and free sides of DH, which partition these sets into
equivalence classes called ideal vertex cycles and free side cycles. Equivalent vertices project
through piH to the same isolated point of the conformal boundary ∂∞Σ, while equivalent
free sides project to the same circle component of ∂∞Σ. It follows that cusp points and
circle components of ∂∞Σ are respectively in bijection with ideal vertex cycles and free side
cycles.
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Cusp coordinates. At each ideal vertex v of the fundamental polygon, two sides of DH
(which are hyperbolic geodesic segments of H) meet with a vanishing angle, being paired
by a parabolic element Pv ∈ Γ. This element is a generator of the parabolic cyclic group
consisting of all elements of PSL(2,R) which fix v, and we can take it to be the positive
generator of that group. The relative cusp neighborhood of v in DH is the intersection:
Cv
def.
= DH ∩ Cv
of DH with the cusp domain Cv def.= CPv of Pv. It can be shown that no vertex of DH except
v meets the Euclidean closure of Cv. The holomorphic covering map piH maps Cv onto the
cusp region Cp = Cv/〈Pv〉 of Σ, which is a holomorphically embedded disk punctured at
the corresponding ideal point p = piH(v) ∈ Σˆ \ Σ (see Figure 9). There exists a unique
element Tv ∈ PSL(2,R) such that TvPvT−1v equals the translation τ → τ + 1. The local
holomorphic coordinate zp on Cp which identifies the latter with the punctured disk:
D˙
def.
= {z ∈ C | 0 < |z| < e−2pi} (D.1)
is called a local cusp coordinate for Σ near p and is given by17:
zp = e
2piiTvτ (τ ∈ Cv) . (D.2)
Notice that zp depends only on the ideal point p. Indeed, if v′ is another ideal vertex of DH
such that piH(v′) = piH(v) = p, then we have v′ = γv for some γ ∈ Γ and hence Pv′ = γPvγ−1
and Cv′ = γCv. Thus Tv′ = Tvγ−1 and Tv′τ ′ = Tv(γ−1τ ′) = Tvτ for any τ ′ = γτ ∈ Cv′ ,
where τ ∈ Cv. With respect to the coordinate zp, the ideal point p corresponds to zp = 0
and the restriction of the hyperbolic metric G to the cusp region Cp of Σ corresponds to the
restriction of the hyperbolic metric of the punctured disk D∗ to the punctured disk (D.1).
Figure 9: Two sides A and B of a fundamental polygon DH meeting at an ideal vertex v ∈
∂∞H and the unit horocycle of the parabolic generator Pv. The relative cusp neighborhood
Cv of v in DH is the region lying between the sides and the horocycle (represented by the
dashed circle). The holomorphic covering piH maps the cusp domain Cv bounded by the unit
horocycle to the hyperbolic cusp region Cp of Σ, which can be identified with a punctured
disk of radius e−2pi, centered at the corresponding ideal point p = piH(v) ∈ Σˆ (shown in
red). The covering map identifies the two sides of DH which meet at v.
17We have Tv(v) =∞ and Tv(Cv) = {τ ′ ∈ H | Imτ ′ > 1}.
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Funnel coordinates. The ends of each free side E of DH lie on two non-free sides of
DH (which are hyperbolic geodesic segments in H). These meet ∂∞H orthogonally, being
paired by a hyperbolic element HE ∈ Γ. Let e def.= piH(E) denote the circle component of
the conformal boundary ∂G∞Σ which corresponds to the free side E and let p ∈ Σˆ \ Σ be
the corresponding ideal point. Let IE be the unique interval of discontinuity of Γ which
contains E. Then HE is a generator of the hyperbolic cyclic subgroup of Γ consisting of all
elements of PSL(2,R) which fix each of the endpoints of IE , and we can take HE to be the
positive generator of this group. The relative funnel neighborhood of E in DH is defined as
the intersection:
FE
def.
= DH ∩ FE
of DH with the funnel domain FE def.= FHE of HE . It can be shown that no vertex of DH
except the two endpoints of E meets the Euclidean closure of FE . Let `E
def.
= `(HE) and
RE
def.
= RHE = e
pi2
`E be the displacement length and displacement radius of HE (see (B.7)
and (B.8)). The holomorphic covering map piH projects FE onto the funnel region Fp of
Σ corresponding to p, which is a holomorphically embedded open annulus, whose inner
boundary corresponds to e (see Figure 10). There exists a unique element TE ∈ PSL(2,R)
such that TEHET−1E is the dilation τ → e`Eτ . The local holomorphic coordinate zp on Fp
which identifies the latter with the open annulus:
ARE
def.
= {z ∈ C ∣∣ 1
RE
< |z| < 1} (D.3)
is called a local funnel coordinate on Σ near p and is given by18:
zp = e
2pii
`E
log(TEτ) (τ ∈ FE) . (D.4)
Again notice that zp depends only on the ideal point p. With respect to this coordinate,
e corresponds to the circle of radius |zp| = 1RE and the restriction of the hyperbolic metric
G to the funnel region Fp of Σ corresponds to the restriction of the hyperbolic metric of
A(RE) to the annulus (D.3).
18 We have TE(E) = {τ ′ ∈ H | Reτ ′ = 0} and TE(FE) = {τ ′ ∈ H | Reτ ′ > 0}.
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Figure 10: A free side E of a fundamental polygon is shown in magenta. The dashed
half-circle is the axis of the hyperbolic transformation H which pairs the two non-free sides
A and D of DH which meet the endpoints of E; this axis meets ∂∞H at the endpoints of
the interval of discontinuity IE which contains E. The relative funnel neighborhood FE of
E in DH is the region lying between E, these two non-free sides and the dashed half-circle.
The holomorphic covering piH maps E to the inner circle (continuous line e of radius 1/RE)
of the annulus ARE which corresponds to the funnel region Fp. The dashed boundary of
the funnel neighborhood is mapped to the outer circle (radius 1) of this annuls, while the
sides A and D of the fundamental polygon are identified by the projection. The ideal point
p corresponding to the funnel end is depicted in red. The shadowed disk shown in blue is
not part of Σ or of its conformal compactification ∂G∞Σ.
D.5 Ends of elementary hyperbolic surfaces
Elementary hyperbolic surfaces can have special types of hyperbolic ends, known as the
plane and horn ends. The plane end is the only end of the Poincaré disk D, while the horn
end is one of the two hyperbolic ends of the hyperbolic punctured disk D∗ (the other being
a cusp end). On the other hand, a hyperbolic annulus A(R) has two ends, both of which
are hyperbolic funnels. More details about these ends and some applications of elementary
hyperbolic surfaces to cosmology can be found in [31, 32].
D.6 Explicit form of the hyperbolic metric on a canonical neighborhood of
each end
The ends of a geometrically finite hyperbolic surface admit semi-geodesic coordinate neigh-
borhoods on which the hyperbolic metric takes a canonical form [30, 57]:
1. (cusp ends) The cusp region Cp of Σ corresponding to a cusp ideal point p ∈ Σˆ \ Σ
is isometric with R>0 × R/(2piZ), equipped with the following metric:
ds2G = dr
2 + e−2r
dθ2
(2pi)2
.
On this region, r > 0 and θ ∈ (0, 2pi) are semi-geodesic coordinates. The boundary
of this region relative to Σ is a horocycle of length 1 placed at r = 0, while the ideal
point p corresponds to r → +∞.
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2. (funnel ends) The funnel region Fp of Σ corresponding to a funnel ideal point p ∈
Σˆ \ Σ is isometric with R>0 × R/(2piZ), equipped with the following metric:
ds2G = dr
2 + `2p cosh(r)
2 dθ
2
(2pi)2
,
where `p is the width of the funnel. On this region, r > 0 and θ ∈ (0, 2pi) are semi-
geodesic coordinates. The boundary of this region relative to Σ is a closed geodesic
of length `p placed at r = 0, while the ideal point p (and the associated circle of the
conformal boundary ∂G∞Σ) correspond to r → +∞.
3. (horn end) A canonical punctured neighborhood in19 D̂∗ of the ideal point corre-
sponding to the horn end of D∗ is isometric to R>0 × R/(2piZ), equipped with the
following metric:
ds2G = dr
2 + e2r
dθ2
(2pi)2
.
On such a neighborhood, r > 0 and θ ∈ (0, 2pi) are semi-geodesic coordinates. The
boundary of such a neighborhood relative to D∗ is a horocycle of length 1 placed at
r = 0. The ideal point (and the associated circle of the conformal boundary ∂G∞Σ)
corresponds to r → +∞. The only hyperbolic surface which admits a horn end is the
hyperbolic punctured disk D∗.
4. (plane end) A canonical punctured neighborhood in Dˆ of the ideal point correspond-
ing to the plane end of D is isometric to R>0×R/(2piZ), equipped with the following
metric:
ds2G = dr
2 + sinh(r)2dθ2 .
On such a neighborhood, r > 0 and θ ∈ (0, 2pi) are semi-geodesic coordinates. The
ideal point (and the associated circle of the conformal boundary ∂G∞Σ) corresponds
to r → +∞. The only hyperbolic surface which admits a plane end is the Poincaré
disk D.
The previous list implies the following asymptotic behavior for r  1, near an ideal point
p ∈ Σˆ \ Σ:
ds2G = dr
2 +
( cp
4pi
)2
e2prdθ2 , (D.5)
where θ ∈ (0, 2pi) and20:
cp =

`p , funnel end
2pi , plane end
2 , horn or cusp end
, (D.6)
p =
{
+1 funnel, plane or horn end
−1 cusp end .
19Recall that the hat denotes the end compactification.
20The sign factor p should not be confused with the slow-roll parameter .
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A funnel, plane or horn end will be called a flaring end. Flaring ends are characterized by
the fact that the size of horocycles in (Σ, G) grows exponentially towards the end (p = +1);
such an end corresponds to a circle boundary component of the conformal compactifica-
tion of (Σ, G). The only non-flaring ends are cusp ends, each of which corresponds to a
point added when passing to the conformal compactification; for such ends, the length of
horocycles in (Σ, G) tends to zero as one approaches the ideal point.
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