Non-stochastic matrix Schr\"odinger equation for open systems by Joubert-Doriol, Loïc et al.
ar
X
iv
:1
40
8.
66
24
v2
  [
ph
ys
ics
.ch
em
-p
h]
  2
9 N
ov
 20
14
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We propose an extension of the Schro¨dinger equation for a quantum system interacting with environment.
This extension describes dynamics of a collection of auxiliary wave-functions organized as a matrix m, from
which the system density matrix can be reconstructed as ρˆ =mm†. We formulate a compatibility condition,
which ensures that the reconstructed density satisfies a given quantum master equation for the system density.
The resulting non-stochastic evolution equation preserves positive-definiteness of the system density and is
applicable to both Markovian and non-Markovian system-bath treatments. Our formalism also resolves a
long-standing problem of energy loss in the time-dependent variational principle applied to mixed states of
closed systems.
I. INTRODUCTION
Quantum evolution of a statistical mixture of quantum
states is governed by the Liouville–von Neumann (LvN)
equation ˙ˆρ = −ı˙[Hˆ, ρˆ], where Hˆ is the Hamiltonian of a
system and ρˆ is the corresponding density matrix (DM).
The use of a DM in place of a Schro¨dinger wavefunc-
tion reflects a limited degree of knowledge about a quan-
tum statistical mixture. The ability of a DM to describe
statistical phenomena becomes essential in studies of an
open quantum system interacting with its environment,
since the exact quantum state of the environment is usu-
ally impossible to track or to control1. Dynamics of an
open quantum system can be described by an appropri-
ately modified LvN equation
˙ˆρ = −ı˙[Hˆ, ρˆ] +N [ρˆ], (1)
where a super-operator N describes non-unitary evo-
lution of the system due to interaction with the envi-
ronment and associated processes of relaxation, dissipa-
tion, and decoherence. We shall refer to Eq. (1) as the
quantum master equation (QME). QME can be either
postulated phenomenologically or derived from a micro-
scopic Hamiltonian for the open system and its environ-
ment by integrating out environmental degrees of free-
dom (DOF)1.
Despite its advantages, the DM-based formalism has
a few problems. First, when a non-unitary part N of
Eq. (1) is not a generator of a completely positive map,
the DM may cease to be positively definite2–4, which
is deemed to be unphysical5,6 (see also the debates in
Refs. 7 and 8). In some particular cases, such as the
Markovian dynamics, the positivity of the density ma-
trix can be guaranteed by the Lindblad form5 of N .
However, many approximations to N , for example, all
non-Markovian ones, cannot be derived in that form.
Second, the number of variables that are necessary to
describe a pure state |ψ〉 by a DM as ρˆ = |ψ〉 〈ψ| is a
quadratic function of the Hilbert space size DH for the
|ψ〉 representation. One might expect then for a mix-
ture of N states DH ×N variables at most are sufficient
if an analog of a Schro¨dinger wavefunction would exist,
whereas the DM formalism still depends on ∼ D2H vari-
ables. Thus, if N ≪ DH, the DM representation seems
to be excessively expensive. The idea to decouple DH
from N has well-defined physical grounds: DH is deter-
mined by accuracy requirements for each individual state,
whereas the number of relevant states N in an ensemble
is dictated by a relaxation process under consideration.
Finally, a further reduction of the Hilbert space size
in quantum propagations can be achieved by using time-
evolving basis functions. The time-dependent variational
principle (TDVP) has been successfully used to obtain
equations of motion for time-evolving basis functions in
wavefunction-based frameworks9–13. Attempts to gener-
alize the TDVP to the density formalism leads to dy-
namics that does not conserve the energy of an isolated
mixed-state system.14,15 Mathematical roots of this prob-
lem is in conservation of the Tr{ρˆ2Hˆ} quantity by the
density TDVP formulation instead of the system energy
E = Tr{ρˆHˆ}.
All these problems of the DM-based formalism
prompted a search for an analog of the Schro¨dinger
equation (SE) to describe statistical ensembles of states
(mixed states). A handful of approaches of that spirit
exist in the literature. Quantum state diffusion16,17
and quantum jumps18,19 methods are stochastic SE ap-
proaches which can describe both Markovian and non-
Markovian dynamics via propagation of wavefunction re-
alizations. However, the propagation is stochastic, and
simulations must be converged in the number of stochas-
tic trajectories. Another approach is propagation of a
square-root of the density matrix20. This approach was
developed only for the Lindblad type of QME5, and even
within the Lindblad scope the resulting equations of mo-
tion are not fully equivalent to the initial QME. Yet an-
other alternative has been suggested through construct-
ing an approximate, so-called surrogate Hamiltonian that
contains system and selected environmental DOF.21,22
Propagation of a surrogate Hamiltonian wave function
allows one to obtain reduced system dynamics by trac-
2ing out the environmental DOF.
In what follows we introduce a formalism that gen-
eralizes the SE to mixed states and open systems and
addresses all aforementioned problems. Proposed non-
stochastic equations of motion are completely equiva-
lent to the solution of the corresponding QME provided
that N [ρˆ] is a generator of a complete positive mapping.
The equations preserve the positive definiteness of the
density matrix by construction, and hence, the method
may be thought of as a regularization procedure for non-
completely positive mappings. Therefore, our formalism
provides a very general alternative to the Lindblad form
that is suitable for both Markonvian and non-Markovian
cases. We also naturally achieve the decoupling of the
Hilbert space size DH from the number of states in an
ensemble N . Finally, combining our approach with the
TDVP, we restore the energy conservation for an isolated
mixed state of an arbitrary system.
II. THEORY
We begin by considering the system and its environ-
ment as an isolated super-system described by a to-
tal wavefunction |Ψ〉. Introducing a complete set of
individual states of the environment (“bath states”)
{|ΨB,s〉}∞s=1, we expand the total wavefunction as
|Ψ〉 =
∑
s
|ψs〉 |ΨB,s〉 . (2)
Coefficients |ψs〉 = 〈ΨB,s|Ψ〉B are the functions of the
system DOF because the integration is performed over
the bath DOF only.
The reduced density matrix ρˆ of the system is obtained
from the total density matrix ρˆtot = |Ψ〉 〈Ψ| by tracing
out the bath, ρˆ = TrB {ρˆtot} =
∑
s |ψs〉 〈ψs|. Assuming
a basis set representation for |ψs〉, the reduced density
can be presented in the matrix form
ρˆ =mm†, m =
(
|ψ1〉 |ψ2〉 . . .
)
. (3)
Thus,m is a matrix which can be thought of as a square
root of ρˆ. We will construct a non-stochastic open system
Schro¨dinger equation (NOSSE) for the wavefunctionsm
in the following general form
m˙ = −ı˙Hˆm+O[m], (4)
where O[m] is a functional of m, which is responsible
for relaxation, dissipation, and decoherence due to inter-
action with the environment. The central idea of this
work is that the form of O[m] can be obtained exactly
from the expression for the non-unitary propagator N [ρˆ]
of the QME in Eq. (1). Introducing the density decom-
position of Eq. (3) into the QME and demanding that
Eq. (4) is satisfied, O[m] is determined as a solution of
the following equation:
O[m]m† +mO[m]† = N [mm†]. (5)
Multiplication of Eq. (5) by m† and m from left and
right, respectively, leads to a ⋆-Sylvester equation24
m†O[m] (m†m)+ (m†m)O[m]†m =m†N [mm†]m
(6)
with m†O[m] and its Hermitian conjugate as the new
unknowns. The solution of Eq. (6) exists if and only if
the m†m matrix is invertible24. To recover O[m] from
the solution of Eq. (6) one needs to compute m−1. The
existence of m−1 guarantees positivity of all eigenvalues
of the density ρˆ.
Equations (4) and (5) constitute a set of coupled equa-
tions, whose solution is entirely equivalent to the solution
of QME with a positive-defined density matrix ρˆ. In
many important cases one can bypass the numerical so-
lution of Eq. (5) by obtaining the form of O[m] through
visual inspection. For example, if N [ρˆ] is in the Lindblad
form5,N [ρˆ] =∑j 2Lˆj ρˆLˆ†j−Lˆ†jLˆj ρˆ−ρˆLˆ†Lˆj, then it is easy
to check that O[m] = ∑j Lˆjm (m−1Lˆjm)† − Lˆ†jLˆjm.
Another example of the explicit solution of Eq. (5) is
the time convolutionless master equation1 considered as
a numerical illustration below.
In fact, Eq. (5) admits a whole family of solutions. If
O[m] obeys Eq. (5) then O′[m] = O[m] + imG with a
Hermitian matrix G also satisfies the same equation. G
gives rise to phase dynamics that is insignificant for any
observable properties. To show this, let us expand m in
an orthonormal basis set as
m = ϕTA, (7)
where ϕT = (|ϕ1〉 |ϕ2〉 . . .) is a vector of basis func-
tions, and A is a matrix of coefficients. Introducing this
expansion into Eq. (4) and considering for the simplicity
a closed system (N ≡ 0, O[m] = imG), we obtain
ϕ˙TA+ϕT A˙ = −iHˆϕTA+ iϕTAG. (8)
If we substitute A by A exp(itG), then the last term in
the right-hand side of Eq. (8) will be cancelled. The re-
duced density ρˆ assembled from mG = ϕ
TA exp(itG)
by Eq. (3) does not depend on G. Thus, the ambiguity
in the solution of Eq. (5) is compensated by the phase
transformation of A providing the G-invariant formal-
ism.
To solve Eq. (4) numerically, we specifym at t = 0 us-
ing the eigen-decomposition25 of the initial density ma-
trix:
ρˆ(0) =
N∑
j=1
̟j |ϕj(0)〉 〈ϕj(0)| , (9)
and assigning the components of m to be |ψj〉 =√
̟j |ϕj(0)〉. In Eq. (9), N is the number of states inm,
and if each of |ϕj(0)〉 is described by a linear combina-
tion of DH Hilbert space vectors, thenm(0) is a DH×N
rectangular matrix. The inverse of a rectangularm is un-
derstood as the pseudo-inverse26: m−1 = (m†m)−1m†,
3so that the inversion is possible if and only if Eq. (6)
admits a solution at time t (i.e. m†m is invertible). In
cases when it is expected that an energy flow from the
environment will populate states |ϕj〉 that have small ini-
tial weights ̟j such states are added with numerically
small weights to m(0). When N becomes larger than
(DH + 1)/2, Eq. (5) appears to be overdetermined; this
is yet another manifestation of a gauge degree of free-
dom associated with G. However, Eq. (6) contains the
right amount of information because the action of a rect-
angular m matrix from the left and the right reduces
the dimensionality of the matrices to the correct values.
Moreover, the freedom in the choice of G can be used to
reduce the number of propagated variables in m. If A
at t = 0 in Eq. (7) is brought to a lower triangular form
by applying the Cholesky decomposition to ρˆ then N di-
agonal real and N(N − 1)/2 off-diagonal complex matrix
elements of G can be chosen to preserve this shape of A
at any time. Thus, the number of coefficients to propa-
gate is minimized to N
(DH − N−12 ).
III. NUMERICAL EXAMPLES
Our first example shows the NOSSE ability to recover
the exact solution of the QME equation for non-adiabatic
non-Markovian dynamics of an open system. We demon-
strate that our approach allows for a flexible control of
the numerical efforts needed to obtain converged results.
The model describes population transfer between two
electronic states, donor and acceptor, which are interact-
ing with a harmonic bath. The system is characterized by
a two-dimensional linear vibronic coupling (LVC) Hamil-
tonian written in frequency- and mass-weighted coordi-
nates
Hˆ =
2∑
j=1
ωj
2
(
pˆ2j + xˆ
2
j
)
12 +
(
∆
2
− d xˆ1
)
σz + cxˆ2σx,
(10)
where 12 is the 2×2 unit matrix, σx and σz are the Pauli
matrices. A discretized Ohmic spectral density bath of
100 harmonic oscillators with frequencies Ωk is coupled
linearly to the xˆ2 coordinate with coupling strengths λk.
Numerical values of all parameters as well as initial con-
ditions are given in the supplemental material27.
The QME is obtained using the time convolutionless
approach up to the second order in the system-bath in-
teraction1
˙ˆρ = −ı˙
[
Hˆ, ρˆ
]
− ([xˆ2, xˆ2(t)ρˆ] + [ρˆxˆ2(t)†, xˆ2]) , (11)
xˆ2(t) = −
∫ t
0
e−ı˙t
′Hˆ xˆ2e
ı˙t′Hˆ
100∑
j=1
λ2j
2
eı˙Ωjt
′
dt′. (12)
The non-unitary part O[m] of NOSSE directly follows
from Eqs. (11) and (5)
O[m] = xˆ2m
([
m−1xˆ2(t)m
]† − [m−1xˆ2(t)m]) . (13)
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FIG. 1. Dynamics of the donor state population P (t) =
Tr{ρˆ(t)[1+ σz]}/2 starting from the Boltzmann distribution
of the donor state at T = 1000K. The bath is at the Boltz-
mann distribution with T = 0K.
To simulate converged population dynamics (Fig. 1)
the QME approach employed 240 basis functions, which
correspond to 28920 independent matrix elements in ρˆ.
As few as N = 14 states in m provided a very good
agreement between NOSSE and QME calculations, and
with N = 34 the results are converged. This leads to
only 3269 and 7599 unique matrix elements in NOSSE
to propagate for N = 14 and N = 34, respectively. It
is important to note that these reductions of the num-
ber of matrix elements will exponentially grow with the
number of system DOF for larger systems. To choosem
states we use not only the population criterion in the ini-
tial density eigen-decomposition but also the system and
environment energy scales corresponding to the model
dynamics27.
Although there is a clear reduction of the number of
propagated variables in the NOSSE formalism, it is im-
portant to confirm that this reduction leads to higher
computational efficiency in terms of CPU time because
there can be other factors (e.g., integration time step)
that might reduce efficiency of NOSSE as compared to
that of QME. Equation (11) is solved by the Runge–
Kutta–Fehlberg (RKF45) algorithm as implemented in
the ode45 Matlab function28 on a twelve-core node In-
tel(R) Xeon(R) CPU E5-2630 @ 2.30GHz with 64 GB
of memory and dynamical allocation of number of cores.
CPU times for simulations in Fig. 1 are given in Table I
(non-Markovian) and show insignificant gain from using
NOSSE. However, a closer examination reveals that eval-
uation of the non-Markovian correlator in Eq. (12) at
each time step takes almost 98% of all CPU time, and it is
the same for both QME and NOSSE formalisms. To per-
form a more adequate comparison we simulate the same
propagation using the Markovian approximation [t→∞
in Eq. (12)] to avoid calculating the correlator at each
time step. In this case, NOSSE is faster than QME by a
factor of 2.2 (Table I).
4Our second example shows how the NOSSE formalism
combined with the TDVP leads to a set of equations of
motion that conserve the energy of an isolated system.
The TDVP allows one to derive approximate equations
of motion when basis functions and their coefficients are
time-dependent14. For the DM formalism the TDVP
amounts to minimization of the Hilbert-Schmidt norm
of an operator
∥∥ ˙ˆρ + ı˙[Hˆ, ρˆ]∥∥. In the NOSSE formalism
we minimize
∥∥m˙+ ı˙Hˆm∥∥.
Consider an isolated system described by the Hamilto-
nian in Eq. (10). To apply the TDVP, we employ a linear
combination of Gaussian products
ρˆ =
Ng∑
j,k=1
|gj〉Bjk 〈gk| , (14)
〈x1x2|gj〉 = exp
[
2∑
α=1
(
−Kj,αx
2
α
2
+ ξj,αxα
)]
. (15)
The widths of Gaussian functions are fixed Kj,α = 1,
whereas B = {Bjk} and ξ = {ξj,α} are the time-
dependent quantities to be optimized via the TDVP13.
Minimization of
∥∥ ˙ˆρ + ı˙[Hˆ, ρˆ]∥∥ results in the following
equations of motion29
B˙ = −S−1 (ı˙H + τ )B +B (ı˙H − τ †)S−1, (16)
ξ˙ = C−1Y , (17)
where Skl = 〈gk|gl〉, τkl = 〈gk|∂gl∂t 〉, Hkl = 〈gk|Hˆ |gl〉,
Cαβkl =
〈
∂gk
∂ξk,α
∣∣∣[1ˆ− PˆNg]∣∣∣ ∂gl∂ξl,β
〉
[BSB]lk, (18)
[Y ]
α
k = −ı˙
∑
l
〈
∂gk
∂ξk,α
∣∣∣[1ˆ− PˆNg] Hˆρˆ∣∣∣ gl
〉
Blk, (19)
and PˆNg =
∑
mn |gm〉 [S−1]mn 〈gn|. On the other hand,
applying the TDVP to NOSSE recovers Eqs. (16) and
(17) with new C and Y :
Cαβkl =
〈
∂gk
∂ξk,α
∣∣∣[1ˆ− PˆNg]∣∣∣ ∂gl∂ξl,β
〉
Blk, (20)
[Y ]
α
k = −ı˙
∑
l
〈
∂gk
∂ξk,α
∣∣∣[1ˆ− PˆNg] Hˆ∣∣∣ gl
〉
Blk. (21)
To expose the problem of energy conservation we used a
different set of parameters and initial conditions than in
our first example27. The total energy of the system as
a function of time is plotted in Fig. 2. It is clear, that
TDVP equations based on NOSSE definitions [Eqs. (20)
and (21)] conserve the total energy of an isolated system,
whereas the DM counterparts [Eqs. (18) and (19)] do not.
TABLE I. CPU time (min) for the first 100 femtoseconds of
propagation. NOSSE values are for N = 34 states.
Correlator in Eq. (12) QME NOSSE
Non-Markovian 802 797
Markovian, t→∞ 29 13
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FIG. 2. Relative energy deviation
(
Tr {Hˆρˆ(t)} − E0
)
/ω1 for
dynamics based on the QME [Eqs. (18) and (19)] and NOSSE
[Eqs. (20) and (21)] formalisms. A basis set of 41 Gaussians
is used in both cases.
IV. CONCLUSIONS
We introduced a non-stochastic analog of the
Schro¨dinger equation for open systems, NOSSE, that in-
volves a set of wave functions. The equations of motion
for this set are made to reproduce the QME evolution
for the system density. Our formalism guarantees the
positivity of the DM for any propagation time (as long
as the solution exists) and it is applicable to Markovian
and non-Markovian treatments of system-bath interac-
tion. NOSSE is equivalent to QME only if the latter
generates a positive mapping. In cases when QME does
not guarantee the DM positivity, NOSSE enforces the
positivity through a regularization procedure. Although
the restoration of the DM positivity seems very attrac-
tive, one cannot guarantee that this feature will always
improve the solution in a sense of the norm difference
between approximate and exact solutions. Nevertheless,
NOSSE is a general formalism that can operate with dis-
sipators that do not suffer from loss of the DM positiv-
ity. From a numerical standpoint, our formalism is more
computationally efficient since the number of dynamical
variables is no longer quadratic with respect to size of
the Hilbert space. The new approach is compatible with
the TDVP, since it leads to total energy conservation
for closed systems, and can be applied in investigating
photochemical reactions induced by incoherent light.
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