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We present a priority queue that supports insert in worst-case constant time, and delete-
min, access-min, delete, and decrease of an element x in worst-case O (log(min{wx,qx}))
time, where wx (respectively, qx) is the number of elements that were accessed after
(respectively, before) the last access to x and are still in the priority queue at the time
when the corresponding operation is performed. (An access to an element is accounted for
by any priority-queue operation that involves this element.) Our priority queue then has
both the working-set and the queueish properties; and, more strongly, it satisﬁes these
properties in the worst-case sense. From the results in Iacono (2001) [11] and Elmasry
et al. (2011) [7], our priority queue also satisﬁes the static-ﬁnger, static-optimality, and
uniﬁed bounds. Moreover, we modify our priority queue to realize a new unifying property
— the time-ﬁnger property — which encapsulates both the working-set and the queueish
properties.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Distribution-sensitive data structures are those structures for which the time bounds to perform operations vary de-
pending on the sequence of operations performed [11]. These data structures typically perform as well as their distribution-
insensitive counterparts on a random sequence of operations in the amortized sense; yet, when the sequence of operations
follows some particular distribution (for example, having temporal or spatial locality), the distribution-sensitive data struc-
tures perform signiﬁcantly better.
The quintessential distribution-sensitive data structure is the splay tree [14]. Splay trees seem to perform very eﬃciently
over several natural sequences of operations, both theoretically [14] (asymptotically faster than Θ(logn) search time on a set
of n elements) and practically [17]. There still exists no single comprehensive distribution-sensitive analysis for splay trees.
Instead, there are theorems and conjectures characterizing their distribution-sensitive properties; these include: static ﬁnger,
static optimality, working set [14], sequential access [5,15], uniﬁed bound [14], dynamic ﬁnger [4], and uniﬁed conjecture
[1]. We refer the reader to [1,14] for thorough deﬁnitions and discussions of these properties.
Consider a suﬃciently long sequence of access operations A= 〈a1,a2, . . . ,am〉 (sorted in chronological order) performed
on a set of n elements {x1, x2, . . . , xn}. Let ei be the index of the element accessed by operation ai . For a data-structural
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should satisfy m = Ω(n logn).
The static-ﬁnger property [14] indicates that, for any ﬁxed element of index f (the ﬁnger), the amortized time to perform
ai is O (log(dA(ei, f ))), where dA(ei, f ) is the difference in order between xei and x f when the elements are sorted by
value. More speciﬁcally, for an access sequence A, the total access time for a structure with the static-ﬁnger property is
O (
∑m
i=1 log(dA(ei, f ))).
The static-optimality property (entropy bound) [14] indicates that, for an access sequence A, where the element xei is
accessed hA(ei) times, the total access time is O (
∑m
i=1 log(m/hA(ei))) = O (
∑n
j=1 hA( j) · log(m/hA( j))).
The working-set size wA(i), for an operation ai in sequence A, is deﬁned as the number of distinct elements accessed
since the last access to the element xei , or from the beginning of the sequence if this is the ﬁrst access to xei . The working-
set property [14] indicates that the total access time for a sequence A is O (∑mi=1 log(wA(i))). Informally, the working-set
property implies that the elements that have been recently operated on are faster to operate on compared to the elements
that have not been accessed in the recent past.
The uniﬁed bound [14] indicates an apparently, but not indeed [7], stronger property. The uniﬁed bound is the minimum
per operation among the static-ﬁnger, static-optimality, and working-set bounds. More precisely, to have the uniﬁed bound,
the total access time for a sequence A and any ﬁxed ﬁnger f is O (∑mi=1 log(min{dA(ei, f ),m/hA(ei),wA(i)})).
There are implication relationships between the aforementioned distribution-sensitive properties. Iacono [11] observed
that the working-set property implies the static-optimality and static-ﬁnger properties. We have recently proved the impli-
cation of the uniﬁed bound from the working-set bound [7], indicating that both bounds are asymptotically equivalent. That
is, whereas Iacono [11] showed that the working-set property guarantees the minimum of the three bounds, we [7] showed
that it even guarantees the minimum per operation of those bounds.
Distribution-sensitive data structures are not limited to search trees. Also priority queues have been designed and
analyzed in the context of distribution-sensitivity [2,6,10,12]. In the comparison model, it is easy to observe that a pri-
ority queue with constant insertion time cannot have the sequential-access property and hence cannot as well have the
dynamic-ﬁnger property; for otherwise, a sequence of insertions followed by a sequence of minimum-deletions would list
the elements in sorted order in linear time (contradicting the Ω[n logn) lower bound for comparison-based sorting). Alter-
natively, the working-set property has been of main interest for priority queues. Iacono [10] proved that pairing heaps [9]
satisfy the working-set property as follows: in a heap of maximum size n, it takes O (log(min{ox,n})) amortized time to
delete the minimum x, where ox is the number of operations performed since x’s insertion. Funnel-heaps [2] are I/O-eﬃcient
heaps for which it takes O (log(min{ix,n})) time to delete the minimum x, where ix is the number of insertions performed
since x’s insertion. Elmasry [6] gave a priority queue supporting the deletion of the minimum x in O (logwx) worst-case
time, where wx is the number of elements inserted after the insertion of x and are still present in the priority queue when
x is deleted (note that wx  ix  ox); we brieﬂy review this priority queue in Section 2. None of the aforementioned pri-
ority queues supports delete (as introduced, they only support delete-min) within the working-set bound. In Section 3, we
present a priority queue that supports insert in worst-case constant time, and delete-min, access-min, delete, and decrease in
O (logwx) worst-case time. For delete and decrease, we assume that a pointer to the designated node is readily given.
One natural sequence of operations is the ﬁrst-in-ﬁrst-out type. Data structures sensitive to these sequences must operate
fast on elements that have been least-recently accessed. This distribution-sensitive property is referred to as the “queueish”
property in [12]. In the context of priority queues, such property states that the time to delete the minimum x is O (logqx),
where qx is the number of elements inserted before x and still present in the priority queue when x is deleted. Note that
qx = n− wx , where n is the number of elements currently present in the priority queue. A priority queue with the queueish
property is presented in [12]; this priority queue does not support delete either. It is also shown in [12] that no binary
search tree can be sensitive to this property.
It remained open whether there exists a priority queue sensitive to both the working-set and the queueish properties.
We resolve the question aﬃrmatively by presenting such a priority queue in Section 4. In Section 5, we introduce the time-
ﬁnger property. This property encapsulates the queueish and the working-set properties, and thus also captures the static-
ﬁnger, static-optimality, and uniﬁed-bound properties. As these properties are the complete list of distribution-sensitive
properties known for priority queues, we refer to the time-ﬁnger property as the “unifying property for priority queues”. In
consequence, we modify our priority queue to satisfy this unifying property.
We rely on the notion of numeral systems in our worst-case construction. A numeral system is a way for representing
numbers with rules governing the operations performed on them. There is a connection between numeral systems and
data-structural design [3,16]. The idea is to relate the number of objects of a speciﬁc type in the data structure to the value
of a digit. The basic operations that we use are the increment and decrement of any digit. An extended-regular binary number
[3] uses the digits {0,1,2,3} with the constraints that between any two 3’s there is a digit other than 2, and between
any two 0’s there is a digit other than 1. The extended-regular numeral system allows for increments and decrements of
arbitrary digits with a constant number of digit changes per operation (see [8,13] for the implementation details of this
numeral system).
208 A. Elmasry et al. / Journal of Discrete Algorithms 16 (2012) 206–212Fig. 1. (2,3)-binomial trees comprise the priority queue: The ranks of the trees are non-decreasing from right to left. Preﬁx-minimum pointers are main-
tained at the roots of the trees. Each tree root points to the minimum root to the left of it, including itself.
2. A priority queue with the working-set property
Our priority queue builds on the priority queue in [6], which supports insert in constant time and delete-min within the
working-set bound. The advantage of the priority queue in [6] over those in [2,9,10] is that it satisﬁes the stronger working-
set property, in which elements that are deleted do not count towards the working set. Next we outline the structure of
this priority queue.
The priority queue in [6] is comprised of heap-ordered (2,3)-binomial trees. As deﬁned in [6], the subtrees of the root
of a (2,3)-binomial tree of rank r are (2,3)-binomial trees; there are one or two children having ranks 0,1, . . . , r − 1,
ordered in a non-decreasing rank value from right to left. A (2,3)-binomial tree of rank 0 is a single node. It is easy to
verify that the rank of a (2,3)-binomial tree that contains n nodes is Θ(logn). The ranks of the (2,3)-binomial trees of
the priority queue are as well non-decreasing from right to left. For the amortized solution, there are at most two (possibly
zero) trees per rank. For the worst-case solution, the number of trees per rank obeys a variation of the extended-regular
numeral system [3], which guarantees that the ranks of any two adjacent trees differ by at most two. The root of every
(2,3)-binomial tree has a pointer to the root with the minimum value among the roots to its left, including itself. Such
preﬁx-minimum pointers allow for ﬁnding the overall minimum element in constant time, with the ability to maintain such
pointers after deleting the minimum in time proportional to the rank of the deleted node. Note that the preﬁx-minimum
pointer of a root can be updated in constant time by comparing the value stored at this root with the value referenced by
the pointer at the root to its left (assuming that the pointer at this latter root is up to date). Fig. 1 illustrates the structure
of this priority queue.
Two primitive operations are used: split and join. A (2,3)-binomial tree of rank r can be split into two or three trees of
rank r − 1; this is done by detaching the one or two children of the root that have the highest rank, i.e. with rank r − 1.
On the other hand, two or three (2,3)-binomial trees of rank r − 1 can be joined to form a (2,3)-binomial tree of rank r;
this is done by making the root(s) with the larger value the leftmost child(ren) of the one with the smallest value. Another
special form of the join operation, that is needed for the construction, is to join a tree of rank r −1 and a tree of rank r −2.
To accomplish this task, the ﬁrst tree is split then all the resulting trees are joined: If there exist three trees of rank r − 2
after the split, they are joined to get a tree of rank r − 1. Otherwise, the split results in four trees of rank r − 2; each pair
is joined and then the resulting two trees are joined, ending with a tree of rank r.
A chronological total order is maintained according to the time the elements were inserted. If a binomial tree T1 is to the
right of another T2, then all the elements in T1 must have been inserted after those in T2. Furthermore, within an individual
tree, the target was that the preorder traversal of elements with a right-to-left precedence to subtrees would indicate the
insertion order of these elements. However, when performing join operations this ordering is occasionally disobeyed by
possibly reversing the order of two entire subtrees. To keep track of the correct ordering it is enough to maintain a reverse
bit with every node x; such reverse bit indicates whether the elements in x’s subtree were inserted before or after the
element in x’s parent plus those in the descendants of the right siblings of x. When a join is performed the corresponding
reverse bit is properly set. When a split is performed the resulting trees are positioned according to the reverse bits of the
detached children of the root.
With the join and split operations in hand, it is possible to detach the root of a (2,3)-binomial tree of rank r and
reconstruct the tree again as a (2,3)-binomial tree with rank r − 1 or r while maintaining the chronological order; this is
done by repeated joins and splits starting from the rightmost subtrees of the deleted root to the leftmost (see [6] for the
details).
To perform an insert operation, a new single node that holds the inserted element is added as the rightmost tree in the
priority queue. This may give rise to repeated joins as long as there are three trees with the same rank; the number of
such joins is amortized constant, resulting in a constant amortized cost per insertion. After performing the joins, the preﬁx-
minimum pointer of the surviving root is updated. For the worst-case solution, the underlying extended-regular numeral
system guarantees at most two joins per insert [3,8,13].
To perform a delete-min operation, the tree T of the minimum root is identiﬁed via the preﬁx-minimum pointer of the
rightmost tree. The tree T is reconstructed as a (2,3)-binomial tree after detaching its root. This may be followed by a split
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right of and including T are updated. For the amortized solution, several splits of T may follow: Let T ′ be the tree to the
right of the tree T ; starting with T , the rightmost tree resulting from previous splits is repeatedly split until the resulting
trees of the split and T ′ have consecutive ranks. This splitting is unnecessary for the worst-case solution. It is not hard
to conclude that the cost of the delete-min operation is O (r), where r is the rank of the deleted node. There are O (wx)
elements in the trees to the right of T , and hence the number of such trees is O (logwx). For the worst-case solution, it
then follows that the rank of the deleted node x is O (logwx). For the amortized solution, an extra lemma [6, Theorem 1]
establishes the same bound in the amortized sense.
3. Supporting delete, access-min and decrease
The existing distribution-sensitive priority queues [2,6,10,12] do not support delete within the working-set bound. In this
section we modify the construction outlined in Section 2 to support delete within the working-set bound. Including delete
in the repertoire of operations is not hard but should be done carefully. The main challenge is to maintain the elements in
chronological order.
Let x be the node to be deleted. We traverse the ancestors of x upwards via the parent pointers until we reach the
root of its tree. We use two stacks; a right stack and a left stack. Starting at the root, we repeatedly split the current
subtree into two or three subtrees. While continuing to split the subtree that contains x, the other one or two subtrees are
pushed onto the stacks, until we end up with a subtree whose root is x. (Depending on the reverse bit and the relative
position of the root of a subtree to that containing x, we push the subtree on either the right or left stack.) At this stage,
we delete x analogously to the delete-min operation: the node x is detached and the subtrees resulting from removing x
are incrementally joined from right to left, while possibly performing one split before each join. Next we have to work our
way up to the root and join all subtrees which we have introduced by splits on the way down from the root. The one or
two subtrees that have the same rank are repeatedly popped from the stacks and joined with the current subtree, while
possibly performing one split before each join. Once the two stacks are empty, a split and a join may be performed if the
resulting tree has rank one less than its original rank.
The total order is correctly maintained by noting that the only operations employed are split and join, which are guaran-
teed to set and use the reverse bits correctly. Since the height of a (2,3)-binomial tree is one plus its rank, the time bound
for delete is O (r), where r is the rank of the tree that contains the deleted node. This establishes the same time bound as
that for delete-min.
Using the preﬁx-minimum pointers, minimum ﬁnding is possible in constant time. However, the version of the operation
that is considered an access cannot be supported in time asymptotically less than that of delete-min; otherwise, a following
delete-min operation would have to be supported in constant time according to the working-set property. An access-min
operation for an element x can be made to run in O (logwx) time by executing a delete-min operation followed by a
reinsertion.
Also the decrease operation that is considered an access cannot be performed in asymptotically less time than delete;
otherwise, a delete operation can be performed by executing a decrease operation with decrease value of zero, which essen-
tially brings the element to the front of the working set, followed by a delete operation that should now run in constant
time. A decrease operation for an element x can be made to run in O (logwx) time by executing a delete operation followed
by a reinsertion.
Theorem 1. The priority queue presented in this section supports insert in constant time, and delete-min, access-min, delete, and
decrease of an element x in O (logwx) time, where wx is the number of elements accessed after the last access to x and still present in
the priority queue at the current operation.
4. Incorporating the queueish property
The queueish property for priority queues indicates that the time to perform an access operation (delete-min, delete,
access-min, or decrease) to an element x is O (log(n − wx)), where n is the number of elements currently present in the
priority queue and wx is the number of elements accessed after the last access to x and still present in the priority queue.
In other words, the queueish property states that the time to perform one of the aforementioned operations on an element
x is O (logqx), where qx = n − wx is the number of elements last accessed prior to x and still present in the priority queue.
Queaps [12] are queueish priority queues that support insert in amortized constant time and support any of the other
operations on x in amortized O (logqx) time.
We extend our priority queue from Section 3, in addition to supporting the working-set bound, to also support the
operations within the queueish bound. Instead of having the ranks of the trees of the queue non-decreasing from right
to left, we divide the queue into two sides, a right queue and a left queue. The ranks of the trees of the right queue are
monotonically non-decreasing from right to left, and those of the left queue are monotonically non-decreasing from left to
right. We also impose the constraint that the difference in rank between the largest tree on each side is at most one. Fig. 2
depicts the new priority queue.
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to left (right queue) and one increasing from left to right (left queue). The ranks of the largest trees on the two sides must differ by at most one. The
preﬁx-minimum pointers are separate for each side.
The preﬁx-minimum pointers in the left and right queues are kept independently. In the right queue, the root of each
tree maintains a pointer to the root with the minimum value among those in the right queue to the left of it. Conversely, in
the left queue, the root of each tree maintains a pointer to the root with the minimum value among those in the left queue
to the right of it. To ﬁnd the overall minimum value, both the left and right queues are probed.
Insertions are performed exactly as before in the right queue. The delete-min operation is performed in the left or right
queue depending on where the minimum lies. The other operations are performed as we have mentioned earlier.
We must maintain the invariant that the difference in rank between the largest tree on the left and right sides is at most
one. Since the chronological order is maintained among our trees, this invariant guarantees that the rank of the tree of an
element x is O (log(min{wx,qx})). As a result of an insertion or a deletion, this difference in ranks may become two. Once
the highest rank on one side is two more than that on the other side, we need to move some trees between the two sides.
Assume that the highest rank on side “A” is r and that on side “B” is r − 2. To maintain the invariant, we do the following:
Case 1. If there are two trees of rank r on side “A”, move the appropriate (to maintain the chronological order) one of the
two to side “B”.
Case 2. Otherwise, split the only tree of rank r on side “A” into two or three trees of rank r − 1. We now have k ∈ [2..5]
trees of rank r − 1 on side “A”.
(a) If 2 k 4, move the appropriate k/2 trees to side “B”, and stop.
(b) Otherwise (k = 5), move the appropriate two trees to side “B”, and then join the appropriate two trees among
the remaining three on side “A” to form a tree of rank r.
For the worst-case solution, using the above procedure, the ranks of the trees on each side would still obey the extended-
regular numeral system.
Once trees are moved from one side to the other, all the preﬁx-minimum pointers on both sides of the priority queue
may need to be updated. However, for the amortized solution, the next lemma indicates that this work does not affect the
claimed amortized bounds per operation.
Lemma 1. Consider the two-sided priority queue presented in this section. For the amortized solution, updating the preﬁx-minimum
pointers only accounts for an extra constant factor in the amortized cost per operation.
Proof. Consider the moment just after moving trees between the two sides of the priority queue and updating the preﬁx-
minimum pointers. For this action to happen again, the highest ranks on one or both sides have to change. One possibility
is that such a rank on one side decreases as a result of a delete-min or delete operation. In this case, the deletion would
take Θ(logn) time; there is surely enough time to update the preﬁx-minimum pointers within the same asymptotic bound,
if necessary. The other possibility is that the highest rank on one side increases as a result of insert operations. We show
next that, in such a case, updating the pointers is done only after many insert operations.
For example, lets analyze Case 2(a). After the pointer updates, the highest rank on both sides is r − 1. The highest rank
can become r fairly soon, even after one insertion, but this would leave no trees with any of the ranks smaller than r. In
other words, this side of the priority queue would be composed of only one tree the rank of which is r. For the highest
rank to become r+1, there should be enough inserted elements to produce two more trees of rank r. Since the size of each
such tree is at least 2r , at least 2r+1 more insert operations are to be performed before the next pointer updates. Since the
number of pointer updates is O (r) and each update requires a constant amount of work, the constant amortized cost per
insert easily covers those costs. The other cases are quite similar to this case, and the same arguments apply. 
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the upcoming insertions as follows. With every insert operation we update a constant number of the preﬁx-minimum
pointers; this updating process starts from the root with the highest rank to that with the lowest rank on each side. As a
consequence, at any point of time, it is possible that the roots with the higher ranks have their preﬁx-minimum pointers
up to date while the other roots do not. A reference is maintained to the last root x whose preﬁx-minimum pointer is up
to date. In accordance, for a delete-min operation to ﬁnd the minimum on one side of the priority queue it consults the
preﬁx-minimum pointer of the root with the lowest rank as well as that of the root x. The preceding lemma shows that
there will be enough insertions to ﬁnish this updating process before a new one needs to be initiated.
A deletion of a node x in a tree of rank r would still cost O (r) time, but now r = O (log (min{wx,qx})) in the amortized
sense (for the amortized solution), or in the worst-case sense (for the worst-case solution).
Theorem 2. The two-sided priority queue presented in this section supports insert in constant time, and delete-min, access-min, delete,
and decrease of an element x in O (log(min{wx,qx})) time, where wx and qx are the number of elements accessed after, respectively
before, the last access to x and still present in the priority queue at the current operation.
5. Supporting multiple time ﬁngers
We deﬁne time ﬁngers t1, t2, . . . , tc as time instances within the sequence of operations, which are freely set by the im-
plementer. We deﬁne the working-set of an element x with respect to time ﬁnger ti , wx(ti), as the number of elements that
have been last accessed in the window of time between the last access to x and ti and are still present in the priority queue.
We say that a priority queue satisﬁes the multiple-time-ﬁnger property if the time to access x is O (c+ log(minci=1{wx(ti)})).
It is not hard to see that the working-set property is equivalent to having a single time ﬁnger t1 = +∞, and the queueish
property is equivalent to having a single time ﬁnger t1 = 0. The priority queue presented in Section 4, which supports both
the working-set and the queueish properties, has two time ﬁngers t1 = 0, t2 = +∞. In this section, we present a priority
queue that satisﬁes the property for any number of time ﬁngers.
The structure consists of multiple two-sided priority queues, as those designed in Section 4. We start with a single
two-sided priority queue P Q 0, and at each point when a new time ﬁnger is introduced we ﬁnalize the priority queue and
start a new one. Therefore, corresponding to c time-ﬁngers t1 = 0, . . . , tc = ∞, we have c − 1 two-sided priority queues
P Q 1, . . . , P Qc−1.
Insertions are performed in the last (at the time when the insertion is performed) priority queue, and take constant
time each (by Theorem 2). For delete operations, we are given a reference to an element x to delete. We determine to
which priority queue P Q j the element belongs and delete it. This requires O (log(min{wx(t j),wx(t j+1)})) time (by Theo-
rem 2). Since x belongs to P Q j , for any i < j, wx(t j)  wx(ti), and for any i > j + 1, wx(t j+1)  wx(ti). It follows that
log(min{wx(t j),wx(t j+1)}) = log(minci=1{wx(ti)}). For the delete-min operation, it suﬃces to note that ﬁnding the mini-
mum element per queue takes constant time. Therefore, we can determine in O (c) time the priority queue containing the
minimum and perform the operation there. The running-time argument is the same as that for the delete operation.
Theorem 3. Given time ﬁngers t1, t2, . . . , tc , the priority queue presented in this section supports insert in constant time, and the
operations delete-min, access-min, delete, and decrease of an element x in O (c + log(minci=1{wx(ti)})) time, where wx(ti) is the
number of elements that have been accessed in the window of time between the last access to x and ti and are still present in the
priority queue at the current operation.
6. Summary
Our focus was on distribution-sensitive priority queues. Provably, priority queues cannot satisfy the sequential-
access property and in accordance neither the dynamic-ﬁnger nor the uniﬁed conjecture. We therefore considered other
distribution-sensitive properties, namely: the working-set and the queueish properties; we presented a priority queue that
satisﬁes both properties. Our priority queue builds on the priority queue of [6], which supports insert in constant time and
delete-min in the working-set time bound. We showed that the same structure can also support delete within the working-
set bound. We then modiﬁed the structure to satisfy the queueish property as well. It is worth noting that our priority
queue supports the stronger deﬁnition of the working-set and the queueish properties, in which the elements deleted are
not accounted for in the time bounds. Our recent result about the asymptotic equivalence of the working-set bound and
the uniﬁed bound [7] implies that our priority queue also satisﬁes the static-optimality, static-ﬁnger, and uniﬁed bounds.
We deﬁned the notion of time ﬁngers, which encapsulates the working-set and the queueish properties. The priority queue
described thus far has two time ﬁngers. We generalized our priority queue to possibly support any number of time ﬁngers.
The bounds mentioned are amortized. However, we showed that the time bounds for the working-set and queueish
properties can also be made to work in the worst case. More generally, the multiple-time-ﬁnger bounds can be made to
work in the worst case. However, the time bounds for the other properties — static optimality, static ﬁnger, and uniﬁed
bound — naturally remain amortized.
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