We consider the problem of sampling signals which are not bandlimited, but still have a finite number of degrees of freedom per unit of time, such as, for example, piecewise polynomials. We demonstrate that by using an adequate sampling kernel and a sampling rate greater or equal to the number of degrees of freedom per unit of time, one can uniquely reconstruct such signals. This proves a sampling theorem for a wide class of signals beyond bandlimited signals. Applications of this sampling theorem can be found in signal processing, communication systems and biological systems.
INTRODUCTION
The sampling theorem is pervasive in signal processing [3] and allows to represent the class of bandlimited signals by appropriate samples of the signal (e.g. taken at twice the maximum frequency). When signals live on a subspace spanned by a basis function and its shifts { y ( t -n T ) } n E~, they can be reconstructed from samples derived from inner products as well. But in general, signals which do not live on a specific subspace can only be reconstructed up to the projection onto that subspace (e.g. the bandlimited approximation). In this paper, we consider classes of signals which are not bandlimited nor live on subspaces, yet can be represented through sampling. The key property of these signals is that they have a finite number of degrees of freedom per unit of time, what we call afinite rate of innovation [4] . Examples of such signals are bilevel signals with a finite number of transitions per unit of time. Since the signal is discontinuous, it is-clearly not bandlimited, yet, because of the finite rate of transition, it is possible to derive a sampling scheme from which the signal can be perfectly reconstructed.
Instead of sampling the signal z ( t ) directly, we sample the output of z(t) convolved with a kernel $(t) = cp(-t), so that the samples taken at integer multiples of T are 4 .
(1) Thus, the rate of innovation is p.
While one can define many parametric signals which have a finite rate of innovation, in the sequel we will concentrate on streams of Diracs and piecewise polynomials which are classes for which we are able to give sampling theorems and reconstruction formulae.
The expected interarrival time is given by 1 / p .
DISCRETE-TIME SIGNALS WITH FINITE RATE OF INNOVATION
We will start with the simplest case, namely discrete-time periodic signals. Among them, stream of Diracs are the most elementary and thus we start with them. More generally, piecewise polynomials can be reduced to stream of Diracs through appropriate derivation, which is done next.
Stream of Diracs
Consider a discrete-time periodic signal
containing K weighted Diracs at locations { nk}rG1, or
Call X the discrete-time Fourier series (DTFS) coefficients of x where
and WN = e-i2K/N. X is thus a linear combination of complex exponentials, each of which can be cancelled with an appropriate zero at location W; . Given X, it suffices to find the annihilating filter'
satisfying [2] H * , X = 0.
This filter H has z-transfom H ( z ) which factors as 
Then the N / M samples
are a sufficient representation of the signal. When N / M = 2K + 1 then the number of samples in (8) is just 1 more than the number of degrees of freedom2, that is, we are very close to "critical sampling". 
Piecewise Polynomial Signals
Define a discrete-time piecewise polynomial signal by K intervals [ n k , n k + 1 ] and pieces which are polynomials of maximum degree R on [ n k , nk+l -11. Note that this is more general than integrating a stream of K Diracs (4), since for example discontinuities at interval boundaries are permitted. To extend the above result to piecewise polynomials of maximum degree R, we need to take ( R + 1) first order discrete-time differences, and then apply Propo- 
R+1
*In the discrete-time scenario, position is not a "real" degree of freedom, since it is an integer. Thus, combinatorial methods can actually work with fewer "samples" in certain cases [I] .
_.. For a proof see [SI. Figure 1 illustrates the reconstruction of a discrete-time periodic piecewise linear (R = 1) signal of period N = 1024 with K = 6 pieces. We take N / M = 32 samples. The reconstructed signal is equal to the original (Fig. l(a) ) within machine precision,
CONTINUOUS-TIME SIGNALS WITH FINITE

RATE OF INNOVATION
We derive now the equivalent results but in continuous time, again building up from stream of Diracs to piecewise polynomial signals.
Stream of Diracs
Consider a periodic signal a@) of period r containing K Diracs at locations {th}f=; ' with t h E [0, r ) , or The proof is found in [SI.
N[Z] z-[
K -I H ( z ) = n ( 1 -Z -l z k )(15
Piecewise Polynomial Signals
Without getting into details at this point, we simply mimic the approach shown in the discrete-time case. The CTFS of the sampling kernel needs to have a factorization 
Finite length signals
It is possible to consider using infinitely supported sampling kernels (like the sinc or the Gaussian kernel) to sample finite length signals which are piecewise polynomial. Then, a finite number of samples allows to reconstruct the signal. The techniques, while similar in spirit, are more complex, and we refer to [5] for details.
LOCAL RECONSTRUCTION ALGORITHMS
The methods seen so far require global information to reconstruct the signal, or the signal has to be of finite length. A question of interest is to see under which conditions a local reconstruction scheme is possible. To explore this, we consider the simplest piecewise polynomial, namely the bilevel signal. We then use ,&splines of varying degrees as local sampling kernels.
Bilevel Signals
Define a bilevel signal as a continuous-time signal z(t) = 0 or 1, t E R+, with x(0) = 1. Consider first the box spline When going to higher order splines, necessity carries over. Sufficiency, on the other hand requires to solve higher order polynomial equations, which becomes difficult. The details of the proofs are found in [5].
Piecewise Polynomial Signals
Here we just mention that when sampling piecewise polynomial signals using the box sampling kernel not only are the transition values unknown but the polynomial coefficients as well and so we need to increase the sampling rate by R + 2 where R is the degree of the polynomial. An iterative algorithm for piecewise constant and piecewise linear signals is given in [5] .
CONCLUSION
In this paper, we have shown that piecewise polynomials with a rate of innovation of p can essentially be sampled with an appropriate sampling kernel (e.g. sinc kernel) with a sampling period T 5 l / p and can be perfectly recovered from these samples. This extends the idea of uniform sampling to a wider class than the classical, bandlimited signals. For example, piecewise bandlimited signals are treated in 161.
