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Introduzione
Con la corsa all’aumento delle frequenze dei processori attuali, i ritardi
di propagazione dei segnali sono sempre più incidenti sulle latenze di
ogni componente dei chip. La tecnologia attuale riesce a minimizzare
i tempi di risposta di ogni circuito ma, per limiti fisici, il ritardo in-
trodotto dai canali di collegamento di ogni componente non può essere
diminuito.
Anche i dispositivi interni al processore come le cache soffrono il
problema del wire-delay. In passato si ipotizzava un ritardo costante
per l’accesso alla cache, senza considerare che in una cache a più vie,
quelle più lontane dal controller subivano ritardi di propagazione sempre
più elevati rallentando i tempi dell’intera cache.
Oggi un modello di cache che consideri tempi di accesso uniformi non
è più realistico e già ci si sta muovendo in questo senso per cercare di
limitare i tempi di accesso, ed in considerazione di ciò è stata riadattata
a questo scopo una soluzione già esistente.
L’idea di base sta nel creare un modello di cache nel quale i tempi
di accesso sono non uniformi e funzione del particolare banco a cui si
accede. Si viene così a creare un insieme di tempi di accesso ognuno dei
quali è caratteristico di un particolare banco della cache.
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In pratica, le cache dovranno necessariamente avere architettura NU-
CA ovvero Non Uniform Cache Access, in cui cioè ogni via ha un ritardo
di accesso proprio ed indipendente dalle vie successive.
Uno studio dell’Università del Texas [2, 6] propone di creare un di-
namismo fra le vie della cache in modo che i blocchi di dati, in esse
contenuti, vengano gestiti con la politica LRU.
Questo lavoro si prefigge di illustrare gli accessi avvenuti in ogni
banco della cache, con lo scopo di trarre un modello qualitativo per
poter effettuare il tuning di tali memorie, ovvero cercare di migliorare
il comportamento di tali cache in base alle applicazioni simulate, per
trovare quale sia la configurazione che abbia performance migliori.
Saranno quindi ripresi questi concetti di Dynamic NUCA ed i suc-
cessivi risultati ottenuti dalla triangolarizzazione della loro geometria,
TD-NUCA [28, 29].
In particolare, sarà proposto un metodo relativo al calcolo delle hit,
miss ed accessi di ogni singolo banco della cache L2 che possa essere da
ausilio alla realizzazione di un tool per la progettazione delle suddette
cache.
Di seguito viene riportato un resoconto di quanto viene proposto nei
capitoli che costituiscono questo lavoro di tesi.
Il Capitolo 1 presenta le cache D-NUCA illustrando in particolare i
vantaggi che esse hanno apportato e le relative tecniche di gestione.
Il Capitolo 2 definisce le cache TD-NUCA (ovvero Triangular Dyna-
mic Non Uniform Cache Architectures) e tutte le politiche di gestione
che le riguardano.
Nel Capitolo 3 vengono illustrati gli strumenti usati per la valuta-
zione delle performance.
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Nel Capitolo 4 sono illustrate le prestazioni relative ai singoli ben-
chmark utilizzati per le D-NUCA.
Nel Capitolo 5 sono illustrate le prestazioni relative ai singoli ben-
chmark utilizzati per le TD-NUCA crescenti.
Nel Capitolo 6 sono illustrate le prestazioni relative ai singoli ben-
chmark utilizzati per le TD-NUCA decrescenti.
Nel Capitolo 7 vengono illustrati dei modelli di tuning per tutte le
applicazioni simulate.
Nel Capitolo 8 infine sono riportate le conclusioni al presente lavoro.
1Capitolo 1
Stato dell’arte
Nel presente capitolo saranno esposte le tecniche note per l’esame delle
cache D-NUCA. Saranno, inoltre, comparate alcune politiche di gestione
tipiche delle cache D-NUCA. Nel presentare queste architetture di cache
ci siamo spesso riferiti ai lavori di S.W. Keckler et al. [2, 6].
1.1 Le cache D-NUCA
Le D-NUCA sono fra le varie architetture NUCA quelle che meglio in-
terpretano il concetto di latenza variabile, esse infatti permettono una
mobilità dei dati tra le varie vie che le compongono, causando migrazioni
di blocchi più o meno recentemente usati che determinano un incremento
delle prestazioni di queste ultime [2, 6].
I vantaggi maggiori di questa architettura si possono ottenere posi-
zionando i dati più frequentemente acceduti nelle posizioni più veloci ed
allontanando da queste i meno usati.
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In questa sezione mostreremo la migrazione dei dati dai banchi più
lontani al controller a quelli più vicini in modo dinamico e secondo
politiche LRU.
Di seguito saranno analizzate alcune politiche di gestione di questi
tipi di cache con lo scopo di ridurre i tempi medi di accesso della L2 e
di migliorare le prestazioni complessive.
Per stabilire le politiche di migrazione si deve rispondere a tre do-
mande: come i dati sono mappati nei banchi, come è possibile ritrovare
i dati, sotto quali condizioni i dati possono migrare.
1.1.1 Mapping dei blocchi
Dato l’alto numero di banchi, potremmo mappare un blocco in modo
dinamico in qualsiasi banco.
Un compromesso tra flessibilità di piazzamento dei dati e velocità
nel ritrovarli fra i banchi, è la soluzione a spread set, in cui la matri-
ce di banchi che costituisce la cache è considerata come un struttura
set-associative ed ogni banco corrisponde ad una via di un particolare
insieme.
La collezione dei banchi che compongono un insieme è detta bank
set e la sua cardinalità definisce l’associatività della cache.
Ad esempio una cache associativa a 4 insiemi e composta da 32
banchi, ha 8 bank set di 4 banchi l’uno.
È possibile mappare i blocchi nei bank set in tre modalità differenti.
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Un bank set è la collezione di banchi che costituisce un insieme. La sua cardinalità definisce 
l’associatività. I bank sets sono distribuiti sui banchi fisici nel modo indicato dalle frecce. 
Con il simple mapping i bank sets laterali saranno svantaggiati rispetto a quelli centrali, 
poiché più lontani dal controller. Con il fair mapping la disparità rimane considerevole a 
livello della prima via (primo banco) di ogni bank set. Nello shared mapping, i primi banchi 
(più veloci) sono condivisi da ogni bank set.
(a) Simple mapping     (b) Fair mapping (c) Shared mapping
Figura 1.1: Mappaggio dei banchi nei bank set.
Nel simple mapping, mostrato in figura 1.1a, ogni riga di banchi
assume il ruolo di bank set ed ogni banco che la compone appartiene ad
una diversa via dello stesso insieme.
La ricerca di un dato avviene quindi selezionando il particolare bank
set, poi selezionando l’insieme giusto all’interno di questo ed infine
confrontando i tag via dopo via.
Sono presenti però degli inconvenienti: primo, il numero di insiemi
desiderati nella cache può non corrispondere con il numero delle righe
che si vengono a creare con i bank set; secondo, i tempi di accesso dei
bank set non sono uniformi. Infatti, ipotizzando la porta di ingresso
alla cache nel centro delle righe, i bank set centrali avranno una latenza
minore di quelli laterali.
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La seconda politica, la fair mapping (figura 1.1b), aggiunge un pò di
complessità per risolvere i problemi sopra citati. Il mapping dei bank
set sui banchi fisici segue adesso le frecce mostrate in figura.
Con questo modello il mapping è fatto in modo che i tempi medi
di accesso degli interi bank set risultino simili. Proprio perchè i bank
set non corrispondono più alle righe di banchi fisici è possibile variare il
numero di banchi (e quindi di vie) che compongono i bank set stessi.
Però, anche con questa soluzione, i banchi più vicini al controller
di ogni bank set (che saranno i più acceduti), non sono equidistanti al
controller stesso e ciò può creare una disparità fra i vari insiemi (almeno
a livello della prima via).
L’ultima soluzione, la fast shared mapping di figura 1.1c, permette a
tutti i bank set di condividere i banchi più vicini al controller in modo
da fornire la stessa latenza (quella minore possibile) ai banchi più usati
di ogni insieme. Tutto ciò ovviamente comporta un certo overhead di
complessità nella gestione dei banchi stessi.
1.1.2 Ricerca dei dati
Una volta selezionato il corretto bank set a partire dall’indirizzo, e se-
lezionato il corretto insieme all’interno di questo, la ricerca del blocco
fra le vie della cache prosegue secondo due possibili modalità: ricerca
incrementale o multicast.
La soluzione a ricerca incrementale consiste nella comparazione dei
tag partendo dalla via più vicina al controller e proseguendo allontanan-
dosi da questo solo in caso di miss della via considerata. È ovvio che
la ricerca in ogni via deve prima attendere la terminazione della ricerca
nella via precedente.
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Questa politica, dato che genera solo lo stretto numero necessario
di messaggi di ricerca (o pacchetti di accesso) all’interno della rete di
interconnessione, permette di tenere basso il consumo di energia, ma se
il blocco dovesse trovarsi nelle ultime vie oppure non fosse presente in
cache, si avrebbe una notevole riduzione delle prestazioni.
Con la politica a ricerca multicast, i tag di tutte le vie vengono
comparati in parallelo permettendo un notevole risparmio di tempo in
caso di miss. Per attuare questa soluzione però, dal controller devono
essere diretti tanti messaggi di ricerca quanta è la cardinalità del bank
set, ma solo uno di questi tornerà indietro con il risultato.
Questa tecnica quindi consuma una maggiore quantità di energia
rispetto al caso precedente, ed inoltre i troppi messaggi scambiati nella
rete possono limitare leggermente le prestazioni a causa della maggiore
possibilità di conflitti, sia di canale che di banco.
Per questo motivo sono state studiate ulteriori tecniche ibride: la
limited multicast, secondo la quale solo le prime M vie delle N presenti
sono utilizzate in parallelo per poi procedere in modo sequenziale; la
partitioned multicast, nella quale le vie sono partizionate in sottoinsiemi
che sono acceduti in parallelo fra loro con una ricerca incrementale al
loro interno; la limited search, nella quale si parte con una ricerca incre-
mentale fra le prime vie per poi finire in modo parallelo consentendo di
limitare la latenza nel worst-case.
È evidente che queste politiche sono un compromesso fra il tempo
di accesso alla cache ed il consumo di energia.
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1.1.3 Migrazione dei blocchi
L’obiettivo della migrazione è quello di massimizzare le hit nei banchi
più vicini e veloci avvicinando i blocchi maggiormente acceduti.
È naturale, quindi, usare una politica di scambio dei blocchi basata
sull’ LRU. Una politica di questo tipo, che promuove ad ogni accesso
i blocchi in posizioni più vicine, genera però molti movimenti di dati
nella rete di interconnessione, aumentando il consumo di energia e la
possibilità di conflitti.
Per trovare un compromesso sono state studiate varie soluzioni. In
generale, il problema della migrazione è risolto grazie alla definizione di
tre diversi meccanismi che rispondono ai problemi di inserzione dei dati
in cache, di espulsione e di promozione degli stessi.
Per quanto riguarda l’inserzione di un blocco in seguito al verificarsi
di una miss sullo stesso, è possibile scegliere l’inserzione in coda alla
lista delle vie (in pratica l’inserzione avviene nella via più lontana), in
modo da evitare di allontanare i blocchi più importanti e frequentemente
acceduti.
Così facendo, però, si verrà a generare un maggior numero di scambi
nel caso lo stesso blocco sia nuovamente acceduto in seguito.
In alternativa è possibile inserire il nuovo blocco in testa o in una
posizione casuale all’interno del bank set allontanando il blocco vittima
dell’inserzione.
È possibile inoltre limitare il numero delle copie dei blocchi da al-
lontanare applicando una politica zero-copy, rimpiazzando cioè diretta-
mente la vittima scelta per l’inserimento (potrebbe però essere elimina-
to un blocco importante nel caso di inserzione in testa o nel mezzo), o
one-copy, copiando cioè la vittima dell’inserzione in una posizione più
lontana e rimpiazzare dalla cache quest’ultimo blocco.
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È ovvio che, con una tecnica one-copy, il blocco rimpiazzato sarà
poco importante ma sarà generato uno scambio in più all’interno della
cache con conseguente aumento del numero degli accessi ai banchi e
quindi del consumo di energia e del numero dei possibili conflitti.
Per quanto riguarda l’espulsione dei blocchi è ritenuta ragionevole
l’ipotesi di buttar fuori il blocco in ultima posizione (il meno recente-
mente usato), in quanto è quello meno importante fra quelli presenti in
cache oppure quella di espellere un blocco in posizione casuale.
Le tecniche di rimpiazzamento da usare potranno essere allora l’in-
serzione in coda con una zero-copy ed una estrazione finale dalla coda,
oppure una inserzione nel mezzo (o casuale) con una conseguente one-
copy in coda e l’estrazione da questa, o infine una inserzione in testa,
una successiva one-copy ed una estrazione casuale.
Infine, il protocollo di promozione è sostanzialmente uno solo al qua-
le si può scegliere di applicare o meno qualche variante. La promozione
viene detta generazionale perchè propone di scambiare ogni blocco ac-
ceduto in cache con quello immediatamente più vicino al controller in
seguito al verificarsi di una hit sul blocco stesso.
Questa tecnica segue l’algoritmo LRU, infatti i blocchi più acceduti
migreranno velocemente nelle prime posizioni a scapito di quelli meno
importanti che si allontaneranno da queste.
Per limitare il numero di scambi effettuati, è possibile studiare varie
euristiche variando il numero di hit necessarie ad un blocco per effettuare
una migrazione in avanti e variando la distanza (in numero di banchi)
che questo può coprire ad ogni promozione. Fra le tecniche valutate in
seguito vi sono: 1 banco ogni hit, 1 banco ogni 2 hit, 2 banchi ogni 2
hit e 2 banchi ogni hit.
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Per valutare le prestazioni di ogni tecnica sopra esposta, il lavoro
[2] ha prima costruito una configurazione di base a cui in seguito fa
riferimento nelle successive misurazioni delle politiche avanzate.
Questa configurazione di base prevede le politiche più semplici fra
quelle menzionate: simple mapping, ricerca multicast, promozione di un
banco ad ogni hit e una politica di rimpiazzamento che espelle il blocco




Sulla base degli studi compiuti per le D-NUCA nel lavoro [10] sono
state modellate le TD-NUCA [28]; obiettivo conseguito dallo studio di
queste ultime è stato di ottenere, a parità di area di silicio occupata,
prestazioni più elevate, oppure prestazioni equivalenti con un’area di
silicio però fortemente ridotta.
È importante notare che risparmiare sulla superficie del chip porta
ad una minore complessità dei circuiti, quindi sia ad un minor consumo
energetico che ad una migliore dissipazione del calore.
Come mostrato in figura 2.1, per una cache rettangolare con n vie, in
cui la grandezza di pagina vale per ipotesi 2n−1, si ha un numero totale di
banchi dato da: n× 2n−1. Nella equivalente cache triangolare il numero




valore 2n−1. Il rapporto di questi due valori al tendere di n→∞ tende
a n, vale a dire che per un alto numero di vie il risparmio del numero di
banchi delle cache triangolari è lineare nel numero di vie.
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La TD-NUCA ha solo 15 banchi contro i 32 della normale D-NUCA con un 
risparmio di circa il 50% sull’area del chip.
Ogni banco ha riportata la latenza che impiega un pacchetto di accesso per arrivarvi 
partendo dal controller (tempo di routing). 
Figura 2.1: Confronto tra D-NUCA e TD-NUCA equivalente.
Quello che cambia fra le due architetture è il posizionarsi dei singoli
blocchi nei banchi. Supponiamo cioè di prendere un blocco il cui indi-
rizzo è tale per cui debba essere posizionato nel primo bank set della
cache rettangolare (il seguente esempio è mostrato in figura 2.2): i tem-
pi di routing possibili per la ricerca di questo blocco sono 3 (se il blocco
dovesse trovarsi nella prima via), 4 (se il blocco dovesse trovarsi nella
seconda via), 5 (nella terza via) e 6 (nella quarta), con una media, in
caso di hit per la ricerca, di 4.5 cicli di clock. Considerando lo stesso
blocco durante una ricerca nella cache triangolare: i tempi di routing
possibili sono adesso di 0 (nel caso si trovasse nella prima via), 1 (nel
caso si trovasse nella seconda via), 3 (se si trovasse nella terza via) e 6
(se si trovasse nella quarta via), con una media di 2.5 cicli di clock.
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Posizionamento di uno stesso blocco nelle 4 vie di una cache D-NUCA 8x4, e nelle 4 
vie di una cache TD-NUCA [1,2,4,8].
Si può notare che in una cache triangolare il blocco risulta mediamente più vicino al 
controller fornendo tempi di accesso tipici di una cache di più piccole dimensioni.
Figura 2.2: Posizionamento di uno stesso blocco.
Osserviamo ora la suddivisione dell’indirizzo. Essendo il numero di
banchi in ogni via non costante, è ovvio che la parte dell’indirizzo che
indica l’indice del banco in cui posizionare un particolare blocco deve
per forza di cose essere a grandezza variabile. La figura 2.3 mostra per
una cache da 4 vie, ognuna delle quali composta da 1, 2, 4 e 8 banchi
rispettivamente, la suddivisione dell’indirizzo e la posizione del campo
utilizzato per fare la scelta sul posizionamento del banco (campo bank).
Considerando uno spazio di indirizzamento a 32 bit, dimensione dei
blocchi di 64 byte e banchi contenenti 4096 insiemi; la prima via, com-
posta da 1 banco comprendente 4096 insiemi, avrà la parte index dell’in-
dirizzo usato per accedervi di 12 bit e non sarà presente il campo bank ;
la seconda via è composta da 2 banchi e comprende 2× 4096 insiemi, la
grandezza dell’indice dovrà allora essere di 13 bit che considereremo
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È considerato uno spazio di indirizzamento a 32bit, la dimensione dei blocchi vale 
64Byte, i banchi contengono 4096 insiemi e sono presenti 4 vie rispettivamente 
composte da 1, 2, 4 e 8 banchi dalla prima all’ultima. Il campo tag assorbe i 
rimanenti bit più significativi dell’indirizzo.
L’accesso alla prima via non necessita della parte bank dell’indirizzo in quanto è 
presente un solo banco (prima suddivisione). L’accesso alla seconda via deve 
considerare 1bit per la scelta del banco in cui è posizionato il blocco, sottraendolo 
alla parte meno significativa della parte tag (seconda suddivisione). L’accesso alla 
terza via utilizza 2bit del campo bank diminuendo ulteriormente la grandezza del 
tag (terza suddivisione). L’accesso all’ultima via necessita di 3bit per la scelta del 
banco e lascia solo 11bit al campo tag (quarta suddivisione).
Figura 2.3: Suddivisione indirizzo per una cache TD-NUCA.
suddivisi nei 12 bit meno significativi costituenti il campo index e
nel bit più significativo che permette la scelta del banco in cui cercare il
blocco. Continuando a percorrere le vie, ad ogni passo il bit meno signi-
ficativo del campo tag passerà a costituire il campo bank dell’indirizzo
che aumenterà di una unità alla volta.
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2.1.1 Mapping dei blocchi
Data questa nuova tipologia di indirizzamento, ogni blocco può essere
mappato nei banchi di ogni via. La funzione che definisce il mapping
è adesso più complicata perchè al raddoppiare della dimensione della
pagina di memoria da una via alla successiva, si deve considerare la
doppia possibilità che ha un blocco di posizionarsi nella via successiva.
Si verrà così a creare un albero binario di possibili posizioni che può
assumere un blocco con un particolare indirizzo dalla prima via all’ul-
tima. Definire le posizioni di un blocco in ogni via e quindi definire la
forma dell’albero significa perciò definire la funzione di mapping. Tutti
i bank set avranno quindi alcuni banchi (i primi) in comune fra loro.
È importante osservare, inoltre, che la funzione che calcola il map-
ping non deve essere complicata ma deve essere eseguita dal controller
in un singolo ciclo di clock, in modo da non introdurre ulteriori latenze
nella ricerca di un blocco.
I due possibili mapping, in analogia con gli equivalenti del caso D-
NUCA, sono mostrati in figura 2.4.
Nel simple mapping, mostrato in figura 2.4a, un blocco in posizione i
di una via si può mappare nella via successiva (se ha dimensione doppia)
nelle posizioni i×2 e i×2+k (dove k è la dimensione del banco). Questo
mapping, però, penalizza quei blocchi i cui indirizzi li portano ad essere
caricati nei banchi laterali, i quali avranno una latenza media di accesso
più alta.
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I bank set laterali vengono, quindi, penalizzati maggiormente rispet-
to a quelli centrali.
a) Simple mapping               b) Fair mapping
Nel simple mapping la funzione di mapping produce l’albero binario mostrato a 
sinistra. Si nota che i bank set laterali hanno tempi medi di accesso molto differenti 
da quelli più centrali.
Nel fair mapping, con l’albero binario di destra, si ha la minima varianza fra i tempi 
medi di accesso di ogni bank set.
Figura 2.4: Tipologie di mapping.
È possibile realizzare questo mapping aggiungendo ad ogni via un bit
nella parte bank dell’indirizzo (con riferimento alla figura 2.5a) e consi-
derando quest’ultimo bit come il meno significativo del campo bank. Il
campo bank dovrà, quindi, essere letto da destra verso sinistra.
Nel fair mapping, mostrato in figura 2.4b, la funzione che definisce la
posizione dei blocchi nei banchi impone che un blocco in posizione i di
una certa via si debba mappare nella via successiva (se ha dimensione
doppia) nelle posizioni i e i+ k × n (dove n è il numero di banchi della
via precedente).
Con questa tecnica, si può affermare che lo scostamento dalla media
dei tempi medi di accesso di ogni bank set è il minimo possibile.
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Questa funzione di mapping si realizza aggiungendo alla parte bank
dell’indirizzo un bit per ogni via e considerando quest’ultimo come il
meno significativo (figura 2.5b). Il campo bank si verrà, quindi, a leggere
normalmente da sinistra verso destra.
a) Simple mapping b) Fair mapping
Con il simple mapping il campo bank ha i bit più significativi a destra mentre quelli 
più a sinistra, sottratti al campo tag, sono considerati i meno significativi. Per 
implementare invece il fair mapping il campo bank deve essere letto normalmente 
da sinistra verso destra.
Figura 2.5: Suddivisione dell’indirizzo nei due tipi di mapping.
Come abbiamo visto il fair mapping è più equo del simple mapping
in considerazione del fatto che ogni bank set ha un tempo di routing
più vicino alla media totale.
Lo svantaggio principale del fair mapping, rispetto al simple map-
ping, è dovuto al diverso routing che si rende necessario per la distri-
buzione dei pacchetti di accesso ai banchi obiettivo della ricerca di un
blocco.
Il fair mapping genererà dunque un maggior numero di pacchetti
di accesso in cache aumentando la probabilità di conflitti di canale (i
conflitti di banco rimangono gli stessi in quanto il numero di banchi
acceduti nei due diversi mapping rimane costante).
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2.1.2 Routing
Il routing definisce il percorso intrapreso da ogni pacchetto di accesso
per arrivare ai banchi obiettivo di ogni operazione di cache (lettura,
scrittura, promozione, . . . ).
In una cache D-NUCA i pacchetti di accesso seguono i canali mo-
strati in grigio in figura 2.6a spostandosi prima verticalmente fino ad
arrivare alla giusta riga del banco (e del bank set) e poi orizzontalmente
fino a raggiungere la colonna corretta. Durante la ricerca di un blocco in
un bank set, ad esempio, ci si sposterà sulla giusta riga e poi, a distan-
za di 1 ciclo di clock l’uno dall’altro, si accederà ad ogni banco, dalla
prima via all’ultima sfruttando i minimi tempi possibili per arrivare a
destinazione.
I canali che si rendono necessari a questo routing (detto routing 1)
sono quelli mostrati in figura 2.6.
Volendo estendere questo tipo di routing alle cache triangolari, de-
vono essere aggiunti dei canali verticali anche alle vie successive alla
prima in quanto questo è l’unico modo per raggiungere i banchi più
esterni delle vie più grandi. Il routing 1 per le cache triangolari, quindi,
impone che di via in via si debba raggiungere prima la riga meta della
ricerca, e poi la colonna (figura 2.6b), in modo analogo a quanto avviene
per le cache rettangolari.
Così facendo, i tempi di routing di ogni banco sono gli stessi delle
cache D-NUCA, cioè sono i minimi possibili.
Con questo routing un pacchetto di accesso, per la ricerca di un
blocco, passa per ogni banco del bank set, vi accede, e poi prosegue
nella via successiva.
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Ciò è possibile perchè abbiamo implicitamente supposto di utilizzare
il simple mapping in modo da avere banchi consecutivi del bank set
fisicamente vicini tra loro.
a) Routing 1 in D-NUCA      b) Routing 1 in TD-NUCA       c) Routing 2 in TD-NUCA
Il routing usato nelle caches D-NUCA (routing 1) impone ad ogni pacchetto di spostarsi sulla giusta 
riga in corrispondenza della prima colonna. In seguito il pacchetto potrà viaggiare solo in 
orizzontale senza spostarsi da una riga all’altra. In grigio scuro sono riportati i canali necessari per 
implementare questo routing.
È possibile creare un equivalente del routing 1 da usare nelle caches TD-NUCA (solo con il simple 
mapping). Come si vede, ogni pacchetto si sposta prima di riga in riga (verticalmente) e solo dopo 
prosegue nelle vie successive. A differenza del caso precedente però, si rendono comunque 
necessari gli spostamenti verticali anche nelle vie successive alla prima.
Il routing 2, usato solo nel fair mapping, fa proseguire i pacchetti prima orizzontalmente di 
colonna in colonna e poi verticalmente fino a giungere alla riga corretta. Questa differenza può 
cambiare il numero di conflitti generati.
Figura 2.6: Tipologie di routing nelle due architetture.
Si può, ad esempio, notare come i due banchi più in alto della quarta
via in figura 2.6b siano acceduti dal banco a loro più vicino della via
precedente, cioè quello più in alto della terza via.
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Se, invece, usassimo il routing 1 con il fair mapping, essendo pre-
senti dei percorsi più lunghi da ogni via alla successiva (le diramazioni
dell’albero sono più “lunghe”), non sarebbe possibile ottenere i tempi di
routing migliori.
Il routing 2, che sfrutta i canali mostrati in figura 2.6c, permet-
te di raggiungere i banchi spostandosi prima sulla giusta colonna e
successivamente in modo verticale fino a raggiungere la giusta riga.
Così, per raggiungere i banchi appartenenti ad un bank set, sarà
lanciato un pacchetto che procederà in orizzontale, e da ogni colon-
na si diramerà procedendo sia nella successiva colonna, sia in verticale
all’interno della via.
Ad ogni istante, quindi, lo stesso accesso al bank set ha in cache più
pacchetti, ognuno dei quali procede verticalmente in una diversa via. In
tal modo, si possono ottenere, anche per questa tipologia di mapping,
gli stessi tempi delle cache rettangolari.
Il prezzo da pagare è il maggior numero di pacchetti in circolazione
nella cache, proprio perchè in ogni colonna dal canale centrale si genera
un nuovo pacchetto per proseguire il cammino verticalmente. Il maggior
numero di pacchetti si tradurrà in un maggior numero di conflitti sui
canali. In definitiva, le migliori soluzioni adottate per le cache TD-
NUCA sono da scegliere fra il simple mapping abbinato all’uso del primo
tipo di routing, e il fair mapping abbinato al routing 2.
In figura 2.7 è mostrato l’esempio di accesso ad un bank set (costi-
tuito dai banchi in rosso) con le due modalità di routing e i rispettivi
mapping.
2.1 Definizione 19
a) Routing 1 con simple mapping        b) Routing 2 con fair mapping      
I tempi di accesso ai singoli banchi sono gli stessi nei due routing, quello che cambia 
è il percorso intrapreso dai pacchetti di accesso. Nel routing 2 la lunghezza del 
percorso preso dai pacchetti (la lunghezza totale della riga rossa) è maggiore 
rispetto a quella del caso 1 (7 lati di banco contro 6). Come conseguenza, le 
probabilità di conflitti di canale nei due routing possono cambiare, e più 
precisamente ci aspetteremo più conflitti nel secondo tipo di routing.
Figura 2.7: Accesso ad un bank set nei due diversi routing.
La riga in rosso mostra il percorso preso dal pacchetto (o dai pac-
chetti nel caso di routing 2) nel raggiungere tutti i banchi.
Dalla comparazione delle due figure, si osserva che l’accesso all’inte-
ro bank set fa percorrere al pacchetto di accesso 6 canali (si intende 1
canale come il lato di 1 banco) nel caso del routing 1, mentre nel caso del
routing 2 ne devono percorrere 7. Questo maggiore impiego di risorse si
traduce in un maggior consumo energetico ed in una maggiore probabi-
lità di conflitto fra i pacchetti di accesso. D’altra parte, il routing 2 è
l’unico modo che si ha con il fair mapping per ottenere i migliori tempi
di accesso ai singoli banchi della cache.
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2.1.3 Politiche di rimpiazzamento e promozione
Il rimpiazzamento consiste nella scelta delle posizioni in cui inserire il
nuovo blocco e da cui estrarre il blocco da rimpiazzare.
Per quanto riguarda l’inserzione sono state prese in considerazione
due politiche: inserire nell’ultima via della cache, oppure in una via
scelta a caso.
Più precisamente, l’inserzione avviene in un blocco vuoto, se esiste,
oppure seguendo una delle due politiche appena menzionate.
Dopo l’inserzione deve essere scelta la posizione dalla quale sarà
estratto il blocco da rimpiazzare. L’unica politica scelta è quella di
estrazione dal fondo. Ovviamente, se la posizione in cui inserire non
coincide con quella da cui estrarre si rende necessaria una operazione di
one–copy con la quale viene portato il blocco occupante la posizione di
inserzione, nel blocco con la posizione di estrazione (ma solo dopo aver
fatto il write–back di quest’ultimo blocco).
Per ottimizzare l’estrazione, il dato viene posizionato in un blocco
vuoto, se esiste (in modo da evitare il write–back), altrimenti nell’ultima
via.
È da tenere in considerazione che il bank set in cui scegliere la po-
sizione da inserire è quello relativo all’indirizzo del blocco che deve
essere inserito in cache, mentre il bank set in cui scegliere la posizio-
ne di estrazione è quello riferito all’indirizzo del blocco in cui avviene
l’inserzione.
2.1 Definizione 21
Per quanto riguarda la promozione, questa avviene scambiando il
blocco che ha subito la hit con il blocco vittima, scelto risalendo le frecce
nell’albero del mapping; è inoltre possibile variare in modo flessibile il
numero di vie di avanzamento del blocco, da un minimo di 0 (assenza di
promozione) ad un massimo corrispondente all’associatività della cache
(promozione assoluta). Rimane da osservare che è possibile il caso in
cui un blocco debba essere promosso in una delle vie precedenti, e lo
scambio con il blocco che occupa la nuova posizione non sia possibile.
Il blocco vittima della promozione potrebbe cioè avere un indirizzo
incompatibile con il banco in cui è caricato il blocco da promuovere. In
tale caso, il blocco da promuovere proviene da una particolare dirama-
zione dell’albero di mapping (una delle due frecce possibili nell’andare a
ritroso da una via alla precedente), mentre il blocco vittima può seguire
solo l’altra diramazione (nello spostamento verso la via successiva). In
tali casi si può: o evitare la promozione, oppure salvare in memoria,
invalidare il blocco vittima e successivamente eseguire l’operazione di
promozione (lo scambio è reso possibile).
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2.1.4 Tecniche di ricerca
Analogamente alle cache rettangolari sono proposte le tecniche di ricerca
incrementale e multicast.
La ricerca incrementale procede all’accesso del banco in una via solo
se il banco relativo alla via precedente ha risposto con una miss.
La ricerca multicast procede all’accesso contemporaneo dei banchi
di tutte le vie senza aspettare da queste nessuna risposta. La ricerca
multicast ovviamente produrrà più accessi ai banchi, quindi consumerà
una quantità maggiore di energia, ma consentirà di avere dei tempi di
risposta minori, soprattutto nei casi di hit alle ultime vie o nei casi di
miss.
Come compromesso a queste tecniche sono nate soluzioni ibride che
consentono ricerche parzialmente multicast e parzialmente incrementali.
Un’osservazione sulle prestazioni di queste tecniche riguarda l’uso
della ricerca incrementale con il routing 2. Con esso, infatti, si nota
come possa essere estremamente inefficiente tale ricerca in quanto un
pacchetto, dopo aver acceduto al banco di una via, deve tornare nella
riga centrale della cache, spostarsi nella via successiva e risalire di nuovo
la colonna per riportarsi sulla giusta riga. I tempi di arrivo ai banchi
vengono così allungati notevolmente.
Con il routing 1 non si verifica questo fenomeno poichè i pacchetti
per portarsi nella via successiva non devono tornare nella riga centrale
ma possono proseguire in orizzontale.
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2.2 TD-NUCA Decrescenti
Infine, si può pensare di rovesciare il triangolo formato dai banchi di ca-
che, in modo da porre la via costituita da più banchi vicina al controller,
e la via più piccola più lontano.
Una cache con questa forma presenta, ovviamente, un aumento delle
prestazioni rispetto a quella formata dal triangolo crescente in quanto le
vie più vicine al controller sono adesso costituite da un maggiore numero
di banchi. Le vie più veloci quindi saranno anche le più grandi.
Quello che ci aspetteremo sarà semplicemente una riduzione dei tem-
pi di accesso alla cache, senza nessuna sostanziale modifica di ogni altro
indice.
a) Simple mapping                  b) Fair mapping
Con le caches TD-NUCA decrescenti l’albero del mapping viene rovesciato. Le 
frecce adesso, invece di sdoppiarsi, si riuniscono, come conseguenza ci sono meno 
problemi nella politica di promozione che ora è sempre possibile.
Figura 2.8: Tipologie di mapping per una TD-NUCA decrescente.
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La figura 2.8 mostra come vengono estese le due modalità di map-
ping, viste nel paragrafo 2.1, alle cache triangolari decrescenti. Si nota
che gli alberi sono rovesciati e che il mapping di un blocco, nel passare
dalla via a cui appartiene alla successiva, è univocamente determinato
(frecce che si riuniscono in figura 2.8).
Questo fatto causa meno problemi nella promozione, che è così sem-
pre possibile, poichè la posizione del blocco da promuovere non risulta
mai incompatibile con il blocco vittima di questa operazione, dato che
per quest’ultimo non esiste la doppia possibilità (doppia freccia) nello
spostamento verso la via successiva.
Per il resto continuano a valere immutate le politiche di gestione
come il routing, le tecniche di rimpiazzamento, e le tecniche di ricerca




3.1 Il simulatore D-Nuca Sim-Alpha 1.0
In tutto il presente lavoro ogni risultato è stato misurato attraverso una
piattaforma di simulazione basata sul diffuso simulatore di architetture
Simple Scalar 3.0 [10].
Questo simulatore è di tipo execution-driven ed è basato su una
coda di eventi per la comunicazione fra i moduli. In particolare la
versione scelta, la Sim-Alpha 1.0, è basata sull’architettura Alpha 21264
ed è stata validata rispetto a questa da un recente lavoro svolto presso
l’Università del Texas di Austin [1].
La versione del simulatore, che ci ha permesso di effettuare la pre-
sente ricerca, ha il supporto alle cache D-NUCA ed è stata messa a
punto in una ulteriore ricerca svolta sempre presso l’Università del Te-
xas di Austin ([2, 6]). Questi ultimi lavori, come descritto in precedenza,
mostrano la nuova architettura di cache D-NUCA ed appoggiandosi al
simulatore appena citato ne misurano le prestazioni.
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Il nostro obiettivo è quello di approfondire l’esistente progetto circa
le cache D-NUCA e di sviluppare lo stesso tipo di lavoro sulle cache
TD-NUCA ([28]).
Modificando opportunamente entrambi i simulatori mostreremo il
comportamento delle suddette cache relativamente ad una serie di pa-
rametri quali: hit, miss e accessi per ogni banco con relativi IPC e miss
rate.
Queste ultime informazioni saranno la base per cercare di proporre
una metodologia di costruzione delle cache.
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3.2 I benchmark SpecInt 2000
Oltre a dover decidere la piattaforma di simulazione si sono dovuti tro-
vare anche i giusti benchmark su cui basare le prove. Le applicazioni
di test scelte appartengono alla collaudata suite SpecInt 2000 [20] ed
in particolare abbiamo usato i seguenti: 176.gcc, 181.mcf, 256.bzip2,
300.twolf.
Questi 4 benchmark sono stati scelti, selezionandoli dall’intero grup-
po di Spec, a causa della loro tendenza a generare più miss in L1 così da
stressare maggiormente la cache di livello successivo sulla quale è basato
il presente lavoro.
Inoltre, per massimizzare ulteriormente gli accessi alla cache L2, so-
no state svolte le prove di simulazione degli Spec ognuna con un proprio
FFWD (fast forwarding, ovvero avanzamento rapido della simulazione),
in modo da saltare le prime istruzioni che causano pochi accessi in me-
moria e simulandone solo un certo numero, RUN, calcolato attraverso
ripetute prove degli Spec stessi [2].
La seguente tabella riporta i numeri di FFWD e RUN per ognuno
degli Spec utilizzati, ed in più riporta nella terza colonna il numero degli
accessi alla L2 per ogni milione di istruzioni.
Figura 3.1: FFWD e RUN per i benchmark utilizzati.
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Gli Spec sono eseguibili compilati ovviamente per l’architettura Al-
pha 21264 ed ognuno ha i propri input (input REF).
In tutte le prove di simulazione, presenti in questo lavoro, non sono
state usate particolari opzioni se non quelle che riguardano la configu-
razione dell’architettura spiegate nella sezione seguente.
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3.3 Configurazione di base dell’architettura
La configurazione dell’architettura presa in considerazione nelle seguen-
ti simulazioni prevede le impostazioni standard del simulatore Simple
Scalar.
Nella tabella seguente sono riportate le configurazioni standard del-
l’architettura Alpha 21264 per i suoi parametri più importanti. Per
ulteriori informazioni si rimanda alla letteratura specializzata [10].
Figura 3.2: Configurazione dell’architettura Alpha 21264.
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In particolare, la gerarchia delle memorie è composta da un TLB
dati e da un TLB istruzioni entrambi a 128 vie e di ampiezza 4KB; è
composta da una L1 dati e da una L1 istruzioni ciascuna da 64KB, a 2
vie, con blocchi da 64B, 3 cicli di accesso per la parte dati, e a singolo
ciclo di accesso per la parte istruzioni; è composta da un bus verso la
memoria da 16B di ampiezza e 4 cicli di latenza; è composta infine da
una memoria in tecnologia SDRAM con una latenza di 48 cicli per un
singolo trasferimento.
Relativamente alla cache L2 la sua definizione avviene inserendo
nel file di configurazione (ad es.:D-NUCA_cache–size.cfg) una o più
stringhe con il seguente schema:
<name>:<nsets>:<bsize>:<subblock>:<asso>:<repl>:<lat>:<trans>:
<prefetch>:<# resources>:<res code>:<res names>









definiscono una cache L2 con una grandezza di pagina di 4 banchi,
ed in cui ogni bank set è definito da ogni singola riga.
Nell’esempio si nota che ogni banco contiene 1024 insiemi ed ha un
tempo di risposta di 3 cicli di clock, che la grandezza del blocco è 64B,
che l’associatività è 4, e che la politica di rimpiazzamento è la LRU.
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Infine, è possibile impostare le dimensioni della matrice di banchi
che compone la cache come mostrato dal seguente esempio (in teoria
le dimensioni della matrice possono essere diverse dalla struttura della
cache per come è stata definita dai precedenti parametri):
- nuca-row 4
- nuca-col 4.
Nel capitolo successivo per ogni test di simulazione saranno riportati
con esattezza questi parametri.
Le dimensioni delle cache D-NUCA, esaminate sempre in conside-
razione della roadmap SIA 2001 [3], sono: 16MB con una tecnologia
di costruzione a 0, 50nm, 8MB con una tecnologia di costruzione a
0, 70nm, 4MB con una tecnologia di costruzione a 100nm, e 2MB con
una tecnologia di costruzione a 130nm.
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3.4 Il simulatore TD-Nuca Sim-Alpha
Il simulatore TD-NUCA Sim-Alpha implementa parte delle tecniche ri-
guardanti le cache TD-NUCA definite nel capitolo precedente ed ognuna
di esse è impostabile come è mostrato di seguito. Innanzitutto la forma
della struttura dei banchi è definita dal parametro:
- nuca-t-banks-number 1 2 4 8
In questo esempio la cache è triangolare crescente con 1, 2, 4 e 8
banchi per ogni via. Notare che per attivare la modalità triangolare
per la cache L2, ovvero per definire la presente opzione, deve essere
disattivata la modalità matriciale impostando 1 come numero di righe
ed impostando la somma totale del numero di banchi come numero di
colonne (in questo esempio 15). Attraverso i seguenti parametri:
- nuca : cachebanks-latencies 3 3 3 3
- nuca : interleaved true
- nuca : random-insertion false
- nuca : force-promotion false
- nuca : prom-banks-n 1
sono impostate rispettivamente le latenze dei banchi delle quattro vie
(nell’esempio ogni via ha banchi con tempi di risposta 3), la modalità
di mapping verticale (interlacciata o meno), la tecnica per inserire i
blocchi in modo random, la tecnica per forzare la promozione in caso di
incompatibilità fra blocco da promuovere e blocco da retrocedere, ed il
numero di vie da saltare in ogni promozione.
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I valori riportati nei precedenti parametri riguardano la configurazio-
ne di base dell’architettura della cache relativamente alle prove eseguite
in questo lavoro di tesi.
Rimangono escluse dalle implementazioni le tecniche di ricerca incre-
mentale e multicast, le modalità di mapping orizzontale, ovvero simple
mapping e fair mapping, e le due tipologie di routing (le cache D-NUCA
funzionano solo con il routing 1, mentre le cache TD-NUCA funzionano
solo con il routing 2).
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3.5 Modifiche apportate ai simulatori
Il nostro obiettivo è stato quello di modificare i simulatori con lo scopo
di studiare il routing dei pacchetti per poter mappare gli accessi in ogni
singolo banco delle cache simulate e darne una visione per configurazioni
diverse in geometria e dimensione.
Abbiamo analizzato come il simulatore effettuasse tale routing e qua-
li parametri andasse a modificare in relazione ad ogni pacchetto; una
volta individuata la porzione di codice in cui avveniva il tutto, abbiamo
contato i singoli accessi.
Le maggiori difficoltà sono state incontrate in questa fase a causa del
fenomeno dell’accesso broadcast, ovvero quando un pacchetto gira per
la cache esso in realtà compie vari accessi in tutti i banchi che visita.
Il nostro compito è stato quello di capire quali accessi fossero hit e
quali miss per poi darne una definizione quantitativa. Più precisamen-
te, abbiamo considerato come miss ogni banco acceduto nel percorso
effettuato dal singolo pacchetto e come hit il banco nel quale veniva
memorizzato il dato.
Routing 1 in D-NUCA      b) Routing 1 in TD-NUCA    
Figura 3.3: Percorso (in rosso) per il conteggio delle hit e delle miss.
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Il percorso in rosso, evidenziato nella figura precedente, è un esem-
pio di come i simulatori si muovano per ricercare il particolare dato
all’interno delle cache. Qui si è illustrato il caso più semplice riferito
al routing 1 associato alla tecnica del simple mapping per una cache
D-NUCA 8× 4 e per una cache TD-NUCA (1, 2, 4, 8). Ricordiamo che i
banchi considerati nel percorso in figura costituiscono uno stesso blocco
nelle 4 vie delle cache D-NUCA e TD-NUCA.
Ipotizzando che il dato, oggetto della ricerca, si trovi nel banco del-
l’ultima via del blocco considerato, la variabile miss_count subisce in-
crementi per i primi tre banchi visitati, mentre la variabile hit_count
un unico incremento dovuto all’ultimo banco visitato in cui il dato viene
trovato. Quanto illustrato si riferisce a ciò che avviene nel particolare
bank set considerato.
Tale approccio ha quindi permesso di tracciare l’effettivo posiziona-
mento dei dati all’interno della cache. Gli accessi ad ogni banco sono il
risultato della somma tra le hit e le miss calcolate.
Lo step successivo è stato quello di visualizzare tali accessi tramite
dei grafici ad hoc per poter trarre un modello qualitativo in riferimento
al posizionamento dei dati in cache.
Per il conteggio delle hit, delle miss e degli accessi ci siamo serviti
di tre variabili: hit_count, miss_count e access_count.
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Un esempio di come i valori, riferiti alle precedenti variabili, si
possano leggere dall’output di entrambi i simulatori è il seguente:
- L2 VIA 0 RIGA 0 HIT_COUNT: 3184
- L2 VIA 0 RIGA 0 MISS_COUNT: 485
- L2 VIA 0 RIGA 0 ACCESS_COUNT: 3669
- L2 VIA 1 RIGA 0 HIT_COUNT: 1906
- L2 VIA 1 RIGA 0 MISS_COUNT: 484
- L2 VIA 1 RIGA 0 ACCESS_COUNT: 2390
In tale esempio possiamo notare il numero di hit, di miss e di ac-
cessi ai banchi con coordinate (0,0) e (1,0). Più precisamente, il primo
numero specifica la via nella quale il banco si trova mentre il secondo
ne specifica la riga. I dati appena mostrati si trovano nel file di output
prodotto dal simulatore e la loro lettura ci ha permesso di costruire i




I risultati ottenuti per questo tipo di cache mostrano un andamento che
dipende dal particolare benchmark utilizzato.
Per ogni benchmark, mostreremo l’andamento qualitativo ottenuto
al variare delle dimensioni delle cache e da esso cercheremo di por-
re le basi per prevedere quali possano essere le configurazioni migliori
da usare. Andremo, poi, a valutare le hit, le miss e gli accessi delle
configurazioni più significative per ogni benchmark.
Infine, analizzeremo i due parametri IPC e miss rate ottenuti dal-
le simulazioni effettuate attraverso i quali valutare le prestazioni delle
cache analizzate.
4.1 176.gcc
Le prove svolte per questo benchmark hanno evidenziato differenti com-
portamenti a seconda della dimensione scelta. In particolare, tali dif-
formità si sono evidenziate nelle miss, le quali hanno un andamento
che dipende dalla dimensione della cache presa in considerazione, come









Figura 4.2: Gcc: Andamento miss per cache D-NUCA da 4MB fino a
16MB.
L’andamento qualitativo, mostrato nelle figure precedenti, mette in
evidenza come per cache di piccole dimensioni (fino a 2MB) si registri
un accentuato numero di miss (da centinaia a poche decine di migliaia)
in corrispondenza dell’ultima via; per cache di grandi dimensioni (fino a
16MB), invece, abbiamo un andamento più lineare con una concentra-
zione localizzata nelle prime vie (poche migliaia) e che si va ad annullare
in prossimità delle ultime.
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Un discorso diverso va fatto per le hit. Esse, infatti, mostrano un
andamento regolare con una concentrazione localizzata nelle prime vie
(centinaia di migliaia) che progressivamente decresce al crescere della
cache, segno che il working set rientra per intero all’interno della stessa.




Al crescere della dimensione della cache
le hits alle ultime vie si annullano
Figura 4.3: Gcc: Andamento hit per cache D-NUCA al crescere della
dimensione.





Figura 4.4: Gcc: Andamento accessi per cache D-NUCA da 512KB fino
a 2MB.
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Come si vede, tale andamento è regolare nelle prime vie, influenzato
per di più dalle hit, e presenta un piccolo picco nelle vie finali, dovuto
alle miss in numero alquanto significativo nelle cache di piccole dimen-
sioni (fino a 2MB). Tale fenomeno non è presente per cache di grosse
dimensioni, dove gli accessi alle vie finali addirittura si annullano.
Il fenomeno dell’annullamento degli accessi nelle vie più lontane dal
controller, per le cache di grosse dimensioni, è documentato nella sezione
4.1.3.
Le ultime considerazioni riguardano i parametri IPC e miss rate.
L’high value 1, 0165 è stato ottenuto per una cache 4×4 da 2MB, mentre
il valore più basso, 0, 9701, è risultato quello della 16× 16 da 16MB. Il
grafico dell’IPC è approssimabile ad una gaussiana dove le prestazioni
migliori sono state ottenute per le cache di medie dimensioni. Il miss
rate invece decresce al crescere della cache e ha l’high value di 0, 0981


























































































































































































































































Figura 4.10: Gcc: Distribuzione accessi per la cache 8× 4 da 8MB.
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Figura 4.12: Andamento miss rate per il benchmark 176.gcc.
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4.2 181.mcf
Le prove effettuate con questo benchmark hanno evidenziato un anda-
mento pressoché simile nei tre aspetti studiati (hit,miss e accessi). L’an-
damento qualitativo, mostrato nella seguente figura, conferma come sia
presente una localizzazione per tutti e tre i parametri esclusivamente
all’ultima via:






Figura 4.13: Mcf: Andamento hit, miss e accessi per cache D-NUCA
indipendentemente dalla dimensione.
Una prima osservazione da fare è che il benchmark usato ha una
località bassissima, quindi, i dati da esso elaborati entrano in gioco
poche volte nel ciclo di vita del processo stesso. Avviene, perciò, un
ricambio continuo dei dati all’interno della cache. In questo caso, la
dimensione della cache presa in considerazione non è una discriminante
per la distribuzione dei parametri presi in esame. Le cose appena dette
saranno mostrate nelle sezioni 4.2.1, 4.2.2 e 4.2.3.
A conferma di quanto affermato, i risultati ottenuti per i parametri
IPC e miss rate presentano valori pressoché uniformi. L’high value si
ottiene per la cache di dimensioni 4×4 da 2MB e vale 0, 4835, mentre il
low value si ottiene per la cache più grande da noi studiata che è quella
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di dimensioni 16×16 da 16MB. Anche per quanto riguarda il miss rate si
possono notare valori uniformi anche se in maniera meno netta rispetto
a quelli dell’IPC. L’high value si ha per la cache di dimensioni 4× 4 da
512KB e il low value per la 16× 16 da 16MB.
Ulteriori prove fatte su cache di dimensioni più grandi hanno dato
risultati pressocché simili ai precedenti e pertanto possiamo concludere
che il progettare cache più grandi non conviene. La cosa migliore da
fare, per ottenere IPC più alti senza sprecare aree di silicio e tecnologia
applicata, sarebbe quella di costruire cache a poche vie perchè tanto i


















































































































































































































































Figura 4.19: Mcf: Distribuzione accessi per la cache 8× 4 da 8MB.
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Figura 4.21: Andamento miss rate per il benchmark 181.mcf.
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4.3 256.bzip2
Lo studio effettuato su questo benchmark ha mostrato che la dimen-
sione non è una discriminante sull’andamento qualitativo dei parametri
considerati. La dimensione entra in gioco solo per quanto riguarda il
numero di miss; infatti, si è registrata una diminuzione (dell’ ordine di
poche centinaia) passando da cache piccole a cache più grandi. Que-
sto fenomeno incide per quanto riguarda l’andamento degli accessi così




Dovuto alle miss 
nell’ultima via




Figura 4.23: Bzip2: Andamento accessi per cache D-NUCA da 4MB
fino a 16MB.
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Discorso diverso per le hit. Abbiamo un andamento a “sella di ca-
vallo” con il valore più alto nella prima via (segno che la promozione
dei dati ha il suo effetto). La dimensione della cache è ininfluente per




Figura 4.24: Bzip2: Andamento hit per cache D-NUCA.
Per le miss notiamo una concentrazione localizzata nell’ultima via





Figura 4.25: Bzip2: Andamento miss per cache D-NUCA.
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Come si può notare dalle figure precedenti gli accessi per le cache
piccole sono maggiormente influenzati dalle miss nell’ultima via, mentre
per le grandi a farla da padrona sono le hit. Al crescere delle dimensioni
si nota un incremento dell’IPC fino ad arrivare alla 8 × 4 da 8MB con
high value di 1, 3035, per cui verrebbe da pensare che la costruzione
di cache via via maggiori sia direttamente proporzionale all’aumento
dell’IPC. Purtroppo ciò non è vero così come mostrato nelle sezione
4.3.4. Il miss rate, invece, decresce all’aumentare della dimensione della
cache, esso ha l’high value di 0, 6139 nella 4× 4 da 512KB e il low value
di 0, 13927 nella 16× 16 da 16MB.
Un’altro particolare da approfondire è che il working set non entra
mai tutto all’interno della cache, per cui sarebbe interessante progettare
cache più grandi per questo benchmark con lo scopo di ottimizzare gli



















































































































































































































































Figura 4.31: Bzip2: Distribuzione accessi 8× 4 da 8MB.
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Figura 4.33: Andamento miss rate per il benchmark 256.bzip2.
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4.4 300.twolf
Questo benchmark ha mostrato un andamento regolare. Nelle cache
dove il processo viene testato si può osservare il frequente fenomeno
della promozione dei dati, ciò a testimonianza che il processo ha un’alta
località.
Le hit presentano un andamento regolare con una diminuzione so-





Figura 4.34: Twolf: Andamento hit per cache D-NUCA.
nella pagina seguente viene mostrato l’andamento relativo alle miss.
Esse risultano molto poche rispetto alle hit in una quantità tale da non





Figura 4.35: Twolf: Andamento miss per cache D-NUCA.
Infine, l’andamento degli accessi è simile a quello già visto per le hit




Figura 4.36: Twolf: Andamento accessi per cache D-NUCA.
L’high value dell’IPC vale 1, 2121 osservato nella cache 4×4 da 2MB
e il low value è di 1, 2106 per la cache 8 × 4 da 2MB. Come detto in
precedenza il miss rate è bassissimo e si assesta più in dettaglio intorno
a valori dell’ordine di decimali di unita’, l’high value si ha nella 8 × 4
da 1MB e vale 0, 09318 e il low value di 0, 09 si ha per la cache 4× 4 da
2MB.
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Al crescere della dimensione della cache il working set rientra tutto
nella stessa per cui anche in questo tipo di benchmark conviene fermarsi
nella progettazione di cache più grandi. A conferma di quanto detto si
nota che, nello stesso momento in cui l’IPC si degrada, il working set
rientra tutto in cache quindi è inutile progettare cache di dimensioni
maggiori. Per le valutazioni testé espresse la migliore configurazione da



























































































































































































































Figura 4.42: Twolf: Distribuzione accessi 4× 4 da 2MB.
4.4 300.twolf 64
















































Partendo dall’osservazione delle simulazioni effettuate sulle cache tra-
dizionali, ovvero le rettangolari, e su quelle triangolari proposte nelle
precedenti tesi [28, 29], abbiamo cercato di modellare un tool grafico
che evidenziasse i risultati ottenuti per ogni singolo banco della cache.
Il lavoro da noi svolto quindi è stato quello di approfondire i concetti
già noti nello stato dell’arte della progettazione di architetture cache
e di confermare i migliori risultati delle cache TD-NUCA rispetto al-
le cache D-NUCA riguardo al risparmio di area di silicio occupata ed
al miglioramento delle prestazioni. Abbiamo quindi esaminato diver-
se configurazioni (vedi appendici) andando ad osservare i parametri di
riferimento riguardanti le prestazioni delle TD-NUCA crescenti.
5.1 176.gcc
Le simulazioni riguardanti le hit per questo benchmark hanno evidenzia-
to la presenza di un picco alla seconda via per qualsiasi configurazione




Gcc Hits TD-NUCA crescenti
Picco alla seconda via 
Figura 5.1: Gcc: Andamento hit per cache triangolari crescenti.
Le miss si posizionano tutte all’ultima via qualunque sia la dimen-
sione presa in considerazione, segno che tale benchmark ha una località
bassissima, ovvero i dati entrano in cache ed escono quasi subito come
mostrato in figura 5.2.
Numero miss
Numero via
Gcc Miss TD-NUCA crescenti
Figura 5.2: Gcc: Andamento miss per cache triangolari crescenti.
Come si evince dalle figure 5.3 e 5.4 gli accessi sono influenzati dalle
miss nelle cache di piccole dimensioni e dalle hit in quelle più grandi,









Gcc Accessi TD-NUCA crescenti
Figura 5.4: Gcc: Andamento accessi per cache triangolari crescenti da
4MB fino a 16MB.
L’high value dell’IPC si ha nella 2.4.8.16 da 8MB e vale 1, 1852,
mentre invece il low value si ha nella 1.2.4.8 da 512KB e vale 0, 4708.
Comunque l’IPC ha un andamento sempre crescente per le cache di
piccole dimensioni mentre per quelle più grandi è pressoché uniforme.
Per quanto riguarda il miss rate il low value si ha nelle cache più grandi
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Figura 5.8: Gcc: Distribuzione miss per la cache 1.2.4.8 da 2MB.
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5.1.3 Accessi






























Figura 5.9: Gcc: Distribuzione accessi per la cache 1.1.2.4 da 512KB.





























Figura 5.10: Gcc: Distribuzione accessi per la cache 1.1.2.4 da 2MB.
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Osservazione: Nella figura sotto si nota il working set simulato che





















































































Figura 5.11: Gcc: Distribuzione accessi per la cache 2.4.8.16 da 4MB.
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Figura 5.13: Andamento miss rate per il benchmark 176.gcc.
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5.2 181.mcf
Le hit relative al singolo banco seguono un andamento regolare e al cre-
scere delle dimensioni della cache otteniamo meno hit nelle vie finali,
segno che il working set rientra sempre più all’interno della cache. Bi-
sogna però fare una distinzione fra cache triangolari crescenti di piccole
e di grandi dimensioni. Nelle prime si ha un innalzamento minimo nella
via finale, come mostrato in figura 5.14, nelle seconde (figura 5.15) in-








Figura 5.15: Mcf: Andamento hit per cache triangolari crescenti di
grandi dimensioni.
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Per quanto riguarda le miss il loro andamento risulta invariato rispet-




Mcf Miss TD-NUCA crescenti
Figura 5.16: Mcf: Andamento miss per cache triangolari crescenti.
Gli accessi risultano parecchio influenzati dalle miss nelle cache di
piccole dimensioni (figura 5.17) e dalle hit in quelle grandi presentando
di nuovo il picco alla seconda via(figura 5.18).
Numero accessi
Numero via
Mcf Accessi TD-NUCA crescenti





Mcf Accessi TD-NUCA crescenti
Picco alla seconda via 
Figura 5.18: Mcf: Andamento accessi per cache triangolari crescenti di
grandi dimensioni.
L’high value riscontrato per l’IPC si ha per la 1.1.2.4 da 2MB e vale
1, 0118mentre il low value di 0, 4041 si ha per la 1.2.4.8 da 512KB. L’IPC
cresce fino ad arrivare alla 1.1.2.4 da 2MB e poi si abbassa diventando
uniforme. Il miss rate invece decresce sempre, fino a rimanere uniforme
per le grosse dimensioni, infatti l’high value si ha per la configurazione






















































































































































































































































































Figura 5.24: Mcf: Distribuzione accessi per la cache 1.1.2.4 da 1MB.
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Figura 5.26: Andamento miss rate per il benchmark 181.mcf.
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5.3 256.bzip2
In questo benchmark abbiamo osservato un andamento regolare delle
hit, al contrario di quello che accadeva nelle D-NUCA dove l’andamento
assumeva una forma a “sella di cavallo” come mostrato in figura 5.27.
Numero Hits
Numero via
Bzip2 Hits TD-NUCA 
crescenti
Figura 5.27: Bzip2: Andamento hit per cache triangolari crescenti.
Le miss invece hanno lo stesso andamento di quello riscontrato nelle
D-NUCA come si evince nella figura 5.28.
Numero miss
Numero via
Bzip2 Miss TD-NUCA crescenti
Figura 5.28: Bzip2: Andamento miss per cache triangolari crescenti.
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Gli accessi risultano a forma di “sella di cavallo” per le cache di
piccole dimensioni, come mostrato in figura 5.29 e invece assumono un
aspetto simile alle hit in quelle più grandi(figura 5.30), perchè in queste
le hit sono molto di più delle miss.
Numero accessi
Numero via
Bzip2 Accessi TD-NUCA crescenti




Accessi di Bzip2  TD-NUCA crescente
Figura 5.30: Bzip2: Andamento accessi per cache triangolari crescenti
di grandi dimensioni.
L’IPC cresce sempre al crescere della dimensione della cache fino ad
arrivare alla soglia di 1, 374 data dalla configurazione 2.4.8.16 da 8MB
e poi diventa pressoché uniforme.
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Il low value comunque si ha nella 1.2.4.8 da 512KB e vale 1, 2056.Il
miss rate invece decresce sempre più per le cache di piccole dimensioni
e poi diventa costante. Il low value si ha nella 2.4.8.16 da 8MB e vale













































































































































































































































































































































Figura 5.36: Bzip2: Distribuzione accessi per la cache 2.4.8.16 da 8MB.
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Figura 5.38: Andamento miss rate per il benchmark 256.bzip2.
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5.4 300.twolf
Per le hit di questo benchmark è stato riscontrato un andamento regolare
in cui ha rilevanza maggiore l’effetto della promozione dei dati(figura
5.39), per cache di grosse dimensioni addirittura il working set rientra




Twolf Hits TD-NUCA crescenti
Figura 5.39: Twolf: Andamento hit per cache triangolari crescenti.
Nelle miss ho un assestamento nella via finale come si può notare
dalla figura 5.40 .
Numero miss
Numero via
Twolf Miss TD-NUCA crescenti
Figura 5.40: Twolf: Andamento miss per cache triangolari crescenti.
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Gli accessi risultano influenzati maggiormente dalle miss nelle cache
piccole infatti ho un picco alle ultime vie (figura 5.41), mentre le hit
hanno una predominanza maggiore nel conteggio degli accessi totali nelle
cache di grosse dimensioni (figura 5.42), ciò testimonia che sono molto
più elevate delle miss.
Numero accessi
Numero via
Twolf Accessi TD-NUCA crescenti




Twolf Accessi  TD-NUCA crescente
Figura 5.42: Twolf: Andamento accessi per cache triangolari crescenti
di grandi dimensioni.
L’high value dell’IPC si ha nella cache 1.1.2.4 da 2MB e vale 0, 9384
mentre il low value si ha nella 1.2.4.8 da 512KB e vale 0, 6274.
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Comunque l’andamento dell’IPC cresce fino ad arrivare alla configu-
razione 1.1.2.4 da 2MB dove ho il picco massimo poi si riduce e diventa
uniforme.
Il miss rate decresce sempre, infatti l’high value si ha nella cache più
piccola 1.1.2.4 da 512KB e vale 0, 4134, poi diventa uniforme per quelle
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Figura 5.48: Twolf: Distribuzione accessi per la cache 1.2.4.8 da 2MB.
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Dai risultati ottenuti queste cache risultano essere le migliori, per quanto
riguarda il compromesso fra prestazioni e consumo di potenza. In ognu-
na di queste risulta dimostrata la promozione dei dati a conferma del
fatto che la cache compie al meglio il proprio lavoro, ovvero avvicinare
sempre più i dati al controller così da rendere più veloce l’accesso.
6.1 176.gcc
Per quanto riguarda le hit abbiamo un andamento regolare tranne che
nella 4.2.1.1 da 512KB, ovvero la più piccola, dove si evidenzia un picco
all’ultima via (figura 6.6). Tale picco non è più presente nelle cache più
grandi, segno che al crescere delle cache riusciamo ad eliminarlo e a far
sì che abbia senso il fenomeno della promozione dei dati. Tale effetto




Gcc Hits  TD-NUCA decrescente
Figura 6.1: Gcc: Andamento hit per cache TD-NUCA decrescenti.
Per le miss dobbiamo distinguere fra cache piccole (figura 6.2) dove
le miss sono per lo più nelle ultime vie e tratti costanti nelle altre, e
cache grandi dove invece le miss alle ultime vie sono minori rispetto a
quelle osservate nelle prime (figura 6.3).
Numero miss
Numero via
Gcc Miss TD-NUCA decrescenti
Figura 6.2: Gcc: Andamento miss per cache TD-NUCA decrescenti di




Gcc Miss TD-NUCA decrescenti
Figura 6.3: Gcc: Andamento miss per cache TD-NUCA decrescenti di
piccole dimensioni.
Gli accessi seguono le miss (figura 6.4) anche se dalla configurazione
da 2MB in poi seguono sia le miss che le hit (figura 6.5).
Numero Accessi
Numero via
Gcc Accessi TD-NUCA decrescenti





Accessi di Gcc  TD-NUCA decrescente
Figura 6.5: Gcc: Andamento accessi per cache TD-NUCA decrescenti
di grandi dimensioni.
L’IPC più grande è stato osservato nella 4.2.1.1 da 2MB (quella
in cui cambia l’andamento delle miss) e vale 1, 3959, mentre quello più
basso si ha nella 8.4.2.1 da 512KB e vale 0, 5573. Il miss rate più elevato
è stato trovato nella 8.4.2.1 da 512KB e vale 0, 5069 mentre il più basso



































































































































0,000996, 00865, 00 72, 00 650,000997, 00859, 00571, 002790,000996, 00866, 00587, 002770,000999, 00862, 00577,0002660,001001,0 8540,000574,000273, 00167,000008 0
0,000999, 00859,000575,000275, 00162,000008 0
0,000999,000860, 00576,000274, 00151,000009 0 0 0 0 0
0,000996, 00855, 00 92,000285, 00153,0000140 0 0 0 0 0 0 0 0 0
0,000999,0008710,000584,000278,0001660,000006 0 0 0 0 0 0 0 0 0







































































Figura 6.11: Gcc: Distribuzione accessi 4.2.1.1 da 2MB.
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Figura 6.13: Miss Rate delle varie configurazioni.
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6.2 181.mcf
In questo benchmark le hit risultano avere un andamento a “sella di
cavallo” con un lieve picco alla via finale frutto del ricambio dei dati
e della promozione degli stessi. Ciò a testimoniare che i dati hanno
località elevata (figura 6.14).
Numero hits
Numero via
Mcf Hits TD-NUCA decrescenti
Figura 6.14: Mcf: Andamento hit per cache TD-NUCA decrescenti.
Per quanto riguarda le miss abbiamo riscontrato un tratto sempre
costante, cioè le miss avvenute ai banchi delle prime vie sono uguali,
con un picco all’ultima via (figura 6.15).
Numero miss
Numero via
Mcf Miss TD-NUCA decrescenti
Figura 6.15: Mcf: Andamento miss per cache TD-NUCA decrescenti.
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Gli accessi invece risultano influenzati sia dalle hit che dalle miss,
segno che sia hit che miss sono paragonabili in numero (figura 6.16).
Numero Accessi
Numero via
Figura 6.16: Mcf: Andamento accessi per cache TD-NUCA decrescenti.
L’high value di 1, 1505 dell’IPC si ha per la configurazione 4.2.1.1 da
2MB, mentre il low value vale 0, 4895 e si ha per la 4.2.1.1 da 512KB.
Per quanto riguarda il miss rate l’high value vale 0, 7097 e si ha per la















































































































































































Figura 6.22: Mcf: Distribuzione accessi 8.4.2.1 da 2MB.
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Figura 6.24: Miss Rate delle varie configurazioni.
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6.3 256.bzip2
In questo benchmark abbiamo le hit che seguono un andamento quali-
tativo a “sella di cavallo” tranne la configurazione da 16.8.4.2 da 8MB
dove invece il working set sta tutto dentro(figura 6.33). Ciò significa
che ingrandendo la cache si riescono a promuovere i dati.
Numero hits
Numero via
Bzip2 Hits TD-NUCA decrescenti




Bzip2 16.8.4.2 da 8Mb TD-NUCA decrescente
Figura 6.26: Bzip2: Andamento hit per cache TD-NUCA decrescente
di 8MB.
Nelle miss invece abbiamo un tratto costante e un picco nell’ultima
via tranne nella 16.8.4.2 da 8MB dove le miss si posizionano nelle prime




Bzip2 Miss TD-NUCA decrescenti




Bzip2 Miss TD-NUCA 16.8.4.2_8M
Figura 6.28: Bzip2: Andamento miss per cache TD-NUCA decrescente
di 8MB.
Gli accessi invece seguono le miss nelle configurazioni di piccola di-
mensione diventando, invece, a “sella di cavallo” in quelle più grandi.
Nella 16.8.4.2 da 8MB invece il grafico degli accessi è pressoché uguale




Bzip2 Accessi TD-NUCA decrescenti




Bzip2 Accessi TD-NUCA decrescenti




Bzip2 Miss TD-NUCA 16.8.4.2_8M
Figura 6.31: Bzip2: Andamento accessi per cache TD decrescente di
8MB.
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L’IPC più elevato è quello della 16.8.4.2 da 8MB ,ovvero quella che
ha la particolarità nella quale le miss rientrano tutte in cache riuscendo
così ad attirare i dati sempre più vicino al controller, e vale 1, 3907.
Quello più basso vale 1, 1649 e si è riscontrato nella 8.4.2.1 da 512KB. Il
miss rate più elevato si ha nella 8.4.2.1 da 512KB e vale 1, 7063 mentre
il più basso si ha nella 16.8.4.2 da 8MB e vale 0, 0119.Questa quindi










































































































































































































































































































































































Figura 6.37: Bzip2: Distribuzione accessi 16.8.4.2 da 8MB.
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Figura 6.39: Miss Rate delle varie configurazioni.
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6.4 300.twolf
In questo benchmark dobbiamo fare una distinzione essenziale fra le
varie dimensioni della cache, infatti per le cache di piccole dimensioni
abbiamo un andamento a sella di cavallo mentre per quelle più grandi
(da 2MB in poi) l’andamento è pressoché regolare.
Numero hits
Numero via
Twolf Hits TD-NUCA decrescenti




Twolf Hits TD-NUCA decrescente
Figura 6.41: Twolf: Andamento hit per cache TD decrescenti di grandi
dimensioni.
Per le miss abbiamo un andamento dipendente dalle dimensioni. Per
le cache di piccole dimensioni abbiamo un picco all’ultima via, mentre





Twolf Hits TD-NUCA decrescenti




Twolf Miss TD-NUCA decrescenti
Figura 6.43: Twolf: Andamento miss per cache TD-NUCA decrescenti
di grandi dimensioni.
Per gli accessi abbiamo un’influenza maggiore delle miss per le cache









Twolf Accessi TD-NUCA 
decrescenti
Figura 6.45: Twolf: Andamento accessi per cache TD decrescenti di
grandi dimensioni.
L’IPC maggiore di 0, 9916 è stato osservato per la 4.2.1.1 da 2MB,
mentre il più basso è di 0, 6683 per la 8.4.2.1 da 512KB. Il miss rate
maggiore si ha nella 8.4.2.1 da 512KB e vale 0, 413, mentre il più basso
è di 0, 0046 ed è stato riscontrato nelle configurazioni 16.8.4.2 da 4MB

















































































0,0120 0 0 0 0
290,79
72,046
0,0130 0 0 0 0
290,185
76,132
0,1120 0 0 0 0 0 0 0 0
280,972
75,261
0,0150 0 0 0 0 0 0 0 0 0 0 0 0
318,373
72,874
0,0120 0 0 0 0 0 0 0 0 0 0 0 0
304,236
74,665
0,0120 0 0 0 0 0 0 0 0
290,222
76,635
0,0140 0 0 0 0
291,256
72,704



































































































































































0,066 0 0 0
281,974
77,842
0,066 0 0 0 0 0
319,287
73,559
0,067 0 0 0 0 0
305,242
75,354






















Figura 6.51: Twolf: Distribuzione accessi 16.8.4.2 da 4MB.
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In questo capitolo sarà proposto uno strumento utile allo studio del com-
portamento delle cache di tipo NUCA. Dall’analisi dei profili ottenuti
per gli accessi ai banchi, in ogni configurazione simulata, si cercherà di
proporre un modello che sia da ausilio alla progettazione di cache con
prestazioni più performanti.
Le varie configurazioni di cache analizzate hanno prodotto compor-
tamenti differenti in termini di profili degli accessi. L’analisi di que-
sti profili ha suggerito l’idea di modellare le cache in maniera tale da
migliorare l’IPC e avere distribuzioni migliori di accessi ai banchi.
7.1 D-NUCA
7.1.1 Tuning di Gcc
Per questa applicazione sono state fatte considerazioni riguardo all’in-
cidenza della dimensione delle varie cache simulate. Le cache 4 × 4 da
2MB e 8 × 4 da 8MB hanno evidenziato i comportamenti più signifi-
cativi. Le figure 7.1 e 7.2 illustrano come, al crescere della dimensione

















































































Figura 7.2: Gcc: Distribuzione accessi per la cache 8× 4 da 8MB.
Questo fenomeno avviene grazie alla promozione dei dati, ovvero i
dati più frequentemente usati dal processore non vengono scaricati in
memoria ma promossi alle vie iniziali, molto più veloci. Per la cache da
8MB infatti (vedi figura 7.2) gli accessi all’ultima via risultano nulli.
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Nelle cache più grandi di 8MB tale fenomeno si accentua interessan-
do le vie più lontane dal controller e non solo l’ultima. Concludiamo
dicendo che, per questa applicazione, è inutile la ricerca di cache più
grandi come confermato dalle prestazioni ricavate per la cache 4 × 4
da 2MB, in assoluto la migliore poiché comporterebbe solo spreco di
risorse e di tecnologia. Quanto affermato trova conferma andando ad
analizzare l’IPC dove risulta che le prestazioni migliori riguardano le
configurazioni 4× 4 da 2MB e 1MB, mentre sia le cache più piccole che








Figura 7.3: Andamento IPC per le cache 4× 4 da 2MB e 8× 4 da 8MB.
7.1.2 Tuning di Mcf
Dalle figure 7.4 e 7.5 si è notato l’instabilità e l’uso relativo dei dati nella
cache, infatti come si può facilmente constatare i dati non vengano mai
promossi, ovvero dopo il loro uso vengono subito scaricati in memoria.
È la tail insertion che provoca questo fenomeno. Si è cercato quindi di
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simulare cache più grandi, nella speranza che qualche dato fosse
promosso alle vie iniziali, ma la ricerca è risultata vana, con la seguente
decisione di non progettare cache di dimensioni maggiori. Tale proget-
tazione risulterebbe infatti inutile visto che il dato si ferma all’ultima





































Figura 7.4: Mcf: Distribuzione accessi per la cache 4× 4 da 2MB.
Quanto affermato ha trovato conferma anche nel parametro IPC che
ha prodotto risultati pressoché simili fra loro e non ha stimolato la














































Figura 7.5: Mcf: Distribuzione accessi per la cache 8× 4 da 8MB.
L’IPC migliore è risultato quello della cache 4× 4 da 2MB anche se
tale valore non si discosta di molto dagli altri tranne che per la cache









Figura 7.6: Andamento IPC per le cache 4× 4 da 2MB e 8× 4 da 8MB.
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7.1.3 Tuning di Bzip2
Dalle figure 7.7 e 7.8 si nota come il working set non sia ancora stato
tutto caricato in cache. È da notare anche come gli accessi alla prima
via siano passati da una media di 1.300.000 a una media di 1.000.000
grazie all’incremento di righe da noi progettato e che ha portato alla
conferma del nostro ragionamento, ovvero che la maggiore distribuzione
degli accessi porta un incremento delle prestazioni. La progettazione di
cache di dimensioni maggiori ha portato al miglioramento delle presta-
































Figura 7.7: Bzip2: Distribuzione accessi 4× 4 da 2MB.
L’IPC è risultato essere peggiore per cache più piccole di 2MB e più


































































Figura 7.9: Andamento IPC per le cache 4× 4 da 2MB e 8× 4 da 8MB.
L’osservazione da fare è che hanno ottenuto prestazioni migliori le
configurazioni “rettangolari” e cioè quelle nelle quali il numero di righe
era maggiore del numero di vie a conferma della migliore distribuzione
che gli accessi hanno avuto per tali cache.
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7.1.4 Tuning di Twolf
Dalle figure 7.10 e 7.11 si nota come il working set di questa applicazione








































































Figura 7.11: Twolf: Distribuzione accessi 4× 4 da 2MB.
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È del tutto inutile, in questo caso, proseguire con la progettazione
di cache più grandi poiché le ultime vie risultano comunque inutilizzate.
Le simulazioni effettuate per le varie configurazioni confermano quanto
detto.
Le migliori prestazioni sono state ottenute per le cache 4 × 4 da
2MB osservando che l’IPC decresce, anche se non di molto, passando a








Figura 7.12: Andamento IPC per le cache 4 × 4 da 512KB e 4 × 4 da
2MB.
L’osservazione da fare, per questa applicazione, è che le prestazioni
migliori sono state ottenute nelle cache “quadrate” ed in particolare
nelle configurazioni 4× 4 suggerendo di insistere su progettazioni simili
caratterizzate da un numero minore di righe e soprattutto di vie.
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7.2 TD-NUCA crescenti
7.2.1 Tuning di Gcc
Dalle figure 7.13, 7.14 e 7.15 è possibile notare come la progettazione
di cache di dimensioni sempre più grandi, per questa applicazione, ab-
bia prodotto risultati migliori in termini di prestazioni. La promozione
infatti ha avuto il suo effetto e l’IPC è aumentato passando a configura-
zioni di cache più grandi. L’osservazione che è possibile fare, per questa
applicazione, riguarda il working set che comincia a diventare piccolo
per cache oltre i 4MB. L’IPC, tuttavia, nelle TD-NUCA è aumentato a
differenza di ciò che avveniva nelle D-NUCA a conferma che la ricerca
di modelli di cache con diversa geometria e dimensione ha portato a
risultati migliori. Concludiamo dicendo che, per questa applicazione, è






























Figura 7.13: Gcc: Distribuzione accessi per la cache 1.1.2.4 da 512KB.

















































































































Figura 7.15: Gcc: Distribuzione accessi per la cache 2.4.8.16 da 4MB.
L’IPC migliore è risultato essere quello della cache 2.4.8.16 da 8MB
dove però il fenomeno dei pochi accessi alle ultime vie, illustrato nella
figura 7.15, è ancora più marcato (figura 7.16).

















Figura 7.16: Andamento IPC per le cache 1.1.2.4 da 512KB, 2MB e
2.4.8.16 da 4MB.
7.2.2 Tuning di Mcf
Dalle figure 7.17, 7.18 e 7.19 si nota come la promozione dei dati abbia
avuto il suo effetto nelle prove effettuate e come l’IPC non sia peggiorato
di molto passando a dimensioni più grandi. Quindi, per questa applica-
zione, è consigliabile la progettazione di cache più grandi di 2MB poiché
le prestazioni delle cache più piccole sono risultate nettamente inferiori.
Anche in questo tipo di applicazione l’IPC per le TD-NUCA è risulta-
to essere migliorato rispetto alle D-NUCA. Le prestazioni migliori sono
state ottenute per la cache 1.1.2.4 da 2MB con risultati quasi simili per
le cache 2.4.8.16 da 4MB e da 8MB anche se lievemente inferiori (figura
7.20). In queste ultime la migliore distribuzione degli accessi non ha
portato agli effetti sperati per quanto riguarda le TD-NUCA crescenti.























































Figura 7.18: Mcf: Distribuzione accessi per la cache 1.1.2.4 da 2MB.
Quanto precedentemente affermato può essere visto nella seguente
figura.





























































































































Figura 7.20: Andamento IPC per le cache 1.1.2.4 da 512KB, 2MB e
2.4.8.16 da 4MB.
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7.2.3 Tuning di Bzip2
Dalle figure 7.21, 7.22 e 7.23 è possibile notare come la cache riesca a
caricare il working set di questa applicazione al crescere della dimensio-
ne, con i dati che vengono promossi alle vie iniziali più veloci. L’IPC
migliora nelle configurazioni illustrate con il valore più alto che è stato
riscontrato per la cache 2.4.8.16 da 8MB (figura 7.23). Anche per que-
sta applicazione le prestazioni risultano nettamente migliorate rispetto


























Figura 7.21: Bzip2: Distribuzione accessi per la cache 1.1.2.4 da 1MB.
L’incremento della dimensione ha portato ad una distribuzione degli
accessi prevalentemente nella prima via passando da 1, 5 milioni a quasi
2, 6 milioni di accessi nelle cache da 1MB e 2MB.











































































































































Figura 7.23: Bzip2: Distribuzione accessi per la cache 2.4.8.16 da 8MB.
Il fenomeno è stato notato anche per quest’ultima configurazione,
risultata poi la migliore in termini di prestazioni, dove però il maggior
numero e la diversa composizione dei banchi costituenti la cache ha
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Figura 7.24: Andamento IPC per le cache 1.1.2.4 da 1MB, 2MB e
2.4.8.16 da 8MB.
7.2.4 Tuning Twolf
Dalle figure 7.25, 7.26 e 7.27 il fenomeno della promozione viene di-
mostrato anche per questa applicazione. Sarebbe utile quindi cercare
di progettare TD-NUCA crescenti di dimensioni maggiori dato che l’I-
PC della cache 2.4.8.16 da 4MB non si discosta di molto dal migliore
che è risultato essere quello della cache 1.1.2.4 da 2MB (0, 9329 contro
0, 9384). Tuttavia questa ricerca è stata abbandonata dopo aver veri-
ficato che l’IPC è risultato nettamente peggiorato rispetto alle cache
D-NUCA. Quindi, per questa applicazione, si è potuto dimostrare il
fallimento delle TD-NUCA crescenti.




























Figura 7.25: Twolf: Distribuzione accessi per la cache 1.1.2.4 da 1MB.
Aumentando la dimensione della cache gli accessi al banco presente
































Figura 7.26: Twolf: Distribuzione accessi per la cache 1.1.2.4 da 2MB.





























































































Figura 7.27: Twolf: Distribuzione accessi per la cache 2.4.8.16 da 4MB.
Anche per questa applicazione il passaggio a cache con un numero
maggiore di banchi per via e di dimensioni maggiori ha portato ad una



















Figura 7.28: Andamento IPC per le cache 1.1.2.4 da 1MB, 2MB e
2.4.8.16 da 4MB.
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7.3 TD-NUCA decrescenti
7.3.1 Tuning Gcc
Dalle figure 7.29 e 7.30 si nota come al crescere delle dimensioni del-
la cache, i dati dall’ultima via vengano promossi alle vie piùvicine al
controller. Le prestazioni migliori sono state riscontrate per la cache
4.2.1.1 da 2MB mentre al crescere delle dimensioni queste sono peggio-
rate. Anche per questa applicazione è sconsigliabile l’uso di cache troppo
piccole dato che le prestazioni crollano. La TD-NUCA decrescente ha
evidenziato prestazioni nettamente migliori rispetto alle D-NUCA ed




























Figura 7.29: Gcc: Distribuzione accessi 4.2.1.1 da 1MB.
Aumentando la dimensione della cache si è passati da una distribu-
zione quasi uniforme degli accessi ad una netta prevalenza nelle vie più
vicine al controller.































Figura 7.30: Gcc: Distribuzione accessi 4.2.1.1 da 2MB.
Quanto affermato trova riscontro nella figura precedente che illustra
















Figura 7.31: Andamento IPC per le cache 4.2.1.1 da 1MB e 2MB.
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7.3.2 Tuning Mcf
Dalle figure 7.32 e 7.33 si nota come gli accessi all’ultima via decresca-
no al crescere della dimensione della cache. La configurazione con IPC
maggiore è risultata essere la 4.2.1.1 da 2MB. Le prestazioni iniziano a
peggiorare passando a dimensioni maggiori, mentre sono da escludere
configurazioni più piccole dove si sono riscontrate le prestazioni peggio-
ri. Per questa applicazione le TD-NUCA decrescenti hanno confermato
la loro superiorità, in termini di prestazioni, rispetto alle D-NUCA.
L’aumento della dimensione comporta una distribuzione degli accesi nei
banchi della prima via anche se il banco dell’ultima via continua ad






















Figura 7.32: Mcf: Distribuzione accessi 4.2.1.1 da 512KB.
Tuttavia, le prestazioni migliorano anche perché il numero di accessi
che riguarda il banco dell’ultima via ha subito una netta diminuzione
(erano 8 milioni!).


























Figura 7.33: Mcf: Distribuzione accessi 4.2.1.1 da 2MB.
Quanto affermato riguardo le prestazioni ottenute per questa appli-















Figura 7.34: Andamento IPC per le cache 4.2.1.1 da 512KB e 2MB.
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7.3.3 Tuning Bzip2
Dalle figure 7.35, 7.36 e 7.37 si nota come i dati vengano promossi e
quindi il working set, per questa applicazione, possa essere interamen-
te contenuto in cache al crescere della sua dimensione. L’andamento
dell’IPC segue lo stesso percorso producendo il valore più alto per la
cache 16.8.4.2 da 8MB. Anche per questa applicazione le TD-NUCA





























Figura 7.35: Bzip2: Distribuzione accessi 4.2.1.1 da 1MB.
Il numero di accessi all’ultimo banco (quello più lontano dal control-
ler) passa da poco più di 3 milioni alla metà raddoppiando la dimensione
della cache. È possibile osservare il fenomeno nelle figure 7.35 e 7.36.

























Figura 7.36: Bzip2: Distribuzione accessi 4.2.1.1 da 2MB.
La cache con le prestazioni migliori è mostrata nella seguente figura.
Si nota come, essendo ora il working set più piccolo della cache, la
distribuzione degli accessi sia uniformemente distribuita nelle vie più
vicine al controller e come il loro numero sia, in media, di sole 400 mila















































































































Figura 7.37: Bzip2: Distribuzione accessi 16.8.4.2 da 8MB.
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A conferma di quanto affermato si riporta il grafico relativo alle


















Figura 7.38: Andamento IPC per le cache 4.2.1.1 da 1MB, 2MB e
16.8.4.2 da 8MB.
7.3.4 Tuning Twolf
Dalle figure 7.39, 7.40 e 7.41 è possibile notare come il working set di
questa applicazione diventi molto piccolo al crescere della dimensione
della cache. Non conviene comunque spingersi nella ricerca della pro-
gettazione di cache di dimensioni maggiori poiché l’IPC decresce anche
se di poco oltre i 2MB. L’osservazione più importante da fare per que-
sta applicazione è che la triangolarizzazione ha causato una diminuzione
delle prestazioni rispetto alle D-NUCA. Aumentando la dimensione del-
la cache da 512KB a 2MB il numero degli accessi, relativi al banco
dell’ultima via, crolla passando da 2,5 milioni a poco più si 20 mila
unità.



























Figura 7.39: Twolf: Distribuzione accessi 4.2.1.1 da 512KB.
In compenso, gli accessi dei banchi costituenti la prima via passa da




























Figura 7.40: Twolf: Distribuzione accessi 4.2.1.1 da 2MB.
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Nella figura seguente viene infine mostrato come il working set, per
questa applicazione, risulti più piccolo della dimensione della cache e
























































0,066 0 0 0
281,974
77,842
0,066 0 0 0 0 0
319,287
73,559
0,067 0 0 0 0 0
305,242
75,354






















Figura 7.41: Twolf: Distribuzione accessi 16.8.4.2 da 4MB.
Tuttavia il fenomeno è risultato insignificante in termini di miglio-





















La tecnica sviluppata nell’ambito di questo lavoro di tesi, consente di
ricavare la distribuzione degli accessi all’interno delle memorie cache di
tipo NUCA, grazie all’ausilio di particolari benchmark che appartengono
alla collaudata suite SpecInt 2000. In particolare, permette di conoscere
con precisione il numero di accessi in ognuno dei banchi della memoria.
I benchmark utilizzati sono stati:176.gcc, 256.bzip2, 181.mcf e 300.twolf.
Lo studio relativo ad ogni singolo banco della cache L2 ha interes-
sato anche le hit e le miss ed ha prodotto per ciascuno dei precedenti
parametri l’esatta collocazione all’interno della cache. Per ogni bench-
mark le simulazioni hanno permesso di ottenere anche l’IPC ed il miss
rate delle configurazioni da noi progettate.
Le prove sono state effettuate sulle cache D-NUCA, TD-NUCA cre-
scenti e decrescenti. Per le cache D-NUCA è stato utilizzato il simulatore
Sim-Alpha 1.0 basato sull’architettura Alpha 21264, versione validata
da un lavoro svolto presso l’Università del Texas di Austin [1]. Per
le cache TD-NUCA, invece, è stato utilizzato il simulatore modificato
TD-NUCA Sim-Alpha sviluppato presso il Dipartimento di Ingegneria
dell’Informazione dell’Università di Pisa.
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Entrambi i simulatori sono stati ulteriormente modificati con lo sco-
po di ottenere tutti i dati, relativi al singolo banco, precedentemente
presentati.
La prima osservazione importante da rilevare riguarda i vantaggi che
le cache TD-NUCA decrescenti offrono sulle TD-NUCA crescenti di pari
dimensione. È risultato infatti che una cache a geometria decrescente
si comporta meglio dell’equivalente crescente, sia dal punto di vista
energetico che da quello delle prestazioni, essenzialmente a causa delle
minori latenze che offre ad ogni accesso.
Si è proceduto poi al raggruppamento dei risultati ottenuti per ogni
benchmark mostrando gli andamenti qualitativi di hit, miss e accessi.
Dall’analisi effettuata è stato possibile individuare i differenti com-
portamenti delle varie applicazioni. In particolare:
- applicazioni per le quali le cache risultano troppo grandi
- applicazioni per le quali sono troppo piccole
- applicazioni per le quali risulta inutile approfondire la ricerca.
Tali comportamenti si esprimono in termini di “profili degli accessi”
e sono una informazione utile e di supporto alla progettazione ed al
dimensionamento di cache D-NUCA e TD-NUCA.
Tutto il lavoro è stato indirizzato al miglioramento dell’IPC tenendo
conto sempre del compromesso fra gli abbassamenti dei tempi di accesso
e del consumo di potenza.
I risultati ottenuti hanno importanza strategica nell’ottica di svi-
luppare una tecnica di ottimizzazione delle memorie cache on–chip per
sistemi embedded. Infatti la possibilità di ricavare la distribuzione de-
gli accessi in cache, per una particolare applicazione, è fondamentale
per definire completamente una memoria NUCA (dimensione, forma,
politiche di mapping, searching, . . . ).
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La tecnica proposta potrebbe rappresentare un valido ausilio alla
progettazione dei sistemi embedded ad alte prestazioni.
La strada che quindi ci sentiamo di suggerire per gli studi futuri
è quella di proseguire con la ricerca di configurazioni diverse di TD-
NUCA decrescenti, che hanno ottenuto prestazioni migliori, usando po-
litiche di rimpiazzamento e di promozione diverse da quelle applicate in





Cache Bank size(KB) Hit Latency Set size(KB)
4× 4 512KB 32 3 128
8× 4 512KB 16 3 128
4× 4 1MB 64 3 256
8× 4 1MB 32 3 256
4× 4 2MB 128 3 512
8× 4 4MB 128 3 1024
8× 4 8MB 256 3 2048
16× 8 8MB 64 3 1024
16× 16 16MB 64 3 1024




4× 4 512KB 1.123.256.196
8× 4 512KB 1.123.490.520
4× 4 1MB 1.122.422.170
8× 4 1MB 1.122.843.681
4× 4 2MB 1.121.720.231
8× 4 4MB 1.122.443.261
8× 4 8MB 1.122.304.709
16× 8 8MB 1.123.158.115
16× 16 16MB 1.123.337.441





4× 4 512KB 389.946.307
8× 4 512KB 390.073.011
4× 4 1MB 389.820.966
8× 4 1MB 389.913.599
4× 4 2MB 389.792.469
8× 4 4MB 390.029.264
8× 4 8MB 390.049.692
16× 8 8MB 390.306.987
16× 16 16MB 390.289.296





4× 4 512KB 218.466.889
8× 4 512KB 218.491.753
4× 4 1MB 218.493.350
8× 4 1MB 218.436.726
4× 4 2MB 218.495.969
8× 4 4MB 218.437.450
8× 4 8MB 218.510.787
16× 8 8MB 218.503.613
16× 16 16MB 218.509.833





4× 4 512KB 208.856.350
8× 4 512KB 208.859.568
4× 4 1MB 208.856.734
8× 4 1MB 208.858.020
4× 4 2MB 208.855.645
8× 4 4MB 208.856.939
8× 4 8MB 208.855.351
16× 8 8MB 208.861.267
16× 16 16MB 208.862.231





Cache Bank size(KB) Sets size(KB)
1.1.2.4 512KB 64 64-64-128-256
4.2.1.1 512KB 64 256-128-64-64
1.2.4.8 512KB 32 32-64-128-256
8.4.2.1 512KB 32 256-128-64-32
1.1.2.4 1MB 128 128-128-256-512
4.2.1.1 1MB 128 512-256-128-128
1.2.4.8 1MB 64 64-128-256-512
8.4.2.1 1MB 64 512-256-128-64
1.1.2.4 2MB 256 256-256-512-1024
4.2.1.1 2MB 256 1024-512-256-256
1.2.4.8 2MB 128 128-256-512-1024
8.4.2.1 2MB 128 1024-512-256-128
2.4.8.16 4MB 64 2× 128-2× 256-2× 512-2× 1024
16.8.4.2 4MB 64 2× 1024-2× 512-2× 256-2× 1024
2.4.8.16 8MB 64 4× 128-4× 256-4× 512-4× 1024
16.8.4.2 8MB 64 4× 1024-4× 512-4× 256-4× 1024






















































































































2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
IPC 176.GCC
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.1: Gcc: Il grafico illustra il confronto dell’IPC fra D-NUCA,





























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
IPC 181.MCF
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.2: Mcf : Il grafico illustra il confronto dell’IPC fra D-NUCA,





























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
IPC 256.BZIP2 
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.3: Bzip2: Il grafico illustra il confronto dell’IPC fra D-NUCA,






























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
IPC 300.TWOLF
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.4: Twolf : Il grafico illustra il confronto dell’IPC fra D-NUCA,
TD-NUCA crescenti e TD-NUCA decrescenti





























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
MISS RATE 176.GCC
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.5: Gcc: Il grafico illustra il confronto del Miss rate fra D-
NUCA, TD-NUCA crescenti e TD-NUCA decrescenti





























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
MISS RATE 181.MCF
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.6: Mcf : Il grafico illustra il confronto del Miss rate fra D-
NUCA, TD-NUCA crescenti e TD-NUCA decrescenti





























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
MISS RATE 256.BZIP2
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.7: Bzip2: Il grafico illustra il confronto del Miss rate fra
D-NUCA, TD-NUCA crescenti e TD-NUCA decrescenti






























2Mb-1Mb-1Mb 4Mb-2Mb-2Mb 8Mb-4Mb-4Mb 16Mb-8Mb-8Mb
MISS RATE 300.TWOLF
D-NUCA TD-NUCA DECRESCENTI TD-NUCA CRESCENTI
Figura C.8: Twolf : Il grafico illustra il confronto del Miss rate fra
D-NUCA, TD-NUCA crescenti e TD-NUCA decrescenti
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