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Resumen: En el presente trabajo mostramos la metodolog´ıa utilizada para la cons-
truccio´n de un lexico´n en ingle´s compuesto de adjetivos y sus orientaciones sema´nti-
cas. En lugar de calcular un u´nico valor por te´rmino, inducimos un conjunto de
valores que codiﬁcan la orientacio´n sema´ntica de un te´rmino cuando es utilizado
en distintos dominios. La generacio´n automa´tica del recurso se ha basado en la
construccio´n de grafos (uno por dominio) a partir de expresiones conjuntivas entre
adjetivos observadas en un corpus de reviews de productos. Posteriormente apli-
camos a dichos grafos una versio´n modiﬁcada del algoritmo PageRank adaptada a
la utilizacio´n en grafos con aristas con pesos positivos y negativos. El me´todo ha
sido evaluado utilizando el recurso Micro-WNOp, obteniendo resultados similares o
incluso superiores a los de otros trabajos recientes.
Palabras clave: Miner´ıa de opiniones, ana´lisis de sentimiento, generacio´n de recur-
sos, algoritmos basados en grafos
Abstract: In this paper we explain the building of an English lexicon of adjectives
and their semantic orientations. Rather than deﬁning the semantic orientation of
a term as a single value, we induce many real values representing the semantic
orientation of that term being used in diﬀerent domains. The automatic building
of this resource has been based on the construction of graphs from conjunctive
expressions between adjectives observed in a review corpus. A modiﬁed PageRank
algorithm, adapted to be used with graphs with positive and negative edges, was
applied to these graphs to obtain the values for the semantic orientation of terms.
The method has been evaluated using Micro-WNOp, getting similar results or even
better than those reported by some recent papers.
Keywords: Opiniong mining, sentiment analysis, resources generation, graph-based
algorithms
1. Introduccio´n
Dentro de la disciplina del Procesamiento del
Lenguaje Natural (PLN), los trabajos rela-
cionados con textos de cara´cter subjetivo en
los que se vuelcan opiniones o afectos, se ven
obligados a tratar con algunas diﬁcultades
adicionales, adema´s de los problemas comu-
nes al resto de las tareas del PLN. En los
u´ltimos an˜os ha crecido exponencialmente el
intere´s de la comunidad en este tipo de ta-
reas, conocidas en su conjunto como opinion
mining o sentiment analysis (Pang y Lee,
∗ Parcialmente ﬁnanciado por el proyecto CICYT
HUM2007-66607-C04-04.
2008). Tareas como la clasiﬁcacio´n de docu-
mentos basada en la opinio´n, la extraccio´n de
opiniones o el resumen de textos de opinio´n
requieren la resolucio´n de algunas subtareas
clave. Una de estas subtareas es el ca´lculo
de la orientacio´n sema´ntica de una palabra o
conjunto de palabras, entendida como un va-
lor nume´rico, discreto o continuo, que codiﬁca
la polaridad (y en su caso la intensidad) de
las implicaciones afectivas positivas o negati-
vas de la expresio´n considerada (usaremos los
te´rminos positividad y negatividad para refe-
rirnos a dichas implicaciones). Por ejemplo, la
palabra bueno tiene una orientacio´n sema´nti-
ca positiva de gran intensidad. Si opta´semos
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por expresarla como es habitual, mediante un
valor real entre -1 y 1, podr´ıamos asignarle
un valor cercano o igual a 1. De igual forma,
seguramente asignar´ıamos a la palabra malo
un valor cercano o igual a -1, mientras que
aceptable tendr´ıa un valor positivo, pero de
menor magnitud.
Como primer paso hacia la construccio´n
de un sistema de extraccio´n de opiniones de
reviews de productos (Ding, Liu, y Yu, 2008;
Liu, 2006), nos planteamos el problema del
ca´lculo de las orientaciones sema´nticas. En la
mayor´ıa de los trabajos revisados, se cons-
truye un lexico´n en el que se recogen pala-
bras de opinio´n (generalmente adjetivos) y
se calculan sus orientaciones sema´nticas me-
diante distintas aproximaciones (ver seccio´n
2). En todos estos trabajos se establece un
valor u´nico, independiente del contexto, pa-
ra la orientacio´n sema´ntica. Esto es, se parte
de una presuncio´n de independencia entre el
contexto de aplicacio´n y las implicaciones po-
sitivas o negativas de las palabras de opinio´n.
Esta premisa esta´ claramente invalidada por
las observaciones realizadas por los distintos
investigadores en el a´rea; parece claro que la
orientacio´n sema´ntica de un te´rmino queda
deﬁnida, adema´s de por el propio te´rmino,
por el dominio de aplicacio´n del mismo y por
el contexto local en el que se aplica. Por ejem-
plo, el adjetivo impredecible tiene implicacio-
nes negativas cuando se aplica a la respuesta
en la conduccio´n de un coche, e implicacio-
nes positivas cuando se aplica al guio´n de una
pel´ıcula o a la trama de un libro. Otros ejem-
plos de esta dependencia entre la orientacio´n
sema´ntica y el dominio de aplicacio´n ser´ıan
aquellos adjetivos relacionados con el taman˜o
(una habitacio´n de hotel es deseable que sea
cuanto ma´s grande mejor, mientras que un
porta´til demasiado grande no sera´ del gusto
de los usuarios) o aquellos relacionados con
el sonido emitido por un dispositivo (se espe-
ra de un electrodome´stico que sea silencioso,
pero no de un dispositivo GPS con voz).
En el presente trabajo deﬁnimos la orien-
tacio´n sema´ntica de un te´rmino como un con-
junto de valores reales, entre -1 y 1, cada
uno de los cuales informa de las implicacio-
nes afectivas negativas o positivas del te´rmino
en cuestio´n cuando es aplicado a un dominio
determinado. Ya que pretendemos utilizar el
lexico´n en la construccio´n de un sistema de
extraccio´n de opiniones de reviews de produc-
tos, hemos utilizado como dominios los dis-
tintos tipos de productos a incluir en nuestro
sistema (en principio, utilizaremos las cate-
gor´ıas deﬁnidas en la web de la que hemos
extra´ıdo el corpus). Otras dimensiones nece-
sarias para contextualizar completamente la
utilizacio´n de un te´rmino (por ejemplo, la ca-
racter´ıstica concreta de un producto sobre el
que se esta´ expresando una opinio´n) han sido
obviadas en este trabajo, y sera´n abordadas
en futuras ampliaciones de las ideas aqu´ı des-
critas.
2. Trabajos relacionados
Han sido muchos los autores que han afron-
tado el ca´lculo de la orientacio´n sema´ntica,
ya sea con la intencio´n de construir un dic-
cionario de orientaciones sema´nticas o como
componente de sistemas de clasiﬁcacio´n de
documentos basada en la opinio´n o de extrac-
cio´n de opiniones. Exponemos a continuacio´n
algunos de los trabajos que nos han servido
de inspiracio´n.
En Hatzivassiloglou y McKeown (1997) se
utilizan las apariciones de conjunciones en-
tre adjetivos de un corpus para generar un
grafo. La aparicio´n de dos adjetivos coor-
dinados mediante la conjuncio´n and sugiere
que ambos comparten la misma orientacio´n
sema´ntica. De forma ana´loga, la coordinacio´n
de adjetivos mediante but sugiere orientacio-
nes sema´nticas contrarias. Aplicando un algo-
ritmo de clustering al grafo consiguen generar
listas de adjetivos con orientaciones sema´nti-
cas positivas y negativas. En Hu y Liu (2004)
se propone un sistema de extraccio´n y resu-
men de opiniones de reviews de productos.
Para la determinacio´n de la polaridad de la
orientacio´n sema´ntica de las palabras de opi-
nio´n (so´lo se tienen en cuenta los adjetivos),
se propone un algoritmo basado en las rela-
ciones de sinonimia y antonimia de WordNet
(Fellbaum, 1998). No´tese que tanto en este
trabajo como en el anterior, las orientaciones
sema´nticas calculadas son binarias, esto es,
un te´rmino es clasiﬁcado como positivo o ne-
gativo, sin entrar a considerar la intensidad
de la orientacio´n.
En Kamps et al. (2004) se propone la
construccio´n de un lexico´n de orientaciones
sema´nticas de adjetivos basado tambie´n en
WordNet. Las distancias del adjetivo a cla-
siﬁcar a las palabras good y bad utilizando
las relaciones de sinonimia son utilizadas pa-
ra calcular un valor real entre -1 y 1. En Ding,
Liu, y Yu (2008) se describe un sistema de
Fermín Cruz, José A. Troyano, Javier Ortega y Carlos G. Vallejo
6
Procesamiento del Lenguaje Natural, núm. 43 (2009)
extraccio´n y resumen de opiniones evolucio-
nado del propuesto en Hu y Liu (2004). Para
la determinacio´n de la orientacio´n sema´ntica
de las opiniones, se parte del conjunto inicial
de valores generados en dicho trabajo. Di-
chos valores son contextualizados y corregi-
dos sobre la marcha al evaluar la orientacio´n
sema´ntica de todas las opiniones aparecidas
en un documento. Para ello, se utilizan re-
glas sinta´cticas basadas en las conjunciones,
usando las mismas suposiciones que Hatzi-
vassiloglou y McKeown (1997). Estas reglas
se aplican sobre reviews del mismo produc-
to. De esta manera se consigue adaptar las
orientaciones sema´nticas iniciales al dominio
en que se esta´ trabajando. Por tanto este tra-
bajo tiene en cuenta el contexto a la hora de
evaluar la orientacio´n sema´ntica de las pala-
bras de opinio´n, pero lo hace on-the-ﬂy, de
manera inseparable al sistema de extraccio´n
de opiniones.
En Esuli y Sebastiani (2007), se aplica una
versio´n modiﬁcada del algoritmo PageRank
(Page et al., 1998) (ver seccio´n 3.3) a una red
de adjetivos construida a partir de las relacio-
nes de hiponimia de WordNet. En la versio´n
propuesta del algoritmo, se otorga cierta im-
portancia a priori a algunos nodos de la red,
de manera que dichos nodos tendera´n a al-
canzar una puntuacio´n mayor que los dema´s
tras la ejecucio´n del algoritmo PageRank, y
propagara´n parte de esa puntuacio´n a sus ve-
cinos. En una primera pasada, los nodos co-
rrespondientes a las semillas negativas son re-
saltados, obtenie´ndose con ello una puntua-
cio´n para el algoritmo PageRank modiﬁcado
que indica la negatividad de los adjetivos de
la red. Posteriormente se realiza una segun-
da pasada del algoritmo resaltando los nodos
correspondientes a las semillas positivas, ob-
teniendo con ello una puntuacio´n de positivi-
dad para los adjetivos.
El uso de PageRank como evaluador de
la orientacio´n sema´ntica en lugar de medidas
de distancia a las semillas como las utilizadas
en Kamps et al. (2004), tiene en cuenta en la
evaluacio´n de cada nodo tanto las puntuacio-
nes del resto de los nodos de la red como la
propia topolog´ıa de la misma. Es por ello la
propuesta que nos parece ma´s interesante pa-
ra construir los lexicones de opinio´n de cada
dominio. En la seccio´n 3.3 proponemos una
nueva modiﬁcacio´n del algoritmo PageRank
adaptada a nuestro problema.
3. Construccio´n del lexico´n
3.1. Corpus de reviews de
productos
Como base para la construccio´n automa´ti-
ca del lexico´n, hemos utilizado reviews de
productos de diversa ı´ndole extra´ıdos de la
web Epinions1. Este portal ofrece documen-
tos de evaluacio´n de productos (reviews) es-
critos por usuarios, ordenados por categor´ıas
que van desde aparatos electro´nicos a hote-
les, pasando por libros o pel´ıculas. Para cada
uno de los reviews, se dispone de una pun-
tuacio´n de 1 a 5 otorgada al producto por el
autor del mismo. Esta puntuacio´n puede ser
utilizada para realizar experimentos de clasi-
ﬁcacio´n de documentos basada en la opinio´n,
aunque e´ste no es el objetivo del presente tra-
bajo.
Empleamos la herramienta WebHarvest2
para programar el robot que se encargo´ de
la construccio´n del corpus. Las expresiones
XPath necesarias para la extraccio´n de los
distintos apartados de cada review fueron
obtenidas mediante un plug-in del navega-
dor Firefox, de nombre Solvent3. El resulta-
do obtenido consiste en un corpus de ma´s de
134 millones de palabras, formado por casi
234.000 reviews de 84 dominios distintos. En
la tabla 1 se muestran algunos de los domi-
nios del corpus, junto con el nu´mero de re-
views contenidos en el dominio y la distri-
bucio´n de los mismos con respecto a los 5
valores posibles de evaluacio´n asignados por
los usuarios. Como puede observarse, algu-
nos dominios presentan un fuerte desequili-
brio entre reviews negativos y positivos, lo
que puede reﬂejarse en la distribucio´n entre
te´rminos negativos y positivos contenidos en
el lexico´n que generemos.
Los textos contenidos en los reviews fue-
ron procesados a trave´s de un pipeline de
procesamiento lingu¨´ıstico implementado en
UIMA (Ferrucci y Lally, 2004), que cons-
ta de tokenizador, sentence splitter, etique-
tador morfosinta´ctico y lematizador basados
en FreeLing (Atserias et al., 2006), un ana-
lizador sinta´ctico superﬁcial basado en Yam-
cha (Kudo y Matsumoto, 2003) y un analiza-
dor de dependencias basado en Minipar (Lin,
1998).
1www.epinions.com
2http://web-harvest.sourceforge.net/
3http://simile.mit.edu/wiki/Solvent
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Dominio reviews 1 2 3 4 5
Aerol´ıneas 7.107 23 12,7 12,6 23,7 28,1
Libros 11.520 7,08 7,88 1,28 8,57 75,2
Videojuegos 13.625 3,95 7,24 11,7 32 45,2
Destinos tur´ısticos 32.879 3,22 4,05 7,89 27,7 57,1
Ca´maras digitales 13.602 7,8 4,91 7,94 29,9 49,5
Reproductores DVD 8.027 15,5 7,92 9,16 31,1 36,3
Tele´fonos mo´viles 7.868 9,02 9,29 12 34,3 35,3
Hoteles 6.171 22,5 12,5 5,77 13,2 46,1
Pel´ıculas 14.217 21,3 8,26 5,34 8,5 56,6
Reproductores MP3 7.582 11,5 6,55 10,2 30,9 41
Mu´sica 14.638 4,71 6,63 1,41 10,3 77
Impresoras 3.925 23,5 10 9,38 21,4 35,8
Coches 23.180 3,74 3,91 6,79 26,2 59,3
. . . . . . . . . . . . . . . . . . . . .
Cuadro 1: Distribucio´n de puntuaciones asig-
nadas a reviews por dominios en el corpus
3.2. Construccio´n del grafo
Para cada uno de los 82 dominios con los que
trabajamos, generamos un grafo a partir de
las construcciones conjuntivas entre adjetivos
observadas en los textos de los reviews. Son
estos adjetivos los que aparecen recogidos en
el lexico´n. Las aristas que conectan los no-
dos indican la aparicio´n de ambos te´rminos
en alguna construccio´n conjuntiva. Los pesos
de dichas aristas expresan, dependiendo del
signo, cierta probabilidad de que ambos no-
dos tengan orientaciones sema´nticas iguales
u opuestas.
Utilizamos patrones de extraccio´n simples
para detectar las relaciones conjuntivas en-
tre adjetivos que aparecen en los textos. Di-
remos que la relacio´n sema´ntica es directa
cuando ambos adjetivos compartan la mis-
ma orientacio´n sema´ntica, e inversa cuando
posean orientaciones sema´nticas opuestas. En
los ejemplos 1 y 2 se muestran apariciones en
el corpus de relaciones conjuntivas directas e
inversas, respectivamente.
(1) Relacio´n directa
The camera has a bright and accurate len.
It is a marvellous, really entertaining movie.
. . . clear and easy to use interface.
. . . easy to get information, user-friendly
interface.
(2) Relacio´n inversa
The camera has a bright but inaccurate len.
It is a entertaining but typical ﬁlm.
The driving is soft and not aggresive.
Las palabras que aparecen en negrita co-
rresponden a los te´rminos que sera´n inclui-
dos en el lexico´n. Como puede verse, adema´s
de adjetivos se permiten construcciones for-
madas por adjetivos de la clase easy/diﬃcult
seguidos de un inﬁnitivo y las palabras que
completan el signiﬁcado del verbo (el com-
portamiento sinta´ctico de estas construccio-
nes y los adjetivos que forman parte de la cla-
se easy/diﬃcult se encuentran estudiados en
Nanni (1980)). Se excluyen los adjetivos com-
parativos y superlativos. La relacio´n sera´ di-
recta o indirecta en funcio´n de la conjuncio´n
utilizada y de la aparicio´n o no de negacio-
nes delante de los adjetivos. La aparicio´n de
adverbios esta´ contemplada en el proceso de
extraccio´n (excluyendo de nuevo a los compa-
rativos y superlativos), aunque en este traba-
jo no utilizamos la informacio´n de intensidad
que podr´ıan proporcionar.
Para el ca´lculo del peso de las aristas he-
mos utilizado dos aproximaciones. La prime-
ra de ellas consiste en asignar un valor ente-
ro calculado como la diferencia entre las re-
laciones directas e inversas observadas en el
dominio para el que estemos construyendo el
grafo. De esta manera, un valor sera´ positivo
cuando se hayan observado ma´s relaciones di-
rectas que indirectas entre los te´rminos de los
nodos en cuestio´n, y negativo en caso contra-
rio. Un valor mayor indica ma´s apariciones
de dicha relacio´n en el texto, lo cual debe in-
ﬂuir en el ca´lculo de la orientacio´n sema´ntica
de los nodos participantes (ver seccio´n 3.3).
Tambie´n hemos experimentado con una ver-
sio´n normalizada del ca´lculo de los pesos, con
un rango de valores entre -1 y 1; de esta for-
ma, aquellas relaciones que aparecen pocas
veces en el texto tienen el mismo impacto en
la red que aquellas que aparecen en muchas
ocasiones.
3.2.1. Limpieza del grafo
A lo largo de algunos experimentos prelimi-
nares observamos la necesidad de corregir al-
gunos aspectos de la construccio´n del grafo.
En primer lugar, existen construcciones con-
juntivas de las que se extraer´ıan conclusiones
erro´neas. Por ejemplo, la expresio´n “the good
and the bad” no indica que los adjetivos utili-
zados compartan orientacio´n sema´ntica. Para
corregir la introduccio´n de relaciones clara-
mente erro´neas en el grafo, utilizamos las re-
laciones de sinonimia y antonimia de Word-
Net. Aquellas relaciones conjuntivas encon-
tradas por los patrones de extraccio´n utiliza-
dos, de signo opuesto a una relacio´n de sinoni-
mia o antonimia en WordNet, son ignoradas.
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WordNet es tambie´n utilizado para ﬁltrar ad-
jetivos inexistentes (incorrecciones ortogra´ﬁ-
cas, onomatopeyas, . . . ).
Disponemos adema´s de un para´metro en
la conﬁguracio´n de la construccio´n del gra-
fo que permite descartar aquellos nodos que
aparezcan en menos de un nu´mero determi-
nado de relaciones. De esta forma, podemos
obviar aquellos te´rminos que sean anecdo´ti-
cos para el dominio en el que nos encontre-
mos, y se consigue adema´s eliminar gran par-
te del ruido introducido por relaciones oca-
sionalmente mal reconocidas por el patro´n
de extraccio´n. Por u´ltimo, eliminamos los bu-
cles, aquellas aristas cuyo nodo inicial y ﬁnal
son el mismo.
3.3. Ca´lculo de las orientaciones
sema´nticas
Una vez construido el grafo, debemos evaluar
las orientaciones sema´nticas de los nodos del
mismo, basa´ndonos en la topolog´ıa de la red
y, posiblemente, en algunos valores conoci-
dos a priori (esto es, algunas palabras semi-
lla). Tal como comentamos en la seccio´n 2,
nos basaremos en el algoritmo propuesto en
Esuli y Sebastiani (2007). Sin embargo dicho
algoritmo no tiene en cuenta la existencia de
aristas de pesos negativos en el grafo, por lo
que proponemos una versio´n modiﬁcada del
mismo.
El algoritmo PageRank original se enun-
cia de la siguiente manera. Dado un grafo
G = (N,E) donde N es un conjunto de nodos
y E un conjunto de arcos dirigidos entre dos
nodos, se deﬁnen en primer lugar dos opera-
ciones E(ni) y S(ni) que devuelven, respec-
tivamente, conjuntos con los nodos con ar-
cos que entran o salen del nodo ni. A partir
de estas dos operaciones ba´sicas, se deﬁne la
puntuacio´n (o PageRank) de un determina-
do nodo mediante la fo´rmula 1, donde d es
un factor de amortiguacio´n que tiene como
objetivo incluir en el modelo la probabilidad
de que haya un salto aleatorio de un ve´rtice
del grafo a cualquier otro. En el contexto de
la navegacio´n en Internet, en el que original-
mente fue planteado el algoritmo PageRank,
dicho factor representa la probabilidad de que
un usuario acceda a una pa´gina a trave´s de
un enlace situado en la pa´gina actual, sien-
do por tanto (1 − d) la probabilidad de que
dicho usuario salte a una pa´gina aleatoria no
enlazada con la pa´gina actual. En la deﬁni-
cio´n original de PageRank se recomienda un
valor de 0.85 para el factor d.
PR(ni) = (1− d) + d
∑
nj∈E(ni)
1
|S(nj)| PR(nj) (1)
La versio´n modiﬁcada del algoritmo pro-
puesta en Esuli y Sebastiani (2007) (nos re-
feriremos a ella como PageRank ponderado)
an˜ade un vector real e que codiﬁca la impor-
tancia a priori de cada nodo (fo´rmula 2); pji
es el peso de la arista que va de nj a ni. En
una primera pasada, se asignan valores a e
mayores que cero para los nodos correspon-
dientes a las semillas negativas, y se aplica
el algoritmo de PageRank ponderado. Se ob-
tiene con ello una puntuacio´n que indica la
negatividad de los adjetivos de la red. Poste-
riormente se realiza una segunda pasada del
algoritmo asignando valores de importancia
a priori a las semillas positivas, obteniendo
con ello una puntuacio´n de positividad para
cada nodo.
PR(ni) = (1−d)ei+ d
∑
nj∈E(ni)
pji∑
nk∈S(nj) pjk
PR(nj)
(2)
Para poder realizar este ca´lculo sobre
nuestros grafos, debemos tener en cuenta la
existencia en los mismos de aristas negati-
vas, que indican una cierta probabilidad de
que dos nodos tengan orientaciones sema´nti-
cas opuestas. De esta forma, un nodo n1 que
tenga una arista negativa que lo conecte con
otro n2, debe verse inclinado a obtener una
orientacio´n sema´ntica contraria a dicho no-
do, de forma tanto ma´s pronunciada cuanto
mayor sea el valor absoluto de la orientacio´n
sema´ntica de n2. Adema´s, debemos tener en
cuenta que las aristas que componen el grafo
son no dirigidas.
Para cumplir estas exigencias, planteamos
la siguiente modiﬁcacio´n del algoritmo, a la
que nos referiremos a partir de ahora como
PageRank combinado. Sea un grafo no dirigi-
do G = (N,E) donde N es un conjunto de
nodos y E un conjunto de aristas no dirigidas
entre dos nodos. Cada arista de E contiene
un valor real asociado o peso, distinto de ce-
ro, siendo pij el peso asociado a la arista que
conecta los nodos ni y nj . Se deﬁne la opera-
cio´n V (ni), que devuelve el conjunto de no-
dos vecinos de ni. Se deﬁnen las operaciones
V +(ni) y V −(ni), que devuelven los conjun-
tos de nodos vecinos a ni cuyas aristas asocia-
das tengan un peso mayor o menor que cero,
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respectivamente. Deﬁnimos el PageRank po-
sitivo y negativo de un nodo ni (fo´rmula 3),
donde los valores de e+ son mayores que ce-
ro para los nodos correspondientes a semillas
positivas y cero para el resto de nodos, y los
valores de e− son mayores que cero para los
nodos correspondientes a semillas negativas
y cero para el resto de nodos.
PR+(ni) = (1− d)e+i +
+ d(
∑
nj∈V +(ni)
pij∑
nk∈V (nj) |pjk|
PR+(nj) +
+
∑
nj∈V−(ni)
−pij∑
nk∈V (nj) |pjk|
PR−(nj))
PR−(ni) = (1− d)e−i +
+ d(
∑
nj∈V +(ni)
pij∑
nk∈V (nj) |pjk|
PR−(nj) +
+
∑
nj∈V−(ni)
−pij∑
nk∈V (nj) |pjk|
PR+(nj))
(3)
Proponemos que la suma de los valores de
e+ por un lado y de e− por otro sea igual
al nu´mero de nodos del grafo; de esta forma
obtenemos valores de PageRank con magni-
tudes similares a las del algoritmo original de
PageRank.
Las semillas positivas y negativas que he-
mos utilizado son las propuestas por Turney
y Littman en Turney y Littman (2003)4, dis-
tribuyendo entre ellas los valores de e+ y e−
de manera uniforme.
Una vez calculados PR+ y PR− para ca-
da nodo, obtenemos la orientacio´n sema´nti-
ca asociada a cada te´rmino en cada dominio
como la diferencia normalizada entre los va-
lores PR+ y PR− del nodo que representa
al te´rmino en el grafo asociado al dominio
(fo´rmula 4). Los valores as´ı obtenidos esta´n
acotados entre -1 y 1.
SO(n) =
PR+(n)− PR−(n)
PR+(n) + PR−(n)
(4)
3.4. Evaluacio´n y ana´lisis
La evaluacio´n de los valores obtenidos para
las orientaciones sema´nticas en cada uno de
los dominios planteados supone un proble-
ma en s´ı mismo. En otros trabajos, la eva-
4Semillas positivas: good, nice, excellent, positive,
fortunate, correct, superior. Semillas negativas: bad,
nasty, poor, negative, unfortunate, wrong, inferior.
luacio´n se realiza comparando las orientacio-
nes sema´nticas obtenidas con algunos recur-
sos generados de manera manual o semiau-
toma´tica; algunos de estos recursos son Senti-
WordNet (Esuli y Sebastiani, 2006) , General
Inquirer (Stone, 1966) o Micro-WNOp (Ce-
rini et al., 2007). Dichos recursos contienen
valores para la orientacio´n sema´ntica inde-
pendientes del dominio: ¿Co´mo distinguir en-
tre las divergencias entre los valores de orien-
tacio´n sema´ntica fruto de imperfecciones de
nuestro me´todo y aquellas inherentes a pecu-
liaridades del dominio en el que nos encon-
tramos?
Para evitar este problema, construimos un
grafo global a partir del corpus completo pa-
ra generar un lexico´n independiente del do-
minio, comparando los valores obtenidos con
los del recurso Micro-WNOp. De esta mane-
ra pretendemos medir la bondad del me´to-
do propuesto, as´ı como la inﬂuencia de los
para´metros que participan en el mismo. Usa-
mos como gold standard el recurso Micro-
WNOp (Cerini et al., 2007), que consiste en
una muestra de aproximadamente 1100 syn-
sets de WordNet, a cada uno de los cuales
les fueron asignados manualmente tres valo-
res reales entre 0 y 1 indicando la positividad,
negatividad y neutralidad del mismo. De esos
1100 synsets, nos quedamos con los 284 co-
rrespondientes a adjetivos. Dado que en nues-
tros experimentos no hemos realizado desam-
biguacio´n de signiﬁcados, utilizamos el pro-
medio de la orientacio´n sema´ntica de aque-
llos synsets de adjetivos con un mismo lexe-
ma asociado. Con esto obtenemos un ranking
de 433 adjetivos, que compararemos con el
ranking obtenido de la aplicacio´n de nues-
tro me´todo automa´tico de construccio´n del
lexico´n al corpus completo. En cada uno de
los experimentos, usamos como gold standard
so´lo aquellos adjetivos de Micro-WNOp en-
contrados en nuestro lexico´n.
Para comparar ambos rankings hemos uti-
lizado la distancia τ de Kendall (τp) (Fagin et
al., 2004), que mide la similitud entre un ran-
king modelo o gold standard y otro ranking
candidato. La distancia se calcula mediante
la siguiente fo´rmula:
τp =
nd + p ∗ nu
Z
(5)
siendo nd el nu´mero de pares discordan-
tes (pares ordenados en el gold standard y
no ordenados en el ranking candidato), nu el
Fermín Cruz, José A. Troyano, Javier Ortega y Carlos G. Vallejo
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nu´mero de pares ordenados en el gold stan-
dard e iguales en el otro ranking, y p un fac-
tor de penalizacio´n asignado a cada uno de
estos pares. Z el nu´mero total de pares orde-
nados en el gold standard. Usamos un valor
de 12 para el factor de penalizacio´n. Cuanto
ma´s cercano a cero sea el resultado de este
ca´lculo, ma´s parecido es el ranking obtenido
de nuestro lexico´n al ranking aportado por
Micro-WNOp.
Hemos experimentado con la versio´n nor-
malizada y sin normalizar del ca´lculo de los
pesos de las aristas del grafo. Para comprobar
la mejora obtenida por la aplicacio´n del algo-
ritmo PageRank combinado, hemos reprodu-
cido cada uno de los experimentos descartan-
do las aristas negativas (aquellas asociadas a
construcciones en las que interviene la con-
juncio´n but) y utilizando el algoritmo Page-
Rank ponderado. En la tabla 2 se muestran
los valores obtenidos en Esuli y Sebastiani
(2007) (Esuli+ y Esuli−) junto a los resul-
tados obtenidos en nuestros experimentos (e1
a e4). El mejor resultado se obtiene usando
el algoritmo PageRank combinado propues-
to, junto con la versio´n normalizada de los
pesos. Este resultado supone una mejora del
4,26% con respecto a la utilizacio´n del algo-
ritmo PageRank ponderado. Todos los valo-
res obtenidos mejoran los de Esuli y Sebas-
tiani (2007), trabajo en el que se utilizo´ un
me´todo de evaluacio´n similar al que hemos
utilizado, si bien ellos reportaron valores de
τ 1
2
para sendos rankings de positividad y ne-
gatividad por separado (Esuli+ y Esuli− en
la tabla de resultados). Te´ngase en cuenta
que en dicha evaluacio´n se utilizo´ un sub-
conjunto distinto del recurso Micro-WNOp
al utilizado en nuestros experimentos, por lo
que los resultados no son directamente com-
parables.
Grafo PageRank Pesos τ 1
2
Esuli+ WordNet Ponderado - 0,325
Esuli− WordNet Ponderado - 0,284
e1 Corpus Ponderado Sin norm. 0,239
e2 Corpus Ponderado Norm. 0,235
e3 Corpus Combinado Sin norm. 0,230
e4 Corpus Combinado Norm. 0,225
Cuadro 2: Resultados de los experimentos
Para conﬁrmar la hipo´tesis inicial de este
trabajo, en la que consideramos que la orien-
tacio´n sema´ntica de una palabra de opinio´n
es dependiente del dominio en el que se apli-
ca, mostramos algunos ejemplos extra´ıdos del
lexico´n (tabla 3), que se corresponden con
los ejemplos utilizados en la seccio´n 1. Los
te´rminos big, small y tiny, tienen connota-
ciones positivas o negativas dependiendo del
dominio de aplicacio´n. Por ejemplo, aplicado
a monitores u hoteles, big tiene connotacio-
nes positivas (The room was really big, This
monitor has a brilliant, big screen.). Al re-
ferirnos a un ordenador porta´til, la orienta-
cio´n sema´ntica no esta´ tan clara: es desea-
ble que un porta´til sea pequen˜o en su con-
junto (a cute and tiny laptop), aunque una
pantalla grande, por ejemplo, es una buena
caracter´ıstica. Estas diferencias quedan reﬂe-
jadas en el valor obtenido para la orientacio´n
sema´ntica en cada uno de los dominios.
Otros ejemplos de te´rminos cuya orienta-
cio´n sema´ntica depende fuertemente del con-
texto son hard to hear (referido a un lavava-
jillas: “It is really pretty quiet, and hard to
hear, even when we are standing in kitchen”;
referido a un GPS con voz: “The speaker of
this GPS device is hard to hear.”) y predic-
table/unpredictable (“The script is unpredic-
table, funny and shocking all in one!”; “un-
predictable car behavior”).
Dominio: Hoteles Monitores Porta´tiles
big 0,2640 0,1880 -0,5800
small -0,2400 -0,4570 0,3910
tiny -0,3120 - 0,7340
Dominio: Lavavajillas Mo´viles GPS
hard to hear 0,7210 -0,2910 -0,5220
Dominio: Pel´ıculas Coches Aerol´ıneas
predictable -0,262 0,2 0,3260
unpredictable 0,128 -0,559 -0,792
Cuadro 3: Orientacio´n sema´ntica de algunos
te´rminos del lexico´n
4. Conclusiones
En el presente trabajo hemos descrito la
construccio´n de un lexico´n de adjetivos y
sus orientaciones sema´nticas dependientes del
dominio. El me´todo utilizado esta´ basado en
la construccio´n de grafos a partir de las re-
laciones conjuntivas entre adjetivos observa-
das en un corpus de reviews de productos,
y la posterior aplicacio´n de un algoritmo de
ranking de nodos. La evaluacio´n global del
me´todo ha proporcionado buenos resultados.
Adema´s, hemos mostrado como ejemplo al-
gunos valores de orientacio´n sema´ntica obte-
nidos para distintos dominios, conﬁrma´ndo-
se que (1) la orientacio´n sema´ntica de un
Inducción de un Lexicón de Opinión Orientado al Dominio
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te´rmino es dependiente del contexto de apli-
cacio´n del mismo, y (2) el me´todo de induc-
cio´n de la orientacio´n sema´ntica orientada
a dominio funciona correctamente. El algo-
ritmo de ranking propuesto mejora signiﬁca-
tivamente los resultados obtenidos mediante
el algoritmo propuesto en Esuli y Sebastiani
(2007).
Actualmente, estamos trabajando en am-
pliar la contextualizacio´n de la orientacio´n
sema´ntica en el lexico´n generado, an˜adiendo
informacio´n relativa a la caracter´ıstica con-
creta del producto sobre la que se esta´ expre-
sando la opinio´n. De esta manera, la orienta-
cio´n sema´ntica de un te´rmino tendra´ valores
distintos cuando dicho te´rmino sea aplicado a
distintas caracter´ısticas de un mismo produc-
to (por ejemplo, a la pantalla o al teclado de
un porta´til). Dicha distincio´n es fundamental
para la utilizacio´n del lexico´n en el sistema de
extraccio´n de opiniones.
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