Abstract. We prove a power saving over the local bound for the L ∞ norm of a HeckeMaass form on a class of groups that includes split classical groups and complex groups.
Introduction
Let M be a compact Riemannian manifold of dimension n, and ψ a function on M satisfying ∆ψ = λ 2 ψ and ψ 2 = 1. A classical theorem of Avacumović [1] and Levitan [16] states that (1) ψ ∞ ≪ λ (n−1)/2 , that is, the pointwise norm of ψ is bounded in terms of its Laplace eigenvalue. This bound is sharp on the round sphere S n , or on a surface of revolution that is diffeomorphic to S 2 , but is far from the truth on flat tori. It is an interesting problem in semiclassical analysis to find conditions on M under which (1) can be strengthened, and such conditions often take the form of a non-recurrence assumption for the geodesic flow on M. One result of this kind is due to Bérard [2] , who proves that if M has negative sectional curvature (or has no conjugate points if n = 2) then we have (2) ψ ∞ ≪ λ (n−1)/2 √ log λ .
See also [21, 24] for other theorems bounding ψ ∞ under assumptions on the geodesic flow of M. The problem of strengthening (1) for negatively curved M is an interesting one, because for generic M we expect that ψ ∞ ≪ ǫ λ ǫ , whereas the strongest upper bound that is known in general is (2) .
In [15] , Iwaniec and Sarnak introduced a different condition on M and ψ which allows them to deduce quite a strong bound for ψ ∞ . They assume that M is a congruence hyperbolic manifold, such as the quotient of H 2 by the group of units in an order in a quaternion division algebra over Q, and that ψ is an eigenfunction of the Hecke operators on M. They then prove that ψ ∞ ≪ ǫ λ 5/12+ǫ . Moreover, one expects that the assumption on ψ is not necessary because the spectral multiplicities of negatively curved manifolds are always observed to be bounded (and what multiplicities there are always arise from a group of isometries of M). This bound is the strongest that is known for the supremum norm of an eigenfunction on a negatively curved surface, with the next strongest being (2) .
We are interested in extending the methods of Iwaniec and Sarnak to higher dimensional mainfolds, which requires considering eigenfunctions on general locally symmetric spaces. We shall only consider spaces of noncompact type, although the method of proof would apply equally well to spaces of compact type. We make this restriction partly for convenience, and partly because the multiplicities of the Laplace spectrum on such manifolds are expected to be bounded as in the hyperbolic case. Although these manifolds have zero sectional curvature in certain directions, their eigenfunctions are expected to exhibit essentially the same chaotic behaviour that is observed on negatively curved manifolds.
We recall that locally symmetric spaces of noncompact type are constructed by taking a semisimple real Lie group G, a maximal compact subgroup K ⊂ G, and a lattice Γ ⊂ G, and defining Y = Γ\G/K. We do not assume that Y is compact. We let n and r be the dimension and rank of Y . We consider functions ψ ∈ L 2 (Y ) that are eigenfunctions of the full ring of invariant differential operators, which is isomorphic to a finitely generated polynomial ring in r variables. This ring contains ∆, and we continue to denote ∆ψ = λ 2 ψ. If Ω ⊆ Y is compact, Sarnak proves in [20] that ψ satisfies (3) ψ| Ω ∞ ≪ λ (n−r)/2 .
The analogous problem to the one solved by Iwaniec and Sarnak for H 2 is to improve the exponent in this bound, under the assumptions that Γ is congruence arithmetic, and that ψ is an eigenfunction of the ring of Hecke operators. (Note that when r ≥ 2, Γ is automatically arithmetic by a theorem of Margulis.) This is often referred to as the problem of giving a subconvex, or sub-local, bound for the sup norm of a Maass form in the eigenvalue aspect. Besides the original work of Sarnak and Iwaniec, the pairs Γ ⊂ G for which it has previously been solved are SL 2 (Z[i]) ⊂ SL 2 (C) by Blomer, Harcos, and Milićević [3] , Sp 4 (Z) ⊂ Sp 4 (R) by Bomer and Pohl [9] , SL 3 (Z) ⊂ P GL 3 (R) by Holowinsky, Ricotta, and Royer [10] , and SL n (Z) ⊂ P GL n (R) for any n by Blomer and Mága [5, 6] . There are also results bounding eigenfunctions on the round spheres S 2 and S 3 equipped with Hecke algebras [7, 8] . We note that much work has been done on variants of the sup-norm problem. One may consider Maass forms of varying level and eigenvalue as in [4, 13, 14, 22, 23] . There are also results bounding the L 2 norm of the restriction of ψ to a submanifold of positive dimension [18, 19] .
In this paper, we shall solve the sup-norm problem for a large class of Lie groups. Let G be a semisimple algebraic group of adjoint type over Q. We introduce the following two conditions on G.
Complex: There exists a CM extension K/K + , and a semisimple group G 0 /K + that is compact at all real places, such that G = Res K/Q G 0 .
K-small: Let K ⊂ G be a connected subgroup defined over R such that K(R) is a maximal connected compact subgroup of G(R). If we let T K ⊆ T be maximal tori in K and G and define the functions
on X * (T ) and X * (T K ) respectively, then we have
Here, W and W K are the respective Weyl groups, and ρ and ρ K the half-sums of some system of positive roots.
In the complex case, if we define K = Res K + /Q G 0 , then G(R) ≃ K(C), and K(R) is a maximal compact subgroup of G(R).
Note that the condition of being K-small is independent of the choice of K. We also have In all cases we have checked, K-small is in fact equivalent to G(R) being split. Let Γ ⊂ G(Q) be an arithmetic congruence lattice, which we shall consider as embedded in G(R). Let K/R be a maximal connected compact subgroup of G(R), and define Y = Γ\G(R)/K(R). Let ψ ∈ L 2 (Y ) be a joint eigenfunction of the ring of invariant differential operators and the Hecke operators on Y . We shall assume that ψ 2 = 1. If a is a split real Cartan subalgebra of G(R), we now let λ ∈ a * × R C denote the spectral parameter of ψ. There is a constant C 1 (G) such that ∆ψ = (C 1 (G) + λ 2 )ψ. We assume that λ ∈ a * , so that ψ satisfies the Ramanujan conjectures at infinity. Let Ω Y ⊆ Y be compact. Our main theorem is that (3) may be strengthened by a power when G satisfies either of the conditions we have introduced.
In particular, the bound (7) holds when G = Res F/Q P GL n /F for any totally real or CM field F . To see this in the CM case, let F/F + be a CM extension and Φ be a Hermitian form with respect to F/F + that is definite at all real places. We then have Res F/Q P GL n /F ≃ Res F/Q P U(F/F + , Φ), so that the result falls under the case complex. Note that the bound we shall actually prove is given by (10) below, which is stronger than (7) when λ is near the singular set, but is equivalent to (7) for regular λ.
Proof. Let h R ⊂ g × Q R be the real Lie algebra of a maximal connected compact subgroup of G(R). Choose a basis X 1 , . . . , X r of h R , and Y 1 , . . . , Y s of g, and define a ij ∈ R and b ijk ∈ R by
Let R be the Q-subalgebra of R generated by a ij and b ijk . It comes with an embedding ι : R → R. We let h be the Lie algebra over R defined by (8) , so that h R ≃ h × ι R. Let V /Q be the variety associated to R. V comes together with a point p ι ∈ V (R) corresponding to ι, and by repeatedly replacing V with its singular set we may assume that p ι is a regular point of V . This implies that V (R) is a real manifold of the same dimension as V near p ι , and it follows that there are points of V (R ∩ Q) arbitrarily close to p ι . Let p ∈ V (R ∩ Q) be close to p ι , and let L be its field of definition. The point p gives a map h → g × Q L, and we let h p be its image. If p is chosen sufficiently close to p ι then h p × L R will be isomorphic to h R , and the restriction of the Killing form to h p × L R will be negative definite. It follows that h p × L R is the Lie algebra of a maximal connected compact subgroup, so if we define K to be the subgroup of G with lie algebra h p then K has the desired properties.
Let L and K be as in Lemma 2.1. We choose a number field F/L with ring of integers O and an integer D with the following properties.
(1) G and
(2) G and K contain maximal tori T and T K , and Borel subgroups T ⊆ B and
Let ∆ be the set of roots of T in G, and let ∆ + be the set of positive roots corresponding to B. We define
We define the functions · * and · * K on X * (T ) and X * (T K ) as in (4) and (5) . By applying the definition of K-smallness to the group K u obtained by embedding L in R, we see that if we define
, and Y + be the subset corresponding to X * (T ) + . Conditions (2) and (3) imply that G(F v ) has a Cartan decomposition
We let P be the set of rational primes that do not divide D, and that have a split prime of F lying over them. For each p ∈ P, we fix a split place v of F above p. For µ ∈ X * (T ) and p ∈ P, we will often think of µ(p) ∈ G(F v ) as lying in G(Q p ) under the natural isomorphism
, let γ f be the LCM of the denominators of the matrix entries of ρ(γ). Fix a left-invariant Riemmanian metric on G(R). Let d(·, ·) be the associated distance function. We define d(x, y) = ∞ when x and y are in different connected components of G(R) with the topology of a real manifold.
2.1.3. Adelic groups. Let A be the adeles of Q. We choose a compact subgroup
For each prime p, let dg p be the Haar measure on G(Q p ) that assigns K p measure 1. Choose a Haar measure dg ∞ on G ∞ , and let dg = ⊗ v≤∞ dg v . All convolutions on G will be defined with respect to these measures.
2.1.4. Hecke algebras. Let H be the algebra of functions on G(A f ) that are compactly supported and bi-invariant under K f . For each p ∤ D, we let H p be the algebra of functions on G(Q p ) that are compactly supported and bi-invariant under K p , which we will often identify with a subalgebra of H in the natural way. For p ∈ P and µ ∈ X * (T ), we define T (p, µ) to be the function supported on G(Z p )µ(p)G(Z p ) and taking the value p − µ * there.
2.1.5. Real Lie algebras. Let g × Q R = k + p be the Cartan decomposition associated to K. Let a ⊂ p be a Cartan subalgebra. We let W a be the Weyl group N G(R) (a)/Z G(R) (a). We let ∆ a be the roots of a in g, and let ∆ + a be a choice of positive roots. For α ∈ ∆ a , we let m(α) denote the dimension of the corresponding root space. We denote the Killing form on g and g * by ·, · . For λ ∈ a * , we define
2.1.6. Maass forms. Let ψ ∈ L 2 (Y ) be an eigenfunction of the ring of invariant differential operators on Y and the Hecke algebras H p . We assume that ψ 2 = 1, and that the spectral parameter λ of ψ lies in a * . One may easily prove the bound
which is equivalent to (3) when λ lies in a regular cone in a * , but is stronger for singular λ. We shall in fact prove the bound (10) ψ|
subject to the same conditions and notation as Theorem 1.2.
2.2.
Amplification. The amplifier we shall apply to ψ has an infinite and a finite component. The finite component is given by the following proposition.
Proposition 2.2. There exists a constant R = R(G) > 0 such that for all p ∈ P, there exists T p ∈ H p depending on ψ such that
Moreover, we have the expansions
where a(p, µ) and b(p, µ) satisfy
Proof. We apply Proposition 6.6 to the group G to obtain C > 0, δ > 0, and a finite set 0 / ∈ X ⊂ X * (T ) such that if p ∈ P satisfies p > C, then there exists µ = µ(ψ, p) ∈ X such that T (p, µ)ψ = C(ψ, p)ψ and |C(ψ, p)| > δ. We shrink P if necessary so that we have p > C for all p ∈ P. For p ∈ P, we define T p = T (p, µ)/C(ψ, p), so that (11) is satisfied. If we let R be such that µ < R/2 for all µ ∈ X , then (12) and (14) will be satisfied. Note that the condition a(p, 0) = 0 follows from the fact that 0 / ∈ X . Formulas (13) and (15) follow from the formulas (34) and (35) for the Satake transform.
Let N be a positive integer and Q ⊆ P a subset, both to be chosen later, and define
This is the finite part of our amplifier.
To define the infinite part, choose a function h ∈ C ∞ 0 (a * ) of Paley-Wiener type that is real, nonnegative, and satisfies h(0) = 1. Let (16) h λ (ν) = w∈W h(wν − λ), and let k 0 t be the K ∞ -biinvariant function on G(R) with Harish-Chandra transform h λ . It is of compact support independent of λ by the Paley-Wiener theorem of [11] . We define
for µ ∈ a * and x in a compact set C ⊂ G(R). By inverting the Harish-Chandra transform as in Proposition 2.6 of [17] , it follows that
We let B ⊂ G(R) be a compact set that contains the support of k λ for all λ, and let 1 B be the characteristic function of B. For 1 > δ > 0 to be chosen later, let 1 δ be the characteristic function of the set {g ∈ G(R)|d(g, K ∞ ) < δ}. We shall use the following amplification inequality, which is often referred to as a pre-trace formula.
Lemma 2.3.
Proof. By definition of the Hecke operators, we have
Folding the sum over G(Q) gives
If we apply Cauchy-Schwartz and expanding the square, we obtain
Unfolding again gives
2.3. Estimating Hecke returns. We apply the inequality (18) for x ∈ Ω, and break up the sum depending on whether x −1 γx is within δ of K ∞ to obtain
Because x ∈ Ω, we have
When combined with equation (17) this gives (20) γ∈G(Q)
, and the auxiliary data ρ and d(·, ·) the ones chosen above. This gives constants
then there exists a Galois extension E/Q with |E : Q| ≪ 1, Q ∈ Z with ≪ Ω log N prime factors, and
We shall assume for the remainder of the proof that δ ≤ C(C 1 N A 2 ) −M . We now choose the subset Q ⊆ P to consist of those primes not dividing Q. Bounding (21) requires estimating the sizes of the sets
for µ, ν ∈ X * (T ) and p, q ∈ Q. We also define
for p ∈ P and µ ∈ X * (T ).
Lemma 2.4. We have the bounds
Proof. We shall only prove the first inequality, as the proof of the second is identical. Because x ∈ Ω, our assumptions on Ω and P imply that
We shall show that the fibers of this map have bounded size. Suppose γ 1 and
1 γ 2 must lie in a compact set C ⊂ G(A) depending only on Ω, and the result now follows from the fact that G(Q) ∩ C is finite.
Proposition 5.1 now implies
If κ is as in (9), Proposition 2.5 implies that
for all p ∈ Q and nonzero µ ∈ X * (T ). We also have
We expand T * T * in the sum (21) above. By applying (13), we see that the terms of the form
and by combining (15), (22) , and (23) we see this is
The terms
Equation (14) implies that only nonzero µ and ν contribute to the sum, so by Proposition 2.5 this is
Combining (24) and (25) gives
Combining this with the bound k λ ≪ D(λ) from (17), and equation (20), gives
Applying T p (ψ) = 1 and the bounds |Q| ≫ Ω,ǫ N 1−ǫ and h λ (λ) ≥ 1 gives
It may be seen that there are constants σ = σ(G) > 0 and A = A(G) > 0 such that we may choose δ = λ −1+σ and N ∼ Ω λ σ/4A while satisfying the inequality δ ≤ C(C 1 N A 2 ) −M . With these choices, the inequality (26) becomes ψ(x) ≪ Ω D(λ) 1/2−ǫ for some ǫ = ǫ(G), which completes the proof.
3. Proof in the complex case
+ be a CM extension of number fields. Let G 0 be a connected semisimple algebraic group of adjoint type over L + , and assume that G 0 is compact at all real places of L + . All implied constants in this section will be assumed to depend on these data. Let K = Res K + /Q G 0 and G = Res K/Q G 0 . Our definitions imply that K(R) is compact and G(R) ≃ K(C), so that G(R) has the structure of a complex Lie group and K(R) is a maximal compact subgroup of G(R).
We choose a number field F with ring of integers O and an integer D with the following properties.
(1) K and G are defined over
Combining (2) and (3), we see that
as its diagonal subgroup. We continue to use the notation of Section 2.1, applied to the choices of data we have made.
3.2. Amplification. The advantage of working with the groups we have defined, and in particular those satisfying condition (3) above, is that we may choose the Hecke operators in our amplifier to be supported on double cosets of the form
In other words, if we apply the isomorphism G ≃ K ×K, then the Hecke operators are supported 'entirely on the first factor'. On the other hand, this isomorphism maps K ⊂ G to the diagonal, and we may use the fact that the diagonal meets the first factor only in the identity to show that there are few returns. The variant of Proposition 2.2 we shall apply in this context is:
Proof. We apply Proposition 6.6 with the data F , D, and the group
, and let the data obtained be C > 0, δ > 0, and a finite set 0 / ∈ X ⊂ X * (T K ). We enlarge D if necessary to ensure that p > C if p ∤ D. If p ∈ P, the Proposition implies that there is µ ∈ X such that T (p, µ × 0)ψ = C ψ ψ with |C ψ | > δ, and so we define T p to be T (p, µ × 0)/C ψ . Condition (1) is therefore satisfied, and condition (3) is equivalent to saying that X is finite. Condition (2) follows from the Plancharel theorem, or by direct calculation.
We define the finite component
and the infinite components k 0 λ and k λ , of our amplifier as before. We must bound the RHS of (18) . The term involving (1 B − 1 δ )(y −1 γy) may be dealt with in the same way, so that we are left with bounding
We apply Proposition 4.1 with the data (G, H, B, B H ) chosen to be (G, K, Ω ∞ , K(R)), and the auxiliary data ρ and d(·, ·) the ones chosen above. This gives constants
We shall assume for the remainder of the proof that δ ≤ C(C 1 N A 2 ) −M . We now choose the subset Q ⊆ P to consist of those primes not dividing Q.
Choose
, and so it suffices to show that
Because p ∈ Q, we have ι(y) ∈ K ×2 (O w ), and the result follows from considering the Cartan decomposition in K ×2 .
Expanding the RHS of (27) gives
Proposition 3.2 implies that the inner sum is empty when p = q, and when p = q we only need to consider the identity term in T p * T * p . This is equal to T p 2 2 1 K f , and Proposition 3.1 part (2) gives
This gives
and Theorem 1.2 now follows as before.
Diophantine approximation
This section establishes the existence of the group L used in Sections 2.3 and 3.2. It may be read independently from the rest of the paper, and is based on unpublished notes of Peter Sarnak and Akshay Venkatesh. Let G be an affine algebraic group defined over Z[1/D]. Let F ⊂ R be a number field with ring of integers O, and let H ⊂ G be a subgroup defined over O [1/D] . Let O G and O H be the F -algebras of functions on G × Q F and H. We let ρ : G → SL n be a Q-embedding. For γ ∈ G(Q), define γ f to be the LCM of the denominators of the entries of ρ(γ). We fix a left-invariant Riemannian metric on G(R), and let d(·, ·) be the associated distance function. We define d(x, y) = ∞ when x and y are in different connected components of G(R) with the topology of a real manifold. Fix compact sets B ⊆ G(R) and B H ⊆ H(R). For x ∈ G(R) and T, δ > 0 we define
In other words, M(x, δ, T ) is roughly the set of γ ∈ G(Q) that are within δ of xB H x −1 and have denominators bounded by T . Our main result is that, if δ is small, all such γ lie in a group L/Q that is stably conjugate to a subgroup of H. 
The data F , Q, and y depend on x, δ, and T .
For any subset S ⊆ M(x, δ, T ), define the variety X(S)/F ⊂ G by X(S) = {g ∈ G|S ⊂ gHg −1 }. We define X = X(M(x, δ, T )). Proving Proposition 4.1 is roughly equivalent to showing that X = ∅. We begin by showing that there is a finite set S such that X = X(S). (2)) . . . Proof. By Lemma 4.2, it suffices to show that there exists a function A : N → N depending only on G and H such that the number of connected components of X(S) is at most A(|S|). X(S) is defined by |S| conditions of the form γ ∈ gHg −1 , and each such condition is encoded in a set of equations whose cardinality and degrees are bounded in terms of G and H. The existence of the function A then follows from Theorem 7.1 of [25] .
We now show that if S ⊂ M(x, δ, T ) is finite, and δ is sufficiently small in terms of T and |S|, then X(S) is nonempty. 
Proof. Let π : H
Chevalley's theorem implies that the image of π is a constructable subset of G l defined over F , which we denote C(l). This implies that there is a finite decreasing chain of subvarieties
where V 2a may be empty. For each 0 ≤ i ≤ 2a + 1, we let {f i,j ∈ (O G ) ⊗l |1 ≤ j ≤ D(i)} be a finite collection of equations defining V i . We have X i := π −1 (V 2i ) = π −1 (V 2i+1 ) for all 0 ≤ i ≤ a, and so if we define the ideals
is the vanishing set of both N 2i and N 2i+1 . The Nullstellensatz then gives the existence of an integer L = L(G, H, l) > 0 and elements
We let C 1 = C 1 (G, H, B, B H , l) > 0 be an upper bound for all |p(i, j, k)| on B 
There is a constant κ = κ(G, H, B, B H , l) > 0 such that
for all i and j, and all g, g ′ ∈ B 1 . Choose a subset S = {γ 1 , . . . , γ l } ⊆ M(x, δ, T ), and let γ = (γ 1 , . . . , γ l ) ∈ G(Q)
l . We wish to show that γ ∈ C(l), which implies that X(S) is nonempty. If γ / ∈ C(l), there must be some 0 ≤ r ≤ a such that γ ∈ V 2r but γ / ∈ V 2r+1 . As γ / ∈ V 2r+1 , there must be some s such that f 2r+1,s (γ) = 0. If v is an infinite place of F , the valuation |f 2r+1,s (γ)| v is bounded in terms of the polynomial f 2r+1,s and the sets B and B H . The condition that γ i f ≤ T for all i then implies that there exist C 2 = C 2 (G, H, B, B H , l) and
By decreasing C and increasing M if necessary, we may assume that |f 2r+1,
and so there must be some t such that
Combined with (30) this gives
By shrinking C and increasing M if necessary, this implies that f 2r,t (γ) = 0, which contradicts γ ∈ V 2i .
Proof of Proposition 4.1. Let N be the integer provided by Lemma 4.3, and apply Proposition 4.4 for every l between 1 and N. This gives C = C(G, H, B, B H ) > 0 and M = M(G, H) > 0 such that X = ∅ if x ∈ B and δ < CT −M , which is equivalent to saying that M(x, δ, T ) is contained in a conjugate of H(Q) over Q.
X is defined by at most N equations of the form γ ∈ gHg −1 . This means that X is cut out by a set of polynomials over F whose cardinality is bounded in terms of G and H, and our assumption that γ f ≤ T implies that the heights of the coefficients of these polynomials are bounded by
. This implies that X has a point y over some Galois extension E/F whose degree is bounded in terms of G and H, and moreover that we can choose y to be defined over O F [1/DQ] for some Q with ≪ G,H,B,B H log T prime factors. The definition of X then gives
and because M(x, T, δ) ⊆ G(Q) we may descend yHy −1 to the group L/Q.
Estimating intersections in buildings
This section contains the proof of Proposition 2.5, and may be read independently from the rest of the paper. Let H ⊂ G be a pair of connected, reductive, split, algebraic groups over Q p . We assume that both H and G are the general fibers of group schemes over Z p (denoted in the same way) with reductive special fibers. We let T ⊂ B ⊂ G and T H ⊂ B H ⊂ H be maximal tori contained in Borel subgroups of G and H, all defined over Z p . These assumptions imply that G(Q p ) has a Cartan decomposition with respect to T and G(Z p ), and likewise for H. We assume that T H ⊆ T and B H ⊂ B. We define the Weyl groups W = N G (T )/T and W H = N H (T H )/T H . We let ∆ ⊂ X * (T ) be the roots of G, and ∆ + the positive roots correpsonding to B, and define ∆ H and ∆ 
, and define
This can be thought of as the size of the intersection of L with the sphere of radius µ in the building of G. The main result of this section is a bound for this size.
H , where the implied constant depends only on the degree |F : Q p | and the dimension of G, but not p.
We begin by reducing to the case of µ ∈ X * (T H ).
, so there must be some x ∈ H(F ) such that yxy
The uniqueness of the Cartan decomposition implies that ν ∈ W µ as required.
We may therefore assume that µ ∈ X * (T H ). We define
and
and denote the analogous objects for H with a superscript H. Note that that P
H . Γ stabilizes P µ , and so acts on all of the sets P(µ, k). We define
Γ acts on G(F )/G(O), and the cosets in K p µ(p)G(O) must be fixed by Γ. This gives
and if we replace g with y −1 g this becomes
We have
It may be checked that the map
is a bijection, and the condition that the coset ykµ(p)G(O) is fixed by Γ is just that yk is fixed by Γ as an element of F µ . This completes the proof.
Proof. Let P µ /Z p be the parabolic subgroup of G generated by T and the one-parameter subgroups corresponding to the roots in ∆ − (µ, 0). Let P H µ = P µ ∩ H be the corresponding parabolic in H. Let Q µ and Q H µ be the flag varieties G/P µ and H/P H µ . We have F (µ, 1) Proof. The fibers of the map F (µ, k + 1) H → F (µ, k) H may be identified with
, and this gives an identification of sets
. If g and h are the Lie algebras of G and H over Z p , the exponential map gives isomorphisms
It follows that
and in particular that V and V H have the structure of vector spaces over k q . We have dim V H = δ(µ, k). It may be seen that the action of Γ on G(O) reduces to actions on V and V H . If g ∈ P µ then g acts on V by conjugation, and we denote this action by Ad g . Let h ∈ S(µ, k). We need to bound the number of
Taking the quotient by
, we obtain the linear equation
We must show that (31) has at most p δ(µ,k) solutions. Let h 0 be any fixed solution. We must have
p(σ) , we must therefore bound the number of v ∈ V H such that σ(v) = T σ (v) for all σ ∈ Γ. Let A be the set of all such v. It is a k p -subspace of V H , and we let v 1 , . . . , v r be a basis. Suppose that there exist α i ∈ k q , not all 0, such that
Summing this over all σ, we have
There must be some β and i such that tr kq/kp (βα i ) = 0, which contradicts the independence of the v i over k p . Therefore the v i are linearly independent over k q , which means that r ≤ dim V H = δ(µ, k) and |A| ≤ p δ(µ,k) as required. 
Constructing an amplifier
This section contains the proof of Propositions 2.2 and 3.1, and may be read independently from the rest of the paper. We begin with the following lemma, which follows immediately from the Peter-Weyl theorem.
Lemma 6.1. Let U be a compact real Lie group. Given u ∈ U, there exists a nontrivial irreducible character χ of U such that χ(u) = 0. 6.1. Complex groups. Let G be a complex connected reductive algebraic group and T ⊆ B ⊆ G a torus contained in a Borel subgroup. Let X * (T ) and X * (T ) denote the character and cocharacter lattice of T , and denote the pairing between them by ·, · . Let ∆ and ∆ be the set of roots and co-roots respectively, and ∆ + and ∆ + be the set of positive roots and co-roots corresponding to B. We let Φ and Φ be the simple roots and co-roots. Let 2ρ = α∈∆ + α ∈ X * (T ). We define
+ , we let χ µ be the character of the representation of G with highest weight µ. We let W be the Weyl group
If L is the standard Levi subgroup associated to a set θ ⊆ Φ, we let T L ⊆ T be the connected component of α∈θ ker α. We let T L ⊆ T be the torus generated by {α
We let W L ⊆ W be the group generated by the reflections in elements
we let χ L,µ be the character of the associated representation of L.
Lemma 6.2. λ L has the following properties:
This implies the remaining assertions.
where n α ≥ 0, and there is α / ∈ θ such that n α > 0.
Proof. Because λ L ∈ X * (T ) + , we have
Because all the terms in the sum are non-negative, we must have
Proposition 6.4. Let G be a complex connected reductive algebraic group, and let T ⊆ G be a maximal torus. Let Ω ⊂ T be compact. There exists a finite set 0 / ∈ X ⊂ X * (T ) and δ > 0 such that for all x ∈ Ω we have
As Ω is compact, it suffices to prove that for each x ∈ T there exists 0 = µ ∈ X * (T ) with χ µ (x) = 0. Fix x ∈ T . After applying an element of W , we may assume without loss of generality that |α(x)| ≥ 1 for α ∈ ∆ + . Let θ = {α ∈ Φ||α(x)| = 1}, and let L be the
. As x L lies in the torus generated by {α ∨ |α ∈ θ}, this implies that |α(x L )| = 1 for all α ∈ ∆. We therefore have
and x L lies in the maximal compact subgroup T c of T . If we let U be a compact real form of L containing x L , we may apply Lemma 6.1 to produce 0 = µ ∈ X * (T )
, and hence χ L,µ (x) = 0. We shall prove that there exists k ∈ Z such that if we define µ ′ = µ + kλ L then χ µ ′ (x) = 0. By Lemma 6.2 part (3), we may first assume that k is chosen to be sufficiently positive that µ ′ ∈ X * (T ) + . The Weyl character formula then gives
.
As α(x) = 1 when α / ∈ ∆ L , it suffices to prove that
Our assumption that µ ′ ∈ X * (T ) + implies that e ∈ W is the representative of the identity coset. If y ∈ T is regular, we then have
It therefore suffices to prove that
If we separate the identity coset and define
Lemma 6.3 and equation (32) then imply that there is some
for some A, we see that (33) will be nonzero for k large as required.
6.2. Groups over a number field. Let F be a number field, D an integer, and G a connected split reductive algebraic group of adjoint type defined over O [1/D] . Let T ⊂ B ⊂ G be a maximal torus contained in a Borel subgroup, both defined over O [1/D] , and let N be the unipotent radical of B. Let X * (T ) and X * (T ) be the character and cocharacter lattice of T . Let ∆ and ∆ be the set of roots and co-roots of T in G, and let ∆ + and ∆ + be the set of positive roots and co-roots corresponding to B. Let Φ and Φ be the simple roots and co-roots. Let X * (T ) + be the set
We define 2ρ ∈ X * (T ) to be the sum of the elements of ∆ + . If v is a place of F , let F v denote the corresponding completion with ring of integers O v . Let π ∈ O v be a uniformiser, and let q = |O/πO|. We assume that
, and this is independent of the choice of π. We let Y = T (F v )/T (O v ), and Y + be the subset corresponding to X * (T ) + . Our assumptions imply that we have a Cartan decomposition
We let H be the algebra of functions on G(F v ) that are compactly supported and bi-invariant under G(O v ). For µ ∈ X * (T ) + , we let ω µ be the function supported on G(O v )µ(π)G(O v ) and equal to q − ρ,µ there. Let G be the complex dual group of G. We fix a maximal torus and Borel subgroup T ⊂ B ⊂ G. There is an isomorphism X * ( T ) ≃ X * (T ) which takes the positive roots for B to the positive co-roots for B, and so we shall think of ∆ and ∆ + as the set of roots, resp. positive roots, for G. We define
We let
. We shall often apply the notation of Section 6.1 to G.
Let H T be the algebra of compactly supported W -invariant functions on X * (T ). We define the Satake transform S : H → H T by
We shall often think of S as an isomorphism between H and R( G), the representation ring of G, via the isomorphism X * (T ) ≃ X * ( T ) and the isomorphism between R( G) and Winvariant functions on X * ( T ) that takes a representation to its character. We have
and it is known that
see for instance Sections 3 and 4 of [12] , in particular the fact that the Kazhdan-Lusztig polynomials have degree strictly less than λ − µ, ρ in q. Note that this is the point at which we require our assumption that G was of adjoint type. We say that an admissible representation π of G(F v ) is spherical if it contains a vector fixed by G(O v ). The spherical admissible representations are in bijection with T /W , via the map that takes α ∈ T first to the corresponding character χ ∈ Hom(Y, C × ), and then to the unique spherical subquotient of the representation induced from χ on B(F v ). We denote this representation by π(α). If f ∈ H and v 0 is the unique spherical vector up to scaling in the space of π(α), we then have π(α)(f )v 0 = Sf (α)v 0 .
Proposition 6.5. Let T ⊆ L ⊆ G be the standard Levi subgroup corresponding to a subset θ ⊆ Φ. Given C 1 > 1, there exists C 2 > 1, C 3 > 0, δ > 0, and a finite set 0 / ∈ X ⊂ X * (T )
Proof. By applying Proposition 6.4 to L/ T L , the torus T / T L , and the set
we obtain a finite set 0
By Lemma 6.2 parts (1) and (3), we may lift each element of X L to X * ( T ) and twist by a character trivial on T L to obtain a subset 0 / ∈ X ⊂ X * ( T ) + .
Define
Let x ∈ Ω, and decompose x as x L x L . Then x L projects to Ω L , and must lie in a bounded subset of T L depending on C 1 . By shrinking δ we therefore have
, and combined with (34) and (35) this gives
We divide χ λ into those µ with µ| T L = λ| T L and the remainder, which gives
and combined with (36) this gives
We may assume that (37) applies uniformly to all µ ∈ X . By choosing C 2 and C 3 sufficiently large, we see that there exists µ ∈ X such that |Sω µ (x)| > δ/2, which completes the proof.
Proposition 6.6. There exists a finite set 0 / ∈ X ⊂ X * (T ) + , C > 0 and δ > 0 such that if x ∈ T and q > C we have
Proof. We define two collections of constants C 1 (θ) and C 2 (θ) for θ ⊆ Φ. If C 1 (θ) has been defined, we let C 2 (θ) be the value of C 2 produced by applying Proposition 6.5 to θ with C 1 = C 1 (θ). We let C 1 (∅) = 1, and if θ = ∅ we define
Apply Proposition 6.5 to each θ ⊆ Φ with C 1 = C 1 (θ), and let X θ , C 3 (θ) and δ(θ) be the sets of characters and constants produced. Define
We claim that these data satisfy the conditions of the proposition. Let x ∈ T , and let θ x be maximal subject to the condition that |α(x)| ≤ C 1 (θ x ) for α ∈ θ x . We claim that |α(x)| > C 2 (θ x ) for α / ∈ θ x . If not, there is some β / ∈ θ x such that |β(x)| ≤ C 2 (θ x ). We have C 1 (θ x ∪ {β}) ≥ max{C 1 (θ x ), C 2 (θ x )} so that |α(x)| ≤ C 1 (θ x ∪ {β}) for α ∈ θ x ∪ {β}, contradicting the maximality of θ x . We may therefore apply Proposition 6.5 to the set θ x and the constant C 1 (θ x ), which completes the proof.
Verification of K-smallness
We now prove Theorem 1.1. As K-smallness is invariant under isogeny, it suffices to establish it for the split real classical groups and the split form of G 2 .
7.1. SL n (R). As K-smallness is unchanged under extension of scalars, we may let K be the split special orthogonal group preserving the standard anti-diagonal quadratic form.
First suppose that n = 2k is even, so we are considering SO(k, k) ⊂ SL n (R). We choose T K and T to be the standard diagonal tori, and consider a cocharacter of T K . To calculate µ * , we must take the numbers ±x 1 , . . . , ±x k , arrange them in decreasing order, and sum them with the weights 2k − 1, 2k − 3, . . . , 1 − 2k. To calculate µ * K , we must take x 1 , . . . , x k , make an even number of sign changes so that the set of negative terms is either empty or consists of the term with |x i | smallest, arrange them in decreasing order, and sum them with the weights 2k − 2, 2k − 4, . . . , 0. Both µ * and µ * K are unchanged if we replace x 1 , . . . , x k with |x 1 |, . . . , |x k |, so we shall assume that all x i ≥ 0. We may also assume that they are in decreasing order. We then have µ * = (4k − 2)x 1 + (4k − 6)x 2 + . . . + 2x k µ * K = (2k − 2)x 1 + (2k − 4)x 2 + . . . + 2x k−1 . This gives µ * − 2 µ * K = 2x 1 + 2x 2 . . . + 2x k , so that µ * ≥ 2 µ * K with equality iff µ is 0, as required. Now suppose n = 2k + 1 is odd, so we are considering SO(k, k + 1) ⊂ SL n (R). We again choose T K and T to be diagonal, and let
be a cocharacter of T K . We obtain µ * by arranging the numbers ±x 1 , . . . , ±x k , 0 in decreasing order and summing with the weights 2k, 2k − 2, . . . , −2k. We obtain µ 7.5. SO(2k +1, 2k +1). We switch to SO(k, k +1)×SO(k +1, k) ⊂ SO(2k +1, 2k +1). Let V 1 and V 2 be real quadratic spaces of signature (k, k + 1) and (k + 1, k) respectively, and let V = V 1 ⊕ V 2 . Let µ ∈ X * (T K ). We may choose bases of V 1 and V 2 so that µ maps t to the pair of diagonal matrices with entries (t When we map µ into X * (T ), we are free to change an arbitrary number of signs of the x i and y i due to the presence of the two 1's. We may therefore let z which give µ * ≥ 6x 1 + 2x 2 and µ * ≥ 4x 1 + 8x 2 respectively. Averaging these gives µ * ≥ 5x 1 + 5x 2 ≥ 2 µ
