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A B S T R A C T
FEATURE EXTRACTION WITH THE FRACTIONAL 
FOURIER TRANSFORM
Özgür Güleryüz
M.S. in Electrical and Electronics Engineering 
Supervisor: Assoc. Prof. Dr. Haldun M. Özakta^
September 1998
In this work, alternative design and implementation techniques for feature 
extraction applications are proposed. The proposed techniques amount to de­
composing the overall feature extraction problem into a global linear system 
followed by a local nonlinear system. Different output representations for rep­
resentation of input features are also allowed and used in these techniques. 
These different output representations bring cui additional degree of freedom 
to the feature extraction problems. The systems provide multi-outputs consist­
ing of different features of the input signal or image. Efficient implementation 
of the linear part of the .system is obtained by using fractional Fourier filter­
ing circuits. Expressions for the proposed techniques are derived and several 
illustrative examples cxre given in which efficient implementations for feature 
extraction applications are obtained.
Keywords: Image analysis, feature extraction, fractional Fourier transform, 
fractional Fourier domains, fractional Fourier filtering circuits.
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ÖZET
KESİRLİ FOURIER DÖNÜŞÜMÜ İLE ÖZNİTELİK BULMA
Özgür Güleryüz
Elektrik ve Elektronik Mühendisliği Bölümü Yüksek Lisans
Tez Yöneticisi: Dr. Haldun M. Özakta^
Eylül 1998
Bu tezde öznitelik bulma yöntemleri için tasarım ve gerçekleştirme yöntemleri 
sunulmuştur. Önerilen yöntemler öznitelik bulma sistemlerini genel doğrusal 
sistemi takip eden yerel doğrusal olmayan sistemler şeklinde modeller. Giriş 
bilgileri çıkışta değişik biçimlerde temsil edilebilmektedir. Giriş bilgilerinin 
çıkışta değişik biçimlerde temsil edilebilmesi öznitelik bulma problemlerine 
fazladan bir özgürlük katmaktadır. Ayrica, önerilen yöntemler birden fazla 
çıkış sağlama özelliğine de sahiptir. Önerilen sistemin doğrusal kısmının ver­
imli bir şekilde gerçekleştirilmesi kesirli Fourier süzgeç devreleri kullanımı ile 
sağlanmıştır. Önerilen yöntemlerin ifadeleri türetilmiş ve öznitelik bulma uygu­
lamalarında verimli sonuçlar elde edildiği örneklerle gösterilmiştir.
Anahtar Kelimeler: imge incelenmesi, öznitelik bulma, kesirli Fourier 
dönüşümü, kesirli Fourier domenler, kesirli Fourier süzgeç devreleri.
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Chapter 1
Introduction
The aim in a huge number of image processing applications is to extract some 
features from image data. These features may Idc used not only to iDrovide 
a description, interpretation of the scene present in that image, but also to 
understand the scene [1]. This area of image processing is called image analysis. 
In a text-reading problem, image analysis should be used to recognize the 
characters. Image analysis is employed in radar imaging to detect and identify 
a target. In medical imaging size and shape of internal organs niciy be obtained 
by using image aiicilysis. The examples of application areas of imcige analysis 
may easily be enlarged.
One of the basic tools of image analysis is matching the scene in the image to 
a previously known scene. But matching is not generally enough in most image 
analysis applications. In most applications, some features from the input image 
must be extracted. Many tools and methods are developed for this purpose, 
but still a huge amount of research is being done to increase the performance 
and decrease the cost of these tools.
Extracting features from an input signal or image is generally a nonlinear 
operation. The nonlinear systems are difficult to implement, especially by 
optical systems. Some features can be extracted by using linear systems, but 
most of the features can only be e.xtracted by nonlinear systems. Therefore,
an efficient way of implementing these nonlinear systems should be obtained. 
It should also be noted that as the implementation costs of linear systems are 
generally high a system that provides easy and efficient implementations for 
feciture extraction applications would be useful.
In this thesis, new design and implementation techniques for image analysis 
problems are pi'oposed. The proposed techniques have fast implementations. 
The design and implementation of these techniques are presented and their ¡Der- 
formances are compared with the performances of the previously used methods. 
Simulation results on some image analysis examples are presented. It should be 
noted that the system can be applied to all feature extraction problems, but it 
will be applied only to some simple feature extraction problems in this thesis. 
Application of this system to more complicated feature extriiction problems is 
considered as the future work.
The rest of Chapter 1 gives the motivation to use the proposed methods 
for image analysis. Chapter 2 provides a survey about the commonly used 
techniques for recognition and image analysis. In Chapter 3, fractional Fourier 
transform and fractional correlation is examined in detcul. Chapter 4 provides 
the structural and mathematical details of fractional Fourier filtering circuits. 
In Chapter 5, the proposed technique for image anal,ysis applications and the 
proi^osed implementation techniques are presented. Chapter 6 provides the 
simulation results on some image analysis examples and performance analysis 
of different techniques. Chapter 7 gives the conclusions and future directions 
for research.
1.1 M otivation
The research that resulted in this thesis is motivated by the enormity of the 
applications that employ image analysis. Image analysis is applied in many 
problems to discover, identify and understand patterns that are relevant to the 
performance of an image-based task. In some applications, it is enough to figure 
out the existence, and position of a pattern. For such cases, matched filtering 
is the most commonly used tool. But, its application areas are restricted with
these applications. Also its performance degrades rapidly when distortions are 
present in the input image. Therefore, some other tools which are invariant 
of these input distortions are develoj^ed. These algorithms are generally fast 
and easy to implement, but their applications are limited with prol)lems of 
checking the presence of a certain pattern. But, the main purpose of image 
cinalysis is to identify some features of the input image, d'herefore, a tool which 
can figure out certain properties of the input pattern, is hist and has an easy 
implernentcition, would be useful.
In this thesis, two implementation techniques, which can provide solutions 
to some image analysis problems and which can be implemented with low 
implementation costs are proposed.
In a medical inicige analysis problem like the me<isui-ernent of size and shape 
of internal organs, a system like the one we propose may be applied to provide 
the sizes, orientation and position of internal organs. Similarly in a Robotics 
application, such a system may be used to recognize and interpret objects in a 
scene. Another excimple may be given as a radar imaging problem in which a 
target should be detected and its properties such as position, orientation should 
be obtained. The proposed method can be used to obtain these properties.
Most commonly used image analysis tools such as matched filtering are 
implemented as a single filtering oi^eration, but they can only provide simple 
information at the output such as existence or position of ci. specific pattern 
in the input scene. It would be advantageous to have a system that provides 
more than one feature of the input scene at the output. These features rniiy 
be displayed with a display panel, where each display shows a different feature 
of the input pattern.
Feature extraction operation is generally a nonlinear operation. It is diffi­
cult to implement nonlinear systems especially by optical systems. But it is 
easy to implement linear systems by optical systems. In this thesis, we will 
try to decompose the overall image analysis system into a global linear system, 
which can be implemented optically, and a local nonlinear system, which can 
be implemented by simple electronic circuitry. The linear system is called as 
the global linear system as it can be applied to all points in the input plane 
and provides the results for all output points when the system is implemented
optically. The nonlinear system is called as a local nonlinecU' system as it is 
clilEcult to make nonlinear operations on the whole output plane. The nonlin­
ear ojDerations are restricted to be applied on some local points at the output 
plane. The proposed system provides efficient implementation alternatives for 
feature extraction problems. The proposed system structure is shown in Figure 
1. 1.
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Figure 1.1: Proposed System Structure
The implementcition costs of linear systems cu-e generally high. Therefore, 
the linear part of the proposed system will be implemented with fractional 
Fourier filtering circuits to decrease the implementation costs with acceptable 
decreases in accuracy.
Chapter 2
M ethods U sed for R ecognition
In this chapter of the thesis, some of the most commonly used methods used 
for recognition and image analysis will be examined in detail. Matched fil­
tering is cin important tool used to detect a target in the presence of noise. 
It has many applications in recognition problems, but it has some disadvan­
tages [2]. Therefore some other techniques like Distortion Invariant Filtering 
or Synthetic Discriminant Functions are developed. A similar tool, fractional 
correlation, which provides shift-variant recognition property is introduced in 
the following chapter. These most commonly used techniques will be examined 
in this chapter in detail.
2.1 M atched  F ilterin g
'Fhe matched filter is the optimum linear filter lor maximizing the ratio of 
peak signal to mean-square noise when we process a. deterministic signal in the 
presence of additive, stationary random noise. Consider a filter with an input 
function given by:
x it)  = 9 ii) + M t) (2.1)
where wit) is additive noise. Since the filter is linear, the resulting output y{t) 
may be expressed as:
y(0 = 9o(f') + n(t) (2.2)
where go{t) and n(t) are produced by the signal and noise components of the 
input x{t) respectively. The peak pulse signal-to-noise ratio can be e.xpressed
a.s:
V =
9o{T)
(2.3)
E[nHt)]
where | go{T) ^ is the instcintaneous power in the output signal at time T and 
E[n'^it)] is a measure of the average output noise power. In matched hltering, 
the requirement is to specify the impulse response h{t) of the hi ter such that 
the output signal-to-noise ratio is maximized at the same point T. We know 
that:
r+oo/ -To H(f)GU)exp{j2^ft )df
-oo/ + 00
H(f)G(f)expU2xiT)df  p
-OO
/  +  00 /* +  ос<iV (/ )#  = / Nl f )  I H(J) I" df
-OO ’У — ooHif)Gif)exp{j2^fT)clJ
NiJ)  I i f )  df
(2.4)
(2.5)
(2.6)
(2.7)
where N{f )  is the noise power spectral density. The ratio is niciximized when:
G*i f )expi- j2ir f r)
m j )  = N i f )
(2.8)
For the white noise the transfer function and impulse response reduces to:
Hoptif) = kG*if)expi-j2'KfT)  (2.9)
hop t / -Too G*if)expi- j27rf ir  -  t))df
-OO
hopt[t) = kg*{T -  0
(2.10)
(2.11)
It is known that, matched hltering is equal to correlating the input and 
reference functions. In order to show this, let us consider a matched hltering 
application. The input of the system is ;c(i) and the output of the hlter hit)
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is given by y{t)·  We can express the relation between x{t)  and y{t)  by the 
convolution integral given by:
y{t)  =  f  x{T)h{t -  t )(1t
J — CO
(2.12)
Note that h(t) = (j)*{T — t) where (j) is the reference function to which h is 
iTiiitched. So:
(2.13)
/  + 00
x{T)(j)*{T -  t + t )cIt
-oo
Scimpling this output at time t= T  we get :
/ +  CO x{T)f{T)d.T (2.14)-COi
which is the value of the cross-correlation of x{t) and (¡>[t) at t = T. Therefore 
we can say that matched filtering equals to correlating the input and reference 
functions in the time domain.
2.1.1 Limitations of Matched Spatial Filtering
Matched Spatial Filtering hcis two major limitations [3]:
1 -  The outjDut correlation peak degrades rapidly with geometric image dis­
tortions.
2 -  The Matched Spatial Filter (matched to one given image) cannot be 
used for multi class pattern recognition.
In order to overcome these limitations, the concept of matched filtering has 
been greatly extended by several types of generalized filters. These methods 
can be classified in 2 categories:
1- Distortion Invariant Filtering : Concerns in-plane 2-D scaling and 
rotation distortions. Such methods include the use of space-variant transforms 
and circular harmonic functions. In these techniques, the intensity at the origin 
of correlation function can not generally be specified during synthesis.
2- Synthetic Discriminant Functions : These Ccitegory filters use train­
ing images that are sufficiently descriptive and representative of the expected 
distortions. These fdters can be viewed as generalizations of matched spatial 
filters for the identification of multiple tcirgets in the presence of virtually any 
type of distortion. The intensity at the center of the cross-correlation function 
(defined as the filter output) can be specified for each training image during 
synthesis, and several objects can be handled by one filter by including all 
object classes in the training set.
2.2 D istortion  Invariant F ilterin g
The rnciin disadvantage of matched filtering is that it provides no invariant 
properties (such as scale or rotation) except shift invariance. Such kind of in­
variances can be obtained by using harmonic expansions. In order to use the 
harmonic expansions, the object is first decomposed into a certain orthogonal 
harmonic expansion, and a single order of the expansion is chosen cis the filter. 
The SNR performance of these systems is high as the chosen harmonic contains 
a significant amount of object’s energy. Generally circular harmonic expansions 
are used for rotation invariance and radial harmonics are used for scale invari­
ance [4,5]. Synthetic Discriminant Functions, which will be examined in detail 
in next section, are also a kind of distortion invariant filtering.
2.2.1 Scale Invariance
As it is told before, radial harmonics are the most commonly used tools to 
maintain scale-invariance [4]. In Mellin radial expansions, a function f{r,0)  is
expanded into a set of orthogonal functions [: 
given by:
, which is mathematically
f i r ,0  : xo,yo) = fN{0]Xo, yo)' j27rN  — l
N =  — oo
1 /·«
M6;xo,yo)  = 7  /  fir,0]Xo,yo)r ^rdrL Jro
(2.15)
(2.16)
where ro and R  are minimal and maximal radius of the object, L is an integer 
number satisfying ro = Re~^, N  is the order of expansion, (;i’o,2/o) is the 
Cartesian coordinate origin of the {r,9) polar coordinates. In practice the i’o 
value should be chosen optimal. If it is chosen too big then the areas of the 
object would not effect the harmonic Jm and if it is chosen too small then the 
filter would have too high spatial frequencies.
After expcuiding the input function F{r, 0) into its radial harmonics, the 
Mill harmonic is chosen as the filter function and the filter output
is obtained by correlating the input function with the filter function. The 
output of the filter is scale-invariant.
2.2.2 Rotation Invariance
For rotation invariance, the input object is expanded into a set of orthogonal 
functions [exp(fA^<■/>)], called the circular harmonics [4-6]. The expansion is 
given mathematically by:
H  /Af(p)exp(?:fV<)6)
N =  — oo
fN{p) = f{p,(j))exp{-iN(l))d<j)
(2.17)
(2.18)
where f{pi(j)) is the input function f {x ,y)  in circular coordinates and N  is the 
expansion order.
Similar to the above cases, the filter function is again chosen to be a single 
harmonic given by:
9{p  ^(t>) = I m exp{iM(j)) (2.19)
where
1 /‘2^
¡Mip) = ^  fip,(j))exp{-iM<j))d<j) (2.20)
The filter output is the correlation of the input and the filter functions and it 
is rotation invaricint.
2.2.3 Advantages and Disadvantages of Distortion In­
variant Filtering
As previously explained, the matched filter is optimum to detect a target in 
white noise, but its performance decreases rapidly when there are distortions 
like scale, projection and rotation. Therefore distortion invariant filtering is 
developed to overcome these problems. They provide distortion invariance 
but they have poor discrimination ability as they have a lower information 
content than the matched filter. Because, the input function is expanded into 
its harmonics and a single harmonic is chosen as the filter function. Therefore 
the information included in the other harmonics is lost, which causes a loss in 
the discrimination ability. Synthetic Discriminant Functions are introduced to 
obtain distortion invciriant fdters that have better discrimination availability. 
Synthetic Discriminant Functions will be examined in detail in the next section.
2.3 S yn th etic  D iscrim inant Functions
Synthetic Discriminant Function (SDF) technique is used to design filters which 
have the flexibility of achieving invariance to any type of distortion provided 
that a sufficiently descriptive trcuning set of images is available [3,7-12]. The 
filter designed with this technique yields specified output values with each of 
the training images. So the training image set should be chosen such that it 
represents the expected distortions. In addition to SDF’s, generalized matched 
filtering and composite filter techniques are developed by using this kind of 
methodology [3].
2.3.1 Conventional Synthetic Discriminant Functions
In order to explciin the design of SDF’s, let .xq, .T2 , ...., xn denote N column vec­
tors of dimension d representing N  images, each with d pixels in it. Generally 
the number of pixels d is much larger than N, the number of training images.
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If we want to recognize only one class of image, we choose all the training 
images from that set. On the other hand, if we want to design a filter which 
can discriminate between two classes, then the training images ¿ire chosen from 
both of the classes [3,11].
In the conventional SDF technicjne, the filter is matched to an image A, 
which is a linear combination of the training vectors.
h = Xi (2.21)
where X  is the matrix containing the N  images ;ci, ;i’2 , ...., .ryv as its columns, 
and a is the vector containing the weights of each output image.
The constraint vector a should be chosen such that the following constraints 
are satisfied.
X+h u ( 2 .22)
where + denotes the conjugate transpose, * denotes the transpose and ii is the 
desired output vector.
If an SDF satisfying the above constraints can be found, it is guaranteed 
that the cross-correlation value at the origin will be the desired constraints. 
The constraint vector a can be found by substituting Eq.(2.22) into Ecp(2.21)
then h can be found as ;
a = {X^X)
h = X { X ^ X ) - \ l*
(2.23)
(2.24)
Note that X~^X is an N*N symmetric matrix. If X~^X is invertible, then a 
can easily be obtained as (X'^X)~^ti. But if X~^X is not full rank, we will 
hcive infinite solutions if it is consistent and will have no solution when it 
is not consistent. For X'^X  to be full rank, the N training imciges should 
form a linearly independent set. But generally the training images are not 
linearly independent, so some preprocessing technicpies such as Gram-Schmidt 
orthonormalization procedure may be used to form a linearly independent set.
Choosing the synthetic discriminant function h as the linear combination 
of the input images is unnecessary. To remove this ambiguity, a more general
I I
definition of h can be given as:
h = X{X^X ) - ^u* +  [ h - X { X ^ X ) - ^ X + ] z (2.25)
where Id is the d*d  identity matrix and z is any column vector with d complex 
entries.
Synthetic Discriminant Function seems as if it is a very attrcictive tool for 
optical correlation and recognition. But we have some important problems with 
these conventional SDF’s, which may be eliminated by some improvements.
2.3.2 Problems with the Conventional Synthetic Dis­
criminant Functions
The first problem with the conventional SDF is that, it does not consider the 
occurrence of random noise in the input. As an example, if we examine a two- 
class problem, we may design our filter such that the correlation peak value at 
the origin is 1 for one class and 0 for the other class. In the presence of noise 
the output values will not exactly be 0 or 1. Therefore we must design filters 
which can tolerate input noise. Minimum Variance Synthetic Discriminant 
Function (MVSDF) is one of the approaches employed in order to achieve this 
goal [3,12].
The second problem with the conventional synthetic discriminant functions 
arises as we control ordy one point (the origin) in the correlation output plane. 
Correlators are widely employed as they not only detect a target, but also 
locate it. In the conventional synthetic discriminant functions, it is not easy to 
locate the target if it is shifted by an unknown amount. Because as we control 
only the output value at the origin, the output value other than at the origin 
can take any value which may cause many points to ha.ve the desired output 
Vcilue for the incoming image. Therefore it is impossible to find the exact 
location of the target. In order to overcome this difficulty, we must design 
filters which ¡dreduce shcirp correlation peaks. Minimum Average Correlation 
Energy (MACE) Filters is a kind of design procedure to overcome this difficulty.
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The third problem arises from the selection of the filter, h as a linear com­
bination of the training images. Because this assumption forces us to have 
a linear equation set consisting of much more unknowns than the number ol 
equations. By forcing /i to be a linear combination of the training images, we 
cire throwing out huge amount of degrees of freedom and find a unique solu­
tion. We can use these degrees of freedom to achieve olijectives such as peak 
shaiq^ness and noise minimization.
2.3.3 Minimum Variance Synthetic Discriminant Func­
tions
The Minimum Variance Synthetic Discriminant Function (MVSDF) aims to 
find SDF’s to minimize the variance in the output when the input image is a 
noisy training irncige [3,12].
Consider the situation when the input imcige is one of the training images 
Xi corrupted by additive noise n. Then the value of the cross-correlation at the 
origin, y is given by:
y h'^ixi + n) = Ui -b (2.26)
where U{ is the desired output and + is the complex conjugate.
Assuming that the real-noise vector n is a zero-mean vector with a d * d 
covariance matrix E, the variance of the output is caused by h'^n and can be 
expressed as:
(Ty = E[\ li^n l^ j = E[h'^nn'^h] = h'^T,h (2.27)
minimizing with respect to the constraints in Eq 2.22. leads to the following 
MVSDF:
h (2.28)
where u = [ui, ...,un]^ and X  = [x i,..., x n ] is the matrix containing the train­
ing images as its columns.
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For the special case of white noise MVSDF is equal to the conventional SDF, 
but for other noise types, the conventional SDF is not the optimal solution.
Similar to the conventional SDF, MVSDF has some problems. The 
MVSDF, like conventional SDF, controls only the output value at the origin. 
Therefore we may observe large side lobes in the correlation output, which 
causes finding the location of the target to be more difhcult. Another problem 
arises cis we generally do not know the the noise covariance matrix S exactly. 
In some cases although we know S exactly, it may not be invertible. Some ap­
proaches like Frequency-Domain Synthetic Discriminant Functions are applied 
to overcome this problem.
2.3.4 Minimum Average Correlation Energy Filters
The Minimum Average Correlation Energy (MACE) Filters are capable of 
producing sharp correlation peaks which cire good for location accuracy and 
discrimination [3,10].
Assuming that X;(u,u) is the two-dimensional Fourier transform of the ith 
training image aq and is the transmittance of the filter function, the
following constraint should be satisfied:
I J  Xi{u,v)H*(u,v)dudv = Ui, (2.29)
where i — 1,..., Af.
The MACE filters should minimize the avercige correlation energy given by:
1 ^
= j j E j  11 PI «·(«,·>)
¿=1
dudv
By using the vector notation, Eave can be expressed as:
E„,„f = h'^Dh
(2.30)
(2.31)
where D is a. d * d diagonal matrix whose entries are obtained by averaging 
I Xi(u,v)  p, i=l,...,N  and then scanning the average from left to right cind 
from top to bottom.
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The filtex· minimizing Eave and satisfying the constraints in Eq 2.26. is 
found as:
hMACE = D-^X i XD-^X) - ^ 'll (2.32)
Sirnilcir to conventional SDF’s and MVSDF’s, the minimum average correlation 
energy filters have some problems. Firstly, the MACE filters are more sensitive 
to intraclass variations than the other types of composite filters. The second 
problem is that these filters are designed without considering noisy input con­
ditions. Therefore these filters are not much toleralxle to noise.
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Chapter 3
Fractional Fourier Transform  
and Fractional Correlation
It is known that coiTelation is a useful tool for pattern recognition or compar­
ison which can easilj  ^ be implemented optically [13]. The conventioniil corre­
lation operation is a shift-invariant operation, which means that shifting the 
input by a certain amount causes the same shift at the output plane. For 
many cases this property is necessary, but for some applications it is unnec­
essary and it can even disturb the recognition. As an example, we can give 
a situation in which an object should be recognized when it is placed inside 
a certain area and rejected otherwise. For these cases fractional correlation 
is more useful than the conventional correlation [2,14-16]. Optical fractional 
correlation can easily be implemented with a similar setup to the conventional 
cori’elation [2,14,17-19].
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3.1 Fractional Fourier Transform
The fractional fburier Transform is known to be a shift-variant transform [20, 
21]. Therefore, the fractional Fourier transform is used to maintain the shift- 
variant property in frcictional correlation.
The ath order fractional Fourier transform fa{u) of the function f{ii) is a 
linear operation defined by the integral :
/OCj lUu,u' ) f{u' )du'  (3.1)
-oc-
Aa exp[i7r(cot au^ — 2 esc ami' + cot ati'^)] a ^  2j 
Ka(u,tl') — ·! 8{u — u') Cl = Aj (3-2)
b{u + u') a = Aj =F 2
where j is an integer and a = aTr/2 and = \ / l  — i cot a. It should l)e noted 
thcit the square root is defined such that the argument of the result lies in the 
interval (—7t/2, 7t/2].
The fractional Fourier transform is b}' definition linear, but it is not shift- 
invariant unless a — 2j.
It can be observed that the 0th order transfonn of f (u)  is simj^ly fo(u) = 
f{u)  itself and the 1st order transform f i(u) = F{u) is the ordinary Fourier 
transform. Likewise, it can easily be seen that f-i{ii) is the ordinary inverse 
Fourier transform of /(u).  Also, the ±2nd order transform is eqiuil to f ( —'u) 
by definition.
The fractional Fourier transform satisfies the index additivity. That is, 
the ciith order fractional Fourier transform of the a^th order fractional Fourier 
transform is equal to the (ai -)- ti2 )th transform.
The ath order fractional Fourier transform of f{u)  is also called as the 
representation of f{ii) in the ath fractional Fourier domain. It can also be said 
that the ath fractional Fourier domain makes an angle cv = aTr/2 with the time 
(or space) domain in the time-frequency (or space-frequency) plane [22,23].
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3.2 Fractional C orrelation
The conventional correlation of Uo(x) and vo(x)  i« defined as:
/ 00
-  x)*dxo (3.3)
-00
/ 00 Ui(i^)vi(i/)*exp(27ri//x)dl·' ( 3 . 4 )
-CO
where ui(iy) = F^uq(x) = T'^no(;r), is the Fourier transform opera­
tion.
Figure 3.1: Conventional Correlation Operation.
If we give the definition of the conventional correlation in words:
Perform Fourier transforms of both objects, take the complex conjugate of 
one of the objects, multiply the results and finally perform an inverse Fourier 
transform.
It is known that the cori’elation operation is not invariant of unitary trans­
forms. That is, if we transform the two functions u and v with a unitary 
transformation, the correlation of u and after the transformation will be dif­
ferent than the correlation before the transformation. Therefore, as fractional 
Fourier transform is a unitary transform, we can claim that the correlation 
output will change when we correlate the two functions in different domains.
The definition of fractional correlation is similar to the definition of con­
ventional correlation operation: Perform fractional Fourier transforms of both
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objects, find the representations of the objects in that fractional Fourier do­
main, then repeat the conventioncil correlation operation. That is, perform 
the Fourier transforms of both objects, take the complex conjugate of one of 
the objects, multiplj^ the results and finally perform an inverse conventional 
Fourier transform. [2,14]
Figure 3.2: Fractional Correlation Operation.
This definition seenas as if we are applying the conventional correlation op­
eration to two signals. But, for the fractional correlation, the signals are not 
the signals themselves but their representations in fractional Fourier domains. 
That is, the definition of the correlation is extended from the time/space do­
main (which is cdso a fractional Fourier domain) to other fractional Fourier 
domains.
It should be noted that, instead of taking ath fractional Fourier trcuisform 
and then taking the Fourier transform, the (a-l-l)th fractional Pburier transform 
could be taken directly. Because, the fractional Fourier transform has the index 
additivity property. But this procedure will not be applied in this thesis to keep 
the similarity with the conventional correlation definition.
The most common performance measures of correlation outputs are signal- 
to-noise ratio (SNR.) and peak-to-correlation energy (PCE). The SNR. measures 
the sensitivity of the correlation peak to the additive noise at the input which 
is given by:
.E[6V+„(0)j |·^
S N R  =
V AR[Cu,v\-n{^)\
(3.5)
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where u and v are the input signals, n is the additive noise and is the 
correlation of the input signals u and v and VAR. is the variance operation.
For the fractional correlation, it is easy to see that:
c;,„(o) = c.;,„(o) (3.6)
As the SNR depends on the correlation peak only (the value of „(0)), the 
SNR remains unchcinged for all fractional Fourier domains. [2,15].
Therefore, it can be said that the SNR performance of the fractional correla­
tion is exactly the same as that of the conventional correlation. So, fractional 
correlation may be useful in applications where a shift-variant correlator is 
needed without any decrease in SNR performance.
The peak-to-correlcition energy (PCE) is mathematically given by:
PCE = (3.7)
where Ec = | Cu,u(x) dx is the correlation signal energy.
PCE is a measure of peak sharpness. As the fractional correlation is a 
shift-variant oiDeration, the shape of the peak is irrelevant, so PCE is not a 
good measure for fractional correlation performance analysis [2,15].
When fractional correlation is used in matched filtering instead of the con­
ventional correlation, it was observed that the SNR performance Wcts the scirne 
with the case where conventional correlation is used. But, the shapes of the 
correlation outputs were differing for different fractional Fourier orders. It 
should be noted that, the matched filter with fractional correlation is totally 
shift-variant for a = 0 and shift-invariant for a — 1. For the fractional Fourier 
orders increasing from 0 to 1, the shift-invariance property of the system de­
creases cind it becomes to get more shift-variant.
It was observed from the research made on the fractional correlation that 
the fractional correlation provides the same performance in detecting the oc­
currence of a signal with white noise, but it is not a good tool for localization 
of the input object. In most image analysis applications, many other fea­
tures should be extracted from the input pattern. Therefore, a. more general
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technique, which also employs fractional Fourier transform, that can not only 
detect the presence of ci certain input pattern, but also extract some features 
is proposed and presented in this thesis.
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Chapter 4
Fractional Fourier Filtering  
Circuits
The digital implementation of a general linear system takes 0(7V^) time, where 
N  is the space-bandwidth product of the image. This implernentcition time may 
be considered as slow. It is possible to obtain either exa.ct realizations or useful 
approximations of linear systems or matrix-vector products, by synthesizing 
them in the form of repeated or multi-channel filtering opercitions in fractional 
Fourier domains. This technique provides much more efficient implementcitions 
with acceptable decrecises in accuracy [24,2.5].
The single-stage fractional Fourier filtering configuration shown in Figure 
4.1 relates the input and output vectors /  and g resj^ectively as:
g = [F -“AF“j /  (4.1)
where A denotes the diagonal matrix whose elements are equal to the samples 
of the filter function h{u)^ and F “ represents the discrete ath order fractional 
Fourier transform matrix. [24]
In single-stage fractional Fourier filtering, the input function is trcuisformed 
into the ath fractional Fourier domain, where it is multiplied with the filter 
h{u). The result is transformed back into the original domain.
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h
Figure 4.1: Single-stage fractional Pourier P’iltering configuration.
The rriulti-channel fractional Fourier filtering structure shown in Figure 4.2 
consists of M  single-stage blocks in parallel. This conhguration relates the 
input and output vectors /  and g respectively as; [24]
M
9 =
k=l
(4.2)
Figure 4.2: Multi-channel fractional Fourier filtering configuration.
For each channel k, the input is transformed to the a^th domain, multi­
plied with a filter hk{u) and then transformed back to the original domain. 
(More generally, we may choose not to back transform, or we may transform 
to another domain. In this thesis, we will transform into the original domain.)
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The repeated filtering structure is shown in Figure 4.3. In repeated filtering, 
the input is first transformed to the Uith domain and multiplied by the fdter 
Ai(u) at that domain and then transformed back to the original domain. The 
result is transformed into the a 2 th domain, multiplied with the hlter h2 {u) 
and transformed back. This operation is repeated M  times. Therelore, it can 
be said that the repeated filtering employs M  single-stage fractional Fourier 
filtering operations in series.
For repeated filtering, the relation between the input and output vectors /  
and g are given by [26]:
(4.3)
Figure 4.3: Repeated fractional Fourier filtering configuration.
The fractional Fourier transform can be implemented in 0(A^log Af ) time. 
Therefore, single-stage fractional Fourier filtering can also be implemented 
in O(A^logA^) time, while the digital implementation of repeated and multi­
channel filtering configurations take 0 {M N log N) time [26]. The optical im­
plementation of repeated and multi-channel configurations requires M-stage or 
M-channel optical system, each with space-bandwidth product N.
It can be said that the fractional Fourier filtering circuits interpolate be­
tween general linear systems and shift-invariant systems both in terms of cost 
and flexibility. For small M, the cost of the filtering circuits are low. The 
implementation cost increases as M  increases. The flexibility of the system 
is also low for small M  and it increases with increasing M. Therefore, there 
is a trade of between efficiency and flexibility. It should also be noticed that 
as M  approaches A^ , the number of degrees of freedom for repeated filtering 
configuration apprOfiches that of a general linear system.
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Therefore, we have the possibility to approximate a given linear system 
with greater accuracy by increasing the number of filters M. For given value 
of M, the fractional Fourier filtering circuits can realize a certain subset of all 
linear systems exactly or to some other specified value of accuracy. It can be 
said that, the subset of linear systems increase with increasing M. Also, if we 
are given a linear system and want to approximize it with fractional Fourier 
filter circuits, we can decrease the error in approximation by increasing M. It 
should be noted here that, a shift-invariant system can be realized without any 
error with M = 1. Therefore, if the maximum cost of a specific problem is 
given to us, we can set M  such that the cost of fractional Fourier filtering does 
not pass the given cost and find the filters that provide the best performance 
with that cost. In the other case, we may be given the desired accuracy in a 
specific problem. By increasing M  we can obtain the fractioricd Fourier filter 
circuit that provides an implementation with the desired accuracy.
The fractional Fourier filtering can be applied in two different ways. De­
pending on the type of the problem, we may find the linear cipproxinicition of a 
system or directly given the kernel, H, which is multiplied by the input vectors 
to obtain the output vectors. We rniiy synthesize this kernel by finding the 
fractional Fourier filter circuit that is closest to the given matrix H  according 
to some specified criteria, such as minimum mean-square error. In the second 
cipproach, we can directly substitute the fractional Fourier filter circuits into 
the input-output relation and find the optimal fractional Fourier orders and 
the filters that correspond to them that optimize the given criteria, such as the 
minimum mean-square error.
In this thesis, single-stage or multi-channel fractional Fourier filtering con­
figurations will be used either for kernel synthesis of the linear section of the im­
age analysis problem or they will directly be substituted into the input-output 
relations and the filtering circuits that provides efficient implementations will 
be obtained.
It should also be noted that the repeated and multi-channel configurations 
may be combined to increase the performance in some applications.
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Chapter 5
Feature Extraction w ith The 
Fractional Fourier Transform
This chapter of the thesis includes the theory and inathematical derivations of 
the proposed system for image analysis applications. Advcuitages and general 
framework of the system is discussed in order to clarify both the need for 
such a method and the framework used in the proposed techniques. Different 
information types that should be recovered in an image amilysis application 
are classified and the representation types that can be employed to represent 
those informations at the output are provided, d'he nonlinear image analysis 
systems are cipproximated as a linear system followed by local nonlinearities at 
the output. Fast implementation techniques for the linear part with fractional 
Fourier fdtering circuits and possible nonlinear operations at the output are 
discussed.
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5.1 G eneral Fram ework
areIn Chapter 2 and 3, most of the systems used for recognition of objects 
analyzed. All of these systems have some advantages and disadvantages.
Matched filtering which is equal to correlating the input and output func­
tions ¡provides the optimum signal-to-noise ratio under white noise when there 
is no distortion in the input image. It also provides shift-invariance. When 
there are geometric distortions in the input image, the output degrades rapidly 
and therefore it becomes difficult to recognize the ini)ut object. Also as the 
filter is matched to one given image, it cannot be used for multi-class pattern 
recognition [3].
Distortion Invariant Filtering is proposed to provide some distortion invari­
ances to the matched filtering, such as scale, projection and rotation invari­
ances. These filters provide the desired invariiinces, but their signal-to-noise 
ratio performance is worse than matched filtering. Also the filters designed 
as distortion invariant add only one kind of invariance property to the shift 
invariant property of the matched filter [4,5].
Synthetic Discriminant Functions are introduced to obtain distortion in­
variant filters that have better discrimination availability. But Synthetic Dis­
criminant Functions also have some jiroblems. Firstly conventional Synthetic 
Discriminant Functions do not consider the occurrence of rcindom noise in the 
input. So Minimum Variance Synthetic Discriminant Functions are introduced 
to overcome this problem. Secondly, as the conventional Synthetic Discrimi­
nant Functions control only one point (the origin) at the output, it is difficult 
to locate the input object. Minimum Average Correlation Energy Filters are 
designed to overcome this problem, but this time the noise performance of these 
kind of filters are not good enough. Therefore it can be said that Synthetic 
Discriminant Functions are useful to recognize an object with input distortions, 
but they are not very useful when the problem is to recognize and locate an 
object in noise [7-10,12].
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Most of the above techniques provide shift-invariance, but in some cases 
shift invariance may disturb the detection process. Therefore Fractional Corre­
lation is introduced which is a shift-variant operation. The signal-to-noise ratio 
performance of Fractional Correlation is equal to the conventional matched fil­
tering operation and it can easily be implemented optically. It can be sciid that 
fractional correlation hcis similar advantages and disadvantages with matched 
filtering as its ¡Derformauce degrades rapidly with geometric image distortions 
and can be used to detect a single object [2,14,15].
It can be observed that all the above techniques are used to recognize the 
incoming patterns. These systems can also be used for feature extraction. The 
features of ¿ill possible input patterns may be stored and the features of the 
incoming pattern can be assigned as the features of the library input function 
to which the incoming pattern is matched. But this is an inefficient method. 
We propose that a system that gives the features of the input function as the 
output can be obtained and used.
Most image aiicdysis problems are nonlinear problems which cire difficult to 
implement. Especially in optics, it is difficult to implement nonlinear systems. 
We propose that, the nonlinear image analysis problem CcUi be approximated 
by decomposing it into two parts, a global linear system and a local nonlinear 
system. Linear systems can easily be implemented either optically or digitall}^ 
Therefore the linear part of the system can be implemented easily but its cost 
may be high depending on the kind of implementation. The local nonlinear 
part can handle operations like comparison, decision, thresholding and mor­
phological operations. The nonlinear part will not be complicated and will be 
handled by simple logic operations or thresholding and its inqDlementation can 
be obtained by simple electronic circuitry.
We also claim that the output of this system may not be unique dei^ending 
on the type of the application. More than one feature of the input scene may 
be extracted and can be displayed at the output by a display panel.
Therefore, the proposed system structure will l>e as it is shown in Figure
5.1.
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F’igure 5.1: Proposed System Structure
We now discuss each i^art of the system in detail. The first and the main 
is the global linear system. This system will be designed and imi^lementecl 
with two different procedures. The first procedure hnds the linear kernel which 
provides all the input-output relations with minimum error with resj^ect to a 
certain criteria, such as minimum least-scjuares error.
After obtaining the linear kernel of the linear system, it can be implemented 
either digitally or optically. Ordinarily, the cost of direct digital implementa­
tion is in which can be considered as high. Therefore, we propose to
implement the system by synthesizing its kernel with fractional Fourier hltering 
circuits. The digital implementation cost clecrea.ses to 0(A^log A^ ) for single- 
stage and to 0 (M N  log N) for repeated and multi-channel filtering configura­
tions.It should be noticed that, the kernel we obtained is also an approximation 
and implementing it without any decrease in accuracy with high implementci- 
tion costs is needless. Instead, we approxirnize tins a])proximcition cigain and 
provide lower cost for implementation with acceptable decreases in accuracy.
The second procedure to implement the global linear system places the frac­
tional Fourier filter circuits directly into the input-output relation and finds the 
hlters that provide the minimum error in the minimum mean-square error sense 
in that fractional Fourier domains. By this way, we do not need to approximize 
the linear kernel, which is also an approximation. Insteiid we directly find the 
fractional Fourier filters that satisfy the input-output relations with acceptable 
errors. Therefore, we expect this procedure to provide lower errors than the 
first procedure which employs kernel synthesis with fractional Fourier filters.
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It should be noticed that, designing the system with this technique is more 
efFicient then the previous technique. Because, we use least-squares algorithm 
only once for this technique, while we use it first to find the kernel and then 
to synthesize it in kernel synthesis with fractional Fourier filters for the first 
technique.
In the second part of the system, the local nonlinecvr operations are held. 
The nonlinear operations are restricted to be done locally to make its imple­
mentation easy. Depending on the type of the output representation, some 
nonlinear operations like compcirison, decision, thresholding or morphologiccil 
operations arc done in this part. This part is implemented by some logic gates 
or simple electronic circuitry.
The last part of the proposed system is the display pcinel. As it will be 
described in the next section, different representations at the output may be 
employed. Also, the system will give all the desired features of the scene at 
the output. Therefore, displaying these multi-outputs which can be in different 
representations with a display panel, where every feature is displayed with a 
different display is beneficial.
It should be noted that, using different output representations for infor­
mations of the input brings a freedom to the problem. For different represen­
tations, the problem reduces to a different problem. Depending on the type 
of the application, some features may not be obtained accurately when they 
are represented by some representation types. Therefore, different represen­
tation types may be tested and applied to increase the performance of the 
system. By applying many different output representations, we can obtain the 
one providing the best performance for some features and a library showing 
which representation is best for which information can be obtained and used 
in similar applications.
The most common information types that are desired to be extracted from 
the input scene and possible output representations to represent those infor­
mations are discussed in the following section.
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5.2 Inform ation  and R ep resen ta tion  T yp es
In the previous sections, it is described that the proposed system is a general 
system which can be applied for most image analysis problems, but information 
and representation tyj^es which can be employed in image analysis problems 
will be examined in detail in this section.
5.2.1 Information Types
The basic information types which are desired to obtain from a given object 
or image can be classified as;
1. Does a pattern exist?
Depending on the type of the problem, it may be desirable to check if a certain 
input pattern or an objects exists in a given image. Maybe this is the most 
bcisic problem in image analysis but it has many applications.
2. How many of the patterns are there?
In some probleiris, it may be desirable to figure out how many of the patterns 
tlmt are included in the library are present in the given input image. Also the 
number of presence of a particular pattern may be desired.
3. Position, orientation, scaling of the given pattern
Sometimes it may be desirable to obtain the position, orientation and scaling 
of a certain pattern in addition to its existence. Position of a pattern may 
be found by using the conventional correlation but orientation and scaling are 
not that much easy to find. The proposed method may be useful to figure out 
these properties of a given pattern.
4. Area, perimeter, moment etc.
In addition to position, orientation or scaling of a given pattern, some other 
geometric properties such as area, perimeter and moment of a given pattern 
may be needed. These properties of a certain pattern may be obtained by 
complex digital techniques, but if we can find a single filter that can recover 
these very fast, it would be very advantageous.
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5. Intensity of a given pattern
In some optical problems, it is desired to determine the intensity of a pattern 
in addition to its other properties. Therefore finding the intensity of a certain 
pattern can be considered as one of the information types that is to be found 
by using recognition techniques.
6. Advanced Characteristics
Depending on the type of the problem, some other kinds of information may be 
expected to be recovered from a given image. Thcirefore the information types 
that are listed above can be extended depending on the type of the problem.
5.2.2 Representation or Coding Types
In the previous section, the information types that may be desired to extract 
from an input scene are described. These information types rna.y be represented 
with many different representation types at the output. We Ccui employ all 
output representation types for a specific information, but some representation 
types may be more advantageous than others for that information. There­
fore, in order to increase the performcince of the inicxge cinalysis system, many 
different outiDut representations may be tested and the ones that provide the 
best performance can be employed to represent different informations. In this 
section, the basic output representation types will be classified and examined.
1. Peak Am plitude Coding:
In this technique, the information is represented by the continuous amplitude 
of a certain point in the output plane. The amplitude of that j^oirit directly 
shows the value of desired information.
1. Peak Position Coding (Continuous):
In this technique, a peak is provided at the outixut and the position of that 
peak provides the information that is desired to be extracted. Ecich possible 
position location corresponds to a specific information level and the output 
of the system is forced to provide a peak whose position corresponds to the 
information level that is desired to be represented. A thresholding may be 
applied to find the peak at the output.
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3. Point Binary Coding:
This representation technique may be used to check the existence of a certain 
pattern. The existence of the pattern may be coded to the amplitude of a single 
point and if that point amplitude is above the threshold, the system decides 
that the ¡pattern exists and does not exist otherwise. This representation type 
can also be used as the discrete version of peak position coding when the posi­
tion of every jDoint corresponds to a certain information level. The position of 
the point whose amplitude is above the threshold gives the desired information.
4. Binary or Other Finite Codes:
Instead of representing the information by the amplitude or position of the 
peak at the output, we can code it to words like binary, ternary words or 
alphabets. A nonlinear operation (thresholding) is a2Dplied at the outi)ut. The 
system may give different results for different word representations and the 
option i^roviding the best result may be chosen. We can use additional bits 
such as error correction bits in addition to the word representations. Also, we 
can use some I'edundant bits that provide more than one outi:)ut j^ossibilities 
for the same information at the injaut. The resulting output may be obtained 
by a decision rule consisting of logic oi^erations, that decides on the output 
when one of these ¡rossible outputs is obtained.
5. Combinations of Different Representation Types
Combinations of the above representations types and other techniques may also 
be used. As an example, we can code an information to the arni^litude of the 
l^eak while coding another information to its position. All other combinations 
are also allowed at the output and they can ¡provide better results for different 
applications.
5.3 D esign  o f th e  K ernel
For the proposed image analysis system, the most important part is the one 
where global linear operations are realized. We will design this global linear 
system with two different techniques. The first technique finds the kernel (the 
matrix) that satisfies the input-output relations with minimum error in the
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mean square sense. Then this kernel is synthesized and implemented by frac- 
tioiicil Fourier filtering circuits. The other technique directly finds the fractional 
Fourier filters that satisfy the input-output relations with minimum error. In 
this section the design of the kernel is examined. The linear kernel, is 
obtained by using the least squares solution
Mathematically we want the system H  to satisfy:
9i  =  H f i (5.1)
for all Fs. Where is the ¿th possible input and g; is the desired output cor­
responding to the ¿th input. Note that /¿’s are all the possible inputs that we 
want to extract features from. They may be patterns whose type, length, posi­
tion, area, orientation and other propei'ties vary. Depending on the application, 
one or more fecitures from these patterns may be desired to be extracted. The 
output vectors, are the outputs corresponding to those inputs that give the 
desired features if the input ¡patterns in any of the representations described 
in the previous section. We want this equation to be satisfied for all possible 
inputs. Therefore we should write these linear eciuations for all possible inputs 
and ti'y to find II which satisfies all these equations or provides the output 
values which are closest to the desired output values.
If we convert these equations into matrix form, they can be written as:
F.H -  G (5.2)
where F  is the matrix containing the ¿th input /, as its ¿th row for all i, H is 
the matrix containing the filter coefficients and G is the matrix containing the 
zth output Qi as its ¿th row. So the problem reduces to finding the elements of 
H  from these linear set of equations.
For most problem types, the number of possible inputs are much higher 
than the number of filter coefficients. Therefore we have a linear equation set 
consisting of more equations than the number of unknowns and, in general, no 
solution exists. In this case, the equations are inconsistent and the solution 
is said to be over determined. The approach that is commonly used in this 
situation is to find the ’’least-squares solution”, i.e the H  that minimizes the 
norm of the error in mean-square error sense. In this thesis least squares 
solutions are used a.s the filter matrices when the eciuations are inconsistent [27].
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The norm of the error is given by:
I|e|p =
the least squares solution has the property that the error,
e = G - F H
is orthogonal to the column vectors of F\ This orthogonality i
F ^e  =  0
or.
F^^FB = F ^G
(5.3)
(5.4)
ies that :
(5.5)
(5.6)
which are known as the normal equations. If the columns of F  are linearly 
independent (F has full rank), then the matrix F^^F is invertible and the least 
squares solution is:
Ho = {F^^F)-^F^G
or.
where the matrix.
Ho = F’+G
(5.7)
(5.8)
(5.9)
is the pseudo-inverse of the matrix F  for the over determined problem. Fur­
thermore, the best approximation G is given by:
G = FHo = FiF^^F)-^F^^G
it follows that minimum least squares error is :
m m l l e f  = FHo = G^G -  G^FHo
(5.10)
(5.F
The least squares solution shown above gives the fitter matrix for over deter­
mined case.
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In the above equations we considered that is invertible, which meant
that the columns of F were linearly independent. If this condition is not satis­
fied, the solution Hq will not be unique. In those cases the solution which has 
the minimum length should be chosen as the solution.
In order to find this solution, suppose that the singuhir value decomposition 
of F  is F  = Q1 SQ 2  ^ where the singuhir values cri, ...,cr,. are on the diagonal of 
Ti. Then the pseudo-inverse of F is:
F+ =-- (5.12)
where the reciprocals of singular values, that are l /u i___ l/(Jr on the di­
agonal of Then the minimum length least squares solution to FH  — G 
is:
H+ = F+G = Q2^^Q1^G (5.13)
To prove this, write the error as:
| |F i i - G '| |  = \\Q^T,QlH-G\\ (5.14)
Multiplication by the orthogonal matrix leaves lengths unchanged, so :
\ \F H -G \\  -  \\^Q^H -Q '^G \\  (5.15)
Introduce a new unknown y — Q2 H = Q2 ^H which has the same length as 
H. Then minimizing \\FH — G\\ is the same as minimizing ||Ei/ — Q^G\\. This 
has a diagonal rricitrix and it is easy to see that the y minimizing the error is 
Ti'^Q^G. Therefore the best H is:
H  = Q2V = Q2^^QIG (5.16)
Depending on the type of the problem, the number of equations may be less 
than unknowns. Therefore, provided that the equations are not inconsistent, 
there are many solutions, i.e., the solution is under determined or incompletely 
specified. One approach that is often used to define a unique solution is to 
find the solution that has the minimum norm. If the rows of F  are linearly 
independent then is invertible and the minimum norm solution is :
Hq = F ^ (F F ")-'G (5.17)
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As the last case, the input functions matrix F  ma.y Ije a square matrix with 
full rank and at that case the filter matrix can be Ccilculated by using Gaussian 
elimination as:
H = F~^G (5.18)
While designing the linear system, it may difficult to create the input and 
output matrices that contains all possible input and output values. But this 
operation is done oidy once and the designed filter will be used to obtain 
outputs with small errors for all possible inputs. Also by tolerating higher errors 
we may design the system by not using all possible inputs but by selecting a 
group of inputs that can represent an important amount of input variations. In 
this case the error made in the output will increase, especially for the possible 
inputs that are not used to design the system, but it will be easier to form the 
input and output matrices and so to design the linear system. The obtained 
system can be implemented by matrix vector product in O(N^) time if the 
input and output functions have the same length N  and will be implemented in 
0{N M )  time if input/output function has length N  and output/input function 
has length M.
It is costly to implement this linear .system with a matrix-vector multipli­
cation. Therefore we will implement this system with fractional Fourier filter 
circuits whose implementation costs are lower. Kernel synthesis with frcictional 
Fourier circuits is cdso an approximation. Therefore, instead of implementing 
the kernel directly, which is also an approximation, we can implement it with 
fractional Fourier fdtering circuits with an accej^table decrease in accuracy. 
The kernel synthesis with fractional Fourier filtering circuits is described in 
detail in the following section.
5.4 K ernel Syn thesis
In the previous section, we examined the design of the global linear system 
part, that is to be employed in our whole image analysis system, with least 
squares solution. As it is explained before, we will implement this system by
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synthesizing its kernel with fractional Fourier hlter circuits to decrecise the 
implementation cost.
In this thesis, the kernel will be synthesized by using a single-stage or multi- 
channel(parallel) fractional Fourier filter circuits. As it is explained before, the 
single-stage fractional Fourier filter relates the inj)ut and output vectors as:
g = [F-^^F^]f (5.19)
where A denotes the diagonal matrix whose elements are equal to the samples 
of the filter function /i(u), and F'“ represents the discrete ath order fractional 
Fourier transform matrix.
In the previous section, we presented the design of the linear kernel which 
obtciins the outputs for all inputs with an acceptable error. H  is the least 
squares solution of all the input-output equation set. The kernel relates the 
input and output vectors as:
9 = H-f (5.20)
Therefore, it is easy to observe that for kernel synthesis with single-stage frac­
tional Fourier filter, the kernel is approximated as:
H = F’- “AF“ (5.21)
Once we fix the a, this equation reduces to a linear set of equations with the 
elements of A as the unknowns. The elements of A may be obtained by the 
least squares solution described in the previous section. This can more easily 
be seen if we write the same equation as:
N
H  =
A ; = l
H (5.22)
where is the ^th element on the diagonal of the diagonal matrix A and 
fk is the /cth column vector of the —ath fractional Fourier transform matrix 
F’““. The only unknowns in these equations are A/^ -’s and they can be obtained 
by least squares solution. A ’^s are the samples of the filter h{u). After A^-’s 
are obtained, we have the filter h(u) in ath fractional Fourier domain. The 
implementation is easy. The input function is transformed to the ath fractional 
Fourier domain by multiplying it with F^. Then it is multiplied with the filter
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function h{u) in that domain and transformed back to the original domain by 
multiplying the result with F~°'.
It should be noted that, for different a ’s, the obtained filter will be different 
and the overall performance of the system also differs. Therefore, an optimiza­
tion over a ’s can be applied and the one providing the best performance can 
be used.
The implementation time of single-stcige fractional Fourier filtering is in 
OfA^log A^ ) where implementing the kernel directly by matrix-vector multipli­
cation takes 0{N^) time. Therefore, if we can provide acceptable decreases in 
accuracy with single-stage fractional Fourier filtering, it is advantageous to use 
it as its implementation cost is low.
The multi-stage fractional Fourier filtering configuration can be applied in 
a similar manner. This time the kernel is approximated as:
M
k - l
(5.23)
where denotes the diagonal matrix whose elements are equal to the samples 
of the filter function /r*;(u)and F “ represents the discrete ath order fractional 
Fourier transform matrix. The same equation can be written as :
M N
H =
i = l  k = l
(5.24)
where A¿fc is the ¿th element of the diagonal matrix A¿ and /¿k is the ¿th column 
of the —afcth order fractional Fourier transform matrix. For given a^’s the 
system reduces to a linear set of equations with A¿¿’s as the unknowns and 
the solutions can be obtained by using least squares method. After finding 
the Ajfc’s, we have the filters fc(u)’s in a¿th fractional Fourier domains. The 
input function is transformed to *,th fractional Fourier domain at each branch, 
multiplied with the filter hk(u) and then transformed to the original domain. 
The addition of the obtained values for all branches gives the output value.
It should be noted that the performance of the system differs for different 
a/c’s. Therefore, an optimization over the Uk’s may be applied to increase the 
performance.
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The implementcition of multi-channel fractional Fourier hltering takes 
0 {M N  log N) time which can be considered as fasl. wheir compared with O(N^) 
for large N. Because M is generally much lower than N.
We can represent the approximation of H  by fractional Fourier filtering by 
T, which means thcvt the relation between input and output vectors /  and g is 
now given by:
9 = T f (5.25)
It should be noted here that, the above equations are all given for systems 
where input and outputs have the same length (i.e.. the Kernel is a square 
rncitrix). Extension to rectangular Ccise is straight forward. 'I'lie kernel for the 
rectangular case for single-stage fractional Fourier filtering is given by:
T N o u t x N i n  =  (5 -2 6 )
and the kernel for the multi-stage fractional Fourier filtering is given by:
M
TNoutxNin = Y^PÑtt(^k)N,.n,xNinFNl, (5-27)
k=l
5.5 D esign  and Im p lem en tation  in fractional 
Fourier dom ains
In the i^revious sections, the design of kernel of the global linear system and 
its implementation by using kernel synthesis with fractional Fourier filtering 
circuits is explained. In the design procedure, the input-output relations are 
written in matrix form given by:
F.H = G (5.28)
where F  is the matrix containing the ¿th input /) as its ¿th row for all G is 
the matrix containing the ¿th output gi as its ¿th row. Then the system kernel 
H which provides the minimum error in the mean square error sense to the
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input-output relations is obtained. This was done by using the least squares 
algorithm for the solution of linear equation set.
After the kernel is designed, it was proposed to be implemented by fractional 
Fourier filter circuits. For single-stage fractional Fourier iiltering the kernel is 
given by [24]:
H = (5.29)
where A denotes the diagonal matrix whose elements are equal to the samples 
of the filter function and F “ represents the discrete ath order frcictional Fourier 
transform matrix.
For fixed a, this equation set reduces to a set of linear equcifions with the 
elements of A as the urdinowns. This linear equation set can be solved by least 
squares and the filter which provides the minimum error can be obtained.
For the multi-channel filtering case, the kernel is given by [24];
M
H = ^ F - “ -^AfcF“'=
k=l
(5.30)
find for known this equation system reduces to a similar set of linear
equations and con be solved by using least sqiuires.
In this section, the theory for designing the system directly in fractional 
Fourier domains will be given. The system will be either a single filter in a 
frcictional Fourier domain or a multi-channel fractional Fourier filtering con­
figuration in different fractional Fourier domains. That is, instead of finding 
the kernel H and then implementing it with fractional Fourier filters by using 
kernel synthesis, the fractional Fourier filters can be placed in the input output 
relations and the filter coefficients that provide a solution to this system with 
minimum error can be calculated.
For single-stage fractional Fourier filtering, the relation between input and 
output vectors can be written as:
g =  F"“AF“. / (5.31)
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If we assume that the —ath order fractional Fourier transform matrix F  “ has 
,/jV as its column vectors, such that:
p - a  _
f  i I / 2 I n (5.32)
we can write the relation between input and output vectors as:
N
s  = E w l ' - f
k=l
where is the A:th element on the diagonal of the dicigonal matrix .
(5.33)
It can easily be seen that f l ^ f  product gives a constant value, which is 
denoted by c .^ Then the input-output relation can be written as:
N
9  — ^  ^kjkCk
k=\
(5.34)
Бог fixed a, the only unknowns in these equations are Ai,.’s and they can be 
obtained from a matrix vector product given by:
/1С1 I /2С2 Jn Cn
Ai
A2
A N
9 (5.35)
If these equations are written for iill input-output pairs in the training set, 
the Afe’s that provide the closest outputs to the expected ones can be obtained 
in that fractional Fourier domain. These equation sets can also be solved by 
least squares. Therelbre the designed filter provides the output matrix that is 
closest to the output matrix in the training set in the mean square error sense.
The extension to multi-channel fractional Fourier filtering is straight for­
ward. This time, the relation between input and output vectors can be given
by:
M
(5.36)
¿=1
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which can also be written as:
M N
9 =  ^Y,Kkfikf!l-f
1=1 A:=l
(5.37)
where Aa- is the kth element of the diagonal matrix Aj- and is the A:th column 
of the — «¿th order fractional Fourier transform matrix. Similar to single-stage 
filtering case, /[ [ . /  multiplication is a constant denoted by cn^·,.
These equations can also be reduced to a single matrix-vector product 
and the Aj ’^s can be obtained from this product by the least squares solution 
method.
For the multi-channel filtering configuration, the equations for a single 
input-output pair are written in matrix vector product form as:
./llCll Í n i Cn x  I  / 1 2 C 1 2 Ín m (-'n m
All
Ail
Amw
(5.38)
The above equations can be written for all input-output pairs and the A¿a.’s 
can be obtained by using least squares solution. The obtained Aj ’^s provide 
a solution closest to the outputs in the mean square sense in that fractional 
Fourier domains.
It can be said that designing the system directly in fractional Fourier do­
mains is more efficient than first finding the kernel, which gives the optimum 
linear approximation of the nonlinear system, and than using kernel synthesis 
with fractional Fourier filter circuits for implementation.
It should be rioted that the above equations consider that the input and 
output vectors have the same length. Therefore, the equations should lie mod­
ified for systems with unequal input and output lengths. The extension to 
rectangular case can simply be held by taking the filter matrix rectangular as 
in Eq. 5.26 and Eq. 5.27.
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5.6 A nalogies w ith  N eural N etw orks and O p­
tica l In terconnections
If a careful observation is made, it can be said that thei'e is an analogy between 
neural networks and our proposed techniques. In the pi’oposed techniques we 
design the system such tlicit desired outputs should be obtained for each iiqsut, 
which is done in single-layer neural networks similarly. It can be Sciid that the 
outputs of a single layer neural network are linear combinations of the inputs 
plus a thresholding at the output stage. In some neural network applications 
the weights of the inputs that constitute the outputs may be chosen such that 
the output is the Fourier transform of the input function. Similarly, the weights 
can be chosen sucli that the outputs are the fractional Fourier transforms of 
the inputs. As the proposed systems are implemented in fractional Fourier 
domains, it can be said that the outputs are linear combinations of the inputs 
where the weights are chosen such that the outputs are combinations of the 
fractional Fourier trcuisforms of the inputs [28]. Therefore it can be said that 
the proposed systems are analog to a single layer neural network.
Figure 5.2: Extension to multi-layers.
Similarly, by using the proposed systems repeatedly, such that the oxitput 
of a system is the input of the one following it, most of the problems that 
can be solved by multi-stage neural networks can be solved. Therefore, the 
proposed system mciy be applied in most neural network appliccitions.
It should also be noted that, in addition to its analogy to neural networks, 
the system also contains similarities to the proposed optoelectronic computer
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architectures. Therefore it can also be applied in optical interconnections and 
in optical computing [29,30].
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Chapter 6
Sim ulations
This chapter of the thesis consists of simuiations that iiiustrate the appiica- 
tions and performance of the proposed methods for feature extraction. The 
simuiations are ciassifzed in two groups. In the first part of sirnuiations, the 
advantages and properties of different kinds of output representations are ex- 
cimined. As the aim in these sirnuiations is to provide some comparisons and 
reach some conclusions about different output representations, we do not deal 
with the impiementation of the system in these simuiations. The efficiency 
considerations are examined in the second part of simuiations.
The second part of simuiations provides resuits and comparisons of two 
different techniques for the impiementation of the iinear part of the wiioie 
feature extraction probiem. Kernei synthesis with fi'cictionai Fourier fiitering 
circuits and direct impiementation in fractional Fourier domains witii the frac- 
tionai Fourier fiitering configurations are appiied on some feature extraction 
probiems and the resuits are compai'ed and discussed in order to reacii some 
conciusions.
46
6.1 Sim ulations: P art I
These simulations are clone to provide a comparison Ijetween different output 
representation tjq;)es and to reach some conclusions. Simulations start with 
a simple 1-D application to show the advantages and projierties of different 
output rei^resentation types. Then, the example is extended to a more realistic 
input type. The following simulations cover most of the possible features that 
can be extracted from a 1-D signal. Simulations on some 2-D examples are 
provided as the last simulations of this part.
It should be noted that two error criterias will be used in most simulations. 
The first one is the average error. It gives the absolute value of average of 
the derivations of the obtained values from the expected ones. Its is provided 
in the same units with the information types. That is, the average error is 
the error in pixels. The second error criteria is used for binary or other word 
representations. Because, for these representation types the effect of a possible 
error in ciny of the bits is different than the other representations. Therefore, 
we will obtain the error as the ratio of wrong outputs lor all ¡possible inputs in 
simulations that employ these re2Dresentation types.
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Example 1;
As the first excuiiple, we consider 1-D rectangular binary pulses whose po­
sition and length varies. The length of the pulse is 16 points rnaxirnum and 
the position is considered as the position of the left corner of the pulse. Dif­
ferent output representation types will be applied to represent the length and 
position information in each simulation.
Case 1:
Feature
to be Extracted
Output Representation 
Type
Average
Error
Length of the pulse Peak Amplitude Coding 0
Position of the pulse Peak Amplitude Coding 2.35
Some possible input-output pairs are shown in Figure 6.1. It was observed that
Length  and  P osition a re  R e p re s e n te d  by A m plitude C oding
1 0  1 5  2 0 to  15
0 .5
o Lo-o-o-o-e
1 0  1 5  2 0
11
10 15 20
Input Functions
15 20
O utput functions
Figure 6.1: Examples of input and output pairs. The length of the pulse is 
coded to the amplitude of the first peak at the output and the position of the 
pulse is coded to the amplitude of the second peak.
the system is capable of finding the length of the pulse without any error as it 
is a linear operation. The error in obtaining the position of the pulse when it is 
represented by amplitude coding is high. Therefore some other representations 
should be applied to represent the position information.
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C ase 2:
Feature Output Representation Average Error in Number of \
to be Extracted Type Error Correct Outputs 1
Length of the pulse Peak Amplitude Coding 0 0%
Position of the pulse Binary Word Not Applicable 36.7% j
Some possible input-output pairs are shown in Figure 6.2. A nonlinear oper-
Length by A m plitude C od ing  -  P osition as  a B inary  W ord
10 15 20
1 0  1 5  2 0
1 0  1 5  2 0
9  ^
o 5 1 0 1 5
L , 9
o 5 1 0 1 5
?
9
o 5 1 0 1 5
^  ^ _______
Input Functions O utput functions
Figure 6.2: Examples of input and output pairs. The amplitude of the first bit 
of the output shows the length of the pulse. Remaining 4 bits of the output 
shows the position of the left corner of the pulse in binary words.
ation, thresholding is applied at the output. It is observed that representing 
the position information with a binary word instead of the amplitude of a sin­
gle peak increases the performance of the system. The system is capable of 
extracting both the length and position of 63.3% of inputs without any error, 
but the error can still be considered as high.
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C ase 3:
Feature Output Representation Average Error in Number of 1 
1
to be Extracted Type Error Correct Outputs !
Length of the pulse Peak Amplitude Coding 0 0% 1
Position of the pulse Ternary Word Not Applicable 45%
Some possible input-output pairs are shown in Figure 6.3. We can represent
Length by A m plitude C od ing  -  P osition as  a  B inary  W ord
t o  1 5
15 20
T „ _  P  _
o 5 1 0 15
T1 „  p  „  <p
o 5 10 15
<>
„  P
o 5 10 1 5
P  P ^  P
Input Functions O utput functions
Figure 6.3: Examples of input and output pairs. The amplitude of the first bit 
of the output shows the length of the ¡Dulse. Remaining 3 bits of the output 
shows the position of the left corner of the pulse in ternary words.
any information with different word representations and alphabets. An oi)ti- 
mization can be done on these different alphabets and the one providing the 
best result can be used. We used ternary words to represent the position in­
formation in this simulation. It was observed that its performance is worse 
than the system employing binary words. Therefore, representing the position 
information with a binary word is better for this application.
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C ase 4:
Feature Output Representation Average Error in Number of
to be Extracted Type in Error Correct Outputs
Length of the pulse Peak Amplitude Coding 0 0%
1
Position of the pulse Binary Word + Error Bit Not Applicable
1
36% 1
Some possible input-output pairs are shown in Figure 6.4. It was observed
Length by A m plitude C od ing  -  Position as a  B inary  W o rd  +  Error C orrection  Bit
Input Functions O utput functions
Figure 6.4: Examples of input and output pairs. The amiDlitude of the first 
bit of the output shows the length of the pulse. The following 4 bits are the 
binary word representation of the position of the pulse and the last bit is the 
error correction bit.
that, adding an error correction bit does not increase the systems performance 
significantly. Therefore, as it will increase the cost of the nonlinear part of 
our proposed system, there is no need to use an error correction bit for this 
application.
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C ase 5:
Feature
to be Extracted
Output Representation 
Type
Average
Error
Length of the pulse Peak Amplitude Coding 0
Position of the pulse Peak Position Coding 0
Some possible input-output pairs are shown in Figure 6.5. It was observed that,
Length by Am plitude Coding -  Position by Position Coding
1 0  1 5  2 0
Input Functions
>- o - o - o - o - o - o - o - o
Output functions
Figure 6.5: Examples of input and output pairs. The amplitude of the first bit 
of the output shows the length of the pulse. The following 16 bits are used to 
represent the position of the left corner of the pulse.
with a proper thresholding at the output, the system was able to exti'cict the 
features of all possible inputs without any error. Therefore, it can be concluded 
that, representing the length information by peak amplitude coding and the 
position information with peak position coding ])rovides the optimum result 
for this application.
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C ase 6:
Feature
to be Extracted
Output Representation 
Txjpe
Average
Error
Length of the pulse Amplitude and Position 10
Position of the pulse of the Same Peak 1.7
Some possible input-output pairs are shown in Figure 6.6. The system pro-
Length and  Position by Am plitudo and Position of the P e a k  respeolively
0 .5
O L - o - o - o  O  O - - O - O - O - O  O - O - O - O - O - O - O - O - O - O
Input Functions O utput functions
Figure 6.6: Examples of input and output pairs. The amplitude of the peak 
at the output shows the length of the input pulse and the position of the peak 
shows the position of the left corner of the pulse.
vides a poor performance for these kind of representations for this application. 
Therefore, it can be said that, representing the length and position information 
with the amplitude and iDosition of the same peak is not a good solution for this 
aj^plication. It is interesting to note that when these rei5resentations are used 
separately, they provide the optimum error, but they provide very high errors 
when they are combined. The system was able to obtain the length of the pulse 
by making an integration operation for peak amplitude coding, but when the 
representations are combined the lengths can not be obtained by an integration 
operation. The performance of the system also decreases for calculating the 
position of the pulse when the two representations are combined.
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Example 2:
In this example, the lengths of the inputs in example 1 are extended to 128 
in order to achieve a more realistic case. The training set does not consider all 
possible input-output pairs to increase the design efficiency. The aim in this 
example is to examine the interpolation capability of the system for the input 
signcils that are not present in the training set.
Case 1:
Feature Output Representation A vtragt E jtot Average Error
to be Extracted Type (Trairiing Set) (Non- Training)
Length of the pulse Peak Amplitude Coding 0 0
Position of the pulse Peak Position Coding 0 32
Some possible input-output pairs are shown in Figure 6.7. It was observed that
Length by Am plitude C od ing  -  Position by Position C oding
Input Functions O utput functions
Figure 6.7: Examples of input and output pairs. The amplitude of the first 
bit of the output represents the length of the pulse and the remaining 128 bits 
represent the possible position locations.
the system Wcis able to extract the features of the inputs that are present in 
the training set without any error. The system could also extract the length 
information of the inputs that do not exist in the training set but could not
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extract the positions of them. There were only 16 possible position locations 
for the inputs in the training set. Therefore, it can be said that, increasing the 
number of possible position locations may increase the interpolation capability 
of the system.
Case 2:
Feature Output Representation Average Error Average Error
to be Extracted Type (Training Set) (Non-Training)
Length of the pulse Peak Amplitude Coding 0 0
Position of the pulse Peak Position Coding 0 8
The same example is simulated with higher number of possible locations for the 
inputs in the training set. 64 possible position locations are used in the training 
set and the size of the training set is kept constant by decreasing the possible 
lengths of the inputs in the training set. It was observed that the system was 
again able to interpolate the lengths without any error and the error made in 
interpolating the positions is decreased. Therefore, in a given application, the 
training set should be chosen such that it includes minimum information about 
the features the system can interpolate and contains more information about 
the features the system can not interpolate without any error.
5.5
111 a 1-D application, the basic features that can be recovered from a signal 
are length, position, intensity, number of occurrence of a single pattern and 
occurrence of a certain pattern among many different patterns. Extraction of 
length and position features are examined in the previous examples. In this 
example, the intensity of the incoming pulse is going to be extracted in addition 
to its position and length.
E xam p le  3:
Feature Output Representation Average
to be Extracted Type Error
Length of the pulse Peak Amplitude Coding 0
Intensity of the Pulse Peak Amplitude Coding 0
Position of the pulse Peak Position Coding 0.4
Some possible input-output pairs are shown in Figure 6.8. It was observed that
Length and Intensity by Amplitude Coding -  Position by Position Coding
10 15
Input Functions
IL
L · -o-o-o-o-o <D-o-o-o-o-o-o
Output functions
Figure 6.8: Examples of input and output pairs. The amplitude of the first 
and second bits of the output represent the length and intensity of the pulse 
and the remaining 16 bits represent the possible ]iosition locations.
the system could obtain these features with small errors.
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In this example, the number of occurrence of a certain pattern is going to 
be extracted from the input signal.
E xam p le  4:
Feature
to be Extracted
Output Representation 
Type
Average
Error
Number of Occurrence Peak Amplitude Coding 0
Some possible input-output pairs are shown in Figure 6.9. It was observed that 
the system was able to recover this feature without any error as this is a liner 
operation.
N u m b er of O c cu ren ce  Is R e p resen ted  by A m plitude C oding
10 15 2 0
10 15 2 0
Input Functions O utput functions
Figure 6.9: Examples of input and output pairs. The amplitude of the peak 
represents the number of occurrence of the pulse .
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Example 5: In this example, three different patterns whose position and 
length varies are applied as the in23uts. Some possible input-output pairs are 
shown in Figure 6.10.
(2
T
0 5 10 15
1
0 5 10 15
<p <p
Input Functions O utput functions
Figure 6.10: Examples of injDut and outiDut pairs. The first three bits are used 
to determine the kind of the input pattern. The amplitudes of the following 
two bits represent the length and the j^osition pattern respectively.
Case 1:
Feature Output Representation Average Error in Number of
to be Extracted Type Error Correct O u t p u t s  !
Pattern Type Point Binary Coding Not Applicable 45% ;. J
Length of the Pattern Peak Amplitude Coding .3.4 Not Applicable
Position of the Pattern Peak Amplitude Coding 6 Not Applicable
It was observed that the system was not able to extract these features. Because, 
the error obtained for this simulation is very high.
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Case 2:
Feature Output Representation Average F/rror in Number of '
to be Extracted Type F/rror Correct Outputs
Pattern Type Point Binary Coding Not Applicable 40% ;
1
Length of the Pattern Peak Amplitude Coding 3.6 Not Applicable i
Position of the Pattern Peak Position Coding 2 Not Applicable j
In both of the simulations, it was observed that the system was not capable 
of extracting these three features at the same time. Some other representation 
types are also tested but the error obtained was similar lor all cases.
Example 6: In all the previous examples, the input signals were in 1-D. 
In this example, a simple 2-D application is analyzed. The possible input 
functions are squares whose position and area changes. The position of the 
square is considered as the position of the upper left corner of the square. 
■Some possible input-output pairs are shown in Figure 6.11.
F'eature
to be Extracted
Output Represeritation 
Type
Average
Error
Area Peak Amplitude Coding 0
Position of the Square Peak Position Coding 0
With a proper thresholding at the output, the system is able to extract these 
featui'es nearly without any error. Other representation types are also tested for 
this 2-D example and the results obtained were similar with the ones obtained 
in example 1 for different representation types.
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Area by Amplitude Coding- X and Y Positions by Position Coding
Input F u n c t i o n s
Figure 6.11; Examples of input and output pairs. The amplitude of the first 
bit of the output represents the area of the square.The following 32 bits repre­
sent the position of the left upper corner of the square in x direction and the 
following 32 bits represent the position in y direction.
E xam ple 7: In this 2-D example, the input functions are rectangles whose 
positions, dimensions and intensities vciry. Some possible input-output func­
tions are shown in Figure 6.12.
Feature Output Representation Average
to be Extracted Type Error
Length in x-direction Peak Amplitude Coding 0
Length in y-direction Peak Amplitude Coding 0
Intensity Peak Amplitude Coding 0
It was observed that the system was capable of extracting these features with­
out any error at the output.
60
o ---------------------- -----------------------
(
8
6
4
cp
2
5
I
0  1 2  3  4  5
3
1 ■ C
: T
<p
)
In p u t F u n c tio n s O u tp u t F u n c tio n s
Figure 6.12: Examples of input and output pairs. Amplitude of the first peak 
represents the length in x-direction and the amplitudes of the following peaks 
represent the length in y-direction and the intensity respectively.
6.2 Sim ulations: Part II
All of the simulations in part I provided results about advantages and properties 
of different output representations. The implementation efficiency was not 
considered for those simulations. In second part of simulations, some of the 
examples used in part I are implemented with the two different techniques 
proposed in this thesis. Comparisons between these techniques cxre provided 
and the effect of number of filters, M, on the system performance is examined 
and discussed.
Example 1: The input signed is a binary pulse whose length and position 
information is going to be extracted. The maximum length of the pulse is 
16. The length of the pulse is represented by peak amplitude coding and the 
position of the pulse is represented by peak position coding. A thresholding 
is applied at the outputs for the points used to represent the position of the 
pulse. It was observed that both the techniques were able to extract the length 
of the pulse without any error. Therefore, the errors obtained in finding the 
position of the pulse will be given here. The given errors show the avera.ge 
number in units of pixels.
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Number of Filters Kernel Synthesis Direct Design
Average Error in Position Average Error in Position
1 2.87 2.16
2 1.25 0.83
3 0.83 0.69
4 0.80 0.47
5 0.56 0.03
6 0.25 0.02
Бог this simulation, it is more meaningful to choose the error criteria as the 
average error in position. The error obtained for the two different representa­
tion types are plotted in Figure 6.13. vs the number of filters It is seen that
Plot of A verage Error In Position vs N um ber of Filters
Figure 6.13: Comparison of two implementation techniques for increasing M..
the performance of implementing the system designed directly in the fractional 
Fourier domains is always better than the kernel synthesis which is as expected. 
Because, in kernel synthesis we apply the approximation of a system two times 
while we make the approximation only once for the direct design in fractioiud 
Fourier domains case. It is also observed that the performance of the system 
saturates when M is increased above a certain value. The saturation can be 
observed more easily when the error criteria is taken as the error in energy.
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Example 2; In the second example, the inputs are again rectangular pulses 
whose lengths and intensities vary while the position is kept constant. The 
length information is represented by position coding ¿md the intensity is repre­
sented by amplitude coding at the output. The maximum length of the input 
is 32. Therefore the output has length 33. It was observed that the system 
was able to recover the intensity information without any error. Therefore, the 
error obtained in finding the length will be given here. The error shows the 
avei’cige error in
Number of Filters Kernel Synthesis Direct Design
Average Error in Length Average Error in Length
20.2 11
14.4 7.7
2.1 1.2
1.35 0.2
0.26 0.16
0.10 0.08
0.13 0.075
0.12 0.08
It was observed that the system was capable of extracting the intensity infor­
mation without any error as it is a linear operation to extract the intensity of 
such kind of inputs when it is represented by peak amplitude coding. The error 
arises from the extraction of the length information when it is represented by 
position coding. The results show that, the performances of designing and im­
plementing the system directly in fractional Fourier dornciins is alwa}cs better 
than the kernel synthesis.
It Cell! be concluded from the simulations that, for a given accuracy we can 
obtain the number of filters, M, that provides the implementation of the system 
within that accuracy limit.
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P lo t o f A v e r a g e  E rro r  In  L e n g th  v s  N u m b e r  of F ilte rs
Figure 6.14: Comparison of two implementation techniques for increasing M  .
As we use minimum mean-square error criteria, when we are finding the 
fractional Fourier filter circuits either for kernel synthesis or direct design in 
fractional Fourier domains, the performance of the circuits approaches the per­
formance of the kernel as M  approaches N. Because,by increasing M, we can 
interpolate the system more accurately and reach the optimum linear approx­
imation of the nonlinear problem, the kernel, when the error is considered as 
the energy difference. It should be noted that the kernel cannot also provide 
0% error for most feature extraction problems as it seen from the first jDart 
of the simulations. Therefore, although the error obtained in terms of energy 
difference seems high for the above simulations, they are close to the optimum 
errors when a nonlinear system is approximated by a linear system. But in 
both of the above simulations, it is more meaningful to consider the error cri­
teria as the avera.ge error for all inputs and the performances of the fractional 
Fourier filtering circuits are better in that case.
It should be noted that an optimization over the friictional Fourier trans­
formation orders is not apjDlied in these simulations. As the performance of 
the system is closely related with the fractional Fourier orders, there should be 
considerable developments in the system performance when an optimization is 
applied.
64
Chapter 7
Conclusion
In this thesis, it has been shown how the fractional Fourier transform can be 
applied to the feature extraction problem. A method which amounts to de­
composing the overall feature extraction operation into a global linear and a 
local nonlinear system is ¡Droposed and discussed. Two different implementa­
tion techniques using fractional Fourier filter circuits to implement the giobcil 
linear systems are j^rovided.
The simulation results show that, employing different output representa­
tions to represent the input informations brings an additional degree of free­
dom to the feature extraction problem. All of the output representation types 
discussed in this thesis can be used for all information t3q?es, but some pro­
vides better results for specific informations. Therefore, many different output 
representations may be tested and the one providing the best lierformance can 
be used in different feature extraction problems.
The proposed system provides multi-outputs. That is, more than one fea­
ture of the input pattern is obtained at the same time. These multi-outputs can 
be displayed by a display panel where each display shows a different feature. 
Such kind of a structure may be beneficial in feature extraction applications.
65
Efficient implementation of the global linear part of the system is pro­
vided. The implementation is offered to be done in two different ways. The 
first techniques synthesizes the kernel with fractional Fourier filtering circuits 
and implements it with those filtering configurations. The second technique 
directly obtains the fractional Fourier filters that satisfy the input-output rela­
tions with minimum error with respect to a certain error minimization criteria. 
The simulation results show that, efficient implementations of the global linear 
system can be obtained with these two different techniques. The performance 
of the second technique is generally higher than kernel synthesis with fractioiicvl 
Fourier filters. The performances can be increcised by applying an optimization 
over the fractional Fourier transformation orders.
The future work can be directed in two different ways. The first way consists 
of determining which output representation tyj^e provides the best performance 
for a particular information at the input. By this Wciy, a library that shows 
which output representation is the best for which information type can be 
obtained and used in solutions of different image analysis problems.
The second direction for future work is to employ an optimization over 
the fractional Fourier transform orders and to combine parallel and repeated 
fractional Fourier filtering configurations to increase the performance of the 
system.
As a final word, feature extraction with fractional Fourier transform pro­
vides alternative efficient solutions to some feciture extraction problems.
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