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Abstract
We prove that in the core model below 0 |
•
the following holds true.
Let k ∈ OR \ 1. There is then a sequence (Sni : i ∈ OR \ k, 0 < n < ω) such
that
• for all i ∈ OR \ k and n < ω \ 1 do we have that Sni ⊂ ℵi+1 is stationary
in ℵi+1 and α ∈ S
n
i ⇒ cf(α) = ℵk, and
• for all limit ordinals λ and for all f :λ→ ω \ 1 do we have that (S
f(i)
i : k ≤
i < λ) is mutually stationary if and only if the range of f is finite.
Let A be a non-empty set of regular cardinals. Recall that (Sκ: κ ∈ A) is called
mutually stationary if and only if for each large enough regular cardinal θ and for
each model A with universe Hθ there is some X ≺ A such that for all κ ∈ X ∩ A,
sup(X ∩κ) ∈ Sκ. We refer the reader to [2] (in particular, to [2, Section 7]). It is an
open problem to decide whether there is a model of set theory in which (Sn:n < ω)
must be mutually stationary provided each individual Sn ⊂ ℵn is stationary.
Foreman and Magidor have shown that in L there is some (Sn:n < ω) such
that each Sn ⊂ ℵn is stationary, but (Sn:n < ω) is not mutually stationary (cf.
[2, Theorems 24 and 27]). The purpose of this paper is to extend their result [2,
Theorem 27] to the core model below 0 |
•
which we introduced in [4].
We shall need the following lemma, which is essentially due to Baumgartner [1].
Lemma 1.1 Let m < ω, and let A0, A1, ..., Am be non-empty sets of successor
cardinals such that sup(Al) < min(Al+1) for all l < m. Let (Sκ: κ ∈ Al) be mutually
stationary for all l ≤ m and such that ∀κ ∈ Al ∀α ∈ Sκ cf(α) < min(A0). Then
(Sκ: κ ∈
⋃
l≤mAl) is mutually stationary as well.
Proof. It certainly suffices to prove 1.1 for m = 1. Let ν be the cardinal
predecessor of min(A0). Let A be a model expanding (Hθ;∈) for some large regular
θ. As (Sκ: κ ∈ A1) is mutually stationary we may pick some X ≺ A such that
1
sup(A0) ⊂ X and for all κ ∈ X ∩ A1, sup(κ ∩X) ∈ Sκ. Pick F : (X ∩ A1)× ν → X
such that for all κ ∈ X ∩ A1, F (κ,−) is cofinal in sup(κ ∩X). Expand X by F to
get (X,F ). As (Sκ: κ ∈ A0) is mutually stationary we may pick some Y ≺ (X,F )
such that ν ⊂ Y and for all κ ∈ Y ∩ A0, sup(κ ∩ Y ) ∈ Sκ. However, due to the
presence of F , we’ll also have that for all κ ∈ Y ∩A1, sup(κ∩Y ) = sup(κ∩X) ∈ Sκ.
As Y ≺ A, we are done.  Lemma 1.1
We can now state and prove our main result. Our proof will closely follow [2,
Section 7.2] to a certain extent.
Theorem 1.2 Suppose that V = K, where K is the core model below 0 |
•
from [4].
Let k ∈ OR \ 1. There is then a sequence (Sni : i ∈ OR \ k, 0 < n < ω) such that
• for all i ∈ OR \ k and n < ω \ 1 do we have that Sni ⊂ ℵi+1 is stationary in ℵi+1
and α ∈ Sni ⇒ cf(α) = ℵk, and
• for all limit ordinals λ and for all f :λ→ ω \1 do we have that (S
f(i)
i : k ≤ i < λ)
is mutually stationary if and only if the range of f is finite.
Proof. We commence by defining the sequence (Sni : i ∈ OR\k, 0 < n < ω). If
α is a singular ordinal, then we let (γ(α), n(α), δ(α), ~p(α)) be the lexicographically
least tuple (γ, n, δ, ~p) such that
HullK||γn (δ ∪ ~p) ∩ α
is cofinal in α. For an ordinal i ≥ k and a natural number n we define
Sni = {α < ℵi+1 : cf(α) = ℵk ∧ n(α) = n}.
We are now going to show that (Sni : i ∈ OR \ k, 0 < n < ω) witnesses the truth
of Theorem 1.2.
We shall first prove that if λ is a limit ordinal and f :λ → ω \ 1 is such that
ran(f) is finite then (S
f(i)
i : k ≤ i < λ) is mutually stationary. By Lemma 1.1 it
will be enough if we prove this under the assumption that ran(f) = {n} for some
n ∈ ω \ 1.
Let A be a model with universe K|κ, where κ is a large regular cardinal. Let γ0
be least such that A ∈ K|γ0, and let γ be the ℵ
th
k ordinal β such that β > γ0 and
K|β ≺Σn K|κ
+. Let
X = HullK|γn (ℵk ∪ {A}).
One can then argue as for [2, Lemma 25] that for every i ∈ X∩λ, X∩ℵi+1 ∈ S
n
i . The
only thing to notice that the use of the condensation lemma for L can be replaced
by [3, §8, Lemma 4] in a straightforward way.
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We shall now prove that if λ is a limit ordinal and f :λ → ω \ 1 is such that
(S
f(i)
i : k ≤ i < λ) is mutually stationary then ran(f) is finite.
Let κ be a large regular cardinal, and let
N ≺ (K||κ;∈, ...)
be such that for all i ∈ N ∩ λ do we have that sup(N ∩ ℵi+1) ∈ S
f(i)
i . In particular
cf(sup(N ∩ ℵi+1)) = ℵk > ω for each such i. Let
π : K¯ ∼= N ≺ K||κ
be such that K¯ is transitive, and let λ¯ = π−1”λ. Let δ = c.p.(π), and let η ≤ δ be
least such that there is some X ∈ (P(η) ∩K) \ K¯. Note that (P(δ) ∩K) \ K¯ 6= ∅,
because otherwise π ↾ P(δ) ∩K would be an extender which collapses the cardinal
π(δ).
Let (U , T ) denote the (padded) coiteration of K¯ with K. We’ll have that
[0,∞)U ∩ D
U = ∅, and that πU0∞ ↾ δ = id.
We first want to show that U is trivial (i.e., that K¯ doesn’t move in the compar-
ison with K), and that if ϑ is least such thatMTϑ D K¯||λ¯ then M
T
ϑ is set-sized and
ρω(M
T
ϑ ) < λ¯.
Claim 1. Let µ be such that πU0∞ ↾ µ = id. Then for no F = E
T
ν do we have
that µ¯ = c.p.(F ) < η and F (µ¯) ≤ µ.
Proof. Otherwise π ◦ F would be an extender which collapses the cardinal
π ◦ F (c.p.(F )).∗  Claim 1
Claim 2. U is trivial.
Proof. Assume not. Let F = EUǫ , where ǫ + 1 is least in (0,∞]U , and let
µ = c.p.(F ) ≥ δ. Let β < lh(U) = lh(T ) be minimal with MTβ D K¯|µ
+K¯. We let
(κγ: γ ≤ θ) enumerate the cardinals of K¯ in the half-open interval [η, µ
+K¯), and we
let λγ = κ
+K¯
γ for γ ≤ θ. For each γ ≤ θ we let δ(γ) ≤ β be the least δ such that
MTδ |λγ = K¯|λγ, and we let Pγ be the largest initial segment P of M
T
δ(γ) such that
all bounded subsets of λγ which are in P are in K¯ as well. By Claim 1 we shall have
that λγ = κ
+Pγ
γ and ρω(Pγ) ≤ κγ for all γ ≤ θ. Moreover, Pγ is sound above κγ .
We let ~P denote the phalanx
((K⌢(Pγ : γ ≤ θ)
⌢MTǫ ), η
⌢(λγ: γ ≤ θ)).
∗This argument heavily uses that our premice are indexed a` la Jensen rather than a` la Mitchell-
Steel.
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Let U∗ and V be the padded iteration trees arising from the comparison of ~P with
K. We understand that U∗ either has a last ill-founded model, or else that MU
∗
∞
and MV∞ are lined up. The following says that it is the latter which will hold.
Subclaim 1. ~P is coiterable with K.
Proof. Suppose that U∗ has a last ill-founded model. Let σ: H¯ → HΩ be such
that Ω is regular and large enough, H¯ is countable and transitive, and { ~P,U∗} ⊂
ran(σ). Then σ−1(U∗) witnesses that σ−1( ~P) is not iterable.
Fix γ ∈ θ + 1 ∩ ran(σ) for a moment. Let
Qγ = Ultn(σ
−1(Pγ); σ ↾ σ
−1(Pγ |λγ)),
where n < ω is such that ρn+1(Pγ) ≤ κγ < ρn(Pγ). Let σγ ⊃ σ ↾ σ
−1(Pγ|λγ) denote
the canonical embedding from σ−1(Pγ) into Qγ . Notice that by cf(λγ) > ω it is
clear that sup σ”σ−1(λγ) is not cofinal in λγ . Hence if kγ denotes the canonical
embedding from Qγ into Pγ then sup σ”σ
−1(λγ) = κ
+Qγ
γ = k−1γ (λγ) is the critical
point of kγ.
Unfortunately, Qγ might not be premouse but rather a proto-mouse; this will
in fact be the case if Pγ has a top extender with critical point µ ≤ κγ and n = 1,
as then σγ is discontinuous at σ
−1
γ (µ
+Pγ ). Let us therefore define an object Rγ as
follows. We set Rγ = Qγ if Qγ is a premouse. Otherwise, if µ ≤ κγ is the critical
point of the top extender of Pγ, we let
Rγ = Ultn(Qγ ||ρ;G),
where G is the top extender fragment of Qγ , ρ is maximal with
µ+Qγ ||ρ = sup σγ”σ
−1(µ)+σ
−1(Pγ),
and n < ω is such that ρn+1(Qγ) ≤ µ < ρn(Qγ).
Now because Rγ and Pγ are both sound above κγ we can apply [3, §8, Lemma 4]
(or an elaboration of it in case that Qγ is a proto-mouse) and deduce that Rγ E Pγ .
But as κ
+Rγ
γ < λγ = κ
+Pγ
γ , this means that Rγ ⊳ Pγ |λγ = M
U
ǫ |λγ. Therefore Rγ is
an initial segment of MUǫ .
Now if ~R denotes the phalanx
(K⌢(Rγ : γ ∈ θ + 1 ∩ ran(σ))
⌢MTǫ , η
⌢(λγ: γ ∈ θ + 1 ∩ ran(σ)),
then, due to the existence of the family of maps
σ ↾ σ−1(K), (σγ: γ ∈ θ + 1 ∩ ran(σ)), σ ↾ σ
−1(MTǫ )
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we know that ~R cannot be iterable, as σ−1( ~P) is not iterable. However, any iteration
of ~R can be construed as an iteration of ((K,MUǫ ), δ), and thus in turn of ((K, K¯), δ).
But ((K, K¯), δ) is iterable. Contradiction!  Subclaim 1
Now notice that U∗ ↾ ǫ is trivial, V ↾ ǫ = T ↾ ǫ, and that F = EUǫ = E
U∗
ǫ will
be the first extender used in U∗. By [4, Lemma 2.7], we’ll then† in fact have that
no extender from U∗ will be applied to (an inital segment of) the last model of the
phalanx ~P , MUǫ . We may therefore finally argue as in the proof of [5, Theorem 8.6]
to derive a contradiction.  Claim 2
Now let (κγ : γ < θ) enumerate the cardinals of K¯ in the half-open interval [η, λ¯),
and let λγ = κ
+K¯
γ for γ < θ. For each γ < θ we let δ(γ) < lh(T ) be the least δ such
that MTδ |λγ = K¯|λγ, we let Pγ be the largest initial segment P of M
T
δ(γ) such that
all bounded subsets of λγ which are in P are in K¯ as well, and we let n(γ) < ω be
the n < ω such that
ρn(Pi) ≤ κγ < ρn−1(Pi).
Notice that n(γ) will always be defined by Claims 1 and 2. The following is easy to
verify.
Claim 3. {n(γ) : γ < θ} is finite.
We now let for each γ < θ,
Qγ = Ultn−1(Pγ; π ↾ K¯|λγ).
Let σγ denote the canonical embedding from Pγ into Qγ . Unfortunately, again even
if it is well-founded, Qγ might not be premouse but rather a proto-mouse; this will
in fact be the case if Pγ has a top extender with critical point µ ≤ κγ and n = 1, as
then σγ is discontinuous at µ
+K¯ = µ+Pγ .
Let us therefore define, inductively for γ < θ, objects Rγ as follows. We under-
stand that we let the construction break down as soon as one of the models defined is
ill-founded. Simultaneously to their definition we notice that ρω(Rγ) ≤ κγ , and we
define n∗(γ) as the least n < ω such that ρn(Rγ) ≤ κγ < ρn−1(Rγ). We set Rγ = Qγ
if Qγ is a premouse. Otherwise, if κγ¯ is the critical point of the top extender of Pγ ,
we let
Rγ = Ultn∗(γ¯)(Rγ¯ ;G),
†This is the only place in this paper where we really use the assumption that K is below 0 |
•
. If
the assumption that K is below 0 |
•
is dropped then at the time of writing I don’t see how to prove
the iterability of the phalanx needed to verify Claim 2.
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where G is the top extender fragment of Qγ .
It is straightforward to see that if all the Rγ are well-defined then {n
∗(γ): γ <
θ} ⊂ {n(γ): γ < θ}, so that by Claim 3 we immediately get:
Claim 4. {n∗(γ) : γ < θ} is finite.
We now aim to prove that all the Rγ are well-defined. In fact:
Claim 5. For each γ < θ do we have that Rγ ⊳ K.
Proof. Fix γ < θ. We assume that Qγ is a premouse, leaving the rest as an
exercise for the reader. Let λ˜ = supπ”λκ. By standard arguments in oder to show
Claim 5 it will certainly be enough to prove the following.
Subclaim 2. ((K,Qγ), λ˜) is iterable.
Proof. Let σ: H¯ → HΩ be such that Ω is regular and large enough, H¯ is
countable and transitive, and {((K,Qγ), λ˜),Pγ} ⊂ ran(σ). It suffices to prove that
σ−1(((K,Qγ), λ˜)) can be embedded into an iterable phalanx.
Let n = n(γ). Let
P∗ = Ultn−1(σ
−1(Pγ); σ ↾ σ
−1(Pγ |λγ)),
and let k be the canonical embedding from P∗ into Pγ . As cf(λγ) > ω, the critical
point of k will be k−1(λγ). Using [3, §8, Lemma 4] we then get as above that in fact
P∗ ⊳ Pγ |λγ = K¯|λγ. We claim that
[a, f ] 7→ π ◦ k−1(f)(a)
defines a sufficiently elementary embedding from ran(σ) ∩ Qγ into π(P
∗). Here,
a ∈ [λ˜]<ω ∩ ran(σ) and f is a Σ
(n−1)
1 (Pγ) good function with parameters from
ran(σ) ∩ Pγ. The reason for this is that for appropriate a and f do we have that
ran(σ) ∩Qγ |= Φ([a, f ]) iff
a ∈ π({u:Pγ |= Φ(f(u))}) iff
a ∈ π({u:P∗ |= Φ(k−1(f)(u))}) iff
a ∈ {u: π(P∗) |= Φ(k−1(f)(u))} iff
π(P∗) |= Φ(π ◦ k−1(f)(a).
This now implies that we my embedded σ−1(((K,Qγ), λ˜)) into the phalanx
((K, π(P∗)), k−1(λγ)).
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However, π(P∗) ⊳ K, and hence this latter phalanx is iterable.  Subclaim 2  Claim 5
We have shown that if i ∈ N∩λ, say σ(κγ) = ℵi+1, then n(supN∩ℵi+1) = n
∗(γ).
By Claim 4 this establishes the Theorem.  Theorem 1.2
Many questions remain open. Can Theorem 1.2 be extended to the core model
of [5]? Or can Theorem 1.2 even be extended to fine structural models which do not
know how to fully iterate themselves? Finally: Can one use methods provided by
the current paper to get a reasonable lower bound for the consistency strength of the
assumption that (Sn:n < ω) must be mutually stationary provided every individual
Sn ⊂ ℵn is stationary?
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