Abstract Building maps of the explored environment during a mounted on pan-tilt unit allows for scanning 3D data, but it rescue application is important in order to locate the information requires some time due to the movement of the sensor. acquired through robot sensors. A lot of work has been done on
proposed system, while Sections IV describes the proposed Building 3D models is important in many applications, solution to multi-level mapping. Section V shows some results ranging from virtual visits of historical buildings, to game and of the proposed system, and, finally, Section VI draws some entertainment, to risk analysis in partially collapsed buildings. conclusions and presents ideas for future work. Existing systems for building 3D representation of environments have been developed at different scales: city, buildings, II. RELATED WORK indoor environments, objects, presenting many differences in Several approaches have been presented for 3D environment the sensors and in methods used to acquire data, in the reconstruction, using different sensors (cameras, stereo camtechniques used to process the data, and in the kind of result eras, multiple 2D LRF, 3D LRF, and combinations of them). computed.
For example, [1] use active stereo vision for building a 3D
Many different sensors have been used for data acquisition. metric map of the environment, [2] , [3] use two orthogonal 2D Cameras are the main sensors, since they provide images LRF to build 3D maps of indoor and outdoor environments, that contain a very high amount of information: geometry while [4] use a 2D LRF mounted on a tilt unit that is able of the scene, colors, textures, etc. However, these data are to acquire a very precise 3D scan of the environment with very difficult to analyze, since Computer Vision problems are a relative cheap sensor, but it requires a higher acquisition still very challenging in real, unstructured environments. To time due to the rotation of the laser. The generation of large retrieve information about the geometry of the environment, 3D maps of portions of a city is considered in [3] ; data 2D and 3D Laser Range Finders (LRF) are very useful since acquisition is performed through a truck equipped with a they provide very precise measurements of the environment. horizontal 2D laser scanner (for localization), a wide angle In fact, mapping 2D or 3D environments with LRF has been camera and a vertical 2D laser scanner for reconstructing the an active research topic in the last year (this problem is also building's facades. Obstacles, such as trees, cars or pedestrians, known as Simultaneous Localization and Mapping (SLAM)) are removed considering their relative depth, while holes and many systems have been demonstrated to be very effective in the facades arising from the presence of obstacles and in this task (specially for 2D environments). However, the use from the presence of specular surfaces, are filled through of 3D Laser Scanners is very expensive, while using 2D LRF interpolation. The localization was achieved with the help of aerial images, thus increasing the cost requirements of such is able to go there), fully tele-operated (i.e., the robot is a system. On the other hand, approaches based on feature controlled by a human operator through a wireless network extraction and computer vision techniques have been proposed connection). (e.g., MonoSLAM [5]), providing for 3D feature-based maps.
For the purposes of the map building process described in Outdoor mapping has also been investigated. For example, in this paper, the main goal of the robot is to gather data from [6] the use of stereo vision and visual odometry has been the environment, while exploring it, and to store these data proposed for long distances outdoor navigation of a mobile on a local disk. The data will be processed off-line at a later robot. stage, possibly on another machine. More specifically, we store
Outdoor mapping has also been invistigated: [6] uses stereo all the sensor readings with a 10 Hz frequency (except for vision and visual odometry for long distances outdoor robot stereo images that are acquired at 1 Hz): for each frame, we navigation, [7] introduces a novel representation for outdoor memorize 180 readings for the 2D LRF, a pair of images from environment called multi-level surface maps. The world is the stereo camera (color left image and disparity image), and modelled as a grid, which cells store multiple surfaces. In [8] , 6 values from the XSens IMU. All these data are synchronized an actuated laser range finder is used toghether with a camera with a time-stamp that is generated by the PC on board the for outdoor robot mapping. The laser is used to incrementally robot. build a 3D point cloud map of the environment. The images
In these experiments, data have been acquired through obtained from the camera are used to detect a loop closure autonomous exploration, although other modalities would have events, using an appearance-based retrieval system. While been adequate too. Further details on the data collected for the promising, the last two approaches acuire data in a move-experiments are reported in Section V. stop-move fashion, slowing down the motion of the robot.
In the next section, we will focus on a solution for a special All these approaches are focused on building metric or case of 3D-SLAM, where the objective is to create several 2D feature based maps, either considering relative small environ-maps and to establish the displacement among them. This is ments to map or focussing on the navigation capabilities of an realized as composition of two process: a) ID SLAM on the Z autonomous platform.
coordinate, under the assumption of multi-planar environment The approach described in this paper aims at combining this allows for determining the number of planes present in the the robustness and efficiency of 2D SLAM techniques with environment and to associate sensor readings to each detected the requirement of using relatively low-cost sensors and of plane; b) several 2D SLAM processes, one for each detected performing a fast exploration. The main idea is to consider plan, using the corresponding sensor readings as determined a multi-level planar environment and to perform an off-line in the phase a). analysis of the 3D data, in order to cluster them in many sets The relative poses among the different 2D maps are then each belonging to a single plane. On each of these sets of computed by visual odometry processes that are executed from data coming from a planar environment 2D SLAM techniques positions belonging to different and adjacent planes. are applied and then these sub-maps are merged together using visual odometry techniques. By using state-of-the-art 2D
IV Summarizing, we process the data as follows: 1) IMU is Camera, an XSens IMU, a thermo sensor. The first three are used to detect plane-to-plane transitions; 2) visual odomotery used for mapping and navigation, while stereo vision and is applied to measure the displacement of two points when thermo sensor are used for victim detection. The robot has a transition occurs; 3) ID SLAM is performed to extract the software components for autonomous exploration based on an number of planes and to cluster data in sub-sets each belonging on-line fast mapping approach [9] , and thus it can be operated to a single plane; 4) 2D SLAM is applied for each sub-set of in three modalities: fully autonomous (i.e., the robot runs the data belonging to a single plane; 5) 2D maps are aligned using autonomous exploration algorithm), partial autonomous (i.e., visual odometry information computed before. These steps are the user can specify target locations to reach and the robot described in details in the rest of this section. sampling triplets of feature associations over the two frames. Each transformation Ti is evaluated by calculating the residual Fig. 1 . The ROLL and PITCH data coming from the IMU sensor. The robot distance navigates in a planar environment except a single small step (5cm) that the robot has to climb down and then up. In correspondence with these events it d(Ti) (Ti3 is evident a variation in the data coming from the IMU sensor.
(azo) where a is a generic feature of frame ft and Q is the associ- Visual odometry process explained above iS iterated for a robot, and we use it to retrieve the p,u Euler angles, respectively the roll and pitch angles of the robot (in fact, other small number of frames (10 to 20 depending on the situation) ' .
that are selected in such a way they cover the passage from information would be available, but they are not of interest in this application). An example of the p and or values provided one plane to another. More specifically, by analyzing IMU data we can select two time steps: ts iS the starting time of by the IMU is reported in Figure 1 . The data refer to a path d the change of level, i.e., the robot at time ts is on the first plane tE is the ending time of this process, i.e., the robot at a small step (less than 5 centimeters). Even if the depth of . t time tE iS on the second plane. Then, we consider a set of the step is small, the data show how clearly the sensor can be intermediate frames within this time interval.
used to detect such a change. In fact, it is enough to apply a It is important to observe here that using visual odometry for threshold to the pitch angle or (the pitch is enough because our a robot cannot move sideways) to detect a change. It must be aeshort ti alos for.ig oringrthe cr ntalterrothti noted that this procedure is affected by false positives. Indeed, geneedrwith thismto Moreover,wen canfrthe red 'such an error, by using a bundle-adjustment approach, like when a robot need to overcome an obstacle on its path, there the one proposed in [15] , that considers not only consecutive might be a significant change of the o value. This will be taken frames but also frames that are distant in time to improve the into account in the ID SLAM process by merging planes at quality of the solution. The multiplanar mapping could be handled as a series of going through a transition phase, we use a visual odometry 2D planar mappings if one could separate the data coming technique that processes the input images from the stereo from each of the planes and could know the relative position camera mounted on the robot. While the robot is in a transition of one floor level with respect to the others. The problem of phase, the data coming from the scanner are not taken into calculating this displacement can be termed ID SLAM, since account (thus also preventing the 2D mapping algorithm to the unknown value is principally the vertical position Zt of the take into account the non valid laser data when the robot is robot (and, as a consequence, of the different planes). We can climbing over an obstacle). Instead the data coming from the model the probelm as camera are used to determine the movement of the robot.
Zt' = Zt + A[t t'] (I)
The visual odometry technique that we have used is based On a standard approach [11] . This process is implemented by where AZ[t:t/] iS the displacement between Zt and Zt/ calcuusing a feature detector to identify feature matches between lated from the observations. The problem then becomes that of two consecutive stereo images. Then triplets of features are evaluating A\Z[t:t/]. Exploiting again the assumption, it is easy used to determine the 3D displacement of the camera (and to realize that for most of the times the value of AZ[t:t/] for thus of the robot) with a RANSAC approach. two frames close in time ft and ft' will be zero, since most of the time the robot will be navigating a planar environment. E. MAPS ALIGNMENT The system described in the previous sections has been closure problem, that arises when visiting for a second time a tested on a real scenario integrating data from a 2D laser place. In the ID SLAM problem, this means that the robot can range finder, an IMU sensor and a stereo camera. The scenario visit the same floor level twice. For example, a robot might used for the experiments is on three levels: our laboratory, explore a room, leave the room by climbing down the stairs, an outside corridor and the street level. The corridor level explore another floor level and then, possibly through another is about 5 cm below the lab level and the robot had to go entrance, enter again the already visited room by climbing down a single step to reach it. Instead the street level is up the stairs or a ramp. Being the visual odometry, and as a separated from the corridor by a 6 steps stair, about 1 meter consequence the Az>vo affected by noise, the zt will not be high. Due to the mobility limitations of the robotic platform the same both times the robot visit the same floor. A procedure used in the experiments, this level has not been navigated by to recognize if the floor level has already been visited must the robot, but it has only been observed from the corridor be considered. In our case, not having to deal with many level. This limitation could be overcome by just using a more different floors, we used a simple nearest neighbor approach. powerful robotic platform. Two different data sets from the In particular, a new floor gi is initialized after a change in same environment have been acquired and processed. The the level has been detected at time t (and at the beginning results are similar, so we will report only the ones from the of the exploration, of course) and inserted in a set 9. The first data set. The size of the explored environment is 18 x floor is assigned with the measured Zt. Then each floor g, 12 meters and the total acquisition time has been 13 minutes. is checked against every gj in g and if the distance is less Storage requirements are mainly due to the stereo vision data. than a threshold, the two planes are merged and one of them In the current implementation, we did not use a compressed is removed from F. Though the simplicity of the approach, format to store stereo data, thus for each stereo image we store the procedure has been found to successfully merge the same on a local disk the left 640x480 color image and the disparity plane when explored twice. map at 1 frame per second. The total amount of disk space needed to store stereo data has been 1.12 GB, that is about 86.8 MB/min. Data from the LRF and IMU sensors have been D. 2D SLAM acquired at 10 Hz, but disk space used for their storage is very For each plane gi in X, a 2D map is computed. In order small compared to the stereo data.
to do this, a SLAM algorithm [10] is applied on all the laser As already mentioned, all the map reconstruction processing data collected in each plane. The method simulates a Rao-was performed off-line. The only processing modules that Blackwellized particle filter by using a hybrid map repre-were active on-board were the autonomous exploration module sentation, consisting of small local maps connected together based on a 2D map generated through a simple scan matching in a graph-like style. The filter is then used to estimate the method [16] and the stereo correlation algorithm to produce displacement among these local maps.
the disparity map [17] . Since the different planes have been separated and op- Figure 2 and Figure 3 show some results of our system. portunely merged, there is no need to further develop the 2D SLAM method, that indeed can be applied in its original formulation. The only thing that is necessary to do is In this paper we have proposed a method for reconstructto opportunely reinitialize the robot position every time a ing a piecewise quasi-planar scenario through the use of a transition between two planes occurs. This can be done by laser range finder, a stereo camera and an IMU. First the simply inserting a new link into the graph structure and localization and mapping problem is decomposed in a 1D initialize its distribution by using the variance around the SLAM method that makes use of the IMU and the stereo position, estimated with visual odometry. The spreading must camera and a 2D SLAM method that makes use of the laser be taken into account accordingly to the extent of the stereo data. The reconstruction is based on clustering LRF data measurement noise. coming from different planes and on using state-of-the-art 2D 
