ABSTRACT Lossy filters have broad applications in satellite communication systems. This paper proposes an efficient tuning method, based on complex coupling matrix decomposition and extraction, for highly lossy filters. Interestingly, it shows that the proposed decomposition technique preserves the scattering parameters of the original coupling matrix. A simple and efficient tuning algorithm is provided and illustrated with a four-pole lossy Chebyshev filter example. The experimental demonstration is finally presented to validate the proposed tuning technique.
I. INTRODUCTION
Microwave filters have broad applications in modern communication systems. Lossless filters are generally synthesized and designed using coupling matrix techniques [1] - [4] . Tuning of microwave filters requires huge efforts. Initially, they were accomplished by human operators, which is not only time consuming but also cost ineffective. Gradually it was replaced by computerized automated tuning (CAT) method [5] - [7] , which is very useful for tuning of complicated higher-order filters. CAT-based sequential tuning method [8] is very effective for in-line filters but less effective for filters having complex or multiple cross couplings. To overcome such limitations, researchers developed fuzzy logic based tuning algorithm [9] - [11] . Additionally, human experience or linguistic rule based fuzzy controller was proposed in [12] - [14] for accurate and robust tuning. Ring resonator based dual mode bandpass filter tuning method was described in [15] . Further, bond wires based passive filters tuning method was proposed in [16] . Inspite of great effort made by researchers, all these auto tuning techniques are limited to lossless filters only.
Lossy filters are widely applied in satellite communications where inband flatness and frequency selectivity rather than the absolute loss are the leading parameters one needs to concern. Recently, lossy filters based on complex coupling matrix are also applied to the design of negative group delay devices [17] . Tuning of such filters are very different from lossless filters. In [18] , a tuning technique based on admittance parameters was explored for even Q u resonators. In [19] , tuning of lossy filters with uneven Q u resonators were proposed. All of these techniques are only limited to filters having small losses and concentrating all the losses on the resonators. For highly lossy filters and the cases with complex couplings (e.g. [17] ), no efficient tuning techniques are available.
This paper proposes a complete and systematic tuning technique for highly lossy filters. In the tuning process, it employs coupling matrix decomposition and extraction, which exhibits great benefits in dealing with complex coupling matrices. The decomposition technique results in two matrices that have one-to-one correspondence with the physical implementation. The extraction technique has been presented in [19] , which is however very abstract. This paper presents an extension to [19] . Major contributions in addition to [19] include: 1) we illustrate the tuning principle and procedure in more details and more examples; 2) a complex coupling matrix decomposition technique is added to ease the physical implementation; 3) physical implementation and experimental validation are added to verify the proposed technique; 4) synthesis of lossy filters is recalled to introduce how a complex coupling matrix is resulted, which help readers understand why complex coupling matrix is important. This paper is organized as follows. Sec. II firstly recalls the synthesis of lossy filters, and subsequently introduces a decomposition technique to deal with the complex coupling matrix, and finally presents the tuning procedure. Sec. III illustrates the tuning technique step by step using an example, followed by an experimental validation. Final conclusion is drawn in Sec. IV.
II. SYNTHESIS AND TUNING OF LOSSY FILTERS
Since filter tuning is always related to its synthesis, we will briefly introduce the synthesis approach for lossy filters before going to the tuning part. In between, we also present a unique coupling matrix decomposition technique, which plays an important role in the tuning of highly lossy filters.
A. SYNTHESIS OF LOSSY FILTERS
The scattering matrix of a filter is given by [3] ,
where E, P, F 11 , and F 22 are characteristic polynomials. E is a Hurwitz polynomial whose roots are on the left part of complex frequency plane. The lossy filter synthesis begins with a lossless filter synthesis [20] . Firstly, characteristic polynomials of lossless filters are synthesized using the classic approach in [4] . For better illustration, let us consider a four pole lossless Elliptic filter with transmission zeros at = ±1.5 and maximum return loss of 17.5 dB within ∈ [−1 1]. The synthesized characteristic polynomials are given in Tab. 1 and the corresponding magnitude responses are shown in Fig. 1 . Once having the lossless filter in Tab. 1, one subsequently incorporates the loss into the scattering parameters by multiplying an attenuation constant, K = 0.56 corresponding to a 5-dB insertion loss, with the obtained P(s), F 11 (s) and F 22 (s) in Tab. 1 [20] . The resultant characteristics polynomials are shown in Tab. 2, and its magnitude responses are plotted in Fig. 2 . Once having the characteristic polynomials of the lossy filter in Fig. 2 , one subsequently computes the corresponding coupling matrix using the technique in [20] . Fig. 3 shows the resultant coupling matrix along with the coupling topology. Note that the losses are concentrated on resonators 1 and 4 as well as source and load, whereas resonators 2 and 3 are purely lossless. Also, all the coupling values are real. Tuning of such non-uniform Q u lossy filters has been described in [18] and [19] . But in general lossy filters with uniform Q u resonators are preferable due to the ease of design and fabrication. Therefore, one needs to equalize the loss among all the resonators using the hyperbolic rotation technique provided in [21] . The loss equalized coupling matrix and coupling topology are shown in Fig. 4 . Note that, as a result of loss equalization, lossy (imaginary) cross couplings appear in the coupling matrix. Without loss of generality, we also include another example, a four-pole Chebyshev filter without any transmission zeros, with a 6.5 dB insertion loss. Following a similar procedure, one obtains the characteristic polynomials in Tab. 3. The coupling matrices and coupling topology are shown in Fig. 5 . Again, the loss equalized coupling matrix in Fig In these cases, the conventional tuning techniques in [18] and [19] are not applicable. So, we propose a new tuning technique to handle this type of complex coupling matrices. Before going to any detail of the tuning procedure, we will firstly introduce, in the next section, a decomposition technique that is a vital step for tuning such lossy filters.
B. COUPLING MATRIX DECOMPOSITION
In the design of lossy filters, one needs to deal with complex coupling matrices, such as Figs. 4 and 5. Here, we decompose the complex coupling matrix into two parts, i.e.
where [M ] resistor represents the series resistive connection among resonators, and [M ] conv is the residue coupling matrix containing real couplings only. Such a decomposition is finished by taking all the imaginary coupling coefficients out of the off-diagonal entries of a complex coupling matrix to form the resistive matrix and leaving the rest to form the conventional coupling matrix. Note that decomposition (2) is not a trivial operation as it performs in such a way that each sub-matrix within [M ] resistor will turn out to be a series resistor following (3) which will be illustrated later. Such a decomposition operation will not change the scattering parameters of the filter. Consider the coupling matrices in Figs. 4 and 5, which, after decomposition, become two separated matrices, as shown in Figs. 6 and 7, respectively. Note from Fig. 6(a) that all the off-diagonal entries in the resistive connection matrix are imaginary, which represent resistive connections among resonators. One should note that, for a series resistor between m th and n th resonators, its coupling matrix is expressed by where G mn is the conductance. Eq. (3) has non-zero values in the diagonal entries, in contrast to the impedance/admittance inverters having zero diagonal entries. This explains why the resultant resistive connection matrix in Fig. 6 (a) have non-zero diagonal entries. On the other hand, the residue matrix in Fig. 6 (b) have equal diagonal entries, indicating that all the resonators have the same loss or quality factor, which fulfills the expectation of loss equalization. Also, the offdiagonal entries of the residue matrix are all real and can be implemented by conventional inverters. The decomposed matrices in Fig. 7 have similar properties. Such a decomposition offers several benefits for the tuning of lossy filters: 1) the decomposition is unique and hence contributes to a quick convergence in the tuning process; 2) it transforms the complex couplings into the form of resistor connection and leaves the residue couplings all real, which eases the tuning; 3) it provides a loss equalized real coupling matrix, which simplifies the implementation; 4) the decomposed two matrices has a one-to-one correspondence with the physical structures, i.e. resistive matrix corresponding to resistors connected among resonators and the residue real coupling matrix corresponding to physically coupled resonators.
C. TUNING PROCEDURE
The tuning procedure for the lossy filters comprises the following steps:
Step 1): Synthesize the coupling matrix using the approach in Sec. II-A, and perform the loss equalization. More details regarding lossy CM synthesis from the specification is provided in [20] .
Step 2): Decompose the loss equalized coupling matrix into two parts, i.e.
[M ] resistor and [M ] conv , following (2). These two matrices are the golden matrices, which represent the ideal targets. Implement the two matrices using the physical structure.
Step 3): Perform the full-wave simulation and check the response. Go to the next step unless the response matches the specification.
Step 4): Sample the scattering parameters from simulation results. Eliminate phase loading error using the phase de-embedding method in [22] , and perform bandpass (f ) to low pass frequency ( ) domain transformation.
Step 5): Determine the loss factors, µ 21 , µ 11 , and µ 22 , from magnitude responses of S 21 , S 11 , and S 22 , respectively. For symmetric lossy filters, they are identical, i.e. µ 21 = µ 11 = µ 22 = K , as illustrated by the synthesis example in Fig. 5 . For asymmetric cases, they are different.
Step 6): Calculate ϒ = S 21 /S 11 from the lowpass-domain data in Step 4) as the objective function and optimize P/F 11 to match it. Firstly, one calculates ϒ * = {ϒ * 1 , ϒ * 2 , . . . , ϒ * N } at N frequencies { 1 , 2 , . . . , N }, and subsequently applies the following constrained optimization: minimize , such that :
where is error tolerance, and the optimization parameters are the coefficients of P and F 11 . The constrained optimization problem (4) is solved using the optimization tool in Matlab.
Step 7): Once P and F 11 (= F 22 ) are obtained, the polynomial E is derived from unitary condition, i.e. PP * +F 11 F * 11 = EE * .
Step 8): Scale E, P, F 11 , and F 22 using the loss factors (µ p , µ 11 , µ 22 ) obtained in Step 5) . Compute the admittance matrix using these scaled polynomials.
Step 9): Derive the complex coupling matrix from the admittance matrix [Y ] obtained in Step 8) . Perform the loss equalization.
Step 10): Decompose the loss equalized coupling matrix into two parts, i.e. [M ] resistor and [M ] conv , following (2). Compare the two matrices with the targets in Step 2) separately. Adjust the resistor values and physical structures following the differences between the extracted matrices and targets. Once updating the physical implementation, go to Step 3).
III. ILLUSTRATIVE EXAMPLE
To further illustrate and demonstrate the proposed tuning method, we physically implement and tune the example in Fig. 5 . The specified frequency band is 0.94-1 GHz (a 60 MHz bandwidth centered at 0.97 GHz). The substrate is 1.2-mm-thick Roger RT Duroid-6010 ( r = 10.2 and tan σ = 0.0023).
Following the tuning procedure in Sec. II-C, one firstly obtains the loss equalized coupling matrix and corresponding lowpass responses in Figs. 5(b) and (d), respectively. The complex coupling is further decomposed into two golden matrices in Fig. 7 , which are the target matrices one finally reaches. According to the bandpass specification (60 MHz bandwidth centered at 0.97 GHz), the lowpass-domain VOLUME 6, 2018 Fig. 5(b) and Fig. 7 are transformed into bandpass-domain matrices in Fig. 8 . The corresponding magnitude responses are plotted in Fig. 8(a) .
matrices in
One subsequently implements the resistor connection matrix and conventional coupling matrix of Fig. 8 using the physical structure in Fig. 9 . To do this, one firstly implements the conventional coupling matrix in Fig. 8(d) using the coupled microstrip line resonators in Fig. 9 , and then connects the resistors between resonators according to the resistor connection matrix in Fig. 8(c) . The coupling gap and coupling length are used to control the coupling levels between the adjacent resonators. The resistor values, corresponding to the resistor connection matrix [M ] resistor in Fig. 12(a) , is computed by
resistor ) = 885 , where FBW is the fractional bandwidth, and similarly, R 2 = R 3 = 394 ). Since the calculated resistances are not standard values, one may pick the nearest available resistors. Two shorted shunt stubs are used at input/output port to achieve a proper coupling between input/output port and resonators. The computed physical dimensions and resistances of the implemented structure in Fig. 9 are listed in Tab. 4.
Once having the physical structure in Fig. 9 , one performs the full-wave EM simulation using Advanced Design System (ADS) and computes the magnitude responses in Fig. 10(a) , which do not agree with the ideal ones in Fig. 8(a) . Therefore, one goes to Step 3) of the tuning procedure in Sec. II-C.
One firstly samples the frequency responses of Fig. 10 (a) within the passband using 51 points and removes the phase loading error using the phase de-embedding method in [22] . One subsequently applies the bandpass-to-lowpass transformation to the response in Fig. 10(a) , and obtains the lowpass-domain responses in Fig. 10(b) . Then, one computes the loss factors, µ 21 = 0.563, and µ 11 = µ 22 = 0.710. Next, one applies the optimization in (4) and unitary condition to computes P, F 11 and E, as shown in Tab. 5.
The obtained polynomials are further transformed into coupling matrices in Fig. 11 . Finally, the loss equalized coupling matrix in Fig. 11(b) is decomposed into a resistor connection matrix and a conventional coupling matrix in Fig. 12 , which, after being compared with the golden matrices in Fig. 7 , indicate how to tune the physical parameters in Fig. 9 . For instance, the entry (2,3) in Fig. 12(b) (0.165) is smaller than the one in the golden matrix of Fig. 7(b) (0.710) , indicating that one needs to decrease g 23 or increase l 23 of Fig. 9 to enhance the coupling level between the 2 nd and 3 rd resonators. By updating all the physical parameters using this strategy, one goes to the next cycle of tuning until the responses match the specification. Figs. 13-17 shows the responses and extracted coupling matrices in different tuning cycles. One runs twelve cycles to obtain a good response that matches the specification.
To experimentally validate the physical implementation in Fig. 9 , we fabricate a prototype in Fig. 18 . The dimensions VOLUME 6, 2018 FIGURE 19. Measured scattering parameter responses of the fabricated prototype as shown in Fig. 18 (the corresponding coupling matrix and scattering parameters are given in Fig. 17 ).
are obtained after 12 tuning cycles. The final transmission and reflection responses are measured in a vector network analyzer. Fig. 19 shows the measured responses in comparison with the simulated ones in Fig. 17(a) . The good agreement between the measured and simulated responses finally demonstrates the validity of the tuned lossy filter.
IV. CONCLUSION
In this paper, the tuning technique for highly lossy filters has been proposed and demonstrated for the first time. 
