Abstract-In remote sensing, each sensor can provide complementary or reinforcing information. It is valuable to fuse outputs from multiple sensors to boost overall performance. Previous supervised fusion methods often require accurate labels for each pixel in the training data. However, in many remote-sensing applications, pixel-level labels are difficult or infeasible to obtain. In addition, outputs from multiple sensors often have different resolutions or modalities. For example, rasterized hyperspectral imagery (HSI) presents data in a pixel grid while airborne light detection and ranging (LiDAR) generates dense 3-D point clouds. It is often difficult to directly fuse such multimodal, multiresolution data. To address these challenges, we present a novel multiple instance multiresolution fusion (MIMRF) framework that can fuse multiresolution and multimodal sensor outputs while learning from automatically generated, imprecisely labeled data. Experiments were conducted on the MUUFL Gulfport HSI and LiDAR data set and a remotely sensed soybean and weed data set. Results show improved, consistent performance on scene understanding and agricultural applications when compared to traditional fusion methods.
I. INTRODUCTION

I
N MULTISENSOR fusion, each sensor may provide complementary and reinforcing information that can be helpful in target detection, classification, and scene understanding [1] . It is useful to integrate and combine such outputs from multiple sensors to provide more accurate information over a scene. In this article, hyperspectral imagery (HSI) and light detection and ranging (LiDAR) data collected by us over the University of Southern Mississippi-Gulfpark campus were ) is an invalid region from the data collection and was excluded from any training or testing process in the experiment. The "campus 1" and "campus 2" refer to data from two flights (for more details see Section IV-A).
Fig. 2. Example of 3-D scatterplot of LiDAR data over the University of
Southern Mississippi-Gulfpark campus. The LiDAR points were colored by the RGB imagery provided by HSI sensors over the scene. "X"-and "Y "-axes are easting and northing locations and "Z "-axis corresponds to the elevation information.
used [2] , [3] . Fig. 1 shows an RGB image over the scene. Fig. 2 shows a scatter plot of the LiDAR point cloud data. As shown, there are a wide variety of materials in the scene, such as buildings, road, etc. The task is to use the HSI and LiDAR data we collected to classify materials in the scene.
There are several advantages of fusing both HSI and LiDAR data rather than using individual HSI and LiDAR information for this task. If a road and a building rooftop are built with the same material (say, asphalt), HSI information alone may not be sufficient to tell the rooftop and the road apart. However, the LiDAR data provide elevation information and can easily distinguish the two. On the other hand, a highway and a biking trail can be at the same elevation and using LiDAR data alone may not be sufficient to distinguish the two types of roads, but HSI sensor can be very helpful in identifying the distinctive spectral characteristics between a highway, which is likely to be primarily asphalt, and a biking trail, which is likely to be covered in dirt. It would be, thus, valuable to fuse information from both HSI and LiDAR sensors to obtain a better classification result and a more comprehensive understanding of scene [4] - [7] .
There are four challenges associated with this fusion task. First, the HSI and LiDAR data we have are of different modalities. The HSI is on a pixel grid and the raw LiDAR data are a point cloud. Many previous HSI and LiDAR fusion methods have been proposed in the literature [8] - [11] . However, nearly all of these fusion methods for HSI and LiDAR rely on having a rasterized LiDAR image with accurate image registration. In these methods, the LiDAR point cloud data were mapped in the same grid as the HSI and the fusion methods work with both HSI and LiDAR data in image form. However, the raw dense LiDAR point cloud can offer higher geographic accuracy [12] as the raw data does not depend on grid size. Besides, image registration and rasterization may introduce additional inaccuracy [13] , [14] . It would be valuable to develop a multimodal fusion algorithm that can handle directly the HSI and raw LiDAR point cloud.
Second, HSI and LiDAR data have different resolutions. The HSI we collected has a ground sample distance of 1 m. That is to say, each pixel in the HSI covers 1-m 2 area. The LiDAR data, on the other hand, have a higher resolution with 0.60-m cross track and 0.78 m along track spot spacing. There is more than one LiDAR data point inside a 1-m 2 area. This means, for each pixel in the HSI, there is more than one LiDAR data point to which it corresponds. It would be, thus, important to develop a fusion method that can handle multiresolution outputs from multimodal sensors.
Third, there are inaccuracies of LiDAR measurements in the given data set after rasterization. For example, if we look at building edges on the gray roofs, some of the building points have similar elevation as the neighborhood grass pixels on the ground, which is obviously wrong. Some points on the sidewalks and dirt roads, on the other hand, have high elevation values similar to nearby trees and buildings, which is also wrong. Such incorrect information can be caused by a variety of factors such as poor alignment and rasterization to HSI grid, sensor inaccuracy, or missed edge points from the laser pulse discontinuousness in LiDAR [15] . Directly using such inaccurate measurements for fusion can cause further inaccuracy or error in classification, detection, or prediction. Therefore, we must develop a fusion algorithm that is able to handle such inaccurate/imprecise measurements.
Finally, to train a supervised fusion algorithm, training labels are needed. However, in this data set, accurate pixellevel labels for both HSI and LiDAR data are not available. There are more than 70 000 pixels in one HSI and more than 170 000 data points in one LiDAR point cloud. It would be expensive and difficult for humans to manually label each pixel/data point. Even if we have experts who manually label each pixel or data point in the scene, there are certain transition areas that are impossible to label. For example, as mentioned above, a pixel in the HSI corresponds to 1 m 2 . It is highly likely that a pixel at the edge of the building is mixed with both building and ground surface materials. In this case, it is impossible to provide accurate labels for each pixel/data point in the training data. However, in this example, one can easily circle a region in the scene that contains a building. That is to say, it is possible to identify a region or a set of pixels that contains the target material in the scene. We call such a region or a set of pixels a "bag," based on the multiple instance learning (MIL) framework [16] . Previous supervised fusion methods often require accurate pixel-level labels and cannot handle "bag-level" labels [17] , [18] . We aim to develop a trained fusion algorithm that can handle such uncertainty in training labels.
This article proposes a multiple instance multiresolution fusion (MIMRF) framework to address the above four challenges. The proposed MIMRF can fuse multiresolution and multimodal sensor outputs from multiple sensors while effectively learning from bag-level training labels.
II. RELATED WORK
The proposed MIMRF algorithm handles label uncertainty in training data by formulating the supervised fusion problem under the MIL framework. The MIMRF is based on the Choquet integral (CI), an effective nonlinear fusion tool widely used in the literature. In this section, related work on multisensor fusion and the MIL framework is described. The basis of the proposed MIMRF fusion method, the CI, is also described in this section.
A. Multiresolution and Multimodal Sensor Fusion
Existing optical sensors produce data at varying spatial, temporal, and spectral resolutions [19] . Those sensor outputs may also have different modalities, such as imagery and point clouds. Multiresolution and multimodal fusion methods have been studied and developed in the literature in order to better fuse such information from different sensors. Multisensor fusion has wide applications in remote sensing such as the extraction of urban road networks [20] , building detection [21] , precision agriculture [22] , and anomaly detection in archeology [23] .
Nearly all previous multiresolution fusion methods focus on fusing image data only. Pan-sharpening methods, for example, use a panchromatic image with a higher spatial resolution to fuse with multi or HSI in order to obtain images with higher spectral and spatial resolution. However, methods like pansharpening only handle imagery and mostly focus on fusing only two images (a panchromatic and a multispectral or hyperspectral image) [24] - [31] .
More specifically, regarding HSI and LiDAR fusion, previous fusion methods can only work with prerasterized LiDAR images [8] - [11] . In these methods, the LiDAR point cloud data were mapped in the same grid as the HSI and the fusion methods work with both HSI and LiDAR data in image form.
However, as discussed in Section I, the raw dense LiDAR point cloud can offer higher geographical accuracy and alleviate the necessity to geometrically align with the HSI and LiDAR data [32] , [33] .
B. MIL
As discussed in Section I, the proposed MIMRF algorithm aims to handle bag-level training labels rather than pixel-level labels. Here, this label uncertainty problem is formulated under the MIL framework.
The MIL framework was first proposed in [16] to deal with uncertainties in training labels. In the MIL framework, training labels are associated with sets of data points ("bags") instead of each data point ("instance"). In two-class classification/target detection applications, the standard MIL assumes that a bag is labeled positive if at least one instance in the bag is positive (target) and a bag is labeled negative if all the instances in the bag are negative (nontarget). The MIL has wide applications in natural scene classification [34] , [35] , human action recognition in videos [36] , object detection and tracking [37] - [39] , context identification, and contextdependent learning in remote sensing data [40] , [41] .
The mi-support vector machine (SVM) algorithm is a widely cited MIL method for classification [42] - [44] and will later be used as a comparison method in the experiments. The mi-SVM algorithm was proposed by Andrews [45] as an MIL extension to SVM learning approaches. The mi-SVM algorithm can work with bag-level labels and learn a linear discriminate function to separate the positive from the negative classes.
C. Fuzzy Measure and CI
The proposed MIMRF algorithm uses the CI [46] to perform fusion. The CI is a powerful nonlinear fusion and information aggregation framework and has wide applications in the literature [47] - [51] . In the field of remote sensing, the CI has been applied to multisensor fusion in landmine detection [1] , [52] , classifier fusion [53] , and target detection using Landsat and HSI [53] , [54] .
Compared with commonly used aggregation operators such as weighted arithmetic means [55] , the CI is able to model complex, the nonlinear relationship amongst the combinations of the sources for fusion. The CI depends on "fuzzy measures," whose values determine the fusion outcome. Depending on the set of real-valued fuzzy measure g it learns, the CI can flexibly represent a wide variety of aggregation operators [1] , [49] , [50] , [53] , [56] , [57] .
Suppose we are fusing m sources using the discrete CI. These fusion sources can come from sensory data (data-level fusion) or confidence values from detectors or classifiers on the raw sensor data (decision-level fusion). In the case where a sensor has multidimensional outputs, such as a 3-D HSI data cube, each band can be regarded as a "sensor." In this article, the term "sensor outputs" can refer to either sensor data or classifier outputs, and is equivalent with "fusion sources." Let S = {s 1 , s 2 , . . . , s m } denote the m sources to be fused. The power set of all (crisp) subsets of S is denoted by 2 S . A monotonic and normalized fuzzy measure, g, is a real-valued function that maps 2 S → [0, 1] [46] , [53] , [58] , [59] . The fuzzy measure used in this article satisfies monotonicity and normalization properties, i.e., g(A) ≤ g(B) if A ⊆ B and A, B ⊆ C; g(∅) = 0; and g(S) = 1 [60] . Therefore, the power set has 2 m − 1 nonempty crisp subsets, and each element in the fuzzy measure corresponds to one of the subset. In this article, the fuzzy measure g can be written as a vector of length (2 m − 1), where the last measure element that correspond to the full set g(S) ≡ 1, and the remaining (2 m − 2) element values are unknown and to be learned. Let h(s k ; x n ) denote the (known) kth sensor output for the nth data point. If data-level fusion is performed, the function h is an identity function and h(s k ; x n ) simply means the nth data point from the kth sensor. If decisionlevel fusion is performed, the function h can represent the detector or classifier used to produce a decision-level output, and the term h(s k ; x n ) represents the nth value from the kth classifier output or detector map to be fused. Note that each h here is assumed to have higher confidence values for target and lower confidence values for non-target/background data points, since we later assign label "1" to the target (positive) points and label "0" to non-target (negative) points. The discrete CI on instance x n given sensor outputs S is then computed as [53] , [60] , [61] 
where S is sorted so that h(
Note that the order of the sorting can be different for each x n . The term g(A k ) is the fuzzy measure element that corresponds to the subset A k = {s 1 , . . . , s k }. In this article, we normalize all h(s k ; x n ) values to be between 0 and 1 for each sensor output, and the g(A k ) used in this article is bounded between 0 and 1, thus the CI fusion values C g (x n ) in this article are bounded between 0 and 1 for all x n . In the supervised fusion problem, we need to learn the (2 m − 2) unknown fuzzy measure element values in g, given known training data (the h(s · ; x · ) terms) and training labels. The (2 m − 2) measure elements represent the nonlinear interactions and interdependencies between all subsets of the fusion sources in the aggregation process. When the number of measure elements is reduced to m for m sources, the CI is essentially reduced to a simple linear weighted average. The learned fuzzy measure g can then be used to determine the fusion results for test data. In the literature, the fuzzy measured values can be learned using either quadratic programming (QP) or sampling techniques. The CI-QP approach [60] learns a fuzzy measure for CI by optimizing a leastsquares error objective using QP [62] . However, the CI-QP method requires pixel-level training labels and cannot work for MIL problems. We previously proposed a multiple instance CI (MICI) classifier fusion framework that extends the standard CI fusion under the MIL framework [53] , [63] , [64] . However, the previous MICI models still assume that each sensor source must have the same number of data points and can not support multiresolution fusion. The goal of this article is to develop a novel trained classifier fusion algorithm that can both handle multiresolution data and learn from uncertain and imprecise training labels.
III. MIMRF ALGORITHM
In this section, the proposed MIMRF algorithm is described. The proposed MIMRF algorithm learns a monotonic, normalized fuzzy measure from training data and bag-level training labels. Then, the learned fuzzy measure is used with the CI to perform a multiresolution fusion.
A. Objective Function
We discussed in Section I that in the HSI/LiDAR fusion problem, due to differences in modality and resolution, there can be more than one LiDAR data point that corresponds to each pixel in the HSI. There may also be inaccuracies in the LiDAR data. Our proposed MIMRF algorithm aims to handle such challenges. We motivate our objective function with a simple example, as follows.
Suppose there are three LiDAR data points that correspond to one pixel in the HSI, as shaded pink in Fig. 3 . Let H i denote the value of the i th pixel in the HSI. Let L i1 , L i2 , and L i3 denote the values of the three LiDAR points. Let S i denote the set of all possible matching combinations of the sensor outputs for pixel i , that is
Our objective function contains two levels of aggregation to solve the aforementioned challenges. We know from the above example that there can be more than one LiDAR data point that corresponds to each pixel in the HSI. Here, we assume that at least one of the LiDAR points is accurate (has the correct height information), but we do not know which one. Other LiDAR points may carry erroneous or inaccurate information (for example, on the edge of a building). The first level of aggregation was designed to help automatically select the correct LiDAR point. For the i th negative data point in S i , we write the CI fusion as
and for the j th positive data point in S j , we write the CI fusion as
where S − i is the set of sensor outputs for the i th negative data point and S + j is the set of sensor outputs for the j th positive data point as defined in (2);
is the CI output for S + j . In this way, the min and max operators automatically identify and select one most favorable element in terms of CI from the set S i , which is assumed to be the data point with correct information corresponding to pixel i .
The second level of aggregation was designed to handle bag-level training labels. We set the desired label for a "negative" (non-target) data point to be "0" and the desired label for a "positive" (target) data point to be "1," for twoclass classification problems. Recall that the MIL assumes a bag is labeled positive if at least one instance in the bag is positive and a bag is labeled negative if all the instances in the bag are negative. That is to say, we wish to encourage all points in negative bags to have label "0" and at least one point in positive bags to have label "1." We can write the objective function for negative bags as
Similarly, the objective function for positive bags can be written as
where B + is the total number of positive bags, B − is the total number of negative bags, S − ai is the set that corresponds to the i th instance in the ath negative bag, S + bj is the set that corresponds to the j th instance in bth positive bag, C g is the CI given fuzzy measure g, B − a is the ath negative bag, and B + b is the bth positive bag. By minimizing J − in (5), we encourage the fusion output of all the points in the negative bag to the desired negative label of 0. By minimizing J + in (6), we encourage the fusion output of at least one of the points in the positive bag to the desired positive label of 1. This satisfies the MIL assumption and successfully handles label uncertainty. Although this article focuses on binary classification, the MIL-based formulation can be extended to regression problems where the ground truth labels are of real values [64] . The least squares notation that we used above can be generalized to (C g (S) − d) 2 , where d is the desired binary or real label value. As a side note, when d is binary (0 or 1), both (5) and (6) could be simplified to
Thus, the objective function for the proposed MIMRF algorithm is written as
where the boxed terms are from the first level of aggregation in (3) and (4), and the max and min operators outside the parentheses are from the second level of aggregation in (5) and (6).
B. Optimization
An evolutionary algorithm (EA) is used to optimize the objective function in (7) and learn the fuzzy measure g. The EA used in this article extends upon the method used in [53] . First, a population of fuzzy measures was generated randomly between [0, 1] that satisfies monotonicity. Let P denote the measure population size (i.e., how many measures are in the population in one generation). If P are small, there are fewer possibilities to update measure values and only a small part of the search space is explored. If P are large, the optimization will slow down given the larger search space and more mutation possibilities. We used P = 30 in our experiments as it is a good balance between reasonable computation time and enough population to mutate and converge.
Then, in each iteration, new measure values were updated based on small-scale or large-scale mutations. To update the measure values, the valid interval of each fuzzy measure element in the population was computed. The "valid interval" of a fuzzy measure element is defined as how much the measure element value can change while still satisfying the monotonicity property [53] . In small-scale mutation, only one measure element value was updated according to their valid interval. In large-scale mutation, all the measure elements were updated. A Truncated Gaussian distribution [65] was used for sampling new measure values between the lower and upper bound of the valid interval since the full Gaussian may get invalid values for the measure elements. In our experiments, the variance of the Truncated Gaussian is set to 0.1 and the mean is equal to the previous measure element value before updating. The lower and upper bounds of the Truncated Gaussian are equal to the lower and upper bounds of the valid intervals of the measure element to be updated. This way, the updated value was bounded within the valid intervals and close to the previously measured element values. We conducted an experiment using our demo MIMRF code 1 and compared using uniform distribution versus Truncated Gaussian, and using uniform distribution took much longer to converge (∼490 iterations) than the Truncated Gaussian distribution (∼80 iterations). This makes sense as the uniform distribution essentially conducts a random search at every 1 Available at https: //github.com/GatorSense/MIMRF [66] . for p := 1 → P do 6: Evaluate valid intervals of all fuzzy measures.
7:
Generate a random number z ∈ [0, 1]. 8: if z < λ then 9: Update one element in W p . (small-scale) 10: else 11: Update all elements in W p . (large-scale) 12: end if 13: end for 14: Compute J (W ) using (7). 15: Select and keep the fuzzy measures with low objective function values. 16 :
end if 19 :
end if 21 : T est Labels ← CI fusion output computed based on (1) using the learned optimal fuzzy measure g * return T est Labels mutation yet the Truncated Gaussian can "tweak" the updated measure element values in small scale and thus make the search more efficient. Denote λ ∈ [0, 1] as the rate of smallscale mutation (i.e., how often to sample a single measure element) and 1 − λ is the rate of large-scale mutation (i.e., how often to sample the entire measure). If λ is too small, the entire measure will be sampled most of the time and the optimization will be close to a random search. If λ is too large, it is likely that the EA will fall into local minima. We use λ = 0.8 in our experiments so that a new measure element can be updated most of the time, but occasionally the entire measure was updated to expand the search space and avoid local minima. Once a new generation of measures with updated values was generated, the old and new measure element values were pooled together (size 2P) and their fitness values were computed using (7). Then, P/2 measures with the top 25% fitness values are kept and carried over to the next iteration (elitism), and the remaining P/2 measures to be carried over were sampled according to a multinomial distribution based on their fitness values from the remaining 75% of the parent and child population pool, following a similar approach in [53] .
In the new measure population, the measure with the highest fitness value is kept as the current best measure g * . The process continues until a stopping criterion is reached, such as when the maximum number of iterations or the change in the objective function value from one iteration to the next is smaller than a fixed threshold, F T . In our experiments, we stop if the difference between the current optimal measure and the previous optimal measure is smaller than F T = 0.0001. We used a high maximum number of iterations I = 5000 and the algorithm will automatically stop if it reaches convergence before the maximum iteration. The number of iterations it takes to converge depends on the random initialization. In our HSI and LiDAR fusion experiments below, the algorithm converged in 165 iterations on average.
At the end of the model learning process, the best measure g * with the optimum fitness value was returned as the learned fuzzy measure. We then use this learned g * to compute the pixel-level fusion results using the CI described in (1) . More details about the EA can be seen in [53] and the pseudocode of our learning scheme is shown in Algorithm 1.
Note that in our optimization and model learning process, we only use bag-level imprecise labels. This means, our method is not a standard supervised algorithm in which complete, pixel-wise training labels are required. Instead, we learn from imprecisely labeled data and produce precise classification maps through the fusion of multimodal, multiresolution data. In the fuzzy measure learning ("training") stage, the algorithm learns the optimal fuzzy measure g * from imprecise bag-level labels. In the fusion stage, the algorithm produces complete, pixel-level fusion maps over the scene. The estimated g * represents the relationship among the fusion sources. Thus, the estimated g * can be used to fuse any scene as long as the sensor sources in the test scene have similar relationships as in training.
IV. EXPERIMENTS
This section presents the experimental results of the proposed MIMRF algorithm on two real remote sensing data sets. First, the proposed MIMRF algorithm is used for HSI and LiDAR fusion for scene understanding in the MUUFL Gulfport data set. Then, the MIMRF algorithm is used for weed detection on a multiresolution soybean and weed data set. At the end of this section, discussions are provided on the assumptions, limitations, and applications of the proposed MIMRF framework.
A. MUUFL Gulfport HSI and LiDAR Fusion Data Set
This section describes the MUUFL Gulfport HSI and LiDAR fusion data set and presents experimental results. The proposed MIMRF was used to perform multiresolution fusion on the HSI and raw LiDAR point cloud data.
1) Data Set Description:
The MUUFL Gulfport HSI and LiDAR data set [2] , [3] , [67] was collected over the University of Southern Mississippi -Gulfpark campus in November 2011. The data set contains HSI and LiDAR data from two flights. The RGB images from the HSI of the two flights (named "campus 1" and "campus 2" data) are shown in Fig. 1(a) and (b) . Only the first 220 columns of the HSI data were kept in order to exclude the bright beach sand regions in the lower right corner in the original images. The first four and last four bands of the data were removed due to noise. The size of the HSI is 325 × 220 × 64 for both flights in this experiment.
The LiDAR raw point cloud data were collected by the Gemini LiDAR sensor at 3500 ft over the scene [2] . The scatter plot of the raw LiDAR point cloud data over the entire Gulfpark campus is shown in Fig. 2 . Rasterized LiDAR imagery (preprocessed by 3001 Inc. and Optech Inc. using the nearest-neighbor methods) was used to generate results for comparison methods. The rasterized LiDAR imagery for campus 1 and campus 2 are shown in Fig. 4(a) and (b) .
2) Automated Training Label Generation: As discussed in Section I, hand-labeling is tedious, expensive, and prone to error, especially for large data sets. For transition regions such as edges of a building, it is impossible for humans to visually identify and correctly label each pixel by hand due to mixing. In this section, an automated label generation method is proposed to automatically generate bag-level training labels for this data set for regions where crowd-sourced map data is available.
The "bags" for this data set were constructed using the simple linear iterative clustering (SLIC) algorithm [68] , [69] . The SLIC algorithm is a widely used, unsupervised, opensource superpixel segmentation algorithm that can produce spatially coherent regions [69] . The number of superpixels was set to 100 and the compactness factor was set to 20. We chose this parameter setting so that the resulting superpixels are large enough to be spatially coherent and computationally inexpensive, yet small enough to be able to shape the edges along the buildings and also produce entirely nonbuilding (nontarget) superpixels. Our parameter choice balances well between computation time and learning performance empirically. Fig. 6(b) shows the SLIC segmentation result on the MUUFL Gulfport HSI campus 1 data. The lines mark the boundaries for each superpixel. Each superpixel is treated as a "bag" and the pixels in each superpixel are the instances in the bag. Training labels for each bag were automatically generated based on publicly available, crowdsourced map data from the Open Street Map (OSM) [70] . Fig. 5 shows the map extracted from OSM over the campus area and the available tags, such as "highway," "footway," "building," "parking," etc. The blue lines correspond to asphalt, which includes road, highway, and parking lot. The magenta lines correspond to sidewalk/footway. The green lines mark buildings. The black lines correspond to "other" tags (regarded as background in our experiments). Keypoints, such as corners of the buildings, were selected manually from both OSM map and HSI RGB imagery and an affine transformation [71] was used to map between the OSM Lat/Lon coordinates and the HSI pixel coordinates. Then, all the superpixels that contain at least one building pixel are labeled positive and all the superpixels that do not contain building pixels are labeled negative. Fig. 6(a) shows the ground truth map for buildings with a gray roof and Fig. 6(b) shows the bag-level labels for all superpixels.
Buildings are easy to identify in a scene due to their spatial coherence. However, producing an accurate pixel-level classification map for buildings is a challenging task due to many transition areas along the edges of the buildings. The transition areas can be only a few pixels or less from the top of a building to the neighboring ground surface. The edge areas are also very difficult or impossible to label manually. Similar observations can be made in a tree canopy, where pixels along the edge of tree leaves are also highly mixed and can be easily mis-identified as false positives. In the following, we first present the fusion source generation process in Section IV-A3 and the overall building detection results in Section IV-A4. Then, we further investigate the performance of the proposed algorithm specifically on those difficult transitional regions, such as building edges, in Section IV-A5.
3) Generation of Fusion Sources for Building Detection:
In this experiment, three sources were generated for fusion (m = 3), one from HSI and two from LiDAR. First, building points were manually extracted from the HSI and the mean spectral signature of these points was computed. The adaptive coherence estimator (ACE) detector [72] - [74] was applied to the HSI using spectral signature of the building points. The ACE detection map for buildings is shown in Fig. 8(a) , where the ACE confidence map correctly highlights most buildings but has some false positives on asphalt roads, which have a similar spectral signature as the roof materials. The ACE detector also has low confidence in the top right building, possibly due to the darkness of the roof.
Then, two LiDAR confidence maps were generated to be fused with the ACE detection map. The LiDAR height information of extracted training building points was plotted in a histogram, as shown in Fig. 7(a) . The peaks of the histogram were found by using the MATLAB findpeaks() function, as shown in Fig. 7(b) . The Euclidean distances of all LiDAR points in the scene were computed against two peak height values of the building points, 16.8 and 13.9 m, to produce two confidence maps, which match the two distinct heights of gray-roof buildings in the scene. Then, we designed an exponential function to compute confidence values based on the distances, written as (8) where c n is the confidence value of the nth LiDAR point in the scene and d n is the Euclidean distance between the nth LiDAR ) and (c) were distance maps computed against the two peaks found in Fig. 7 . The color bar is the same as in Fig. 4(c) .
point and the peak height value. In this way, the LiDAR maps have high confidence in points with a similar height to training building points and have low confidence on points with distinctly different heights than buildings. Fig. 8(b) and (c) shows two confidence maps computed from a rasterized LiDAR map against the two peak height values, where Fig. 8(b) highlights three buildings with a height value of around 16.8 m and Fig. 8(c) highlights the L-shaped building with a height value of around 13.9 m. Both LiDAR confidence maps also highlight some trees of similar height. On the other hand, the ACE confidence map [see Fig. 8(a) ] shows high values on some buildings and roads and low values on trees. Thus, the purpose of our proposed MIMRF is to fuse all three confidence maps as shown in Fig. 8 to the effect that it highlights all buildings only and suppresses other noise objects (such as trees and roads). Note that the purpose of this experiment is not to persuade that this Euclidean-distance-based method is the best or the most general method to produce confidence maps, but rather given such ACE and LiDAR confidence maps that highlight different objects in the scene, our proposed MIMRF algorithm is able to perform fusion and produce a fused map that assigns high confidence on all the target buildings and low confidence on other non-target objects, which is the goal of an effective fusion method. Other feature extraction methods can be explored in the future work for LiDAR data, such as texture or shape-based features. For the proposed MIMRF algorithm, the raw LiDAR points were directly used as input instead of the prerasterized LiDAR imagery. The rasterized LiDAR confidence maps as shown in Fig. 8(b) and (c) were used for nonmultiresolution comparison methods.
4) MIMRF Fusion Results on Building Detection:
The proposed MIMRF algorithm was compared with a variety of methods to demonstrate its effectiveness in multiresolution, multimodal fusion with label uncertainty. First, the MIMRF was compared with results of individual sources, before fusion (i.e., the ACE confidence map and two LiDAR confidence maps). Then, the MIMRF was compared with widely adopted fusion and decision-making methods, including the SVM and the min/max/mean aggregation operators. Both SVM and the aggregation operators are applicable to images with pixel- MULTIMODAL FUSION. THE TABLE CELL IS MARKED  " " IF THE METHOD SUPPORTS THE HEADING CON-DITIONS, AND LEFT BLANK IF IT DOES NOT  WORK WITH THE HEADING CONDITIONS.  THE TOP THREE ROWS INDICATE  INDIVIDUAL SOURCES  BEFORE FUSION to-pixel correspondence only and cannot handle multiresolution fusion. The CI-QP [47] approach, as mentioned in Section II-C, was also used as a comparison method. The CI-QP approach uses the CI to perform fusion, but CI-QP does not support MIL-type learning with bag-level labels. The mi-SVM [45] method, also mentioned in Section II-B, was used as another comparison method. The mi-SVM algorithm works under the MIL framework, but does not support multiresolution fusion. Additionally, the previously proposed MICI classifier fusion algorithm [53] was used for comparison. The MICI method is an MIL extension on CI and can handle label uncertainty, but MICI is only applicable to data with pixelto-pixel correspondence and does not support multiresolution fusion either. The CI-QP, mi-SVM, and MICI methods only work with rasterized LiDAR imagery, while our proposed MIMRF can directly handle raw LiDAR point cloud data. Table I shows a comprehensive list of comparison methods and their characteristics. Twofold cross validation was performed on this data set, i.e., training on one flight and testing on another flight. The fusion results when training on campus 1 and testing on campus 2 across all methods are shown in Fig. 9 . As shown, the MIMRF fusion results in Fig. 9(h) accurately detects all four gray-roof buildings while having significantly less false positives on other non-building objects, such as trees, in the scene than comparison methods. Fig. 10(a) and (b) shows the overall ROC curve on building detection with cross validation. In addition, the area under curve (AUC) results from the ROC curves were computed to provide a quantitative comparison. The first two columns of Table II shows the AUC results for building detection. The ACE, LiDAR1, and LiDAR2 rows are results from the three individual sources before fusion, and the methods below the dotted line are fusion results from all comparison methods. As shown, the proposed MIMRF algorithm produces the best or second best ROC curve and AUC results. Another evaluation metric, the root mean square error (RMSE), is used for comparison as well. The AUC evaluates how well the method detects the buildings (the higher AUC the better) and the RMSE shows how detection results on both the building and nonbuilding points differ from the ground truth (the lower the RMSE the better). Table III shows the RMSE comparison results between MICI and MIMRF methods (the top methods with high AUC results). The proposed MIMRF has higher AUC performance and lower RMSE than comparison methods.
5) MIMRF Results on Edge Areas:
As discussed in Section IV-A2, building detection is a challenging task along the edge areas due to spatial resolution. The edge areas refer to transition areas and boundary regions where there is a sudden change in altitude, including but not limited to building edges and edges in a tree canopy. These edge areas are difficult to label and are prone to noise and misalignment in image registration and rasterization. One of the biggest difference between the proposed MIMRF algorithm and previous methods is that the proposed MIMRF can directly use raw LiDAR point cloud data while previous image fusion methods require rasterization. We conducted additional experiments as follows to investigate the performance of all fusion methods on such edge areas, where the rasterization may be noisy, inaccurate, or misaligned.
The rasterized LiDAR imagery in our MUUFL data set was preprocessed and provided by third-party companies (3001 Inc. and Optech Inc.) with the nearest-neighbor-based rasterization techniques. We call the provided LiDAR rasterization "Optech LiDAR map." Recall that the proposed MIMRF algorithm can automatically select the "correct" LiDAR points for multiresolution fusion with its objective function. Thus, we can plot the LiDAR points selected by the proposed MIMRF into a 325 × 220 map. We call this map a "selected LiDAR map" by the proposed MIMRF algorithm. Fig. 11(a) shows the difference between the selected LiDAR map and the Optech rasterized LiDAR map. As shown, the differences are mainly along the edge areas, such as building edges or the edges of tree canopy. These pixels on the boundary are likely where the rasterization is misaligned, due to the drastic changes in elevation between an object and its surrounding pixels. This difference map is referred to as an "edge map" in the following discussions.
We also generated three alternative rasterized LiDAR maps by taking the min, max, and mean of LiDAR points within neighborhood pixels. We computed the difference between the min/max/mean LiDAR map and the given Optech LiDAR map. Any pixel that has a difference value above a threshold is determined as "edge" pixels. We then look specifically at the detection results on those edge pixels. The purpose of this experiment is to show that the proposed MIMRF algorithm, which uses the raw LiDAR point cloud data, can select the correct LiDAR points from the point cloud and produce better performance especially in those edge areas when compared with other fusion methods that use the (inaccurate) rasterized imagery. Fig. 11(b) shows an example of the ROC curve results scored only on the edge pixels. Tables IV and V present the AUC results with FAR up to 10 −3 /m 2 and the RMSE of the fusion methods, scored only on the edges. In Tables IV and V, the "MIMRF diff map" refers to results scoring on the edges determined by the difference between the LiDAR points that were selected by the MIMRF method and the Optech rasterized LiDAR imagery. The "max/min/mean diff map" refers to results scoring on the edges between aggregating neighborhood LiDAR points using the max/min/mean operators and the Optech rasterized LiDAR imagery. As seen from the AUC and RMSE results, the proposed MIMRF algorithm has superior performance compared with other fusion methods, specifically on the edge areas.
6) MUUFL Gulfport Sidewalk and Road Detection:
We conducted similar experiments on other materials in the scene and present sidewalk and road detection results in this section. Sidewalks and roads are on ground surface level and do not have drastic altitude change as building edges. These additional experiments on sidewalk and road show the effectiveness of the proposed MIMRF algorithm in understanding other materials and objects in the scene. Fig. 12 shows the ground truth map and SLIC segmentation results for sidewalk and road detection experiments. Fig. 12 (c) and (f) shows the MIMRF fusion results for sidewalk and road detection. Figs. 13 and 14 show the crossvalidated overall ROC curve results on sidewalk and road detection. The complete AUC results can be seen in Table II , which shows that the proposed MIMRF algorithm can successfully detect sidewalks and roads in the scene as well. Note that since sidewalks and roads have similar altitude with ground surface, the LiDAR sources do not have significant impact. That is why the ACE map from the HSI data has comparable AUC performance to the fusion results in sidewalk and road. Still, the MIMRF achieved best or second best in half of the experiments.
B. Soybean and Weed Data Set
The proposed MIMRF algorithm was originally motivated by the HSI/LiDAR fusion problem for scene understanding. However, the proposed MIMRF can also be used as a general multiresolution fusion framework for many applications. This section provides additional experimental results of the proposed MIMRF on an agricultural data set.
The proposed MIMRF was used to detect weed in a remotely sensed, multiresolution soybean and weed data set. In the data set, a height map and an RGB image are provided over a patch of soybean field and the goal is to detect weed amongst the soybean plants. The height map is 351 × 1450 in size and the RGB map is 1404 × 5864 in size. Fig. 15 shows the RGB map over the scene.
Three fusion sources were used for the proposed algorithm for weed detection. Fig. 16 shows the height map over the soybean-weed field. Some weeds in the scene are slightly higher than soybean plants, indicating that height is an important feature for weed detection. To extract height features, four Gabor filters at angles 0 • , 45 • , 90 • , and 135 • were applied to the height map and the sum of the filtered images was used as one of the fusion sources, as shown in Fig. 17(c) .
We also observed that, in this data set, the weed plants have lighter-colored pixels than the soybean plants. That is to say, lightness and color are useful sources of weed detection as well. We transformed the RGB values into LAB color space and the L-and B-band imagery were used as the other two sources for fusion. The L dimension provides information about lightness and the B dimension is the color opponent for the blue-yellow space. Fig. 17(a) and (b) shows the L-and B-band images, where weed pixels are highlighted. Fig. 18(a) shows the manual ground truth map for weed in this data set. Fig. 18(b) shows the SLIC segmentation results. Similar to Section IV-A2, each superpixel in this segmentation was regarded as a "bag" and the colors mark the bag-level training labels. Fig. 18(c) shows the fusion results of the proposed MIMRF fusion, where the bright yellow highlights the detected weed. Fig. 19 shows the overall ROC curve results for all comparison methods. As shown, the proposed MIMRF method can effectively detect weed in the scene and produce an overall better ROC curve performance for weed detection.
C. Discussion
There are a few observations from the experiments regarding the assumptions, limitations, and applications of our proposed MIMRF algorithm. First, our proposed MIMRF algorithm operates under the assumption that there is at least one LiDAR point that corresponds to the HSI pixel, since its purpose was to fuse LiDAR and HSI in the MUUFL Gulfport HSI/LiDAR fusion experiment (if there was zero LiDAR point, there would be nothing to fuse). In our experiments, this assumption is true, since the HSI in the MUUFL Gulfport data set was collected natively on a pixel grid with an 1-m ground sample distance, whereas the raw LiDAR data are a point cloud with a higher resolution of 0.60-m cross track and 0.78 m along track spot spacing. There certainly can exist (rarely, we argue) in other data sets where there is zero LiDAR point in a HSI pixel. In this case, the CI, by its original definition, would not work since there would not be sufficient sources to "fuse." However, we can account for this edge case by either manually defining that if there is zero LiDAR point in a HSI pixel, the CI "fusion" result will be equal to the confidence value of the HSI pixel, or assigning a LiDAR point value to the empty element such as using the average of neighboring LiDAR point values. This way, the math for the MIL bag-level labels in our proposed MIMRF algorithm in (5)- (7) can still work in the same manner.
Second, the MIL framework is useful in modeling problems where the positive bags contain relatively few pixels of target, which is quite common in remote sensing applications. For example, for pixel-size and sub-pixel-size target detection applications, the target size can be only a few pixels or less. In our building detection experiments, some superpixels may contain only a few pixels of building, especially along the edge areas. With the MIL framework, annotators can easily circle a large region and say, "there is a target in here somewhere but we do not know the exact location." In these cases, there will usually be more negative (background) points in a positive bag than the target, and MIL-based methods, such as the proposed MIMRF algorithm in this article, can easily work with such imprecise labels while non-MIL methods will have difficulty. Quantitative results on the relationship between bag structure, such as noise, contamination, and percentage of primary instances, and our MIL-based fusion methods were presented in Sections V-A and V-B of our previous work [64] .
Finally, it is worth noting that our proposed MIMRF algorithm can act as a method for both tweaking up imprecisely labeled data and being applied out-of-sample. The MIMRF can be used as a method for generating pixel-level labels for imprecisely labeled data, as shown in the soybean-weed data set experiments. Additionally, it can be applied out-of-sample (e.g., to another patch of weedy soybeans) as long as the data to be fused are from the same set of sensors/classifiers and that the sensors/classifiers have the same relationship as in training. This is because the learned g * represents the relationship between the sensors/classifiers used. Here is an easy example to illustrate this point. Let us assume for a certain problem the estimated measure g * = [g 1 , g 2 , g 3 , g 12 , g 13 , g 23 , g 123 ] = [0, 0, 0, 1, 0, 0, 1] for three sources. This means the fusion result is the intersection of the source 1 and source 2, since g 12 = 1. Therefore, this g * can be applied to any other problem as long as the desired fusion result is the intersection of source 1 and source 2. Our MUUFL Gulfport experiments illustrated this point by testing on a different flight-as long as the fusion sources (HSI and LiDAR confidence maps) have the same relationships as in training, the method can work well.
V. CONCLUSION
In this article, we proposed a novel MIMRF framework that can perform multiresolution, multimodal sensor fusion on remote sensing data with label uncertainty. The proposed MIMRF is novel and unique in that it directly fuses multiresolution, multimodal sensor outputs. Specifically, in the HSI/LiDAR fusion problem, the proposed MIMRF method can automatically select accurate LiDAR points from the raw, non-grid LiDAR point cloud using the CI and then use such selected points to perform fusion in an end-toend manner. In a way, such selection of LiDAR points may be viewed as a special, autonomous rasterization technique without enforcing an overall assumption of the nearest neighbor. Experimental results have shown superior performance especially at edge areas where traditional rasterization methods are likely to be wrong. Additionally, the proposed MIMRF does not require accurate pixel-wise training labels. Instead, the MIMRF method can learn directly from bag-level imprecise labels and produce pixel-level fusion results. Instead of the traditional manual labeling process, we show satisfactory results by simply using publicly available, crowd-sourced data such as the OSM to automatically generate imprecise bag-level labels for the proposed algorithm before fusion. Thus, we envision others being able to use the proposed self-supervised learning approach to perform pixel-level classification and produce fusion maps with minimal human intervention for a variety of multiresolution fusion applications.
Although the proposed MIMRF was originally motivated by the HSI and LiDAR point cloud fusion problem in remote sensing, the method is a general framework that can be applied to many multiresolution and multimodal fusion applications with uncertain labels, such as precision agriculture. Future work will include investigating and incorporating alternative fusion sources and features, such as texture-based LiDAR features, and applying the proposed MIMRF algorithm to other fusion applications. Additionally, future investigation into other types of fuzzy measures, such as the binary fuzzy measure [75] - [77] , can be conducted to compress the number of independent parameters in the fuzzy measure g for more efficient learning.
