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Abstract--The initial value problem for a family of ordinary differential equations (ODEs) depending on 
a parameter E is investigated. It is shown that the behavior of standard codes when integrating the problem 
with "small" ~ is like that with E = 0. This is applied to the testing of ODE codes. The main results deal 
with the transformation f a problem that is difficult for a conventional code to a problem that is easy. 
This is an attrractive alternative to the development of methods and software for special classes of
problems. 
1. INTRODUCTION 
We are concerned with e numerical integration of the initial value problem for a system of 
ordinary differential equations 
=f( t ,y ) ,  a <<. t <<. b, y(a)g iven.  (1) 
In many areas it has been found useful to represent a solution y(t )  in a different way, and this, 
of course, leads to the possibility of obtaining y by solving an equation 
Yc = g( t, x)  (2) 
for a related function x(t). There has been little theoretical investigation fthe question as to which 
of two such possibilities i to be preferred. One such investigation is that of [1] which considers 
the merits of several transformations forthe solution of the Sturm-Liouville problem by shooting. 
A closely related issue concerns the solution of one member of a family of problems. One might 
expect hat if two problems are somehow "close", then they should be solved with about equal 
efficiency by a given code. Deuflhard [2, 3] looks at a family of regularly perturbed problems and, 
among other results, shows something of this kind. 
In the next section we consider the solution of a family of problems arising from a regular 
perturbation. The conclusions are applied to the task of comparing codes for the initial value 
problem. Some kinds of problems are easy for standard methods. In Section 3 we consider how 
to transform certain difficult problems into ones that are easy to solve. In principle we can handle 
stiff problems, but practical matters make this computationally impossible. We explain why. 
Standard methods for the initial value problem are based, directly or indirectly, on local 
approximation f the solution by a polynomial. There are classes of interesting problems for which 
polynomial approximation does not seem natural and does not appear to be efficient. As a 
consequence methods based on other kinds of approximating functions have been developed to 
deal with certain special forms. For problems that can be put in the form of a perturbed harmonic 
oscillator, it is natural to use trigonometric polynomials as Gautschi [4] has done. Stiefel and Bettis 
[5] go on to deal with resonance t rms. Deuflhard [2, 3] derives special extrapolation methods f r 
such problems. We are able to solve these problems efficiently with standard codes after a judicious 
transformation. It is so much work to develop an item of mathematical software based on a new 
method that it is quite attractive to be able simply to change the problem and then use well tested 
codes. 
In a final section we present a selection of numerical examples that show that certain interesting 
classes of problems can be solved efficiently with standard codes after transformation. 
tThis work was partially supported by the Applied Mathematical Sciences Program of the Office of Energy Research 
under DOE Grant DE-FG05-86ER25024. 
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2. REGULARLY PERTURBED PROBLEMS 
In this section we investigate the numerical solution of a family of initial value problems that 
depends on a parameter E >~ 0. We shall argue that in appropriate circumstances the numerical 
solution of a problem with "small" E > 0 is much like the solution of the problem with E = 0. We 
begin with the computation of the solution y(x, e) of a problem of the form 
y '=F(x ,y ,E )=cf (x ,y ,Q ,  a<~x<~b, (3) 
y (a, E) = A + Ect (E). (4) 
It is assumed that fand  ~ are smooth enough for the arguments made. In particular, it is assumed 
that f satisfies a Lipschitz condition in y with constant L for a ~< x ~< b, all y, and 0 ~< E ~< E'. The 
reason we focus on perturbations of this special form is that conventional numerical methods are 
exact for the limit problem 
y '=0,  a<~x<~b (5) 
y (a) = A, (6) 
provided they are started properly. We shall see that the methods are very efficient for (3, 4) when 
E is "small", and so in the rest of the paper we consider how to transform certain problems difficult 
for conventional methods to the form (3, 4). 
The Lipschitz condition on f in (3) implies that F satisfies 
I I F (x ,u ,O-F(x ,v ,E) l l  <~EL =,.~. 
The classical situation for the theory of the numerical solution f the initial value problem is that 
F satisfy a Lipschitz condition with a constant ~ such that ~(b  - a) is "not large". In the present 
situation this is obviously true for all sufficiently small E. Among other things, this means that the 
problem is well posed. Indeed, because LP is 0(Q here, the initial value problem and its numerical 
solution is well conditioned for small E. 
It is usual to evaluate implicit formulas by simple (functional) iteration in the classical situation. 
The rate of convergence of this iteration is governed by .~. In the present situation this iteration 
converges increasingly fast as E ~ 0, being exact in the limit E = 0. 
Users of codes provide a tolerance ~ and the code is to select a step size as large as possible that 
will result in a local (truncation) error with norm smaller than ~. With, for example, a linear 
multistep method of order p, the step size h is to satisfy 
II cp+ l h p+ I y~'+ l)(x,) II ~< 
in a step from x, to x, + h. Here Cp+l is an error constant characteristic of the method. Obviously, 
for (3, 4) 
d p 
y~'+t)(x,, ~ ) = -~xp[Ef (x, y, c)] ;=x, 
=Yn 
is 0(E). This means that as e ~ 0, the desired local truncation error can be achieved with h that 
get bigger and bigger. Other kinds of conventional methods have local truncation errors that 
involve partial derivatives of F(x, y, E) evalued at (x,, y.). All these partial derivatives are obviously 
0(E). All the standard methods are exact when E = 0; these observations say that as c ~ 0, the step 
size that will provide the desired truncation error grows without bound. 
The theory of absolute stability tells us about the behavior of a numerical method when the step 
size h is fixed. The critical quantities are the eigenvalues of the local Jacobian 
If some eigenvalue 2 has Re(2) < 0, it is necessary for stability that h~. lie in a certain region S of 
the complex plane--the stability region of the method. For all standard methods, S is known to 
contain all h2 for given 2 with Re(2) < 0 and all sufficiently small h. For problems of the form 
(3), the eigenvalues are 0(0  as E -+ 0. This means that given h, any standard method will be stable 
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for the solution of (3) for all sufficiently small E. Put differently, for all sufficiently small E, 
conventional methods will not have their step size restricted by absolute stability. 
These arguments confirm our expectation that for the typical numerical method, the problem 
(3, 4) gets easier to solve as E ---, 0. Really what we have seen is that the behavior approaches that 
for the limit problem (5, 6). 
The same arguments how that for a general smooth function F(x,y, E), the difficulty of 
computation of the solution y(x, E) of 
y' = F(x, y, E) (7) 
approaches that of the limit problem with E = 0. 
Let us now take up the implications of our observations for the testing of codes. A standard 
way to compare methods has been to try out codes implementing them on a set of test problems 
[e.g. 6, 7]. The solution of a problem can reveal defects, but it is not clear how far the observed 
behavior can be generalized, if at all. It is hoped that the behavior observed when solving a 
"representative" problem will be indicative of the behavior when solving similar problems. If we 
regard the problem actually solved as the limit case E = 0 in a family of problems arising from a 
regular perturbation, our observations say that we can expect quite similar behavior when solving 
a problem with "small" E > 0. This is helpful to the interpretation of experimental results and the 
comparison of methods, but the reader should not expect oo much. For one thing, the perturbation 
allowed might have to be very small, especially where the integration is difficult in some sense. For 
another, some algorithms are not stable with respect to small perturbations of the problem. A case 
in point is the order in a variable order code. A small change to the problem can lead to a quite 
different sequence of orders (and step sizes) used in the integration. The observations are, then, 
most useful in understanding fixed order codes. 
3. VARIATION OF CONSTANTS 
In this section we study the integration of vector systems of the form 
)=A( t )y+Ef ( t ,y ) ,  a<<,t<<.b. (8) 
As was shown in the last section, the behavior of the typical code when integrating (8) with "small" 
E > 0 is much like that when E = 0. For this reason we are interested here only in problems for 
which the case ~ = 0 is difficult for our favorite code. Our most important assumption is that we 
can solve the limit problem 
.L~'x =Yc-A( t )x  =0,  a ~<t ~<b, x(a)given 
analytically. Specifically, we suppose that we can determine analytically a fundamental matrix • (t), 
.Lab(t) = 0, a<<.t<<,b, 
and its inverse ~- l ( t ) .  It is plausible that if we can handle the "difficult" part of the equation 
analytically, then we can solve the equation easily with our favorite code. 
If we write 
y(t) = ~(t) ~(t), 
a little manipulation results in the variation of constants problem: 
= Eq~-l(t)f(t, ~(t) ~), a ~< t ~< b, (9) 
y(a) = ~- l  (a) y(a). (10) 
Our motivation for this transformation is that when E = 0, y(t) is constant and so trivial to 
integrate. When E is "small", 7(t) is slowly varying and we might expect it to be easy to integrate. 
The analysis of Section 2 applies directly to (9, 10) and confirms that it becomes easier to solve 
as E gets smaller. On the other hand, the original problem is difficult to solve when E = 0 by 
assumption, and it is no easier for small E > 0. 
Our scheme is not as powerful as it might seem. We transfer adifficulty integrating the differential 
equation to the evaluation of a fundamental solution matrix. If we cannot evaluate ~ and its inverse 
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well, the approach will not succeed. Furthermore, the benefits to be gained come as E--*0. The size 
of the quantities multiplying the factor of E matters. Crucial to this is the conditioning of the 
transformation 
~(¢') = II ~( t ) I I  II ~-'(t)I I .  
To see this, look at the Jacobian matrix of (9), 
E~-I(t)~(t). 
The best we can say about its size is that it is bounded by 
oc( ~ )L, 
where L is a Lipschitz constant for f. Clearly, if the transformation is ill-conditioned, a "small" 
E will be necessary to get any help from our approach. 
The difficulties are made more concrete if we relate our approach to one used by Lawson [8] 
and others for stiff problems. Suppose we want to integrate 
)=G(y) ,  0~<t, y(0) given. (11) 
The stiffness is largely determined by the eigenvalues of the Jacobian dG/c~y. The Jacobian must 
change slowly for the current numerical methods to be effective, so it is appealing to approximate 
it by a constant matrix J and attempt to handle its effects analytically. To this end, we write 
.~y = ~ -- Jy = G(y) - Jy. 
We can take 
and then (9) is 
• (t) = exp(tJ), 
= exp( -  t J) [G (exp(tJ)y) - J exp(tJ)y ]. (12) 
The Jacobian of the new system is 
exp( - - / J ) [~-~-  J ]  exp(tJ), 
which is obviously similar to the matrix ~G/ay - J. If the Jacobian of the original system really 
is roughly constant, the transformed system may well be much less stiff. 
In our approach, we actually integrate quation (12). Unfortunately this is not ordinarily feasible 
for stiff problems. One reason is that the transformation can be very ill-conditioned. Consider, for 
example, the case o f J  = diag{ - 1, - 105 } for 0 ~< t ~< 102. The problem is not terribly stiff, but the 
fundamental matrix diag{exp(-t), exp(-10st)} leads to a condition number at t of exp(105t). 
Essentially what is happening is that when solving stiff problems it is appropriate to neglect 
quantities that tend to zero very quickly. However, it is necessary to compute these quantities 
accurately if we are to carry out the transformation i  both directions. Numerically the presence 
of such quantities results in an approximate matrix exponential that is not full rank, and our 
approach breaks down. Although Lawson's scheme [8] is based on the transformation (12), it is 
not affected like ours because he does not actually use the transformation; equation (12)is used 
only to motivate a way of solving (11) directly. Since he does not require a numerical inverse 
transformation, the fact that his approximations to matrix exponentials are not accurate for small 
components  does  not matter. 
Deuflhard [2, 3] has considered the numerical solution of scalar problems of the form 
.2"y =y(k)+Otly(k-O-I-...+Otky =Ef(t ,y) ,  O<<,t <~b, (13) 
where the ~j are given real constants. His goal was to derive discretization methods that have zero 
discretization error when E = 0. His principal interest is in methods having asymptotic error 
expansions in the square of a step size h so that they can be used for extrapolation. There are some 
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difficulties analogous to those we have with stiff problems, but he is successful in deriving 
extrapolation schemes when 
.~y=fi+it2y=Ef(t,y,p), I t>0 .  (14) 
It is clear that our approach applies to all the problems Deuflhard considered. Let us consider 
further the class (14). After converting to a pair of first order equations of the form (8), we might 
take 
~(t)=(  c°sItt 1 s in#t/ .  
\ -#  sin Itt cos itt / 
Then ( 1 ) 
-~ (t) cos #t - - sin Itt 
= It • 
\ it sin itt cos itt 
and in the Frobenius norm 
x(~(t)) = 2 cos2itt + (it2 + 1/it2) sin2#t. 
On the other hand, we might take 
~. .  / ~1, cos/tt 
(t) = ~ x/l z 
\ -- x /# sin Itt 
-~# sin itt ) .  
x/~ cos #t/ 
Then 
• - ' ( t )  = 
and in the Frobenius norm 
1 
x//-# cos/~t - ~ sin #t 
1 
L ~ sin #t x/~ cos Itt 
tc(~(t)) --/~ + 1lit. 
This second possibility is better for the large g that interest us. It is related to the investigation 
[1] of Priifer transformations for the solution of the Sturm-Liouville problem when the desired 
eigenvalue is large. The limit problem e = 0 is a harmonic oscillator. When the solution oscillates 
many times during the integration, itb is "large", the limit problem is not easy for a conventional 
integrator, and we have argued that a problem with small E > 0 will also not be easy. Our approach 
can be applied simply to this class, and we have seen that it is not badly conditioned. 
Deuflhard has derived special methods that are exact for (14) when e = 0 and are very efficient 
for small E > 0. In contrast we transform (14) to a problem for which all the standard methods 
are exact when E = 0 and are very efficient for small E > 0. In particular, we can use a standard 
extrapolation code based on the explicit discretization of Gragg [9]. Thus we can achieve 
Deuflhard's goal by changing the problem rather than by developing a new method. There are some 
differences that should be pointed out. Deuflhard's extrapolation scheme for the general problem 
(14) is implicit. Ours, when based on the standard modified midpoint rule, is explicit. When p does 
not appear in (14), Deuflhard's cheme is explicit. In fact, the first derivative appears nowhere in 
the scheme. In our approach we convert the second order problem to a first order system by 
introducing p as a new vector of dependent variables. This is done whether p appears in (14) or 
not. 
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Systems of the form 
5~ + Mx = EF(t, x, Yc) 
where M is a positive definite matrix can be handled by either approach. A preliminary 
transformation using the eigenvectors of M is made to decouple the left hand side of the equation 
to get 
jJ + diag{#~}y = cf(t,y,.~). (15) 
In a Diplomarbeit directed by Deuflhard, Bauer [10] develops an integrator KEPLEX for systems 
of the form (15) in the special case that all the #~ are equal and ) does not appear in f  We have 
written a subroutine for the general system (15). There are two versions. One uses an explicit 
extrapolation code for the integration of the transformed problem, and the other uses a fixed order, 
explicit Runge-Kutta code. In the next section we present some numerical results obtained with 
both versions of the subroutine. 
Linear multistep methods may be thought of as discretization methods based on approximating 
the solution y(t )  of (1) by a polynomial in t. For some problems, approximation by a polynomial 
is not natural. This has led to a number of methods based on other kinds of approximating 
functions. Gautschi [4] develops trigonometric multistep methods that are based on approximation 
by a trigonometric polynomial in the variable t/T. Though applicable to a general problem, the 
methods can be expected to be most effective when the solution is periodic of period T. A practical 
difficulty is the selection of a suitable value for T. For these reasons Gautschi focuses on problems 
of the form 
where 
+ P( t )x  = 0, (16) 
P(t )  = P0[1 +p(t)] > 0 for t/> to, (17) 
and p(t)  is "small". He can then take T = 2n /~0.  
Stiefel and Bettis [5] go further along the line followed by Gautschi. Cowell's method is a linear 
multistep method particularly suited to second order systems in which the first derivative does not 
appear, e.g. the perturbed harmonic oscillator 
5~ + o92x = ~(t, x). (18) 
They modify Cowell's method so that in addition to integrating low order polynomials in t exactly, 
it will also integrate xactly the unperturbed equation (18), hence a linear combination of cos c0t 
and sin cot. Because of the possibility of the perturbing function ~b being in resonance, they modify 
the method so that it will also integrate xactly a linear combination of t cos ogt and t sin on. A 
helpful part of their paper is their discussion of putting interesting physical problems into the form 
of a perturbed harmonic oscillator. One example is the transformation f perturbed Kepler motion 
K 2 
+ ~ x  = EP(t, x, ic) (19) 
into a system of the form (1 8), or (1 5) where the small parameter is displayed. Deuflhard was quite 
interested in the solution of this class of problems. Because the discretization he developed isexact 
for the transformed problem when E = 0, he calls it "Kepler discretization". Stiefel and Bettis 
present numerical results for a problem of this kind, and Deuflhard also treats the problem. In the 
next section we present numerical results for our approach to this example. 
It will be obvious that our approach is applicable to many of the problems treated by Gautschi 
[4] and Stiefel and Bettis [5]. For example, the class (16, 17) is handled by writing the equation as 
5?. + Pox = - Pop(t)x 
and applying the subroutine we prepared for problems of the form (15). In our approach we 
compute x(t )  in the form 
x(t )  = [~,l (t)cos(x//ff00 t) + 72(t)sin(x/~ot)]/Plo/4 . 
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Gautschi uses a trigonometric polynomial in the variable x/~0 t and Stiefel and Bettis allow terms 
like t cos(x/~0t ). By applying a conventional numerical method to compute the 7i(t) we, in effect, 
approximate them locally by a polynomial in t. Though quite distinct technically, the basic ideas 
of all these approaches have much in common. The virtue of the approach we propose is that we 
can rely upon existing software. 
4. NUMERICAL  EXAMPLES 
As a first example, we present results for the displacement of a nonlinear spring described by 
.~ +y - -Ey3=0,  y(0)= 1, y ' (0 )=0.  (20) 
A number of our examples were integrated with a code DVERK in the IMSL library. It is an 
explicit Runge--Kutta code of fixed order based on a (5, 6) pair of Verner. For E = 10 -4 we 
integrated (20) to t = 100 rr. This conservative system has the constant energy 
E 4 __1 ½(y2(t) + p2(t)) -- -~y (t) = ~ - E/4. 
Using the default error criterion of DVERK we found that with tolerance 10 -5 the integration took 
5280 evaluations of the derivatives and resulted in an energy at 100 It of 0.499957. The correct value 
is 0.499975. We transformed the system in the manner described earlier and solved the new system 
with DVERK and a tolerance of 10 -5. This cost 1296 derivative valuations and resulted in a 
computed energy of 0.499977. 
Gautschi [4] considers an example of the form (16, 17) that arises by a preliminary trans- 
formation. In general, if we want to integrate Bessel's equation 
t2j~ + t P + ( t  2 _p2)y  = O, 
for its solution y(t), we can introduce x( t )= It 11/2y(t) and solve instead 
g + x = (~-p2) t -Ex .  
For bounded Ix I, this equation gets easier and easier for our approach as t ~ oo. The specific 
example Gautschi treats uses a different variable and the initial conditions are such that the 
solution is tlaJo(lOt ). The equation is 
g + 100x = -x / (2 t )  2. (21) 
For t I> to we can write the right hand side as -e( to/ t )2x where e = (2t0) -2. The equation was 
integrated on the interval [l, 10] used by Gautschi and on the set of intervals [to, to + 10] for t o = 50, 
100, 150, 200, 250, 300. For each initial value problem we chose the initial conditions o that the 
solution is t 1/2 J0(10t). We measured the maximum difference between our computed results for y 
and P and the true results. The largest value seen at any step in the integration is reported in Table 
1 along with the cost in derivative valuations. For this example we did the integrations with the 
extrapolation code ODEX from Ref. [11]. 
In both integrations the tolerance was taken to be 10-7 ;  the initial step size was 10 -1 . The 
transformed problem is so easy for this code and this tolerance when to is moderately large, that 
the code does its minimum number of derivative valuations for several of the intervals. 
Table I. Solution of(21) on different intervals by direct integration of(21) and after 
transformation 
Max error in y, ~ Cost 
Interval Direct Transform Direct Transform 
[I, 10] 3.7 ( -6 )  5.8 ( -7 )  2397 481 
[50, 60] 3.8 ( - 6) 1.7 ( - 7) 2700 269 
[100, 110] 4.0 ( -6 )  1.9 ( -7 )  2700 192 
[150, 160] 3.9 ( -6 )  3.3 ( -7 )  2700 84 
[200, 210] 4.1 ( -6 )  2.8 ( -6 )  2700 14 
[250, 260] 3.6 ( - 6) 4.6 ( - 7) 2700 14 
[300, 310] 4.0 ( -6 )  1.8 ( -6 )  2700 14 
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Table 2. Solution of (22) by direct integration and after transformation 
Ar Cost 
Tolerance Direct Transform Direct Transform 
1.0(-5)  1.4(-3)  9 .7( -5)  2642 2319 
1.0 ( -6 )  1.3 ( -4 )  2.8 ( -6 )  4029 3754 
1.0(-7) 8 .5( -6)  7 .5( -8)  6428 4518 
1.0(-8) 3 .0( -7)  8 .5( -9)  7962 6122 
1.0 ( - 9) 1.4 ( - 7) 3.9 ( - 9) 9475 7025 
1.0(-10) 1.5(-8)  1.6(-10) 12473 8374 
Stiefel and Bettis [5] consider an example of perturbed Kepler motion (19) that Deuflhard [3] 
and Bauer [10] also consider. After transformation, the problem all these authors integrate is 
/~1 + p2vl = - -  Er-3 v~, 
U2 ~1- ~ 2/)2 : - -  Er -3  U2 ' (22) 
where 
f 3 2 2 =vj+v2, v l (0)=l ,  v2(O)=O, ~)l(0)=0, ~2(0)=0.5x/ l+e,  
/~=0.5x /1 - -e+2E,  e=0.5  and E=0.0014/3 
Deuflhard states a result of van Veldhuizen to the effect that for e = 0.5, r(mp) = 1 for m = 0, 
1 . . . .  and 
p = 2 * 4.4395413186376. 
We integrated this problem to t = 40p and measured the absolute value of Ar, the difference 
between the computed r and the true value 1. This was done directly by converting (22) to a first 
order system and using ODEX and by transformation and again using ODEX. The results are 
displayed in Table 2. 
It must be appreciated that a given tolerance does not have the same meaning for two different 
initial value problems with the same solution as is the case here. To interpret these results we must 
compare the work required by the two approaches to achieve the same accuracy. Evidently the 
transformation was very helpful even though the parameter ~is not particularly small. We have 
also computed results that correspond to those reported by Deuflhard [3]. It appears that this 
problem can be solved using transformation and a standard explicit extrapolation code with an 
efficiency comparable to that of his code implementing a special extrapolation procedure. What 
is more important is that our approach is not affected by the presence of 3) in (14) whereas a code 
would have to be developed for Deuflhard's pecial method to solve such problems. 
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