Abstract. Given a compact Riemannian Manifold (M, g) of dimension n ≥ 3, a point x 0 ∈ M and s ∈ (0, 2), the Hardy-Sobolev embedding yields the existence of A, B > 0 such that (1) 
for all u ∈ H 2 1 (M ). We let K(n, s) be the optimal constant of the Euclidean HardySobolev inequality, that is (3) K(n, s)
we denote by C ∞ c (R n ) the set of C ∞ -smooth functions on R n with compact support and by | · | the Euclidean norm in R n . The value of K(n, s) is K(n, s) = [(n − 2)(n − s)] , where ω n−1 is the volume of the unit sphere on R n and Γ is the Euler function. It was computed independently by Aubin [1] , Rodemich [25] and Talenti [26] for the case s = 0, and the value for s ∈ (0, 2) has been computed by Lieb (Theorem 4.3 Date: January 12th, 2014. 1 in [22] ). Following Hebey [16] , we define A 0 (M, g, s) to be the best first constant of the Riemannian Hardy-Sobolev inequality, that is (4) A 0 (M, g, x 0 , s) := inf{A > 0 ∃B > 0 such that (2) holds for all u ∈ H 2 1 (M )}. For the Sobolev inequality ((2) when s = 0), Aubin proved in [1] that A 0 (M, g, x 0 , 0) = K(n, 0). When s ∈ (0, 2), the author proved in [20] that A 0 (M, g, x 0 , s) = K(n, s). In particular, for any ǫ > 0, there exists B ǫ > 0 such that we have :
1 (M ) as α → +∞. By I α (u α ) = λ α , we get that u α 2 ≤ C 1 α −1/2 , where C 1 > 0 is independent of α. Since H 2 1 (M ) is compactly embedded in L 2 (M ), we then get that u 0 2 = 0. Hence u 0 ≡ 0. This proves the claim.
Since M is compact and u α ∈ C 0 (M ) for all α > 0, there exist x α ∈ M , µ α > 0 such that (11) max
In the sequel, we denote by B ρ (z) ⊂ M the geodesic ball of radius ρ centered at z.
Proposition 1.
We let (u α ) α>0 be as in (9) .
For any r ∈ n 2 , n 2−s , we have that B2ρ y (y) F r α dv g ≤ C 2 where C 2 > 0 is a constant independent of α. By Theorem 4.1 in Han-Lin [14] (see also Lemma 4 in the Appendix), it follows that there exists C 3 = C 3 (n, s, y, C 2 ) > 0 independent of α such that, up to a subsequence, we have that
Proposition 1 follows from a covering argument.
Proposition 2. We let (u α ) α>0 be as in (9) . Then sup M u α = +∞ as α → +∞.
Proof.
We proceed by contradiction and assume that sup M u α → +∞ as α → +∞.
Then there exists
then by dominated convergence Theorem we get that lim α→+∞ u α 2 ⋆ (s),s = 0. A contradiction since for all α > 0, u α 2 ⋆ (s),s = 1. This ends the proof of Proposition 2.
Propositions 1 and 2 immediately yield the following: Proposition 3. We let (u α ) α>0 be as in (9) . Then x α → x 0 as α → +∞.
In the sequel, we fix R 0 ∈ (0, i g (M )), where i g (M ) > 0 is the injectivity radius of
The main result of this section is the following: Theorem 2. We let (u α ) α>0 be as in (9) . We consider a sequence (z α ) α>0 ∈ M such that lim α→+∞ z α = x 0 . We define the functionû α on B R0µ
where exp
and, up to a subsequence, η αûα converge toû weakly in D 2 1 (R n ) and uniformly in C 0,β loc (R n ), for all β ∈ (0, min(1, 2 − s)), where η α := η 0 (µ α ·) and
where | · | is the Euclidean norm on R n and δ is the Euclidean metric of R n .
Proof of Theorem 2. We consider (u α ) α , (z α ) α>0 ∈ M andû α as in the statement of the theorem. We define the metricĝ α : X → exp * zα g(µ α X) and also on R n , the vectors X α = µ
zα (x 0 ). It follows from (13) that
The proof of Theorem 2 proceeds in several steps :
Step 1.0 : We claim that, for all α > 0,û α verifies
Proof. Indeed, we consider α > 0, X ∈ B Rαµ −1 α (0). Letting x = exp zα (µ α X), we then obtain (18) ∆ĝ
Since u α verifies equation (9) then plugging (18) and (19) into (9), we get the claim.
Step 1.1:
Proof. Indeed, for all α > 0, we can write :
Since µ α → 0 as α → +∞ then, up to a subsequence of (µ α ) α>0 , there exists C 5 > 0 independent of α such that we have in the sense of bilinear form
(0) where δ is the Euclidean metric on R n . Relations (20) and (21) imply that there exists a constant C 6 > 0 independent of α such that
where C 8 > 0 is a constant independent of α. On the other hand, we write that
for all α > 0. Plugging (24) and (25) into (20), we then obtain that
where C 9 > 0 is a constant independent of α. The last relation and (21) give
where C 10 > 0 is a constant independent of α. This implies that the sequence
It remains to prove thatû ≡ 0. Indeed, sinceû α ≤ 1 and λ α ∈ (0, K(n, s) −1 ) then for all X ∈ B Rαµ −1 α (0), we can write :
where
We consider r ∈ ( n 2 , n s ). It follows from (21) that
for all X ∈ B R0 (0). We distinguish two cases :
In this case, we get with (16) that for all α > 0, X α , X 0,α ∈ B R1 (0), for R 1 > 0 sufficiently large and by (28) and (29), we obtain that B2R 1 (0) F r α dvĝ α ≤ C 11 , where C 11 > 0 is a constant independent of α.
In this case, coming back to relations (28), (29) and by dominated convergence Theorem, we get that
Hence, we get in both cases, up to a subsequence, that there exists
Thanks to Theorem 4.1 in Han-Lin [14] (see also Lemma 3 in the Appendix), we get that
where C 14 > 0 is a constant independent of α. Since (η αûα ) α>0 is bounded and converges weakly toû as
14 and thenû ≡ 0. This ends the proof of Step 1.1.
Step 1.2: We claim that λ α → K(n, s) −1 as α → +∞.
Proof. Indeed, since for all α > 0, we have λ α ∈ (0, K(n, s)
We proceed by contradiction and assume that λ = K(n, s) −1 . Then there exist ǫ 0 > 0 and α 0 > 0 such that for all α > α 0 :
By Jaber [20] , for all ǫ > 0 there exist B ǫ > 0 such that for all α > 0, we have :
Letting α → +∞ and then ǫ → 0 in the last relation, we obtain that λ λ+ǫ0 ≥ 1, a contradiction since λ ≥ 0 and ǫ 0 > 0. This proves that λ = K(n, s) −1 .
Step 1.3: We claim that there exists
Proof. We consider R > 0 and ϕ ∈ C ∞ (B R (0)). Indeed, thanks to Cartan's expansion of the metric g (see for instance [21] ), we have for all α > 0 :
By dominated convergence Theorem, we obtain that (37)
Together, Relations (36) and (37) give that
Hence, αµ At last, we consider the sequence (h α ) α>0 defined on B R (0) by :
We claim that
We distinguish two cases :
This proves the claim in case 1.3.1.
This implies that there exists a constant C 15 = C 15 (ǫ) > 0 independent of α such that |h α | ≤ C 15 · |ϕ|. Coming back to dominated convergence Theorem, we obtain with the last relation that
On the other hand, we get by (28) and (29) that
where C 16 > 0 is a constant independent of α. In a similar way, we prove that
where C 17 > 0 is a constant independent of α. Combining (39), (40) and (41), it follows for all α > α 1 that
Letting α → +∞ then ǫ → 0 in the last relation, we obtain that
This proves the claim in case 1.3.2. Hence, by combining relations (35), (38) and (42) with (17), we get (33). This ends Step 1.3.
Step 1.4: We claim that X 0,α = µ
Proof. We proceed by contradiction and we assume that |X 0,α | → +∞ as α → +∞. We proved in Step 1.3 that we obtain in this case :
. Now, we consider R > 0 and define the functionη R on R n bŷ η R (X) = η(R −1 X). Multiplying (43) byη Rû and integrating by parts, we get that
To get the contradiction, we need the following lemma :
Proof of Lemma 1: Indeed, we have that :
Applying dominated convergence Theorem, we get that
On the other hand, we obtain by Inequalities of Cauchy-Schwarz then by Hölder's inequalities that
, where 2 * = 2n/(n − 2) and C 18 , C 19 > 0 are independents of α. It follows from the last relation, Sobolev's embedding theorem and the dominated convergence theorem that
Letting R → +∞ in (45) and thanks to relations (46) and (47), we get the claim. This proves Lemma 1. Now, going back to relation (44) and thanks to Lemma 1, we get that
where lim R→+∞ o R (1) = 0. Thus is a contradiction sinceη Rû 2 ≥ 0 andû ≡ 0. This contradiction completes the proof of Step 1.4.
As a consequence, Step 1.4 implies that |X 0,α | = O(1) when α → +∞, which yields (14) . Therefore, there exists X 0 ∈ R n such that the functionû verifies in the distribution sense :
Step 1.5: We claim that A = 0.
We proceed by contradiction and assume that A > 0. At first, let us prove thatû ∈ L 2 (R n ). Multiplying (48) byη Rû and integrating over R n , we obtain (49)
We claim thatû
We prove the claim. For all α > 0, we
Then for R > 0, we obtain by a change of variable that BR(0)
This proves the claim.
Letting R → +∞ in (49) and using (50), we get, thanks to Lemma 1, that lim R→+∞ A R nηRû 2 dX ≤ C 20 , where C 20 > 0 is independent of α. Applying Beppo-Livi Theorem in the last relation, we get thatû 2 ∈ L 1 (R n ). Now, we consider the function
f is clearly continuous on R n \ {X 0 } × R andû verifies ∆ δû = f (X,û), it follows by standard elliptic theory (see for instance [13] 
By the Claim 5.3 in [11] (once one checks thatû and f satisfy all the condition of the Claim), we obtain after simple computations that
This ends the proof of Step 1.5.
As a consequence, Step 1.6 implies that there exists X 0 ∈ R n such that the function u verifies in the distribution sense :
Step 1.6 : We claim that there exists a > 0 such that
Proof. Indeed, Multiplying (51) byη Rû , integrating over R n and letting R → +∞, we obtain that
Thanks to the definition of K(n, s) and with the last relation, we get that
Inequalities (53) and (50) give that
This implies that, up to a translation,û is a minimizer for the Euclidean HardySobolev inequality. By Lemma 3 in [9] (see Chou-Chu [8] , Horiuchi [19] and also Theorem 4.3 in Lieb [22] and Theorem 4 in Catrina-Wang [6] ), we get thatû(X) =
2−s for some b = 0 and c > 0. Sinceû satisfies (51), we get (52). This proves the claim.
Step 1.7 : We claim that, up to a subsequence, η αûα →û in C 0,β
Proof. Given R ′ > 0, we get by Step 1.0 (equation (17)) and Step 1.6, up to a subsequence of
It follows by standard elliptic theory (see [13] ) that for all β ∈ (0, min(1, 2 − s)) and all R < R ′ , (û α ) ∈ C 0,β (B R (0)) and there exists
This ends the proof of Step 1.7.
Theorem 2 follows from Steps 1.0 to 1.7.
Proof. At first, we apply Theorem 2 with z α = x α . In this case, we get that
Sinceû(0) = 1 and û ∞ = 1, Then 0 is a maximum ofû. On the other hand, we can see from the explicit form ofû in Theorem 2 that for all X ∈ R n ,û(X) ≤û(X 0 ). Therefore X 0 = 0. Hence, we obtain, up to a subsequence of (z α ) α>0 , that
We now apply Theorem 2 with z α = x 0 : this is possible due to (54). With the change of variable X = µ
x0 (x), we write that
|X| s dvĝ 0,α withĝ 0,α (X) = exp * x0 g(µ α X), we get by applying the dominated convergence Theorem twice and thanks to Theorem 2 that
Corollary 1 follows from this latest relation and u α 2 ⋆ (s),s = 1.
Proof of Theorem 1
In order to prove Theorem 1, we proceed by contradiction and assume that for all α > 0, there existsũ α ∈ H 2 1 (M ) such that
We proceed in several steps :
Step 2.1: We claim that for all α > 0 there exists
Proof. Given α > 0. By (56), there existsũ α ∈ H 2 1 (M ) that verifies I α (ũ α ) < K(n, s) −1 . This implies that λ α := inf v∈H 2 1 (M)\{0} I α (v) < K(n, s) −1 . Hence, thanks to Jaber [20] (Theorem 4, see also Thiam [28] ), we get the Claim of Step 2.1.
Step 2.2: Following Druet arguments in [10] (see also Hebey [17] ), we claim that there exists C 22 > 0 such that for all x ∈ M et α > 0, we have :
Proof. We proceed by contradiction and assume that there exists a sequence (y α ) α>0 ∈ M such that
Since M is compact, we then obtain that lim α→+∞ u α (y α ) = +∞. Thanks to Proposition (1) , we get that, up to a subsequence, y α → x 0 as α → ∞. Now, for all α > 0, we letr α = u α (y α )
We claim that for a given α > 0 and R > 0,
Indeed, we fix ρ > 0. Since y α → x 0 etr α → 0 as α → +∞ then we write, up to a subsequence of (y α ) α>0 , that :
Given R > 0. Thanks to Corollary 1, we have that
where the function ε R : R → R verifies lim R→+∞ ε R = 0. Therefore,
where the function ε R : R → R verifies lim R→+∞ ε R = 0 We distinguish two cases :
In this case, we obtain immediately (61) from (63).
Case 2.2.2 :
Br α (y α ) ∩ B Rµα (x 0 ) = φ. In this case, we obtain that
By (60), we get that
Together, relations (64) and (65) give that
Independently, we consider an exponential chart (Ω 0 , exp
). Under the same assumptions of Theorem 2, we assume that z α = x 0 and we letỸ α = µ
By compactness arguments, there exists a constant C 23 > 1 such that for all X, Y ∈ R n , µ α |X|, µ α |Y | < R 0 :
Using (67) and the change of variable X = µ
x0 (x), we obtain :
By dominated convergence Theorem, it follows that
Therefore, from the last relation and (63), we get (61). This ends the proof in the Case 2.2.2.
Now, we consider a family (Ω α , exp −1 yα ) α>0 of exponential charts centered at y α and we define on B R0r
) and the metricḡ α (X) = exp * yα g(r α X). Using the same arguments of Step 1.2, we prove that there existsū ∈ D Sinceū α (0) = 1 for all α > 0 then using the same arguments of Step 1.1 and Lemma 2, we obtain by Theorem 4.1 in Han-Lin [14] (see also Lemma 3 in the Appendix) that there exists C 24 > 0, r > 0 independent of α such that ū α L 2 (Br(0)) ≥ C 24 . Letting α → +∞ in the last relation, we deduce thatū ≡ 0. Similarly, we prove as in Step 1.7 thatû α →û in C 0 loc (R n ).
Coming back to (61), we write that for any α > 0 that Step 2.3: Here goes the final argument (we adapt the one in Druet [10] and in Hebey [17] to our case). We fix ρ ∈ (0, i g (M )) sufficiently small. We consider a smooth cut-off function η on M such that 0 ≤ η ≤ 1, η ≡ 1 on B ρ (x 0 ) and η ≡ 0 on M \ B 2ρ (x 0 ). We define the function η 0 on B 2ρ (x 0 ) by η 0 = η • exp 
