The experiment on the accuracy evaluation of colorimetric measurements in software and hardware environments carried out by the Research Laboratory of Optical Electronic Instrument Engineering within the framework of the State Program of scientific research "Electronics and Photonics" is described. The experiment was conducted in the accredited testing laboratory of the Public Corporation "Rudensk" (Rudensk, Republic of Belarus) which uses the reference measurement procedure. Under the conditions of repeatability and intermediate precision the color and chromaticity coordinates of the created samples were determined by their multiple digital registration using vision system (digital camera) to determine the capabilities of the methodology from the standpoint of building a multidimensional conditional scale.
INTRODUCTION
Colorimetry is a color measurement performed in accordance with the adopted system of conventions (international agreements) [1] . Basic colorimetry [2] includes standard models of observation conditions and is used in the control of products in medicine, chemistry, printing, painting, and automotive industry [3] [4] [5] . High colorimetry "includes the methods for assessing the perception of color stimulus presented to the observer in a complex environment that we observe in everyday life» [2, 6] , i.e. in real conditions of observation and is used for example in the development of lighting scenarios. High resolution colorimetry is a methodology of qualitative and quantitative methods for studying the color characteristics of self-luminous and non-self-luminous objects based on digital registration technologies and digital images processing which allows to provide reliable results with a given level of reliability. Sometimes we can have situations when any of the color channels in the digital image are in saturation or at noise level and the color range of the recording device is sharply narrowed, causing distortion of the measurement information. The developed method provides new measurement capabilities as it allows by repeatedly registering the surface of the object to calculate the brightness values in three color channels differing by several orders of magnitude by comparing the brightness of each point of the object with the reference brightness of reference samples and performing mathematical transformations using conventional scales which will calculate the color coordinates in the standard color space for each control point of the object. Research Laboratory of Optoelectronic Instrumentation (Belarusian National Technical University, Minsk, Republic of Belarus) develops the methodology as a part of the tasks of the State research Program "Electronics and Photonics».
The main provisions of colorimetry in hardware and software environments are formulated as follows:
 Digital image is the result of elements color gamut convolution of the information and measurement channel including a light source, illuminated object, matrix photo detector, software, display device. Each element of the channel is a potential object of research depending on the task for example evaluation of color rendering of the light source, a control of illuminated object color and brightness properties, evaluation of system software capabilities, digital camera adjustment, information display device setting, etc. Thus a digital image is an information model of one of the elements provided that all other elements are validated [7] .  Determination of color characteristics in discrete vision systems with an arbitrary number of input and output values is based on the metamerism phenomena, statistical redundancy and quantization effects and consists in averaging the digital image signals over a certain area in the context of the "space-time" factor. Therefore, the methodology is applicable to non-point (extended) objects.  Principles and methods of objects photometric and colorimetric characteristics measurements in software and hardware environments are based on digital registration of the object and certified reference samples by a matrix photo detector. Optoelectronic transformations in the information measuring channel and processing of the received digital images allow to build intensity calibration dependences. These are the dependences of the digital image intensity on the brightness of reference samples and exposure time for three color channels which make it possible to determine the brightness and color at the object control point from it digital image. Certified (reference) samples provide metrological traceability by constructing a multidimensional conventional scale and are non-point primary or secondary emitters with uniformly distributed brightness (reflection coefficient) [8] .  The definitional uncertainty characterizes the smallest value scattering region in the multidimensional functional space due to limited detail in the definition of color as a subjective sensation and an Athenian vector quantity. The definitional uncertainty depends on the nominal quantization steps reproduced by conventional digital image scales which in three-dimensional color spaces in the limiting case are the McAdam ellipses [9] .
 The result of measuring chromaticity coordinates as a vector quantity is described by a vector column (expectation) and a set of covariance matrices (uncertainty). So we carry out metrological modeling of the colorimetric measurements results in software and hardware environments in discrete systems with an arbitrary number of input and output values on the basis of modular ascending and descending approaches with building of mathematical expectation models of measurement results and models for dispersion (uncertainty and covariance), integration of uncertainty components taking into account the entropy of measurement information.
The method of numerical reference multidimensional colorimetric scale modeling is considered in detail in [10] . It consists in creating a set of certified reference samples (non-point emitters) related to a particular sector of the color palette and forming at digital registration with incrementally increasing exposure time vectors in the color space XYZ. These vectors originate from the zero point of space and intersect the plane of the color locus of the chromaticity graph forming a geometric place of its chromaticity points. This procedure allows providing the condition of uniformity of measurements. In [10] , the authors establish regularities of mapping calibration dependencies in the XYZ space for its division (zoning) into sectors by numerical simulation. Thus, we are able to determine the desired sector of the color space in the measurement process and reduce the methodological component of uncertainty. The authors carried out the division of the palette into sectors on the principle of predominance of R (red), G (green) and B (blue) components available in descending order. Sector I -RGB; Sector II -RBG; Sector III -GBR; Sector IV -GRB; Sector V -BRG; Sector VI -BGR. We determined the intensities R, G, B (color coordinates) of each element within the sectors based on averaging the intensities over an area of approximately 60*60 to 128*128 pixels. Then we transformed the RGB→XYZ color coordinates and calculated the chromaticity coordinates. We took three cells of the same color from each sector from light to darker the boundaries between sectors in space were determined XYZ by the calculations. This division allows you to determine the chromaticity zone in the visible range of reference samples (primary emitters) that are used to build calibration dependencies. Further, we solved the problem of optimization of quantitative and qualitative composition of reference samples depending on the required photometric and colorimetric characteristics. We used the developed computer program "Photon" to zone the XYZ color space in an automated mode [11] .
HYPOTHESIS
The modular principle of step-by-step graphic data processing is the basis of the methodology for the transition from photometric measurement of scalar quantities to colorimetric measurement of vector quantities. They highlight control points or areas in the method of measuring the brightness of a selfluminous object on the surface of the object under study. Then it is necessary to place the reference light sources with a known brightness and with the help of a matrix photo detector to carry out multiple registrations of self-luminous object and reference light sources with incrementally increasing exposure time. Then you need to perform computer processing of the digital images to determine the intensity of the digital image areas and brightness in the control area of the selfluminous object by the formula [12] :
Where N -averaged intensity of the corresponding area of the digital image, relative units: 
Figure1. Calibration dependences of digital image area intensity on exposure time
In figure 1 , the exposure time is plotted along the horizontal axis, the intensity of the digital image areas corresponding to the reference light sources is shown on the vertical axis. Figure 3 shows a dependency coupling where the brightness of the reference light sources, cd/m2, is plotted along the horizontal axis. The intensity of the digital images areas of corresponding to the reference light sources for different exposure times is shown on the vertical axis.The use of reference light sources allows to determine the brightness of the self-luminous object in the controlled areas by the characteristic dependences. Thus we are able to expand the dynamic range of measurements [13] . So the intensity of the digital image within the color gamut also increases with increasing the exposure time. This active range is typically about 60 dB. Figure 3 shows the characteristic dependences of the output signals of the CCD array of the photo detector corresponding to images made at shutter speeds t1<t2<t3 for one of the color channels. The points L01 and L01 correspond to the brightness values of the color targets in this color channel. The dynamic range of the matrix photo detector is limited by the region of noise (point N1, dotted line) and saturation (pointsLsat1, Lsat2, Lsat3), the areas II and II illustrate the expansion of the dynamic range by mathematical modeling.
Figure4. The calibration dependence of the intensity of the color channels of brightness
During the planning phase of the experiment, the camera must be tested in the laboratory to determine the number of defects in the photosensitive field of the matrix, the uneven sensitivity of the image field, the saturation signal, the dark signal level and the dynamic range width by performing a series of calibration frames if the manufacturer has not specified this information).
For each curve in the three color channels, we expected large-scale conversion factorsК12, К23: Relative errors were determined by the formulas: When converted to light units, the scatter of points relative to the calibration curve was not more than 10 %, which shows the possibility of using this method. Thus, the expansion of the range of the measurement method can be carried out by computer processing of digital images.
The experiment on the scale implementation was conducted on the basis of the accredited testing laboratory of public corporation "Rudensk" (Rudensk, Republic of Belarus).We used monitors as reference samples (self-luminous objects).We created uniform color fields on the monitors so that they represent consistent color pairs i.e. they are in the same sector of the XYZ color space. They allowed constructing vectors in the aggregate representing a multidimensional reference scale. Examples of experimental (reference) samples pairs are shown in figure 4.
Figure4. Reference samples for the experiment
The lighting characteristics of the samples were determined using a measuring system including a colorimeter C1210 with a colorimetric head "Lichtmesstechnik GMBH Berlin" (Germany), a source of the type A with a control filters set. Measurement range of chromaticity coordinates is for х: from 0, 0039 to 0, and 7347; for у: from 0, 0048 to 0, 8338. Limits of permissible absolute error of chromaticity coordinates measurement are Δх = Δу = 0,007. Diameter of the photosensitive surface is 60 mm. Minimum display value is 0, 01 lx; maximum display value is 600 000 lx.
We were shooting reference samples from the same point in space using a semi-professional digital camera Nikon 5100 with optics Nikon 35 mm f/1.8G AF-S DX Nikon and exposure time 0,1 s; 0,2 s; 0,3 s. Images were saved in the format RAW. Next, we processed digital images and determined the intensities R, G, B and calculated the color coordinates by formulas [14] : 
Transformations of color coordinates into chromaticity coordinates were carried out by formulas [15] :
Mathematical expectations (arithmetic mean values) of chromaticity coordinates and their mean square deviations were found sx, sy, sz [16] :
Where tnumber of values in the aggregate (for this experiment t =3;
x j , y j , z jj-th chromaticity coordinates;
x , y , zmathematical expectations of chromaticity coordinates.
The total standard deviation sΣ is [17] :
The displacements were calculated according to [18] by the formula: 
CONCLUSION
Digital image processing technologies allow achieving the expansion of the dynamic range of colorimetric measurements and overcoming the limited color coverage of the information and measurement channel elements by digital registration with incrementally increasing exposure time of the object control point and certified reference samples. Calibration dependences of intensity on reference samples brightness and exposure time for three color channels allow determining the color coordinates of the control point by pairing calibration dependences corresponding to different digital images The process of constructing a colorimetric reference scale is to determine the color coordinates of the digital image in the RGB color space, classify and identify their location in the XYZ color space, build calibration dependences of the color channels intensity on the brightness and exposure time and to determine the chromaticity coordinates. Laboratory technology increases the resolution of color measurement by fixing the nominal quantization steps in the color channels of images and reduces the methodological component of uncertainty.
Any registered real object can have an almost infinite number of virtual implementations. "Almost" in this case means that the number of repeated experiments is limited by the laboratory resources. The correct use of vision systems as measuring devices in colorimetry of software and hardware environments involves ensuring the conditions of measurements unity. It is achieved by constructing reference brightness scales of computer images in color channels and fixing reference points of metrological traceability on them. We offered to use equally bright surfaces of self-luminous objects such as organic LEDs or video terminals as such reference points. Modern vision systems provide high spatial and brightness resolution within the active area of the dynamic range because so can be used for colorimetric studies of extended objects providing the ability to perform color measurements. Relative extended uncertainty does not exceed ±1~8 %. The developed methodology of colorimetry in hardware and software environments also provides the ability to monitor the characteristics of objects in real time and document the results of studies that can be of great importance in the operational control and confirmation of objects compliance. The proposed method allows to increase the efficiency and quality of measurements due to the fact that it provides the opportunity to perform measurements in both transmitted and reflected light, simultaneously at all points of the object, which may significantly (by several orders of magnitude) differ in their brightness characteristics. The method can be used in studies of extended luminous objects which characteristics change over time.
