Abstract-With the development of the Internet, and the increase in the online storage space, there has been an explosion in the volume of videos and images circulating online. An important part of the digital forensics' tasks is to scrutinise part of these images to make important decisions. Digital tampering of images can impede reliability of these decisions. Through this paper we attempt to improve the detection rate of splicing forgery. We also examine how well the examined splicing forgery detection algorithm works on low-resolution images. In this paper, the aim is to enhance the accuracy of an existing algorithm. One tailed Wilcoxon signed rank test was utilised to compare the performance of the different algorithms.
I. INTRODUCTION
There is a rise in the number of digital images that are freely surfing the Web, due in big part to the social media networks (e.g., Facebook and Twitter). Along with the rise in the usage of digital images, there has also been a rise in the sophistication of image manipulation tools such as the Photoshop. Photo forging, with ill intent, can generally be done in two ways, one by manipulating the image without using any other new images. If an image is doctored by duplicating blocks from the same image, it is described technically as copy-move forgery. Whereas, if such an image is manipulated by combining two or more images to acquire the desired result, the technique is formally known as image splicing. It is very important to know if the image we are looking at is clean or has been tampered with (images are being used to make important decisions and to influence and steer the mass population) [1] [2] . Unfortunately, to the best of our knowledge there is no existing universal method or tool that can detect all types of digital forgery in digital images.
Detection of image tampering can be done by using active methods or by using passive techniques. Perhaps the best solution is to adopt a pre-emptive measures. Active methods necessitate that the image contains either a signature or watermark that are preembedded [3] . An example of such methods is called self-embedding and is explored in [4] [5] [6] . For an image to possess either of these self-healing mechanisms, the camera used to take the image has to be equipped with certain technologies. As it is not the case with the majority of consumer cameras, these methods cannot be exploited to yield a generic solution to the problem [1] . In contrast to active methods, passive methods do not require any prior information about an image. Passive methods are known as blind image forensics which makes them a prevalent research area [3] . In this work, we are limiting the scope to only include one specific type of forgery, commonly known as splicing forgery detection as the field of image forgery is very vast. Splicing forgery is one of the most common forgery techniques used to manipulate images.
II. RELATED WORK
This section deals with previous works pertaining to this area of research (i.e. splicing forgery in digital images). The authors of [7] [8] have considered the aspect of contrast enhancement in images to deal with forgery detection. In [7] , the authors have proposed a method which can detect image tampering even when digitally camouflaged by the counter-forensic technique of contract enhancement. Whereas in [8] , contrast enhancement was used as a cue to pinpoint image forgery.
The authors of [7] have considered second order statistics of the co-occurrence matrix to detect image tampering even when the examined image has undergone some contrast enhancement to manipulate its histogram. Histograms of natural -untouchedimages tend to be usually smooth without any abrupt peaks. The authors of the paper have conducted three experiments to check for the efficiency of their algorithm. In the first experiment, they implemented the algorithm on an image which is manipulated using Gama corrections and tested if it could detect the tampering. Thereafter, they tested the algorithm on the images where counter-forensics methods have been used to hide the tampering. In their second conducted experiment, the authors checked how well the algorithm can distinguish between clean or tampered images using the Support Vector Machine (SVM) classifier.
The authors of [8] have noted that generally speaking, image tampering which is done by contrast enhancement, can be detected based on the sudden peaks that occur in a histogram due to abnormal image manipulation. However, histograms can be easily re-adjusted using counter-forensics techniques to hide the very existence of tampering. Therefore, the authors tried to focus on other features and hence considered the similarities in the channels of high frequency components to detect forgery in an image. They claim that there will be uncorrelated detectable statistics in the channels due to contrast enhancement. The drawback of the method is that the forgery could still be unidentified if all the three native colour channels, i.e. R, G, B, have been enhanced equally. These kind of situations are quite scarce when considering image splicing forgery (cut and paste), according to [5] . Although, their algorithm is tested and validated under both forensic and counter forensic conditions, it does not work well with images that deploy JPEG compression.
The authors of [9] have designed an algorithm which can detect forged regions in a tampered image by considering the colour filter array (CFA) values and hence made use of the demosaicing algorithm to detect the forged regions. That is because, the values in one part of the image can be derived from its adjacent values. The algorithm takes into consideration each 2*2 block of the image and applies a method to check if that region of the image has been tampered with or not. Their algorithm is mainly based on the fact that the demosaicing values of an authentic image are regular. Nevertheless, such an assumption may lead to false alarms. The used CFA contains strips of red and green filters in one row followed by the blue and green ones in the second. Some of the drawbacks of this algorithm is that it cannot accurately detect forgeries in images with higher compression levels and the algorithm is not apt for detecting the copy-move forgeries. It also does not perform well on flat or sharp edges' areas.
The authors of [10] [11] have used geometry based methods (i.e., the vanishing line) and considered the relative sizes of the objects in the image with respect to each other so as to detect the forged regions from the clean ones. The authors of the two papers have also claimed that their algorithm produces good results even for low resolution images. Their technique is semi-automatic; user interference is needed.
The authors of [12] presented an algorithm which extracts features using; Image Quality Metrics (IQMs) from images and then used machine learning techniques to create a model which can be used to classify an image as either forged or a clean one. The authors have stated that their proposed algorithm's performance is affected by how well the model is trained; which is a common machine learning issue.
The authors of [2] have used multi-level wavelet decomposition and block matching which were then followed by creating a probabilistic map of duplicated regions. They reported an accuracy rate of 87.75%. The major setback of the algorithm, which the authors have also mentioned, is that the algorithm cannot perform well when counter-forensics methods are applied to the image after tampering [2] .
As in [7] , the authors of [13] , have utilized SVM to classify images under scrutiny into two categories; forged or clean. The extracted features in this algorithm include both shape and colour based attributes. Their algorithm was reported to have an accuracy of 74% and is automated to a maximum extent [13] .
Qazi et al. [14] , provided a neat survey on the different types of forgeries like copy-move, splicing, retouching, etc. The authors of [15] [16] have used the noise present in an image to detect whether such an image is clean or forged. In [15] , the authors have stated that the majority of the blind forgery detection techniques applied to images are getting a high error rate because of the fact that, occasionally, these techniques fail due to the presence of noise in an image. They claimed that when the noise present in the image is used along with the traditional methods to detect forgery, better results can be achieved.
III. APPROACH
In this section we summarise the followed approach in this paper. It describes the various components of this work such as the tools, datasets used, how the models are created after the feature extraction phase and how these models are tested. We also present the pseudo codes of the used algorithms, namely, Algorithm 1 (inspired by the original version [7] ) and Algorithm 2 (our enhanced version).
A. Tools Used
The implementation and the experimentation of the algorithms were carried out using Matlab®. We have used the Matlab® R2016a version that consists of the statistics, image processing and machine learning Toolboxes. The latter was deployed to train/test the data using different classifiers.
B. Dataset
The dataset required for training and testing our model is obtained from the public domain [17] . It comprises RGB colour images. This dataset contains two different folders one with clean images and the other with images which are forged. The dataset contains a total of 183 and 180 clean and forged images, respectively. From the available data, we have used half of the images for training the classifier and the rest for testing. Hence, in the process of training the model, we used 182 images out of which 92 were clean and the rest were spliced images. The remaining 181 images, 91 clean and 90 forged, were used for testing the model created during the training process.
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In what follows, we present the two algorithms on which we base our work in this paper. Algorithm 1 denotes the used features in the original method proposed in [7] . Algorithm 2 is our enhanced version of Algorithm 1. 
1) Algorithm 1
Input a list of image names Initializing authenticity vector of length (182) Initializing detector parameters Initializing arrays to store the features For (each image
IV. EXPERIMENTAL RESULTS
Several experiments were conducted to check for the performance of both algorithms. These experiments were also used to analyse the impact of image resolution and statistical models on the algorithms. The various conducted experiments are concisely summarized below in form of cases to ease hereafter referencing, see Fig.1 .
The overall results of the implementation and experimentation can be clearly visualized through Fig. 2 and Fig. 3 . In order to find out whether the performance of Algorithm 2 has improved over Algorithm 1, one tailed Wilcoxon signed rank test was used. The Wilcoxon signed-rank test is a non-parametric statistical test and it could be a good choice when not knowing the distribution and/or when having a limited samples in the data set (which holds true for our case in this paper).
The hypotheses formed are as follows: o Null Hypothesis: The detection rate of both Algorithm 1 and Algorithm 2 is similar.
• Alternative Hypothesis: Algorithm 2 performs better than Algorithm 1. "T+" is chosen as the test statistic. T+ is the sum of the positive signs, similarly "T-" is the sum of the negative signs. The null hypothesis is rejected if the obtained T+ value is less than or equal to To value (i.e., the critical value). From the statistical tables, we find that the value of To is 10 when n = 10 and α = 0.05.
When the area under the ROC curve (AUC) parameter is considered, Table V, the obtained value of T+ becomes 0. As the obtained value of T+ is less than 10, the null hypothesis is rejected with 95% confidence level (α = 0.05). The alternative hypothesis is therefore accepted, hence Algorithm 2 performs better than Algorithm 1. The same conclusion is drawn with 95% confidence level (α = 0.05) when considering the Accuracy parameter instead (Table VI) .
As both Wilcoxon signed rank tests reveal, we believe that Algorithm 2 performs better than Algorithm 1 in both of the cases. From these results, it can be observed that the YCbCr colour transformation and the 2D Wavelet transformation are good preprocessing steps in such scenarios. Moreover, and as stated earlier, the number of extracted features increases for we are considering three channels (YCbCr transformation) instead of one channel image (grayscale in Algorithm 1). This observation, once again, proves that extracting features from the chrominance channels is always desirable.
The impact of the image resolution and the choice of classifier have been examined for both algorithms. Part of the experiments were carried out by training and testing the images using the same resolution. The other set of experiments, having the same generated model, were trained on the original images and tested on images of different resolutions (resampling with factors 0.5 and 0.25). These two sets of experiments were compared to infer how the performance of the algorithms varies w.r.t changes in resolution. To compare this aspect, cases {2, 3, 5, 6} were compared with the cases {7, 8, 9, 10}, respectively. Both, the accuracy and the AUC, were calculated for comparison. In Tables I and II , it can be seen that the performance of Algorithm 1 improves when training with original images and testing with images of different resolutions, but this effect is reversed in the case of Algorithm 2. Cases {1, 2, 3, 7, 8} deal with the Linear SVM classifier (LSVM) whereas cases {4, 5, 6, 9, 10} deal with the Simple Tree classifier. To analyse the performance of the classifiers on the algorithms, the statistical mean and the standard deviation (SD) are calculated. This is shown in Tables III and IV. Based on the obtained results, we can deduce with overwhelming probability that the performance of Algorithm 2 is ameliorated when using the Simple Tree classifier. When the AUC is considered as a performance measurement, only a slight difference in the performance is observed, but when the accuracy is considered instead, the difference is much more significant.
To analyse the impact of image resolution on the performance of the two algorithms, the SD of the accuracy and the AUC are computed and analysed. By examining Tables I-IV, it can be seen that the performance of Algorithm 1 does not exhibit much variation when the resolution of images are changed. The variation is the least in the case of Algorithm 1 using Simple Tree. As for Algorithm 2, the variation in the performance of the algorithm on different image resolution is hindered by the subsampling, although in all cases Algorithm 2 outperforms Algorithm 1.
If we consider the impact of the classifiers on the algorithms, the performance of Algorithm 1 is improved by using LSVM classifier. Whereas in the case of Algorithm 2, it performs better on the Simple tree classifier. Algorithm 1's performance is enhanced when it is trained on the original images and tested on images of different resolutions. Whereas this is not the case with Algorithm 2. Its best performance is obtained when trained and tested on images of the same resolution.
V. DISCUSSION
The detection rate on the test dataset of Algorithm 2 on the original images using Simple Tree classifier is 82.32%, which is better than some of the existing algorithms, for example the authors of [13] reported that their algorithm gives an accuracy of 74%. The authors of [13] have stated that their algorithm needs less human interaction. This issue of automation has also been highlighted by the authors of [11] . They mentioned that their algorithm is not automated, requiring more human interactions. This is not a desirable feature as the person who is operating the process needs to have a priori-knowledge about the algorithm, moreover, human operated processes are prone to errors and inconsistencies. Additionally, to scan thousands or millions of images (as in the real life scenarios), the need for automation becomes vital. Taking these aspects into consideration, we have made sure that Algorithm 2 is fully automatic. Authors of [10] [11] have also observed that their algorithms perform well on images of low resolution and this is a desired feature.
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VI. CONCLUSION AND FUTURE WORK
In this paper, we have considered splicing forgery and the impact of the chosen classifier and the chosen image resolution. Throughout this work we advocate that it is possible to improve the detection of digital forgery by considering image transformations instead of working in the native RGB domain.
Statistical analysis was used to analyse the data obtained through the experiments. Wilcoxon signed rank test was calculated to compare the performance of our algorithm to check if we were successful in improving Algorithm 1. Based on the results of the Wilcoxon signed rank test, we were able to conclude that Algorithm 2 performed better than Algorithm 1 with 95% of confidence.
In this paper, we have analysed the performance of the algorithms on different resolutions and classifiers. Three types of resolutions were considered, original images, images which were reduced to half, and images which were reduced to quarter of the original size. When analysing the performance of algorithms on low resolution images, it was observed that the performance of Algorithm 1 was improved when trained on original images and tested on other resolution, whereas Algorithm 2's performance was better when trained and tested on same image resolution. When it comes to the performance of the classifiers on the algorithms, we found that Algorithm 1's performance was best when used with the LSVM, whereas Algorithm 2's performance was best with the Simple Tree classifier.
For future work, we can validate Algorithm 2 on datasets of different types of images and check how it performs. As sated earlier, we have not considered or studied how the algorithm performs on images which have undergone counter-forensic measures. The authors of Algorithm 1 have considered this aspect by performing tests on tampered images which have undergone counter forensic techniques to hide the forgery evidence by using contrast enhancement. We have not dealt with this aspect as our study is focused on the splicing forgery detection.
Another possible future direction is to extend the present algorithm so that it can localize the region where the image has been tampered with. To implement such a feature, we first need to extract image features by dividing it into blocks and if we find a significant difference between the values of one block, w.r.t its statistical distributions, to its neighbouring blocks, then one can flag such region as being forged.
