This is the first paper that achieves factors better than two for these problems.
Given n points in the plane, the degree-K spanning tree problem asks for a spanning tree of minimum weight in which the degree of each vertex is at most K. This paper addresses the problem of computing low-weight degree-K spanning trees for K >2. It is shown that for an arbitrary collection of n points in the plane, there exists a spanning tree of degree three whose weight is at most 1.5
times the weight of a minimum spanning tree. It is shown that there exists a spanning tree of degree four whose weight is at most 1.25 times the weight of a minimum spanning tree. These results solve open problems posed by Papadimitriou and
Vazirani. Moreover, if a minimum spanning tree is given as part of the input, the trees can be computed in O(n) time.
The results are generalized to points in higher dimensions. It is shown that for any d 23, an arbitrary collection of points in R~contains a spanning tree of degree three, whose weight is at most 5/3 times the weight of a minimum spanning tree. This is the first paper that achieves factors better than two for these problems. Given n points in the plane, how do we find a spanning tree of minimum weight among those in which each vertex has degree at most K? Here the weight of an edge between two points is defined to be the Euclidean dist ante between them. This problem is referred to as the Euclidean degree-K spanning tree problem and is a generalization of the Hamilton Path problem which is known to be NPhard [10, 12] . When K = 3, it was shown to be NP-hard by Papadimitriou and Vazirani [15] , who conjectured that it is NP-hard for K = 4 as well.
When K = 5, the problem can be solved in polynomial time [14] .
This paper addresses the problem of computing low weight degree-K spanning trees for K >2. In any metric space, it is known that there always exists a spanning tree of degree 2 whose cost is at most twice the cost of a minimum spanning tree (MST). This is shown by taking an Moreover, if a minimum spanning tree is given as part of the input, the trees can be computed in O(n) time. Note that our bound of 1.5 for the degree-3 spanning tree problem is an "absolute" guarantee (based on the weight of an MST) as opposed to a "relative" guarantee for the degree-2 spanning tree obtained by Christofides [3] (based on the weight of an optimal solution).
We also generalize our results to points in higher dimensions. We show that for any d >2, an arbitrary collection of points in $?d contains a degree-3 spanning tree whose weight is at most 5/3 times the weight of a minimum spanning tree. This is the first paper that achieves factors better than two for these problems. 
2),
We first consider the case of %2 -points in the plane. We first note some useful properties of minimum spanning trees in Rd. We now prove an upper bound on the perimeter of an arbitrary triangle in terms of distances to its vertices from an arbitrary point. This lemma is useful in proving the performances of our algorithms. The lemma is also interesting in its own right and we believe that it and the associated techniques will be useful in other geometrical problems. It is not very difficult to see that to maximize the perimeter of the triangle, X will be in the plane defined by A, B' and C', and thus X is at the center of a circle passing through A, B' and C'.
By scaling, it suffices to consider the case when the circle has unit radius. In this case, the righthand side of (4) is exactly 3fi.
Thus, it suffices to show that the maximum perimeter achieved by any triangle whose vertices lie on a unit circle is 3~. This is easily proved [13] .
•1
Note that in an arbitrary metric space it is possible to have an (equilateral) triangle of perimeter six and a point X at dlst ante one from each vertex.
Spanning trees of degree three
We now assume that we are given a Euclidean minimum spanning tree T of degree at most five. We show how to convert T into a tree of degree at most three. The weight of the resulting tree is at most 1.5 times the weight of T.
High
Level Description: The tree T is rooted at an arbitrary leaf vertex. Since T is a degree-5 tree, once it is rooted at a leaf, each vertex has at most four children. For each vertex v, the shortest path PV starting at v and visiting every child of v is computed. The final tree T3 consists of the union of the paths {PV}. Fig. 2 gives the above algorithm.
In analyzing the algorithm, we think of each vertex v as replacing its edges from its children with the path P.. Proof: An easy proof by induction shows that the union of the paths forms a tree. Each vertex v is on at most two paths and is an interior vertex of at most one path.
•1 and P4 = [v, v3, VI, V2] .
The path P. is at most as heavy as the lightest of {Pl, PZ, l?3, P4}. The weight of the lightest of these paths is at most any convex combination of the weights of the paths. Specifically,
We will now prove that 
Once we prove (6), by triangle inequality we can ---conclude that (5) is true. (Since Vvl +VV3 > V1V3 = -.
---V'V1 + V'V3 and VV2 + VV4 > V2V4 = V'V2 +-=.)
We prove (6) by contradiction.
Suppose there exists a set of points which does not satisfy (6).
Suppose we shrink V'V3 by 6. The left side of the above inequality decreases by at most 26, whereas the right side of the inequality decreases by exactly 38. Therefore as we shrink V'V3, the inequality stays violated. Suppose V'V3 shrinks and becomes equal to another edge v'v~for some i 6 {1,2,4}.
We now shrink both V'V3 and V'V; simultaneously at the same rate. Again it is easy to show that the inequality continues to be violated as V'V3 and v'vs hrink. Hence we reach a configuration where three of the edges are equal.
Without loss of generality, the length of the three edges is 1 and the length of the fourth edge is some 6 <1.
There are two cases to consider. The first is when V'vl = c and the second is when V'V2 = c. (The case when V'V4 = c is the same as the second case.)
Case 3a. V'V1 = c We wish to prove that We will show that --vlvzvsvA + (~l~z + vlv4) < 7 + 36. We want to show that the function F(c) =
This simplifies to --vlvzv@A + (~l~z + vlv4) -i' -36 is non-positive in the range O < e < 1. Simplifying, we get -.
---. vlvzvzvd+(vlvz+vlvA) < S(VV1+VV3)+Z(VV2 +VV4). This concludes the proof of Lemma 3.5. The example in Fig, 5 shows that the 1.5 factor is tight for the algorithm. Each curved arc shown in Fig. 5 is actually a straight line, and has been drawn curved for convenience.
The vertex that is the child of the root has three children, and is forced to drop one child. In doing so, the degree 
Spanning trees of degree four
We now assume that we are given a Euclidean minimum spanning tree in which every vertex has degree at most 5. We show how to convert this tree to a tree in which every vertex has degree at most 4.
The basic idea is the same as in the previous algorithm.
The difference is that we don't insist that each Pnwf: A proof by induction shows that T4 is a tree.
Each vertex v occurs in at most two paths and thus has degree at most four. Case 1: v has 3 childnm, VI, VZ, vs. Let VI be the point that is closest to v, among its children. Consider the following four paths (see Fig. 7 ): F1 = [vz, v~, ~, v&~2 = [Wz, v, vl, v3] , P3 = ['vi, v,v2, v3] and P4 = [VI, v, v3, VZ] .
Clearly,
We will show that Consider the following paths (see Fig. 8 ): PI = [vz, v,, v,vz, vs] and P2 = [V4, v3, v,vl, v2] . By scaling, we may assume that VVA = VV3 = --VV2 = 1, and m = e, where c < 1.
Note that (by Corollary 3.2) v was originally within the convex hull of its four children. Also (by Corollary 3.2), every child is on th~econvex hull.
These properties are both maintained by the above shrinking steps.
We now wish to prove that vlvzvsvd < $ +~e.
-.
It is easily shown using elementary calculus that
for any c such that VI is on the convex hull of the points {VI,. . . } , V4 , rotating VI and V3 around v until 1V1VV2 = 1V1VV4 (see Fig. 9 ) and LV2VV3 = 1V4VV3 does not decrease the perimeter. Also, it maintains that VI is on the convex hull. Assume the two pairs of angles are equal, and define F(c) =
V1V2V3V4 -E/2 -11/2. We will show F is nonpositive over the range of possible e. In the first case, all four points lie on a unit circle with center at v. For any four such points, it is easily proven using calculus that vl 'vzvsWAis maximized when the four points are the vertices of a square at 4@ x 5.66. Thus, F'(l) <0.
In the second CaSe, vlvzvs~A = vzvsvA. As noted previously, this is at most 3W x 5.2. Thus,
We now deal with the case when V3 is the furthest point.
In this case we take the paths PI = We will now show that (9) is satisfied by the canonical configuration. The left side of (9) can be written as the sum of sides of the tetrahedron formed by points {ok, v~-l, vk_2, vj} and the sum of sides of the triangle formed by points {vk, vk_l, v~_2}. These points lie on a sphere whose center is v. By Lemma 4.2, the first sum is bounded by 4fi. The second sum is bounded by 3W.
Hence the left side of (9) is bounded by 4fi+ 3W, which is about 14.994. The right side of (9) is 15.
Hence (9) is satisfied by the canonical configuration and therefore all configurations. This concludes the proof of Lemma 4.1. 0
