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第1章序論
1．1 背景
 近年のディジタルコンピュータの発展によって，プロセス制御の分野の制御機器は従来のア
ナログ方式のものから，ディジタル方式に大きく変貌を遂げた．それに伴って，プロセス制御
に用いられる制御アルゴリズムも変化を遂げ，従来のアナログPIDフィードバック制御から，
それをディジタル方式で実現するような動きが進んだ．しかし，ディジタルPID制御はディジ
タルコンピュータの潜在能力を有効に活用しているとは言い難く，ますます大規模かつ複雑に
なるプロセスに対してより高性能な制御が求められるようになってきた社会背景のもと，近年
ではそれを活かすより高度な制御方式としてモデル予測制御（Mode1 Predictive Control，以下
MPCと略）が普及しつつある．直感的な考え方に基づくこのMPCは，ディジタルPID方式
と違い，多入出力（Multi－lnput－Multi－Output，以下MIMOと略）プロセスの扱いが容易で，
入出力の制約条件を陽に扱えることなどから，プロセス産業の分野では今後もディジタルPID
方式からMPCへの移行が進むと考えられている［1］，［2］，［31，［4］，［5］，［6］，［7｝，［8］，［9］，［10｝．
 ただ，その過程で必要となるのがモデル誤差に対して有効なロバスト化の技術である．一般
に制御性能はプロセスモデルの精度に密接に関係するが，MPCは安定性を含めた制御性能がプ
ロセスモデルの精度に特に強く依存することが知られている．プロセス産業の現場では環境の
変化などによりモデル誤差が非常に大きくなる場合もあり，その対策は不可欠である．これま
でにモデル誤差への対処方法として様々なロバストモデル予測制御（Robust Model Predictive
Control，以下RMPCと略）が提案されているが［11］，［12］，［13］，制御則が非常に複雑であった
り，定式化の関係上むだ時間のモデル誤差の扱いが簡単でなかったりと，改善することが実用
上望ましい点も多々あり，プロセス産業の分野で今後も広く普及していくためには更なる研究
が必要である．
1．2 例
 モデル予測制御の基本的考え方は，自動車がカーブを曲がる状況を例にとって説明すると理
解が容易になる（図1．1参照）．
 自動車でカーブを曲がる際（より一般的には常時だが），まず念頭におくのは自分の乗る自
動車の状況である．速度，道路に対しての相対的位置，タイヤの角度など，自分の乗る自動車
のみを考えても複数ある．次に，このまま何もしなかった場合に状況がどのように変わるかを
考える．図1．1に即して考えると「予測」の部分だが，人間だと自然に情報を収集して行って
いるので意識をするのは難しい．ディジタルコンピュータで予測を行う場合は予測の基となる
情報，つまりプロセスモデルが必要になる．MPCがプロセスモデルに依存する最大の要因と
して，モデルを用いて不確かな未来を予測することが挙げられる．予測を行った後は，次に理
！
想となるルートを考える．最後に，その理想となるルートと予測が出来る限り近づくように，
ハンドル，アクセル，ブレーキ等の操作を行う．そして，少し時間が過ぎ，自動車の位置が変
わった場合は同様の一連の動作を繰り返し，時々刻々と操作を行う．
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図1．1：モデル予測制御の基本的考え方
 すなわち，まず現在の状況を計測し，次にプロセスモデルを用いて予測，そして理想となる
ルートを算出し，最後に理想と予測が出来る限り近づくような操作を行う．さらに，時間が少
し過ぎた後は一連の動作を繰り返し，時々刻々と繰り返していくのがMPCの基本的な考え方
である．この時，重要となるのが，予測を行う基の情報のプロセスモデルには誤差が必ず生じ
るという点である．誤差が生じると予測にずれが起こり，時に致命的な問題を引き起こしかね
ないが，常に変化を続ける状況下で誤差を無くすことは不可能に近い．よって，それの対策と
してモデル予測制御のロバスト化が必要不可欠となる．
1．3 目的
 本論文では，従来の方法とは違う視点からMPCの実用的なロバスト化手法を提案する．具
体的には，従来のMPCやRMPCが1つのプロセスモデルを用いるのに対し，提案手法では2
つのプロセスモデル［14］，MIMO系においては2対のプロセスモデル群を用いる［15］．それに
より，MPCの大きな利点の1つである制御則の簡単さを損なうことなしに，ロバスト化が可
能となる．さらに，プロセス産業の分野で実用上非常に重要なむだ時間のモデル誤差の扱いも
直感的かつ容易であり，その意味でも実用的である．
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1．4 論文の構成
 以下に本章以降の構成を示す．
第2章では，MPCの概要を記述する．
第3章では，提案手法の概要を説明した後，従来のMPCとの比較を行う．
第4章では，定量的な性能評価を導入した後，MPCのシミュレーションを行い，考察する、
第5章では，MIMO系のMPCの概要を記述する．
第6章では，MIMO系における提案手法の概要と拡張について記述する．
第7章では，MIMO系のMPCのシュミレーションを行い，考察する．
第8章にて結論を述べる．
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第2章モデル予測制御
 本章では，一入出力（Single－Input－Single－Output，以下SISOと略）系のMPCについて記
述する．
2．1 概要
 MPCとは，制御量の将来挙動の予測，予測が理想とする動きに近くなるように制御入力の
修正，状態の観測，という3つの手続きを繰り返すことを基本概念とする制御手法である．そ
の際車の運転に例えて考えると，理想とするルートが制御量の予測にあたり，ハンドル操作
が制御入力の決定，そして，外乱，車の位置，速度等の確認が状態の観測にあたる．具体的に
は，各サンプル時刻毎にオープンループ最適化問題を解き，それに基づいた制御入力をプロセ
スに加える，ということになる．MPCの基本概念を図を用いて示すと次のようになる．
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図2．1：モデル予測制御の基本概念
 まず現時刻nにおいて計測値す［n］を計測し，その創η］を用いて，未来の制御量の予測値
g［n＋ kln］と，す［n］を始点として設定値丁に徐々に近づく参照軌道（理想的な応答）ω［n＋kln］
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を計算する．そして，予測区間［n＋1，n＋Hp］において予測値が参照軌道に近づくように，制
御入力計算区間［n，n＋Hm－1］の制御入力u［nln］， u［n＋lln］，…，u［n＋m一 11n］を決定す
る．そのうち現時刻に対応するZL［nln｝のみをプロセスに加え，次のサンプリング時刻n＋1ま
でその値を保持する．ここで用いられた参照軌道とは，制御入力の急激な変化を避ける手法の
一つとして用いられている．
 時刻がn＋1となったら，あらためて時刻n＋1を現時刻nlとみなし，予測区間と制御入力
計算区間を1ステップ未来にスライドさせ，参照軌道，予測値の再計算を行い，予測値と参照
軌道が近づくように制御入力を決定していく．このように，MPCはステップごとに予測区間，
制御入力計算区間をスライドし，オープンループ最適化問題を解く制御手法である．
2．2 ステップ応答モデル
 MPCでは，各サンプル時刻での未来の制御量の予測値を算出する為に，制御入力と予測値の
動的な因果関係を表現できるプロセスモデルが必要となる．本十分では，広く実用性が認めら
れていることと，直観的にわかりやすいこと，さらに，Dynamic Matrix Control（以下， DMC
と略）というモデル予測制御の一手法で用いられているという理由でステップ応答モデルを一
例にあげる．
 ステップ応答モデルは，図2．2（a）のようなステップ状の入力に対しての応答列｛g［i］li＝
1，2，…｝を用い，図22（b）のように表現される．
ぢgl三
Time
A
ぢ
曾50
n n＋ln＋2
    （a）
        1 g［1］
ditmlg［2］ ll
…9’［屑
n n＋1 n＋2
図2．2：ステップ応答モデル
n＋i
（b）
    Time
n＋N
 ステップ応答の各サンプル時刻における値をg［i］で表すことにする．厳密にはステップ応答
係数g国は有限時間で一定値に落ち着くことはないが，現実にはあるステップ以上で一定とみ
なしても問題はない．よって，Nステップ以降のステップ応答係数は一定とする．すなわち
9［i］ ＝ g［N］， for i 2 N （2．！）
とする．ここで，Nは打ち切り次数と呼ばれる．
 プロセスが線形であると仮定すると，時刻nで大きさ△u［n］＝呵η1－u［n－1］のステップ状
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入力をプロセスに加える場合，この入力に対する時刻π＋乞での出力の大きさは
               ！ノ［n十乞］＝9［i］△tt［n］                           （2．2）
で与えられる．これを重ね合わせの原理を用いて一般的に表現すると，次のステップ応答モデ
ルを得る．
                   
               〃［・］ ・＝ Zgi△・L・［n－i］      （2・3）
                  i＝1
2．3 予測式
 ステップ応答モデルを基に予測式をたてる．図2．2のようなステップ応答が得られた場合，ス
テップ応答モデルは式（2．3）で表される．式（2．3）を用いて，予測式を導くと次のようになる．
            
    9［n＋綱一Σ9［i］△u［n＋k－i］＋δ［n＋嗣
           i＝1
           た                  
         一Σ9［i］△ψ＋k－il＋Σ9［i］△・［n＋k－i］＋命＋k1・］（2・4）
           i＝1                 乞＝k十1
g［n＋ゆ］は時刻nで計算されたn＋kでの出力yの予測値gを表し，d［n＋絹η］は時刻nで
計算されたn＋kでの外乱dの予測値dを意味している．
 現時刻ηでの外乱の値が予測値と計測値ずの差で表される一定の値であると仮定すると
            d［n十kln］＝ dlnln］
                                        一鋼Σ・同△ψ一i］   ’（2．5）
                      i＝1
となる．
注意1DMCと呼ばれるモデラレ予測制御の一般的な手法では予測値と計測値の差を外乱とみな
し，将来も同じ大きさの外乱がステップ状に一定に現れると仮定する（仮定の詳細な意味等に
ついては文献［6］，［S］参照）．提案手法はこのDMCに基づいており，ここでの一定外乱の仮定
はそれを踏襲したものである．
 式（2．5）を式（2．4）に代入すると次のようになる．
                ん
          9［n＋kl・］ 一 Zg［i］△・［n＋k－i］＋f［n＋k］    （2・6）
               i＝1
ただし
                   
         ！［n＋k］一門＋Σ（9［k＋i］一9［i｝）△・［n－i］    （2・7）
                 i＝1
である．プ［n十k］は自由応答と呼ばれ，過去の入力のみに依存し，未来の入力には依存しない．
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 前述したように，ステップ応答係数g［i］は十分時間が経過したあるNステップ以降で一定と
仮定している．つまり
             9［k十i］一9［i］rv O，  for i≧N                       （2・8）
である．このとき，式（2．7）は
                  ガ         ！［n＋k］一鋼＋Σ（9［k＋i］一9［i］）△z・・［・・一・il    （2・9）
                 i＝1
となる．
 予測区問を偽，制御入力計算区間をHmとし，さらに予測値g［n］，ステップ応答行列G，制
御入力u回，自由応答f［n］をそれぞれ
                 9［n］
愈回＝
C ＝
ze［n］ ＝
f［n］ 一
9［n ＋ 1］
9［n 十 H， 一 1］
g［1］ O
g［2］ g［1］
9［砺］
AzLin］
Au［n ＋ 1］
Au［n 十 H． 一 1］
f［n］
f［n ＋ 1］
f［n 十 H， 一 ！］
o
o
9［Hp 一 Hm 十 1］
とすると，次式のような予測式を得る．
             9［n 十 1］ 一 Gu ［n］ 十 f［n 十 1］ （2ユ0）
2．4  缶tJ：i卸貝iJ
 制御入力は予測値と参照軌道とが可能な限り近くなるように決められる．
 参照軌道ω［n］，設定値r［n］，調整パラメータ行列Aを
                    w［n］
                   w［n ＋ 1］
             w［n］ ＝
？v［n十耳ρ一1］
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r［n］ ＝
A ＝
r［n］
r［n ＋ 1］
r［n ＋ H， 一 1］
a   O
  a2
0 （］uH．
 O〈a〈11 V 一一 VL ＝
と定義すると，参照軌道は次式のようになる．
           w［n十1］一Awln］十（1－A）r［n÷1］ （2．11）
1はHp次の単位行列で，αは参照軌道の滑らかさを調整するパラメータである．αを1に近づ
けるほど参照軌道が滑らかになり，制御入力の急激な変化が抑えられる．
 予測値と参照軌道を近づけると同時に，制御入力の急激な変化を抑えるような評価関数Jrは
           」一 119［n＋1］ 一w［n＋1］ 112＋AIIu［n］ 112 （2．12）
となる．11・llは2乗ノルムを表す．λは制御入力の重みを表し，λを大きくすると制御入力の
変化分が小さくなり急激な変化を抑えることができる．式（2．12）は参照軌道と制御入力に関す
るペナルティを両方用いた評価関数になっているが，それぞれ単独で用いても良い．その場合
             」一 H9［n十1］ 一w［n十1］ 112 （2．13）
もしくは
           」＝ 119［n＋1］ 一丁［n＋1］ 112＋AHu［n］ 112 （2．14）
となるが，式（2．！2）のパラメータの決定の仕方によってはどちらにも対応できるので，多くの
場合，式（2，！2）が用いられる．評価関数」『を最小にする操作量u；を求める問題として，MPC
は定式化される．
 現時刻以降の操作量u［n］を変化させる場合に，評価関数」が最小となるための必要条件は
次のようになる．
                  aJ
                    －O （2．15）          OiL［n］
式（2．12）に式（2．10）を代入すると
 」 一 （Gu ［n］ ＋ fln ＋ 1］ 一 w［n ＋ ll）T （Gu ［n］ ＋ f［n ＋ 1］ 一 w［n ＋ 1］） ＋u［n］TAu ［n］ （2．16）
となり，式（2．15）の条件から
       OJ          ＝＝ 2 （GTG＋ AI） u［n］ ＋ 2GT （f［n ＋ 1］ 一 w［n ＋ 1］）
       OiL［n］
          一  〇 （2．17）
                    8
となる．式（2．17）を解くと，u［n］は次式のようになる．
         u［n］ ＝＝ （GTC＋ AI）一i CT （w［n ＋ 1］ 一f［n ＋ 1］） （2．18）
式（2．18）を解として，制御入力計算区間の操作量を決定できる．ただし，実際にプロセスに加
えるのは△u回のみであり，次のステップn＋1にいたったときはn＋1をnと置き換えてu［n］
を再計算するという手続きを繰り返し，時々刻々と操作量を決めていく．
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第3章 提案手法
 本章では，提案手法について解説する．提案手法と従来のMPCとの相違点，提案手法と従
来のRMPCとの違いについて記述する．
3．1 2つのプロセスモデル
 MPCの制御性能はモデルの精度に強く依存することが知られている．しかし，どんなに精
度の高いモデル同定をしても，100％正確なモデルを構築することはできない．よって，誤差
のないモデルを求めるのではなく，誤差の範囲を指定し，その誤差を最初から見込んで，それ
ごと制御をするロバストな制御則を考案した．
 従来のMPCやRMPCでは，図2．2のような1つのプロセスモデルを用いるが，対して，提
案手法では図3．1のように2つのプロセスモデル（Upper ModelとLower Model）を用いる．
そして，2つのプロセスモデルのステップ応答列｛g［i］，す［i］｝で挟まれる領域にステップ応答列
｛g［i］｝を持つ実プロセスを制御することを狙いとしている（図3．1参照）．
g［i］ sg［1］ s－g’［i］ ｛喜［i］｝
Upper mode／ ｛g［1］｝
         Real proces．so．．．o：：ko一：”一
t
tt
’
t’
        ｛g［1］｝
Lower model
’
t
’
t
t
t
t
t
Time
図3．1：2つのプロセスモデル
プロセス産業の分野では，実プロセスがむだ時間を含み，さらにそのむだ時間のモデル誤差
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が支配的になる場合が多いことを踏まえ，図3．1のようにUpper ModelとLower Mode1に異
なるむだ時間を設定し，むだ時間のモデル誤差の視覚的な表現を可能としている．
 さらに，定式化・議論では｛｛g［i］，g［i］｝｝と一般的に書いているものの，プロセス産業の分野
では「むだ時間十一次遅れ」，すなわち
                      e－LS （3．！）          G（s） 一                   Ts 十1
という伝達関数で特性を近似できるプロセスが数多く存在することを考慮に入れ，提案手法で
は，Upper Mode1とLower Modelもこの形を暗に想定している．
 具体的に伝達関数で表すと次のようになる．
           U・P・・ M・d・1・否鴨弄、e一・s
                                       （3．2）
           Lower Model ： G（s） ＝ rfl－7t e－Ls
式（3ユ）の形のプロセスのパラメータK，T， しの上下限値
κ∈［Kmin； Kmax］， T∈［：砺π，：翫。。］，五∈［五傭，五＿］
が情報として得られている場合は多いが，式（3．2）で
K＝Kmax； T＝Tmin i L＝Lmin
、亙：＝Kmin， z：＝Tmαx，五＝五mαx
とすれば，そのような実プロセスをすべてカバーすることができる．また，実プロセスが式（3．1）
以外の形，たとえば「むだ時間＋振動系」などの場合も式（3．2）の形で領域を設定するのが簡
単で実用的である．
注意2実プロセスが「むだ時間＋高次遅れ」の場合，実用上の観点から，それを「むだ時間＋
一次遅れ」で近似をすることも多く見られる。そのようなプロセスを式（3．2）の2つのプロセ
スモデルにより図3．1のようなおさえ方をする場合，Upper Modelのむだ時間がLower Model
のそれに対し非常に小さな値となる可能性があるので，注意が必要である．
 提案手法では，ステップ応答の意味で2つのプロセスモデルに挟まれる全ての実プロセスを
制御することを目的としているので，Upper ModelとLower Modelの差が大きいほど制御は難
しくなる．制御則がLower Modelをベースとしているため，それに近い実プロセスよりUpper
Mode｝に近い実プロセスの方が制御が難しい．加えて，余りにもUpper ModelとLower Model
の間が広く開きすぎると，制御が不可能になる．そのため，厳密にはロバスト安定化条件を満
たすようなUpper Modelを設定する必要があるが，モデル予測制御の特性上，安定性解析，ロ
バスト安定性解析は非常に難しく，本論文では多数のシミュレーションを行うことによってそ
れを補っている．よって，実際にUpper Modelの設定する際には，多数のシミュレーション，
正確なモデル同定等を行い，細心の注意を払う必要がある．
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3．2 誤差予測式
 Upper ModelとLower Modelのステップ応答モデルを次のように定義する．
                      
          UPP・・M・d・1・y［n］一Σ9［i］△ψ一i］
                     乞嘉1                             （3．3）
          L・w・・M・d・1・y［・］一Z） 1y］△・［n－i］
                     i＝1
式（3．3）から，Upper ModelとLower Mode1の予測式を式（2，10）のように算出すると，それ
ぞれ
             す［n十1］＝Gu［n］十f［n十1］
                                      （3．4）
             9［n十1］＝G唄η，］十f［n十！｝
となる．
 ここで，Lower Modelを用いて予測式：を算出し，実プロセスがUpper Modelに一致する場
合の誤差が次のように表現できると仮定する．
                  
            姻一Σ（9［司一9［司）△・［・一町］
                 をニユ
               ＝ 万［n］一 y［n］                （3．5）
式（3．4）を用いて，式（3．5）に関する予測式を導くと
         9e［n十1］＝ す［n十1］一g［n十1］
             ＝ （；u［n］十f［n十1］一Gu［n］一f［n十1］
             ＝ （G－G）u［n］＋ア［n＋1］一t［n＋1］
             ＝  （穿elL［n］一トfe［n一ト1］                           （3．6）
となる．ただし，
            雪［η］一ρ回
9e［n］ ＝＝
Gfe ＝＝
feln］ ．．
  y［n 十 1］ 一91n 十 1］
Y［n十H，一1］一9［n十H，一1］
 9［1］ 一g［1］ 0
 9［2］ 一g［2］ g［1］ 一g［1］
g［Hp］ 一g［Hp］ ’”
    f［n］ 一 f［n］
  f［n 十 1］ 一f［n 十 1］
f［n ＋ H， 一 1］ 一 f［n ＋ H， 一 1］
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       o
       o
g［Hp 一 Hm ＋ 1］ 一9［Hp 一 Hm ＋ 1］
である．
 式（3．6）が誤差予測式であり，提案手法では式（2．10）の予測式に加えて，この誤差予測式を
も用いる．
3．3 誤差予測式を加えた制御則
 提案手法の評価関数は，従来手法の評価関数（2．12）に誤差予測式を加えて次のように表さ
れる．
       」＝ l19 ［n ＋ 1］ 一w［n ＋ ！］ 112＋ Allu［n］ 112＋ pa 11 9． ［n ＋ 1］ ［12 （3．7）
μは誤差予測式に対する重みで，大きくすると予測式よりも誤差予測式に重点をおいた制御に
なる．
 提案手法では，従来のようにLower・Modelと参照軌道を近づけると同時に， Upper Modelと
Lower Modelの誤差が最小になるように制御入力を決める．評価関数（3．7）を用いることによ
り，ステップ応答の意味でUpper ModelとLower Modelではさまれる実プロセスに対し，従
来の手法の簡便さを損なうことなくロバスト性を確保することができる．
 従来のMPCと同様に，現時刻以降の操作量u［n］を変化させる場合に，評価関数」『が最小と
なるための必要条件は次のようになる．
                  OJ
                    －O （3．8）          Ou［n］
式（3．7）に式（2。10），（3．6）を代入すると
     」＝ （Cu［n］＋f［n＋1］一ω［n＋1］）T（Gu囮＋f［n＋1］一ω［n＋1］）
        ＋2L ［n］TAu［n］ ＋ （C，zt ［n］ ＋ f． ［n ＋ 1］）T LL （C．iL ［n］ ＋ f．［n ＋ 1］） （3・9）
となり，式（3．8）の条件から
       論＝＝ 2（GTG＋λ・＋・σ厨1咽
            ＋2 ｛GT （f［n ＋ 1］ 一w［n ＋ 1］） ＋ paGZf． ［n ＋ 1］｝
           ＝ O （3．10）
となる．式（3．10）を解くと，ZL［n］は次のようになる．
       u［n］ 一 K．，．｛GT（w［n＋1］一f［n＋1］）一paGZf．ln＋1］｝ （3．11）
ただし
            Kmpc＝（GTG＋AI＋paCZGe）一i （3．12）
である．
 提案手法の制御則の重要な点として，従来のMPCと制御則の解法が同様に簡単であること
が挙げられる．
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3．4 従来のロバストモデル予測制御との比較
 モデル誤差の扱い，その対処方法の観点から，従来のRMPCと提案手法とを比較する．
3．4．1 モデル誤差
 従来のRMPCではノミナルモデルを次のように定義する．
                   
            〃n［n＋k］一Σ9［i］△ψ柄一i］      （3・13）
                  乞＝1
ステップ応答係数g［a］に対しての変動パラメータθiを導入すると
                  
          〃［n＋k］一Σ（9［i］＋θの△・［n＋k－i］
                 留
               一Σ9［司△ψ＋k－i］＋θ［n＋k］
                 をニユ
               ＝  Yn［γz一｛一k｝十θ［n十k］                      （3．14）
となる．誤差の幅を表現すると
          min y［n十k］≦影［n十k］≦max影［n十k］
                       θ∈o  θ∈o
となる．ここで，◎は変動パラメータθの取りうる範囲を示す．すなわち，モデル誤差を“ス
テップ応答＋変動パラメータ”という形で表現する．
 これに対して，提案手法では，2つのプロセスモデルを用いて表現するので，式（3．3）のよう
になる．誤差の幅を表現すると
            9［i］≦9［i］≦す［i］， for i＝！ラ2，一一．
となる．
 図3．2（a）が従来のRMPCのモデル誤差の視覚的な表現である．各ステップ応答係数ごとに
変動パラメータを考えており，特に上下方向のプロセス変動に対応している．しかし，θの値
を定めることでむだ時間のモデル誤差を表現しようすると，ノミナルモデルでは0になってい
るサンプリング時刻で上下方向の不確かさの範囲を設定する必要が生じ，その結果，その時刻
で負の応答部分を持つようなプロセスモデルも実プロセスの可能性として考慮に入れてしまい
かねない．
 それに対して，図3．2（b）の提案手法のモデル誤差の表現は2つのステップ応答モデルで誤差
を表現し，むだ時間を操作することによって，上下方向だけでなく左右方向のモデル誤差，す
なわちむだ時間の誤差も簡単かつ直感的に表現することができる．
3．4．2 制御アルゴリズム
 誤差を含んだプロセスモデルを用いてMPCを行うため，評価関数も従来のMPCから変え
る必要がある．その結果，RMPCの制御則はMPCのものと比べて非常に複雑になる．
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（b）
図3．2：モデル誤差の比較（a）従来のRMPC，（b）提案手法
 従来のRMPCは最悪の状況つまり変動パラメータが最も大きくなる場合を想定して制御
を行う．すなわち，評価関数J’に対して
                 min max J
                 uEu eEe
を行うことになる．上式を解くことで制御入力を決めるのだが，MPCの場合と異なり，非線
形になるので解析的に求めることが難しい．これに対して，提案手法では，MPCの制御則を
そのまま用いることができ，簡単に解析解を求めることができる．
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第4章一入出力モデル予測制御のシミュレー
       ション
 本章では，定量的な性能評価を導入した後，SISO系のMPCのシミュレーションを行い，従
来手法と提案手法とを比較する．
4．1 ロバストパフォーマンス
 本論文では定量的なパフォーマンスとして，設定値と計測値との差異を時間軸に沿って台形
積分したものを導入している．すなわち
            flf lr［榊］1dn一倉             a］ dn    （4・・）
である．ここで，五。はプロセスのむだ時間である．むだ時間と本論文のロバストパフォーマン
スとの関係上，むだ時間が長いと設定値と計測値に大きな差異が生まれ，的確なパフォーマン
ス（立ち上がりや収束の早さ）が得られなくなるので，実プロセスのむだ時間のステップだけ
無視する形とした．
 式（4．！）において，台形積分の範囲がL、→○○になっているが，これは実際には不可能であ
る．よって，まず3つの有限時間El，E2，E3を定義する．これらは
               五α《E1《E2《E3                         （4．2）
のような関係で示され，特にElはプロセスが安定の場合に出力が収束するのに十分なステッ
プ時間を想定している．L。→E1の台形積分に比べると， E1→E2とE2→E3の台形積分は
とても小さいので，E1→E2の台形積分を初項とする等比数列として考える．つまり初項αp，
公比％をそれぞれ
                     
               αP＝   e［n］dn
               rp＝（1’iii一：ll：：i：’li：1：：）
とし，その等比数列の和を○○までとると，式（4．1）は次のように近似できる．
          f．re［n］dnAsf．ffie［n］dn＋El’iz－ltllr12［一tX｛1－rpoo｝
焉
（f’：’
（4．3）
プロセスが安定であり，出力が収束することを想定していると上述したが，逆に不安定で収束
しない場合に式（4．3）を用いるとrp＞1なので○○になり，発散することを示せるのでそちらに
も対応できる．
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4．2 むだ時間の誤差
 提案手法の最も大きな利点である，むだ時間の誤差に対するロバスト性をシミュレーション
にて確認し，従来手法と比較する．
 プロセスを次のように表す．
                  2                    e－LS （4．4）                 10s十1
ただし，Lは不確定で次に示す範囲に入ることがわかっている．
L＝ 5， 6， …  ， ！0
従来の手法は最も長いむだ時間に焦点を合わせるので
               G（s）＝i6g，？ ile－iOS （4．s）
というモデルを用いて制御を行う．
 対して，提案手法は次の2つのモデルを用いて制御する．
           upperModel： a（s）＝i6St 一ile－5S
                                       （4．6）           Lower Model： G（s） ＝ i6gt？lrile－iOS
パラメータは従来の手法，提案手法共に予測区間Hp＝50，制御入力計算区間Hm＝10，打ち
切り次数1vr＝40，調整パラメータα＝0．9で制御を行っている．結果，考察は次ページ以降
に示す．
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図4．1：SISO系におけるむだ時間の誤差一従来の手法
従来の手法では図4，1に示されるようにL＝5，6の場合に収束せずに発散している．ロバス
トパフォーマンスを測定すると，下の表のようになる．
表4．1：SISO系におけるむだ時間の誤差のパフォーマンスー従来の手法
五＝5 L；6 五＝7 五＝8 五＝9 五＝10
従来の手法 Illf 111f 13．22097．17085．68975．8400
 図からだけでなく，表からもし＝＝5，6の場合に発散しているのが分かる．L＝10に最適化
されているはずなのにL＝9の場合に最適な値が出ているのは，モデル予測制御のむだ時間に
対する特有の現象である．図4．1にも現れているが（L＝5の場合），むだ時間が存在する場合
はオーバーシュート（出力波形が設定値を上回る）が発生する．そして，むだ時間に誤差が出
た場合，その逆に設定値に対して出力波形が凹む減少が現れる．結果，前者のオーバーシュー
トと後者の凹みがうまく合わさり，最適な値が出ているかのように見えてしまう．出力波形を
見ればわかるように，決して最高パフォーマンスが出ているというわけではない．
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図4．2：SISO系におけるむだ時間の誤差一提案手法
200
 提案手法では図4．2に示されるように従来の手法で発散したL＝5，6の場合のみならず，全
域で収束している．ロバストパフォーマンスを測定し，さらに従来の手法と比較すると下の表
のようになる．
       表4．2：SISO系におけるむだ時間の誤差のパフォーマンス
五＝5 L＝6 五＝7 五＝8 五＝9 五＝10
従来の手法 Inf Inf13．22097．17085．68975．8400
提案手法 11．42929．9199 8．8803ユ6317．5828 7．2589
 提案手法は全域で安定はしているものの，従来の手法で収束する部分では4つのうち2つの
部分のロバストパフォーマンスが悪い結果となった．ただ，最悪の場合である発散を免れてい
るので，実用的であるといえる．
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図4．3：SISO系におけるむだ時間の誤差一提案手法のパフォーマンス
 提案手法において，五を5～10の範囲で0．05刻みでロバストパフォーマンスをプロットし
た．従来の手法同様，最適化されたL＝10の場合ではなく，少しそれよりむだ時間が小さい
場所で最適パフォーマンスが現れているのが分かる．
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4．3 全パラメータの誤差
 提案手法がむだ時間の誤差に対して有効であることを確認したが，実際にはむだ時間にのみ
に誤差が出るわけではない．よって，より現実的に考え，プロセスが「一次遅れ＋むだ時間」で
表現できる場合に，その全てのパラメータで誤差が現れたときのロバスト性をシミュレーショ
ンで確認し，従来の手法と比較する．
 プロセスを次のように表す．
                  K                     e－LS （4．7）                 Ts 十1
ただし，K，T，Lは不確定で次に示す範囲に入ることがわかっている．
K ＝ 1．8 rv 2．2
T ＝ 5 tv lO
五 ＝ 5～10
従来の手法では，ゲイン，時定数は中心，むだ時間は最も大きい部分に焦点を合わせるのが一
般的なので
               G（s） ＝ ii．sgliris， ie－iOs （4．s）
というモデルを用いて制御を行う．
 対して，提案手法は次の2つのモデルを用いて制御する．
           Upper Model ： a（s） ＝ slt？il！［’21e－5S
                                        ．（4．9）
           Lower Modei： G（s）＝ i61ti：lrii’8 ie－ies
パラメータは従来の手法，提案手法共に予測区間Hp＝50，制御入力計算区間Hm＝10，打ち
切り次数N＝40，調整パラメータα＝0．9で制御を行っている．結果，考察は次ページ以降
に示す．
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図4．4＝SISO系における全パラメータの誤差一従来の手法
 従来の手法では図4．4に示されるようにL＝5の場合に収束せずに発散している．ただし，
それ以外のパラメータの誤差がある場合は発散まではしていない．ロバストパフォーマンスを
測定すると，下の表のようになる．
表4．3：SISO系における全パラメータの誤差のパフォーマンスー従来の手法
五＝5 五＝10
K＝1．8 κ＝22 κ＝1。8 1（＝22
T＝5T＝10T＝5T＝10T＝5T＝10T＝5T＝10
従来の手法 Inf Irlf Inf Inf 5．79398．6591！0．87577．5495
 図からだけでなく，表からもし＝5の場合に発散しているのが分かる．その他のパラメータ
の場合はむだ時間と同程度の誤差があっても，発散はしないことがわかった．K＝2．2，T＝5
の場合に最悪のパフォーマンスが出ているので，ゲインは大きめ，時定数は小さめの場合にパ
フォーマンスが悪くなることが確認できた．
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図4．5：SISO系における全パラメータの誤差一提案手法
 提案手法では図4．5に示されるように従来の手法で発散したL＝5の場合も収束している．
ロバストパフォーマンスを測定し，さらに従来の手法と比較すると下の表のようになる．
表4．4：SISO系における全パラメータの誤差のパフォーマンス
ゐ＝・5 五＝10
K＝1．8 K＝2．2 κ＝1．8 K＝22
T＝5 T＝10T；5T＝！0T＝5T＝10T＝5T＝10
従来の手法 Inf Inf Inf Inf5．79398．659110．8757．5495
提案手法 12．165612．55039．0866 9．8482 7．390710．48268．1649 9．4917
 L＝！0，K＝2．2， T＝5の場合に従来の手法では最も悪いパフォーマンスが出たが，提案手
法では逆に良い部類のパフォーマンスが測定された．これは最悪の状況を想定する提案手法の
効果が現れていると考えられる．
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図4．6：SISO系におけるゲインの誤差一提案手法のパフォーマンス
 提案手法において，Kのみを1．8～2．2の範囲で0．005刻みでロバストパフォーマンスをプ
ロットした．その忌むだ時間，時定数はそれぞれL＝10，T・・＝10で固定している．むだ時
間と同様に，最適化されたK＝＝1．8の場合ではなく，少しそれよりゲインが大きい場所で最適
パフォ■一・一一マンスが現れているのが分かる．
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     図4．7：SISO系における時定数の誤差一提案手法のパフォーマンス
 提案手法において，Tのみを5～10の範囲で0。05刻みでロバストパフォーマンスをプロッ
トした．その際，むだ時間，ゲインはそれぞれL＝10，K＝2で固定している．むだ時間やゲ
インと同様に，最適化されたT＝10の場合では最高のパフォーマンスは出ていない．
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4．4 一入出力モデル予測制御のシミュレーション考察
 従来の手法においては出力が収束せずに発散するが，提案手法では発散を免れるというシミュ
レーションが幾つか得られた．その発散の原因となったのはいずれもむだ時間の誤差であるの
で，むだ時間に対してのロバスト性を確保するという提案手法の目的が達成できたことになる．
しかし，むだ時間の誤差に対してのロバスト性の確保がパフォーマンスとトレードオフになる
事例も幾つか見られたので，それらに対してどう対処していくかが課題になってくる．安全性
を考え提案手法を用いるか，性能を重視して従来の手法を用いるか，提案手法がそういった制
御手法の選択肢の一つに入るには十分な結果が得られた．
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第5章多入出力モデル予測制御
本章では，MIMO系のMPCについて解説する．
5．1 多入出力系のステップ応答モデル
 まず，m入力p出力のプロセスを考える．それを式（3．1）で示されるような伝達関数で表現
すると，次のような伝達関数行列になる．
          Gii（s） Gi2（s） … aim（s）
          G2i（s） G22（s） … G2m（s）
                           ， 1 （s．1）
                    σ琶ゴ（s）
          Gp1（s）Gp1（s）   …    （；pm（s）
ここで，（㍉（s）は入力ゴから出力iへの伝達関数である．
 巧（8）を出力iのラプラス変換，Uj（s）を入力」のラプラス変換とすると
    Y、（・） σ・1（S）G・2（・）  …  σ・m（S） σ、（・）
    Y2（・）  σ・・（S）σ22（・）  …  σ2m（・） U2（・）
        ＝                         （5．2）            i      σ乞ゴ（s）   i   Uj（8） Yi（s）
    Yp（・） σ，、（・）σP1（・） …  σ。m（・） Um（・）
となる．ここで，出力1に注目すると次のようになる．
  Yl（8）＝Gll（8）σ1（8）十G12（s）σ2（8）十… 十G1ゴ（s）Uj（s）十 …Glm（s）σm（s）  （5・3）
よって，出力1のステップ応答モデルは式（5．3）の右辺のように，入力」（ただし，ゴ＝1，2，・・，m）
から出力1へのステップ応答モデルのそれぞれの和になる．
 すなわち
                                       
         y・・［・］一Σ9・・［i］△・・［n－i］＋Σ912［i｝△・・［n一・i］
              i＝1              i＝＝1
                   
              ＋…＋Σ9！m圖△・m［n－ii     （5・4）
                  i＝1
                    27
となる．ここで，それぞれYl［n］は出力1のステップ応答モデル， g11［i｝は入力1から出力1の
ステップ応答列，△u1回は入力1のステップ状入力である．
 同様に出力pまで導出すると，式（5．1）のプロセスのステップ応答モデルは次のようになる。
                                                               
  〃・［n］一Σ9・・［i］△・・［n－i］＋Σ912［i］△・・［・一三…＋Σ9・調△・m［n－i］
       i＝1          i＝1              i＝1
                                                               
  〃・［n］一Σ9・・［i］△・・［n－i］＋Σ922［i］△・・［n－i］＋…＋Σ9・嗣△・m［n－i］
       i＝1          i＝1              i＝1
                                                              
  y。［n］一Σ9，・［i］△・・［n－i］＋Σ9。・［i］△ψ一i］＋…＋Σ 9，m［i］△・Lm［n－i］
       i＝1          i＝1              i＝1
5．2 多入出力系の予測子
 前節と同様に出力1に注目する．前章のように式（5．4）から予測式を導出すると
                                           
      9・｛n＋三一Σ9・・li］△・・［n＋k－il＋Σ9・2［i］△・・［n＋k－i］
              i＝1                   i＝1
                   
             ＋…＋Σ9・，［i］△ψ＋k－i］＋8・［n＋kln］  （5・5）
                  i＝1
となる．ただし
              dl［n＋嗣＝d・［nln］
                    ＝  Yi［n］一9i［nln］                    （5・6）
である．ここで，di｛n＋kln］は出力1の外乱を表す．
 簡略化のため，式（5．5）を書き換えると次のようになる．
            9i［n十kln］＝c1［γz十k］十！1［n十k］                      （5・7）
ただし
              ん                  ん
      ・・［n＋k］一Σ9・・［i］△・1［n＋k－i］＋Σ9・2［i］△・・［n＋k－il
             i＝1                 i＝1
                  ん
             ＋…＋Σ9・。［i］△ψ柄一i］     （5・8）
                 i＝1
である．ここで，c［n＋k］は強制応答と呼ばれ，前述した自由応答とは反対に未来の入力にの
み依存し，過去の入力には依存しない．c1［n＋k］は出力1の強制応答を表している．また
                   
        ！・［n＋k］一互・［n］＋Σ（9・・［k＋i］一9・・V］）△U・［n－i］
                Oo  i＝1
              ＋Σ（912［k＋i］一912囲△・・［n－i］
                i＝1   00
              ＋…＋Σ（9ip［k mF i］ 一 9im［i］）△ψ司   （5・9）
                   i＝1
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であり，fi［n＋k］は出力1の自由応答を表す．
 MIMOでも同様に，ステップ応答係数％［i］は十分時間が経過したあるNijステップ以降で
一定と仮定している．つまり
    lgi」’ ［k ＋i］ 一 gi」 ［i］1 s O， for i 2 Ni」， 1＝ 1， 2， ・．・・ ，p， 」＝ 1， 2，… ， m
このとき，式（5．9）は
                  エ  
       ！・［n＋k］一y・［n］＋Σ（9・・［k＋乞19・・同）△ψ一i］
                  i＝1
               ノ ユ 
              ＋Σ（912［k＋i］一9・2［¢D△・・［n－i］
               乞＝1                  N1P
              ＋…＋Σ（91P［k十司一91P隣）△ψ一司
                  i＝1
となる。
出力1と同様に，出力2から出力pまでの予測式を導出すると次のようになる．
            9i［n＋姻＝C1［n＋k］＋！1［n＋k］
            92 ln＋綱＝C2［n＋k］＋f2［n＋k］
            ρP［n＋kln］＝Cp［n＋k］＋fp［n＋k］・
（5．10）
予測区間をHp，制御入力計算区間をHmとし，さらに予測値g［n］，ステップ応答行列G，制
御入力叫π］，自由応答f［n］をそれぞれ
             9i［n］
9［n］ ＝
9i［n］ ．
C ＝
Giゴ ＝
92［n］
9， ［n］
  9刺
 9謳＋1］
9i［n＋H，一1］
Gll G12 ’” Gim
G21 G22 ’” G2m
Gpl Gp2 ’” Gpm
giゴ［1］  0
9iゴ［21     g乞ゴ［l1
9η［Hp］ 9乞ゴ［正1ρ一1］
       29
   o
   o
gij［Hp－Hm＋1］
uln］ ＝
・tゴ［n］＝
f［n］ ＝＝
fi［n］ ＝
とすると，次式のような予測式を得る．
ul［n］
u2回
ztm［n］
  △uゴ［n］
 △吻［n＋11
△uゴ［n十 ll． 一！］
fi［n］
f2［n］
f， ［n］
  ！刺
 潮η＋1］
fi［n＋H，一1］
             9［n一｛一11ニ＝（｝u［n］十プ，［n一ト1］                     （5・11）
5．3 多入出力系の制御則
 SISOの場合と同様に，制御入力は予測値と参照軌道とが可能な限り近くなるように決めら
れる．
 参照軌道ω［n］，設定値r［n］，調整パラメータ行列Aを
                   w1 ［n］
                   w2［n］
             w［n］ ＝
                   ωP回
                     wi ［n］
                     wi ［n ＋ 1］
             wi［n］ ＝ 1 ’“．
                   wi［n＋H，一lj
30
r［n］ ＝
Ti ［n］ ＝
A ＝
Ai ＝
rl［n］
r2 ［n］
rp ［n］
  ri ［n］
 ri ［n ＋ 1］
ri ［n ＋ H， 一 1］
Ai O
  A2
0 A，ai O
  cy？・
0  。艶
と定義すると，参照軌道は次式のようになる．
’ 0≦α乞≦1
           w［n十1］ 一Aw ［n］十（1－A） r［n十1］ （5．12）
 式（2．12）と同様に，予測値と参照軌道を近づけると同時に，制御入力の急激な変化を抑える
ような評価関数J’は
           」一Hρ［n＋1］一ψ＋1川2＋λllψ］l12     （5．13）
となる．評価関数」が最小となるようなuln］も式（2．18）と同様に
         u［n］ ＝＝ （CTG＋AI）一’ GT （w［n＋1］一f［n＋！］） （5・14）
である．
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第6章 多入出力モデル予測制御における提案
       手法
本章では，MIMO系のMPCにおける提案手法の扱いと拡張について記述する．
6．1 2対のプロセスモデル群
p入力p出力のプロセスを考える．式（5．1）のように伝達関数行列で表現すると
Gn（s） Gi2（s）
G2i（s） G22（s）
Gpi（s） Gpi（s）
Gii（s）
Gip（s）
G2p （s）
Gpp（s）
（6ユ）
となる．MIMO系のMPCで提案手法：を用いる場合，式（6．1）に即して考えると，単純に考えて
2×p2個のプロセスモデルを扱うことになり，従来の手法に比べて扱うプロセスモデルの数が
非常に多くなり，実用的とは言い難くなる．よって，1つの行（1つの出力）を支配的，非支配
的という2つの要素に分けることにより，プロセスモデルの数を減らしている．支配的，非支
配的な要素の意味については後述する．ここでは，σ鼠5）を第i行の支配的な要素と仮定する．
 まず，式（6．1）の第i行に注目する．提案手法では，第i行の支配的な要素G鼠8）のステッ
プ応答列｛伽圃lk＝1，2，．．．｝と第i行の非支配的な要素（㍉（s）（」≠i）のステップ応答列
｛％囮｝（ゴ≠i）のそれぞれに関する2対のプロセスモデル群を用いる．図6．1のように，支配的
な要素は非支配的な要素よりもむだ時間が短く，ゲインが大きい，つまり全体に対して影響力
が強い要素のことを示している．
 ここで
（d・mi・・nt） 旦伽［k］≦9・・［k］≦免調，∀k
（・・n－d・minant）細［k］≦9iゴ［k］≦互卿［k］，∀ゴ≠i，∀k
（6．2）
さらに
               1d，i ［k］ ） g．d，i ［k］， vk
と仮定する．つまり，支配的な要素G鼠8）のステップ応答列｛9調｝は非支配的な要素αゴ（8）
のステップ応答列｛9iゴ［k］｝よりも速く立ち上がる．MIMO系の提案手法はこれらの2対のプロ
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図6．1：2対のプロセスモデル群
セスモデル群，支配的要素のUpper mode1とLower model，非支配的要素のUpper mode1と
Lower model，を用いてロバスト性を高めている．
 プロセス産業の分野では「むだ時間＋一次遅れ」という伝達関数で特性を近似できるプロセ
スが数多く存在することを考慮に入れ，SISO系と同様に提案手法では， Upper ModelとLower
Modelもその形を暗に想定している，すなわち
          upper model： GiD，i（s） ＝ ＝一lllt2ze＝74 ． e－iD，is
                      TD，is 十 1                                       （6．3）          Lower modei ： GD，i（s） ＝ iiillltfitl；一isD’f； ie－LD・is
である．ここで，Dはd／ndを示しており， dは支配的， ndは非支配的をそれぞれ指している．
実際に式（6。3）はパラメーターZ］D，i， li TD，i， Iil D，i，重那， Z］D，i， KD，iを選ぶことで簡単に決定で
きる．
6．2 多入出力系の誤差予測式
 入力1から出力1へのUpper modelとLower modelがそれぞれステップ応答列｛9d，1囮｝と
｛9d，，［k］｝で示されると仮定すると，ステップ応答モデルは．
                      
         UpP・・m・d・1・Y、，、［n］＝＝ 2g，，、［k］△・Li［・・一・k］
                     kasi                              （6．4）
         L・w・・m・d・1・Y、，、［nl 一 2） 1d，、lk］△ψ一k］
                     k＝1
                    33
となる．
 ステップ応答モデルから予測式を前述したように導くとそれぞれ次のようになる．
       Upper model ： Yd，i ［n 十 1］ ＝ Gd，iui ［n］ 十 fd，i［n 十 1］
                                      （6．5）
       L・w・・m・d・1・9、，、［n＋1］＝ Gd，・u・回迂、，、［n＋1］
ここで，Lower Modelを用いて予測式を算出し，実プロセスがUpper Modelだった場合の誤
差のステップ応答モデルが
                oo          鋤回一Σ（gd，i［k］ 一 gd，，［k］）△・・卜鳶］
                んこユ
              ＝すd，1回一振1［n］
で表せると仮定すると，出力1の支配的要素（入力1から）の誤差予測式は
     ρ・，・，・［n＋1］一Yd，・［n＋1］一豊、，1［・＋1］
           ＝Gd，11L1［n］＋fd，i［π＋1］一G4，1u1囮一14，1［n＋1］
           一（Gd，1 一 yCd，1）u・［n］＋（7・，・［n＋1ユ一身、［n＋！］）
           ＝ Ge，4，1u1回＋fe，d，1［n十1｝
となる．
 同様に，非支配的要素（入力！以外から）の誤差予測式は
           9e，nd，1［π÷1］＝（穿e，nd，1 ＋ fe，nd，1［n十1］
で表される。
（6．6）
（6．7）
（6．8）
 全ての入力（入力1から入力p）から出力1までの誤差予測式をまとめると次のようになる．
           9e，！［n十1］＝Ge，1u［n］十fe，1［n一ト1］                    （6・9）
ここで
          9e，i ［nl ＝ 9e，d， i ［n］ ＋ （P 一 1） （9e，nd，i ［n］）
           Ge，1 ＝ ［Ge，d，1 Ge，nd，1 ’” Ge，nd，1］
                 ul ［n］
                 u2 ［n］
           IL［n］ ＝
                 鋤P回
          f，，1回 ＝ f。，d，1［n］ ＋（P－1）（f。，嘱1回）
である．
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入力と出力をp，誤差予測式をg，［n］，誤差予測式のステップ応答行列をG．，誤差予測式の
自由応答をf，［n］をそれぞれ
                     9。，、回
9e回；
Ce ＝
ノe［n］＝
とすると，次式の誤差予測式を得る．
9。，2回
9e，p ［n］
（穿e，1
Ge，2
Ce，p
f。，、回
f。，2回
fe，pln］
9e ［n 十 1］ ＝ Ceu［n］ 十 f． ［n ＋ 1］ （6．10）
6．3 誤差予測式を加えた制御則
 前述したように，提案手法の評価関数は式（5．13）に誤差予測式を加えて次のように表される．
       ．J ＝＝ l19 ［n 十 1］ 一 iv ［n 十 1］ ［12 十 」＞L ll zt ［n］ i12十 tL119． ［n 十 1］ 112 （6．11）
評価関数」が最小となるようなu［nlも式（3．11）と同様に
       ψ1－Km，。｛GT（ω［n＋エ1－f［n＋i］） 一 PSσZf。［n＋11｝  （6．12）
となる．ただし
            Kmpc＝ （GTG＋ AI＋pa GfZGe） 一’ （6・13）
である．
6．4 多入出力系における拡張
6．4．1 m入力p出力系の一般的な構成
 前節ではp入力p出力である正方伝達関数行列で対角要素が支配的になると考えてきたが，
ここでm入力p出力系での扱いに拡張する．
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 式（6．1）のような正方伝達関数行列が第i行で支配的な要素（DE），（｝凝5），と非支配的な要
素（NDE），（㍉（s）（」≠i），を持つとすると，次のように表現できる．
                DE NDE
               NDE DE
式（6．14）で示されるような構成をm入力p出力系へと拡張すると次のようになる．
DE／NDE
DE
NDE
；psm
（6．！4）
（6．！5）
ここで
            物＝max｛ゴ1 G，ゴ（s）is dominant｝
と定義すると，支配的要素の構成は次のようになる．
（6．16）
                7i 〈7i 〈’”〈 tym （6．17）
このようなm入力p出力系のプロセスに対しても前節のような予測式と制御則を用いることが
できる．
6．4．2 直流ゲインが異符号の応答を持つ非支配的な要素
 実プロセスの全ての要素が同じ符号を持つとは限らない．もし，非支配的な要素σ訊5）（ゴ≠i）
が支配的な要素Gii（s）に対して異符号を持っていた場合，第i行におけるUpper modelとLower
modelは次のように選ぶ（図6．2参照）．
              1．d，，［k］ g 一gi2・［k］ S g．d，，［k］
すなわち，第i行におけるUpper modelとLower modelが次のような条件を満たすようにする．
              g．d，i［k］ S Igi」・［k］1 s g．d，ilk］
言い換えるなら，MIMO系の提案手法において非支配的な要素が異符号：を持った場合， Upper
modelとLower modelをそれぞれ｛一gnd，i［k］｝と｛一gnd，i［k］｝に置き換え，その間に実プロセス
が入るように定める．
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｛g－nd， i［k］ ｝ ： Upper model for ｛gi ・［k］ ｝
            ””””’ ｛一gi一［k］｝
｛gnd， i［k］｝：Lower model for｛gグ圃｝
’
    ｛gi’［k］｝ in real process
図6．2：異符号の応答を持つ非支配的な要素
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第7章多入出力モデル予測制御のシミュレー
       ション
 本章では，MIMO系のMPCのシミュレーションを行い，従来の手法と提案手法とを比較
する．
7．1 2入出力モデル予測制御のシミュレーション
 2入出力モデル予測制御のむだ時間に対する誤差をシミュレーションにて確認し，従来の手
法と提案手法を比較する．
 プロセスを次のように表す．
            ［蕪∴熱：ll：1  （7・1）
ただし，Ll， L2は不確定で次に示す範囲に入ることがわかっている．
                一乙1 ＝  5，6，…  ，9
                L2 ＝ 10，11，…  ，14
従来の手法は最も長いむだ時間に焦点を合わせるので
          一臨嚢：1：：：1 （7・2）
というモデルを用いて制御を行う．
 対して，提案手法は次の2対のプロセスモデル群を用いて制御する．
     For the first row ： i；emLis X’3 e－ios
               8s十1      10s十1
              where Li ＝ 5， 6， … ，9
               恥）一8，卑、・一5s，G、・（・）一8，1、・一1・・
               転・（・）一鯨・（・）一、。讐1・一…
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For the second row［12讐、e－15s、、葺〆
where L2 ＝ 10，1！，… ，14
ad，2（s） ＝ iitllll i’8 ie’iOs， gd，2（s） ＝ iitil：i 一i，’8 ie－i4s
and，2（s） ＝ G．d，2（s） ＝ iX．：ll－i’2 1e－i5s
パラメータは従来の手法，提案手法共に予測区間Hp＝40，制御入力計算区間Hm＝5，打ち
切り次数N＝50，調整パラメータα＝0．9で制御を行っている。結果，考察は次ページ以降
に示す．
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1．5
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0．5
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－O．5
  0
1．5
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0．5
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－O．5
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   O 50 100 150 200 250 300 350 400
       図7．1：2入出系におけるむだ時間の誤差一従来の手法
従来の手法では図7．1に示されるようにL1＝5の場合に収束せずに発散している．
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1．5
 1
0．5
 0
－O．5
  0
1．5
 1
0．5
 0
－O．5
50 100 150 200 250 300350 40
    O 50 100 150 200 250 300 350 400
         図7．2：2入出系におけるむだ時間の誤差一提案手法
 提案手法では図7．2に示されるように，従来の手法で発散したL＝5を含めて全域で収束し
ている．
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ロバストパフォーマンスを測定すると，下の表のようになる．
表7．1：2入出力系におけるむだ時間の誤差のパフォーマンス
従来の手法 提案手法
一L1 五2 出力1 出力2 全出力 出力1 出力2 全出力
10 Inf Inf Inf 38．919534．244173．1636
5 12 Inf Inf Inf 38．528230．959369．4875
14 Inf Inf Inf 38．549529．8552 68．4047
10 42．249353．5456 95．794936．2668 34．2236 70．4904
7 12 37．97733！．434369．411636．111030．972！67．0831
14 37．864730．5090 68．3737 36．131729．8619 65．9936
10 36．8221 51．568388．39034．4853 34．208968．6942
9 12 36．156731．4686 67．625334． 046 30．9850 65．2896
14 36．1403 30．4954 66．635734．331129．8858 64．2169
 Ll ＝5の場合に従来の手法が発散するのは見ての通りだが，それだけでなく， L2＝10の場
合にも非常に悪いパフォーマンスが出ているのが分かる．対して，提案手法は発散する場合を収
束させているだけでなく，従来の手法で悪いパフォーマンスが出ている部分をも良いパフォー
マンスになっていて非常に実用的である．
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7．2 3入出力モデル予測制御のシミュレーション
 2入出力モデル予測制御のむだ時間に対する誤差をシミュレーションにて確認し，従来の手
法と提案手法を比較する．
 プロセスを次のように表す．
 2  eh6s
7s十1
 0．8   e－L2s
12s十1
 0．6   e－L3s
14s 十 ！
O．7  －Llse
O．8
9s十1
 3 ．一Ls   e10s十！
O．7
   e13s十1
一L3s
10s十1
 0．9   e一五28
11s 十 1
 2．5    －10s
e－Lis
 ells 十 1
ただし，L， Ll， L2， L3は不確定で次に示すいずれかであることがわかっている．
（7．3）
五  ＝
五1 ＝
五2 ＝
五3 ＝
4，8
8，12
10，14
12，16
従来の手法は最も長いむだ時間に焦点を合わせるので
G（s） 一
2
7s十1
0．8
＿6s O・7－12。
ど           ど   9s十1
     3e－14s   eles十1
0．7
O．8 J－12，  e
12s十1
 0．6
14s 十1
というモデラレを用いて制御を行う．
一16se 一vv ．e   13s十1
   ！0s 十1
－s． O・9 n－14，      e   lls 十 1
－i6s 2’5 A－ios      e   lls 十 1
（7．4）
対して，提案手法はそれぞれの出力に関して次の2対のプロセスモデル群を用いて制御する．
For the first row
For the second row
［碁、評9£睾、e－L・・、。Y4、e－L・・
where Li ＝＝ 8， 12
ad，i（s） ＝ Gd，i（s） ＝ 7g，一Z 一ii e－6S
輪・（・）一gf畢、・一s・， G卿（・）一、。1子、・一・2s
！2讐1診、。轟、e一一Ls、1警睾、囲
where L＝ 4， 8， L2 ＝ 10， 1．4
Gd，2（s） ＝
3
  e－4s7 Gd，2 （S） ＝
3
  e－8s
     IOs十1 ’ ’UiLX i 10s十1
and，2（s） ＝ ii2t：ll－i’9 ie’iOs， g．d，2（s） ＝＝ iSt｝il－is’8 ie’i4s
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For the third row［、4讐1調、3覧拶、、妻皐、e－10・］
where L3 ＝ 12， 16
Gd，3（s） ＝ Gd，3（s） ＝
         11s 十 1
and，3（s）＝一i32’lie－i2s，
2．5 e－10s
Gnd，3（s）＝一14：’gle－16s
パラメータは従来の手法，提案手法共に予測区間Hp＝40，制御入力計算区間Hm＝10，打ち
切り次数1V＝50，調整パラメータα＝0．9で制御を行っている．結果，考察は次ページ以降
に示す．
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          図7．3：3入出系における誤差一従来の手法
従来の手法では図7．3に示されるようにL＝4の場合に収束せずに発散している．
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           図7．4：3入出系における誤差一提案手法
 提案手法では図7．4に示されるように，従来の手法で発散したL＝4を含めて全域で収京し
ている．
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ロバストパフォーマンスを測定すると，下の表のようになる．
レ
呈
。く
g
g
謳
む
思
oう
黛
の o ⇔う σり の 寸 α○ 頃 α○ 肖 ㊤ 鴎 目 oO ⑩ 寸◎り α○ H oO① 一 σり ① oOoo σう 卜 σり o ooo σり 寸 ト oり 寸 ゆ m 囚 QO㊤ H ⑪ 囚 H oR囚 QO ⑦ 玲 ⑪ ゆ ① oo ト 囚 の H 寸 oう ゆ電 ドσう ⑩◎う 寸◎り 寸的 o◎う oσり 寸σう 寸○う トαり ㊤αう ゆαう ぜoう 卜σう ㊤σう ゆσり 寸σう
◎う H 囚 o ゆ 卜 ⑪ 玲 ㎝ o ト 寸 o目 o 姻㎝ oo o◎う ト o寸 QO oOH ゆ 卜 QO ゆ 囚 oQり o寸 σう o N⑦ 寸 o寸 囚 αo o① oOo殺 ⑪ ① σう 囚 O ⑦ N qo α○ 寸 αう σう N 寸 寸斑恥 記 ⊂；寸 ⑦σう 一寸 H寸 o寸 ①ぴり H寸 ■寸 60う ○○
ﾐう
ゆσう ゆσう αD
揩､
QO
揩､
ゆσう めσう
鰍 H oN ゆゆ ①◎り 卜寸 目H 寸QO oO｡ moう 寸◎り oH 個◎う ト① トQO oOﾐう 寸① 寸寸理 Rゆo 卜寸 o卜 寸卜 αDB トα○ oo 寸㊤ σりpO 囚ゆ oQO QO ooO oQO寸㊤ ゆo遭 ■寸 一寸 o寸 o寸 トσう トσり 卜Qう ドoう ■寸 H寸 o寸 d寸 ドσり ト○り 卜oう 卜σう
⑪ ⑩ 寸 oH ゆ ゆ 個 寸 囚 ゆ ⑩ 玲 卜 oo喰 ⑩ o c『 卜 o QO⑪ oN ⑪ 囚 寸 o ⑪ 凶 Hゆ o ⑪ ゆ 囚 寸 H “ ㊤ 寸 ① ⑦ 卜 一 寸 寸遭 QO 囚 ⑦ ゆ ト ◎う ⑪ ゆ ぜ H 寸 喚 αう ゆ 寸 りo
⑦ oOo oゆ 寸 oり σう α○ ト Ho ◎り 囚 QO卜畑 H 目 一 HHH 刷 HH 一 目 目 H HooH H一 H 一 H HHH 一 H 一 H 肖 一 H
ト o 囚 oう o ㎝ QO卜φう 寸 σう ト め o ト o ◎りR｝q ｝自 ｝自 舶自 ｝葭 輪自 申⇔ 舶諸 QOJ H◎う ⑪o ⑪σう Og o㊤ ①o ト◎うH 一 H 一 H 一 H 同 ● 曾 ・賠 ① oOo ゆ oO 卜 oゆαう ◎う αり oう σり oう ◎う σり
⑪ ㊤ σう oO 囚 o ㊤ 卜囚 ① 寸 H ⑪ αり σう ◎う ゆ
鴬
R竈 ｝自一 ｝自一 ｝ロー 頬自H ｝9一 ｝自一 ｝自H 甑qH ゆ⑤囚 σり暑･
囚oゆ トゆゆ ①oH HoOo ○う
?
ooゆ
冊 寸 寸 αり σり 寸 寸 Qり σり
e廉
H 囚卜 ①αD H⑪ HoQO ト○う o寸 “ト
翠 R｝自H ｝q一 ｝ロー 軸自H ｝自H 舶自一 蝋葭嗣 舶自H H唄 OD トゆ 円囚 σりメ` ooD o⑦ HQO韻 寸 ◎う HH ト ㊤ oo寸 寸 寸 寸 σう ⇔う σう ◎り
○○ 肖 ト c刈 oo寸 ゆR H 卜 ト ゆ o 寸 QOo鴇 ｝ ｝ 鰍 ｝ ｝ 舶 晒 o ◎う ① oOHo 磯 ゆヨ 員一 自一 自一 自H 自一 自一 調同 qH ⊂～ト 団σう 閃◎う 門“ ⑤o 団ゆ q① 閃卜
畑 c刈 囚 HHHHo oH 目 HHHHHH
αう 囚 ㊤ 囚 り No 囚 ㊤ “ o cqo 囚 ㊤ 囚 oqH 一 H H H一 目 目 一 HH 目 HH 一 H
㎝ o 寸 o 寸 o 寸 o 寸鴫 一 目 H H 一 一 H 目
ξ ○○ cqg QO c渦g
日 寸 αD
 2入出力系の時と同様に，提案手法は発散する場合を収束させているだけでなく，従来の手
法で悪いパフォーマンスが出ている部分をも良いパフォーマンスになっていて非常に実用的で
ある．
47
7．3 多入出力モデル予測制御のシミュレーション考察
 SISO系と同様に従来の手法においては出力が収束せずに発散するが，提案手法では発散を
免れるというシミュレーションが幾つか得られた．ただし，SISO系とは異なり，ロバストパ
フォーマンスの分野においても，提案手法のほうが非常に良い値が出る結果となった．これは，
MIMO系において，提案手法が複数の入力の干渉においてもロバスト性を発揮しているのと考
えられる．MIMO系のほうがより現実的なシミュレーションなので，そちらにおいて良好なパ
フォーマンスを得られるのは非常に実用的である．
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第8章 結論
 本論文では，従来の方法とは違う視点からMPCの実用的なロバスト化手法を提案した．具
体的には，従来のMPCやRMPCが1つのプロセスモデルを用いるのに対し，提案手法では
2つのプロセスモデル，MIMO系においては2対のプロセスモデル群を用いている．それによ
り，MPCの大きな利点の1つである制御則の簡単さを損なうことなしに，ロバスト化が可能
となった．さらに，プロセス産業の分野で実用上非常に重要なむだ時間のモデル誤差を考慮に
入れたシミュレーションを行い，特にMIMO系にて提案手法の非常に良好な結果が得られた．
MIMO系はSISO系に比べて現実により即したシミュレーションとなっているので，その場合
において良好な結果を得られるということは非常に実用的であると考えられる．
 展望としては次のようなものが挙げられる．
・現実のプラントにて制御を行い，結果を検証する．
・安定性，ロバスト安定性解析を行い，数学的に安定性を証明する，
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