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Introduction 
The area of singular perturbations is a field of increasing interest to 
applied mathematicians and one without adequate exposition. The only 
authoritative treatment to date is a single chapter in the highly recom- 
mended “Asymptotic Solutions for Ordinary Differential Equations” by 
Professor Wolfgang Wasow, a substantial contributor to the study of 
singular perturbations for over twenty years. Otherwise, one must search 
through the extensive literature. 
This article is a slightly revised version of lecture notes prepared and 
delivered at Bell Telephone Laboratories, Inc., Whippany, New Jersey, 
during the summer of 1966. The content is selected and strongly reflects 
the interests, readings, and research of the author. These lecture notes 
were an attempt to emphasize mathematically sound, constructive tech- 
niques for obtaining asymptotic solutions for representative problems. 
It was hoped that they would, simultaneously, be a satisfactory introduc- 
tion to the rapidly growing research literature and that they would prove 
r This research was supported by the Air Force Office of Scientific Research under 
Contract No. AF-AFOSR-537-67. Reproduction in whole or in part is permitted for 
any purpose of the U.S. Government. 
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useful to those who encounter asymptotic phenomena in physical 
situations. The favorable response of many readers has been encouraging, 
but also indicative of the need for such a survey. 
Section 1 introduces singular perturbation problems through examples 
and includes a formal application of the method of matched asymptotic 
expansions. Section 2 proceeds much more carefully to consider the 
asymptotic solution of certain boundary value problems for ordinary 
differential equations with a small parameter multiplying the highest 
derivatives. Methods introduced there are generalized in chapters three 
and four to include singular perturbations of eigenvalue problems and 
of boundary value problems involving two parameters which simul- 
taneously approach zero. The eigenvalue problems generalize the 
classical study of the vibrations of a string, while the two-parameter 
problems presented can, in turn, be generalized to problems involving 
many parameters. The asymptotic solutions of these problems all feature 
the phenomenon of “loss of boundary conditions.” 
In Section 5, a different type of singular perturbation phenomena 
known as relaxation oscillations is encountered, while in Section 6 a more 
general discussion concerning perturbations of discontinuous solutions 
is presented. In particular, expansions are obtained for the amplitude and 
period of the relaxation oscillations of van der Pol’s equation. Section 6 
also contains Vasil’eva’s method for obtaining the asymptotic solution 
of initial-value problems for systems of nonlinear equations, including 
detailed calculations for illustrative examples. Lastly, several represen- 
tative problems for partial differential equations are presented in 
Section ‘7. They include examples where the reduced equation is of lower 
order than the full equation and examples where the reduced equation is 
of different type, as well as a problem for Oseen flow. Throughout 
these sections reference is frequently made to relevant literature cited in 
a concluding bibliography which contains more than one hundred items. 
The mathematical and editorial assistance of Dr. J. A. Cochran in 
this presentation has been exceedingly valuable and is gratefully 
acknowledged. The assistance of many other friends and colleagues and 
of Bell Telephone Laboratories is greatly appreciated. Specifically, 
allow me to mention only Professors G. E. Latta, J. B. Keller, and 
W. R. Wasow who taught me about singular perturbations and asymp- 
totic methods, and Professor R. W. McKelvey who asked me to include 
this article in this collection. 
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1. Regular and Singular Perturbation Problems 
Consider a boundary value problem P, , depending on a small 
parameter E. Assume that, as E + 0, the differential equation and the 
boundary conditions defining P, approach limiting forms and define a 
“limiting boundary value problem” P,, . The solution y, of P, depends 
on E, and, under certain conditions, yt and (some of) its derivatives will 
approach limits, usually uniformly, as E -* 0 and lim yc will solve the 
limiting problem P, . Moreover, if P, depends on E analytically, we 
expect that yE will also depend analytically on E so that y< can be con- 
structed by the familiar “method of perturbation” as a power series in E. 
Typically, the solution is expressed as a formal power series in E, the 
series is substituted into the differential equation and the expressions 
for the boundary conditions, coefficients of corresponding powers of E 
are equated, and-with luck-the resulting equations are solvable 
successively yielding an expansion which converges to the solution, or 
at least to an asymptotic expansion of the solution (“asymptotic solution”) 
of the boundary value problem as E + 0. As an example, consider the 
boundary value problem 
g + (a(x) + al(g) g + (Q) + 4(X)) 24 = 0, 
u(0) = Cl , u’(0) = c.2 
on the interval x E [0, l] where the coefficients are smooth and c1 and c2 
do not depend on E. [Here, and throughout this paper, all functions 
introduced in defining boundary value problems are assumed to be 
“sufficiently differentiable.” Less differentiability, in general, implies 
that the asymptotic expansions obtained must be terminated after a finite 
number of terms. Further, such functions will be considered independent 
of E, unless otherwise noted.] This problem can be solved by setting 
u = u&c) + EUl(X) + &&) + “‘, 
where, e.g., we ask that u0 satisfy the limiting boundary value problem 
ug + u(x) 24; + b(x) 240 = 0, 
u,(O) = Cl, 
u;(o) = Cn . 
Such problems are known as regular (or ordinary) perturbation problems. 
For further discussion, see Bellman [I]. 
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Throughout the following, we shall be concerned with (irregular or) 
singular perturbation problems where lim y, , if it exists, will not be 
attained uniformly. This occurs most frequently for boundary value 
problems in which the order of the differential equation drops, or its 
type changes, as E + 0 so that the boundary conditions for P, are not 
appropriate when E = 0 and it is not obvious how PO should be defined. 
Irregular perturbation problems need not be of this type, however, e.g., 
y” - 2y = 0, 
Y(O) = 1, 
y’(a) = 0. 
For each fixed E > 0, the solution is y = e-‘“, but 
I 
1 if EX = o(l), 
lim e-c% = e-k if 
r+Of 
EX = K + o(l), 
0 if I/X = O(E), 
so that no single limit will be uniformly valid throughout the x-interval 
[0, a). (Note: The Landau order symbols 0 and o are used throughout 
the following discussion. The reader should refer to van der Corput [20] 
for a discussion of these symbols as well as for the definitions of asymp- 
totic expansions and asymptotic equality.) 
Generally, singular perturbation problems feature nonanalytic 
dependence of yE on E even in cases where P, depends on E in a very 
simple manner. This nonanalytic dependence expresses itself frequently 
in markedly different behavior as E approaches zero through positive and 
negative values. Since methods and results are completely analogous, 
however, henceforth we shall consider E > 0. 
For a simple singular perturbation problem to analyze, consider 
<ye +y’ + y  = 0, 
(*I lY(0) = 01, y(l) = B, 
for x E [0, I]. Introducing 
--- 
--l +41 ~~ 4E 
p1 = ---z--- 
and 
--- 
-1 -2/l -44E 
pz = ---z--- 
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(the roots of the characteristic equation ep2 + p + 1 = 0), we obtain 
the exact solution 
y _ (p - oleb) eW + (aeD - B) @“a” 
e+ - eon 
for x E [0, 11. Since 
p1= -1 -,+O(Ey 
and 
p3 = -l/c + 1 + E + O(2), 
y  + f%-” on O<x<l 
as E --f 0 and convergence is uniform in any x-interval 0 < 6 < x < 1. 
Note that this limit satisfies the “reduced boundary value problem” 
24’ + u = 0, 
U(1) = fi. 
Convergence is, however, nonuniform near x = 0 unless 01 = /3e. 
Neglecting terms which are asymptotically zero, 
and, refining our previous estimate, 
y = /?e(1-3c) + (a - Be) e-xlr+r + O(E), 
where the order relation 0 holds uniformly for all x E [0, I]. 
Following Prandtl’s idea, we introduce t = X/E as a stretching trans- 
formation to “blow up” the region of quick transition (physically, 
the “boundary layer”) near x = 0 (see Prandtl [gl]), and proceed 
heuristically. Letting a dot represent differentiation with respect to t, 
we write the “boundary layer equation” 
j+j+cy=o 
and attempt a solution of this equation by the regular perturbation 
technique. Thus, we ask that 
y  = A + Beei + O(C) 
uniformly for all t in [0, a). Asking also that y equal 01 when t = 0, 
we set B = 01 - A, On the other hand, for x a small, but fixed positive 
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number, t = x/ E + co as E -+ 0 so that y -+ A. Moreover, here 
( i.e., away from the origin), y should behave like j%Pz, the solution of 
the reduced boundary value problem, and y should approach j3e for 
small values of X. Matching these two “solutions” then, we set A = pe 
and obtain 
y = Be + (LY - /le) e-“/’ + O(E) 
in the “boundary layer” while 
away from x = 0. 
y = /3ele5 + O(r) 
Such heuristics are the basis of the method of “matched asymptotic 
expansions” (or “inner and outer expansions”) which was developed 
and applied to many physically significant problems by Kaplun [54], 
Kaplun [55], Kaplun and Lagerstrom [57], Proudman and Fearson [92], 
and others [see Van Dyke [105], ErdCIyi [25] and [27], Cole and Kevor- 
kian [18], and especially, Kaplun [56] for further references.] We proceed 
to give a brief description of the formal application of this method to 
the preceding problem. 
Let y(x, E) be the solution of 
q” + Y’ + Y = 0, 
(*I Iv(O) = et Y(l) = P, 
for x E [0, 11. 
Suppose y possesses an asymptotic expansion y” as E -+ 0 which is of 
the form 
Y%, c) = f l &4, 
n=o 
YO(l, 6) = 8, 
and, suppose this “outer expansion” is valid on the interval 0 < 6 < x < 1 
where both 6 = o(l) and E = o(6) as E -+ 0. Introducing the stretching 
transformation t = X/E, consider the “inner expansion” yr of the form 
y’(t, 4 = f e%(t), 
Tl=O 
yyo, c) = Lx, 
and suppose this expansion is valid for x = rt = o(1) as E -+ 0. Then 
both the inner and outer expansions hold in an “overlap region” [where 
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both x = o(l) and C/X = o(l)] where they can be matched. Expressing 
yi in terms of the outer variable x and expanding the result for small F 
and fixed X, we obtain ( yi)O, the outer expansion of the inner expansion. 
The inner expansion of the outer expansion, ( y”)i, is analogously defined. 
Having assumed the existence of an overlap region, the expansions (~1)” 
and ( y”)i are related to each other there by the stretching transformation. 
However as Kaplun and Lagerstrom [57] admit, “there is no d priori 
reason for their regions of validity to overlap.” Thus results obtained 
by formal manipulation should not be d priori assumed asymptotically 
correct. Nevertheless, we proceed formally to demonstrate the procedure. 
We find that 
and 
go(x) = /3e(1-z) 
gl(x) = (1 - x) /Ie(l-“), 
so that the two-term outer expansion is 
yzo = Be(l--3c)[l + E(1 - X)]. 
Writing this in terms of t, expanding for small E, and terminating the 
result after two terms, 
(yzyz’ = j%?[l - Et + E] 
= fie[l - x + c]. 
Likewise, the two-term inner expansion is of the form 
yz’ = [a, + (a - 4 e-“I + 4-W + 4 + e-Y(cy. - 4 t + 41 
for a, and a, undetermined constants. 
Writing this in terms of X, expanding for small E, and terminating 
after two terms, yields 
(y&O = uo( 1 - a”) - EUI . 
Thus, matching ( Y~o)~~, and ( y2i)zo, we select 
a, = -a, = Be 
and the two-term inner and outer solutions are completely determined 
(formally!). 
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Knowing the solutions y0 and yt, we obtain a composite expansion yc 
which, hopefully, is uniformly valid for x E [0, I]. The simplest method 
is to let 
ye - 
(Y’ + YO - (y”)‘, 
ly’ + yo - (y’)“. 
Expressing previous results in terms of the outer variable x, we have 
yzc = /3e(l-“)[l + ~(1 - x)] + e-“lE[(a - /3e)(l + X) - +le], 
which should be compared with the known exact solution. 
A careful analysis of the method of matched asymptotic expansions 
has recently been presented by Fraenkel [31]. This paper distinguishes 
between the idea of overlapping and the “asymptotic matching principle”, 
and analyzes independently the two corresponding techniques for 
establishing the relationship between the inner and outer expansions. 
2. The Asymptotic Solution of Boundary Value Problems for 
Ordinary Differential Equations Containing a Parameter 
Many boundary value problems P, depend on a small positive 
parameter E in such a way that the full differential equation is of higher 
order than the reduced one obtained by setting the small parameter E 
equal to zero. (For surveys of such problems which have physical 
significance, see Friedrichs [36], C arrier [IO], and Segel [95].) Obvious 
questions arise. Does the boundary value problem P, have a limiting 
solution as E -+ 0 ? If so, (a) does the limiting solution satisfy the reduced 
equation, and (b) which, if any, of the boundary conditions will be 
satisfied by the limiting solution ? Indeed, when the limiting solution 
exists and solves the reduced equation (i.e., in cases of “regular 
degeneration”), we expect the solution of the original problem to, in 
general, converge nonuniformly near the boundary due to the loss of 
boundary conditions required in converging to the limiting solution. 
Such regions of nonuniform convergence are known as boundary layers, 
in reference to Prandtl’s boundary layer theory for viscous flow past 
a body at high Reynolds number (see Prandtl [91]). Since the limiting 
solution fails, in general, to be uniformly valid up to the boundary, the 
straightforward (or regular) perturbation procedure fails and we are 
faced with a singular perturbation problem, 
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Wasow [109], f o owing the earlier results of Birkhoff [2], Noaillon [79]; 11 
and Turrittin [loll, stated in a most elegant fashion sufficient conditions 
for convergence to a limiting solution for homogeneous linear ordinary 
differential equations depending linearly on a parameter. Latta [63] 
went further by giving a complete uniformly valid asymptotic expansion 
for solutions of such equations as well as for some linear partial differen- 
tial equations. As might be expected, Latta’s success was based upon 
making a change of variables to “blow up” the boundary region in order 
to accurately describe the nonuniformly converging terms in the solution 
of the boundary value problem. Cochran [14] formalized this technique 
by introducing such variables as new independent variables and, by so 
doing, was able to solve turning point problems and some nonlinear 
problems as well as those solved by Latta. An extension of these tech- 
niques to certain boundary value problems where the orders of differen- 
tiation in the boundary conditions may be smaller at E = 0 then for 
E > 0 has been obtained by O’Malley and Keller [88]. Among other 
papers discussing these and similar problems Visik and Lyusternik [107] 
and Harris [46] are especially recommended. 
Specifically, let us consider the limiting behavior, as E tends to zero, 
of solutions of boundary value problems for homogeneous equations of 
the form 
EM@+N@=O 
with suitable boundary conditions where iPI@ and N@ are linear 
differential expressions involving one or more independent variables 
with m, the order of M, greater than n, that of N. Restricting our . 
consideration, for now, to ordinary differential equations on the 
x-interval [0, 1] without turning points, let 
and 
My = ycrn) + a,(x) y+l) + ... + a&) Y(+~), 
NY = j3(~)[y(n) + &(x)Y(“-~) + .‘. + pj(~)y(+j)] 
where all coefficients are real and /3(x) f 0 for x E [0, 11. 
Further, let us solve 
cMy + Ny = 0 
subject to the m boundary conditions 
\y'""'(o) = li ) i = 1, 2,..., r 
Q(Q)(l) = Z,,$ , i = 1, 2,..., m - r 
(2-l) 
(2.2). 
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where 
and 
m > A, > A2 > ..’ > h, > 0 
Before studying the general problem, however, we determine the 
asymptotic solution of the two-point boundary value problem 
I 
qw + a(x) y’ + b(x) y = 0, 
Y(O), Y(l) prescribed, 
(2.3) 
where a(~) is positive for x E [0, I]. 
In studying singular perturbation problems, we continually examine 
simple illustrative examples-especially constant coefficient problems 
which can be explicitly integrated. The detailed examination of such 
problems and their asymptotic solutions is most valuable in gaining 
direction for studying more general problems. Hence, recall that in 
Section 1 the solution of the boundary value problem 
EYU + y’ + y = 0, 
Y(O) = 01, Y(l) = B 
was found to be 
y = (/3 - aepz) e”l” + (ore01 - j?) eW 
eh - epz 
for x E [0, l] where pr and pa are the roots of the characteristic equation 
ep2 + p + 1 = 0. 
Here, y ---t Be l - 2, the solution of the “reduced boundary value problem” 
24’ + u = 0, 
u(l) = B, 
uniformly on any x interval 0 < 6 < x < 1, but, in general, convergence 
is nonuniform near x = 0. Further, since 
y N /j&-W + (a - Be-%) eV 
we see that this nonuniform convergence is due to the exponential 
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decay of epzx, p2 being that root of the auxiliary polynomial which becomes 
singular as E + 0. 
After studying this problem where U(X) = b(x) = 1, we expect 
convergence of the solution y(x) of (2.3) on each interval 0 < 6 < x < 1 
to 
the solution of the reduced boundary value problem 
(U(X) u’ + b(x) u = 0, 
Ml) = Y(l). 
Moreover, we expect nonuniform convergence near x = 0 where we 
expect the boundary layer behavior to be essentially related to the 
singular root of the auxiliary equation 
i.e., 
ED2 + U(X) D + b(x) = 0, 
Expanding this root as a function of the small parameter E, 
where 
is positive for+ sufficiently small. Again, generalizing from the case 
when U(X) = b(x) = 1, we assume the solution y(x) of (2.3) has the form 
y(x) - 4x, 6) + B(x, c) exp [ ~ f J: &, c) ds] (2.4) 
where 
A(? c) - f 44 ET, 
T=O 
376 ROBERT E. O’MALLEY, JR. 
B(x, 6) - f b,(x) ET, 
r=O 
Note: (1) The function 1 /c j” d,(s, 6) is analogous to the stretching 
transformation used by Latta’and the new independent variable intro- 
duced by Cochran to investigate the region of nonuniformity. 
(2) Since the right member of (2.4) asymptotically equals a, + O(E) 
in any x-interval 0 < S < x < 1, we expect that a,(x) will equal 
(3) Here and below the expansions obtained will not necessarily be 
asymptotic in the sense of Poincare, but in the more general sense of 
van der Corput [20] for the asymptotic sequence {F>. Note that the 
coefficients in the power series expansion (2.4) of y(x, E) depend on E 
through the exponential factor. As in all such expansions, then, the 
function y(x, E) does not uniquely determine the coefficients of its 
expansion. 
Substituting (2.4) into (2.3) and, f or each integer Y, formally equating 
to zero the coefficients of cr and 
we obtain 
and 
where 
G--164 
with 
a(x) a:(x) + b(x) a,(x) = -&(x) 
44 G(x) + a’(x) u4 = G-1(X), 
_I 
6:‘-,(x) + 24-,(x) # + Ux) (3 + (jg)‘) 
cLl(X) = C-l(X) = 0. 
Since y(l)- A(l, E), we set a,(l) = y(l) and a,(l) = 0 for k b 1, 
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Thus, 
a,(4 = Y(l) ,=P [- J; g q 
and later coefficients are determined successively by the formula 
Likewise, since y(0) = A(0, E) + B(O, E), we set MO) = ~(0) - a&O) 
and bk(0) = -u,JO) f or tz >, 1. Integrating, the br’s are determined 
successively from the formulas 
b,(x) = g [Y(O) - %(0)1 
and 
b,+) = --& [ +o) a(~) + j; c,-l(s) ds] for Y 3 1. 
Thus, to establish the validity of (2.4), we need only prove the following 
theorem: 
Theorem 2.1. Let y(x) solve the boundary value problem 
cyv + a(x) Y’ + b(x) Y = 0, 
y(O), y( 1) prescribed, 
where a(x) is positive SOY x E [0, I], and let a,(x) and b,(x) be the functions 
defined successively above. 
Further, for each positive integer N, let 
y(x) = f  a,(x) ET 
r=o 
Then, 
+ EN+‘R,(X, e). (2.5) 
R,(x, C) = O(1) for all x E [O, 11. 
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PROOF OF ASYMPTOTIC CONVERGENCE 
The reader who is interested only in the construction of formal 
asymptotic solutions may, without much loss, omit this proof. The 
serious student of asymptotics, however, will realize that formal proce- 
dures require justification. Thus, the stated results will be established 
in a manner which emphasizes methods of proof which are applicable 
generally. Results from integral equations theory used may be found, 
e.g., in Tricomi [loo], while a general discussion of the use of integral 
equations to prove asymptotic convergence will be found in ErdClyi [28]. 
Before establishing asymptotic convergence we first derive some 
subsidiary lemmas. 
Lemma 1. Consider the initial-value problem: 
(CR” + u(x) R’ + b(x) R = f(x, E) 
[R(O) = 0, R’(0) = c/c (2.6) 
for x E [0, l] where 0 < 6 < a(x), 6 > 0, and a, b, f, and c are bounded. 
Then (2.6) has a unique bounded solution R for a21 x E [0, 11. 
Proof. Integrating the differential equation, 
R’(x) = i exp [ - f 1: a(s) ds] 
Integrating again and changing the order of integration: 
(*) R(x) = 4 J”z exp [ - f 1: a(s) A] dz 
0 
+ f Is (jz exp [ - i 11 a(s) A] dz) (f(t) - b(t) R(t)) dt. 
0 t 
This integral equation is, however, uniquely solvable by successive 
approximations. We merely set 
R,(x) = : 1: exp [ - i J: u(s) A] dz 
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and 
R,(X) = R,(X) - i jr j: b(t) ~,-~(t) exp [ - 5 J: a(s) ds] dx dt j > 1 
and let R(x) = limi,, R,(x). Convergence follows from the estimates 
and 
J, f exp [ - t j: a(s) ds] g(t) dz dt < F j:g(t) dt for g positive. 
z 
Having established the existence and uniqueness of R, its boundedness 
also follows from the same estimates. Specifically, 
1 R(x)1 < #(x) = y (1 - e-62/r) + y 1’ (1 + 1 R(t)l) dt 
0 
where n/r is a sufficiently large positive constant. (Below, M will represent 
a generic positive constant, i.e., M will not necessarily be the same 
constant each time it appears.) This implies that 
f(x) < LFcl e-62/c + 2_M (1 + 4(X)) 
E 8 
and 
c9 = 0 
which, in turn, implies that 
so R(x) is bounded throughout [0, 11. 
Note, further, that the solution of (2.6) depends continuously on the 
v-alue of c. Specifically, if I?(X) and B(x) represent solutions of (2.6) with 
c values E and Z, respectively, the previous estimates imply that 
1 R(x) - &)I < !?i$! jz e-6t/e e(2M/B)(z-t) &. 
0 
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Using these estimates, we easily show that 
Since R is unique and depends continuously on c, there is a unique 
value for c such that the solution R of the initial-value problem (2.6) 
solves the boundary value problem 
CR” + a(x) R’ + b(x) R = f(x, E), 
R(0) = R(1) = 0. 
Clearly, for any bounded solution R, c must satisfy the equation 
c[:exp[-fjla(s)ds]dz= -/l/:(/(t)-b(t)R(t)) 
.exp [-f/la(s)ds]dzdt. 
Thus, we have proved the existence half of the following statement. 
Lemma 2. For all su..ciently small values qf E, there exists a unique 
bounded solution of the boundary value problem 
(CR” + a(x) R’ + b(x) R = f(x, E), 
/R(O) = R(1) = 0, (2.7) 
where 0 < 6 < a(x), and a, 6, and f are bounded for x E [0, I]. 
Proof. To establish uniqueness, we need only show that the homo- 
geneous problem 
ER” + u(x) R’ + b(x) R = 0, 
R(0) = R(1) = 0 
has only the trivial solution. Integrating this equation and applying the 
boundary conditions 
R(x) = j: #(z, 6) R(z) dz 11: exp [ - f j: u(s) ds] dt 
= 
ss 
z b(t) R(t) - 
0 t 
-exp [-fj:u(r)dr] dsdt 
E 
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where 
or 
where C and B are defined in the obvious way. 
Introducing H(x, y, E), the resolvent kernel corresponding to the 
Volterra kernel B(x, y, l ) with eigenparameter h = 1, multiply the 
above equation by H(t, X, e) and integrate from x = 0 to x = t. Then, 
using the Fredholm identity 
and the integral equation, we obtain 
R(t) =j: [w 7, 4 + j: C(x, T, c) H(t, x, l ) dx 1 R(T) dr 
= dt, c) j' $(T, c) R(T) dT 
0 
where 
+ f ( jz exp [ -- f j’ u(s) ds] dz) H(t, x, l ) dx. 
0 0 0 
This, however, is a Fredholm integral equation (with degenerate kernel) 
having only the trivial solution R = 0 as E -+ 0. Q.E.D. 
Note. (1) Th e convenient use of the resolvent kernel in this proof 
follows an analogous argument in Cochran [14] while the technique is 
applied to more general two-point boundary value problems in 
Cochran [15]. A related theorem for analogous nonlinear singular 
perturbation problems is found in Willett [118]. 
(2) The preceding theorem follows immediately since R, satisfies 
a boundary value problem of the form (2.7). 
607/2/4-2 
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(3) If a(~) < 0, the transformation z = 1 - x will allow the 
reader to solve the boundary value problem 
g” + a(x) y’ + b(x) y = 0, 
Y(O), Y(l) prescribed 
as a boundary value problem of type (2.3) for z E [0, 11. Clearly, the 
boundary layer behavior will then -occur in the vicinity of x = 1. 
HIGHER-ORDER PROBLEMS 
Now consider the equation 
l My + Ny = 0 (2.1) 
for m > n and /3(x) # 0 f or x E [0, l] subject to the m boundary 
conditions 
1 
yW(0) = lj ) i = 1, 2 ,..., r, 
yCTi)(l) = ET+i 1 i = 1, 2 ,..., m - Y. (2.2) 
Letting yt(x, E), I = 1, 2,..., nz, be a fundamental system of linearly 
independent solutions of (2. l), any solution y(~, E) will be a linear 
combination of the yl’s with coefficients which are independent of x. 
The linear combination will be a solution of the problem (2.1)-(2.2), 
if the coefficients are chosen to satisfy the boundary conditions. Moreover, 
the set of m linear equations resulting will be uniquely solvable provided 
the determinant of the coefficient matrix is nonvanishing. 
We seek a particular fundamental set of solutions of the form 
y(x, E) = G(x, l ) exp [i 1: d(z(s, K) A] 
where 
and t is a constant. Differentiating j times with respect to X, then, 
y(f)(qE) = /G(j) + f G'j-l'd+ . . . + & [jG$j-l I j(j ; ') G&d'] 
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Substituting into (2.1) and analyzing the result, we obtain the desired 
fundamental system. Note that the auxiliary equation 
E[D” + al(x) D”-1 + ... + c+(x) ZWh-] 
+ P(x)[D” + /3&v) D”-l + ... + Pi(x) D”-jl = 0 
associated with (2.1) h as m - n solutions of the form 
d(x, K) -x K -z 
K 
+ + O(K) 
where 
(2.8) 
d(X, K) = &Z(X) + K [&; 1 ;‘“)I 
for h(x) positive, r an integer, and w a complex number of modulus one 
such that 
(wvz(x))“-” = +3(x). 
To each of these m -n complex solutions of (2.8), we let correspond 
a formal complex solution of (2.1), namely, 
4x, K) 
y = (+9)(‘n+n-1)/2 exp 
where A has a power series expansion in K whose first term is independent 
of x and whose higher-order terms may each be successively determined 
to within an additive constant, and t is either 0 or 1. 
Note. Since the roots of (2.8) occur in conjugate complex pairs, it is 
perhaps more natural to associate two formal real solutions of (2.1) with 
each conjugate pair of roots of (2.8). 
Let p be the number of determinations d for which 
Re d(x, C) (2.10) 
is negative for E sufficiently small and let CJ be the number for which 
it is positive. When 
p+q=m-n 
we call (2.10) nonexceptional, while we call it exceptional if 
p+q<m-n. 
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Note. (1) Here, p is equal to the number of roots of the characteristic 
equation (2.8) which approach -co (throughout [0, I]) as E + 0, while 
q is the number which approach + CO. Moreover, p + q = m - n - 2 
in the exceptional case. 
(2) For more general equations, (2.10) may be replaced by the 
integral 
Re 
I 
’ d(s, 6) ds 
0 
(cf., O’Malley and Keller [SS]). 
Corresponding to the q distinct roots with (2.10) positive, define q 
linearly independent solutions yi , yz ,..., yn of the above form, all with 
t = 1, and corresponding to the p distinct roots with (2.10) negative, 
p linearly independent solutions, ym-n-P,.i ,..., ymPPL , all with t = 0. 
Clearly, y1 ,y2 ,..., y4 , and their derivatives are all exponentially small 
away from x = 1, while ym++,+i ,..., ynl+ exhibit this boundary layer 
behavior at x = 0. In the exceptional case, we also define solutions 
Yq+l > Y*+2 >“.I Ym--n--p by the formula (2.9) but with t, as yet, 
undetermined. In addition to these m - n “boundary layer type” 
solutions, n additional linearly independent asymptotic solutions of (2.1) 
can be obtained as regular perturbations of any complete set of funda- 
mental solutions of the reduced equation NX = 0. We denote them by 
ymen+&, E>, h = 1, 2 ,‘.., n, with each solution a series in powers of E 
for which each variable coefficient is determined up to an additive 
constant by the differential equation (2.1) and the fundamental solution 
xk of Nz = 0 which it perturbs. That yi ,..., ym form a fundamental 
system for (2.1) follows from the results of Turrittin [102], as outlined 
in Wasow [116]. 
We define the reduced boundary value problem to consist of the 
reduced equation Nz = 0 plus n of the boundary conditions (2.2), and 
state which m - n boundary conditions are omitted in the following 
Cancellation Law. (1) C ancel p boundary conditions at x = 0 and q 
boundary conditions at x = 1, starting from those containing the highest 
derivative. 
(2) In the exceptional case, also cancel from the boundary conditions 
those m - n -p - q of highest order of difleerentiation. These boundary 
conditions must all belong to the same end point (that end point. being 
denoted by tl), and their selection must be possible without ambiguity. 
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All together, then, let P be the number of boundary conditions 
canceled at x = 0 and let Q be the number canceled at x = 1. Having 
obtained a complete set of formal asymptotic linearly independent 
solutions of (2. I), we expect to write the limiting solution of the boundary 
value problem (if it exists) as a linear combination of these solutions. 
Thus, we are led to setting 
y(x) = Kal 5 y&Y, K) 
li=l 
where the yr , k < m - n, are the linearly independent solutions defined 
above, and the yrn++k (x, K) are multiplies (with coefficients power Series 
in K with constant coefficients) of the solutions Y~-~+~(x, l ) defined above. 
In the exceptional case, we set t = i in the expressions for 
Yqtl 9 Yw ,**‘9 Yen--r, * CX~ and 01~ are defined in the following manner: 
Nonexceptional case: 
OL1 = rQ , ci2 = hp. 
Exceptional case: 
f = 0: ffl =L, 012 = h, ) 
f= 1: a1 = TQ , 012 =L, 
with L = min(TQ , hp). P roceeding in the manner of O’Malley and 
Keller we obtain the following. 
Theorem 2.2. Consider the differential equation 
EMy + Ny = 0 
(with My and Ny as defined above) subject to the boundary conditions 
y’^ J(O) = li ) i = 1, 2 ,... , r, 
y”“‘(l) = z,+f ) i = 1, 2 ,... , m - r, 
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where 
m > h, > A, > ... > A, > 0, 
m > T1 > 72 > ... > rvnmT 3 0. 
Further, let z(x) satisfy the reduced problem 
Nz = 0, 
zyo) = li , i = P + 1, P + 2 ,..., r, 
#(l) = z,+i , j = Q + 1, Q + 2 ,..., m - r, 
whereP<randQ <m -r, 
Suppose 
1. The cancellation law is meaningful, 
2. The reduced problem has a unique solution z(x), 
3. (a) 4 , A2 ,..., A, are distinct module (m - n), 
(b) 71 , 72 >***, ro are distinct module (m - n). 
Then, a unique solution y(x) exists for E suficiently small and has the form 
where u(x, IC) is a regular perturbation of z(x). 
4. In the exceptional case, also suppose 
(a) 01~ > 0 if t= 1, 
(b) a2 > 0 if t = 0. 
Then 
Y(X) - 44 on O<X<l. 
Note. (1) Th ese results extend the conclusions of Wasow [109] 
(cf., e.g., the exceptional case) and are, in turn, extended in O’Malley 
and Keller [88]. These papers all deal with scalar equations with 
separated (or uncoupled) boundary conditions. An example with 
coupled boundary conditions is analyzed in Friedman [34]. 
(2) That hypotheses 1,2, 3, and 4 are essentially necessary can be 
seen by considering a series of problems for constant coefficient equations 
whose solutions are, except for very special boundary values (e.g., all zero) 
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divergent as c -+ 0. See, e.g., Wasow [109] and O’Malley [81] for lists 
of examples. 
(3) This procedure of finding an asymptotic fundamental system 
and taking a suitable linear combination of these asymptotic solutions 
to obtain the limiting solution (if it exists) is the method used by 
Wasow [109] to obtain the first term in each such product series of the 
linear combination. This method, without modification (as Latta [63]) 
points out), is extremely laborious for obtaining further terms in the 
expansions needed. Furthermore, one does not always need a complete 
system of asymptotic fundamental solutions to obtain the uniform 
expansion needed. For example, for O(K~) accuracy, only the first L terms 
of u(x, K) are of interest (and the solution y-to this order of approxi- 
mation-is a regular perturbation of a(x) uniformly on 0 < x < 1). 
Likewise, if L = h, and t” = 1, for O(K~Q) accuracy, no terms of the 
expansions for y1 , yz ,..., y. need be calculated. 
A MODIFIED APPROACH 
In dealing with some more complicated singular perturbation problems 
featuring turning-points and nonlinearities, Cochran [ 141 introduced 
new variables (or stretching transformations) in terms of which he 
obtained the asymptotic solutions desired. To illustrate the technique, 
which sometimes proceeds heuristically, we reconsider the linear 
problem 
1 
cYn + u(x) y’ + @).Y = 0, 
Y(O)1 Y(l) prescribed, (2.3) 
for U(X) > 0 on O<x<l. 
Experience (and our previous calculation) would predict that the 
solution of this boundary value problem will feature nonuniform 
convergence in the vicinity of x = 0 and that this boundary layer 
behavior may be described in terms of the two variables x and 
l/E J; u(s) as. 
Thus, we introduce the stretching transformation 
rl = f i‘: k,(s) + ds)I ds (2.11) 
with the gi’s undetermined, but with g, positive, and we formally set 
YW = Y(X> 7) = i Yk(X, 7) ck, (2.12) 
p=o 
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where we ask that the functions yk be bounded independent of E for all 
values of x and 7 and that certain “secular” terms be eliminated. 
We proceed to demonstrate the procedure. 
Formally, substitute (2.12) into (2.3) and equate to zero the coefficient 
of each power of E. The coefficient of l -l, the lowest power appearing, 
yields 
902(Yonn + G&Jo)Yo,) = 0. (2.13a) 
Integrating twice with respect to 7, we take 
yo(x, 7)) = A,(x) + B,(x) e-(a’g@Jn. 
Since g, is arbitrary, however, we take B,(x) = 6, , a constant, without 
loss of generality. The coefficient of co yields 
Yln&O” + Ylaago 4 2Yomxo + 2Yos&go 
+ Yang; + UYOX + %Yo, + by0 = 0. (2.13b) 
Using (2.13a) and integrating with respect to q, 
go2[Y1e (n’go)“]n + B, [2g, (- $1’ 17 - gla + g;] + ~e(a’go)v[uA~ + bA,] 
For boundedness of y1 , we need to pick 
aA;, + bA, = 0, 
so 
A,(x) = a,exp [-/rgds]. 
Likewise, to eliminate secular terms of the form q2 exp[--(a/go)?] in y1 , 
we require that 
go~oWg0)’ = 0 
and, therefore, that go(x) = a(x). Thus, 
u2yzen + boq[-gla + a’ - b] = k!‘,(x) eq + &(a+). 
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To eliminate a further secular term of the form qe-3, we set 
and obtain 
Thus 
and 
?I = f j: [a(s) + E ((In a(s))’ - gj] ds 
aoexp [-jr#ds] +$$exp [-fS[(a(s) -$jds], 
389 
where we need to select a, = y(1) and 
by = 4% [Y(O) - ~(1) exp [ - j: $$ ds]] 
in order to satisfy the boundary conditions. Appropriate specialization 
of the form of yr(x, q) has thus yielded a complete determination of 
Y&X, 7). High er or er - d terms are successively obtained in a similar 
manner. 
Surely, this example was more easily solved previously. However, 
being familiar with this procedure we can solve ,more complicated 
examples. Specifically, Cochran [14] successfully attacked the nonlinear 
problem 
Ey” + yy’ - y = 0, 
Y(O), Y(l) prescribed 
and the turning-point problem 
l yv - (4 - x)y’ -y = 0, 
Y(O), Y(l) prescribed, 
among others, and O’Malley [85] considered nonlinear problems of the 
form 
cYn +f(x,y)y’ -tg(x,y) = 0, 
Y(O)? Y(l) prescribed, 
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In particular, complete expansions valid for 0 < x < 1 were obtained 
in the special case where f and g are infinitely differentiable and where 
f(x, r) = o(x) # 0. Note that similar analysis is reported in Erdelyi [29] 
and an engineering application is given in O’Malley [86]. Note also that 
earlier results on this problem were obtained by Coddington and 
Levinson [16], Wasow [113], ErdClyi [26], and Willett [118]. 
3. Singular Perturbation of Eigenvalue Problems 
THE VIBRATING STRING 
Recall the eigenvalue problem which arises in considering the 
vibrations of a string with clamped end points (refer, e.g., to Rayleigh [93]). 
If the string has negligible stiffness, we consider the problem 
j-y” = Py, 
1 y(0) = y(l) = 0 
(3.1) 
on the x-interval [0, 11. If, however, stiffness effects are introduced, we 
consider the higher-order problem 
I = y(l) = y’(0) = y’(1) = 0, 
(3.2) 
with E positive and proportional to the stiffness. As the string stiffness 
goes to zero (c -+ 0), we expect that the eigenvalues and eigenfunctions 
of (3.2) should converge (but not necessarily uniformly) to those of (3.1), 
i.e., n%G and sin mx, respectively, for n = 1, 2 ,.... 
We associate with (3.2) the auxiliary equation 
q4 - p2 - A2 = 0 
which has two singular roots (as E -+ 0) of the form &I/K + O(K) for 
K = $12 > 0 
and ha bounded. This, naturally, leads us to introduce stretching coor- 
dinates X/K and (1 - X)/K and to formally let 
y(x, <) = A(x, K) + B(x, K) e-s/K + C(x, K) e-(l-a)‘K (3.3) 
TOPICS IN SINGULAR PERTURBATIONS 391 
and 
where A, B, and C have power series expansions in K with jth coefficients 
aj(x), bj(x), and cj(x), respectively. 
Substituting (3.3) into (3.2) and equating coefficients of the functions 1, 
e-xi6 and e-(1-x)/c, we ask that 
and 
A” + X2A = K2AI”, 
2B’ = K(~B” - h2B) - ~K~B”’ + tc3BIv, 
2~’ = -K(5cn - h2c) - 4K2cf’~ - K3p. 
This, in turn, implies the following differential equations for the coeffi- 
cients aj(x), bj(x), and +(x): 
uI( + Xo2q = a:“, - i Xi2ajel = --Xj2ao + ffj-l 9 
2=1 
and 
2b; = 5b;v’_, - c h,2b+,-, - 4bj’L2 + b;Y3 = 2,& , 
l=O 
i-l 
2c; = -5c;-;‘_, + 1 h,2Cj+l - 4cp2 - cy, CE 2yjm1, 
l=O 
for all integers j > 0 where ai , bj , and ci with negative coefficients are 
defined to be identically zero. 
Proceeding further, formally 
0 = y(O,4 - 4%~) + B(O, ~1, 
0 = KJ”(0, c) ‘v K[A’(O, K) + B’(0, K)] - B(0, K), 
0 = Y(l, 6) - A(1, K) + c(1, K), 
and 
0 = !#(I, E) - K[A’(I, K) + c’(1, K)] + c(1, K), 
which leads to the successively determined boundary conditions: 
q(O) = -bj(0) = -a;&(O) - b;-,(O), 
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and 
Uj(l) = -cj(l) = &i(l) + c;-,(l). 
From these formal procedures, we can inductively determine the 
expansions A(x, K), B(x, K), C(x, K) and x’(K). Forj = 0, 
b;(x) = 0, b,(O) = 0, 
CA(X) = 0, c,(l) = 0 
imply that b,(x) = c,,(x) E 0, while 
u; + h,%z, = 0, 
a,(O) = u&l) = 0 
(3.4a) 
implies that there is a nontrivial solution for a,(x) only if A, = nrr, 
n = 1) 2, 3 )..., and then u,,(x) = A, sin MX, A, a constant. For a unique, 
nontrivial determination of uO(x) we normalize by asking that 
J 
1 
uo2(x) dx = 1 
0 
which fixes A, = 42. 
Forj = 1: 
2b; = 56; - ho2bo , b,(O) = 4(O) + b;(O), 
2c; = -5c,” + xo2co , c,(l) = -a;(l) - CA(l) 
imply that b,(x) = 2/2 no and cl(x) = (-1)” 1/z EDT, while 
I 
a; + A,%, = --h,%, ) 
u,(O) = --b(O), %(I) = -G(l), 
and (3.4a) imply that 
[u;(x) al(x) - u;(X) u,(x)]’ = h,%z,2(x). 
Integrating from 0 to 1, then, 
Al2 = 4n27r2. 
(3.4b) 
Integrating (3.4b) yields 
q(x) = A, sin 787x + (B, + 2 42 ~277~) cos #TX 
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and applying either boundary condition fixes B, = --l/Z n7r. To obtain 
al(x) uniquely, we ask that it be orthogonal to a,(x), i.e., 
s 1 q(x) so(x) ax = 0, 0 
which yields A, = 2/z. Hence, at the second step, we have 
A’(K) = n27T2 + 4Kn27T2 + “‘, 
A(%, K) = l/z sin nnx + 2/z K[Sin n57X - nT Cos nm $ 2n~X Cos n%X] + “-, 
B(X, K) = 0 + 1/z K??Tf + I”, 
and 
c(X, K) = 0 + (-1)” ,,\/i KIZTC + “.. 
At jth step: If a,(x), b,( x c x and X1* are known for 1 < j, the ), r( ) 
differential equations and boundary conditions imply that 
bAx) = bj(o) + j: /?-l(X) dX7 
and 
cj(x) = c,(l) + 1: Yj-l(x) dx, 
Uy + Xo*Uj = -hj*UO + olj-l(X)* 
From (3.4a) and (3.4~) 
[a;(x) Uj(X) - u;(x) u,(x)]’ = hj%o”(x) - uo(x) oljml(X) 
so that 
A,* = U;(l) Uj(1) - Ui(O)Uj(O) + i:Uo(X) olj-l(X) dX* 
(3.4c) 
Moreover, integrating (3.4~) and applying the boundary conditions, 
uj(x) is determined up to an arbitrary term Aj sin nx. To fix Aj uniquely, 
we merely require 
r 
1 
uj(x) a,(x) dx = 0. 
‘0 I 
Thus, all coefficients in the series A(x, K), B(x, K), c(x, K) and x*(K) 
may be successively ,obtained. That the resulting expansions for y(x, 6) 
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and h2 are, indeed, asymptotically correct is proved in Miranker [74]. 
Although the expansion h2(K) is analytic at K = 0, the eigenvalues are 
actually of the form 
h2 = n2n2 + &(K, epllK), n = 1, 2,... 
where S,(t, 7) is a power series in t and 7 with S,(O, 0) = 0. Since 
e-l/K- 0, /I2 is asymptotically represented simply by a power series in K. 
HIGHER-ORDER PROBLEMS 
Generalizing, we consider eigenvalue problems for the equation 
&y + Ny = Ay (3.5) 
where M and N are differential operators on the x-interval [0, 11 of 
even orders 2m and 2~2, respectively, with m > n. Such problems have 
been dealt with in Moser [77]. Specifically, let 
and 
My = “c” a&) y(j)(x) 
j=l 
where 
Ny = F /Ii(X) y(j)(x), 
i=l 
(-1)“” (“Z&X) > 0 and (--1)"132&) > 0 (3.6) 
throughout [0, 11. Further, let m boundary conditions be prescribed at 
each end point of the form 
s,y = y’“J(0) + c sijy(qo) = 0, 
hOi 
(3.7) 
T,y = ~“~‘(1) + c tijyCi’(l) = 0, i = 1, 2 ,..., m, 
j<Ti 
where 
and 
2m > CJl > l?2 > .” > om > 0 
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\Il’e associate with (3.5) the auxiliary equation 
which has 2(m 
where 
and 
E E CL?(X) Dj + : pj(x) Dj = A, 
j=l 
n) singular roots (as e + 0) of the form 
4x, K) -= K ; [g(x) + Wrn)l~ 
/.( = &/Z(?n-n) > 0 
g(x) = (- l??,,'2(m-n, 
(34 
IJet gl , g, ,-., g,,,_,, enumerate those roots g with negative real parts, 
and let gm--n+l p gm--n+2 - g2h-d enumerate the roots with positive 
real parts. [Hypothesis (3.6) implies that no determination of g has real 
part zero.] Since, then, m - n singular roots of the characteristic equation 
approach --co as E + 0 while m - n other roots approach +GO, we are 
naturally led to define the “reduced eigenvalue problem,” i.e., the 
eigenvalue problem for E = 0, by 
I 
NY = AY, 
s,y = 0, i = m - n + l,..., m, (3.9) 
T,y = 0 
where m - n boundary conditions (involving the highest-order 
derivatives) have been omitted at each end point. Clearly, for (3.9) 
to be reasonable, we must require that 
o,-,+~ -c 2n and T,-,+~ < 2n. (3.10) 
To determine the eigenvalues of the reduced problem (3.9), we 
introduce a fundamental system zr , .z2 ,..., .zzn of the reduced equation 
Nx = hz, noting that each zi is an entire function of A. The eigenvalues 
A,, of the reduced problem (3.9) are, then, the zeros of the entire function 
F(X) = det [ gti:] (; = m ~ n + I ,..., m, k = I, 2 ,..., in> 
with corresponding (normalized) eigenfunctions U,,(X). 
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A complete set of fundamental asymptotic solutions of the differential 
equation (3.5) may be formally constructed of the form 
and 
4(x, K), j = I, 2 )...) 2n, 
Bj(X, K) exp [; Jo& ds] , j = 1, 2 ,..., m - n, 
Cj(x, K) exp [i /Tg,nn+j(s) A], j = 1, 2 ,..., m - n 
where At, Bj , and Cj represent power series in K with variable coefficients 
ajl(x), bjl(x), and cjI(x), respectively. Without loss of generality, the 
series Aj(x, K) may be considered as real with ajo = zi ; and for h __- 
real and g,(x) = g,(x), B& = B, or C,,-,n+, = C,-,7,+, . Continuing, 
we obtain the following. 
Theorem 3.1. If h, is a simple eigenvalue of the reduced eigenvalue 
problem (3.9) (i.e., zfF(h,) = 0, F’(h,) # 0) and if 
are distinct modulo 2(m - n) and the same is true for 
then, for suficiently small E > 0, there exists a uniquely determined eigen- 
value h = X(E) in a neighborhood of h = h, for the original eigenvalue 
problem (3.5), (3.7). Further, this eigenvalue has an asymptotic expansion 
of the form 
h - % hKi 
where 
K = &2bl-n) and A, = A,. 
The corresponding eigenfunction y belonging to h = h(c) is asymptotically 
of the form 
y - A(x, K) + K*m-n mc Bj(x, K) exp [i s%g,(s) ds] 
j=l 0 
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throughout the closed interval [0, 11. H ere, A(x, K) is determined uniquely 
up to a factor depending on K. Making an appropriate choice of this 
factor, 
A(%, K) E f Uj(X) d 
j=O 
with a,,(x) = z+,(x), the normalized eigenfunction corresponding to X0 . 
Moser [77] considers the case where the operators M and N are 
formally self-adjoint and the boundary conditions (3.7) are self-adjoint 
with respect to both M and N. He first shows that these requirements 
are sufficient to guarantee that (3.10) holds. General results for self- 
adjoint operators (see Rellich [94]), then, imply the existence of 
infinitely many discrete eigenvalues A,(E), n = 1, 2,..., which are analytic 
functions of E for E > 0. Then, by investigating the behavior of 
A,(E) in the neighborhood of E = 0, Moser was able to show the 
following. 
Theorem 3.2. Under the general assumptions of Theorem 3.1 and in 
the self-adjoint case, where the reduced eigenvalue problem (3.9) has only 
simple eigenvalues, 
exists for each n = 1, 2,.... Moreover, the values {X,(O)} form the full se? 
of eigenvalues of (3.9). Thus, the eigenvalues A,&(C) have asymptotic expansions 
for small values of E given by Theorem 3.1. 
Handelman, Keller, and O’Malley [42] study singular perturbations 
of eigenvalue problems for linear differential equations where the 
boundary conditions involve the small parameter B and the eigenvalue 
parameter h in such a way that the highest order of differentiation 
involved may be smaller at E = 0 than for E > 0. This reduction in 
order of the boundary conditions has a pronounced effect on the asymp- 
totic behavior of the eigenvalues and eigenfunctions. In particular, it is 
shown that eigenvalues of the full problem can, under appropriate 
conditions, have limits as E approaches zero which are not eigenvalues 
of the reduced problem. Among other papers concerned with eigenvalue 
problems, the reader should note. Harris [44], which analyzes systems 
607/2/4-3 
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of first-order equations, and Boyce and Handelman [8] and Handelman 
and Keller [41], which discuss applications. 
4. Two-Parameter Singular Perturbation Problems for 
Ordinary Differential Equations 
Thus far we have considered the limiting behavior (as E + 0) of 
solutions yE of boundary value problems for equations of the form 
l My + Ny = 0, 
where M and N are ordinary differential operators with m, the order 
of M, greater than n, that of N. Physical problems are frequently of 
a more complicated nature, however, and often involve several small 
interrelated parameters, e.g., E, c3, E log2 e, e112, or even f(e). Thus, 
we are naturally led to consider two-parameter singular perturbation 
problems for equations of the form 
EMY +PNY +LY = 0, 
where E and p are small, positive, interrelated parameters simultaneously 
approaching zero and m > n > 1 where m, n, and 1 are the orders of the 
differential operators M, N, and L, respectively. Such problems, as 
well as analogous problems for partial differential equations, are con- 
sidered in O’Malley [81] and the subsequent papers O’Malley [82], which 
considers second order problems, and O’Malley [83], which considers 
higher-order problems. 
SECOND-ORDER PROBLEMS 
A. An Initial-Value Problem 
Consider, first, the constant coefficient initial-value problem. 
ey” + pay’ + by = 0, 
Y(O), Y’(O) prescribed 
on the x-interval [0, I] for a and b positive constants. 
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Case]: c/p2+Oasp+0. 
The general solution is 
.cxp[-z(l -y’l -g+] 
__- 
+ (y(0) (-1+2/l - g2-j - 91 
.exp[-$gl +Jl+)x]!, 
which converges to U(X) = 0 on every interval [S, I], 6 > 0, but con- 
vergence is nonuniform at x = 0 for y(0) # 0. Further, the limiting 
behavior of y(x) is determined primarily by the factors in the exponents, 
which are, simply, the roots of the auxiliary polynomial 
cD2 + paD + b = 0. 
Note, that these roots both approach --co as p -+ 0, that they can be 
expanded in powers of the small parameter e/p2, and that the exponential 
decay of y(x) is determined by the singular portion of these roots, 
e.g., if E = p4, b y -b/pu and -l/p”(a - p2b/a). 
Case 2: ~~1.5 -+ 0 as E --f 0. 
The solution for E > 0 is 
+ Y(O) cos 
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and is therefore oscillatory as E + 0 unless E/P = o( 1). Then, however, 
y converges nonuniformly to zero in (0, I] as E -+ 0, as might be expected 
since the auxiliary polynomial has conjugate complex solutions 
whose real part, in this case, approaches --GO as E -+ 0. 
With this background, we can predict the limiting behavior for the 
solution of the variable coefficient initial-value problem 
’ q” + p(x) y’ + b(x) Y = 0, 
I 
Y(O), Y’(O) prescribed (4-l) 
for U(X) > 0, b(x) > 0 and x E P, 11 
by considering the roots of the auxiliary equation 
cD2 + pa(x) D + b(x) = 0. (4.2) 
In particular, regular degeneration [i.e., nonuniform convergence on 
(0, 1) to U(X) = 0, the solution of the reduced boundary value problem, 
as E, p ---z 0] occurs in both Case 1: c/p2 + 0 as p + 0 and Case 2: 
P~/E and E/P both -+O as E -+ 0. 
For Case I: Let 
and 
/4 x, + i 1 - 
E 
be the solutions of the auxiliary equation (4.2), where we note that dl 
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and d, are both positive for e/p2 sufficiently small. Generalizing from 
the constant coefficient problem, we set 
Substituting into (4.1) and formally equating to zero the coefficients of 
the linearly independent exponentials, we have: 
5 A” - 2 d,A’ - z d;A + aA’ = 0, 
CL P2 P2 
_f_ B” - 2d,B’ - d;B + aB’ = 0. 
P 
(4.3) 
Thus, we take A and B to have double power-series expansions in E/P 
and e/p2 with variable coefficients U,,(X) and b,Jx), respectively. Moreover, 
these coefficients can be successively obtained uniquely by formally 
equating coefficients of each pair of powers ((c/P~, (C/P”>“} in (4.3) and 
formally applying the initial conditions. Thus, we obtain 
and 
Bx,-f- -?- 
! CL ’ IL2 1 
- tf’yo) + -1. 
Note. (1) The functions 
may be interpreted as boundary layer stretching transformations used 
to investigate the region of nonuniform convergence near x = 0. 
Roughly speaking, since A(x, 0,O) = y(0) and B(x, 0,O) = 0, the 
lowest-order boundary condition dropped by the limiting solution at 
x = 0 [here, y(O)], is associated with the less singular stretching 
transformation 
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(2) The complicated double series may collapse considerably 
when E is a known function of ,u, and this knowledge may be used to 
advantage in more efficiently determining the formal expansion. 
To justify the formal procedure, we should prove the following 
theorem. 
Theorem 4.1. Let y(x) solve the initial-value problem 
l ye + pa(x) y’ + b(x) y = 0, 
Y(O)! Y’(O) prescribed 
for c/p2 ---f 0 as TV + 0 and for x E [0, I] where a(x) and b(x) are positive. 
Further, let the formal procedure outlined above dejine a,,(x) and b,,(x) 
uniquely. 
Then, for each N > 1, 
+ 
+ 0 (($j”“) throughout [O, I]. 
Proof. The proof follows immediately from the definitions of dI , 
4 , a,, , and b,, , and the following estimate. 
Lemma. Let R(x) satisfy the initial-value problem 
CR” + pa(x) R’ + b(x) R = ;Jx, p), 
for l /p2 -+ 0 as p + 0, f and g bounded, and x E [0, l] where a(x) and 
b(x) are positive. 
Then R(x) = O(E/~~) as p + 0 uniformly for x E [0, I]. 
Proof, The argument (see O’Malley [82]) is much like that for 
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Lemma 1 of Chapter 2. One shows that R satisfies an integral equation 
of the form 
where 
R,(x, p) = 0 ($1 = j; KC%, s) ds. 
Case 2: pL2/e and l /p both -+O as E + 0. 
Considering the roots of the auxiliary equation (4.2), we assume the 
form of solution 
Y(x) = [A k, 7, $) sin (f j:p (s, (Frj dsj 
+R(I”,~jcosi~j~PiS,(gi2jdr)]exp[-~j:a(s)dr], 
where 
and 
7 = I.4 
and A and B have asymptotic double power series expansions in r and 
P/T whose variable coefficients ars and b,, are successively uniquely 
determined by the differential equation and the initial conditions. 
To show asymptotic convergence, we prove the following 
Lemma 1. Let R(x) satisfy the initial-value problem: 
T~F + p(x) R’ + b(x) R = T&X), 
R(0) = 0, 
f (T> p) 
R’(O) = _ , 
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where a(x) and b(x) are positive, g and f are bounded, and both r2/p and 
p/7 --f 0 as 7 4 0. 
Then R is bounded for all x E [0, 11. 
Proof. (See O’Malley [82].) 
Thus, we obtain 
Theorem 4.2. Let y(x) solve the initial-value problem 
l y” + w(x) y’ + b(x) y = 0, 
y(O), y’(0) prescribed, 
for x e [O, 11, 44 and b(x) positive, when E/P and p2/c both -to as p + 0. 
Further, let the formal procedure outlined above define u,,(x) and b,,(x). 
Then, for each N > 1, 
.W? [-$j:a(s)ds] +O(T~+~) unifovmbfor XE[O, I], 
where 
and 
p(x,($)2) =Jb(x)-(F)pY. 
Note. If u(x) < 0 < b(x), the transformation z = 1 - x will allow 
the reader to solve the terminal-value problem 
eyn + pa(x) y' + b(x) y = 0, 
Y(l), Y’(l) prescribed 
for x E [0, l] for both Case 1 and Case 2. 
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B. A Two-Point Boundary Value Problem 
Consider the constant coefficient boundary value problem 
Ey” + puy’ - by = 0, 
Y(O), Y(l) prescribed 
for x E [0, I] and a and b positive. Note that the sign of the coefficient 
ofy has been reversed from that which occurred in the equation considered 
above. 
For Case 1, where c/p2 ---f 0 as p -+ 0, expanding the exact solution, 
we have 
Y(4-y(l)exp [-Sk -41 +$$)C-L)] 
which converges to U(X) = 0 as t.~ -+ 0 on any interval [S, 1 - 61, 
6 > 0, but converges nonuniformly near x = 0 and x = 1 unless 
y(0) = 0 and y( 1) = 0. Further, note that the boundary layer behavior 
at x = 0 is determined by that root 
of the auxiliary equation which approaches -co as TV --+ 0 while the 
boundary layer at x = 1 is associated with the root 
which approaches + co as p + 0. Likewise, for Case 2, where ~~~16 -+ 0 
as E --f 0, 
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and features boundary layer behavior near x = 0 and x = 1. In particular, 
if p = O(E), 
-the solution of the “semi-reduced” boundary value problem 
Ed’ - bz = 0, 
40) = Y(O), 41) = Y(l)* 
Examine, now, the variable coefficient problem 
pyv + P(X)Y’ - b(x) y = 0, 
Iy(O), y(1) prescribed, 
for x E [0, l] and a(~) and b(x) positive, with auxiliary equation 
rD2 + pa(x) D - b(x) = 0. 
(4.4) 
(4.5) 
For Case 1, c/p2 + 0 as p --f 0, introduce 
and 
as the roots of (4.3, with dI and d, having positive limiting values. 
Proceeding as usual, we can prove the following. 
Theorem 4.3. Consider the boundary value problem 
cy” + pa(x) y’ - b(x) y = 0, 
Y(O), Y(l) prescribed 
for x E [0, l] where a(x) and b(x) are positive and for e/p2 -+ 0 as p --t 0. 
The boundary value problem has a unique solution y(x). Further, 
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coeficients a,,(x) and b,,(x) may be successively obtained formally such that, 
for each N > 1, 
+ 0 (P (Sj”‘! uniformly for x E [0, 11. 
Likewise, for Case 2, we have the following. 
Theorem 4.4. Consider the boundary-value problem 
cy” + p(x) y’ - b(x) y = 0, 
Y(O), Y(l) prescribed, 
for x E [0, l] where b(x) is positive and for pcL2/e --f 0 as E -+ 0. 
The boundary value problem has a unique solution. Further, let 
be the roots of the auxiliary equation 
cD2 + &x) D - b(x) = 0 
where T = 2/; and Q and d, have positive limiting values. Coejicients a,(x) 
and brS(x) may be successively defined, in the usual manner, such that for 
eachN 3 1, 
+ 
i 
c b,,(x) Tr ($1’ 
V,S>O 
exp [+ 1: d, (s, (f-j) ds] 
T+s<N 1 
+ o(TP+l) 24nz~ormZyfor x E [O, 1J where h = maX(T, p/T). 
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Note. 
(1) In proving the previous two theorems, the following maximum- 
minimum principle is useful: 
Lemma. Suppose 2 satisjies 
an + pz(x) z’ - b(x) x = f(x) 
for E 2 0 on the x-interval [0, I] where b(x) is positive. 
Then 
(2) For Case 2, the coefficient a(x) need not be positive. 
(3) The boundary value problem 
EY” - pa(x) y’ ~ b(x) y = 0, 
Y(O), Y(l) prescribed, 
for x E [0, I] and a(x) and b(x) positive can likewise be solved in the 
same manner in the two cases: l /p2 --t 0 as p + 0 and pL2/e -+ 0 as E -+ 0. 
C. Other Boundary Value Problems 
The general theory of linear ordinary differential equations implies 
that for every E > 0, the second-order homogeneous equations con- 
sidered have two linearly independent solutions and that every solution 
is a linear combination of these two solutions as well as of every pair of 
linearly independent solutions, and further, that the solution of the 
nonhomogeneous equations are obtainable by the method of variation 
of parameters. This does not imply, however, that any boundary value 
problem has a unique solution, nor does it imply that the solution of 
any such boundary value problem has a well-defined limiting behavior 
as p and E simultaneously approach zero. 
Consider, again, the homogeneous equation 
cyn + pa(x) y’ - b(x) y = 0 (4.6) 
for x E [0, l] w h ere a(x) and b(x) are positive and c/p2 + 0 as p + 0. 
Further, let yi(~) and y,(x) be linearly independent solutions of this 
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equation with boundary conditions y,(O) = 0, yr( 1) = 1, ~~(0) = 1, 
and y,(l) = 0, and note that the asymptotic expansions of yi and ya 
follow immediately from Theorem 4.3. Restricting attention to the 
specific boundary value problem 
cyR + pa(x) y’ ~ b(x) y = 0, 
Y’(O)7 Y’(l) prescribed, 
we completely determine its asymptotic solution by setting 
YW = C&L) Yd4 + C,(P) Y&9 (4.7) 
and obtaining asymptotic expansions for C,(p) and C,(p) by using the 
known expansions for yr and yZ . 
Alternately, by a priori considerations, one could predict-without 
calculating-that Cl(p) = O(p) and is expandable as a double power 
series in p and ~/pa, while C&L) = 0(6/p) and is asymptotically a double 
series in e/p and E/P 2. Thus, knowing that y(x) is given by (4.7) and 
knowing the form of the expansions for yi(x) and y2(x), we may set 
We then proceed to determine A and B in the usual formal manner as 
double series in the indicated variables for di/p and -P/E d, roots of the 
auxiliary polynomial (4.5). Clearly, this approach is more efficient than 
first obtaining the expansions for yr(x), y2(x), Cl(p), and C2(p) and 
multiplying the appropriate expansions. 
Considering, instead, the initial value problem for Eq. (4.6) where 
y(O) and y’(0) are prescribed, we find it impossible to construct a solution 
y(x) which is bounded throughout [0, l] as p + 0. Here, however, the 
root d,/p of the auxiliary polynomial (4.5) approaches + cg as p + 0, 
so we intuitively expect it to be associated with a boundary layer at 
x= l,notatx=O. 
It is apparent that we need some theorems stating d priori which 
boundary value problems have converging solutions as E and p simul- 
taneously approach zero and, further, when the limiting behavior is 
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convergent, some &priori estimates on the orders of the coefficients C,(p). 
Restricting attention to the boundary value problems for 
on 0 < x < 1 where U(X) # 0 f b(x) and for c/p2 + 0 as p + 0, 
we find that the solutions of 
(1) the initial-value problem when a(~) and b(x) are positive, 
(2) the terminal-value problem when a(~) and b(x) are negative, and 
(3) any problem with separated (or unmixed) boundary conditions 
when U(X) and b(x) have opposite signs 
will all converge nonuniformly on [0, l] (as E, p + 0) to zero (the 
solution of the reduced equation). Further, complete asymptotic solutions 
are obtainable. For other boundary conditions, however, the solution of 
the boundary value problem will, in general, fail to converge (as E, p --f 0) 
as simple, constant coefficient examples easily demonstrate. 
D. Nonhomogeneous Boundary Value Problem 
Consider, now, the nonhomogeneous problem 
I 
cy” + p(x) y’ -- b(x) y = R(x), 
Y(O), Y(l) prescribed, 
(4.8) 
for x E [0, I] w h ere a(~) and b(x) are positive and e/p2 4 0 as TV --f 0. 
Let yr(~) and ya(x) be solutions of the homogeneous equation satisfying 
the boundary conditions ~~(0) = 0, yr( 1) = 1, ~~(0) = 1, and y,(l) = 0 
and let 
Jr2 , ~~1 = c exp [$I: &I ds] CYXX) y&) - r;lW rd~>l. 
This “conjoint” of yr and y2 is a constant and we use it to represent the 
solution y(x) of (4.8) by the Green’s function formula 
Y(X) = - $J"z,, j:x(t) exp [T j: 4s) ds] R(t) dt 
Y&4 
- J[Y2 Y YII 
j1 y2(t) exp [$ j: 44 ds] R(t) dt 
z 
+ Y(l) x(4 + Y(O) YcdX) 
(see, e.g., Friedman [32], Chapter 3). 
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Formally substituting the expansions for yr(x) and y2(x) into this 
expression (see O’Malley [82]), we obtain 
(4.10) 
where z(x, E/P, E/P”) is an asymptotic solution of the nonhomogeneous 
equation and a constant multiple of 
where A( 1, E/P, e/p2) and B(O, E/P, e/p2) are determined so that the sum 
asymptotically solves the boundary value problem (4.8). The non- 
homogeneous problem has thus been asymptotically solved by the 
Green’s function approach. It should be noted, however, that an 
asymptotic solution of the nonhomogeneous equation could also be 
obtained as a regular perturbation (in powers of E and p) of -R(x)/b(x), 
the solution of the reduced equation, and that the nonhomogeneous 
problem could then also be solved by adding an appropriate asymptotic 
solution of the homogeneous equation. 
HIGHER ORDER PROBLEMS 
Now consider boundary value problems for the equation 
<MY + ~‘9 +LY = 0 (4.11) 
on the x-interval [0, l] w ere M, N, and L are linear ordinary differential h 
operators having orders m, n, and E, respectively, where m > n > 1 > 0, 
and E and p simultaneously approach zero in an interrelated way. 
Specifically, let 
and 
My = y(m) + al(x) ~(“-1) + ... + ak(x)y(‘=-li), 
Ny = ,!3(x)[y@) + /3,(x) y’“-l’ + ... + /t?i(x)y(n-j)], 
Ly = Y(x)[Y’z’ + Yl(x)Y’L-l’ + ... + Yl-l(X)Y’ + r@>rl, 
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where ,6(x) f 0 # y(x). F ur th er, let us consider (4.11) subject to the 
boundary conditions 
t 
p”)(o) = li ) i = 1) 2 )...) r, 
y”J(l) = 1 
(4.12) 
T+E t i = 1, 2,..., m - r, 
where 
and 
m > h, > A, > ... > A, 2 0, 
m > T1 > i-2 > ... > i-m-y 3 0. 
As usual, we associate with the differential equation (4.11) its auxiliary 
equation 
E D" + f ~l~(x)D"-~ D" + f: /!$(x)D~-~ 
i=l i=l I 
+ &x) [D' + i ,(x)D'j = 0 (4.13) 
i=l 
and use its singular (as E, p -+ 0) roots to obtain m - 1 asymptotic 
solutions of (4.11). Further, we call equation (4.11) exceptional if this 
set of (m - I) singular roots of (4.13) contains members with purely 
imaginary singular parts. Otherwise, (4.11) is called nonexceptional and 
m - 1 = p + q, where p is the number of singular roots whose real 
parts have negative limiting values and q is the number of singular roots 
whose real parts have positive limiting values. 
The limiting behavior of the roots of (4.13) as well as the limiting 
behavior of the solution of the boundary value problem (4.11), (4.12) are 
completely different in the two cases 
(1) E 
p(w)l(n-l)) 
((rn-Z)/(n-Z)) +O as p-+0, and P 
(2) -7-0 
as E -+ 0. Thus, they are considered separately below. A more complete 
analysis, including coverage of the problem when (4.11) is exceptional 
and when E = ~(~-~)/(~-l), is given in O’Malley [83]. 
Case I: •/p((~-~)l(~--l)) -+ 0 as y ---f 0. 
Introduce two new parameters 0 = ~rl(~-r) and 
E l/(7?-7x1 
v= - t 1 P ’ so that 1 = * i 
E 
p7-Z)/(n-Z) 1 
l/(?,l-n) 
+ 0 as p -+ 0. 
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For Case 1, then, (n - 1) singular solutions of (4.13) are of the form 
413 
where g(x) is positive, r is an integer, and or is a complex number of 
modulus one such that 
and each of the (a - Z) determinations d(x, o, (V/U)“-“) can be expanded 
as a double power series in CT and (V/G)“-” with variable coefficients 
which may be successively determined by substitution into (4.13). 
(For details, see O’Malley [81], Appendix A.) Let p, be the number of 
these roots whose real parts approach - 00 as p + 0 and let q1 be the 
number of these roots whose real parts approach + 00 as p -+ 0. Further, 
m - n singular roots of (4.13) are of the form 
where C(X) is positive, s is an integer, o2 is a complex number of 
modulus one such that 
(w~“c(x))“-” = -/3(x) 
and each d(x, Y, (v/u)+~) h as a double series expansion in u and (V/D)“-” 
whose terms can be obtained successively. Define p, to be the number 
of these roots whose real parts approach -co as ,J -+ 0 and qz to be the 
number whose real parts approach +co. 
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Corresponding to each of these m - I solutions of (4.13), it is frequently 
convenient to associate its singular part. That is, suppose there exists 
(least) positive integers K, and K, such that 
1 ” ifl(VLHz) 
-(-I u (5 
(4.16) 
as p -+ 0. (Hereafter, we refer to these conditions as hypothesis (4.16).) 
Then, to d(x, o, (V/U)“-“) and d( X, V, (V/U)“-*), we associate the corre- 
sponding finite expansions l(ix, u, (V/U)“-“) and d((x, v, (v/o)+l) consisting 
of terms which make singular contributions in the expressions (4.14) 
and (4.15). 
To each of the n - I complex roots (4.14), we let correspond a formal 
complex solution of (4.1 I), namely, 
(4.17) 
and to the m - n roots (4.15), the formal solutions 
(4.18) 
Moreover, when hypothesis (4.16) holds, we replace 
by the related finite sums 
In both cases, t is either 0 or 1, and A and B possess asymptotic double 
power series in 0 and (v/u)“-“, and v and (v/u)+l, respectively, both with 
constant leading term and such that the variable higher order terms 
may be successively determined by Eq. (4.11) to within additive constants 
(see O’Malley [81], Appendix B). 
Becoming more explicit, we define q1 linearly independent solutions 
yr , y2 ,..., yql of the equation (4.11) of the form (4.17) with t = 1 
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corresponding to the q1 roots (4.14) w h ose real part approaches +oo as 
P --f 0, and to the p, roots whose real part approaches -co, we define 
linearly independent solutions ycr,+i , Y~,+~ ,..., ypl+P, of the form (4.17), 
all with t = 0. Likewise, to the qz roots (4.15) whose real part approaches 
+ co as TV --f 0, we define linearly independent solutions yn-r+i , yn--1+2 , 
**.7 Yn-z+gz of the form (4.18) all with t = 1, and to the p, roots whose 
real part approaches -NJ, we define linearly independent solutions 
Yn-z+n2+1 7.“) Yn-z+q,+p, , all with t = 0. Clearly, y; , y2 ,..., yql and 
Yn-t+1 Y Yn--1+2 Y-*.7 Yn-z+*, and their derivatives are all exponentially 
small away from x = 1, while yql+l ,..., Y~~+,,~ and yn-z+q,+l ,-., yn-z+q2+p2 
exhibit this boundary layer behavior near x = 0. 
In order to simplify the exposition, we shall restrict attention here 
to the nonexceptional case wherep, + q1 = n - 1 and p, + q2 = m - n. 
A remaining set of 1 linearly independent asymptotic solutions of 
(4.11) can be obtained as regular perturbations of any set z, , z, ,..., zz 
of linearly independent solutions of the reduced equation Lz = 0, i.e., 
we set 
where yioo = zi , and further terms are determined successsively from 
the differential equation 
Lyirs = -Myi,,,,-1 - NY+1,s 
obtained by substituting the expansion for ym-N-i into Eq. (4.11) and 
formally equating coefficients. (This nonhomogeneous equation can be 
solved by variation of parameters since the right-hand side is known at 
each step.) The results of Turrittin [102] show that y1 ,..., ynL form 
a fundamental system for (4.11). 
Altogether then, we have constructed m linearly independent asymp- 
totic solutions of Eq. (4.11) and therefore expect to write the limiting 
solution of the boundary value problem, if it exists, as a linear combina- 
tion of this asymptotic fundamental system. Further, in event of 
convergence, we expect the limiting solution to converge uniformly in 
any closed interval outside the boundary layer to the solution of a 
reduced boundary value problem, consisting of the reduced equation 
Lx = 0 plus I boundary conditions. To determine which boundary 
conditions are canceled from the set (4.12), we must obtain a cancellation 
law. 
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Cancellation Law (Nonexceptional Case). Cancel p = p, + p, 
boundary conditions at x = 0 and q = q1 + q2 boundary conditions at 
x = 1, starting from those involving the highest-order derivatives. 
Continuing in the manner of Wasow [109] as detailed in O’Malley [83], 
we obtain the following, 
Theorem 4.5. Consider the differential equation 
l J,ty+pNy+Ly=O 
on the x-interval [0, l] subject to the boundary conditions 
where 
y’“J(0) = zi ) i = 1, 2 ,...) r, 
y(“)(l) = l,+i j i = 1, 2 ,..., m - Y, 
and 
PC4 f 0 # Y(X), m>n>l>O, 
and 
m > A, > A, > 9.’ > A, > 0 
Further, let 
m > 71 > 72 > ... > T~-~ 2 0. 
E 
p(m-z)/(n-zl -+O as p+O, 
(4.11) 
let the difJerentia1 equation be nonexceptional on the x-interval [0, 11, und 
let Z(X) satisfy the reduced boundary value problem 
Lx = 0, 
.(AJ(o) = li ) i = p + 1, p + 2 ,... , r, 
JTql) = l,+i , i = q + 1, q + 2 ,..., m - I+, 
wherep < randq < m -r. 
Suppose 
1. the reduced problem has a unique solution, and 
2. (a) Al , X2 ,..., hPz are distinct modulo m - n, 
(b) &+I > &+z ,...T A, are distinct modulo n - 1, 
(c) 71 > 72 ,".> Tqz are distinct modulo m - n, and 
(4 Tg*+l 3 -rq,+2 9***, T q  are distinct modulo n - 1. 
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Then y(x) has a well-de$ned 
as p --t 0 given by 
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limiting behavior on the interval 0 < x < 1 
where u(x, C-J, v/5) is a regular perturbation of z(x) in powers of 5 and v/5, and 
and 
k = 1, 2,..., n - 1 
k = n - 1 + l,..., m - 1, 
with the determinations of t and d (or d) the same as that used in the 
expression for the corresponding yk , and where Ak and 8, have asymptotic 
double power series in D and v/5 with constant leading term and higher-order 
terms determined uniquely from the diflerential equation and the boundary 
conditions. In particular, then, 
y(x)-z(x) on O<x<l. 
Note. (1) That the hypotheses 1 and 2, and the conditions p < r, 
q < m - r are essentially necessary is seen by considering a series of 
constant coefficient boundary value problems whose solutions, in general, 
diverge as E, p -+ 0. See O’Malley [Sl] for a list of examples. 
(2) If in the expansion for some uk(x, 5, v/5), 
d (s, u, (g-j or d (s, Y, (g) 
is represented by any finite partial sum d of its double series expansion, 
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the resulting error in the function uk has the same order as the difference 
d-d. 
Further results are reported in O’Malley [81]. There, e.g., the more 
complicated problem when equation (4.1) is exceptional is considered 
and a detailed determination of an asymptotic solution for the illustrative 
problem 
with 
and 
pZy”’ + pj!3(x)y’5’ + y(x)y’2’ = 0 
K-4 < 0 < 744 on P, 11, 
and 
is given. 
Y’4’(o), Y’“‘(Q Y’2’(o), Y’(O), Y(O), Y’W)> 
Y’(l) prescribed 
Case 2: p((m-l)l(n-z))/c +- 0 as E -+ 0. 
In this case, we introduce K = ~ll(~~-r) > 0 [so that P/K+” is also 
a small parameter] and find m - 1 singular roots of the auxiliary 
equation (4.13) of the form 
d 
D X, K, -$) = 
X, K, -&) 
K 
P PbM4)1-c”-“’ + ..I , -- K”-l ! m-l 1 1 (4.20) 
where h(x) is positive, i is an integer, w is a complex number of modulus 
one such that 
(w%(x))-z = --y(x), 
and d(x, K, p/~n-l) can be expanded as a double power series in K and 
p/K”-’ such that each coefficient may be uniquely determined successively 
from Eq. (4.13). Further, to each of these m - I singular roots, we 
associate formal solutions of (4.1 I), namely 
+, K, P/K”-‘) Y = (qq)(“+z-1)/2 exp z d(S, K, &?-‘) dS], t 
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where E has a double power series expansion in K and p/@-r with 
constant leading term and higher-order terms obtainable successively 
from the differential equation (4.11) up to additive constants. 
Again, we restrict attention to the nonexceptional case where m - 1 = 
p + q for p the number of roots (4.20) whose real part approaches --co 
as p + 0 and q, the number whose real part approaches + co. We obtain 
the following results: 
Cancellation Law (Nonexceptional Case). Cancel p boundary con- 
ditions at x = 0 and q boundary condztions at x = 1, starting from those 
containing the highest derivatives. 
Theorem 4.6. Consider the differential equation 
EMY +PNY +LY = 0 
on the x-interval [0, l] subject to the boundary conditions 
y’“q0) = zi , i = 1, 2 ,..., r, 
y”“‘(l) = ET,, ) i = 1, 2 ,..., m - 7, 
where 
Y(X) f 0, m>n>l>O, 
and 
and 
Further, let 
m > rl > r2 > -I- > rmvr 3 0. 
p(m-l)/w) 
-to as E --f 0, 
E 
let the difierential equation be nonexceptional, and let z(x) solve the reduced 
boundary value problem 
L.2 = 0, 
#J(O) = li , 
&‘(l) = z,+i ) 
vherep <r andq < m -r, 
i = p + l,..., r, 
i = q + l,..., m - 7 
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Suppose 
1. the reduced problem has a unique solution, and 
2. (a) 4 , A, ,..., A,, are distinct module m - 1, 
(b) 71 , 72 7.“, rp are distinct modulo m - 1. 
Then y(x) has a well-deJned limiting behavior as E -+ 0 given by 
+ KAp iI %+k (% K, --$)I + +, K, CL/‘+), (4.21) 
where u(x, K, p/~+l) is a regular perturbation of x(x), and the linearly 
independent functions 
k = 1, 2,..., m - 1 
are determined formally, in the usual manner, where 
t = 1 and Re drc has positive limiting values for k = 1,2,..., q 
while 
t = 0 and Re dk has negative limiting values for k = q + l,... , m - 1. 
Again, 
Y(X) - 44 on O<x<l. 
Note. (1) In the special (one-parameter) case where TV 3 0, this 
theorem coincides with the conclusion in Wasow [109]. 
(2) For Case 2, the condition /3(x) # 0 on [0, l] is not required in 
the nonexceptional case. 
Comment. It seems feasible to also consider singular perturbation 
problems for systems of first-order equations involving many parameters. 
Thus, this author has analyzed systems of the form 
QWWW = 4x, 4 Y (4.19) 
where Q(E) = diag(e& : E.& : *a. : E&J (for In! , the identity matrix 
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of order mj) and A(x, 6) is holomorphic in the small parameters EJQ , 
e2/c3 ,..., S--l 1~ , and 6, . The system can (under appropriate conditions) 
be diagonalized in the manner of Wasow [115] and Harris [47] and the 
component problems can be analyzed by using the techniques of 
Turrittin [102] or Sibuya [96] (in th e case of turning point problems). 
Consider, e.g., boundary value problems for the equation 
E.Y + p(x) z’ + b(x) x = 0 
on the interval [0, 1] where U(X) # 0 when e/p2 + 0 as p -+ 0. Introducing 
yi = z’ and yz = Z/CL, a system of the form (4.19) results with 
a(c) = ($ $, and A(%, l ) = (-‘f(“) -i(‘)j. 
Moreover, the results obtained above can be recovered using the plan 
outlined. 
5. Relaxation Oscillations 
The phenomenon known as relaxation oscillations (see Wasow [ 1121) 
and Friedman [33] arises in considering differential equations of the form 
EjE -F(‘q + x = 0 (5.1) 
or, equivalently, nonlinear autonomous systems 
k = y, 
EjJ = F(y) - x 
(5.2) 
in the x-y phase plane for E a small positive parameter. Differentiating 
(5.1) with respect to the independent variable t yields 
cji -F’(y)j + y = 0 (5.3) 
for y = 2. Note that (5.3) h as a turning point (see, e.g., Wasow [116]) 
where F’( y) = 0. Moreover, in the special case where F( y) = y - Qy3, 
(5.3) is equivalent to the van der Pol equation 
g - A(1 - y2) $ + y  = 0, (5.4) 
where h = ,-1/z is a large positive parameter and 7 = At, 
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For F(y) = y - iy3, define the “fundamental curve” r : x = F(y) 
in the phase plane, noting that the reduced system ((5.2) with E = 0) is 
1 
k=y 
0 = F(y) - x. 
FIG. 1. The fundamental curve r : x = F(y) = y - &y3. 
The differential equation of the trajectories of (5.2) is 
dY J-(Y) --x 
z= Ey * (5.4) 
Thus since this selection of F(y) is an odd function, (5.4) implies that 
the vector field dy/dx will be symmetric with respect to the origin. 
Moreover, analyzing the field dy/dx determines the paths of (5.2). 
Specifically, let a trajectory start at a point P above the upper arc of r 
and to the left of B, = (8, 1). As t increases, the trajectory must drop 
very rapidly, almost vertically, toward the fundamental curve I’, then 
it will move to the right remaining close to, but above, r until it passes 
the point B, , when it will drop rapidly, almost vertically, toward the 
lower arc of r. Crossing I’, the trajectory will move to the left, remaining 
close to, but below, r until it passes B, = ( -8, -l), when it will rise 
rapidly, almost vertically, to the upper arc of r. Crossing I’, the trajectory 
will continue indefinitely in nearly the same orbit, 
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FIG. 2. Trajectory for (5.2) with F(y) = y - hy3. 
Lienard [69] h s owed that for each E > 0, (5.2) with F(y) = y - iy” 
has a unique (up to parameterization) limit cycle C(E) (i.e., a periodic 
trajectory which other trajectories approach in a spiral-like manner as 
t -+ co). That these limit cycles C(E) actually have a limit as E -+ 0 was 
proved in Flanders and Stoker [30]. This limit is the closed curve D 
formed by the outer arcs of the characteristic curve I’ and its two vertical 
tangents. 
Y  
B1 = ($1) 
B2 =(- 
FIG. 3, The closed curve D, 
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Note that although D is a continuous curve in the phase plane, its 
tangent has discontinuities at C, : ($, -2) and C, : (-$, 2). Note, too, 
that (5.3), the scalar differential equation for y, has turning points at 
y = & 1, i.e., at B, and B, . Further, only part of the limit curve D 
coincides with a path of a solution of the reduced system (5.2), and 
although D is a closed curve, this reduced system has no nontrivial 
periodic soIutions and, hence, no closed trajectories. 
Oscillations corresponding to the periodic trajectories of (5.3) are 
called relaxation oscillations and are characterized by jerky, almost 
instantaneous (in time, t), periodic jumps in y = f. Expressing this 
physically, Stoker [98] states that these oscillations “exhibit two distinct 
and characteristic phases: one during which energy is stored up slowly 
(in a spring or condenser) and another in which the energy is discharged 
nearly instantaneously when a certain threshold potential is attained.” 
This nonuniform convergence (in time) of the relaxation oscillations 
w : w, 4, ~(6 4) of (5.2) as E + 0 is, clearly, related to the boundary 
layer phenomenon discussed previously. 
One expects that the limiting value of the period of the relaxation 
oscillations C(E) as E -+ 0 is given by 
since dt = &/y, D = lim,,, C(E), dx = 0 on the vertical arcs of D, and 
dx = dF(y) on r. Indeed, Dorodnicyn’s analysis (see Dorodnicyn [23], 
Urabe [103], Urabe [104], and Ponzo and Wax [90]) gives the period T(E) 
as 
T(c) = (3 - 2 log 2) + 3 csc2/3 + 4, log E + CE + O(E’/6) 
where --cy. & -2.338 is the algebraically largest zero of the Airy 
function Ai and c is a given transcendental constant. Likewise, 
Dorodnicyn calculated the amplitude a of the y-oscillation, namely, 
a = 2 + ; E2j3 + ; 6 log E + & + O(@), 
where d is another given transcendental constant. Roughly speaking, we 
could say that the “solution” D of the reduced system has y-amplitude 2 
and “period” 3 - 2 log 2. Cartwright [13] and Haag [38], [39] both 
obtain similar results by different methods, 
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Stoker ([98], pp. 141-147) considers the illuminating, yet tractable 
problem of the relaxation oscillations for 
E% -F(R) + x = 0 
where F is the piecewise linear function 
-2 -YY, Y < -1, 
F(Y) = 
i 2yy: 
--I <y < 1, 
y > 1. 
(5-l) 
In this case, one must simply solve two linear, constant coefficient, 
second-order differential equations subject to matching and periodicity 
requirements. Proceeding in the obvious manner, the asymptotic solution 
for the relaxation oscillations is completely obtainable. In particular, 
the period T(E) is given by 
T(E) = 2[log 3 - QE log E + G(Q - log 3) + +” log2 E] + O(G log c). 
Comparing this expansion with the determination whenF( y) = y - *y3, 
is is clear that the form of the characteristic F markedly affects the nature 
of the asymptotic solution. In particular, we note that this polygonal 
characteristic F has discontinuous tangents at y = & 1. 
These results were extended to more general fundamental curves by 
Mishchenko [75], and Mishchenko and Pontryagin [76]. Mishchenko 
considers the first-order system 
where f and g are sufficiently smooth. Then if the reduced system has 
a “stable, discontinuous, periodic solution” g,, with “period” T,, (we shall 
define these terms precisely, below), the original (or full) system has 
a unique limit cycle 3, near Go , tending to &, as E + 0, with period T(E) 
given by the formula 
T(E) = To + 2/aQl + E log EQ~ + EQ~ + O(E’/~) 
for Q1 y Qz , and Q3 numerical constants depending only on the values 
of f, g, and their derivatives. [iJo and To are defined to include the 
van der Pol case.] 
For a discussion of relaxation oscillation problems with time-dependent 
forcing term, see Cartwright [12], Wendell [117], and Brock [9]. 
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THE TWO-TERM EXPANSION FOR THE AMPLITUDE AND PERIOD OF THE 
RELAXATION OSCILLATIONS FOR VAN DER POL’S EQUATION 
Returning to van der Pol’s equation (5.4), or equivalently the system 
(5.2) with F(y) = y - iy3, we study the relaxation oscillation with 
periodic trajectory C(E) passing through the points A, =- (xi, yz), 
i = 1, 2 )..., 7. 
FIG. 4. Trajectory C(E). 
Let the trajectory C(E) begin at some point A, on the fundamental 
curveT: x =F(y),lety, = 1 + 6rforO < r < Q,ya = l,y, = 1 -E?, 
y5 = ye = 0, and y, = yr - E, and let C(E) be symmetric with respect 
to the origin. Introduce 
the horizontal deviation of C(E) from r, so that 
Thus 
0 -c W(Y) < y+ 
on (1, yi) (between A, and A3) since either 
(5.5) 
W(Y) G w(Y*) = (y*;:*w 1 < ---!-- 3 y* - 1 y1 > y* I-== 1, 
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with y decreasing, or w is nonincreasing and 
w(y) < -St- < -2 . 
y2 - 1 y - 1 
Near A, , let 
.x = i + 913u y = 1 + d&J 
so that 
0 < w(y) = 313 
i 
V3 
u + 02 + El/3 3 
1 
gv3 
< ;- 
on (1,~~). Thus 
v2 = p1/3 - 00, w(y2) + 0, and u2-+--cc 
as E --+ 0. Further, 
(2.4 + v”) 2 + 1 = -El/3 (f $ + vj 
with the corresponding reduced equation 
dC/du = -@” + q 
having the general solution 
(54 
(5.7) 
(5.8) 
a(u) = - 
i 
a,Ai’( -24) + a,Bi’( -24) 
a,Ai( -24) + a,Bi( -u) 1 
where Ai and B(z) are Airy functions and a, and a2 are arbitrary 
constants (see Miller [73] and Copson [19] for the definitions and the 
relevant expansions of these functions). Assuming that the required 
solution z, of (5.7) is a regular perturbation of some solution v” of (5.8), 
we seek a solution v” which approaches fco as u approaches --co. 
Expanding Ai and B(z) for large positive argument leads us to 
select a, = 0, so that v”(u) = --Ai’( --u)/Ai( -u). That z, = v” + o(l) 
for 1 ZI ) < +ri3, r not too small, for this boundary condition, is shown 
in the appendix to Wasow [ 1121, following the earlier argument by Haag. 
Further, v”‘(u) is negative and uniformly bounded on (-00, us) so that 
u + c2 is bounded and 
iqu) < 6(u2) ZE V(U2) = ET-113 
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there. Thus, since z, = v” + o(l), (5.6) implies that 
w = O(E2/3) 
on A,A, for Q < r < Q. 
Letting y4 = 1 - 8’) ~1~ = -E~-I/~, so that uuq -+ -co and u4 must 
approach (Y as E --t 0 (using the expression for V”(U)) where ---a: is the 
first zero of Ai( i.e., 
x4 = g + wa + O(E213). 
Expanding about (g, l), 
w = (y - 1)2 + $(y - 1)3 + (x - f) > (y - 1)2[1 
on A,A, , so that 
xg - xq = E 
“4~ dy 3~ 1-c 
- 
0 w 
<z (Y s 0 
Likewise, 
= O(P) = O(W). 
--w = -(x - Xl) - HY - YJ3 - Yl(Y - YlY 
- - 1)-2 dy 
- 40 -Y)l > %Y - 1j2 
I- (1 -Y12)(Y -Yd 
> -(Y -YdQ(Y -Yd2 +YdY -Yd - (1 -Y12)1 
> -(Y - Yl) [$ - ] 1 > -@Y -YJ 
on A,A, provided y12 > 3(1 + S), 8 > 0. Thus, 
Q 
X7 -x0=6 -\ s 
Y 4 < 4 l YI vi-E 
0 -w 6 s 
- = O(E log C). 
0 Y-Y1 
Further, since 
-w(dw/dy) = -w(y2 - 1) + l y > cy 
on 44, 
and 
w2 3 ‘(Y12 - Y2) > EY,(Yl - Y>, 
Putting together these estimates, 
x1 = x1 - x, + x, - xg - (x3 - x4) - xq 
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since xc = -x5 , and therefore 
x1 = - 8 - r2/3a + O(E213). 
Further, since A, lies on f, 
yl-2= 
-3(x, + $3 
(Yl + II2 
z F + O(EV), 
and the amplitude a of the relaxation oscillations for van der Pol’s 
equation (5.4) is therefore 
a = 2 + *(2&Y) + O(W) 
as E -+ 0 for 01 + 2.338 and E = hp2 since yr is the maximum value of y 
on the periodic trajectory C(E). 
Proceeding analogously, and using the preceding estimates, we can 
estimate the time Tij required for traversing the arc A,Ai . Specifically, 
we obtain the period T. 
T = W-12 + T23 + T,, + Ths + Tw + T,J 
= 2 [U y3 !f!w + op)j + qff, + o(1)) 2/l y 
+ <yc% - u3 + o(1)) + O(@) + O(clog c) + O(c)] 
= 3 - 2 log 2 + 3L% + 0(&3). 
6. Initial-Value Problems for Nonlinear Systems of Equations 
PERTURBATIONS OF DISCONTINUOUS SOLUTIONS 
Levinson [65], [67] considers the nonlinear system 
p = fj + r, 
li +gj + h = 0 (6-l) 
for x an n-vector, y a scalar, and E a small, positive parameter where the 
vectorsf and Y and the scalars g and h are functions of x, y, and the 
independent variable t. 
60712/4-5 
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Note that this general system includes systems of the form 
g = fb, y, 4, 
dr 
[by differentiating the last equation, or by introducing w = Sty(s) ds], 
a.nd relaxation oscillation problems given by scalar equations of the form 
ci - F(i) + x = 0 
(by differentiating and introducing y = 2). 
Corresponding to (6.1), we define the reduced (or degenerate) system 
\zi=fti+Y, 
(gti + h = 0. (6.2) 
.Note that dw/dt may become singular when g vanishes. 
Recall the special case of relaxation oscillations where the limit of the 
phase plane limit cycles consists of “regular arcs” on which the reduced 
system is satisfied and of “jump arcs” “traversed in zero time” 
(i.e., nearby trajectories which are traversed nearly instantaneously). For 
the more complicated examples encompassed by (6.1), however, the path 
of the degenerate trajectory in E,,, (i.e., the path of the limiting solution, 
if its exists) is not 2 priori clear. Levinson defines the solution of the 
reduced system (6.2) as a curve C, in EntP with coordinates (u, 71, t) in 
such a manner that these questions are clarified and most potent results 
are obtained. 
The vector (u(t), w(t), t) E En+2 , O<t<l, is defined to be a 
solution of the reduced system (6.2) if 
(1) (u(t), w(t)) is continuous for 0 < t < 1 except for a finite 
number of values tj , 0 < t, < t, < a-- < t,, < 1. Moreover, the 
limits (u(ti h 0), w(tj f 0)) exist for each i, j = 1, 2 ,..., m. 
(2) (u(t), w(t)) satisfies (6.2) except for t = ti ,i = 1,2 ,..., m. 
(3) g(u(t), v(t), t) is positive for all t E [0, I] except possibly for the 
values t = ti . Moreover, for each j, g(u(t), w(t), t) tends to zero as 
f -+ ti- while g remains positive as t + tj+. 
(4) At each point, 
(u- , v,‘_ , fj) = (z&j - O), “(tj - O), tJ>, 
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we require that 
and further that 
(5) From each coordinate U- , u satisfies the initial-value problem 
where v increases if h- is negative and decreases otherwise, until the 
first value of v f v- is reached for which 
I ’ g(u(v), v, tj) dv = 0. 2’- 
This value of o is denoted by ~(2, + 0) and the associated value of u by 
U(fj + 0). 
Thus C, , as constructed, is continuous as a curve in E,,, (but not as 
a function of t), but it has a discontinuous tangent, in general, where 
t = t j , j  = 1,2 ,..., m. 
Note. (1) The construction of the solution C, of (6.2) places specific 
requirements on the functions f, Y, g, and h. These conditions are 
sufficient for the theorems which follow. They are not necessary, 
e.g., Levinson states that if I changes sign where g becomes zero, no 
jumps will occur. 
(2) In relaxation oscillation problems, the solution (u, V) of the 
reduced system (6.2) features jumps in the scalar v only, since the 
function f is then identically zero. 
With this definition of C,, , Levinson proves the following, 
Theorem 6.1. Consider the nonlinear system 
it =jji + Y, 
69 + gj + h = 0, 
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where x is an n-vector and y is a scalar with x(0) and y(0) prescribed. 
Further, let (u(t), v(t)) solve the corresponding reduced system 
zi=fZ+r, 
gti + h = 0, 
for t E [O, I] with initial conditions (u(O), v(0)) such that 
II x(O) - 4O)lI + I Y(O) - 4O)l G 6, 
and 
Then the full system has a solution (x(t), y(t)) for t E [0, I] provided E, 6, , 
and 6, are all sujkiently small. Moreover, as E, 6, , and 6, tend to zero, 
the solution curve (x(t), y(t), t) in En+2 tends to Co : (u(t), v(t), t). 
In particular, for any fixed 6 > 0, 
and 
!I x(t) - u(t)ll, I r(t) - v(t)17 
12-a 
all tend uniformly to zero over the intervals 
O<S,<t<t,-s, t, + 6 < t < t, - s,..., 
t,-, + 6 < t < t,,, ~ 6, t,+6<t<l--6 
as E, 6, , and S, tend to zero. 
The existence of a solution C, , even though discontinuous, of the 
reduced system (6.2), then, implies the existence of nearby solutions of 
the full system (6.1). Additional theorems discuss the analogous con- 
vergence of the derivatives of x(t) and y{t) with respect to initial 
conditions. In particular, when f ,  r, g, and h of (6.1) do not depend 
directly on t or in case they are periodic in t of period F, if the reduced 
system (6.2) has a solution of period If and if the Jacobian associated 
with the determination of this solution by varying initial conditions is 
different from zero, then the full system (6.1) will also have a nearby 
TOPICS IN SINGULAR PERTURBATIONS 433 
periodic solution, say of period T - T as E, 6, , 6, -+ 0. For then, the 
equations 
f&c) =_ x(T) - x(0) = 0, 
%V) = Y(T) - Y(O) = 07 
f&(T) = g(T) -g(o) = 0 
must hold for small E, 6, , and 6, which requires that the Jacobian 
be continuous and nonvanishing as 6, 6, , and 6, --t 0. The convergence 
results, however, show that this will be satisfied provided only that the 
Jacobian 
is nonvanishing for I,!Q( p) = U(T) - u(0) and $a( T) = v(F) - v(O). 
ASYMPTOTIC SOLUTIONS FOR INITIAL-VALUE PROBLEMS 
Vasil’eva (see, especially the survey article, Vasil’eva [106], where the 
list of her previous papers can be found) considers the system of nonlinear 
equations 
\ dx/dt =f(%Y, t), 
i+y/w = g(x, Y, 9, 
(6.3) 
for E a small positive parameter, x and y vectors, and f and g sufficiently 
smooth functions. Introducing 
let 
be prescribed. 
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Since the reduced system 
I dx/dt = f(x, y, t), 0 = g(x, Y> tL (6.4) 
corresponding to (6.3) is of lower order than the full system (6.3), 
it cannot, in general, satisfy all the initial conditions prescribed for z(t). 
Obvious questions therefore arise. Does the solution of the initial value 
problem (6.3) h ave a well-defined limiting solution as E -+ 0 ? If so, 
does this limiting solution satisfy the reduced system ? In that case, 
does the limiting solution assume the initial condition x(O), and further, 
which solution of the system g(x, y, t) = 0 determines the limiting 
behavior of y ? Before analyzing these questions, it is necessary to 
introduce further terminology. 
Let y = p)(x, t) be any solution of the system of equations g(z, y, t) = 0 
defined on a closed bounded set D. We shall denote the solution of the 
reduced system (6.4) corresponding to the root y = p)(x, t) with x(0) 
prescribed by 
Further, we shall call the root y = ~(x, t) isolated on D if there exists 
some positive number y such that g(x, y, t) = 0 has no root other than 
Y = dx, 4 for I y - 91(x, t)l < Y. 
For the full system (6.3), y is rapidly:varying compared to x and t 
when E is small and g is positive. This observation leads us to consider 
the boundary layer (or adjoined) system 
dy/dT = g(x*, Y, t”), (6.5) 
where T = t/e and xx and t* are fixed parameters. 
An isolated root y = ~(x, t) will be called stable in D if, for all points 
(x*, y*) E D, the points y* = v(x*, t*) are asymptotically stable critical 
points of the boundary layer equation (6.5) as T -+ 00, uniformly for 
(x*, y*) E D; i.e.: 
1. g(x*,y*, t”) =,o; 
2. for each p > 0, there exists B(p) > 0 independent of x* and t* 
such that 
II Y(O) - Y* /I < %4 
implies that a solution y(7) of (6.5) exists and satisfies the inequality 
IIY(4 -Yy* II < p 
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for all T > 0 as well as the asymptotic requirement 
l&y(7) = y* = 9(x”, t*). 
(For an elementary introduction to stability theory, see LaSalle and 
Lefschetz [62].) 
Lastly, a point (x*, y *, t*) is said to be in the domain of influence of 
the stable root y = ~(x, t) if the solution of the boundary layer system 
(6.5) satisfying the initial condition y j 7=0 = y* tends to the value 
9)+*, t*) as T + co. [Here, y* # 9(x*, t*), in general.] Using this 
terminology, we are able to state the basic conclusion of Tikhonov [99]: 
Theorem 6.2. Suppose 
(1) the root y = p;(x, t) of the system of equations g(x, y, t) = 0 is 
continuous, isolated, and stable in some closed, bounded domain D, 
(2) the point (x(O), y(O), 0) belongs to the domain of injuence of this 
yoot, 
and 
(3) the solution Z(t) of the reduced initial-value problem 
dxldt = f(x, Y, t), 
Y = 54x7 4, 
40) prescribed 
is unique and lies in D for 0 < t < T. 
Then the solution of the initial-value problem .for the full system 
dxldt = f(x, Y, t) 
44/W = &,Y, t) 
4% Y(O) prescribed 
converges to the solution (n(t), y(t)) qf the reduced system as E + 0 in such 
a manner that 
p-y(t) = &e(t), O<t<T,,<T, 
!i_moYW = 3(t) = dW, 9, O<t<T,,<T 
where To is arbitrarily close to, but less than, T. 
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Note. (1) As Wasow [116] points out, this formulation of the 
Tikhonov theorem implicitly assumes the existence of a unique solution 
of the full initial-value problem on 0 < t < T. Note, however, that 
since we have asked that f and g be sufficiently smooth, the existence is 
assured. 
(2) The limiting solution of the full initial-value problem is 
discontinuous at t = 0 unless, by chance, y(0) = ~(x(O), 0). In a small 
neighborhood of t = 0, then, a boundary layer phenomenon occurs 
as the solution passes rapidly from the initial point of the full system 
(x(O), y(O), 0) into the neighborhood of the initial point (x(O), g;(x, 0), 0) 
of the reduced system. 
(3) In Tikhonov’s definition of a stable root y = cp(x, t), the 
asymptotic stability is not required to be uniform for (x*, y*) E D. That 
this is incorrect follows by a counterexample given in Hoppensteadt [49]. 
(4) The analogous theorem for t lying in the semi-infinite interval 
[0, co) is proved in Hoppensteadt [48]. In particular, this paper contains 
a new proof of the Tikhonov theorem. These results may also be extended 
to initial-value problems involving several parameters. 
(5) Murphy [78] reports an interesting method for solving initial- 
value problems of the form (6.3) numerically. 
AN ILLUSTRATIVE EXAMPLE 
Consider the nonlinear autonomous system 
dx . 
z = ex3 sm y + exuz sin x - y 2- xy - 1, 
c(dy/dt) = y2 - x2, 
with the initial conditions x(0) = (y. and y(0) = /3 prescribed. Tikhonov’s 
theorem implies that the solution of this problem converges (as E -+ 0) 
to the solution of the reduced initial-value problem 
dx/dt = -1, 
y  = -x, x(0) = a, 
provided 01 > 0 for all values of t on any closed subinterval of (0, a). 
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For 01 < 0, however, the solution converges to the solution of the 
nonlinear reduced initial-value problem 
dx 
z = 2(&sinx - 9) - 1, 
2, = x, x(0) = a, 
for t on any closed (and bounded) subinterval of (0, 00). 
For this example, g(x, y, t) = y2 - x2 so that the roots of the equation 
g(x, y, t) = 0 are y = 
bounded subset D of 
line x = 0. 
The boundary layer 
+x. Each of these roots is isolated in any closed, 
the x -y plane which does not intersect the 
equation 
dyldr = y2 - x*~ 
where 7 = t/e and x* is a fixed parameter has the general solution 
for a, and a2 arbitrary constants, while the initial-value problem is 
solved by 
For x* lying in any closed, bounded subset D, of the right half-plane 
(we take the half-planes to be open sets), 
I Y(O) - (+*)I < 4P 
implies that Y(T) exists for all r > 0 and that 
IY(T) - c-x*11 = 1 
2x*(y(O) + x*) e-2z*r 
(y(0) - x*) - (y(0) + x*) e-= < ’ 
for p sufficiently small. In D, , then, Y(T) + -x*, so that the root 
y = -x is stable and the root y = x is not stable. Analogously, for any 
closed, bounded subset D, of the left half-plane, the root y = x is stable 
while the root y = -x is not stabIe. 
Moreover, any point in the right half-plane lies in the domain of 
influence of the root y = -x, and any point in the left half-plane is in 
the domain of influence of the root y = x. 
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If x(O) = 01 > 0, the solution of the initial-value problem 
dxldt = -1, x(0) = 01 
will remain positive for t E [0, a). Likewise, the solution of the initial- 
value problem 
dx 
z = 2(eS3sin x - x2) - 1, x(0) = a 
for cy < 0 will remain negative as t increases since 2(.& sin x - x2) - 1 < 0 
for x < 0. Applying Theorem 6.2, then, the stated results follow 
immediately. 
THE CONSTRUCTION PROCEDURE 
To construct the asymptotic solutions desired, Vasil’eva asks some- 
what more than the requirement that the root y = ~(x, t) of the system 
g(x, y, t) = 0 b e uniformly asymptotically stable. Instead, she asks that 
the real parts of the characteristic roots of the matrix 
G%PY)(X~ 4% t), t) (6.6) 
be negative in D. Hereafter, we refer to this condition as hypothesis (6.6). 
Following Vasil’eva, we first construct an “inner” solution of the 
initial-value problem valid in the boundary layer near t = 0. The 
initial-value problem for (6.3) is equivalent to the initial-value problem 
for the system 
I 
dx{dT = cf(x,y, ET), 
dy/dT = g(x, Y, 4 
(6.7) 
for 7 = t/c. Proceeding, we let Z(T) = (z[:;) and set 
X(T) = f Zk(T) Ek 
k=O 
(with z(0) prescribed), 
f@(T), Y(T), ET) = i. EkhdTh 
and 
&x(T), Y(T), ET) = $ ck&c(T). 
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Equating coefficients of each power of E in (6.7) to zero yields 
(6.8) 
for each k > 0 wheref-r(7) E 0, x0(O) = x(O), and ~~(0) = 0 for k > 0. 
Integrating then, for K = 0, 
X0(T) = 40) 
dye 
- = ‘d~cl(~)~ Y”(T), Oh dr YOM = Y(O). 
(6.9a) 
By the hypotheses of Theorem 6.2, however, we are guaranteed that 
(6.9a) has a solution which converges to ~(x(O), 0) as T + co (since 
(6.9a) coincides with the boundary layer equation). Likewise, 
XI(O) = 0 
implies that 
and 
with y,(O) = 
and 
= &M4 Yo(4 0) n(T) + Q(T), 
0 can also be integrated. In general, for K > 1, 
fk(T) = f&0(4, Yo(4 0) %c(T) 
+ f&o(T>, YdT), 0) YdT) + &-I(T) 
(6.8b) 
where the pk-r( 7 and qkbl(7) depend on 7, and the Z+(T) and Ye for ) 
j < k - 1. Continuing, then, the x*(7) and ~~(7) may be uniquely 
obtained successively, in order, from the linear equations (6.8) and the 
condition that xk(0), = 0 for R > 0, 
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By Tikhonov’s theorem, however, the solution of the initial-value 
problem for (6.3) is asymptotically equal to a solution of the reduced 
problem for (6.4) with x(O) prescribed outside the boundary layer. 
Thus, following Vasil’eva, we develop x(t) in an “outer solution” about 
E = 0, i.e., we let 
a(t) = f %Jt) 8, 
k=O 
and 
g(a(t), ?@), t, = f gk(t) @* 
k=O 
(Note. x(t) and y(t) are not the same here as the functions so denoted 
in the statement of Theorem 6.1.) Then, formally equating powers of E 
in (6.3), we obtain 
&/dt = wfk( $ 
k%(t) = &-&t 
(6.10) 
for k 3 0 where 9-r = 0. In particular, when k = 0, 
go(t) = g(~o(t),~o(t), t) = 0 
and we select ye(t) = y(go(t), t) which, in turn, requires that f, must 
satisfy the reduced system corresponding to the root ~(x, t), i.e., 
dxldt = f(x> Y, t), 
y = &, t), 
with x(0) prescribed. The hypotheses of Theorem 6.2, however, assume 
that this nonlinear problem is solvable for 0 < t < T. For K = 1, 
d%/dt = f&o(t), To,(t), t) W) 
+ f%Go(t), Yo(th t) 71(t) 
and 
&(t) = g&o(t)> 70,(t), 4 %W 
+ g&o(t), Yoo(t), 9 %l(t) = dWdt. 
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Since g&%(t), jb(t), t) is invertible, however, yl(t) is a well-defined 
function of or, and xi(t) satisfies a simple, linear, nonhomogeneous 
system of equations. Thus xi(t) and yr(t) are completely determined on 
0 < t < T up to the selection of the initial condition ~~(0). (Note that 
Tikhonov’s theorem does not yield higher-order approximate solutions, 
and therefore gives no information regarding ~~(0) for iz > 0.) Likewise, 
for k > 1, 
and 
+ &(R,(t), %dt), t, jk + qk-l(% 
where jkP1(t) and &i(t) depend on t and 5(t) and yj(t) for j < k. 
Solving for jQt) in terms of am and integrating, the a,(t) and yk(t) 
can be successively determined on the interval [0, T] up to the selection 
of QO). 
Intuitively, we expect to obtain these unknown constants by, somehow, 
matching the inner expansion Z(T) (which can be completely determined 
to any number of terms) with the outer expansion .2(t) (which can be 
determined up to these constants through any number of terms) for 
large values of T and small values of t. Thus, we formally expand the 
outer solution Z(t) about t = 0, i.e., we set 
where the zil’s are defined by the expansions 
,qt) = 2 Xj$‘. 
j=o 
Further, we let (~2)~ represent the partial sum of z” through all Nth-order 
terms, in the two variables t and E. Expressing (~2)~ in terms of T = t/c, 
we have 
(,qN = f z&(T) Em 
??I=0 
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for 
Letting (z)~, be the N-term inner expansion, the difference (z),~ - (~1)~ 
satisfies 
(4N - mv = lfo rII, (? 4 cm 
. . 
for the “boundary layer functions” 
Note that 
nm (x, 0) = 
I 
O ’ m = 0, 
-%n(O), m > 0. 
Since 
where 
@ldT) n, (X, T) = f&T) 7 &-l(T) 
n-1 
and 
fm-I(‘) = Lfi,m-l-iT” 
nm 6, T> = [n, b, O) + jr [f&T) -.kI(T)] dr] 
- s m [fm-IN -.L-&>I fk 7 
Thus nIw(x, T) --+ 0 as T + co (i.e., at the matching 
%(o) = jr [fm-dd -in-~(~)] d7 
for each m > 0. 
point) provided 
(6.11) 
In general, we expect that (z)~ - (z”)N is negligible outside the 
boundary layer, while (Z),,, - (Z)N for (Z)N = Cg==, 2.k(t) ck is negligible 
within the boundary layer. Further, we expect that the solution z of the 
initial-value problem will have the asymptotic solution z(T) within the 
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boundary layer and Z(t) outside the boundary layer. Expressing this 
formally, Vasil’eva proves 
Theorem 6.3. Let z(t, E) solve the nonlinear initial-value problem for 
the system of equations (6.3). Further, let the hypotheses of Theorem 6.2 
hold as well as hypothesis (6.6), and let the expansions (z)~, (z)~, and (z1)n 
be those formally constructed above. Then for each integer N 3 0, 
z(t, c) = 2, + O(P+l) 
uniformly on 0 < t < T0 for all suficiently small E where 
ZN = Mv + (%v - (%v * 
Note. The coefficients in the expansions (L?)~ and xN are functions 
of the order N of the approximation. This was not the case for the 
expansions obtained in Sections 24. 
A SECOND EXAMPLE 
To illustrate the method of Vasil’eva, consider the nonhomogeneous, 
linear, constant coefficient system 
where b, is negative. 
dx/dt = a,x + a,y, 
<(dy/dt) = b,x + b,y. 
The corresponding reduced system 
dxldt’= a,x + azy, 
0 = b,x + b,y 
has y = -(b,/b,) x as the only root of the equation g(x y, t) = 
b,x + b,y = 0, so this root is a fortiori isolated. For the initial-value 
problem where x(O) and y(0) are prescribed for the full system and t is 
increasing, the boundary layer equation is 
dy/dr = b,x* + b,y, 
where x* has any arbitrary (fixed) value and T = t/c. Since ag]ay G b, 
is negative, the root y = -(b,/b,) x is stable. Furthermore, any initial 
point (x(O), y(O), 0) will then lie in the domain of influence of this root. 
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Tikhonov’s theorem, then, implies that the limiting solution, except 
for the y-limit at t = 0, will coincide with the solution of the reduced 
initial value problem, i.e., 
(x(O) exp [(al - ku2) t], - 2 x(0) exp [ (ai - p) t]) 
on any finite t interval. Indeed, if y(0) # -(b,/b,)x(O), a boundary layer 
phenomenon (nonuniform convergence) must occur at t = 0. 
The inner solution z(7) = C’&, x~(T)E$ is constructed to satisfy 
dx/dT = ,(a,~ + a,~), 
dyldr = b,x + by, 
with z(O) prescribed. Equating coefficients, we ask that 
dx,ld~ = alxk-1 + a,~,-, , 
dy& = b,x, + by, , 
for each k > 0 where xP1 = y-r s 0, z,,(O) = x(O) and ~~(0) = 0 for 
R > 0. Integrating, then, 
X0(T) = x(O), 
~~(7) = (y(O) + 2 x(O)) ebZ’ - 2 x(O), 
x1(7) = (al - a2 $1 x(0) 7 + f( (y(O) + 2 x(O)) (ebeT - I), 
and 
yl(~) = - 3 (ul - f$-) x(0)(1 + bar - ebaT) 
+ F (y(0) + F x(O)) (1 + (b,T - 1) ebar). 
22 2 
Likewise, higher-order terms are uniquely obtainable by integrating 
successively, in order, for ~~(7) and ~~(7). 
The outer solution 
.2(t) = 2 &(l) 8 
k=O 
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is constructed to formally satisfy the equations 
&,ldt = a$, + az&, 
b& + b,y, = c&&it 
for each integer k > 0 where 7-r s 0 and ~~(0) = x(0). Thus, 
n,(t) = x(O) exp [(al - +) t] , 
To(t) = - !$!?l exp [ b1 - 9) t], 
a,(t) = [q(O) 1 $f$ (al - $1 x(0) t] exp [(aI - +) t], 
and 
&(t) = [- % al(O) + f$$ (al - *) x(O) t 
2 
-b,x(O) al-a,b, 
b22 ( b, )I [( 
ab exp a --?L t 
1 )I b, * 
Higher-order terms may be analogously determined up to the selection 
of the initial values L&(O). 
Expanding the coefficients of the outer solution 5(t) for small values 
of t, i.e., 
q”(t) = f Z&, 
z=o 
and inserting these expansions into Z(t), we define (z”)N as the finite sum 
obtained by collecting all terms of order <IV in the two variables E and t. 
Thus, for example, 
n,(t) = al(O) + [gl(0) (al - *j - * (aI - +) x(O)] t + ... 
and 
(x”)o = x(O), 
(910 = -(h/U 4% 
(a), = x(0) + h(O) (al - f&q + ~.q(O), 
446. 
and 
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4x(O) 
( 
4, 
b,2 al - T  ’ 1 
Since 6, is negative, (z”),, and q,(r) will have the same limit as T -+ cx). 
Further, (z”)r and (z)~ = Z,,(T) + EZ~(T) will have the same limit as T  -+ 00 
(since t = TE) provided 
q(o) = - z (y(0) + 2 x(0)). 
Note, however, that this is the value determined by formula (6.11) 
since, here, 
and 
f@(T)‘= (a1 - p) x(0). 
Higher-order initial’ values &(O) are successively obtained by matching 
(x”)k and (z)~ as T  + co. 
’ Introducing (Z)N = C$=, 2,Jt)8, we obtain a uniformly valid solution 
to the initial-value problem on any finite interval [0, T] by constructing 
ZN = k)N + (4, - MN , 
i.e., for each N 3 0, the solution z satisfies 
z = z, + O(EN+l) uniformly as E --f 0. 
Hence 
- 2 x(O)) ebZt”, 
a2bl -11 b, t 
X0 = x(O) exp [ (aI - +I t] , 
Y. = - F x(0) exp [(aI - *j t] + [Y(O) 
2 
-q = (s(O) - 6 (2 (Y(0) + 2 4O)j 
a&, 
+ b,2 i ‘1 - b, 
a) x(0) t)] exp [(aI - 
+ E 2 (y(O) + 2 x(O)) ebztis, 
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and 
Moreover these expansions may be verified, albeit with much labor, 
since such constant coefficient systems may be straightforwardly 
integrated. 
7. Singular Perturbation Problems for 
Partial Differential Equations 
In this section, we restrict attention to several representative problems, 
The’ literature abounds with many additional problems. In addition to 
the references cited below, the reader is urged to note, e.g., Birkhoff [3], 
Levin [64], Bobisud [4], Kisynski [59], and Smoller [97]. 
EXAMPLES WHERE THE REDUCED EQUATION IS OF LOWER ORDER 
Levinson [66] considers the first boundary value problem for the 
linear second-order elliptic partial differential equation 
& + 4x, Y) u, + &, Y) u, + % Y) u = D(x, Y) (7.1) 
where E is a small positive parameter and A is the Laplacian operator 
P/ax2 + az/ay2. Here, we will not present Levinson’s results in their 
complete generality, but instead assume that the coefficients A, B, C, 
and D are sufficiently smooth in some open region R, of the x-y plane 
which contains a region A whose boundary S consists of a finite number 
of simple, closed curves. Further, let x and y be smooth functions of 
arc length s along each closed curve of S and let smooth boundary 
values u independent of E be assigned along each such curve. Further, 
we ask that A2(x, y) + B2(x, y) > 0 in R, and that either R, be simply 
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connected or that C(x, y) < 0 in I& . Either hypothesis suffices to 
establish a maximum principle in R u S, i.e., a bound for 1 u ) on S 
determines a bound for 1 u ) in R. Under these hypotheses, the first 
boundary value problem for (7.1) will have a unique solution within 
R u S for each E > 0. 
As E + 0, under quite general circumstances, we would expect the 
solutions of boundary value problems for (7.1) to converge to solutions 
of the reduced equation 
4% y) Kc + B(% Y) @, + w, Y) L@I = w, Y) (7.2) 
where the characteristic curves (or more simply, the characteristics) of 
this first-order equation satisfy 
dx dy -=--. 
4x, Y) % Y) 
The hypotheses listed above imply that this differential equation for the 
characteristics has no singular points in R, . 
Let us define the positive direction of the boundary curve S to be 
that direction on a tangent line to S from which a counterclockwise 90” 
rotation yields the interior normal, and let the arc length s of S be 
increasing in the positive direction. Let S, be a segment of one of the 
curves of S such that none of its tangents is a characteristic of the 
reduced equation (7.2), and let S, be that segment of a curve of S 
intersected by the characteristics of (7.2) passing through S, , and 
conversely. Requiring that S, be nowhere characteristic, 
Bdx-AdyfO 
on both S, and S, , so without loss of generality, let 
Be-A2<0 on 
ds ds 
S 1 and Be-A*>0 on ds ds 
S 2’ 
A closed simply-connected region in R u S is formed by Sr and S, and 
the two-characteristics of (7.2) J ‘oining the endpoints of S, and S, . 
Hereafter, we refer to such a closed region as a “regular quadrilateral” Q. 
Formal solutions of Eq. (7.1) can easily be constructed. For example, 
let U(x, y, e) be an expansion of the form 
U(x, y, 4 = f Uk(X, Y) ck, 
k=O 
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where U assumes the boundary values prescribed for u on S, . Substituting 
into (7.1) and proceeding formally, we ask that the U, satisfy 
4% Y) U,,(x, Y) + B(x, Y) UP, + C(x, Y) ~J?&, Y) 
==I 
W, Y) when k = 0, 
--d ~k-dx~ Y> for k 2 1, 
with U0 = u and U, = 0 for k > 1 on S1 . These linear equations may 
be uniquely solved successively since S, is a noncharacteristic curve for 
(7.2) and therefore for each of these equations. 
In the event that the solution u of the boundary value problem for (7.1) 
converges as E -+ 0 to the solution U, of the reduced boundary value 
problem for (7.2), a boundary layer phenomena can be expected along 
S, since the boundary values for U, on S, will not, in general, coincide 
with the boundary values prescribed there for u. Thus, we construct 
a formal boundary-layer-type solution of the homogeneous equation 
corresponding to (7.1) valid near S, . Specifically, we set 
Z = exp 
c 
- +q h(x, y, l ) 
where g = 0 and h = u - U on S, and g is positive away 
Substituting x into the differential equation, we obtain 
cg” [ + (g52 + g,2 - 4, - Bg,) 
+ ((A - 2g,) h, + (B - %,) 4, + (C - 4) h) + cdh] 
Thus, we ask that g solve the nonlinear equation 
ET2 + gv2 - Ag, - Bg, = 0. 
Introducing the parameter t and setting p = g, and q = 
equation is equivalent to the first-order system: 
dX 
%=2p-A, 
4 - = 2q - B, 
dt 
& - = P(@ - A) + q(2q - B) = p2 + q2, dt 
= g, , this 
from S, . 
= 0. 
dP 
z = 4~ + B,q, 
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and 
4 
z = A,P + B,q. 
(The reader who is unfamiliar with the details of this procedure should 
see, e.g., Courant and Hilbert [21], pp. 75-84.) Letting t = 0 along S, , 
the initial data is expressible as 
and since 
dg dx dy 
~=P~fq~=O and dx2 + dy2 = ds2 
along S, , the nontrivial determinations of p and q there are 
and 
Thus, p(s, 0) and q(s, 0) are completely specified. Moreover, since 
dx dy dy dx -- ---= 
ds dt ds dt 
B$-A$0 
on S, , g exists and is uniquely determined for this selection of p and q 
in a neighborhood of the noncharacteristic initial data curve S, . 
Knowing g, at least locally, we ask that h(x, y, c) satisfy 
(A - 2gJ h, + (B - 2g,) h, + (C - dg) h = --rdh. 
Expanding, we let 
h(x, Y, c) = 2 hc(x, Y) ck, 
k-0 
where each h, satisfies the linear first-order equation 
with 
(A - %a) h,, + (B - 2g,) h,, + (C - og) h, = ---Ah-, 
h, = u - U, on S, , 
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while h, = -U, for k >, 1. For these equations, too, S, is noncharaci 
teristic, so that the formal expansion for h can be uniquely obtained 
through any number of terms in the neighborhood of S, where g exists. 
Using these formal results, Levinson proves the following. 
Theorem 7.1. Let u(x, y) solve the first boundary value problem for 
<AU + 4x,y) u, + %,Y) u, + C(x, Y) u = WY) 
in R u S where a maximum principle holds. Then for each integer N > 0, 
uniformly in any regular quadrilateral Q where 
~.w(X, Y, E) = 
e-g(x*Y)/E i. h,(x, y) 8, near S, 
e-Sff for some 6 > 0, elsewhere in Q 
Note. (1) Eckhaus and de Jager [24] considerably extend Levinson’s 
results and those of Visik and Lyusternik [107]. In particular, they 
obtain limited results at corner points and when the boundary S of the 
region R contains curves that are characteristics of the reduced equation. 
(2) Oleinik [80] h as obtained corresponding results for the second 
boundary value problem. Bobisud [6], [7] considers initial-boundary 
value problems for linear second-order parabolic equations with a small 
parameter multiplying the highest-order derivatives. 
(4) In a series of papers, D. Huet (see, e.g., Huet [50]-[53], has 
established convergence theorems for singular perfurbation problems for 
certain higher order elliptic partial differential equations in various 
Hilbert spaces. Weaker results for certain fourth-order equations have 
also been obtained by Davis [22]. 
EXAMPLES ILLUSTRATING LEVINSON'S THEOREM 
Specializing, we consider the first boundary value problem&r 
& + u, + u, = D(x, y) (7.3) 
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in the unit square T with smooth boundary values 
40,Y) = 4Y>P 
U(l,Y) = b(Y), 
u(x, 0) = c(x), (7.4) 
+, 1) = d(x), 
prescribed on the boundary 5’ of T. The characteristics of the reduced 
equation 
will, then, coincide with no tangent to S. Let S, and 5, represent those 
edges of S along the lines y = 1 and x = 0, respectively. Then, we 
formally construct power series U(x, y, E) and H(x, y, E) such that an 
asymptotic solution U(X, y) of the boundary value problem considered 
is given by 
4% 39 = u(x, y, E) + exp i- *) H(x, y, E) 
where y >, x, U(x, 1, C) = d(x), g(x, 1) = 0, g > 0 elsewhere in T, and 
H(0, y, E) = a(y) - U(0, y, l ). Thus, we ask that U, g, and H satisfy 
the equations 
and 
U, + U, = D(x,y) - EAU, 
.h2 + &I2 - gx -g, = 0, 
-2(H,g, + H,g,) + f$ + H, - HAg = --ELM. 
First, letting U(x, y, E) = Ckm,a U,Jx, y)~“, and proceeding formally, 
we obtain 
and, successively, for k 2 1, 
U&y) = - j' AU,& -y + x, r> dr, 
1 
where d Uj(r --y + x, r) represents A U,(x, y) evaluated at x = r - y + x 
and y = r. 
.Since x = 0 is not a characteristic of the nonlinear equation for g, its 
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unique solution is g = x. Letting H(x, y, E) = Ckm_,, h,(x, Y)E”, then, 
we ask that 
and obtain 
-Hz + H, = --Em 
ho@, Y) = 42 + Y) - Uo(O, * + Y) 
and, successively, for K 3 1, 
h,(x, y) = - u,(O, x + y) + 1; Ah,-,(t, x + y - t) dt. 
Levinson’s theorem, then, implies 
Corollary 1. Let u(x, y) solve the jirst boundary value problem for 
A4 + u, + %J = q&Y) 
in the unit square T. For each N 3 1, 
u(x, y) = i U,(x, y) 2 + e-z/c f h,(x, y) 2 + O(C?+~/~) 
k=O k=O 
uniformly in each regular quadrilateral 
Q = {(x, y) : (x, y) E R u S, 0 < 6, < y - x < 1 - 6, < l} 
where the coejicients uk(x, y) and h,(x, y) are determined above. 
Note. The analogous procedure can be used to construct the 
asymptotic solution in any regular quadrilateral 
&=((x,y):(x,y)~RuS, O<S,<x-yYI-&<l) 
below the line x = y. Behavior along this line, except at x = 0 and 
x = 1, can also be obtained (see Eckhaus and de Jager [24]). 
A second example is the equation 
ELlU + 24, = qx, y) (7.5) 
in the unit square T with smooth boundary values (7.4) prescribed. 
This problem was first considered, using different methods, in 
Wasow [llO]. Here, the reduced equation, 
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has the set of horizontal lines as characteristic curves. In particular, the 
boundary curves along y = 0 and y = 1 are characteristics. 
Proceeding as usual, we obtain 
Corollary 2. Let 24(x, y) solve the equation 
<AU + u, = 0(x, y) 
in the unit square T with smooth boundary values 
U(O,Y) = a(y), 
41,~) = b(y), 
4x, 0) = c(x), and 
u(x, 1) = d(x). 
For each N > 0, then, 
u(x, y) = f U,(x, y) 8 + e-z/e f h,(x, y) 8 $ O[E +l’*) 
k=O k=O 
uniformly in any regular quadrilateral 
Q = {(x,y): 0 < x < 1, 0<6,<y<l-s,<1} 
where 
uo(x, Y) = b(y) + j’ W> Y) & 
1 
ho(x,y) = 439 - uoPyY), 
and, successively, for k 2 1 
u&y) = - ~)J&Y) ds 
and 
4x(x, Y) = - UdO, Y) + jr Ah,-&, Y) ds. 
Thus the asymptotic solution u(x, y) is completely determined throughout 
the interior of T and along those portions of the boundary S which are not 
characteristics of the reduced equation. The complete asymptotic behavior 
along the lines y = 0 and y = 1 remains wknowla, 
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AN EXTENSION OF LEVINSON'S RESULTS TO TWO-PARAMETER PROBLEMS 
In attempting to extend the methods outlined in Levinson [66], we 
obtain, for example, 
Theorem 7.2. Let u(x, y) solve the jkst boundary value problem for 
ELlU - +4(x, y) u, - C(x, y) u = 0 (7.6) 
in the unit square T where A and C are positive and E and p are small, 
positive, interrelated parameters. Further, let A, C, and the boundary 
values prescribed be suficiently smooth and let c/p2 + 0 as TV -+ 0. 
Then 
uniformly in any horizontal strip 
where 
Q : {(x, y): 0 < x < 1, 0 < 6, < y < 1 - 6, < l}, 
h, 
z2 x,y,t 
( 
25 
P ’ P2 1 
( x,Y,~,~jexp[-~g,js,y,~j] 
= 
in a neighborhood of x = 1 
O(e-@/f) for some S > 0 elsewhere in Q. 
The functions g, and g, are represented by power series in E/~L~, while h, 
and h, are represented by double power series in E/P and EI~L~. Their variable 
coejicients can be calculated successively by formal substitution into Eq. (‘7.6) 
with the additional conditions 
hl(o,Y+-y=4~,Y), &(0,Y,j,=0, g1>0 
elsewhere in T, 
he(L~++) = 4y), gz(l,y+) = 0, and g2 > 0 
elsewhere, 
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Specijcally, if we dejine zlN and zZN by terminating the expansions ,for 
h, and h, , respectively, after all terms of order <N, 
uniformly in Q. 
Note. (1) We d o not attempt a boundary layer analysis in the 
neighborhoods of the lines y = 0 and y = 1 since they are characteristics 
of the “semi-reduced” or “intermediate” equation 
4x7 Yf % - C(x, y) a4 = 0. 
(2) General results for equations of the form 
l u + a(.? Y) u, + 6(x, Y) UY + 4x, r> 4 
+ p(e(x, y) u, +f(x, y) u, + .dx, r> u) + h(xj Y) u = r(xy Y) 
for h negative and E and p small, positive, interrelated parameters 
simultaneously approaching zero are reported in O’Malley [84] for the 
Dirichlet problem and O’Malley [87] for the Robin problem. 
AN EXAMPLE WHERE THE REDUCED EQUATION IS OF A DIFFERENT TYPE 
Latta [63] considers the first boundary value problem for the equation 
E%Y + uzr - u, = 0 (7.7) 
in fairly general domains of the x-y plane. Note that this differential 
equation is elliptic for E > 0 and its first boundary value problem then 
admits a unique solution, but the reduced equation 
%!x - uy = 0 
is parabolic. Restricting attention to the unit square T, let smooth 
boundary values be prescribed. In the event that the solution of the 
boundary value problem converges to a solution of the reduced equation, 
we can anticipate boundary layer behavior in the vicinity of the upper 
edge of T since the solution of the reduced equation is uniquely deter- 
mined throughout T by the boundary values assumed on the other 
three edges, 
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Thus, we attempt to determine an 
the form 
asymptotic solution 24(x, y, E) of 
u(x, y, E) = A(x,y, 6) + B(x,y, E) exp (- efi] 
where A and B represent power series in E with variable coefficients 
and g(x, y) has the value zero along the line y = 1, but is positive 
elsewhere in T. Formally substituting this expression into (7.7), we have 
exP(-&, rY4 I 
62 ~ LB822 + +-2&&s - Bg,, + Bgv2 + Bg,) 
+ %r, - 2B,g,g - Bg,, - BY) + c3B,,] = 0. 
Setting A(x, y, E) = Cg=,, uk(x, y)~“, then, we ask that the coefficients ak 
satisfy 
aliz2 - akiv = -ak-l.~y 
where a-, = 0 and the boundary values a,,(~, y) = U(X, y) and ak(x, y) = 0 
for k 3 1 are prescribed on the lower base and the vertical sides of T. 
(This assumes that bounded derivatives akwl ?/l/ exist throughout T.) 
Thus, the Q’S can be uniquely determined successively, being solutions 
of well-posed boundary value problems for nonhomogeneous parabolic 
equations. 
Likewise, asking that 
Bgz2 = 0 
for nonzero B, we set g, = 0. Then setting 
-2&g, - Bgm + Bgu2 + Bg, = Bg,(g, + 1) = 0, 
with g(x, 1) = 0, we obtain 
&,Y) = 1 -Y. 
Proceeding, we set 
&xx - 2B,g, - Bg,, - B, + EB,, = B,, + EB,, + B, = 0 
where 
B(x,y, c) = f bk(X,Y) ck. 
k=O 
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The coefficients b, can be uniquely obtained by solving the following 
well-posed boundary value problems successively: 
with 
bob 1) = 4x, 1) - aok 1) 
and 
b,(x, y) = 0 on the vertical sides of T 
and for k > 1, assuming that b,-, ,yv exists and is bounded throughout T, 
bkzz + L = --6,-l,,, 
with 
and 
U% 1) = -%(X, 1) 
b,(x, y) = 0 on the vertical sides of T. 
Applying an appropriate maximum principle argument, Latta is able 
to prove: 
Theorem 7.3. Let u(x, y) solve the jirst boundary value problem for 
the equation 
%v + %cx - u, = 0 
in the unit square T. The, for each N 3 1, 
u(x, y) = i a,(~, y) ck + (5 b,(x, y) 8) exp i- *lj + O(P+l) 
k=O k=O 
as E -+ 0 uniformly in T where a,Jx, y) and b,(x, y) are the coeficients 
determined above. 
Note. (1) In Latta [63], the error term for the general problems 
considered is proved to be O(E N+1--6) for any 6 > 0. Later, in unpublished 
work, Latta has shown that the error is, in fact, O(G+l) for the problem 
considered here. 
(2) Zlamal [I 191 considers more general parabolic equations as the 
limiting case of certain elliptic equations. Me carefully analyzes 
difficulties arising because the existence of bounded derivatives of the 
formally constructed asymptotic solution is not assured. 
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(3) Long ago, Hadamard [40] h s owed how to obtain the fundamental 
solution of the heat equation as the limit of the Riemann function for a 
hyperbolic equation involving a small parameter in such a manner that 
the heat equation is its limiting form. Likewise, Zlamal [120] (and 
certain previous papers) treats more general parabolic equations as the 
limit of certain hyperbolic equations, using the Fourier transform 
method to show asymptotic convergence. Bobisud [5] considers analogous 
problems for systems of partial differential equations of the first order 
in the “time” variable t. Recently, several authors (see, e.g., Lions [70], 
[71], and Kohn and Nirenberg [60]) h ave utilized results for singularly 
perturbed elliptic equations as a smoothing technique. This method is 
known as elliptic regularization. 
A PROBLEM FOR OSEEN FLOW 
Latta [63] also considers Oseen flow for a viscous incompressible fluid 
past a semi-infinite flat plate at zero angle of attack. Letting the plate 
coincide with the positive x-axis, 0 < x < 50, in the x-y plane, the 
equations of motion are 
where v is the coefficient of viscosity, assumed to be small and positive, 
and u and v represent the perturbation components of the flow velocity. 
(In these equations, the constant free-stream velocity, or, equivalently, 
the flow velocity at upstream infinity, and the density are both normalized 
to have the value one.) The boundary conditions are that 
u = u. and 7~ = 0 along the plate, 
while 
u = v = p = 0 at upstream infinity. 
Thus, u,, represents the relative velocity of the plate with respect to the 
constant free stream velocity. For a fixed plate, then, u,, = -1. 
Making the change to parabolic coordinates (the “optimal coordinates,” 
as later defined in Kaplan [54]), we set z = x + iy = w2 = (f + iv)s, 
so that the z-plane corresponds to 9 3 0 and the plate lies along the 
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t-axis, 7j = 0. In (f, 7) coordinates, then, the equations of motion are 
rewritten: 
vh - 2& + 27724, - 2&p, + WJ,, = 0, 
vAv - 2c3.1, + 2170, - 2sfPn - 277~~ = 0, 
5ue - T”v + 65, + 17Vf = 0. 
The classical boundary layer analysis (see, e.g., Goldstein [3’7]) 
predicts on physical grounds the boundary layer thickness to be of 
order fi. Introducing t and o = ~/2/;, then, as the independent 
variables in the boundary layer, the resulting boundary layer equations 
have the asymptotic solutions 
as v -+ 0 where 
u N ug erfc u, 
v - 0, 
P - 0, 
e-@ dt. 
Thus, in an attempt to obtain a uniformly valid asymptotic solution of 
the equations of motion for all t and q, we introduce the boundary 
layer stretching coordinate g( 5, q)/ v where g is zero along the plate, i.e., 
when 71 = 0, but g is positive elsewhere. Then, we formally set 
u = u,(.$, 7) erfc 
J 
&?(5,?1) ___ , 
v 
and 
where, as usual, u2 , u3 , co2 , vs , p, and p, represent power series in 2/; 
with variable coefficients. Note that erfc dg(f, 7)/v and exp( -g(t, 7)/v) 
are both exponentially small as v -+ 0 away from the boundary 7 = 0. 
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Proceeding formally and applying the boundary conditions, we obtain 
and the solutions 
These formally determined solutions are exact for all values of Y, so, 
hfortiori, are also the asymptotic solutions desired as v -+ 0. 
Note. (1) This solution was also obtained in Lewis and Carrier [68] 
using Wiener-Hopf techniques. 
(2) The form of solution suggests that one could have proceeded, 
without the benefit of physical reasoning, by formally expanding u, v, 
and p in the form 
j1m7 7, 5) vk’2 
where 5 = g(5, T)/ v is treated as a new independent variable, in the 
manner of Cochran [14] and O’Malley [85]. 
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