During the course of some work on the diffraction theory of aberrations it was necessary to evaluate numerically the incomplete gamma function of imaginary argument y(v, ix) for certain values of the parameter v. These integrals are special cases of the confluent hypergeometric function, and in the standard notation [1] .ix y(v, ix) = / e~'t' ' dt 7?e(") > 0
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(1) Jo r= («)Wi(r, 1 + v, -ix) where XFX is the confluent hypergeometric function. Only the case of v real is considered.
When v is an integer, iFi is simply a polynomial in x. It is also possible to evaluate (1) in terms of the Fresnel integrals when (v -1) is a half-integer. For v = \, (1) is proportional to the Fresnel integral. For other half-integer values, we can use the recurrence relation (2) 7(1 + ", ix) = vy(", ix) -(ix)'e~ix to generate the necessary formulas. An alternate procedure utilizes the Lommel functions of two variables [2] ; unfortunately, the Lommel functions have not been extensively tabulated.
The remaining values of v can be treated by a Taylor series expansion for small values of x and by asymptotic developments for large values of x. The main difficulty is the intermediate range where x is neither large nor small. A possible method is to use Nielsen's [3] representation
where en(iy) is the truncated exponential series (4) en(iy) = ± (iyY" ¿Zo ml
This method seems unnecessarily complicated. A more powerful method is to utilize the Chebyshev polynomials. Instead of expanding the exponential in ( 1 ) into a Taylor series, we expand into a series of Chebyshev polynomials. As Lanczos [4] has pointed out, "While the expansion into powers on the basis of the Taylor's series gives the slowest convergence, the expansion into the Chebyshev polynomials gives the fastest convergence."
It is convenient to transform the integral slightly by setting t -ixq in-( 1 )
Expanding the exponential into the series [5] (G) «T* = ¿ en(-iyjn(x)Tn(q) I « I S 1 »->o where e" is Newmann's factor (e0 = 2; e" = 1 for n S 1) and Tn(q) is the Chebyshev polynomial of the first kind
To(q) = 1 (7) T.(9)-f£<-M*-;-V(*>2 ,_o sl(n -2s)! Substituting (6) into (5) and interchanging sum and integral (this is permissible because of uniform convergence of the series) leads to the integrals
Finally (f>) becomes The asymptotic expression for Jn(x) when n is large and x is fixed is given by [6] (12) J¿x)~ $*£*£.
Hence the dominating factor is Jn(x).
As an example of the power of the method, we consider the case of the Fresnel integrals (v = h), using as a standard the recent table by Pearcey [7] . The first thirteen values of 7i"(. Table 1 , while in Table 2 we give the values of the real and imaginary values of yx(v, ix) to six decimals. 
