Abstract-This paper proposes a new unsupervised satellite change detection method, which is robust to illumination changes. To achieve this, firstly, a preprocessing strategy is used to remove illumination artifacts and results in less false detection than traditional threshold-based algorithms. Then, we use the corrected input data to define a new fitness function based on the difference image. The purpose of using Self-Adaptive Hybrid Particle Swarm Optimization-Genetic Algorithm (SAPSOGA) is to combine two meta-heuristic optimization algorithms to search and find the feasible solution in the NP-hard change detection problem rapidly and efficiently. The hybrid algorithm is employed by letting the GA and PSO run simultaneously and similarities of GA and PSO have been considered to implement the algorithm, i.e. the population. In the SAPSOGA employed, in each iteration/generation the two population based algorithms share different amount of information or individual(s) between themselves. Thus, each algorithm informs each other about their best optimum results (fitness values and solution representations) which are obtained in their own population. The fitness function is minimized by using binary based SAPSOGA approach to produce binary change detection masks in each iteration to obtain the optimal change detection mask between two multi temporal multi spectral landsat images. The proposed approach effectively optimizes the change detection problem and finds the final change detection mask.
I. INTRODUCTION
Change detection from images of the same scene captured at different time instances is of special interest in many image processing application areas such as video surveillance [1] , satellite imaging [2] , [3] ,medical image analysis [4] , material analysis [5] , underwater imaging [6] , and driver assistance systems [7] . Remote sensing has long been used as a means of observing, monitoring, and understanding trajectories of changes in the condition of the Earth over time including natural and anthropogenic perturbation, climate change, and urbanisation. Satellite sensors are appropriate choice for these types of task as they provide a vast amount of detailed information at a specific resolution range. In remote sensing context, change detection is the process of identifying differences between corresponding objects or phenomenons by analysing the images which are captured at different times [8] .
There are two mostly used approaches to find the change detection mask which are supervised and unsupervised. The supervised approach is based on a classification method, which needs a training set with multi-temporal ground truth to model changed areas [9] , [10] . Manually labelling and identifying changes is a cumbersome task and it is prone to errors and highly subjective depending on the expertise of the inspector. Therefore, many methods have been presented and developed to automatically identify changed and unchanged regions between the pre-registered satellite images. The unsupervised methods directly compare multi-temporal satellite images or process the difference image using pattern recognition techniques. In this approach, there is no need for a training set. In [11] , Markov Random Field (MRF) is presented to apply noiseless satellite images to obtain the change detection mask. The method employs the simulated annealing (SA) method with the posteriori probability decision criterion to solve the problem. The SA method is employed to generate a set of random binary change masks which makes the method depend on the previous binary change detection image and obtained the optimum solution by using the Gibbs sampling procedure. In Celik [2] , combination of Principle Component Analysis (PCA) and k-means clustering method is applied to determine the binary change detection mask. PCA is used to compute the eigenvalues and eigenvectors which are used to partition the change and unchanged regions between two different satellite images by using k-means clustering. This method gives precise results with low computational cost. Other methods such as Fuzzy c-means [12] , k-means [13] and normalised cut clustering [14] have also been also proposed to solve the change detection problem in satellite imaging. However, these methods are unable to find changed and unchanged pixels effectively. Therefore, optimisation approach is necessary to search for changed and unchanged pixels to obtain the optimal binary change mask effectively on a difference image. Celik [15] uses Genetic Algorithm (GA) to cluster changed and unchanged pixels between two satellite images by minimising a cost function based on difference image. The method successfully obtains the binary change mask on the difference image. However, in GA cluster-based change detection method, a large number of iterations is needed to find the optimal result.
All proposed supervised and unsupervised change detection methods are robust to the noise but they fail to find accurate 978-1-4673-8460-5/16/$31.00 2016 IEEEchange detection mask if there is a contrast or illumination artefacts between two satellite images. In this paper, a new photometric invariants unsupervised satellite change detection method is proposed which is robust to shadow, shading, highlights and specularities. To achieve this, the RGB colour space transformed into chromaticity space. Then, a cost function based on the enhanced Correlation Coefficient (CC) similarity measurement [16] of two different normalised RGB Landsat images is defined and optimised by using SAPSOGA. The method is employed to run GA and PSO simultaneously to find the weak and strong changes by updating each subpopulation in SAPSOGA, iteratively. After that, meta-heuristic algorithms share individual(s) or information between each other to increase the probability of obtaining optimum binary change mask quickly and efficiently. The main contribution of this paper are:
• Proposing a new optimisation approach to find binary change detection mask from two different multispectral satellite images, unlike other change detection methods which are based on two satellite images [2] , [11] , [12] , [15] .
• Adopting the SAPSOGA to find changed and unchanged pixels by minimising a new cost function.
• Reducing the influence of illumination changes between two images using a photometric invariant approach, which improves the performance of the proposed method in terms of correct detection rate.
The rest of the paper is organised as follows. In section 2, the proposed method is explained and fitness cost function is defined. The performance of the proposed method is provided in Section 3. In the last section, we conclude the paper.
II. PROPOSED METHOD

A. Normalisation Technique
Illumination change is one of the main reasons to cause false detections on traditional change detection methods. For instance, Fig. 1 shows the darker and lighter of satellite images of the original satellite image. Therefore, it is vital to propose a framework which is robust against illumination. In order to achieve this, RGB colours are normalised to be insensitive to brightness differences of images. This photometric invariants technique is formulated as:
where N is a normalisation factor that depends on the R, G, and B. Note that the normalised RGB space known as chromaticity space. The most popular representative for chromaticity spaces is arithmetic mean N = (R+G+B) 3
. This photometric invariants technique is very robust against shadow and shading. In the proposed method, this normalisation strategy is used as a preprocessing strategy to remove the effect of lighting geometry.
B. Change Detection Problem
Let us consider two pre-aligned and normalised RGB Landsat images, I 1 and I 2 , which are acquired on the same geographical region, but at two different times. Here, the main goal is to obtain a binary map I b , based on the CC similarity measurement computed from multi temporal multi spectral images.
Note that the binary change detection map I b is a binary image with size of (H × W ) × n. In addition, there are 2 (H×W ) n possible solutions or combinations to find the optimal change detection map. Each of these binary images has a corresponding fitness function which is computed from the improved CC similarity measurement and one of them provides the minimum fitness value which results in obtaining the optimum binary change detection map I b . Since it is impossible to examine all possible combinations to find the minimum fitness value, it is necessary to use an optimisation strategy to find the optimal change detection map. Therefore, we uses a new cost function which is minimised by using the SAPSOGA.
C. Self-Adaptive Hybrid Particle Swarm Optimisation-Genetic Algorithm (SAPSOGA)
In the proposed method, binary based SAPSOGA is used to optimise the change detection problem to find the final change detection map. GA and PSO are the population-based algorithms that have similarities and diversities between each other to optimise a search space problem. In the SAPSOGA, two sub-algorithms which are GA and PSO run simultaneously and each algorithm uses its own generation process to create new individuals in each iteration as shown in Fig. 2 . Note that, generation processes of GA and PSO are given with the details in [17] and [18] . Each sub-algorithm in the the SAPSOGA may need additional information if the distribution or variance of individuals is very high in their own population pool. Therefore, they have to inform each other to reduce the variance by sharing their best fitness values and representation solutions in each iteration. Thus, the quality of mutual information is increasing in the sub-algorithms to achieve the optimum result. In the SAPSOGA, there are two different cases to share or exchange the individuals between the sub-populations of simultaneously running meta-heuristic algorithms. 1) If there is a large variance in one of the sub-population of GA or PSO, the GA or PSO needs large number of iteration or substantial time to reach the optimum result. Stronger individuals are sent from one algorithm to the other algorithm. 2) If there is a small variance in both sub-populations of GA or PSO, both subalgorithms need larger number of iteration or substantial time to reach the optimum result. Best individuals are exchanged between two sub-populations. On the other hand, an algorithm does not need information from the other algorithm in the following case: 3) If there is a small variance in a subpopulation, the GA or PSO can reach the optimum result in a short time and it does not demand information from other algorithm. In the adaptive SAPSOGA, these cases can be changeable in each iteration.
In a population, there are strong and weak individuals and strong ones have usually higher chance to obtain the optimum result faster than weak ones [19] . In the proposed method, each individual (e.g. chromosome and particle's location) is represented by a fix length array with the length of H ×W ×n, and each array element is assigned with a binary number. Thus, a three dimensional mask is create which includes zeros and ones to estimate the final change detection mask. Let P c g k1
and P p g k2 be the probability of occurrence of chromosome of k1 and particle k2 at generation g and Cc be the fitness values in GA and PSO, respectively. In the corresponding minimisation problem, the probability of each chromosome and particle is given as:
The mean and standard deviation of the GA (μ 
where m is defined as the convergent value. The number of individuals transferred between two sub-populations are based on the σ 
Each individual (e.g. chromosome and particle) in the population is represented with a fitness value which is computed by a fitness function. By finding fitness values, the strong and weak individuals can be obtained based on the fitness values and the initialised population is iteratively updated based on these individuals. The fitness function used in the SAPSOGA is defined as follows:
where F g k denotes the fitness cost function of individual k at iteration number g. Note that the correlation between unchanged pixels must be high. On the other hand, the correlation between changed pixels should be low. The correlation is estimated using the enhanced CC [16] . The value of the CC [16] ranges from −1, indicating no correlation, to 1, indicating very highly correlation. After that, the range of the CC normalised into
The CC method [16] uses intensities in an image which are normalised with respect to the mean intensity. This makes the method invariant to bias in image intensities. Moreover, it normalises the measure with respect to image contrast by dividing the inner product of the mean-normalised intensities by the standard deviation of intensities in each image. Therefore, the CC approach is appropriate for comparing images which have different illumination and contrast. The CC [16] is written as:
where C 0 and C of the proposed method is to optimise the cost function to find the best binary change mask which includes changes and unchanged pixels. The performance of the proposed method SAPSOGA is compared with four satellite change detection methods and simulation results verify that using preprocessing method with the SAPSOGA provides a significant performance of obtaining the final binary change detection image between two multi temporal multi spectral satellite images.
III. EXPERIMENTAL RESULTS
We assess the performance of our method in terms of qualitative and quantitative tests on both semi-synthetic and real multi temporal multi spectral data sets. The first data set is the area of conifer mortality of the Reno-Lake Tahoe in Nevada. The second one is the surface of the Aral sea lying between Kazakhstan in the north and Uzbekistan in the south.
The data sets have been obtained from the Earth Resources Observation and Science (EROS) Centre and United States Geological Survey (USGS).
The first data [20] , shown in Fig. 3 (a)-(b) , is the set of Landsat images with the size of 200 × 200. They were captured on two different dates in 1986 and 1992. These images are used to observe the changes in the forest area for analysing and understanding the amount of drought in the area. Furthermore, ground truth binary change image of the first data is demonstrated in Fig. 3 (c) The second data [21] includes two images with the size of 980 × 540. The data illustrates that the water level of Aral sea decreases in 2002 when compared to the 1992. In order to monitor and analysis the changes in the Aral sea, a region of interest with size of 500 × 450 is manually chosen from input images as illustrated in Fig. 3 (d) -(e). The ground truth binary change map is illustrated in Fig. 3 are key parameters that affect the generation of population at each iteration and these are illustrated in Table I .
A. Quantitative Error Measures
To validate the results, three different quantitative error measures are calculated. To achieve this, the obtained change masks are compared with the corresponding ground truth images. False Alarm (FA): It is the number of unchanged pixels that are falsely flagged as changed pixels. The percentage of FA can be estimated with P F A = F A/N 1 × 100, where N 1 denotes as total number of unchanged pixels in the ground truth image. Miss Alarm (MA): It is the number of changed pixels that are wrongly obtained as unchanged pixels. The percentage of MA can be estimated with P MA = MA/N 0 × 100, where N 0 denotes as total number of changed pixels in the ground truth. Total Error (TE): It is the sum of the FA and MA. Thus, the percentage of TE can be estimated with
B. Performance Comparison of Optimisation Algorithms for Change Detection Problem
Here, the goal is to evaluate the accuracy of our method and GA cluster-based change detection method [15] . In this manner, we understand and analyse the performance of two different search based algorithms for obtaining optimum result in change detection problem. Compared with the GA clusterbased method [15] , the proposed method tends to converge to the best solution with lower iteration number. In other words, the proposed method is faster and gets better results. For instance, our method gives the best solution (binary change detection image) at iteration number 20000 but GA clusterbased method needs more than 20000 iterations to find the best result as shown in Fig. 4 .
C. Tests on Semi-synthetic Data
The Reno-Lake Tahoe image captured in 1986 (Fig. 3 (a) ) is used to generate a semi-synthetic image. This is a vital task for conducting quantitative evaluation, since the actual ground truth does not exist. To this end, firstly, the image shown in the Fig. 3 (a) is selected as a reference image I 1 . After that, the intensities of I 1 in a specific region (e.g. see the mask in the Fig. 3 (c) ) is changed to generate the semi-synthetic Landsat image I 2 . This is achieved by:
where (x, y) ∈ ROI and D is the average of I 1 (x, y) over its 5 × 5 neighbourhood. This equation shows that the difference between I 1 and I 2 in the region of interest is D, thus the ground truth of the change map can be obtained. Robustness Test: Generally, during satellite image acquisition and transmission Gaussian noise is added on the signal, which superimposes random variation in signal intensity. Thus, measuring robustness of algorithms against various levels of Gaussian noise is a vital task. Hence, Peak Signal-to-Noise Ratio (PSNR), in decibel (dB), is used as a quantitative measurement for each noise level.
P SNR = 10 log 10 255
where I 1 is the reference image and I σ 2 is a corrupted image with various levels of zero mean Gaussian noise. Note that as noise increases, the quality of image decreases and thus, PSNR decreases. After corrupting the semi-synthetic image I σ 2 with zero mean Gaussian noise with a standard deviations σ in the range between 0.001 and 1.0, the change detection algorithms are used to evaluate their effectiveness and robustness.
Results: Experiments on semi-synthetic data (Fig. 5 (b) ) with different levels of Gaussian noise (e.g. Fig. 5 (d) ) are conducted in order to compare the performance of the proposed method with EM-based [3] , MRF-based [3] , PCA-based [2] , and GA-cluster-based [15] methods. Here, the FA and the MA are used as quantitative measurements for comparison. The results are tabulated in Table II and shown in Fig. 5 . Fig. 5  (a) and (d) show the input images used by the algorithms. Fig. 5 (c) is the ground truth image. The semi-synthetic image (Fig. 5 (b) ) is corrupted by increasing levels of Gaussian noise changing between 50 db and 10 dB (for example see Fig. 5  (d) ). According to the quantitative results of the change detection methods, EM-based change detection method provides the highest error for all considered noise levels. In the MRF-based change detection method, the FA rate is decreased by a factor of up to 3.2, but the MA rate is increased by a factor of up to 1.12. Both qualitative and quantitative results show that the EM-based and the MRF-based change detection methods give the highest rate of incorrect detection rates, even when a small amount of zero mean Gaussian noise is added. Table II FA and the MA rates are sharply increased when the noise level is less than 25 dB. From the results we can conclude that the proposed technique and the GA-cluster-based method provide lower error rates for all Gaussian noise levels. Comparing with the GA-cluster-based method, our method provides the highest correct detection rates.
D. Comparing Performance of Change Detection Algorithms on Real Landsat Images
In this experiment, the proposed method is compared with the other change detection methods which are EM-based [3] , MRF-based [3] , PCA-based [2] , and GA-cluster-based [15] methods. Thus, we will show the robustness and effectiveness of our method comparing to the other methods. Here, to quantitatively measure the performance of the proposed change detection method, we calculate FA, MA, and TE in the region of interest.
The qualitative and quantitative results of different change detection methods on the Aral sea images (Fig. 3 (d) -(e)) are illustrated in Fig. 6 and tabulated in Table IV , respectively. Fig. 6 shows that the proposed method has the fewest isolated pixels in its corresponding binary change detection mask when compared with the results of other compared methods. It is clear from Fig. 6 and Table IV that the EM-based [3] and the MRF-based [3] change detection methods cannot give precise results. This is due to the fact that the Gaussian function is used to model the difference image which results in less accurate difference image modelling. From the results it is also obvious that the PCA-based method [2] , the GA-cluster-based method [15] , and the proposed method provide much more precise binary change detection masks. This improvement is achieved because the difference image itself is used to discriminant between changed and unchanged pixels. The proposed change detection method gives the lowest TE rate of 0.91%, while the other compared change detection methods obtain 7.36%, 6.59%, 3.81%, and 1.69%, respectively. From the results we can conclude that using the improved correlation coefficient similarity metric in chromaticity space, which makes the algorithm more robust to illumination changes, can lead to fewer isolated pixels in binary change detection mask. Another reason that our method provides more accurate results is that converting the Landsat images into grayscale images affects the process of selection of changed and unchanged pixels as different colours can have the same grayscale value. (Fig. 3 (a)-(b) ). The proposed change detection method gives the lowest total error rate of 1.06%, while the other compared change detection methods provide 8.58%, 7.39%, 4.89%, and 2.43%, respectively. It is obvious from the experimental results that the binary change detection mask obtained by the proposed method is more precise when compared with those of the other methods. Fig. 3 (a)-( 
IV. CONCLUSION
In this paper, a new unsupervised approach is presented to find changed and unchanged pixels between satellite images. Our algorithm consists of two main steps. First, a preprocessing method is used to the input images to remove the illumination artefacts. The second one is to use SAPSOGA method by running the GA and PSO simultaneously to increase the probability of finding the optimal solution quickly and efficiently. By running the SAPSOGA, each algorithm informs each other by sharing information or individuals with their best results. After that, final change detection map is obtained by minimising a cost function which is based on the enhanced correlation coefficient similarity measurement. The proposed method presented in this paper minimises the change detection optimisation problem effectively to utilise local and global search capabilities of PSO and GA, respectively, to reduce the 978-1-4673-8460-5/16/$31.00 2016 IEEE 
