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Abstract 10 
In this paper, utilizing 2D angle-resolved particle image velocimetry (PIV), the 11 
flow field of a dilute aqueous-in-oil dispersion is experimentally studied in a 12 
stirring tank. Opacity during liquid-liquid mixing is eliminated by matching the 13 
refractive indices of both phases. Anisotropy of the turbulence flow field is 14 
analysed via the turbulent kinetic energy (TKE) and energy dissipation rate (EDR) 15 
obtained at different measuring angles. The influence of spatial resolution is 16 
compared and discussed. TKE and EDR are observed to increase with increment 17 
of dispersed phase fraction while a small range of disorder and fluctuation is 18 
observed in the impeller region. The effect of dispersed droplets should be 19 
attributed to the strengthened fluctuation of velocities and spatial differences. 20 
Further work concerning higher resolution and the disperse fraction is necessary. 21 
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1. Introduction 25 
Processes involving disperse immiscible fluids occur in such industries as the 26 
food, biochemical, pharmacy, petroleum, chemical, new energy, and mining 27 
industries. These processes include emulsification, two-phase reactions, 28 
bioprocesses, and liquid-liquid extraction, generating such products as bulk and 29 
fine chemicals, pharmaceuticals, nano-particles of various materials and foods. 30 
Research on turbulent flow characteristics in multiphase processes are critical for 31 
understanding the above operations. Extensive research has been conducted to 32 
link quantitative flow parameters to turbulent characteristics in both single phase 33 
and multiphase mixing process. Such parameters as turbulent kinetic energy (TKE) 34 
and energy dissipation rate (EDR) are widely used. These parameters characterize 35 
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the degree of velocity fluctuation over time in fixed areas, as well as spatial and 36 
temporal energy consumption (Kresta, 1998; Khan, 2005; Gabriele et al., 2009, 37 
2011; Li et al., 2011).   38 
In a stirred system, the turbulent flow characteristics are extremely complex 39 
because the system is non-uniform and anisotropic. The mean dissipation rate, 40 
which can be determined from impeller power number or torque measurements, 41 
can hardly describe local energy transport (Kresta and Wood, 1993a, 1993b; Zhou 42 
and Kresta, 1996; Sharp et al., 1998; Sheng et al., 2000; Delafosse et al., 2011). The 43 
methodology for describing EDR distributions based on quantitative velocity fields 44 
and the method for evaluating TKE is important. 45 
To acquire information regarding complex velocities in stirred vessels, various 46 
experimental techniques, including hot-film anemometry, and optical diagnostic 47 
techniques, such as laser-doppler anemometry (LDA), laser-induced fluorescence 48 
(LIF) and particle image velocimetry (PIV), are employed (Zhou and Kresta,1996; 49 
Jaworski et al., 2001; Khan, 2005; Morgan et al., 2012, 2013). Recently, PIV has 50 
become a major contributor to many advances in the understanding of turbulent 51 
and complex flows (Westerweel et al., 2013). By applying PIV, instantaneous field 52 
information for velocities, as well as field information for root mean square (RMS) 53 
velocities and small-scale vortices, could be obtained. For single phase 54 
measurements, small scale flow structures around a Rushton turbine (Sharp and 55 
Adrian, 2001; Li et al., 2011), angle-resolved specific TKE and EDR distributions 56 
(Ducci and Yianneskis, 2006; Gabriele et al., 2009; Delafosse et al., 2011), the 57 
influence of PIV spatial resolution on EDR values (Piirto et al., 2000; Saarenrinne 58 
et al., 2001; Baldi and Yianneskis, 2003) and the modification of isotropic 59 
assumptions in stirred tanks (Delafosse et al., 2011) have been successfully 60 
studied. For gas/solid-liquid phase measurements, the use of a spectroscope with 61 
two cameras (Sathe et al, 2010) and a particle-isolating algorithm (Ashwood et al., 62 
2015) while matching refraction indices is recommended for liquid-liquid systems 63 
to prevent the appearance of opacity (Tabib and Schwarz, 2011; Tabib et al., 2012) 64 
and to describe the flow motions of both phases in identical images (Liu, 2005; 65 
Svensson and Rasmuson, 2006; Hlawitschka and Bart, 2012). It should be noted 66 
that PIV cannot resolve all flow fields due to limitations in camera capacity and the 67 
scale of the tracer particles.  68 
In the study of liquid-liquid systems, with the exception of successful 69 
measurements of oil-water stratified pipe flows (Kumara et al., 2010; Morgan et 70 
al., 2012, 2013), non-intrusive measurement of disperse turbulent flow in stirred 71 
systems has rarely been established. Several attempts have been made: Liu (2005) 72 
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introduced the LIF method for investigating phase inversion in concentrated 73 
immiscible organic-aqueous dispersions, where drop breakage, coalescence and 74 
secondary dispersion are clearly demonstrated. However, the LIF method is not 75 
appropriate for instant velocity measurements (Liu, 2005; Sathe et al, 2010; 76 
Hlawitschka and Bart, 2012). Svensson and Rasmuson (2006) investigated the 77 
effect of disperse volume fraction on the flow structure of an immiscible liquid-78 
liquid system using PIV, observing and discussing the change of the vortex centre 79 
and velocities of the eject zone around a Rushton turbine. However, knowledge of 80 
turbulent properties, such as TKE and EDR, at various disperse volume fractions 81 
is particularly lacking.  82 
Research on the effect of disperse phase on turbulence characteristics has 83 
primarily focused on gas-liquid and liquid-solid two-phase flows. By applying hot-84 
film anemometry, Iskandrani and Kojasoy (2001) found that turbulence intensity 85 
is affected by local void fraction distribution, where the turbulence intensity is 86 
slightly suppressed at low void fraction but strongly enhanced at high void fraction. 87 
The effect of disperse bubbles during noticeable turbulence enhancement was 88 
observed by Sun et al. (2004), who utilized LDA to measure the axial liquid velocity 89 
and its fluctuations in air-water flows. Similar results were also obtained by 90 
Fujiwara et al. (2004) and Hosokawa and Tomiyama (2004). Gabriele et al. (2011) 91 
investigated the influence of particle concentrations on turbulent kinetic energy 92 
and energy dissipation rate of a continuous liquid phase using PIV. The results 93 
demonstrated that TKE decreases by up to 40%, and EDR decreases by 50%, 94 
adjacent to the up-pumping impeller when particle concentration is increase from 95 
0% to 5%. This trend is in accordance with results reported by Unadkat et al. 96 
(2009), who observed that addition of solid particles could suppress the maximum 97 
energy dissipation rate without affecting the mean flow. Hu (2006) conducted 98 
turbulence velocity measurements in both oil and water continuous dispersions 99 
using hot-film anemometry. The results showed that turbulence in both 100 
dispersions generally increases with increasing input oil fraction. However, 101 
turbulence suppression is not as obvious as suggested by the high mixing 102 
velocities.  103 
Augmentation or attenuation of turbulence is determined by physical properties, 104 
the concentration of the disperse phase, and drop/particle size. Large drops are 105 
likely to enhance turbulence intensity, while small drops tend to suppress the 106 
fluctuation of the continuous phase. (Iskandrani and Kojasoy, 2001; Fujiwara et 107 
al.,2004; Hosokawa and Tomiyama, 2004; Sun et al., 2004; Unadkat et al. 2009; 108 
Gabriele et al., 2011). Gabriele et al. (2011) analysed the effect of the disperse 109 
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phase in relation to the particle Stokes number (ratio of the fluid dynamic 110 
relaxation time of particle to the Kolmogorov timescale). Because small particles’ 111 
response speeds are higher than the velocity fluctuations, these particles (whose 112 
Stokes number is less than 1.0) extract energy from turbulence, leading to 113 
turbulence suppression. Large particles, on the other hand, result in turbulence 114 
augmentation. Gore and Crowe (1989) concluded that turbulence intensity is 115 
augmented when the ratio of particle size to the integral length scale of turbulence 116 
exceeds 0.1 and that values below 1.0 result in suppression. Hetsroni (1989) 117 
defined the particle Reynolds number (Re=ρpurdp/μc, where ur is the relative 118 
velocity between the particle and the continuous phase and μc is the viscosity of 119 
the carrier fluid) and stated that Reynolds numbers above 400 would attenuate 120 
turbulence. Using a hybrid turbulence length scale, Kenning and Crowe (1997) 121 
derived an equation that determines changes in turbulence intensity by balancing 122 
the production of inherent turbulence, production due to disperse phase, loss of 123 
turbulence energy from viscous dissipation and the retransmission of energy to 124 
solid particles.  125 
In summary, research on the effect of a disperse phase on turbulence flow in 126 
liquid-liquid disperse systems is still lacking. The present study aims to determine 127 
the effect of disperse fraction experimentally. The oil-water two-phase 128 
instantaneous velocity fields at various disperse fractions (dilute dispersion) are 129 
measured using 2D-PIV by matching the refractive indices of two phases. The 130 
influence of spatial resolution and angle-resolved plane are discussed. Based on an 131 
isotropic assumption, TKE and local EDR distributions are determined by 132 
calculating velocity gradients and comparing the gradients at various disperse 133 
fractions.  134 
2. Materials and Methods 135 
2.1 Configuration and fluid properties  136 
Experiments are conducted in a flat-bottomed borosilicate glass beaker (width 137 
T=80 mm, height H=80 mm(400ml)) equipped with a four pitched-blade impeller 138 
(diameter D=50 mm (D/T=0.625), width7.5 mm, height 5.0 mm, inclination angle 139 
45°, provided by IKA) as shown in Fig. 1(a). The beaker is surrounded with water 140 
in a rectangular tank to minimize errors due to curvature effects from a cylindrical 141 
tank and from differences in refractive index between the beaker glass and the 142 
experimental liquids. To protect the CCD camera, the impeller is painted black to 143 
minimise laser reflections. The total volume of the liquid-liquid mixture is 144 
maintained at 400 ml, and the dispersed (aqueous phase) volume fraction is set to 145 
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0%, 0.2%, 0.5%, 0.7%, 1.0% and 1.3%. In the presence of a secondary liquid phase, 146 
a fully disperse system generally presents as oyster white, hindering the flow 147 
visualization of both phases. To gain clear data from the laser induced plane, the 148 
aqueous phase is a solution of 80% glycerol in 20% deionized water by weight to 149 
match the refractive index of oil phase (Exxsol D130 oil). The physical properties 150 
of the experimental fluids are shown in Table.1. During the experiment, the 151 
aqueous phase, which has a higher density and viscosity, is retained as the disperse 152 
phase. The impeller is placed 6 mm above the bottom, and its rotation speeds is 153 
maintained at 700 rpm, providing a Reynolds number Re=ρND2/μc(4807) (where 154 
μc is the viscosity of continuous phase, N is the rotation speed and D is diameter of 155 
impeller) when fully dispersed. 156 
2.2 PIV system and image processing 157 
As shown in Fig.1(b), the 2D-PIV system consists of a Nd-YAG dual pulse laser 158 
(emission wave length 532 nm), a FlowSense EO 40 CCD camera equipped with a 159 
Nikon lens (AF Micro Nikon 60 mm F2.8D) capable of capturing 15 image pairs per 160 
second with a resolution of 2048×2048 pixels2, a timerbox to synchronize the 161 
image capture with the laser pulses (Dantec Dynamics 80N77) and Dynamic 162 
Studio software. The seeding particles used are Polyamide Seeding Particles (5μm 163 
diameter, density 1.03 g/cm3) provided by Dantec with a sufficiently small 164 
relaxation time to follow the motion of fluid. During the image acquisition process 165 
and in agreement with previous researchers (Chung et al., 2009; Delafosse et al., 166 
2011; Gabriele et al., 2009, 2011), the laser-induced plane is chosen to be the 167 
vertical plane along the height of the vessel. Only half of the plane is focused due 168 
to symmetry (Fig. 1(a)). A shaft encoder connected to a timerbox is employed to 169 
control the impeller position when measuring the plane. In the present work, due 170 
to the symmetry of pitched-blade impeller, the angle between the impeller blade 171 
and the measuring plane is set to 0°, 22.5°, 45° and 67.5° to demonstrate the 172 
anisotropy of flow in the stirred tank. For each experiment, 100 pairs of images 173 
are recorded for velocity calculations. In each pair of images captured, the time 174 
between pluses, which depends on impeller rotation speed, is kept at 100 μs for 175 
various disperse phase fractions to record fluid motion near the impeller exactly. 176 
Images are handled by Dantec Software to remove background.  177 
For each pair of images handled, velocity vectors are computed in three steps: 178 
First, the adaptive-correlation technique is used, including a final interrogation 179 
area (IA) setup. Overlap values are chosen to produce the coarse velocity vector 180 
map. Secondly, large error vectors are eliminated using UV Scatter plot Range 181 
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Validation and Moving average validation. Finally, an average filter over 3×3 pixels2 182 
is performed to produce a smooth flow velocity vector map. The resolution of the 183 
PIV is limited by the scale of the individual interrogation area (  ), as eddy 184 
characteristic lengths smaller than can hardly be resolved due to the relatively 185 
low magnification. To obtain the intensities of the tracer particles, two different 186 
areas (32×32, 16×16 pixels2) are used to investigate the influence of spatial 187 
resolution on estimated turbulent flow field (Piirto et al., 2000; Saarenrinne et al., 188 
2001; Baldi and Yianneskis, 2003).  189 
3. Turbulent Flow Properties  190 
PIV yields basic velocity distributions in the measuring plane. To determine 191 
turbulent properties such as TKE and EDR, the velocity data must be processed 192 
further. In this section, the determination of TKE using an isotropic assumption 193 
and EDR using various estimation methods are described. Besides, averaging of 194 
both TKE and EDR on specific flow range is depicted. 195 
3.1 Estimation of turbulent kinetic energy 196 
Characterized by instantaneous fluctuations of velocity U in full range flow, the 197 
velocity of a turbulent flow is generally split into an ensemble-averaged mean 198 
component u  and a fluctuating component 'u , which can be expressed as 199 
'U u u                                                           (1) 200 
The degree of deviation from the mean velocity is represented as a root mean 201 
square (RMS), as values of the fluctuating component 'u may be negative or 202 
positive: 203 
 
2
2'u u U u                                                    (2) 204 
The velocity contains a periodic fluctuation component and a temporal velocity 205 
in the impeller driven system, which can be decomposed into 206 
''U u u                                                          (3) 207 
''pU u u u                                                         (4) 208 
Where u represents the angle-resolved mean velocity, ''u represents pure 209 
velocity fluctuations due to turbulence and pu represents periodic velocity 210 
fluctuations due to blade passage.  211 
For the Cartesian coordinate system, turbulent kinetic energy is determined by 212 
the three velocity components and is expressed as 213 
2 2 21
2
k u v w
 
   
 
                                                  (5) 214 
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In Eq.5, the third fluctuating velocity component cannot readily be obtained 215 
from 2D PIV. Khan (2005) considered 
2 2
w u  and the form of TKE was taken as 216 
2 21
2
2
k u v
 
  
 
                                                    (6) 217 
In addition, the
2
w component can be characterized by a combination of 
2
u and
2
v218 
(Gabriele et al.,2009): 219 
2 2 21
2
w u v
 
  
 
                                                    (7) 220 
Consequently, TKE can be estimated from 221 
2 23
4
k u v
 
  
 
                                                      222 
(8) 223 
Adopting an angle-averaged RMS 2''u u  is more representative, and this 224 
angle-averaged RMS has been used to estimate the local energy dissipation rate to 225 
investigate anisotropy in the turbulent flow field (Gabriele et al., 2009). In the 226 
current work, Eq.8 is used because an angle-resolved measurement indicates that 227 
radial velocity distributions are affected by the position of the impeller. 228 
3.2 Direct estimation of energy dissipation rate (DE) 229 
The turbulent energy dissipation rate can be estimated from its definition, 230 
which is comprised of a viscosity term and the derivative of the RMS gradient. The 231 
predicted viscosity applied in the experimental analysis is based on Brinkman 232 
(1952). The tensor expression of the energy dissipation rate (ε) is shown in the 233 
following (Hinze,1959): 234 
j ji
j i i
u uu
v
x x x

  
  
    
                                                (9) 235 
Expanding the tensor form in the Cartesian coordinate system, the local energy 236 
dissipation rate can be calculated from 237 
22 2 2 2
2 22 2
' ' ' ' '
2 2 2
' ' ' '
=
' ' ' ' ' '
2
DE
u v w u v
x y z z x
u w v w
v
y x z y
u v u w v w
y x z x z y

 
                        
             
 
           
          
          
                   
  
                        (10) 238 
The subscript DE indicates that the energy dissipation is calculated from a direct 239 
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evaluation adopted by Gabriele et al. (2009). The isotropy assumption in 2D PIV 240 
system is employed to simplify Eq.10 (Sharp and Adrian, 2001; Khan, 2005; 241 
Gabriele et al., 2009; Delafosse et al., 2011), which is taken as 242 
2 22 2
' ' ' ' ' '
= 2 2 3 2 2DE
u v u v u v
v
x y y x y x

 
            
          
             
                      (11) 243 
Referring to the energy cascade theory proposed by Kolmogorov (1941), direct 244 
interactions between the large energy-containing eddies and the small energy-245 
dissipating eddies do not exist. Instead, kinetic energy is transferred from large to 246 
small eddies in a cascade based on the kinetic energy spectrum of turbulence 247 
(Baldyga and Podgorska, 1998). The process of energy transport from large to 248 
small-scale eddies is independent of viscous forces, where turbulent kinetic 249 
energy is finally transferred to the smallest eddies (Kolmogorov length scale) and 250 
is dissipated into heat caused by friction between the fluid molecules due to fluid 251 
dynamic viscosity (Gabriele et al., 2011). Therefore, to estimate the EDR, the effect 252 
of turbulent eddies down to the Kolmogorov length scale should be considered. 253 
Generally, the Kolmogorov length scale is given as 254 
1/4
3
k
v


 
  
 
                                                      (12) 255 
Assuming that EDRs are uniform in the stirred tank, the mean EDR can be 256 
estimated from 257 
 T
m
P
V


                                                       (13) 258 
Where V is the volume of the fluid, P is the power calculated from P= PoρmN3D5, and 259 
Po is the power number, which depends on the type of impeller. For a four pitched-260 
blade impeller, Po=3.0 (Tsouris and Tavlarides, 1994). In this work, the mean 261 
Kolmogorov length (λk) is 50 μm, calculated based on the continuous viscosity and 262 
the mean EDR ( 2 33.72T m s
 ). The spatial resolutions of the measurements( )are 263 
630 μm (32×32 pixels2) and 315 μm (16×16 pixels2) and Δ/λk is 12.6 and 6.3, 264 
respectively.  265 
Saarenrinne et al. (2001) stated that EDRs estimated from direct measurements 266 
are difficult to sufficiently resolve, with 90% EDR resolution requiring Δ/λk=2.0 267 
and 65% EDR resolution requiring Δ/λk=9.0. 268 
3.3 Modified estimation of energy dissipation rate 269 
As stated above, direct PIV experimental data are unable to resolve the smallest 270 
length scale, resulting in underestimation of turbulent dissipation (Hlawitschka 271 
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and Bart, 2012). Several modified estimation methods are performed. 272 
3.3.1 Modified direct estimation (MDE) 273 
A correction factor fe for modification of PIV resolution is described by 274 
Hlawitschka and Bart (2012) as: 275 
4/3
3
1 exp
2
ef

 
  
       
                                           (14) 276 
 3 /ef                                                        (15) 277 
/MDE DE ef                                                      (16) 278 
Where α is a constant equal to 1.6, and εMDE is computed iteratively as follows: in 279 
the first circle, fe is taken as unity, and the value of η is estimated from the 280 
hypothetical value of ε, where ε=max(εMDE) (Hlawitschka and Bart, 2012). In the 281 
second cycle, fe is calculated from Eq.14, and η is recalculated. 282 
3.3.2 Large Eddy Simulation (SGS-LES) 283 
Another means of modifying the EDR estimation for relatively low spatial 284 
resolutions is the Large Eddy Simulation (LES) proposed by Sheng et al. (2000). As 285 
described in Section 3.2, turbulence energy is generated at large scales and 286 
dissipated in the viscous sub-range. Eddy scales are below the Kolmogorov length 287 
scale. In the inertial sub-range, where the eddy scale varies from large scale to the 288 
Kolmogorov length scale, turbulent energy production or dissipation does not 289 
occur. Instead, turbulent kinetic energy transfer from large eddy to small eddy 290 
occurs only by the kinetic energy spectrum of turbulence. The quantities of TKE 291 
transferred in the inertial sub-range are the same as the energy dissipated in the 292 
viscous sub-range. Therefore, it is unnecessary to estimate the energy dissipation 293 
down to the Kolmogorov length scale. Instead, it is necessary to compute the TKE 294 
transferred in the inertial sub-range. 295 
The LES method is adapted to resolve the filtered Navier-Stokes (NS) equations 296 
for the large resolved scales. The filtered small scales are characterized by the sub-297 
grid-scale (SGS) turbulence model. If the filtering scales are within the inertial sub-298 
range according to Sheng et al. (2000) and Klan (2005), the turbulence dissipation 299 
rate can be estimated by the SGS energy flux at the cut off scale (filter width) that 300 
corresponds to the PIV resolution based on a local isotropy assumption. In the 301 
current study, the spatial resolution scales (filtering scales) are 630 μm and 315 302 
μm and are smaller than the integral length scale (D/10=5 000μm, Kresta and 303 
Wood, 1993a). The mean Kolmogorov length scale is calculated to be 50 μm, and 304 
this length scale is expected to lie within the inertial sub-range. Therefore, the 305 
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energy dissipation can be estimated from 306 
'2SGS ij ijs                                                        (17) 307 
Where 'ijs is the strain rate tensor that can be calculated from the measured velocity 308 
field  ' 1/ 2 ' / ' /ij j i i js u x u x     , ij is SGS stress tensor. The eddy viscosity model 309 
(Smagorisky, 1963) is adopted for the closure of SGS stress, which is taken as 310 
2 2 ' 'ij s ij ijC s s                                                      (18) 311 
Where Cs is the Smagorinsky constant (Cs =0.13 is used in this work) (Gabriele et 312 
al., 2009), Δ is the filter width, which indicates the length of interrogation window, 313 
and 2 2 's ijC s  indicates the eddy viscosity. 'ijs is taken as
' ' '2ij ij ijs s s . Hence: 314 
 
3/2
2 2 2 ' 'SGS s ij ijC s s                                                 (19) 315 
By compensating for the third unknown velocity component based on the 316 
isotropic assumption, εSGS can be estimated from velocity field determined via 2D-317 
PIV (Khan, 2005). 318 
3/2
2 22 2
2 2 ' ' ' '=C 4 2 2 4SGS s
u v u v
x x y y

 
          
          
            
                         (20) 319 
3.3.3 Dimensional analysis (DA) 320 
Based on the fact that most energy enters turbulent flow in the form of large-321 
scale motion and is contained in large eddies, as well as the fact that flow is in local 322 
equilibrium, Kresta (1998) suggested dimensional analysis (the DA method) for 323 
EDR estimation. The expression of the method has two forms: 324 
'3
rmsuA
L
                                                          (21) 325 
3/2k
A
L
                                                          (22) 326 
In Eq.21, A is a constant equal to 1.0 and L is the integral length scale. In Eq.22, 327 
k is the value of TKE and A=0.8. Kresta and Wood (1993b) stated that the 328 
calculations of both methods are nearly equivalent. Various values of the integral 329 
length scale L have been proposed: D/5.5 or 7.2 (Laufhutte and Mersmann, 1985); 330 
D/6.0 (Costes and Couderc, 1988); D/12.5 (Wu and Patterson, 1989) and D/10.0 331 
(Kresta and Wood, 1993a). In this paper, the integral length scale L=D/7.2 is used. 332 
3.4 Averaging of estimated TKE and EDR 333 
 To reflect the turbulence characteristics, mean distribution of TKE and EDR 334 
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between four measuring angles are calculated as: 335 
4
1
1
4
i
i
 

                               (23) 336 
Where 
i is either k or  at each angles while is the mean value. 337 
  To demonstrate the un-homogeneity of turbulence in the stirred tank, the whole 338 
measuring plane is divided into two areas: the impeller region with position of 339 
0<H<15.75mm and 0<T<36mm (light blue colour area in Fig.1 (a)), and the 340 
circulation region occupying the location 15.75<H<80.0mm and 0<T<36mm (dark 341 
blue colour area in Fig.1 (a)). To quantitatively analyse the effect of different 342 
factors on turbulence, both mean values of TKE and EDR in the impeller region, 343 
circulation region and full region are calculated respectively by integrating values 344 
at each grid and then averaging to the region, and general expression is taken as: 345 
   
,
- +1 - +1
ul ul
ll ll
R H
i j
i R j H
ul ll ul llR R H H
 

 

 
                       (24) 346 
Where
,i j is the specific mean value of either angle averaged TKE ( k ) or EDR (  ) 347 
at each grid while  is the mean value on the fixed region either k or  ; Rll and Hll 348 
are the lower limit in the X and Y axils, Rul, Hul are the upper limit. Parameters above 349 
are agree with division of region as indicated in Fig.1 (a). 350 
4. Results and Discussion 351 
In this section, the effect of disperse phase fraction on TKE and EDR are 352 
discussed and analysed in Sec.4.1. The influence of spatial resolution on the 353 
resolved TKE and EDR at different disperse phase fraction is discussed in Sec.4.2. 354 
TKE and EDR distributions at various measuring angles are shown in Sec.4.3. 355 
Effects of the estimated method on EDR is considered in Sec.4.4. 356 
4.1 Effects of disperse phase fraction on TKE and EDR 357 
Since the values of TKE and EDR vary with measuring angle, results of 0°, 358 
45°and the mean value are presented for discussion.  359 
4.1.1 Effects of disperse phase fraction on TKE 360 
Angle-resolved TKE distribution at 0°at different dispersed fractions is shown 361 
in Fig. 2. Comparing Fig. 2 (a) to (f), in the impeller region, the vortex area (red 362 
colour) representing the highest TKE increases from 0 to 0.2%, then decreases 363 
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from 0.2% to 1.0%, and increases above 1.0%. In the circulation region, the TKE 364 
monotonically increases with the addition of the dispersed phase, where the TKE 365 
first increases near the impeller shaft and top edge of the tank, and later expands 366 
from the top to the middle part of tank. However, in the TKE distribution at 45° 367 
(Fig. 3) the vortex area in the impeller discharge region increases from 0% to 0.7%, 368 
decreases in 1.0%, and later increases above 1.0%. Fig. 4 shows the mean TKE 369 
distribution in which changes of TKE in the impeller region are slightly fluctuated 370 
but an increasing trend is shown in the circulation region with increase of the 371 
dispersed fraction.  372 
In accordance with the contour map in Fig.2 to 4, angle averaged mean TKE 373 
values of different dispersed fraction in impeller region, circulation region and full 374 
region are shown in Table.2. It’s clear that the mean TKE of pure oil system in 375 
impeller region is lower than that in the dispersion, while with the increment of 376 
dispersed phase, there is a small discrepancy, where those at 0.2% to 0.7% is 1.11 377 
times as the pure, and 1.07 and 1.25 times for 1% and 1.3%. However, mean TKE 378 
in circulation region increases with addition of dispersed phase, varying from 1.10 379 
times at 0.2% to the 2.29 times for 1.3% dispersion. Deviation of TKE between the 380 
impeller and circulation region eliminates with disperse fraction increment, 381 
where the mean TKE of pure system in impeller region is 5.74 times 382 
(=0.0178/0.0031) of the circulation region and 3.14 times (=0.0223/0.0071) at 383 
1.3% dispersion. It indicates the role of dispersed phase on the turbulence 384 
homogenizing. For the mean TKE in full region, a monotonous increasing trend is 385 
found and it’s 1.76 times as the pure system in 1.3% dispersion system. 386 
Generally, for single phase mixing, TKE and velocity fluctuations would be 387 
inhibited at higher density and viscosity. In the dilute aqueous solution (glycerol 388 
and water) in oil dispersed system, both density and viscosity of the mixture 389 
increase slightly with increasing dispersed fraction, which may contribute to the 390 
inhibition of TKE in the impeller region shown in Fig. 2 (b) to (e) and Fig. 3 (d) to 391 
(e). The existence of dispersed droplets enhances the transfer of momentum and 392 
energy from regions of high turbulent intensity (Hu, 2006) including transfer from 393 
region close to impeller blade to the discharged region and from impeller region 394 
to the circulation region. Increased number of droplets with disperse fraction 395 
could transfer more kinetic energy from impeller, resulting in an increment of TKE 396 
in impeller region as shown in Fig.2(a) to (b), Fig.3(a) to (d) and in the circulation 397 
region in Fig. 2-4.  398 
In addition to the influence of droplet number, the droplet size could also affect 399 
the TKE. Based on literature on liquid-liquid stirring systems (Tsouris and 400 
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Tavlarides, 1994; Podgórska, 2009; Maaß, 2010,2012; Wang et al., 2014), drop size 401 
in the impeller region is smaller than in circulation region, where large drops and 402 
bubbles are likely to augment turbulence intensity, while smaller ones tend to 403 
suppress the fluctuation of a continuous phase (Iskandrani and Kojasoy, 2001; 404 
Fujiwara et al., 2004; Hosokawa and Tomiyama, 2004; Sun et al., 2004; Unadkat et 405 
al., 2009; Gabriele et al., 2011). As the dispersed fraction increases, augmentation 406 
of TKE in the middle and top parts of the tank is also attributed to the increase in 407 
the number of larger droplets (Fig. 2-4), while in the impeller region, the number 408 
of smaller drops increase resulting in the local suppression of turbulence intensity, 409 
as seen in Fig. 2 (b) to (e) and Fig. 3 (d) to (e). With further increment of dispersed 410 
fraction, drop coalescence is supposed to occur even in the impeller region, 411 
resulting in birth of larger droplets, augmenting the TKE, reflected in Fig.2-(e) to 412 
(f) and Fig.3-(e) to (f). 413 
It is also determined that the decrease in vortex area near the impeller is slightly 414 
different between Fig. 2 and 3, where the decrease persists from 0.2% to 1.0% (0°) 415 
in contrast to from 0.7% to 1.0% (45°). This difference could be because the 416 
inertial force causing droplet breakage at angle 0° is stronger than at 45°, resulting 417 
in larger numbers of small droplets which further suppress the turbulence 418 
intensity. Though there are TKE variations at different angles due to anisotropy, 419 
mean TKE increases with increases in dispersed fraction (Fig. 4). 420 
4.1.2 Effects of disperse phase fraction on EDR 421 
EDR distribution (0°) with DE method at various dispersed fraction is shown in 422 
Fig. 5. In the impeller region, the area of maximum EDR (red colour) increases with 423 
dispersed fraction up to 0.7% (Fig. 5 (a) to (d)) and slightly decreases at 1.0% and 424 
increases again at 1.3% (Fig. 5 (f)). The EDR monotonically increases in the 425 
circulation region. Similar trends are observed at 45° (Fig. 6). However, the 426 
observed EDR in impeller region fluctuates at various resolved angles and 427 
disperse fractions, while the mean EDR distribution hasn’t shown obvious 428 
variation. Instead, the mean EDR distribution increases with dispersed fraction 429 
(Fig. 7). Table.3 shows the angle averaged mean EDR values in impeller region, 430 
circulation region and full region, respectively. Similar trend as TKE in Table.2 is 431 
found in Table.3. The increment on EDR is found to be larger compared to TKE, 432 
where average mean EDR (0.2% to 1.3% total average) in impeller region is 1.30 433 
times as the pure while average TKE is 1.13 times. In circulation and full region, 434 
EDR is 3.15 and 2.04 times while TKE is 1.61 and 1.37 times.  435 
Based on its definition (Eq.9), EDR is influenced by kinematic viscosity, density 436 
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and the derivative of the RMS fluctuating velocity gradient with respect to spatial 437 
location. As the aqueous dispersed fraction increases mixture viscosity increases 438 
and tends to enhance the energy dissipation; meanwhile, it also inhibits the RMS 439 
gradient of fluctuating velocities and could lead to a decrease in the EDR. Areas of 440 
higher EDR in the impeller region increase with dispersed fraction in Fig. 5 (a) to 441 
(d) (0-0.7%) and Fig. 6 (a) to (b) (0-0.2%) and (d) to (e) (0.7%-1.0%), which could 442 
be due to its positive effects, otherwise a negative effect on the RMS gradient is 443 
dominant in Fig. 5 (d) to (e) (0.7%-1.0%) and Fig. 6 (b) to (d) (0.2%-0.7%). 444 
The influence of the dispersed fraction on EDR is also related to the droplet 445 
behaviour, where the breakup and coalescence of droplets could potentially 446 
accelerate the EDR (Hu, 2006). The occurrence of drop coalescence increases with 447 
the dispersed fraction, which results in the enhancement of the EDR in the 448 
circulation region. Additionally, increased drop number and deformed drop shape 449 
due to inertia (continuous phase) or drop collision may also strengthen the 450 
fluctuation of velocities and their spatial differences, which could be reasonable 451 
that the increment on EDR is larger compared to TKE as indicated in Table.2 and 452 
Table.3. 453 
4.2 Influence of the spatial resolution on TKE and EDR   454 
Several previous works (Saarenrinne et al, 2001; Baldi and Yianneskis, 2003; 455 
Delafosse et al., 2011) indicate that values of the turbulent properties including 456 
the TKE and EDR estimated by PIV are strongly influenced by the spatial 457 
resolution. Delafosse et al. (2011) concluded that the spatial resolution should be 458 
of the same order of magnitude as the Kolmogorov scale (e.g., Δ/λk=1.0) to provide 459 
an accurate estimation of the EDR. Different from previous research on single 460 
phase mixing (Saarenrinne et al., 2001; Delafosse et al., 2011), the influence of 461 
spatial resolution on the estimated TKE and EDR is investigated using spatial 462 
resolutions of 32×32 pixels2 (Δ/λk=12.6) and 16×16 pixels2 (Δ/λk=6.3) to obtain a 463 
full range of turbulence fields in both the single and two-phase dispersion systems.  464 
Fig. 8(a) presents a comparison of the mean TKE distribution (average of four 465 
angle-resolved values) in a single oil phase for different two spatial resolutions. 466 
Although both resolutions show similar trends, the TKE obtained using the high 467 
resolution (16×16 pixels2) is larger. In contrast to large IA, which tends to omit 468 
turbulent fluctuations of small velocities brought by small eddies, small IA would 469 
reserve higher numbers of local velocities and smaller turbulent eddies. Increased 470 
numbers of resolved velocity vectors are more likely to enhance the TKE. 471 
Comparison of the TKE distribution in the 0.5% dispersed system for the two 472 
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spatial resolutions is shown in Fig. 8(b). Similar trends as in Fig. 8(a) are found; 473 
however, the TKE in the 0.5% dispersed system has a more apparent increase than 474 
in the pure system. Comparison of angle averaged mean TKE at the full region is 475 
presented in Table.4. Increment
k is introduced to characterize the variation due 476 
to spatial resolution changes, calculated as  16 32 32= 100%k k k k   . It can be gained 477 
that dispersed phase magnify the deviation of TKE between two resolutions, 478 
where increment at pure system is 81%, 166% in 0.5% and 249% for 1.0% 479 
dispersion. It is attributed to the enhanced local turbulent intensity, because small 480 
IA has the capacity to resolve motions of a larger number of droplets and velocity 481 
fluctuations.  482 
Comparison of the mean turbulent EDR distribution (DE method) between 483 
different spatial resolutions is provided in Fig. 9. With a spatial resolution of 484 
16×16 pixels2 the values of EDR increase and the regions with these high values 485 
are larger, which indicates an enhanced RMS velocity fluctuation. Due to the 486 
randomness of turbulence and flow anisotropy in a stirred tank, the gradient of 487 
RMS velocity with respect to spatial location may have a larger discrepancy for 488 
small IA.  489 
Comparing to the single oil system, the liquid-liquid dispersion shows a higher 490 
EDR, while the effect of spatial resolution is more obvious, depicted by 491 
(  16 32 32= 100%      ) in Table.5 (  =1075% in pure system, 1793% and 2409% 492 
in 0.5% and 1.0% dispersion). It’s attributed to the influence of droplets on the 493 
turbulent flow field, where higher spatial resolution could further resolve the 494 
effect of deformed interfaces and droplet interactions on the energy dissipation 495 
rate. It is important that the influence of spatial resolution on EDR is evident larger 496 
than on TKE (Table 4 and 5). 497 
4.3 Effects of measuring angle on TKE and EDR 498 
Fig.10 to 12 shows the angle-resolved TKE distribution as a function of 499 
measuring angle related to the impeller blade in a pure oil phase, 0.5% and 1.0% 500 
dispersion with an IA of 32×32 pixels2, respectively. As shown in Fig.10 to 12, with 501 
the impeller circulating perpendicular to the measuring plane, the TKE values in 502 
both impeller and circulation region decrease with increasing measuring angle, as 503 
TKE values at 45°and 67.5° are obviously smaller than the values at 0°and 22.5°. 504 
Deviations in impeller regions are because the vortex with a large TKE value 505 
generated by the impeller tip moves away from the blade and diffuses in bulk flow. 506 
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Diversity in the circulation region can be attributed to intensity discrepancies in 507 
the periodic fluctuations in the impeller rotating circle. The fixed wall boundary 508 
also enhances irregular velocity fluctuations.  509 
The angle-resolved EDR estimated with the DE method is shown in Fig. 13 to 15. 510 
In accordance with the TKE distributions in Fig.10 to 12, energy is primarily 511 
dissipated in the impeller region and in areas close to the wall boundary. The 512 
differences in TKE and EDR at different angles indicate the anisotropy of turbulent 513 
flow in the stirred system. It is clear that TKE is consistent with EDR transfer, 514 
either when tip vortices drift across the impeller region or when periodic and 515 
fluctuating turbulent flow occurs in the circulation region, suggesting the 516 
instantaneous coexistence of generation, transportation and dissipation of energy 517 
in turbulent flow.  518 
To investigate the effect of disperse fraction on the deviation of TKE and EDR at 519 
different measuring angles, coefficient of variation (
kV ) is employed.  520 
TKE                        𝑉𝑘 =
𝜎𝑘
?̿?
 100%                          (25) 521 
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                           (26) 522 
Where,
kV is the coefficient of variation and k is the standard deviation. Similarly, 523 
coefficient of variation of EDR is given as 524 
EDR                          𝑉𝜀 =
𝜎𝜀
?̿?
 100%                        (27) 525 
Table 6 and 7 present the effect of disperse fraction on the TKE and EDR of full 526 
region at different measuring angles. Results further prove the trend depicted in 527 
Fig.10 to12 and 13 to15. Besides, both coefficients of variation of TKE and EDR are 528 
found to first increase (pure to 0.2% dispersion) then decrease (0.2%-1.3% 529 
dispersion). It is proposed that homogenizing effect caused by mass and 530 
momentum transfer gradually dominates with the dispersed fraction increases. 531 
4.4 Influence of estimated method on EDR 532 
Fig. 16 shows a comparison of the mean EDR with 32×32 pixels2 from a single 533 
oil phase using different estimation methods, including the direct evaluation 534 
method (DE), the SGS model applied in Large Eddy Simulation (LES), the modified 535 
direct evaluation method (MDE) and dimensional analysis (DA). It is clear that the 536 
EDR distribution obtained from these four methods shows a similar trend that 537 
high EDR is primarily in the impeller region. MDE represents a larger distribution 538 
17 
 
(red area) than DE while DA is larger than DE only in the impeller region. 539 
Distribution of EDR estimated from LES is the smallest. Similar findings are 540 
obtained from the dispersed system where the EDR distribution in 0.5% and 1.0% 541 
dispersed system are provided in Fig. 17 and Fig.18. 542 
Table.8 to 10 describes the angle averaged mean EDR using different methods 543 
at full, impeller and circulation region. Calculated EDR using LES method is nearly 544 
0.51 times as the EDR using DE method, while 1.68 times and 1.37 times using the 545 
MDE and DA method. Different from the full region, the EDR increment calculated 546 
using LES and DA method is higher in impeller region comparing with DE method 547 
(LES is 0.71 times to DE and DA is 1.89 times to DE). However, the above increment 548 
diminishes in circulation region, e.g. EDR using DA is 0.93 time to DE. Besides, the 549 
effect of disperse fraction on the deviation of calculated EDR using different 550 
methods is still not clear. 551 
Methods LES, DA and MDE are supposed to have the ability to overcome the 552 
limitation of spatial resolution of the 2D-PIV system. Hlawitschka and Bart (2012) 553 
indicated that values estimated from LES, DA and MDE are larger than those from 554 
DE in a single water system. In the current work, EDR using LES in full region and 555 
using DA in circulation region is smaller than DE, which is attributed to the 556 
continuous phase is oil phase with higher viscosity, but its influence is only 557 
reflected in DE method. Further, the integral length scale considered in DA and the 558 
Smagorinsky constant in LES might be the possible explanation for the deviation.  559 
Recently, experimental findings have demonstrated that turbulence in liquid-560 
liquid dispersions is more complicated than in particle–liquid dispersions 561 
(Hetsroni, 1989), which is in contrast to particle-liquid systems, where scale and 562 
concentration of particles are determined and the number, sizes and distribution 563 
of droplets are influenced by the dispersed phase fraction and turbulence intensity 564 
in the liquid-liquid system. Drop deformation brings difficulties to clarify its effect 565 
of augmentation or suppression based on mechanism of particle. Because drops 566 
continuously break and coalesce, their shapes and interface variations can magnify 567 
the error of the refractive index between the continuous and dispersed phase. In a 568 
concentrated dispersion, the number of drops increases, and the phase overlap 569 
leads to a large error of refractive index. The above conditions could result in two 570 
adverse consequences for PIV measurements: the appearance of opacity in the 571 
mixing process and distortion of light emitted by the laser generator and reflected 572 
by the tracer particles. Therefore, the present work aims to provide experimental 573 
knowledge in liquid-liquid dispersion. 574 
 575 
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 576 
5. Conclusions  577 
In this paper, an experiment utilizing angle-resolved PIV on flow field analysis 578 
of an aqueous-in-oil dispersion is performed. Opacity during liquid-liquid mixing 579 
is eliminated by matching the refractive index of both phases. Turbulent 580 
characteristics are expressed by two primary parameters: TKE and EDR. Four 581 
methods for local EDR estimation are considered: DE, MDE, DA and LES.  582 
TKE and EDR are found monotonously increase with the increment of the 583 
dispersed phase fraction in the circulation region, while a small range of disorder 584 
and fluctuation is observed in the impeller region. The effect of mixture viscosity, 585 
number and size of droplets and shape changes should be attributed to strengthen 586 
the fluctuation of velocities and their spatial differences. The influence of spatial 587 
resolution on TKE and EDR suggests that higher resolution results in larger values 588 
of TKE and EDR and it is magnified by the increment of disperse fraction. The effect 589 
of measuring angle on TKE and EDR is analysed and provides an insight into the 590 
anisotropy of the turbulence of both single phase and liquid-liquid dispersion in 591 
the stirred tank. Deviation of TKE and EDR between different angles is found to 592 
decrease with addition of disperse phase. Besides, TKE transfer is found consistent 593 
with EDR routine in the process of tip vortices drifting across the impeller region 594 
or periodic and fluctuating turbulent flow in a circulation region. Fully resolved 595 
EDR distribution at the Kolmogorov length scale is extremely challenging due to 596 
the difficulties in distinguishing the EDR estimation accurately. Further work 597 
investigating higher resolution measurements on turbulent flow fields and EDR 598 
estimation is necessary. 599 
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Nomenclature 733 
A Empirical constant in Eq.(21) 
Cs Smagorinsky constant 
D Impeller diameter, m 
fe Correction factor in Eq.(14) 
H Tank height, m 
Hul, Hll Upper and lower limit in Y axils 
IA Interrogation area, m2 
k Turbulent kinetic energy at each grid, m2 s-2 
k  Mean turbulent kinetic energy at each grid, m2 s-2 
k  Mean turbulent kinetic energy at fixed region, m2 s-2 
16k , 32k  
Mean turbulent kinetic energy at fixed region estimated with 
16×16 pixels2 and 32×32 pixels2, respectively, m2 s-2 
L Integral length scale, m 
N Rotation speed, s-1 
P Power input, W 
Po Power number 
Rul, Rll Upper and lower limit in X axils 
Re Reynolds number 
'
ijs  Strain rate tensors in Eq.(17) 
T Tank diameter, m 
U Instantaneous velocity, m s-1 
u  Time mean velocity, m s-1 
u' Time fluctuating components of the velocity, m s-1 
u , v , w  Root mean square of the fluctuating velocity, m s-1 
up Periodic velocity component of the angle-resolved velocity, m s-1 
u" Fluctuating components of the angle-resolved velocity, m s-1 
V Volume of the fluid in Eq.(13), m3 
kV  Coefficient of variation of turbulent kinetic energy in Eq.(25) 
V  Coefficient of variation of energy dissipation rate in Eq.(27) 
x, y, z Axial coordinates 
Greek letters 
  Constant 
,i j  General variable at each grid in Eq.(24) 
  Mean values of general variable at each grid in Eq.(24) 
23 
 
  Side length of interrogation window, m 
k  Increment degree of turbulent kinetic energy 
  Increment degree of energy dissipation rate 
ε Energy dissipation rate at each grid, m2 s-3 
  Mean energy dissipation rate at each grid, m2 s-3 
T  Mean energy dissipation rate in Eq.(13), m2 s-3 
  Mean energy dissipation rate at fixed region, m2 s-3 
16 , 32  
Mean energy dissipation rate at fixed region, estimated with 
16×16 pixels2 and 32×32 pixels2, respectively, m2 s-3 
  Modified Kolmogorov length in Eq.(15), m 
   Resolved angle 
k  Kolmogorov length scale, m 
  Dynamic viscosity, N s m-2 
  Kinematic viscosity, m2 s-1 
  Density, kg m-3 
k  Standard deviation of turbulent kinetic energy in Eq.(25) 
  Standard deviation of energy dissipation rate in Eq.(27) 
  Dispersed volume fraction 
ij  SGS stress tensor 
i  General variable in Eq.(23) 
  Mean value of general variable in Eq.(23) 
Subscripts 
c Continuous phase 
d Dispersed phase 
DA By dimensional analysis 
DE By direct evaluation 
i, j Tensor indices 
m Mixing phase 
MDE By modified direct evaluation 
RMS Root mean square 
SGS Using Smagorinsky sub-grid scale 
Abbreviations 
PIV Particle image velocimetry 
TKE Turbulent kinetic energy 
EDR Energy dissipation rate 
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 736 
(a) 737 
 738 
(b) 739 
Fig. 1 Schematic map of experiments system :(a) stirred tank geometry;  740 
(b) PIV measuring method. 741 
25 
 
 742 
(a)                  (b)                 (c) 743 
 744 
(d)                  (e)                  (f) 745 
Fig. 2 Angle-resolved TKE distribution of 0° at different dispersion fractions  746 
with 32×32 pixels2: (a) 0% (pure oil phase); (b) 0.2%; (c) 0.5%; (d) 0.7%; (e)  747 
1.0%; (f) 1.3%. 748 
 749 
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 750 
                    (a)                  (b)                 (c) 751 
 752 
                (d)                   (e)                 (f) 753 
Fig. 3 Angle-resolved TKE distribution of 45° at different dispersion fractions 754 
with 32×32 pixels2: (a) 0% (pure oil phase); (b) 0.2%; (c) 0.5%; (d) 0.7%; (e) 755 
1.0%; (f) 1.3%. 756 
 757 
 758 
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(a)                  (b)                (c) 759 
 760 
(d)                  (e)                 (f) 761 
Fig. 4 Mean TKE distribution at different dispersion fractions with 32×32 pixels2: 762 
(a) 0% (pure oil phase); (b) 0.2%; (c) 0.5%; (d) 0.7%; (e) 1.0%; (f) 1.3%. 763 
   764 
                   (a)                  (b)                  (c) 765 
 766 
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                (d)                  (e)                   (f) 767 
Fig. 5 Angle-resolved EDR distribution of 0°at different dispersion fractions   768 
      with 32×32 pixels2: (a) 0% (pure oil phase); (b) 0.2%; (c) 0.5%; (d) 0.7%;  769 
      (e) 1.0%; (f) 1.3%. 770 
 771 
     (a)                 (b)                  (c) 772 
 773 
                 (d)                 (e)                (f) 774 
Fig. 6 Angle-resolved EDR distribution of 45°at different dispersion fractions 775 
       with 32×32 pixels2: (a) 0% (pure oil phase); (b) 0.2%; (c) 0.5%; (d) 0.7%;  776 
(e) 1.0%; (f) 1.3%. 777 
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 778 
                 (a)                   (b)                  (c) 779 
 780 
 781 
                 (d)                 (e)                (f) 782 
Fig. 7 Angle-resolved mean EDR distribution at different dispersion fractions  783 
       with 32×32 pixels2: (a) 0% (pure oil phase); (b) 0.2%; (c) 0.5%; (d) 0.7%;  784 
(e) 1.0%; (f) 1.3%. 785 
 786 
 787 
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32×32 pixels2         16×16 pixels2             32×32 pixels2        16×16 pixels2 788 
(a) pure oil phase             (b) 0.5% dispersed system 789 
Fig. 8 Comparison of mean TKE distribution between different spatial resolutions 790 
 791 
 792 
32×32 pixels2         16×16 pixels2          32×32 pixels2        16×16 pixels2 793 
(a) pure oil phase            (b) 0.5% dispersed system 794 
Fig. 9 Comparison of mean EDR distribution between different spatial 795 
resolutions with DE method. 796 
 797 
 798 
(a) 0°        (b) 22.5°          (c) 45°       (d) 67.5° 799 
Fig. 10 Angle-resolved TKE distribution at different angles relative to the 800 
impeller blade in pure oil phase (32×32 pixels2). 801 
 802 
 803 
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(a) 0°         (b) 22.5°         (c) 45°       (d) 67.5° 804 
Fig. 11 Angle-resolved TKE distribution at different angles relative to the 805 
impeller blade in 0.5% dispersion (32×32 pixels2).    806 
 807 
 808 
(a) 0°        (b) 22.5°          (c) 45°        (d) 67.5° 809 
Fig. 12 Angle-resolved TKE distribution at different angles relative to the 810 
impeller blade in 1.0% dispersion (32×32 pixels2).    811 
 812 
 813 
(a) 0°         (b) 22.5°          (c) 45°       (d) 67.5° 814 
Fig. 13 Angle-resolved EDR estimated by DE method at different angles relative 815 
to the impeller blade in pure oil phase (32×32 pixels2). 816 
 817 
 818 
(a) 0°         (b) 22.5°          (c) 45°        (d) 67.5° 819 
Fig. 14 Angle-resolved EDR estimated by DE method at different angles relative 820 
32 
 
to the impeller blade in 0.5% dispersion (32×32 pixels2). 821 
 822 
 823 
(a) 0°             (b) 22.5°          (c) 45°          (d) 67.5° 824 
Fig. 15 Angle-resolved EDR estimated by DE method at different angles relative 825 
to the impeller blade in 1.0% dispersion (32×32 pixels2). 826 
 827 
 828 
(a)            (b)               (c)           (d) 829 
Fig. 16 Comparison of mean EDR of single oil phase using different estimation 830 
methods with 32×32 pixels2: (a) DE; (b) LES; (c) MDE; (d) DA. 831 
 832 
 833 
               (a)            (b)             (c)             (d)   834 
Fig. 17 Comparison of mean EDR of 0.5% dispersed system using different 835 
estimation methods with 32×32 pixels2 : (a) DE; (b) LES; (c) MDE; (d) DA. 836 
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 837 
               (a)            (b)             (c)              (d)   838 
Fig. 18 Comparison of mean EDR of 1.0% dispersed system using different 839 
estimation methods with 32×32 pixels2 : (a) DE; (b) LES; (c) MDE; (d) DA. 840 
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Table.1 Physical properties of experimental fluids  843 
 Exxsol D130 Glycerol solution 80 wt.% in 20% water 
Density (kgm-3) 824 1205 
Viscosity (mPa·s) 5.0 47 
Refractive index 1.45 1.45 
 844 
Table.2 Angle averaged mean TKE values of different dispersion at impeller region, 845 
circulation region and full region. 846 
TKE(m2 s-2) Impeller region Circulation region Full region 
pure 0.0178 0.0031 0.0054 
0.2% 0.0198(1.11 times to pure) 0.0034(1.10) 0.0060(1.11) 
0.5% 0.0199(1.11) 0.0039(1.26) 0.0064(1.19) 
0.7% 0.0197(1.11) 0.0050(1.61) 0.0073(1.35) 
1.0% 0.0191(1.07) 0.0056(1.81) 0.0078(1.44) 
1.3% 0.0223(1.25) 0.0071(2.29) 0.0095(1.76) 
Average(0.2-1.3%) 0.0202(1.13) 0.0050(1.61) 0.0074(1.37) 
E.G. (1.11 times to pure) indicates the mean TKE of 0.2% dispersion divided by the mean TKE 847 
of pure system 848 
 849 
Table.3 Angle averaged mean EDR values of different dispersions at impeller 850 
region, circulation region and full region. 851 
EDR(m2 s-3) Impeller region Circulation region Full region 
pure 0.4198 0.0517 0.1096 
0.2% 0.5144(1.23 times to pure) 0.0812(1.57) 0.1493(1.36) 
0.5% 0.5213(1.24) 0.1082(2.09) 0.1731(1.58) 
0.7% 0.5313(1.27) 0.1434(2.77) 0.2044(1.86) 
1.0% 0.508(1.21) 0.1721(3.33) 0.2249(2.05) 
1.3% 0.6609(1.57) 0.3107(6.01) 0.3658(3.34) 
Average(0.2-1.3%) 0.5472(1.30) 0.1631(3.15) 0.2235(2.04) 
 852 
Table.4 Angle averaged mean TKE values estimated from different spatial 853 
resolutions at full region. 854 
TKE ( m2 s-2) 32×32 pixels2 16×16 pixels2 increment k  
pure 0.0054 0.0098 81% 
0.5% 0.0064 0.0171 166% 
1% 0.0078 0.0271 249% 
 855 
Table.5 Angle averaged mean EDR values with DE method estimated from different 856 
spatial resolutions at full region. 857 
EDR ( m2 s-3) 32×32 pixels2 16×16 pixels2 increment   
35 
 
pure 0.1096 1.2878 1075% 
0.5% 0.1731 3.2773 1793% 
1% 0.2249 5.6432 2409% 
 858 
Table.6 Angle averaged mean TKE values of full region at different measuring 859 
angles. 860 
TKE( m2 s-2) pure 0.2% 0.5% 0.7% 1.0% 1.3% 
Angle1 0.0094 0.0109 0.0113 0.0116 0.0124 0.0143 
Angle2 0.0068 0.0079 0.0079 0.0109 0.0110 0.0142 
Angle3 0.0029 0.0028 0.0032 0.0035 0.0037 0.0045 
Angle4 0.0026 0.0025 0.0033 0.0033 0.0040 0.0050 
Average 0.0054 0.0060 0.0064 0.0073 0.0078 0.0095 
Standard deviation 0.0028 0.0035 0.0034 0.0039 0.0039 0.0047 
Coefficient of Variation 52% 58% 53% 54% 51% 50% 
 861 
Table.7 Angle averaged mean EDR values at full region with different measuring 862 
angles 863 
EDR( m2 s-3) pure 0.2% 0.5% 0.7% 1.0% 1.3% 
Angle1 0.1766 0.2823 0.3301 0.3693 0.3909 0.4917 
Angle2 0.1464 0.2079 0.2035 0.2620 0.2571 0.6296 
Angle3 0.0629 0.0550 0.0654 0.0851 0.1134 0.1465 
Angle4 0.0525 0.0519 0.0934 0.1012 0.1382 0.1952 
Average 0.1096 0.1493 0.1731 0.2044 0.2249 0.3658 
Standard deviation 0.0531 0.0994 0.1043 0.1177 0.1101 0.2016 
Coefficient of Variation 48% 67% 60% 58% 49% 55% 
 864 
Table.8 Angle averaged mean EDR values with different methods at full region. 865 
EDR( m2 s-3) DE LES(times to DE) MDE(times to DE) DA(times to DE) 
pure 0.1096 0.0531(0.48) 0.1752(1.60) 0.1606(1.47) 
0.2% 0.1493 0.0790(0.53) 0.2478(1.66) 0.2239(1.50) 
0.5% 0.1731 0.0873(0.50) 0.3064(1.77) 0.2499(1.44) 
0.7% 0.2044 0.1034(0.50) 0.3561(1.74) 0.3038(1.49) 
1.0% 0.2249 0.1033(0.46) 0.3536(1.57) 0.2436(1.08) 
1.3% 0.3658 0.2126(0.58) 0.6442(1.76) 0.4551(1.24) 
Average times 1.00 0.51 1.68 1.37 
 866 
Table.9 Angle averaged mean EDR values with different methods at impeller 867 
region. 868 
EDR( m2 s-3) DE LES(times to DE) MDE(times to DE) DA(times to DE) 
pure 0.4198 0.2819(0.67) 0.6824(1.63) 0.7854(1.87) 
0.2% 0.5144 0.3799(0.74) 0.8615(1.67) 1.0102(1.96) 
0.5% 0.5213 0.3754(0.72) 0.9188(1.76) 1.0623(2.04) 
36 
 
0.7% 0.5313 0.3821(0.72) 0.9449(1.78) 1.1573(2.18) 
1.0% 0.5080 0.3299(0.65) 0.8082(1.59) 0.7820(1.54) 
1.3% 0.6609 0.4832(0.73) 1.1562(1.75) 1.1366(1.72) 
Average times 1.00 0.71 1.70 1.89 
 869 
Table.10 Angle averaged mean EDR values with different methods at circulation 870 
region. 871 
EDR ( m2 s-3) DE LES(times to DE) MDE(times to DE) DA(times to DE) 
pure 0.0517 0.0104(0.20) 0.0805(1.56) 0.0441(0.85) 
0.2% 0.0812 0.0229(0.28) 0.1334(1.62) 0.0772(0.95) 
0.5% 0.1082 0.0336(0.31) 0.1921(1.77) 0.0984(0.91) 
0.7% 0.1434 0.0514(0.36) 0.2463(1.72) 0.1446(1.00) 
1.0% 0.1721 0.0610(0.35) 0.2688(1.56) 0.1432(0.83) 
1.3% 0.3107 0.1621(0.52) 0.5487(1.77) 0.3280(1.06) 
Average times 1.00 0.34 1.67 0.93 
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