Abstract. In this paper we consider a resonance problem driven by a non-local integrodifferential operator L K with homogeneous Dirichlet boundary conditions. This problem has a variational structure and we find a solution for it using the Saddle Point Theorem. We prove this result for a general integrodifferential operator of fractional type and from this, as a particular case, we derive an existence theorem for the following fractional Laplacian equation
Introduction
Nonlinear elliptic problems modeled by −∆u = λu + f (x, u) in Ω u = 0 on ∂Ω, (1.1)
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A. Fiscella et al. where Ω ⊂ R n , n > 2, is an open bounded set, λ is a positive 1 parameter and the perturbation f is a function satisfying different growth conditions (asymptotically linear, superlinear, subcritical or critical, for instance), were widely studied in the literature (see, for instance, [1, 4, 10, 19, 21] and references therein).
In some recent papers these problems were treated in a non-local setting: in this framework see, for instance, [8] for the asymptotically linear case, [5, 12, 15] for subcritical nonlinearities and [2, 6, 11, 13, 16, 17, 20] for the critical case.
Aim of this paper is to consider the non-local version of problem (1.1) in the case when the perturbation f : Ω × R → R is a function such that
• f ∈ C(Ω × R, R);
(1.2)
• there exists a constant M > 0 such that |f (x, t)| M for any (x, t) ∈ Ω × R; (1.3)
• F (x, t) = To be precise, in this paper we deal with the following problem 5) where s ∈ (0, 1) is fixed, n > 2s, Ω ⊂ R n is an open bounded set with Lipschitz boundary and a : Ω → R is such that a is a positive Lipschitz continuous function in Ω.
( 1.6) Finally L K is the non-local operator defined as follows
u(x + y) + u(x − y) − 2u(x) K(y) dy, x ∈ R n , (1.7)
where K : R n \ {0} → (0, +∞) is a function with the properties that
• mK ∈ L 1 (R n ), where m(x) = min{|x| 2 , 1} ; (1.8)
• ∃ θ > 0 such that K(x) θ|x| −(n+2s) for any x ∈ R n \ {0} ; (1.9) • K(x) = K(−x) for any x ∈ R n \ {0}.
(1.10)
A typical example for K is given by K(x) = |x| −(n+2s) . In this case problem (1.5) becomes (−∆) s u = λa(x)u + f (x, u) in Ω u = 0 in R n \ Ω, (1.11) where (−∆) s is the fractional Laplace operator which (up to a principal value and normalization factors) may be defined as
−(−∆)
s u(x) = R n u(x + y) + u(x − y) − 2u(x) |y| n+2s dy for x ∈ R n . We refer to [7, 18] and references therein for further details on the fractional Laplacian.
One of the motivations for studying (1.11) (and, more generally, (1.5)) is trying to extend some important results, which are well known for the classical case of the Laplacian −∆ (see, e.g., [10, Chapter 4 and Theorem 4.12]), to a non-local setting.
The conditions we consider on a and f are classical in the nonlinear analysis (see, e.g., conditions (p1), (p2) and (p7) in [10, Theorem 4.12] ) and, roughly speaking, they state that problem (1.5) is a suitable perturbation from the following non-homogenous eigenvalue problem
We recall that there exists a non-decreasing sequence of positive eigenvalues λ k for which (1.12) admits non-trivial solutions. We will study problem (1.12) in Subsection 2.2. Finally, note that, thanks to (1.4), the nonlinearity f cannot be the trivial function. As a model for f we can take the functions
with b ∈ Lip(Ω) and b > 0 in Ω. In the first case u ≡ 0 does not solve (1.5), while in the second one the trivial function is a solution of (1.5). In general, the function u ≡ 0 in R n is a solution of problem (1.5) if and only if f (·, 0) = 0. This is an important difference with respect to the other works in the subject, such as [11] [12] [13] [15] [16] [17] , where the trivial function is always a solution.
The aim of this paper is to find solutions for (1.5) via variational methods. For this, firstly we need the weak formulation of (1.5), which is given by the following problem (for this, it is worth to assume (1.10))
Here the functional space X denotes the linear space of Lebesgue measurable functions from R n to R such that the restriction to Ω of any function g in X belongs to L 2 (Ω) and
where CΩ := R n \ Ω. Moreover,
We remark that X and X 0 are non-empty since C Working in X 0 allows us to encode the Dirichlet datum u = 0 in R n \ Ω in the weak formulation.
The main result of the present paper can be stated as follows: Theorem 1.1. Let s ∈ (0, 1), n > 2s and Ω be an open bounded subset of R n with Lipschitz boundary. Let K : R n \ {0} → (0, +∞) be a function satisfying (1.8)-(1.10) and let f : Ω × R → R and a : Ω → R be two functions verifying (1.2)-(1.4) and (1.6), respectively. Moreover, assume that λ is an eigenvalue of the non-homogeneous linear problem in (1.12). Then, problem (1.5) admits a solution u ∈ X 0 .
In the classical case of the Laplacian −∆ the counterpart of Theorem 1.1 is given in [10, Theorem 4.12] : in this sense Theorem 1.1 may be seen as the natural extension of classical results to the non-local fractional setting.
The strategy for proving Theorem 1.1 is based on the fact that problem (1.13) can be seen as the Euler-Lagrange equation of a suitable functional (see (4.1)). Hence, the solutions of (1.13) can be found as critical points of this functional: at this purpose, along the paper, we will exploit the Saddle Point Theorem by Rabinowitz (see [9, 10] ). This paper is organized as follows. In Section 2 we will give some notations and we will recall some basic facts on the spectral theory for the operator −L K , while in Section 3 we will state and prove some technical lemmas useful along the paper. Finally, in Section 4 we will prove Theorem 1.1 by making use of the classical Saddle Point Theorem.
2. Some preliminary facts 2.1. Notations. In the sequel the spaces X and X 0 (whose definitions were recalled in the Introduction) will be endowed, respectively, with the norms defined as
and
2) the integral on Q can be extended to all R 2n . Moreover, the norm on X 0 given in (2.2) is equivalent to the usual one defined in (2.1), by [12, Lemmas 6 and 7] .
With the norm given in (2.2), X 0 is a Hilbert space with scalar product defined as
For this see [12, Lemma 7] . For further details on X and X 0 and also for their properties we refer to [12, 15] . Note that, since a ∈ L ∞ (Ω) by (1.6), all the embeddings properties of X 0 into the usual Lebesgue space
In the following we will denote by H s (Ω) the usual fractional Sobolev space endowed with the norm (the so-called Gagliardo norm)
We remark that, even in the model case in which K(x) = |x| −(n+2s) , the norms in (2.1) and (2.4) are not the same, because Ω × Ω is strictly contained in Q.
For further details on the fractional Sobolev spaces we refer to [7] and to the references therein.
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2.
2. An eigenvalue problem. This subsection is devoted to the study of the non-homogeneous eigenvalue problem (1.12). More precisely, we consider the weak formulation of (1.12), which consists in the following eigenvalue problem
We recall that λ ∈ R is an eigenvalue of problem (2.5) provided there exists a non-trivial solution u ∈ X 0 of problem (2.5) and, in this case, any solution will be called an eigenfunction corresponding to the eigenvalue λ.
For the proof of the next result we refer to [15, Proposition 9 and Appendix A], where the problem (2.5) with a ≡ 1 was considered (the case of a ≡ 1 can be proved similarly, just replacing the classical space
Proposition 2.1. Let s ∈ (0, 1), n > 2s, Ω be an open bounded subset of R n and let K : R n \ {0} → (0, +∞) be a function satisfying assumptions (1.8)-(1.10). Moreover, let a : Ω → R be a function verifying (1.6). Then, (i) problem (2.5) admits an eigenvalue λ 1 which is positive and that can be characterized as follows
or, equivalently,
where
-norm with respect to the measure µ(x) = a(x)dx; (ii) there exists a non-negative function e 1 ∈ X 0 , which is an eigenfunction corresponding to λ 1 , attaining the minimum in (2.6), that is e 1 L 2 (Ω, µ) = 1 and
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and λ k → +∞ as k → +∞.
Moreover, for any k ∈ N the eigenvalues can be characterized as follows:
8)
(v) for any k ∈ N there exists a function e k+1 ∈ P k+1 , which is an eigenfunction corresponding to λ k+1 , attaining the minimum in (2.8), that is e k+1 L 2 (Ω, µ) = 1 and
(vi) the sequence {e k } k∈N of eigenfunctions corresponding to λ k is an orthonormal basis of L 2 (Ω, µ) and an orthogonal basis of X 0 ; (vii) each eigenvalue λ k has finite multiplicity; more precisely, if λ k is such that
for some h ∈ N 0 , then the set of all the eigenfunctions corresponding to λ k agrees with span {e k , . . . , e k+h } .
In particular, Proposition 2.1 gives a variational characterization of the eigenvalues λ k of −L K (see formulas (2.6) and (2.8)). Another interesting characterization of the eigenvalues is given in the next result. For the proof we refer to [11, Proposition 2.3] , where the case a ≡ 1 was treated (again, the case of a ≡ 1 can be proved likewise). Proposition 2.2. Let λ k k∈N be the sequence of the eigenvalues given in Proposition 2.1 and let e k k∈N be the corresponding sequence of eigenfunctions. Then, for any k ∈ N the eigenvalues can be characterized as follows:
We conclude this subsection with some notation. In what follows, without loss of generality, we will fix λ = λ k with k ∈ N such that λ k < λ k+1 and we will denote by H k the linear subspace of X 0 generated by the first k eigenfunctions of −L K , i.e.
while P k+1 will be the space defined in (2.9). Here e j and λ j , j ∈ N, are the eigenfunctions and the eigenvalues of −L K , as defined in Proposition 2.1.
It is immediate to observe that P k+1 = H ⊥ k with respect to the scalar product in X 0 defined as in formula (2.3). Thus, since X 0 is a Hilbert space (see [12, Lemma 7] and (2.3)), we can write it as a direct sum as follows
Moreover, since {e 1 , . . . , e k , . . . } is an orthogonal basis of X 0 , it follows that
Also we will set
(2.10)
Note that with this notation, if u ∈ H k , then we can write it as
Some technical lemmas
In this section we prove some technical lemmas, which will be useful in order to apply the Saddle Point Theorem to problem (1.13).
Lemma 3.1. Let K : R n \ {0} → (0, +∞) satisfy assumptions (1.8)-(1.10) and let a : Ω → R verify (1.6). Then, for any u ∈ P k+1
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Proof. If u ≡ 0, then the assertion is trivial. Now, let u ∈ P k+1 \ {0}. By the variational characterization of λ k+1 given in (2.8) we get that
As a consequence of this and taking into account that λ k is positive (since λ k λ 1 > 0), we obtain
concluding the proof.
Note that, if λ k = λ k+1 , then Lemma 3.1 is trivial. The interesting case is when λ k < λ k+1 .
Lemma 3.2. Let K : R n \ {0} → (0, +∞) satisfy assumptions (1.8)-(1.10) and let a : Ω → R verify (1.6). Then, there exists a positive constant M * , depending on k, such that
Proof. Of course, if u ≡ 0, then the assertion is trivial. Hence, assume that u ∈ H k \ {0}. Let h ∈ N be the multiplicity of λ k (h is finite thanks to Proposition 2.1(vii), that is suppose that
With this notation, u can be written as follows
Notice that u 0 is a linear combination of eigenfunctions corresponding to the same eigenvalue λ k−h = · · · = λ k , hence it is also an eigenfunction corresponding to λ k . Hence, by (2.5), u
Also, u − and u 0 are orthogonal both in X 0 and in L 2 (Ω, µ), therefore
Now, note that u − ∈ E − k = span {e 1 , . . . , e k−h−1 }. Hence, by this and Proposition 2.2 we get u
Finally, (3.2) and (3.3) yield
which gives the desired assertion with M * :=
thanks to (3.1).
Finally, in the next two results we discuss some properties of the function F defined as in (1.4). Proof. Using the definition of F and (1.3), it is easy to see that
so that, by Hölder inequality and [12, Lemma 8] we get
for all u ∈ X 0 , where M is a positive constant depending on Ω. Hence, the assertion is proved.
Proof. We argue by contradiction and suppose that there exists a positive constant C and a sequence u j ∈ E 0 k such that
Furthermore, recalling [12, Lemma 8] ,
and, by applying [3, Theorem IV.9], up to a subsequence (still denoted by v j ) 
for any x ∈ Ω. Hence, by (3.10) and (3.11) we can conclude that
which implies (3.9).
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As a consequence of (3.9), we may define
Notice that ω * 0 and F (x, t) −ω * for any x ∈ Ω and any t ∈ R. Now, we fix h > 0 and set Ω j, h = {x ∈ Ω : |t j v j (x)| h}. Thus, we get
(3.12)
Since v ≡ 0, there exists a set Ω with Ω > 0 and a constant δ > 0 such that |v(x)| δ a.e. x ∈ Ω . Then, by (3.7) and Egorov Theorem, there exists a measurable set Ω * ⊆ Ω such that |Ω * | 1 2
|Ω | > 0 and the limit in (3.7) is uniform in Ω * . In particular, if j is large enough,
and therefore |v j (x)| 3δ 4
a.e. x ∈ Ω * . So, by (3.4), for h fixed above there exists j h such that |t j v j (x)| h for any j j h and a.e. x ∈ Ω * . As a consequence of this, we have that Ω * ⊆ Ω j, h for j j h . Finally, by (3.5) and (3.12), we have
for j j h . Passing to the limit as h → +∞ and taking into account (3.8), we get a contradiction. This proves the assertion.
Main result of the paper
This section is devoted to the proof of Theorem 1.1, which is the main result of the present paper. At this purpose, first of all we observe that problem (1.13) has a variational structure, indeed it is the Euler-Lagrange equation of the functional J : X 0 → R defined as follows
where F was introduced in (1.4). Note that the functional J is Fréchet differentiable in u ∈ X 0 and for any ϕ ∈ X 0
Thus, critical points of J are weak solutions to problem (1.5). In order to find these critical points, in the sequel we will apply the Saddle Point Theorem by Rabinowitz (see [9, 10] ). For this, as usual for minimax theorems, we have to check that the functional J has a particular geometric structure (as stated, in our case, in conditions (I 3 ) and (I 4 ) of [10, Theorem 4.6] ) and that it satisfies the Palais-Smale compactness condition (see, for instance, [10, p. 3] ).
4.1. Geometry of the functional J . In this subsection we will prove that the functional J has the geometric features required by the Saddle Point Theorem. 10) . Moreover, let λ = λ k < λ k+1 for some k ∈ N and let f and a be two functions satisfying (1.2)-(1.4) and (1.6) , respectively. Then
Proof. Since u ∈ P k+1 , by Lemmas 3.1 and 3.3 we have
Hence, dividing both the sides of this expression by u 2 X 0 and passing to the limit as u X 0 → +∞, we get (4.2), since λ k < λ k+1 by assumption. Proposition 4.2. Let K : R n \ {0} → (0, +∞) satisfy assumptions (1.8)-(1.10). Moreover, let λ = λ k < λ k+1 for some k ∈ N and let f and a be two functions satisfying (1.2)-(1.4) and (1.6), respectively. Then
k . Also, J (u) can be written as follows First of all, note that, by (1.3), Hölder inequality and [12, Lemma 8] , it follows that
where M denotes a positive constant depending on Ω. Thus, by (4.3), (4.4) and Lemma 3.2, we get
Beware that the first norm in the right hand side of (4.5) is squared, while the second one is not. Moreover, by orthogonality we have
Then, as u X 0 → +∞, we have that at least one of the two norms, either u and, by Lemma 3.3, Ω F (x, u 0 (x)) dx is also finite. Moreover, by (4.5) and (4.7), we have that J (u) → −∞ as u X 0 → +∞. This completes the proof of Proposition 4.2.
The Palais-Smale condition.
In this subsection we discuss a compactness property for the functional J , given by the Palais-Smale condition.
First of all, as usual when using variational methods, we prove the boundedness of a Palais-Smale sequence for J . We say that u j is a Palais-Smale sequence for J at level c ∈ R if
hold true.
Proposition 4.3. Let K : R n \ {0} → (0, +∞) satisfy assumptions (1.8)-(1.10). Moreover, assume that λ = λ k < λ k+1 for some k ∈ N and let f and a be two functions satisfying (1.2)-(1.4) and (1.6), respectively. Finally, let c ∈ R and let u j be a sequence in X 0 verifying (4.8) and (4.9). Then, the sequence u j is bounded in X 0 .
Proof. Let u j = u First of all, by (4.9), for large j, we get 
Now, by Lemma 3.1 (applied with u = u + j ∈ P k+1 ) and (4.10)-(4.12) we get
which shows that the sequence u + j is bounded in X 0 . Moreover, again by (4.10)-(4.12) and Lemma 3.2 (applied to u It remains to show that the sequence u 0 j is bounded in X 0 . At this purpose, we point out that u 0 j ∈ E 0 k and so, by (2.10), u 0 j is an eigenfunctions corresponding to λ k . Accordingly, by (2.5),
Therefore, by (4.8), (4.13) and orthogonality, we see that
(4.14)
By [12, Lemma 8] and the Hölder inequality we get that there exists a positive constant C, possibly depending on Ω, such that
2C, (4.15) and
f (x, t)dt dx Now it remains to check the validity of the Palais-Smale condition, that is we have to show that every Palais-Smale sequence u j for J at level c ∈ R strongly converges in X 0 , up to a subsequence. This will be done in the next result.
Proposition 4.4. Let K : R n \{0} → (0, +∞) satisfy assumptions (1.8)-(1.10). Moreover, assume that λ = λ k < λ k+1 for some k ∈ N and let f and a be two functions satisfying (1.2)-(1.4) and (1.6), respectively. Let u j be a sequence in X 0 satisfying (4.8) and (4.9). Then, there exists u ∞ ∈ X 0 such that u j strongly converges to some u ∞ in X 0 .
Proof. Since, by Proposition 4.3, u j is bounded in X 0 and X 0 is a reflexive space (being a Hilbert space, by [12, Lemma 7] ), up to a subsequence, there exists u ∞ ∈ X 0 such that u j converges to u ∞ weakly in X 0 , that is 
