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A monolayer of molecules or quantum dots sandwiched between electrodes can be driven out of
equilibrium by the application of a bias voltage between the electrodes. We study charge ordering,
i.e., the spontaneous formation of a charge density wave, and the perpendicular current in such
a system within a master-equation approach augmented by mean-field and classical Monte Carlo
methods. Our approach is suitable for weak tunneling between the monolayer and the electrodes.
For a square lattice with nearest-neighbor Coulomb repulsion, we present a comprehensive study of
the zero-temperature phases controlled by the on-site energy, the bias voltage, and the degeneracy
of the occupied single-site state. One of the most interesting results is the prediction of a conducting
charge-density-wave phase that only occurs at a finite bias voltage. We also study the universality
classes of the phase transitions towards charge-ordered states at zero and nonzero temperatures.
While all transitions at T > 0 and some at T = 0 belong to the two-dimensional Ising universality
class, we also find an absorbing-to-active phase transition in the Z2 symmetric directed percolation
(DP2) class at T = 0.
PACS numbers: 73.63.-b, 73.23.Hk, 05.70.Ln, 05.50.+q
I. INTRODUCTION
Layers of quantum dots or single molecules sandwiched
between conducting electrodes form promising systems
for applications as well as for fundamental research. For
the past 20 years, experimentalists have investigated the
perpendicular current through self-organized layers of
quantum dots in semiconductor systems [1–12]. These
quantum-dot arrays were strongly disordered, though.
Molecular layers offer at least two advantages: cer-
tain molecules readily form highly ordered self-assembled
monolayers on semiconducting or metallic substrates [13–
18] and individual molecules are, in principle, identi-
cal. On the other hand, it has proven to be difficult
to fabricate a reliable second (top) contact. Novel meth-
ods, such as low-energy, indirect-path thermal evapora-
tion [19], rolled-up nanomembranes [20–23] lift-off–float-
on techniques [24–26], nanotransfer printing [27, 28], and
transfer of multilayer graphene [29] have been used to
create reasonably homogeneous top contacts to molec-
ular layers. Controlled contacts are a prerequisite for
the application of molecular monolayers in electronic de-
vices. Such applications are driven, on the one hand, by
the trend to further miniaturization, and, on the other,
by the possibility to functionalize the molecules [30].
Layers of molecules or quantum dots in sandwich struc-
tures also constitute model systems for non-equilibrium
statistical physics: a bias voltage applied to the elec-
trodes drives the system out of equilibrium. For time-
independent bias, the system approaches a stationary
state, which is characterized by a stationary current in
the direction perpendicular to the monolayer. For non-
interacting quantum dots or molecules, the individual
entities conduct independently and the theoretical de-
scription can fall back on transport theory for single dots
or molecules [31, 32]. The case of interacting dots or
molecules is much more interesting in that it combines in-
teractions with driving. Such a system can show sponta-
neous symmetry breaking, begging the questions whether
the corresponding phase transitions belong to a univer-
sality class that is known from equilibrium physics or to
a genuinely non-equilibrium one [33–36].
In this paper, we study a relatively simple model in
this class, namely, a square array of sites that are either
empty or singly occupied due to a high charging energy
and that interact through nearest-neighbor Coulomb re-
pulsion. We allow for arbitrary (spin or orbital) degen-
eracy of the occupied states. The system is sandwiched
between electrodes under an applied bias voltage. As
we shall see, this non-equilibrium situation can induce
spontaneous breaking of translational symmetry [34] by
the formation of a charge density wave with ordering
vector (pi, pi), in which the two checkerboard sublattices
have different average occupation. We employ a mean-
field approximation in the framework of rate equations to
obtain an overview of the possible phases, and classical
non-equilibrium Monte Carlo simulations as an unbiased
method to study them in more detail.
Our model is similar to the one studied by Kießlich et
al. [37] and by Wetzler et al. [38], but their systems were
relatively small or disordered. Their focus was on small
arrays of quantum dots in semiconductor heterostruc-
tures, while we are interested in the statistical physics
of clean systems in the thermodynamic limit. Leijnse
[39] has more recently studied a square array without
degeneracy. This work did not address the possibility of
charge ordering and did not employ Monte Carlo simu-
lations. A two-dimensional (2D) layer with interactions
and hopping was studied within a Keldysh approach by
Mitra et al. [40]. Their interest was in ferromagnetic or-
der in the 2D layer and in the universality class of the
non-equilibrium, voltage-driven phase transition.
The structure of this paper is as follows: In Sec. II,
we define the model and methods. Section III gives a
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2Figure 1. (Color online) Sketch of the model system, a square-
lattice monolayer of quantum dots or molecules sandwiched
between two conducting electrodes. A bias voltage V is ap-
plied between the electrodes.
comprehensive discussion of the phases and phase tran-
sitions at zero temperature. Section IV presents results
for nonzero temperatures. We give a summary in Sec. V.
II. MODEL AND METHODS
Our model consists of a 2D square lattice of quantum
dots or molecules sandwiched between two conducting
electrodes, as sketched in Fig. 1. The Hamiltonian H =
Hleads +Hlayer +Htun consists of the three terms
Hlayer = Ed
∑
iσ
nˆiσ +
U0
2
∑
i
∑
σ 6=σ′
nˆiσnˆiσ′
+ U1
∑
〈ij〉
∑
σσ′
nˆiσnˆjσ′ , (1)
Hleads =
∑
αkσ
(εk − µα) a†αkσaαkσ, (2)
Htun =
∑
kσiα
tkiα a
†
αkσciσ + H.c., (3)
where Ed is the single-particle energy of the individual
dots or molecules, U0 is the on-site Coulomb interaction,
U1 is the nearest-neighbor Coulomb interaction, εk is the
dispersion of electrons in the electrodes, µα is the chemi-
cal potential in electrode α = 1, 2, and tkiα is the tunnel-
ing amplitude between the electrodes and the monolayer.
For simplicity, the tunneling amplitude t˜ ≡ tkiα and the
density of states of the electrodes are assumed to be con-
stant. ciσ is the electronic annihilation operator for a
state in the monolayer at site i with quantum numbers
σ, which could include the spin but, importantly, may
also include an orbital index, and nˆiσ ≡ c†iσciσ is the
corresponding number operator. aαkσ is the annihilation
operator for a state with spin σ and momentum k in elec-
trode α. We use U1 as our unit of energy and measure
Ed relative to the chemical potential in equilibrium. We
consider the limit U0 →∞ so that each site can only be
empty or singly occupied. The voltage drop is assumed
to be symmetric and the applied bias voltage is given by
eV = µ1 − µ2.
The Hamiltonian for the layer, Eq. (1), does not con-
tain intralayer hopping. For quantum dots, this situation
is easily realized by making the separation between dots
sufficiently large. On the other hand, molecular layers
are typically closely packed. It is nevertheless possible to
reduce the overlap between the relevant orbitals of neigh-
boring molecules by choosing appropriate side groups.
In the absence of wave-function overlap and tunneling
within the layer, the exchange interaction between dif-
ferent sites also vanishes and we are left with the direct
Coulomb interaction in Eq. (1). The spin thus only enters
by causing a twofold degeneracy. From a theoretical per-
spective, inclusion of intralayer hopping would transform
the system into an extended Hubbard model out of equi-
librium, a much more difficult problem. The methods we
will discuss below rely on the decomposition of the many-
particle dynamics into single-site processes (coupled by
their dependence on the occupation of neighboring sites).
This would not be possible in the presence of intralayer
hopping, which would instead require us to consider the
many-body eigenstates of an extended Hubbard model.
The degeneracy of the occupied states, i.e., the num-
ber of possible realizations of an occupied site, is denoted
by G, while we assume the unoccupied state to be non-
degenerate. Hence, for L2 lattice sites (L is the linear
size of the system), there are (G + 1)L
2
possible many-
particle states. It is, however, advantageous to view the
G occupied states as a single one and include the degen-
eracy factor G explicitly in the equations. The case of a
single orbital per site, spin 1/2, and vanishing magnetic
field corresponds to G = 2. A strong magnetic field that
shifts one spin orientation up to high energies would lead
to G = 1. Orbital degeneracies and effective degenera-
cies due to vibrational modes [41–43] and local magnetic
moments can result in larger values of G. Degeneracies
of both the occupied and the unoccupied states are easily
included and lead to the same results, except for overall
constant factors, where G is now the ratio of the degen-
eracies of occupied and unoccupied states. A degeneracy
of what we call the unoccupied state is naturally realized
if the transition is not between an empty and a singly oc-
cupied orbital but between a singly occupied and a dou-
bly occupied orbital. We conclude that it is meaningful
to allow G to take any positive real value.
A. Master equation
For weak tunneling to the electrodes but strong in-
teractions U0 and U1, the master-equation formalism is
most suitable [31, 32, 44, 45]. The master equation is
the equation of motion for the reduced density operator
of the monolayer, ρred = Trleads ρ, where ρ is the density
operator of the whole system. In the limit of weak tunnel-
ing, a perturbative expansion in the tunneling amplitude
t˜ can be employed. The sequential-tunneling approxima-
tion is obtained by truncating this expansion after the
second order. Furthermore, we make the standard as-
sumption that the monolayer and the electrodes are in
a product state with the electrodes in separate equilib-
3rium at an early time ti → −∞. By suitably organizing
the expansion (or, alternatively, by a Markov assump-
tion), we can make the resulting master equation local in
time [44, 45]. The result is the Wangsness-Bloch-Redfield
master equation [46–48],
dρred
dt
=− i [Hlayer, ρred(t)]
−
∫ ∞
0
dτ Trleads
[
Htun,
[
e−i(Hlayer+Hleads)τ
×Htunei(Hlayer+Hleads)τ , ρred(t)⊗ ρ0leads
]]
, (4)
where ρ0leads describes the initial equilibrium state of the
electrodes and we have set ~ = 1. We focus on the sta-
tionary state, which is obtained by setting dρred/dt = 0.
The result is a linear algebraic equation for ρred.
We employ the basis of occupation-number states in
real space, i.e., of eigenstates of all number operators nˆiσ.
The corresponding eigenvalues are denoted by niσ = 0, 1.
These states are also eigenstates of Hlayer. In this work,
we assume that the stationary reduced density operator
ρred is diagonal in this basis, i.e., we will neglect all co-
herences. In the following, we discuss the conditions for
this assumption to be valid.
First of all, coherences |a〉〈b| between states with dif-
ferent total particle numbers Na, Nb dephase nearly in-
stantaneously due to superselection rules [49–51]. Such
coherences are also seen to decouple from the diagonal
components of ρred (i.e., the probabilities) and from the
coherences between states with the same total particle
number in Eq. (4). Coherences of the latter type do cou-
ple to the diagonal components and are generated with
time even if they are not present in the initial state. The
relevant processes involve the tunneling of an electron out
of site i of the molecular layer into a typically adjacent
site i′ in electrode α and then back out of a site j′ in
the electrode into site j in the molecular layer (or in the
opposite temporal order). Mathematically, they are con-
trolled by the lesser and greater Green functions of lead
electrons, which appear in the integral term of the master
equation (4) [45]. In a clean system, the Green functions
for states close to the chemical potential decay in real
space as sin kF r
′/kF r′, where r′ is the distance between
points i′ and j′ in the electrode. This means that the
terms generating non-local coherences are small if the
distance between neighboring molecules—or more pre-
cisely between the points in the electrodes connected to
neighboring molecules by tunneling—is large compared
to the Fermi wavelength λF = 2pi/kF in the electrodes.
Moreover, in the presence of disorder in the leads, the
Green functions are additionally cut off at the scale of the
mean free path l. We conclude that non-local coherences
can be neglected if the separation between neighboring
molecules is large compared to the Fermi wavelength or
to the mean free path in the electrodes.
This leaves the possibility of coherences between states
that only differ by the local quantum numbers σ. Let us
first consider the case that σ in Eq. (1) only refers to the
z -component of the real spin. It is easy to check that
coherences between spin states decouple from the diago-
nal components if the full Hamiltonian H conserves spin.
This means that such coherences are not generated if they
are not present in the initial state and, moreover, decay
to zero if there is any arbitrarily weak spin relaxation.
This conclusion carries over to the case with σ contain-
ing additional (orbital) degrees of freedom: coherences
can be neglected if H conserves the full set of quantum
numbers σ. This for example applies to a model involv-
ing molecules with px and py (or dxz and dyz) orbitals
where the interface is the xy plane. Tunneling only oc-
curs to lead orbitals with the same mirror symmetries
with regard to the xz and yz planes so that the pseudo-
spin distinguishing between the two orbitals is conserved,
in addition to the real spin.
If coherences are neglected, the master equation simpli-
fies to rate equations for the probabilities Pa ≡ 〈a |ρred| a〉
of the many-body states |a〉 of the monolayer:
d
dt
Pf =
∑
i
(Ri→fPi −Rf→iPf ) . (5)
In the sequential-tunneling approximation, the rates take
the form [45, 52, 53]
Ri→f =
∑
α
Rαi→f , (6)
with
Rαi→f =
t˜ 2D
h
∑
j
(
G |c†j |2if fα(Ed + zjU1)
+ |cj |2if
[
1− fα(−Ed − zjU1)
])
=
t˜ 2D
h
∑
j
(
G |c†j |2if + |cj |2if
)
fα(Ed + zjU1), (7)
where D is the density of states per electrode and spin,
fα(x) ≡ f(x − µα) is the Fermi function f(x), and
|c†j |2if ≡ |〈f |c†j |i〉|2. We have dropped the index σ be-
cause the rates do not depend on it and the degeneracy
G is already included explicitly in the in-tunneling rates.
Furthermore, we have used that sequential tunneling only
connects many-body states |i〉, |f〉 that differ by a sin-
gle electron at a single site j and only depends on the
local energy contributions Ed and zjU1, where zj is the
number of occupied sites neighboring j.
It is easy to check that in the case of V = 0, i.e.,
for µ1 = µ2, the rates Ri→f satisfy detailed balance so
that the system relaxes into its equilibrium state at the
temperature of the electrodes. For G = 1 and V = 0, our
system is equivalent to an Ising model in equilibrium.
The role of the Ising magnetic field is played by the on-
site energy Ed. The degeneracy G can be absorbed into
this magnetic field as a temperature-dependent term, as
we discuss below.
4Our model satisfies a particle-hole symmetry. The
symmetry operation consists of interchanging in-tunne-
ling and out-tunneling processes and mapping the on-site
energy according to Ed → −4U1 − Ed. For G 6= 1, the
degeneracy of the unoccupied state becomes G after the
mapping. At the level of the rate equations, this is equiv-
alent to setting the degeneracy of the occupied state to
1/G and multiplying t˜ 2D/h by G.
The staggered magnetization of an antiferromagnetic
Ising model maps to 〈nA − nB〉, where nA and nB are
the occupation numbers of any site on the checkerboard
sublattices A and B, respectively. The brackets 〈· · ·〉
denote the statistical average, over space and time, in the
stationary state. Due to U0 →∞, we have 0 ≤ 〈nA,B〉 ≤
1. We call 〈nA − nB〉 the checkerboard order parameter
from now on. The corresponding susceptibility χ is
χ ≡ 〈(nA − nB)2〉− 〈nA − nB〉2 . (8)
Furthermore, we denote the total electron number in the
molecular layer by N , the number of nearest-neighbor
bonds of type X ∈ {00, 01, 10, 11}, corresponding to
empty-empty, empty-occupied, etc., by NX , and the as-
sociated concentrations by n = N/L2 and nX = NX/L
2.
Lastly, the average current per site from the monolayer
into the electrode α is given by
〈Iα〉 = e
L2
∑
if
(Nf −Ni)Rαi→fPi, (9)
where Ni (Nf ) is the total electron number in the mono-
layer in the initial (final) state.
B. Mean-field approximation versus Monte Carlo
simulations
We solve the rate equations (5) employing two comple-
mentary methods. First, we apply a mean-field approx-
imation at the level of probabilities (mean-field master
equation, MFME). Specifically, we trace out all sites ex-
cept for a single site j in the rate equations (5). The
resulting probability for site j having the occupation
number nj = 0, 1 is P
j
nj ≡
∑
{ni=0,1|i 6=j} P~n, where
~n = (n1, . . . , nL2) represents a many-body state of the
whole layer in the occupation-number basis. The rate
equations then take the form dP jnj/dt = F (P~n), where
the right-hand side still depends on the full configura-
tion. The main approximation then consists of the prod-
uct ansatz P~n =
∏
j P
j
nj in F . This approximation leads
to coupled equations for the single-site probabilities P jnj
for all sites j. Using P j0 + P
j
1 = 1, these are L
2 inde-
pendent probabilities. To simplify the problem further,
we only consider specific spatial variations of the proba-
bilities P jnj . Since we are interested in checkerboard or-
der, we assume P jnj to be the same for all j on the same
checkerboard sublattice A or B, i.e., P jnj = P
A
nA for j ∈ A
and P jnj = P
B
nB for j ∈ B. This only permits uniform
and checkerboard-ordered solutions, where the uniform
state corresponds to PAn = P
B
n . Since P
s
0 + P
s
1 = 1 for
s = A,B, we have now reduced the problem to finding
two unknowns PA1 and P
B
1 . The product ansatz consti-
tutes a mean-field-type approximation since it replaces
the spatial correlations included in P~n by much sim-
pler ones that only depend on the averaged occupation
on each sublattice. This approximation goes beyond a
Hartree approximation, which would replace the nearest-
neighbor Coulomb interaction by the interaction with the
average charge density. Here, we retain the information
that the sites are always either occupied or unoccupied.
The resulting equation of motion for the probability
of a site on sublattice s = A,B, here denoted as site 0,
having the occupation n0 reads as
dP sn0
dt
=
∑
n1,...,n4
(
R|n¯0,z0〉→|n0,z0〉P
s
n¯0
−R|n0,z0〉→|n¯0,z0〉P sn0
)
P s¯n1 · · ·P s¯n4 . (10)
In deriving this equation, we have used that under se-
quential tunneling only the occupation number of a sin-
gle site changes. The transition rate for this process
depends on whether an electron tunnels in or out and
on the number of occupied neighboring sites. We can
thus parametrize the rates R|n0,z0〉→|n¯0,z0〉 by the initial
and final occupation numbers, n0 and n¯0 ≡ 1 − n0, re-
spectively, and the number z0 ≡
∑4
i=1 ni of occupied
neighboring sites on the square lattice, enumerated by
i. In Eq. (10), s¯ = B,A for sublattice s = A,B since
the neighboring sites are always on the other sublattice.
Here and in the following, we use |nj , zj〉 as a short-hand
notation for the full many-body state |n1, n2, . . .〉, which
highlights the quantities that affect the sequential tun-
neling at site j. Stationary states are fixed points, which
are obtained by setting the time derivatives to zero. We
solve the equations numerically, discarding any unstable
fixed points. We note that this procedure is different
from the one used in Ref. [39], which is formulated in
terms of the conditional occupation probabilities of the
sites, depending on the occupation of their neighbors.
Second and foremost, we use Monte Carlo simula-
tions. While they are numerically more expensive, they
have the advantage of being free from approximations
beyond those made in the derivation of the sequential-
tunneling rate equations (5), apart from finite-size effects.
Moreover, the solutions are not restricted to uniform or
checkerboard order. As the system size is finite, we have
to evaluate the average 〈|nA − nB |〉 instead of 〈nA − nB〉.
We consider linear system sizes L between 16 and 16 384
and periodic boundary conditions.
The straightforward algorithm for local updates is the
following: Randomly choose a site j. If this site is ini-
tially occupied (unoccupied) the only possible transition
is to the unoccupied (occupied) state. Calculate the
rate Rj ≡ Ri→f for this transition from Eqs. (6)) and
(7); the result depends on the occupations of the neigh-
boring sites. Accept the transition with the probability
5Ri→f/max(R), where max(R) = 2Gt˜ 2D/h is the maxi-
mum possible rate.
This algorithm is highly inefficient if the rate Rj cho-
sen as described above often turns out to be small com-
pared to max(R) since then many Monte Carlo steps
are rejected. Hence, we instead employ the rejection-
free update scheme described in the following. First,
note that there are only 10 distinct local updates in
sequential tunneling, which are enumerated by the ini-
tial occupation nj = 0, 1 and the number of occupied
neighbors, zj = 0, . . . , 4. We first randomly select one
of the 10 update types with the proper branching frac-
tion R˜nj ,zj/
∑
nk,zk
R˜nk,zk , which is determined from the
total rates of processes of each of the types, R˜nj ,zj ≡
R|nj ,zj〉→|n¯j ,zj〉
∑
p δnp,njδzp,zj , where p enumerates the
sites of the system. These quantities are easily updated
in each Monte Carlo step. Then we randomly choose a
site with occupation nj and zj occupied neighbors. This
step is rejection free since the program keeps lists of all
sites that are in each of the 10 states |nj , zj〉. Lastly,
we update this site and advance the simulation time by
the average waiting time 1/
∑
nk,zk
R˜nk,zk [54]. This al-
gorithm is related to the one introduced by Bortz et al.
[55] and independently by Gillespie [56], and further im-
proved by Schulze [57]. We measure all times in units
of t0 ≡ h/(t˜ 2D), which is the average waiting time be-
tween two tunneling events at a single site if the transi-
tion is inside the bias window and T = 0 and G = 1. To
our knowledge, more efficient update algorithms, such as
cluster updates [58, 59], do not exist for the rates in Eq.
(6), which do not satisfy detailed balance.
III. RESULTS FOR ZERO TEMPERATURE
In the limit of zero temperature, the Fermi distribution
becomes a step function and thus the rates change dis-
continuously. Consequently, the stationary state is the
same for all values of Ed and eV within each of the re-
gions defined in Fig. 2. This allows us to give a complete
discussion of all possible stationary states. The regions
are labeled by the numbers of transition energies below
the chemical potentials of the two electrodes. As an ex-
ample, Fig. 3 shows the relevant energies for the region
(4, 1): four transitions lie below the chemical potential of
the top electrode but only one transition lies below the
chemical potential of the bottom electrode.
To get an overview, we present in Fig. 4 the MFME
phase diagram for the case G = 2. We find all pos-
sible combinations of phases with and without checker-
board charge order and with and without a charge cur-
rent through the monolayer. In the presence of checker-
board order, the MFME has two stationary solutions,
which are related by interchanging the two sublattices. In
the region labeled “coexistence,” the stationary MFME
has both checkerboard blocked and uniform conducting
solutions. In the following, we discuss each phase based
on rigorous results and Monte Carlo simulations.
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Figure 2. (Color online) Crossings of the transition energies
of the square-lattice monolayer and the chemical potentials of
the electrodes, as functions of the on-site energy Ed and the
bias voltage V . In the limit T → 0, the transition rates Ri→f
are constant within each region. The labels (m,n) specify the
numbers of transition energies below the chemical potentials,
m for the top electrode 1 and n for the bottom electrode 2.
E
top
eV/2
bottom
−eV/2
|0, 0〉 → |1, 0〉
|0, 1〉 → |1, 1〉
|0, 2〉 → |1, 2〉
|0, 3〉 → |1, 3〉
|0, 4〉 → |1, 4〉
E = 0
Ed
Figure 3. Sketch of the chemical potentials and the transi-
tion energies for in-tunneling processes for the region (4, 1) of
Fig. 2. |nj , zj〉 denotes a many-particle state for which the
site j involved in the tunneling has occupation number nj
and zj occupied neighbors (all other occupation numbers are
irrelevant for this process and are suppressed).
A. Uniform conducting phase at large bias
For fixed on-site energy Ed and sufficiently high bias
voltage V , the system is always in the region (5, 0) (see
Fig. 2). In this regime, an analytical solution of the rate
equations (5) is possible. Since the in-tunneling and out-
tunneling rates are independent of the occupation num-
bers of the neighboring sites, the dynamics of the indi-
vidual sites is decoupled. In the stationary state, the
probabilities of a site j being occupied or unoccupied are
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Figure 4. (Color online) Phase diagram obtained from the
MFME for a monolayer with degeneracy G = 2 and tempera-
ture T = 0. The phases for negative bias voltage, eV/U1 < 0,
are the mirror image of the phases shown. The terms “uni-
form” and “checkerboard” refer to the checkerboard order
parameter 〈nA − nB〉, where nA and nB are the occupation
numbers per site on sublattices A and B, respectively. This
order parameter is zero (nonzero) in the uniform (checker-
board) phases. The term “conducting” (“blocked”) charac-
terizes phases that carry (do not carry) a current through the
monolayer. In the region labeled “coexistence,” checkerboard
blocked and uniform conducting stationary states coexist.
P (nj = 0) = 1/(G + 1) and P (nj = 1) = G/(G + 1),
respectively. These are the same values one finds for the
equilibrium (V = 0) state in the limit T → ∞. The av-
erage current per site is
〈
I1
〉
= eDt˜ 2G/h(G + 1). The
system is clearly in the uniform conducting phase. The
solution of the rate equations (5) is given by the product
of the aforementioned single-site probabilities since the
sites are decoupled.
B. Quasi-equilibrium, blocked phases
All regions connected to the zero-bias line, i.e., the
regions (m,m) and (m+ 1,m) in Fig. 2, can be mapped
onto an equilibrium Ising-type model with degeneracy G
of one of the states and an applied magnetic field, as we
show in the following. The equilibrium Ising model with
G = 1 has of course been investigated thoroughly [60–
62]. The mapping between our monolayer Hamiltonian
and the Ising Hamiltonian
HIsing = −J
∑
〈ij〉
SiSj −B
∑
i
Si (11)
reads as
Si = 2ni − 1 = ±1, (12)
J = −U1/4, (13)
B = −Ed/2− U1. (14)
The state Si = +1 has degeneracy G.
We first consider the regions (m,m), which contain
parts of the line eV/U1 = 0. Recall that the T = 0 sta-
tionary state is the same throughout each region. It is
thus sufficient to investigate the case eV/U1 = 0, which
corresponds to the model in equilibrium, in the limit
T → 0. But this state is just the ground state of HIsing.
For Ed/U1 < −4, this is the fully occupied state. For
−4 < Ed/U1 < 0, there are two degenerate ground states
with checkerboard charge order with one sublattice oc-
cupied and the other unoccupied. Finally, for Ed/U1 > 0
the ground state is completely empty. The degeneracy
G is irrelevant in these cases since the energy of the mi-
crostates does not depend on it. The corresponding cur-
rents [Eq. (9)] vanish in all these regions since all transi-
tion rates out of the respective ground states go to zero
for T → 0 [63].
Next, we turn to the regions (m + 1,m), which touch
the line eV/U1 = 0 at a single point. While the sta-
tionary state is still the same throughout each of these
regions, the equilibrium state now lies at a corner of
the region, which may be distinct from its interior.
These corner points at V = 0 have fine-tuned values of
Ed/U1 = −4,−3,−2,−1, 0 (see Fig. 2), and correspond
to one transition energy being resonant with the chemi-
cal potential, which is the same for both electrodes. One
can see from Eq. (7) that the rates in the interior, i.e., for
V 6= 0, and at the corner, i.e., for V = 0, have the same
limit for T → 0. This result relies on the symmetric cou-
pling to the electrodes: for V = 0, the Fermi functions
involving the resonant transition approach 1/2 for both
electrodes in the limit T → 0, whereas for V 6= 0, one
of them approaches unity and the other zero. Since for
symmetric coupling only their sum enters, the results are
the same. For the regions (2, 1), (3, 2), and (4, 3), the
stationary states are thus identical to the ground states
for fine-tuned on-site energies Ed/U1 = −1, −2, and −3,
respectively. However, these ground states are not dif-
ferent from the rest of the range −4 < Ed/U1 < 0: they
are the two states with checkerboard order. The current
again vanishes, by the same argument as above. The
regions (1, 0) and (5, 4) are special in that their corner
points at V = 0 lie right on the transition between dif-
ferent ground states. We will investigate these cases in
Sec. III C.
In summary, in the regions (1, 1), (2, 1), (2, 2), (3, 2),
(3, 3), (4, 3), and (4, 4) we find checkerboard charge or-
der and vanishing current, in agreement with the MFME
phase diagram in Fig. 4. This phase can be understood in
terms of Coulomb blockade due to the nearest-neighbor
repulsion U1. In the region (5, 5), the sites are fully oc-
cupied and the current vanishes. This is the Coulomb-
blockade regime due to the on-site repulsion U0. Finally,
7in the region (0, 0) we find an empty lattice and vanishing
current.
C. Degeneracy-driven phase transitions in the
conducting phases
We now consider the regions (1, 0), (2, 0), (3, 0), and
(4, 0) and their particle-hole-symmetry partners (5, 4),
(5, 3), (5, 2), and (5, 1) in Fig. 2. The regions (1, 0) and
(5, 4) are interesting since the discussion in Sec. III B
suggests that their stationary states inherit properties
from an equilibrium Ising model fine tuned to its critical
point. Moreover, for the region (1, 0) [as well as (2, 0)]
the MFME for G = 2 predicts a state with checkerboard
charge order that is nevertheless conducting (see Fig. 4).
On the other hand, the state in region (5, 4) is uniform
and conducting, according to the MFME. Since the re-
gion (5, 4) with degeneracy G is equivalent to the region
(1, 0) with degeneracy 1/G by a particle-hole transforma-
tion, the MFME results imply the existence of a phase
transition between uniform and checkerboard states as
a function of G. Indeed, by determining the stationary
state of the MFME for various G, we find the critical
degeneracy Gc ≈ 1.054. It is then interesting to charac-
terize this phase transition without making a mean-field
approximation. In particular, we want to determine its
universality class.
Before turning to the simulations, we first present an
analytical estimate for the critical degeneracy Gc for the
region (1, 0). The critical value for the region (5, 4) is
then just 1/Gc. As noted in Sec. III B, in the limit T → 0
the rates in the interior of region (1, 0) are the same as
at the corner point eV/U1 = 0, Ed/U1 = 0. The critical
value Gc can be related to the critical magnetic field Bc
of an antiferromagnetic Ising model. We set kB = 1
and consider the partition function Z =
∑
aG
Nae−Ea/T ,
where Ea is the energy of microstate |a〉 and Na is the
number of occupied sites in this microstate. The energy
is given by Ea = NaEd + ZaU1, where Za is the number
N11 of bonds between two occupied neighboring sites in
microstate |a〉. The partition function can be written as
Z =
∑
a
exp
(
−Na (Ed − T lnG) + ZaU1
T
)
. (15)
According to Eq. (14), the Ising magnetic field is now
B = −(Ed − T lnG)/2 − U1. At the corner point of the
region (1, 0), we have Ed = 0. The equivalent Ising model
shows a phase transition between checkerboard and uni-
form order as a function of magnetic field. The critical
field |B| = Bc is determined by the temperature T and
the coupling constant J = −U1/4. Taking into account
that B is negative for small T , we can then write the
critical degeneracy as
Gc(Ed, U1, T ) = exp
(−2Bc(U1, T ) + 2U1
T
)
. (16)
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Figure 5. (Color online) Monte Carlo results for (a) the
checkerboard order parameter 〈|nA − nB |〉 to the power 8 and
(b) the corresponding susceptibility to the power −4/7 as
functions of the degeneracy G of the occupied states. The
values eV/U1 = 1, 3, 5 correspond to the regions (1, 0), (2, 0),
and (3, 0) in Fig. 2, respectively. The remaining parameters
are T/U1 = Ed/U1 = 0 and L = 64. The results are consistent
with the 2D Ising universality class.
This expression is exact but, to the best of our knowl-
edge, the analytical form of the function Bc is not known
[61, 64]. The conjectured low-temperature expansion
proposed by Mu¨ller-Hartmann and Zittartz [61], Bc ∼=
4|J | − T ln 2 = U1 − T ln 2, gives limT→0Gc = e2 ln 2 = 4.
The above discussion is based on the mapping to an
equilibrium Ising model. This is not possible for the re-
gions (2, 0) and (3, 0), which should, however, be phys-
ically similar to (1, 0) since all out-tunneling transitions
are energetically possible while only some in-tunneling
transitions are allowed. [The region (4, 0) will be dis-
cussed below.] We have performed Monte Carlo simula-
tions to study the degeneracy-driven transition in these
regions. Figure 5 shows the checkerboard order parame-
ter raised to the power 8 and the corresponding suscep-
tibility to the power −4/7. For all three regions (1, 0),
(2, 0), and (3, 0), we find a transition to checkerboard or-
der for increasing degeneracy G. The critical degeneracy
8Gc ≈ 3.6 for the region (1, 0) is slightly smaller than the
value of Gc ≈ 4 based on the low-temperature expansion
of Ref. [61]. On the other hand, the MFME prediction,
Gc ≈ 1.054, is clearly much too small. Indeed, for the
case of G = 2 with pure spin degeneracy, our simulations
do not find checkerboard order in any conducting region,
in contrast to the MFME phase diagram in Fig. 4.
Figure 5 shows some finite-size effects, in particular in
the susceptibility. Nevertheless, the transitions in the re-
gions (1, 0), (2, 0), and (3, 0) are consistent with critical
exponents of 1/8 for the order parameter and −4/7 for
the susceptibility, respectively, and thus with 2D Ising
critical behavior [60]. The non-equilibrium transition is
indeed expected to belong to the classical 2D Ising uni-
versality class based on the arguments of Ref. [40]: in-
tegrating out the microscopic degrees of freedom, one
obtains a description in terms of a classical field cou-
pled to noise. Generically, the spectrum of this noise is
nonzero in the zero-frequency limit, which corresponds to
the Ising universality class (“model A” in the terminol-
ogy of Hohenberg and Halperin [33]). Newer works show
that this is indeed true for a scalar (Ising) model, such as
ours, but not for multi-component order parameters [65].
Moreover, Gc increases with increasing bias voltage V ,
i.e., from region (1, 0) to (2, 0) and even more to (3, 0).
This dependence can be understood as follows: for a per-
fect checkerboard-ordered state, a current flows through
the occupied sublattice, as the out-tunneling transition
is in the bias window. In contrast, the in-tunneling tran-
sition needed to fill a site on the empty sublattice, i.e.,
to create an occupied defect, is forbidden, except when
there are enough empty defects at the surrounding sites
on the occupied sublattice. Raising the bias voltage low-
ers the required number of empty defects and thus makes
it easier to destroy the checkerboard order. On the other
hand, raising G increases the in-tunneling rate for filling
an empty site, i.e., for removing an empty defect, which
stabilizes the order [66].
In the region (4, 0), checkerboard order is even more
strongly destabilized than in the previous cases since an
occupied defect on the empty sublattice is possible as
soon as one empty defect on the occupied sublattice ex-
ists. Furthermore, the average concentration of empty
defects on the occupied sublattice is high since the out-
tunneling transition is in the bias window. This con-
centration is suppressed by a large G but at the same
time the creation rate for occupied defects neighboring
an empty defect is enhanced. The latter effect evidently
prevents charge order even at large G. Our simulations
do not show any sign of a transition for G up to 108.
The regions (5, 4), (5, 3), (5, 2), and (5, 1) are related to
the regions (1, 0), (2, 0), (3, 0), and (4, 0), respectively, by
interchanging empty and occupied states and replacing G
by 1/G. This means that degeneracy-driven transitions
in regions (5, 4), (5, 3), and (5, 2) take place at critical
values Gc < 1, which correspond to higher degeneracy
of the empty state compared to the occupied state of a
single site (see the discussion of G in Sec. II).
D. Absorbing phase transitions
We now turn to the three diamond-shaped regions
highest in the bias voltage, i.e., regions (3, 1), its particle-
hole-symmetry partner (4, 2), and (4, 1) in Fig. 2. In
all three and indeed in all regions (m,n) with m < 5
and n > 0, the rates for the transitions |1, 0〉 → |0, 0〉
and |0, 4〉 → |1, 4〉 both vanish (for the notation |nj , zj〉,
see Fig. 3). Consequently, there are no allowed transi-
tions out of the perfect checkerboard states. This is the
defining property of absorbing states [35, 36]. Absorb-
ing states are necessarily stationary, but for an infinite
system it is possible that the stationary state approached
from nearly all (namely, all except for a fraction that van-
ishes in the thermodynamic limit) initial states is not one
of the absorbing states. Such a non-absorbing stationary
state is called active. If an active state only exists in
part of the parameter range, then an absorbing-to-active
phase transition has to occur [35, 36].
Our Monte Carlo simulations suggest that the sta-
tionary state in regions (3, 1) and (4, 2) is an absorbing
checkerboard state for G = 1 but is a uniform, and thus
active, state in the region (4, 1). However, the results
have to be analyzed with care since for any finite sys-
tem the simulation will eventually end up in one of the
absorbing states, possibly after a very long time.
To check that the regions really lie on different sides of
an absorbing phase transition, it is desirably to tune con-
tinuously through the purported transition. In addition,
this would allow us to determine its universality class.
However, the naive idea of fixing the temperature T to a
small nonzero value and tuning the bias voltage V does
not work since at T > 0 the transitions out of the per-
fect checkerboard states occur with nonzero rates so that
these states are no longer absorbing. Instead, we define
∆V ≡ V −Vc, where Vc is a bias voltage on the boundary
between the regions (4, 1) and (3, 1) for a suitably chosen
Ed. The boundary between regions (4, 1) and (4, 2) is
analogous. The rates R|0,4〉→|1,4〉 and R|1,0〉→|0,0〉, which
make the checkerboard state non-absorbing, are then pro-
portional to the Fermi function f(U1 +∆V ). These rates
are tuned to zero by letting T → 0. On the other hand,
the rates R|0,1〉→|1,1〉 and R|1,1〉→|0,1〉 are proportional to
f(∆V ) and are kept constant by taking ∆V → 0 while
keeping ∆V/T fixed.
Now, being able to tune our system continuously by
changing ∆V/T , we use a dynamical-scaling analysis [35,
67–70] to clarify the occurring phases and transitions.
Two standard critical exponents of an absorbing phase
transition are defined by the scaling relations [35, 70]
Psurv ∼ t−δ, (17)
ρact ≡ n00 + n11 ∼ tΘ (18)
for large times t. They pertain to a system prepared in an
initial state that differs from an absorbing (checkerboard)
states by a localized defect. Psurv is the survival proba-
bility, i.e., the probability that the system does not reach
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Figure 6. (Color online) Survival probability Psurv multiplied
by t/t0 vs. time t/t0 in (a) single- and (b) double-logarithmic
plots. The results have been obtained from Monte Carlo sim-
ulations for G = 1 and various values of ∆V/T (see text),
starting with a single site deviating from the checkerboard
state. The unit of time is t0 ≡ h/(t˜ 2D).
an absorbing state until the time t, and ρact = n00 + n11
is the density of active sites [35], which in our model cor-
respond to empty-empty and occupied-occupied nearest-
neighbor bonds. Note that both exponents are free from
finite-size effects since in our simulations the lattice was
always larger than any grown cluster of active sites.
We concentrate on simulations for G = 1. Figure 6
shows results for Psurv. Since the exponent δ is close
to unity, we have plotted Psurv multiplied by t/t0. Fig-
ure 7 shows results for ρact = n00 + n11. We find a
clear transition at ∆V/T ≈ −3.49 that agrees with the
2D Z2 symmetric directed-percolation universality class
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Figure 7. (Color online) Concentration of active bonds vs.
time t/t0 in (a) single- and (b) double-logarithmic plots. The
results have been obtained from Monte Carlo simulations for
G = 1 and various values of ∆V/T (see text), starting with a
single site deviating from the checkerboard state.
(DP2) [35, 71, 72]. Dornic et al. [73] conjecture that
there is a mapping between the DP2 universality class
and a generalized voter model. The latter has an upper
critical dimension of two so that one expects mean-field
exponents δ = 1 and Θ = 0 with logarithmic corrections
[71, 72]. Previous work supports either mean-field behav-
ior with logarithmic corrections or exponents rather close
to the mean-field ones [71, 72], where the best estimate
is δ = 0.900(15) and Θ = −0.100(25) [71].
While our focus is not on this debate, we briefly com-
ment on the critical behavior. If Psurv followed mean-
field scaling with logarithmic corrections, Fig. 6(a) would
show a straight line for large t, at the critical value of
∆V/T . If Psurv instead satisfied the power law Eq. (17),
Fig. 6(b) would show a straight line. Similarly, Fig. 7(a)
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[Fig. 7(b)] would show a straight line at the critical ∆V/T
if n00 + n11 showed mean-field scaling with logarithmic
corrections (power-law scaling). While tPsurv in Fig. 6
appears to depend logarithmically on t for small t [note
the straight line in Fig. 7(a)], Psurv crosses over to pure
mean-field scaling with exponent δ = 1 and without loga-
rithmic corrections for t/t0 & 104 (horizontal line in both
panels for ∆V/T = −3.4910625). On the other hand, the
scaling of n00 + n11 shown in Fig. 7 does not clearly dis-
criminate between the two scaling forms. The data for
∆V/T = −3.4910625 are not consistent with the mean-
field exponent Θ = 0 without logarithmic corrections,
i.e., with n00 +n11 = const, for t/t0 > 10
5, unlike in Fig.
6. We suggest that either the large-t scaling regime has
not been reached in our simulations or the corrections
are more complicated than a simple logarithm ln(t/t0).
To check the DP2 universality further, we have investi-
gated the time evolution of the concentration ρact = n00+
n11 of active sites, i.e., of empty-empty and occupied-
occupied bonds, when we start from a completely empty
or completely occupied lattice, in which all bonds are ac-
tive. In this case, the mean-field plus logarithmic form
of the scaling relation at criticality reads as
n00 + n11 ∼ 1
ln t
, (19)
whereas the power-law form is
n00 + n11 ∼ t−α, (20)
where the best estimate is α = 0.080(4) [71]. Our re-
sults are presented in Fig. 8. Figure 8(a) [8(b)] would
show a straight line at the critical ∆V/T if n00 + n11
satisfied mean-field plus logarithmic (power-law) scaling.
The data agree better with mean-field scaling with log-
arithmic corrections for smaller t but do not exclude a
crossover to power-law scaling at larger times.
In any case, while we cannot resolve the critical be-
havior, the transition between regions (4, 1) and (3, 1)
shows clear characteristics of the 2D DP2 universality
class. This is reasonable since a key feature of DP2 is the
existence of two symmetry-related absorbing states. Our
model obviously has two absorbing checkerboard states
that are related by a lattice translation. The DP2 char-
acter of the transition supports our conclusion that the
system in region (4, 1) is in the active, uniform state,
whereas in region (3, 1) it is in the absorbing, checker-
board state. It is interesting that we find a DP2 transi-
tion in view of the expectation that the non-equilibrium
phase transitions of our model are generically of Ising
type [40, 65]. We conjecture that this is made possible
by the fine tuning inherent in taking ∆V and T to zero
with ∆V/T fixed.
The question arises as to whether the system in the
regions (3, 1), (4, 2), and (4, 1) can be driven across the
DP2 absorbing phase transition by varying G. Increas-
ing G favors occupied over empty sites. We would thus
expect it to destabilize checkerboard order in favor of a
uniform state with occupancy close to unity. Since region
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Figure 8. (Color online) Inverse of the concentration of active
bonds vs. time t/t0 in (a) single- and (b) double-logarithmic
plots. The results have been obtained from Monte Carlo sim-
ulations for G = 1 and L = 8192 and various values of ∆V/T
(see text), starting with an empty lattice, which corresponds
to all bonds being active.
(4, 1) is in the active phase even for G = 1 we do not ex-
pect the active phase to be destroyed for any G. Indeed,
we have not found any sign of checkerboard order for G
values up to 108.
We now turn to the regions (4, 2) and (3, 1), in which
a DP2 transition as a function of G might occur. We
present simulation results for the surviving concentration
n00 +n11 of active bonds for a fully occupied (hence, ac-
tive) starting configuration in Fig. 9. There is no indica-
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Figure 9. (Color online) Concentration of active sites for (a)
region (3, 1) and (b) region (4, 2), from Monte Carlo simu-
lations starting with a fully occupied lattice, for L = 8192,
T/U1 = 0, and various values of G.
tion of a phase transition for G up to 106. Note that the
time evolutions shown in Fig. 9 sometimes get trapped
in a seemingly stationary state with nonzero active sites.
These states consist of an even number of straight do-
main walls of the checkerboard order spanning the finite,
periodic system. These domain walls are very long lived
under local updates since their annihilation requires them
to first deform and reconnect. They clearly would not be
possible in an infinite system. Thus we conclude that
the regions (4, 2) and (3, 1) are in the absorbing phase
for all G. In particular, the coexistence regime found in
the MFME phase diagram in Fig. 4 does not exist, only
the checkerboard blocked phase is stable here. This gen-
eral result is further supported by the power-law decay
of n00 + n11 with time, in the limit of large t but be-
fore finite-size effects occur, with an exponent of approx-
imately 1/2. This behavior was previously interpreted as
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Figure 10. (Color online) Phase diagram obtained from Monte
Carlo simulations for the monolayer with degeneracy G = 2
and temperature T = 0. Compare the MFME phase dia-
gram in Fig. 4. In the region marked “active,” the layer is
in the uniform conducting state even though the two states
with perfect checkerboard charge order (and no current) are
absorbing.
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Figure 11. (Color online) Monte Carlo results for the average
imbalance between the occupation numbers per site on the
two sublattices, 〈|nA − nB |〉, for T = 0, L = 64, and G =
2. In the central region, the system ends up in one of the
two absorbing checkerboard-ordered states so that the order
parameter is exactly 1/2.
being characteristic for the absorbing regime [73].
E. Phase diagram, occupation, and current
In the previous subsections, we have discussed the sta-
tionary state at T = 0 for all the regions in Fig. 2. The
results are summarized in the phase diagram in Fig. 10,
which partially anticipates results for the current that
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Figure 12. (Color online) Monte Carlo results for the average
occupation per site, 〈n〉, for the same parameters as in Fig.
11. The occupation is 0 and 1 in the regions (0, 0) and (5, 5),
respectively, and 1/2 in the checkerboard-ordered region. The
average occupation assumes a non-universal value in the other
regions, which grows for smaller on-site energy Ed and tends
toward G/(G+ 1) = 2/3 for increasing bias voltage V .
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Figure 13. (Color online) Monte Carlo results for the average
current per site through the lead α = 1, Eq. (9), for the
same parameters as in Fig. 11. The current vanishes in the
absorbing phases and grows with the number of transitions in
the bias window, i.e., with the bias voltage V .
are presented below. We mention in passing that, al-
though the simulations are not restricted to uniform and
checkerboard-ordered phases, we did not find any other
type of charge order. One of the most intriguing results
is the possibility of bias-induced charge order : consider
for example an on-site energy Ed > 0. If the degeneracy
G is sufficiently large and we increase the bias voltage
V starting from zero, the system is initially in a uniform
blocked phase with all sites empty. But at eV = 2Ed
it enters a conducting phase with checkerboard charge
order, see Sec. III C. At a higher bias, there is a second
transition towards a uniform conducting phase.
While the applied bias voltage V is easily varied, this
is not the case for the on-site energy Ed. One could,
however, prepare series of devices with different on-site
energies. In molecular monolayers, one can tune Ed by
interchanging side groups, as studied experimentally in
Ref. [74] and theoretically in Ref. [75]. Tuning Ed in
situ is more difficult. Note that tuning Ed and V is
equivalent to changing the potential drops between the
molecules and the two electrodes independently. This
could be done by asymmetrically changing the molecule-
electrode distances: if the molecules are covalently bound
to one electrode but only van der Waals-coupled to the
other, changing the electrode-electrode separation would
have the desired effect. This would of course also change
the tunneling amplitudes.
We now present simulation results for the most relevant
observables in the stationary state for G = 2, correspond-
ing to pure spin degeneracy of the occupied sites. The
average imbalance between the occupation numbers per
site on the two sublattices, 〈|nA − nB |〉, is shown in Fig.
11, the average occupation in Fig. 12, and the average
current in Fig. 13. As discussed before, there is a uni-
form fully occupied phase for Ed/U1 < −4, a correspond-
ing uniform completely empty phase for Ed/U1 > 0, and
a perfectly checkerboard-ordered phase in between. All
of them are blocking the current due to the absence of
allowed transitions in the bias window. For increasing
bias, the monolayer will eventually become conducting
and disordered as more and more transitions enter the
bias window. Note that 〈|nA − nB |〉 is not identically
zero in the conducting phases since the nonzero current
implies fluctuations in the occupation numbers. All three
quantities plotted in Figs. 11–13 clearly show a double-
peaked blocked region resulting from the appearance of
an active phase in region (4, 1) (see Fig. 2). The cur-
rent and the average occupation approach and finally
reach the non-interacting single-site limit as the num-
ber of transitions in the bias window is increased. The
observables are asymmetric in the on-site energy rela-
tive to Ed/U1 = −2 since the degeneracy G = 2 breaks
particle-hole symmetry.
It would be desirable to verify the checkerboard charge
order experimentally. The charge order implies the pres-
ence of two populations of molecules or quantum dots
with distinct average charge, each comprising 50% of
the monolayer. In the blocked phase, charge fluctua-
tions are suppressed. For molecular layers, the resulting
equal distribution of charge states could be seen by opti-
cal spectroscopy, for example, in reflection geometry with
a transparent conductor as top electrode. On the other
hand, in the checkerboard conducting phase, the occupa-
tion number of one population fluctuates due to the cur-
rent, whereas the other is essentially fixed. Spectroscopy
should thus see two charge states but with different prob-
abilities. For a layer of metallic nanoparticles, one could
similarly try to observe the presence of two populations
with distinct surface-plasmon frequencies. A more chal-
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lenging idea is to observe the diffraction pattern due to
the diffraction grating formed by the charge density wave.
IV. RESULTS FOR NONZERO
TEMPERATURES
In this section, we present results for nonzero tempera-
tures. While this is clearly required for comparison with
experiments, the case of T > 0 is less interesting from
the point of view of statistical physics. The nontrivial
DP2 transition found for T = 0 in Sec. III D relies on
the perfect checkerboard states being absorbing, which
is no longer the case for T > 0. Hence, we expect all
(equilibrium and non-equilibrium) phase transitions to
be in the 2D Ising universality class [40]. This also holds
for those transitions that were trivially discontinuous for
T = 0 due to the jump in the Fermi function. At T > 0,
the Fermi functions and consequently the transition rates
Ri→f in Eq. (6) are continuous functions of the parame-
ters Ed/U1, eV/U1, and T/U1.
Figure 14 shows results for the checkerboard order pa-
rameter for a temperature of approximately two thirds
of the Ising critical temperature Tc ≈ 0.567U1 and two
values of G, the particle-hole symmetric case G = 1 and
the large degeneracy G = 20. The observed shrinking of
the regime with checkerboard order compared to T = 0 is
of course expected since higher temperatures allow addi-
tional tunneling processes that tend to destabilize charge
order. For G = 20, the ordered regime is also shifted to
larger Ed, in accordance with the effective on-site energy
Ed − T lnG (see Sec. III C). Interestingly, for this large
value of G, the checkerboard conducting phase is found
to be rather robust against thermal fluctuations.
The character of the phase transitions can obviously
not be inferred from Fig. 14. We exemplarily consider
the transition between checkerboard and uniform phases
driven by the bias voltage V at a fixed on-site energy
Ed and several values of T and G. As in Sec. III C, we
plot the checkerboard order parameter to the power 8
and the corresponding susceptibility to the power −4/7
in Fig. 15. The results are consistent with the 2D Ising
universality class [40, 60, 65].
We finally turn to the checkerboard conducting re-
gions, specifically the region (1, 0), at nonzero temper-
atures. We found in Sec. III C that at T = 0 there is
a transition between uniform and checkerboard-ordered
conducting states as the degeneracy G is increased. For
this, it is important that a checkerboard state cannot be
destroyed by electrons tunneling in to create occupied
defects in the empty sublattice since the corresponding
rate vanishes. This is no longer true for T > 0; for
low temperatures there is now an exponentially small
rate for creating such occupied defects. However, this
in-tunneling rate contains a factor of G so that for in-
creasing G the checkerboard state should eventually be
destabilized in favor of a uniform state with occupancy
close to unity. The same conclusion is reached by con-
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Figure 14. (Color online) Checkerboard order parameter
〈|nA − nB |〉 from Monte Carlo simulations for T/U1 = 0.35
and L = 64. The degeneracy is (a) G = 1 and (b) G = 20.
The dashed lines denote the boundary between the checker-
board ordered and uniform phases for T = 0. Note that even
though the temperature is a sizable fraction of the zero-field
critical temperature of the Ising model, the large degeneracy
in panel (b) still stabilizes the checkerboard conducting phase.
sidering the effective on-site energy Ed − T lnG in the
equivalent Ising model. This expectation is indeed borne
out by the results presented in Fig. 16. We find a reen-
trant transition to the uniform conducting state at large
G, which shifts to smaller G for increasing temperature.
On the other hand, the transition to checkerboard order
at lower G shifts upwards with temperature. Both trends
are consistent with the expectation that higher tempera-
tures disfavor ordering. Above the corresponding critical
temperature of the 2D Ising model, checkerboard order
does not exist for any G. Since Fig. 16 shows results
for V = 0, i.e., in equilibrium, the critical temperature
versus G should map to the critical temperature versus
applied magnetic field for the Ising model. Our simu-
lation results indeed agree well with the conjecture of
Mu¨ller-Hartmann and Zittartz [61].
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Figure 15. (Color online) Monte Carlo results for (a) the
checkerboard order parameter 〈|nA − nB |〉 to the power 8 and
(b) the corresponding susceptibility to the power −4/7 as
functions of the bias voltage V for various values of G and
T . The remaining parameters are Ed/U1 = 2.2 and L = 64.
The results are consistent with the 2D Ising universality class.
V. SUMMARY AND CONCLUSIONS
In summary, we have studied a square lattice of quan-
tum dots or molecules under a bias voltage applied per-
pendicular to the layer. We have assumed infinite on-
site repulsion and finite nearest-neighbor Coulomb inter-
action within the layer, as well as vanishing intralayer
hopping and weak monolayer-electrode hopping. The in-
direct hopping from a site in the monolayer to one of the
electrodes and further to a different site of the monolayer
is assumed to be fully incoherent, which is the case in the
limits of short Fermi wavelength or strong disorder in the
electrodes. By employing Monte Carlo simulations, we
avoid mean-field approximations. The interactions lead
to the appearance of charge-density-wave phases. Apart
from the charge order, the main quantity of interest is
the current perpendicular to the layer.
The resulting zero-temperature phase diagram, Fig.
10, shows blocked phases with vanishing current and
zero, single, or checkerboard-ordered occupancy. The
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Figure 16. (Color online) Phase diagram in the G-T plane
for eV/U1 = Ed/U1 = 0, i.e., in region (1, 0). The crosses
denote the location of the phase transition determined from
the maximum of the susceptibility χ obtained from Monte
Carlo simulations for L = 64. The continuous line is based
on the conjecture for the critical magnetic field in Ref. [61].
latter can be understood as a Coulomb-blockade state
induced by the nearest-neighbor repulsion. These phases
are connected to an equilibrium Ising model at V = 0. At
larger bias voltages, they give way to conducting phases.
Interestingly, it is possible for these phases to possess
checkerboard charge order. This requires a high degen-
eracy G & 3.6 of the occupied single-site states, which
could be realized by combining charge and orbital de-
generacies. The transition between the uniform conduct-
ing phase and the checkerboard conducting phase as a
function of G is in the 2D Ising universality class. The
checkerboard conducting phase only exists out of equi-
librium. In a large parameter range we find a transition
from a uniform blocked phase to a checkerboard conduct-
ing phase at a finite critical bias voltage. This constitutes
an interesting case of bias- or current-induced charge or-
der. Furthermore, there is a region at finite bias volt-
age for which the two symmetry-related blocked checker-
board states are absorbing but the stationary state is
nevertheless conducting and uniform. The presence of
this active phase is evident in the current-voltage char-
acteristics. It is interesting that such an active phase
could be realized in a monolayer under bias, as there are
not many experimental realizations. By judiciously tak-
ing the limit T → 0, we determine the phase transition
between the absorbing and active phases to be in the 2D
DP2 universality class.
The features found at T = 0 are robust for small
nonzero temperatures, except that absorbing states no
longer exist for T > 0 and that, as a consequence, the
absorbing-to-active phase transition transforms into a 2D
Ising transition between checkerboard blocked and uni-
form conducting phases. Apart from this change, the
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ordered phases shrink and, for degeneracies G > 1, shift
to higher on-site energies for increasing temperature.
It would be desirable to extend the underlying dynam-
ics to contain coherences as well as higher-order tunneling
processes such as cotunneling and pair tunneling. Even
in the absence of intralayer hopping, tunneling via the
electrodes can induce coherences between eigenstates of
the local particle numbers, i.e., delocalized charges in
the monolayer. Intralayer hopping of course also favors
delocalization in the monolayer. Higher-order processes
and coherences are required for a study of Kondo-type
effects in tunneling through the layer. Coherent hop-
ping, be it direct or indirect through the electrodes,
would turn the system into a much more difficult ex-
tended Hubbard model out of equilibrium. This would
call for non-equilibrium quantum Monte Carlo simula-
tions, which would suffer from the sign problem. On the
other hand, a higher-order MFME including coherences
seems feasible. In any case, even the quasi-classical model
considered here should be valuable for further studies.
On the one hand, comparison with experiments, for ex-
ample on rolled-up structures, calls for a realistic descrip-
tion of electronic, spin, and vibrational degrees of free-
dom of molecular layers. On the other, further studies of
the considered model might help to constrain the critical
behavior of the 2D DP2 universality class.
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