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Der maximale Lyapunov Exponent




Bewegungsstabilität wird durch die Fähigkeit des neuromuskulären Systems ad-
äquat auf Störungen der Bewegung antworten zu können erreicht. Einschränkungen
der Stabilität werden mit dem Sturzrisiko und einer Vielzahl von Pathologien in
Verbindung gebracht, die schwere Konsequenzen für die Lebensqualität und Kosten
im Gesundheitssystem haben. Nach wie vor wird jedoch über Maße debattiert, mit
denen eine geeignete Bewertung von Stabilität vorgenommen werden kann. Diese
Arbeit behandelt den in den letzten zwei Dekaden populär gewordenen maximalen
Lyapunov Exponenten λmax. Er drückt aus, wie sensitiv das System auf kleine
Störungen eines Zustands reagiert. Eine Zeitreihe wird zunächst mittels zeitver-
setzter Kopien in einen mehrdimensionalen Raum eingebettet (mit Versatz τ und
Dimension d). In dieser rekonstruierten Dynamik berechnet sich λmax als Steigung
der mittleren logarithmischen Divergenz initial naher Punkte und quantifiziert
somit beispielsweise, wie schnell sich zwei bei einer zyklischen Bewegung zeitweise
nahe Bewegungsbahnen voneinander entfernen. Die methodischen Konsequenzen
für die Anwendung dieser Systemtheorie in der Sportwissenschaft sind allerdings
bislang unzureichend beleuchtet.
Der experimentelle Teil zeigt erstmalig klare Indizien, dass es im Gegensatz
zur bisherigen Argumentation in der Bewertung von alltäglichen und sportlichen
Bewegungen weniger um die Analyse eines komplexen Systemdeterminismus geht,
sondern um verschieden hohe dynamische Rauschlevel. Je höher das Rauschlevel,
desto instabiler das System. So führt die Anwendung einer Rauschreduktion zu
kleineren Effektstärken. Das hat Folgen für alle Prozessschritte: Die Funktionswerte
der Average Mutual Information (AMI), die beschreibt, wie unabhängig Mess-
werte von ihren in der Zukunft folgenden Vergleichszahlen sind, können bereits
Unterschiede in der Stabilität zeigen. Je größer das Rauschlevel, desto größer die
Unabhängigkeit und desto kleiner der Wert der AMI. Bisher wurde nur die Stelle
des ersten Minimums dieser Funktion als zeitlicher Versatz τ für die Rekonstrukti-
on der Bewegungsdynamik genutzt. Zudem ist die Abschätzung einer geeigneten
Dimension für die Einbettung (unabhängig vom verwendeten Algorithmus), stark
von der Länge der Zeitreihe abhängig und man kann annehmen, dass die notwen-
dige Dimension d bisher überschätzt wurde. Die größten Effektstärken sind in
Dimension drei zu beobachten und es kann empfohlen werden, einen sehr frühen
Bereich der Divergenzkurve auszuwerten (bis τ/2). Damit wird eine effiziente und
standardisierte Analyse vorgeschlagen, die zudem besser imstande ist, Unterschiede
verschiedener Bedingungen oder Gruppen aufzuzeigen. Zudem wurde auch ein
Ansatz zur Auswertung entwickelt, der für Datensätze geeignet ist, in denen mess-
methodisch bedingt nur kurze Zeitreihen je Untersuchungsobjekt verfügbar sind,




Reductions of movement stability due to impairments of the motor system to
respond adequately to perturbations are associated with the risk of fall and
pathology. This has severe consequences for quality of life and costs in health care.
However, there is still an ongoing debate on how to measure stability. This thesis
examines the maximum Lyapunov exponent λmax, which became popular in sports
science the last two decades. The exponent quantifies how sensitive a system is
reacting to small perturbations. First, a measured data series and its time delayed
copies are embedded in a moredimensional space (with delay τ and dimension d).
Second, λmax is calculated with respect to this reconstructed dynamic as average
slope of the logarithmic divergence curve of initially nearby points. In other words,
it provides a measure on how fast two at times near movement trajectories of cyclic
movements depart. The literature yet shows a clear lack of knowledge about the
consequences of applying this system theory to sports science tasks.
The experimental part shows strong evidence for the fact that, in the evaluation
of movements of daily life or sports, λmax is less about a complex determinism
than simply the level of dynamic noise present in time series. The higher the level
of noise, the lower the stability of the system. Applying noise reduction therefore
leads to reduced effect sizes. This has consequences for all steps in the analysis:
the values of average mutual information (AMI), representing the independency
of measured values from their delayed future data, can already show differences
in stability. Higher levels of noise lead to a greater independence, which leads to
lower values of AMI. Until now, only the position of the first minimum of the AMI
function was used as delay τ in the reconstruction process. Furthermore, it could
be shown that the estimation of the embedding dimension d (independently of
algorithm), is strongly dependent on the length of the data series and values of d
are currently overestimated. The greatest effect sizes were observed in dimension
three and it can be recommended to use the very first beginning of the divergence
curve for the linear fit (up to τ/2). These findings pioneer a more efficient and
standardized approach of stability analysis and can improve the ability of showing
differences between conditions or groups. Finally, an approach was developed for
the analysis of short time series data, which greatly enhances the applicability of
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Bewegungen der Alltagswirklichkeit sowie des Sports sind davon geprägt auf Un-
erwartetes adäquat reagieren zu können und auch in Situationen, in denen man
abgelenkt oder müde ist, die „Stabilität“ zu bewahren. Das motorisches System
koordiniert dazu das Zusammenspiel der Muskeln unter Ausnutzung der Informatio-
nen des visuellen, vestibularen und somatosensorischen Systems (Winter ). Die
Strategien zur Aufrechterhaltung der Stabilität und posturalen Kontrolle umfassen
prädiktive, reaktive und antizipatorische Mechanismen (Patla ). Dabei kann
Stabilität als die Sensitivität eines dynamischen Systems auf Perturbationen gese-
hen werden und man muss sowohl mit kleinen als auch mit großen Störungen wie z.
B. Ausrutschen oder Stolpern umgehen können (Dingwell, Cusumano, Cavanagh
et al. ). Ist man dazu nicht in der Lage, können die Folgen sehr drastisch sein.
Es ist bekannt, dass gerade bei älteren Personen, die Konsequenzen eines Sturzes
bis hin zum Tod gehen können (Winter ).
Auch Rückenschmerzen werden mit Instabilität in Verbindung gebracht (Panjabi
). Bei hoher Prävalenz (Walker et al. , Balagué et al. ) sind damit
auch hohe Kosten für das Gesundheitssystem verbunden (van Tulder et al. ).
Das Ziel muss es sein, die Mechanismen der Anpassung zu verstehen und zu
beeinflussen. Kenntnisse darüber, wie Stabilität in statischen und dynamischen
Situationen durch Trainingsinterventionen zu verbessern ist, setzen jedoch voraus,
dass man in der Lage ist, Stabilität durch ein geeignetes Maß zu quantifizieren.
.. Stabilitätsmaße
In statischen Situationen ist eine Voraussetzung für Stabilität, dass der Center
of Pressure (CoP) innerhalb der Unterstützungsfläche verbleibt. Das hat zu einer
Reihe von Maßen geführt, die die CoP-Bewegung im Stand auf einer Kraftmess-
platte analysieren (Ruhe et al. , Melzer et al. ). Gezeigt wurden sowohl
Unterschiede zwischen verschiedenen Bedingungen (Augen geöffnet/geschlossen,
ein-/zweibeinig, stabiler/instabiler Untergrund, mit und ohne zusätzlicher kogniti-
ver Aufgabe) als auch Gruppen (pathologisch/gesund, Sportler/Normalbevölkerung,
jung/alt) und legen nahe, dass damit gewisse Aspekte von Stabilität berücksichtigt
sind (Shumway-Cook et al. ; Ruhe et al. ; Thompson et al. ; Donath
et al. ).
Bei dynamischen Bewegungen hat der Center of Mass (CoM) eine größere
Geschwindigkeit und eine sinnvolle Bewertung von Stabilität macht es erforderlich,
diese Bewegung mit einzubeziehen. Hof et al. () schlugen deshalb mit Hilfe eines
inversen Pendel-Modells die Berechnung eines extrapolierten Massenmittelpunkts
(xCoM) vor, dessen minimaler Abstand zur Grenze der Unterstützungsfläche eine

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Bewertung der dynamischen Stabilität vornehmen kann. Auch hier wurden z. B.
Unterschiede zwischen jüngeren und älteren Probanden bei einem Vorwärts-Fall
Experiment gefunden (Karamanidis et al. ).
Daneben gibt es eine Reihe weiterer Maße, die vor allem die Varianz von
Messdaten (Bodenreaktionskräfte, CoP) berücksichtigen (u. a. Goldie et al. ,
Wikstrom et al. , Sell ).
.. Variabilität ungleich Instabilität
Trotz der Tatsache, dass Zusammenhänge zwischen z. B. der Variabilität eines
Parameters und Pathologien gefunden wurden, gilt es festzuhalten, dass der mensch-
liche Organismus redundant organisiert ist und eine Vielzahl an Möglichkeiten
hat, eine Bewegungsaufgabe zu lösen. Mehr noch, es ist eigentlich unmöglich, eine
Bewegung exakt zu wiederholen. Dieses Problem der Freiheitsgrade, wurde bereits
von Bernstein () adressiert und lässt sich zum Beispiel auch bei Bewegungsex-
perten beobachten. Profisportler oder -musiker zeigen oftmals sehr verschiedene
Lösungen der gleichen Aufgabe ohne dass die Qualität der Ausführung darunter
leidet - im Gegenteil (Stergiou, Yu et al. ). Auch unter dem Gesichtspunkt
effizienter Regulierung und Steuerung von Bewegung durch das Zentralnervensys-
tem lässt sich ein Teil der beobachteten Variabilität erklären. Die Uncontrolled
Manifold Theorie (Scholz und Schöner ; Latash et al. ) nimmt an, dass
diejenigen Freiheitsgrade durch das Zentralnervensystem nicht permanent gesteuert
und kontrolliert werden, die nur einen geringen Effekt auf die Zielvariable haben
(z. B. Position des Körperschwerpunkts, Scholz, Schöner et al. ). Variabilität
von Messdaten bedeutet also nicht zwangsläufig größere Instabilität. Sie kann
auch Ausdruck eines größeren Repertoires an Bewegungslösungen sein und da-
mit von funktionaler Bedeutung. Damit sollte man Variabilität einer Messgröße
nicht nur als Motorkontrollfehler sehen, sondern auch als Indikator eines gesunden
Organismus (Harbourne und Stergiou ; Stergiou und Decker ). Es wird
darauf hingewiesen, dass das folgerichtig auch in motorischen Lernprozessen sowie
in Therapiekonzepten seinen Niederschlag finden sollte (Harbourne und Stergiou
). Das zeigt die Notwendigkeit von Konzepten, die über die Variabilität von
Messgrößen hinausgehen und auch die systemische Natur von Bewegung in be-
stehende Ideen von Stabilität integrieren. Ein solches Konzept sollte nicht nur
die einzelnen Messwerte betrachten, sondern muss die temporale Struktur der
Messgröße mitberücksichtigen. Das führt uns zur Zeitreihenanalyse nichtlinearer
Systeme.
.. Der maximale Lyapunov Exponent
Viele Systeme, die in der Natur zu beobachten sind, zeigen nichtlineare Verhaltens-
weisen, derart, dass ähnliche Ursprungszustände des Systems im zeitlichen Ablauf
zu völlig verschiedenen Konfigurationen (Zuständen) führen können. Man denke

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zum Beispiel an ein physikalisches Doppelpendel, das, selbst wenn in ähnlicher
Position losgelassen, jedes Mal einen anderen und für den Betrachter völlig überra-
schenden Verlauf nimmt. Ein kleiner Unterschied in den Anfangszuständen, führt
schnell zu großen Unterschieden. Obwohl ein deterministisches System vorliegt,
erscheint der Verlauf chaotisch und nicht vorhersagbar. Ein Maß für das Chaos
und damit für das Maß an Instabilität ist, wie schnell sich ursprünglich nahe Kon-
figurationen voneinander entfernen. Typischerweise geschieht das in nichtlinearen
Systemen auf exponentielle Art und Weise. Der maximale Lyapunov Exponent dy-
namischer Systeme, der als ein solches Stabilitätsmaß verwendet wird, ist Ausdruck
dieser exponentiellen Divergenz.
Die Anwendung nichtlinearer Methoden und des Lyapunov Exponenten ist in
den letzten Jahrzehnten in weite Teile der Wissenschaftslandschaft vorgedrungen,
um chaotische Systeme zu beschreiben und Stabilität zu bewerten. Darunter
das zyklische Verhalten von Räuber-Beute-Systemen (Sabin und Summers ;
Gakkhar und Kamel Naji ), bei chemischen Prozessen (Wang und Hase
), Vorhersagemodellen der Klimaforschung (Tsonis und Elsner ) und
Ozeanographie (Monahan ), Modellierung von Windgeschwindigkeiten (Wang,
Niu et al. ), aber auch in den Gesundheitswissenschaften im Rahmen von
Herzfrequenzanalysen (Huikuri et al. ; Rajendra Acharya et al. ) sowie seit
der Jahrtausendwende in der Sport- und Bewegungswissenschaft zur Bewertung
von motorischen Systemen bei spezifischen Bewegungen (z. B. beim Gehen oder bei
Bewegungen des Rumpfes (Dingwell und Cusumano , Granata und England
). Dabei konnten u. a. Dingwell, Cusumano, Cavanagh et al. () und Bruijn,
van Dieën et al. (a) zeigen, dass Stabilität im Sinne des maximalen Lyapunov
Exponenten und die Variabilität der Messgrößen unterschiedliche Aspekte der
Bewegung beschreiben.
... Konzeptionelle Idee
Bewegungsabläufe sind nicht nur von den unmittelbar sichtbaren Freiheitsgraden
wie z. B. der Gelenkwinkel oder Positionen abhängig, sondern durch viele weitere
Faktoren (Freiheitsgrade) beeinflusst. Das Zentralnervensystem erhält vestibulare,
somatosensorische und visuelle Informationen und integriert diese in die Bewegungs-
planung und -ausführung. Gleichzeitig wirken u. a. Müdigkeit des Organismus,
Pathologien, Umgebungstemperatur, Lärm, Uhrzeit, Erfahrung und Expertise,
Trainingszustand oder simultane Aufgaben (dual task) auf das System ein. Die
Vielzahl an Freiheitsgraden sorgt dafür, dass für die gleiche Aufgabe unterschiedli-
che Lösungen bereitstehen können. Das System unterliegt dabei sowohl internen
als auch externen Störungen. Stabilität kann dabei als die Fähigkeit angesehen
werden, adäquat auf solche Perturbationen zu antworten (Dingwell, Cusumano,
Cavanagh et al. ).
Die jeweilige Konfiguration dieses Systems ist in der Bewegungswissenschaft
weitgehend unbekannt. Um zu verstehen wie die Methode des maximalen Lyapunov
Exponenten versucht, die Stabilität des Gesamtsystems zu bewerten, kann man

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zunächst das aus der Mathematik und Physik sehr bekannte Lorenz-System betrach-
ten, das über folgende gekoppelte, gewöhnliche, nichtlineare Differentialgleichungen
definiert ist (Lorenz , Gates und Dingwell ).
ẋ = σ(y − x)
ẏ = x(ρ− z)− y
ż = xy − βz
(.)
Darin sind σ, ρ und β konstante Parameter. Lorenz entwickelte das System
ursprünglich als einfaches Modell der Strömungszustände der Erdatmosphäre. Für
den Parametersatz σ = 16, ρ = 45, 92 und β = 4 (vergleiche Rosenstein et al.
(), Gates und Dingwell ()) sieht das dreidimensionale System so aus wie in
Abb. .a dargestellt (Lösung der Differentialgleichungen hier und in den folgenden
Kapiteln mit Matlabs ode45-solver (Matlab, The Mathworks, Inc), Schrittweite
∆t = 0,01 s und Anfangswert (5, 57;−6, 74; 51, 85)).
Man betrachtet nun den initialen Abstand r0 zweier naher Punkte (Nachbarn),
der sich im Zeitverlauf verändert. Ein nichtlineares System bezeichnet man als
chaotisch, wenn exponentielles Wachstum vorliegt (Kantz und Schreiber , S.
). Der Abstand zum Zeitpunkt t kann dann im Mittel durch
r(t) = r0 · eλt (.)
beschrieben werden. Bei positivem λ wachsen die Abstände schnell an und das
System ist chaotisch (instabil). Bei negativem λ werden die Abstände kleiner
und das System hat einen stabilen Fixpunkt. Ist λ = 0, hat das System einen
Grenzzyklus und ist stabil (Kantz und Schreiber , S.  f.). Der Exponent λ
kann als Steigung der mittleren logarithmischen Divergenzentwicklung aller Punkte
und ihrer entsprechenden Nachbarn berechnet werden. Dabei ist die Steigung im
linearen Teil der Divergenzkurve zu berechnen, bevor es zu einer Saturierung der
Werte kommt (Kantz und Schreiber , S. ). Beachte dazu, dass aus Gleichung
. nach Anwendung des Logarithmus folgt:
λ = ln r(t)− ln r0
t
. (.)
Der Exponent wird als maximaler Lyapunov Exponent λmax bezeichnet. Der
Grund dafür liegt in der Tatsache, dass man ein ganzes Spektrum an Lyapunov
Exponenten definieren kann, deren größter auf die gerade beschriebene Weise
geschätzt werden kann. In der Sport- und Bewegungswissenschaft spricht man auch
von der lokalen dynamischen Stabilität. Die Unterschiede naher Systemzustände
und deren zukünftige Entwicklung sind ein Ausdruck dafür, wie sich kleine lokale
Perturbationen/Störungen auf das System auswirken. Und Stabilität kann gerade
als die Fähigkeit angesehen werden, solchen kleinen kinematischen Störungen
oder Motorsteuerungsfehlern zu widerstehen (England und Granata ). Je
größer der Lyapunov Exponent λmax, desto chaotischer und damit instabiler ist

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das untersuchte System.
... Der Messprozess
Hat man es mit empirischen Daten zu tun, so sind zu allen Zeiten t die echten
Systemzustände ~S(t) leider unbekannt und eine direkte Berechnung von λmax
ist nicht möglich. Was man kennt, sind Messdaten mi zu diskreten Zeitpunkten
i = 1, . . . , n, die Ausdruck der Ausgabe des Systems sind. Dabei gehen mittels der
Messfunktion m einige Informationen der ursprünglichen Systemzustände verloren,
andere bleiben dagegen erhalten. Man erhält eine Zeitreihe
mi = m(~Si) . (.)
Für das Lorenz-System kann man sich diesen Messprozess z. B. als das Messen
nur der x-Koordinate der dreidimensionalen Zustandsvektoren im sogenannten
Phasenraum vorstellen, also mi = m(~Si) = m((xi, yi, zi)) = xi (siehe Abb. .b).
Die Popularität des maximalen Lyapunov Exponenten begründet sich nun darauf,
dass er unter gewissen Voraussetzungen aus einer solchen Zeitreihe noch berechnet
werden kann.
... Rekonstruktion der Systemdynamik durch Einbettung über
zeitversetzte Kopien
Die Arbeiten von Takens () und Sauer et al. () stellen sicher, dass für
dynamische Systeme eine Einbettung der Messreihe in einen mehrdimensionalen
Raum über zeitversetzte Kopien (Delay Embedding) unter anderem den maximalen
Lyapunov Exponenten des beobachteten Systems erhält. In diesem Sinn ist λmax
eine Systeminvariante und die Dynamik des Systems wird rekonstruiert (Kantz
und Schreiber , S. ). Dabei sind
~si = (mi,mi+τ , . . . ,mi+(d−1)τ ) (.)
mit der Dimension d und dem Zeitversatz τ (Delay) die Systemvektoren im rekon-
struierten Phasenraum. Für das Lorenz-System mit der gemessenen x-Komponente
ergibt sich mit d = 3 und τ = 10 die in Abb. .c dargestellte Rekonstruktion,
die die ursprüngliche Dynamik in Abb. .a recht gut wiedergibt. Berechnet man
die durchschnittliche logarithmische Divergenz initial naher Punkte D(t) über
den Algorithmus von Rosenstein et al. () (siehe Abb. .d), lässt sich über
die Steigung dieser Divergenzkurve (siehe Gleichung .) eine Schätzung für λmax
angeben. Für das hier gewählte Lorenz-System mit den oben genannten Parametern
ergibt sich aus den rekonstruierten Systemvektoren der Wert λmax = 1, 45, der eine
gute Schätzung für den wahren Wert 1, 50 (Rosenstein et al. ) abgibt. Welche
Werte für d und τ optimal für diese Vorgehensweise sind, ist nicht trivial und wird
in den entsprechenden Kapiteln ausführlicher behandelt werden.

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(a) Darstellung des Lorenz-Systems im Pha-
senraum mit den Koordinaten x(t), y(t) und
z(t)
(b) Gemessene Zeitreihe x(t) des Lorenz-
Systems
(c) Rekonstruktion der Dynamik des Lorenz-
Systems aus der gemessenen x-Koordinate
mit τ = 10 in Dimension d = 3










(d) Divergenzkurve und Ausgleichsgerade
des Lorenz-Systems aus der gemessenen x-
Koordinate mit τ = 10 in Dimension d = 3.
λmax = 1, 45
Abbildung ..: Darstellung des Mess- und Rekonstruktionsprozesses anhand des Lorenz-
Systems mit den Parametern σ = 16, ρ = 45, 92 und β = 4, ausgewertet mit ∆t =0,01 s

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... Voraussetzungen
Die Methode des Delay-Embedding funktioniert nur unter bestimmten Vorausset-
zungen. Die Theorie ist für deterministische Systeme entwickelt worden, in denen -
ein Anfangswert vorgegeben - prinzipiell die Zeitevolution des Systems feststeht
(für chaotische, nichtlineare Systeme sind zukünftige Werte eben nur schwer vor-
herzusagen). Beobachtet man ein System und will λmax bestimmen, sollte sich
diese Deterministik während des Beobachtungszeitraums nicht verändern. Denn
eine veränderte Deterministik kann auch auch einen veränderten Wert für λmax
zur Folge haben. Man fordert deshalb Stationarität (Kantz und Schreiber , S.
).
Im Beispiel des Lorenz-Systems sollten sich also die Parameter σ, ρ und β
während der Beobachtung nicht verändern. Bezogen auf Bewegungsaufgaben der
Sportwissenschaft kann z. B. einsetzende Müdigkeit die Systemeigenschaften nach-
haltig beeinflussen (Granata und Gottipati ; Hamacher, Törpel et al. ).
Deshalb achtet man darauf, die Beobachtungen u. a. daraufhin abzustimmen und
Ermüdung zu vermeiden (Dupeyron et al. ; Beaudette et al. ; Ohtaki et al.
).
Stationarität für eine gegebene Zeitreihe sinnvoll nachzuweisen ist nicht ganz
einfach und die meisten sportwissenschaftlichen Studien haben sich auf eine optische
Überprüfung beschränkt. Kantz und Schreiber (, S. ) weisen darauf hin,
dass ernste Verletzungen der Stationarität typischerweise augenscheinlich sind
und legitimieren damit gewissermaßen dieses Vorgehen. Auch im Rahmen dieser
Arbeit soll nicht tiefer in das Prüfen dieser Voraussetzung eingestiegen werden.
Man sollte sich aber bewusst machen, dass nicht ganz klar ist, wie schwerwiegend
weniger offensichtliche Verletzungen dieser Voraussetzung in der Sportwissenschaft
eigentlich sein können.
Neben der Stationarität gibt es noch eine weitere Voraussetzung für die Analyse.
Bei der verwendeten Messfunktion m sollte es sich um eine glatte Funktion handeln
(Kantz und Schreiber , S. ). Da dies für bewegungswissenschaftliche Daten
schwerlich nachzuweisen ist, muss man sich hier auf die Plausibilität dieser Annahme
verlassen.
.. Verwendung in der Sportwissenschaft
Als quantitatives Maß, das als diagnostisches Werkzeug in der Sportwissenschaft
Einzug erhält, sollten für λmax gewisse Gütekriterien erfüllt sein. Für ein System
von Differentialgleichungen mit definiertem Parametersatz wie dem Lorenz-System
ist dies durch die Theorie gesichert. Im Fall empirischer Daten ist die Sachlage
weniger klar. Wie besprochen sind die Voraussetzungen nur schwer zu prüfen und
man kann nicht mit Sicherheit sagen, wie deterministisch das motorische System bei
unterschiedlichen Bewegungen agiert. Man kann also nicht a priori davon ausgehen,




Hohe Reliabilität einer Messmethode ist Voraussetzung für valide Messungen.
Gleichzeitig nimmt die Reliabilität über die Effektstärke Einfluss auf die statisti-
sche Power eines Studiendesigns (Kanyongo et al. ). Als Folge hängt damit
auch die zu wählende Stichprobengröße (als Resultat einer a priori Poweranaly-
se) von der Reliabilität ab. Es ist also wenig erstaunlich, dass man sich bemüht,
Messaufbauten und Methoden zu finden, die eine hohe Reliabilität gewährleisten.
Für die Berechnung des Lyapunov Exponenten in der Sportwissenschaft sind bereits
einige Reliabilitätsstudien mit sehr unterschiedlichen Ergebnissen durchgeführt
worden.
Dabei nimmt die Intra-Session-Reliabilität mit Länge der Daten zu. Das gilt
sowohl fürs Gehen (u. a. Kang und Dingwell b, Riva et al. ), als auch für
Rumpfbewegungsaufgaben (Dupeyron et al. ). Für die Lyapunov Exponenten
beim Gehen werden dabei in Form des Intraklassen-Korrelationskoeffizienten (ICC)
schlechte bis moderate (0, 04 bis 0, 69, Riva et al. ), gute bis sehr gute (> 0, 7,
van Schooten, Rispens et al. ; 0, 73 bis 0, 87 Terrier und Reynard ) bis
exzellente (≥ 0, 95, Ekizos, Santuz, Schroll et al. ) Reliabilitäten berichtet. Für
das Sitzen auf einem Wackel-Stuhl haben Phasenraumrekonstruktionen kinemati-
scher Variablen (0, 22 bis 0, 31) deutlicher schlechter abgeschnitten als kinetischer
Variablen (0, 75 bis 0, 83) (Lee und Granata ), während van Dieën et al. ()
moderate Reliabilität (0, 48) für die Bewegung des CoP bei einem ähnlichen Versuch
fanden. Dupeyron et al. () wiederum zeigen für eine Rumpfbewegungsaufgabe
ab  Zyklen eine sehr gute Intra-Session-Reliabilität von größer gleich 0, 78.
Wie zu erwarten werden geringere ICC für die Inter-Session-Reliabilität berich-
tet. Beim Gehen reichen diese von schlecht bis moderat (≤ 0, 63, van Schooten,
Rispens et al. ; ≈ 0, 6, Reynard und Terrier ) bis hin zu guten (0, 59
bis 0, 84, Rábago et al. ; 0, 58 bis 0, 77, Hamacher, Hamacher, Törpel et al.
) oder exzellenten Reliabilitäten (≥ 0, 97, Ekizos, Santuz, Schroll et al. ).
Für das Sitzen auf dem Wackelstuhl berichten Lee und Granata () schlechte
bis moderate Reliabilität für die kinetischen Rekonstruktionen mit Werten von
0, 36 bis 0, 57 sowie noch schlechtere Werte für die Dynamik in Phasenräumen aus
kinematischen Daten. Für eine Flexions-/Extensionsbewegung wird mit 0, 73 gute
Reliabilität berichtet.
Die Bandbreite an Werten des ICC für λmax ist sowohl für Intra- als auch für
Intersession-Reliabilität sehr groß und ebenso groß ist die Bandbreite an Unter-
schieden in den Vorgehensweisen der verschiedenen Studien. Es werden Positionen
(Ekizos, Santuz, Schroll et al. ), Geschwindigkeiten (Rábago et al. ) und
Beschleunigungen (Reynard und Terrier ; Hamacher, Hamacher, Törpel et al.
) gemessen, unterschiedliche Dimensionen von drei bis zwölf verwendet (Ekizos,
Santuz, Schroll et al. ; Rábago et al. ; Reynard und Terrier ; van
Schooten, Rispens et al. ; Kang und Dingwell b) und Typen von Rekon-
struktionen (Ekizos, Santuz, Schroll et al. ; Hamacher, Hamacher, Törpel et al.
; Kang und Dingwell b) genutzt. Hinzu kommen häufig die verschiedenen
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Körperachsen (u. a. Terrier und Reynard ; Rábago et al. ; Hamacher, Ha-
macher, Törpel et al. ; van Schooten, Rispens et al. ) oder unterschiedliche
Regionen der linearen Anpassung an die Divergenzkurve mit z. B. dem Bereich
eines Schritts (Ekizos, Santuz, Schroll et al. ) oder Doppelschritts (Kang und
Dingwell b). Manche dieser Einflüsse wurden explizit untersucht. So kommen
van Schooten, Rispens et al. () zu dem Schluss, dass die Phasenraumrekon-
struktion eine Rolle spielt und Reynard und Terrier () zeigen den Einfluss der
Region. Die große Vielfalt an Rekonstruktionsparametern und -methoden macht
es aber bislang schwierig eindeutige Empfehlungen hinsichtlich der Reliabilität
abzugeben.
... Validität
Validität im Sinne einer Überprüfung, ob der berechnete Wert für λmax dem wahren
Parameter des motorischen Systems nahe kommt, ist aus naheliegenden Gründen
nicht möglich. Die wahren Systemzustände und die dahinterliegende Deterministik
sind unbekannt.
Bruijn, Meijer et al. () folgern aber in einem Review zur Gangstabilität, dass
λmax zumindest verschiedene Validitäts-Level der Assoziativität mit dem Risiko
zu fallen mitbringt und in diesem Sinne als valide zu betrachten ist. Genauso gut
schneiden nur verschiedene Maße der Variabilität ab.
Inwiefern man für den Lyapunov Exponenten auch bei anderen Bewegungen von
Validität sprechen kann, ist unklar.
... Einige Forschungsergebnisse
Das motorische System steht unter dem Einfluss von äußeren und inneren Umwelt-
faktoren und man kann erwarten, dass sich das im Stabilitätsmaß widerspiegelt.
Tatsächlich zeigen einige Studien z. B. Unterschiede für verschiedene Untergründe
oder Bedingungen. Dingwell, Cusumano, Cavanagh et al. () fanden z. B. das
Gehen auf dem Laufband stabiler als auf normalem Untergrund. Barfuß laufen war
bei Ekizos, Santuz und Arampatzis () instabiler als mit Schuhen, während
Terrier und Reynard () dort keine Unterschiede beim Gehen fanden. Kontrain-
tuitiv erscheint das Ergebnis von Chang et al. (), die höhere Stabilität beim
Gehen auf instabilem Untergrund fanden.
Andere externe Faktoren, wie z. B. „dual task“-Aufgaben (Rábago et al. )
oder Geschwindigkeit, zeigten ebenfalls Veränderungen in λmax. Ob langsameres
Gehen als mit Präferenzgeschwindigkeit stabiler oder instabiler ist, verbleibt jedoch
etwas unklar (Bruijn, van Dieën et al. a).
Für interne Faktoren wie Müdigkeit/Erschöpfung konnte einerseits größere Insta-
bilität mit Erschöpfung gezeigt werden (Granata und Gottipati ), andererseits
ein altersabhängiger Effekt, wobei die jüngeren Probanden bei Erschöpfung ge-
ringere Werte für λmax erzielten, während die älteren Probanden mit Ermüdung
instabiler wurden (Hamacher, Törpel et al. ). Ob bei Ermüdung ein signifikanter
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Unterschied gefunden wird, scheint auch von der Art der Phasenraumrekonstruktion
abzuhängen (Gates und Dingwell ).
Auch wenn Cignetti et al. () und Kang und Dingwell () größere Stabilität
bei jüngeren im Vergleich mit älteren Probanden fanden, scheint es beim Gehen
aufgrund methodologischer Unterschiede schwer zu quantifizieren zu sein, ob λmax
mit dem Alter größer wird (Mehdizadeh ).
Für Probanden mit Schmerzen des unteren Rückens und einer Rumpfbewegungs-
aufgabe konnten Arampatzis et al. () und Moreno Catalá et al. () keine
Unterschiede zu gesunden Kontrollprobanden bei λmax finden. Das ist teilweise
in Übereinstimmung mit Graham, Oikawa et al. (), die nur für EMG-Signale
zweier Muskeln des unteren Rückens größere Instabilität für Rückenschmerzpro-
banden fanden, jedoch nicht für kinematische Daten oder ein durch mehr Muskeln
erweitertes EMG-Signal. Auch Asgari et al. () fanden widersprüchliche Ergeb-
nisse. Ob ein Schmerzeffekt gefunden wurde, hing von der ausgewerteten Region
der Divergenzkurve ab. Ross et al. () fanden einen Schmerzeffekt, nachdem
experimentell Rückenschmerzen induziert wurden. Die Datenlage ist also auch hier
wenig einheitlich und die Studien von Graham, Oikawa et al. () und Asgari
et al. () zeigen, dass auch hier mindestens methodologische Unterschiede eine
Rolle spielen. Für Probanden mit diabetischer Neuropathie fanden hingegen Ding-
well, Cusumano, Sternad et al. () überraschend größere Stabilität gegenüber
gesunden Kontrollprobanden und begründen das mit etwas geringerer Geschwin-
digkeit der Patienten. Ansonsten scheint der Verlust oder die Störung sensorischer
Informationen hingegen mit geringerer Stabilität assoziiert zu sein (Sloot et al.
; van Schooten, Sloot et al. ; Manor et al. ).
Auch wenn dieser Abschnitt keine komplette Übersicht über die bisherigen
Studien zur Quantifizierung von λmax in der Sportwissenschaft darstellt, muss
festgehalten werden, dass methodische Unterschiede eine Rolle zu spielen scheinen.
... Probleme
Trotz der breiten Akzeptanz, die die Methode in den letzten zwei Dekaden in
der Sportwissenschaft gewonnen hat, sind die Gründe für die teils geringen Relia-
bilitäten, widersprüchlichen Ergebnisse und kontraintuitiven Ergebnisse einiger
Studien unklar oder erfordern zumindest weitere Untersuchung. Unterschiedliche
Messapparaturen und -größen können genauso Ursache dafür sein wie verschiedene
Parameterwahlen und Vorgehensweisen bei der Rekonstruktion des Phasenraums
sowie der Wahl der Auswertealgorithmen. Zudem weiß man in den meisten Fällen
nicht zu beurteilen, ob der Grund für ein wenig intuitives Ergebnis darin zu suchen
ist, dass man ein überraschendes Resultat aufgedeckt hat oder das methodische
Vorgehen in Frage zu stellen ist. Zur Zeit mangelt es an einer Standardisierung der
Auswertung (Mehdizadeh ), so dass direkte Vergleiche von Werten aus unter-
schiedlichen Phasenraumrekonstruktionen mit großer Vorsicht genossen werden
sollten (Gates und Dingwell ).
Denkt man an eine breite Anwendung als diagnostisches Werkzeug, das irgend-
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wann in der täglichen medizinischen Praxis zum Einsatz kommen soll, so muss ein
Weg gefunden werden, diejenigen Algorithmen, Parameter und Phasenraumrekon-
struktionen zu wählen, die weitgehend robust auf veränderte Messbedingungen
reagieren. Eine Erstellung von Datenbanken mit Normwerten für verschiedene
Bewegungen, die für das klinische Umfeld von Bedeutung sein könnten, ist vorher
gar nicht erst anzustreben. Gleichzeitig ist die Analyse nach wie vor zeit- und
rechenintensiv, da recht lange Datenreihen notwendig sind (Dingwell und Cusu-
mano ; Bruijn, Meijer et al. ). Das erschwert eine Ad-hoc-Auswertung
mit direktem Feedback. Eine effizientere Auswertung, Standardisierung sowie eine
Reduzierung freier Parameter ist in diesem Sinne wünschenswert.
Die vorliegende Arbeit setzt sich deshalb gezielt mit den methodischen Aspekten
von λmax im Kontext der Sportwissenschaft auseinander.
.. Gliederung
Die folgenden Kapitel des theoretischen Teils gehen auf die einzelnen Aspekte der
Lyapunov-Analyse näher ein und münden in Fragestellungen und Hypothesen, die
im experimentellen Teil untersucht werden sollen.
Kapitel  beschäftigt sich dabei mit den theoretischen Grundlagen des zeitlichen
Versatzes τ , das für eine Einbettung über zeitversetzte Kopien benötigt wird und
stellt verschiedene Algorithmusvarianten für dessen Berechnung vor. Als weiterer
Einbettungsparameter findet in Kapitel  die Dimension d und das Konzept zu ihrer
Bestimmung genügend Raum. Fortgesetzt wird der theoretische Part in Kapitel 
mit Grundlagen, Algorithmen und Beobachtungen, die sich auf die Divergenzkurven
und Berechnung des Lyapunov Exponenten beziehen, um schließlich in Kapitel 
die verschiedenen Typen von Phasenraumrekonstruktionen darzustellen und zu
diskutieren.
Der experimentelle Part stellt in Kapitel  zunächst die Datensätze vor, mit Hilfe
derer die im theoretischen Teil erarbeiteten Hypothesen geprüft werden sollen, ehe
es in Kapitel  zu konkreten Anwendungen und Ergebnissen kommt. Abschließend
werden die Ergebnisse der Arbeit in Kapitel  diskutiert und zusammengefasst, um
in klaren Empfehlungen für zukünftige Anwendungen des Lyapunov Exponenten




Wenn eine eindimensionale Zeitreihe über die Methode der zeitversetzten Kopien
(Takens ) in einen mehrdimensionalen Phasenraum eingebettet werden soll,
muss der zeitliche Versatz (Delay) festgelegt werden, mit dem das geschehen soll.
Mathematisch gesehen, spielt es für rauschfrei vorliegende Daten und einen unendli-
chen Datenvorrat keine Rolle mit welchem Delay das geschieht (Takens , Fraser
und Swinney , Kantz und Schreiber , S. ). Der maximale Lyapunov
Exponent, der später berechnet werden soll, ist für alle diese Einbettungen eine
Systemkonstante. Bei empirischen Daten, wie sie auch in der Sportwissenschaft
vorliegen, ist man nicht in der glücklichen Lage, lange Zeitreihen mit genügender
Präzision vorliegen zu haben. Die Wahl des Delays τ wirkt sich dann in verschie-
dener Weise auf die weitere Analyse aus. So kann ein zu kleines oder großes τ
zur Überschätzung der „richtigen“ Dimension führen (Hegger und Kantz ).
Umgekehrt kann sich ein geeignetes Delay so auswirken, dass bereits eine kleinere
Dimension zur geeigneten Darstellung der Dynamik ausreicht und sich damit unter
anderem positiv auf den Rechenaufwand auswirken (Cao ). In Rosenstein et al.
() findet man den Zusammenhang, dass mit steigendem Delay τ der maximale
Lyapunov Exponent λmax für die getesteten Systeme sinkt. Da die Bestimmung
des Delays am Anfang der sequentiellen Abfolge zur Berechnung von λmax steht,
schlägt sich eine schlechte Wahl von τ auf die gesamte Auswertung nieder. Was
aber ist eine gute Wahl? Kantz und Schreiber (, S. ) weisen darauf hin,
dass es aufgrund der fehlenden Relevanz von τ im Rahmen der mathematischen
Beschreibung keine a priori-Strategie für dessen Wahl gibt. Trotzdem möchte
man gerne eine begründete Wahl treffen. Im Folgenden werden die grundlegenden
Konzepte und Algorithmen dazu aufgeführt und besprochen, ehe das Kapitel mit
entsprechend zu überprüfenden neuen Hypothesen endet.
.. Generelle Idee
Die Idee, die hinter den Algorithmen zur Bestimmung eines passenden Zeitversatzes
zur Rekonstruktion der Systemdynamik steht, ist die folgende. Setzt man nah
beieinander liegende Messwerte zu Phasenraumvektoren zusammen (z. B. mit
dem Delay τ = 1), dann entstehen bei typischer Messfrequenz (z. B. 100 Hz)
Vektoren, deren Koordinaten im Grunde eine identische Information des Systems
tragen und somit redundant sind (Kantz und Schreiber , S. , Casdagli
et al. ). Nimmt man Dimension drei an, also etwa ~s1 = (m1,m2,m3), ~s2 =
(m2,m3,m4), usw., bei denen näherungsweise mi ≈ mi+1 ≈ mi+2 gilt. Für das
Lorenz-System ist das mit der gemessenen x-Komponente in Abb. .a dargestellt.
Die Dynamik im Phasenraum findet im Wesentlichen auf der Raumdiagonalen statt,
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(a) τ = 1 (b) τ = 100
Abbildung ..: Dreidimensionale Rekonstruktionen des Lorenz-Systems aus der x-Koordinate
eine Struktur ist kaum erkennbar. Wird umgekehrt ein großer zeitlicher Versatz
gewählt (z. B. τ = 100), so entstehen Vektoren, deren Koordinaten „beliebig“ sind.
Die Dynamik im Phasenraum erscheint zufällig (vergleiche Abb. .b). Um die
eigentliche Systemdynamik abbilden zu können, ist ein geeignetes Delay zwischen
diesen Extremen gefragt.
... Autokorrelationsfunktion
Ein Maß, das für die Bestimmung eines optimalen Delays τopt genutzt wird, ist
die Autokorrelationsfunktion, die die lineare Abhängigkeit der Messreihe mi (i =





(mi −m)(mi+τ −m) (.)
Dabei bezeichnet m = 1
N
∑N
i=1 mi den Mittelwert der Zeitreihe. Manche Autoren
normieren den Wert ψ(τ) auch durch die Varianz der Datenreihe (siehe Cellucci
et al. ). Für die weiteren Betrachtungen ist das aber irrelevant. Für τ = 0 ist
der Wert der Autokorrelation maximal, für wachsendes τ wird sich die Korrelation
zunächst abschwächen bzw. für randomisierte Messreihen auch keine Abhängigkeit
mehr aufweisen. Man kann leicht auf die Idee kommen, dasjenige τ zu wählen
bei dem die Autokorrelationsfunktion das erste Mal Null passiert (Fraser und
Swinney , Kantz und Schreiber , S. ). Cellucci et al. () verwenden
in einem Vergleich von Phasenraumrekonstruktionen diesen Wert, bei dem die
lineare Unabhängigkeit erreicht wird. Es wird argumentiert, dass das die beste
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lineare Wahl sei (Cellucci et al. ). Da man τopt so wählen möchte, dass die
Komponenten der Delay-Vektoren nicht die gleiche Information tragen, aber zeitlich
eben auch nicht zu weit entfernt sind, wird andererseits empfohlen, dasjenige τ zu
wählen, bei dem ψ nur auf das 1−1/e-fache (Rosenstein et al. ) oder 1/e-fache
(Kantz und Schreiber , S. ) seines ursprünglichen Wertes gefallen ist. Es
gibt hier also keine Einigkeit, welcher Wert genommen werden sollte. Darüber
hinaus handelt es sich bei der Autokorrelation um ein lineares Maß, so dass man
generell in Frage stellen kann, ob sich dieses für die Analyse von nichtlinearen
Systemen eignet (Fraser und Swinney , Kantz und Schreiber , S. ). Die
Autokorrelationsfunktion ist allerdings nur mit wenig Rechenaufwand verbunden,
was als Vorteil gesehen werden kann.
In der Sportwissenschaft wurde eher selten auf dieses Verfahren zur Bestim-
mung von τopt zurückgegriffen (Ohtaki et al. , Samani et al. , Granata
und England  und England und Granata ). In den beiden letztgenannten
wird jedoch nicht berichtet, welcher vordefinierte Wert als Schwelle für die Au-
tokorrelationsfunktion genutzt wird. Für diese Arbeit wird auf die Verwendung
der Autokorrelationsfunktion ψ aufgrund der Tatsache verzichtet, dass es sich um
ein lineares Maß handelt und keine Übereinkunft existiert, welcher Schwellenwert
genutzt werden sollte. Für eine standardisierte Auswertung eignet sie sich deshalb
zur Zeit nicht.
... Average Mutual Information (AMI)
Ein Maß, das die neue Information, die durch die nächste Koordinate eines Delay-
Vektors hinzukommt, maximieren soll, sollte nicht nur lineare sondern insbesondere
auch nichtlineare Zusammenhänge von Messwerten und den um τ verschobenen
Messwerten berücksichtigen. Das kann mit Hilfe der Informationstheorie gelöst
werden. Man definiert zunächst die Shannon Entropie (z. B. Schulz , S. )




PS(si) · log2(PS(si)) , (.)
wobei PS(si) die Wahrscheinlichkeit der Quelle S kennzeichnet, si zu messen.
Man kann die Entropie als ein Maß der durchschnittlichen „Überraschung“ oder
Unsicherheit ansehen, die beim Messen der Quelle S vorhanden ist (Fraser und
Swinney ). Nimmt man beispielsweise an, dass die Wahrscheinlichkeit s1 = 1
und für alle anderen si = 0 ist, dann liefert H(S) = 0, kennzeichnend, dass man
von der Messung gar nicht überrascht werden kann (jede Messung ergibt ja s1).
Man erfährt mit einer Messung also nichts Neues (vergleiche auch Steuer et al.
). Je größer der Wert H(S) desto größer ist die durchschnittliche Information,
die man durch Messung erhält. Für die Ermittlung des Delays ist interessant, wie
groß beim Messen der um τ verschobenen Zeitreihe mt+τ die durchschnittliche
Überraschung ist, unter der Bedingung, dass man mt kennt, also ein bedingter

. Delay
Informationsgewinn. Betrachtet man die verschobene Zeitreihe als eine zweite













die durchschnittliche Information, die man durch Messen von Q erhält, wenn man
den Messwert von S schon kennt. PSQ bezeichnet das gemeinsame Wahrscheinlich-
keitsmaß von S und Q. Die Average Mutual Information (AMI) oder zu deutsch
Transinformation ist dann
I(Q,S) = H(Q)−H(Q|S) = H(Q) +H(S)−H(S,Q) . (.)






PSQ(si, qj) log2(PSQ(si, qj)) . (.)
Die Transinformation I(Q,S) bezeichnet also den Unterschied zwischen der durch-
schnittlichen Information der Quelle selbst und der Information, die die Quelle
durchschnittlich liefert, wenn man schon weiß, welchen Wert die Quelle S geliefert
hat (betrachte die erste Gleichheit in Gleichung .). Im Extremfall bleibt man
durch Messen von S in völliger Unkenntnis in Bezug auf Q, d.h. H(Q|S) = H(Q)
und die Quellen wären unabhängig voneinander mit I(Q,S) = 0. Je größer also der
Wert von I(Q,S), desto mehr Zusammenhang besteht zwischen den Quellen Q und










Beachte, dass alle Summanden identisch Null sind, falls perfekte Unabhängigkeit,
also PSQ(si, qj) = PS(si) · PQ(qj), für alle i, j gilt. Stellt man sich nun konkret als
Quelle S die Messreihe mi vor und als Quelle Q den zeitversetzten Messprozess
mi+τ , dann möchte man für jedes τ die AMI berechnen, also AMI(τ). Je kleiner
der Wert, desto unabhängiger sind mi und mi+τ . Als τopt könnte man denjenigen
Wert τ vorschlagen, bei dem AMI(τ) nahe Null ist. Möglicherweise wäre dann aber
der zeitliche Abstand der Koordinaten der Delay-Vektoren sehr groß, so dass Fraser
und Swinney () nach Korrespondenz mit R. S. Shaw empfehlen, das erste Mi-
nimum der AMI-Funktion als τopt zu wählen. Auch wenn prinzipiell kein Konsens
darüber besteht, ob die AMI-Methode der Autokorrelationsmethode vorzuziehen
ist (Granata und England , England und Granata ), empfehlen Cellucci
et al. () in einer Vergleichsstudie verschiedener Phasenraumrekonstruktionen
die AMI-Funktion in Kombination mit dem False Nearest Neighbor Algorithmus
(siehe Kapitel ) als am Geeignetsten zur Bestimmung von optimalen Einbet-
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tungsparametern. Insbesondere bei Hinzufügen von Rauschen reagierte dieses
Auswahlverfahren auf die Verteilung aller Punktabstände im Phasenraum robust
(was für die Berechnung von λmax relevant ist). Neben theoretischen Systemdaten
standen dafür auch EEG-Zeitreihen zur Verfügung.
.. Praktische Berechnung der AMI
Betrachtet man Gleichung ., sieht man, dass für die Berechnung der AMI die
Wahrscheinlichkeitsmaße PS, PQ und PSQ abgeschätzt werden müssen. Die Formu-
lierungen gelten zwar für den diskreten Fall, lassen sich aber für kontinuierliche
Variablen verallgemeinern. Da sich die Dichteverteilungen, die man dazu bräuchte,
sowieso nur durch diskrete Einteilungen abschätzen lassen, steht man allerdings
vor dem selben Problem: Man muss die prinzipiell kontinuierlichen Messwerte
passend diskretisieren, also in n bzw. m Boxen (Bins) sortieren und anschließend
die entsprechenden empirischen Wahrscheinlichkeiten berechnen. Dabei müssen
n und m nicht notwendigerweise gleich groß sein. Für den Fall, bei dem man
eine Messreihe mi mit der um τ verschobenen Messreihe mi+τ vergleichen will, ist
das aufgrund des sehr ähnlichen Wertebereichs aber sicherlich eine naheliegende
Forderung. Prinzipiell unterscheidet man zwei Formen der Einteilung. Zum einen
eine Einteilung der Messwerte in äquidistante Bins (siehe Abb. .a) und zum
anderen die Einteilung in Bins mit gleichen Wahrscheinlichkeiten pi und qj (siehe
Abb. .b). Vergleiche dazu auch Jiang et al. (). Neben diesen Histogramm
basierten Ansätzen gibt es noch andere Versuche I(S,Q) abzuschätzen, auf die hier
aber nicht näher eingegangen werden soll (z. B. Kraskov et al. () mit einem
„k-nearest neighbor“-Ansatz).
Für die Einteilung in äquidistante Bins herrscht Uneinigkeit über die optimale
Anzahl und es existieren verschiedene Vorschläge zur Quantifizierung von n bzw. m,
die die Länge der Datenreihe oder die stochastische Komplexität berücksichtigen.
So zum Beispiel die Regel von Tukey mit n = m = d
√
Ne (Cellucci et al. ),
wobei N die Länge der Datenreihe ist. Manche Bin-Anzahlen sind für normalver-
teilte Daten optimiert, von denen man bei nichtlinearen Analysen jedoch nicht
ausgehen kann. Es liegt also keine Variante vor, die eindeutig für ein optimales
Delay genutzt werden sollte (Jiang et al. ). Hier liegt eine Schwachstelle für
eine standardisierte Auswertung. Unterschiedliche Anzahlen von Bins können sich
auf das zu beobachtende erste Minimum der AMI niederschlagen (Cellucci et al.
), dem bisher das Hauptinteresse gilt. Eine beliebige Wahl von n und m ist
deshalb nicht zu empfehlen. Für multivariate Daten, z. B. Ort, Geschwindigkeit
und Beschleunigung eines Markers in x, y und z-Komponente oder eine Kompo-
nente mehrerer Marker, tritt bei gemeinsamen zeitversetzten Einbettungen dieser
verschiedenen Variablen (vgl. Kapitel ) zudem das Problem auf, dass das erste
Minimum nicht immer an ähnlicher Stelle zu finden sein muss und man es ent-
sprechend schwer hat, sich für ein τopt zu entscheiden, dass für die verschiedenen
Variablen gleichzeitig geeignet ist. Cellucci et al. () zeigen für äquidistante
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(a) äquidistante Einteilung (b) Einteilung mit gleichen Wahrscheinlichkeiten
Abbildung ..: Zwei Konzepte zur Einteilung von Messergebnissen in Bins für die Berechnung
der AMI zweier Quellen S und Q. Hier mit drei Zuständen je Quelle.
Einteilung der Bins beim Rösslersystem z. B. sehr unterschiedliche Minima für x,
y und z-Komponente.
Fraser und Swinney () argumentieren, dass keine Wahl für äquidistante Bins
optimal sein kann. Wählt man zu wenig Boxen, lassen sich feinere Strukturen im
Wahrscheinlichkeitsmaß PSQ nicht auflösen, resultierend in Unterschätzung von
I(S,Q), wählt man wiederum zu viele Boxen, kann es aufgrund von wenigen Daten-
punkten innerhalb der Boxen zu schlechten Schätzwerten der Wahrscheinlichkeiten
kommen, resultierend in einer Überschätzung von I(S,Q). Vergleiche dazu auch
die Einteilung in Abb. .a, in der es Bereiche mit sehr dünn verteilten Daten gibt.
Sie schlagen deshalb einen Algorithmus vor, der adaptiv für eine Verteilung mit
ähnlichen Wahrscheinlichkeiten der Bins sorgt. Dieser ist jedoch mit hohem Rechen-
aufwand und Speicherplatzbedarf verbunden. Cellucci et al. () entwickeln einen
Algorithmus, der deutlich effizienter umzusetzen ist und zudem auf einer statistisch
begründeten Einteilung der Daten mit gleichen Wahrscheinlichkeiten der einzelnen
Bins basiert. Die Zahl der Bins wird so bestimmt, dass die Erfordernisse für den
Chi-Quadrat Test auf Unabhängigkeit erfüllt sind, indem die Anzahl der in jeder
Zelle (si, qj) zu erwartenden Messwertpaare (unter Annahme von Unabhängigkeit)
gleich fünf gesetzt wird. Damit erhält man einerseits eine begründete Wahl für
die Anzahl der Bins b
√
N/5c (siehe Cellucci et al. () für eine ausführliche
Herleitung) und ist außerdem in der Lage mit Hilfe eines Hypothesentests zu
entscheiden, ob man aufgrund der Beobachtungen von Unabhängigkeit der Quellen
S und Q ausgehen sollte oder nicht. Aus Sicht einer Auswertung, die nicht zu
viele Freiheiten bei der Wahl der Parameter zulassen sollte, ist der Algorithmus
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Abbildung ..: AMI-Funktion für die Zeitreihe der gemessenen x-Komponente des Lorenz-
Systems. Bei τ = 10 ist das erste Minimum erkennbar.
von Cellucci et al. () deshalb eine gute Wahl. Da außerdem bekannt ist, dass
jede Einteilung in Bins sowie die Länge der Datenreihe die Schätzung von I(S,Q)
systematisch überschätzt (Roulston , Steuer et al. ), sollte zudem in jedem
Fall die Bias-Korrektur von Roulston () verwendet werden.
In Abb. . sieht man die so berechneten Werte der AMI-Funktion für das Beispiel
des Lorenz-Systems mit gemessener x-Komponente. Man kann ein klares Minimum
für τ = 10 erkennen. In Abb. .c sieht man, wie gut durch die Wahl von τ = 10 die
Dynamik des Lorenz-Systems in drei Dimensionen wiedergegeben wird. Bisher war
es gängige Praxis, den Algorithmus, mit dem die AMI berechnet wurde, nicht zu
berichten. Es ist anzunehmen, dass der Algorithmus von Fraser und Swinney ()
nicht direkt Anwendung fand, da dieser eine 2er Potenz als Datenlänge voraussetzt.
Natürlich kann man seine Daten entsprechend kürzen, dabei würde man aber im
Mittel ein Viertel seiner Daten nicht in die Analyse einfließen lassen. Man kann
deshalb davon ausgehen, dass größtenteils auf die Berechnung mit äquidistanten
Bins zurückgegriffen wird. Aus Gründen der Transparenz und Nachvollziehbarkeit
sowie einer standardisierten Datenauswertung, die keine beliebigen Resultate
zulassen darf, sollte in Zukunft berichtet werden, wie die Werte berechnet wurden.
Zur Zeit existieren weder sportwissenschaftliche Untersuchungen, die verschiedene
Algorithmen zur Berechnung der AMI gegenüberstellen, noch, inwiefern sich die
Länge der Datenreihe auf die gewonnenen Resultate für τopt auswirkt.
.. AMI in Anwesenheit von Rauschen
Bisher ist lediglich der Lage des ersten Minimums für die Bestimmung von τopt
als Einbettungsparameter Aufmerksamkeit geschenkt worden, die Werte der AMI
selbst wurden nicht weiter untersucht, obwohl schon Fraser und Swinney ()
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vorschlagen, dass die AMI auch eine quantitative Charakterisierung der Raumei-
genschaften des chaotischen Systems liefern kann. Im Kontext der Analyse von
Bewegung biologischer Organismen, nimmt man an, dass herausfordernde Aufgaben
(z. B. unebener Untergrund) oder feste Faktoren wie Alter und Pathologie von
instabileren chaotischen Systemen begleitet werden und deshalb einen höheren
Wert für λmax aufweisen als die im Vergleich durchgeführten Bewegungen unter
ungestörten Bedingungen. Es lässt sich annehmen, dass diese Systeme zur Aufrecht-
erhaltung der Bewegungsaufgabe auf ein größeres Korrektiv durch das motorische
System angewiesen sind bzw. das deterministische System auch von größerem
dynamischen Rauschen begleitet wird. Tatsächlich fanden Dingwell und Cusumano
() Indizien dafür, dass Patienten, die unter diabetischer Neuropathie litten,
ein höheres dynamisches Rauschlevel aufweisen als gesunde Kontrollprobanden.
Ebenso ist bekannt, dass neuronales Rauschen, das als eine intrinsische Ursache
für dynamisches Rauschen gesehen werden kann, mit dem Alter zunimmt (Shaffer
und Harrison ).
An dieser Stelle sollte man zunächst Klarheit schaffen, was der Unterschied
zwischen Messrauschen und dynamischen Rauschen sein soll. Man misst über
die Messfunktion m die Systemzustände ~Si. Als Messrauschen νi soll dasjenige
Rauschen verstanden werden, das durch den Messaufbau entsteht, resultierend
in Messwerten mi = m(~Si) + νi. Dem gegenüber ist dynamisches Rauschen ηi als
Feedbackprozess zu verstehen, der das System zu jedem Zeitpunkt zufällig stört
(vergleiche zu diesen Definitionen Kantz und Schreiber (, S.  f.)).
~Si+1 = F (~Si + ~ηi) (.)
Dabei bezeichne F den Determinismus, der festlegt, was zeitlich auf einen Systemzu-
stand ~Si folgt. Die verschiedenen Rauschanteile sind nicht unbedingt unterscheidbar
(Kantz und Schreiber ) und müssen auch nicht zwangsläufig als Gauß’sches
weißes Rauschen in Erscheinung treten. Man kann sich also nicht sicher sein, ob
das dynamische Rauschen nicht in irgendeiner Form mit den Systemzuständen
korreliert ist. In jedem Fall sollte sich das Rauschen auf die Messwerte dahingehend
auswirken, dass der Zusammenhang zwischen mi und mi+τ kleiner ausfällt und
damit auch der Wert der AMI. Eine Simulation für das Lorenz-System folgt.
Definiert man gemäß Kantz und Schreiber (, S. ) das relative Rauschlevel
als Quotient aus Streuung des Rauschens und Streuung des Signals (σν/σsignal
bzw. ση/σsignal), kann man verrauschte Zeitreihen des Lorenz-Systems konstruie-
ren, indem man auf die gemessene x-Koordinate des Originalsystems, 5 %, 10 %,
20 % und 50 % Messrauschen addiert. Dabei ist das Rauschen normalverteilt mit
νi ∼ N (0, σν) gewählt.
Für die Simulation dynamischen Rauschens wurde der MATLAB-Solver ode45
schrittweise auf die Differentialgleichungen des Lorenz-Systems angewendet. Für
jeden Zeitschritt ∆t = 0,01 s wurde im Anschluss an die Berechnung auf den
resultierenden Phasenraumvektor ein Rauschvektor addiert, dessen Komponenten
mit normalverteilten Zufallswerten zu vorgegebenem relativen Rauschlevel besetzt
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waren. Dadurch wird also der Systemvektor verrauscht, bevor iterativ über den
Determinismus der nächste Punkt im Phasenraum berechnet wird. Aus der ent-
standenen „verrauschten Dynamik“ wurde wieder die x-Koordinate als gemessen
angesehen. Als relative Rauschlevel wurden erneut 5 %, 10 %, 20 % und 50 % ge-
testet. Die AMI wurde für alle verrauschten Zeitreihen mit dem Algorithmus von
Cellucci et al. () und der Bias-Korrektur von Roulston () berechnet. In
Abbildung . sind die Ergebnisse dieser Berechnung zu sehen.











(a) von oben nach unten: Average Mutual
Information bei 0, 5, 10, 20 und 50 Prozent
relativem Messrauschlevel











(b) von oben nach unten: Average Mutual
Information bei 0, 5, 10, 20 und 50 Prozent
relativem dynamischem Rauschlevel
Abbildung ..: Auswirkungen von Messrauschen und dynamischem Rauschen auf die AMI
der gemessenen x-Koordinate des Lorenz-Systems
Für das Lorenz-System ist klar erkennbar, dass sowohl mit Messrauschen (Abb.
.a) als auch mit dynamischem Rauschen (Abb. .b) die Werte der AMI-Funktion
absinken, gleichwohl das erste Minimum mit dieser Berechnungsvariante relativ
robust auf nicht zu stark verrauschte Zeitreihen reagiert. Für sehr hohe Rauschlevel
wird ein Minimum immer schwerer erkennbar. Der Effekt ist für das dynamische
Rauschen ausgeprägter.
Das durch Messaufbau und -apparate bedingte Rauschen sollte sich zwischen
Probanden oder Messzeitpunkten in durchgeführten Studien nicht so sehr verändern
und auch nicht in den simulierten Größenordnungen liegen, so dass man davon
ausgehen kann, dass ein Effekt des Rauschens in Bewegungsanalysen umso stärker
zum Vorschein kommt, je größer das dynamische Rauschlevel ist.
.. Hypothesen
Einerseits hängen die Resultate der Lyapunov-Analyse sowohl von der Länge der
Zeitreihe ab (England und Granata ), andererseits auch von den Einbettungs-

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parametern (Gates und Dingwell ). Da andererseits auch die AMI durch die
Länge der Datenreihe und Anzahl der Bins verzerrt wird (Roulston , Steuer
et al. ), ist zu empfehlen, dass die beobachtete Average Mutual Information
die Bias-Korrektur von Roulston () durchläuft, bevor das erste Minimum als
ein geeignetes Delay für die Rekonstruktion der Zeitreihe gewählt wird. Es ist
bisher allerdings nicht untersucht, inwieweit erstens die Länge der experimentellen
Daten und zweitens die Wahl des Algorithmus mit welcher Einteilung der Bins
die Bestimmung des ersten Minimums der AMI-Funktion beeinflusst. Wir stel-
len die Hypothese auf, dass der Algorithmus von Cellucci et al. () inklusive
der Bias-Korrektur von Roulston () zur Detektion des ersten Minimums der
AMI-Funktion nicht empfindlicher oder sogar besser auf die Länge der Daten
reagiert als andere Algorithmen im Vergleich, gleichzeitig jedoch schneller und
zudem unabhängig von der Wahl zusätzlicher Parameter ist.
Die Größe der berechneten Delays wird nicht immer berichtet (z. B. aber in
Dingwell und Marin , Samani et al. , Santuz, Ekizos et al. ). Es ist
zur Zeit nicht bekannt, ob die Lage des ersten Minimums bzw. dessen Wert der
AMI bereits für sich unterschiedliche systemdynamische Bewegungscharakteristika
zwischen Bedingungen oder Gruppen aufzudecken vermag. Man kann annehmen,
dass bei höherem dynamischen Rauschanteil bzw. höherem neuronalen Rauschen,
das der herausfordernderen Bedingung oder dem Einfluss von festen Faktoren wie
Pathologie oder Alter geschuldet sein könnte, der Zusammenhang zwischen den
Zeitreihen mi und mi+τ und in Folge dessen auch der Wert der AMI, der beim
ersten lokalen Minimum beobachtet wird (AMI(τopt)), geringer ausfällt. Dies könnte
zur Identifizierung von Unterschieden auf Gruppenlevel oder bei individuellem
Vergleich von Bedingungen hilfreich sein.

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Die Wahl der Dimension für die Einbettung nach Takens () ist neben der Wahl
des Delays ebenfalls von entscheidender Bedeutung. Theoretisch ist bekannt, dass
jede Dimension d ≥ 2dF (mit dF der aktiven Freiheitsgrade des Attraktors) einer
Einbettung genügt (Kantz und Schreiber , S. ). Dabei sollte erwähnt sein,
dass dF nicht gleichbedeutend mit der Dimension des wahren Phasenraums ist,
da der Attraktor nicht alle dessen Freiheitsgrade nutzen muss. In der Praxis kann
auch eine geringere Dimension mit mindestens d > dF ausreichend sein (Ding et al.
). Wählt man eine zu kleine Dimension d ≤ dF , wird man die Dynamik des
Systems nur unzureichend beschreiben. Da aber der Rechenaufwand mit steigender
Dimension ebenfalls wächst (Kennel und Abarbanel ) und redundante Informa-
tionen innerhalb der Delay-Vektoren zunehmen, ist es gleichfalls nicht ratsam, eine
zu große Dimension für die Einbettung zu wählen (Kantz und Schreiber , S.
). Gates und Dingwell () zeigen für Daten des Lorenz-Systems, dass sowohl
eine zu kleine als auch eine zu große Dimension zu erheblichen Fehlern führen kann.
Am schlechtesten schnitten in einem Vergleich unterschiedlicher Phasenraumrekon-
struktionen zur Berechnung von maximalen Lyapunov Exponenten diejenigen ab,
die mit redundanten Informationen und damit einer unnötig hohen Einbettungs-
dimension gewählt waren (Fehler > 10 %). Größere Dimension resultierte sowohl
für theoretische als auch für experimentelle Daten in kleineren Werten für λmax,
gleichwohl Unterschiede zwischen Bedingungen (ermüdet, nicht ermüdet) für die
experimentellen Daten erhalten blieben. Da die Dimension nicht nur zur weiteren
Analyse von entscheidender Bedeutung ist, sondern auch Ausdruck der Komplexität
des untersuchten Systems sein kann (Granata und Gottipati () fanden z. B.
bei Ermüdung eine geringere Dimension und damit geringere Komplexität des
Systems), sollte dem Auffinden der kleinsten geeigneten Einbettungsdimension
dmin genügend Aufmerksamkeit geschenkt werden.
.. Übersicht verschiedener Ansätze zur Bestimmung der
Dimension
Es hat in der Vergangenheit einige unterschiedliche Ansätze für das Auffinden der
minimalen Einbettungsdimension gegeben, darunter die drei prominentesten.
a) Systemparametrischer Ansatz




Beim systemparametrischen Ansatz wird ein interessierender Parameter (z. B.
der maximale Lyapunov Exponent) zunächst für eine ganze Reihe an Einbettungs-
dimensionen berechnet. Ist d groß genug, so sollte jede Dimension d′ > d ebenfalls
eine Einbettung liefern und in Konsequenz einen ähnlichen Wert für den interes-
sierenden Parameter. Das heißt, in einem Dimension-Parameter-Graph sollte der
Wert des Parameters ab einer bestimmten Dimension saturieren (Verfahren nach
Grassberger und Procaccia ()). Die Dimension, bei der das der Fall ist, kann als
dmin genutzt werden. Diese Vorgehensweise ist zwar theoretisch gerechtfertigt, in
der Praxis bleibt die Entscheidung, welche Dimension geeignet ist, jedoch schwierig.
Das Verfahren ist anfällig für verrauschte Daten (Hegger, Kantz und Schreiber
), subjektiv und noch dazu sehr rechenintensiv (Kennel, Brown et al. ,
Cao ). In der Sportwissenschaft wurde dieses Verfahren bisher gar nicht erst
verwendet.
Broomhead und King () schlugen vor, eine Hauptkomponentenanalyse bzw.
Principal Component Analyse (PCA) zu nutzen, um die richtige Dimension zu
finden. Dabei werden aus der Matrix der Delay-Vektoren (mit einem genügend
großen d) mittels PCA die maximale Anzahl orthogonaler Vektoren gesucht, die
einen Eigenwert größer als das Rauschlevel haben. Diese Anzahl sollte dann
genügen, um die Dynamik des Systems ausreichend zu beschreiben. Kurz gefasst:
Man versucht abzuschätzen, in wie vielen Raumrichtungen sich relevante Anteile
der Dynamik abspielen. In der Sportwissenschaft haben Daffertshofer et al. ()
und Gates und Dingwell () die PCA gleichzeitig für die Bestimmung der
Dimension als auch für die Konstruktion der Zeitreihe genutzt (vgl. Kapitel ).
Gates und Dingwell () merken dabei an, dass die PCA zur Berechnung von
λmax dann vernünftige Resultate liefert, wenn die Einbettungsdimension „richtig“
gewählt ist, was sich nur für bereits bekannte Systeme wie das Lorenz-System
beurteilen lässt. Anmerken muss man, dass keine Abschätzung des Rauschniveaus
gemacht wurde, sondern andere Kriterien (z. B. Varianzaufklärung) für die Auswahl
der Anzahl von Hauptkomponenten gewählt wurden. Da die PCA ein linearer
Versuch ist, um für eine nicht-lineare Dynamik die passende Dimension zu finden,
kann man aber generell Zweifel haben, ob es sich um ein geeignetes Verfahren
zur Bestimmung von dmin handelt. In der Tat zeigten bereits Paluš und Dvořák
(), dass die Anzahl der Eigenwerte, die über dem Rauschlevel liegen, mehr von
der Präzision der Daten, numerischer Genauigkeit und dem Rauschniveau selbst
abhängen, denn von intrinsischen Eigenschaften des Systems.
.. Geometrischer Ansatz
Durchgesetzt hat sich überwiegend - auch interdisziplinär - ein geometrischer
Ansatz, der versucht zu analysieren, in welcher Dimension die Geometrie des
Attraktors im Phasenraum vollständig entfaltet ist. Der Grundgedanke ist relativ
einfach. Man betrachte zwei benachbarte Punkte im Phasenraum in einer Dimension
d. Wenn diese Dimension die Geometrie der Dynamik bereits ausreichend zeigt,

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(a) Dimension 2 mit einer Delay-Komponente (b) Dimension 3 mit zwei Delay-Komponenten
Abbildung ..: Rekonstruktion des Phasenraums einer Messreihe mi in zwei und drei Dimen-
sionen. Punkte, die in der Nähe des Schnittpunkts in zwei Dimensionen benachbart sind, können
durch Betrachtung in Dimension drei als falsche Nachbarn entlarvt werden. Die Trajektorie
schneidet sich nicht mehr selbst.
dann sollten diese Punkte auch in der Rekonstruktionsdimension d + 1 noch
benachbart sein. Sind sie es nicht mehr, war die Dimension offenbar noch zu klein,
um die Dynamik zu beschreiben. Man spricht dann von sogenannten „falschen
Nachbarn“ in der Dimension d (vergleiche dazu die Darstellung in Abbildung
. nach Kostelich und Schreiber ()). Erst wenn die Anzahl der Punkte mit
falschen Nachbarn klein genug ist, sieht man die Dimension d zur Einbettung als
groß genug an. Dieser „False Nearest Neighbor“-Ansatz wurde erstmals von Kennel,
Brown et al. () propagiert und hat seitdem auch in der Sportwissenschaft
reichhaltig Anwendung gefunden (u. a. Dingwell und Cusumano ; Bruijn, van
Dieën et al. b; Graham und Brown ; Moreno Catalá et al. ).
Etwas präziser: Sei mi mit i = 1, . . . , k eine eindimensionale Zeitreihe und seien
~s
(d)
i = (mi,mi+τ , . . . ,mi+(d−1)τ ) die Phasenraumvektoren einer Rekonstruktion in
d Dimensionen bei einem Delay von τ Zeitschritten. Bezeichne weiter n(i, d) den
Index des nächsten Nachbarn zu ~s(d)i . Dann ist der quadrierte euklidische Abstand
beider Punkte im d-dimensionalen Phasenraum
R2d(i, n(i, d)) =
∥∥∥~s(d)i − ~s(d)n(i,d)∥∥∥2 = d−1∑
j=0
(mi+jτ −mn(i,d)+jτ )2 . (.)
Beim Übergang zur Dimension d + 1 kommt bei der Abstandsberechnung der
gleichen Punkte nur eine weitere Koordinate hinzu, so dass
R2d+1(i, n(i, d)) = R2d(i, n(i, d)) + (mi+dτ −mn(i,d)+dτ )2 (.)
gilt. Vergleiche dazu Kennel, Brown et al. (). Wenn die Wurzel aus dem
Verhältnis von Abstandszunahme bei Wechsel von Dimension d nach d + 1 in
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Bezug auf den ursprünglichen Abstand in Dimension d eine kritische Grenze
überschreitet, ist es naheliegend, den Nachbarn mit Index n(i, d) als falschen
Nachbarn zu deklarieren. Diese kritische Grenze wird von Kennel, Brown et al.
() als Rtol bezeichnet, so dass ein nächster Nachbar als falsch gilt, wenn√






erfüllt ist. Gleichzeitig wurde noch ein zweites Kriterium eingeführt, um zu beurtei-
len, ob ein Nachbar als falsch bezeichnet werden sollte. Dieses nimmt Rücksicht auf
die Tatsache, dass - eine endliche Datenmenge vorgegeben - der nächste Nachbar
ein gutes Stück entfernt sein kann. Kennel, Brown et al. () argumentieren,
dass, wenn Rd(i, n(i, d)) ≈ RA, der Größe des Attraktors entspricht, ein falscher
Nachbar sich beim Übergang zur nächsten Dimension nicht beliebig weit entfernen
kann, und deshalb ungefähr Rd+1(i, n(i, d)) = 2 ·RA gilt. Das zweite Kriterium für




mit einer kritischen Grenze Atol und der Größe des Attraktors RA. Für erstere
wurde Atol = 2 gewählt, für letztere wählten Kennel, Brown et al. () die
Standardabweichung der Messreihe mi mit dem Hinweis, dass andere Maße für
RA herangezogen werden können. Ein nächster Nachbar gilt als falsch, wenn er
eines der beiden Prüfkriterien nicht besteht. Durchgeführt für alle Indizes i lässt
sich auf diese Weise der Prozentsatz falscher Nachbarn in jeder Dimension d
angeben. Ist der Anteil falscher Nachbarn über alle Trajektorien ungefähr Null,
also niedriger als eine klein zu setzende kritische Grenze εtol, hat man die minimale
Einbettungsdimension dmin für eine Rekonstruktion der Dynamik gefunden. In Abb.
.a ist der Prozentsatz falscher Nachbarn für das Beispiel des Lorenz-Systems mit
τ = 10 sowie Rtol = 10, Atol = 2 und RA der Standardabweichung der gemessenen
x-Werte angegeben. Man sieht, dass bereits bei d = 3 der Prozentsatz falscher
Nachbarn vernachlässigbar klein ist.
Obgleich häufig angewendet, wurde bisher meist darauf verzichtet, anzugeben,
mit welchen Toleranzen Rtol, Atol, RA und εtol gearbeitet wurde. Nur bei Dingwell
und Cusumano (), sind die Toleranzen Rtol und Atol angegeben sowie, dass
diejenige Dimension zur Einbettung gewählt wurde, bei der die Anzahl falscher
nächster Nachbarn auf Null gesunken ist. Unklar ist aber auch bei Dingwell und Cu-
sumano () wie die Größe des Attraktors RA bestimmt wurde und ob tatsächlich
exakt Null falsche Nachbarn akzeptiert wurden oder eher zum Ausdruck kommt,
dass der Toleranzwert εtol sehr klein gewählt wurde. Jedenfalls weisen die Autoren
selbst auf die Beobachtung hin, dass nicht immer Null Prozent falscher Nachbarn
erreicht wird und vermuten, dass in Zeitreihen, in denen das der Fall ist, ein höheres
dynamisches Rauschlevel vorliegt. Die Tatsache, dass keine sportwissenschaftliche

.. Geometrischer Ansatz
Veröffentlichung vollständig angegeben hat, mit welchen Schwellenwerten gearbeitet
wurde, kann bedeuten, dass nicht von den Empfehlungen von Kennel, Brown et al.
() abgewichen wurde. Diese sind jedoch nicht ganz eindeutig und bereits in
den unterschiedlichen Testdaten der Originalveröffentlichung werden verschiedene
Werte verwendet. In Summe ist der Algorithmus einfach zu implementieren, jedoch
auch abhängig von den 4 Parametern, die neben dem unverzichtbaren Delay τ als
Eingabe des Algorithmus dienen (Cao ).
Darüber hinaus weisen Hegger und Kantz () darauf hin, dass sich Rauschen
für den FNN-Algorithmus dahingehend auswirkt, dass eine zu große Dimension
gewählt werden könnte, weil für die „richtige“ minimale Einbettungsdimension dmin
noch ein relevanter Anteil falscher Nachbarn gefunden wird. Dieser Effekt ist umso
größer, je länger die Messreihe ist, weil die Wahrscheinlichkeit für initial sehr nahe
Nachbarn steigt (Hegger und Kantz ). Als möglicher Ausweg wird empfohlen,
unterschiedliche Längen der Zeitreihe zu testen, was wiederum rechenintensiv wäre
und gleichzeitig die Entscheidung am Ende auch der subjektiven Wahrnehmung
überließe. Es wird ebenfalls darauf hingewiesen, dass der richtige Parameter Rtol
von der maximalen lokalen Expansionsrate abhängt, die größer sein kann als λmax
und sie empfehlen, die Zeitreihe nicht nur für einen Wert Rtol zu betrachten, son-
dern für ein ganzes Spektrum an Werten, mit anderen Worten: Die richtige Wahl
von Rtol kann auch von der Zeitreihe abhängen, die man untersucht (Cao ).
Auch Ramdani et al. () zeigen, dass die Entscheidung für eine Einbettungsdi-
mension von der Wahl von Rtol abhängen kann. Ein Nachweis für den Einfluss bei
sportwissenschaftlichen Daten fehlt indes bisher. Des Weiteren plädieren Hegger
und Kantz () dafür, initial weit entfernte Nachbarn, aus der FNN-Statistik
auszuschließen - damit spart man sich zwar die Parameter Atol und RA, muss aber
wiederum ein Kriterium für den Ausschluss definieren. Auch Kennel und Abarbanel
() selbst schlagen Verbesserungen ihres Algorithmus vor: für spärlich besetzte
Regionen des Attraktors, Korrekturen bei sehr kleinem Delay sowie eine Korrektur
bei Daten mit hoher Abtastrate. Ist die Messfrequenz sehr hoch, wird der nächste
Nachbar von ~si unabhängig von der Dynamik mit hoher Wahrscheinlichkeit ~si+1
sein und diese Punkte werden auch in höherer Dimension benachbart sein, so dass
es naheliegend ist, zwischen den Nachbarn zeitliche Separation zu fordern. Das ist
bekannt als „Theiler Window“ (Theiler ). Vergleiche dazu auch Hegger, Kantz
und Schreiber ().
Die grundlegenden Probleme aber bleiben: Es kann vermutet werden, dass
der Algorithmus von Kennel, Brown et al. () abhängig ist von der Wahl
der verschiedenen Parameter und bei Präsenz von Rauschen (das für empirische
Daten der Sportwissenschaft wahrscheinlich ist) für verschieden lange Messreihen
unterschiedliche Empfehlungen für dmin geben kann. Es ist bisher jedoch nicht
gezeigt, ob das Problem der Datenlänge oder der Parameterwahl für typische
Daten im Bereich der Sportwissenschaft relevant ist. Darüber hinaus ist es zur
Zeit gängige Praxis, die Parameter, mit denen dmin evaluiert wurde, nicht zu
veröffentlichen. Eine standardisierte Auswertung zur Berechnung von λmax sollte
dagegen auf so viele freie Parameter wie möglich verzichten, mindestens jedoch

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Transparenz bieten und robust gegenüber Rauschen bzw. Länge der Messreihe sein.
Das Problem der Überabtastung lässt sich in jedem Fall durch die Anwendung
eines Theiler-Fensters leicht beheben, wie es auch für die Berechnung von Lyapunov
Exponenten empfohlen wird (siehe Kapitel ).
.. Ein Alternativalgorithmus
Gleichwohl der von Kennel, Brown et al. () vorgeschlagene Algorithmus, der im
Folgenden FNN genannt wird, geschickt die Geometrie der Dynamik nutzt, um die
minimale Einbettungsdimension dmin zu finden, ist es fast unmöglich sicher zu sein,
dass man die „richtige“ Wahl der Parameter trifft. Wenig beachtet wurde bisher
allerdings ein Algorithmus, der diese Probleme weitgehend überwindet. Cao ()
greift den Gedanken der false nearest neighbors auf, bereinigt diesen aber um
etliche Parameter. Anstatt Schwellenwerte anzugeben, für die ein Nachbar als falsch
angesehen werden soll, zielt die Berechnung zunächst auf die durchschnittliche
Abstandsänderung E(d) aller Punkte zu ihrem jeweils nächsten Nachbarn bei





∥∥∥~s(d+1)i − ~s(d+1)n(i,d)∥∥∥∥∥∥~s(d)i − ~s(d)n(i,d)∥∥∥ (.)
Dabei bezeichnet ‖~x‖ = max(x1, . . . , xd) hier die Maximumsnorm, was gegenüber
der euklidischen Norm Rechenzeit spart. Existieren viele falsche Nachbarn in
Dimension d, ist der Wert von E(d) groß und umgekehrt. Sind in Dimension d
nur wenige bis keine falschen Nachbarn mehr vorhanden, ist es plausibel, dass
die durchschnittliche Vergrößerung des Abstandes von Nachbarn bei Übergang zu
d + 1 in etwa der Vergrößerung bei Übergang von d + 1 zu d + 2 etc. entspricht
(als Folge des „Aufblähens“ in höhere Dimension). Dass der Abstand nicht geringer
werden kann, ist klar, da eine Koordinate hinzugefügt wird, während alle übrigen
beibehalten werden. Folglich sollte sich der Quotient
E1(d) = E(d+ 1)
E(d) (.)
mit wachsendem d Eins nähern und dann stabil bleiben. Für kleine d ist der
Anteil falscher Nachbarn höher und folglich E(d+ 1) kleiner als E(d), so dass der
Quotient kleiner ist als Eins. Cao () schließt, dass derjenige Wert d als minimale
Einbettungsdimension geeignet ist, bei dem die Saturierung von E1(d) beginnt.
Beachte, dass der sogenannte Average False Nearest Neighbor Algorithmus (AFNN)
mit Ausnahme von τ keine weiteren Parameter berücksichtigt und deshalb zunächst
aus Sicht einer Standardisierung dem klassischen FNN vorzuziehen ist. In Abbildung
.b sieht man E1(d) für das bisherige Beispiel der x-Komponente des Lorenz-
Systems. Klar zu erkennen ist wieder, dass dmin = 3 eine geeignete Wahl darstellt.

.. Ein Alternativalgorithmus












(a) Ergebnisse des FNN-Algorithmus mit
Null Prozent falscher Nachbarn für d ≥ 3











(b) Ergebnisse des AFNN-Algorithmus mit
deutlicher Saturierung bei d = 3
Abbildung ..: Ergebnisse der Dimensionsanalyse über False Nearest Neighbor-Ansätze für
das Lorenz-System mit gemessener x-Koordinate, τ = 10.
Cao () zeigt weiterhin, dass die Methode für diverse aus der Mathematik und
Physik bekannte dynamische Systeme sowie einen experimentellen Laserdatensatz
gut funktioniert. Dabei scheint der Algorithmus im Vergleich zum FNN auch für
kürzere Datenreihen konsistentere Ergebnisse zu liefern. Bisher existiert jedoch
kein Vergleich der Algorithmen für bewegungswissenschaftliche Daten. Vermuten
lässt sich, dass der Cao-Algorithmus nicht nur auf kürzere Datenreihen, sondern
auch auf besonders lange Datenreihen unempfindlicher reagiert, also insgesamt
konsistenter in seiner Einschätzung der optimalen Dimension agiert. Da bei sehr
langen Datenreihen, der Abstand des nächsten Nachbarn grundsätzlich eher sinkt
(s. o.), ist die Wahrscheinlichkeit höher, dass er aufgrund von Rauschen in der
nächst höheren Dimension weiter entfernt ist als durch den Toleranzwert Rtol
erlaubt. Bei kürzeren Datenreihen sind die nächsten Nachbarn nicht so nah und
die Anzahl falscher Nachbarn wird eher unterschätzt. Der Prozentsatz falscher
Nachbarn wächst für eine gegebene Dimension mit der Datenlänge (Aittokallio
et al. ). Betrachtet man die Quotienten der durchschnittlichen Veränderungen
mittels E1(d) = E(d+ 1)/E(d), sollte dieser Effekt zumindest abgemildert werden,
da sich die veränderten durchschnittlichen Abstände sowohl auf E(d) als auch auf
E(d+ 1) auswirken. Dass die Konsistenz der Dimensionsabschätzung in Bezug auf
die Datenlänge eine wichtige Rolle spielt, ist sofort klar, bedenkt man, dass es
im klinischen Kontext aufgrund von Pathologien oder Gebrechlichkeit oftmals gar
nicht möglich ist, lange Datenreihen zu erfassen. Umgekehrt werden zum Zwecke
der Reliabilität der Lyapunov-Analyse, möglichst viele Zyklen aufgenommen, wo
Ermüdung oder Pathologie noch keine Rolle spielen.
Neben den Vorzügen des AFNN muss auch erwähnt sein, dass bei experimentellen

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Daten die Saturierung des Maßes E1(d) nicht immer so klar wie hier erkennbar
ist. Der Verzicht auf jegliche Parameter wird also an entscheidender Stelle durch
die Subjektivität eines im besten Falle erfahrenen Wissenschaftlers erkauft (u.
a. Yeragani et al. , Letellier, Aguirre, Maquet und Aziz-Alaoui , Yuan
et al. ). In der Bewegungswissenschaft gibt es bisher überhaupt nur sehr
wenige Publikationen, die auf die Methode von Cao setzen (Ohtaki et al. , Liu
und Lockhart ). Implizit wird bei Tapia Cortez et al. () zur Analyse von
Kupferpreiszeitreihen eine Quantifizierung vorgeschlagen, indem E1(d) als saturiert
zu gelten scheint, wenn ein bestimmter Grenzwert überschritten wird. Dieser ist
jedoch nur graphisch zu sehen und wird nicht explizit genannt. Das hat den Nachteil,
dass ein Parameter ähnlich der Toleranz εtol eingeführt wird, ist aber wohl für
eine schnelle und automatisierte Auswertung unverzichtbar. Dieser Parameter
soll im Folgenden mit Etol bezeichnet sein. Da in bewegungswissenschaftlichen
Daten gegenüber theoretischen Systemen grundsätzlich mehr Rauschen (sowohl
Messrauschen als auch dynamisches Rauschen) anzunehmen ist, sollte man mit der
Wahl der kritischen Grenze nicht allzu streng sein. Letellier, Aguirre, Maquet und
Gilmore () zeigten bereits an rauschbehafteten Daten des Rössler-Systems eine
verzögerte Saturierung von E1(d) und damit eine mögliche Überschätzung von dmin.
Unklar ist außerdem, ob die Dimensionsermittlung beim Vergleich von Bedingungen
(z. B. stabil/instabil) gleich empfindlich auf die Variation der Datenlänge reagiert.
.. Hypothesen
Ausgehend vom bisher Gesagten, soll gezeigt werden, dass die Wahl der Para-
meter für die FNN-Analyse nach Kennel, Brown et al. () durchaus auch bei
bewegungswissenschaftlichen Daten eine Rolle spielen kann. Ein Vergleich von
FNN und AFNN sowie eine konsequente Analyse der Algorithmen steht für sport-
wissenschaftliche Daten bisher ebenfalls noch aus. Es ist zu erwarten, dass die
Dimensionsabschätzung aufgrund von Rauschen von der Länge der Datenreihe
abhängt. Im experimentellen Teil soll untersucht werden, wie beide Algorithmen
auf Variation der Datenlänge bei unterschiedlichen Bedingungen (stabil/instabil)
reagieren und es wird angenommen, dass der AFNN robuster ist.

. Lyapunov Exponent
Die bisherigen theoretischen Bemühungen zielten darauf ab, geeignete Parameter
für eine Einbettung der Messbeobachtungen zu finden. Sind τ und d passend
bestimmt, kann es an die Berechnung des maximalen Lyapunov Exponenten λmax
gehen. Über dessen Anwendungsbereich im Fachgebiet der Sport- und Bewegungs-
wissenschaft wurde bereits im einleitenden Kapitel  gesprochen. Wie dargestellt
gibt es zum Teil widersprüchliche Ergebnisse für λmax und berichtete Reliabilitäten
unterscheiden sich stark. Es gibt zudem Hinweise, dass unterschiedliche methodi-
sche Vorgehensweisen mindestens dazu beitragen (siehe Abschnitt ..). In diesem
Kapitel sollen deshalb einige theoretische Überlegungen bezüglich eines geeigneten
Algorithmus, der Dimension und der Region, in der der Exponent als Steigung der
Divergenzkurve bestimmt wird, vorgestellt werden, ehe diese Überlegungen in neue
Hypothesen überführt werden. Zunächst sollen aber generelle, methodische Effekte
zusammengetragen werden, die sich bei der Berechnung ergeben.
Rosenstein et al. () betonen, dass „gute“ Resultate, also welche, die nah am
wahren Wert für λmax liegen, nur zu erwarten sind, wenn die Einbettungsdimension
groß genug gewählt ist. Dargestellt in zu kleiner Dimension sind zu viele falsche
Nachbarn vorhanden und das System erscheint eher stochastisch. Wie bereits
in Kapitel  erwähnt, führt, umgekehrt, eine zu hohe Einbettungsdimension in
sportwissenschaftlichen Studien zu substantiell niedrigeren Exponenten (Gates
und Dingwell ). Ebenfalls ist in der Sportwissenschaft bekannt, dass λmax
mit der Länge der Zeitreihe wächst (Kang und Dingwell b; Bruijn, van Dieën
et al. b; Reynard und Terrier ) und wird damit erklärt, dass bei mehr
Datenpunkten, die Wahrscheinlichkeit für initial nahe Nachbarn steigt und damit
bei gleicher Gesamtvariabilität auch das Potential für Divergenz dieser Punkte
(Bruijn, van Dieën et al. b). Verrauschte Daten haben ebenfalls Einfluss auf
die Exponenten. Stergiou, Moraiti et al. () nennen intrinsisches Rauschen als
mögliche Ursache für größere Lyapunov Exponenten während Rosenstein et al.
() geringere Werte für λmax in verrauschten Daten fanden.
.. Algorithmen
Es gibt verschiedene Algorithmen zur Berechnung von λmax, die in der Sportwissen-
schaft verwendet werden, und diese sollen mit ihren verschiedenen Eigenschaften
nun kurz dargestellt werden. Algorithmen, die für theoretische Systeme sehr gut
funktionieren bzw. welche, bei denen die Qualität der Daten eine gute Approxi-
mation der nichtlinearen Dynamik erlauben (Kantz und Schreiber , S. ),
wie die von Sano und Sawada () und Eckmann et al. (), sollen aller-
dings nicht beleuchtet werden, da nicht erwartet werden kann, dass die in der
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Bewegungswissenschaft aufgenommenen Daten diese Qualität haben.
... Wolf
Der Algorithmus von Wolf et al. () orientiert sich bei der Berechnung von
λmax (bzw. weiteren positiven Lyapunov Exponenten des gesamten Spektrums
an Exponenten) an einer Referenztrajektorie der rekonstruierten Dynamik. Die
Expansion von initial geringen Abständen benachbarter Punkte wird über einen
gewissen Zeitraum mitverfolgt, ehe der gewählte Nachbar durch einen nun dem
Punkt der Referenztrajektorie näheren Nachbarn ersetzt wird. Das geschieht derart,
dass außerdem die Richtung des Flusses (Orientierung) beibehalten wird. Für
dieses neue Punktepaar wird erneut die Abstandsveränderung über einen Zeitraum
beobachtet, bis man erneut den Punkt der Referenztrajektorie beibehält und den
anderen wie oben ersetzt. Diese Prozedur wird fortgesetzt bis man ans Ende der










berechnet. Dabei bezeichnet M die Anzahl der Iterationsschritte, tM − t0 die
durchlaufene Zeitspanne sowie L und L′ die euklidischen Abstände der zu den
jeweiligen Zeitpunkten relevanten Punkte. Das Mitverfolgen über die Zeitspanne
soll so gewählt sein, dass man nur die Expansionsphase der Punkte beobachtet
und die exponentielle Abstandsvergrößerung noch nicht abgeschwächt ist. Man
beachte, dass der Zeitraum, der zwischen tk−1 und tk liegt, nicht über den gesamten
Attraktor konstant sein muss (Wolf et al. ), und dass die Berechnung von
geeigneter Wahl dieser Zeitspanne abhängt. In Kürze: Es ist wünschenswert nicht
zu viele Iterationsschritte zu benötigen, da jeder Iterationsschritt die Gefahr eines
„Orientierungsfehlers“ birgt. Gleichzeitig muss man eine Wahl darüber treffen, wie
beim Wechsel des Punktes bei jeder Iteration ein Kompromiss aus Nähe (die über
dem Rauschlevel liegen sollte) und Beibehalten der Orientierung gefunden wird
(Wolf et al. ). Für weitere Details sei ebenfalls auf die Originalveröffentlichung
verwiesen.
... Rosenstein
Rosenstein et al. () publizierten einen Algorithmus, der eine sehr einfache
Berechnung von λmax auch für relativ kurze Zeitreihen erlaubt. Dabei wird nach
Festlegen der Parameter d und τ für jeden Punkt ~si der nächste Nachbar n(i, d)
gesucht und der logarithmierte euklidische Abstand nach t Zeitschritten betrachtet.
Gemittelt über alle N Punkte im rekonstruierten Phasenraum, ergibt sich die
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ln (dist(~si, ~sn(i,d), t)) (.)
Die Funktion dist misst dabei den euklidischen Abstand der beiden Punkte ~si
und ~sn(i,d) nachdem die Zeitspanne t vergangen ist. Der maximale Lyapunov
Exponent wird dann als Steigung des linearen Bereichs von D(t) berechnet. Man
beachte, dass hier im Gegensatz zum Algorithmus von Wolf et al. () der
natürliche Logarithmus genutzt wird. Möchte man Werte der beiden vergleichen,
sollte man sich entscheiden, welche Basis man benutzen möchte und diese in beiden
Algorithmen verwenden.
... Kantz
Kantz () entwickelte parallel einen sehr ähnlichen Ansatz, in dem der maximale
Lyapunov Exponent ebenfalls als Steigung der mittleren logarithmischen Divergenz
initial naher Punkte berechnet wird. Die Unterschiede zum Algorithmus von
Rosenstein liegen zum einen in der Verwendung der Maximumsnorm für das
Auffinden der Nachbarn zu Punkten im rekonstruierten Phasenraum (vgl. Abschnitt
.) und zum anderen darin, dass nicht nur der nächste Nachbar für die Berechnung
verwendet wird. Zu einem Punkt ~si werden alle Nachbarn in einer Umgebung Ui
mitberücksichtigt. Gemittelt wird die Divergenz zunächst über alle gefundenen
Nachbarn eines Punktes und anschließend über alle N Punkte im rekonstruierten









dist(~si, ~sj, t)) (.)
Dabei wird der Abstand dist(~si, ~sj, t) nach t Zeitschritten zwischen den Punkten
mit den Indizes i und j gemessen als |mi+(d−1)τ+t−mj+(d−1)τ+t|. Man beachte, dass
durch diese Abstandsberechnung eine spezifische Dimension nur für das Auffinden
der Nachbarn genutzt wird und die Divergenzberechnung im eindimensionalen
verbleibt (Kantz ), also nur die absolute Differenz der Messwerte nach t Zeit-
schritten berechnet wird. Das soll die Berechnung unabhängiger von der Dimension
machen.
... Vor- und Nachteile
Die Vorteile der Algorithmen von Kantz und Rosenstein gegenüber dem von Wolf
liegen darin, dass sie leicht verständlich sind und die exponentielle Divergenz
direkt testen. Man kann aufgrund der Divergenzkurve D(t) explizit sehen, ob
deterministisches Chaos vorliegt. Für ein solches sollte bei nicht verrauschten Daten
eine klare Region mit linearem Anstieg vorliegen. Der Algorithmus von Wolf lässt
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eine solch nachträgliche Betrachtung nicht zu (setzt also exponentielle Divergenz
voraus), ist schwieriger anzuwenden und wird deshalb von Kantz und Schreiber
(, S. ) nicht empfohlen. Da eine Vielzahl von Variationsmöglichkeiten in den
Parametern der Auswertung besteht (u. a. Wahl der Zeitspannen tk − tk−1 und
des Kompromisses zwischen Nähe und Orientierung), ist die Anwendung diffizil
(siehe Abschnitt ..). Zusätzlich lässt sich anführen, dass ein Großteil der Punkte
gar nicht für die Berechnung berücksichtigt wird, so dass die Ergebnisse stark
von der Parameterwahl beeinflusst sein werden. In der Sportwissenschaft wurde
bisher nur von wenigen Arbeitsgruppen auf diesen Algorithmus zurückgegriffen,
z. B. aber von Stergiou, Moraiti et al. () oder in Cignetti et al. (), die
für Sensitivitätsanalysen von Gangdaten sowohl den Algorithmus von Rosenstein
als auch den von Wolf verwenden. Für diese Arbeit soll auf die Anwendung des
Algorithmus von Wolf verzichtet werden, um die Komplikationen zu vermeiden,
die sich aus der nicht zu umgehenden Wahl der Parameter ergeben.
Wer als Nachbar erscheint, ist abhängig vom Anteil Rauschen, der deterministi-
schen Struktur sowie der endlichen Anzahl Datenpunkte, die zur Verfügung stehen
(Bryant et al. ). Das macht es schwierig zu beurteilen, welcher Nachbarschafts-
radius für den Algorithmus von Kantz () gewählt werden sollte. Der Autor
selbst empfiehlt die Berechnung D(t) für verschiedene Wahlen der Nachbarschaft
U und der Dimension d. Bei guter Wahl sollten dann die Steigungen nicht zu stark
voneinander abweichen. Bei geeigneter Wahl kann man außerdem hoffen, dass sich
Rauscheffekte, aufgrund des Nutzens einer ganzen Nachbarschaft von Punkten,
gegenseitig aufheben. Gleichwohl ist bei Anwesenheit von Rauschen die Wahl umso
schwieriger. Darüber hinaus stellt sich für die Sportwissenschaft sofort die Frage,
ob für alle Gruppen oder Bedingungen die gleiche Definition von Nachbarschaft
geeignet ist, oder ob der Nachbarschaftsradius auf Gruppen- oder Individuumslevel
separat bestimmt werden muss. Da nicht garantiert ist, überhaupt Punkte in
der definierten Nachbarschaft zu finden, kann es darüber hinaus sein, Punkte im
Phasenraum bei der Berechnung ganz zu verwerfen (und damit Teile der Dynamik).
Es stellen sich hier die Fragen, wie viele Nachbarn in der Nachbarschaft liegen
sollten, um einen Punkt nicht zu verwerfen und wie viel Prozent der Punkte mit
in die Berechnung eingehen sollten. Für diese Arbeit soll daher ebenfalls auf die
Anwendung des Algorithmus von Kantz () verzichtet werden. Gleichzeitig wird
es eine spannende Frage für die Zukunft sein, ob es für diese Art der Berechnung
von λmax geeignete Standardisierungen für die Bewegungswissenschaft gibt. Für
den Algorithmus von Rosenstein et al. () muss man keine zusätzlichen Nach-
barschaftsparameter festlegen. Er lässt sich deshalb mit weniger Erfahrung nutzen
und soll im Folgenden als einziger verwendet werden.
.. Einbrüche in der Divergenzkurve
Die Divergenzkurven, die man für bewegungswissenschaftliche Daten beobachten
kann, sind häufig dadurch charakterisiert, dass in wiederkehrenden Abständen,
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starke Einbrüche auftreten. Diese kennzeichnen, dass der durchschnittliche loga-
rithmische Abstand hier sehr plötzlich wieder abnimmt. Gleichzeitig finden sich
dazwischen lokale Maxima, so dass also zu Beginn kein linearer Bereich über lange
Zeitskalen zu beobachten ist. Diese Einbrüche in der Divergenzkurve sind sehr
häufig (z. B. Bruijn, van Dieën et al. a, Dingwell und Cusumano , Bruijn,
Meijer et al. , Liu und Lockhart ), werden jedoch selten diskutiert. Einzig
van Schooten, Rispens et al.  weisen meines Wissens in der Sportwissenschaft
darauf hin und nehmen an, dass es sich dabei um Rauscheffekte handeln kann,
die die iterative Natur der Einbettung widerspiegeln. Es ist in der Tat offensicht-
lich, dass sich zwei Delay-Vektoren, die zum Zeitschritt i Nachbarn sind, nach τ
Zeitschritten, also zum Zeitschritt i+ τ , nicht beliebig weit voneinander entfernt
haben werden. Schließlich sind m− 1 Koordinaten wiederkehrend. Beachte, dass
sich der quadratische Abstand zwischen ~si und seinem nächsten Nachbarn ~sn(i,d)
in d Dimensionen als
|~si − ~sn(i,d)|2 =
d−1∑
j=0
(mi+jτ −mn(i,d)+jτ )2 (.)
berechnet. Genau τ Zeitschritte weiter sind d− 1 Summanden identisch.
|~si+τ −~sn(i,d)+τ |2 =
d−1∑
j=0
(mi+τ+jτ −mn(i,d)+τ+jτ )2 =
d∑
j=1
(mi+jτ −mn(i,d)+jτ )2 (.)
Je größer nun Rauschanteil und Dimension, desto mehr Gewicht wird durchschnitt-
lich der identische Anteil in den Gleichungen . und . bekommen und desto
weniger kann sich der Anteil, der durch exponentielle Divergenz hervorgerufen wird,
durchsetzen. Es ist derzeit nicht bekannt, ob dieser Effekt durch Messrauschen
oder dynamisches Rauschen unterschiedlich beeinflusst wird.
.. Divergenzkurven in Anwesenheit von Rauschen
Um das zu untersuchen, wird abermals das Beispiel des Lorenz-Systems bemüht.
Relative Rauschlevel sind wieder gemäß Kantz und Schreiber (, S. ) als
Quotient aus Streuung des Rauschens und Streuung des Signals definiert (vgl.
Abschnitt .). Verrauschte Zeitreihen des Lorenz-System wurden konstruiert,
indem auf die gemessene x-Koordinate des Originalsystems, 5 %, 10 %, 20 % und
50 % Messrauschen addiert wurde. Dabei ist das Rauschen normalverteilt mit
νi ∼ N (0, σν) gewählt. Die in den Kapiteln  und  gefundenen Rekonstruktions-
parameter d = 3 und τ = 10 wurden für alle verrauschten Zeitreihen verwendet.
Zusätzlich wurde für das Rauschlevel von 50 % auch die Dimension variiert (bei
gleichbleibendem τ). Die resultierenden Divergenzkurven für die ersten 150 Zeit-
schritte, die mit dem Algorithmus von Rosenstein et al. () berechnet wurden,
sind in Abb. . zu sehen. Man kann klare Peaks bei Vielfachen des Delays τ sehen.
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Darüber hinaus sind die Einbrüche in der Divergenzkurve mit steigendem Rauschle-
vel ausgeprägter (siehe Abb. .a), während sie mit steigender Dimension weniger
rasch verschwinden (siehe Abb. .b). Beachte, dass bei Dimension d = 7 noch für
Zeitschritt 60 ein deutlicher Peak zu erkennen ist. Man muss darauf hinweisen,
dass die entstandenen Kurven mit hohem relativen Rauschlevel eher theoretischer
Natur sind, da man davon ausgehen kann, dass typische Messaufbauten und -geräte
keine Rauschlevel dieser Größenordnung erreichen. Interessanterweise ist zwischen
den Peaks noch immer sehr klar der lineare Verlauf der Divergenzkurve sichtbar,
was bei bisherigen Bewegungsanalysen nicht der Fall ist.










(a) von unten nach oben: Divergenzkurven
mit 0, 5, 10, 20 und 50 Prozent relativem
Rauschlevel sowie d = 3 und τ = 10








(b) von unten nach oben: Divergenzkurven
für die Dimensionen 3, 4, 5, 6 und 7 bei 50
Prozent relativem Rauschlevel und τ = 10
Abbildung ..: Auswirkungen von Messrauschen auf die Divergenzkurven der rekonstruierten
Dynamik des Lorenz-Systems aus der gemessenen x-Koordinate
Um zu untersuchen, inwiefern sich dynamisches Rauschen auf die Divergenz-
kurven auswirkt, wurde der MATLAB-Solver ode45 wieder schrittweise auf die
Differentialgleichungen des Lorenz-Systems angewendet. Für jeden Zeitschritt
∆t = 0,01 s wurde im Anschluss an die Berechnung auf den resultierenden Phasen-
raumvektor ein Rauschvektor addiert, dessen Komponenten mit normalverteilten
Zufallswerten zu vorgegebenem relativen Rauschlevel besetzt waren. Aus der ent-
standenen „verrauschten Dynamik“ wurde wieder die x-Koordinate als gemessen
angesehen (vgl. Abschnitt .). Als Rauschlevel wurden erneut 5 %, 10 %, 20 % und
50 % getestet. In Abb. . sind die Ergebnisse dargestellt. Die Rekonstruktion er-
folgte zunächst wieder mit d = 3 und τ = 10. Zusätzlich wurden für das Rauschlevel
von 50 % auch die Dimensionen 3, 4, 5, 6 und 7 getestet (bei konstantem τ).
Man sieht in Abb. . erneut, dass auch für dynamisches Rauschen klare Ein-
brüche in der Divergenzkurve im Abstand τ = 10 zu beobachten sind. Je höher
das Rauschlevel, desto ausgeprägter ist der Abfall des mittleren logarithmischen

.. Divergenzkurven in Anwesenheit von Rauschen










(a) von unten nach oben: Divergenzkurven
mit 0, 5, 10, 20 und 50 Prozent relativem
Rauschlevel sowie d = 3 und τ = 10








(b) von unten nach oben: Divergenzkurven
für die Dimensionen 3, 4, 5, 6 und 7 bei 50
Prozent relativem Rauschlevel und τ = 10
Abbildung ..: Auswirkungen von dynamischem Rauschen auf die Divergenzkurven der
rekonstruierten Dynamik des Lorenz-Systems aus der gemessenen x-Koordinate
Abstandes zu diesen Zeitpunkten (Abb. .a). Ändert man die Einbettungsdimen-
sion, so sind diese Einbrüche länger sichtbar (Abb. .b). Für die Dimension d = 7
ist erneut noch beim Zeitschritt 60 ein deutlicher Abfall erkennbar. Betrachtet
man die Abbildungen . und . etwas genauer, fällt auf, dass der letzte Peak
immer bei τ(d− 1) zu beobachten ist. Das ist gerade der Zeitraum, der von einem
Delay-Vektor der Dimension d überdeckt wird. Waren die Punkte i und n(i, d) nah,
so rücken sie alle τ Zeitschritte wieder etwas näher zusammen (siehe Gleichung
. und .), da ein Teil der Abstandsberechnung auf identische Komponenten
der Messung zurückgreift. Der Anteil identischer Koordinaten nimmt mit der Zeit
ab, so dass sich auch die Peaks abschwächen sollten - das kann mit Blick auf die
Abbildungen bestätigt werden. Nach τ(d − 1) + 1 Zeitschritten ist der Bereich
der Messwerte der Komponenten der beiden Nachbarn komplett durchlaufen, so
dass die Einbrüche in der Divergenzkurve, die durch diesen Effekt hervorgerufen
werden, automatisch zum Erliegen kommen. An der Anzahl der Peaks #P kann
man dadurch auch direkt die Dimension d ablesen. Es gilt:
d = #P + 1 . (.)
Darüber hinaus stellt man in Abb. . fest, dass die Einbrüche im Vergleich zur
Variante mit Messrauschen geschwungener mit ebenfalls klaren lokalen Maxima sind
- so wie man sie typischerweise bei sportwissenschaftlichen Daten beobachten kann.
Damit einher geht jedoch auch, dass man mit steigender Dimension immer weniger
eine klar lineare Region erkennen kann. Mit steigendem Rauschlevel und auch
steigender Dimension nimmt der durchschnittliche initiale Abstand benachbarter
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Punkte offenbar zu (größere y-Achsenabschnitte), die Steigungen der Kurven
flachen mit steigender Dimension etwas ab, was in niedrigeren Werten für λmax
resultiert.
Insgesamt kann man festhalten, dass die Einbrüche in der Divergenzkurve
ein sehr starkes Indiz dafür liefern, dass der zugrundeliegende Determinismus
der motorischen Systeme, die in der Bewegungswissenschaft untersucht werden,
durch einen erheblichen Anteil dynamischen Rauschens überlagert ist. Also einem
Rauschen, das schon auf den Originalsystemzuständen liegt und sich somit auf jeden
folgenden Systemzustand auswirkt. Die Einbrüche in den Divergenzkurven lassen
sich zudem nur schwerlich durch Messungenauigkeit allein erklären. Vertrauen zu
einer validen Schätzung für den maximalen Lyapunov Exponenten kann man dann
bekommen, wenn die Parameter der Einbettung die Ergebnisse nicht zu sehr ändern.
Das ist - wie bereits ausgeführt - nicht der Fall. Man muss sich also veranlasst
sehen, die Resultate für λmax mit der nötigen Vorsicht zu interpretieren (Kantz und
Schreiber , S. ). Umso mehr ist zu betonen, dass eine Standardisierung der
Herangehensweise in der Sportwissenschaft nötig ist, soll die nichtlineare Analyse
auf lange Sicht Teil klinischer Praxis werden.
.. Wahl der Region für die lineare Anpassung
Die Region R, über die die Steigung ermittelt wird (und damit λmax), definiert
sich theoretisch aus dem Bereich heraus, in dem ein klarer linearer Anstieg in der
Divergenzkurve zu sehen ist. Optimalerweise sollte dieses lineare Verhalten robust,
also auch bei anderer Wahl der Einbettungsparameter noch präsent sein (Kantz
und Schreiber , S. ). Unglücklicherweise hat man es für Bewegungsaufgaben
in Übereinstimmung mit Dingwell und Kang () häufig damit zu tun, keinen
solch klaren linearen Bereich vorzufinden (siehe Abschnitt .). Man kann aus den
Abbildungen . und . auch erkennen, dass die logarithmische Divergenz einer
Saturierung unterliegt, die umso später einsetzt, je geringer das Rauschlevel ist. Die
Saturierung selbst ist Ausdruck der Beschränktheit des Attraktors, exponentielles
Wachstum der Abstände kann nur über einen entsprechend kleinen Bereich Gültig-
keit haben und nicht beliebig lange (vgl. Kantz und Schreiber , S. ). Bei
höherem Rauschlevel ist schon der initiale Abstand der Nachbarn im Durchschnitt
größer (erkennbar an größeren y-Achsenabschnitten der Divergenzkurven), der
zeitliche Bereich, in dem exponentielles Wachstum stattfinden kann, schrumpft
dadurch zusammen. Je früher die Saturierung einsetzt, desto weniger Information
erhält man über den exponentiellen Anstieg (vgl. Kantz und Schreiber , S. ).
Sehr prominent ist des Weiteren der initiale Sprung, den die Kurven in der Abb.
.a machen und direkter Ausdruck des Rauschniveaus ist. Nächste Nachbarn im
rekonstruierten Phasenraum sind dies bei hohem Rauschanteil oftmals zufällig,
einen Zeitschritt weiter wird der Abstand dann eher von der Größenordnung des
Rauschens dominiert, denn von der Systemdynamik (Kantz und Schreiber ,
S. ). Dieser initiale Sprung fällt offenbar umso kleiner aus, je größer die Dimen-
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sion ist (mit der Begründung, dass in höherer Dimension der initiale Abstand
bereits groß ist). In Abb. ., wo die Ergebnisse der mit dynamischem Rauschen
versehenen Zeitreihen zu sehen sind, ist dieser initiale Sprung verteilt bis hin zum
ersten lokalen Maximum. Die Beobachtung, dass dieser erste Anstieg bei geringerer
Dimension prägnanter ist, bleibt jedoch bestehen.
Bisherige Praxis war es, den Anpassungsbereich R für die lineare Regression an
die Dauer eines Schritts (Ekizos, Santuz und Arampatzis , Hamacher, Schley
et al. ) oder Doppelschritts (Dingwell und Kang , England und Granata
) zu koppeln bzw. allgemeiner an die Länge eines halben (Graham und Brown
, Ross et al. ) oder ganzen Zyklus (Gates und Dingwell , Granata und
England ). Ebenso gebräuchlich ist die Wahl von 4 bis 10 Doppelschritten
(Dingwell und Cusumano , Dingwell und Kang , Graham, Sadler et al.
). Terrier, Le Carre et al. () nutzten dagegen 2 bis 6 Doppelschritte. Freier
und kürzer wählten Lee und Granata () und Moreno Catalá et al. ()
den Bereich mit 0,01 s-0,2 s respektive 0 s-0,5 s oder Lee und Nussbaum ()
individuell für jede Divergenzkurve, um nur den als linear identifizierten Bereich
zu berücksichtigen.
Die Auswahl des Bereichs für die lineare Anpassung ist also sehr unterschiedlich
gehandhabt worden und man kann weder erwarten, dass die Ergebnisse über
verschiedene Studien vergleichbar sind, noch, dass dabei ein wahrer Lyapunov
Exponent berechnet wird (da kein klarer linearer Bereich erkennbar ist, Dingwell
und Kang ). Die Tatsache, dass man in Bewegungsanalysen offenbar nicht
in der Lage ist, einen wahren Lyapunov Exponenten zu berechnen, heißt nicht,
dass man mit Hilfe der nichtlinearen Analyse nicht nützliche Ergebnisse erzielen
kann (Dingwell und Kang ). Man sollte sich aber darüber bewusst sein und
die methodische Vorgehensweise entsprechend hinterfragen. Im Folgenden sollen
mehrere Gründe angegeben werden, weshalb diese Arbeit dafür plädiert, die Analyse
dahingehend zu vereinheitlichen, dass nur ein sehr kurzer Bereich für die Steigung
der Divergenzkurve genutzt wird.
Erstens fanden Reynard und Terrier () eine größere Reliabilität für die
Dauer eines Schritts im Vergleich zu einem Doppelschritt, d. h. für einen kürzeren
Zeitraum.
Zweitens sind die Daten offenbar so sehr von dynamischem Rauschen geprägt,
dass in der Regel kein linearer Bereich identifiziert werden kann. Möglicherweise
liegt darin aber sogar eine Chance, denn vielleicht ist das Rauschlevel selbst
gerade der Anteil, der interessiert (vgl. Abschnitt .). Unterstützung findet das
auch durch Roos und Dingwell (), die für einen Modellansatz des Gehens
herausfanden, dass ein größerer Anteil Rauschen mit verminderter Gangstabilität
bzw. erhöhtem Sturzrisiko assoziiert ist. Darüber hinaus fanden Cignetti et al. ()
im Vergleich der Algorithmen von Rosenstein und Wolf eine höhere Sensitivität zur
Unterscheidung zwischen Gruppen bei Gangversuchen. Dabei wurde die Divergenz
im Wolf-Algorithmus, auf den aus oben genannten Gründen verzichtet werden
soll, nur über drei Zeitschritte verfolgt. Bei einem so kurzen zeitlichen Bereich,
wird dort eher das Rauschlevel detektiert, denn ein wahrer Wert für λmax, so
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dass die Hypothese aufgestellt werden kann, dass die dort gefundenen Vorzüge
des Wolf-Algorithmus allein auf das Rauschlevel zurückzuführen sind. Wie oben
ausgeführt, ist die Höhe des Rauschlevels im Beginn der Divergenzkurve zu finden.
Umso stärker, je kleiner die Dimension.
Drittens soll noch ein physiologisches Argument angeführt werden. Initial nahe
Punkte haben im Wesentlichen zwei Möglichkeiten um sich voneinander zu entfer-
nen: Zum Einen in der Flussrichtung der Dynamik und zum anderen orthogonal
dazu. Für lange Zeiträume gibt es eine Saturierung der Divergenzkurven (vgl. z. B.
Abb. .), die die Bedeutung hat, dass die initial nahen Punkte so weit entfernt
sind, wie es in dem Attraktor eben geht, mit anderen Worten: Die Entfernung
entlang des Flusses ist dominant. Für kurze Zeiträume spielt entsprechend die Ent-
fernung orthogonal zur Flussrichtung eine Rolle. Physiologisch befindet man sich
im Fluss irgendwo im Bewegungszyklus. Es ist für die Beurteilung von Stabilität
aber eigentlich nicht so sehr interessant, ob sich zwei initial nahe Punkte nach z. B.
30 s an einer ähnlichen Stelle im Zyklus befinden oder nicht. Die Abstandsänderung
orthogonal zur Flussrichtung, die zu Beginn mehr Einfluss hat, könnte möglicher-
weise viel eher das Risiko beschreiben, in einem Phasenraumzustand zu landen,
der vom ZNS nicht mehr kontrollierbar ist und im Verlust der globalen Stabilität
münden könnte (z. B. Stolpern oder Fallen). Zudem wird die Bewegungsausführung
permanent über afferentes Feedback rückgekoppelt und angepasst, so dass der dem
Systemdeterminismus unterliegende Zeitraum als nur sehr kurz zu betrachten ist.
.. Hypothesen
Es wird angenommen, dass aufgrund eines hohen dynamischen Rauschanteils die
Effektstärke zur Unterscheidung von Bedingungen oder Gruppen (stabil/instabil)
prinzipiell zunimmt, wenn der Bereich R für die lineare Anpassungsregion zur
Bestimmung von λmax abnimmt. Darüber hinaus wird die Hypothese aufgestellt,
dass die Effektstärke prinzipiell mit steigender Dimension d abnimmt, sobald die
Dimension d > dmin, da erkannt wurde, dass der durch Rauschen verursachte
initiale Anstieg mit der Dimension abnimmt.
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Man muss sich bewusst sein, dass die Messreihen, die in Laboren oder unter Feld-
bedingungen aufgenommen werden, zwar Ausdruck des dahinterliegenden Systems
sind, jedoch nie das System selbst. Indem man beobachtet (misst), erhält man
Informationen über das System, die ursprünglichen Systemzustände ~Si selbst sind
jedoch hinter der Messfunktion m verborgen (siehe Abschnitt ..). Man erhält
Messreihen mi = m(~Si). Über die Methode der Einbettung einer eindimensionalen
Zeitreihe über zeitversetzte Kopien in einen höherdimensionalen Raum (Takens
) ist es zwar nicht möglich, die ursprünglichen Systemzustände zu berechnen,
allerdings bleiben auf diese Weise bestimmte Eigenschaften des ursprünglichen
Systems erhalten. Der maximale Lyapunov-Exponent ist in der Theorie eine solche
Systemkonstante (Kantz und Schreiber , S. ) und es verbleibt zunächst
unklar ob und welche Konsequenzen die Feststellung, dass man keinen wahren
Lyapunov-Exponenten berechnet (Dingwell und Kang ), auf die Rekonstruk-
tion der Dynamik hat. Sauer et al. () haben das Takens-Theorem erweitert,
so dass nicht zwingend eine eindimensionale Zeitreihe in die Analyse eingehen
muss. Gleichwertig ist danach auch die simultane Messung verschiedener Mess-
größen des gleichen Systems sowie die Erhöhung der Dimension durch Einbinden
einer eindimensionalen Messgröße und ihrer Ableitung(en). Denkbar ist auch eine
Kombination der verschiedenen Ansätze. Es ist bereits aus den Kapiteln  und 
bekannt, wie passende Parameter für den zeitlichen Versatz τ und die Dimension d
erhalten werden können, so dass der eindimensionale Ansatz zur Rekonstruktion der
Dynamik weitgehend geklärt ist. Die Ansätze dagegen, die für mehrdimensionale
Messdaten bisher in der Sportwissenschaft verwendet werden, sollen weiter unten
noch präziser im ersten Teil dieses Kapitels ausgeführt werden.
Es gibt Situationen, in denen nur wenige Zyklen eines Probanden vorliegen -
im Extremfall nur einer. Im zweiten Teil dieses Kapitels soll es deshalb darum
gehen, wie man auch in einer solchen Situation in der Lage ist, Zeitreihen für die
Lyapunov-Analyse bereitzustellen.
Häufig findet eine Vorverarbeitung der Daten mithilfe von Filtern, Downsampling
oder Zeitnormalisierung (Resampling) statt (Kang und Dingwell , Arampatzis
et al. , Terrier und Reynard ). Es soll für dieses Kapitel davon ausgegangen
werden, dass die Daten bereits diese Vorverarbeitung durchlaufen haben, sofern sie
nötig gewesen sein sollte und es soll nur besprochen werden, welche Möglichkeiten
zur Rekonstruktion der Dynamik aus den entsprechenden Messgrößen bestehen.
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.. Konstruktion von Zeitreihen aus mehrdimensionalen
Messdaten
Typischerweise stehen zur Analyse der Bewegung mehr als nur eindimensionale
Daten zur Verfügung (z. B. x, y und z-Koordinaten eines Markers, entsprechende
Geschwindigkeiten und Beschleunigungen oder auch Euler- oder Segmentwinkel).
Es kann sich bei den Messwerten mi also um eindimensionale oder auch mehrdi-
mensionale Daten handeln (m(1)i , . . . ,m
(k)
i für k verschiedene Signale).
Im Falle eindimensionaler Messdaten ist das Vorgehen klar. Man wendet direkt
die Methode des Delay Embedding mit geeigneten Parametern τ und d an (Takens
). In der Theorie wird damit das System in genügender Güte abgebildet. So
verwenden u. a. Ekizos, Santuz, Schroll et al. () oder Dingwell, Robb et al.
() einzelne Koordinaten zur Beurteilung der lokalen dynamischen Stabilität.
Andererseits kann man in der Praxis mit empirischen Daten nicht immer sicher sein,
ob die Information einer Koordinate oder Messgröße für eine Rekonstruktion im
Phasenraum ausreichend ist. Cao et al. () weisen darauf hin, dass das schon bei
mathematisch definierten Systemen nicht immer der Fall ist. So kann das Messen
der z-Koordinate des Lorenz-Systems und eine anschließende Rekonstruktion
der Dynamik die Symmetrie in den x und y-Koordinaten nicht aufdecken. Auch
Letellier, Maquet et al. () zeigen auf, dass verschiedene Beobachtungsvariablen
nicht die gleiche Information tragen müssen. Das kann als Argument dazu dienen,
diese unterschiedlichen Koordinaten separat zu untersuchen und so die Stabilität
verschiedener Subsysteme getrennt zu bewerten (z. B. verschiedene Gelenke in
Kang und Dingwell ()) oder die verschiedenen Messgrößen gleichzeitig in die
Bewertung einfließen zu lassen (z. B. Position und Geschwindigkeit von Markern
sowie Segmentwinkel und deren Ableitungen in Kang und Dingwell (b)). Für
Letzteres gibt es dabei prinzipiell folgende Möglichkeiten:
a) Man benutzt die verschiedenen Messgrößen und/oder deren Ableitung(en)
direkt für eine Einbettung.
b) Man nutzt verschiedene Messgrößen und deren zeitversetzte Kopien.
c) Man nutzt die mehrdimensionalen Daten, um daraus eine eindimensionale
Zeitreihe zu konstruieren.
Variante a) stützt sich auf die oben erwähnte Erweiterung von Takens’ Theorem
(Sauer et al. ). In den Bewegungswissenschaften gibt es bereits zahlreiche
Publikationen, die auf diese Art und Weise eine Einbettung erreichen (beispielsweise
Lee und Granata , Granata und Lockhart ). Problematisch hierin ist
unter Umständen die Beurteilung, welche Variablen genutzt werden sollten und
welche Dimension als genügend betrachtet werden kann. Die Einschätzung erfolgt
hier eher aus Erfahrung, denn gestützt auf quantitative Methoden (z. B. Kang
und Dingwell , Riva et al. ). Werden Ableitungen als Koordinaten genutzt
(wie bei Kang und Dingwell ()), muss man sich bewusst sein, dass sie sehr
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sensitiv auf Rauschen reagieren, der Vorteil liegt auf der anderen Seite in der
klaren Interpretierbarkeit der einzelnen Komponenten eines Phasenraumvektors
(Kantz und Schreiber , S. ). Je höher die Ableitung, desto mehr wächst das
anteilige Rauschen des Signals. Es wird von Kantz und Schreiber (, S. )
empfohlen, zunächst einen Tiefpassfilter anzuwenden (z. B. wieder bei Kang und
Dingwell ()) und die Ableitungen numerisch sinnvoll zu berechnen (z. B. über
Savitsky Golay Filter oder den zentralen Differenzenquotienten). In den Kapiteln
 und  wurde bereits darauf hingewiesen, dass für die Sportwissenschaft das im
Signal enthaltene dynamische Rauschen möglicherweise von großem Interesse ist.
Ob es deshalb vorteilhaft sein kann, Ableitungen zu verwenden, ist eine offene
Frage, soll aber in dieser Arbeit nicht untersucht werden.
Daffertshofer et al. () nutzen für die Detektion verschiedener Modi beim
Gehen einen Principal Component-Ansatz (PCA), indem sie diejenigen Haupt-
komponenten der mehrdimensionalen Daten für eine Einbettung nutzen, die mehr
als 90 % der Varianz in den Daten erklären. Ähnlich wenden das Gates und Ding-
well () in einem Vergleich von verschiedenen Zeitreihenkonstruktionen sowohl
für das Lorenz-System als auch auf die Schulterbewegung bei einer dem Sägen
ähnlichen Aufgabe (vor und nach Ermüdung) mit 95 % Varianzaufklärung an.
Damit werden zwei Dinge erreicht: Erstens wird durch eine quantitative Auswahl
festgelegt, welche Dimension für die Einbettung genutzt wird und zweitens werden
die Messgrößen so in Phasenraumvektoren transformiert, dass diese in der Einbet-
tung gemäß der Gewichtung der PCA auftauchen. Es wird empfohlen, Messgrößen
unterschiedlicher Einheit zunächst zu normalisieren (Gates und Dingwell ).
Wie in Kapitel  näher ausgeführt, ist die PCA für die Festlegung der Dimension
jedoch nicht besonders gut geeignet. Auch Clewley et al. () fanden heraus,
dass die PCA die Dimensionalität des motorischen Systems überschätzen kann, so
dass die „richtige“ Auswahl an Hauptkomponenten für das Gelingen maßgeblich
ist (Gates und Dingwell ). Darüber hinaus kann erwähnt werden, dass die
PCA nur im „least-squares“ Sinn optimal ist und damit nicht auch zwingend für
die nichtlineare Analyse (Kantz und Schreiber , S. ).
In Variante b) mischt man den Ansatz aus a) mit der Delay Einbettung nach
Takens. Theoretisch kann man damit die Systemeigenschaften ebenfalls abbilden.
Allerdings wirft das auch weitere Fragen auf. Wie wählt man aus, welche Messgrößen
Eingang in die Einbettung finden sollen und welche nicht? Sollte jede Messgröße in
gleich vielen oder unterschiedlich vielen Delaykomponenten eingehen? Sollte für alle
Messgrößen, die auf diese Weise genutzt werden sollen, das gleiche Delay verwendet
werden? Fraser und Swinney () zeigen unter anderem, dass unterschiedliche
Messgrößen auch ein unterschiedliches optimales Delay haben können. Für die
Auswahl der Messgrößen gibt es Ansätze, die nichtredundante Messgrößen aus den
vorhandenen Kandidaten auswählen sollen. Diese sind bisher jedoch nicht in der
Sportwissenschaft angewendet worden. Vielleicht, weil sie methodisch aufwendig
zu implementieren sind und die entsprechenden Algorithmen nicht einsatzfähig
zugänglich sind. Nichtsdestotrotz werden Zeitreihen nach b) unter anderem von
van Schooten, Sloot et al. (), Sloot et al. (), van Schooten, Rispens et al.
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() und Hamacher, Hamacher, Törpel et al. () verwendet. Ein intuitiver
Ansatz ist es sicherlich, ein festes Delay für alle zu verwendenden Komponenten zu
wählen, wie das z. B. bei van Schooten, Sloot et al. () geschehen ist. Für b)
sind ansonsten alle Einschränkungen und Vorzüge zu nennen, die auch für Variante
a) gelten.
Variante c), also die mehrdimensionalen Zeitreihen durch eine Funktion zunächst
in eine eindimensionale Zeitreihe zu transformieren, hat den Vorteil, dass man im
Anschluss zu verwendendes Delay τ und Dimension d wie in den Kapiteln  und
 bestimmen kann. Der mehrdimensionale Fall ist also auf den eindimensionalen
zurückgeführt worden. Der maximale Lyapunov Exponent verbleibt dabei für jede
glatte Transformationsfunktion invariant (Kantz und Schreiber , S. ). Das
ermöglicht aus theoretischer Sicht unendlich viele gleichwertige eindimensionale
Zeitreihen aus mehrdimensionalen Daten zu produzieren. So wenden z. B. Ross
et al. () und Arampatzis et al. () dieses Vorgehen an, indem sie die Norm
von gemessenen Eulerwinkeln bestimmen.
Die Feststellung aus Kapitel , dass man es nicht mit einem wahren Lyapunov
Exponenten zu tun hat (Dingwell und Kang ), hat bisher keine Auswirkung
auf die Auswahl der Rekonstruktionsmethode gehabt. Ob die verschiedenen Mög-
lichkeiten auch in der Praxis als gleichwertig anzusehen sind, ist nicht geklärt. Ross
et al. () weisen darauf hin, dass Sie für die euklidische Norm von Eulerwinkeln
bessere Ergebnisse erzielen konnten, als für jede Datenreihe für sich. Da die Norm
Information aller drei Komponenten enthält, spricht das zumindest dafür, bei
mehrdimensionalen Daten nur begründet einzelne Komponenten auszuwählen und
andere aus der Analyse zu exkludieren. Man muss sich allerdings fragen, ob die
Information, die interessant ist, unter der Vielzahl von Transformationen und
Rekonstruktionsmöglichkeiten tatsächlich noch eine Systemkonstante ist. Wenn das
dynamische Rauschen eine entscheidende Rolle spielt, wäre jede Transformation,
die dieses Rauschen reduziert, als nachteilig anzusehen.
Die Rekonstruktion nach Variante c) wird in der Literatur auch zur Rauschreduk-
tion vorgeschlagen (Kostelich und Schreiber , Cao et al. ). Stellt man sich z.
B. von den Messdaten unabhängiges Rauschen vor, lässt sich schon durch einfache
Addition zweier Messgrößen ein besseres Signal-zu-Rausch Verhältnis erzeugen
(Cao et al. ). Da (fast) jede Linearkombination si =
∑k
j=1 ak · m
(k)
i erlaubt
ist (Kostelich und Schreiber ), stellt sich die Frage, welche davon am meisten
Vorteile bringt. Das beste Signal-zu-Rausch Verhältnis erhält man dann, wenn
man die Varianz der si maximiert und das ist gleichbedeutend mit der Gewichtung
durch die erste Hauptkomponente der Messdaten (Kostelich und Schreiber ).
In den Bewegungswissenschaften ist das bisher nicht angewendet worden. Beachte,
dass hier im Unterschied zu den oben erwähnten PCA-Varianten nur die erste
Hauptkomponente als eindimensionale Zeitreihe mit dem Ziel der Rauschreduktion
Eingang in die Analyse findet. Aus theoretischer Sicht ist eine Rauschreduktion in
den Daten für eine präzisere Bestimmung von λmax sinnvoll und man könnte hoffen,
auch Unterschiede zwischen Gruppen oder Bedingungen einfacher zu quantifizieren.
Ist der zu beobachtende Rauschanteil in den Messdaten jedoch von Wert für die
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Sportwissenschaft (wie in den Kapiteln  und  angedacht), so kann eine Rausch-
reduktion sogar kontraproduktiv sein. Angenommen eine instabile Bedingung ist
tatsächlich durch höheren dynamischen Rauschanteil gekennzeichnet als eine stabi-
le. Dann würde sich eine Rauschreduktion nicht zwingend gleichermaßen auf beide
Bedingungen auswirken. Denkt man an den Extremfall, dass eine Bedingung eine
rauschfreie Zeitreihe darstellt, so würde der Unterschied im Rauschen zwischen
den Bedingungen durch Anwendung einer Rauschreduktion reduziert. Es ist also
plausibel anzunehmen, dass jede Form von Rauschreduktion selbst eine nichtlineare
Funktion ist.
.. Ein „Bootstrapping“-Verfahren für Experimente mit
kurzen Zeitreihen
... Idee des Bootstrapping
Inferenzstatistik, wie z. B. der t-Test unabhängiger Stichproben, funktioniert für ge-
wöhnlich folgendermaßen. Die Verteilung des interessierenden Parameters (hier: die
Differenz eines Mittelwerts von unabhängigen Stichproben) wird mit bestimmten
Annahmen wie Normalverteilung der Stichproben und Homogenität der Varianzen
unter Gültigkeit der Nullhypothese als bekannt vorausgesetzt. Ist der konkrete
Testwert, der aus den Stichproben berechnet wurde, unter Berücksichtigung der an-
genommenen Verteilung sehr unwahrscheinlich, wird die Nullhypothese verworfen.
Problematisch ist, dass die erforderlichen Annahmen nicht immer als gültig nach-
gewiesen werden können oder schlicht nicht gelten. Das Bootstrapping-Verfahren
versucht aus der oder den Stichprobe(n) heraus, direkt die empirische Verteilung des
gesuchten Parameters herzuleiten, ohne vorher Annahmen über diese zu machen.
Gegeben seien z. B. Stichproben x1, . . . , xn und y1, . . . , ym (mit den Stichpro-
benumfängen n und m) und es ist gefragt, ob sich die Erwartungswerte der
Populationen, aus denen die Stichproben gezogen wurden, unterscheiden. Im Boot-
strapping generiert man nun eine hohe Anzahl B (in der Regel wird 1000 als groß
genug angesehen (Zhu ; Langenderfer et al. ; Sloot et al. ; Anderst
)) von Bootstrapping Stichproben xb = (xb1, . . . , xbn) und yb = (yb1, . . . , ybm)
mit b = {1, . . . , B} und xbi ∈ {x1, . . . xn} sowie ybj ∈ {y1, . . . , ym} für i = 1, . . . , n
respektive j = 1, . . . ,m. Diese Stichproben werden also generiert, indem aus den
Originalstichproben Zufallswerte mit Zurücklegen gezogen werden, das heißt eine
Bootstrap-Stichprobe xb könnte auch aus immer dem gleichen Wert x3 bestehen,
also xb = (x3, x3, . . . , x3). Dadurch wird versucht, die in der Population vorhandene
Varianz in den Bootstrap-Stichproben abzubilden. Aus den B Stichproben kann
dann direkt die empirische Verteilung des gesuchten Parameters berechnet werden.
Man erhält auf diese Weise z. B. B Mittelwertdifferenzen und deren entsprechen-
de Verteilung. Wie bei jeder schließenden Statistik müssen die ursprünglichen
Stichproben repräsentativ für die jeweilige Grundgesamtheit sein.
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... Konkatenation bei kurzen Zeitreihen
Es ist bekannt, dass die berechneten Werte für λmax mit der Datenlänge zunehmen
(Kang und Dingwell b, Bruijn, van Dieën et al. b) und die statistische
Präzision mit der Datenlänge ansteigt (Bruijn, van Dieën et al. b). Alternativ
konnten Sloot et al. () zeigen, dass Mittelwerte mehrerer Episoden von wenigen
Zyklen (7 Doppelschritte) ebenfalls zu guten Resultaten in statistischer Präzison
und Sensitivität führten. Die beiden letztgenannten Resultate sind dabei mit Hilfe
von Bootstrappingmethoden gezeigt worden. Sloot et al. () stellen sogar die
Frage, ob eine Anzahl von Episoden nicht sogar einem einzigen langen Versuch
vorzuziehen ist. Auch dazu benötigt man jedoch genügend Zyklen eines Probanden,
aus denen man mehrere Episoden auswählen kann. Es soll in diesem Abschnitt
ein ans Bootstrapping angelehntes Verfahren vorschlagen werden, das Zeitreihen
konstruiert, die es erlauben, λmax in Situationen zu berechnen, wo es nur wenige
Zyklen oder im Extremfall nur einen Zyklus je Untersuchungsobjekt gibt.
Typische Situationen, in denen es nicht möglich ist, genügend Zyklen je Proband
als Datenbasis aufzunehmen, sind z. B. unerwartete Perturbationen, bei denen per
Definition nur die erste solcher Art als zweifelsfrei unerwartet gelten kann sowie
Untersuchungsobjekte, die möglicherweise nicht in der Lage sind, den Anweisungen
des Versuchsleiters zu folgen (z. B. Tiere). Probanden mit Pathologien sind manch-
mal auch nur imstande wenige Zyklen zu absolvieren. Ist man an Erkenntnissen
auf Gruppenlevel interessiert, wird folgendes Vorgehen vorgeschlagen.
Gegeben sei eine Stichprobe mit Stichprobenumfang n. Der Grundgedanke ist,
aus den verschiedenen Probanden zusammengesetzte Pseudo-Probanden mit ge-
nügend vielen Zyklen zu bilden und im Anschluss diese zu analysieren. Um die
Probanden vergleichbar zu machen, sollte der Wertebereich der einzelnen Mess-
reihen normalisiert werden, so dass u. a. anthropometrische Unterschiede nicht
mehr ins Gewicht fallen (z. B. indem man das Minimum abzieht und durch das
dann verbliebene Maximum dividiert). Die Zeitreihen sind nun alle im Bereich
Null bis Eins. Um Zyklen verschiedener Probanden und möglicherweise geringfügig
unterschiedlicher Geschwindigkeiten zusammenzufügen, scheint es darüber hinaus
sinnvoll, jeden Zyklus auf die durchschnittliche Anzahl von Datenpunkten pro
Zyklus zu normalisieren. Bezeichne nun ki die Anzahl von aufgenommenen Zyklen
von Proband i sowie mi(t) die normalisierten Messdaten des t-ten Zyklus des
i-ten Probanden. Sei kmin die minimale Anzahl vollständig aufgenommener Zyklen
aller Untersuchungsobjekte (kmin = min(k1, . . . kn)) und bezeichne k =
∑n
i=1 ki die
Gesamtzahl an vorhandenen Zyklen. Dann bilde eine einzelne „Konkatenationss-
tichprobe“ mit n Pseudoprobanden je k̄ = bk/nc Zyklen wie folgt.
Ziehe eine Zufallsmatrix mit den Zeilen Zi = (zi1, . . . , zij, . . . , zik̄), i = 1, . . . , n,
j = 1, . . . k̄ mit zij ∈ {1, . . . , k} (gleichverteilt und ohne Zurücklegen). Jede Zu-
fallszahl indiziert einen Zyklus der aufgenommenen Daten. Dabei bezeichnen die
Zahlen 1 bis k1 die k1 Zyklen vom ersten Probanden, die Zahlen k1 + 1 bis k1 + k2
die k2 Zyklen vom zweiten Probanden usw. Damit ist die Abbildung beschrieben,
die jeder Zufallszahl zij den Probanden s(zij) sowie einen Zyklus c(zij) dieses
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Probanden zuordnet. Bilde je Zufallsvektor Zi durch Konkatenation die Zeitreihen
Mi = (ms(zi1)(c(zi1))ms(zi2)(c(zi2)) . . .ms(zik̄)(c(zik̄))) (.)
und betrachte diese n Pseudo-Probanden als eine Konkatenationsstichprobe.
Beachte, dass auf diese Weise k̄ · n verschiedene Zyklen in die Analyse eingehen.
Das sind in der Regel mehr als die kmin · n Zyklen, die man einbezogen hätte,
wenn jeder Proband für sich mit je gleich vielen Zyklen ausgewertet worden wäre.
Sind im Extremfall nur sehr wenige Zyklen je Proband vorhanden, kann man
auf die gleiche Weise durch Reduzierung der Anzahl von Pseudoprobanden (z. B.
n/2) längere Zeitreihen mit 2 · k̄ Zyklen generieren. Die Vervielfachung der Länge
der Zeitreihen geht dann jedoch mit einer ebenso drastischen Verringerung der
Pseudoprobandenzahl einher.
Prinzipiell kann man anführen, dass die Übergänge beim Aneinanderhängen ein
Problem darstellen, da die Zeitreihe dort einen Sprung machen kann. Samani et al.
() haben in einer Pipetten-Aufgabe mit verschiedenen Zielgefäßen allerdings
bereits auch für die Berechnung einer ganzen Reihe von nichtlinearen Maßen Zyklen
des gleichen Zielgefäßes (die nicht in zeitlicher Abfolge standen), je Individuum
aneinandergehängt und so Zeitreihen durch Konkatenation konstruiert. Geringe
Werte für den ICC (0, 1) wurden für ein dem Lyapunov Exponenten verwandtes
Maß gefunden und es ist zu vermuten, dass die geringe Anzahl an verwendeten
Zyklen (sechs bis sieben) maßgeblich dazu beitrug. Indem die Zyklen mehrerer
Probanden zusammengefügt werden, können längere Zeitreihen konstruiert werden.
Insgesamt werden nach dem beschriebenen Konzept B Konkatenationsstichpro-
ben gebildet. Beachte, dass man durch die B Stichproben zwar B Schätzwerte für
z. B. den Mittelwert erhält, jedoch keine empirische Verteilung wie beim Boot-
strapping. Ziehen mit Zurücklegen (wie es das Bootstrapping macht) würde für
identische Zyklen in einem Pseudoprobanden sorgen können. Das ist nicht sinnvoll,
weil es die physiologische Variabilität nicht abbildet. Als Statistik soll deshalb der
Mittelwert der Effektstärke aus den B Stichproben als Schätzwert für den Effekt
betrachtet werden und Inferenzstatistik durch Konfidenzgrenzen dieses Schätzers
(Konfidenzintervall).
.. Hypothesen
Dynamisches Rauschen ist möglicherweise in sehr starkem Umfang in bewegungs-
wissenschaftlichen Zeitreihen enthalten. Rauschreduktion kann plausiblerweise als
nichtlinear betrachtet werden. Es wird deshalb die Hypothese aufgestellt, dass sich
die Anwendung der oben beschriebenen Rauschreduktion mittels Projektion auf
die erste Hauptkomponente und anschließender Einbettung durch zeitversetzte
Kopien (Kostelich und Schreiber ) nachteilig auf die in empirischen Daten der
Sportwissenschaft zu beobachtende Effektstärke auswirkt.
Bei Datensätzen, die je Untersuchungsobjekt nur aus einer geringen Anzahl von
Zyklen bestehen, wird die Hypothese aufgestellt, dass es durch die Konkatenati-
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onsmethode möglich ist, Unterschiede auf Gruppenlevel nachzuweisen. Damit soll






. Methoden und Datensätze
Nachdem im theoretischen Part der Arbeit Hypothesen entwickelt wurden, die nun
bereit stehen, soll der experimentelle Teil anhand von Datensätzen der Sportwis-
senschaft genau diese Überprüfung vornehmen. In diesem Kapitel sind zunächst
die drei Datensätze beschrieben, die für die Experimente genutzt werden und mit
welchen Methoden diese erhoben wurden. Es handelt sich dabei erstens um den
Datensatz Gehen und Laufen auf dem Laufband mit den Bedingungen ebener und
unebener Untergrund, die einer Kooperation mit der Universität Kassel entstam-
men. Zweitens dem Datensatz einer Rumpfbewegungsaufgabe bei gestörter und
ungestörter Bedingung, der im Rahmen eines vom BISp geförderten Rückenpro-
jekts erhoben wurde sowie drittens einem Datensatz, der aus einem Tierversuch
kommt und in Kooperation mit der Dalhousie University in Halifax, Kanada, zur
Verfügung gestellt wurde. Es handelt sich um Laufbanddaten von zwei Gruppen
von Mäusen, bei denen in einer davon die Propriozeption durch Gendepression
gestört wurde. Es folgt eine detaillierte Beschreibung aller drei Datensätze. In den
Anwendungen (Kapitel ) wird dann erläutert, auf welchen Datensatz oder welche
Datensätze für das jeweilige Experiment zurückgegriffen wird.
.. Gehen und Laufen auf ebenem und unebenem
Untergrund
Insgesamt achtzehn (11 männlich, 7 weiblich), sportlich regelmäßig aktive Pro-
banden (anthropometrische Daten siehe Tabelle .) wurden ursprünglich für eine
Studie zur Untersuchung der Stabilität sowie der modularen Steuerung der Musku-
latur akquiriert (Santuz, Ekizos et al. ), deren Daten im Zuge dieser Arbeit
unter anderen Gesichtspunkten erneut ausgewertet wurden. Für die folgenden
Angaben oder weitere Informationen zum Datensatz vergleiche deshalb mit Santuz,
Ekizos et al. (). Die Probanden gaben ihr schriftliches Einverständnis für das
Untersuchungsprotokoll gemäß der Deklaration von Helsinki und dass ihre Daten
zu wissenschaftlichen Zwecken genutzt werden dürfen. Die Studie wurde vom Ethik-
komitee der Universität Kassel genehmigt (Genehmigungsnummer E).
Keiner der Probanden litt akut bzw. in den letzten sechs Monaten vor Beginn
der Messungen an Verletzungen des Kopfes oder der Wirbelsäule oder hatte eine
Historie für pathologische Störungen des Bewegungsapparates.
Zwei verschiedene Laufbänder standen für das Untersuchungsprotokoll zur Ver-
fügung. Ein normales mit ebener Lauffläche (Laufergotest, Erich Jäger, Würzburg,
Germany) sowie eines, das mit speziell angefertigter, unregelmäßig unebener Lauf-
fläche ausgestattet war (Woodway®, Weil am Rhein, Germany, siehe Abbildung

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Abbildung ..: Skizze des für Gehen und Laufen eingesetzten Laufbandes mit unebener
Oberfläche. Abbildung freundlicherweise von Santuz, Ekizos et al. () zur Verfügung gestellt
Tabelle ..: Anthropometrische Daten der Probanden des Datensatzes . (Gehen und Laufen
auf ebenem und unebenem Laufband) mit Mittelwerten und Standardabweichungen
n Alter [a] Größe [cm] Masse [kg]
18 24± 3 176± 7 71± 13
.). Dadurch wurde ermöglicht, den gewöhnlichen Bewegungsablauf zu stören
und Bedingungen zu simulieren, die z. B. denen bei einem Waldlauf entsprechen.
Für diesen Zweck wurden klassische terrasensa® Module verwendet (Sensa® by
Huebner, Kassel, Germany). Zur Erfassung kinematischer Daten wurde ein Bewe-
gungserfassungssystem (Oqus 3+, Qualisys AB, Gothenburg, Sweden) mit sechs
Kameras genutzt. Vier reflektierende Marker wurden auf der Wirbelsäule bei T2,
T7, T10 und L2 platziert und mit einer Messfrequenz von 300 Hz während der
verschiedenen Versuche aufgenommen. Die Probanden absolvierten randomisiert
bei festgesetzter Ganggeschwindigkeit (1,1 m s−1 weiblich und 1,2 m s−1 männlich)
und Laufgeschwindigkeit (2,0 m s−1 weiblich und 2,2 m s−1 männlich) je zwei Gang-
und Laufversuche je Bedingung auf den beiden Laufbändern, von denen nur der
jeweils erste für diese Arbeit verwendet wurde. Verschiedene Geschwindigkeiten
wurden gewählt, um geschlechtsspezifische Unterschiede der präferierten Geschwin-
digkeit abbilden zu können (Pilotstudie). Die Probanden waren angewiesen nach
vorne zu blicken und nicht auf den Untergrund, so dass der Schwierigkeitsgrad und
die Herausforderung für das motorische System zusätzlich erhöht wurden.
Datenextraktion und Vorverarbeitung: Nach einer Gewöhnungsphase wurden
180 s bzw. 120 s kontinuierlicher Messwerte während des Gehens bzw. Laufens
extrahiert und die vertikalen Koordinaten der Marker (z-Werte) mit einem IIR
Tiefpass-Butterworthfilter ohne Phasenverschiebung (Ordnung 4, Grenzfrequenz
20 Hz) behandelt. Die Auswahl der z-Komponente der aufgenommenen Marker

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erfolgte aufgrund der Überlegung, dass die Bewegung sowohl in anterior-posteriorer
als auch in medio-lateraler Richtung durch die Dimensionen des Laufbands einge-
schränkt ist. Darüber hinaus ist die Position auf dem Laufband nicht fixiert, so
dass für diese Bewegungsrichtungen auch nicht stationäre Zeitreihen zu erwarten
gewesen wären. Die Gangdaten wurden außerdem auf 100 Hz downgesampled, um
die Performance der Berechnung zu verbessern. Zur weiteren Analyse ging der
Mittelwert aller vier Marker ein. Für jeden Probanden wurde die maximale Anzahl
von Schritten ermittelt, um anschließend das Minimum dieser Maxima an Schritten
von allen Probanden auszuwählen (291 beim Gehen und 287 beim Laufen). An-
schließend wurden die Zeitreihen entsprechend der durchschnittlichen Anzahl von
Samples pro Schritt (55 beim Gehen und 115 beim Laufen) auf die gleiche Länge
gebracht (insgesamt 16005 bzw. 33005 Samples), während die zeitliche Variation
zwischen den Schritten dabei erhalten blieb (England und Granata , Bruijn,
Meijer et al. ). Die so gewonnenen Zeitreihen (siehe Abbildung .) wurden
nach optischer Überprüfung auf Stationarität in den Experimenten des folgenden
Kapitels verwendet.














Abbildung ..: Ausschnitt von 15 Zyklen der Zeitreihen in vertikaler Achse beim Laufen auf
ebenem und unebenem Untergrund nach Vorverarbeitung (siehe Text)
.. Rumpfbewegung in gestörter und ungestörter Bedingung
Ein zweiter für diese Arbeit verwendeter Datensatz konnte im Rahmen der zweiten
Projektphase des vom BISp geförderten MiSpEx-Projektes (Research Network
for Medicine in Spine Exercise) gewonnen werden, das sich aus zahlreichen Per-
spektiven mit dem Thema Rückenschmerz auseinandersetzt. Das Teilprojekt, das
an der Humboldt-Universität zu Berlin durchgeführt wird, besteht aus mehreren
Messphasen. Für diese Arbeit wurden jedoch nur diejenigen Probanden der ersten
Messphase genutzt, die die Bewegungsaufgabe, die zur Bestimmung des maximalen
Lyapunov Exponenten vorgesehen war, absolviert haben. Die Daten von insgesamt

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48 männlichen Leistungssportlern aus den Sportarten Rugby und Hockey wurden
aufgenommen, nachdem diese schriftlich ihr Einverständnis erklärt haben (für die
anthropometrischen Daten der letztlich analysierten Probanden siehe Tabelle .).
Die MiSpEx-Studie wurde durch die Ethikkommission der Kultur-, Sozial- und Bil-
dungswissenschaftlichen Fakultät der Humboldt-Universität zu Berlin genehmigt.
Zur Bewertung der lokalen dynamischen Stabilität durchliefen die Probanden
dabei randomisiert zwei Bedingungen. Koordinierte Rumpfbewegungen, die so-
wohl anterior-posteriore, medio-laterale als auch rotatorische Bewegungsanteile
enthielten, wurden kniend zum einen bei stabiler Bedingung (fester Untergrund)
und zum anderen bei instabiler Bedingung (auf einem Wackelpad) durchgeführt.
Dabei wurden 4 Zielpunkte mit der jeweils kontralateralen Hand in folgender
Bewegungsabfolge erreicht: Rechts oben, rechts unten, links oben und links unten
(siehe Abbildung .). Ein vollständiger Zyklus wurde in ungefähr 6 Sekunden
durchlaufen. Der Abstand zwischen den Stangen wurde individuell anhand der Arm-
spannweite definiert, die Höhe der Markierungen durch den Trochanter-Major und
die Augenhöhe des Probanden. Hiermit sollte ein möglicher Effekt unterschiedlicher
Anthropometrie minimiert werden. Die knieende Position und Bewegungsfrequenz
(10 Zyklen pro Minute) wurden in einer Vorstudie als geeignet erkannt und ent-
sprechen ähnlich verwendeten Frequenzen für Rumpfbewegungen (12 Zyklen pro
Minute bei Graham und Brown () oder 10 Zyklen pro Minute bei Lee und
Nussbaum () und Graham, Sheppard et al. ()). Die knieende Position
sorgte dafür, dass die aktiven Freiheitsgrade auf den Rumpf beschränkt wurden,
während Bewegungsgeschwindigkeit, Abmessungen und Aufgabe so gewählt wur-
den, dass die Probanden sie als herausfordernd empfanden. Die Reliabilität des
Lyapunov-Exponenten nimmt mit der Länge der Datenreihe zu (Kang und Dingwell
b), auf der anderen Seite beeinflusst Ermüdung ebenfalls das Ergebnis von
λmax (Granata und Gottipati ). Um eine genügend lange Zeitreihe ohne den
Effekt der Ermüdung zu gewinnen, wurden insgesamt mehr als 180 s der Bewegung
mit einem triaxialen Beschleunigungssensor (2 g, Biovision, Wehrheim), platziert
an der Wirbelsäule bei T1/T2, mit 1000 Hz ohne Pause aufgenommen. Dabei ent-
sprachen in aufrechter Position die Beschleunigungen x in etwa medio-lateraler, y
anterior-posteriorer sowie z vertikaler Richtung. Dupeyron et al. () zeigten für
komplexe Rumpfbewegungen, dass die Präzision in Bezug auf λmax ab 30 Zyklen als
zufriedenstellend bewertet werden konnte. Bewegungsabfolge und -geschwindigkeit
wurden vorab mit den Probanden mit einem Metronom eingeübt. Die Versuche
selbst fanden jedoch ohne regelmäßige akustische Hinweise statt, da dies Einfluss
auf die temporale Fluktuation von Bewegungsparametern Einfluss nimmt (Terrier
und Dériaz ). Das Ziel war es, ein natürliches, dem System entsprechendes
Koordinationsmuster zuzulassen. Nur wenn die Probanden zu stark vom vorge-
gebenen Tempo abwichen (mehr als 1 Sekunde pro Zyklus), wurden sie von der
Versuchsleitung darauf hingewiesen, um nicht einen Effekt der Geschwindigkeit zu
provozieren (England und Granata , Bruijn, van Dieën et al. a).
Die Beschleunigungswerte von 30 Bewegungszyklen wurden zunächst moderat
mit 20 Hz tiefpassgefiltert (Butterworth, ohne Phasenverschiebung). Von den 48
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(a) Bewegung auf ebenem
Untergrund


















(b) Ausschnitt der Zeitreihen auf ebenem Untergrund
(c) Bewegung auf Wackelpad



















(d) Ausschnitt der Zeitreihen auf Wackelpad
Abbildung ..: (a),(c): Experimenteller Aufbau für die Analyse der lokalen dynamischen
Stabilität des Rumpfes in Form von λmax unter stabilen und instabilen Bedingungen im Rahmen
des Projektes MiSpEx. Bewegungsabfolge: Rechts oben, rechts unten, links oben, links unten.
(b),(d): Beschleunigungen des Rumpfes (gemessen bei T1/T2) nach Vorverarbeitung von 15
Zyklen
Probanden wurden 2 wegen zu niedriger Ausführungsfrequenz (mehr als eine
Sekunde Abweichung zur Zielgröße pro Zyklus), ein Proband wegen Messartefakten
und ein Proband wegen falscher Sensorbefestigung ausgeschlossen, so dass 44
Probanden mit mittlerer Frequenz von 10, 08±0, 64 Zyklen pro Minute in die weitere
Analyse eingingen. Um zu verhindern, dass unterschiedliche Geschwindigkeiten
einen Effekt auf die Auswertung haben, wurden die Beschleunigungsdaten zur

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Tabelle ..: Anthropometrische Daten der Probanden aus den Sportarten Hockey und Rugby
des Datensatzes . (koordinierte Rumpfbewegung auf ebenem Untergrund und auf einem
Wackelpad) mit Mittelwerten und Standardabweichungen.
Sportart n Alter [a] Größe [cm] Masse [kg]
Hockey 20 23± 4 182± 7 75± 8
Rugby 24 26± 7 182± 5 90± 9
Zeitnormalisierung auf eine Länge von 180000 resampled (England und Granata
). Temporale Schwankungen von Zyklus zu Zyklus blieben dabei erhalten.
Anschließend erfolgte ein Downsampling auf 100 Hz. Das entspricht 600 Samples
pro Zyklus und insgesamt 18000 Samples. Die dreidimensionale Zeitreihe (siehe
Abbildung . mit den Beschleunigungen in allen drei Raumrichtungen wurde für
die Experimente des folgenden Kapitels verwendet. Die für die Lyapunov-Analyse
notwendige Stationarität wurde durch visuelle Überprüfung sichergestellt.
.. Gehen auf dem Laufband bei gestörter und ungestörter
Propriozeption bei Mäusen
Der Datensatz aus einem Tierversuch wurde in Kooperation mit der Dalhousie
University in Halifax, Kanada, freundlicherweise zur Verfügung gestellt. Die Expe-
rimente wurden unter Beachtung der Richtlinien des Canadian Council on Animal
Care (CCAC) durchgeführt und von den lokalen Komitees für Tierpflege der Dal-
housie University genehmigt. Vergleiche die folgende methodische Darstellung mit
Santuz, Akay et al. ().
Alle Daten wurden von erwachsenen Egr-/- knockout (KO) und Egr+/+
wild type (WT) Mäusen beider Geschlechter erhoben. In den KO Mäusen ist
das Egr-Gen durch Gentargeting ausgeschaltet worden, mit der Folge, dass die
Mäuse keine funktionierenden Muskelspindeln, jedoch intakte Golgi Sehnen Organe
entwickelten. Die Muskelpropriozeption ist dort gegenüber den WT-Mäusen also
nachhaltig gestört.
Von insgesamt 34 Mäusen (je 17 WT und KO) wurden kinematische Daten beim
Gehen auf einem Laufband bei einer Geschwindigkeit von 0,2 m s−1 aufgenommen
(siehe Abbildung .). Um Effekte unterschiedlichen Lernens auszuschließen, wurden
die Tiere vorher nicht trainiert. Das spezielle Laufband wurde in einem Workshop
des Instituts für Zoologie der Universität zu Köln entwickelt. Die Zeit, die je Maus
aufgenommen wurde, variierte je nach Bereitschaft des Tieres auf dem Laufband
zu gehen. Die Anzahl kompletter Zyklen erreichte für WT Mäuse 20, 71± 6, 50 und
KO Mäuse 12, 76± 4, 12. Unter Inhalationsanästhesie (Isofluran) wurden vorher 6
spezialangefertigte, kegelförmige, reflektierende Marker (1-2 mm Durchmesser) auf
einer Seite der hinteren Extremität platziert (anteriore Spitze des Beckenkamms,
Hüftgelenk, Kniegelenk, Sprunggelenk sowie Zehengrundgelenk und Spitze des vier-
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ten Zehs). Diese Marker wurden mit einer high-speed Kamera (IL, Fastec Imaging)
bei einer Frequenz von 250 Hz aufgenommen. Aufgrund von Markerbewegung auf
der Haut, wurden die Koordinaten für das Kniegelenk über Triangulation aus den
Koordinaten für Hüfte und Sprunggelenk sowie den gemessenen Längen von Tibia
und Femur gewonnen. Postverarbeitung der Daten geschah mit Hilfe der Software
Motus (Vicon Motions Systems, GBR) oder einer von Dr. Nicolas Stifani für diesen
Zweck mit ImageJ (KinemaJ) und R (KinemaR) programmierten Software (Bui
et al. , Fiander et al. ). Aus den kinematischen Daten wurden die Zyklen
des Ganges wie folgt extrahiert. Die Standphase wurde durch das Zeitintervall
definiert, in dem die Geschwindigkeit des Zehenmarkers in anterior-posteriorer
Richtung mit der Geschwindigkeit des Laufbandes übereinstimmte (die Ableitung
der Geschwindigkeit also Null ergab). Durch die Intervallgrenzen sind damit auch
Aufsetzen und Abheben des Fußes definiert. Die durchschnittliche Zeit pro Zyklus
erreichte 0, 292 ± 0,040 s (WT) bzw. 0, 270 ± 0,020 s (KO), so dass gerundet 70
Samples einem kompletten Gangzyklus entsprachen. Ein t-Test für unabhängige
Stichproben ergab knapp keinen signifikanten Unterschied zwischen WT und KO
Mäusen (p = 0, 051). Die Winkel von Sprunggelenk, Knie und Hüfte wurden über
die entsprechenden Marker berechnet und zusammen mit den Zykluszeiten für die
weitere Analyse bereitgestellt (siehe Abbildung .). Die sehr kurzen Zeitreihen
gaben nach visueller Überprüfung keinen Anlass an der Stationarität der Daten zu
zweifeln.
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Die Hypothesen, die im theoretischen Teil entwickelt wurden, sollen hier zu ihrer
Überprüfung kommen. Das Kapitel ist in der gleichen Reihenfolge wie die Theorie
gegliedert, so dass zunächst die Untersuchungen der Average Mutual Informati-
on und der Dimension kommen, ehe danach die Hypothesen zu den Lyapunov
Exponenten selbst und der Zeitreihenkonstruktion geprüft werden.
.. Average Mutual Information und Delay
Um den Effekt unterschiedlicher Algorithmen in Bezug auf Bedingung und Daten-
länge zu überprüfen (siehe Abschnitt .), bietet es sich an, die Datensätze des
Laufens und Gehens (.) genauer anzuschauen. Sie bieten vor allem Vorteile in
Bezug auf die Teilfragestellung nach dem Effekt der Länge der Zeitreihe, da hier
genügend Zyklen für eine sinnvolle Unterteilung vorliegen.
... Einfluss von Algorithmus, Bedingung und Länge
Wie im theoretischen Teil (siehe Kapitel ) ausgeführt, gibt es zur Bestimmung
der Average Mutual Information (AMI) u. a. den Algorithmus von Cellucci et al.
(), der eine Einteilung der Bins mit gleichen Wahrscheinlichkeiten vornimmt
und Varianten, die die Bins in gleichen Abständen setzen. Bisher wurde nicht
untersucht, ob es in der Sportwissenschaft Unterschiede zwischen den Algorithmen
in typischen Anwendungsfällen gibt und wie robust die Algorithmen auf unter-
schiedliche Länge der Daten reagieren. Es soll das anhand der Daten vom Laufen
und Gehen (Datensatz .) mit den Bedingungen ebener/unebener Untergrund
untersucht werden. Interessant ist der Datensatz neben der Anzahl der Zyklen
für die Fragestellung auch aus einem anderen Grund. Die Perturbationen, die auf
dem unebenen Untergrund hervorgerufen werden, waren so stark, dass die Daten
eine gute Möglichkeit bieten, zu untersuchen, ob bereits für die AMI-Funktion und
das zeitliche Delay τ Unterschiede zu beobachten sind. Findet man hier keine, so
könnte man recht selbstbewusst davon ausgehen, dass die Untersuchung der AMI
generell nicht besonders Erfolg versprechend ist.
Methodik
Um den Effekt der Datenlänge zu überprüfen, wurden insgesamt 7 verschiedene
Datenlängen getestet. Im Einzelnen: Die durchschnittlich ersten 20, 65, 110, 155,
200, 245 Schritte sowie die gesamte Datenreihe. Die Variation der Länge erfolgte
also in gleichen Abständen. Alle Längen wurden für den Algorithmus von Cellucci

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et al. () (equiProb) sowie einer äquidistanten Histogrammberechnungsvariante
(equiDist) mit Anzahl Bins n = d
√
Ne (Tukey, zitiert nach Cellucci et al. ()).
In beiden Fällen wurde in den Algorithmen die Bias-Korrektur von Roulston ()
angewendet.
Als interessierende Parameter wurden das erste Minimum der AMI-Funktion,
das in der Regel als Delay τ der Einbettung der Zeitreihe verwendet wird sowie
der Wert der AMI-Funktion an dieser Stelle, also AMI(τ), für die weitere Analyse
bereitgestellt.
Statistik
Gemischt lineare Modelle wurden unter Berücksichtigung der festen Faktoren
Länge (L), Algorithmus (A) und Bedingung (B) sowie ihrer Interaktionen (L:A,
L:B, A:B, L:A:B) für die jeweilige Zielvariable (ZV) τ oder AMI(τ) aufgestellt. Als
zufälliger Faktor wurde ein konstanter Term für den Probanden (ID) zugelassen.
Die Modellgleichung mit Fehlertermen ε lautet also:
ZV = L+ A+B + L : A+ L : B + A : B + L : A : B + (1|ID) + ε (.)
und entspricht durch den Zufallsfaktor einem Messwiederholungsmodell. Mit Hilfe
des gefitteten Modells wurden die entsprechenden Haupt- und Interaktionseffekte
entsprechend einer ANOVA auf Signifikanz geprüft. Dieser Ansatz gilt als sehr
robust (Jacqmin-Gadda et al. ). Für Post hoc Analysen, die den Faktor Länge
beinhalten, wird die Referenzlänge L7 als beste Schätzung für τ und AMI(τ)
gewählt und entsprechend eine p-Wert Adjustierung nach Dunnett für multiple
Vergleiche vorgenommen (bei Dunnett werden alle Stufen des Faktors gegen eine
Referenzstufe verglichen). Das Signifikanzniveau wurde für alle Tests auf α = 0, 05
gesetzt.
Darüber hinaus wurden als deskriptive Maße Mittelwerte und Standardab-
weichungen der „Root Mean Square Errors“ (RMSE) der Individuen über die
verschiedenen Längen je Algorithmus und Bedingung für die beiden Zielvariablen
berechnet. Für den Effekt zwischen den beiden Bedingungen Eben und Uneben
wurden je Algorithmus die Effektstärken Hedges’ g für verbundene Stichproben mit
Konfidenzgrenzen zum Konfidenzniveau 95 % für alle Längen berechnet (Hedges
, Gibbons et al. ). Relative Laufzeiten der beiden Algorithmen wurden
ebenfalls erfasst.
Ergebnisse
Zunächst kann festgestellt werden, dass es einen erheblichen Laufzeitunterschied
der beiden Algorithmen gab. Die Laufzeit des Algorithmus von Cellucci et al. ()
betrug nur ca. 40 % der Zeit, die die Berechnung mit äquidistanten Bins erforderte.
Zur besseren Übersicht sind die übrigen Ergebnisse für Laufen und Gehen getrennt
dargestellt.
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Abbildung ..: Mittelwerte mit Standardfehlern für das berechnete Delay τ über die 7
verschiedenen Datenlängen, je Algorithmus und Bedingung für den Laufdatensatz. Signifikante
Haupteffekte der Bedingung, des Algorithmus sowie signifikante Interaktionen Algorithmus:Länge
und Algorithmus:Bedingung (siehe Text).
Laufen Beim Laufen ergaben sich für den Parameter τ signifikante Haupteffekte
für Länge (p = 0, 0001), Bedingung (p < 0, 0001) und Algorithmus (p < 0, 0001)
sowie signifikante Interaktionen zwischen Länge und Algorithmus (p =0,0001)
sowie Algorithmus und Bedingung (p =0,033). Sind Interaktionseffekte präsent,
so ist die Interpretation der Haupteffekte nicht immer möglich. Die Haupteffekte
für Bedingung und Algorithmus bleiben aufgrund der Abbildung . jedoch in-
terpretierbar. Für das Laufen auf unebenem Untergrund ergaben sich niedrigere
Werte für τ als für den ebenen Untergrund - das erste Minimum der AMI wird
früher erreicht. Werte des Algorithmus EquiProb liegen etwas höher. Die Analyse
der Interaktion Länge:Algorithmus ergab, dass sich die Differenz zwischen den
Algorithmen in Länge 1 signifikant von den Differenzen in Länge 7 unterscheidet
(p =0,0001). In Abb. . sieht man auch, dass der Algorithmus EquiDist für die
kürzeste Datenreihe stark von den Schätzungen für τ der übrigen Längen abweicht,
was nicht auf den Algorithmus EquiProb zutrifft. Für die Analyse der Interaktion
Algorithmus:Bedingung wurden die Differenzen der Bedingungen zwischen beiden
Algorithmen verglichen, zeigend, dass die Differenz zwischen Eben und Uneben für
den Algorithmus EquiProb größer ist als für EquiDist (p =0,033) und somit der
Effekt der Bedingung dort stärker ausgeprägt ist. Man sieht das ebenfalls in Abb.
. mit insgesamt niedrigeren Schätzwerten für τ in der Bedingung mit ebenem
Untergrund.
Die Analyse des Wertes der AMI-Funktion zum Zeitpunkt τ ergab folgende
Resultate: Für den Haupteffekt der Länge (p < 0, 0001) konnte post-hoc gezeigt
















Abbildung ..: Mittelwerte mit Standardfehlern für die berechneten Werte AMI(τ) über die
7 verschiedenen Datenlängen, die zwei Algorithmen und Bedingungen für den Laufdatensatz.
Signifikante Haupteffekte der Länge, des Algorithmus und der Bedingung sowie signifikante
Interaktionen für Algorithmus:Bedingung und Bedingung:Länge (siehe Text).
fikant von den Werten der ganzen Datenreihe (L7) unterscheiden (p < 0, 0001,
respektive p =0,0018) mit höheren Werten für die kurzen Zeitreihen. Wie man in
Abb. . sehen kann, unterscheiden sich zudem die Bedingungen in ihren Werten
sehr stark, mit niedrigeren Werten für das Laufen auf unebenem Untergrund. Dieser
signifikante Haupteffekt der Bedingung (p < 0, 0001) zeigt deutlich die Hinzunahme
der externen Störungen. Die verschiedenen Algorithmen ergaben zudem unter-
schiedliche Werte der AMI (p < 0, 0001). Diese Haupteffekte waren sehr präsent
(siehe Abb. .) und ließen sich deshalb trotz der Anwesenheit der signifikanten
Interaktionseffekte Algorithmus:Bedingung (p < 0, 0001) und Bedingung:Länge
(p =0,047) interpretieren. Post-hoc Vergleiche der Interaktionen ergaben größere
Unterschiede zwischen den Bedingungen für die Algorithmusvariante EquiProb
(p < 0, 0001) sowie geringere Differenzen zwischen den Bedingungen für die Länge
1 im Vergleich zur Referenzlänge 7 (p =0,023).
Die Analyse der Effektstärke Hedges’ g (siehe Tabelle . und .) und RMSE
ergab folgendes Bild: Für die Variable τ zeigte sich für beide Algorithmen bei
Betrachtung der Konfidenzgrenzen bei fast allen Längen ein signifikanter, starker
Effekt (siehe Tabelle .). Ausnahme ist die kurze Datenlänge L1 bei EquiDist mit
nur einem kleinen Effekt (g = 0, 37), der nicht als signifikant betrachtet werden kann.
In beiden Algorithmen nahm der Effekt mit Länge der Datenreihe zu. Gleichzeitig
fand der Algorithmus EquiProb größere Effekte (in Übereinstimmung mit der
signifikanten Interaktion Bedingung:Algorithmus). Insbesondere für die kurze
Datenlänge L1 konnte der Effekt von g = 0, 75 bereits als signifikant betrachtet
werden. EquiProb scheint den Unterschied im Delay τ zwischen den Bedingungen

.. Average Mutual Information und Delay
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Delays τ zwischen
Laufen auf ebenem und unebenem Untergrund in 7 verschiedenen Längen und ausgewertet mit
äquidistanter Einteilung der Bins (EquiDist) und einer Einteilung der Bins mit gleichen Wahr-
scheinlichkeiten (EquiProb). Positive Vorzeichen kennzeichnen größere Werte in der ungestörten
Bedingung. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
EquiDist EquiProb
L1 0, 37 [−0, 15; 0, 90] * 0, 75 [0, 17; 1, 33]
L2 * 0, 87 [0, 26; 1, 48] * 1, 16 [0, 48; 1, 84]
L3 * 0, 88 [0, 27; 1, 49] * 1, 53 [0, 75; 2, 31]
L4 * 0, 85 [0, 25; 1, 45] * 1, 06 [0, 41; 1, 72]
L5 * 1, 08 [0, 43; 1, 74] * 1, 53 [0, 74; 2, 31]
L6 * 1, 04 [0, 39; 1, 68] * 1, 42 [0, 67; 2, 17]
L7 * 0, 93 [0, 31; 1, 56] * 1, 43 [0, 68; 2, 18]
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Werte AMI(τ)
zwischen Laufen auf ebenem und unebenem Untergrund in 7 verschiedenen Längen und aus-
gewertet mit äquidistanter Einteilung der Bins (EquiDist) und einer Einteilung der Bins mit
gleichen Wahrscheinlichkeiten (EquiProb). Positive Vorzeichen kennzeichnen größere Werte in
der ungestörten Bedingung. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit *
gekennzeichnet.
EquiDist EquiProb
L1 * 1, 85 [0, 97; 2, 73] * 2, 44 [1, 36; 3, 52]
L2 * 2, 81 [1, 61; 4, 02] * 2, 72 [1, 55; 3, 90]
L3 * 3, 30 [1, 92; 4, 68] * 3, 44 [2, 01; 4, 87]
L4 * 3, 41 [1, 99; 4, 84] * 3, 54 [2, 07; 5, 01]
L5 * 3, 31 [1, 92; 4, 69] * 3, 39 [1, 98; 4, 81]
L6 * 3, 61 [2, 12; 5, 11] * 3, 48 [2, 03; 4, 92]
L7 * 3, 66 [2, 15; 5, 18] * 3, 66 [2, 15; 5, 18]
Eben und Uneben also besser erkennen zu können. Insgesamt liegt beim Laufen
ein starker Effekt zwischen den Bedingungen bzgl. des optimalen Delays τ vor.
Für die Variable AMI(τ) sind überaus starke Effekte gefunden worden. Auch
hier lässt sich beobachten, dass die Effektstärke mit Länge der Zeitreihe wächst,
was sich bereits durch die Interaktion Bedingung:Länge angedeutet hatte. Bei
kleiner Länge zeigte auch hier EquiProb bereits eine bessere Schätzung für den
Effekt. Bei längeren Zeitreihen sind die Schätzwerte beider Algorithmen für den
Effekt vergleichbar (siehe Tab. .).
Für die Schätzung von τ sind die RMSE für den Algorithmus EquiDist etwas
höher ausgefallen als für EquiProb. Mittelwerte und Standardabweichungen lagen
bei 1, 34± 0, 52 (Eben) und 1, 15± 0, 48 (Uneben) gegenüber 0, 75± 0, 33 (Eben)
und 0, 78± 0, 27 (Uneben).
Die RMSE lagen für AMI(τ) und EquiDist bei 0, 038 ± 0, 023 (Eben) und
0, 065± 0, 031 (Uneben) sowie für EquiProb bei 0, 043± 0, 025 (Eben) und 0, 048±
0, 033 (Uneben). Insgesamt lagen die Werte also in ähnlicher Größenordnung mit















Abbildung ..: Mittelwerte mit Standardfehlern für das berechnete τ über 7 verschiedene
Datenlängen sowie zwei Algorithmen und Bedingungen beim Gehen. Signifikante Interaktionen
Alg:Länge und Bedingung:Länge. Nähere Ausführungen siehe Text.
Gehen Die statistische Analyse für den Datensatz Gehen auf ebenem und un-
ebenem Untergrund ergab für das Delay τ signifikante Interaktionen für Algo-
rithmus:Länge (p =0,0170) und Bedingung:Länge (p =0,0003). Die signifikanten
Haupteffekte für Länge, Algorithmus und Bedingung sind wegen der Präsenz der
Interaktionen und nach Betrachten der Abbildung . nicht eindeutig interpretier-
bar. Als Post-hoc Analyse wurde zunächst der Effekt der Länge gesplittet nach
Algorithmus und Bedingung untersucht. Verglichen wurde dabei jeweils mit den
Ergebnissen für die vollständige Zeitreihe (L7) nach Dunnett. Signifikante post-hoc
Vergleiche ergaben sich nur für die unebene Bedingung. Dabei unterschieden sich
für EquiDist die Längen 1 und 2 signifikant von der Länge 7 (p < 0, 0001, respek-
tive p =0,021) sowie für EquiProb die Längen 1 und 7 (p =0,013). Um weiterhin
Unterschiede zwischen den Algorithmen in Bezug auf die Länge aufzuschlüsseln,
wurden die Differenzen der Algorithmen in den einzelnen Längen mit den Diffe-
renzen in der Referenzlänge L7 verglichen (gesplittet nach Bedingung). Für das
Gehen auf unebenem Untergrund zeigte sich der Vergleich der Differenzen für
L1 signifikant (p =0,0144). Wegen der signifikanten Bedingung:Länge Interaktion
wurden schließlich in allen Längen die beiden Bedingungen verglichen, aufgeteilt
nach dem Algorithmus. Da es hier nicht möglich war, direkt adjustierte p-Werte zu
erhalten, die das multiple Testproblem ausreichend abdecken (14 Einzelvergleiche,
die nicht mit Dunnett zu behandeln sind), wurden die p-Werte mit der Prozedur
von Benjamini und Yekutieli () adjustiert, um die False Discovery Rate (FDR)
zu kontrollieren. Das ergab für EquiDist signifikant höhere Werte für die ebene
Bedingung bei L1 (p =0,022), bei sonst nicht signifikanten Vergleichen.
Für die Werte der AMI-Funktion an der Stelle τ (siehe Abb. .) konnten

.. Average Mutual Information und Delay
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Abbildung ..: Mittelwerte mit Standardfehlern für die berechneten Werte AMI(τ) über
die 7 verschiedenen Datenlängen, zwei Algorithmen und Bedingungen beim Gehen. Signifikante
Haupteffekte für Algorithmus, Bedingung und Länge der Datenreihe. Post-hoc Vergleiche der
Länge zeigten nur zwischen L1 und L7 einen Unterschied.
signifikante Haupteffekte für Algorithmus (p < 0, 0001), Bedingung (p < 0, 0001)
und Länge (p < 0, 0001) gezeigt werden, mit größeren Werten für den Algorithmus
EquiDist und für die ebene Bedingung in Übereinstimmung mit den Ergebnissen
beim Laufen. Post-hoc Vergleiche für die Länge ergaben mit Dunnett adjustierten
p-Werten einen signifikanten Unterschied zwischen Länge 1 und 7 (p < 0, 0001).
Alle Interaktionsterme waren deutlich nicht signifikant (p > 0, 85).
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Delays τ zwischen
Gehen auf ebenem und unebenem Untergrund in 7 verschiedenen Längen und ausgewertet mit
äquidistanter Einteilung der Bins (EquiDist) und einer Einteilung der Bins mit gleichen Wahr-
scheinlichkeiten (EquiProb). Positive Vorzeichen kennzeichnen größere Werte in der ungestörten
Bedingung. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
EquiDist EquiProb
L1 * 0, 56 [0, 01; 1, 12] 0, 19 [−0, 32; 0, 70]
L2 −0, 06 [−0, 56; 0, 45] −0, 16 [−0, 67; 0, 35]
L3 −0, 27 [−0, 78; 0, 25] −0, 23 [−0, 74; 0, 29]
L4 −0, 29 [−0, 81; 0, 23] −0, 36 [−0, 88; 0, 17]
L5 * −0, 61 [−1, 17; −0, 05] −0, 18 [−0, 69; 0, 33]
L6 −0, 43 [−0, 96; 0, 10] −0, 07 [−0, 57; 0, 44]
L7 −0, 42 [−0, 95; 0, 11] −0, 27 [−0, 79; 0, 25]
Im Unterschied zum Laufen kann man beim Gehen für Hedges’ g keinen eindeu-
tigen Effekt für die Variable τ zwischen den Bedingungen finden. Einzig für die
Längen L1 und L5 wurde bei EquiDist ein mittlerer signifikanter Effekt gefunden

. Anwendungen
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Werte AMI(τ)
zwischen Gehen auf ebenem und unebenem Untergrund in 7 verschiedenen Längen und aus-
gewertet mit äquidistanter Einteilung der Bins (EquiDist) und einer Einteilung der Bins mit
gleichen Wahrscheinlichkeiten (EquiProb). Positive Vorzeichen kennzeichnen größere Werte in
der ungestörten Bedingung. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit *
gekennzeichnet.
EquiDist EquiProb
L1 * 1, 64 [0, 82; 2, 45] * 1, 73 [0, 89; 2, 58]
L2 * 2, 93 [1, 68; 4, 18] * 2, 69 [1, 53; 3, 85]
L3 * 2, 69 [1, 53; 3, 85] * 2, 39 [1, 33; 3, 45]
L4 * 2, 70 [1, 53; 3, 87] * 2, 51 [1, 41; 3, 61]
L5 * 2, 80 [1, 60; 4, 00] * 2, 63 [1, 49; 3, 77]
L6 * 2, 75 [1, 57; 3, 94] * 2, 58 [1, 45; 3, 70]
L7 * 2, 68 [1, 52; 3, 85] * 2, 46 [1, 37; 3, 54]
(für L1 in Übereinstimmung mit den post-hoc Einzelvergleichen der Bedingungen),
die jedoch in unterschiedliche Richtung weisen (siehe Tab. .). Für EquiProb
waren die Effekte aller Längen nicht signifikant. Die Spannweite der Schätzungen
war dabei geringer (−0, 36 bis 0, 19) als bei EquiDist (−0, 61 bis 0, 56).
Für den Wert AMI(τ) fanden beide Algorithmen in Übereinstimmung einen
sehr starken Effekt zwischen den Bedingungen Eben und Uneben, der mit Länge
der Datenreihe noch zunahm (siehe Tab. .). Die Spannweite der Schätzungen
war erneut geringer für EquiProb im Vergleich zu EquiDist.
RMSE für τ waren für EquiProb wie beim Laufen mit 0, 50± 0, 16 (Eben) und
0, 77 ± 0, 47 (Uneben) etwas geringer als die jeweiligen RMSE bei EquiDist mit
0, 74± 0, 26 (Eben) und 1, 12± 0, 36 (Uneben).
Die RMSE von AMI(τ) waren für EquiProb mit 0, 047 ± 0, 026 (Eben) und
0, 022 ± 0, 016 (Uneben) vergleichbar mit denen für EquiDist mit 0, 043 ± 0, 23
(Eben) und 0, 038± 0, 024 (Uneben).
.. Dimension
In diesem Abschnitt soll entsprechend der Hypothesen (siehe Abschnitt .) un-
tersucht werden, wie sehr sich die beiden in Kapitel  vorgestellten Ansätze zur
Abschätzung einer passenden Einbettungsdimension hinsichtlich ihrer Werte und
ihrer Sensitivität auf die Datenlänge unterscheiden. Die Untersuchung wird in zwei
Abschnitte gegliedert. Der erste Abschnitt widmet sich nur dem FNN-Ansatz von
Kennel, Brown et al. () und der Frage, ob die Ergebnisse von der Wahl der
dabei zu setzenden Parameter abhängig sind. Der zweite Abschnitt vergleicht die
Ergebnisse bei einer klassischen Wahl des Parametersatzes für FNN mit denen des
AFNN-Algorithmus von Cao ().

.. Dimension
... Einfluss von Parametern beim FNN-Algorithmus
Wie im Kapitel  ausgeführt, müssen im FNN Algorithmus von Kennel, Brown
et al. (), die Parameter Rtol, Atol und RA gewählt werden, bevor der Pro-
zentsatz falscher Nachbarn je Dimension berechnet werden kann. Die Auswahl
der Einbettungsdimension dmin erfolgt dann als derjenigen Dimension, bei der
der Anteil falscher Nachbarn unter einen festgesetzten Wert εtol sinkt. Bevor die
Ergebnisse des FNN mit dem Algorithmus von Cao () (AFNN) verglichen
werden, soll gezeigt werden, dass die Wahl der Parameter des FNN - exemplarisch
der Toleranzwert Rtol - auch in typisch sportwissenschaftlicher Anwendung relevant
ist.
Methodik
Für die Durchführung des Experiments wurde der Laufdatensatz aus . gewählt.
Die durchschnittlich ersten 155 Schritte wurden als Zeitreihe ausgewählt (das
entspricht einer mittleren Datenlänge des Datensatzes). Über den Algorithmus
von Cellucci et al. () mit der Bias-Korrektur von Roulston () wurde die
AMI berechnet. Anschließend wurde das erste Minimum der AMI als geeignetes
Delay gefunden (37, 65 ± 2, 13). Für die Berechnung des Prozentsatzes falscher
Nachbarn wurden diese individuellen Delays genutzt. Die Parameter des FNN
wurden wie folgt gewählt: RA wurde als Standardabweichung der Zeitreihe definiert
und Atol = 2 (gemäß Kennel, Brown et al. ()). Da typischerweise bei sportwis-
senschaftlichen Daten nächste Nachbarn nicht allzu weit entfernt liegen (bei rein
zyklischen Bewegungen liegen die Trajektorien eher dicht und es gibt in der Regel
wenige Regionen, die dünn „besiedelt“ sind), ist der Einfluss von Atol als gering
einzuschätzen. Es wurde deshalb darauf verzichtet, ihn hier explizit zu untersuchen
(numerische Experimente - nicht präsentiert, stärken aber diese Überlegung). Als
akzeptierbarer Anteil falscher Nachbarn wurde εtol = 1 % gesetzt. Um zu zeigen,
dass Rtol maßgeblich Einfluss hat, wurden zwei Varianten mit Rtol = 10 respek-
tive Rtol = 20 durchgerechnet. Dies entspricht einer typischen Wahl für diesen
Parameter (Kennel und Abarbanel ; Aittokallio et al. ).
Statistik
Da keine Normalverteilung der Differenzen der geschätzten Dimensionen zu erwar-
ten ist, wurde ein Wilcoxon-Test für verbundene Stichproben als nichtparametri-
sches Verfahren gewählt, um die Hypothese zu testen, dass selbst mit typischer
Wahl der Parameter beim FNN unterschiedliche Resultate für eine optimale Ein-
bettungsdimension der Zeitreihen gewonnen werden können. Das Signifikanzniveau




Für Rtol = 10 ergab sich für die berechnete optimale Einbettungsdimension der
Zeitreihen 5,04 ± 0,20. In allen Fällen ergab die Auswertung mit Rtol = 20
niedrigere Werte (4,00 ± 0,00). Der Wilcoxon-Test für verbundene Stichproben
ergab ein hochsignifikantes Ergebnis (p < 0, 0001). Unterschiedliche Toleranzwerte
Rtol hatten also Einfluss auf die Dimension d, die als kleinste Einbettungsdimension
geschätzt wurde.
... Einfluss von Algorithmus, Bedingung und Länge
Um den Einfluss von Datenlänge und Parametersatz auf den FNN sowie den AFNN
Algorithmus zu untersuchen, wurde der Lauf- und Gangdatensatz . verwendet.
Das Verhalten wird für die zwei verschiedene Bedingungen (ebener und unebener
Untergrund) beschrieben.
Methodik
Für die in Abschnitt . erstellten Zeitreihen wurde individuell das erste Mini-
mum der Mutual Information-Funktion (Fraser und Swinney ) der kompletten
Datenreihe als geeignetes Delay zur Rekonstruktion der Zeitreihen in einem mehrdi-
mensionalen Raum berechnet. Die Berechnung erfolgte wieder über den Algorithmus
von Cellucci et al. () und der Bias-Korrektur von Roulston (). Beim Laufen
ergab sich für die normale Bedingung ein optimales Delay von 38, 78± 1, 35, für
die gestörte Bedingung von 35, 72± 1, 45. Beim Gehen wurden optimale Delays
von 18, 78± 0, 88 (ungestört) und 19, 22± 1, 40 (gestört) berechnet.
Um den Effekt der Datenlänge auf die Dimension zu überprüfen, wurden ins-
gesamt 7 verschiedene Datenlängen getestet. Im Einzelnen: Die durchschnittlich
ersten 20, 65, 110, 155, 200, 245 Schritte sowie die gesamte Datenreihe. Es handelt
sich dabei um die gleiche Längeneinteilung wie in Abschnitt ... Um den Effekt
des Algorithmus zu evaluieren wurde zunächst über den Algorithmus von Cao
die Variable E1(d) sowie die daraus resultierende Dimension mit einem Schwel-
lenwert von Etol = 0, 7 berechnet. Für den Algorithmus von Kennel wurde mit
den von ihm selbst vorgeschlagenen Parametersatz Rtol = 10, Atol = 2 und RA
als der Standardabweichung der Datenreihe je Dimension der Prozentsatz falscher
Nachbarn berechnet. Die Einschätzung der minimalen Einbettungsdimension er-
folgte dann über den Schwellenwert εtol = 1 %. Für alle 18 Probanden sind beide
Bedingungen (eben/uneben) ausgewertet worden. Als Delay für die Eingabe in die
beiden Dimensions-Algorithmen wurde immer das individuell berechnete Delay
der ganzen Datenreihe benutzt, um allein den Effekt der Dimensions-Algorithmen





Zur ausführlichen Analyse der Delays und der AMI siehe Abschnitt ... Für
die unterschiedlichen Algorithmen und Bedingungen wurden mittlere RMSE über
die Länge berechnet. Zudem ist ähnlich der Analyse der Delays ein dreifaktori-
elles, gemischt lineares Modell mit der Zielvariablen Dimension erstellt worden
(siehe Gleichung .). Auch wenn die Normalverteilungsvoraussetzung nicht erfüllt
sein kann, wird wegen der Robustheit der gemischt linearen Modelle (Jacqmin-
Gadda et al. ), die Analyse des mehrfaktoriellen Designs wie in Abschnitt ..
durchgeführt. Adjustierungen der p-Werte für multiple post-hoc Vergleiche werden
unter Berücksichtigung der False Discovery Rate und abhängiger Stichproben
nach Benjamini und Yekutieli () vorgenommen. Dunnett-Vergleiche sind hier
nicht geeignet, da man nicht davon ausgehen kann, dass mit Länge der Datenreihe
auch die Schätzung der Einbettungsdimension besser wird und damit eine klare
Referenzlänge fehlt.
Ergebnisse
Zunächst kann festgehalten werden, dass der FNN Algorithmus im Vergleich zur
Variante AFNN im Durchschnitt ungefähr 37 Prozent mehr Rechenzeit benötigte.
Es handelt sich dabei um einen Durchschnittswert über alle Datenlängen und
Bedingungen.
Laufen RMSE für die beiden Algorithmen in den Bedingungen Eben und Uneben
waren beim Laufen mit 0, 39± 0, 11 und 0, 41± 0, 09 (AFNN) bzw. 0, 40± 0, 08
und 0, 39± 0, 09 (FNN) vergleichbar. Die Analyse des gemischt linearen Modells
ergab Haupteffekte für den Algorithmus (p < 0, 0001) mit größeren Werten für den
Algorithmus FNN, einen Effekt der Bedingung (p = 0, 037) mit höheren Werten
in der Bedingung Uneben sowie einen Haupteffekt der Länge (p < 0, 0001). Man
entnimmt der Abbildung ., dass die Abschätzung der Dimension monoton mit
Länge der Datenreihe wächst. Zudem erhält man eine signifikante Interaktion
der Faktoren Algorithmus und Länge (p = 0, 0001). Die post-hoc Analyse konnte
hier zeigen, dass sich die Differenz der beiden Algorithmen in der Länge L3
signifikant von denen in den Längen L1, L5, L6 und L7 unterscheidet (p < 0, 0001,
p = 0, 020, p = 0, 036 respektive p = 0, 011). Der Graphik entnimmt man den
Unterschied durch die Beobachtung, dass die Dimensionsabschätzung des AFNN
Algorithmus kontinuierlicher mit der Länge wächst, während der FNN eher einer
Treppenfunktion ähnelt. Beachte, dass die Haupteffekte in Algorithmus und Länge
im Gegensatz zum Effekt der Bedingung trotz Anwesenheit der Interaktion klar
interpretierbar sind.
Gehen RMSE für die beiden Algorithmen in den Bedingungen Eben und Uneben
waren beim Laufen mit 0, 45 ± 0, 10 und 0, 37 ± 0, 11 (AFNN) bzw. 0, 41 ± 0, 11

















Abbildung ..: Mittelwerte mit Standardfehlern der Dimensionsabschätzungen fürs Laufen
auf ebenem und unebenem Untergrund der beiden False Nearest Neighbor-Algorithmen FNN mit
εtol = 1 % und AFNN mit Etol = 0, 7 für die verschiedenen Datenlängen (siehe Text). Signifikante
Haupteffekte in Algorithmus und Länge sowie eine Interaktion von Algorithmus:Länge.
Laufen sieht man auch beim Gehen signifikante Haupteffekte des Algorithmus
(p < 0, 0001), der Bedingung (p = 0, 0001) sowie der Länge (p < 0, 0001). Wieder
sind mit wachsender Länge und dem Algorithmus FNN im Vergleich mit AFNN
größere Werte zu beobachten (siehe Abbildung .). Der Effekt der Bedingung
ist aufgrund der Anwesenheit der signifikanten Interaktion von Algorithmus und
Bedingung (p = 0, 011) nicht gut interpretierbar. Die Post-hoc-Analyse zeigt hier,
dass die Differenz der Bedingungen für FNN signifikant größer ist als für AFNN
(p = 0, 011), mit anderen Worten: Der Effekt der Bedingung ist hier nur klar für
den FNN-Algorithmus zu sehen. Ebenfalls anwesend ist erneut eine signifikante
Interaktion von Algorithmus und Länge (p = 0, 044). Auch wenn die adjustierten p-
Werte keine Unterschiede in den Differenzen der Algorithmen über die verschiedenen
Längen aufzeigen, kann man der Abbildung in der Tendenz ein ähnliches Verhalten
wie den Laufdaten entnehmen, nämlich ein treppenartigeres Ansteigen des FNN


















Abbildung ..: Mittelwerte mit Standardfehlern der Dimensionsabschätzungen fürs Gehen auf
ebenem und unebenem Untergrund der beiden False Nearest Neighbor-Algorithmen FNN mit
εtol = 1 % und AFNN mit Etol = 0, 7 für die verschiedenen Datenlängen (siehe Text). Signifikante
Haupteffekte des Algorithmus und der Länge sowie Interaktionen von Bedingung:Algorithmus
und Algorithmus:Länge.
.. Lyapunov Exponent
In Kapitel  wurde mit den Hypothesen geschlossen, dass die Effektstärke zwischen
Bedingungen oder Gruppen dann besonders stark wird, wenn ein früher Bereich der
Divergenzkurve für die Berechnung des Lyapunov Exponenten λmax verwendet sowie
die Auswertung in der kleinsten Dimension d durchgeführt wird, die die Dynamik
des Systems genügend abbildet (vgl. Abschnitt .). Eine konsequente Analyse für
unterschiedliche Bewegungsformen und Datensätze über verschiedene Dimensionen
und unterschiedliche Anpassungsregionen fehlt bisher in der Sportwissenschaft und
soll nun durchgeführt werden.
... Effektstärken-Analyse
Die Schwierigkeit zu quantifizieren, welche Parameter für eine trennscharfe Lyapunov-
Analyse zu benutzen sind, liegt auch darin begründet, dass man in den meisten
Anwendungsfällen eben nicht weiß, ob ein entsprechender Effekt überhaupt vorliegt.
Es ist deshalb von großem Vorteil, dass mit Datensätzen gearbeitet wird, bei
denen man davon ausgehen kann, dass sich die lokale dynamische Stabilität in
Bedingungen oder Gruppen unterscheidet. Es werden für die Effektstärken-Analyse
deshalb alle im Kapitel  vorgestellten Datensätze verwendet. Im Einzelnen: Die
Gang- und Laufdaten (siehe Abschnitt .) auf ebenem und unebenem Untergrund,
bei denen durch das unebene Laufband starke externe Störungen auf das System
appliziert werden und somit höhere Werte für λmax erwartet werden als in der

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ungestörten Bedingung. Die koordinierte Rumpfbewegung (siehe Abschnitt .)
auf ebenem Untergrund und auf einem Wackelpad durchgeführt (bei der ebenfalls
externe Störungen appliziert werden und durch λmax messbar sein sollten) sowie
den Datensatz ., in dem interne Störungen durch fehlendes propriozeptives
Feedback der Muskelspindeln bei den Maustypen Wildtype (WT) und Knockout
(KO) appliziert sind. Der Gangzyklus ist dadurch stark sichtbar gestört (siehe
Supplementary Information in Akay et al. ()), und man kann davon ausgehen,
höhere Lyapunov Exponenten und damit größere Instabilität in den KO Mäusen
zu finden.
Methodik
Phasenraumrekonstruktionen: Für die Rekonstruktion der Dynamik wird auf die
Methode des Delay Embedding zurückgegriffen (siehe Kapitel ). Ein geeignetes
Delay τ wird als erstes Minimum der Average Mutual Information gewählt. Dafür
wird wieder der bereits oben beschriebene Algorithmus von Cellucci et al. ()
mit der Bias-Korrektur von Roulston () genutzt.
Für die individuellen Ergebnisse der Delayberechnung beim Gehen und Laufen
siehe die ausführliche Betrachtung in Abschnitt ... Für die Berechnung der
Lyapunov-Exponenten wurde dann das gerundete, gemittelte Delay über alle
Probanden von 37 (Laufen) und 19 (Gehen) Zeitschritten verwendet, um alle
Datensätze gleich zu behandeln (z. B. wie bei Graham, Sadler et al. ()). Der
Phasenraum wurde in den Dimensionen d gleich drei bis acht für jeden Zeitschritt
i aus der z-Komponente und (d-) zeitversetzten Kopien gebildet (siehe Abbildung
.).
~si = (zi, zi+τ , . . . , zi+(d−1)τ )
Zeitliche Delays für die Rumpfbewegung in den Beschleunigungsrichtungen
x, y und z ergaben sich zu 130, 32 ± 28, 69, 72, 34 ± 10, 23 sowie 78, 02 ± 11, 18
Zeitschritte in der ungestörten Bedingung sowie 133, 66±25, 49, 75, 64±10, 76 und
80, 02±11, 72 auf dem Wackelpad. Aufgrund der Streuung zwischen den Probanden
wurden für die Lyapunov-Analyse individuelle Delays je Proband genutzt, die über
die beiden Bedingungen und drei Beschleunigungsrichtungen gemittelt wurden
(Ekizos, Santuz, Schroll et al. ). Die verwendeten Delays hatten Mittelwert
und Streuung von 95, 09 ± 10.49. Um die gesamte Information aus allen drei
Beschleunigungsrichtungen der komplexen Bewegung zu nutzen, wurden für die
Konstruktion des Phasenraums alle drei Beschleunigungen sowie ihre (d/3 − 1)
zeitversetzten Kopien in den Dimensionen d gleich drei, sechs, neun und zwölf
verwendet. Beachte, dass für die Dimension drei dabei gar keine zeitversetzten
Kopien notwendig sind. Die Phasenraumvektoren (siehe Abbildung .) haben also
die Gestalt
~si = (xi, yi, zi, xi+τ , yi+τ , zi+τ , . . . , xi+(d/3−1)τ , yi+(d/3−1)τ , zi+(d/3−1)τ ) .
Schließlich wurden auch die Zeitreihen der WT und KO Mäuse im Phasenraum

.. Lyapunov Exponent
(a) Laufen ebener Untergrund (b) Laufen unebener Untergrund
(c) Gehen ebener Untergrund (d) Gehen unebener Untergrund
Abbildung ..: Rekonstruktionen der Dynamik im Phasenraum der vollständigen Datenreihe
beim Laufen und Gehen auf ebenem und unebenem Untergrund in Dimension drei mit zeitlichem
Versatz τ = 37 (Laufen) und τ = 19 (Gehen). Beachte, dass sich die Zyklizität der Bewegung in
allen Fällen sehr gut erkennen lässt sowie die deutlich verrauschtere Dynamik in der gestörten
Bedingung.
eingebettet. Da das Minimum an vorhandenen Zyklen je Maus bei sechs liegt, wurde
eine KO-Maus aus der Analyse ausgeschlossen, um zumindest neun vollständige
normierte Zyklen der Gelenkwinkel α, β und γ in Hüfte, Knie und Sprunggelenk
einfließen zu lassen. Die Normierung wurde auf den Bereich Null bis Eins vollzogen,
indem von den Zeitreihen das jeweilige Minimum abgezogen und anschließend
durch das verbliebene Maximum dividiert wurde. Die Normierung wurde zur
besseren Vergleichbarkeit der Divergenzkurven gewählt. Die Analyse der ersten
Minima der AMI-Funktion ergab dort Mittelwerte und Standardabweichungen
der zeitlichen Delays von 21, 18± 2, 87, 15, 12± 5, 84 und 14, 00± 3, 29 beim Typ
WT sowie 22, 56± 7, 03, 16, 31± 6, 32 und 14, 88± 6, 22 beim Typ KO. Da auch
ein Vergleich der einzelnen Gelenke angestrebt ist, wird wie üblich (siehe z. B.

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England und Granata ()) der gerundete Mittelwert der Delays von τ = 17
Zeitschritten als zeitlicher Versatz für die Rekonstruktion verwendet. Dabei wurden
zwei unterschiedliche Ansätze gewählt: Für den Vergleich von WT mit KO Mäusen
wurden ähnlich wie bei der Rumpfbewegung alle drei Gelenkwinkel und (d/3− 1)
zeitversetzte Kopien in den Dimensionen d gleich drei, sechs, neun und zwölf
genutzt. Das stellt sicher, dass alle Information aus den drei Gelenken in die
Analyse des Effekts von WT zu KO gleichzeitig eingehen.
~si = (αi, βi, γi, αi+τ , βi+τ , γi+τ , . . . , αi+(d/3−1)τ , βi+(d/3−1)τ , γi+(d/3−1)τ ) (.)
Darüber hinaus wurden für den Vergleich der Gelenke untereinander Phasenräu-
me konstruiert, die aus Delay Embedding jedes Winkels allein hervorgehen. Dies
geschah wie oben in den Dimensionen drei bis acht.
~si = (θi, θi+τ , . . . , θi+(d−1)τ ) mit θ ∈ {α, β, γ} (.)
Für die Berechnung der Divergenzkurve wird der Algorithmus von Rosenstein
et al. () mit einem Theiler-Fenster von einem Zyklus (bei den Datensätzen .
und .) bzw. einer halben Zykluslänge (beim Datensatz .) genutzt. Bei letzterem
entspricht das bereits einer Fenstergröße von 300 Samples, was für ausreichend
zeitliche Separation sorgt. Lyapunov Exponenten λmax wurden für Gehen und
Laufen auf dem Laufband (Datensatz .) in vier verschiedenen Regionen berechnet,
jeweils beginnend beim Start der Divergenzkurve bis hin zu den gerundeten Werten
von τ/2 und 1, 5τ sowie der zeitlichen Spanne eines Schritts (Hamacher, Schley et al.
) bzw. Doppelschritts (Dingwell und Kang ). Für die Analyse des MiSpEx-
Datensatzes . wurden ebenfalls die Regionen 0, 5τ und 1, 5τ (gerundete Werte)
sowie die Zeitspannen eines halben (Ross et al. ) und vollen Bewegungszyklus
(Granata und England ) genutzt. Im Gegensatz dazu wurde für die Analyse
der Mäuse (Datensatz .) auf die Analyse der Zeitspanne eines halben Zyklus (1
Schritt) verzichtet. Die fragliche Zeitspanne von 35 Zeitschritten liegt dort nah
an dem gerundeten Wert für 1, 5τ = 26. Zudem wäre man in der Nähe eines der
typischen Einbrüche in der Divergenz (2τ = 34). Die beiden frühen Abschnitte
in der Divergenzkurve wurden ausgehend von der Beobachtung gewählt, dass es
bei Vielfachen des Delays zu Minima in den Delays kommt. Umgekehrt finden
sich dazwischen Maxima in der Divergenzkurve. Mit τ/2 und 1, 5τ sind Bereiche
gewählt, in denen jeweils ungefähr diese lokalen Maxima getroffen werden. Alle
Lyapunov Exponenten werden nach Berechnung der Steigung wie üblich auf die
Zeitspanne eines Zyklus normiert.
Darüber hinaus sind wie üblich auch die geschätzten geeigneten Einbettungsdi-
mensionen über eine False Nearest Neighbor-Analyse durchgeführt worden. Für
das Gehen und Laufen unter gestörter und ungestörter Bedingung findet sich
bereits eine ausführliche Analyse in Abschnitt ... Für die Rumpfbewegung
wurden in allen drei Achsen (x, y und z) über den Algorithmus von Cao ()
Abschätzungen für eine passende Einbettungsdimension berechnet. Dabei wurde

.. Lyapunov Exponent
(a) WT (b) WT
(c) KO (d) KO
Abbildung ..: Phasenraumdarstellungen der Gangbewegung von WT und KO Mäusen auf
dem Laufband aus 9 Bewegungszyklen in drei Dimensionen. (a) und (c): Rekonstruktion aus
den normalisierten Winkeln der Hüfte und Delay τ = 17. (b) und (d): Rekonstruktion aus den
normalisierten Winkeln aller drei Gelenke (Hüfte, Knie und Fuß)
die Dimension als genügend angesehen, wenn die E1D-Kurve den Wert 0, 7 über-
stieg. Ein Theiler-Fenster von 300 Zeitschritten (halber Zyklus) sorgte dabei für
zeitliche Separation der nächsten Nachbarn. Übergeben wurden dem Algorithmus
die individuell berechneten Delays. Genauso wurden für die Mäuse Dimensionen d
abgeschätzt. Der Algorithmus von Cao wurde auch hier mit Schwellenwert 0, 7 und
Theiler-Fenster von 70 Zeitschritten (durchschnittliche Zykluslänge) angewandt.
Da klassischerweise der Ansatz von Kennel, Brown et al. () genutzt wird, sind
zum Vergleich in beiden Fällen auch diese Daten berechnet worden. Das Theiler-
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Fenster wurde wie oben gewählt, als Schwellenwert 1 Prozent falscher Nachbarn
im Falle der Rumpfbewegung sowie 5 Prozent im Fall der Mäuse aufgrund der
Beobachtung, dass die FNN-Kurven den Schwellenwert sonst nicht immer passieren.
In Fällen, in denen die Schwelle nicht unterschritten wurde, konnte jeweils durch
visuelle Inspektion der FNN-Kurve entschieden werden. Als Parameter sind die
Toleranzwerte Rtol = 10, Atol = 2 und die Standardabweichung der Datenreihe als
RA genutzt worden. Beachte, dass die Berechnung der Effektstärken unabhängig
von diesen Ergebnissen in verschiedenen Dimensionen durchgeführt wird und die
False Nearest Neighbor-Analyse als zusätzliche Information dient.
Statistik
Ein klassischer Mittelwertvergleich in Form einer ANOVA bietet sich bei dem ge-
wählten Vorgehen nicht an, da bereits bekannt ist, dass die Lyapunov Exponenten
mit zunehmender Länge der Zeitreihe wachsen (Kang und Dingwell b) und mit
höherer Dimension kleiner werden (Gates und Dingwell ). Zudem ist klar, dass
mit Vergrößerung der Region für die lineare Anpassung an die Divergenzkurve, die
Exponenten ebenfalls kleiner werden (die Steigung der Divergenzkurven nimmt ab,
bis es zu einer Saturierung des Verlaufs kommt). Das Hauptinteresse liegt jedoch
nicht darin, zu analysieren, ob es Unterschiede in den Mittelwerten der einzelnen
Faktorstufen gibt, sondern in welcher Stärke ein Effekt für eine Kombination von
Parametern zu beobachten ist. Es wird deshalb direkt Hedges’ g als unverzerr-
ter Schätzer für den Effekt zwischen unabhängigen Stichproben (Hedges )
bzw. verbundenen Stichproben (Gibbons et al. ) mit 95 % Konfidenzgrenzen
angegeben.
Zusätzlich werden die Datensätze . und . für die Average Mutual Information
an der Stelle des gefundenen Delays τ ausgewertet und t-Tests für τ und AMI(τ) zur
Ermittlung von möglichen Unterschieden durchgeführt. Bei multiplen Vergleichen
wurde die False Discovery Rate wieder mittels der p-Wert Adjustierung von
Benjamini und Yekutieli () kontrolliert. Das Signifikanzniveau wurde auf
α = 0, 05 festgelegt. Da die Anzahl der Mäuse in den Gruppen mit 16 und 17 kleiner
als 30 ist, wurde dort zudem auf Normalverteilung der Differenzen (verbundene
Stichproben) bzw. der Gruppen (unabhängige Stichproben) mittels Kolmogorov-
Smirnov Test und Lilliefors-Korrektur getestet. Bei nicht normalverteilten Daten
wurde auf den Wilcoxon bzw. Mann-Whitney-U Test zurückgegriffen.
Ergebnisse
FNN-Analyse: Die Dimensionsabschätzung der Rumpfbewegung für die Beschleu-
nigungen in x, y und z über den Algorithmus von Cao ergab Mittelwerte und
Standardabweichungen von 5, 00± 0, 00, 5, 02± 0, 15 und 5, 02± 0, 15 in der unge-
störten Bedingung sowie Dimension 5 für alle Probanden und Richtungen auf dem
Wackelpad.
Dimensionen für die Mäuse sind mit Mittelwerten und Standardabweichungen für
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die normalisierten Gelenkwinkel von Hüfte, Knie und Fuß 3, 82± 0, 38, 4, 18± 0, 51
und 4, 12± 0, 32 beim Typ WT sowie 3, 81± 0, 53, 4, 31± 0, 58 und 4, 31± 0, 58
beim Typ KO.
Diese Ergebnisse legen also eine minimale Einbettungsdimension von 5 (Rumpf-
bewegung) bzw. 4 (Mäuse) nahe. Die Ergebnisse aus dem FNN Algorithmus von
Kennel, Brown et al. () bestätigen diese Einschätzung für die Mäuse bei höhe-
ren Dimensionen für die Rumpfbewegung mit aufgerundetem Wert d = 6.
Average Mutual Information: Für die x-Beschleunigungen der Rumpfbewegung
ergab der adjustierte p-Wert von p = 0, 0048 signifikant höhere Werte bei AMI(τ)
für die ungestörte Bedingung (0, 52± 0, 20 zu 0, 46± 0, 19, Hedges g = 0, 51). Die
Richtungen y und z ergaben keine Unterschiede bei sehr ähnlichen Werten von
0, 41± 0, 17 zu 0, 42± 0, 15 sowie 0, 40± 0, 12 zu 0, 40± 0, 11. Die zeitlichen Delays
selbst unterschieden sich allesamt nicht (p > 0, 05).
Die Average Mutual Information der Mäuse ergab im Vergleich WT gegenüber KO
ebenfalls keine signifikanten Unterschiede, wenngleich in allen drei Gelenkwinkeln
die Werte für WT größer waren. Mittelwerte der Differenzen sind 0, 09, 0, 06 und
0, 08 für Hüfte, Knie und Fuß. Anderes ergab der Vergleich der Gelenke. Sowohl
für WT als auch für KO zeigten sich signifikante Unterschiede zwischen Hüfte
und Knie (adjustierte p-Werte von p = 0, 036 bzw. p = 0, 0048) mit Effektstärken
g = 0, 70 und g = 0, 98. Der Vergleich von Fuß und Knie sowie Fuß und Hüfte
blieb nicht signifikant, wenngleich der adjustierte p-Wert bei WT für den Vergleich
Knie und Fuß nur knapp über dem Signifikanzniveau lag (p = 0, 081). Mittelwerte
und Standardabweichungen der beiden Gruppen lagen bei 0, 60±0, 23, 0, 39±0, 17
und 0, 52± 0, 20 (WT) sowie 0, 51± 0, 18, 0.33± 0, 21 und 0, 44± 0, 16 (KO) für
Hüfte, Knie und Fuß. Die Analyse des Delays zeigte keine Unterschiede zwischen
WT und KO, jedoch signifikant kleinere Werte für Knie und Fuß gegenüber der
Hüfte, adjustierte p-Werte von p = 0, 0039 und p = 0, 0002 für WT. Das ist
nicht unbedingt zu erwarten, da die Hauptfrequenz der Bewegung für alle drei
Gelenkwinkel gleich ist. Hedges’ g für diese starken Effekte lag bei 0, 89 bzw. 1, 33.
Für die KO-Mäuse lagen diese beiden Vergleiche nach Adjustierung der p-Werte
knapp außerhalb der Signifikanz mit je p = 0, 067. Die Schätzwerte für diese nicht
signifikanten Effekte lagen bei g = 0, 62 und g = 0, 67. Der Vergleich von Knie und
Fuß war wie bei den WT-Mäusen nicht signifikant.
Effektgrößen der Lyapunov Exponenten: Überraschenderweise sieht man für
die Rumpfbewegung negative Effekte (siehe Tabelle .), was zu diskutieren sein
wird. Am ausgeprägtesten ist dies in Dimension sechs (starker Effekt), wenngleich
in ähnlicher Größenordnung auch in Dimension drei zu sehen. Deskriptiv kann
man ein Abnehmen der Effektstärken mit steigender Dimension und größerer
Fitting-Region beobachten.
Ähnliches lässt sich beim Vergleich von WT und KO-Mäusen sagen (siehe Tab.
.). Man findet lediglich für Dimension drei in der Region 0−0, 5τ einen signifikan-
ten Effekt - dort ist er jedoch sehr stark ausgeprägt. Alle anderen Parameterwahlen
bleiben in ihren Effekten nicht signifikant. Auch hier kann man ein Abnehmen mit
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Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen für λmax der Rumpf-
bewegung bei Rekonstruktion der Dynamik aus den Beschleunigungen in x, y und z-Richtung
und deren zeitversetzter Kopien für die Dimensionen d gleich drei, sechs, neun und zwölf sowie
verschiedenen Fitting Regionen R für den Lyapunov Exponenten. Positive Effekte kennzeichnen
höhere Werte für die Bedingung auf dem Wackelpad gegenüber der Bewegung auf ebenem
Untergrund. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
d | R 0, 5τ 1, 5τ 1/2 Zyklus 1 Zyklus
3 * −0, 73 [−1, 07; −0, 39] * −0, 70 [−1, 04; −0, 37] −0, 22 [−0, 52; 0, 08] −0, 15 [−0, 45; 0, 15]
6 * −0, 82 [−1, 17; −0, 48] * −0, 59 [−0, 91; −0, 26] * −0, 31 [−0, 62; −0, 01] −0, 18 [−0, 48; 0, 12]
9 * −0, 69 [−1, 03; −0, 36] * −0, 43 [−0, 75; −0, 12] −0, 26 [−0, 57; 0, 04] −0, 21 [−0, 51; 0, 09]
12 * −0, 47 [−0, 79; −0, 16] −0, 24 [−0, 54; 0, 07] −0, 19 [−0, 49; 0, 11] −0, 20 [−0, 50; 0, 10]
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov Expo-
nenten zwischen WT und KO Mäusen beim Gehen auf dem Laufband. Die Rekonstruktion der
Dynamik von 9 Bewegungszyklen erfolgte aus den normierten Gelenkwinkeln in Hüfte, Knie und
Fuß sowie deren zeitversetzter Kopien (τ = 17) in den Dimensionen d gleich drei, sechs, neun und
zwölf. Die Berechnung von λmax wurde in drei verschiedenen Fitting Regionen R durchgeführt.
Positive Effekte kennzeichnen höhere Werte für KO im Vergleich zu WT Mäusen. Signifikante
Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
d | R 0, 5τ 1, 5τ 1 Zyklus
3 * 1, 48 [0, 70; 2, 27] 0, 11 [−0, 58; 0, 80] −0, 67 [−1, 38; 0, 04]
6 0, 15 [−0, 54; 0, 84] 0, 07 [−0, 62; 0, 76] −0, 36 [−1, 06; 0, 33]
9 0, 01 [−0, 68; 0, 70] −0, 18 [−0, 87; 0, 51] −0, 57 [−1, 27; 0, 14]
12 −0, 26 [−0, 95; 0, 44] −0, 51 [−1, 21; 0, 19] −0, 60 [−1, 31; 0, 10]
steigender Dimension und größerer Anpassungsregion sehen. Für den Vergleich
der einzelnen Gelenke untereinander (siehe Tab. .) sieht man in der frühen
Region sehr starke positive Effekte zwischen Knie und Hüfte sowie Fuß und Hüfte,
signalisierend, dass die Hüfte eine stabilere Dynamik hat als die beiden anderen
Gelenke. Mit zunehmender Dimension nimmt dieser Effekt ab. Ähnliches sieht
man in der frühen Region auch zwischen Fuß und Knie mit größerer Stabilität für
das Fußgelenk. Diese Effekte sind zwar nicht signifikant, nehmen jedoch ebenfalls
betragsmäßig mit der Dimension ab. Irritierenderweise kommt man zu umgekehrten
Schlüssen, wenn man den Blick auf die späte Anpassungsregion (1 Zyklus) richtet.
Auffällig ist, dass fast überall ein Vorzeichenwechsel stattgefunden hat. Der Trend
des betragsmäßigen Sinkens des Effekts mit zunehmender Dimension ist hier nicht
überall vorhanden, aber z. B. für die WT-Mäuse zwischen Knie und Hüfte, wo
man stark negative Effekte sieht.
Für die Experimente des gestörten und ungestörten Laufens bzw. Gehens wurde
zusätzlich auch der Effekt der Länge gemessen (siehe Tab. . und .). Prinzi-
piell scheinen die Effekte mit zunehmender Datenlänge besser messbar zu sein
(betragsmäßig größere Werte von g). Effekte nehmen über die Dimension in ihrer
Stärke ab und kehren sich zum Teil sogar um. Die stärksten Effekte zwischen den
Bedingungen findet man sowohl beim Laufen als auch beim Gehen in Dimension
drei. Nicht übereinstimmend ist jedoch, wo diese Effekte zu finden sind. Während

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beim Gehen die Region 1 Doppelschritt die stärksten Effekte zeigt, ist das beim
Laufen die frühe Region 1, 5τ .
Für alle Experimente gut bestätigt ist das Abnehmen von λmax mit steigender
Dimension und größer werdender Anpassungsregion (siehe die Abbildungen der
Lyapunov Exponenten ., ., ., . und .).
1/2 Zyklus 1 Zyklus
0, 5τ 1, 5τ
3 6 9 12 3 6 9 12



























Abbildung ..: Mittelwerte mit Standardfehlern der Lyapunov Exponenten für die Rumpfbe-
wegung auf ebenem Untergrund und auf dem Wackelpad in verschiedenen Anpassungsregionen.
Rekonstruktion der Dynamik im Phasenraum über die Beschleunigungen in x, y und z-Richtung
und deren zeitversetzte Kopien in den Dimensionen d gleich drei, sechs, neun und zwölf.

. Anwendungen
0, 5τ 1, 5τ 1 Zyklus





















Abbildung ..: Mittelwerte mit Standardfehlern der Lyapunov Exponenten von WT und KO
Mäusen beim Gehen auf dem Laufband in verschiedenen Anpassungsregionen der Divergenzkurve.
Rekonstruktion des Phasenraums aus neun Bewegungszyklen in den Dimensionen d gleich drei,
sechs, neun und zwölf durch die Gelenkwinkel in Hüfte, Knie und Fuß und deren zeitversetzte
Kopien (τ = 17).

.. Lyapunov Exponent
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov Ex-
ponenten zwischen Gelenken (∆G) von Mäusen des Typs WT und KO beim Gehen auf dem
Laufband. Die Rekonstruktion der Dynamik von 9 Bewegungszyklen erfolgte durch Delay Embed-
ding der normierten Gelenkwinkel in Hüfte, Knie und Sprunggelenk in den Dimensionen d gleich
drei bis acht. Die Berechnung von λmax wurde zudem in drei verschiedenen Fitting Regionen R
durchgeführt. Positive Effekte kennzeichnen höhere Werte für das jeweils erstgenannte Gelenk.
Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
Typ ∆G d | R 0, 5τ 1, 5τ 1 Zyklus
WT Knie-Hüfte 3 * 1, 59 [0, 82; 2, 36] −0, 04 [−0, 53; 0, 44] * −0, 74 [−1, 29; −0, 18]
4 * 1, 28 [0, 60; 1, 97] −0, 16 [−0, 65; 0, 33] * −0, 61 [−1, 14; −0, 07]
5 * 1, 23 [0, 56; 1, 89] −0, 20 [−0, 69; 0, 29] −0, 50 [−1, 02; 0, 02]
6 * 1, 13 [0, 49; 1, 77] 0, 02 [−0, 46; 0, 51] −0, 47 [−0, 99; 0, 04]
7 * 1, 13 [0, 49; 1, 78] 0, 00 [−0, 49; 0, 48] * −0, 57 [−1, 10; −0, 04]
8 * 1, 09 [0, 46; 1, 72] −0, 02 [−0, 50; 0, 47] * −0, 69 [−1, 24; −0, 14]
Fuß-Hüfte 3 * 1, 88 [1, 03; 2, 74] 0, 09 [−0, 40; 0, 57] −0, 24 [−0, 74; 0, 25]
4 * 1, 65 [0, 87; 2, 44] 0, 18 [−0, 31; 0, 67] −0, 08 [−0, 56; 0, 41]
5 * 1, 64 [0, 86; 2, 42] 0, 18 [−0, 31; 0, 67] −0, 17 [−0, 66; 0, 32]
6 * 1, 47 [0, 74; 2, 21] 0, 29 [−0, 21; 0, 79] −0, 26 [−0, 75; 0, 24]
7 * 1, 37 [0, 66; 2, 08] 0, 21 [−0, 28; 0, 70] −0, 33 [−0, 83; 0, 17]
8 * 1, 42 [0, 70; 2, 14] 0, 33 [−0, 17; 0, 83] −0, 33 [−0, 83; 0, 17]
Fuß-Knie 3 −0, 25 [−0, 74; 0, 24] 0, 17 [−0, 32; 0, 66] * 0, 53 [0, 00; 1, 05]
4 −0, 03 [−0, 52; 0, 45] 0, 40 [−0, 11; 0, 91] * 0, 56 [0, 04; 1, 09]
5 0, 02 [−0, 46; 0, 51] 0, 37 [−0, 13; 0, 87] 0, 42 [−0, 09; 0, 93]
6 0, 07 [−0, 41; 0, 56] 0, 24 [−0, 25; 0, 74] 0, 35 [−0, 15; 0, 85]
7 0, 04 [−0, 44; 0, 53] 0, 19 [−0, 30; 0, 67] 0, 41 [−0, 10; 0, 92]
8 0, 11 [−0, 38; 0, 59] 0, 31 [−0, 19; 0, 81] 0, 49 [−0, 02; 1, 01]
KO Knie-Hüfte 3 * 1, 44 [0, 69; 2, 19] * −0, 92 [−1, 53; −0, 30] * −1, 91 [−2, 81; −1, 02]
4 * 1, 33 [0, 61; 2, 04] −0, 52 [−1, 06; 0, 02] * −1, 46 [−2, 22; −0, 71]
5 * 1, 46 [0, 70; 2, 22] −0, 43 [−0, 96; 0, 09] * −1, 26 [−1, 96; −0, 56]
6 * 1, 43 [0, 68; 2, 17] −0, 24 [−0, 75; 0, 27] * −1, 22 [−1, 90; −0, 53]
7 * 1, 40 [0, 66; 2, 14] 0, 00 [−0, 50; 0, 50] * −1, 14 [−1, 80; −0, 47]
8 * 1, 33 [0, 61; 2, 04] 0, 20 [−0, 30; 0, 71] * −0, 97 [−1, 60; −0, 35]
Fuß-Hüfte 3 * 1, 22 [0, 53; 1, 90] −0, 36 [−0, 88; 0, 16] * −0, 62 [−1, 17; −0, 06]
4 * 1, 17 [0, 49; 1, 85] −0, 15 [−0, 65; 0, 35] −0, 54 [−1, 08; 0, 00]
5 * 1, 34 [0, 62; 2, 07] −0, 14 [−0, 64; 0, 36] −0, 44 [−0, 97; 0, 09]
6 * 1, 36 [0, 64; 2, 09] −0, 14 [−0, 65; 0, 36] −0, 41 [−0, 94; 0, 11]
7 * 1, 22 [0, 53; 1, 91] 0, 07 [−0, 43; 0, 57] −0, 26 [−0, 77; 0, 25]
8 * 1, 10 [0, 44; 1, 76] * 0, 63 [0, 08; 1, 19] −0, 16 [−0, 66; 0, 34]
Fuß-Knie 3 −0, 28 [−0, 79; 0, 23] 0, 45 [−0, 08; 0, 97] * 0, 62 [0, 07; 1, 18]
4 −0, 18 [−0, 69; 0, 32] 0, 37 [−0, 15; 0, 89] 0, 53 [−0, 01; 1, 08]
5 −0, 16 [−0, 66; 0, 35] 0, 24 [−0, 27; 0, 75] 0, 50 [−0, 03; 1, 04]
6 −0, 09 [−0, 59; 0, 41] 0, 08 [−0, 42; 0, 58] 0, 50 [−0, 03; 1, 04]
7 −0, 07 [−0, 57; 0, 43] 0, 09 [−0, 41; 0, 59] * 0, 62 [0, 07; 1, 18]
8 −0, 03 [−0, 53; 0, 47] 0, 35 [−0, 17; 0, 87] * 0, 62 [0, 06; 1, 17]

. Anwendungen
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov Expo-
nenten zwischen Laufen auf ebenem und unebenem Untergrund. Die Rekonstruktion der Dynamik
erfolgte durch Delay Embedding (τ = 37) der gemittelten z-Koordinate des Rumpfes in den
Dimensionen d gleich drei bis acht. Die Berechnung von λmax wurde in vier verschiedenen Fitting
Regionen R durchgeführt. Positive Effekte kennzeichnen geringere lokale dynamische Stabilität
in der perturbierten Bedingung. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit
* gekennzeichnet.
d L | R 0, 5τ 1, 5τ 1 Schritt 1 Doppelschritt
3 1 * 0, 62 [0, 10; 1, 15] * 0, 70 [0, 17; 1, 23] 0, 26 [−0, 22; 0, 74] −0, 47 [−0, 97; 0, 03]
2 * 0, 57 [0, 06; 1, 09] * 1, 22 [0, 57; 1, 86] * 0, 63 [0, 11; 1, 16] * −0, 52 [−1, 03; −0, 02]
3 * 0, 65 [0, 12; 1, 17] * 1, 48 [0, 77; 2, 19] * 0, 81 [0, 26; 1, 37] −0, 18 [−0, 66; 0, 29]
4 * 0, 86 [0, 30; 1, 42] * 1, 42 [0, 73; 2, 12] * 0, 96 [0, 38; 1, 55] 0, 04 [−0, 43; 0, 51]
5 * 1, 06 [0, 46; 1, 67] * 1, 48 [0, 76; 2, 19] * 0, 88 [0, 31; 1, 45] 0, 06 [−0, 41; 0, 53]
6 * 1, 05 [0, 44; 1, 65] * 1, 60 [0, 85; 2, 34] * 0, 86 [0, 29; 1, 42] 0, 04 [−0, 43; 0, 51]
7 * 1, 07 [0, 46; 1, 68] * 1, 57 [0, 83; 2, 31] * 0, 89 [0, 32; 1, 46] 0, 05 [−0, 42; 0, 52]
4 1 0, 08 [−0, 39; 0, 55] 0, 17 [−0, 31; 0, 64] −0, 06 [−0, 53; 0, 41] −0, 45 [−0, 95; 0, 05]
2 −0, 26 [−0, 74; 0, 22] 0, 31 [−0, 17; 0, 79] −0, 11 [−0, 58; 0, 36] * −0, 63 [−1, 15; −0, 11]
3 −0, 31 [−0, 79; 0, 18] 0, 44 [−0, 05; 0, 94] 0, 10 [−0, 37; 0, 58] −0, 23 [−0, 71; 0, 24]
4 −0, 29 [−0, 78; 0, 19] * 0, 57 [0, 06; 1, 08] 0, 44 [−0, 05; 0, 94] 0, 16 [−0, 31; 0, 64]
5 −0, 34 [−0, 83; 0, 14] 0, 47 [−0, 03; 0, 97] * 0, 57 [0, 06; 1, 08] 0, 31 [−0, 17; 0, 79]
6 −0, 28 [−0, 76; 0, 20] * 0, 72 [0, 18; 1, 25] * 0, 64 [0, 11; 1, 16] 0, 27 [−0, 21; 0, 75]
7 −0, 25 [−0, 73; 0, 23] * 0, 90 [0, 33; 1, 47] * 0, 72 [0, 18; 1, 26] 0, 31 [−0, 17; 0, 80]
5 1 −0, 08 [−0, 56; 0, 39] 0, 01 [−0, 46; 0, 48] −0, 26 [−0, 74; 0, 22] −0, 46 [−0, 96; 0, 04]
2 −0, 38 [−0, 87; 0, 11] −0, 34 [−0, 83; 0, 14] * −0, 55 [−1, 06; −0, 04] * −0, 83 [−1, 39; −0, 27]
3 −0, 47 [−0, 96; 0, 03] −0, 16 [−0, 63; 0, 32] −0, 37 [−0, 85; 0, 12] −0, 45 [−0, 95; 0, 05]
4 −0, 48 [−0, 98; 0, 02] 0, 12 [−0, 35; 0, 59] 0, 04 [−0, 43; 0, 51] −0, 09 [−0, 56; 0, 38]
5 −0, 43 [−0, 92; 0, 07] 0, 28 [−0, 20; 0, 76] 0, 26 [−0, 22; 0, 74] −0, 02 [−0, 49; 0, 45]
6 −0, 40 [−0, 90; 0, 09] 0, 30 [−0, 18; 0, 78] 0, 22 [−0, 26; 0, 70] −0, 06 [−0, 54; 0, 41]
7 −0, 41 [−0, 90; 0, 08] 0, 31 [−0, 18; 0, 79] 0, 30 [−0, 18; 0, 79] 0, 03 [−0, 44; 0, 50]
6 1 −0, 18 [−0, 65; 0, 30] −0, 35 [−0, 83; 0, 14] −0, 36 [−0, 84; 0, 13] −0, 41 [−0, 91; 0, 08]
2 −0, 45 [−0, 95; 0, 04] * −0, 70 [−1, 24; −0, 17] * −0, 78 [−1, 32; −0, 23] * −0, 92 [−1, 50; −0, 34]
3 * −0, 66 [−1, 18; −0, 13] * −0, 60 [−1, 11; −0, 08] * −0, 59 [−1, 11; −0, 07] * −0, 61 [−1, 13; −0, 09]
4 * −0, 71 [−1, 24; −0, 17] −0, 43 [−0, 93; 0, 06] −0, 29 [−0, 78; 0, 19] −0, 36 [−0, 84; 0, 13]
5 * −0, 59 [−1, 11; −0, 08] −0, 16 [−0, 64; 0, 31] −0, 15 [−0, 63; 0, 32] −0, 30 [−0, 78; 0, 18]
6 * −0, 57 [−1, 09; −0, 06] −0, 20 [−0, 68; 0, 27] −0, 21 [−0, 68; 0, 27] −0, 34 [−0, 83; 0, 14]
7 * −0, 58 [−1, 10; −0, 07] −0, 14 [−0, 61; 0, 33] −0, 13 [−0, 60; 0, 34] −0, 29 [−0, 77; 0, 19]
7 1 −0, 13 [−0, 61; 0, 34] −0, 27 [−0, 75; 0, 21] −0, 31 [−0, 79; 0, 17] −0, 41 [−0, 90; 0, 08]
2 −0, 40 [−0, 89; 0, 09] * −0, 56 [−1, 07; −0, 05] * −0, 70 [−1, 24; −0, 17] * −0, 91 [−1, 49; −0, 34]
3 * −0, 66 [−1, 19; −0, 13] * −0, 52 [−1, 02; −0, 01] * −0, 62 [−1, 14; −0, 10] * −0, 73 [−1, 27; −0, 19]
4 * −0, 73 [−1, 26; −0, 19] −0, 45 [−0, 94; 0, 05] −0, 40 [−0, 90; 0, 09] * −0, 56 [−1, 08; −0, 05]
5 * −0, 63 [−1, 15; −0, 11] −0, 30 [−0, 78; 0, 18] −0, 32 [−0, 80; 0, 16] −0, 44 [−0, 93; 0, 06]
6 * −0, 65 [−1, 18; −0, 13] * −0, 51 [−1, 02; −0, 01] −0, 47 [−0, 97; 0, 03] * −0, 56 [−1, 08; −0, 05]
7 * −0, 67 [−1, 20; −0, 14] * −0, 63 [−1, 15; −0, 11] −0, 48 [−0, 98; 0, 02] * −0, 58 [−1, 09; −0, 07]
8 1 −0, 07 [−0, 54; 0, 40] −0, 22 [−0, 69; 0, 26] −0, 27 [−0, 75; 0, 21] −0, 38 [−0, 87; 0, 11]
2 * −0, 54 [−1, 05; −0, 04] * −0, 63 [−1, 15; −0, 10] * −0, 64 [−1, 16; −0, 11] * −0, 95 [−1, 54; −0, 37]
3 * −0, 79 [−1, 34; −0, 24] * −0, 61 [−1, 13; −0, 09] * −0, 76 [−1, 31; −0, 22] * −0, 89 [−1, 45; −0, 32]
4 * −0, 82 [−1, 38; −0, 26] −0, 44 [−0, 94; 0, 05] −0, 50 [−1, 00; 0, 00] * −0, 76 [−1, 30; −0, 21]
5 * −0, 73 [−1, 27; −0, 19] * −0, 53 [−1, 03; −0, 02] −0, 49 [−0, 99; 0, 01] * −0, 61 [−1, 13; −0, 09]
6 * −0, 72 [−1, 25; −0, 18] * −0, 73 [−1, 27; −0, 19] * −0, 60 [−1, 12; −0, 09] * −0, 71 [−1, 25; −0, 18]
7 * −0, 70 [−1, 23; −0, 17] * −0, 90 [−1, 47; −0, 33] * −0, 63 [−1, 16; −0, 11] * −0, 74 [−1, 29; −0, 20]

.. Lyapunov Exponent
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov Expo-
nenten zwischen Gehen auf ebenem und unebenem Untergrund. Die Rekonstruktion der Dynamik
erfolgte durch Delay Embedding (τ = 19) der gemittelten z-Koordinate des Rumpfes in den
Dimensionen d gleich drei bis acht. Die Berechnung von λmax wurde zudem in vier verschiedenen
Fitting Regionen R durchgeführt. Positive Effekte kennzeichnen geringere lokale dynamische
Stabilität in der perturbierten Bedingung. Signifikante Effekte (Null liegt außerhalb des Intervalls)
sind mit * gekennzeichnet.
d L | R 0, 5τ 1, 5τ 1 Schritt 1 Doppelschritt
3 1 0, 11 [−0, 36; 0, 58] 0, 18 [−0, 30; 0, 65] 0, 22 [−0, 26; 0, 69] * 0, 86 [0, 30; 1, 42]
2 0, 03 [−0, 44; 0, 50] 0, 36 [−0, 13; 0, 85] 0, 42 [−0, 08; 0, 91] * 0, 81 [0, 25; 1, 36]
3 0, 12 [−0, 35; 0, 59] 0, 49 [−0, 01; 0, 99] * 0, 63 [0, 11; 1, 15] * 1, 24 [0, 59; 1, 88]
4 0, 31 [−0, 17; 0, 80] * 0, 77 [0, 23; 1, 32] * 0, 76 [0, 21; 1, 30] * 1, 28 [0, 62; 1, 94]
5 0, 41 [−0, 08; 0, 90] * 0, 83 [0, 27; 1, 38] * 0, 72 [0, 19; 1, 26] * 1, 26 [0, 60; 1, 91]
6 * 0, 55 [0, 04; 1, 07] * 0, 84 [0, 28; 1, 40] * 0, 77 [0, 22; 1, 31] * 1, 26 [0, 61; 1, 91]
7 * 0, 53 [0, 03; 1, 04] * 0, 84 [0, 28; 1, 40] * 0, 85 [0, 29; 1, 41] * 1, 49 [0, 77; 2, 21]
4 1 −0, 19 [−0, 67; 0, 28] 0, 08 [−0, 39; 0, 55] 0, 28 [−0, 20; 0, 76] * 0, 69 [0, 16; 1, 23]
2 * −0, 52 [−1, 02; −0, 01] −0, 07 [−0, 54; 0, 41] 0, 22 [−0, 26; 0, 70] * 0, 70 [0, 17; 1, 24]
3 * −0, 57 [−1, 08; −0, 06] −0, 04 [−0, 51; 0, 43] * 0, 64 [0, 12; 1, 16] * 1, 15 [0, 52; 1, 78]
4 * −0, 54 [−1, 05; −0, 03] 0, 09 [−0, 38; 0, 56] * 0, 84 [0, 28; 1, 40] * 1, 26 [0, 61; 1, 92]
5 −0, 47 [−0, 97; 0, 03] 0, 10 [−0, 37; 0, 58] * 0, 77 [0, 22; 1, 31] * 1, 27 [0, 61; 1, 92]
6 −0, 46 [−0, 95; 0, 04] 0, 24 [−0, 24; 0, 72] * 0, 81 [0, 25; 1, 36] * 1, 26 [0, 60; 1, 91]
7 −0, 45 [−0, 94; 0, 05] 0, 33 [−0, 16; 0, 81] * 0, 91 [0, 34; 1, 48] * 1, 35 [0, 67; 2, 03]
5 1 −0, 27 [−0, 75; 0, 21] 0, 14 [−0, 33; 0, 61] 0, 33 [−0, 15; 0, 82] * 0, 62 [0, 10; 1, 14]
2 * −0, 68 [−1, 21; −0, 15] −0, 17 [−0, 64; 0, 30] 0, 17 [−0, 30; 0, 65] * 0, 51 [0, 00; 1, 01]
3 * −0, 72 [−1, 26; −0, 18] −0, 07 [−0, 55; 0, 40] * 0, 68 [0, 15; 1, 21] * 1, 01 [0, 41; 1, 60]
4 * −0, 71 [−1, 25; −0, 18] 0, 13 [−0, 34; 0, 61] * 0, 82 [0, 26; 1, 37] * 1, 20 [0, 56; 1, 84]
5 * −0, 68 [−1, 21; −0, 15] 0, 21 [−0, 26; 0, 69] * 0, 82 [0, 26; 1, 37] * 1, 13 [0, 51; 1, 75]
6 * −0, 68 [−1, 21; −0, 15] 0, 20 [−0, 28; 0, 67] * 0, 72 [0, 19; 1, 26] * 1, 11 [0, 49; 1, 73]
7 * −0, 68 [−1, 21; −0, 15] 0, 33 [−0, 15; 0, 82] * 0, 82 [0, 26; 1, 37] * 1, 12 [0, 50; 1, 74]
6 1 −0, 24 [−0, 71; 0, 24] 0, 11 [−0, 36; 0, 58] 0, 24 [−0, 24; 0, 72] * 0, 56 [0, 05; 1, 07]
2 * −0, 74 [−1, 28; −0, 20] −0, 11 [−0, 58; 0, 36] 0, 17 [−0, 30; 0, 64] 0, 47 [−0, 03; 0, 97]
3 * −0, 82 [−1, 38; −0, 27] 0, 02 [−0, 45; 0, 49] * 0, 58 [0, 06; 1, 09] * 0, 83 [0, 27; 1, 38]
4 * −0, 82 [−1, 37; −0, 26] 0, 20 [−0, 28; 0, 67] * 0, 73 [0, 19; 1, 27] * 0, 99 [0, 40; 1, 58]
5 * −0, 79 [−1, 34; −0, 24] 0, 29 [−0, 19; 0, 78] * 0, 78 [0, 23; 1, 33] * 0, 92 [0, 34; 1, 50]
6 * −0, 80 [−1, 35; −0, 25] 0, 23 [−0, 25; 0, 70] * 0, 65 [0, 13; 1, 18] * 0, 96 [0, 38; 1, 55]
7 * −0, 84 [−1, 40; −0, 28] 0, 27 [−0, 21; 0, 75] * 0, 67 [0, 14; 1, 20] * 0, 93 [0, 35; 1, 51]
7 1 −0, 40 [−0, 89; 0, 09] −0, 04 [−0, 51; 0, 43] 0, 23 [−0, 24; 0, 71] 0, 46 [−0, 04; 0, 96]
2 * −0, 88 [−1, 45; −0, 31] −0, 27 [−0, 75; 0, 21] 0, 16 [−0, 32; 0, 63] 0, 49 [−0, 01; 0, 99]
3 * −1, 03 [−1, 63; −0, 43] −0, 32 [−0, 80; 0, 16] 0, 42 [−0, 08; 0, 91] * 0, 70 [0, 17; 1, 24]
4 * −1, 02 [−1, 62; −0, 42] −0, 16 [−0, 64; 0, 31] * 0, 55 [0, 04; 1, 06] * 0, 83 [0, 27; 1, 39]
5 * −0, 98 [−1, 57; −0, 39] −0, 06 [−0, 53; 0, 41] * 0, 56 [0, 05; 1, 08] * 0, 78 [0, 23; 1, 33]
6 * −0, 98 [−1, 57; −0, 39] −0, 09 [−0, 56; 0, 38] * 0, 55 [0, 04; 1, 06] * 0, 79 [0, 24; 1, 34]
7 * −1, 03 [−1, 63; −0, 43] 0, 01 [−0, 46; 0, 48] * 0, 55 [0, 04; 1, 06] * 0, 78 [0, 23; 1, 33]
8 1 −0, 40 [−0, 90; 0, 09] 0, 09 [−0, 38; 0, 56] 0, 27 [−0, 21; 0, 75] 0, 38 [−0, 11; 0, 87]
2 * −0, 98 [−1, 56; −0, 39] −0, 33 [−0, 81; 0, 16] 0, 26 [−0, 21; 0, 74] * 0, 51 [0, 01; 1, 02]
3 * −1, 06 [−1, 67; −0, 45] −0, 34 [−0, 82; 0, 15] 0, 34 [−0, 14; 0, 83] * 0, 62 [0, 10; 1, 14]
4 * −1, 06 [−1, 67; −0, 46] −0, 29 [−0, 77; 0, 19] 0, 38 [−0, 11; 0, 87] * 0, 70 [0, 17; 1, 24]
5 * −1, 02 [−1, 62; −0, 42] −0, 24 [−0, 71; 0, 24] 0, 38 [−0, 11; 0, 87] * 0, 64 [0, 12; 1, 17]
6 * −1, 04 [−1, 64; −0, 44] −0, 25 [−0, 73; 0, 23] 0, 44 [−0, 06; 0, 93] * 0, 68 [0, 15; 1, 20]
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Abbildung ..: Mittelwerte mit Standardfehlern der Lyapunov Exponenten von WT und
KO Mäusen in verschiedenen Gelenken und verschiedenen Anpassungsregionen beim Gehen auf
dem Laufband. Rekonstruktion von neun Bewegungszyklen durch Delay Embedding (τ = 17) des
jeweiligen Gelenkwinkels in den Dimensionen d gleich drei bis acht.

.. Lyapunov Exponent
1 Schritt 1 Doppelschritt
0, 5τ 1, 5τ
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Abbildung ..: Mittelwerte mit Standardabweichungen der Lyapunov Exponenten beim
Laufen auf dem Laufband bei ebenem und unebenem Untergrund. Rekonstruktion aus der
z-Koordinate der Bewegung des Rumpfes und zeitversetzten Kopien (τ = 37) von der kompletten
Datenreihe aus 287 Schritten in den Dimensionen d gleich drei bis acht.

. Anwendungen
1 Schritt 1 Doppelschritt
0, 5τ 1, 5τ
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Abbildung ..: Mittelwerte mit Standardabweichungen der Lyapunov Exponenten beim
Gehen auf dem Laufband bei ebenem und unebenem Untergrund. Rekonstruktion aus der z-
Koordinate der Bewegung des Rumpfes und zeitversetzten Kopien (τ = 19) von der kompletten




Die Möglichkeiten, Zeitreihen für die Lyapunov-Analyse zu konstruieren sind - wie
man in Kapitel  gesehen hat - divers. Das bietet eine Fülle an Möglichkeiten
beim Ermitteln des Lyapunov Exponenten, gleichzeitig weiß man aber nicht genau
welche Folgen die verschiedenen Vorgehensweisen in der Sportwissenschaft haben.
In dieser Arbeit soll gar nicht erst versucht werden, die verschiedenen Varianten
konsequent zu analysieren und es wird sich auf auf zwei Konstruktionsansätze
entsprechend der Hypothesen aus Abschnitt . beschränkt, mit denen die vorheri-
gen Analysen verglichen werden sollen. Erstens, die Untersuchung von möglicher
Rauschreduzierung für die Daten der Rumpfbewegung (Abschnitt .) sowie der
Mäuse vom Typ WT und KO (Abschnitt .). Das sind diejenigen Datensätze, in
denen der Vergleich von Bedingungen über dreidimensionale Zeitreihen und ihre
zeitversetzten Kopien gestaltet wurden, wo also mehrdimensionale Beobachtungen
vorliegen. Und zweitens, die Untersuchung der Machbarkeit der Konkatenation
von Zyklen unterschiedlicher Probanden ebenfalls anhand des Datensatzes ..
... Rauschreduzierung durch Hauptkomponentenanalyse
Wie in Kapitel  als Hypothese entwickelt, könnte es sein, dass eine Rausch-
reduzierung mehrdimensionaler Daten (wie sie im Datensatz . in Form der
Beschleunigungen in x, y und z-Richtung und bei den Mäusen in Form der Gelenk-
winkel von Hüfte, Knie und Fuß vorliegen), nicht dazu führt, dass die Trennschärfe
zwischen Bedingungen zunimmt. Im Gegenteil: Ist das Rauschen in den Daten
maßgeblich am Unterschied zwischen den Bedingungen verantwortlich, könnte es
sogar sein, dass die Effektgröße in Form von Hedges’ g abnimmt, da eine Rausch-
reduzierung nicht linear auf alle Bedingungen oder Probanden wirken muss. Ist
im Extremfall gar kein Rauschen vorhanden, so würde die Prozedur dieses auch
nicht reduzieren können. Im folgenden Unterabschnitt soll genau das mit Hilfe
des Rauschreduzierungsansatzes von Kostelich und Schreiber () untersucht
werden.
Methodik
Zum Vergleich mit den bereits bekannten Ergebnissen für die mehrdimensionalen
Zeitreihen (siehe Abschnitt .) werden aus den Beschleunigungen in x, y und
z-Richtung, die bei der Rumpfbewegung aufgenommen wurden, bzw. den Winkeln
α, β und γ der Zeitreihen der Mäuse WT und KO, zunächst neue Zeitreihen
konstruiert. Dazu wird der Vektor ~mi = (xi, yi, zi) bzw. ~mi = (αi, βi, γi) für jeden
Messzeitpunkt i auf die erste Hauptkomponente projiziert. Für jeden Probanden
ist dazu mit Matlabs „built-in“-Funktion pca die erste Hauptkomponente pca(1)
der zentrierten Daten mittels der Option „singular value decomposition“ (svd)
berechnet worden. Durch Projektion erhält man die Zeitreihe
pcai = (xi − x) · pca(1)x + (yi − y) · pca(1)y + (zi − z) · pca(1)z bzw. (.)

. Anwendungen
pcai = (αi − α) · pca(1)α + (βi − β) · pca
(1)
β + (γi − γ) · pca(1)γ . (.)
Zur Rekonstruktion der Dynamik im Phasenraum siehe exemplarisch Abb. ..
Für die Zeitreihen pcai wurde wieder die Methode des Delay Embedding gewählt
(Takens ). Wie bisher erfolgte die Berechnung der Delays über die Auswahl
des ersten Minimums der AMI-Funktion (Fraser und Swinney ) nach dem
Algorithmus von Cellucci et al. () und der Bias-Korrektur von Roulston ().
Berücksichtigend, dass jeder Proband individuelle Systemeigenschaften mitbringt
und der Beobachtung, dass das Delay τ eine große Streuung aufwies (Mittelwert
mit Streuung entsprach 115, 74 ± 35, 50), wurde bei der Rumpfbewegung zur
Rekonstruktion für jeden Probanden individuell das Delay als Mittelwert aus den
beiden Bedingungen (ebener Untergrund/Wackelpad) gewählt (Ekizos, Santuz und
Arampatzis ), während bei den Mäusen wie bisher der Mittelwert der Delays
genutzt wurde. Die verwendeten Delays zur Rekonstruktion betrugen 115, 93±31, 83
bzw. 16 Zeitschritte.
Der Logik der bereits durchgeführten Auswertungen folgend, wurden die Lyapu-
nov Exponenten in verschiedenen Dimensionen berechnet, wie es z. B. auch von
Kantz und Schreiber (, S.) für eine robuste Schätzung empfohlen wird. Die
Berechnungen wurden in Dimension drei bis acht durchgeführt.
Zusätzlich wurde über den AFNN-Ansatz von Cao () und den FNN-Ansatz
von Kennel, Brown et al. () eine Schätzung für die optimale Einbettungsdimen-
sion vorgenommen. Der Algorithmus AFNN wurde mit dem Schwellenwert 0, 7 und
einem Theiler-Fenster von 300 (Rumpfbewegung) bzw. 70 (Mäuse) Zeitschritten
genutzt (ungefähr ein halber bzw. ganzer Zyklus). Mit den gleichen Zeitfenstern,
aber mit den Parametern ε = 0, 05, Rtol = 10, Atol = 2 und RA als der Standard-
abweichung der Datenreihe wurde der FNN durchgeführt. Dies entspricht dem
bisherigen Vorgehen.
Für die Berechnung der Lyapunov-Exponenten wurde der Algorithmus von
Rosenstein et al. () angewendet (ebenfalls mit einem Theiler-Fenster von 300
bzw. 70 Zeitschritten). Zur Einschätzung des Einflusses der Region der linearen
Anpassung an die Divergenzkurve sind dieselben drei (0, 5τ , 1, 5τ und 1 Zyklus)
bzw. vier Regionen R (zusätzlich die Region eines halben Zyklus) zum Einsatz
gekommen, die auch in der Hauptauswertung genutzt wurden (siehe Abschnitt
.). Wieder wird λmax auf die Länge eines Zyklus normiert.
Statistik
Für die Parameter τ und den Wert der AMI-Funktion an dieser Stelle (AMI(τ))
wurden t-Tests für verbundene bzw. unabhängige Stichproben zwischen den Be-
dingungen mit dem Signifikanzniveau von α = 0, 05 durchgeführt. Über die ver-
schiedenen Dimensionen und Anpassungsregionen für λmax wurden als unverzerrte
Schätzer für die Effektgrößen Hedges’ g (Hedges ) ebenfalls für verbundene





Rumpfbewegung Dimension d = 5 wurde durch den AFNN für die Rumpfbe-
wegungsdaten für alle Zeitreihen bis auf eine (d = 4) als genügend eingeschätzt.
Mittels FNN ist der aufgerundete Wert von d = 6 genügend. Die Mittelwerte in
den Delays für die Bedingungen ebener Untergrund (113, 23 ± 38, 06) und Wa-
ckelpad (118, 25± 33, 44) unterscheiden sich nicht signifikant (p = 0, 29). Für die
Werte der AMI-Funktion zum ermittelten Delay τ existiert dagegen ein signifikan-
ter Unterschied zwischen den Bedingungen (p = 0, 0011). Dabei sind die Werte
in der gestörten Bedingung (0, 52 ± 0, 17) niedriger als auf ebenem Untergrund
(0, 59± 0, 21). Dies bedeutet, dass die gestörte Bedingung schwerer vorherzusagen
ist und gibt den Hinweis, dass mehr Rauschen in der gestörten Bewegung zu finden
ist. Es liegt ein Effekt mittlerer Größe vor (Hedges’ g = 0, 52). Zudem sind die
Werte in beiden Fällen etwas höher als in der initialen Auswertung (siehe S. ),
was auf ein gesunkenes Rauschlevel hindeutet.
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen für λmax der Rumpf-
bewegung bei Rekonstruktion der Dynamik durch Projektion auf die erste Hauptkomponente und
anschließendem Delay Embedding in den Dimensionen d gleich drei bis acht und verschiedenen
Fitting Regionen R für den Lyapunov Exponenten. Positive Effekte kennzeichnen höhere Werte für
die Bedingung auf dem Wackelpad gegenüber der Bewegung auf ebenem Untergrund. Signifikante
Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
d | R 0, 5τ 1, 5τ 1/2 Zyklus 1 Zyklus
3 −0, 23 [−0, 53; 0, 08] −0, 18 [−0, 48; 0, 12] −0, 16 [−0, 46; 0, 14] −0, 10 [−0, 40; 0, 19]
4 −0, 11 [−0, 41; 0, 18] −0, 04 [−0, 34; 0, 25] −0, 10 [−0, 40; 0, 19] −0, 12 [−0, 42; 0, 18]
5 −0, 11 [−0, 40; 0, 19] −0, 08 [−0, 38; 0, 22] −0, 03 [−0, 33; 0, 27] −0, 11 [−0, 41; 0, 19]
6 −0, 03 [−0, 33; 0, 27] 0, 04 [−0, 26; 0, 33] 0, 03 [−0, 26; 0, 33] −0, 11 [−0, 41; 0, 19]
7 −0, 02 [−0, 32; 0, 27] 0, 06 [−0, 24; 0, 36] 0, 05 [−0, 25; 0, 35] −0, 11 [−0, 41; 0, 19]
8 −0, 04 [−0, 34; 0, 26] 0, 01 [−0, 29; 0, 31] 0, 02 [−0, 28; 0, 31] −0, 13 [−0, 43; 0, 17]
Die Ermittlung der Effektgrößen und ihrer Konfidenzgrenzen der Lyapunov
Exponenten ergab folgendes Bild: Nach Projektion auf die erste Hauptkomponente
konnte in keiner Dimension oder Region mehr ein signifikanter Effekt gezeigt
werden (siehe Tabelle .). Betragsmäßig den größten Effekt kann man in der
frühen Region (τ/2) in Dimension drei finden (g = −0, 23). Mit zunehmender
Dimension nahm hier die Effektstärke ab. Das ist ebenfalls für die Vergrößerung
der Region R der Fall. Im Vergleich zu den Ergebnissen aus der Analyse der
Beschleunigungen in x, y und z und deren zeitversetzter Kopien ist das Vorzeichen -
des wohlgemerkt nicht mehr signifikanten Effekts - bei τ/2 in Dimension drei gleich,
nämlich negativ. Durchschnittliche Divergenzkurven für die pca-Zeitreihen sind in
Abb. .b dargestellt. Man sieht deutlich, dass der Abstand naher Nachbarn in der
nicht gestörten Bedingung geringer ist (niedrigerer Schnittpunkt mit der y-Achse)
und dass der Attraktor im Phasenraum geringeren Platz einnimmt (die Kurven
verlaufen insgesamt niedriger). In Abb. . sind dagegen die Divergenzkurven eines
einzelnen Probanden in beiden Bedingungen zu finden. Man sieht hier unabhängig

. Anwendungen
von der Bedingung deutlich die Einbrüche zu Vielfachen des verwendeten Delays.
Beachte, dass diese Einbrüche in den durchschnittlichen Kurven nicht so präsent
sind, weil mit individuellen Delays gearbeitet wurde. Wiederholt bestätigen kann
man kleinere Werte für λmax mit zunehmender Dimension (siehe Abb. .).
1/2 Zyklus 1 Zyklus
0, 5τ 1, 5τ
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Abbildung ..: Mittelwerte mit Standardfehlern der Lyapunov Exponenten für die Rumpf-
bewegung auf ebenem Untergrund und auf dem Wackelpad in verschiedenen Anpassungsregionen.
Rekonstruktion der Dynamik im Phasenraum über die erste Hauptkomponente der Beschleuni-
gungen in x, y und z-Richtung und ihrer zeitversetzten Kopien in den Dimensionen d gleich drei
bis acht.
Maustypen Der AFNN ergab die Dimension d = 4 als genügend, was auch durch
den Algorithmus FNN bestätigt wird. Sowohl die Delays τ als auch die Werte
AMI(τ) unterscheiden sich nicht signifikant für die beiden Maustypen (p = 0, 10
bzw. p = 0, 28) mit Werten von 17, 56 ± 5, 59 (KO) und 14, 71 ± 4, 09 (WT) für
die Delays sowie 0, 55 ± 0, 20 (KO) und 0, 63 ± 0, 20 (WT) für die Werte der
AMI-Funktion. Letztere sind damit deskriptiv etwas höher als in der initialen
Auswertung (siehe S. ), was als ein geringeres Rauschlevel interpretiert werden
kann.
Nur in Dimension drei bei kleiner Region R = τ/2 findet man einen signifikanten
Effekt. Dieser fällt mit g = 1, 14 (siehe Tab. .) kleiner aus als der Effekt, der
mittels der drei Winkel direkt gemessen wurde, g = 1, 48 (siehe Seite ). Mit
zunehmender Dimension nimmt dieser Effekt ebenso ab wie mit größer werdender
Region R. Die Lyapunov Exponenten nehmen wie gewohnt mit der Dimension

.. Zeitreihen
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov
Exponenten zwischen WT und KO Mäusen beim Gehen auf dem Laufband. Die Rekonstruktion
der Dynamik von 9 Bewegungszyklen erfolgte aus den auf die erste Hauptkomponente projizierten
normierten Gelenkwinkeln in Hüfte, Knie und Fuß sowie zeitversetzter Kopien (τ = 16) in den
Dimensionen d gleich drei bis acht. Die Berechnung von λmax wurde in drei verschiedenen Fitting
Regionen R durchgeführt. Positive Effekte kennzeichnen höhere Werte für KO im Vergleich zu
WT Mäusen. Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
d | R 0, 5τ 1, 5τ 1 Zyklus
3 * 1, 14 [0, 39; 1, 89] −0, 20 [−0, 89; 0, 49] −0, 25 [−0, 94; 0, 44]
4 0, 71 [0, 00; 1, 42] −0, 04 [−0, 73; 0, 65] −0, 30 [−0, 99; 0, 40]
5 0, 44 [−0, 26; 1, 14] −0, 15 [−0, 84; 0, 54] −0, 12 [−0, 81; 0, 57]
6 0, 29 [−0, 40; 0, 98] −0, 14 [−0, 83; 0, 55] 0, 01 [−0, 68; 0, 69]
7 0, 17 [−0, 52; 0, 86] 0, 00 [−0, 69; 0, 68] 0, 08 [−0, 61; 0, 77]
8 0, 05 [−0, 63; 0, 74] −0, 08 [−0, 77; 0, 61] 0, 06 [−0, 63; 0, 75]
d und der Region R ab und sind etwas niedriger als in der initialen Auswertung
(siehe Abb. . und .).
0, 5τ 1, 5τ 1 Zyklus





















Abbildung ..: Mittelwerte mit Standardfehlern der Lyapunov Exponenten für die Maustypen
WT und KO beim Gehen auf dem Laufband in verschiedenen Anpassungsregionen. Rekonstruktion
der Dynamik im Phasenraum über die erste Hauptkomponente der Gelenkwinkel in Hüfte, Knie
und Fuß und ihrer zeitversetzten Kopien (τ = 16) in den Dimensionen d gleich drei bis acht.
... Konkatenation von Zyklen unterschiedlicher Individuen
Wie in Kapitel  angemerkt, gibt es Situationen, in denen nur wenige Zyklen
für die Lyapunov-Analyse zur Verfügung stehen. Sei es, weil die Probanden nicht
in der Lage sind, mehr Zyklen zu absolvieren, oder sei es, weil es der Aufgabe
inhärent ist, z. B. bei unerwarteten Störungen, bei denen es per Definition nur einen

. Anwendungen
Zyklus geben kann. Da man längere Zeitreihen für die Analyse benötigt, steht man
hier vor einem Problem. Im Folgenden soll die Machbarkeit der vorgeschlagenen
Konkatenation (siehe Abschnitt ..) von Zyklen verschiedener Individuen anhand
des Datensatzes . gezeigt werden, also der WT und KO Mäuse. Zum Vergleich
liegen bereits Ergebnisse aus der Analyse von je  Zyklen pro Maus vor.
Methodik
Um Vergleichbarkeit zwischen den Zyklen verschiedener Mäuse zu erreichen, wur-
den die Zeitreihen der Gelenkwinkel von Hüfte, Knie und Fuß wie folgt normalisiert.
Zunächst wurde die Minima je Gelenkwinkel und Individuum von den Zeitreihen
subtrahiert und anschließend durch die verbliebenen Maxima dividiert. So wurde
sichergestellt, dass alle Zeitreihen eine Spannweite von Eins aufwiesen. Um un-
terschiedlichen Zykluszeiten Rechnung zu tragen und die am Ende resultierenden
Zeitreihen auf gleiche Länge zu bringen (England und Granata ) wurde zudem
jeder Zyklus auf 70 Punkte interpoliert. Das entsprach der durchschnittlichen An-
zahl von Samples je Zyklus (siehe Abschnitt .). Die Anzahl absolvierter Zyklen
variierte von Maus zu Maus mit Mittelwert und Streuungen von 20, 71 ± 6, 30
(WT) und 12, 76± 4, 05 (KO). Um sicherzugehen, keinen Bias durch unterschied-
lich viele Zyklen der beiden Typen von Mäusen zu generieren, wurden auch von
den WT Mäusen nur genau 217 Zyklen zugelassen, derart, dass es zu jeder KO
Maus mit k Zyklen eine WT Maus gab, die ihre ersten k Zyklen, also ebenso
viele, beisteuerte. Das war immer möglich, da die WT Mäuse, aufsteigend nach
Zyklen sortiert, immer längere Zeitreihen aufwiesen als die auf die gleiche Weise
sortierten KO Mäuse. Eine Konkatenationsstichprobe wurde anschließend in fol-
gender Weise definiert: Um möglichst nah an der ursprünglichen Probandenzahl
zu bleiben und ein Maximum der vorhandenen Zyklen zu verwenden, wurden 18
Konkatenationsprobanden gebildet, die aus je 12 aneinandergehängten normierten
Zyklen bestanden. Diese wurden zufällig (ohne Wiederholung) aus dem Pool von
217 möglichen Zyklen gezogen, so dass für eine Konkatenationsstichprobe 216 von
217 Zyklen verwendet wurden. Beachte, dass die gleiche Zufallsauswahl für WT
und KO genutzt wurde, so dass die gleiche Gewichtung von Individuen in beiden
Typen von Mäusen verwendet wurde. Auf Wiederholung beim Ziehen wurde ver-
zichtet, da ansonsten identische Zyklen und damit keine natürliche Variation in den
Zeitreihen eines Konkatenationsprobanden hätten auftauchen können. Insgesamt
1000 Konkatenationsstichproben wurden auf diese Weise zufällig gewählt (ähnlich
dem Bootstrapping, für das 1000 in der Regel als genügend angesehen wird).
Zur Rekonstruktion des Phasenraums wurde wieder das erste Minimum der
Average Mutual Information berechnet. Der gerundete Mittelwert von τ = 16 wurde
für die Einbettung wie oben verwendet (vgl. Gleichung . mit den Dimensionen
drei, sechs neun und zwölf sowie Gleichung . mit den Dimensionen drei bis acht).
Beachte, dass zum Vergleich zwischen WT und KO sowie der einzelnen Gelenke zwei
unterschiedliche Rekonstruktionen verwendet wurden. Die Einstellungen für den
Rosenstein Algorithmus zur Berechnung von λmax blieben dieselben (vgl. Abschnitt

.. Zeitreihen
.), ebenfalls die Normierung der Exponenten.
Statistik
Effektgrößen Hedges’ g wurden für jede der Konkatenationsstichproben für τ ,
AMI(τ) und λmax in den unterschiedlichen Dimensionen und Regionen berechnet.
Beachte, dass auf diese Weise keine empirische Verteilung wie beim Bootstrapping
simuliert wird, da man dafür einerseits Wiederholung zulassen müsste, diese Wie-
derholung andererseits aber in der Lyapunov-Analyse nicht für mehr sondern für
weniger Variation sorgen würde. Im Sinne einer konservativeren Schätzung sind
deshalb aufgrund der Mittelwerte der Effektgrößen der Konkatenationsstichproben
95 % Konfidenzintervalle berechnet worden. Der Effekt wird als signifikant angese-
hen, wenn Null außerhalb des Intervalls liegt. Für die Variablen τ und AMI(τ)
wurde eine Bonferroni-Korrektur für multiple Vergleiche durchgeführt, indem das
Konfidenzniveau auf 100− 5/3 Prozent erhöht wurde (3 entspricht der Anzahl der
Vergleiche einer Fragestellung).
Ergebnisse
Mittelwerte mit Standardabweichungen (als Mittelwert aller Konkatenationsstich-
proben) waren für AMI(τ) bei den WT Mäusen 0, 37 ± 0, 08, 0, 28 ± 0, 07 und
0, 35 ± 0, 08 sowie für KO 0, 36 ± 0, 07, 0, 21 ± 0, 06 und 0, 34 ± 0, 07 für Hüfte,
Knie respektive Fuß. In allen Gelenken waren die Werte für KO also niedriger im
Vergleich mit WT. Lediglich für das Kniegelenk war dieser Effekt jedoch signifikant
mit einem starken Effekt von g = 1, 03. Für sowohl WT als auch KO waren dabei
die Werte für Hüfte und Fuß signifikant höher als die des Knies bei sehr großen
Effekten von g = 0, 84 und g = 0, 81 (WT) sowie g = 1, 80 und g = 1, 44 (KO).
Man beachte, dass die Werte der AMI-Funktion allesamt niedriger waren, als
die entsprechenden Werte aus der Auswertung mit je neun aufeinanderfolgenden
Zyklen je Individuum (vgl. S. ).
Die Analyse der Delays bestätigt, dass es hier keine signifikanten Unterschiede
zwischen WT und KO, jedoch deutlich kleinere Delays für Knie und Fuß im
Vergleich zur Hüfte gibt (WT: g = 1, 92 und g = 1, 13; KO: g = 1, 42 und
g = 1, 04). Im Vergleich mit der Auswertung von 9 Zyklen fällt auf, dass ähnlich
wie bei den AMI-Werten, die Delays für Hüfte und Knie etwas geringer ausfallen
(WT: 19, 63 ± 1, 87 und 13, 54 ± 2, 54; KO: 20, 33 ± 2, 03 und 14, 40 ± 3, 79),
für das Fußgelenk andererseits geringfügig größer mit 14, 37 ± 4, 86 (WT) und
15, 29± 4, 76 (KO). Effektgrößen der Lyapunov Exponenten λmax des Vergleichs
zwischen WT und KO-Mäusen sowie Vergleiche der einzelnen Gelenke sind in den
Tabellen . und . zu finden. Für den Vergleich von WT mit KO Mäusen
bestätigen sich die Ergebnisse des vorherigen Abschnitts in folgendem Sinn: Auch
hier findet man signifikant höhere Werte der Lyapunov Exponenten in den KO
Mäusen in Dimension drei bei kleiner Anpassungsregion von τ/2. Die Tendenz
mit zunehmender Dimension und Vergrößerung der Anpassungsregion niedrigere

. Anwendungen
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov
Exponenten zwischen WT und KO Mäusen beim Gehen auf dem Laufband aus 1000 Kon-
katenationsstichproben (siehe Text). Die Rekonstruktion der Dynamik von 12 konkatenierten
Bewegungszyklen unterschiedlicher Individuen erfolgte aus den normierten Gelenkwinkeln in
Hüfte, Knie und Fuß sowie deren zeitversetzter Kopien (τ = 16) in den Dimensionen d gleich drei,
sechs, neun und zwölf. Die Berechnung von λmax wurde in drei verschiedenen Fitting Regionen R
durchgeführt. Positive Effekte kennzeichnen höhere Werte für KO im Vergleich zu WT Mäusen.
Signifikante Effekte (Null liegt außerhalb des Intervalls) sind mit * gekennzeichnet.
d | R 0, 5τ 1, 5τ 1 Zyklus
3 * 1, 28 [0, 55; 2, 01] −0, 32 [−0, 98; 0, 34] * −0, 86 [−1, 55; −0, 17]
6 0, 37 [−0, 30; 1, 03] −0, 27 [−0, 93; 0, 39] −0, 53 [−1, 20; 0, 14]
9 0, 17 [−0, 49; 0, 83] −0, 26 [−0, 92; 0, 40] −0, 61 [−1, 28; 0, 07]
12 −0, 07 [−0, 73; 0, 59] −0, 31 [−0, 97; 0, 36] −0, 60 [−1, 27; 0, 08]
Effekte zu messen, bleibt bestehen und kehrt sich in Dimension drei sogar zu einem
signifikant negativen Effekt um.
Für den Vergleich der verschiedenen Gelenke sieht man erneut signifikante Unter-
schiede zwischen Knie und Hüfte sowie Knie und Fuß, jedoch für die um 33 Prozent
längeren Datenreihen ebenfalls einen signifikanten Effekt bei KO Mäusen zwischen
Knie und Fuß mit größerer Instabilität des Knies. Die Umkehrung des Vorzeichens
bzw. Effekts mit Zunahme der Dimension bzw. Größe der linearen Fitting-Region
ist auch hier wieder sichtbar. Insgesamt sind die Effekte zwischen den Gelenken
etwas deutlicher zu sehen als für die Auswertung mit nur neun Zyklen. Mittelwerte
0, 5τ 1, 5τ 1 Zyklus





















Abbildung ..: Mittelwerte mit mittleren Standardfehlern der Lyapunov Exponenten von
WT und KO Mäusen beim Gehen auf dem Laufband aus 1000 Konkatenationsstichproben in
verschiedenen Anpassungsregionen der Divergenzkurve. Rekonstruktion des Phasenraums aus
zwölf konkatenierten Bewegungszyklen in den Dimensionen d gleich drei, sechs, neun und zwölf
durch die Gelenkwinkel in Hüfte, Knie und Fuß und deren zeitversetzte Kopien (τ = 16).

.. Zeitreihen
mit mittleren Standardfehlern der 1000 Konkatenationsstichproben können den
Abbildungen . und . entnommen werden. Beachte, dass aufgrund des Konka-
tenationsprozesses gewissermaßen Unstetigkeitsstellen in den Zeitreihen auftreten
und man deshalb sowie aufgrund der längeren Datenreihen höhere Divergenzen
und damit größere Werte für λmax erwarten kann. Diese Erwartung bestätigt sich.
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Abbildung ..: Mittelwerte mit mittleren Standardfehlern der Lyapunov Exponenten von
WT und KO Mäusen aus 1000 Konkatenationsstichproben in verschiedenen Gelenken und
verschiedenen Anpassungsregionen beim Gehen auf dem Laufband. Rekonstruktion von zwölf
konkatenierten Bewegungszyklen unterschiedlicher Individuen durch Delay Einbettung (τ = 16)
des jeweiligen Gelenkwinkels in den Dimensionen d gleich drei bis acht.

. Anwendungen
.. Verwendete Algorithmen und Auswertung
Die Rechenskripte zur Umsetzung und Evaluation der Average Mutual Information,
der False Nearest Neighbor Varianten sowie des Rosensteinalgorithmus wurden
allesamt selbst in Matlab (MATLAB, The MathWorks, Inc., Natick, Massachu-
setts, United States) programmiert. Zum Einsatz kamen die Versionen 2014b und
2016a mit den Toolboxen signal processing, statistics und parallel computing. Die
Datenanalyse und Statistik erfolgte zum Teil in Matlab, ein Großteil ist jedoch
mit Hilfe von R (R Development Core Team ) analysiert worden. Neben
selbst geschriebenen Funktionen (z. B. für die Berechnung von Hedges’ g) kamen
verschiedene Pakete zum Einsatz. Das Paket nlme (Pinheiro et al. ) wurde für
die gemischt linearen Modelle genutzt. Post hoc Analysen im Falle signifikanter
Effekte wurden mit Hilfe des Pakets emmeans (Searle et al. ) durchgeführt.

.. Verwendete Algorithmen und Auswertung
Tabelle ..: Effektgrößen Hedges’ g mit 95 Prozent Konfidenzintervallen der Lyapunov Ex-
ponenten zwischen Gelenken (∆G) von Mäusen des Typs WT und KO beim Gehen auf dem
Laufband. Die Rekonstruktion der Dynamik von 12 konkatenierten Bewegungszyklen unterschied-
licher Individuen erfolgte durch Delay Embedding (τ = 16) der normierten Gelenkwinkel in
Hüfte, Knie und Sprunggelenk in den Dimensionen d gleich drei bis acht. Die Berechnung von
λmax wurde zudem in drei verschiedenen Fitting Regionen R durchgeführt. Positive Effekte
kennzeichnen höhere Werte für das jeweils erstgenannte Gelenk. Signifikante Effekte (Null liegt
außerhalb des Intervalls) sind mit * gekennzeichnet.
Typ ∆G d | R 0, 5τ 1, 5τ 1 Zyklus
WT Knie-Hüfte 3 * 2, 78 [1, 67; 3, 89] * −0, 91 [−1, 49; −0, 34] * −1, 63 [−2, 38; −0, 88]
4 * 2, 65 [1, 58; 3, 71] * −0, 52 [−1, 03; −0, 02] * −1, 38 [−2, 07; −0, 69]
5 * 2, 41 [1, 42; 3, 40] −0, 40 [−0, 89; 0, 09] * −1, 17 [−1, 81; −0, 54]
6 * 2, 30 [1, 35; 3, 26] −0, 06 [−0, 53; 0, 41] * −1, 10 [−1, 72; −0, 49]
7 * 2, 23 [1, 30; 3, 16] 0, 01 [−0, 46; 0, 48] * −1, 08 [−1, 69; −0, 47]
8 * 2, 05 [1, 17; 2, 93] −0, 01 [−0, 48; 0, 46] * −0, 96 [−1, 55; −0, 38]
Fuß-Hüfte 3 * 2, 77 [1, 66; 3, 88] −0, 43 [−0, 92; 0, 07] −0, 10 [−0, 57; 0, 37]
4 * 2, 53 [1, 50; 3, 55] −0, 03 [−0, 50; 0, 44] 0, 05 [−0, 42; 0, 52]
5 * 2, 21 [1, 28; 3, 14] 0, 18 [−0, 29; 0, 66] 0, 11 [−0, 36; 0, 58]
6 * 1, 96 [1, 11; 2, 81] 0, 27 [−0, 21; 0, 74] 0, 10 [−0, 37; 0, 57]
7 * 1, 83 [1, 02; 2, 64] 0, 33 [−0, 15; 0, 82] 0, 11 [−0, 36; 0, 58]
8 * 1, 74 [0, 95; 2, 53] 0, 36 [−0, 13; 0, 84] 0, 15 [−0, 32; 0, 63]
Fuß-Knie 3 −0, 20 [−0, 68; 0, 27] * 0, 57 [0, 06; 1, 08] * 1, 64 [0, 88; 2, 40]
4 −0, 22 [−0, 69; 0, 26] * 0, 53 [0, 02; 1, 03] * 1, 54 [0, 81; 2, 26]
5 −0, 24 [−0, 72; 0, 23] * 0, 62 [0, 10; 1, 14] * 1, 39 [0, 71; 2, 08]
6 −0, 34 [−0, 83; 0, 15] 0, 36 [−0, 13; 0, 85] * 1, 31 [0, 64; 1, 98]
7 −0, 35 [−0, 83; 0, 14] 0, 37 [−0, 12; 0, 85] * 1, 25 [0, 60; 1, 91]
8 −0, 25 [−0, 73; 0, 23] 0, 41 [−0, 09; 0, 90] * 1, 15 [0, 52; 1, 78]
KO Knie-Hüfte 3 * 3, 65 [2, 25; 5, 05] * −0, 78 [−1, 32; −0, 23] * −1, 69 [−2, 46; −0, 92]
4 * 3, 15 [1, 91; 4, 38] −0, 05 [−0, 52; 0, 42] * −1, 23 [−1, 88; −0, 59]
5 * 2, 83 [1, 70; 3, 95] 0, 15 [−0, 32; 0, 62] * −0, 94 [−1, 52; −0, 36]
6 * 2, 47 [1, 46; 3, 47] 0, 37 [−0, 12; 0, 86] * −0, 76 [−1, 30; −0, 21]
7 * 2, 18 [1, 26; 3, 10] 0, 36 [−0, 12; 0, 85] * −0, 66 [−1, 19; −0, 14]
8 * 1, 87 [1, 05; 2, 70] 0, 40 [−0, 09; 0, 89] * −0, 56 [−1, 07; −0, 05]
Fuß-Hüfte 3 * 2, 34 [1, 37; 3, 31] −0, 30 [−0, 78; 0, 18] −0, 32 [−0, 80; 0, 17]
4 * 2, 01 [1, 15; 2, 88] −0, 06 [−0, 53; 0, 41] −0, 13 [−0, 60; 0, 34]
5 * 1, 82 [1, 01; 2, 63] 0, 14 [−0, 34; 0, 61] −0, 07 [−0, 55; 0, 40]
6 * 1, 62 [0, 87; 2, 37] 0, 23 [−0, 25; 0, 71] −0, 07 [−0, 54; 0, 40]
7 * 1, 52 [0, 80; 2, 24] 0, 24 [−0, 24; 0, 72] −0, 08 [−0, 55; 0, 40]
8 * 1, 42 [0, 73; 2, 12] 0, 29 [−0, 19; 0, 77] −0, 04 [−0, 51; 0, 43]
Fuß-Knie 3 * −1, 12 [−1, 74; −0, 50] 0, 43 [−0, 06; 0, 93] * 1, 19 [0, 56; 1, 83]
4 * −0, 94 [−1, 52; −0, 36] −0, 02 [−0, 49; 0, 45] * 1, 00 [0, 41; 1, 60]
5 * −0, 87 [−1, 43; −0, 30] 0, 01 [−0, 46; 0, 48] * 0, 84 [0, 28; 1, 40]
6 * −0, 77 [−1, 32; −0, 23] −0, 12 [−0, 59; 0, 35] * 0, 70 [0, 16; 1, 23]
7 * −0, 62 [−1, 14; −0, 10] −0, 11 [−0, 58; 0, 36] * 0, 59 [0, 08; 1, 11]




Im abschließenden Kapitel dieser Arbeit sollen die Ergebnisse der verschiedenen
Datensätze und Experimente diskutiert und zusammengeführt werden, um darauf
aufbauend Folgerungen und Konsequenzen für die zukünftige Lyapunov-Analyse
in der Sportwissenschaft zu ziehen.
.. AMI und Delay
Zum ersten Mal ist in der Sportwissenschaft - soweit bekannt - die Average Mutual
Information (AMI) und das Delay τ vergleichend über verschiedene Algorithmen
berechnet worden. Die im hier gewählten Vergleich genutzten Algorithmen von
Cellucci et al. () mit einer Einteilung der Bins mit gleichenWahrscheinlichkeiten
war dabei in der algorithmischen Umsetzung deutlich schneller als die gewählte
Variante mit äquidistanten Bins. Beide Varianten wurden mit der Bias-Korrektur
von Roulston () versehen.
... AMI
Die Analyse des Laufens und Gehens ergab für AMI(τ) übereinstimmend Haupt-
effekte in Länge, Bedingung und Algorithmus. Der Haupteffekt des Algorithmus
ist durch substantiell größere Werte in der Variante EquiDist beschrieben und
erklärt sich durch den Algorithmen inhärente Unterschiede. So ist die Anzahl der
Bins für die beiden Algorithmen nicht gleich groß (gemäß den Empfehlungen die
diesen zugrunde liegen). Für die Tukey-Variante EquiDist ist dies d
√
Ne mit N
der Anzahl der Wertepaare (N entspricht also ungefähr der Länge der Zeitreihe)
und für EquiProb b
√
N/5c. Da die AMI von der Anzahl der Bins abhängt (Fraser
und Swinney ), ist es also nicht verwunderlich, dass die beiden Algorithmen
prinzipiell zu unterschiedlichen Schätzungen der AMI kommen. Ist man an Ab-
solutwerten zum Vergleich über verschiedene Studien hinweg interessiert, sollte
deshalb die Angabe über die Anzahl der Bins bzw. des verwendeten Algorithmus
nicht fehlen.
Interessanter ist die Frage nach dem Effekt der Länge und der Bedingung. Der
Effekt der Länge ist in den kurzen Datenlängen von nur 20 oder 65 Schritten verur-
sacht und findet sich beim Laufen zusätzlich in der Bedingung:Länge Interaktion.
Letzteres ebenfalls für die kurze Datenlänge von 20 Schritten.
Überraschend sind die sehr großen Effekte der Bedingung, die für beide Algo-
rithmen sowohl fürs Gehen als auch fürs Laufen zu finden sind (siehe Tab. . und
.). Diese übersteigen weit die gemessenen Effekte bei den Lyapunov Exponenten
(siehe Tab. . und .). Die Spannweite der Schätzungen für Hedges’ g ist dabei

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für den Algorithmus EquiProb geringer. Man kann diesen Effekt mit niedrigeren
Werten AMI(τ) in der gestörten Bedingung in der Weise interpretieren, dass die
Messreihe und die um τ verschobene Kopie in der gestörten Bedingung unabhängi-
ger voneinander sind als in der Bedingung auf ebenem Untergrund. Eine mögliche
Erklärung dafür ist größeres dynamisches Rauschen. Da beim Gehen und Laufen
auf unebenem Untergrund permanent externes Rauschen in das System eingespeist
wird, ist diese Erklärung auch plausibel.
Auch die Ergebnisse aus der Rumpfbewegung und der Auswertung der Mäuse
sprechen für einen messbaren Effekt der Werte AMI(τ). Für die Bewegung, die im
Rahmen des MiSpEx-Projektes aufgenommen wurde, findet sich für die Beschleu-
nigungen in x-Richtung eine mittlere Effektstärke von g = 0, 51, allerdings nicht in
y und z-Richtung (vgl. S. ).
Für die 9 Zyklen-Auswertung der WT und KO-Mäuse sind alle Mittelwerte
der verschiedenen Gelenke von AMI(τ) für die KO-Mäuse niedriger, jedoch ohne
signifikant zu werden (vgl. S. ). Starke Effekte fanden sich jedoch zwischen den
Gelenken Hüfte und Knie, mit jeweils größeren Werten für das Hüftgelenk. Hier kann
gefolgert werden, dass das Hüftgelenk am wenigsten dynamisches Rauschen enthält.
Weniger dynamisches Rauschen ist entsprechend mit größerer Bewegungsstabilität
assoziiert. Dazu passen auch die Ergebnisse der Lyapunov Exponenten wie später
zu sehen sein wird.
Ergebnisse der Sportwissenschaft über den Wert der AMI-Funktion zum Zeit-
punkt τ sind sehr rar gesät, insofern kann die bestehende Literatur nur bedingt
Bestätigung geben. Die Daten scheinen bisher - wenn überhaupt - nur als zusätz-
liche Information beigefügt. Die wenigen Publikationen, die hier zur Verfügung
stehen, stärken teilweise die obige Argumentation. So zeigen Cignetti et al. ()
im Vergleich von alten und jungen Probanden eine niedrigere AMI-Kurve im
Sprunggelenk für die älteren Probanden. Bei diesen kann man annehmen, dass
mehr Rauschen im Zentralnervensystem anwesend ist (Shaffer und Harrison ).
Für das Hüftgelenk ist dieser Effekt jedoch nicht sichtbar. Es ist allerdings möglich,
dass es sich hier um Fallbeispiele handelt und nicht um gemittelte Kurven, was den
Informationsgewinn reduziert. In der Gehirnforschung fanden Jeong et al. ()
bei der Auswertung von verschiedenen EEG-Kanälen niedrigere Cross Mutual
Information-Werte (gemittelt über Delays bis 500 ms) in Alzheimer-Patienten
gegenüber gesunden Kontrollprobanden. Cross Mutual Information (CMI) wird
wie die AMI berechnet, allerdings zwischen einer Datenreihe und einer um das
Delay τ verschobenen zweiten Zeitreihe. Als Interpretation wird ein geringerer
Informationstransfer zwischen verschiedenen Hirnregionen angeboten, was auch
dort mit höherem neuronalen Rauschen bei den Patienten erklärt werden kann.
Insgesamt sind in den hier gezeigten Experimenten recht starke Indizien dafür zu
Tage gefördert, dass die AMI-Funktion nicht nur den Parameter des Delays für eine
Einbettung liefert, sondern in Übereinstimmung mit Fraser und Swinney ()
darüber hinaus wichtige Informationen über die Dynamik des Systems enthalten
kann. Die Erklärung „dynamisches Rauschen“ lässt sich mühelos einordnen. Je
größer das Rauschen in der Zeitreihe, desto größer die Unabhängigkeit zu ihrer

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um τ verschobenen Kopie und desto kleiner der Wert AMI(τ). Die AMI kann
dann bereits direkt etwas über die Stabilität des Systems aussagen (je größer das
Rauschen, desto instabiler das System). Die Wahl des Algorithmus scheint dabei
nicht besonders entscheidend, so lange die Datenreihe nicht sehr kurz ist. Da der
Algorithmus von Cellucci et al. () schneller ist und etwas unempfindlicher bei
kurzen Datenreihen erscheint, ist dieser jedoch insbesondere dann zu bevorzugen,
wenn diese Kriterien Relevanz haben. Die Hypothesen aus Kapitel  können als
bestätigt gelten.
... Delay
Für das erste Minimum der AMI-Funktion, das als Delay τ der Einbettung im
Phasenraum genutzt wird, können folgende Beobachtungen notiert werden. Fürs
Laufen ergab die Variante EquiProb marginal höhere Schätzungen, beim Gehen
war dieser Effekt des Algorithmus jedoch nicht präsent, so dass die beiden Algo-
rithmen insgesamt recht übereinstimmende Schätzwerte liefern. Gleichzeitig sind
die RMSE insgesamt gering mit etwas kleineren Werten bei EquiProb. Signifikante
Interaktionen Algorithmus:Länge in beiden Datensätzen sowie Bedingung:Länge
beim Gehen, zeigen, dass die Schätzungen für kurze Datenreihen insbesondere beim
Algorithmus EquiDist etwas abweichen. Beim Laufen findet sich darüber hinaus ein
Effekt der Bedingung, mit geringeren Werten beim perturbierten Laufen. Dieser
Effekt wird in der EquiProb-Variante besser aufgedeckt, vor allem für die kurze
Datenreihe von nur 20 Schritten (siehe auch Tab. .). Offenbar wird auf dem
unebenen Laufband nicht nur eine größere Unabhängigkeit zwischen der Datenreihe
und ihrer zeitversetzten Kopie erreicht, sondern auch früher. Da die Zeitreihen in
der Form normalisiert sind, dass Zyklus zu Zyklus-Variationen erhalten bleiben,
kann das bedeuten, dass die Zeitreihe des unebenen Untergrunds nicht nur ins-
gesamt mit mehr Rauschen versehen ist, sondern auch der zeitliche Ablauf der
Zyklen verrauscht ist. Auch wenn dieser Effekt hier nicht präzise erklärt wird,
wurden signifikante Effekte nur in der Richtung gefunden, die auch die Lyapunov
Exponenten anzeigen: Geringere Delays bei höheren Lyapunov Exponenten. So sind
für die 9 Zyklen Auswertung der Mäuse (siehe S. ) bei WT-Mäusen signifikant
geringere Delays für Knie und Fuß gefunden worden, obwohl der Taktgeber in allen
drei Gelenken der volle Zyklus eines Doppelschrittes ist. Gleichzeitig zeigen die
Effektgrößen des Lyapunov Exponenten für die kurze Anpassungsregion höhere
Instabilität von Knie und Fuß im Vergleich zur Hüfte an (siehe Tab. .).
Während für die Werte AMI(τ) teilweise sehr starke Effekte der verschiedenen
Bedingungen vorlagen, sind die Unterschieden im Delay weniger prägnant und
konnten nicht überall gezeigt werden. Die bisherige Literatur der Sportwissenschaft
gibt wenig Aufschluss, ob die Tendenz zu geringeren Delays bei größerer Instabilität
vorhanden ist. Die Delays für verschiedene Bedingungen, Gelenke oder Gruppen
sind nur sehr selten detailliert berichtet worden. England und Granata ()
nennen Delays von 9 bis 40 in Sprunggelenk, Hüfte und Knie, leider ist die
Verteilung der Werte nicht weiter aufgeschlüsselt. In Cignetti et al. () sind

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geringere Werte bei gleichzeitig größeren Werten für die Lyapunov Exponenten für
das Sprunggelenk im Vergleich zur Hüfte genannt. Die Delays sind jedoch nicht auf
Signifikanz getestet worden. In der gleichen Studie finden sich für Ältere im Mittel
jedoch größere Delays als für die Jüngeren - bei höheren Werten von λmax bei den
Älteren, was gegen eine generelle Tendenz spricht. Die hier gezeigten Daten sind
jedoch Grund genug, zukünftig zu untersuchen, ob eine Regelmäßigkeit für das
Auftreten von Unterschieden in den Delays zu finden ist. Ein Kandidat dafür wäre
wie weiter oben kurz angedeutet die Variabilität der Zyklusdauer.
Die im Mittel gefundenen Delays, bezogen auf die Hauptfrequenz des jeweiligen
Signals, waren bei der Rumpfbewegung mit 22, 25 und 26 Prozent eines Zyklus in
x, y und z-Richtung, 31, 22 und 21 Prozent für Hüft-, Knie- und Sprunggelenk der
WT und KO-Mäuse sowie 32 und 35 Prozent beim Laufen und Gehen zumindest
in vergleichbarer Größenordnung. Kantz und Schreiber (, S.) weisen darauf
hin, dass eine grobe Schätzung für ein passendes Delay bei einem Viertel des
Hauptzyklus liegt. Die Werte hier stimmen damit gut überein. Jedes Experiment
gleich gewichtet (unabhängig von der Probandenzahl) liegt man im Mittel bei
27 Prozent. Das ist auch der Wert, den Asgari et al. () für eine Extensions-
Flexions-Bewegung des Rumpfes fanden. Ebenfalls in dieser Größenordnung mit
dem AMI-Ansatz liegen Dingwell und Marin () mit 13, 26 und 11 Prozent
eines Doppelschritts für die drei Achsen anterior-posterior (AP), medio-lateral
(ML) und vertikal (VT). Beachtet man, dass für AP und VT der Hauptzyklus eher
ein Schritt denn ein Doppelschritt ist, liegen alle drei Achsen wieder in dem Bereich
um ein Viertel des Zyklus. Ebenfalls dazu passen z. B. die Studien von Bruijn,
ten Kate et al. () und van Schooten, Sloot et al. (). Eine Reihe von Autoren
verwendete dagegen 10 Prozent der Zykluslänge als Delay, was in Teilen auf die
Studie von Granata und England () zurückgeht, die den Autokorrelationsansatz
statt der AMI nutzt. Nicht alle Studien begründen ihre Wahl des Delays oder
berichten diese überhaupt. Über verschiedene Experimente und Signale (Positionen,
Winkel, Beschleunigungen) scheint aber die grobe Einschätzung von 25 Prozent
des Hauptzyklus keine schlechte Wahl zu sein und bietet die Möglichkeit einer
Standardisierung.
.. Dimension
Die Bestimmung einer minimalen Einbettungsdimension dmin gehört zur Standard-
prozedur bei der Bestimmung von λmax. Trotzdem hat in der Sportwissenschaft
bisher keine genaue Untersuchung stattgefunden, inwieweit sich die Parameter
der Algorithmen oder die Algorithmen selbst auf das Ergebnis dieser Bestim-
mung auswirken können. In der vorliegenden Arbeit sind zum ersten Mal präzise
Informationen über die Auswirkung der Datenlänge, der Bedingung und zweier
unterschiedlicher False Nearest Neighbor-Algorithmen, namentlich dem AFNN-
Algorithmus von Cao () und dem FNN-Algorithmus von Kennel, Brown et al.
() auf sportwissenschaftliche Daten.

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Wir sehen anhand der Resultate auf Seite , dass die Schlussfolgerungen,
die man aus den Ergebnissen des FNN zieht, auch bei typischen Wahlen von
Rtol sehr unterschiedlich sein können. Für die mittlere Datenlänge der Laufdaten
von 155 Schritten, weicht die Empfehlung des Algorithmus für Rtol = 10 und
Rtol = 20 um eine komplette Dimension ab (d = 5 respektive d = 4). Damit ist
gezeigt, dass die Wahl dieses Parameters nicht nur marginal auf den Prozentsatz
falscher Nachbarn Einfluss nehmen kann. Das heißt nicht zwangsläufig, dass der
Effekt für alle Formen von Bewegung und alle möglichen Datenlängen derart
drastisch vorhanden sein muss, weist aber darauf hin, dass zur Vergleichbarkeit
von Ergebnissen verschiedener Studien die Wahl dieses Parameters zu nennen ist.
Das ist, außer in der frühen Veröffentlichung von Dingwell und Cusumano (),
bisher nicht geschehen. Da bei empirischen Daten nicht automatisch bekannt ist,
was die richtige Wahl dmin ist, Rtol = 10 aber als untere Schranke bei Kennel,
Brown et al. () genannt ist, kann man davon ausgehen, mit der Wahl Rtol = 10
eher eine obere Schranke für dmin zu berechnen. Damit überschätzt man dmin eher
als das man die minimale Dimension unterschätzt. Aus theoretischer Sicht ist eine
solche Überschätzung für die weitere Berechnung des Lyapunov-Exponenten nicht
tragisch (jede Einbettungsdimension d > dmin sollte eine passende Einbettung
liefern, Kantz und Schreiber , S. ). Jedoch gilt es zu beachten, dass bereits
bekannt ist, dass mit Höhe der Dimension, die Exponenten in der Sportwissenschaft
deutlich niedriger werden (siehe z. B. auch Abb. ., . und .) und sich
eine zu hohe Dimension also auch negativ auswirken könnte. Das wird bei der
Diskussion der Ergebnisse der Lyapunov Exponenten noch einmal aufgegriffen.
Darüber hinaus ist es unglücklich, dass sich auch die Schwelle εtol naturgemäß auf
die Einschätzung der Dimension auswirkt. Wählt man εtol zu groß, unterschätzt
man dmin, wählt man den Wert zu klein, überschätzt man die Dimension. Leider
wird auch hier bisher nur selten berichtet, mit welchem Schwellenwert gearbeitet
wurde. Wenn nicht alle Zeitreihen ein sehr niedriges Plateau des Anteils falscher
Nachbarn erreichen (wie auch Dingwell und Cusumano () berichten), bleibt
nur eine visuelle Entscheidung oder die Einführung eines weiteren quantitativen
Kriteriums. Der AFNN-Algorithmus reduziert die Anzahl freier Parameter zur
Bestimmung der Dimension auf eine subjektiv visuelle Entscheidung oder die
Wahl einer Schwelle Etol. In der vorliegenden Arbeit wurde als objektives und
reproduzierbares Maß letzteres gemacht. Der Schwellenwert Etol = 0, 7 wurde
von allen Zeitreihen übertroffen, was bedeuten kann, dass er entweder zu niedrig
gewählt ist, oder der AFNN nicht so anfällig ist, wie der FNN mit seiner Schwelle
εtol.
Im Vergleich der beiden Algorithmen kann man zunächst festhalten, dass der
AFNN für die aufwändige Analyse weniger Rechenzeit benötigt. Der Effekt des
Algorithmus, der sowohl fürs Laufen als auch fürs Gehen präsent ist, interessiert
nur am Rande. Erstens entnimmt man den Abbildungen . und . nur einen
geringfügigen Unterschied und zweitens sind die Ergebnisse von den Schwellen-
werten abhängig. Letztlich lässt sich daraus nur schließen, dass die Parameter
offenbar so gewählt wurden, dass die Ergebnisse in sehr ähnlicher Region liegen.
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Einen Vorteil für den einen oder anderen Algorithmus kann man daraus schwerlich
herleiten. Die RMSE waren über die verschiedenen Bedingungen und Algorithmen
vergleichbar. Der Effekt der Länge reflektiert das gemeinsame Verhalten, dass mit
Länge der Zeitreihe die Schätzung für die Dimension größer wird (Mittelwerte von
4 bis 5). Dieser Effekt ist indirekt auch durch andere Studien belegt. Asgari et al.
() nutzten gleiche Anzahlen von Zyklen für unterschiedliche Geschwindigkeiten
ohne anschließend eine Längennormalisierung der Zeitreihen durchzuführen. Für
die kürzeren Datenreihen (höhere Geschwindigkeit) wurden dann geringere Werte
für die Dimension gefunden. Für nur 12 Schritte und damit einer sehr kurzen
Datenreihe fanden Ohtaki et al. () Dimension vier als genügend, während die
meisten anderen Studien bei längeren Datenreihen höhere Dimensionen ermittelten
(z. B. Dimension fünf bei zwei Minuten Gangzeit (Dingwell, Cusumano, Cavanagh
et al. ) bzw. Dimension sechs bei 30 Zyklen einer Rumpfbewegung (Graham
und Brown )). Dieser Effekt der Länge kann als Zeichen von vorhandenem
Rauschen gesehen werden (Hegger und Kantz ) und als Indiz dienen, dass die
minimale Einbettungsdimension der beobachteten Deterministik eher über- als
unterschätzt wird. Die Interaktion Algorithmus:Länge zeigte post-hoc zudem, dass
der AFNN einen etwas kontinuierlicheren Anstieg der Dimension mit Länge der
Zeitreihe zu haben scheint.
Der Effekt der Bedingung, der nur beim Gehen für den FNN gezeigt ist, kann
zwei Interpretationen haben. Möglich ist, dass die unebene Bedingung in der Ten-
denz einen komplexeren Determinismus enthält, so wie Granata und Gottipati
() geringere Dimensionen nach Ermüdung finden und dies mit geringerer Kom-
plexität erklären. Denkbar ist aber auch, dass durch die externen Perturbationen
das Rauschlevel in der Bewegung ebenfalls erhöht wurde und dieses durch einen
höheren Anteil falscher Nachbarn gemessen wird. Unterstützung findet letztere
Interpretation durch Dingwell und Cusumano (), die aufgrund ihrer FNN-
Kurven schlussfolgern, in den Beschleunigungen in x- und z-Richtung erhöhte Level
an dynamischem Rauschen vorliegen zu haben. Der Anteil falscher Nachbarn ist
zudem bei Patienten mit diabetischer Neuropathie höher als bei gesunden Kontroll-
probanden. Cignetti et al. () finden bei Älteren ebenfalls etwas mehr falsche
Nachbarn als bei Jüngeren sowie im Sprunggelenk etwas mehr als im Hüftgelenk.
Damit einher gehen größere Instabilität (höhere Werte für λmax) für die Älteren
und für das Sprunggelenk gegenüber der Hüfte. Bei Hasson et al. () kann man
sehen, dass bei der Untersuchung des CoP beim Stand auf einer Kraftmessplatte
mehr falsche Nachbarn in der Bedingung mit geschlossenen gegenüber offenen
Augen gefunden werden. Ebenso wie bei den Rohdaten hinzugefügtem Rauschen.
Yuan et al. () finden mit einer anderen als den FNN-Methoden zur Ermittlung
von dmin höhere Dimensionen bei Schlaganfallpatienten gegenüber Kontrollpro-
banden in EEG-Zeitreihen. Wie schon für die AMI wäre hier die Interpretation
von Rauschen eine gute Erklärung für all diese Beobachtungen. Durchschnittliche
FNN-Kurven der Zeitreihen beim Gehen und Laufen (siehe Abb. .) zeigen etwas
höher liegende Kurven bei kleinen Dimensionen in der instabilen Bedingung für die
komplette Datenreihe (Länge L7). Die lange Datenreihe wurde zur Anschauung
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gewählt, da der Effekt von Rauschen umso prägnanter zu sehen sein sollte, je
länger die Datenreihe ist (Hegger und Kantz ). Die Ergebnisse aus den anderen
Experimenten (siehe S. ) lassen sich mit dieser Lesart ebenfalls in Einklang brin-
gen. Für die Rumpfbewegung wurden quasi identische Dimensionen in den beiden
Bedingungen gefunden, was nicht direkt dagegen spricht, die Ergebnisse der WT
und KO Mäuse unterstützen diese sogar. Die deskriptiv geringsten Dimensionen
wurden hier für das Hüftgelenk gefunden in Übereinstimmung mit den Ergebnissen
der AMI (größere Werte für das Hüftgelenk). Geringeres dynamisches Rauschen in
der Hüfte würde beide Teilresultate erklären.

























Abbildung ..: Durchschnittliche FNN-Kurven beim Laufen und Gehen für die jeweils voll-
ständige Messreihe auf ebenem und unebenem Untergrund. Die Berechnung erfolgte mit den
Parametern Rtol = 10, Atol = 2 und RA als der Standardabweichung der Datenreihe. Wir sehen
in der Bedingung des unebenen Untergrunds mehr falsche Nachbarn, was als größeres dynamisches
Rauschen in den Zeitreihen interpretierbar ist.
Zusammenfassend lässt sich für die Ermittlung der richtigen Einbettungsdimen-
sion folgendes Dilemma konstatieren. Der FNN-Ansatz von Kennel, Brown et al.
() reagiert für den Laufdatensatz empfindlich auf die Wahl des Parameters
Rtol. Damit ist nachgewiesen, dass es Situationen gibt, in denen die Wahl dieses
Parameters nicht vernachlässigbar ist. Was die richtige Wahl für die Grenze zu
akzeptierender falscher Nachbarn εtol ist, weiß man ebenfalls nicht. Es ist auch nicht
auszuschließen, dass für unterschiedliche Bewegungen unterschiedliche Auswahlen
an Parametern optimal sind. Wir empfehlen dringend, die Parameter der Algo-
rithmen, mit denen die Zeitreihen ausgewertet werden, zu berichten. Die Anzahl
freier Parameter lässt sich zwar durch den Ansatz von Cao () reduzieren, was
im Sinne einer Standardisierung der Auswertung ist, beide Algorithmen reagieren
jedoch empfindlich auf die Länge der Zeitreihe. Das kann als ein starkes Indiz
für die Anwesenheit von Rauschen gesehen werden. Leider ist dieser Effekt umso
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stärker, je länger die Zeitreihe ist (Hegger und Kantz ). Auf der anderen Seite
ist bekannt, dass die Reliabilität für λmax mit Länge der Daten zunimmt (Kang
und Dingwell b). Man ist also in der misslichen Lage, möglichst viele Bewe-
gungszyklen aufnehmen zu wollen, um eine genügend hohe Reliabilität für λmax zu
erreichen und gleichzeitig genau dadurch zu einer Überschätzung der passenden
Einbettungsdimension gelangen zu können. Die Hypothesen aus Abschnitt . sind
teilweise bestätigt.
.. Lyapunov Exponenten
Trotz der besonderen Bedingungen der Analyse in der Sportwissenschaft - es
handelt sich nicht um einen wahren Lyapunov-Exponenten (Dingwell und Kang
) - und dem Wissen, dass die Dimension λmax substantiell beeinflusst, ist
bisher nicht konsequent untersucht worden, inwieweit die Effektgröße ebenfalls von
der Dimension abhängt. In der vorliegenden Arbeit wurden zum ersten Mal die
Effektgrößen der Lyapunov Exponenten in Form von Bias-korrigierten Hedges’ g
über verschiedene Dimensionen und Datensätze hinweg angegeben. Gleichzeitig
wurden auch unterschiedliche Anpassungsregionen R für den linearen Fit untersucht.
Zunächst zum Einfluss der Dimension.
Dimension d Über die verschiedenen Datensätze hinweg beobachtet man, dass
fast ausschließlich Dimension drei die stärksten Effekte zwischen den Bedingungen
oder Gruppen zeigt (siehe Tab. ., ., . und .). Das gilt fürs Laufen und
Gehen auf ebenem und unebenem Untergrund genauso wie für den Unterschied
zwischen WT und KO-Mäusen. Einzige Ausnahme für diese Beobachtung stellt
die Rumpfbewegung mit den Beschleunigungen in x-, y- und z-Richtung dar,
wo in Dimension sechs ein geringfügig stärkerer Effekt als in Dimension drei zu
finden ist. Die bloße Beobachtung einer hohen Effektstärke gibt für gewöhnlich
keinen Aufschluss darüber, ob die entsprechende Dimension für die Auswertung
am geeignetsten ist. Bei den hier präsentierten Datensätzen kann man aber davon
ausgehen, dass es Unterschiede zwischen den Bedingungen bzw. Gruppen gibt. Und
in Dimension drei sind diese Unterschiede offenbar mit Hilfe von λmax am besten
zu messen. Man kann deshalb davon ausgehen, dass d = 3 die Dynamik bereits
wesentlich beschreibt. Ein Indiz dafür, dass die minimale Einbettungsdimension
mittels FNN-Ansätzen aufgrund von Rauscheffekten tatsächlich überschätzt wird,
wie das die Diskussion der Dimensionsalgorithmen bereits nahegelegt hat.
Bei der koordinierten Rumpfbewegung hilft ein Blick auf die rekonstruierten Pha-
senräume (siehe Abb. .) um zu verstehen, dass Dimension sechs hier die stärkere
Trennung der Bedingungen liefert. Wir sehen zwei typische Rekonstruktionen der
Dynamik von zwei verschiedenen Probanden, die im einen Fall einer Brezel und im
anderen Fall einem Hufeisen ähnelt. Im Falle der Brezel gibt es einen Überschnei-
dungsbereich des Flusses. Punkte, die dort initial nah benachbart sind, mögen nach
einigen Zeitschritten in ganz verschiedenen Regionen des Attraktors landen, da sie
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(a) H ebener Untergrund (b) H Wackelpad
(c) R ebener Untergrund (d) R Wackelpad
Abbildung ..: Rekonstruktionen der Dynamik im Phasenraum der koordinierten Rumpfbe-
wegung in zwei typischen Ausprägungen unterschiedlicher Probanden. Man beachte den jeweils
stark vorhandenen Überlappungsbereich von Trajektorien gegenläufiger Flussrichtung (a), (b):
Normale (links) und gestörte (rechts) Bedingung als „Brezel“-Form. (c), (d): Normale (links)
und gestörte (rechts) Bedingung als „Hufeisen“-Form.
zu verschiedenen Zweigen des Flusses gehören können. Noch ausgeprägter ist dieses
Problem für die Hufeisen-Form, bei der sich Hin- und Rückrichtung des Flusses
komplett überlagern. Eine solche Überschneidung von verschiedenen Zweigen des
Flusses wird in Kantz und Schreiber (, S.) mit einer zu niedrigen Dimension
begründet. Ganz offensichtlich hat man es hier mit falschen Nachbarn zu tun.
Dass es sich tatsächlich um dieses Problem handelt, kann man auch anhand der
Divergenzkurven sehen (siehe Abb. .a). Für Dimension drei steigt die Kurve sehr
schnell auf die Größe des Attraktors an, bei 300 und 600 Zeitschritten kann jedoch
ein klarer Abfall beobachtet werden. Der Kreuzungsbereich, der in der „Mitte“
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des Attraktors zu finden ist, wird jeden halben Zyklus durchlaufen. Punkte, die
dort initial nahe waren, sind es auch alle 300 Schritte später wieder, selbst wenn
sie auf unterschiedlichen Zweigen unterwegs sind. Da die Sättigung sehr rasch
eintritt - durch die falschen Nachbarn spannen sich Abstände sehr schnell über
die Größe des ganzen Bereichs auf - verändert sich die Effektgröße in Dimension
drei zunächst auch kaum , wenn man einen größeren Bereich der Divergenzkurve
für die Ermittlung von λmax nutzt (von −0, 73 zu −0, 70 in den frühen Bereichen).
Wählt man den Bereich eines halben oder ganzen Zyklus, so ist kein signifikanter
Effekt mehr zu sehen. Der steile Anstieg zu Beginn verliert in der Regression immer
mehr an Gewicht. Die Divergenzkurven in den höheren Dimensionen zeigen den
Einbruch bei einem halben Zyklus nicht mehr, da durch die höhere Dimension
der Überschneidungsbereich beseitigt wurde. Dafür hätte wohl auch Dimension 4
bereits ausgereicht, die Form der hier verwendeten Phasenraumkonstruktion macht
aber Dimension 6 zwingend. Erstaunlich genug hat dieser hohe Anteil von falschen
Nachbarn nur eine geringe Auswirkung auf die Effektstärke, die im frühen Bereich
betragsmäßig von 0, 73 auf 0, 82 ansteigt. Die Auswirkung von falschen Nachbarn
sollte man deshalb nicht dramatisieren.




















(a) Rekonstruktion durch die Beschleuni-
gungen in x, y und z-Richtung und deren
zeitversetzter Kopien (von unten nach oben
in Dimension 3, 6, 9 und 12).




















(b) Rekonstruktion durch Projektion auf
die erste Hauptkomponente und deren zeit-
versetzter Kopien (von unten nach oben in
Dimension 3, 4, 5 und 6).
stabil instabil
Abbildung ..: Durchschnittliche Divergenzkurven der Rumpfbewegungsaufgabe bei stabiler
(ebener Untergrund) und instabiler (Wackelpad) Bedingung für die zwei verschiedenen Rekon-
struktionsansätze der Dynamik im Phasenraum.
Aufgrund der hier gezeigten Ergebnisse kann man unabhängig von einer FNN-
Analyse eine Rekonstruktion in Dimension drei empfehlen. Nur wenn starke Gründe
dagegen sprechen (wie etwa das Phasenraumbild der Rumpfbewegung) sollte von
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diesem Vorgehen abgewichen werden. Das ist konträr zur derzeitigen Sichtweise der
verschiedenen sportwissenschaftlichen Arbeitsgruppen, die von der Untersuchung
eines komplexen Determinismus ausgehen. Indizien dafür, dass es sich um ein
generelles Phänomen handelt, findet man an verschiedener Stelle. Zunächst sind
die hier untersuchten Datensätze selbst sehr unterschiedlich und bieten deshalb
Raum für eine gewisse Generalisierung. Aber auch bereits veröffentlichte Paper
bieten Anhaltspunkte für die Richtigkeit dieser Überlegungen oder sprechen nicht
dagegen.
Gates und Dingwell () stellen zwar fest, dass Unterschiede zwischen Be-
dingungen (ermüdet / nicht ermüdet) mit Veränderung der Dimension sichtbar
bleiben. Allerdings wurden hier keine Effektstärken oder p-Werte angegeben. Die
Beibehaltung der Testentscheidung H1 für einen Unterschied der Mittelwerte bei
wachsender Dimension gibt also keine Auskunft darüber, ob die Effektstärke mit der
Dimension abnahm und sprechen den Ergebnissen hier zumindest nicht entgegen.
Deutliche Unterstützung erfährt man hingegen in einer kürzlich veröffentlichten
Studie von Ekizos, Santuz, Schroll et al. (), die in Dimension drei sehr viel
höhere Intra- und Intersession Reliabilitäten in Form des ICC für den Lyapunov
Exponenten beim Gehen (≈ 0, 95) fanden als vorher durchgeführte Studien - In-
trasession ICCs von 0, 75 bis zu 0, 88 (Kang und Dingwell b, van Schooten,
Rispens et al. , Reynard und Terrier , Terrier und Reynard , Rábago
et al. ) sowie Intersession ICCs von 0, 53 bis 0, 68 (van Schooten, Rispens et al.
, Reynard und Terrier ). Für eine ausführliche Darstellung siehe Ekizos,
Santuz, Schroll et al. (). Die Autoren führen an, dass sich die hohe Anzahl
der Zyklen positiv auf die Reliabilität ausgewirkt haben könnte. Unterschiedliche
Datenlänge, Bewegungsumfeld (Laufband oder Feldversuch), Beobachtungsvariable
(Beschleunigungen, Markerpositionen, etc.) oder Rekonstruktionsmethode könnten
ebenfalls Einfluss haben, variieren aber auch über die anderen Studien. Auffällig
ist jedoch, dass keine der genannten Vorgängerstudien in Dimension drei gearbeitet
hat.
Eine gründliche Untersuchung, inwieweit die Dimension die Reliabilität von
λmax beeinflusst, fehlt bisher aufgrund der Ergebnisse dieser Arbeit sollte das
nachgeholt werden. Fürs Erste können die Resultate als Indiz dafür genommen
werden, dass bereits Dimension drei die dynamische Komplexität der für gewöhnlich
untersuchten Systeme hinreichend abbildet und sich die Verwendung einer höheren
Dimension sogar nachteilig auswirken kann. Neben den hier präsentierten Daten
finden auch Gates und Dingwell () bei Verwendung eines PCA-Ansatzes
schlechtere Resultate, wenn eine zu hohe Dimension für die Berechnung von λmax
genutzt wird.
Für den Datensatz . Laufen und Gehen wurde auch der Effekt der Länge
untersucht. Anhand der Tabellen . und . kann man sehen, dass die Effektgröße
in Dimension drei im Prinzip mit Länge der Daten zunimmt. Dieser Trend ist nicht
in jeder Region streng monoton, aber jedenfalls gut erkennbar und bestätigt, dass
es in kurzen Datenreihen schwieriger zu sein scheint, entsprechende Unterschie-
de aufzuzeigen. Dieses Resultat ist in Übereinstimmung mit der Tatsache, dass
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Einigkeit darüber herrscht, dass für eine gelungene Lyapunov-Analyse genügend
Bewegungszyklen aufgenommen werden sollten (Bruijn, Meijer et al. ) und dass
die Reliabilität mit Länge der Datenreihe zunimmt (Kang und Dingwell b).
Region R Was die Region der linearen Anpassung an die Divergenzkurve angeht,
so hilft einmal mehr, dass Datensätze gewählt wurden, in denen zwischen stabiler
und instabiler Bedingung unterschieden werden kann. Für den Datensatz ., in
dem erwartet werden kann, dass die KO Mäuse eine geringere Stabilität aufweisen
als die WT Mäuse, sieht man lediglich für den kurzen Bereich von R = 0, 5τ
in Dimension drei einen Effekt. Dort ist er jedoch sehr stark (g = 1, 48). Dieser
Effekt nimmt dann mit zunehmender Region und zunehmender Dimension ab und
wechselt sogar das Vorzeichen (siehe Tab. .). Diese Beobachtungen sind jedoch
nicht mehr signifikant.
Auch für den Datensatz . findet man signifikante Effekte nur für die kürzeren
Regionen R (siehe Tab. .). Hier wird allerdings noch zu besprechen sein, weshalb
in der stabileren Bedingung (ebener Untergrund) die größeren Werte für λmax
vorzufinden sind. Der Unterschied zwischen den Bedingungen ist aber auch hier in
der Region R = 0, 5τ am stärksten zu sehen und nimmt wie bei den Mäusen mit
wachsender Region R und Dimension d ab.










































Abbildung ..: Durchschnittliche Divergenzkurven beim Laufen (a) und Gehen (b) in den
beiden Bedingungen ebener und unebener Untergrund. Von unten nach oben sind die Dimensionen
3 bis 8 dargestellt. Man beachte, dass es sichtbare Einbrüche in den Kurven zu Vielfachen des
verwendeten Delays (τ = 37 bzw. τ = 19 beim Laufen respektive Gehen) gibt.
Beim Laufen auf ebenem und unebenem Untergrund findet man die größten
Effekte ebenfalls in frühen Regionen (g = 1, 07 und g = 1, 57 für R = 0, 5τ
respektive R = 1, 5τ , siehe Tab. .). Nur beim Gehen sieht man die stärksten
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Effekte erst bei einer Region von einem Doppelschritt (g = 1, 49, siehe Tab.
.). Betrachtet man die Divergenzkurven in Abb. ., so fällt als Unterschied
zwischen den beiden Bedingungen auf, dass in der perturbierten Bedingung die
nächsten Nachbarn deutlich weiter entfernt sind (größerer y-Achsenabschnitt).
Die instabile Bedingung nimmt in den Experimenten zudem größeren Raum im
Phasenraum ein. Letzteres ist optisch erkennbar an den Phasenraumbildern .,
. und . sowie an den Divergenzkurven in den Abbildungen ., . und .,
in denen die instabile Bedingung in der Regel bei einem größeren Wert saturiert
bzw. oberhalb der stabilen Bedingung verläuft. Neben einer stabileren Bedingung
sorgen auch mehr Zyklen für initial nähere Punkte. Beim Gehen sind die y-
Achsenabschnitte der Divergenzkurven besonders weit entfernt. Auch beim Laufen
sieht man große Abstände zwischen den durchschnittlich nächsten Nachbarn in
den Bedingungen. Wirft man einen Blick zurück auf die Resultate der AMI(τ),
so sind die Effektgrößen dort im Vergleich zur Region R = τ/2 sehr viel höher
angesiedelt gewesen mit g = 3, 66 zu 1, 07 (Laufen) und g = 2, 46 zu 0, 53 (Gehen).
Beim Gehen ist das Verhältnis dieser Effekte noch sehr viel unausgewogener als
beim Laufen und es ist plausibel anzunehmen, dass der noch größere Abstand
initialer Nachbarn in den Bedingungen ursächlich dafür ist (diese sind sozusagen
unverhältnismäßig nah und bergen damit Potential für Divergenz, die entgegen
der eigentlichen Tendenz zwischen den Bedingungen wirkt). Mit größer werdender
Region R wird dieser Effekt in beiden Fällen gewissermaßen etwas kompensiert.
Beim Laufen steigt der Effekt bis R = 1, 5τ an (auf g = 1, 57) ehe er dann wieder
fällt, beim Gehen steigt er bis zum Bereich von einem Doppelschritt auf g = 1, 49
an.
Die Gesamtschau der Daten ergibt starke Indizien, dass der allererste Anstieg
der Divergenzkurve besonders interessant ist, jedoch durch zu nahe Nachbarn
in einer Bedingung ausgebremst werden kann. Mit dieser Hypothese lassen sich
auch die umgekehrten Vorzeichen der Rumpfbewegung verstehen, wo Effekte von
g = −0, 73 (d = 3) und g = −0, 82 (d = 6) gemessen werden (siehe Tab. .). Auch
hier sind in der Bedingung auf ebenem Untergrund die nächsten Nachbarn näher
als auf dem Wackelpad (siehe Abb. .) und dieser „Nachteil“ wird offenbar nicht
mehr kompensiert. Man kann unbedarft zu dem Schluss kommen, dass die instabile
Bedingung stabiler ist. Die AMI-Funktionswerte hatten hier eine verständlichere
Sprache gesprochen und einen mittleren Effekt von g = 0, 51 (vgl. S. ) angezeigt.
Dieser ist aber sehr viel kleiner als etwa beim Gehen und Laufen und insofern ist
es wiederum verständlich, dass der „Nachteil“ durch die näheren Nachbarn in der
stabilen Bedingung nicht mehr ausgeglichen werden. Su und Dingwell () zeigen
für ein Passive Dynamic Walker-Modell ebenfalls, dass hinzugefügte Perturbationen
(weißes Rauschen im Modell) in Divergenzkurven mit größerem y-Achsenabschnitt
münden, die Rate der Divergenz jedoch annähernd erhalten bleibt. Dies lehrt zwei
Dinge. Zum Einen, dass es neben dem Wert für λmax wertvoll sein kann, sich die
y-Achsenabschnitte der Divergenzkurve anzuschauen und zum Anderen, dass die
Interpretation von Ergebnissen erschwert werden kann.
Auch die Tatsache, dass sich die Effekte mit steigender Dimension und wach-
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sender Region zum Teil umkehren, muss ausdrücklich als Warnung verstanden
werden. Offensichtlich kann man mit den gleichen Daten zu sehr unterschiedlichen
Schlüssen gelangen, wenn man eine andere Dimension oder Auswerteregion heran-
zieht. Vielleicht stehen auch deshalb zum Teil nicht intuitive Ergebnisse im Raum.
Betrachtet man zum Beispiel die Divergenzkurven bei Dingwell und Cusumano
(), die größere Stabilität bei Patienten mit diabetischer Neuropathie fanden
(und diese durch Geschwindigkeitsreduktion erklären), ist es zumindest plausibel,
dass das Ergebnis genau anders herum gewesen wäre, wenn nicht ein sehr später
Bereich von 4 bis 10 Doppelschritten sondern der frühe Anstieg der Divergenz-
kurve ausgewertet worden wäre. Ebenso kehren sich die Effekte bei Rábago et al.
() zwischen späten (4 bis 10 Doppelschritte) und frühen (0 bis 1 Doppelschritt)
Lyapunov Exponenten um (u. a. zwischen gestörter und ungestörter Bedingung
bei Gangversuchen mit Virtual Reality). In anderen Studien liegen leider nicht
genügend Informationen vor, um die Hypothese zu prüfen. Z. B. fehlen bei Chang
et al. () Divergenzkurven, um zu beurteilen, ob das Gehen auf normalem
Untergrund bei Auswertung einer sehr frühen Region stabiler gewesen wäre als
auf einem „compliant“ Untergrund. Für die Region 4 bis 10 Doppelschritte finden
die Autoren den normalen Untergrund als instabilere Bedingung für die Region
0 bis 1 Doppelschritt gibt es keinen Unterschied. Spekulativ, aber denkbar, dass
sich der Effekt für eine noch frühere Region umgekehrt und damit der Erwartung
entsprochen hätte. In Fällen, wo eben nicht bekannt ist, ob ein Effekt und in
welche Richtung dieser vorliegt, ist es deshalb umso wichtiger eine standardisierte
Vorgehensweise zu haben, mit der man misst, was man möchte.
Unterstützung für kurze Regionen R findet man zudem durch die Tatsache,
dass dort größere Reliabilitäten gefunden wurden (Reynard und Terrier ).
Allerdings gibt es keine Untersuchungen der Reliabilität für sehr kurze Zeiträume
der Steigung so wie sie hier verwendet sind. Indirekt deuten auch die Ergebnisse
von Rábago et al. () für ein Gangexperiment in die Richtung kurzer Regionen
R. Dort wurden die besten Effektgrößen in medio-lateraler Richtung gefunden. Alle
Richtungen wurden mit der Anpassungsregion von einem Doppelschritt berechnet,
für die anterior-posteriore und die vertikale Richtung ist ein vollständiger Zyklus
aber besser durch einen Schritt beschrieben (die Anpassungsregion für den linearen
fit umfasste also quasi zwei Zyklen). Auch dort wurden also die größten Effekte für
eine „kürzere“ Anpassungsregion gefunden. Streitbar bleibt hier allerdings, ob man
davon ausgehen kann, dass die verschiedenen Beobachtungsvariablen die gleiche
Systeminformation tragen (Dingwell und Marin ), oder ob man diese nicht als
gleichwertig ansehen kann (Schreiber , S., Letellier, Maquet et al. ) und
ein Vergleich dieser Effektstärken nicht vorgenommen werden darf.
Wie bereits hinleitend in Kapitel  gesehen, unterstützt indirekt die Studie von
Cignetti et al. (), die eine Überlegenheit des Wolf-Algorithmus gegenüber dem
Rosenstein-Algorithmus zur Berechnung von λmax feststellen. Letzterer wird wie
üblich u. a. mit einem Doppelschritt ausgewertet, während für die Verfolgung der
Nachbartrajektorien im Wolf-Algorithmus (vgl. S. ) nur drei Zeitschritte verwen-
det werden. Mit anderen Worten: Hier wird nur die extrem frühe Divergenz mit
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eingeschlossen. Die Autoren finden, dass auf diese Weise mit dem Wolf-Algorithmus
auch schon für kürzere Datenreihen ein Unterschied zwischen jungen und alten
Probanden gezeigt werden kann, der im Rosenstein-Algorithmus nur für lange
Zeitreihen aufgezeigt wird. Unterschiede zwischen Gelenken zeigt der Rosenstein-
Algorithmus nicht, wo diese beim Wolf-Algorithmus für alle Datenlängen vorhanden
sind. Man sollte das nicht als Plädoyer gegen den Rosenstein-Algorithmus verste-
hen, sondern für kurze Regionen R, in denen die Divergenz initial benachbarter
Trajektorien und Punkte beobachtet wird.
Darüber hinaus folgerten kürzlich Terrier und Reynard (), dass die Expo-
nenten im späten Zeitraum (2 bis 4 Zyklen) beim Gehen mehr mit der Struktur
der Zyklus zu Zyklus-Variation assoziiert scheinen, als mit lokaler Stabilität oder
dem Risiko zu fallen. Sie finden größere Exponenten bei wachsender Korrelation
der Zyklendauern. Wir können das durch unterschiedliche Divergenz in Richtung
des Flusses zu erklären versuchen. Man denke sich zwei initial nahe Punkte zwei
Zyklen in der Zeit weiter. Bei konstanter Zykluslänge würden die beiden Punkte
erneut an ungefähr der gleichen Stelle im Fluss sein (Systemzustände sind ähnlich),
jedoch auf die ganze Breite des Flusses verteilt. Angenommen einer der Zyklen
der Punkte ist länger als der andere, dann ist wegen der Korrelation zwischen den
Zyklendauern auch der darauffolgende Zyklus statistisch länger und der Punkt
bleibt hinter seinem initial nahen Nachbarn zurück, resultierend in einer im Mittel
stärkeren Divergenz im Vergleich zu konstanten Zykluslängen. In diesem Sinne
misst dann λmax tatsächlich die Komplexität der Zyklusvariabilität. Wenn man also
hofft einen Parameter zu finden, der mit dem Risiko zu fallen in Zusammenhang
steht, sollte man ebenfalls weiter vorne auf die Divergenzkurve blicken. Dort ist
ein maßgeblicher Anteil der Divergenz, die erreicht werden kann, schon durch die
Breite des Flusses gegeben (Divergenz orthogonal zur Flussrichtung).
Man sieht in den Divergenzkurven wieder die typischen Einbrüche zu Vielfachen
des Delays (siehe Abb. ., . und .). Zwar ist beim Laufen mehr ein innehalten
denn ein echter Einbruch zu sehen, über alle Datensätze hinweg ist das grund-
sätzliche Verhalten aber evident. Die Kurven haben große Ähnlichkeit mit denen,
die einleitend in Kapitel  für das verrauschte Lorenz-System gezeigt worden sind.
Wie auch in Kapitel  zur Hinleitung der Hypothese erwähnt, finden Roos und
Dingwell (), dass simuliertes neuronales Rauschen mit dem Risiko zu fallen
assoziiert ist. Man kann die Kurven und Ergebnisse sinnvoll in eine Interpretation
des Rauschlevels einbetten. Anhand der Lorenzkurven konnte man sehen (siehe
Abb. .b), dass sich dynamisches Rauschen gerade im ersten Anstieg deutlich
bemerkbar macht. Die besten Effektstärken finden man prinzipiell eher in diesem
frühen Bereich und einem erhöhten Rauschlevel kann man ein größeres Risiko
zu fallen zuordnen. Nimmt man auch die Resultate der Werte AMI(τ) und der
Dimensionsbetrachtung dazu, erhält man überaus starke Indizien dafür, dass es
das dynamische Rauschen ist, dass die Beobachtung interessant macht. Wir sehen
die Hypothesen aus Abschnitt . bestätigt.
Die Ergebnisse des Gelenkvergleichs der WT und KO Mäuse wurden bewusst

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Abbildung ..: Beispiel für Divergenzkurven eines Probanden bei Delay Embedding der Rumpf-
bewegung aus der ersten Hauptkomponente mit τ = 87. Beachte die regelmäßigen Einbrüche in
den Kurven zu Vielfachen des Delays als Hinweis für dynamisches Rauschen im System. Von
unten nach oben: Dimension 3, 4, 5, 6, 7 und 8.
zunächst außen vor gelassen, da hier keine ganz klare Erwartung darüber be-
steht, welches Gelenk stabiler als ein anderes ist. Beim Menschen finden Kang
und Dingwell () größere Stabilität proximaler Segmente und geben größere
Trägheitsmomente als mögliche Erklärung. Diese könnten Perturbationen abschwä-
chen und so die lokale Instabilität vermindern. Auch Cignetti et al. () finden
größere Stabilität der Hüfte im Vergleich zum Sprunggelenk, wohingegen England
und Granata () die größte Stabilität distal vorfinden. Unsere Daten zeigen
(interpretiert in Dimension drei und R = τ/2) übereinstimmend für WT und KO
die größte Stabilität im Hüftgelenk. Die Werte von λmax sind für das Kniegelenk
am höchsten, heben sich aber nicht signifikant von den Werten des Sprunggelenks
ab (siehe Tab. .). Da die Markerpositionen des Knies durch Triangulation mit
den Segmentlängen und der Positionen von Hüfte und Sprunggelenk berechnet
wurden, sind die Winkel des Knies auch durch Messrauschen beider anderer Gelenke
beeinflusst. Man muss die Resultate also auch mit ein wenig Vorsicht genießen. Da
die Untersuchung der Stabilität der unterschiedlichen Gelenke nicht dem Hauptziel
dieser Arbeit dient, reicht es festzuhalten, dass auch hier die stärksten Effekte in
Dimension drei und R = τ/2 vorzufinden sind.
.. Zeitreihen
In diesem Abschnitt werden die Ergebnisse der beiden Experimente zur Konstruk-




Es konnte gezeigt werden, dass die Methode der Rauschreduktion durch Anwendung
einer PCA, bei der zunächst eine mehrdimensionale Zeitreihe auf ihre erste Haupt-
komponente projiziert wird, zu geringeren Effektstärken in der Lyapunov-Analyse
führt. Das gilt für beide Datensätze, auf die die PCA angewendet wurde.
Bei der Rumpfbewegung ist nach Projektion und anschließendem Delay Embed-
ding in keiner Dimension d und in keiner Region R mehr ein signifikanter Effekt
zu beobachten (siehe Tab. .). Den betragsmäßig größten Effekt findet man
in Dimension drei bei R = 0, 5τ . Mit zunehmender Dimension d und Region R
nimmt die Punktschätzung für den ohnehin schon kleinen Effekt von g = −0, 23
noch weiter ab. Dies kann Zufall sein, bestärkt aber darin, dass generell bereits
Dimension drei die Dynamik ausreichend beschreiben könnte. Betrachtet man die
Phasenraumrekonstruktionen in Abb. ., kann man sehen, dass der Fluss sich im
Gegensatz zur ursprünglichen Analyse (siehe Abb. .) nicht selbst durchdringt.
Wie oben erläutert (siehe S. ), ist das als Grund zu sehen, dass keine höhere
Dimension nötig zu sein scheint. Betrachtet man die Divergenzkurven (siehe Abb.
.b, so fällt auf, dass die Kurven der Wackelpad-Bedingung noch immer über
denen vom ebenen Untergrund liegen. Der Unterschied der y-Achsenabschnitte der
Divergenzabbildung scheint aber weniger ausgeprägt als noch in der Auswertung
der drei Beschleunigungskomponenten (siehe Abb. .a). Es ist möglich, dass eine
Rauschreduzierung ursächlich dafür ist. Die AMI zeigt jedoch nach wie vor einen
signifikanten Effekt von g = 0, 52 an (siehe Absatz auf S. , was in der gleichen
Größenordnung wie der Effekt für die x-Beschleunigungen liegt. Dass dieser Ef-
fekt, obwohl durch Projektion aus allen drei Komponenten der Beschleunigungen
gewonnen, „nur“ einen ähnlichen Effekt zeigt, kann einerseits ebenfalls als Indiz
für Rauschreduzierung gesehen werden oder andererseits als Indiz dafür, dass die
anderen beiden Komponenten (y und z) nicht zum Unterschied in den Bedingungen
beitragen. Eine AMI für mehrdimensionale Zeitreihen, die hier mehr Aufschluss
geben könnte, gibt es leider nicht. Bemerkenswert ist, dass die Werte der AMI der
PCA-Zeitreihe höher liegen als diejenigen der initialen Auswertung (siehe Absätze
auf S.  und S. ), was darin bestärkt, dass das Rauschlevel tatsächlich reduziert
worden ist.
Starke Unterstützung für die Hypothese, dass die PCA-Methode mittels Rausch-
reduktion eine Verminderung der Effektstärke für λmax zur Folge hat (und damit
indirekt gezeigt wird, dass das Rauschlevel gerade die interessante Information
war), bieten auch die Zeitreihen der WT und KO Mäuse. Hier liegen die Werte
der AMI nach Anwendung der PCA ebenfalls deskriptiv etwas höher (vgl. Absätze
S.  und S. ) und der Effekt zwischen WT und KO nimmt von g = 1, 48
auf g = 1, 14 ab. Da sich die Konfidenzintervalle der Effekte ebenso wie bei der
Rumpfbewegung überlappen (siehe Tab. . und . bzw. Tab. . und .),
kann man nicht ausschließen, dass es sich um einen zufälligen Effekt handelt. Die
Indizien sind jedoch stark, dass die Rauschreduzierung dazu geführt hat, dass die
Unterschiede zwischen den Bedingungen bzw. Gruppen geringer geworden sind.

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Ein weiteres Mal gewinnt man starke Argumente dafür, dass die Lyapunov
Exponenten Ausdruck unterschiedlich hoher Rauschlevel sind. Auf diese Rauschlevel
wirkt der PCA-Ansatz offenbar nichtlinear, so dass der Unterschied zwischen
beiden Bedingungen/Gruppen im Anschluss an die Transformation der Zeitreihen
geringer ausfällt. In Abb. . sind die Divergenzkurven der PCA-Zeitreihen denen
aus der mehrdimensionalen Zeitreihe aus den Winkeln in Hüfte, Knie und Fuß
gegenübergestellt. Auch hier sind die y-Achsenabschnitte von WT und KO im
Vergleich zur ursprünglichen Analyse näher zusammengerückt.









































(b) 9 Zyklen PCA
WT KO
Abbildung ..: Divergenzkurven von WT und KO Mäusen auf dem Laufband (a) Phasen-
raumrekonstruktion aus 9 Zyklen aus den Winkeln in Hüfte, Knie und Fuß sowie zeitversetzter
Kopien mit gemeinsamem durchschnittlichem Delay von τ = 17 in den Dimensionen 3, 6, 9 und 12
(von unten nach oben). (b) Phasenraumrekonstruktionen aus 9 Zyklen mittels erster Hauptkom-
ponente der drei Gelenkwinkel und zeitversetzter Kopien mit gemeinsamem durchschnittlichem
Delay von τ = 16 in den Dimensionen d gleich drei bis sechs.
Festhalten kann man außerdem, dass die Lyapunov Exponenten (vgl. Abb.
. und . sowie Abb. . und .) nach PCA-Anwendung eher niedriger
geworden sind (das trifft vor allem für die frühen Regionen R zu). Dies weist in
Übereinstimmung mit Dingwell und Marin () und Sloot et al. () nochmals
darauf hin, dass es sich nicht um wahre Lyapunov Exponenten handelt, denn
eine glatte Transformation wie die Projektion auf die erste Hauptkomponente
sollte theoretisch λmax konstant lassen Kantz und Schreiber , S. . Da nach
Kostelich und Schreiber () unterschiedliche Rekonstruktionen nicht genauso
sensibel auf Rauschen reagieren müssen und man stark annehmen muss, dass es
dieses Rauschen ist, dass bewegungswissenschaftlich interessant ist, sollte man
jeder Transformation der Daten zunächst skeptisch gegenüberstehen, auch wenn
diese in der Theorie erlaubt ist. Im Rahmen der Auswahl der Zeitreihe sollte
deshalb nach Möglichkeit auf die original Messreihen zurückgegriffen werden. Für
mehrdimensionale Messreihen bedeutet das, dass auch eine mehrdimensionale
Einbettung vorzuziehen ist. Hamacher, Hamacher, Singh et al.  fanden etwas
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höhere Effektgrößen für D-Signale im Vergleich zu D, was diese Folgerung
unterstützt.
Generell scheinen unter der Theorie des dynamischen Rauschens Transforma-
tionen wenig sinnvoll, die dieses unterdrücken, während Transformationen, die es
verstärken, noch mit Gewinn angewendet werden könnten. Es ist bekannt, dass
sich Rauschen nach Ableiten von Zeitreihen stärker bemerkbar macht (Kantz und
Schreiber , S.). Dies könnte als Argument verstanden werden, höhere Ablei-
tungen zu betrachten, um Unterschiede im Rauschlevel verschiedener Bedingungen
oder Gruppen zu finden. Hier nicht präsentiert sind Lyapunov Exponenten von
Zeitreihen, bei denen die Ableitung der aufgenommenen Daten genutzt wurde.
Nachträgliche Berechnungen ergaben jedoch für den Vergleich von WT und KO
Mäusen schlechtere Effektgrößen bei Nutzung der Winkelgeschwindigkeiten statt
der Winkel selbst. Dazu passt, dass Rábago et al. () höhere Between-Session
Reliabilität als Reynard und Terrier () fanden und vermuten, dass das an der
Verwendung von Geschwindigkeiten statt Beschleunigungen, also geringerer Ablei-
tungen, liegen könnte. Solange die Signale als stationär betrachtet werden können,
spricht das insgesamt für die Verwendung von Positions- und Winkeldaten statt
ihrer Ableitungen. Eine konsequente Untersuchung des Einflusses der Ableitung
steht jedoch aus.
(a) H ebener Untergrund (b) H Wackelpad
Abbildung ..: Phasenraumrekonstruktionen der Rumpfbewegung bei Verwendung der Projek-
tion auf die erste Hauptkomponente und deren zeitversetzter Kopien mit τ = 166. Die Zyklizität
ist klar erkennbar, der Fluss durchdringt sich nicht selbst.
... Konkatenation
Immer wieder gibt es Situationen, in denen nur eine begrenzte Menge Zyklen für
die Lyapunov-Auswertung zur Verfügung steht. So sind z. B. unerwartete Störun-
gen, Pathologieprobanden oder auch Tierexperimente zu nennen. Soweit bekannt,
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ist bisher noch nie der Versuch unternommen worden, Zyklen unterschiedlicher
Individuen zu verknüpfen, um längere Datenreihen zu konstruieren als ursprünglich
vorhanden waren. Die Studie von Samani et al. (), verknüpft jedoch bereits
nicht unmittelbar aufeinanderfolgende Zyklen ein und derselben Probanden. Die
Ergebnisse der Konkatenation von 12 Zyklen der Maustypen WT und KO zeigen
die prinzipielle Machbarkeit des in Abschnitt .. beschriebenen Ansatzes. Die
zentralen Aussagen bleiben erhalten oder können sogar noch stärker gezeigt werden
bzw. erweitert werden. Zwar sind die Werte der AMI substantiell geringer, was gut
durch die Sprungstellen in den zusammengesetzten Zeitreihen und die Mischung
unterschiedlicher Individuen erklärbar ist (eine größere Unabhängigkeit der Zeitrei-
he zu ihrer verschobenen Kopie ist die Folge), die ursprünglichen Aussagen bleiben
aber dabei erhalten (siehe S. ) oder wurden sogar erweitert. So konnte für das
Kniegelenk nun ein starker Effekt zwischen WT und KO Mäusen gezeigt werden.
Die für KO Mäuse ursprünglich nicht signifikanten Unterschiede zwischen Knie-
und Fuß- bzw. Hüftgelenk auf dem Niveau der AMI, wurden nun durch sehr starke
Effekte untermauert. Für WT Mäuse blieben die Aussagen bei starken Effekten
erhalten.
Der Effekt zwischen WT und KO Mäusen für λmax fällt etwas geringer aus (vgl.
Tab. . zu Tab. .), zudem findet man erneut nur in Dimension d = 3 signifikante
Effekte. Der Effekt von g = 1, 28 nimmt über die Größe der Region R ab und ist
für einen Zyklus wieder signifikant bei g = −0, 86 mit umgekehrtem Vorzeichen.
Das weist erneut darauf hin, dass die Region mit Bedacht gewählt werden muss,
will man nicht zu einem völlig gegensätzlichen Resultat gelangen. Der beobachtete
Effekt ist im Vergleich zur Auswertung von 9 Zyklen etwas abgeschwächt. Möglich,
dass das an den Sprungstellen der Verknüpfung der Zyklen liegt. Möglich ist aber
auch, dass die Normalisierung jedes einzelnen Zyklus auf 70 Zeitschritte (um nach
Konkatenation gleich lange Datenreihen zu erhalten) daran schuld ist. Da sich die
Konfidenzintervalle überschneiden, kann es sich allerdings auch um eine zufällige
Beobachtung handeln. Trotzdem wäre es für zukünftige Untersuchungen vielleicht
überlegenswert, eine Zeitnormalisierung erst nach Konkatenation vorzunehmen,
selbst wenn das eine aufwändigere Prozedur der Daten erfordert (man beachte,
dass das für alle konkatenierten Stichproben zu machen wäre, hier 1000). Nicht
überraschend ist, dass die Lyapunov Exponenten selbst nicht vergleichbar sind.
Da die konkatenierten Datenreihen um 3 Zyklen (33 Prozent) länger sind, sieht
man den bekannten Effekt der Länge mit größeren Exponenten für die längeren
Datenreihen (siehe Abb. . und .). Zudem kann der Effekt der Sprungstellen
durch die Konkatenation zu größerer durchschnittlicher Divergenz beigetragen
haben.
Auch der Vergleich der Gelenkwinkel zeigt die generelle Machbarkeit des Vor-
gehens bei der Berechnung von λmax. Die Unterschiede zwischen Hüfte und Knie
sowie Hüfte und Sprunggelenk sind sowohl bei WT als auch bei KO Mäusen sogar
noch deutlicher zu sehen (d = 3 mit R = τ/2) als für die 9 Zyklen. Vgl. dazu die
Tabellen . und .. Im Gegensatz zur 9 Zyklen-Auswertung unterscheidet sich
bei den KO-Mäusen mit 12 Zyklen auch die Stabilität zwischen Fuß und Knie.

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Hier zeigt das negative Vorzeichen größere Stabilität des Sprunggelenks. Das Vor-
zeichen stimmt mit dem überein, was auch bei 9 Zyklen beobachtet werden konnte,
ohne dass dort ein signifikanter Effekt zu sehen war. Da mehr Zyklen verwendet
wurden und die bereits bekannten Effekte zwischen Hüfte und beiden anderen
Gelenken stärker zu Tage treten, scheint es, als wenn durch die Verlängerung der
Zeitreihe mehr Informationen gewonnen werden konnten als durch die Analyse nur
9 kompletter Zyklen je Individuum.






































(b) 12 Zyklen Konkatenation
WT KO
Abbildung ..: Divergenzkurven von WT und KO Mäusen auf dem Laufband aus den Winkeln
in Hüfte, Knie und Fuß sowie zeitversetzter Kopien. In allen Darstellungen von unten nach oben
in Dimension 3, 6, 9 und 12. (a) Phasenraumrekonstruktion aus 9 Zyklen mit gemeinsamem
durchschnittlichem Delay von τ = 17. (b) Phasenraumrekonstruktionen aus 12 Zyklen mittels
Konkatenation mit gemeinsamem durchschnittlichem Delay von τ = 16.
Die Divergenzkurven in Abb. . und . zeigen, dass die Unterschiede in den
y-Achsen Abschnitten, die in den unterschiedlichen Dimensionen der 9-Zyklen
Auswertung unterschiedlich präsent sind, bei Aneinanderreihung von 12 Zyklen
verschwinden. Die Sprungstellen an den Verknüpfungspunkten könnten maßgeblich
dazu beitragen, dass sich der Attraktor im Phasenraum über einen ähnlicheren
Bereich erstreckt und der nächste Nachbar deshalb in ähnlicher Distanz zu finden
ist. Wie auch zu erwarten, bleibt aber offensichtlich nicht alle Information beim
Konkatenationsprozess erhalten.
Ist man streng, so stellt jedes Individuum ein eigenes System mit ihm eigener
Deterministik bereit. Durch die beschriebene Vorgehensweise setzt man sozusagen
voraus, dass sich der Determinismus der Mäuse in ihrer Komplexität nicht beson-
ders unterscheidet bzw. dass den Individuen große Gemeinsamkeiten zugrunde
liegen. Die Tatsache, dass die Systeme verschiedener Probanden auch sonst in der
Regel einheitlich ausgewertet werden (mit gleichem Delay τ , gleicher Dimension
d und gleicher Region R), lässt diese Voraussetzung aber nicht neu erscheinen.
Wie oben diskutiert, scheint die Komplexität des Determinismus der für gewöhn-
lich betrachteten Systeme sehr niedrigdimensional zu sein (Dimension drei ist
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meist ausreichend) und sich zwischen Probanden nicht wesentlich zu unterscheiden
(geringe Streuung der Ergebnisse der FNN-Analysen). Vielleicht ist es für die Kon-
katenation sogar von Vorteil, dass keine wahren Lyapunov-Exponenten berechnen.
Einen komplexen Determinismus würde man durch die Vorgehensweise sicherlich
zerstören. Offenbar betrachtet man mit dem Rauschen eine Eigenschaft, die für die
gesamte Gruppe so charakteristisch ist, dass sie beim Aneinanderhängen erhalten
bleibt.



















(a) WT 9 Zyklen



















(b) WT 12 Zyklen Konkatenation



















(c) KO 9 Zyklen



















(d) KO 12 Zyklen Konkatenation
Hüfte Knie Fuß
Abbildung ..: Divergenzkurven von WT und KO Mäusen auf dem Laufband von Hüfte,
Knie und Sprunggelenk. In allen Darstellungen von unten nach oben in Dimension 3, 5 und
7. (a), (c): Phasenraumrekonstruktionen aus 9 Zyklen mit gemeinsamem durchschnittlichem
Delay von τ = 17. (b), (d): Phasenraumrekonstruktionen aus 12 Zyklen aus Konkatenation mit
gemeinsamem durchschnittlichem Delay von τ = 16.
.. Folgerungen und Empfehlungen
Insgesamt scheint es für die Frage des Delays bzw. die Werte der AMI-Funktion
keine besonders große Rolle zu spielen, welcher der untersuchten Algorithmen

.. Folgerungen und Empfehlungen
gewählt wird, solange die Datenreihe lang genug ist. Für kurze Datenreihen kann
eine Empfehlung für den Algorithmus von Cellucci et al. () mit der Bias-
Korrektur von Roulston () gegeben werden, der zudem schneller ist. Die
Unterschiede der Werte AMI(τ) für verschiedene Bedingungen oder Gruppen
können als Effekt von Rauschen verstanden werden, das sich in niedrigeren Werten
ausdrückt.
Die starke Abhängigkeit von der Datenlänge für die Schätzung der minimalen
Einbettungsdimension dmin kann ebenfalls als Ausdruck von Rauschen interpretiert
werden und lässt die Folgerung zu, dass dmin bisher eher über- als unterschätzt
wurde. In der Tendenz sind mehr falsche Nachbarn in der instabileren Bedingung
oder Gruppe zu sehen. Gleichzeitig konnte gezeigt werden, dass die Wahl der
Parameter signifikant Einfluss auf die Ergebnisse nimmt. Man sollte deshalb
zur besseren Einordnung der Ergebnisse immer auch die Eingabeparameter der
Algorithmen veröffentlichen. Da der Algorithmus von Cao () weniger freie
Parameter hat und auch effizienter ist als der Algorithmus von Kennel, Brown et al.
(), kann man hier einen Vorteil im Sinne der Standardisierung der Analyse
sehen. Will man nicht nur dmin bestimmen, sondern auch den Prozentsatz falscher
Nachbarn angeben, kann weiterhin auf den FNN-Algorithmus zurückgegriffen
werden.
Schließlich können auch die Ergebnisse der Lyapunov Analyse aus der Perspekti-
ve des Rauschens verstanden werden. Die Tatsache, dass nach Anwendung einer
Rauschreduzierung auf die Zeitreihen, geringere Effektstärken zu beobachten sind,
gibt Hinweis darauf, dass mit den Messdaten eher nicht auf die komplexe determi-
nistische Struktur der Kontroll- und Steuerungsinstanzen des Zentralnervensystems
zurückgeschlossen werden kann, sondern die beobachteten Unterschiede in der
Dynamik sehr wahrscheinlich auf unterschiedlich hohen dynamischen Rauschle-
veln beruhen. Damit muss man sich die Frage stellen, ob die Voraussetzungen
für die Lyapunov-Analyse und die damit verbundene Rekonstruktion des Phasen-
raums nach Takens () überhaupt gegeben sind. Zunächst: Die Analyse ist
ursprünglich für deterministische Systeme, wie sie z. B. durch einen Satz von Diffe-
rentialgleichungen vorgegeben werden können, gedacht (z. B. das Lorenz-System,
siehe Kapitel ). Zweifellos ist die Vorgehensweise nicht legitimiert, wenn kein
Determinismus zugrunde liegt und es gibt durchaus Zweifel, ob das immer der Fall
ist. Ramdani et al. () nutzten z. B. die Fluktuationen der anterior-posterior
Komponente des CoP auf einer Kraftmessplatte während des Standes und ka-
men zu dem Schluss, kein deterministisches Chaos in ihren Daten nachweisen
zu können. Ebenso sehen Kantz und Schreiber (, S.) keine Hinweise für
niedrigdimensionalen Determinismus in einem ähnlichen Experiment. Gibt man
aber eine zyklische Bewegung vor, wie Gehen oder Laufen (u. a. Dingwell und
Cusumano , Ekizos, Santuz, Schroll et al. ) oder eine Rumpfbewegung (u.
a. Graham, Costigan et al. , Arampatzis et al. ), so kann man sicher sein,
dass genau dieser Determinismus auch in der Dynamik des beobachteten Systems
wiederzufinden ist. Als Bewegung in drei Dimensionen kann dieser Anteil des im
Signal enthaltenen Determinismus auch in einem dreidimensionalen Phasenraum
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dargestellt werden. Ob darüber hinaus ein komplexerer Determinismus zu finden
ist, der es nötig macht, die Rekonstruktion in höherer Dimension durchzuführen,
kann nicht zweifelsfrei negiert werden. Letellier, Aguirre und Maquet () weisen
zudem darauf hin, dass ein System observabel sein muss, in dem Sinne, dass
die Beobachtungsvariablen tatsächlich noch all die Systeminformationen liefern
können müssen, die zur Rekonstruktion der Dynamik notwendig sind. Ob das
durch die typischerweise eingebrachten Variablen wie Beschleunigungen (Dingwell
und Cusumano ), Positionen (Kang und Dingwell a) oder Winkel (Kang
und Dingwell b) für einen evtl. vorhandenen komplexen Determinismus gilt,
ist unbekannt und mindestens fraglich. Selbst wenn dem Steuerungssystem also
ein komplexer Determinismus zugrunde liegen sollte, ist es nicht unwahrscheinlich,
dass dieser mittels der verwendeten Messtechnik nicht ergründet werden kann.
Unzweifelhaft ist seit Bernstein (), dass die Vielzahl an Freiheitsgraden des
menschlichen Körpers genutzt werden und in variablen Bewegungsausführungen
münden (Wiederholung ohne Wiederholung). Das heißt aber nicht, dass ein Deter-
minismus bestehen muss, dergestalt, dass für einen spezifischen Systemzustand zu
einem Zeitpunkt alle weiteren Systemzustände der Bewegung und damit komplet-
te Bewegungstrajektorien fest geplant sind. Die Uncontrolled Manifold Theorie
(UCM) gibt Hinweis darauf (u. a. Scholz und Schöner , Latash et al. ),
dass das nicht zu erwarten ist, sondern nur diejenigen Freiheitsgrade kontrolliert
werden, die Einfluss auf eine für die Bewegung relevante Zielvariable nehmen. Die
Erkenntnisse der UCM-Theorie werden u. a. durch eine Studie von Harris und
Wolpert () erklärlich. Unter den Annahmen, dass die Kontrollkommandos
des ZNS durch Rauschen begleitet sind, derart, dass dieses mit der Signalstärke
wächst (signalabhängiges Rauschen), werden in Experimenten Vorhersagen zu
Arm- und Augenbewegungen sowie dem Kompromiss aus Geschwindigkeit und
Präzision (Fitts Gesetz, Fitts ) hervorragend bestätigt. Die glatten Trajek-
torien von Bewegungen können im Rahmen dieser Theorie als Folge interpretiert
werden und setzen nicht voraus, dass das ZNS komplexe Kostenfunktionen wie
die Änderungsrate der Beschleunigungen berechnen muss (Harris und Wolpert
). Das ZNS kann demnach derart davon profitieren, Freiheitsgrade nicht zu
kontrollieren, die die Varianz der Zielfunktion nicht beeinflussen, dass weniger
rauschbehaftete Kontrollsignale generiert werden müssen (Todorov und Jordan
). Auch im Sinne der Energiekosten sollte diese Strategie optimaler sein (To-
dorov ). Die Erkenntnisse jener Optimal Feedback Controller Theorie lassen
es eher unwahrscheinlich werden, dass komplette Trajektorien vom ZNS geplant
werden und sprechen für die Lesart dieser Arbeit, die keine Evidenz für komplexe
deterministische Strukturen liefert.
Die Quellen für neuronales Rauschen sind vielfältig. Faisal et al. () nennen
z. B. sensorisches, zelluläres, elektrisches, synaptisches und motorisches Rauschen.
Externe Stimuli wie Perturbationen werden deshalb auch von unterschiedlichen
Rauschleveln begleitet. Gleichzeitig scheint Variabilität der Neuronen systemin-
härent zu sein, so dass auf der anderen Seite ein gewisses Rauschen für die Funk-
tionalität des ZNS erforderlich bzw. förderlich sein kann (Sejnowski , Faisal

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et al. ). Das passt gut mit den Überlegungen von Stergiou, Moraiti et al.
() zusammen. Demnach sei ein gesundes System mit seinen Eigenschaften
zwischen den Extremen kompletter Periodizität der Bewegung und komplettem
Zufallsrauschen aufzufinden. Eine Veränderung des gesunden oder optimalen Zu-
stands in beide Richtungen ist danach nicht wünschenswert. So kann z. B. durch
Pathologien oder den Alterungsprozess ein höheres Rauschlevel im neuronalen
System vorliegen. Mit dem Alter sinkt unter anderem die Leitungsgeschwindig-
keit und Durchmesser der Axone (Shaffer und Harrison ), was in erhöhtem
Rauschlevel mündet (Faisal et al. ). Ebenfalls sinkt die Anzahl der Fasern
von Muskelspindeln und Gelenkrezeptoren (Shaffer und Harrison  und kann
dafür sorgen, dass Rauschreduzierung des ZNS durch Mitteln von redundanten
Informationen (Faisal et al. ) weniger effizient ausfällt. Auch bei Patienten mit
Knie-Osteoarthritis wurden einerseits eine geringere Anzahl von Gelenkrezeptoren
und andererseits Zusammenhänge zu gestörter Propriozeption sowie dem Risiko zu
fallen aufgezeigt (Shaffer und Harrison ). Es ist also plausibel, dass das interne
Level an neuronalem Rauschen direkten Einfluss auf die Stabilität des Systems
hat. Gleichzeitig ist dieses Rauschen als Ausgangssignal des Systems auch in den
Messdaten und Zeitreihen zu finden, die für die Lyapunov-Analyse genutzt werden.
Man findet damit also eine physiologische Entsprechung für den Zusammenhang
von dynamischem Rauschen der untersuchten Zeitreihen, Stabilität und Lyapunov
Exponent. Längere Signalwege (z. B. proximaler Segmente) können neben der
Tatsache, dass längere Nervenfasern mit größerem Rauschen einhergehen (Faisal
et al. ) wegen des temporalen Delays ebenfalls so interpretiert werden, dass das
zu einem Zeitpunkt im verarbeitenden Teil des ZNS eintreffende Signal verrauschter
ist (Todorov ). Das liefert einen weiteren Erklärungsansatz, weshalb in den
gezeigten Experimenten größere Stabilität der Hüfte gegenüber den distaleren
Gelenken vorlag.
Die vorliegende Arbeit zeigt erstmals sehr starke Evidenz dafür, dass es un-
terschiedlich hohe Rauschlevel sind, die mit Hilfe der Methode des Lyapunov
Exponenten gemessen werden. Die Frage, ob es einen wahren Lyapunov Exponen-
ten für die untersuchten Bewegungssysteme gibt, bleibt trotzdem unbeantwortet.
Die Divergenzkurven, die aus der Literatur bekannt sind, geben keinerlei Hinweise
auf robust lineare Bereiche, die als Indiz für exponentielle Divergenz und damit
Chaos vorhanden sein sollten (Kantz und Schreiber , S.). Die Tatsache, dass
die untersuchten Probanden in der Regel nicht stürzen, sondern in der Lage sind,
die Bewegungsaufgabe erfolgreich zu absolvieren, verknüpfen Dingwell und Kang
() jedoch mit dem Begriff der orbitalen Stabilität, die durch einen stabilen
Grenzzyklus ausgedrückt werden kann (stable limit cycle). Der maximale Lyapunov
Exponent für ein System mit stabilem Grenzzyklus ist λmax = 0 (Kantz und Schrei-
ber , S.). Es ist also wahrscheinlich, dass man als wahren Wert für λmax Null
angeben müsste. Die Abweichungen von diesem stabilen Determinismus, sieht man
als dynamisches Rauschen, das man als Maß für die Stabilität des beobachteten
Systems betrachten kann.
Man sollte sich also darum bemühen, bei der Berechnung des „sportwissenschaft-
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lichen“ λmax das dynamische Rauschen bestmöglich zu messen. Aufgrund der oben
vorgebrachten Argumente kommt man zu dem Schluss, dass dazu die Berechnung
in Dimension drei durchgeführt werden sollte, wenn nicht gewichtige Argumente
dagegen sprechen. Gleichzeitig empfiehlt sich eine zeitlich kurze Region R für die
lineare Anpassung an die Divergenzkurve. Wählt man R = τ/2, hat man zudem
eine Standardisierung der Auswertung vorgenommen, die sicherzustellen scheint,
dass man die Effekte dort misst, wo sie am stärksten auftreten. Bei kleinen Zeits-
kalen handelt es sich außerdem um Bereiche, die für die Robustheit des Systems
gegenüber Perturbationen relevant sein sollten. Das Risiko eines Sturzes oder der
Verlust posturaler Kontrolle ist etwas, auf dass das ZNS durch prädiktive, antizi-
patorische oder reaktive Maßnahmen unter Ausnutzung sensorischen Feedbacks
schnell reagieren können muss (Patla ).
Möchte man die Auswertung noch weiter standardisieren, lässt sich auf die
Erkenntnis zurückgreifen, dass ein zeitlicher Versatz τ von einem Viertel der Zy-
kluslänge eine gute Schätzung darstellt (Kantz und Schreiber , S.). Für
klinische Anwendungen würde dessen Nutzung die Problematik entschärfen ei-
nerseits alle Probanden gleich auswerten zu wollen, andererseits aber nur die
Populations- oder individuellen Mittelwerte dieser Probanden aus der Vergangen-
heit zu kennen - nicht jedoch zukünftige. Leider gibt es noch keine Untersuchung
wie groß der Einfluss des Delays auf die zu messenden Effektgrößen ist. Ist der
Einfluss eher gering, könnte man dazu übergehen, für die Berechnung des Lyapunov
Exponenten das Delay als freien Parameter zu streichen. Damit wären Delay τ , Di-
mension d sowie die Region R = τ/2 von Vornherein festgelegt und die Berechnung
standardisiert.
Neben der Frage, wie die Stabilität eines Systems zu messen ist, ist relevant,
wie sie beeinflusst werden kann und geeignete Adaptationen hervorgerufen werden
können. Das ZNS muss dazu in die Lage versetzt werden, mit verschiedenen
Niveaus an neuronalem Rauschen umgehen zu können. Dazu findet man bei
Faisal et al. (), dass neuronale Netze, die unter dem Einfluss von Rauschen
(weiter)entwickelt wurden, eine größere Vielfalt an Systemzuständen erfahren haben
und robuster auf veränderte Umweltanforderungen reagieren können. Arampatzis
et al. () verwenden dazu ein rauschinduzierendes Training und messen mithilfe
von λmax die Stabilität der Probanden. Es wurde zwar kein Interventionseffekt
gefunden, die Autoren weisen aber darauf hin, dass es keine Unterschiede zu einer
nicht veröffentlichten Kontrollgruppe gab. Möglicherweise lag also bereits vor der
Trainingsphase eine adäquate Stabilität vor, die durch das Training nicht weiter
beeinflusst wurde (Arampatzis et al. ).
.. Limitationen
Für den Vergleich der Algorithmen zur Berechnung der AMI wurde nur einer
unter vielen möglichen Kandidaten zum Vergleich ausgewählt. Es ist möglich, dass
generell oder für eine gewisse Klasse an Bewegungen eine spezifische Anzahl Bins
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mit äquidistanter Einteilung dem Algorithmus von Cellucci et al. () überlegen
ist. Bisher fehlen jedoch Informationen darüber, wann, welche Anzahl und für
welche Länge eine solche Wahl geeigneter wäre. Die Wahl der Anzahl der Bins ist für
die Klasse der äquidistanten Einteilung der Bins nicht geklärt (Fraser und Swinney
). Die Herangehensweise von Cellucci et al. () bietet hier zumindest eine
standardisierte Wahl und liefert, wie gezeigt, auch für kurze Datenlängen recht
konsistente Ergebnisse. Ähnlich kann man auch für die Berechnung der minimalen
Einbettungsdimension dmin nicht ausschließen, dass eine andere Auswahl von
Parametern die Algorithmen z. B. weniger empfindlich auf die Variation der Länge
reagieren lässt.
Nicht behandelt wurden im Verlauf dieser Arbeit Auswirkungen unterschiedlicher
Präprozessierung der Messdaten. So wird lineares Filtern zum Teil kritisch gesehen
(u. a. Kantz und Schreiber , Dingwell und Kang , Bruijn, van Dieën et al.
a), da es Teile des nichtlinearen Determinismus wegfiltern könnte. Trotzdem
verwenden viele Autoren lineare Tiefpassfilter ohne offensichtliche Einbußen (u. a.
Granata und England , Graham, Sheppard et al. , Lee und Nussbaum
, Ekizos, Santuz und Arampatzis ). Wie dargestellt, gibt es nicht allzu viel
Evidenz für komplexen Determinismus in sportwissenschaftlichen Daten, so dass
vorsichtiges lineares Filtern zur Beseitigung von Messrauschen durchaus adäquat
sein sollte. Man sollte hier Frequenzbereiche wählen, die mit hoher Wahrscheinlich-
keit nicht physiologischen Ursprungs sind. Einfache nichtlineare Filtermethoden,
wie z. B. von Schreiber (b) vorgeschlagen, wurden bisher nicht angewandt,
obwohl sie eine naheliegende Alternative zur Rauschreduzierung darstellen, ohne
die Nachteile linearer Filter zu beinhalten. Im Blickwinkel der vorliegenden Arbeit
kann man sich davon jedoch eher Nachteile versprechen. Rauschreduzierung im
Phasenraum käme einer Reduzierung des dynamischen Rauschlevels gleich (nicht
nur des Messrauschens), so dass angenommen werden kann, Unterschiede zwischen
Bedingungen oder Gruppen nach nichtlinearer Filterung schlechter nachweisen
zu können. Eine Bestätigung dieser Hypothese würde die Ergebnisse aus dem
Rauschreduzierungsansatz von Kostelich und Schreiber () unterstützen.
Der Einsatz unterschiedlicher Messsysteme und Messgrößen für die hier ver-
wendeten Datensätze lässt den Schluss zu, dass die Ergebnisse unabhängig vom
Messsystem sind. Es kann allerdings nicht bewiesen werden, dass sich die Er-
gebnisse eins zu eins auf beliebige Messsituationen übertragen lassen. Gleiches
gilt für die Form der Bewegung und Art der Rekonstruktion des Phasenraums.
Mit der Auswahl der Datensätze sind sowohl verschiedene Bewegungen (Laufen
und Gehen gegenüber einer Bewegung des Rumpfes) als auch externe (unebener
Untergrund) und interne (Störung der Propriozeption) Perturbationen untersucht
worden. Aus der Vielzahl möglicher Rekonstruktionen des Phasenraums (siehe
Kapitel ) konnten naturgemäß nur einige Varianten einfließen. Dazu gehörten
mehrdimensionale Ansätze (Sauer et al. ) genauso wie die klassische Einbet-
tung einer eindimensionalen Zeitreihe über zeitversetzte Kopien (Takens ) mit
und ohne vorheriger Transformation der Zeitreihen. Damit ist ein reichhaltiges
Spektrum abgedeckt. Es kann aber nicht ausgeschlossen werden, dass es Bewe-
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gungssituationen oder Rekonstruktionsvarianten gibt, für die die hier präsentierten
Resultate nicht zutreffen.
.. Fazit und Ausblick
Es wurden sehr starke Indizien dafür präsentiert, dass mit λmax unterschiedliche
Level an dynamischem Rauschen in den Zeitreihen quantifiziert werden, mit denen
größere Stabilität/Instabilität der Bewegung einher geht. Dieses Rauschen zeigt
sich in allen Schritten der Auswertung und es konnten klare Empfehlungen für
die Verwendung von Algorithmen und das Setzen der Parameter gegeben werden.
Damit liegt auch ein Vorschlag für die Standardisierung der Auswertung vor, was
eine Voraussetzung zur Vergleichbarkeit verschiedener Studien und der klinischen
Anwendung darstellt. Dabei konnte auf einige Parameter bzw. deren explizite
Berechnung verzichtet werden, was die Analyse effizienter macht und Möglichkeiten
für ein direktes Feedback gibt. Gleichzeitig sind Unterschiede zwischen Bedingungen
oder Gruppen mit den gegebenen Empfehlungen besser zu messen.
Eine konsequente Untersuchung des Einflusses des Delays τ auf die zu messen-
den Effektstärken fehlt bisher und sollte nachgeholt werden, um die Möglichkeit
auszuloten, eine weitere Standardisierung vorzunehmen. Darüber hinaus wäre es
für die Bewertung mehrdimensionaler Zeitreihen hilfreich, einen einzigen Wert
der AMI-Funktion zu erhalten, für die teilweise sehr hohe Effektstärken gefunden
wurden. Bei Darstellung von Rotationen über einen Satz von Eulerwinkeln könnte
hier der Ansatz von Saeed et al. () hilfreich sein.
Schließlich birgt die Erkenntnis, dass die interessierende Information der Bewegun-
gen in der Höhe des dynamischen Rauschens steckt, selbst spannende Forschungs-
fragen. Zum einen ist nicht abschließend geklärt, ob die Bildung der Ableitung
der beobachteten Zeitreihen im Kontext des Rauschlevels hilfreich ist oder nicht,
zum anderen sollte man sich zukünftig aber vor allem darum bemühen, den Pa-
rameter des Interesses - das dynamische Rauschlevel - direkt statt indirekt zu
messen. Der lange bekannte Ansatz von Schreiber (a) sieht vielversprechend
aus. Eine Berechnung für die hier verwendeten Datensätze ist geplant und würde
die Ergebnisse dieser Arbeit ergänzen. Schließlich wird es im Kontext klinischer
Relevanz die Aufgabe sein, nicht nur Normwerte für verschiedene Bewegungen zu
finden, sondern auch zu evaluieren, welche Trainingsmaßnahmen am geeignetsten
sind, um das gemessene Rauschlevel bzw. die Stabilität positiv zu beeinflussen.
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