Most temporal action localization methods are usually trained using video data-sets with frame-wise annotations which are expensive and time-consuming to acquire. To alleviate this problem, many weakly supervised temporal action localization methods which only leverage video-level annotations during training are proposed. In this paper, we first analyze three problems of weakly supervised temporal action localization, namely feature similarity, action completeness, and weak annotation. Based on these three problems, we propose a novel network called multi-stage fusion network, which decomposes the problems into three different modules within the network, namely feature, sub-action, and action modules. Specifically, for feature similarity, a Triplet Loss was introduced to ensure the action instances from the same class having similar feature sequences and expand the margin of the action instance from different classes in the feature module. For action completeness, each stage of the sub-action module can discover the different sub-actions. The complete action instances can be localized in the action module by fusing multiple sub-actions from the sub-action module. To alleviate weak annotation, we localize multiple action proposals from multi-stage outputs of the network in the action module and select the action proposals with higher confidence scores as predicted action instances. Extensive experiment results on data-sets Thumos'14 and ActivityNet1.2 demonstrate that our method outperforms the state-of-the-art methods and the average mean Average Precision (mAP) on Thumos'14 is significantly improved from 40.9% to 43.3%.
I. INTRODUCTION
Temporal action localization [1] is an essential computer vision task. It has many potential application scenarios such as video recommendation and search, video surveillance, human skill evaluation, etc. The goal of temporal action localization is, given an untrimmed video, to predict temporal boundaries and classes of all action instances from the video. Fully supervised methods [2] - [18] have achieved significant improvement in the past few years. These approaches apply fully supervised settings, which requires ground truth temporal boundary annotation for each action instance. However, annotating the ground truth frame-wise labels is expensive and time-consuming for a new dataset, since the untrimmed video usually has a long duration with many frames. On the other hand, the video-level labels such as categories of action instances contained in the video The associate editor coordinating the review of this manuscript and approving it for publication was Zhenhua Guo . are easy to annotate. Therefore, weakly supervised temporal action localization, which only requires video-level annotations instead of frame-wise annotations during training, has becoming increasingly attractive to researchers. This paper works with this weakly supervised setting.
Most existing methods [19] - [23] focus on how to generate better Class Activation Sequence (CAS) by the Multiple Instance Learning [24] technique. This technique transfers the localization task into the classification task which can learn directly from the video-level labels. Specifically, an entire video is treated as a bag that is used as the input to a classification network and outputs a CAS. Then average the CAS over the temporal dimension for calculating the loss for each bag. During testing, the CAS is segmented by using a threshold to locate temporal boundaries for action instances.
Compared to fully supervised, we will introduce three problems faced by weakly supervised temporal action localization: feature similarity, action completeness and weak annotation. The goal of the feature similarity is that FIGURE 1. Illustrate the problems of feature similarity and action completeness. TOP: Three action instances with ground truth duration from different categories to illustrate the feature similarity problem. The actions Clean And Jerk usually have a long duration, while the action Cricket Shot has a short duration. BOTTOM: An action Discus flying is used to illustrate the problem of action completeness. The action Discus flying can be divided into two continuous sub-actions Play Throw (purple annotation) and Discus Flying (blue annotation), but the more distinctive sub-action Play Throw usually can be localized.
the actions in the same class have similar features while expanding the distance of actions in different classes. Since, intuitively, the actions in the same class have similar feature sequences, and the feature sequences of actions in different categories have larger differences. As shown in Fig. 1 , the actions Clean And Jerk from different videos usually have a long duration, whereas the action Criket shot has a short duration. Paul et al. [21] proposed a co-activity similarity loss to enforce the feature similarity between the action instances in the same class. In our works, a Triplet Loss [25] was introduced, which not only consider the similarity of two actions from the same category, but also the differences between two actions from different categories. Action completeness was first presented in the literature [23] that aimed to discover the complete action instances in an untrimmed video. A complete action instance usually consists of a series of sub-actions. For example, Fig. 1 shows that the action Throw Discus can be divided into two sub-actions Player Throw and Discus flying. However, because of the lack of frame-wise annotations, the distinctive action parts Player Throw usually be located. To model the completeness of action, Liu et al. [23] proposed a multi-branch neural network in which branches are forced to discover different action parts. The third problem is weak annotation. With full annotations, the precise temporal boundaries of actions are learned directly from the ground truth labels. In contrast, since lacking the frame-wise annotations, the weakly supervised temporal localization usually formulates the localization task as a classification task. To alleviate the problem of do not directly regress the precise temporal boundaries, in our works, multiple action proposals are localized and a Soft-NMS [40] method is used to select the action proposals with higher confidence scores as predicted actions.
To address the three problems, we proposed a multi-stage fusion network. it decomposes the problems into three different modules of the network, namely feature, sub-action, and action modules. For feature similarity, we send the features, extracted from the input video, into the feature module to output multi-stage snippet-wise feature sequences, while a Triplet Loss [25] was introduced to ensure the feature similarity. Specifically, the input is a triplet that consists of an anchor video, a positive video, and a negative video, where the anchor video and the positive video have at least one common class, the anchor video and the negative video belong to different classes. We extract the features from the three videos respectively and send them to the feature module to output multi-stage feature sequences. The Triplet Loss [25] enforces similar feature sequences between the anchor video and the positive video while widening the feature sequences gap between the anchor video and the negative video.For action completeness, stages of the network are responsible for discovering different sub-actions. Specifically, at each stage, a feature sequence from the feature module is input into the sub-action module to output a CAS that was used to discover the distinctive action parts. In order to locate different sub-action in stages, we use Diversity Loss [42] to enforce the multi-stage CASs to discover the different action parts. The action module then fuses the multi-stage CASs as Fusion Class Activation Sequences (FCASs) at each stage to locate the complete actions. For weak annotation, the temporal boundaries can not be learned from the ground truth labels, since lacking the frame-wise annotations. To alleviate the problem, we localized multiple action proposals and select the proposals with higher confidence scores as predicted actions. Specifically, we threshold on the multi-stage FCASs to localized action proposals and use a Soft-NMS [40] method to select action proposals with higher confidence scores.
Extensive experiments on two benchmark data-sets Thumos'14 and ActivityNet1.2 demonstrate that our method effectively addresses these three problems and outperforms state-of-the-art methods. In summary, our contributions in this works are as follows. (1) A multi-stage fusion network is proposed, which decomposes the above problems of weakly supervised temporal action localization into three different modules. (2) A Triplet Loss [25] was introduced to ensures the feature similarity. (3) To alleviate weak annotation, multiple FCASs are used for localizing complete actions. (4) Our method achieves the state-of-the-art results on two benchmark data-sets Thumos'14 and ActivityNet1.2.
II. RELATED WORK A. ACTION RECOGNITION
In the early years, research on video action recognition focused on hand craft features [26] , [27] . In recent years, many methods based on deep networks have been explored, such as two-stream networks [28] , [29] , 3D ConvNets [31] , [32] , and others [30] , [33] , [34] .
B. FULLLY SUPERVISED METHOD
Inspired by the recent success of two-stage detectors [35] , [36] in object detection, many recent methods [7] , [12] , [16] , [18] adopt proposal-plus-classification manner, which first generates temporal proposals and then classification. A large number of these works [9] , [37] - [39] focus on producing more precise action boundaries by improving the proposals, while other methods [13] focus on improving the accuracy of action classifiers. In [18] , [37] the authors directly generate proposals from sliding windows. CTAP [38] combines the advantages of both sliding window ordering and action score grouping. DAP [39] and SST [9] adopt RNNs to refine proposals. To discover the complete action instances, SSN [13] decomposes each complete action into three parts: starting, course, and ending, and introduces structured temporal pyramid pooling to produce a global representation of the entire proposal. Yuan et al. [10] propose a method that locates complete actions by searching for the structured maximal sum. In addition to the two-stage approaches, there are other methods, such as reinforcement learning [15] and single-shot [4] , [6] . However, all methods rely on full supervision, which is prohibitively expensive to do.
C. WEAKLY SUPERVISED METHOD
For weakly supervised learning, there are many methods adopt Multiple Instance Learning [24] that is a typical weakly supervised learning method. In [44] , a novel Multiple Instance Neural Network is proposed to address the weakly supervised task. Tang et al. [45] based on Multiple Instance Learning and proposal clusters learn refined instance classifiers by an iterative process. For weakly supervised temporal action localization, most methods also use the method to transfer the localization task to the classification task. Zeng et al. [46] propose an iterative-winners-out strategy that selecting the most discriminative action instances in each training iteration and remove them in the next training iteration. UntrimmedNet [22] couples two important components, the classification module and the selection module: the classification module predicts the action category, whereas the selection module aims to select the proposals most probably containing action instances. Nguyen et al. [19] use Attention to weight the CAS and sparse the CAS by using L1 loss. Shou et al. [20] designed a novel Outer-Inner-Contrastive loss to automatically predict the temporal boundary of each action instance as a pseudo-label. Zhai et al. [47] present action coherence network, which better supervises action boundary learning by a new coherence loss. Paul et al. [21] introduced a Co-Activity Similarity Loss that forces actions in the same class to have similar features. In our works, we use Triplet Loss [25] not only to make actions in the same class produce similar features but also to expand the margin of actions in different classes. Liu et al. [23] propose a multi-branch neural network with a Diversity Loss [42] in which branches are enforced to discover distinctive action parts. Inspired by the multi-branch networks, we designed a multi-stage network where each stage of the network can locate different action parts. Note that our work is different from that of Liu et al. [23] . First, our network is formed by concatenating multiple sub-networks instead of multiple parallel network branches. Second, a Triplet Loss is introduced to ensure the feature similarity. Third, multiple FCASs are used to localize the actions instead of a single average CAS.
III. METHOD
In this section, we present our methodology in detail. We first formalize the problem of weakly supervised temporal action localization. Furthermore, the structure and the loss functions of the multi-stage fusion network are represented. Finally, the details of action localization will be shown.
A. PROBLEM STATEMENT
The input is an untrimmed video only with video-level category annotations. It can be formulated as {x, y}, where x represents the video with varying frames in length, y is the label of x denoted as y ∈ {0, 1} M , and M is the number of classes. During testing time, given a video x, we need to predict a set of action instances for video x, formulated as
, where a represents the action set, s i , e i , c i respectively represent the start time, end time, and class of the i th action instance in video x, q i represents the confidence score of the action instance, and n is the number of action instances we predict.
B. MULTI-STAGE FUSION NETWORK
The multi-stage fusion network focuses on decomposing the problems, feature similarity, action completeness, and weak annotation, into three different modules of the network. As shown in Fig. 2 , we first extract a snippet-wise feature sequence from the input video, then present three modules: the feature module, the sub-action module, and the action module. The feature module is composed of connecting K stages feature sequences in series, while the Triplet Loss is introduced in each stage to ensure the feature similarity. In the sub-action module, the feature sequences from the feature module are put into the sub-action module to output multi-stage CASs. Fellowed the literature [23] , a Diversity Loss and an L2 Norm Regularity Loss are used to make sure the stages can discover different sub-actions. To localized complete actions, the action module fuses the CASs into multi-stage FCASs and thresholds on them to obtain multiple action proposals.
1) FEATURE EXTRACTION
Feature extraction is to extract the feature sequence of the input video by using a pre-trained deep network. The input is a video and the output is a snippet-wise feature sequence F T ×D , where T represents the length of the feature sequence, and D represents the feature dimension of each snippet. Specifically, we first extract the RGB frame and Optical Flow from a video and split them into T non-overlapping clip snippets. Then input the RGB frame and Optical Flow into a deep action classification network to get the snippet-wise feature sequences F T ×D/2 rgb , F T ×D/2 flow respectively. Finally we concatenate the two feature sequences into the final feature VOLUME 8, 2020 FIGURE 2. Overview of architecture. The network first extracts the feature sequence from the input video. Then, the feature sequence is input to the feature module to output feature sequences of K stages. Thereafter, at each stage, the feature sequence from the feature module is input into the sub-action module and output a CAS that can discover the different action parts. To localize the complete actions, the action module fuses the CASs from the sub-action module as FCAS at each stage. For action localization, we threshold on the FCASs of K stages to produce the action proposals and select the action proposals with higher scores as predicted actions by using Soft-NMS.
sequence F T ×D . In this paper, following [19] - [23] , we use two pre-trained networks: I3D [32] and UntrimmedNet [22] .
2) FEATURE MODULE
The goal of the feature module is to generate K stages feature sequences. Specifically, the module is formed by connecting K different feature sequences in series. Each feature sequence is generated from a previous feature sequence through a fully connected layer followed by a ReLU. During the training phase, a Dropout is used behind ReLU at each stage and remove it during testing.
where, F k ∈ R T ×D represents the k th feature sequence in which T denotes the length of the feature sequence and D denotes the feature dimension, * represents the fully connected operation, W f k and b f k represent the weights and biases of the fully connected operation, d f k represents the dropout rate. We set d f k to 0.55 on both data-sets. Note that the feature sequence generated from the extraction module is the feature sequence F 0 .
3) SUB-ACTION MODULE
The module consists of K stages CASs. At each stage, the feature sequence from the feature module is put into a fully connected layer which outputs a CAS.
where, C k ∈ R T ×M represents the CAS of k th stage in which T denotes the the length of the CAS and M denotes the number of classes, W c k and b c k represent the weights and biases, respectively. To discover different sub-actions in varying CAS, a Diversity Loss [42] is applied to the multi-stage CASs.
4) ACTION MODULE
The goal of the action module is to fuse CASs into an FCAS at each stage. Since the different action parts are discovered in varying CASs, after the fusing operation, the FCASs can localize the complete actions. Specifically, at each stage, we input the CAS into a sigmoid activation function and then fuse the CASs that were generated before this stage as an FCAS.
where, C i represents the i th CAS, C k ∈ R T ×M represents the FCAS of stage k.
C. LOSS FUNCTIONS
Since the network decomposes the above three problems into three modules, to optimize the network, varying loss functions are introduced into different modules. In the feature module, the Triplet Loss [25] is applied to each stage to ensure the feature similarity. Followed literature [23] , a Diversity Loss [42] with L2 Norm Regularity Loss is introduced in the sub-action module to ensure that the different action parts are localized in K stages CASs. Since with the weakly supervised setting, we can only classify the video's categories instead of localizing the action boundaries directly.To address the problem, most methods [19] - [23] use the Multiple Instance Learning Loss [24] to convert the localization task to the classification task. In the action module, the Multiple Instance Learning Loss [24] is used at each stage to learn the video's categories.
1) TRIPLET LOSS
The goal of the Triple Loss is that the actions having common classes have similar features and expand the margin of the actions in the different classes. Our method focuses on optimizing the cosine distance between two video features. The input of the loss is a triplet consisting of an anchor video, a positive video, and a negative video; the anchor video and the positive video constitute an anchor-positive pair, the anchor video and the negative video constitute an anchor-negative pair. We aim to minimize the cosine distance of the anchor-positive pair and expands the cosine distance of the anchor-negative pair. For each stage in the feature module, we need to convert the snippet-wise feature sequence to a video-level feature, since we only have video-level annotations to train the network. Specifically, we consider the CAS from the sub-action module as Attention to weight the feature sequence. Firstly we normalize the CAS of each stage as Attention by using the softmax activation function in which the Attention represents where an action of a certain class occurs. Then, we use the Attention to weight the feature sequence.
.
where, C k [t, m] represents the t th element in the m th vector of CAS C k , A k ∈ R T ×M represents the Attention of the k th stage where T denotes the length of Attention and M is the number of classes,F k ∈ R M ×D represents the video-level feature of the k th stage,F m k represents the m th vector ofF k , F k ∈ R T ×D represents the snippet-wise feature sequence of the k th stage, represents the transpose operation. Given two videos x i , x j , we use the cosine similarity to calculate the similarity between feature vectors of two videos, which can be formalized as follows.
Since the input of Triplet Loss is a triplet, we indicate the video-level features of the anchor, positive, and negative videos asãF k ,pF k , andñF k , Then we calculate the cosine distances of anchor-positive pair and anchor-negative pair. The Triplet Loss of the k th stage is formulated as follows.
where, y a , y p and y n represent the labels of the triplet, y a ∩ y p represent the intersection of y a and y p , y a ∪ y n represents the union of y a and y n , m represents the category, K represents the number of stages.
2) DIVERSITY LOSS
In the sub-action module, we apply the Diversity Loss to the CASs of K stages, so that each CAS can locate different action parts. Specifically, we calculate the cosine similarity between any two CASs from every two stages and sum over all stage pairs.
where, L diversity represents the Diversity Loss, K is the number of stages, M is the number of classes, C m i represents the m th feature vector of the i th CAS.
3) L2 NORM REGULARIZATION LOSS
We observed that the values of the CAS in the later stage is higher than the previous, so the latter stage contributes a lot to the network. We expect a balanced contribution of each stage for the network. Therefore, we use the L2 norm to minimize the CAS of each stage.
where K is the number of stage, C k ∈ R T ×M represents the CAS of the k th stage.
4) MULTIPLE INSTANCE LEARNING LOSS
Multiple Instance Learning treats individual samples as bags, where each bag contains multiple instances, and uses them to learn a model that can distinguish each instance is positive or negative. In our case, we treat an entire video as a bag. To compute the loss of each bag, we need to represent each video using a single category score per category.
Since untrimmed videos are usually with a long background content, the FCAS usually contain the action content with high activation scores and background content with lower activation scores. To alleviate the noise of the background content to our classification network, we only use the largest T /s activation of FCAS where T is the length of the FCAS and s is a constant.
where, P m k represents the category score of category m for stage k, C k m,t represents the t th element in the m th vector of FCAS C k , Sort() represents descending sort over the temporal dimension. Then, we normalize the category score using the softmax activation function and calculate the cross entropy with ground truth labels. The Multiple Instance Learning Loss is formulated as follows.
where, y m represents the m th element in the one-hot vector of the ground truth label. The total loss consists of Diversity Loss, Triplet Loss, L2 Norm Regularization Loss, and Multiple Instance Learning Loss.
where L total represents the total loss, L k triplet denotes the Triplet Loss of the k th stage, L k mil denotes the Multiple Instance Learning Loss of the k th stage. L diversity and L l 2 represent the Diversity Loss and L2 Norm Regularization Loss of the total K stages, respectively, since these two losses are directly applied to the CASs of the total K stages.
D. ACTION LOCALIZATION
In the testing time, we use the multi-stage FCASs to classify and localize the actions for testing videos.
For classification, given a video, we calculate category scores for K stages and multiply them to get a total category score. Then a softmax function is applied to the total category score to obtain the classification result.
For localization, we threshold on the multi-stage FCASs to obtain action proposals, then a Soft-NMS [40] method is used to select the top n proposals as the predicted actions. Specifically, we first threshold on the FCAS of each stage over the category dimension to discard the background category which is the category scores below a certain threshold. Then, we threshold on the FCAS of class m over the temporal dimension where m is retained after the first threshold operation to obtain action proposals denoted the m th vector of the k th FCAS. Since we use the multiple stage FCASs to get action proposals, there are multiple proposals with different temporal overlap around a ground truth action instance. Thus we use Soft-NMS [40] to suppress redundant proposals with lower scores to obtain higher recall with fewer proposals. First, sort all the proposals by their score, then use the proposal with the maximum score to calculate the overlap Intersection over Union (IoU) with other proposals, where high IoU score of proposals is decayed. After the suppression operation, we obtain the final predicted actions.
IV. EXPERIMENTS
In this section, we first discuss the data-sets and evaluation metrics followed by the details of our method. At last, the comparisons between our method and the state-of-the-art methods and ablation studies are presented. for training and the validation set for testing. Each video on ActivityNet1.2 has 1.5 action instances on average.
3) EVALUATION METRICS
Following the standard evaluation metrics, we evaluate our method using mAP with different IoU thresholds. To compare with the state-of-the-art methods, following the literatures [20] , [21] , [23] , [47] , we set the same IoU thresholds [0.1:0.7] for Thumos'14 and IoU thresholds [0.5:0.05:0.95] for ActivityNet1.2.
B. IMPLEMENTATION DETAILS
For feature extraction, we use two two-stream deep networks namely UntrimmedNet [22] and I3D [32] to extract the features of the videos. Follow the literatures [21] - [23] , the input of UntrimmedNet has 15 non-overlapping frame snippets and I3D has 16 non-overlapping frame snippets. The feature dimension D is 2048. The weights of the feature module, sub-action module, and action module are initialized by Glorot and Bengio [41] . We use the Adam optimizer to optimize the parameters of the network and train our network on a single TITAN Xp GPU using Pytorch. The batch size is 12 consist of four triplets. We set the number of stages K = 5 for Thumos'14 and K = 4 for ActivityNet1.2. In (10), we set s = 20 for Thumos'14 and 8 for ActivityNet1.2. During action localization, we use λ = 0.7 on both data-sets to calculate the confidence score of each action.
C. COMPARISONS WITH THE STATE-OF-THE-ART METHODS
We conducted extensive experiments on the two data-sets Thumos'14 and ActivityNet1.2, and compared our methods with the state-of-the-art methods for temporal action localization to illustrate the effectiveness of our method. Table. 1 shows the experimental results on Thumos'14 testing set. Comparing the last two years of weakly supervised methods and fully supervised methods for temporal action localization, we see that our method outperforms other existing weakly supervised methods at the IoU thresholds from 0.1 to 0.5 and presents competitive results with fully supervised methods. In particular, we improve the average mAP from 40.9% to 43.3%. Table. 2 represents the experimental results on ActivityNet1.2 validation set and shows that our method outperforms the state-of-the-art methods at the IoU from 0.5 to 0.9. From the results of two data-sets, the improvements on average mAP are 2.3 % and 0.4 %, our method has a better performance on Thumos'14 than ActivityNet1.2. The reason is that our method is not good at localizing actions at higher IoU thresholds, which can be observed at IoU thresholds 0.6 and 0.7 in Table. 1. Specifically, the multistage fusion network focus on localizing more complete actions, which lead to the predicted actions is larger than the ground truth actions and less sensitive to the ground truth action boundaries. Fig. 4 and Fig. 5 can intuitively reflect this phenomenon. Therefore, compared with the results of 
V. ABLATION STUDIES
The main contributions of the paper are the Triplet Loss and the multi-stage fusion network. In the section, extensive ablation experiments are shown to illustrate the effectiveness of the Triplet Loss and the multi-stage fusion network. Furthermore, more ablation experiments demonstrate that our method effectively addresses the above three problems.
A. THE EFFECTIVENESS OF TRIPLET LOSS 1) THE CONTRIBUTION OF THE TRIPLET LOSS FOR OUR METHOD
We conducted several comparative experiments: (1) mil v.s. mil+triplet; (2) mil+diversity v.s. mil+diversity+triplet;
(3) mil+diversity+l2 v.s. mil+diversity+l2+triplet. Table. 3 shows the results. In experiments (1), (2), and (3), the improvements in performance were 2.7%, 1.3%, and 0.8%, respectively. Especially in (1), the performance is significantly improved from 37.3% to 40.0%. It is evident that the Triplet Loss is an important component in our method. In the three experiments, the Triplet Loss brings significant performance improvements. the reason is that lacking the temporal annotations, the network can only classify action instances, while the triplet loss ensures the feature similarity, which makes the network easier to classify actions.
2) TRIPLET LOSS V.S. CO-ACTIVITY SIMILARITY LOSS
To verify that the Triplet Loss brings greater performance improvement than Co-Activity Similarity Loss, we designed experiments similar to Table. 3. We removed Triplet Loss and replaced it with Co-Activity Similarity Loss. The results are shown in Table. 4. Compared with mil in Table. 3 and mil+co-activity in Table. 4, the Co-Activity Similarity Loss significantly improves performance from 37.3% to 39.4%. However, the improvement in the other two groups of comparative experiments is not significant. The result of mil+diversity+co-activity outperforms the mil+diversity by 0.1% and the mil+diversity+l2+co-activity outperforms the mil+diversity+l2 by 0.2%. The reason may be that the Diversity Loss and the Co-Activity Similarity Loss are not complementary losses, they affect each other. Furthermore, more intuitive three group comparison results demonstrate that the Triplet Loss is greater than Co-Activity Similarity Loss. In Table. 3 and Table. 4, compared with mil+triplet and mil+co-activity, mil+diversity+triplet and mil+diversity+co-activity, mil+diversity+l2+triplet and mil+diversity+l2+co-activity, the performance is improved by 0.6%, 1.2%, and 0.6%, respectively.
B. MULTI-STAGE FUSION NETWORK 1) STAGE NUMBER
Since the multi-stage fusion network can be divided into several stages, we conduct a comparative experiment with different numbers of stages to explore how does the number of the stages affects our network and what is the best number of stages, where the stage number K ranges from 2 to 8. We conduct our experiment on Thumos'14 testing set and ActivityNet1.2 validation set. the results are shown in Fig. 3 . As the number of stages increases, the average mAP gradually rises and the best number of stages is 5 for Thumos'14 testing set and 4 for ActivityNet1.2 validation set. We can observe that when reaching the best performance on the two data-sets, the average mAP starts to decrease. The reason is that as the number of stages increases at the beginning, the network parameters gradually increase, which promotes learning a better network model. When reaching the best performance, more stages are fused that cause the predicted actions to be much larger than the ground truth actions since stages are responsible to discover different action parts, which lead to drop the localization performance.
Furthermore, we can observe that the best number of stages for ActivityNet1.2 is 4, while 5 for Thumos'14. the reason may be the difference between the two data-sets. Each video on Thmos'14 has 15 action instances on average. Thus, more stages can help to learn a better network model. In contrast, each video on ActivityNet1.2 has less than 2 instances on average. Thus, fewer stages can reach the best performance.
Compared to the results for Thumos'14 testing set, the average mAP for ActivityNet1.2 validation set is more unstable when reaching the best performance. The reason is that our method is not good at localizing actions at a higher IoU, which can be observed in Table. 1 and Table. 2. Specifically, the multi-stage fusion network focus on localizing more complete actions, which leads to inaccurately localizing the action boundaries. Therefore, compared with the results of IoU thresholds [0.1:0.5] on Thumos'14 data-set, the average mAP has large jitter at the IoU thresholds [0.5:0.05:0.95] on the ActivityNet1.2.
2) MULTI-STAGE FUSION NETWORK V.S.
MULTI-BRANCH NETWORK
In [23] , a multi-branch network is proposed. It uses Multiple Instance Learning Loss, Diversity Loss, and L2 Norm Regularization Loss to train the network, and obtains the best performance when the number of branches is 4. To compare with it fairly, we set the number of stages to 4 and use the same loss functions to train our network as the baseline. Then add Triplet Loss as a comparison experiment. The ablation experiments are conducted on Thumos'14 testing set and the results are listed in Table. 5. With the same loss functions and the stage or branch number, our method outperforms the multi-branch method at the IoU thresholds 0.1, 0.2, and 0.3. it demonstrates that our method is good at localizing actions at lower IoU but weak in higher IOU. After adding the Triplet Loss, the full method significantly improves the performances at the IoU 0.4 and 0.5 and outperforms the multi-branch method from IoU 0.1 to 0.5. The reason is that the Triplet Loss ensures the feature similarity, which makes action localization more accurate when at a higher IoU threshold. 
3) THE DIMENSION D OF THE FEATURE SEQUENCE
Since we use multi-stage feature sequences in our network, we conduct an ablation experiment on how does the dimension D of the feature sequences affect our network. We set the dimension of the feature sequence to 32, 64, 128, 256, 1024, and 2048 respectively. We train our network on the Thumos'14 training set and test on Thumos'14 training set and testing set respectively. The results are list in Table. 6. As dimension D increases, the average mAP is improved gradually and stable when the D is greater than 1024. It indicates that the increase of dimension D increases the network parameters, which brings the improvement of performance. Comparing the results on the training set and the testing set, there are large gaps when the dimension D is less than 128. The reason may be that with a smaller D, the network has fewer parameters, which leads to the action localization cannot be learned well. when D is greater than 256, the parameters increasing reduces the gaps between the training and testing set results.
4) THE NUMBER OF MULTIPLE FCASS
Most weakly supervised temporal action localization methods use a single CAS to locate actions. In our method, multiple FCASs are firstly used for the task. To evaluate the effectiveness of multiple FCASs, we conduct several ablation experiments with varying numbers of FCASs on Thumos'14 testing set. Table. 7 shows the experiment results where 0 means we only use the CASs instead of the FCASs, 5 means all FCASs are used. When the number of FCAS is 0 and 1, the results of the two experiments are comparable. It indicates that the performance of localizing actions by using multiple CASs is similar to using one FCAS. Furthermore, our method achieves the best result by using all five FCASs, which demonstrates that using multiple FCASs significantly boosts the performance.
5) CONSTANT S
In (10), constant s controls how much the largest activation scores of FCAS are used, which affects the result of action localization. To explore how does the s affects the performance, we conduct ablation experiments with different s on Thumos'14 tesing set. GT represents the ground true action instance, Full represents the predictions of our full method, Score represents FCAS scores of action instances after using Soft-NMS. achieves the best performance when the Constant s is 20. When constant s is less than 20, more activation scores are used for the classification network, but more background contents are used. When constant s is greater than 20, there are fewer activation scores of FCAS can be used, which make it difficult to train the network. Thus, a suitable constant s is critical for our network.
C. FEATURE SIMILARITY
To evaluate the effectiveness of our method for feature similarity, we visualize two action examples Cricket Bowling and Clean And Jerk in Fig. 4 . In Cricket Bowling, actions have a short duration and lower FCAS scores, while the actions in Clean And Jerk have a longer duration and higher FCAS scores. It indicates that actions in the same class have the same features (eg. action duration, FCAS scores), whereas the actions in different classes have larger feature differences, which demonstrates the effectiveness for feature similarity.
D. ACTION CONPLETENESS
For action completeness, we visualize the action localization results from multi-stage CASs and multi-stage FCASs respectively. Fig. 5 shows how does the multi-stage CASs can discover different sub-actions and the multi-stage FCASs can localize the complete actions. In the example of Frisbee Catch, the action of Frisbee Catch can be divided into two sub-actions Frisbee Flying (red arrow) and Person Catch Frisbee (blue arrow). We can observe that the CASs of five stages localize the different action parts. Specifically, the CAS 1 and CAS 2 usually can discover the sub-action Person Catch Frisbee, while CAS 3 to CAS 5 can detect the remaining action parts. For the FCAS, the complete actions can be localized from the third stage. For FCAS1 and FCAS2, they can only locate part of the actions, since FCAS1 is from fusing CAS1, and FCAS2 is from fusing CAS1 and CAS2. The results of localization from the CASs and FCASs demonstrate that the stages can discover the different action parts and the complete actions are localized by fusing operation. 
E. WEAK ANNOTATION
To alleviate the problem of weak annotation, we localize multiple action proposals and a Soft-NMS method is used to select the action proposals with high confidence scores as predicted actions. Thus, we conduct ablation experiments on Thumos'14 testing set with a different number of proposals. the results are shown in Fig. 7 . When the number of proposals is 100 per video, the average mAP growth rate is slowed down, and the best performance is achieved at the number 160 per video. Furthermore, we visualize the action proposals and final predicted actions in Fig. 6 . In the example of Pole Vault, compared with action proposals from the FCASs of the five stages, the number of the final predicted action instances using Soft-NMS is less, and the temporal boundaries are more accurate. Specifically, the higher score proposals (green arrow) are retained, and the proposals with lower scores (black arrow) are suppressed by using Soft-NMS.
VI. CONCLUSION
In this paper, we analyze three problems of weakly supervised temporal action localization and present a novel multi-stage fusion network. To tackle the problems, we decompose them into three different modules of the network. Experiments on two data-sets demonstrate that our method outperforms stateof-the-art methods. In particular, we improve the average mAP from 40.9% to 43.3%. In future work, we will focus on effectively fusing the multiple stage networks instead of directly averaging the CASs. In addition, we can observe that our method is not good at localizing actions when at higher IoU, since our method is not sensitive to the action boundaries. In future work, we will focus on how to use attention to accurately localize the action boundaries.
