Uncertain statistics is a methodology for collecting and interpreting experts' experimental data by using uncertainty theory. Based on empirical uncertainty distributions, this paper will present a statistical method of uncertain hypothesis testing to detect whether two uncertainty distributions are equal.
Introduction
Uncertainty theory, a branch of mathematics based on normality, self-duality, countable subadditivity, and product measure axioms, was founded by Liu [1] and refined by him later [2] to model human imprecise quantities such as ''about 1000 km'', ''roughly 60 kg'', ''high speed'', and ''small size'' which are neither random nor fuzzy in nature. Based on Liu's uncertainty theory, some basic theoretical work of uncertainty theory such as uncertain process [3] , uncertain calculus [4] , uncertain differential equation [4] , uncertain logic [5] , uncertain inference [6] , and uncertain risk analysis [7] have been studied. Meanwhile, as an application of uncertainty theory, Liu [8] introduced uncertain programming and applied uncertain programming to system reliability design, facility location problems, vehicle routing problems, project scheduling problems, and so on. Other references related to uncertainty theory are [9] [10] [11] [12] [13] [14] . To explore the recent developments of uncertainty theory, readers may consult Liu's book [2] .
One important issue in uncertainty theory is how to determine the uncertainty distribution of an uncertain variable. In order to answer this question, uncertain statistics was presented by Liu [2] , which is a methodology for collecting and interpreting an expert's experimental data by uncertainty theory. In uncertain statistics, Liu [2] suggested an empirical uncertainty distribution and proposed a principle of least squares as the method for estimating the unknown parameters based on the expert's experimental data. Later, Wang and Peng [15] proposed a method of moments for estimating the unknown parameters. For multiple domain experts' data, Wang et al. [16] and Gao [17] independently recast the Delphi method to determine the uncertainty distribution. Recently, Guo et al. [18] presented an uncertainty linear regression model based on multivariate uncertainty distribution theory.
The goal of this paper is to build a method of uncertain hypothesis testing to detect whether two uncertainty distributions are equal. This method depends on the empirical uncertainty distribution and the rank of the experts' experimental data. The remainder of this paper is organized as follows. Section 2 introduces some concepts in uncertainty theory as they are needed. Some basic concepts of uncertain statistics are introduced in Section 3. The uncertain hypothesis testing and some examples are proposed in Section 4. Finally, a conclusion is drawn in Section 5.
Preliminaries
In this section, we introduce some useful definitions about uncertain measures, uncertain variables and uncertainty distributions, which are three fundamental concepts in uncertainty theory.
The uncertain measure M was defined by Liu [1] as a set function satisfying the normality, self-duality, countable subadditivity and product measure axioms.
The concept of an uncertain variable ξ was introduced by Liu [1] as a measurable function from an uncertainty space (Γ , L, M) to the set of real numbers, where Γ is a nonempty set, L is a σ -algebra over Γ , and M(Λ) is a number to indicate the belief degree that the event Λ will occur (for any Λ ∈ L). Then the expected value operator of an uncertain variable ξ was defined by Liu [1] as 
Development of uncertain statistics
In order to determine the probability distribution, classical mathematical statistics was proposed as a methodology for collecting and interpreting the test data with correlative information in a system using probability theory. In addition, in order to determine the membership function, fuzzy statistics was presented, including fuzzy point estimation by a fuzzy decision making approach [19] , fuzzy point estimation based on the notion of a fuzzy information system [20, 21] , fuzzy interval estimation [22] , fuzzy hypothesis testing based on a model represented by fuzzy events [23] , fuzzy regression [24, 25] , fuzzy Bayesian statistics by a fuzzy probability measure [26] , fuzzy-Bayes decision rule [27] , and so on.
In order to determine an uncertainty distribution, uncertain statistics was defined by Liu [2] . Uncertain statistics is based on an expert's experimental data rather than historical data. One question is how to obtain the expert's experimental data. Liu [2] designed a questionnaire survey for collecting an expert's experimental data. That is, we invite one or more domain experts who are asked to complete a questionnaire about the meaning of an uncertain variable ξ (for example ''about 1000 km'').
We first ask the domain expert to choose a possible value x that the uncertain variable ξ may take. And then, we ask ''how likely is it that ξ is less than x?'' We denote the belief degree by α. Thus we obtain an expert's experimental data (x, α) from the domain expert. Repeating the above process, we obtain the expert's experimental data.
Let (x 1 , α 1 ), (x 2 , α 2 ), . . . , (x n , α n ) be the expert's experimental data that satisfy the following condition:
(1) Based on the above data, Liu [2] presented the following empirical uncertainty distribution:
Assume that there are m domain experts and that each produces an uncertainty distribution. Then Liu [2] proposed a comprehensive uncertainty distribution,
where w 1 , w 2 , . . . , w m are convex combination coefficients representing the weights of the domain experts. In addition, Wang et al. [16] and Gao [17] proposed a Delphi method to determine a comprehensive uncertainty distribution respectively.
Assume that then uncertainty distribution to be determined has a known functional form with one or more unknown parameters such as Φ(x; θ 1 , θ 2 , . . . , θ p ), where θ 1 , θ 2 , . . . , θ p are unknown parameters. How do we estimate those unknown parameters? Liu [2] presented the principle of least squares, which says that the unknown parameters θ i , i = 1, 2, . . . , p are the solution of the following minimization problem:
Recently, Wang and Peng [15] proposed a method of moments to estimate the unknown parameters of an uncertainty distribution. This method indicates that the estimates of the unknown parameters are the solution of the system of equations
Hypothesis testing
In classical statistics, hypothesis testing is the process of inferring from a sample whether or not to accept a certain statement about the problem. The statement itself is called hypothesis. In each case, the hypothesis can be tested on the basis of the evidence contained in the sample. The hypothesis is either rejected, meaning that the evidence from the sample casts sufficient doubt on the hypothesis for us to say with some degree of confidence that the hypothesis is false, or accepted, meaning that it cannot be rejected.
In the real world, for one uncertain variable, two experts may give their respective views. We need to measure if their views are different or not. How do we model this? In this section, a method of uncertain hypothesis testing based on uncertainty theory is proposed to detect whether two uncertainty distributions are equal or not.
Experts' data
Let ξ be an uncertain variable. Assume that
are two sets of experimental data from experts that meet the following conditions:
Hypothesis
Assume that F 1 (x) and F 2 (x) are two theoretical uncertainty distributions (i.e. the real uncertainty distributions) correlating the two experts' views. Then we present the hypotheses as follows.
In uncertain hypothesis testing, we call H 0 the null hypothesis and H 1 the alternative hypothesis. H 0 will be tested on the basis of data from the two empirical uncertainty distributions to decide to reject it or not.
Uncertain statistics analysis
We note that the experts' experimental data consists of ordinal-type data, and so our concern of most interest is whether the two empirical uncertainty distributions are different or not. So, first, the two sets of experimental data (3) and (4) are used to generate two empirical uncertainty distributions, denoted by Φ 1 (x) and Φ 2 (x), respectively. Then we take arbitrarily s points (x 1, 2, . . . , s, j = 1, 2, . . . , t in increasing order. For example, we obtain two finite sequences as follows:
where (7) consists of x Next, we compare each letter in (7) and (8) in turn. If the two letters are identical, then we denote this by the digit 0. Otherwise, we use the digit 1. Then one can generate a sequence consisting of numbers 0 and 1 (the number of 0s and 1s is s + t). For the example above, we obtain the 0-1 sequence as follows:
01001 · · · 0.
If the null hypothesis H 0 is true, then the number of 1s may not be too large. So, we present the following decision rule.
Decision rule
Assume that F 1 (x) and F 2 (x) are two theoretical uncertainty distributions and that s, t are defined as in Section 4.3. Let α > 0 be a given level and T be the number of 1s in the 0-1 sequence. We want to test
Then our decision rule is as follows. If T ≥ α(s + t), we should reject H 0 ; otherwise, we should accept H 0 .
Definition of the level α
In classical statistics, there is no way to argue that a rejection probability α should be 0.1, or 0.18, or 0.05, or anything else.
In many situations, researchers define the beginning of reasonable doubt as the value of the test statistics that is equalled or exceeded only 0.05 of the time (when H 0 is true). Here, since the number of 1s in the 0-1 sequence may not be too large when the null hypothesis H 0 is true, we define the level α as follows: α = number of 1s in the 0-1 sequences
where s, t are defined as in Section 4.3. We present the hypotheses as follows.
Example (Forecasting the Average Scores of Higher Mathematics Examination
Arbitrarily take 8 points from Φ 1 (x) and 10 points from Φ 2 (x). Then we obtain the first 0-1 sequence as follows:
000001100000000000.
Let T denote the number of 1s in this sequences. Since T = 2 < 3.6 = α(s + t), we accept the null hypothesis H 0 by our decision rule. That is, we believe that the views of Teacher 1 and Teacher 2 are consistent with each other under the level
Second, we compare the views of Teacher 1 and Teacher 3. We present the hypotheses as follows.
H 0 : F 1 (x) = F 3 (x), for any x ∈ ℜ; H 1 : F 1 (x) ̸ = F 3 (x), for some x ∈ ℜ.
Arbitrarily take 8 points from Φ 1 (x) and 10 points from Φ 2 (x). Then we obtain the second 0-1 sequence as follows:
111110111110101110.
Let T denote the number of 1s in this sequence. Since T = 14 > 3.6 = α(s + t), we reject the null hypothesis H 0 by our decision rule. That is, we believe that the views of Teacher 1 and Teacher 3 are not consistent with each other under the level α = 0.2.
Conclusions
Uncertain statistics is a methodology for collecting and interpreting experts' experimental data by uncertainty theory. The method of uncertain hypothesis testing proposed in this paper is used to detect if two uncertainty distributions are equal or not. This method depends on each expert's empirical uncertainty distribution, and the example shows that this method is effective.
