Abstract. We approximate the price of the American put for jump diffusions by a sequence of functions, which are computed iteratively. This sequence converges to the price function uniformly and exponentially fast. Each element of the approximating sequence solves an optimal stopping problem for geometric Brownian motion, and can be numerically computed using the classical finite difference methods. We prove the convergence of this numerical scheme and present examples to illustrate its performance.
described above, we give an efficient numerical algorithm (and analyze its error versus accuracy characteristics) to efficiently compute American option prices for jump diffusion models with finite activity. One can handle infinite activity models by increasing the volatility coefficient appropriately as suggested on p. 417 of [10] .
An ideal numerical algorithm, which is most often an iterative scheme, *should monotonically converge to the true price uniformly (across time and space) and exponentially fast*, that is, the error bounds should be very tight. This is the only way one can be sure that the price output of the algorithm is close to the true price after a reasonable amount of runtime and without having to compare the price obtained from the algorithm to other algorithms' output. It is also desirable to obtain a scheme **that does not deviate from the numerical pricing schemes, such as finite difference methods, that were developed for models that do not account for jumps**. Financial engineers working in the industry are already familiar with finite difference schemes such as projected successive over relaxation, PSOR, (see e.g. [20] ) and Brennan-Schwartz algorithm (see [8] and [15] ) to solve the partial differential equations associated with free boundary problems, but may not be familiar with the intricacies involved in solving integro-partial differential equations developed in the literature. It would be ideal for them if they could use what they already know with only a slight modification to solve for the prices in a jump diffusion model. In this paper, we develop an algorithm which establishes both * and **. In Section 4, we will name this algorithm, depending on which classical method we use to solve the sparse linear systems in (3.10), as either "Iterated PSOR" or "Iterated Brennan-Schwartz".
In the next section we introduce a sequence of optimal stopping problems that approximate the price function of the American options, and discuss their properties. In Section 3, we introduce a numerical algorithm and analyze its convergence properties. In the last section we give numerical examples to illustrate the competitiveness of our algorithm and price American, Barrier and European options for the models of [17] and [18] .
A Sequence of Optimal Stopping Problems for Geometric Brownian Motion Approximating the American Option Price For Jump Diffusions
We will consider a jump diffusion model for the stock price S t with S 0 = S, and assume that return process X t := log(S t /S), under the risk neutral measure, is given by
In (2.1), µ = r + λ − λξ, r is the risk-free rate, W t is a Brownian motion, N t is a Poisson process with rate λ independent of the Brownian motion, Z i are independent and identically distributed, and come from a common distribution F on R, that satisfies ξ := R e z F (dz) < ∞. The last condition guarantees that the stock prices have finite expectation. We will assume that the volatility σ is strictly positive. The price function of the American put with strike price K is
in which S t,T is the set of stopping times of the filtration generated by X that belong to the interval [t, T ] (t it the current time, T is the maturity of the option). Instead of working with the pricing function V directly, which is the unique classical solution of the following integro-differential free boundary problem (see Theorem 3.1 of [6] )
in which, A is the differential operator
and t → s(t), t ∈ [0, T ], is the exercise boundary that needs to be determined along with the pricing function V ; we will construct a sequence of pricing problems for the geometric Brownian motion
To this end, let us introduce a functional operator J, whose action on a test function f : R + × [0, T ] → R + is the solution of the following pricing problem for the geometric Brownian motion: (S 0 t ) t≥0
Jf (S, t) = sup 6) in which
for a random variable Z whose distribution is F , andS t,T is the set of stopping times of the filtration generated by W that take values in [t, T ]. Let us define a sequence of pricing functions by
For each n ≥ 1, the pricing function v n is the unique solution of the classical free-boundary problem (instead of a free boundary problem with an integro-diffential equation) 9) in which t → s n (t) is the free-boundary (the optimal exercise boundary) which needs to be determined (see Lemma 3.5 of [6] ). Now starting from v 0 , we can calculate {v n } n≥0 sequentially. For v n , the solution of (2.9) can be determined using a classical finite difference method (we use the Crank-Nicolson discretization along with Bernnan-Schwartz algorithm or PSOR in the the following sections) given that the function v n−1 is available. The term on the right-hand-side of (2.9) can be computed either using Monte-Carlo or a numerical integrator (we use the numerical integration with the Fast Fourier Transformation (FFT) in our examples). Iterating the solution for (2.9) a few times we are able to obtain the American option price V accurately since the sequence of functions {v n } n≥0 converges to V uniformly and exponentially fast: 1) The function v n can be written as the value function of an optimal stopping problem: 11) in which σ n is the n-th jump time of the Poisson process N t .
2) Each v n is a convex function in the S-variable, which is a property that is also shared by V . Moreover, the sequence {v n } n≥0 is a monotone increasing sequence converging to the value function V (see (2.10)).
3) The free boundaries s(t) and s n (t) have the same regularity properties (see [7] and its references): a) They are strictly decreasing. b) They may exhibit discontinuity at T : If the parameters satisfy
we have
where S * is the unique solution of the following integral equation
We will see such an example in Section 4, where the equation (2.14) can be solved analytically for some jump distribution F . c) Both s(t) and s n (t) are continuously differentiable on [0, T ).
3.
A Numerical Algorithm and its convergence analysis 3.1. The numerical algorithm. In this section, we will discretize the algorithm introduced in the last section and give more details. For the convenience of the numerical calculation, we will first change the variable: x log S, x(t) log s(t) and u(x, t) V (S, t). u satisfies the following integro-differential free boundary problem
with ρ(z) as the density of the distribution F . Similarly, u n (x, t) v n (S, t) satisfies the similar free boundary problem where u in (3.1) is replaced by u n in differential parts and by u n−1 in the integral part. In addition, it was shown in Theorem 4.2 of [21] that the free boundary problem (3.1) is equivalent to the following variational inequality
Since the second spacial derivative of u does not exist along the free boundary x(t), the variational inequality (3.3) does not have a classical solution. However, Theorem 3.2 of [21] showed that u is the solution of (3.3) in the Sobolev sense. In the same sense, u n (x, t) satisfies a similar variational inequality
Let us discretize (3.3) using Crank-Nicolson scheme. For fixed ∆t, ∆x, x min and x max , let M ∆t = T and L∆x = x max − x min . Let us denote x l = x min + l∆x, l = 0, · · · , L. Byũ l,m we will denote the solution of the following difference equation
+ and Dirichlet boundary conditions. θ is the weight factor. When θ = 1, the scheme (3.5) is the completely implicit Euler scheme; when θ = 1/2, it is the classical Crank-Nicolson scheme. The coefficients p − , p + and p 0 are given by
The termb is defined bỹ
I in (3.7) is the discrete version of the convolution operator I in (3.2). It will be convenient to approximate this convolution integral using Fast Fourier Transformation (FFT). Discretizing a sufficiently large interval [z min , z max ] into J sub-intervals. For the convenience of the FFT, we will choose these J sub-intervals equally spaced, such that J∆z = z max − z min . We also choose ∆x = α∆z, where α is a positive integer, so that the numerical integral may have finer grid than the grid in x. Let
in which the value ofũ interp is determined by the linear interpolationũ. That is if there is some l ′ satisfying
for some w ∈ [0, 1]. On the other hand, if x l + z j is outside the interval [x min , x max ], the value ofũ interp is determined by the boundary conditions. Moreover, in (3.8) we also assume ρ(z j ) ≥ 0, for all j, and
Now (3.8) can be calculated using FFT. See Section 6.1 in [2] for implementation details. Note that numerically solving the system (3.5) is difficult due to the contribution of the integral termĨũ. Therefore, following the results in Section 2, we will discretize (3.4) recursively (using the Crank-Nicoslon scheme) to obtain the sequence {ũ n } n≥0 recursively. Letũ
with the terminal conditionũ l,M n = g l and Dirichlet boundary conditions. Similar to (3.7),b n is defined bỹ
For each n, we will solve the sparse linear system of equations (3.10) using the projected PSOR method (see eg.
[20]). 
3.2.
Convergence of the Numerical Algorithm. In the following, we will show the convergence of the numerical algorithm for the completely implicit Euler scheme (θ = 1). We first show that {ũ n } n≥0 is a monotone increasing sequence. Extra care has to be given to make the approximating sequence monotone in the penalty formulation of [11] (see Remark 4.3 on page 341), but the monotonicity comes out naturally in our formulation. Next, we prove that the sequence {ũ n } n≥0 is uniformly bounded above by the strike price K and converges toũ at an exponential rate. At last, we will argue that as the mesh sizes ∆x and ∆t go to zeroũ converges to the American option value function u. In the following four propositions, we let ∆t and ∆x to be sufficiently small so that constants p − and p + defined in (3.6) are positive.
Proposition 3.1. The sequence {ũ n } n≥0 is a monotone increasing sequence.
Proof. When θ = 1, subtracting the third equality for n-th iteration in (3.10) from the equality for (n + 1)-th iteration, we obtain
in which we used the linearity of the operatorĨ. Let us define the vectors
Equation ( in which the matrix A's entries are
On the other hand, using the first and second inequalities in (3.10) and the fact that p − and p + are positive, we see that A is an M-matrix, i.e. A has positive diagonals, non-positive off-diagonals and the row sums are positive. As a result all entries of A −1 are nonnegative.
Now we can prove the proposition by induction. Note thatũ 1 ≥ũ 0 = g, as a result of the second inequality in (3.10) and the definition ofũ 0 . Assumingũ n ≥ũ n−1 , we will show thatũ n+1 ≥ũ n , i.e.ũ However, in both cases, we obtain the following inequality
in which we define
Note that the right hand side of (3.14) is independent of l. Moreover, (1 + p 0 )K is also less than or equal to the right hand side of (3.14). Therefore, (3.14) gives us
Given B m+1 n ≤ K and B n−1 ≤ K, it clear from (3.15) that B m n ≤ K. Now the proposition follows from double induction on m and n with initial stepsũ
As a result of Propositions 3.1, we can definẽ In the following, we will study the convergence rate of {ũ n } n≥0 .
Proposition 3.3.ũ n converges toũ uniformly and We can drop the first term on the left-hand-side of (3.19) because of the first inequality in (3.10) and e l,m n being nonnegative. It gives us the inequality
in which we also used the assumption (3.9) to derive the upper bound for the integral term. If there are some (l, m) such thatũ l,m = g l , since {ũ n } n≥0 is an increasing sequence from Proposition 3.1, we haveũ l,m =ũ l,m n for all n. Therefore, e l,m n = 0 for these (l, m). On the other hand, ifũ l,m > g l for some (l, m), we can divideũ l,m − g l on both sides of (3.20) to get
Since the right-hand-side of (3.21) does not depend on l, we can write 
Since the terminal condition ofũ n , we have E M n = 0. Now maximizing the right-hand-side of (3.23) over m, we obtain that
As a result,
which agree with the convergent rate (2.10) in the continuous case.
as ∆x, ∆t, ∆z → 0.
Proof. Using the triangle inequality, let us write
for some positive constants K andK. The first and third terms on the right-hand-side of the second inequality are due to (2.10) and (3.18). The second term arises since the order of error from discretizing a PDE using implicit Euler scheme is O((∆t) + (∆x)
2 ), the interpolation and discretization error from numerical integral are of order (∆x) 2 and (∆z) 2 and the total error made at each step propagates at most linearly in n when we sequentially discretize (3.4). Letting ∆t, ∆x, ∆z → 0 in (3.26), we obtain that lim ∆t,∆x,∆z→0
in which we used (3.25). Since n is arbitrary the result follows. 
The Numerical Performance of the Proposed Numerical Algorithm
In this section, we present the numerical performance of the algorithm proposed in the previous section. First, we compare the prices we obtain to the prices obtained in the literature. To demonstrate our competitiveness we also list the time it takes to obtain the prices for certain accuracy. We will use either the PSOR or the BrennanSchwartz algorithm to solve the sparse linear system in (3.10); see Remark 4.1. All our computations are performed with C++ on a Pentium IV, 3.0 GHz machine.
In Table 1 , we take the jump distribution F to be the double exponential distribution
We compare our performance with that of [17] and [16] . [17] obtain an approximate American option price formula, for by reducing the integro-pde equation V satisfied to a integro-ode following [5] . This approximation is accurate for small and large maturities. Also, they do not provide error bounds, the magnitude of which might depend on the parameters of the problem, therefore one might not be able to use this price approximation without the guidance of another numerical scheme. A more accurate numerical scheme using an approximation to the exercise boundary and Laplace transform was later developed by [16] . Our performance has the same order of magnitude as theirs. Our method's advantage is that it works for a more general jump distribution and we do not have to assume a double exponential distribution for jumps as [17] and [16] do. In Table 2 we compute the prices of American and European options in a Merton jump diffusion model, in which the jump distribution F is specified to be the Gaussian distribution
We list the accuracy and time characteristics of the proposed numerical algorithm algorithm. We compare our prices to the ones obtained by [11, 12] . [11] used a penalty method to approximate the American option price, while we analyze the variational inequalities directly (see (3.5) and (3.10)). Moreover, our approximating sequence is monotone (see Proposition 3.1). In Table 3 , We also list the approximated prices of Barrier options. We compare the prices we obtain with [19] where a Monte Carlo method is used. We do not list the time it takes for the alternative algorithms in Tables 2  and 3 either because they are not listed in the original papers or they take unreasonably long time.
In Table 4 , we list the numerical convergence of the proposed algorithm algorithm with respect to grid sizes. We choose Crank-Nicolson scheme with θ = 1/2 in (3.10) and solve the sparse linear system by either the BernnanSchwartz algorithm or the PSOR. N log N ) computations. On the other hand, the Brennan-Schwartz algorithm, which uses the LU decomposition to solve the sparse linear system in (3.10) (see [15] pp. 283), needs 2N computations for each time step. However, PSOR needs C · N computations for each time step to solve (3.10) at each time step. Here, C is the number of iterations PSOR requires to converge to a fixed small error tolerance ǫ. We will see in the following that PSOR is numerically more expensive than the Brennan-Schwartz algorithm.
For PSOR, the number of iterations C increases with respect to N . To see this, we start from the tri-diagonal matrix on the left-hand-side of (3.10)
For the SOR (without projection), the optimal relaxation parameter ω is given by (see [22] )
where ρ J is the spectral radius of the Jacobi iteration matrix
We will use ω 0 as the optimal relaxation parameter in our numerical experiments. On the other hand, since the largest eigenvalue λ max of the SOR iteration matrix is bounded above by ω − 1, using (3.6) and (4.3) we obtain that Next, we illustrate the behavior of the sequence of functions {v n (S, t)} n≥0 and its limit V in Figures 1, 2 and 3 . All the figures are obtained for an American put option in the case of the double exponential jump with K = 100, S 0 = 100, T = 0.25, r = 0.05, σ = 0.2, λ = 3, p = 0.6, η 1 = 25 and η 2 = 25 (the same parameters are used in the 8th row of Table 1 ) at a single run.
Remark 4.2.
(i) In Figure 1 , we show, how V (S, 0) depends on the time to maturity, and that it fits smoothly to the put-pay-off function at s(0) (the exercise boundary). The y-axis is the difference between the option price and the pay-off function. As the time to maturity increases, the option price V (S, 0) increases while the exercise boundary s(0) decreases. Even though the stock price process has jumps, the option price smoothly fits the pay-off function at s(0), as in the classical Black-Scholes case without the jumps.
(ii) In Figure 2 , we illustrate the convergence of the exercise boundaries t → s n (t), n ≥ 1. We can see from the figure that all s n (t) are convex functions. Also, the sequence {s n } n≥1 is a monotone decreasing sequence, which implies that the continuation region is getting larger, and that the convergence of the free boundary sequence is fast. Moreover, we notice that, when the parameters are chosen such that (2.12) is satisfied, the free boundaries are discontinuous at the maturity time. In addition, we have s(T −) = s n (T −) = S * < K, where S is the unique solution of (2.14) . Furthermore, if F is the double exponential distribution as in (4.1) , the integral equation (2.14) can be solved analytically to obtain
With the parameters we choose, we get from (4.5) that S * = 98.39. It is close to our numerical result as one can see from Figure 2 . Figure 3 , we illustrate the convergence of the sequence of prices {v n (S, 0)} n≥0 . Observe that this is a monotonically increasing sequence and it converges to its limit V (S, 0) very fast. Table 1 . Comparison between the proposed iterated jump algorithm with the method in [17] and [16] , where the parameters were chosen as r = 0.05, S(0) = 100 and p = 0.6. Amin's price is calculated in [17] using the enhanced binomial tree method as in [3] . The accuracy of Amin's price is up to about a penny. The KPW 5EXP price from [16] is calculated on a Pentium IV, 1.8 GHz, while the iterated price is calculated on Pentium IV, 3.0GHz, both using C++ implementation. Run times are in seconds. For numerical algorithm we propose, the number of grid points in x is chosen as 2 6 and ∆t = ∆x. The option prices from both Iterated Brennan-Schwartz and Iterated PSOR are the same. Below "B-S" stands for the Brennan-Schwartz. The dFLV price comes from [11, 12] .
c the option price is 10.001 using the iterated Brennan-Schwartz scheme. Using (4.4), the number of SOR iterations can be calculated. The calculation gives 11, 16, 22 and 31. Comparing with the last column of above table, the maximum numbers of PSOR iteration are slightly larger than these theoretical predicted SOR iteration times. Moreover, when L = 512 the the ratio between the maximum number of PSOR iteration and √ L is 1.72. This confirms the analysis in Remark 4.1 that the maximal PSOR iteration time grows as the order of √ L.
The parameters for the following three figures are K = 100, S 0 = 100, T = 0.25, r = 0.05, σ = 0.2, λ = 3, the stock price has double exponential jump with p = 0.6, η 1 = 25 and η 2 = 25 (the same parameters used in the 8th row of Table 1 ). 
