Abstract The Atlantic meridional overturning circulation (MOC) is responsible for a climatically significant northward heat transport that is expected to decrease in response to anthropogenic global warming. Here, simulations from an ensemble of UK Met Office Hadley Centre Climate Models (HadGEM1, HadGEM2 and a 22 member perturbed physics ensemble of HadCM3-like models) are used to evaluate detection times for different MOC observing strategies. Six different detection statistics are compared, including direct observations of the MOC at two latitudes (26°N and 50°N) and several multivariate detection variables based on an optimal fingerprint of MOC change previously identified using HadCM3 (Vellinga and Wood in Geophys Res Lett 31(14):L14203, 2004). Using these models, and assuming perfectly observed conditions, we find no evidence to suggest that detection times would be significantly reduced by measuring the MOC at 50°N instead of (or in addition to) measurements at 26°N. Our results suggest that complementary observations of hydrographic properties in the North Atlantic may help reduce MOC detection times, but the benefits are not universal across models, nor as large as previously suggested. In addition, detection times calculated using optimal fingerprint methods are sensitive to the model-dependent estimates of covariances describing internal climate variability. This last result presents a strong case for deriving fingerprints of MOC change using dynamical/physical arguments, rather than statistical methods, in order to promote more robust results across a range of models.
Introduction
The Atlantic meridional overturning circulation (MOC) is a major feature of the climate system and is comprised of warm upper-ocean flow into the northern high latitudes and a return flow of colder and denser water at depth. Results from coupled climate models have suggested that the MOC will weaken in the future as a response to warming driven by elevated greenhouse gas concentrations (e.g. Gregory et al. 2005) . The substantial heat transport associated with this overturning circulation (Johns et al. 2011 ) means that a weakening of the MOC could have considerable impacts on ocean and terrestrial climate in the North Atlantic region (e.g. Wood 2002, 2008) .
The potential consequences of a rapid decrease in the MOC have motivated a variety of studies designed to observe or reconstruct the strength and variability of the MOC (e.g Willis 2010; Bryden et al. 2005; Balmaseda et al. 2007 ). Observational campaigns designed to monitor key components of the Atlantic MOC include intermittently occupied moorings in the deep western boundary current (e.g. Schott et al. 2006; Bacon and Saunders 2010) , hydrographic sections with a repeat interval of *5 years (Bryden et al. 2005) , and the basin-wide RAPID array which, since March 2004, has made continuous measurements of the strength and vertical structure of the MOC at 26.5°N Kanzow et al. 2010 Kanzow et al. , 2007 .
Observations and models have demonstrated that there is significant internal variability in the MOC on many different timescales, and previous studies have demonstrated that it may take many decades to detect a forced weakening of the MOC. For example, Baehr et al. (2008) used results from a coupled climate model (ECHAM5/MPI-OM) to show that it could take 60-90 years to detect an anthropogenic influence on the MOC at 26°N because of 'noise' resulting from internal variability and observational uncertainties. It has been suggested that MOC detection times could be improved by incorporating additional observations (e.g. the vertical structure of zonal density gradients, apparent oxygen utilisation, high latitude water mass properties) into a multivariate detector variable (Vellinga and Wood 2004; Baehr et al. 2007; Brennan et al. 2008) . In particular, Vellinga and Wood (2004) used results from a coupled climate model (HadCM3) to estimate an optimal 'fingerprint' comprised of the MOC at 26°N and 15 additional hydrographic properties and used signal-to-noise ratios to estimate detection times. When applied to a global warming scenario in HadCM3, the detector variable derived from this fingerprint was found to be distinguishable from background noise on a timescale of *10 years, about 50% faster than the detection time for the MOC alone.
There is currently no consensus on the best location (or locations) to make observations of the MOC for the purposes of detecting an anthropogenic trend. For example, Bingham et al. (2007) used three different models (including HadCM3) to demonstrate the weak meridional coherence of MOC variability between the sub-polar and sub-tropical gyres. Using these results, Bingham et al. (2007) concluded that optimal detection of MOC change would require observations from both north and south of 40°N. There is also a compelling argument for the use of hydrographic properties to improve MOC detection times as the ARGO network of autonomous profiling floats provides near-global (the exceptions being strong western boundary currents and areas shallower than 2,000 m) coverage of temperature and salinity observations in the upper 2,000 m of the ocean (Roemmich et al. 2009) .
In this paper, results from an ensemble of Hadley Centre Climate Models (HadGEM1, HadGEM2 and a 22 member perturbed physics ensemble of HadCM3-like models) are used to provide some insight into the following questions:
(1) From a detection point of view, is it better to measure the MOC in the subtropical gyre at 26°N (the latitude of the RAPID array, hereafter referred to as MOC 26N ) or in the sub-polar gyre at 50°N (hereafter referred to as MOC 50N )? Does measurement at both locations reduce the time taken to detect an anthropogenic trend? 50°N was chosen as it lies within a different gyre to the 26°N RAPID array and is close to existing and proposed observational arrays (e.g. The Overturning in Subpolar North Atlantic Program, OSNAP). (2) Is the Vellinga and Wood (2004) optimal detector robust across a range of different models? All calculations assume perfectly observed conditions and full knowledge of internal variability and co-variances as estimated from long control simulations. Note that throughout this paper the phrase 'internal variability' is used to mean the unforced variability of the climate system. We do not estimate 'natural variability', which we take to include the additional impact of variability of natural forcings such as volcanic aerosols and solar radiation.
The models, experiments, and statistical methods used in this study are described in Sect. 2. The detection times calculated for different indices of the MOC and several optimal detection variables are presented in Sect. 3. Finally, the implications for observations of the MOC at different latitudes and the application of optimal detection variables in the real world are discussed in Sect. 4.
Methods

Models used in this study
HadCM3
The Hadley Centre Coupled Model version 3 (HadCM3) is a coupled ocean-atmosphere climate model which does not require flux adjustments to simulate a stable climate (Gordon et al. 2000; Pope et al. 2000) . The atmospheric component has 19 vertical levels and a horizontal resolution of 2.5°latitude by 3.75°longitude. The ocean submodel has a rigid-lid formulation with 20 vertical levels and a horizontal resolution of 1.25°9 1.25°. Sea ice is represented using a single ice thickness and concentration in each grid-box and is advected with surface ocean currents. The initialisation and spin-up of HadCM3 is described in Gordon et al. (2000) .
To gain a better understanding of the sensitivity of detection times to structural differences between models, this study also uses results from a 22-member perturbed physics ensemble (PPE) of 'HadCM3-like' models. The ensemble is based on HadCM3 simulations without flux corrections in which adjustments have been made to the physical parameterisations in the atmosphere, land and sea ice submodels (Jackson et al. 2011; Vellinga and Wu 2008) . The ocean component of each ensemble member was initialised from the same initial conditions and allowed to evolve for 100 years under constant greenhouse gas conditions. Following this 'spin-up' period, forced and control scenarios were run for a further 140 years. All members of the PPE include a sulphur cycle that was not present in the original version of HadCM3. For this reason, even the 'unperturbed' version of HadCM3 (PPE z ) is not identical to the HadCM3 model used for the long control simulation.
HadGEM1
The Hadley Centre Global Environment Model version 1 (HadGEM1) is the successor to HadCM3 built around a completely different atmospheric dynamical core (Johns et al. 2006) . The atmospheric component of HadGEM1 is a fully-compressible, non-hydrostatic model with 38 vertical levels and a horizontal resolution of 1.25°9 1.875°. The ocean component of HadGEM1 has a linear free-surface (allowing the the exchange of explicit freshwater fluxes rather than ''virtual salt fluxes''), 40 vertical levels, a longitudinal resolution of 1.0°and a latitudinal resolution of 1.0°which smoothly increases to 0.33°latitude between 30°north/south and the equator. Simulation of sea ice in HadGEM1 is significantly improved compared to HadCM3 (Johns et al. 2006 ). Changes to the sea ice dynamics and thermodynamics include an increase in the number of ice thickness categories and the calculation of velocities using an elastic-viscous-plastic rheology. An additional advance compared to HadCM3 is the interactive modelling of atmospheric aerosols and their direct and indirect effects on atmospheric physics and dynamics. The intialisation and spin-up of HadGEM1 is described in Johns et al. (2006) .
HadGEM2-ES
The Hadley Centre Global Environment Model version 2 with earth system components (HadGEM2-ES) is one of a family of HadGEM2 models available for climate research on centennial timescales and is the principal model being used by the UK Met Office in support of the fifth Climate Model Intercomparison Project (CMIP5) Martin et al. 2011) . The major differences between HadGEM1 and HadGEM2-ES are the inclusion of interactive tropospheric chemistry and carbon cycling between the ocean, atmosphere and terrestrial biosphere . Improvements were also made to the physical model to address systematic biases in surface climate features, although the core of the ocean-atmosphere-sea ice model remains the same as in HadGEM1 (Martin et al. 2011) . The initialisation and spin-up of HadGEM2-ES is described in detail in Collins et al. (2011) . The version of HadGEM2-ES used for the simulations discussed in this paper has the same vertical and horizontal resolution as HadGEM1 and includes the earth system submodel (although results from earth system components are not discussed).
Model experiments and data
To account for the sensitivity of detection times to initial conditions and model formulation, detection times were calculated across an ensemble of models. The response of each model to a period of weakening MOC and global warming was estimated using an idealised scenario in which CO 2 was increased by one per cent per year from preindustrial levels to four times preindustrial levels (HadGEM1 1% , HadGEM2 1% and the 22 member PPE 1% ensemble). The confidence limits used for hypothesis testing and the covariances required for the optimisation of detector variables were estimated using data from three long control simulations with constant preindustrial forcings (5,100 years of HadCM3 con , 1,150 years of Had-GEM1 con and 495 years of HadGEM2 con ). In the absence of long control simulations for the PPE experiments, HadCM3 con was used as a proxy. HadCM3 was found to be a better approximation for the PPE experiments than either of HadGEM1 or HadGEM2.
All model diagnostics were calculated from threedimensional fields of annually averaged potential temperature, salinity and meridional velocity. Although we have adopted the same nomenclature as Vellinga and Wood (2004) (i.e. terming elements of detector variables 'pseudoobservations'), model data were not sub-sampled to approximate the gaps in observational records and no random errors were introduced to simulate the impacts of observational uncertainties. All MOC indices are quoted in Sverdrups (Sv) and are defined as the maximum value of the two-dimensional overturning streamfunction at a particular latitude (e.g. 26°N). The mean strength of the MOC at 26°N in the three long control simulations is 15.4 ± 0.9 Sv for HadCM3, 16.0 ± 1.0 Sv for HadGEM1, and 13.3 ± 1.0 Sv for HadGEM2 (mean and standard deviations of annual mean data). These preindustrial values can be compared to the observed value of 18.7 ± 2.1 Sv (mean and best estimate of uncertainty for the period 2004-2008) from the RAPID array at 26.5°N (Kanzow et al. 2010 ).
Estimation of significant trends
The 95% confidence limits of linear trends were estimated using a 'bootstrap' methodology following Baehr et al. (2008) . For each trend length, upper and lower 95% confidence limits of the trend were estimated from the distribution of trends in 10 4 random segments of data from the three long control simulations. Forced trends were considered to have been detected at the 95% level if they were larger than the confidence limits calculated from the corresponding control simulation. To give an idea of the sensitivity of these limits to the length of the control simulation, confidence limits for two variables (MOC 26N and MOC 50N ) were calculated using one-hundred 495 year long subsamples from HadCM3 con (yellow lines in Fig. 1 ). One caveat regarding absolute detection times that should be noted is that none of the models used in this study are eddy- z (red) and the rest of the PPE 1% ensemble (grey lines) compared to 140 year sections of MOC 26N from HadCM3 con (red dashed lines), HadGEM1 con (green dashed lines) and HadGEM2 con (blue dashed lines). b Linear trends starting from year = 40 in MOC 26N compared to 95% confidence limits estimated from 5100 years of HadCM3 con (red dashed lines), 1150 years of HadGEM1 con (green dashed lines) and 495 years of HadGEM2 con (blue dashed lines). The yellow lines correspond to the 95% confidence limits estimated from 100 randomly selected 495 year sub-samples from HadCM3 con (c-f) same as (a, b) but for MOC 50N and MOC 26N?50N permitting and the impacts of observational uncertainty have been ignored. For these reasons, the absolute detection times presented here are likely to be underestimated (e.g. Baehr et al. 2008 ).
Calculation of optimal detector variables
The theory behind the estimation of optimal fingerprints for the detection of climate signals has been described and discussed in previous studies (e.g. Hasselmann 1993; Allen and Tett 1999; Hegerl et al. 2000) . The aim of the optimal detection approach as applied to climate change is to increase the signal-to-noise ratio of a derived climate detection variable to allow earlier detection of a forced change (e.g. Hasselmann 1993; Bell 1986; North et al. 1995) . These strategies rely on the assumption that any given climate record consists of a linear combination of internal climate variability (i.e. noise, which is assumed to have a statistically stationary character) and one or more forced signals (Hegerl and North 1997) . In addition, the relationships between elements of a detector are assumed to be constant (i.e. linear) when an optimal fingerprint is fixed in time. Despite these assumptions, such methods have been shown to be useful and have been used widely for the detection and attribution of climate change (e.g. Mitchell et al. 2001; Hegerl et al. 2007 ). Another uncertainty when using optimal detection methods is the assumption that the covariance matrix describing internal climate variability is well-known. This is not an issue for 'perfect' model experiments (such as the present study) since covariances can be accurately estimated from long model control simulations, but it does have implications for the real-world detection of MOC changes, which we discuss in Sect. 4.
Annual-mean timeseries of pseudo-observations were calculated for HadGEM1 1% , HadGEM2 1% , PPE 1% , HadCM3 con , HadGEM1 con , HadGEM2 con and PPE con (an ensemble of control experiments run in parallel to PPE 1% ). Model drift in the forced experiments was accounted for by subtracting the signal remaining in the parallel control simulations after the application of a 300 year low-pass Butterworth filter. Model drift in the long control timeseries was removed by the application of a 300 year high-pass Butterworth filter. All timeseries were then standardised using the standard deviation from their corresponding control simulation and arranged as columns within j 9 i matrices (W model 1% and W model con ) where i indicates the number of different pseudo-observations used and j the observations in time.
The response pattern to be detected (g T = [g 1 , g 2 , ..., g i ]) was defined as the first empirical orthogonal function (EOF) ofW (i.e. the first eigenvector of 1 jW TW ) whereW is the multi-model mean response to a 1% CO 2 forcing. In order to derive an optimised fingerprint, all climate signals were transformed into an orthonormal coordinate system consisting of a subset of the EOFs from W con where 1 j W T con W con is the covariance matrix used to describe internal climate variability. This transformation is described by the following equations
where X con is an i 9 n matrix (n B i) containing the n EOFs used in the truncated basis. The optimised fingerprint (f) is then given by
which has the effect of weighting the elements of g 0 by the inverse of the eigenvalues (i.e. the variance) corresponding to the EOFs of W 0 con . The impact of this transformation is to 'rotate' the fingerprint vector f away from the directions of maximum noise in the control simulation. The number of eigenvectors used in the transformation was truncated to prevent the spurious amplification of components of f associated with high-index eigenvalues (which are usually underestimated) (Hasselmann 1993) . Finally, detector variables (d 1% and d con ) were calculated by projecting the transformed climate signals onto f.
3 Results
Detection timescales for changes in the MOC
3.1.1 Maximum overturning at 26°N Figure 1a shows the decrease of MOC 26N in the 1% CO 2 scenarios compared to the variability in the long control simulations. MOC 26N shows a multi-model mean decrease of 4.0 Sv after 140 years (a linear trend of *0.03 Sv/year) and both HadGEM1 1% and HadGEM2 1% lie within the range of responses in PPE 1% . The 95% confidence limits for linear trends starting from year 40 are shown in Fig. 1b . The confidence limits estimated from the three control simulations are consistent with one another and with those previously estimated for ECHAM5/MPI-OM (Baehr et al. 2008) . The mean detection time in the 1% ensemble is 40.4 years with individual detection times ranging from 11 to 76 years (Table 1) . These detection times are the benchmark against which the other observing strategies considered in this study have been evaluated.
Maximum overturning at 50°N
In contrast to the results for 26°N, the decrease of MOC 50N in PPE 1% (5.0-9.6 Sv) is much larger than in HadGEM1 1% and HadGEM2 1% (3.5-3.7 Sv) (Fig. 1c) . However, the mean detection time for MOC 50N (39.9 years) is almost identical to that estimated using MOC 26N . The very similar detection times, despite different signal magnitudes, are a result of the differences in the confidence limits (Fig. 1d) . The interannual variability of MOC 50N in HadCM3 con is larger than that in HadGEM1 and HadGEM2, especially on multi-decadal to centennial timescales. This means that the confidence limits estimated from HadCM3 con are wider than those from HadGEM1 and HadGEM2 and hence a larger magnitude signal is required for a similar detection time. Sub-sampling of HadCM3 con confirmed that the differences in the confidence limits are not an artifact of the differing lengths of the control simulations (see yellow lines in Fig. 1d ).
3.2 Detection times for multivariate detection statistics
A simple MOC detector variable
To test if detection times could be improved by measuring the MOC at two locations, a detector variable was defined that combined observations from both latitudes into a simple detection statistic (MOC 26N?50N ). MOC 26N?50N was 50N and POs 3, 4, 10, 11, 14) . Colors are the same as those as in Fig. 1 resulting trends in MOC 26N?50N calculated for the multimodel ensemble. Despite including information from both latitudes, the mean detection time for MOC 26N?50N is 40.1 years, nearly identical to the mean detection times from MOC 26N and MOC 50N . The reasons for this lack of improvement are discussed in Sect. 4.
The 16-element Vellinga and Wood (2004) detector
Vellinga and Wood (2004) used HadCM3 to define an optimised fingerprint of MOC change comprised of MOC 26N and 15 other hydrographic variables (termed pseudo-observations, POs). Observations were chosen to (1) be easily observable, (2) be well correlated with decadal changes of the MOC in a global warming scenario and (3) have a good signal-to-noise ratio. Vellinga and Wood (2004) demonstrated that the resulting detector variable had a better signal-to-noise ratio than MOC 26N when applied to HadCM3. This section describes the derivation of an analogous 16-element optimal detection variable and its application to HadGEM1 1% , HadGEM2 1% and PPE 1% . The original 16-element detector variable included several POs which required a spatial structure to be projected onto an EOF to obtain a scalar time series. To simplify matters, these POs were replaced with quantities more easily observable in the real world (e.g. area and volume averages) ( Table 2) . Several of these variables also required properties to be averaged on potential density (sigma-theta, r h ) surfaces. To account for the model-specific temperature and salinity biases, density surfaces were chosen such that they were representative of the same depths as those originally identified in HadCM3 (*550m and *800m for r h 1 and r h 2 , respectively). The response of all 16 POs in HadGEM1 1% , Had-GEM2 1% and PPE 1% (standardised using the standard deviation from the relevant control simulation) and the pattern identified by the detection variable (the 1st EOF of the multi-model mean response) are plotted in Fig. 2 . The optimised detection variable derived from all 16 POs (d 16 ) was calculated as described in Sect. 2.4 using a truncated basis of 12 EOFs. The resulting trends and confidence limits of d 16 are plotted in Fig. 3a , b. From these plots it is clear that d 16 has a much better signal-to-noise ratio than either of MOC 26N or MOC 50N . This is confirmed by the ensemble mean detection time of 21.1 years, about half the time taken to detect a trend in the univariate timeseries of the MOC.
However, further analysis of this detection variable reveals that d 16 is weighted towards strong trends in tropical Atlantic ocean temperatures, which are not obviously related to changes in the MOC. Of the original 16 POs identified by Vellinga and Wood (2004) , three (PO12, PO13 and PO15) were based on spatially averaged temperature of the upper water column along North-South sections in the tropical Atlantic. In addition, PO16 is strongly coupled to PO12 since it is the average salinity for water in the same location and density class as PO12. These POs were identified because of their strong negative correlation with the MOC in years 1990-2050 of a global warming simulation (SRES-B1 scenario, see Fig. 4 ) with HadCM3. However, the MOC does not undergo a monotonic decrease in this simulation: over the periods and 2050-2100 the MOC increases. During these two periods, the tropical Atlantic POs (12, 13, 15, 16) have a positive, as opposed to negative, correlation with the MOC. In contrast, all four POs are well correlated with globally averaged SST over the entire simulation (Fig. 4) .
In addition, correlation analysis of the HadCM3, Had-GEM1 and HadGEM2 control simulations revealed no Fig. 4 MOC 26N compared with PO12, PO13, PO15 and global average sea-surface temperatures calculated for the HadCM3 SRES-B1 global warming scenario originally used by Vellinga and Wood (2004) to identify the elements of d 16 evidence for a consistent negative correlation beween the MOC and tropical Atlantic temperatures. In HadCM3, all four tropical Alantic POs showed small (r = 0.07-0.13) but robust positive correlations with MOC 26N (correlations were deemed to be significantly different from zero at 95% confidence level using a bootstrap method which accounted for autocorrelations in the timeseries). In HadGEM2, only PO15 was found to have a statistically significant correlation with the MOC (r = ?0.17). In HadGEM1, none of the four tropical Atlantic POs had a significant correlation with the MOC. Hence, we find no evidence for a consistent negative correlation between POs 12,13,15 and 16 and the MOC, and suggest that, in HadGEM1 1% , HadGEM2 1% and PPE 1% , tropical Atlantic temperatures and MOC 26N are related only by a common correlation with globally averaged SST, not by a physical mechanism. The inclusion of these POs in an MOC detector, two of which have a very high signal-to-noise ratio, increases the chances of falsepositive detection driven by global warming without any change in the MOC. This illustrates the need to identify detection statistics using physical reasoning and not statistical arguments alone.
A revised optimal MOC detection variable
A revised optimal MOC detection variable was defined using a subset of the 16 original POs identified using HadCM3 and the following criteria: (1) POs must show significant correlations (of the same sign) with the MOC at 26°N in all of the 1% CO 2 experiments used in this study and (2) POs must show evidence of a mechanistic link with the MOC in the control simulations. As described above, POs 12, 13, 15 and 16 were removed from the fingerprint of MOC change because they were judged to be poor indicators of MOC change and responded primarily to the CO 2 -induced surface warming signal. POs 2, 5, 6, 7, 8 and 9 were removed because they did not meet the criteria of having significant correlations of a consistent sign across all 24 CO 2 -forced simulations. The remaining observations (POs 3, 4, 10, 11, and 14 in Table 2 ) are all in (or very near to) the Norwegian Sea, the dominant region of open-ocean convection in these models (as diagnosed by winter mixed layer depths).
Deep-water formation is a critical component of the MOC because it plays a key role in setting the water-mass properties of the deep western boundary current (Dickson and Brown 1994) and drives more rapid MOC responses through the excitation of Kelvin and/or coastally trapped waves which propagate southward along the western boundary (Johnson and Marshall 2002; Bingham et al. 2007; Kawase 1987) . Lead-lag correlation analysis of the control simulations (not shown) confirmed that the remaining POs are physically linked to the MOC. In all three models, salinity anomalies develop in the sub-polar gyre and the Greenland-Norwegian Seas several years before MOC 26N maxima. These anomalies spread southward along isopycnal surfaces through the sub-polar gyre and then into the sub-tropical gyre and along the western boundary, with maximum anomalies reaching 26°N about 40-60 years after the formation of the anomalies in the high latitudes.
The remaining POs were used to define a six element detector variable (d 6 ) which was calculated using a truncated basis of 4 EOFs. The calculated trends in d 6 and corresponding confidence limits are shown in Fig. 3c, d . The ensemble mean detection time of d 6 is *41 years. The longer detection times relative to d 16 is a consequence of the removal of the tropical warming trends which had very high signal-to-noise ratios. Although the mean detection time from d 6 showed no improvement relative to MOC 26N , the skewed distribution of detection times suggests there may be some benefit to including high-latitude observations in a detection variable. For example, the median detection time for d 6 is 32.5 years (8 years less than the median detection time in MOC 26N ) and 70% of the detection times from d 6 are better than those from MOC 26N .
Although POs 2 and 5 were not included in a revised detection variable, they only just failed the correlation criteria defined above, and are physically very similar to POs 4, 10 and 14. To test the sensitivity of our results to the presence of POs 2 and 5, we recalculated detection times for a fingerprint comprised of d 6 ? PO2 ? PO5. Inclusion of PO2 and PO5 reduced the mean detection time by 3 years but reduced the percentage of models that had detection times better than MOC 26N to *62%. Of the 30% of models which showed longer detection times in d 6 , the most notable was HadGEM2. The absence of detection (of d 6 ) in HadGEM2 1% is likely to be a result of the reversal of the salinity trend at the Faroe-Scotland ridge (PO3) after 100 years, which occured without a corresponding change in the MOC. Following this change, d 6 was no longer optimal in HadGEM2 as the assumption of linearity was violated (i.e. that a decrease in the MOC will always be related to a decrease of salinity at the Faroe-Scotland ridge).
To evaluate the sensitivity of MOC detection times to the inclusion of meridional transports, two additional tests were performed. In the first test, MOC 26N was removed from d 6 to create an optimal detection variable containing only hydrographic properties from the North Atlantic (POs 3, 4, 11, 10 and 14). The removal of MOC 26N from d 6 increased the mean detection time by 12 years (to 52 years) and reduced the mean correlation between the detection variable and MOC 26N . In the second test, a further optimal MOC detector variable was defined that included the same elements as d 6 and also MOC 50N (termed d 7 , Fig. 3e, f) . When both MOC 26N and MOC 50N were included as part of the revised optimal detector, there was a small reduction in mean detection time to *36 years and the median detection time was reduced to 27 years. As might be expected, these tests demonstrate that the time taken to detect a change in the MOC is decreased when MOC transport observations are included within optimised fingerprints of MOC change.
Discussion
MOC 26N and MOC 50N
Although we have not emphasised absolute detection times, our results are similar to those from previous studies (e.g. Baehr et al. 2008; Drijfhout and Hazeleger 2007) , which suggest that multi-decadal observational timeseries will be required for the detection of an anthropogenic trend in the MOC. Assuming perfectly observed conditions, we found no evidence to suggest that mean detection times would be significantly reduced by measuring the MOC at 50°N instead of 26°N. However, high-resolution ocean model and observational estimates of the surface ocean eddy kinetic energy field show significant variability with latitude along the western boundary of the North Atlantic (Burkholder and Lozier 2011) . For this reason, it is possible that there would be a difference in mean detection times estimated for MOC 26N and MOC 50N if the same analysis could be performed using coupled climate models with higher resolution ocean sub-models (e.g. 0.25°9 0.25°for eddy-permitting and 0.1°9 0.1°for eddy-resolving simulations).
We also found no improvement in mean detection times when observations from both 26°N and 50°N were incorporated into a bivariate detection statistic. If our results are representative of the true detectability of MOC trends in the sub-tropical and sub-polar gyres, other considerations (e.g. observational uncertainties, the cost of deploying an observing array, the length of existing timeseries, the relationship between the MOC and meridional heat transports) are likely to be important if it becomes necessary to choose a single latitude at which to observe the MOC. This result is interesting because a previous model study demonstrated a lack of meridional coherence in MOC variability between the sub-polar and sub-tropical gyres and recommended observations from both regions for optimal detection of MOC change (Bingham et al. 2007 ). This apparent discrepancy can be explained using results from an EOF analysis of the two-dimensional Atlantic overturning streamfunctions from the three control simulations (Fig. 5) .
On timescales of a decade or longer, MOC variability in the models used in this study is dominated by a basin-wide mode which accounts for 50-60% of the total variance. The modes of internal variability in which MOC 26N and Fig. 5 a-c Changes in decadal mean MOC streamfunction after 100 years of 1% CO 2 in PPE 1% z , HadGEM1 1 % and HadGEM2 1% . df The first EOFs of decadal-mean streamfunctions from HadCM3 con , HadGEM1 con and HadGEM2 con . g-i The first EOFs of annual-mean streamfunctions from HadCM3 con , HadGEM1 con and HadGEM2 con after the application of a 10 year high-pass filter MOC 50N are anti-correlated are less significant on the multi-decadal timescales of anthropogenic change. From this analysis, it could be inferred that paired MOC observations from the sub-tropical and sub-polar gyres are only helpful for distinguishing between internal and forced variability on timescales of less than *10 years. However, there is some observational evidence for MOC changes of the opposite sign in sub-polar and sub-tropical gyres over the period 1950 (Lozier et al. 2010 . If the MOC changes described by Lozier et al. (2010) represent internal variability on a multi-decadal timescale then observations of the MOC at more than one latitude could be critical for identifying basin-wide, and hence climatically significant, changes in the MOC. It is possible that the lack of such variability in the Hadley Centre Climate Models is associated with the poor simulation of decadal variability of the North Atlantic oscillation. Figure 5 also shows changes to the decadal mean overturning streamfunctions in PPE 1% z , HadGEM1 1% and HadGEM2 1% after 100 years of a 1%/year increase of CO 2 . The latitudes of maximum MOC change are different in each simulation and appear to be very closely related to the patterns describing the leading modes of decadal MOC variability. This comparison suggests that, in these models, the MOC response to global warming may be projecting onto an existing mode of variability. If this is true in the real-world, MOC detection times may be relatively insensitive to the latitude chosen for MOC observations, as the largest MOC signal may preferentially occur at the latitude with the most variability (i.e. noise).
Optimal fingerprints of MOC change
The results from this study demonstrate that, given perfect observations and the existence of a long timeseries from which to infer unforced variability and covariances, observations of hydrographic properties could potentially reduce the time to detect an MOC change by several years. However, the benefits are not as large as those previously found for HadCM3 (Vellinga and Wood 2004) , especially when spurious tropical warming trends are removed from the fingerprint of MOC change. This result emphasises the importance of choosing elements of a detector variable using physical rather than statistical arguments. Any detection variable that is derived through correlation analysis of a particular model (or set of models) will always be vulnerable to further analysis with newer data. For this reason, one would expect elements of a detector variable that have a physical/dynamic link to the MOC to be more likely to show behaviours that are robust across a range of models, thereby increasing the confidence in the application of any resulting detection statistic that is applied in the real world. Baehr et al. (2007) advocated the incorporation of the vertical structure of zonal density gradients (which are recovered at the eastern and western boundaries of the Atlantic by the RAPID array at 26.5°N) into a multivariate detector variable. These observations are linked the MOC via geostrophic dynamics and are therefore much more likely to show relationships that are consistent across a range of models. If model-derived pseudo-observations are to be used to guide real-world observations, it is especially important to have an understanding of the physical processes involved so that model biases can be taken into account. For example, a pseudo-observation designed to diagnose convective activity in HadCM3 would be best placed in the Norwegian Sea. However, real-world analogues might be best located in the Labrador Sea and the sub-polar gyre south of Iceland as well as in the GreenlandNorwegian Seas.
Implications for real-world detection of MOC change
Previous studies have demonstrated the importance of estimating the magnitude and patterns of internal variability when deriving optimal detection statistics to be applied to real-world climate observations (Hegerl et al. 2000; Allen and Tett 1999) . In the absence of long observational records, covariances and internal variability have to be estimated from model control simulations. For this reason, detection times derived using optimal detection methodologies are potentially very sensitive to the models chosen for hypothesis testing and estimation of the covariances used in the fingerprint optimisation process (Hasselmann 1993). Figure 6 shows the ensemble mean detection times from Table 1 as horizontal grey bars. These detection times were calculated using model-specific estimates of covariances and internal variability for optimisation and hypothesis testing (i.e. covariances from HadGEM1 con were used to optimise the detector applied to HadGEM1 1% ). The error bars in Fig. 6 illustrate the sensitivity of the calculated detection times to the source of noise used for optimisation and hypothesis testing. The very small range of detection times calculated for MOC 26N is a result of the very similar MOC variability at 26°N in HadCM3, HadGEM1 and HadGEM2. In contrast, the large range of detection times for the optimised variables demonstrates the sensitivity of the optimal fingerprinting method to biased estimates of the covariance matrix describing internal variability. For real-world optimal detection results to be robust, they should to be insensitive to the choice of control simulation used for optimisation (Hegerl et al. 2000; Allen and Tett 1999) . However, the current generation of coupled climate models (including HadCM3, HadGEM1 and HadGEM2) have significant biases in surface climate and show large differences in the magnitude and dominant period of Atlantic variability on decadal and longer timescales (Latif et al. 2006) . One potential alternative to using coupled climate models to estimate the structure and magnitude of ocean climate variability would be to use century timescale ocean reanalyses (e.g. SODA v2.2.4, see Carton and Giese (2008) for a description of SODA v1.4). Ocean reanalyses use data assimilation methods to combine observational information with dynamical constraints from an ocean model to estimate the full three-dimensional ocean state through time. Such state estimates provide an attractive alternative for reconstructing poorly observed quantities such as volume and heat transports and, in time, could prove to be the best way to estimate the MOC and associated covariances in the ocean during the historical period. However, one disadvantage of using ocean reanalyses (and observational records) to estimate covariances is that forced and un-forced variability are convolved.
Conclusions
Assuming perfectly observed conditions, we find no evidence to suggest that detection times would be significantly reduced by measuring the MOC at 50°N instead of (or in addition to) measurements at 26°N. Furthermore, we find that detection times based on MOC observations from 26°N are the most robust to model-based estimates of internal MOC variability. Our results suggest that observations of hydrographic properties in regions of openocean convection may help reduce MOC detection times by several years, but the benefits are not universal across models, nor as large as previously suggested. In addition, detection times derived from optimised MOC fingerprints are sensitive to the choice of model used to estimate the covariance matrix describing internal MOC and climate variability. This last result presents a strong case for deriving fingerprints of MOC change using dynamical/ physical arguments (e.g. Baehr et al. 2007 ) rather than statistical methods in order to promote more robust results across a range of models. Fig. 6 The grey bars show the ensemble mean detection times from Table 1 calculated using model-specific estimates of covariances and internal variability for optimisation and hypothesis testing. The lines overlying the grey bars show the maximum and minimum ensemble mean detection times when one control simulation was chosen to estimate the confidence limits and one control simulation was chosen to estimate the covariances used for detector optimisation. This was done for all nine combinations (i.e. choosing two control simulations from three) to estimate the range of ensemble mean detection times. The resulting range gives an idea of the sensitivity of the detection times to inter-model differences in covariances and internal variability and illustrates the impact of calculating an optimal detection statistic and testing for a significant trend when the internal variability is estimated from a biased model
