Abstract. It is shown that an infinite loop space with no odd torsion in its integral homology also has no odd torsion in its homotopy. Combined with known results of Steve Wilson, this gives a complete classification; all such spaces are products of the Wilson spaces, which are the building blocks of the spaces in the omega spectrum for BP .
Introduction
Infinite loop spaces are fundamental objects of study in homotopy theory, due to the fact that they are in one-to-one correspondence with connective cohomology theories. They are especially useful in understanding the relationship between stable and unstable information. The Main Theorem of this paper translates unstable information (lack of torsion in the homology of an infinite loop space) into a stable result (lack of torsion in the stable homotopy of the corresponding omega spectrum). Theorem 1.1. Suppose X is an infinite loop space and p is an odd prime. If the integral homology of X is p-torsion free, then the homotopy groups of X are also p-torsion free.
A related result due to Steve Wilson [7] completely classifies H-spaces whose homology and homotopy are both p-torsion free. Theorem 1.1 can be used together with Wilson's results to completely classify all infinite loop spaces with p-torsion free homology.
Wilson's result can be summarized as follows. For each prime p and each nonnegative integer n there is a unique atomic infinite loop space, denoted B(n, p), whose homology and homotopy are free of p-torsion. We call B(n, p) a Wilson space of type (n, p). Wilson proved that every finite type CW H-space with p-torsion free homology and homotopy must be (p-locally) a product of these spaces. The following Corollary of Theorem 1.1 is now immediate, given Wilson's classification. Corollary 1.2. Suppose X is an infinite loop space and p is an odd prime. If the integral homology of X is p-torsion free, then X is (p-locally) homotopy equivalent to a product of Wilson spaces.
It is interesting to note that Theorem 1.1 is false if the hypothesis that the prime is odd is dropped. Simple counterexamples exist, most notably certain spaces in the omega spectrum of bo, the real connective K-theory spectrum. For example, the infinite loop space BSp has 2-torsion free homology, but has torsion of order 2 in its homotopy. It is an interesting problem to consider which infinite loop spaces have 2-torsion free homology, and what limits that assumption puts on the torsion in homotopy. The author plans to address these questions in future work.
The breakdown of the papers is as follows. In Section 2, some necessary technical background material from the author's previous papers [2] and [3] is summarized. Section 3 is then comprised of the proof of Theorem 1.1. Throughout the paper we shall assume all of our spaces to be based and compactly generated and such that (X, * ) is an NDR pair. We shall also assume that H * (X; Z (p) ) has finite type. The letter p will be reserved to denote an arbitrary odd prime number. All homology and cohomology is taken to be reduced.
Background Material
One of the basic techniques in the proof of Theorem 1.1 is the use of the higher projective planes defined in [3] . The main idea behind these constructions is that they geometrically encode the primary delooping information for X, that is, the part of the infinite loop space structure of X which determines the Dyer-Lashof operations on H * (X; Z/p). The Main Theorem of [2] is then used to give an explicit relationship between the Steenrod operations in the mod p cohomology of the spectrum P p X of projective planes, and the Dyer-Lashof operations in the mod p homology of X.
More explicitly, let C ∞,p X denote the p th filtration of the May-
The subscripts of C ∞,∞ X correspond to filtrations by the dimension, and number of "little cubes", respectively. Recall that the first filtration C ∞,1 X of C ∞,∞ X is homotopy equivalent to X. The quotient C ∞,p X/C ∞,1 X is denoted by C ∞,p X. An infinite loop space comes equipped with a structure map C ∞,p X → X which extends the homotopy equivalence C ∞,1 X − → X. Conversely, if X has such a structure map (just enough to define mod p Dyer-Lashof operations), then X is called an H ∞ p -space (a weaker criterion than being an infinite loop space). In [3] , the structure map is used to construct a related map h : Σ ∞ C ∞,p X → Σ ∞ X, which can be defined only stably in general. This is what we call the higher Hopf construction. The spectrum P p X is then defined to be the cofiber of h. One of the main results of [3] is that P p may be made into a functor from an appropriate category of H ∞ p -spaces to the homotopy category of spectra, and that P p is left adjoint to the zero space functor Ω ∞ in this setting. P p X should be thought of as a partial infinite delooping of X. Hence the cohomology of P p X will be a reflection of the cohomology of the deloopings of X.
The spectrum P p X comes equipped with a very useful filtration in the following manner. The usual filtration of
is modeled by a corresponding filtration of
Restricting this to the p th filtrations of these models and then passing to the quotient of each by the first filtration gives
This in turn gives rise to a filtration of the Hopf construction, and hence of
We then filter H * (P p X; Z/p) by the formula
The cohomological results needed from [2] are best stated in terms of the basic cofibration sequence
The mod p cohomology of C ∞,p X is computed in [1] , and summarized in [2] . It is an algebraic functor of the mod p cohomology of X. Specifically, given an element x ∈ H * (X; Z/p), there are functorially defined elements
, 1}) which are related to the Dyer-Lashof operations of the same lower indices. These elements are also related to the Steenrod operations in H * (P p X; Z/p) by the following Theorem, which is one of the main results of [2] .
Theorem 2.1. Let n = 2s + 1 − δ for some δ ∈ {0, 1} and s ≥ δ. Ifx ∈ H 2q+δ (P p X; Z/p), and s > 0, then
The utility of Theorem 2.1 is in the relationship between the cohomology elements Q (n−1)(p−1)− x (external operations) and the Dyer-Lashof (internal) operations on H * (X; Z/p). What we will need can be summarized by saying that the triviality of P q+sx (and hence of βP q+sx ) modulo F n+1 will imply the nontriviality of the Dyer-Lashof operations Q (n−1)(p−1)−1 and Q (n−1)(p−1) on H * (X; Z/p), since the map h can be used to define homology operations. Roughly speaking, an element dual to x will have a nontrivial action of each of these operations on it. The fact that βQ (n−1)(p−1) = Q (n−1)(p−1)−1 (here β is the homology Bockstein operation) will then imply that X has p-torsion in its homology if P q+sx = 0 mod F n+1 . If x is defined as in Theorem 2.1 by the formula i * x = σ ∞ x, then by exactness, h * (σ ∞ x) = 0. In this case we call the element x ∈ H * (X; Z/p) H ∞ p -primitive. It is an elementary fact that the subalgebra of H * (X; Z/p) generated by the H ∞ pprimitive elements is also a sub-Hopf algebra, since it is primitively generated.
At this point, a few results about the Steenrod algebra action on H * ( C ∞,p X; Z/p) are needed. The main tool here is the Nishida relations. Let δ ∈ {0, 1} and define a function λ by λ(2j + δ) = δ. Proposition 2.2. The following formulas hold for every element x ∈ H q (X; Z/p) and every r > 0:
where u 1 , u 2 , u 3 ∈ Z/p are units.
Let M * denote the subspace of H * ( C ∞,p X; Z/p) generated by the dual external Pontryagin product elements, let M + and M − denote the vector spaces generated by elements of the form Q (n−1)(p−1) z and Q (n−1)(p−1)−1 z, respectively, where n > 1 and z ∈ H * (X; Z/p). For any space X the vector space M * is closed under the action of the Steenrod algebra. Though the vector spaces M + and M − are not closed under the action of the full Steenrod algebra, the condition that H * (X; Z (p) ) is torsion free can be combined with the Nishida relations to show that M + and M − are closed under the action of the subalgebra generated by the reduced power operations. In other words, there can be no crossing from M + to M − , or vice versa, without the presence of Bockstein operations.
Proof of the Main Theorem
The proof is similar in principle to the proof of the Main Theorem in [6] . It will follow from a series of three Propositions. The first two of these, Propositions 3.1 and 3.2, have as their goal proving that the mod p cohomology of X is a free commutative algebra. Once this is established, then a simple argument yields Proposition 3.3, which states essentially that all of the loop spaces of X also must have free commutative mod p cohomology. The Main Theorem then follows easily. The bulk of the work occurs in the proof of Proposition 3.1, which shows that a certain sub-Hopf algebra of the mod p cohomology of X is a free commutative algebra.
Recall that an element
, and that the algebra generated by H ∞ p -primitive elements is a sub-Hopf algebra of H * (X; Z/p). The strategy used in the proof of Proposition 3.1 is to show that the vanishing of certain p th powers in H * (X; Z/p) implies the vanishing of some particular high excess Steenrod operations in H * (P p X; Z/p), which in turn imply the nontriviality of certain Dyer-Lashof operations in H * (X; Z/p). The nonvanishing Dyer-Lashof operations that are found will detect torsion in the integral homology of X, which is assumed not to be possible. Therefore the assumption that these p th powers were trivial must have been erroneous. 
From this it is evident that a nonrecursive definition of φ(r, s) is
Assuming s is not equivalent to −1 mod p, it will be shown by upward induction on r that the p th power map is monic on the H ∞ p -primitives of H 2φ(r,s) (X; Z/p).
Let x ∈ H 2φ(r,s) (X; Z/p) be an H ∞ p -primitive element, and assume that x p = 0. This will be shown to lead to a contradiction to the hypothesis that H * (X; Z (p) ) is free of p-torsion. Assume by induction that the p th power map is monic on the H ∞ p -primitives of H 2φ(t,s) (X; Z/p) for all 0 ≤ t < r and all s. Using the basic cofibration sequence (6) from the previous section, choose an elementx ∈ H 2φ(r,s) (P p X; Z/p) for which i * (x) = σ ∞ x. The assumption that x is H ∞ p -primitive is precisely the condition we need in order to find such an elementx. Then the Theorem 2.1 implies the following formulas, which hold in H 2pφ(r,s)+2p
A contradiction will be reached if it is shown that
This also follows by the results of [2] (see the comments following Theorem 2.1), since the elements σ ∞ Q p r (p−1)−1 x and σ ∞ Q p r (p−1) x, connected by the cohomology Bockstein, will then be in the image of h * (modulo elements which can be ignored). This in turn implies the existence of two nontrivial Dyer-Lashof operations in H * (X; Z/p) connected by a homology Bockstein, which can't happen due to the hypotheses on X.
The Adem relations will be used to prove P φ(r,s+1)x = 0. Specifically, the relation of interest is
where the constants a i ∈ Z/p are certain binomial coefficients. The only one which will be explicitly needed is
Because s is assumed to be not equal to −1 modulo p, a 0 is nonzero.
The next step is to show that P i x = 0 in H * (X; Z/p) for 0 < i ≤ p r−1 . This will be where the inductive hypothesis is used. Note that when r = 0 the statement P i x = 0 for 0 < i ≤ p r−1 is empty, hence no verification is needed to begin the induction. It suffices to show P 
, which is zero, by assumption. Hence it must be the case that P p m x is also zero. Since 0 = σ ∞ P i x = i * (P ix ), it must be the case that P ix is in the image of j * . Suppose P ix = j * (y), for some y ∈ H * (ΣΣ ∞ C ∞,p X; Z/p). The degree of y is 2φ(r, s) + 2i(p − 1). Since y is an element of the cohomology of the suspension spectrum of the suspension of a space, the unstable condition implies P n y is zero if n is greater than or equal to φ(r, s) + i(p − 1). Compare this to φ(r, s + 1) − i; since
we may conclude that P φ(r,s+1)−i y = 0 if 0 < i ≤ p r−1 . Now calculate
Using the Adem relation (13) together with (16), there is significant simplification, and what remains is
In order to complete the proof of the Proposition, by (12) and (17) it remains to show that
Recall the original assumption that x p = 0. This implies
Therefore P φ(r,s)x is in the image of j * . There must be elements z n ∈ H * (X; Z/p) for which
By induction it will be shown that enough of the elements z n are zero so that in fact
To ground the induction, a routine calculation shows that z n can have integral degree only if n = pk for some k, in which case
By induction, assume
for some 1 ≤ t ≤ r. In this case the degree of z p t k is given by
The strategy here will be to apply the operation P p t−1 to both sides of equation (23). The resulting left hand side will be shown to be zero, and via a partial computation of the right hand side this will force z p t k to be zero unless p | k.
For the left hand side the following Adem relation will be needed
The first coefficient b 0 may be computed explicitly,
because t − 1 < r. Therefore one obtains the slightly simpler looking relation
It has already been shown that P ix is in the image of j * for each i above, since
Thus in order to prove P p t−1 P φ(r,s)x is zero, it suffices (as before) to check that φ(t − 1, pφ(r − t, s)) − i is less than or equal to φ(r, s)+i(p − 1)
The criterion is met, and this together with (25) implies P 
The left hand side can be computed using the Nishida relations (Proposition 2.2); the specific relation which is used is
where the c j are certain binomial coefficients. Only the coefficient c 0 is explicitly needed; it is
The last line follows since t ≤ r. The coefficient c 0 is therefore nonzero whenever k is not divisible by p. The terms P j z p t k in the expansion above are in differing degrees for distinct pairs (j, k), as we may see by explicitly computing
using the fact that j ≤ p t−2 . Because c 0 is nonzero whenever k is not divisible by p, equations (29) and (30) imply that
will be a nonzero element of ker j * = im h * modulo M * + M + if z p t k is nonzero for some k not divisible by p. Combining this with the main results of [2] , we can then find nontrivial Dyer-Lashof operations in H * (X; Z/p) which are connected by the Bockstein operation. This would contradict the hypotheses on X. Hence all such z p t k must be zero, and the induction is complete. We may now conclude that
is closed under the action of the reduced power operations, equation (18) is also satisfied, and hence the proof of the Proposition is complete.
Proposition 3.2. Suppose X is an infinite loop space whose integral homology is p-torsion free. Then the mod p cohomology of X is a free commutative algebra.
Proof. First it will be shown that the even degree Hopf algebra primitives of
where y n ∈ H odd (X; Z/p), z n ∈ H even (X; Z/p) and a n , b n are undetermined nonzero coefficients. If the right hand side above is zero, then x is an H ∞ p -primitive, and hence has infinite height. So assume that the right hand side is nonzero, 0 = x p = P k x, and that the degree of x is the smallest in which the p th power of a Hopf algebra primitive element is zero. Then the formula above together with the Nishida relations yield
The only way the right hand side of the this equation can be zero is if all of the z n are zero by the assumption of the choice of x. Therefore at least one of the y n must be nonzero. In that case, the torsion free assumption of the homology of X implies
This is a contradiction, since the a n are all nonzero and at least one of the y n is nonzero. Hence it may be concluded that the sub-Hopf algebra of H * (X; Z/p) generated by the even degree Hopf algebra primitive elements is a free commutative algebra. Proposition 7.21 of Milnor and Moore's paper [5] implies that the Hopf algebra H * (X; Z/p) splits as a tensor product of Hopf algebras
where E is an exterior algebra on odd degree generators, and H * (X; Z/p)//E is even dimensional. Furthermore, by the results above, the primitives of H * (X; Z/p)//E must have infinite height. We will show that every element of H * (X; Z/p)//E has infinite height.
Suppose that there is an element w ∈ H * (X; Z/p)//E for which w p = 0. Then it must be that w is not primitive, so that
where w i and w i are nonzero for at least one i. Choose w so that it is in the lowest degree in which the p th power map is trivial. Then
This is impossible since the elements w i and w i have nonzero p th powers. Therefore H * (X; Z/p)//E is a polynomial algebra, and the Proposition is proved.
For the next Proposition, we need to consider connective covers of X. Recall that the k-connected cover, X k , of X is defined to be the space obtained from X by killing the homotopy groups in degrees k and below. Proposition 3.3. Suppose X is an infinite loop space whose integral homology is p-torsion free. Then the integral homology of Ω n X n − 1 is also p-torsion free.
Proof. The proof proceeds by upward induction on n. The case n = 0 is just the assumption that X has p-torsion free homology. Assume by induction that the integral homology of Ω n−1 X n − 2 is p-torsion free. Then the 0-component Ω n−1 X n − 1 must also have p-torsion free homology. By Proposition 3.2, the mod p cohomology of Ω n−1 X n − 1 is a free commutative algebra. It is a routine verification using the Eilenberg-Moore spectral sequence that a connected H-space with p-torsion free homology whose mod p cohomology is a free commutative algebra has its loop space also free of p-torsion in homology (the only way new torsion could arise would be from truncations of even degree elements). Thus the Proposition is proved.
It is now routine to verify the Main Theorem. Since π n (X) = π 0 (Ω n X n − 1 ), it follows from Proposition 3.3 and the Hurewicz Theorem.
