Introduction
Gossiping and broadcasting problems have been extensively studied for several decades; see [ll] for a survey. In these problems, there are n people. Each person knows a unique message and is ignorant of the messages of other people at the beginning.
These messages are then spread by telephone calls. In each call, two people exchange all information they have so far in exactly one unit of time. Suppose each person can only call some of the people. We use a graph G=( V,/,E) to represent these information as follows. I/= { 1, . . . , n> is the set of these n people; and (i,j) E E if and only if i and j can call each other. A typical example is the complete graph K,, which represents that each pair of people can call each other. The gossip problem is to determine the gossip number of a graph G, denoted by g(G), which is the minimum number of telephone calls for all people to know all messages. For any connected graph G, it is well known that g(G) = 0 for n = 1, g(G) = 1 for n = 2, g(G) = 3 for n = 3, g(G) = 2n -4 for n L 4 and G has a 4-cycle, g(G)=2n-3 for n>4 and G has no 4-cycle; see [l-5,7-9,12,14,15,18,20] .
The gossip time problem is similar to the gossip problem except that telephone calls are allowed to occur simultaneously. The problem is to determine the minimum time gt(G) for completing gossip in a graph G. This problem is not well solved as the gossip problem. The only results, as we know, are the following. For the path P, of n vertices, gt(P,) = n when n is odd and gt(P,) = n -1 when n is even; see [6] . For the grid graph G,,. with mz2 and nr2, gt(G,,.) is equal to the diameter of G except gt(Gs,,) = 5; see [6] . For the complete graph K,, gt(K,) = [lo&n1 if 12 is:;en and gt(K,) = rlog,nl + 1 if n is odd; see [2, 13, 15] .
A third problem of this type is the broadcast (time) problem. Again, telephone calls are allowed to occur simultaneously. The problem is to find the minimum time bt(x, G) for person x to send his/her message to everyone else. The broadcast time bt(G) of a graph G = ( V, E) is min{ bt(x, G): XE V}; and the broadcast center BC(G)
is {XE V: bt(x, G) = bt(G)}.
[ 191 gave a linear-time algorithm for finding bt( T) and BC(T) of a tree T. BC(T) is always a star as the algorithm shows. They also presented Johnson's proof that the problem of computing bt(x, G) in general graphs is NP-complete. As a generalization of the above three problems, [16] introduced the idea of set to set broadcasting. Suppose A and B are two nonempty sets of vertices in a connected graph G = ( V, E). The The first two equalities follow from the fact that QT = Q,? , when a = b and QT = Qj*_ 1~~7 with Cj = ( x,,+,) when a# b. The last two equalities follow from that Qj= Qj_lCj with Cj=( ul,u2). These prove the Claim. 0
A linear-time algorithm for b(A,B, T) of a tree T
In this section, we study the set to set broadcast number b(A, B, T) of a tree T, where A and B are two nonempty subsets of V(T). We shall give a linear-time algorithm which finds b(A, B, T) and gives a sequence of b(A, B, T) calls by which A broadcasts to B. A leaf in a tree is a vertex which is adjacent to exactly one vertex.
Lemma 3.1. If T' is a subtree of a tree T and A, BC V(T'), then b(A, B, T)= b(A, B, T') and t(A, B, T) = t(A, B, T').
Proof. It suffices to prove the case that V(T)-V(T') contains only one vertex x which is a leaf in T and is adjacent to y. The lemma follows from the fact that the deletion of the call (x, y) from a sequence of calls by which A broadcasts to B is still a sequence of calls by which A broadcasts to B. 0
By Lemma 3.1, from now on we can assume that all leaves of T are in A U B. If it is not the case, we may repeatedly delete a leaf not in A U B until all leaves are in AUB.
Let T* be the only minimal subtree of T such that each component of T-T* contains vertices only in V(T) -B or only in V(T)-A.
We call components of T-T* branches of T (with respect to A and B). Each branch has a unique vertex r adjacent to a unique vertex r* in T*; r is called the root of the branch and r* the A-branch (respectively B-branch) . T*. Secondly, the algorithm makes a complete gossip in T*. Finally, it broadcasts messages from T* to B-branches.
co-root. A branch that contains vertices only in V(T) -B (respectively V(T) -A) is called an
For an A-branch, we broadcast messages from leaves toward to the root and then to the co-root. For a B-branch, we broadcast messages from its co-root in T* to the root and then to other vertices. More precisely, we have the following linear-time algorithm.
Algorithm Bl. Proof. From the algorithm, it is easy to see that Q is a sequence of a calls by which A broadcasts to B. This shows that b(A, B, T) I a. Suppose Q* is a sequence of b(A, B, T) calls by which A broadcasts to B. We first observe that every edge of T must appear in Q* at least once, for if an edge of T is not in Q*, the forests induced by Q* has a component containing a vertex XIZA and another component containing a vertex y E B. In this case, y cannot learn the information of x. This shows that IQ*1 2 a for IE( T*)l I 1. For the case of IE(T*)J~2,suppose ~Q*l<a=IE(T)I+IE(T*)l-l.Sinceeveryedgeof Tappears in Q* at least once, T* has at least two edges el and e2 which appear in Q* exactly once. The removal of er and e2 from T results in three subtrees, each of the two "extreme" subtrees must contain at least one vertex in A and one in B. Thus, there is no way for the vertex of B in one of the "extreme" subtrees to receive the information of the vertex of A in the other extreme subtree. Then, IQ*1 ~a in any case and so the theorem holds. 0
A linear-time algorithm for t(A,B, T) of a tree T
In this section, we study the set to set broadcast time t(A, B, T) for a tree T, where A and B are two nonempty subsets of V(T). We shall give a linear-time algorithm for computing t (A, B, T) . Our method employs the algorithm in [19] for finding the broadcast center BC(T) of a tree T. Let (1)
where Sk is the set of all permutations of { 1, . . . , k} and T= T(u;, W) for 15 ilk.
The meaning of (1) 
BC(T)~{U,~~,U~,...,U~}.
The following four results from [19] are useful in this paper. is a star whose center is u.
(R3) Let x be a vertex in a tree T and the shortest distance from x to a vertex y in BC( T) is k. Then bt(x, T) = k+ bt(y, T) = k + bt( T).
(R4) Suppose u is the center of the broadcast center BC( T) = {u, u,, u2, . . . , uj} of a tree T. For 1 I rlj, there is an optimum call sequence whose first call is (u,, u), by which u (respectively u,.) broadcasts to V(T) in bt( T) time units. Now we are ready to explain our algorithm for computing t (A, B, T) . Again, we assume that all leaves of T are in A U B. Let T, (respectively Tb) be the unique minimal subtree of T that contains A (respectively B). Note that all leaves of T, (respectively T,) are in A (respectively B). Roughly speaking, our method consists of three steps: (1) A broadcasts to a vertex x E BC( T,), (2) x broadcasts to a vertex y E BC( Tb), ( We need the following lemmas to verify the correctness of Algorithm B2, i.e., Theorem 4.5.
Lemma 4.1. Suppose A and B are two nonempty sets of vertices in a tree T. If B* is the set of all vertices in a path between any two vertices in B, then t(A, B, T) = t(A, B*, T).
Proof. Suppose Q is a sequence of calls by which A broadcasts to B. For any x in A and y in B*, there are two vertices z, w E B such that y E P(z,, w) which is the unique z-w path in T. Either P(x, y) c P(x, z) or P(x, y) c P(x, w). Since x broadcasts to z and w through Q, P(x, z) L Q and P(x, w) c Q. Hence P(x, y) c Q, i.e., x broadcasts toy through Q. This shows that Q is also a sequence of calls by which A broadcasts to B*. 0 
. If T, and T2 are two subtrees of T such that V(T,) fl V(T,) = {x}, then t(A, B, T) = t(A,x, T) + t(x, B, T).

