We study local analytic solutions f of the generalized Dhombres equation f ðx f ðxÞÞ ¼ 'ð f ðxÞÞ with f ð0Þ ¼ 0 in the complex domain. We give an existence result, describe the structure of the set of all local analytic solutions and solve the converse problem, i.e., we characterize those local analytic functions which are solutions of a generalized Dhombres equation. Connections of generalized Dhombres equations with linear functional equations and generalized Böttcher equations are used. Furthermore, we establish relations of generalized Dhombres equations with Briot-Bouquet differential equations and with iteration groups. Finally, as an application of Böttcher functions, we describe the connections between two generalized Dhombres equations and the representations of their solutions as infinite products. (2000): Primary 30D05, 34M25, 39B12, 39B32; Secondary 30B10.
Introduction
Continuous solutions of a generalization of the Dhombres functional equation (cf. [1] ) on real intervals and their dynamics have been studied in several papers (e.g., [4] , [5] , [12] ), in particular recently in [13] .
However, also the problem of the existence of analytic (holomorphic) solutions of such functional equations seems to be interesting and promising, as well as the study of the dynamics of these equations in the complex domain. As we will see in this note, the generalized Dhombres functional equations are closely related to certain generalized Böttcher equations which were recently investigated in [11] by methods from complex analysis.
We are going to investigate functional equations of the type
where ' is a given function and f denotes the solution.
In the present situation we will assume that ' is holomorphic at x ¼ 0; ð2Þ f is holomorphic at x ¼ 0 and f ð0Þ ¼ 0; ð3Þ (i.e., 0 is a fixed point of the solution).
We are going to investigate local analytic solutions f of (1). If ' is holomorphic for jxj< (with some >0), then by a local analytic solution of (1) we understand a function f with f ð0Þ ¼ 0, analytic in jxj<" (for some ">0), such that (1) holds for jxj<". This " may and will depend on the particular solution f . We will not approach here the problem to find an explicit estimate for " ¼ "ð f Þ.
We give now some necessary conditions on ' and f which have to be fulfilled if (1) has a local analytic solution f such that (2) and (3) hold, and such that f 6 ¼ 0 (i.e., f is ''nontrivial''). Remark 1. a) Let f be a local analytic solution of (1), i.e., (2) and (3) are satisfied. Then 'ð0Þ ¼ 0.
b) If ' ¼ 0, then f ¼ 0 is the only local analytic solution of (1) in each neighbourhood of x ¼ 0. c) Let f 6 ¼ 0 be a local analytic solution of (1) such that (2) and (3) The paper is organized as follows. In Sect. 2 we show the existence of locally analytic solutions of (1), provided 'ðxÞ ¼ x kþ1 þ Á Á Á is analytic at x ¼ 0. We show that, for each c k 2 C, there exists exactly one local analytic solution f ðxÞ ¼ c k x k þ Á Á Á (Theorem 1). Then we show that every formal solution f ðxÞ ¼ c k x k þ Á Á Á of (1) is convergent by applying results on local analytic solutions of the generalized Böttcher equation. A different representation of local analytic solutions of (1) in our situation is given in Theorem 2, by using the classical iteration process for a linear functional equation to which (1) can be reduced. This representation involves certain infinite products.
In Sect. 3 we give as a consequence of Theorem 1 and its proof a result on the structure of the set of all local analytic solutions of (1), for ' 6 ¼ 0 (Theorem 3).
This structure theorem leads to the answer of a converse problem: For which f 6 ¼ 0 there exist ' such that f is a solution of (1)? The answer is formulated in Theorem 4. Roughly speaking, the structure derived for the set of local analytic solutions of (1) is also sufficient to have a set of local analytic functions being the solutions of a generalized Dhombres equation. This converse problem, in the real case, was solved in [13] .
Local Analytic Solutions of the Generalized Dhombres Functional Equation I
In Sect. 4 we characterize the set of local analytic solutions of (1) as the set of all local analytic solutions of a certain Briot-Bouquet differential equation, associated with (1) in a unique way (Theorem 5; for Briot-Bouquet differential equations see [3] , [7] , [2] ). Conversely, we associate to each Briot-Bouquet differential equation of the form xw 0 ðxÞ ¼ k Á NðwðxÞÞ a unique generalized Dhombres equation (1) so that the sets of local analytic solutions are the same.
In Sect. 5 we establish a connection between the set of all local analytic solutions of (1) for ' 6 ¼ 0, with analytic iteration groups of first type. This gives a parametrization of the set of local analytic solutions of (1) as members of such an iteration group (Theorem 7). The proof is based on the characterization of iteration groups of type I by certain Acz e el-Jabotinsky differential equations which can be equivalently transformed to the class of Briot-Bouquet differential equations occurring in Sect. 4 .
Conversely, we associate with each analytic iteration group of type I an equation (1) such that the set of local analytic solutions of this (1) consists exactly of the members of the given iteration group.
Moreover, the group operation of the iteration group associated with (1) induces a group operation on the set of local analytic solutions of (1) which takes the form of a perturbed translation equation.
In Sect. 6 we apply Böttcher functions (i.e., the classical Böttcher equation) to equations (1) . This leads to another representation of the non-trivial local solutions of (1) (Theorem 9), but also to the explicit construction of a bijection between the sets of solutions of two generalized Dhombres equations (1), with functions ' 1 and ' 2 on the right-hand side, in the case when
with the same k ! 1 (Theorem 10).
Local Analytic Solutions of Generalized Dhombres Equations with Fixed Point 0
From Remark 1 we know that in a generalized Dhombres equation (1) with non-trivial local analytic solutions f with f ð0Þ ¼ 0 we necessarily have 'ðxÞ ¼ x kþ1 þ d kþ2 x kþ2 þ Á Á Á ; jxj< for some k ! 1, and that then necessarily f ðxÞ ¼ c k x k þ Á Á Á , with c k 6 ¼ 0 and jxj<". The existence problem is solved by Theorem 1. a) Let 'ðxÞ ¼ x kþ1 þ Á Á Á with k ! 1 be analytic at x ¼ 0. Then to each c k 2 C there exists exactly one solution f of (1) with f ðxÞ ¼ c k x k þ Á Á Á ; jxj<". b) All local analytic solutions f with f ð0Þ ¼ 0 of (1) are given by a), c k ¼ 0 if and only if f ¼ 0.
Proof. Let f be a local analytic solution of (1) 
This result is kind of folklore (see [14] , pp. 223-224) but we include here a proof for the convenience of the reader. Assume that TðxÞ, analytic at x ¼ 0, is a solution of
in a neighbourhood of 0, hence for x 6 ¼ 0,
This relation can be holomorphically continued to x ¼ 0, and the unique solution 1 þt t 1 x þ Á Á Á is obtained by substitutingc c 1 x þc c 2 x 2 þ Á Á Á into the binomial series ð1 þ yÞ 1=k . Since t k 1 ¼ c k has exactly k different complex solutions t 1 , Remark 2 is proved. 
for sufficiently small jxj. Applying T À1 on both sides of (15) we get, with U ¼ T À1 ,
in some neighbourhood of 0, with
is locally equivalent with (1), and may be viewed either as a linear functional equation (see [6] ) or a generalized Böttcher equation for U (cf. [11] ). We take now the second point of view. From Theorem 7 of [11] it follows that for each u 1 2 C Á there exists exactly one local analytic solution UðxÞ ¼ u 1 x þ Á Á Á of (17), and these are all such solutions with Uð0Þ ¼ 0, U 6 ¼ 0. It is now clear that with T ¼ U À1 , f ðxÞ ¼ ðTðxÞÞ k yields a nontrivial solution of (1), and f ðxÞ ¼ ð1=u
By an appropriate choice of u 1 we get each value c k ¼ 1=u k 1 in C Á . It remains to prove that a solution f of (1) with f ðxÞ ¼ c k x k þ Á Á Á is uniquely determined by c k . Assume that f 1 and f 2 are both solutions of (1) with
with the same c k . Take T 1 and T 2 according to Remark 2, so that
in some neighbourhood of 0, and such that T 1 and T 2 have the same
are solutions of (17) with the same linear part, and hence
This proves Theorem 1a).
Theorem 1b) is clear, since the representation f ¼ T k is possible for all local analytic solutions f of (1) with f 6 ¼ 0, f ð0Þ ¼ 0. This completes the proof of Theorem 1.
The essential step for the proof of Theorem 1 was to solve (17). We now consider (17) as a linear functional equation. In order to construct all local analytic solutions U 6 ¼ 0 of (17) we make some more preparatory transformations. We put UðxÞ ¼ u 1 x ÁŨ UðxÞ in a neighbourhood of x ¼ 0, so thatŨ UðxÞ ¼ 1 þ Á Á Á. Then (17) 
which converges uniformly and absolutely in each compact subset of a certain neighbourhood of 0. Here is the -th iterate of , and these iterates are analytic in a common neighbourhood of 0, since
Putting everything together we get
Then the set of local analytic solutions f of (1), with f 6 ¼ 0 and f ð0Þ ¼ 0, is given by
in some neighbourhood jxj<"ð f Þ. Here is the -th iterate of . ½ðzÞ ½À1 denotes the inverse of .
The Structure Theorem. A Converse Problem
Let 'ðxÞ ¼ x kþ1 þ d kþ2 x kþ2 þ Á Á Á be analytic in x ¼ 0, with k ! 1. Now we will prove that the set of all local solutions f ðxÞ ¼ c k x k þ Á Á Á ðc k 2 CÞ has the following structure.
Then there exists exactly one local analytic functionf f 0 , withf f 0 ðxÞ ¼ x þ Á Á Á, such that the set of all local analytic solutions f ðxÞ ¼ c k x k þ Á Á Á of (1) has the form
for jxj<"ð f Þ; "ð f Þ depending in general on f .
Proof. We know from Theorem 1 that under our hypothesis on ' to each c k 2 C there exists exactly one local analytic solution f of (1) Local Analytic Solutions of the Generalized Dhombres Functional Equation I
with f ðxÞ ¼ c k x k þ Á Á Á ðjxj<"ð f ÞÞ, and that these are all solutions of (1). In order to obtain the solutions f 6 ¼ 0 we wrote f ðxÞ ¼ ðTðxÞÞ 'ðx k Þ 1=k where we now use the binomial series for the exponent 1=k to get ðxÞ ¼
Using the form (24) of and substituting x with ¼ e 2i=k in (1) we find
This means that x 7 À! UðxÞ is a local analytic solution of (17) such that
Since (1) is a linear functional equation for U and since a solution of (1) is uniquely determined by its first coefficient we get UðxÞ ¼ UðxÞ in some neighbourhood of 0, hence
Now we show that T ¼ U À1 has the same structure. T is characterized by the relation TðUðxÞÞ ¼ x near 0. Again substituting x for x by (26) we get TðUðxÞÞ ¼ Tð UðxÞÞ ¼ x. Again by substituting TðxÞ for x we find, because of UðTðxÞÞ ¼ x, that TðxÞ ¼ TðxÞ in some neighbourhood of 0, hence
where
be the unique solution of (1) 
where, using (27),
, which only depends on ', but not on the individual solution f . Moreover,f f 0 ðyÞ ¼ y þ Á Á Á. It remains to prove thatf f 0 is uniquely determined by ', i.e., by the given functional equation (1) . In fact, it is uniquely determined by any non-trivial solution
¼ 0, of (1). Assume, that in some neighbourhood of 0, we have
k cover a neighbourhood of 0, if x runs through a neighbourhood of 0. So, by the identity theorem, we getf f 0 ¼g g 0 . Now Theorem 3 is completely proved.
There is the following converse problem (in the real case, cf. [13] ): For which functions f 6 ¼ 0 does there exist a function ' such that f ðx f ðxÞÞ ¼ 'ð f ðxÞÞ holds in some domain? In our present situation f is a local analytic function, f ðxÞ ¼ c k x k þ Á Á Á ; k ! 1; c k 6 ¼ 0, in some neighbourhood of 0. Theorem 3 allows us to answer this question completely for local analytic functions. We have Theorem 4. a) Letf f 0 ,f f 0 ðyÞ ¼ y þ Á Á Á, be analytic in some neighbourhood of 0. Then there exists a unique local analytic ', 'ðxÞ ¼ x kþ1 þ Á Á Á, such that the set of all local analytic solutions of (1) is given by
Then there exists a local analytic ' with 'ð0Þ ¼ 0 such that f is a solution of (1) if and only if f has the form f ðxÞ ¼f f ðx k Þ in some neighbourhood of 0, wheref f is analytic. If such a ' exists, then it is uniquely determined by f.
Proof. a) Assume that ' is a local analytic function with 'ð0Þ ¼ 0, such that each f with f ðxÞ ¼f f 0 ðc k x k Þ, jxj<"ð f Þ, is a solution of (1).
k covers a neighbourhood of 0, if x runs through a neighbourhood of 0, we find from this equivalence: 
This shows that ' is uniquely determined byf f 0 , if it exists. On the other hand, if we define ' by (32), then it obviously satisfies the assertions of Theorem 4 a). So, for ' defined according to (32), we see that all functions x 7 À!f f 0 ðc k x k Þ, jxj<"ð f Þ, are solutions of (1). These are, in fact, all local analytic solutions f of (1) 
and is a solution of (1), we got all solutions.
b) We only have to show the existence of ' to a given f and its uniqueness. But this is done with the same calculations as used in the proof of a). This completes the proof of Theorem 4. Remark 5. One may ask for an explicit representation of the functioñ f f 0 in Theorem 3, associated with a given '. We may use a similar approach as given in Theorem 2 for the solutions f of (1). Sincef f 0 ðx k Þ is a solution of (1), namely the one withf f 0 ðx k Þ ¼ x k þ Á Á Á we get from (1), by known calculations and arguments already used before, 
Remark 6. In order to describe the local analytic solutions of (1) in our present situation, one could also follow another way: (i) Show directly from (1), by comparing coefficients of powers
Generalized Dhombres Equations and Briot-Bouquet Differential Equations
We will now present a formulation of the equations (1) as certain differential equations in complex domain, namely as special Briot-Bouquet differential equations. For this type of differential equations we refer the reader to [3] , pp. 295-297, [2] , pp. 402-407, [7] , pp. 104-106 and [8] , pp. 160-162. First, we associate a given (1) with a Briot-Bouquet differential equation. Proof. a) Let ' be as in the assumption, then the set of all local analytic solutions f of (1) 
i.e., Eq. (36), in some neighbourhood of 0, where
0 are so. Now we have to prove that each local analytic solution w with wð0Þ ¼ 0 of (36) is a solution of (1). An easy calculation shows that each such solution w of (36) is of the form wðxÞ ¼ c k x k þ Á Á Á with some c k 2 C, and that w is uniquely determined by c k (we omit the details). On the other hand, by the construction of (36) there exists a solution w of (36) of the form wðxÞ ¼ c k x k þ Á Á Á , namely the solution (1) 
with local analytic functions N j , such that N j ðxÞ ¼ x þ Á Á Á have the same set of local analytic solutions as (1) . Then there is a local analytic function wðxÞ ¼ c k x k þ Á Á Á, k !1, c k 6 ¼ 0 which satisfies both differential equations and hence we get by substitution, kðN 1 À N 2 ÞðwðxÞÞ ¼ 0 in some neighbourhood of 0. Since the values wðxÞ cover a neighbourhood of 0, since w 6 ¼ 0, we find by the identity theorem N 1 À N 2 ¼ 0.
b) The proof is similar as for a). This completes the proof of Theorem 5.
There again an inverse problem arises: Given N, NðxÞ ¼ x þ Á Á Á, analytic in x ¼ 0. Does there exist a '; 'ðxÞ ¼ x kþ1 þ Á Á Á, such that the set of local analytic solutions w of (41) is the same as the set of local analytic solutions f of (1)? The answer is positive and given by Proof. From the theory of Briot-Bouquet differential equations (see in particular [8] , pp. 160-162) we deduce that all formal solutions wðxÞ with wð0Þ of (43) are given by wðxÞ ¼ c k x k þ Á Á Á, where c k 2 C can be arbitrarily prescribed, and that the formal solution wðxÞ ¼ c k x k þ Á Á Á is uniquely determined by c k . Moreover, each wðxÞ is convergent in some neighbourhood of 0, so that the formal solutions of (43) yield all local analytic w solutions of (43) with wð0Þ ¼ 0. For the convenience of the reader we give another, direct approach to the local analytic solutions wðxÞ with wð0Þ ¼ 0 of (36).
First of all, it follows from (36) by comparing coefficients on both sides that such a w has the form wðxÞ ¼ c k x k þ Á Á Á, where c k 2 C is not determined whereas the coefficients of c , ! k þ 1, are uniquely determined by c k and they exist. 
which holds in a punctured neighbourhood of 0. We show that it holds in a neighbourhood of x ¼ 0. To see this we firstly prove that the function
is defined and holomorphic in some region jxj<" 1 , jw À 1j<" 2 . From the convergence of NðyÞ ¼ y þ P !2 y we get, by simple estimations, that the series in (46) is indeed absolutely convergent if jxj< 1 and jw À 1j< 2 , for some 1 ; 2 >0. Hence it is uniformly convergent in each compact set contained in jxj< 1 , jw À 1j< 2 , and by Weierstrass' theorem it represents a function holomorphic in jxj< 1 , jw À 1j< 2 . Hence we are allowed to substitute for w the convergent seriesw wðxÞ ¼ 1 þ 1 x þ Á Á Á for sufficiently small jxj into the series in (46), and obtain an analytic function in some neighbourhood of 0. This means that the differential equation forw w can be continued to hold also in x ¼ 0, and that it allows the application of Cauchy's existence and uniqueness theorem. Hence,w wðxÞ is indeed analytic at x ¼ 0, and the existence result for (43) holds.
Then we consider the Briot-Bouquet differential equation
Here we get from the general theory [7] that (47) has exactly one formal solutionw w 0 withw w 0 ðxÞ ¼ x þ Á Á Á which is also convergent in some neighbourhood of 0. We will now prove that, using thisw w 0 , we get the local analytic solutions of (47) in the form
where jxj is sufficiently small and c k can be arbitrarily chosen in C. We deduce from (48) and (47) that
i.e., Eq. (43) is satisfied in some neighbourhood of 0, where
So wðxÞ is the unique solution of (43) with wðxÞ ¼ c k x k þ Á Á Á. Since c k 2 C is arbitrary (48) yields all local analytic solutions of (43). By Theorem 4a) there exists a unique 'ðxÞ ¼ x kþ1 þ Á Á Á such that fw; wðxÞ ¼w w 0 0 ðc k x k Þ; c k 2 C; jxj<"ðwÞg is the set of all local analytic solutions of (1). By Theorem 5a, N is the unique function such that the set of all local analytic solutions of (43) coincides with the set of such solutions of (1), so N ¼ N ' .
Remark 7. The proof of Theorems 1 and 3 on the existence of local analytic solutions of (1) and the structure of these solutions may be entirely built on the corresponding results for Briot-Bouquet differential equations. This has the advantage that the proof of convergence of formal solutions of a Briot-Bouquet differential equation by Cauchy's method of majorant, is rather short and elegant. So the existence results (Theorem 1) and the results on the structure of solutions (Theorem 3, Theorem 4) can be deduced for formal solutions of (1), neglecting the convergence, and the same holds for the connection of (1) with Briot-Bouquet differential equations. From the convergence of any formal solution of a Briot-Bouquet equation, provided the given series N ¼ N ' is convergent, we obtain, going back, the convergence of all formal solutions of (1).
Generalized Dhombres Equations and Iteration Groups
There are also close relations of generalized Dhombres equations (1) to iteration groups. In order to present these relations we recall the basic definitions and properties of analytic iteration groups of local analytic functions and their description by Acz e el-Jabotinsky differential equations (see [8] , [9] , [10] , also [15] ). A family ðF t Þ t 2 C of formal power series F t ðxÞ ¼ c 1 ðtÞx þ Á Á Á with c 1 ðtÞ 6 ¼ 0 ðt 2 CÞ is an analytic iteration group, if all coefficient functions t 7 ! c ðtÞ are entire functions and if the translation equation holds. In particular we will consider the case when each F t is a convergent power series. Then for each ðt; s 2 C 2 Þ there exists a neighbourhood of z ¼ 0 such that holds in this neighbourhood. If c 1 ðtÞ ¼ e t , t 2 C, with 6 ¼ 0, then the family ðF t Þ t 2 C is an iteration group of type I. We have the following characterization of iteration groups of type I of formal series.
If ðF t Þ t 2 C is such an iteration group of type I, then there exists a formal series HðxÞ ¼ x þ h 2 x 2 þ Á Á Á such that the set of formal solutions ÈðxÞ ¼ 1 x þ Á Á Á, 1 6 ¼ 0, of the Acz e el-Jabotinsky differential equation
is exactly the family ðF t Þ t 2 C , considered as a set. Conversely, the set of all formal solutions È of (52), with HðxÞ ¼ x þ h 2 x 2 þ Á Á Á may be parameterized as ðF t Þ t 2 C , where ðF t Þ t 2 C is an iteration group of type I, uniquely determined if we take ¼ 1.
Furthermore, all series F t of an iteration group ðF t Þ t 2 C are convergent if and only if the corresponding H is convergent. This means that H is a convergent series if and only if all formal solutions È of (52) are convergent. However, there need not exist a neighbourhood of 0 where all formal solutions of (52) are convergent. Now we explain the connection of Acz e el-Jabotinsky differential equations (54), where 
is a solution of (54).
Proof. Let B be defined as above. Then, for a solution È of (54), É :¼ È B satisfies the differential equation 
Since B is a solution of (56) we finally get (55). The converse is proved in the same way which completes proof of Lemma 1. Now, let again ðxÞ ¼ x kþ1 þ Á Á Á be given. By Theorem 5a) we associate to ' the local analytic function N ' , N ' ðxÞ ¼ x þ Á Á Á such that the set of all local analytic solutions of (1) (Theorem 3) is exactly the set of solutions of (37). We may hence apply Lemma 1 to N ' in place of H and obtain the relation between equations (1) and iteration groups.
The set of all nonzero local analytic solutions f , f ð0Þ ¼ 0, of (1) can be described as a family f Ã ðt; xÞ :¼ Fðt; Bðx k ÞÞ; ðt 2 CÞ; ð59Þ
where BðxÞ ¼ x þ Á Á Á is analytic at x ¼ 0 and ðFðt; ÁÞÞ t 2 C is an analytic iteration of type I, i.e., with BðxÞ ¼ x þ Á Á Á. c) There is only one analytic iteration group ðFðt; xÞÞ t 2 C with Fðt; xÞ ¼ e t x þ Á Á Á ðt 2 CÞ and only one B such that the set of all nontrivial analytic solutions of (1) has a representation (48). All local analytic solutions f Ã of (64) can be obtained in this form from a solutionf f of (63). From the introducing explanations of Sect. 5 we know that (61) determines a unique analytic iteration group of type I of the form 
where the local analytic functions Fðt; xÞ yield all nonzero solutions of (61). Going back we obtain the representation f Ã ðt; xÞ :¼ Fðt; Bðx k ÞÞ; ðt 2 CÞ; ð66Þ
for the set of nontrivial local analytic solutions of (1). Hence a) and b) are proved.
c) This follows from uniqueness results for Acz e el-Jabotinsky and Briot-Bouquet differential equations. We omit the details. This completes the proof of Theorem 7.
Remark 8. From Theorem 7 we deduce that the set of nontrivial local analytic solutions of (1), when parametrized as in Theorem 7a) form a perturbation of an analytic iteration group. We find, in the case k ¼ 1, 
where any of the k-th roots of B À1 ð f Ã ðs; xÞÞ, analytic at x ¼ 0, may be taken on the right-hand side.
Here we have again a converse problem: Let ðFðt; xÞÞ t 2 C be an analytic iteration group of type I, Fðt; xÞ ¼ e t x þ Á Á Á ðt 2 CÞ, whose elements are local analytic at x ¼ 0, and let k ! 1. Does there exist 'ðxÞ ¼ x kþ1 þ Á Á Á, such that the nontrivial solutions of (1) can be represented by (66), using this iteration group and an appropriate B? The answer is affirmative and given by Theorem 8. Let k ! 1 and let ðFðt; xÞÞ t 2 C be an analytic iteration group of local analytic functions Fðt; ÁÞ, Fðt; xÞ ¼ e t x þ Á Á Á ðt 2 CÞ. Then there exists a unique ', 'ðxÞ ¼ x kþ1 þ d kþ2 x kþ2 þ Á Á Á, analytic at x ¼ 0, and a unique BðxÞ ¼ x þ Á Á Á, such that the nonzero solutions of (1) can be presented in the form (66).
Proof. By what has been said at the beginning of Sect. 5, there exists for ðFðt; xÞÞ t 2 C a unique HðxÞ ¼ x þ h 2 x 2 þ Á Á Á, analytic at x ¼ 0, such that (54) has exactly the nontrivial local analytic solutions È of the form x 7 ! Fðt; xÞ. By Lemma 1 there exists a (unique) B, BðxÞ ¼ x þ Á Á Á such that via É :¼ È B À1 , (54) is equivalent with (55); note that B is the unique solution of (55) with BðxÞ ¼ x þ Á Á Á. Then, according to Theorem 6 and its proof there exists a unique local analytic function ', 'ðxÞ ¼ x kþ1 þ Á Á Á, such that the set of all local analytic solutionsf f :¼ É of (55) yields the set of all local analytic solutions of (1) in the form
Moreover, using the notation of Theorem 5 we have H ¼ N ' . Then, going back to È, we find altogether for f the representation (66). The assertions refering to uniqueness follow from the arguments used before. This completes the proof of Theorem 8.
In Remark 8 we found for the nonzero solutions of (1) in the case 'ðxÞ ¼ x 2 þ Á Á Á the composition law (68), in some neighbourhood of 0, depending on s and t. We may consider this as a perturbed translation equation. However, in this perturbation of the translation equation, B was not arbitrary, but was uniquely determined by '. Now let C, CðxÞ ¼ x þ c 2 x 2 þ Á Á Á, be an arbitrary local analytic function and ð f Ã ðt; xÞÞ t 2 C be a family of invertible local analytic functions satisfying
in some neighbourhood of 0, depending on s and t. Then 
is an iteration group. It is of the form Fðt; xÞ ¼ e t x þ Á Á Á ðt 2 CÞ, if and only if f Ã ðt; xÞ ¼ e t x þ Á Á Á ðt 2 CÞ. We assume now that f Ã ðt; xÞ ¼ e t x þ Á Á Á and that all coefficient functions of ð f Ã ðt; xÞÞ t 2 C are entire. This implies that ðFðt; xÞÞ t 2 C is an analytic iteration group of type I. We associate with this iteration group, according to Theorem 8, the unique ', 'ðxÞ ¼ x 2 þ Á Á Á (since here k ¼ 1) such that all nonzero solutions of (1) are given by " f f ðt; xÞ ¼ Fðt; BðxÞÞ; ðt 2 CÞ; ð73Þ
with an appropriate and unique B. From (1) for " f f ðt; xÞ :¼ gðxÞ we obtain the functional equation
C. This is another generalization of the Dhombres equation which coincides with (1) iff B ¼ C.
These arguments may easily be extended to obtain Remark 9. Let C, CðxÞ ¼ x þ Á Á Á, be analytic at x ¼ 0, and let ð f Ã ðt; xÞÞ t 2 C with f Ã ðt; xÞ ¼ e t x þ Á Á Á and entire coefficient functions be a solution of (71) in a neighbourhood of x ¼ 0, depending on t and s (i.e., a solution of a perturbated translation equation).
Then there exists a unique ', 'ðxÞ ¼ x 2 þ Á Á Á , and a unique D, DðxÞ ¼ x þ Á Á Á, such that the set of nonzero local analytic solutions g with gð0Þ ¼ 0 of
is given by the functions x 7 ! f Ã ðt; xÞ, for all t.
Relations Between Two Generalized Dhombres Equations: An Application of the Böttcher Functional Equation
The aim of this section is to give an explicit bijection of the set of local analytic solutions of a generalized Dhombres equation (1) with ' :¼ ' 1 to the set of local analytic solutions of another (1) with
2 with the same k ! 1. This can be done by using the Böttcher functions B ' j of ' j , for j ¼ 1; 2, and will also give another way to solve (1) in the local analytic situation.
It is well known (see e.g. [16] , pp. 60-61) that to 'ðxÞ ¼ x kþ1 þ Á Á Á, analytic at x ¼ 0, there exists a unique local analytic and invertible
in some neighbourhood of 0. We call B ' Böttcher function of '. Using B ' we get another representation of the nontrivial local analytic solutions of (1), namely, The proof of Theorem 9 will be given together with that of Theorem 10 which establishes an explicit 1 : 1 correspondence between the sets of nontrivial local analytic solutions of two generalized Dhombres equations (1) 
with the same k ! 1.
Theorem 10. Let ' j ; ' j ðxÞ ¼ x kþ1 þ Á Á Á ð j ¼ 1; 2Þ be analytic at x ¼ 0, k ! 1. Let B ' j be the Böttcher function of ' j , and denote by f 1 (resp. f 2 ) the local analytic solutions of (1) with ' :¼ ' 1 and ' :¼ ' 2 , respectively, with the same initial part x ð 6 ¼ 0Þ. Proof of Theorems 9 and 10. Let (1) with 'ðxÞ ¼ x kþ1 þ Á Á Á be given, and let f be a solution of (1). Define g :¼ B ' f . Then using (76) and (1) we see that (1) with UðxÞ ¼ u 1 x þ Á Á Á, equivalent with (1). The advantage of (81) lies in the fact that the dependence on ' is now concentrated in the first (known) factor on the left-hand side of (81), which holds in a neighbourhood of 0. To (81) we may, as for the proof of Theorem 1, apply the existence and uniqueness results for generalized Böttcher equations (see [11] ) which yields that to each u 1 2 C there exists a unique solution U with UðxÞ ¼ u 1 x þ Á Á Á. Now we consider two generalized Dhombres equations (1), with ' :¼ ' j , j ¼ 1; 2, with ' j ðxÞ ¼ x kþ1 þ Á Á Á, the corresponding Böttcher functions B ' 1 and B ' 2 and the associated equations (81).
Let us denote by U j ð; xÞ the unique local analytic solution of
with U j ð; xÞ ¼ x þ Á Á Á, 6 ¼ 0. Let E be the quotient U 1 =U 2 which is, by holomorphic extension to x ¼ 0, analytic in some neighbourhood of 0, also 
' g ¼ f leads to Theorem 9. In a similar way we obtain Theorem 10.
