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A classification technique for identifying focal mechanism type and fault plane orientation based on the
polarity of P-wave “first motion” data is derived. A support vector machine is used to classify the polarity
data in the space of spherical harmonic functions. The classification is non-parametric in the sense that
there is no requirement to make a priori assumptions source mechanism. A metric of similarity potentially
able to distinguish shear versus tensile dislocation without requiring estimation of the fault plane orientation
is a natural consequence of this procedure. Going further, correlation functions between template source
mechanism is derived, gives an estimate of fault plane orientation assuming a particular source mechanism.
I. INTRODUCTION
In this article we discuss a method to robustly classify
the focal mechanism of a seismic event and estimate fault
plane orientation using observations of the polarity of P-
wave “first motion” data. The input of this problem is a
set of observations of displacement due to a seismic event
across a seismic array (for microseismic monitoring) or
seismic network.
Existing methods for focal mechanism classification,
such as HASH1 are based on a least squared optimization
given a specific hypothesis of a double-couple type event.
However, the least squares optimization can be unstable
where the first motion polarity is misclassified. To sta-
bilize this, the HASH algorithm implements an iterative
scheme and returns the average over a set of acceptable
solutions as the preferred mechanism. Where identifying
acceptable solutions requires strategies for outlier rejec-
tion.
By comparison, the method we propose identifies the
most likely solution for the nodal lines of these radiation
patterns in a basis of spherical harmonic functions us-
ing classification. Since the spherical harmonics are the
eigenfunctions of the scalar wave-equation, these solu-
tions for the nodal lines can then be used to identify the
focal mechanism of the event. As such, this approach
is entirely non-parametric in the sense that we do not
need to presuppose-suppose the type of focal mechanism
ahead of time. One advantage of this approach is that it
admits a natural metric of similarity between the focal
mechanism types (e.g. double couple, CLVD) without re-
quiring an estimate of source type or fault plane orienta-
tion. A procedure for computing the correlation between
template focal mechanisms types and the non-parametric
estimate is derived, along with a corresponding estimate
of the fault plane orientation.
Finally, we show that the performance of the classifica-
tion approach compared to HASH using the Northridge
data-set supplied with the HASH software2.
II. MATHEMATICAL FOUNDATIONS
It is well known complex seismic sources can be rep-
resented by systems of force couples3,4 and that angu-
lar variation of the displacement due to a seismic event
can be used to characterize the source mechanism and
its orientation. We limit our analysis to the simplified
case of a compressional (or P-wave) arrival in a homoge-
neous isotropic media. Our approach will be to encode
the angular dependence of the displacement in the basis
of spherical harmonics. It will be shown that by working
in this basis, event classification (e.g. shear versus tensile
failure) and estimation of the fault plane orientation is
mathematically convenient.
Physically, the spherical harmonic functions are also
eigenfunctions of the scalar wave-equation. Solutions
to the angular dependence of the P- and S-wave radia-
tion patterns are tabulated in Ben-Menahem and Singh 4 .
Given a particular orientation of the fault plane, the an-
gular dependence of displacement due to standard focal
mechanisms such as the double couple and clvd sources
are also known in this basis. As such we can relate so-
lutions to the scalar wave equation, to particular source
mechanism.
But more generally, any square-integrable function, de-
fined on the 2-sphere, can be expressed in terms of the
orthonormal basis:
f(~x) =
∞∑
l=0
l∑
m=−l
fˆlmYlm(θ, φ) , (1)
where Ylm(θ, φ) are the spherical harmonic functions of
azimuth φ and inclination θ, and fˆlm are complex coef-
ficients. The variable indices by l- and m-respectively
are commonly referred to as the degree and order of the
basis function. It is also common to refer to each de-
gree l = 0, 1, 2 as the monopoles, dipole and quadrupole
terms (in deference to the multipole expansion of electro-
statics). Where this series has good convergence proper-
ties, we can view this expansion as a kind of data com-
pression, in the sense that a compact set of coefficients
fˆlm provides a concise description of the function. An im-
portant mathematical property of this expansion is that
the norm of the coefficients in the span of each degree are
rotationally invariant. As such a metric for distinguish-
ing the type of seismic event, for example shear-failure
versus tensile dislocation, exist without knowledge of the
orientation of the respective fault planes. Template so-
lutions for common focal mechanisms, given a particular
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2orientation, are known in this basis in Table II. This table
provides a theoretical template in terms of the relative
weighting of basis functions for common seismic events.
With more general solutions tabulated in Ben-Menahem
and Singh 4 . Hence the basis of spherical harmonics, at
least in the isotropic media, diagonalizes the problem of
characterizing standard seismic source mechanisms.
A. Kernel methods
In this section, we will show how modern techniques of
classification taken from the discipline of machine learn-
ing can be applied to earthquake seismology.
Conditional on a set of event picks of a P-wave arrival
and a velocity model, we can describe the inputs our
problem as the set {~xi, yi} of coordinates on a unit sphere
(parameterized by a azimuth and take-off angle) and the
sign of the first motion of an incident ’P-wave’ seismic
signal. The input data yi is from one of two classes,
positive first motion polarity, or negative first motion
polarity. From this set of inputs our goal is to estimate
the nodal lines of the radiation pattern.
Since the data is imperfect, it is expected that there
maybe mis-classification error. As such we need a clas-
sification algorithm that is robust to a degree of mis-
classification of the first motion. Further, we require a
classification algorithm that is tractable on the surface
of a sphere and provides a convenient measure of uncer-
tainty.
The support vector machine5 solves for the maximum
separating hyper-plane (nodal lines) between linearly
separable classes of data, with the width of the hyper-
plane providing a natural metric of uncertainty. Soft
thresholding extensions of this support vector machine5
provides robustness to mis-classification. We elaborate
further on the support vector classifier in Appendix A.
Based on a set of input training data, the support vector
machine learns the function:
f(~x) =
N∑
i=1
αiyik(~x, ~xi) + β0 , (2)
by constrained optimization. Here, yi is the polarity of
the ith arrival, the coefficients αi are Lagrange multipli-
ers that are solved for, an output of the algorithm, β0
is a constant and k(~x, ~xi) is a kernel. Domains in the
input space are defined by the sign of the function f(~x),
i.e. the solution f(~x) parameterizes the nodal lines. The
kernel function k(~x, ~xi) can be thought of as a generating
functional projecting the classifier into a higher dimen-
sional feature space. The so-called class of dot-product
kernels are appropriate for classification on a sphere. We
will show that a particular kernel:
k(~x, ~xi) = (〈~x, ~xi〉+ 1)d . (3)
projects into a basis of spherical harmonic functions,
truncating at degree-d.
Expanding the kernel in Eq. (3) in a basis of Legendre
polynomials Pl:
f(~x) =
N∑
i=1
αiyi
∞∑
l=1
alPl(〈~x, ~xi〉) , (4)
where the coefficients of the expansion are:
al =
∫ 1
−1
dx (x+ 1)dPl(x) . (5)
This integral evaluates to5:
al =
{
2d+1Γ(d+1)
Γ(d+2+l)Γ(d+1−l) +
1
2
√
1
piβ0δl0 if l ≤ d
0 otherwise
,
here we have absorbed the constant term into the coeffi-
cient for l = 0. Hence the parameter d in the definition of
the kernel truncates the expansion in Legendre polynomi-
als at degree d, which is a useful feature. To formulate an
expression in terms of the spherical harmonic functions
we use the addition theorem:
Pl(〈~x, ~xi〉) =
l∑
m=−l
Y ∗lm(θ
′, ψ′)Ylm(θ, ψ)
f(~x) =
N∑
i=1
αiyi
∞∑
l=1
al
4pi
2l + 1
×
l∑
m=−l
Y ∗lm(θ
′, ψ′)Ylm(θ, ψ) , (6)
where Y ∗lm notation denotes the complex conjugate of the
spherical harmonic function. Collecting terms:
f(~x) =
∞∑
l=1
l∑
m=−l
fˆlmYlm(θ, ψ)
fˆlm =
4pi
2l + 1
N∑
i=1
αiyialY
∗
lm(θ
′, ψ′) , (7)
each of these coefficients maps the separating margin
onto the basis of spherical harmonics, from which we can
assign physical meaning.
B. Assumptions of symmetry
Physically, seismic events such as earthquakes can be
modeled as a closed system. As such conservation of
momentum, and angular momentum can be enforced.
For the problem of earthquake classification, assuming
an isotropic media, this is equivalent to the requirement
that the solution be even under parity transformation.
To ensure that this is the case we map observations from
the upper to lower half spheres (and vice verse) to en-
sure that the optimal non-parametric solutions respect
this symmetry.
3C. Mapping the kernel estimation to a parsimonious
solution
The kernel estimation of the nodal lines is entirely
driven by the data. However, analysts require a mapping
onto a set of parsimonious solutions from which they can
interpret physical meaning. In this section we derive a ro-
tationally invariant signature of a seismic event based on
its multipole expansion. We will then go on to develop
formalism for estimating correlation functions between
events with a nested optimization over the fault plane
orientation.
Seismic sources characterized as systems of force cou-
ples are orientated with respect to the normal of a planar
fault and the direction of the slip. Particular solutions
for the angular dependence can be derived given a partic-
ular orientation4; template solutions for standard seismic
sources are tabulated in Table II. A signature of the seis-
mic event can be expressed in terms of the norm of the
coefficients at each order:
ql =
l∑
m=−l
fˆ∗lmfˆlm , (8)
where each ql tells us the relative contribution of
monopole, dipole, quadrupole, etc. composition of the
source. In Appendix B we show that this signature is
invariant under rotations.
Going further, we can define a correlation function be-
tween seismic events as:
〈g, f〉 =
∫
d3xg∗(R(α, β, γ) · ~x)f(~x) (9)
where R(α, β, γ) is a rotation matrix parameterized by
the Euler angles. The role of the rotation matrix in the
correlation function is to recognize that the relative ori-
entation of the focal plane between the two events maybe
different. The action of the rotation applied in the input
space generates a rotation in the feature space. The set of
matrices that perform this rotation in the feature space
of spherical harmonics are called Wigner’s D matrices,
see Morrison and Parker 6 for review. In Appendix B
we show that we can write the rotation of the estimated
nodal lines as:
f(R(α, β, γ) · ~x) =
∞∑
l=0
l∑
m,n=−l
Dlmn(α, β, γ)fˆlnYlm(θ, φ) .
Using the orthogonality condition of the spherical har-
monics leads to a discrete expression for the correlation
function:
〈g, f〉 =
∞∑
l=0
l∑
m,n=−l
Dl∗mn(α, β, γ)gˆ
∗
lnfˆlm , (10)
where we have made use of the fact that the D-matrices
do not mix coefficients of different degree. By optimizing
the correlation function over the Euler angles we obtain
the correlation between and two source mechanisms, and
corresponding orientation of the fault plane. Details of
the optimization algorithm can be found in Appendix B.
FIG. 1. Shows the HASH (front row), (P) parametric SVM
equivalent solution (middle row) and (NP) non-parametric so-
lution (back row). The catalog event ids are 3151649, 3152142
and 3158361.
III. APPLICATION TO NORTHRIDGE DATA
In this section we apply the support vector classifier to
the Northridge dataset supplied with the USGS HASH
software7. The HASH algorithm2 provides focal mech-
anism classification using first motion polarity based on
least squares, and is considered to be robust.
The example dataset north1 from Hardebeck and
Shearer 2 is analyzed by HASH and the support vector
classifier. The default parameterization of HASH is used,
except that we extend the number of iterations to from
30 to 3000. The north1 dataset contains the azimuth,
take-off angles and first arrival polarity for a collection
of earthquakes from the Northridge region of California,
recorded by the Southern California Seismic Network.
Polarity reversals are applied where appropriate, see the
HASH manual2.
In Fig. 1 we show a graphical example of focal mecha-
nism solutions derived from HASH compared to the para-
metric and non-parametric estimates derived from the
classifier. Like HASH, the parametric-solution assumes a
priori a double-couple (shear) event. Given this template
for the event in the basis of spherical harmonic functions
Table II, the fault plane orientation is estimated using
Eq. (10). Whereas the non-parametric solution is simply
the superposition derived from Eq. (1) (without assum-
ing a particular type of mechanism or solving for the fault
plane orientation).
Extending the analysis to the entire Northridge
(north1) dataset, in Table I, we evaluate the respective
algorithms by their overall rate of mis-classification.
4TABLE I. The average rate of misclassification for the
Northridge (north1) dataset. The parametric and non-
parametric classifiers are compared to the HASH algorithm.
svm parametric svm non-parametric HASH
15.5% 14.7% 15.3%
IV. CONCLUSIONS
We presented a new technique for classifying the focal
mechanism classification using P-wave first motion po-
larity data. This new approach provides classification
for a general set of sources including combinations of
shear- and tensile failure (double couple and CLVD). Ro-
bustness to misclassification error is achieved using soft
thresholding, rather employing importance weighting ob-
servations or by heuristic outlier rejection. This suits
the problem at hand where the observations along the
nodal lines are the most informative, but also the most
likely to be misclassified. We also derive a rotationally
invariant source signature that may provide comparison
between seismic events without requiring a parameteri-
zation of the source type or fault plane orientation. This
signature has applications for distinguishing shear- from
tensile failure, or comparing linear combinations of both.
Finally we compare the performance of the classifier to
the Northridge data-set supplied with HASH2 and per-
forms as well as the current state of the art.
Appendix A: The support vector classifier
In this section we provide a short overview of the sup-
port vector classifier. We follow Hastie, Tibshirani, and
Friedman 8 and Scholkopf and Smola 5 as references. The
software implementation of the support vector classifier
used in this report sklearn version 0.149.
First motion polarity on a 2-sphere is not linearly sep-
arable in a rectangular coordinate system, therefore the
strategy of the support vector machine is to linearize the
problem by expanding into a higher dimensional space.
The space where the observations are made is commonly
referred to as the input space, the space where the clas-
sification is performed called the feature space. The effi-
ciency of the support vector machine is subtended by the
so-called kernel trick, which allows this expansion to into
feature space to be carried out in terms of inner products
calculated in the input space.
Using the notation from Sec. II A each datum is de-
scribed a Cartesian coordinate and a class ({~xi, yi}),
where the the class yi is the first motion polarity. Con-
sider the example where we have N observations of the
first motion polarity over the surface of a unit sphere.
Suppose that there is some mapping ~φ(~x) into a higher di-
mensional space where this can be considered as a linear
problem. That is, where there exists some hyper-plane
separates the two classes:
f(~x) = 〈~β, ~φ(~x)〉+ β0 . (A1)
The strategy the support vector classifier uses is to op-
timize the width of a margin separating classes in this
domain, which can be written as the optimization:
min
~β,~η
1
2
‖β2‖+ C
N∑
i=1
ηi , (A2)
subject to the constraints:
yi(〈~β, ~φ(~xi)〉+ β0) ≥ 1− ηi
ηi ≥ 0, i = 1, ..., N . (A3)
The addition of a set of slack variables ηi stabilizes the
algorithm by allowing for for mis-classification, but with
a penalty. The penalty leads the optimization to pre-
fer mis-classification close to the nodal line, which it is
expected to be most prevalent.
This makes the algorithm robust where the data is not
exactly separable in the space spanned by ~φ, a problem
which will be caused by mis-classification of the first mo-
tion polarity.
The optimization described above is problem of
quadratic programming, which is solved by introducing
a set of Lagrange multipliers αi for each constraint. The
so-called dual form of the Lagrangian is:
L =
N∑
i=1
αi − 1
2
N∑
i,j=1
αiyiαjyj〈~φ(~xi), ~φ( ~xj)〉 . (A4)
For a certain class of function ~φ(~x), the inner product
(called a kernel) maybe evaluated in the input space di-
rectly. As an example, we show that the inner product
kernel Eq. (3) maps to an expansion in spherical har-
monic functions, a natural basis for our problem. For a
separable dataset, the Lagrange multipliers are non-zero
only for points along the optimal separating hyper-plane.
The coordinates of the corresponding data are called sup-
port vectors.
Appendix B: Optimization for estimating fault plane
orientation
In Sec. II A we have established that a set of nodal
lines along a unit sphere can be expressed as a series of
spherical harmonic functions:
f(~x) =
∞∑
l=0
l∑
m=−l
fˆlmYlm(θ, φ) . (B1)
Were we to perform a rotation of this coordinate sys-
tem, the same general expression must still hold, and the
norm of the coefficients must be invariant, however the
individual coefficients themselves may change. An irre-
ducible representation of the rotations group in the span
5of spherical harmonic functions is given by the Wigner-D
matrix. That is, for some rotation R(α, β, γ):
f(R · ~x) =
∞∑
l=0
l∑
m=−l
Dlmm′ fˆlm′Ylm(θ, φ) . (B2)
The properties of this representation of rotations is that
it is unitary and irreducible in the span of the harmonic
functions at each order. These properties ensure that
the norm of the coefficients of the expansion, at each de-
gree in the basis of harmonic functions is invariant under
rotations:
ql =
l∑
m=−l
fˆ∗lmfˆlm
→
l∑
m,m′=−l
fˆ∗lmD
l∗
mm′D
l
m′mfˆlm
=
l∑
mm′=−l
fˆ∗lmδm′mfˆlm
= ql . (B3)
An explicit form of Wigner-D matrices is:
Dlmn(α, β, γ) = e
−imαdlmn(β)e
−inγ , (B4)
where the so-call “little Wigner-d” matrix is purely real.
We use the formulation of Morrison and Parker 6 for the
Wigner-D matrices, except for an overall sign difference
in the d210 term.
Next we apply these rotation matrices to optimize the
correlation function in Eq. (10). The discrete form of the
correlation function is derived by using the orthogonality
condition (suppressing the argument α, β and γ):
〈g, f〉 =
∫
d3x g∗(R~x) f(~x)
=
∞∑
l,l′=0
∑
n,m′
∫
dΩ Dl∗m′ngˆ
∗
l′nfˆlmY
∗
l′m′Ylm
=
∞∑
l,l′=0
∑
m,m′,n
Dl∗m′ngˆ
∗
l′nfˆlmδll′δmm′
=
∞∑
l=0
∑
m,n
Dl∗mngˆ
∗
lnfˆlm .
The optimization with respect to the variables α, β and
γ is performed numerically.
Appendix C: Seismic source templates
In this section we provide a lookup table of theoreti-
cal templates of the compression mode of the displace-
ment oriented radially, for standard seismic sources in a
homogeneous isotropic media. Solutions in terms of the
Hansen vectors are taken from Table 4.4 of Ben-Menahem
and Singh 4 . The solutions for the first arrival are given
TABLE II. Describes the angular variation of the radial com-
ponent of displacement in terms of spherical harmonic func-
tions. The source templates summarized are double couple
(D.C.), tensile dislocation (Tensile) and tangential dislocation
(Tangential). The brackets (·, ·) define the template direction
of the fault normal and direction of slip in rectangular coor-
dinates. For the tensile dislocation (CLVD sources) the con-
stant α = 2+3λ
µ
, where λ and µ are the first Lame parameter
and the shear modulus respectively.
Source (Fault normal/slip) Template
D.C. (31) + (13) −i(Y12 + Y−12)
Tensile (3) αY00 + 4
√
5Y02
Tangential (3) Y02 − i2 (Y22 + Y−22) .
in terms of the Hansen vector ~L (in spherical polar coor-
dinates) of the form:
~Llm(r, θ, φ) = ~∇h2l (r)Y˜lm(θ, φ) , (C1)
where h2l (r) is the spherical Hankel functions of a second
kind. The amplitudes of the first break are required to
be measured radially, the projection of the Hansen vector
radially is:
rˆ · ~Llm(r, θ, φ) = ∂
∂r
h2l (r)Y˜lm(θ, φ) , (C2)
where rˆ is the radial unit vector. Asymptotically, the
Hankel functions tend to Morse and Feshbach 10 :
h2l (x) =
1
x
(i)l+1e−ix , (C3)
which introduces a relative sign when collecting terms of
degree 0 and 2.
We also note that the normalization of the spherical
harmonics used in Ben-Menahem and Singh 4 , to our def-
inition:
Y˜lm(θ, φ) = (−1)m
√
4pi(l +m)!
(2l + 1)(l −m)!Ylm(θ, φ) .(C4)
With these adjustments, the amplitudes (up to an
overall constant) for a common set of source mechanism,
in terms of the spherical harmonics, are given in Table II.
The (··) notation in this table labels the orientation of the
fault normal and direction of slip respectively.
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