Mounting evidence suggests that perception depends on a largely-feedforward brain network. However, the discrepancy between (i) the latency of the corresponding feedforward responses (150-200 ms) and (ii) the time it takes human subjects to recognize brief images (often >500 ms) suggests that recurrent neuronal activity is critical to visual processing. Here, we use magneto-encephalography to localize, track and decode the feedforward and recurrent responses elicited by brief presentations of variably-ambiguous letters and digits. We first confirm that these stimuli trigger, within the first 200 ms, a feedforward response in the ventral and dorsal cortical pathways. The subsequent activity is distributed across temporal, parietal and prefrontal cortices and leads to a slow and incremental cascade of representations culminating in action-specific motor signals. We introduce an analytical framework to show that these brain responses are best accounted for by a hierarchy of recurrent neural assemblies. An accumulation of computational delays across specific processing stages explains subjects' reaction times. Finally, the slow convergence of neural representations towards perceptual categories is quickly followed by all-or-none motor decision signals. Together, these results show how recurrent processes generate, over extended time periods, a cascade of hierarchical decisions that ultimately predicts subjects' perceptual reports. 32 encephalography (MEG) and structural magnetic-33 resonance imaging (MRI) to localize, track and decode, 34 from whole-brain activity, the feedforward (0-200ms) 35 and recurrent processes (>200 ms) elicited by variably 36 ambiguous characters briefly flashed on a computer 37 screen. We show that the late and sustained neural 38 activity distributed along the visual pathways generates, 39 over extended time periods, a cascade of categorical 40 decisions that ultimately predicts subjects' perceptual 41 reports. 42 2. Results 43 2.1. Subjective reports of stimulus identity are categor-44 ical 45
: Experimental protocol and behavioral results. Experiment 1: 8 human subjects provided perceptual judgments on variably ambiguous digits briefly flashed at the center of a computer screen (A). Reports were made by clicking on a disk, where (i) the radius and (ii) the angle on the disk indicate (i) subjective visibility and (ii) subjective identity respectively. (B) Distribution (areas) and mean response (dots) location for each color-coded stimulus. (C) Top plots show the same data as B, broken down for each morph set. The x-axis indicates the expected angle given the stimulus pixels (color-coded), hereafter referred to as evidence. The y-axis indicates the angle of the mean response relative to stimulus evidence. The bottom plot shows the same data, grouped across morphs. (D) Experiment 2: 17 subjects categorized a briefly flashed and parametrically manipulated-morph using a two-alternative forced-choice. Stimulus-response mapping changed on every block. (E) Mean reaction times as a function of categorical evidence (the extent to which the stimulus objectively corresponds to a letter). (F) Mean probability of reporting a letter as a function of categorical evidence. (G) Evoked activity estimated with dSPM and estimated across all trials and all subjects. These data are also displayed in Supplementary Video 1. Error-bars indicate the standard-error-of-the-mean (SEM) across subjects. having seen?). We first focus on decoding features of 141 the stimulus that are not ambiguous, such that subjec- 
153
Third, we aimed to isolate the neural signatures of 154 subjective perceptual categorization and thus focus on 155 decoding ambiguous pixels. To this aim, we grouped 156 stimuli based on whether the subject reported a digit Figure 2 : Spatio-temporal hierarchy. (A) Mass-univariate statistics. Each row plots the average-across-subjects beta coefficients obtained from regression between single-trial evoked activity and each of the five features orthogonally varying in this study. These results are displayed in Supplementary Video 2. Colors are thresholded based on t-values that exceed an uncorrected p <.1. (B) Spatial-decoders, consisting of linear models fit across all time sample for each source separately, summarize where each feature can be decoded. Lines indicate significant clusters of decoding scores across subjects. (C) Temporal-decoders, consisting of linear models fit across all MEG channels, for each time sample separately, summarize when each feature can be decoded. To highlight the sequential generation of each representation, decoding scores are normalized by their respective peaks. Additional statistics are available in Supplementary Figure 1 . (D) The peak and the start of temporal decoding plotted for each subject (dot) and for each feature (color). (E) The peak spatial decoding plotted for each subject (dot) and for each feature (color data. In these models, we assume that each 'layer' gen-223 erates new hierarchical features, in order to account for 224 the organization of spatial decoders ( Fig.2E ). Further-225 more, we only discuss architectures which can code for 226 all representations simultaneously, in order to account 227 for the overlapping temporal decoding scores ( Fig.2C ).
228
Finally, we only model discrete activations (i.e. a rep-229 resentation is either encoded or not) as any more sub- to propagate across brain areas at distinct moments, and 308 (ii) the successive rise of decodable representations is 309 thus predicted to incrementally correlate with reaction 310 times ( Fig.5A-E) .
311
To test this hypothesis, we estimated how the peak 312 of each temporal decoder varied with reaction times.
313
For clarity purposes, we split reaction times into four yses showed that the latencies of (i) perceptual cate-317 gory (r=0.35; p=0.006), (ii) stimulus difficulty (r=0.37; 318 p=0.004) and (iii) button press (r=0.66; p<0.001) in-319 creasingly correlated with reaction times (Fig.5F-G) . 320 Overall, these results show that we can track with led to a left or right button press given its pixels).
337
The probabilistic decoding predictions of percept cat-338 egory correlated linearly with sensory evidence be-339 tween 210 and 530 ms (r=0.38 +/-0.03, temporal-cluster 340 p<0.001). The spatial decoders fit from 200 to 400 ms 341 clustered around the VWFA (t=4.6; p=.02; 224 ver-342 tices) ( Fig 6H) . These results suggest that this region 343 first represents the stimulus objectively (i.e. in its full 344 ambiguity). (Fig.6J ).
354
The interaction between trend (linear or sigmoidal) and For each morph (5-6, 5-8, 9-8 and 6-8) separately, we 478 fit a linear model:
and a sigmoidal model:
whereŷ is the report angle predicted by the model, x 481 is expected angle given the stimulus pixels and β 0 is a 482 free bias parameter.
483
To minimize the effects of noise, behavioral reports were first averaged within each level of evidence, sorted from the stimulus with the least pixels (e.g. 5, in 5-6 morph) to the stimulus with the most pixels (e.g. 6 in the 5-6 morph). The resulting averages were normalized to range between 0 and 1 within each subject. The β parameters were fit with Scipy's 'curve fit' function [34] to minimize a mean squared error across trials i: whether the button press indicated a character that be-590 longs to the digit or to the letter category. This feature is 591 independent of the button press (e.g. the letter E and the 592 digit 4 can be reported with the same button in a given 593 block). Furthermore, this feature is not necessary to per-To estimate whether brain responses correlated with each of these five features, we first fit, within each subject, mass univariate analyses at each source location and for each time sample with a linear regression:
where X ∈ R n, f is a design matrix of n epochs by 602 f = 5 features and y ∈ R n is the univariate brain re- where y i ∈ {±1} is the feature to be decoded at trial i 609 and x i is the multivariate brain response. where X is a multidimensional times series (i.e. neu-
