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ABSTRACT
This study proposes a trainable adaptive window switching (AWS)
method and apply it to a deep-neural-network (DNN) for speech en-
hancement in the modified discrete cosine transform domain. Time-
frequency (T-F) mask processing in the short-time Fourier transform
(STFT)-domain is a typical speech enhancement method. To recover
the target signal precisely, DNN-based short-time frequency trans-
forms have recently been investigated and used instead of the STFT.
However, since such a fixed-resolution short-time frequency trans-
form method has a T-F resolution problem based on the uncertainty
principle, not only the short-time frequency transform but also the
length of the windowing function should be optimized. To overcome
this problem, we incorporate AWS into the speech enhancement pro-
cedure, and the windowing function of each time-frame is manipu-
lated using a DNN depending on the input signal. We confirmed
that the proposed method achieved a higher signal-to-distortion ratio
than conventional speech enhancement methods in fixed-resolution
frequency domains.
Index Terms— Speech enhancement, trainable time-frequency
representation, adaptive window switching, MDCT.
1. INTRODUCTION
Speech enhancement is used to recover the target speech from a
noisy observed signal. A recent advancement in this area is the
use of deep learning to estimate a time-frequency (T-F) mask [1–6];
a T-F mask is estimated using a deep-neural-network (DNN) and
applied to T-F represented observation, then the estimated signal is
re-synthesized using the inverse transform. Traditionally, the short-
time Fourier transform (STFT) and a real-valued T-F mask is used
as a T-F transform and its T-F mask, respectively. This means most
algorithms only manipulate the magnitude; thus, the performance
upper bound is limited by the noisy phase. To overcome this limit,
phase-reconstruction methods, including complex-valued T-F mask
estimation [7], consistency-based methods [8,9], model-based meth-
ods [10, 11], and DNN-based phase estimation [12–15], have been
investigated.
In contrast to the phase-reconstruction methods, the use of
another T-F transforms have also been investigated. Using a real-
valued T-F transform, such as the modified discrete cosine trans-
form (MDCT) [16], enables us to avoid dealing with phase predic-
tion [17], and we have reported that a DNN for estimating a T-F
mask in the MDCT domain can be trained by extending DNN-based
source enhancement to end-to-end manner [18]. More recently,
trainable T-F transforms have been investigated such as auto-encoder
transform [19, 20], STFT convolution [21], TasNet [22], and the use
of the warped filter bank frame [23]. Here, “trainable” means that
the parameters of transform can be trained for minimizing an objec-
tive function. These studies suggest the existence of a more suitable
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Fig. 1. Spectrograms of (a) clean and (b) noisy speech, and (c)
segmental SDRs with [0, 1] truncated oracle T-F mask in MDCT-
domain. Blue line and red dotted line denote segmental SDRs when
L = 1024 and L = 128, respectively.
basis-domain than the STFT-domain for speech enhancement.
Another problem of T-F analysis in audio signal processing is
the T-F resolution tradeoff; a fixed-resolution short-time frequency
transform has a T-F resolution problem based on the uncertainty
principle. Figure 1 shows an example of this problem in speech
enhancement. The length of the windowing function L relates to
the resolution of both time and frequency components; a long L re-
sults in better frequency resolution but poor time resolution, and vice
versa. Thus, although a long L results in a higher segmental signal-
to-distortion ratio (SDR) in the stationary phoneme intervals, it also
results in a worse segmental SDR at the change points of phonemes
and/or consonant intervals. Thus, to recover the target signal more
precisely, not only the basis functions of the short-time frequency
transform but also L should be manipulated depending on the char-
acteristics of each time-frame.
We propose a trainable adaptive window switching (AWS)
method and apply it to the MDCT-domain speech enhancement. In
AWS [24, 25], L is manipulated depending on the characteristics of
each segment, and L is operated by a binary variable that denotes
whether the target frame should be analyzed using a long or short
window. Thus, since the unknown parameter of AWS is the binary
variable, the proposed method estimates this variable by using a
DNN, and both a binary-decision DNN and mask-estimation DNN
are simultaneously trained to minimize the same objective function.
ar
X
iv
:1
81
1.
02
43
8v
4 
 [e
es
s.A
S]
  1
9 F
eb
 20
19
2. CONVENTIONAL METHOD
2.1. General form of T-F mask processing
Let us consider that the K samples of time-domain observation x =
(x1, x2, ..., xK)
> is a mixture of a target s and noise n as
x = s+ n, (1)
where > denotes the transposition. The goal with speech enhance-
ment can be formulated as recovering an estimate of s as sˆ from x.
In T-F mask processing, sˆ can be estimated using two functions; a T-
F transform function P : x 7→X and T-F mask estimatorMθ with
parameter θ. Here, X is a T-F representation of x, andMθ outputs
a T-F mask with the same size asX . Thus, T-F mask processing can
be generally written as
sˆ = P−1 [Mθ (φ) P[x]] , (2)
where P−1 is the (pseudo-)inverse transform of P , φ is an acoustic
feature extracted from x, and  denotes the element-wise product.
In most cases, P is taken to be the STFT, and Mθ returns a real-
valued T-F mask. These values are constrained to lie between 0 to 1.
Recently,Mθ has been implemented using a DNN, and θ has been
trained to minimize an objective function Jθ by using the gradient
method.
A problem with T-F mask processing in the STFT-domain is that
a real-valued T-F mask only manipulates the magnitude; thus, the
upper bound of speech enhancement performance is limited by the
noisy phase. There are roughly two solutions, i.e., the use of a phase-
reconstruction methods [7–14] or another T-F transform [18–22]. In
this study, we focus on the later, and in the next section, we briefly
describe speech enhancement in the MDCT-domain [18].
2.2. T-F mask processing in the MDCT-domain
First, we separate x into T short-time signals of length L = L/2
without overlap, where an even number L is the length of the win-
dowing function. Then, the t-th separated signal is written as
xt := (xL(t−1)+1, xL(t−1)+2, ..., xL(t−1)+L)
>. (3)
Then, the MDCT and its inverse can be written as
XCt =M
[
xt−1
xt
]
,
[
x
(C1)
t
x
(C2)
t
]
=M>XCt , (4)
respectively. Here, XCt :=
(
XCt,1, ..., X
C
t,L
)>
are MDCT coeffi-
cients and M = CW ∈ RL×L is the analysis matrix. The matrices
C ∈ RL×L and W ∈ RL×L are the MDCT matrix and a diag-
onal matrix for windowing, respectively. In the MDCT, the analy-
sis/synthesis windowing function must satisfy the Princen-Bradley
condition [16], and the sine-window is typically used. Since C is
not a square matrix, it does not have the inverse. Thus, xt 6= x(C2)t
and x(C2)t include time-domain aliasing. In the MDCT, this aliasing
can be canceled by overlap-add as
xt = x
(C2)
t + x
(C1)
t+1 . (5)
Since P and P−1 are defined with (4) and (5), generalized T-F mask
processing (2) is possible in the MDCT-domain as follows:[
sˆ
(C1)
t
sˆ
(C2)
t
]
=M>
(
Mθ (φt)M
[
xt−1
xt
])
, (6)
and sˆ is calculated by adding these outputs as
sˆt = sˆ
(C2)
t + sˆ
(C1)
t+1 . (7)
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<latexit sha1_base64="WE+lCGlmj6+xPKPtXHFb5fj+vDg=">AAACiXichVG7SgNBFD1Z3zFq1EawEUPEQsJNFIypgmksEzVG0BB 211EXN7vL7iRggj9gZyWYSsFC/AA/wMYfsPATxFLBxsKbzYJoUO8wM2fO3HNnDldzTMOTRE8hpae3r39gcCg8HBkZHYuOT2x5ds3VRVG3Tdvd1lRPmIYlitKQpth2XKFWNVOUtKNc+75UF65n2NamPHZEuaoeWMa+oauSqVKj0lxckCeVaIwS5MdMN0gGIIYg8nb0DrvYgw0dN VQhYEEyNqHC47GDJAgOc2U0mXMZGf69wAnCrK1xluAMldkjXg/4tBOwFp/bNT1frfMrJk+XlTOI0yPd0Cs90C0908evtZp+jfZfjnnXOlrhVMZOpzbe/1VVeZc4/FL9odA4+29PEvtI+14M9ub4TNul3qlfb5y/bmTW4805uqIX9ndJT3TPDq36m35dEOsthLlByZ/t6AbFVGI lQYWlWHY16NQgpjGLeW7HMrJYQx5F/3NnuEBLiSgpJa1kOqlKKNBM4lsouU+xq5Iq</latexit><latexit sha1_base64="WE+lCGlmj6+xPKPtXHFb5fj+vDg=">AAACiXichVG7SgNBFD1Z3zFq1EawEUPEQsJNFIypgmksEzVG0BB 211EXN7vL7iRggj9gZyWYSsFC/AA/wMYfsPATxFLBxsKbzYJoUO8wM2fO3HNnDldzTMOTRE8hpae3r39gcCg8HBkZHYuOT2x5ds3VRVG3Tdvd1lRPmIYlitKQpth2XKFWNVOUtKNc+75UF65n2NamPHZEuaoeWMa+oauSqVKj0lxckCeVaIwS5MdMN0gGIIYg8nb0DrvYgw0dN VQhYEEyNqHC47GDJAgOc2U0mXMZGf69wAnCrK1xluAMldkjXg/4tBOwFp/bNT1frfMrJk+XlTOI0yPd0Cs90C0908evtZp+jfZfjnnXOlrhVMZOpzbe/1VVeZc4/FL9odA4+29PEvtI+14M9ub4TNul3qlfb5y/bmTW4805uqIX9ndJT3TPDq36m35dEOsthLlByZ/t6AbFVGI lQYWlWHY16NQgpjGLeW7HMrJYQx5F/3NnuEBLiSgpJa1kOqlKKNBM4lsouU+xq5Iq</latexit>
Fig. 2. Example of window-switching rule when Llong = 512
and Lshort = 128. X-axis of each figure denotes sample index. To
guarantee PR property, transition windows “start” and “stop” are
used, and window switching is manipulated using one-hot-vector
at = (a1,t, a2,t).
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<latexit sha1_base64="IEDOLzmzT9wq0BuE1TnNKis0H6E=">AAACnnicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRl FicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQtIxeQmlmQkJ+ZU+9bGV8eUZKSWJMb76pjUxpnECygb6BmAgQImwxDKUGaAgoB8ge0MMQwpDPkMyQylDLkMqQx5DCVAdg5DIkMxEEYzGDIYMBQAxWIZqoFiRUBWJlg+laGWgQuotxSoKhWoIhEomg0k04G8aKhoHpA PMrMYrDsZaEsOEBcBdSowqBpcNVhp8NnghMFqg5cGf3CaVQ02A+SWSiCdBNGbWhDP3yUR/J2grlwgXcKQgdCFR0cSUDV+P5UwpDFYgP2SCfRbAVgE5MtkiPllVdM/B1sFqVarGSwyeA3030KDmwaHgT7MK/uSvDQwNWg2AxcwggzRowOTEWqkZ6lnEGii7OAEjSkOBmkGJQYNYHSYMzgweDAEMIQCrW1gWMawnmED kyKTO5Mvkz9EKRMjVI8wAwpgigAA3/iaVw==</latexit><latexit sha1_base64="IEDOLzmzT9wq0BuE1TnNKis0H6E=">AAACnnicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRl FicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQtIxeQmlmQkJ+ZU+9bGV8eUZKSWJMb76pjUxpnECygb6BmAgQImwxDKUGaAgoB8ge0MMQwpDPkMyQylDLkMqQx5DCVAdg5DIkMxEEYzGDIYMBQAxWIZqoFiRUBWJlg+laGWgQuotxSoKhWoIhEomg0k04G8aKhoHpA PMrMYrDsZaEsOEBcBdSowqBpcNVhp8NnghMFqg5cGf3CaVQ02A+SWSiCdBNGbWhDP3yUR/J2grlwgXcKQgdCFR0cSUDV+P5UwpDFYgP2SCfRbAVgE5MtkiPllVdM/B1sFqVarGSwyeA3030KDmwaHgT7MK/uSvDQwNWg2AxcwggzRowOTEWqkZ6lnEGii7OAEjSkOBmkGJQYNYHSYMzgweDAEMIQCrW1gWMawnmED kyKTO5Mvkz9EKRMjVI8wAwpgigAA3/iaVw==</latexit>
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<latexit sha1_base64="clUj16b4IIwQQJyXET+2B0yfLmk=">AAACnHichVHLLgRBFD3aezxmsJFYEBPCZn JHJB4rIRKJSLwGiWHS3WpMR7/SXTMJnfEBfsDCirAQYesDbPyAhU8QSxIbC3d6OhEEt1JVp07dc6tOruaahi+JHmuU2rr6hsam5lhLa1t7PNHRueY7RU8XGd0xHW9DU31hGrbISEOaYsP1hGpppljX9mYq9+sl4fmGY6/KfVdsW equbeQNXZVM5RLd2YIqg6ylyoKWD/xyOSe3g6GR4XIukaQUhdH3E6QjkEQUi07iFlnswIGOIiwI2JCMTajweWwiDYLL3BYC5jxGRngvUEaMtUXOEpyhMrvH6y6fNiPW5nOlph+qdX7F5Omxsg8D9ECX9EL3dEVP9P5rrSCsUfn LPu9aVSvcXPyoe+XtX5XFu0ThU/WHQuPsvz1J5DEeejHYmxsyFZd6tX7p4PhlZXJ5IBikM3pmf6f0SHfs0C696hdLYvkEMW5Q+ns7foLMSGoiRUujyanpqFNN6EE/hrgdY5jCHBaR4WcPcY5r3Ci9yqwyryxUU5WaSNOFL6GsfQ CehJnX</latexit><latexit sha1_base64="clUj16b4IIwQQJyXET+2B0yfLmk=">AAACnHichVHLLgRBFD3aezxmsJFYEBPCZn JHJB4rIRKJSLwGiWHS3WpMR7/SXTMJnfEBfsDCirAQYesDbPyAhU8QSxIbC3d6OhEEt1JVp07dc6tOruaahi+JHmuU2rr6hsam5lhLa1t7PNHRueY7RU8XGd0xHW9DU31hGrbISEOaYsP1hGpppljX9mYq9+sl4fmGY6/KfVdsW equbeQNXZVM5RLd2YIqg6ylyoKWD/xyOSe3g6GR4XIukaQUhdH3E6QjkEQUi07iFlnswIGOIiwI2JCMTajweWwiDYLL3BYC5jxGRngvUEaMtUXOEpyhMrvH6y6fNiPW5nOlph+qdX7F5Omxsg8D9ECX9EL3dEVP9P5rrSCsUfn LPu9aVSvcXPyoe+XtX5XFu0ThU/WHQuPsvz1J5DEeejHYmxsyFZd6tX7p4PhlZXJ5IBikM3pmf6f0SHfs0C696hdLYvkEMW5Q+ns7foLMSGoiRUujyanpqFNN6EE/hrgdY5jCHBaR4WcPcY5r3Ci9yqwyryxUU5WaSNOFL6GsfQ CehJnX</latexit>
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<latexit sha1_base64="gtl0TTa8eCfJ4V4v5u29fzERpyY=">AAACoHichVE9SyNRFD0ZddWoa9RmQQsxZHGLDTciuLuVuI1WJmpUNBpmxhczOF/MvATcYRpL/4CFlcLCipU2/gAb/4CFP0EsI9hYeDMZWFTU+3jvnXf ePfe9w9Vc0/Al0U1CaWvv+NTZ1Z3s6e373J8aGFz2nZqni6LumI63qqm+MA1bFKUhTbHqekK1NFOsaDu/m/crdeH5hmMvyV1XbFjqtm1UDF2VTJVTI6WqKoOSpcqqVgn8MCwH8nsu3AzGJ76F5VSashTF6GuQi0EaceSd1AVK2IIDHTVYELAhGZtQ4fNYRw4El7kNBMx5jIzoXiBEkrU1zhKcoTK7w+s2n9Zj1uZzs6YfqXV+xeTpsXIUGbqmE2rQFZ3SLT2+WSuIajT/ssu71tIKt9y//2Xx4UOVxbtE9b/qHYXG2e97kqjgR+TFYG9uxDRd6q369T8H jcVfC5ngKx3THfs7ohu6ZId2/V7/WxALh0hyg3Iv2/EaFCeyP7NUmExPz8Sd6sIwxjDO7ZjCNGaRR5Gf3cM/nOFcSStzyrxSaKUqiVgzhGehrD0BM+GbVQ==</latexit><latexit sha1_base64="gtl0TTa8eCfJ4V4v5u29fzERpyY=">AAACoHichVE9SyNRFD0ZddWoa9RmQQsxZHGLDTciuLuVuI1WJmpUNBpmxhczOF/MvATcYRpL/4CFlcLCipU2/gAb/4CFP0EsI9hYeDMZWFTU+3jvnXf ePfe9w9Vc0/Al0U1CaWvv+NTZ1Z3s6e373J8aGFz2nZqni6LumI63qqm+MA1bFKUhTbHqekK1NFOsaDu/m/crdeH5hmMvyV1XbFjqtm1UDF2VTJVTI6WqKoOSpcqqVgn8MCwH8nsu3AzGJ76F5VSashTF6GuQi0EaceSd1AVK2IIDHTVYELAhGZtQ4fNYRw4El7kNBMx5jIzoXiBEkrU1zhKcoTK7w+s2n9Zj1uZzs6YfqXV+xeTpsXIUGbqmE2rQFZ3SLT2+WSuIajT/ssu71tIKt9y//2Xx4UOVxbtE9b/qHYXG2e97kqjgR+TFYG9uxDRd6q369T8H jcVfC5ngKx3THfs7ohu6ZId2/V7/WxALh0hyg3Iv2/EaFCeyP7NUmExPz8Sd6sIwxjDO7ZjCNGaRR5Gf3cM/nOFcSStzyrxSaKUqiVgzhGehrD0BM+GbVQ==</latexit>
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<latexit sha1_base64="pEjM6LKEV57SSsJ0hE5MZq0Ik3c=">AAACmnichVG7SgNBFD1Z3/EVFUQQQQyKjeFGBB9V0EaxUWNUMBJ214lZ3Be7k0Bc8wP+gIWVgoVo7wfY+AMWfoJYKthYeLNZEBX1DjNz5sw9d+ZwNdc0fEn0 GFOamlta29o74p1d3T29ib7+Ld8pe7rI6Y7peDua6gvTsEVOGtIUO64nVEszxbZ2uFS/364Izzcce1NWXbFnqQe2UTR0VTJVSAzmS6oM8pYqS1ox8Gu1QiCn0rVCIkkpCmP0J0hHIIko1pzELfLYhwMdZVgQsCEZm1Dh89hFGgSXuT0EzHmMjPBeoIY4a8ucJThDZfaQ1wM+7Uaszed6TT9U6/yKydNj5SjG6YGu6IXu6Zqe6P3XWkFYo/6XKu9aQyvcQu/JUPbtX5XFu0TpU/WHQuPsvz1JFDEXejHYmxsydZd6o37l6PQlu7AxHkzQBT2zv3N6pDt2aFde9ct1sXG GODco/b0dP0FuOjWfovWZZGYx6lQ7hjGGSW7HLDJYxhpy/OwxLnCNG2VEWVJWlNVGqhKLNAP4EsrmBysImUA=</latexit><latexit sha1_base64="pEjM6LKEV57SSsJ0hE5MZq0Ik3c=">AAACmnichVG7SgNBFD1Z3/EVFUQQQQyKjeFGBB9V0EaxUWNUMBJ214lZ3Be7k0Bc8wP+gIWVgoVo7wfY+AMWfoJYKthYeLNZEBX1DjNz5sw9d+ZwNdc0fEn0 GFOamlta29o74p1d3T29ib7+Ld8pe7rI6Y7peDua6gvTsEVOGtIUO64nVEszxbZ2uFS/364Izzcce1NWXbFnqQe2UTR0VTJVSAzmS6oM8pYqS1ox8Gu1QiCn0rVCIkkpCmP0J0hHIIko1pzELfLYhwMdZVgQsCEZm1Dh89hFGgSXuT0EzHmMjPBeoIY4a8ucJThDZfaQ1wM+7Uaszed6TT9U6/yKydNj5SjG6YGu6IXu6Zqe6P3XWkFYo/6XKu9aQyvcQu/JUPbtX5XFu0TpU/WHQuPsvz1JFDEXejHYmxsydZd6o37l6PQlu7AxHkzQBT2zv3N6pDt2aFde9ct1sXG GODco/b0dP0FuOjWfovWZZGYx6lQ7hjGGSW7HLDJYxhpy/OwxLnCNG2VEWVJWlNVGqhKLNAP4EsrmBysImUA=</latexit>sˆ
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<latexit sha1_base64="lRrhmDggRfT8OcCNR0EtOYJ0lB8=">AAACnHichVHLLgRBFD3aezxmsJFYEBPCZn JHJB4rIRKJSLwGiWHS3WpMR7/SXTMJnfEBfsDCirAQYesDbPyAhU8QSxIbC3d6OhEEt1JVp07dc6tOruaahi+JHmuU2rr6hsam5lhLa1t7PNHRueY7RU8XGd0xHW9DU31hGrbISEOaYsP1hGpppljX9mYq9+sl4fmGY6/KfVdsW equbeQNXZVM5RLd2YIqg6ylyoKWD/xyOSe3g6H0cDmXSFKKwuj7CdIRSCKKRSdxiyx24EBHERYEbEjGJlT4PDaRBsFlbgsBcx4jI7wXKCPG2iJnCc5Qmd3jdZdPmxFr87lS0w/VOr9i8vRY2YcBeqBLeqF7uqInev+1VhDWqPx ln3etqhVuLn7UvfL2r8riXaLwqfpDoXH2354k8hgPvRjszQ2Ziku9Wr90cPyyMrk8EAzSGT2zv1N6pDt2aJde9YslsXyCGDco/b0dP0FmJDWRoqXR5NR01Kkm9KAfQ9yOMUxhDovI8LOHOMc1bpReZVaZVxaqqUpNpOnCl1DWPg CcY5nW</latexit><latexit sha1_base64="lRrhmDggRfT8OcCNR0EtOYJ0lB8=">AAACnHichVHLLgRBFD3aezxmsJFYEBPCZn JHJB4rIRKJSLwGiWHS3WpMR7/SXTMJnfEBfsDCirAQYesDbPyAhU8QSxIbC3d6OhEEt1JVp07dc6tOruaahi+JHmuU2rr6hsam5lhLa1t7PNHRueY7RU8XGd0xHW9DU31hGrbISEOaYsP1hGpppljX9mYq9+sl4fmGY6/KfVdsW equbeQNXZVM5RLd2YIqg6ylyoKWD/xyOSe3g6H0cDmXSFKKwuj7CdIRSCKKRSdxiyx24EBHERYEbEjGJlT4PDaRBsFlbgsBcx4jI7wXKCPG2iJnCc5Qmd3jdZdPmxFr87lS0w/VOr9i8vRY2YcBeqBLeqF7uqInev+1VhDWqPx ln3etqhVuLn7UvfL2r8riXaLwqfpDoXH2354k8hgPvRjszQ2Ziku9Wr90cPyyMrk8EAzSGT2zv1N6pDt2aJde9YslsXyCGDco/b0dP0FmJDWRoqXR5NR01Kkm9KAfQ9yOMUxhDovI8LOHOMc1bpReZVaZVxaqqUpNpOnCl1DWPg CcY5nW</latexit>
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Fig. 3. Speech enhancement flowchart of proposed method.
2.3. Adaptive window switching in the MDCT-domain
Although T-F mask processing is powerful for speech enhancement,
it may have a T-F resolution problem, as shown in Fig. 1. The AWS
in the MDCT-domain [24,25] overcomes the T-F resolution problem
without losing the perfect-reconstruction (PR) property by switch-
ing the four types of windows labeled “long”, “start”, “short”, and
“stop”. A “long” window with length Llong is used when the signal
spectrum remains stationary or varies slowly over time. When the
signal changes rapidly, a “short” window with length Lshort is used.
The transition windows “start” and “stop” are used to change win-
dows without losing the PR property; the start window is used in a
transition from long to short and vice versa. This transition is ma-
nipulated using a one-hot-vector at = (a1,t, a2,t). If a1,t = 1 or
a2,t = 1, the window is changed to be “long” or “short”, respec-
tively, as shown in Fig 2. In the audio-coding area, at is determined
based on a psycho-acoustics model [26].
3. PROPOSED METHOD
3.1. Trainable adaptive window switching
Since fixed-resolution T-F transform connotes the T-F resolution
trade-off, as shown in Fig 1, for speech enhancement, not only the
short-time frequency transform but also the window lengths should
be trained to change L. Thus, we propose a speech enhancement
method with a trainable AWS, as shown in Fig. 3.
First, we generalize trainable T-F transform. “Trainable” means
that a T-F analysis function P is parameterized by θP , and we can
train θP to minimize an objective function. Thus, in contrast to (2),
generalized T-F mask processing with a trainable T-F transform can
be written as sˆ = P−1θP [MθM (φ) PθP [x]] . In AWS, the four
types of windows are switched using at = (a1,t, a2,t); thus, we es-
timate at by using a DNN AθP and incorporated into a T-F anal-
ysis function. Since at is a one-hot-vector, the sigmoid or soft-
max activation is not suitable for estimating at. To use the back-
propagation algorithm, logical operators, such as “switch” and/or
“if”, are not also suitable because the output signal needs to be differ-
entiable w.r.t. θP . Thus, as an implementation, we use the Gumbel-
softmax activation [27] to obtain at = G (AθP [xt], τ) , where G is
the Gumbel-softmax activation and τ is the sofmax temprature.
Then, a one-hot-vector zt = (z1,t, z2,t, z3,t, z4,t)>, which de-
notes the selected window at time-frame t, can be calculated by the
following recursive formula as
zk,t = zk,t−1 +
2∑
i=1
4∑
j=1
ai,tzj,t−1Qk,j,i, (8)
where z1,t = 1, z2,t = 1, z3,t = 1, and z4,t = 1 denote the selected
window at t as “long”, “start”, “short” and “stop”, respectively. The
matricesQ:,:,i are the following state-transition matrices:
Q:,:,1 =
0 0 0 10 −1 0 00 1 −1 0
0 0 1 −1
 , Q:,:,2 =
−1 0 0 11 −1 0 00 1 0 0
0 0 0 −1
 .
As an example of (8), when a1,t = 1 and the window of t − 1 is
“short” zt−1 = (0, 0, 1, 0)>, the j = 3rd column of Q:,:,1 is added
to zt−1. Namely, zt = zt−1 + Q:,3,1 = (0, 0, 0, 1)>. Thus, the
window at t is “stop”.
Since the windowing function at t is selected, the output signal
can be obtained with four MDCT analysis matrices Mj and DNN-
based T-F mask estimators MjθM,j corresponding to the j-th win-
dow. The implementation of Mj is described in the next section.
First, the output signal of the j-th window is calculated as[
sˆ
(C1)
j,t
sˆ
(C2)
j,t
]
=M>j
(
MjθM,j (φj,t)Mj
[
xlt−1
xlt
])
, (9)
where φj,t is the input vector for the j-th window at t. Then, since
zt is a one-hot-vector, the output signal can be obtained as a zj,t-
weighted sum of sˆ(C1)j,t and sˆ
(C2)
j,t as follows:
sˆt =
4∑
j=1
zj,tsˆ
(C2)
j,t +
4∑
j=1
zj,t+1sˆ
(C1)
j,t+1. (10)
3.2. Implementation of analysis matrices
As an objective function for the training of DNN parameters, the
following mean-absolute-error (MAE) is often used: JWAθ =
1
T
∑T
t=1‖st − sˆt‖1, where ‖·‖1 means the L1 norm, and θ =
{θA, θM,1, θM,2, θM,3, θM,4}. Since JWAθ independently evaluates
the estimated accuracy of st for each t, it is better for the length of
st in all t be the same for computational efficiency even though L
is not the same in each t. To satisfy this constraint, the size of the
analysis matrices of “long” M1 and “short” M3 must be the same.
To achieve this, we design M3 to use the “short” Llong/Lshort times
consecutively. Namely, we connect Llong/Lshort analysis matrices of
the “short” window in the row direction, as shown in Fig. 4. Then,
the analysis matrix outputs the connected Llong/Lshort MDCT spectra,
which are analyzed by the “short” window with half-overwrap.
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Fig. 4. Analysis matrix of short window when Llong = 512 and
Lshort = 128. Four white boxes denote Cshortdiag [ws].
The details of the implementation of each analysis matrix are as
follows:
M1 = Clongdiag
[
wl
]
, (11)
M2 = Clongdiag
[(
wl1,1,w
s
2,0
)]
, (12)
M3 (IC,h, IR,h) = Cshortdiag [ws] , (13)
M4 = Clongdiag
[(
0,ws1,1,w
l
2
)]
, (14)
where Clong and Cshort is the MDCT matrix with Llong and Lshort, re-
spectively. The “long” and “short” windows are wl and ws, re-
spectively, and wl1 and wl2 denote the first and later half of wl, re-
spectively. The vectors 1 and 0 are one/zero vectors with Llong/4 −
Lshort/4, respectively, and IC,h and IR,h denote the indexes of a ma-
trix with h ∈ {0, ..., Llong/Lshort − 1} as follows:
IC,h =
[
1 :
Lshort
2
]
+ h
Lshort
2
, (15)
IR,h = [1 : Lshort] + Llong
4
− Lshort
4
+ h
Lshort
2
. (16)
4. EXPERIMENTS
4.1. Experimental setup
4.1.1. Proposed and comparison methods
We tested Llong = 512 and Lshort = 128. Bi-directional long short-
time memory (BLSTM) with two 512-unit layers was used asMj
and P . Since the MDCT-spectrum is not shift invariant, we used
the modified complex lapped transform (MCLT) spectrum [28] as
the input feature ofMj ; φj,t was calculate as the before/after R =
5 frame concatenated the log-amplitude-MCLT spectrum with j-th
window length. The φ1,t was used as the input feature of A and
τ = 10−4 was used as the temperature parameter. The rectified
linear unit and sigmoid function were used as the activation func-
tions of the first and output layer, respectively. We also used the
following two pre-trainings and one fine-tuning; (i) M1 and M3
were trained using only “long” and “short” windows, andM2 and
M4 were trained alternately using “start” and “stop” windows. The
objective function was JWAθ . (ii) The P was trained to minimize
J AWSθ = 1
T
T∑
t=1
2∑
i=1
p(ai,t = 1) ln
p(ai,t = 1)
q(ai,t = 1)
. (17)
Table 1. SDR improvement.
Input SNR: -6 dB
Method F16 Fact. 1 M109 Machinegun
STFT 7.91 8.13 10.42 12.50
MDCT (L = 512) 6.74 7.80 11.69 14.23
MDCT (L = 128) 8.24 9.26 11.60 13.54
Proposed 8.39 9.29 11.78 14.28
Input SNR: 6 dB
Method F16 Fact. 1 M109 Machinegun
STFT 5.97 6.10 9.12 4.13
MDCT (L = 512) 4.79 5.79 8.92 7.98
MDCT (L = 128) 5.92 5.86 7.76 9.54
Proposed 5.77 6.16 9.17 8.63
Here, p(a1,t = 1) = elong,t/(elong,t + eshort,t) and p(a2,t = 1) =
eshort,t/(elong,t + eshort,t), where elong,t and eshort,t are ‖st+1 − sˆt+1‖1
when using the long and short window, respectively. The q(a1,t =
1) and q(a2,t = 1) were the outputs of the softmax function of A
instead of the Gumbel-softmax. (iii) TheMj andA were fine-tuned
to minimize the following objective function simultaneously:
θ ← arg min
θ
(
JWAθ + λJ AWSθ
)
, (18)
where λ = 0.1.
To investigate the effectiveness of AWS, the proposed method
was compared with fix-resolution T-F transforms, i.e., the STFT with
size 512 points and the MDCT with L = 512 and L = 128. The
same BLSTM architecture as Mj was used for each method. Be-
fore/after 5 frames concatenated log amplitude STFT spectrum was
used as the input feature for STFT, and MCLT-based acoustic fea-
tures φ1,t and φ3,t were used as that of the MDCTs, respectively.
Each method was trained for minimizing JWAθ .
4.1.2. Datasets and training setup
The Wall Street Journal (WSJ-0) corpus and noise dataset CHiME-3
were used as the training dataset. The WSJ-0 dataset consisted of
14633 utterances. CHiME-3 consisted of four types of background
noise: cafes, street junctions, public transport (buses), and pedes-
trian areas [29]. The noisy signals was formed by mixing clean
speech utterances with the noise at signal-to-noise ratio (SNR) levels
of -6 to 12 dB. As the test datasets, 400 utterances randomly selected
from the TIMIT corpus were used for the target-source dataset, four
types of ambient noise F16, factory 1, M109, and Machinegun from
the NOISEX92 dataset were used as the noise dataset.
The training schedule was designed based on [30]. We defined
an epoch as having 1k utterances and train with a minibatch of 5
utterances. We fixed the learning rate for the initial 100 epochs and
decreased it linearly between 100–300 epochs down to a factor of
100 using Adam which was started with a learning rate of 10−3.
We also used annealed dropout [31] for BLSTM layers, where we
started with an initial dropout rate of 0.5 and reduce it linearly after
50 epochs. We always concluded training after 300 epochs.
4.2. Objective experiment
The speech enhancement performance of the proposed method
was compared with those of the conventional methods using SDR-
improvement. Two input SNR conditions, -6 and 6 dB, were tested.
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Fig. 5. Top and middle figures show spectrograms of clean and
noisy speech, respectively. Bottom figure shows segmental SDRs
of estimated signal with long (blue) and short (green dotted) win-
dow, respectively. Pink area denotes ts at which short window was
selected.
Table 1 shows the evaluation results. Under most of input SNR
and noise conditions, the proposed method outperformed conven-
tional methods, i.e. fixed-frequency transforms. Although some
scores of MDCT (L = 512) were lower than that of the STFT and
MDCT (L = 128), the proposed method outperformed both meth-
ods. These results indicate that to locally use a short instead of long
window is effective. SDRs of STFT were higher than that of MDCT
(L = 512) in some conditions, thus the STFT maybe more effective
depending on noise type. Fortunately, AWS can be used for not only
the MDCT but also other T-F transforms including the STFT. Thus,
incorporating the trainable AWS into the STFT will improve speech
enhancement performance in the STFT-domain.
Figure 5 shows an example of the AWS of the proposed method.
When a “long” window was used in all ts, the segmental SDRs were
higher at around 0.3, and 2.0 sec, namely, the spectrum remained
stationary or varied slowly. On the other hand, when a “short” win-
dow was used in all ts, the segmental SDRs were higher at around
0.8 and 1.4 sec, namely, significant change point of phoneme. The
proposed method selected the better window when a clear difference
appeared in the segmental SDR. This may be a reason the proposed
method outperformed the fixed-resolution T-F transforms.
5. CONCLUSIONS
We proposed a trainable AWS method and applied it to the MDCT-
domain speech enhancement. AWS is incorporated into the speech
enhancement procedure and the parameters for manipulating each
window are estimated using a DNN. The experimental results in-
dicate that the proposed method outperformed the fixed-resolution
T-F transforms. Thus, we conclude that the proposed method can be
effective for speech enhancement.
In the experiments, the proposed method was not compared with
trainable T-F transforms because trainable AWS with these methods
is not an antithetical concept. Thus, we plan to develop a more flex-
ible trainable T-F transform; simultaneous optimization of trainable
T-F transforms and AWS.
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