Abstract-An optimum power management scheme is proposed for INTRA-frame refreshed image sequences of the wireless video service in code-division multiple-access (CDMA) systems. The end-to-end distortion of H.263 video data is first modeled when the error concealment schemes are employed. This distortion model takes into account the error propagation effects caused by the motion compensation. Then, based on the model, the target bit-error rates (BERs) of the image frames are optimized in such a way that the consumed power could be minimized under the constraint of maximum distortion. To satisfy the specified target BER requirement, an optimum power management scheme is proposed. Simulation results show that the proposed scheme considerably outperforms the conventional scheme in the sense of the decoded image quality. Additionally, the effects of the imperfect power control on the performance are also investigated.
I. INTRODUCTION
T HIRD-generation communication system must accommodate various multimedia services and the code-division multiple-access (CDMA) system is a major candidate. The capacity of the CDMA system is limited by the total interference received at each base station (BS). Thus, if it is possible to reduce the power consumption, the intracell and intercell interferences will decrease, and this results in the system capacity increase. Therefore, it is desirable to minimize the power consumption and at the same time to maximize the quality of service (QoS) level. A number of power control and allocation schemes [1] , [2] have been proposed for voice and/or data services. However, these schemes have seldom focused on wireless video service.
In contrast, there has been much research activity in the field of wireless video such as efficient rate control and error compensation schemes [3] , [4] , adaptive source-channel subband coding [5] , and efficient wireless video phones [6] . Especially, Chang et al. proposed CDMA systems for wireless image service [7] and Iun et al. considered the combined source-channel Manuscript received February 8, 2001 ; revised September 13, 2001 and January 30, 2002 ; accepted April 29, 2002 . The editor coordinating the review of this paper and approving it for publication is A. F. Molisch.
I.-M. Kim coding problem for image transmission over the uplink of IS-95 [8] .
Recently, two efficient power management schemes have been proposed for wireless video service in CDMA systems [9] . Unlike the conventional scheme which aims for satisfying a fixed target bit-error rate (BER), the two schemes adjust the BER of each video packet according to the importance of the contained video data. Although these schemes considerably outperform the conventional scheme, they still have some problems. First, they have been designed in a heuristic approach under the assumption of the ideal power control. Next, they have not taken into account the image frame dependency caused by motion compensation. In this paper, we first model the end-to-end distortion considering interframe error propagation effects. Then, based on this model, we propose a new optimum power management scheme for wireless video service in order to achieve the optimum target BER of each video frame.
As video quality measuring metrics, we choose the objective criteria. Although subjective criterion is more important, it is difficult to do subject rating because it is not mathematically repeatable and it is always hard to collect a group of people to judge the quality of the decoded video. On the other hand, objective metric such as the peak signal-to-noise ratio (PSNR) has the advantage that it is mathematically repeatable and comparable, and of course, no human being is involved in the judgement This paper is organized as follows. In Section II, the video coder and the error concealment schemes adopted are described. In Section III, we model the end-to-end distortions of the I (intra)-frame and P (predictive)-frame. Next, through the simulations we evaluate the accuracy of the developed model. In Section IV, based on the distortion model, we optimize the target BERs of image frames and propose an optimum power management scheme. In Section V, we compare the performance of the proposed and the conventional power management schemes. In Section VI, we investigate the effect of imperfect power control on the performance. Finally, conclusions and further work are given in Section VII.
II. SYSTEM MODEL

A. Video Codec and Error Concealment
The international standard ITU-T H.263, entitled "video coding for low-bit rate communications," is the new low-bit-rate video coding standard [10] . The bit stream syntax of H.263 is based on a hierarchical structure. For a quarter common intermediate format (QCIF) resolution (176 144 pixels), a frame is subdivided into nine group of blocks (GOBs) with 11 macroblocks each. H.263 provides means for inserting synchronization words at the GOB layer. When a GOB is corrupted, H.263 allows resynchronization at the beginning of the next GOB. The decoder discards the corrupted GOB and replaces it with the error-concealed image data.
There are basically two approaches to error concealment [11] : temporal concealment [12] and spatial concealment [13] . Ghanbari et al. proposed a temporal scheme, which uses another highly error protected, but not error-free channel, over which the motion vectors (MVs) are delivered to the decoder [12] . At the decoder, if there were transmission errors, the erroneous video frame region is replaced by the motion compensated area of the reference frame. Since the performance of the temporal concealment schemes strongly depends on the availability of the MVs, Ghanbari's scheme can be considered simple and effective, and hence, it is adopted for the post-enhancement of P-frames in this paper. We will refer to the channel transmitting the image data excluding the MVs as the base channel. The other channel dedicated to the delivery of the MVs will be referred to as the MV channel. For the I-frames, spatial concealment is adopted. When a GOB is lost, the decoder reconstructs the GOB by a spatial concealment scheme, e.g., by simple spatial interpolation or by some advanced technique [13] , such as discrete cosine transform (DCT)-coefficient recovery based post-enhancement.
Let denote the event that the image data of the th GOB of the th frame, which will be represented as the th GOB, in the base channel are corrupted. Then, the GOB error probability becomes (1) where is the number of bits of the th GOB in the base channel, the BER of the base channel, and the number of GOBs of a frame. Let denote the event that the MVs of the th GOB in the MV channel are corrupted. Then, is given by (2) where is the BER of the MV channel and the number of bits for the MVs of the th GOB in the MV channel. Note that because there is no MV in the first frame, I-frame.
B. The BER of the CDMA System
The ideal power control is assumed: the fading is completely combated by power control, and thus, the received signal-to-interference-plus noise ratio (SINR) is perfectly maintained constant. In CDMA system, the summation of interference coming from other users can be approximated by a Gaussin random variable, which is known as Gaussian approximation. Because this approximiation is simple and sufficiently accurate, it has been widely adopted [14] , [15] . Under this assumption, a convolutionally coded CDMA system is considered with code rate and free distance . When the SINR is high, which is typical in video transmission, the BER of the base channel can be approximated as [16] - [19] (3)
where represents the total number of nonzero information bits on all free distance paths, the SINR, the intra-and intercell interference plus background noise power, channel bandwidth, the received power, and the transmitted bit rate. The time index has been dropped in and of (3) because we assume the ideal power control. The approximation error between (3) and the BER upper bound is negligible for a reasonable BER range for video transmission: about 10 [19] . Similarly, the BER of the MV channel can be approximated as follows: (4) where , , , , , , and are the values of , , , , , , and corresponding to the MV channel. For the separation of the MV channel from the base channel, the multicode CDMA technique [20] can be employed. Due to the orthogonality of the codes in the multicode system, the amount of interference encountered by the base channel is the same as that by the MV channel, i.e., .
III. OVERALL DISTORTION MODELING
A. I-Frame Distortion Modeling
In this section, the overall distortion of the I-frame, in which all blocks are INTRA-frame coded, will be modeled. First, at the block layer, the distortion is modeled under the assumption that the quantization noise and the error concealment-induced noise are uncorrelated and the noises have zero-means. Then, the total distortion of I-frame is modeled.
Let the th block represent the th block of the th GOB of the th frame and be the luminance of the th pixel of the th block. The first frame is assumed to be the I-frame. In Fig. 1 , is produced by taking the two-dimensional DCT of the input luminance level ; is quantized and the quantized value is entropy coded and delivered over the noisy channel. At the decoder, error detection is performed in order to check, whether the received GOB is corrupted. When the GOB containing is corrupted, is discarded and the decoder replaces it with , where represents the spatially error-concealed data for
. If the received GOB is error free, can be reconstructed from . The overall distortion, , of the th block is computed by (5) where the distortion function, , is defined as Since the DCT is unitary transform, the mean squared error in the spatial domain is the same as that in the transform domain:
. Thus, represents the quantization distortion. Also, can be interpreted as the distortion caused by the error concealment, which does not contain the quantization distortion component.
It is assumed that the quantization noise and the error concealment-induced noise are uncorrelated and the noises have zero-mean. Then (7) and the following holds: (8) Through the simulations, we found that the cross correlation of (7) is negligible compared with and for a reasonable BER range for video transmission:
10 . The overall distortion of the first frame is given by (9) The first and the second terms in the right-hand side of (9) will be denoted as and , respectively.
B. P-Frame Distortion Modeling
In this section, the overall distortion of the P-frame will be modeled. First, the distortion of the INTRA-coded blocks of the P-frames is modeled at the block layer, under the assumption that the cross correlations between several noise processes are zeros and that these processes have zero-means. Next, under the same assumption, the distortion of the INTER-coded blocks is also modeled at the block layer. Finally, the overall distortion is presented.
Let and denote the sets of INTRA-and INTER-coded blocks, respectively, in the th GOB. Fig. 2 shows the encoding and decoding processes of the pixels of the blocks in . MC and ME denote the motion compensation and motion estimation, respectively. Let and denote the reference frames used for the motion compensation of the th frame at the encoder and at the decoder, respectively. Note that is generally different from since the reference frame at the decoder is corrupted due to channel errors. If a received GOB of the th frame is corrupted, is used for the temporal concealment; otherwise, is used for motion compensation. To elaborate further, represents the MVs of the th block. Note that one MV is used for a macroblock in H.263, while four MVs are used for a macroblock in the advanced prediction mode, which is described in Annex F of H.263+. Additionally, represents the specific pixel of , which is used for the motion compensation of , hence we have, , where is the residue of the motion compensation. Similarly, denotes the pixel used for the motion compensation at the decoder. The MV estimator produces the estimated MVs, , of the corrupted GOB and can be synthesized using the adjacent GOBs MVs or can be simply a zero MV. Furthermore, represents the temporally concealed pixel used to replace . The overall distortion of the th block, for , becomes (10) There are four types of errors in (10): the quantization error ; the error, , induced by MV corruption; the error, , induced by the error concealment using the error-free MV and the reference frame; the errors, and , induced by reference frame misalignment. It is assumed that all of these errors have zero means and they are uncorrelated with one another. Then, of (10) becomes (11) Fig. 3 shows the encoding and decoding processes of the pixels of the blocks in . The overall distortion, , of the th block, for , is given as follows: (12) where it is assumed that the quantization noise , the noise induced by the MV corruption, error concealment-induced noise , and the noise induced by the reference frame misalignment are uncorrelated with one another and that they have zero means. Through the simulations, in (11) and (12), we found that the cross correlations between the noise processes imposed by the various processing steps are generally negligible compared with other distortion components for reasonable values of and , namely for 10 and 10 . The overall distortion of the th frame, for , is
where represents the quantization distortion, the distortion caused by the corruption of MVs, the distortion induced by the error concealment, and the distortion induced by the reference frame misalignment. These distortion terms are given as follows, as shown in (14)- (17), at the bottom of the next page.
C. Overall Distortion Estimated at the Encoder
The aim of this paper is to optimize the target BERs so that the consumed power is minimized under the constraint of a maximum distortion. The target BERs are obtained based on the overall distortion model. In real applications, the target BER must be determined at the encoder, not at the decoder, in order to be able to adjust the wired and wireless links' BER levels with the aid of power control according to the target BER. Thus, all parameters of the modeled distortion must be measurable at the encoder. However, is not measurable because is not available at the encoder, although , , and can be computed at the encoder. In the following, under the assumption that video reconstruction errors are uniformly distributed, is expressed in terms of , , and so that the encoder can estimate . Next, the overall distortion estimated at the encoder is obtained.
The effects of channel errors are accumulated in the video decoder's reconstructed frame buffer as the decoding continues.
Then, the distribution of the video reconstruction error induced by the reference frame misalignment tends to become similar to the uniform distribution. In this paper, it is assumed that the video reconstruction error distribution in a frame is uniform although this assumption is not valid, unless a sufficiently high number of errors are accumulated. Note that the same assumption, namely the uniform distribution of the video reconstruction error, has also been made in [4] . Under this assumption, we have (18) and these distortions can be approximated as . In (18) , the left-and right-hand
sides represent the summations of squared errors, between and , incurred at the two blocks pointed by the two different MVs. Since the areas of the two blocks are the same, (18) holds due to the assumption of uniform reconstruction error distribution.
Let and denote the numbers of INTRA-and INTER-coded blocks, respectively, in the th GOB. Then, can be represented as (19) where (20) Thus, the total distortion of the th frame is approximated as
where and is given from (9) . Note that the encoder can estimate the total distortion induced at the decoder every frame using (22) .
Recently, the phenomenon of interframe error propagation has been widely studied. Côté et al. [21] modeled error propagation at the macroblock level for optimum mode selection. Compared with the model presented in this paper, this model is a little simpler. However, Côté's model did not take into account the highly error-protected channel, over which the motion vectors are delivered to the decoder. Thus, this formulation cannot be applied to our system model that adopts the separate motion vector channel. Zhang et al. proposed another algorithm [22] , which estimated the distortion more accurately compared with the other methods including our work. However, it may be impossible to use Zhang's scheme for optimization of the target BERs because Zhang's scheme estimates the distortion recursively. Under the assumption that the channel-induced error variance is the same on average for every frame, Stuhlmüller et al. analyzed the error propagation effect [23] . This model can be applied to periodic macroblock refreshment, which is not considered in our work. However, this scheme did not provide the method to calculate the channel-induced error variance of each frame, which is well presented in our model. Additionally, in Stuhlmüller's model, the highly error-protected channel for delivery of motionvectors was not considered.
D. Periodic Intra-Frame Refreshment
When the channel conditions becomes worse, namely 10 or 10 , the image quality degrades, even if error concealment schemes are employed. In order to overcome this problem, a number of techniques have been proposed. In the error tracking scheme [4] , [24] , the corrupted macroblocks are reported to the encoder and the macroblocks are INTRA-coded. Another approach is the reference picture selection (RPS) mode which is described in Annex N of H.263+. However, there are a number of problems associated with these schemes. First, they require a highly error protected feedback channel. Next, the received feedbacking transmitted from the decoder to the encoder is always delayed due to the round-trip delay. Finally, some additional memory is needed in the encoder and/or decoder for storing a number of recent video frames. If an excessive delay occurs, the encoder must take some other actions, such as activating INTRA-frame refreshments [25] . On the other hand, several schemes [21] , [23] have been proposed for efficient video coding mode selection. However, these schemes increase the computational complexity.
Employing periodic INTRA-coded refreshment of the image sequences is simple and standard-compatible. It also enables immediate image quality enhancement. Therefore, the scheme is often employed in H.263 [26] , [27] , although the performance may not be the best. In this paper, the image sequence is assumed to be INTRA-refreshed every frames. Then, the total distortion during an INTRA-refresh period becomes (23) where .
Note that , and that is a decreasing function of , since . Furthermore, represents the dependency of the subsequent frames within the same INTRA-refresh period on .
E. Evaluation of the Accuracy of Distortion Modeling
The accuracy of the developed distortion model should be evaluated, since we adopted several assumptions. Specifically, we assumed that the reconstruction error caused by the quantization, by the corruption of the MVs, by error concealment and by the reference frame misalignment are uncorrelated with one another and that their means are zero. In Sections III-A-D, through the simulations, we confirmed that the cross correlations are negligible at each image frame. However, as the encoding continues without insertion of I-frames, the cross correlations may be accumulated. Thus, the developed model may provide less accurate overall distortion for larger INTRA-refresh periods.
In the simulation, Telenor's H.263 codec (version 2.0) [28] was used, with all the advanced coding options turned off. Two well-known MPEG-4 image sequences, composed of 300 QCIF frames and sampled at 30.0 frames/s, were encoded, namely, the low-motion image sequence Mother and Daughter and the highmotion image sequence Foreman. Mother and Daughter is encoded at 32 kb/s with 10 and 10 , and Foreman at 64 kb/s with 10 and 10 . The comparisons are made in terms of the measured real PSNR and in terms of the PSNR estimated by the developed model. Fig. 4 
IV. OPTIMIZATION OF TARGET BERS
The importance, in the sense of the decoded image quality, of each video frame may be different even within an INTRA-refresh period. Hence, it may be advantageous to control the target BER of each video frame. In this section, based on the distortion model, the target BERs of image frames are optimized. In (23) , can be controlled by various video rate control schemes [29] , rather than by the adjustment of target BERs. Thus, we will focus on controlling . We first optimize the target BERs. Then, in order to satisfy the specified target BERs, the optimum power management scheme is presented. Finally, the target BERs of the conventional scheme is obtained for the performance comparison.
Let and be the th image frame's target BER in the base and the MV channels, respectively. and can be expressed as (25) (26) The right-hand side of (25) can be expanded using Taylor series with respect to , and the higher oder terms can be neglected, yielding . This approximation may result in being slightly overestimated. However, the error induced by this approximation is negligible, when is small. Although the approximation error increases as becomes larger, this error is still small for a reasonable range of GOB error probability for image transmission. For example, even for a high-GOB error probability, such as , the approximation error is still less than 0.5%. Since is lower than , can also be approximated as . The problem is to find the target BER of each video frame so that the total consumed power of an INTRA-refresh period could be minimized, while satisfying the distortion constraint: subject to (27) where
In (27) , is the time duration of an INTRA-refresh period, is a threshold of the total channel error-induced distortion summed over an INTRA-refresh period, and and are given by (3) and (4) with and replaced by and , respectively. In numerous researches on optimum power management for CDMA systems, the objective is to minimize the average consumed power. However, the constraint is the minimum requirement of SINR, which does not reflect the decoded image quality with high fidelity. Thus, these formulations are not suitable for wireless video communication. By contrast, in a lot of study on video coding and communications, the PSNR is adopted in the objective or the constraint functions of the optimization problems. However, the concept of minimizing consumed power is not adopted. Thus, these formulations are also not suitable for efficient resource management of CDMA video communication systems. Unlike these previous formulations, (27) is fit for wireless video communications in CDMA systems because the objective is to minimize the consumed power and the constraint is the maximum tolerable distortion. Finally, note that our problem is different from the work known as joint source/channel coding [30] , [31] . In joint source/channel coding problems, the total limited resource such as the transmitted bits is distributed between the source codec and the channel. Thus, if the more resource is allocated to the source, the less resource must be used to the channel. That is, the source and the channel interact. In the proposed scheme, however, for a given source codec, the limited power is optimally allocated to the channel or to the transmitted video packets. The source codec is not affected by the power allocation at the channel. That is, there is no interaction between the source and the channel although the source information is used for optimal power allocation for the channel.
To derive the optimum solution of (27), we convert the constrained optimization problem to an unconstrained problem using the Lagrangian method. That is, the objective is to find which minimizes (28) Let be the time interval of the th frame transmission. After some calculation, we have
where (31)- (33) are shown at the bottom of the page. It can be shown that the Hessian matrix of is positive definite for every possible , except zero point which is meaningless in real applications. Thus, (29) and (30) give the global minimum point of . Note that and are inversely proportional to the distortions weighted by the number of transmitted bits: and . This implies that the target BER of a frame should be lower, if the distortion induced by the loss of the frame is larger. We also observe that and are inversely proportional to . This is due to the error propagation effect and it means that the target BERs of frames positioned in the early part of an INTRA-refresh period should be smaller.
During the th frame, the received powers and for the base and the MV channels must be controlled as follows.
Optimum power management scheme:
At every video frame, the additional control bits containing the information about the target BER must be delivered from the transmitter to the receiver. Thus, as in [9] , the instantaneous additional power consumption should be considered as follows: (36) where , , , ,
, and are the values of , , , ,
, and corresponding to the separate control channel. Thus, the additional power consumption becomes . However, is negligible compared with , when , and , since : in the simulation, b/s and is 32 kb/s or 64 kb/s. In order to employ the proposed power management scheme, the control information must be transmitted from the video coder of application layer to the physical layer. This can be realized by a radio resource control (RRC) of WCDMA. In radio interface protocol of WCDMA, the control plane is separated from the user plane [32] . In addition, the RRC protocol entity of control plane has control interfaces with all layers of the user plane [32] . Thus, using the interfaces, the information can be delivered through the RRC entity. Specifically, at every image frame, the weighted distortion values, in (31) and in (32) , are delivered to the physical layer. Then, the target BERs for the base and the motion-vector channels are calculated using the distortion values.
In this paper, we define the conventional system as the system which aims for satisfying a fixed target BER. Thus, in the conventional system, and . Under this condition, the solution to the optimization problem (27) is given by (37) (38)
V. SIMULATION RESULTS
In order to compute the optimum BERs in (29) and (30) , the values of and are determined as the corresponding values of the previous INTRA-refresh period by assuming that the image characteristics do not change abruptly. We also substitute with the corresponding value of the previous INTRA-refresh period under the assumption that the time average value of over , about 100 ms, does not change seriously. Similarly, in the conventional scheme, and of (37) and (38) are calculated using the and values of the previous INTRA-refresh period. The other parameters are chosen as , , , [33] . The simulation results are averaged for 100 runs.
The performances of the proposed and the conventional schemes are evaluated by comparing the average PSNRs at the same power consumption. The power consumption is adjusted by varying the value in (29) and (30) . Then, the power is normalized by the peak power level, which guarantees that the average PSNR degradation caused by channel errors is negligible, e.g., less than 0.1 dB. Naturally, in the simulation of each image sequence, we chose the normalizing power levels of the two schemes to be the same. Fig. 5 shows the average PSNRs of the proposed and the conventional schemes versus the normalized power under the assumption of ideal power control. The proposed scheme considerably outperforms the conventional one. For example, the average PSNR of Foreman is improved by the Optimum scheme about 3.5 dB when the normalized power is 0.6. The normalized power versus the channel-induced average PSNR degradation is shown in Fig. 6 . For example, channel-induced PSNR degradation of 1 dB is likely to be tolerable. At this point, the consumed power can be significantly saved by the proposed scheme. Fig. 7 (a) and (b) shows average PSNR gain by the proposed scheme over the conventional scheme versus the channel-induced average PSNR degradation of the conventional one under the assumption of the perfect power control. As the INTRA-refresh period becomes longer the developed model becomes inaccurate. This will degrade the performance of the proposed scheme. For a longer INTRA-refresh period, however, the difference of importance between the frames positioned in the earlier part and the later part becomes more significant. This effect will help improve the performance of the proposed scheme. The simulation results of Fig. 7 show that the performance is not seriously affected by the period. In most cases, the performance variations are less than 0.5 dB.
VI. EFFECT OF IMPERFECT POWER CONTROL
In this section, we consider the effects of imperfect power control. The power control function of the IS-95 uplink [18] consists of two main parts: open-loop power control and closed-loop. The open-loop power control attempts to compensate for the slowly varying shadowing and for the path loss. The closed-loop power control mitigates the effects of the rapid fading and is comprised of two parts: inner-loop and outer-loop. In the inner-loop control, a BS measures the received SINR from a given mobile terminal (MT); compares it to a prescribed target SINR; and generates binary transmit power control commands every 1.25 ms to raise or lower the transmitted power of the MT. However, the received SINR after the inner-loop adjustments is still variable and depends on the channel conditions and on the mobile speed [18] . Generally, it is known that the received SINR is approximately lognormally distributed with mean equal to the target SINR and standard deviation between 1-1.5 dB [18] . Considering this effect, we assume that the short-term BER varies, but the mean is equal to the target BER. That is, at the th frame, the BERs and of the base and the MV channels, respectively, are assumed to be given as and , where and are lognormal random variables with means , , and standard deviations , , respectively. Simulation results for the case with the imperfect power control are given in Fig. 8(a) and (b) . The performance improvement achieved by the proposed scheme decreases, as and increase.
As stated above, the received SINR is still variable even if the inner-loop control is applied. In real systems, therefore, the outer-loop control is introduced in order to overcome this problem and to satisfy the target BER [18] . In particular, Kawai et al. showed that the outer-loop control maintains the target BER well for a wide range of the maximum Doppler frequencies [34] . Moreover, the performance of the power control has been improved considerably, since numerous advanced techniques have been introduced, such as variable step size and predictive schemes [35] , BER measurement-based schemes [36] , schemes designed specifically for time-division duplex (TDD) mode [37] , and variable-rate variable-power schemes [38] . Thus, we expect that the performance improvement by the proposed scheme will be larger than the results presented here in conjunction with dB, if the above advanced techniques and/or outer-loop control are employed.
VII. CONCLUSION AND FURTHER WORK
Since the capacity of CDMA systems is limited by the total received power at each BS, the employment of efficient power management is essential. In order to derive an optimum power management scheme for supporting wireless video services in CDMA systems, we have modeled the end-to-end distortion of H.263 coded video data. It has been shown with the aid of simulation that the model developed enables the encoder to estimate the end-to-end distortion well. Based on the model developed, an optimum power management scheme is proposed, which can control the target BERs of the image frames. This scheme takes into account the error propagation effects caused by the motion compensation. Simulation results show that the proposed scheme considerably outperforms the conventional scheme, which aims for satisfying a fixed target BER. Since assuming ideal power control is not realistic, the effects of imperfect power control are also investigated. As the power control error becomes larger, the performance improvement achieved by the proposed scheme decreases.
When the optimum target BERs are given, forward error correction can be used, instead of power management, in order to satisfy the target BERs. Thus, as further work, it is worth studying and analyzing the performance of such communication systems.
