NBS is a non-parametric bidirectional search algorithm, proved to expand at most twice the number of node expansions required to verify the optimality of a solution. We introduce new variants of NBS that are aimed at finding all optimal solutions. We then introduce an algorithmic framework that includes NBS as a special case. Finally, we introduce DVCBS, a new algorithm in this framework that aims to further redcue the number of expansions. Unlike NBS, DVCBS does not have any worst-case bound guarantees, but in practice it outperforms NBS in verifying the optimality of solutions.
Introduction and Overview
Given a graph G, the shortest-path problem is to find the least-cost path from state s to state g in G. Bidirectional heuristic search algorithms (denoted henceforth by Bi-HS) interleave two separate searches, a search forward from s and a search backward from g. Recent research (Eckerle et al. 2017 ) defined conditions on the node expansions required by Bi-HS algorithms to guarantee solutions optimality. Following work reformulated these conditions as a mustexpand graph (G MX ), showing that the Minimum Vertex Cover (MVC) of G MX corresponds to the minimal number of expansions required to prove optimality. Finally, Shaham et al. (2017; studied the G MX structure and its extension, G MX , that exploits knowledge of the minimal edge cost ( ), to characterize properties of the MVC.
Bi-HS algorithms can be classified as parametric or as non-parametric. Two parametric algorithms were recently developed. Fractional MM (fMM(p)) (Shaham et al. 2017) generalizes the MM algorithm ) by controlling the fraction p of the optimal path at which the forward and backward frontiers meet. There exists an optimal fraction p * for which fMM(p * ) will expand exactly an MVC of G MX , but p * is not known a priori. Another parametric algorithm is GBFHS (Barley et al. 2018) , which iteratively increases the depth of the search. It is parametric in a predefined split function that determines how deep to search on each side at each iteration. GBFHS with an optimal split function also converges to an MVC of G MX . However, such a split function is not known a priori. Without knowledge of the optimal parameter values, both algorithms may expand many more nodes than an MVC of G MX .
In this paper we focus on non-parametric Bi-HS algorithms. NBS ) is a robust state-of-the-art non-parametric algorithm that computes a vertex cover (VC) of G MX whose size is at most 2|MVC|. We enrich this line of research and introduce new settings and new algorithms that aim to find a VC of G MX . In particular, we make the following contributions:
(1) We describe and motivate the problem of finding all optimal solutions, and introduce two new versions of G MX (with/without ) that are suited for such settings. This results in four different problem settings, each with its own G MX .
(2) We introduce a 2-level framework for non-parametric Bi-HS algorithms and reformulate NBS as a special case. (3) Utilizing our framework, we adapt NBS to the four settings, while maintaining the 2|MVC| guarantee. (4) We introduce a new algorithm Dynamic Vertex Cover Bidirectional Search (DVCBS). It uses the same high-level framework we developed, but unlike NBS, always tries to expand a VC of a dynamic G MX graph which is also introduced. Here too, four versions are possible. (5) Our experimental results show that the new variants of NBS, as well as DVCBS, outperform previous variants of NBS for finding both the first and all optimal solutions, expanding significantly fewer nodes in many cases.
Definitions and Background
Let d(x, y) denote the shortest distance between x and y, C * = d(s, g), and let f F , g F and h F indicate f -, g-, and h-costs in the forward search, and likewise f B , g B and h B in the backward search. The forward heuristic h F is admis-
The backward heuristic h B is defined analogously. Front-to-end Bi-HS algorithms use these two heuristic functions and in this paper we assume that both are admissible and consistent. Front-to-front Bi-HS algorithms use heuristics between pairs of states on opposite frontiers, and are outside the focus of this paper; see Holte et al. (2017) for a survey.
Guaranteeing Solution Optimality
Unidirectional search algorithms must expand all nodes n with f (n) < C * in order to guarantee the optimality of solutions (Dechter and Pearl 1985) . Eckerle et al. (2017) generalized this to Bi-HS by examining pairs of nodes u, v such that u is in the forward frontier and v is in the backward frontier. They defined conditions for when such pairs should be expanded:
If u and v meet the three conditions, then to guarantee solution optimality every algorithm must expand at least one of u or v in order to ensure that there is no path from s to g passing through u and v of cost < C * .
In Bi-HS, a pair of states u, v is called a must-expand pair (MEP) if lb(u, v) < C * . The MEP definition is equivalent to the above conditions; for each MEP only one of u or v must be expanded. In the special case of unidirectional search, algorithms expand all the nodes with f F < C * , which is equivalent to expanding the forward node of every MEP. Bi-HS algorithms may expand nodes from either side, potentially covering all the MEPs with fewer expansions. Shaham et al. (2018) generalized the three conditions to handle the case where a lower bound on the edge costs is available. In unit edge-cost domains = 1, while in other domains one might iterate over all action costs and set to their minimum. We denote this case by -case, as opposed to the base-case, where no knowledge of is available. For -case, Condition 3 is changed to:
3.
Consequently, the lower bound is changed to:
v) + } and an MEP is defined according to the new lb.
The Must-Expand Graph (G MX )
The problem of selecting the minimal set of nodes that cover all MEPs can be restated as finding an MVC on the mustexpand graph . Definition 2. The Must-Expand Graph (G MX ) of a problem instance is an undirected, unweighted bipartite graph. For each state u ∈ G there is a left vertex u F and a right vertex u B . G MX has an edge between a left vertex u F and a right vertex v B if and only if (u, v) is an MEP.
It follows that Bi-HS algorithms must expand a vertex cover (VC) of the induced G MX when solving a problem instance. The MVC is thus a lower bound on the number of expansions. Another version of G MX , denoted by G MX , can be constructed for -case (Shaham et al. 2018) . Figure 1 illustrates different versions of G MX for the problem instance in Figure 1(a) , in which C * = 3. Figure 1 (b) shows the corresponding G MX . The left (right) vertices are ordered by increasing (decreasing) g F -costs (g B -costs). Additionally, vertices with identical g F (or g B ) are merged into a single weighted vertex, denoted as a cluster. For example the cluster with g F = 1 includes both A and X and its weight is 2. Similarly, an edge that connects clusters represents all possible edges between them (the product of their weights), e.g., 6 edges connect the cluster with g F = 1 to the one with g B = 1. Figure 1 (c) shows G MX ( = 1). Due to the addition of , some edges that exist in G MX no longer exist in G MX . For example, the left cluster (vertex) with g F = 1 is connected to all right clusters with g B ≤ 1 in G MX but is only connected to the right cluster with g B = 0 in G MX .
2.3
The Minimum Vertex-Cover of G MX Shaham et al. (2017) introduced CalculateMVC() (see their Section 6.5), an algorithm for finding an MVC of a G MX . This algorithm relies on the fact that all such MVCs are contiguous and restrained in both directions. That is, there exist thresholds t F , t B ∈ R such that t
CalculateMVC() iterates over all relevant pairs of values for which t F +t B = C * and finds the pair which induces the MVC. For example, in Figure 1 (b) the MVC (colored blue) is induced by t F , t B = 2, 1 and includes only four nodes (s, A, X, g). CalculateMVC() runs in time linear in number of clusters (O(C * )) but assumes that G MX and C * are given as input. Thus, it can only run post-priori, after C * was found and the entire G MX was fully built (e.g., by running A* from both sides). Such information is not available to any Bi-HS algorithm during execution. Therefore, Bi-HS algorithms cannot guarantee that the VC they find is minimal. Hence, a main challenge of Bi-HS is to approximate an MVC by using only information available during the search.
Finding All Optimal Solutions
A common practice in the heuristic search literature is to halt the search once the first optimal solution is found and verified. This problem comprises two tasks: (1) finding a solution of cost C * and (2) verifying that there are no solutions with cost < C * . Most search algorithms interleave these tasks, completing them in an arbitrary order. The G MX analysis above only handles the second task. Therefore, an MVC of G MX may not capture the extra work needed to complete the first task of finding a solution (but |MVC| is still a lower bound on the entire search). This is similar to only counting nodes with f < C * as necessary expansions in unidirectional search, and omitting nodes with f = C * that are expanded to find the goal (Dechter and Pearl 1985) .
In many cases, the set of all optimal solutions is required. For example, if not all the problem constraints can be encoded due to privacy issues, competing objectives, partial knowledge, etc. then an external decision maker is needed to choose a solution from the set of all optimal solutions (Byers and Waterman 1984; Arthur et al. 1997; Mahadevan and Schilling 2003) . In other cases a solution may become invalid and an additional solution needs to be obtained quickly (Siegmund et al. 2012; Isermann 1977) . We denote these problem spaces by -ALL-case when knowledge of exists, and base-ALL-case otherwise.
Finding all optimal solutions only consists of a single compound task: verifying that there are no undiscovered solutions with cost ≤ C * (as this includes the task of finding solutions with cost C * ). Thus, we can generalize the analysis in Section 2.1 to the case of finding all solutions in a way that allows us to bound the number of expansions required for the entire search. In addition, we show below that using this formalization also helps in finding a first solution faster.
G MX for Finding All Optimal Solutions
The first step in generalizing the analysis for the task of finding all solutions is to re-define MEPs to use ≤ instead of < in the three conditions. Let u and v be nodes in the forward and backward frontiers, respectively. There can be an optimal path (of cost C * ) that goes from s to u to v to g, if:
1.
We define a pair of states (u, v) to be an MEP for the all cases (we call such pairs must-expand-all pairs, or MEAPs) if lb(u, v) ≤ C * , where lb(u, v) is again the maximum of the three terms. Theorem 1. Let I = G(V, E), s, g . A Bi-HS algorithm B will find all optimal paths in I if and only if B expands at least one state from every MEAP.
proof. If Case: Assume that B found all optimal paths but there is an MEAP u, v where neither u nor v were expanded by B. Consider the two paths: U from s to u with a cost of g F (u); and V from v to g with the cost of g B (v). Let I = G (V, E) , h be a problem instance where u, v is an edge with cost . Therefore, there is a path
However, B(I ) = B(I) P , contradicting the assumption that all optimal paths from s to g were found by B. Only-If Case: Assume that B expanded at least one state from every MEAP, and there exists an optimal solution P = s = p 0 , . . . , p k = g that was not found. Since the heuristics are admissible, for all 0
Since P was not found, there exist nodes p i , p j ∈ P , p i = p j , in the forward frontier and backward frontiers of B respectively, when the search terminates. P is an optimal path, thus, g
Since is a lower bound on the distance between nodes,
Hence p i , p j is an MEAP, contradicting the assumption that B expanded at least one state from every MEAP.
Note that the proof holds in base-ALL-case if = 0. We use the new must-expand-all conditions to define two new graphs: G MXA for base-ALL-case, and G MXA for -ALL-case, in a manner similar to G MX and G MX respectively, but with the ≤ conditions. Importantly, |MVC| of G MXA and G MXA is a lower bound on the number of nodes that must be expanded to complete the joint task of finding all optimal solutions and verifying that there are no cheaper solutions. By contrast, |MVC| of G MX and G MX only bounds the minimal number of expansions to complete the (second) task of verifying that no solution with cost < C * exists. G MXA and G MXA for the example in Figure 1 (a) are shown in Figures 1(d) and 1(e), respectively. As can be seen, each vertex has more neighbors due to the use of ≤ instead of < in condition 3. For example, the cluster with gF = 1 is now also connected to the cluster with gB = 2. Furthermore, since conditions 1 and 2 now also have ≤, G MXA contains additional clusters (e.g., with g F = 0) and existing clusters may now be composed of additional states (e.g., y i with g F = 1 are included in G MXA but not in G MX ).
Since G MXA includes more edges than G MX , the contiguous partition of their MVCs may be different, as demonstrated in Figure 1 . The MVC of G MX (Figure 1(b) ) is composed of the vertices {s, A, X} in the forward direction and {g} in the backward direction. The MVC of G MXA (Figure 1(d) ) is composed of vertex s in the forward direction and {g, D, C, B, A} in the backward direction. Note that X is part of the MVC of G MX but not a part of the MVC of G MXA .
As a result, existing Bi-HS algorithms that consider G MX when aiming to find a first solution should be modified to consider G MXA when trying to find all optimal solutions. For example, the optimal fraction of fMM(p) for finding all solutions ( 1 4 for Figure 1(a) ) is different from the optimal fraction for finding a first solution ( 2 3 ). Furthermore, in section 4.2 we demonstrate that algorithms which consider G MXA may be even better at finding the first solution.
Increase LB to the next value ) is a robust state-of-the-art non-parametric algorithm that is guaranteed to expand a VC of G MX whose size is at most 2|MVC|. In this section, we introduce a generalization of NBS: a two-level framework which we call the Lower-Bound-Framework (LBF). NBS is a specific implementation of the low level of LBF. We then introduce additional algorithms in this family which differ in their decisions at the low level of LBF.
LBF has two levels. The high level (Algorithm 1) maintains and dynamically increases a global lower bound (LB) on the cost of an optimal solution. It keeps track of all states in the frontiers (OPEN lists) of the two directions of the search. For each node pair u, v , lb(u, v) is defined according to Definition 1 above, depending of course, on the exact case (base-case, -case etc.). The global lower bound LB is set to be the minimal lb among all pairs.
2 The low level of LBF then needs to select valid nodes for expansion, i.e., nodes that may be part of paths of cost ≤ LB. All the algorithms in the LBF family discussed in this paper use the same high level, but differ in the low-level selection policy.
The Low-Level Expansion Policy of NBS
The low-level policy of NBS is based on an approximate VC algorithm (Papadimitriou and Steiglitz 1982) which re-2 Other Bi-HS algorithms also maintain and increase a global lower bound on the optimal solution, e.g., C in MM and f Lim in GBFHS. These bounds use less information than LB of LBF which directly depends on current knowledge on MEP as defined by the GMX theory and therefore is tighter.
peatedly chooses an edge and adds both its endpoints to the VC. Therefore, NBS repeatedly finds a pair u, v for which lb(u, v) ≤ LB and expands both u and v. The implementation details of NBS, as done by the original authors (outlined in Algorithm 2) are as follows. The frontier for each direction D is split into two separate queues: waiting D (sorted by f -value), which serves as a gateway to ready D (sorted by g-value). Nodes with a minimal f -value are moved from waiting D to ready D , and only nodes from ready D are expanded. In the pseudo codes, every line which includes D is repeated twice, once for each direction. First (Lines 2-3), all nodes for which f D (u) < LB are moved to ready D . Next (Lines 6-7), NBS selects a pair of nodes u ∈ ready F and v ∈ ready B for which g F (u)+g B (v) ≤ LB, and expands both u and v. If no such pair is found, NBS repeatedly moves a pair of nodes for which f F (u) ≤ LB and f F (u) ≤ LB from waiting D into ready D (Line 10) and continues to look for a pair for which g F (u) + g B (v) ≤ LB. If such a pair is still not found, the low level reports back to the high level that no valid pairs were found, causing LB to be incremented. Chen et al. (2017) proved three properties of NBS: (1) It is guaranteed to find an optimal solution. (2) It expands at most 2|MVC| states while finding a VC in G MX . (3) No other Bi-HS algorithm can have better worst-case performance.
Finding All Optimal Solutions with NBS
The original low level used for NBS by Chen et al. (2017) is based on the properties of MEPs which use < C * in all three conditions. Therefore, NBS first considers nodes with f F and f B which are strictly less than LB (Line 2). Nodes with f F and f B that equal LB are only added lazily later (Lines 9-10 of Algorithm 2). We use NBS F and NBS F (F for first solution) to denote the original versions (Algorithm 2) for the base-case and -case, respectively.
In order to be better suited for for finding all solutions we adapt the low-level expansion policy of NBS to be based on MEAPs which have ≤ in the three conditions. Specifically, we modify the NBS F expansion policy to immediately consider all nodes for which f D (u) ≤ LB by changing the < condition in Line 2 of Algorithm 2 to be ≤. This change also eliminates Lines 9-11, as such nodes are handled eagerly in Line 2. We use NBS A and NBS A (A for all solutions) to denote these new versions which use the modified expansion policy (with ≤ in Line 2) and aim to find a vertex cover of G MXA and G MXA respectively. Note that there are many possible ways to implement the low level of NBS in terms of how to move nodes from waiting D to ready D . NBS F and NBS A are special cases directly inspired by G MX and G MXA .
Finding a First Solution with NBS A
An interesting phenomenon is that although NBS A is designed to find all solutions, it may expand fewer nodes than NBS F , even when finding the first solution. The explanation for this is as follows. The low level of NBS A utilizes more information about G MX when making a decision. In an iteration where LB < C * , nodes with f = LB are part of G MX , and considering them earlier helps in increasing LB faster, thus finding an MVC faster. In iterations where LB = C * , a An example of this phenomenon is presented in Figure  2 , where C * = 4 (the edge between s and g). Both NBS F and NBS A begin by expanding s, g (LB = 1), followed by A, H (LB = 2), at which point LB is incremented to 3. For NBS F ready B will contain only K (f F (K) = 2 while f = LB = 3 for all other nodes). NBS F will expand B, K before moving other nodes to ready B (using Lines 10-11). Next, it will expand C, E , D, F and terminate after expanding 10 nodes. By contrast, in NBS A after setting LB = 3 ready B will contain E,F ,I,J and K (all with f ≤ LB = 3). Since nodes with lower g-values are expanded first, NBS A will expand B, E and C, F , terminating with 8 node expansions, without expanding nodes K and D (since g F (D) + g B (K) = 4 > 3 = LB). Our experiments below suggest that this phenomenon is rather common in practice.
Note that every pair expanded by NBS A in every iteration where LB < C * is an edge of G MX . Thus, NBS A retains the 2|MVC| bound until finding a VC of G MX .
Bidirectional Search using Dynamic VC
We now introduce a new family of algorithms called Dynamic Vertex Cover Bidirectional Search (DVCBS). It uses the high level of LBF but conceptually differs from the NBS family in its low-level expansion policy. While NBS always expands both nodes of a chosen MEP, DVCBS works by maintaining a dynamic version of G MX (DG MX ) and greedily expanding an MVC of the DG MX at each step.
DG MX is defined as follows. Its structure resembles G MX , with two main differences: (1) The full G MX is not available during the search. Instead, DG MX contains only nodes in the forward frontier (generated not expanded) for constructing left vertices, and only nodes from the backward frontier for constructing right vertices. (2) The value of C * is not known during the search, thus edges of DG MX are defined on pairs u, v such that lb(u, v) < LB. Since LB ≤ C * , all such pairs are in fact MEPs of G MX .
Note that DG MX shares all the interesting properties of the full G MX . Thus, vertices with the same g-value can be merged to form a weighted vertex (cluster). More importantly, CalculateMVC() can be directly applied to DG MX in time linear in the number of its clusters. This is done in all low-level variants of DVCBS presented next.
Low-Level Expansion Policy in DVCBS
There are many possible low-level expansion policies based on DG MX and on its MVC. Every node expansion deletes vertices and may add new vertices to DG MX , invalidating the most recently computed MVC. However, computing the MVC every time DG MX changes incurs extra overhead (albeit linear in the number of clusters in DG MX ). Thus, an efficient expansion policy should balance between expanding many nodes and maintaining the most up-to-date DG MX and MVC. We experimented with multiple expansion policy variants, and found that an efficient balance between these two extremes is to expand a single cluster (containing all nodes with the same g F -or g B -value) in every iteration of the high level. This results in a manageable amount of MVC computations, while working on reasonably up-to-date information. Furthermore, since all vertices in a cluster have the same g-value, LB may increase only after expanding an entire cluster but never before. We only report experimental results for this variant.
DVCBS contains several other decision points. First, there can be several possible MVCs for a given DG MX . Additionally, as mentioned above, one cluster from MVC should be chosen and expanded. Finally, the way we order nodes within the cluster for expansion may affect the number of expansions before reaching a solution when LB = C * . We have experimented with many possible decision choices but report the results in Section 6 using the best variant as follows. Select the cluster with the smallest number of nodes among the clusters with minimal g F -and g B -values, among all MVCs. Tie breaking for specific node expansion within a cluster orders nodes according to their order of discovery. Pseudo code of the low level of DVCBS appears in Algorithm 3. The life cycle of DVCBS includes the following steps: (1) initialize DG MX , (2) CalculateMVC(), (3) choose the cluster of nodes to expand from the MVC, and (4) update DG MX . Steps 2-4 are repeated until either an optimal solution is found or no possible solution exists. To execute efficiently, DVCBS uses data structures denoted as Cwaiting D and Cready D , which are similar to the waiting D and ready D queues of NBS, modified to use clusters.
Variants of DVCBS
Like NBS, DVCBS also has four variants corresponding to the four versions of G MX . The variants that use G MX and G MX are denoted by DVCBS F and DVCBS F which lazily move nodes with f D = LB from Cwaiting D to Cready D . Likewise, variants that use DG MXA (a dynamic graph based on G MXA , i.e., based on the conditions of MEAPs) can be derived by adapting the low-level expansion policy to G MXA and G MXA . Specifically, as was done for NBS, we modify the DVCBS expansion policy to immediately consider all nodes for which f D (u) ≤ LB by changing the < condition in Line 2 of Algorithm 3 to be ≤. This change also eliminates Lines 11-13, as we handle such nodes immediately in Line 2. These variants are called DVCBS A and DVCBS A .
Here too, DVCBS A can also be used to find a first solution, sometimes faster than DVCBS F , as we demonstrate using 
Assume that both DVCBS F and DVCBS A selected s for expansion and so {A, B, C} are added to waiting F . Their minimal f -value is 2 (A and B) so LB = 2. There are no clusters in waiting F with f F < LB, thus, {A,B} are moved to ready F and DG MX = DG MXA = {U F = {A, B}, V B = {g}, E = { A, g , B, g }}. Therefore, {g} is the MVC, and both algorithms expand g and add {E, F, H, I, J} to waiting B . Next (LB is still 2), H is added to ready B and since H is the MVC, it is expanded and K is added to waiting B . Now, {K} is the only cluster in waiting B with f B ≤ LB. Since g B (K) = 2 and gmin F = 1 ({A, B}) LB is incremented to 3. At this point the algorithms diverge. DG MXA moves C to ready F and {E, F, I, J, K} to ready B . Thus, DG MXA includes 3 clusters with f D ≤ LB = 3: {A, B, C} with g F = 1 in ready F , and two clusters in ready B : {E, J, F, I} with g B = 1, and {K} with g B = 2. Thus, DVCBS A expands cluster {A, B, C} (it is the MVC), then, D is generated and expanded and DVCBS A terminates after expanding a total of 7 nodes (s, g, H, A, B, C and D). By contrast, when LB = 3, DG MX contains only two clusters with f D < LB = 3: {A, B} (with g F = 1) in ready F and {K} (with g F = 2) in ready B . Thus, DVCBS F expands K (node C, as well as {E, J, F, I} are added to ready D , with f D = LB = 3). Then it expands cluster {A, B, C}. Next it exapnds D and terminates, after expanding a total of 8 nodes (s, g, H, K, A, B, C and D). Recall that NBS F expands 10 nodes and NBS A expands 8 on this example.
No Upper Bound Guarantees for DVCBS
The most important property of NBS is the 2× bound guarantee. While DVCBS outperforms NBS on average (see experiments below), DVCBS is not bounded in its worst case. A synthetic example and its G MX demonstrate this in Figure  3 . The optimal path is s, X, g of cost k + (k − 1) = 2k − 1. Note that there is a longer path to X via the v i nodes of cost We next show that DVCBS never expands Y , and therefore has to expand at least k + 2 nodes -all connected to Y in G MX . To expand Y , an algorithm needs to generate it by expanding g. If at any point DVCBS chooses to expand g then DG MX will have two nodes in the backward side ({X, Y }) and a single node in the forward side (s or one of the V i nodes). Thus, the MVC of DG MX is always in the forward direction (choosing the V i node), and DVCBS has to expand all of s, V 1 , . . . , V k−1 before converging to the size k + 1 VC of G MX . Otherwise, if g is never chosen for expansion, DVCBS always chooses to expand nodes in the forward direction and it has to expand k + 2 nodes (s, X and all of the V i s) in order to find a VC. In both cases, DVCBS expands more than k nodes. Since k can be arbitrarily large, DVCBS is not bounded by a constant factor of the MVC.
Experimental Evaluation
We ran experiments on four domains: (1) 50 14-Pancake Puzzle instances with the GAP heuristic (Helmert 2010) . To get a range of heuristic strengths, we also used the GAP-n heuristics (for n = 1 . . . 3) where the n smallest pancakes are left out of the heuristic computation. (2) The standard 100 instances of the 15 Puzzle problem (Korf 1985) using the Manhattan Distance heuristic. (3) Grid-based pathfinding: 156 maps from Dragon Age Origins (DAO) (Sturtevant 2012) , each with different start and goal points (a total of 3150 instances); (4) 50 instances of the 12-disk 4-peg Towers of Hanoi (TOH4) problem with (10+2), (8+4) and (6+6) additive PDBs (Felner, Korf, and Hanan 2004) . Table 1 presents results averaged over all instances for a representative set of the heuristics we used. The same trends were observed for other heuristics. The left side of the table is for the base-case while the right side is for the -case. Four low-level expansion policies were executed until all optimal solutions were found: NBS F , NBS A , DVCBS F and DVCBS A . For comparison reasons we also added A * as a baseline. We report the number of nodes expanded at three different points of the execution, each in a different column, as follows. (1 the number of nodes expanded until the algorithm reached a VC of the corresponding G MX . The number reported in parenthesis is the ratio (i.e., the relative size) of the discovered VC compared to an oracle (Shaham et al. 2017) , that built the entire G MX (by running A * in both directions) and found its exact MVC. Numbers close to 1 indicate nearly optimal VCs. Due to memory limits, some MVCs could not be computed (N/A). (2) The first column shows the number of nodes expanded until the first solution was found and verified. (3) The all column gives the number of nodes expanded until all optimal solutions were found (i.e., exactly when a VC of G MXA /G MXA is found). Here, the ratio relative to the optimal MVC of G MXA /G MXA is reported.
Runtime results are reported in Table 2 . The node expansion rates of all variants were similar, with very low variance. Therefore, we use the number of node expansions as the measure in the following analysis of the results.
Previous research Sturtevant and Felner 2018) reported that NBS tends to outperform and is more robust than A * and other related Bi-HS algorithms (e.g., MM). Table 1 confirms that A * is not as robust as the LBF family. In some cases, e.g., the 15 puzzle, A * failed to solve all instances because memory was exhausted. Except for cases where the heuristic is very good (where MVC might be unidirectional), A * 's performance is much worse than the LBF family in all three measures. See (Shaham et al. 2017 ) for a deeper study on the relation between A * and MVC.
Since NBS has a 2x bound guarantee, any other algorithm will expand no fewer than half the nodes of NBS, leaving little leeway. Yet, our new algorithms managed to improve upon NBS and the following trends are evident. First, within the NBS family, NBS A and NBS A outperform NBS F and NBS F , respectively, in terms of finding a VC of G MX and of G MXA . Moreover, they found the first solution faster than NBS F /NBS F in all cases except GAP and DAO.
Second, both DVCBS variants always outperformed the NBS variants in all three measures in the base-case, with DVCBS A almost always being best. In the -case, DVCBS F outperformed NBS F in all three measures, while DVCBS A outperformed NBS A in VC and all. We note that the VCs discovered by the DVCBS variants were often much closer (e.g., GAP-1; 55% vs. 4%, a factor of 14) to being optimal compared to the VCs discovered by the NBS variants. In fact, in some cases, with a weak heuristic, DVCBS A managed to find the exact MVC(!) of G MX (a ratio of 1).
Finally, an interesting anomaly occurs with DVCBS A . It was the fastest to reach a VC of G MX but was rarely the fastest to find a first solution; in such cases DVCBS was best among all algorithms. For example, for GAP-2, DVCBS A expanded 77, 595 nodes to find a VC of G MX while DVCBS found a VC after 86, 292 expansions. However, DVCBS A expanded 90, 581 more nodes (totaling 168, 176) before dis- (totaling 87, 012) . We conjecture that the reason is that in the -case, the frontiers may not be connected (i.e., same node in both frontiers) when a VC is found, and DVCBS A must perform many additional node expansions before connecting the frontiers and finding a solution. However, other algorithms seem to perform more expansions before finding a VC, but they are able to connect the frontiers during this process. We intend to study this behavior further in future work. To summarize, DVCBS A is clearly the algorithm of choice (among all 4) when all optimal solutions are needed. When only a first solution is needed, DVCBS A is the best in the base-case, while DVCBS F is the best in -case. Both always outperform any of the NBS variants, despite not having any theoretical guarantees.
We have also compared DVCBS F (which is our best variant for finding a first solution in the -case) to A * as well as to MM and BS * (Kwa 1989) which are benchmark Bi-HS algorithms. Table 3 presents the average number of node expansions for finding a first solution in the -case. As can be seen, DVCBS F tends to outperform all others, and is certainly the most robust to weaker heuristic.
Conclusions and Future Research
We have enriched the family of non-parametric Bi-HS algorithms as well as the family of G MX graphs while also focusing on the problem of finding all optimal solutions. We have shown that our new algorithms outperform existing ones. We aim to look deeper in these directions in the future, and study additional variants and their relative performance. 
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