The probabilistic roadmap algorithm is a leading heuristic for robot motion planning. It is extremely efficient in practice, yet its worst case convergence time is unbounded as a function of the input's combinatorial complexity. We prove a smoothed polynomial upper bound on the number of samples required to produce an accurate probabilistic roadmap, and thus on the running time of the algorithm, in an environment of simplices. This sheds light on its widespread empirical success.
Introduction
Smoothed analysis. It is well-documented that many geometric algorithms that are extremely efficient in practice have exceedingly poor worst-case performance guarantees. Two approaches were put forth to address this issue. The first tries to formally model various classes of inputs that arise in practice and analyze the performance of algorithms on these models [16] . For example, it was proposed that in practice geometric objects are fat [1, 13, 32, 39] , point sets have bounded spread [8, 10, 18, 19] , and geometric scenes have low density, are uncluttered, sparse, etc. [6, 14, 15, 33] .
The second approach stems from the observation that geometric inputs often contain a small amount of random noise, such as with point clouds generated by a laser scanner [30] . It can be argued that small degrees of randomness creep into geometric inputs even if they are created by a human modeler [36] . By this reasoning, finely tuned worst-case examples have a low probability of arising and should not disproportionately skew theoretical measures of algorithm performance. This is formalized in smoothed analysis [38] , which measures the maximum over inputs of the expected running time of the algorithm under slight random perturbations of those inputs. For example, let A ∈ R n×d specify a set of n points in R d , and let f X (A), where f X : R n×d → R, be a measure of the performance of algorithm X on A. Then the worst-case performance 353 Serra Mall, Stanford University, Stanford, CA 94305, USA; {sidch,vladlen}@stanford.edu.
The first author was supported by a PACCAR Inc Stanford Graduate Fellowship. where A denotes the Frobenius norm of A and N = N (0, σ 2 I n×d ) is a Gaussian distribution in R n×d with mean 0 and variance σ 2 . The parameter σ controls the magnitude of the random perturbation, and as it varies from 0 to ∞ the smoothed performance measure interpolates between worst-case and average-case performance.
Smoothed analysis is a new framework that has already been applied to a wide variety of problems [3, 4, 7, 11, 12, 17, 37] . Its advantage compared to the above-described explicit formulation of realistic input models lies in its generality and immediate applicability across contexts, and its reliance on only one assumption, namely the presence of some degree of randomness in the input.
Probabilistic
roadmaps. The probabilistic roadmap (PRM) algorithm revolutionized robot motion planning [23, 25, 27] . It is a simple heuristic that exhibits rapid performance and has become the standard algorithm in the field [20, 21, 35 ]. Yet its worst-case running time is unbounded as a function of the input's combinatorial complexity. The basic algorithm for constructing a probabilistic roadmap is as follows:
lie in the free configuration space C free .
Given such a roadmap G, a motion between two points p, q in C free can be constructed as follows:
Find a milestone p (resp., q ) in V that is visible from p (resp., from q). If p and q lie in different connected components of G, report that there is no feasible motion between p and q. Otherwise plan the motion using a path in G that connects p and q .
The above PRM construction and query algorithms can be efficiently implemented in very general settings. The outstanding issue is what the number of samples should be to guarantee (in expectation) that G accurately represents the connectivity of C free . Clearly, for the algorithm to be accurate there should be a milestone visible from any point in C free , and there should be a bijective correspondence between the set of connected components of G and the set of connected components of C free . Unfortunately, the number of random samples required to guarantee this can be made arbitrarily large even for very simple configuration spaces [21] .
A number of theoretical analyses provide bounds for the number of samples under assumptions on the structure of C free such as goodness [5, 26] , expansiveness [22] , and the existence of high-clearance paths [24] . However, none of these assumptions were justified in terms of realistic motion planning problems. In practice, the number of random samples is chosen ad hoc.
Contributions. This paper initiates the use of smoothed analysis to explain the success of PRM. We model the configuration space using a set of n simplices in R d whose vertices are subject to Gaussian perturbation with variance σ 2 . We prove a smoothed upper bound on the required number of milestones that is polynomial in n and 1 σ . The result extends to all γ-smooth perturbations, see below.
In order to achieve this bound we define a space decomposition called the locally orthogonal decomposition. Previously known decompositions, like the vertical 1 A robot's configuration space is the set of physical positions it may attain (which may or may not coincide with obstacles), parametrised by its degrees of freedom (so a robot with d degrees of freedom has a d-dimensional configuration space). The robot's free configuration space is the subset of these positions which do not coincide with obstacles, i.e. are possible in real life. These terms are standard in the motion planning literature [29] .
decomposition [9, 28] and the "castles in the air" decomposition [2] turn out to be unsuitable for our purpose. We prove that for the roadmap to accurately represent the free configuration space it is sufficient that a milestone is sampled from every cell of this decomposition. We then prove a smoothed lower bound on the volume of every decomposition cell. This leads to the desired bound on the number of milestones. Our result is only the first step towards a convincing theoretical justification of PRM. The analysis is quite challenging already for the simple representation of the configuration space using independently perturbed simplices. In Section 4 we outline directions for its extension to more general configuration space models.
2 Bounding the Number of Milestones A hyperplane divides the vector space V into two halfspaces. More generally, a set of hyperplanes H subdivides V into a number of disjoint, open, d-dimensional cells. Further, assume a subset U of H intersects in a k-dimensional flat F , and let U be the set of hyperplanes in H which intersect F but do not contain it. U subdivides F into disjoint, open, k-dimensional regions called k-faces (if U is empty, F is a k-face on its own). A 0-face is called a vertex, and a (d − 1)-face is called a facet. Extending the notation, a cell is considered a d-face. The entire structure is referred to as the arrangement of the set of hyperplanes H. An arrangement of hyperplanes is a convex subdivision, since all its faces are convex sets.
A set of hyperplanes H (or their arrangement) is in general position if every pair of hyperplanes in H intersect, and the intersection of any k hyperplanes of
is not contained in any other member of H. We note that the precise meaning of "general position" we adopt here defines a suitable "general case" for our problem -other authors may use different notions.
The affine span of a set A (denoted Aff(A)) is the set of all linear combinations of elements of the set with coefficients (which may be negative) summing to one. It is always a k-flat for some k. The convex hull of A is similar to the affine span, with the additional requirement that all the coefficients be non-negative -it can be shown to be the smallest convex set that contains A.
For 0 ≤ k ≤ d, a k-simplex in V is the convex hull of k + 1 affinely independent points in V . For example, a point is a 0-simplex, a line segment is a 1-simplex, a triangle is a 2-simplex and a tetrahedron is a 3-simplex. Each k-simplex (for k ≥ 1) is bounded by a collection of (k − 1)-simplices -these are called the facets of the simplex.
The shortest distance between two flats X and Y is defined to be min x∈X,y∈Y x − y , where . denotes the vector norm. (In R d , we will assume the norm is Euclidean.) Two flats are said to be ε-close if the shortest distance between them is at most ε; similarly, they are ε-distant if the shortest distance between them is at least ε.
A ⊕ B is the Minkowski sum of sets A and B, i.e. it is the set of all sums of the form a + b, where a ∈ A and b ∈ B.
The d-ball of radius r, denoted B d (r), is the set of all points at a distance of at most r from the origin (B d (x, r) implies the centre is at the point x rather than at the origin). The boundary of the d-ball, i.e. the set of all points at a distance of precisely r from the origin, is the (d−1)-sphere of radius r, written S d−1 (r). Omitting all arguments in the above notation implies the unit ball or sphere centred at the origin is being considered.
The volume of a k-dimensional object will refer to its k-dimensional measure. If this object is embedded in a space of higher dimension (such as the (k − 1)-sphere, which is usually embedded in R k ), we may also refer to this measure as the area of the object. The meaning of these terms should be clear from the context, and the Vol() and Area() predicates may be used.
The volume of B d (r) will be written as V d (r). It is a standard result that
2 + 1 For fixed r this quantity diminishes to zero as d goes to infinity, and
The model. Let Σ be a fixed, convex, polyhedral bounding box for C free in R d , where d is assumed to be constant. This is the domain from which the milestones are sampled by the PRM algorithm. Let D be the diameter and D in be the inner diameter of Σ (the inner diameter of a region is the diameter of the largest ball contained completely within the region). Let S be a set of n (d − 1)-simplices in Σ. These are the C-space obstacles in our model. Thus C free = Σ \ s∈S s.
A probability distribution D on R d with density function µ(.) is said to be γ-smooth, for some γ ∈ R, if 
We assume that each vertex of each simplex in S is independently perturbed according to a γ-smooth distribution within the domain.
We note that these simplices may also be thought of as boundary elements of full-dimensional polyhedral obstacles. Our upper bound on the the number of samples required to build an accurate roadmap applies verbatim, since we will discard those samples which fall in the interior of these polyhedra. However, our analysis is then not completely realistic because our perturbation model destroys the connectivity of these boundariesan improved model and its analysis form a possible avenue of future work (see the Conclusion section).
The locally orthogonal decomposition. The locally orthogonal decomposition (S) of S is the arrangement of the following two collections of hyperplanes:
• Aff(s) for each s ∈ S.
• The hyperplane orthogonal to s that is spanned by f , for each s ∈ S and each facet f of s.
Hyperplanes of the second type are called walls. A facet of (S) is bound if it is contained in some s ∈ S, otherwise it is free. In the following, the decomposition is assumed to be restricted to Σ. The second property of γ-smooth distributions ensures that under our perturbation model, (S) is almost surely in general position.
Lemma 2.1. Let c 1 and c 2 be two cells of (S) that are incident at a free facet. Then for any p 1 ∈ c 1 and p 2 ∈ c 2 , the line segment between p 1 and p 2 is disjoint from all s ∈ S.
Proof. Let H be the hyperplane containing the facet that separates c 1 and c 2 . H is part of ({s}) for some s ∈ S. Let ({s}) − H refer to the subdivision induced by the simplex s and all the hyperplanes of ({s}) other than H. It is easy to see that ({s}) − H is a convex subdivision. Thus the overlay O of (S − {s}) with ({s}) − H is also a convex subdivision. The cells c 1 and c 2 lie in the same cell of O. This implies the lemma.
Corollary 2.1. If a milestone is placed in each cell of (S) then any two points that can be connected by a path in C free can also be connected by a piecewise linear path whose only internal vertices are milestones.
Proof. Let p and q be points in C free that can be connected by a feasible path Π. Let {c 1 , c 2 , . . . , c k } be the sequence of cells of (S) traversed by Π, and let m i be a milestone in c i . By Lemma 2.1, the piecewise linear path with vertices {p, m 1 , m 2 , . . . , m k , q} is feasible. Figure 1 illustrates this. Figure 1 : If two points p and q can be connected by a path in C free they can also be connected by a linear interpolation of milestones {m i }, as long as one is placed in each cell of the locally orthogonal decomposition of the obstacles s 1 , s 2 , s 3 .
Volume bound. Corollary 2.1 implies that it suffices to place a milestone in every cell of (S). To show that this can be accomplished with a polynomial number of samples we prove a high-probability lower bound on the volume of each cell of (S). This is achieved with the help of the following simple lemma. Lemma 2.2. Let A(H) be the arrangement induced by a set of hyperplanes H. If every vertex v of A(H) is ε-distant from every hyperplane H ∈ H for which v ∈ H, then the volume (k-dimensional measure) of any k-face of the arrangement is at least
Proof. Observe that for 0 ≤ k < d, the affine span of every k-face of the arrangement is defined by the intersection of d − k hyperplanes in H, and any vertex not contained in the span is ε-distant from at least one of these hyperplanes by assumption (the vertex cannot lie on all the d − k hyperplanes, otherwise it would be contained in the span). So every vertex is ε-distant from the affine span of every k-face of the arrangement that does not contain it.
We will now prove the result by induction. The base case, for k = 1, is trivially proved: by our previous argument any two vertices are ε-distant from each other, hence the line segment (1-face) connecting them must have length at least ε. Now assume the hypothesis is true for k − 1. Consider a k-face f (k) , and let u be any vertex and
. Connect u to every point of f (k−1) with straight line segments, forming a hyperpyramid T with vertex u and base f (k−1) . By convexity of f (k) (proved above), each of these segments is entirely in f (k) , so T itself is entirely in f (k) . So the volume of T is at most the volume of f (k) . It is a standard result that the volume of a k-dimensional hyperpyramid is hA/k, where h is the height of the vertex above the base and A is the area of the base. By the induction hypothesis A is at least ε k−1 /(k − 1)!, and we have shown above that h must be at least ε, so we conclude that the volume of f (k) is at least ε k /k!. The result is thus proved by induction.
Lemma 2.2 implies that volume bounds can be proved through vertex-hyperplane separation bounds. Accordingly, Section 3 is devoted to proving the following theorem:
Theorem 2.1. Consider a vertex v and a hyperplane H of (S) such that v ∈ H, and let
Note that all terms involving only the constants d and D are subsumed into the O(.) notation. The number of hyperplanes in (S) is O(n) and the number of vertices of (S) is O(n d ). A union bound and an application of Lemma 2.2 thus yield the following corollary to Theorem 2.1.
, the probability that some cell of (S) has volume less than or equal to ε is O n d+1 ε
for any α > 0. Hence each cell has volume at least ε with probability at least 1 − ω if
for an appropriate constant K.
If each cell of (S) has volume at least ε, standard probability theory implies that the expected number of samples sufficient for placing a milestone in every cell
. Applying Corollary 2.2, we conclude that with high probability, a set of Poly(n, γ) samples from Σ is expected to place a milestone in every cell of (S). This yields our main theorem, which we state in the special case of Gaussian perturbations. Theorem 2.2. Let a free configuration space be defined by n (d − 1)-simplices in R d within a fixed domain. If independent Gaussian perturbations of variance σ 2 are applied to the simplex vertices then the expected number of uniformly chosen random samples required to construct an accurate probabilistic roadmap is polynomial in n and 1 σ .
Distance Bounds
This section forms the technical bulk of the analysis and is devoted to proving Theorem 2.1, which upper-bounds the probability that a vertex v of (S) and a hyperplane H of (S) are ε-close. The one-dimensional case admits a simple proof which does not require the decomposition machinery, so we assume d ≥ 2 in the balance of this paper. H can fall into three categories:
1. The affine span of s ∈ S.
A wall spanned by a facet of s ∈ S.

A hyperplane defining the boundary of Σ.
We analyze these cases separately, devoting a subsection to each.
Affine Spans of Simplices
. . , u k+1 } be distributed independently and γ-smoothly in Σ. The probability that the affine span of U is ε-close to p is at most
for ε ≥ 0 and for a constant K depending on k, d and D.
Proof. For k = 0 the result is trivial. Assume 1 ≤ k ≤ by v 2 , v 3 , . . . , v k -the span of v 1 and F 1 will give us F . This is precisely the initial setting in one lower dimension: we can choose v 2 from a unit sphere 
Let N be some other k-tuple which is δ-close to N 0 under this metric, i.e., ρ k (N, N 0 ) ≤ δ. We state the following lemma without proof. Define v 2 := (R 2 • T 2 )(n 2 ). We have
We continue the process recursively, maintaining the invariant that the partial basis we construct at any stage is (Kδ)-close to the appropriate prefix of ψ(N 0 ) for a suitable constant K. Thus at the ith step, we can define a (K i δ)-rotation R i that maps (v 
I as the reference k-tuple: call this mapping ψ I . Let φ be the union of ψ I over all possible index k-tuples: this is the required mapping.
We restrict the choice of auxiliary mappings as follows: if two index k-tuples I and J have the same first t elements (0 ≤ t < k), then the first t + 1 transformations T 1 , . . . , T t+1 associated with ψ I and ψ J must be identical. Further, if two k-tuples of points N 1 and N 2 have the same first t elements then the first t + 1 transformations R 1 := identity, R 2 , . . . , R t+1 employed in mapping them via φ must be identical. These restrictions imply that if N t is any t-tuple of points from S d−k and N is the set of all k-tuples with prefix N t , then the set of (t + 1)th elements of bases in φ(N) is precisely S d−k (suitably embedded in R d with center at the origin). In other words, φ is onto.
This complicated route was taken in order to ensure that k-tuples chosen from a particular sequence of differential elements of size δ in S d−k are contained in a corresponding differential element of comparable size (K * δ) in the space of all orthonormal bases. We will use this fact to integrate over the latter space. Assume that the subdivision scheme for S d−k has the following properties. (Diam(A i ) and Area(A i ) denote the diameter and area of A i , respectively.)
for all i := 1 . . . m and a positive constant C independent of m. That is, the differential elements are "round". where A := "F is ε-close to p", and B := "F − u 1 = Span(φ((n 1 , . . . ,n k )))", wheren j ∈ A ij for 1 ≤ j ≤ k. (n i1 , . . . ,n i k ))). If B is satisfied then, within Σ, F must be contained in the set of points (kDK * δ)-close to u 1 + F 0 . Let G be the ball of radius kDK * δ in the linear space F ⊥ orthogonal to F 0 . Then the required region is G⊕(u 1 +F 0 ), which has volume (within Σ) at most 
Summing over all possible k-tuples of indices, we have
for a constant K depending only on d, k and D. Lastly, we must handle the case k > The following corollary is immediate.
, as well as a set U = {u 1 , . . . , u k+1 } of γ-smoothly distributed points in Σ, independent of F and of each other. The shortest distance between F and Aff(U ) is at most ε with probability at most
Proof. For k = 0, Theorem 3.1 immediately yields the result: since the point F is distributed independently of U , we can hold it fixed, apply the theorem and then integrate the result over the range of F -it is trivially verified that this last step does not change the probability bound from the second step. For k > 0, fix F : by independence, the points in U retain their original distributions under this restriction. Let F 0 be the subspace of R d identical to F except for translation, and let F ⊥ be the orthogonal complement of F 0 . Evidently, the shortest distance of a point to F is preserved under orthogonal projection to F ⊥ . F itself maps to a single point p of F ⊥ . Further, the points in R d mapping to a volume element dσ of F ⊥ are exactly those in dσ ⊕ F 0 . The k -area of any k -flat, when restricted to Σ, is at most V k (D), so the volume of the Minkowski sum (in Σ) is at most V k (D)dσ. This is illustrated in Figure  2 . Hence the projection u ⊥ i of each u i is (γV k (D))-smoothly and independently distributed in F ⊥ . Now we can apply Theorem 3.1 in the (d−k )-dimensional space F ⊥ to upper-bound the probability that p is ε-close to Aff(u ⊥ 1 , . . . , u ⊥ k+1 ), and hence the probability that F is ε-close to Aff(U ), by
This has no dependence on F , so integrating over the distribution of F gives the same overall probability that F is ε-close to Aff(U ). The formula simplifies to the required result. F is a (1D) subspace of R 3 , and F ⊥ is its (2D) orthogonal complement. dσ is a small volume (here, length) element of F and R is a ball of radius equal to the domain diameter D in F ⊥ . dσ ⊕R (here, a cylinder) contains all points within the domain that orthogonally project onto dσ.
From Theorem 3.1 we see that a hyperplane-vertex pair of (S), in which the hyperplane is the affine span of a simplex s, and the vertex v is defined entirely by hyperplanes not associated with s, is ε-close with probability at most polynomial in ε and γ. Specifically, the bound is Kεγ d for a constant K depending on d and D.
Corollary 3.1 applies to the case when the vertex is formed by the intersection of one or more walls supporting s with hyperplanes not associated with s. We extend the use of the term "wall" as follows: The intersection of a number of walls of s is the wall W spanned by Aff(U ), for a subset U of the vertices of s. Since W is orthogonal to s and contains v, we have
where Z is the intersection of the hyperplanes unrelated to s. W and Z intersect at a point, so dim(W ) + dim(Z) = d. Also, dim(Aff(U )) = dim(W ) − 1, and the points in U are distributed γ-smoothly and independently (of each other and of Z) in Σ. These are precisely the conditions required to apply Corollary 3.1, giving an upper bound on the probability that dist(Aff(U ), Z) ≤ ε, and hence on the probability that dist(Aff(s), v) ≤ ε, that is again polynomial in ε and γ. Specifically, if k is the cardinality of U , then the bound is Kεγ k for a constant K depending on k, d and D.
Walls Supporting Simplices
When the hyperplane is a wall spanned by a simplex facet, the analysis is trickier. We will divide our work into three cases based on the interdependence of the wall and the vertex. These cases may be summarised as:
1. The wall and the vertex are entirely independent.
2. The wall and the vertex depend on the same simplex but the vertex does not lie in the affine span of that simplex.
3. The wall and the vertex depend on the same simplex and the vertex lies in the affine span of that simplex. Case 1. We will assume that the simplex associated with the wall is entirely independent of the vertex and prove a rather general result.
Theorem 3.2. Consider a simplex s ∈ S. For nonnegative integers k, k that satisfy k + k < d, consider a subset U = {u 1 , u 2 , . . . , u k } of the vertices of s and let W be the wall spanned by Q := Aff(U ). Let F be a k -flat whose distribution is independent of s. The probability that W is ε-close to F is at most
Proof. Let H be the affine span of the simplex. Fix F , and let F H be the orthogonal projection of F to H. By orthogonality, it is immediate that dist(W, F ) = dist(Q, F H ). We assume a tessellation scheme of S d−1 into area elements A 1 , A 2 , . . . , A m as in the proof of Theorem 3.1, satisfying Properties 1 and 2. Write
Pr n(H) ∈ A i and Q is ε-close to F H Now fix an arbitrary normaln i in each A i and let H 0 be the plane x,n i = 0. Another normaln also in A i satisfies n −n i ≤ Diam(A i ). We will show that whenn(H) is in A i , projection to H 0 instead of to H will almost surely not change the shortest distance by "much". For this the following simple lemma is required.
Lemma 3.2. Let v 1 and v 2 be the orthogonal projections of vector v onto hyperplanes H 1 and H 2 , respectively, and assume that the normals of H 1 and H 2 are δ-close, i.e., n 2 −n 1 ≤ δ.
Proof. Write ∆n :=n 2 −n 1 . We have
and let f be the preimage of f H under the projection-if there are multiple pre-images we choose the one closest to q. Let Q H0 , F H0 , q H0 and f H0 be the orthogonal projections of Q, F , q and f respectively to H 0 . By the above lemma, dist(Q
, where δ i := Diam(A i ) (see Figure 3) . For every possible configuration of s and F , dist(q, f ) is a finite positive quantity, so given ω ∈ (0, 1) we can always find a large enough constant M such that dist(q, f ) ≤ M with probability at least ω. This implies Pr n(H) ∈ A i and Q is ε-close to F
Let u d be a vertex of s not in U . For the first term, observe thatn(H) is in A i only if every vertex of s is in the slab T between the parallel planes
be the orthogonal projection of each u i ∈ U on H 0 -under the above restriction, the u H0 i 's are (2γδ i D)-smoothly and independently distributed on H 0 . Corollary 3.1 can now be directly applied in H 0 to obtain, for some constants
Summing over all i,
Make ω arbitrarily close to 1 and choose small enough area elements so that sup i δ i M ε, thus obtaining
for a constant K. By independence, integrating over the range of F does not change the expression.
Setting k = d − 1 and k = 0 yields the required vertex-wall separation result: The probability of ε-closeness is at most Kεγ d−1 .
Case 2. The next case to be treated is when the simplex associated with the wall is involved in the definition of the vertex but does not contain it in its affine span.
Theorem 3.3. Consider a simplex s ∈ S. Given a set U = {u 1 , u 2 , . . . , u k } of k vertices of s, for 1 ≤ k < d, define Q := Aff(U ). Let Z be the wall spanned by Q, let F be a (d − k)-flat whose distribution is independent of s, and define v := Z ∩ F . Let W be a wall of ({s}) that does not contain Z. Given ε ∈ [0, 1), the probability that v is ε-close to W is at most We now localize the normal of H and follow the proof of Theorem 3.2 with a few changes. Specifically, the probability Pr n(H) ∈ A i and Q H0 is (ε + 2δ i M )-close to F
H0
is replaced with the probability P = π/2 0 P θ , where
and Y 
as may be verified by picturing R 0 as a rotational sweep of a 2D double-cone. This implies that the volume of 
We can now evaluate the required probability using
where B 1 and B 2 are the conditions in the corresponding second factors in the two lines and T is the usual 2δ i Dthick slab for localizing the normal to the differential element. Note that the first factor in the last line depends only on u 1 and the second only on u 2 , . . . , u d . The first factor is Pr u 1 ∈ T and u
for an appropriate constant K 1 . The second factor is as in Theorem 3.2 (minus the vertex u 1 of U , and with an extra sec θ factor), i.e. it is at most
, for another constant K 2 . Multiplying the bounds yields
The probability P is thus π/2 0 P θ , which is at most
Unfortunately this integral is unbounded. To circumvent this problem we write P = P a + P b , for
for some constant K 3 , and
Now, for 0 < x < π/2,
for any α > 0 and a constant K α depending on α. Thus
The previous arguments imply that we can choose small enough area elements so that ε + 2 sup i δ i M → ε < 1. Therefore,
Case 3. The third case is when the affine span of the simplex associated with the wall is one of the hyperplanes defining the vertex.
Theorem 3.4. Consider a simplex s ∈ S. Given a set
Let F be a (d − k + 1)-flat whose distribution is independent of s, and define v := Q ∩ F . Let W be a wall of ({s}) that does not contain Q. Given ε ∈ [0, 1), the probability that v is ε-close to W is at most 
The Boundary of the Domain
For this final case, we must bound the probability that a vertex v of (S) not contained in a hyperplane H constituting the boundary of the domain Σ is ε-close to it. Since this hyperplane is fixed, we must consider the distribution of the vertex instead. A nonboundary vertex of (S) is defined by the intersection of h 1 hyperplanes associated with one simplex, h 2 hyperplanes associated with another and so on, where
If v lies in a small region of volume dσ with centre p and diameter δ, then all of these hyperplanes must pass through that region. There are two possible cases for the set of h hyperplanes associated with a particular simplex s:
Case 1: The hyperplanes are all walls supporting the simplex. Their intersection is a (d − h)-dimensional "wall" Z standing on the affine span of d−h vertices of s. Theorem 3.2, with k = d − h and k = 0, tells us that the probability that Z is δ-close to p is at most Kδ h γ d−1 .
Case 2:
The hyperplanes include the affine span of the simplex itself. Then their intersection is simply the affine span of a (d − h)-face of the simplex and Theorem 3.1, with k = d − h, tells us that the probability that Z is δ-close to p is at most Kδ h γ d−h+1 .
