ABSTRACT Trustworthiness is an important indicator for service selection and recommendation in the cloud environment. However, predicting the trust rate of a cloud service based on its multifaceted quality of services (QoSs) is not an easy task due to the complicated and non-linear relations between service's QoS values and the final trust rate of the service. According to the existing studies, the adoption of intelligent technique is a rational way to attack this problem. Neural network (NN) has been validated as an effective way to predict the trust rate of the service. However, the parameter setting of NN, which plays an important role in its prediction performance, has not been properly addressed yet. In the paper, particle swarm optimization (PSO) is introduced to enhance NN by optimizing its initial settings. In the proposed hybrid prediction algorithm named PSO-NN, PSO is used to search the appropriate parameters for NN so as to realize accurate trust prediction of cloud services. In order to investigate the effectiveness of PSO-NN, extensive experiments are performed based on public QoS data set, as well as in-depth comparison analysis. The results show that our proposed approach has better performance than basic classification methods in most cases, and significantly outperforms the basic NN in the terms of prediction precision. In addition, PSO-NN demonstrates better stability than the basic NN.
I. INTRODUCTION
In the era of cloud computing, software system is usually built and delivered based on the pay-as-you-go model. In the cloud environment, the traditional software functions are usually encapsulated as services. Software systems are constructed by combining services hosted on cloud platforms, and delivered as software as a service (SaaS) [1] over the Internet. In this way, the coupling between the logical modules of a software system has been obviously reduced, and the heterogeneous and distributed services can be integrated flexibly. Therefore, SaaS provides a more flexible, elastic and cost-effective way to construct software system in the cloud environment.
Once the business logic (also known as workflow [2] ) of an application is determined, the main task of building system is to discover and select an appropriate concrete service for each functional point (also called abstract service) in the workflow. For a given abstract service, the functionality is the primary issue that must be taken into consideration while selecting the concrete services. However, for each abstract service, there might be multiple concrete services that can satisfy a required functionality. These services offer the same functionality, usually with different quality-of-service (QoS) values. When selecting concrete services, system engineers must pay attention to the QoS values and the comprehensive trustworthiness of those services. In order to build highly reliable service systems, system engineers must properly predict the trustworthiness of the services [3] during the process of service selection.
In general, the trustworthiness of a cloud service is usually reflected by several QoS attributes from different perspectives, including availability, reliability, response time, throughout and so on. The QoS values of a service can be collected not only from the corresponding service level agreement (SLA) published by the service providers, but also by monitoring services on the service requester's side.
Subsequently, to build a highly reliable SaaS, system engineers need to predict trust of each candidate service according to its QoS attributes, and then select the appropriate ones [4] . Due to the multi-attribute feature, trust prediction can be viewed as a multi-attribute decision making (MADM) problem. Accordingly, some traditional decision-making methods, such AHP [5] , ANP [6] , PROMETHEE [7] and VIKOR [8] , have been employed to facilitate service selection based on service trust. On the other hand, ranking methods have also been applied to help system engineers select reliable concrete services [9] - [11] . Very often system engineers need to assign each candidate service to a specific trust level (or rate) before service selection. However, the evaluation of service's trust rates is not an easy task. In most cases, it needs manual interaction to obtain results with high confidence. When the number of candidate services reaches a certain quantity, it is not practical to evaluate the trust rate of services manually one by one. In real-world application scenarios, the evaluation of some services is performed manually first. Then, based on those services, intelligent data analysis methods are adopted to predict the trust rates of new services.
In recent years, how to utilize intelligent techniques to predict the trust rates of services has been widely studied.
Classic prediction models such as regression analysis [12] have been adopted to attack this problem. Bayesian network, as a popular probability reasoning model, has also been used for predicting the trust and reputation of services [13] - [15] . In addition, some well-known decision-making methods such as fuzzy technology [12] , [16] , game theoretical model [17] and evidential reasoning [18] have been used to handle the uncertainty during the process of trust prediction. However, the accuracy of these methods is not very ideal. According to the comprehensive comparison reported in [19] , neural network (NN) shows better effect than classic classification algorithms. The underlying reason lies in that neural network can simulate the non-linear and complicated relations between the QoS values of a service and its trust rate. However, the performance of a neural network is largely affected by its initial parameter settings. Moreover, the parameter configuration space of neural network is usually very large. As a result, how to find an appropriate parameter setting for such a neural network is a critical task. The previous studies have reported that evolutionary algorithms such as genetic algorithm can effectively assist in configuring a neural network to achieve high performance [20] - [22] . In the paper, we employ particle swarm optimization (PSO) [23] to search for an appropriate parameter setting for neural network to predict the trust rates of cloud services. Comprehensive experimental analysis is performed on a public data set to evaluate the proposed approach named PSO-NN. The experimental results demonstrate that the prediction accuracy of the improved neural network (PSO-NN) is significantly better than that of the traditional neural network for service trust prediction problem.
The rest of paper is organized as follows. Section II defines the trust rate problem for cloud services and briefly introduces neural network and particle swarm optimization used in our study. The trust rate prediction framework and the related techniques are introduced in Section III. Section IV presents the experimental results and compares our approach and other prevalent methods. The threats to validity and related work are discussed in Section V. Finally, Section VI concludes this study.
II. PRELIMINARIES A. QoS TRUST RATE PREDICTION PROBLEM
The trustworthiness of services, which is a comprehensive quality measure of services, is an important issue that need to be carefully addressed to support service selection [24] . In existing studies, it is usually evaluated or predicted in the following two ways: QoS monitoring and user feedbacks [25] , [26] . In practice, it is difficult to obtain reliable and comprehensive user feedbacks. Thus, in this research, we predict the trust rate of a service base on its monitored QoS values.
For a cloud service cs i (1 ≤ i ≤ n), assume that its QoS is reflected by m attributes, its QoS attributes can be represented by a tuple qos(cs i ) = (q 1i , q 2i , · · · , q mi ). The trust rate is a measure to scale the trustworthiness of a service for the reference of service selection. It is usually specified as one of the several discrete numbers (or levels) for distinction and identification. The trust rate is a comprehensive indicator of the performance of m different QoS attributes. Here, we denote the trust rate of cs i as rate(cs i ) = r i (1 ≤ i ≤ n). Thus, the complete record with QoS values and trust rate of cs i can be expressed as rec(cs i ) = (qos(cs i ), rate(cs i )) = (q 1i , q 2i , · · · , q mi , r i ).
For a set of QoS and trust rate records S = {rec(cs i )} n i=1 , suppose that each element in a subset S train ⊂ S has a complete record, that is, the trust rate has been evaluated for each service in S train . Conversely, the trust rates in the remaining service records (i.e., S − S train ) have not been determined. In the remainder of this paper, this subset of services with empty trust rates is denoted as S test .
Thus, the prediction problem of QoS trust rate for cloud services can be defined as below. Given a training set (S train ), in which the QoS values and trust rate of each service are completely available, the prediction is to give a trust rate for each service in test set S test according to the QoS values and the experience from S train . In other words, the problem is to predict the trust rate of a given service through knowledge learned from the existing QoS and trust records.
B. BRIEF REVIEW ON ARTIFICIAL NEURAL NETWORK
In the fields of machine learning and cognitive science, an artificial neural network (ANN, also known as neural network) is a computational model inspired by the way of biological nervous systems like animal brains [27] . It is an abstract and simulation of the structure and features of biological neural networks. In an artificial neural network, the fundamental processing elements are artificial nodes, known as ''neurons''. They are connected together to form a network to mimic the working mechanism of a biological neural network. Basically, a neuron receives inputs from other neurons, combines them in a certain way, performs a nonlinear operation, and then outputs the result.
Neural networks are usually organized in layers. In general, the neurons in a neural network are classified into three types of layers: input layer, hidden layer(s) and output layer. The connections between the neurons in two adjacent layers are designed to bridge the neurons and exchange messages. the input layer is mainly responsible for receiving input data or patterns, and communicates to one or more hidden layers where the actual processing is done via the connections. The hidden layer then links to the output layer to output the final results. In order to simulate the intelligence of biological brain, the transformation from the input (hidden) layer to the hidden (output) layer is modeled as a non-linear or linear transfer function. Meanwhile, in order to enhance the adaption and learning ability of a neural network, the connection weights between neurons are dynamically adjusted during the learning process.
Neural network has several advantages. One of most recognized merits is the fact that it can learn and pick up rules and patterns from the training data set. It is considered as a typical non-linear statistical data processing model, with which the complex relationships between inputs and outputs can be properly represented. For this reason, it has been widely applied for solving real-world problems, such as prediction, clustering and classification. As reported in [19] , neural network is also useful for predicting the trustworthiness of cloud services. In this study, we expand from the model introduced in [19] and attempt to employ the particle swarm optimization (PSO) technique to improve the prediction performance.
C. PARTICLE SWARM OPTIMIZATION
In recent years, meta-heuristic search algorithms have been widely adopted for solving optimization problems. PSO is a population-based meta-heuristic optimization approach inspired by the social behavior of birds within a flock [23] . In the PSO algorithm, each potential solution to the problem is called a particle and the population of the solutions is called a swarm. During the iteration process, each particle maintains its own current position, present velocity and personal best position. The iterative process leads to a stochastic manipulation of velocities and flying directions according to the best experiences of the swarm to search for the global optimum in solution space.
The velocity and position of the jth particle at generation t can be updated by the following two formulas.
where x j is the position of the jth particle, v j represents the velocity of particle j. The inertia weight w controls the impact of the previous history on the new velocity. In general, it gradually reduces from max value (w max ) to the minimum (w min ). Parameters c 1 and c 2 are the acceleration constants reflecting the weighting of stochastic acceleration terms that pull each particle j toward pbest j and gbest positions, respectively. Here, pbest j represents the personal best solution (position) found by the jth particle and gbest is the global best solution (position). Parameters r 1j and r 2j are two random numbers in the range [0, 1].
III. TRUST RATE PREDICTION FRAMEWORK
In this section, the overall framework of PSO-based trust rate prediction model is introduced firstly, and then the supporting mechanisms. 
A. THE OVERALL FRAMEWORK
The trust rate prediction framework is illustrated in Figure 1 , and consists of 11 steps. At the preparation stage, the input vector and output vector of trust rate prediction problem are analyzed. Accordingly, the structure of the neural network is constructed. Here, the structure includes the number of layers in the neural network and the number of neurons in each layer. Apart from the topology structure, the weights of connections between neurons and the thresholds on hidden (output) nodes are also important features of a neural network. Based on the above analysis, the key parameters of the neural network are encoded as the position vector of a particle in the PSO algorithm. In other words, each particle in a population (called a swarm) represents an initial setting of the neural network for trust prediction problem. As reported in the existing work, neural network has a strong ability to model complex data in a non-linear manner. However, its performance highly depends on the initial setting of network parameters. In this study, PSO, a well-known swarm intelligent algorithm, is employed to find appropriate initial parameters of neural network. Based on the settings, the neural network can be further trained with classic strategies such as back-propagation (BP) to generate a final prediction model. At the optimization stage, each particle in the swarm (i.e. a population of solutions) is decoded into a parameter setting of the neural network, and then the network is further trained with the training data. At the same time, the prediction error of each particle is evaluated to determine its pbest. Consequently, the global best solution (gbest) is updated accordingly.
Finally, when the termination condition is fulfilled, gbest is taken as the best initial setting of the neural network for the trust rate prediction on test data.
B. ALGORITHM DESCRIPTION
The back-propagation learning is a popular and effective approach for training a neural network, and has been used to solve a wide variety of problems [27] , such as pattern recognition, data processing, time series prediction and so on. Although it has the abilities of self-learning, self-adapting and generalization, it still has inherent disadvantages: slow convergence and local optimal point which may lead to inaccurate results. In general, the initial weights of connections between neurons in neural network are assigned with random values. Thus, the network may produce poor prediction results due to the local optimal trap. In order to improve the precision of trust rate prediction for cloud services, we employ PSO to search for the suitable connection weights for the initial structure of the neural network. The details of our solution are described by the algorithm named ''PSO-NN for Trust Rate Prediction'' (hereafter referred to as PSO-NN).
As presented in Algorithm 1, PSO-NN consists of three parts. The first part (Line 1) is the preparation stage, at which the connection weights and node thresholds are combined into a position vector of particle. The second part (Lines 2-17) is to optimize the initial parameters (including weights and thresholds) of the given structure of the neural network. Firstly, for each particle in the swarm, its initial position and velocity are randomly generated (Line 2). During the optimization process, the neural networks represented by particles are trained with the basic neural network and the corresponding errors are treated as fitness values (Lines 5-7). Accordingly, the pbest of each particle is updated (Lines 8-10). Subsequently, the particle with the best fitness is selected as gbest (Line 12). Further, the position and velocity of each particle are updated with its pbest value and the global gbest. The last part (Lines 18-22) is for the further application of the best initial settings of the neural network. After PSO-based searching, the neural network with the best initial configuration is selected (Line 18). Then, the selected neural network is further trained with the BP learning algorithm (Line 19). Finally, the neural network is used to predict trust rates of the given services according to their QoS values (Lines 20-22).
Algorithm 1 PSO-NN for Trust Rate Prediction
Input: (1) the population size of swarm: s;
(2) the QoS records of cloud services, S = S train ∪ S test ; (3) the basic parameters of PSO and BPNN. Output: trust rates of the given services.
1. encode connection weights and thresholds on hidden nodes to position vector of particle; 2. randomly generate s position vectors as the initial solution in PSO; 3. repeat 4.
for each particle j(1 ≤ j ≤ s) in swarm do 5.
decode its position vector to the initial settings of neural network; 6.
call the basic NN to train network on training data set S train ; 7.
calculate prediction error on S train as the fitness of this particle; 8.
if its fitness is better than that of pbest j then 9.
set the current particle as the new pbest j ; 10.
end if 11.
end for 12.
set the particle with the best fitness as gbest; 13.
for each particle in swarm do 14. update particle's velocity according to formula (1) 
C. TECHNICAL DETAILS
This section presents the supporting mechanisms for Algorithm 1.
(1) The encoding for particle and neural network. In order to find appropriate connection weights and thresholds (also known as biases) for hidden and output nodes, a position vector of particle is needed to store the parameter information of the neural network. Take the three-layer neural network in Figure 2 (a) as an example. The numbers of nodes in the input layer, hidden layer and output layer are 3, 4 and 2, respectively. The connection weights can be classified to two types: 1) {w ih (i, j)|1 ≤ i ≤ 3, 1 ≤ j ≤ 4}, which represents the weights from input node to hidden node, and 2) {w ho (j, k)|1 ≤ j ≤ 4, 1 ≤ k ≤ 2} which is a weight set for connections between the hidden layer and the output layer. Meanwhile, the thresholds (or biases) on hidden nodes and output nodes, such as {θ 1,j |1 ≤ j ≤ 4} or {θ 2,k |1 ≤ k ≤ 2}, are also the important parameters of a neural network. Accordingly, as shown in Figure 2(b) , the position vector of a particle consists of the following four parts: {w ih (i, j)},
Apart from the mapping between the neural network and the particle position, the QoS record rec(cs i ) (1 ≤ i ≤ n) need to be decomposed into the input and output of the neural network. For the QoS data of a service, i.e., qos(cs i ) = (q 1i , q 2i , · · · , q mi ), it is firstly converted into (q 1i , q 2i , · · · , q mi ) by means of min-max normalization (refers to Eq. (3)), which will then be mapped to the nodes in the input layer of the neural network:
where q min and q max are the minimum and maximum values of q ki (1 ≤ k ≤ m). Accordingly, the trust rate of the given service, i.e. rate(cs i ), is represented by an integer number (e.g., from 1 to 4). For this reason, there is only one node in the output layer in the neural network. However, the output node of the neural network will produce a decimal number rather than an integer in most cases. Therefore, an additional step is necessary to transform the decimal output to a trust rate (i.e., the ordinal data). Suppose that the trust rate (r i ) of a cloud service (cs i ) varies from 1 to l, i.e. 1 ≤ r i ≤ l, the real output value of neural network for the service, i.e. r real i , needs to be adjusted to an integer between 1 and l following the rule shown in Eq. (4) ). And then, the transformed output is taken as the predicted trust rate of the given service.
where round() function is used to round a number with a fractional part to an integer.
(2) Fitness function. As mentioned earlier, a particle in PSO stands for an initial parameter setting of the neural network. During the particle swarm optimization, once a neural network is initialized with the parameters of a particle, it can be further trained with the BP strategy. For each particle p j (1 ≤ j ≤ s), its fitness can be modeled as the prediction error of the trained neural network, whose initial setting is represented by p j , on the training data set. For each service cs i in S train , the prediction error is calculated according to the difference between the real output of the neural network and the expected trust rate by Eq. (5).
where S train is the training data set of QoS trust rate records, r real i is the real output of the neural network for the ith QoS record, and r i represents the excepted trust rate of cs i .
According to the definition in Eq. (5), the particle with a lower fitness has much better performance for setting the neural network.
(3) Configuration of search process. As shown in Algorithm 1, the process of particle swarm optimization is controlled by the termination condition. In general, this condition can be expressed in the following two ways: the first is to set the largest number (G max ) of iterations to limit the updating of particles. The second is to observe the changes of the global best fitness for all particles. If gbest does not change in the last steps, the optimization process of PSO has stabilized, thereby the iteration process can terminate. In this paper, we adopt the first method to control the execution of particle swarm optimization for demonstration purpose.
On the other hand, parameter w (i.e. inertia weight) plays an important role in the diversity of solutions (or particles) and the convergence speed of search process. At the initial stage, the search algorithm must ensure the diversity of the solutions. The algorithm must ensure that the particles have a high global search ability. Thus, a relatively low value of w is needed. At the late stage of search process, a relatively high value of w is necessary to enhance the local search ability of the particles. Based on above analysis, we adopt a linear adjustment method to control the inertia weight [28] , [29] .
where t is the current generation of the PSO search process, G max is the predefined maximum generation. w max and w min are the initial value and final value of inertia weight, respectively.
IV. EXPERIMENTAL ANALYSIS A. EXPERIMENT SETUP
In this section, we validate the effectiveness of PSO-NN through experiments on a public QoS data set QWS. 1 This data set has been extensively used in the studies on the quality of Web services. It contains 365 real Web services that exist on public Web sites. The QoS records of these services are collected by the tool Web Service Crawler Engine (WSCE) developed by Al-Masri and Mahmooud [30] . Each service was tested over a ten-minute period for three consecutive days. For each QoS record, it contains 9 attributes such as response time, availability, reliability and so on. Al-Masri and Mahmooud also evaluated the trust rate of each service by a comprehensive quality score-WsRF (Web service relevancy function). The generated rates have four levels: platinum (high quality), gold, silver and bronze (low quality), which are represented by the numbers from 1 to 4, respectively. In our experiments, several classic classification algorithms, such as BayesNet, CART and J48, were used as reference algorithms for the comparative analysis. We used their implementations in WEKA 2 to predict the trust rates of services. With regard to fuzzy linear regression algorithm, we directly made use of the reported results in [12] for comparison. The work in this paper is mainly to improve the performance of BPNN for the trust rate prediction problem. Hence, it is necessary to carry out the detailed contrast between our PSO-NN algorithm and the traditional BPNN. In the experiments, we have implemented PSO-NN on MatLab, 3 and used the standard implementation of BPNN in the neural network toolbox of MatLab. The parameter settings of PSO and the neural network are shown in Table 1 . The experiments were performed on a machine running Windows 7 with 64-bits. While comparing PSO-NN and BPNN, we repeated 1000 runs to get the average value of each algorithm's results.
To perform quantitative comparison, precision was used to measure the performance of each prediction algorithm.
where S test is the data set for testing, and match() is a binary function. If the trust rate (r i ) predicted by PSO-NN or BPNN equals to the expected vector (r i ), match(r i , r i ) returns 1, otherwise 0.
B. PSO-NN vs. BASIC ALGORITHMS
It is not hard to find that, the traditional classification algorithms are suitable to solve the trust rate prediction problem. In order to compare PSO-NN with them, four classic classification algorithms, including BayesNet, CART, J48 and SVM, are selected. In addition, the result of the FLRA method [12] is also included here for comparison. As shown in Table 2 , except several exceptions, the prediction precisions of four typical classification algorithms and PSO-NN increase with the growth of the ratio of the training data set. For algorithms BayesNet, CART and J48, the results of PSO-NN algorithm are always better than theirs regardless of the size of the training data set. When the ratio of training set is 40%, the precisions of these three algorithms are all lower than 60%, whereas PSO-NN reaches about 86.5%. When the ratio increases to 90%, these three algorithms' results are still below 70%, however, the precision of PSO-NN exceeds 88%.
SVM, a well-known classification algorithm, has been widely applied for category prediction problem [34] . For the problem in this paper, its results in all cases of training ratio are always higher than 70%. In particular, its precision is above 80% when the training ratio exceeds 70%. Although the precision of SVM is better than BayesNet, CART and J48, PSO-NN always achieves better performance than SVM in terms of prediction precision. Since the 10-fold cross validation is used for experimental analysis in [12] , we can only compare PSO-NN with FLRA in the case of ratio = 90%. In this case, PSO-NN outperforms FLRA ahout 9% in terms of prediction precision.
The experimental results show that PSO-NN significantly outperforms those classification algorithms in terms of prediction precision.
C. PSO-NN vs. BPNN
Our work in this study mainly lies in the improvement to the classic back-propagation neural network. Thus, it is important to perform a detailed comparison between PSO-NN and classic BPNN. According to the results in Table 3 , PSO-NN always achieves a higher prediction precision than BPNN regardless of the ratios of the training data set. The difference in prediction precision between the two methods is about four to five percent. In order to confirm the advantage of PSO-NN, an ANalysis Of VAriance (ANOVA) test is used for evaluating the difference between the two algorithms. As shown in the 5th column in Table 3 , the p-values of the statistical test on two algorithms' results in all cases of training set ratios are far less than 0.01. Therefore, we can conclude that our PSO-NN is significantly better than the traditional BPNN for the problem of trust rate prediction for cloud services.
The above analysis only provides a sketchy comparison between PSO-NN and BPNN in terms of the general statistics like the mean value. A more in-depth analysis is necessary that considers the precision distribution of each algorithm's results. The corresponding results of PSO-NN and BPNN with six different ratios of the training data set are illustrated in Figure 3 . When the ratio of the training data set increases from 40% to 80%, i.e. in Figures 3(a) -(e), the distribution range of PSO-NN's precisions in 1000 trials is always smaller than that of BPNN. Meanwhile, the mean value of PSO-NN's precisions is also significantly higher than BPNN's. Thus, PSO-NN demonstrates a better performance and higher stability than BPNN. In the case of ratio = 90% (Figure 3(f) ), although the best result of PSO-NN's precisions is comparable to that of BPNN, PSO-NN's distribution range of prediction precisions is much smaller than that of BPNN, and its precision average is significantly higher than that of BPNN.
Furthermore, the impact on prediction precision caused by different ratios of the training set is also studied in this section. The changing trends of these two algorithms with respect to different ratios are illustrated in Figure 4 . Whatever the population size, the prediction precision of PSO-NN algorithm gradually increases with the growth of training data ratio. When the ratio increases from 40% to 90%, the prediction precision increases by about one percent. On the other hand, according to Figures 4(a)-4(d) , the difference between PSO-NN and BPNN gradually enlarges with the growth of population size of particles in PSO-NN.
Based on the above comparison, PSO-NN always achieves a higher precision than BPNN regardless of the ratio of the training data set. From the perspective of computational efficiency, due to the additional step of PSO-based searching, PSO-NN takes a relatively longer time than BPNN to train a network for prediction. Fortunately, the training of neural network is usually an off-line task and thus it does not affect the efficiency of online trust prediction. 
D. IMPACT OF POPULATION SIZE
In general, the population size of the particles is an important parameter that influences the performance of PSO. In order to verify its impact on PSO-NN, we varied the size from 20 to 80 and compared the corresponding results. As shown in Figure 5 , the prediction precision of PSO-NN increases quickly with the population size regardless of the ratios of the training data set. Specifically, when the population size increases from 20 to 80, the increasing amplitude of the prediction precision of PSO-NN is about two percent.
In the experiments, we adopt a relatively small population size (i.e. s = 30) for PSO-NN to predict trust rate. The experimental results show that our PSO-NN is still significantly better than BPNN. Thus, the advantage of PSO-NN over BPNN will be even more significant with larger population sizes, e.g., 50 or 80.
In addition, as shown in Figure 5 (a), the increase in the prediction precisions from the case of ratio = 40% to the case of ratio = 60% is more obvious than that from ratio = 60% to ratio = 80%. Similarly, the difference is relatively significant when the ratio of training set varies from ratio = 50% to ratio = 70% in Figure 5(b) . These observations show that the prediction precision is more sensitive to lower ratios of training sets.
E. IMPACT OF THE MAX GENERATION
The maximum iterations (or generations, G max ) of PSO usually plays an important role in both the effectiveness and efficiency of the search process. Hence, it is necessary to investigate the impact of the maximum generation for PSO-NN. In the experiments, we take two ratio cases of the training data set as examples for demonstration and analysis purposes. For each case, the maximum generation of PSO varies from 50 to 400, in steps of 50. The experimental results are shown in Figure 6 .
According to the results in both cases, PSO-NN's mean prediction precision increases slowly with the growth of the maximum generation. In Figure 6 (a), the average prediction precision is 85.21% when G max = 50, and 88.45% when G max = 400. In the other case shown in Figure 6 (b), the average precision is 85.62% when G max = 50, and increases to 89.09% when G max increases to 400. It is easy to see that the growth rate of the average precision is not very significant. That means the parameter G max in PSO-NN will not cause a big variance to the average prediction precision.
In terms of the distribution of prediction precisions, the valid interval of precisions in the low G max case is relatively wide, but becomes narrow with the increase of the maximum generation. The experimental observations are consistent in both cases. Therefore, we conclude that parameter G max have a slight impact on the stability of PSO-NN's prediction precision. However, when G max reaches about 250, PSO-NN's performance becomes stable.
F. IMPACT OF THE NUMBER OF HIDDEN NODES
For the applications of neural network, topology structure design is one of the most important issues that need to be carefully addressed. In most scenarios, a three-layer structure is considered suffice for designing a neural network. In our experiments, the numbers of nodes in the input and the output layers are determined by the features of the public QoS data set. The default number of nodes in the hidden layer was set as 10. In order to verify whether the number of hidden nodes will impact the performance of our PSO-NN algorithm, we varied this parameter for PSO-NN in the experiments to evaluate the corresponding impact. Meanwhile, BPNN with the same topology structure was also designed and used in the experiments so as to observe the difference from it to PSO-NN.
As shown in Figure 7 , the number of nodes in the hidden layer has no significant impact on the prediction precision of PSO-NN. When the ratio of the training set is 60% (Figure 7(a) ), the precisions of PSO-NN with different numbers of hidden nodes are always about 87.5%. In the other case as shown in Figure 7(a) , the precisions are approximately 88%. On the contrary, the number of hidden nodes has an significant impact on the performance of BPNN. The average precision of BPNN increases slowly with increase in the number of nodes in the hidden layer. More importantly, the distribution range of the precisions becomes smaller as the number of hidden nodes increases. Based on the above observations, we can conclude that PSO-NN is more stable than BPNN with respect to the number of hidden nodes.
To fully compare the difference between PSO-NN and BPNN, we have also performed an ANOVA test on the experimental results obtained by these algorithms with different numbers of hidden nodes. The statistical results are presented in Table 4 . It is not hard to see that, the prediction precision of PSO-NN is always significantly better than that of BPNN. Although the difference between the two algorithms' average precisions gradually decreases with the increase in the number of hidden nodes, the difference in the setting of the maximum number of nodes (i.e. 15) is still very significant, with a p-value far less than 0.01. Therefore, PSO-NN has better stability than BPNN, and its performance always outperforms BPNN's significantly as the number of hidden nodes increases from 5 to 15.
The reason behind the difference in stability between the two algorithms lies in that, PSO-NN can better configure a neural network through PSO-based searching, while the initial parameters of BPNN are assigned in a random manner. Thus, the stability of BPNN's performance cannot be guaranteed.
G. IMPACT OF THE TRAINING TIMES IN NN
The parameter of training times means the times of iterations for optimizing the configuration of a neural network during the training process. In general, this parameter can affect the network's performance. In order to investigate its impact on the prediction precision, we have performed experiments on PSO-NN and BPNN at different levels of training times. Similarly, we have also employed two training set ratios (i.e., 60% and 80%) in the experiments.
As shown in Figure 8 , the average precision of PSO-NN increases very slowly when the number of training times increases from 200 to 800. At the same time, the distribution range of PSO-NN's precisions in the case of small training times is slightly wider than that in the case of larger training times. With regard to the performance of BPNN, its average precision gradually increases with the growth of the training times, and the increase at the level of small training times is faster than that of large training times. On the other hand, the precision distribution in the case of small training times is much wider than that in the case of large training times. It indicates that the average precision and stability of BPNN is heavily affected by the training times.
Similarly, we have also performed an ANOVA test on the prediction results of both algorithms for each case of training times. According to the statistical results shown in Table 5 , PSO-NN outperforms BPNN with different training times. The difference is more significant for relatively small training times. Even though the number of training times increases to 800, the p-values of difference between PSO-NN and BPNN are both far less than 0.01 with two different training set ratios (i.e. 60% and 80%).
Based on the above experimental analysis, we can conclude that the training times has no obvious effect on the performance of PSO-NN, but impacts BPNN significantly. Meanwhile, PSO-NN's prediction precision is significantly better than that of BPNN in all cases of different training times.
V. DISCUSSIONS A. THREATS TO VALIDITY
Our study may face some threats to validity. Internal validity refers to whether or not there were some mistakes in the experiments. During the experimental analysis, the implementations of the classification methods were implemented using the APIs of WEKA, a well-known and stable tool for machine learning. For the basic neural network (i.e. BPNN), we used the standard implementation available on MatLab. As a result, these well-known tools can help us reduce the internal threats to the validity of our study.
Threats to external validity are concerned with whether the findings in our experiments can be generalized. Although we only used one data set to validate the effectiveness of PSO-NN, the QWS data set has been widely used in many other studies on service trust prediction and evaluation. Thus, the use of this data set is appropriate for performing comparison analysis with existing methods. Moreover, extensive experiments have been conducted with varying key parameters for PSO-NN. The results have confirmed that PSO-NN's performance is always significantly better than that of BPNN. More importantly, this experimental conclusion is drawn based on 1000 repeated experiments and statistical test. In addition to BPNN and the four representative classification algorithms, we will compare PSO-NN with other representative classification algorithms. Meanwhile, we will also employ more data sets of cloud or Web services to further evaluate PSO-NN.
B. RELATED WORK
How to evaluate or predict the trustworthiness of Web and cloud services according to their multiple QoS attributes is an important topic in the field of services computing. Although some methods based on feedback [31] , [32] or matching between the advertised and delivered service qualities [33] have been proposed, intelligent techniques have been proven as a more effective way to attack the rate prediction problem.
Bayesian network is a basic intelligent model for classification and prediction problems. In the past, this model has been widely studied for trust-based service selection and trustworthiness evaluation. Fu et al. [13] presented a method to evaluate the trust of grid services. However, the measurement of trustworthiness is simply based on the degree of consistency between QoS information and QoS provision.
Bayesian network has also been used to evaluate the trust of Web services by combining different trust sources [14] , or to compute QoS-based trust scores for composite services [15] . In the paper, we have compared this model with our own method named PSO-NN for trust prediction problem. The experimental results show the advantage of PSO-NN over methods based on Bayesian network.
Mohanty et al. [19] investigated the effect of applying several well-known classification models for the classification of service trust. Based on the comparative analysis, they find that BPNN is a relatively effective method for predicting trust rate according to Web service's quality values. The performance of BPNN is usually better than most other intelligent techniques, such as J48, CART and SVM. Expanding from their studies, we use BPNN as a baseline method and conduct the further research. Through integrating PSO and BPNN, PSO-NN demonstrates better performance than the original BPNN. Furthermore, several other classification methods are also implemented and used in our experimental analysis. The results confirm that PSO-NN also outperforms those prediction methods significantly.
Although the quality values of Web and cloud services are qualitative by nature, some of them are still in the ordinal form due to the subjective judgment from service consumers. In order to give a rational trust rate according to both subjective and qualitative QoS data set, the fuzziness technology has been taken into consideration by some researchers. Mashinchi et al. [12] introduced a new approach based on fuzzy linear regression analysis (FLRA) to predict the trust rate of Web services. Although FLRA outperforms several basic algorithms such as BayesNet, CART and J48, its prediction precision is lower than that of PSO-NN, as demonstrated by our experimental study.
As mentioned earlier, the performance of neural network is easily affected by its initial settings. In order to overcome its instability, it is necessary to search for an appropriate parameter settings before performing further training and prediction. In recent years, evolution algorithms have been successfully used for optimizing the design and the parameters of NNs [20] , [21] . Typically, genetic algorithm (GA) [22] , particle swarm optimization (PSO) and gravitational search algorithm (GSA) [37] are widely used for such a task. In our work, we adopt PSO as the searching algorithm for NN due to its widely acknowledged features of easy implementation and high performance. Although NN combined with evolution algorithms has been used to solve quite a few prediction, classification or clustering problems [38] , to the best of our knowledge, PSO-driven NN has not been applied for the trust rate prediction of Web services. Here, we explore and study this topic and achieve excellent outcomes, as demonstrated by the experimental results.
In the past, bio-inspired algorithms like PSO have been widely used to settle the problems of service selection, composition or concretization [35] , [36] . Different from these studies, we mainly utilize PSO to search for an appropriate parameter setting for a neural network which is used to predict VOLUME 5, 2017 the trust rate of cloud services. Although the combination of evolution algorithm and neural network as well as its applications have been widely studied [20] , [21] , [38] , to the best of our knowledge, PSO-driven NN has not been well exploited and applied for the prediction problem of cloud services' trust rates. Meanwhile, the experimental results demonstrate that our solution can achieve better performance than existing trust rate prediction methods.
Recently, Luo et al. [39] combined fuzzy neural networks and adaptive dynamic programming (ADP) to settle the problem of QoS value prediction. In their approach, fuzzy rules are extracted from QoS data through fuzzy neural networks. Then, ADP method is employed for the parameter learning of these fuzzy rules. Our work mainly aims to predict the trust rates of cloud services rather than the basic QoS values. More importantly, we adopt PSO to directly optimize the weights and thresholds (or biases) of neural networks, and then select the neural network with the best performance to perform trust prediction. It is not hard to find that way the of two kinds of intelligent techniques are combined in their work is different from ours.
VI. CONCLUSIONS
In order to construct reliable and dependable service-based systems, trustworthiness is viewed as a prominent indicator for consumers to make decisions about service selection. Since the trust of a service is usually determined by both subjective and qualitative QoS values, it is difficult to predict or evaluate its trust rate through considering only its own QoS attributes. Previous studies have confirmed that neural network is an effective intelligent technique to solve this problem with a higher prediction precision than the basic classification methods like Bayesian network or decision tree. However, the performance of neural network is heavily dependent on its parameter settings. For this reason, we adopted PSO to find an appropriate setting for NN to obtain better performance for trust rate prediction. In addition, comparative experiments were performed on a public QoS data set of Web services. According to the experimental results, our method named PSO-NN has significant advantage over both basic classification methods and traditional neural network BPNN.
Although PSO-NN has exhibited promising effectiveness and stability for solving trust prediction problem of Web and cloud services, there are still some issues that need be further exploited in our future work. The current method needs to train a considerable amount of basic neural networks for multiple times. As a result, its efficiency is not ideal. We are going to study the strategies for speeding up the training process in our future work. Inspired by the concept of deep learning [40] , we are going to adopt the neural network with a more complex structure for the hidden layer to build an more advanced trust prediction model.
