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Mathematical models taking temperature variations into account are useful in predicting microbial
growth in foods, like meat products, for which Lactobacillus plantarum is a mesophilic and one of the
main spoiling bacterium. The current study assessed the ability of the main primary models and their
non-isothermal versions to predict L. plantarum growth under constant and variable temperature.
Experimental data of microbial growth were obtained in MRS medium under isothermal conditions (4, 8,
12, 16, 20, and 30 1C) which were used to obtain the secondary models. The experimental data under
non-isothermal conditions (periodically oscillating temperature between the plateaus 4–12, 5–15, and
20–30 1C) were used to validate the non-isothermal models. The bias factors indicated that all assessed
models provided safe predictions of the microorganism growth at the non-isothermal conditions.
Overall, despite the very good performance of the primary models (isothermal), none of the models was
able to predict with accuracy the L. plantarum growth under temperature variations, mainly when the
temperature range was close to refrigeration temperature. Incorporating the complex microbial
adaptation mechanisms into the predictive models is a challenge to be overcome.
& 2013 Elsevier Ltd. All rights reserved.1. Introduction
The microbial stability of foods is affected by several factors
such as temperature, pH, and water activity. Temperature is a
factor that can greatly vary within the production and distribution
chain of food products. Since the temperature variation modiﬁes
microbial growth dynamics during food storage, the use of
mathematical models that take these variations into account can
be very useful in predicting the shelf life of foods (Baranyi et al.,
1995; Gospavic et al., 2008; Van Impe et al., 1992).ll rights reserved.
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ragão), bruno@enq.ufsc.br
ísicas de Alimentos, Departa-
entos, Campus Universitário,Mathematical modeling is an important tool used for assessing
microbial growth in foods. The use of predictive models has
increased due to their ability of predicting microbial growth in
speciﬁc conditions and to the ease of using of simulators (soft-
ware) and computers (Mafart, 2005; McMeekin et al., 2007).
Mathematical models for assessing microbial growth can be
classiﬁed into (i) primary models, which represents the micro-
organisms’ growth over time for a set of environmental condi-
tions; (ii) secondary models, which describe the dependency of
one or more parameters of the primary model with one or more
culture environmental conditions (e.g., temperature, pH) and (iii)
tertiary models, obtained by combining primary and secondary
models to create computational simulators for predicting the
inﬂuence of the environmental conditions on the microbial
growth (Whiting and Buchanan, 1993).
Several mathematical models have been proposed in the
literature for predicting microbial growth in non-isothermal
environmental conditions (Peleg and Corradini, 2011). Among
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Roberts (1994) (Baranyi et al., 1995; Bovill et al., 2000; Juneja et
al., 2011; Lee et al., 2007; Velugoti et al., 2011; Xanthiakos et al.,
2006), the Gompertz model modiﬁed by Zwietering et al. (1990)
(Zwietering et al., 1994; Huang, 2003; Van Impe et al., 1992), and
the Logistic model modiﬁed by Zwietering et al. (1990)
(Kreyenschmidt et al., 2010). Table 1 summarizes the mathema-
tical models of interest for the present study.
Studies comparing mathematical models for microbial growth
under isothermal conditions have been widely reported by litera-
ture (Baty and Delignette-Muller, 2004; Juneja et al., 2007; Pal
et al., 2008) among others. However, studies comparing the
predictive ability of different mathematical models for microbial
growth in non-isothermal conditions are scarce in the literature
(Gospavic et al., 2008), and that is the main motivation of
this work.
Lactic acid bacteria (LAB) are responsible for deterioration of
processed meat products stored in refrigerators and packaged at
vacuum or under modiﬁed atmosphere (Borch et al., 1996). The
deterioration caused by the LAB is primarily due to the production of
metabolites that cause undesirable changes in appearance, texture
and ﬂavor of the food, producing unpleasant odors and ﬂavors,
besides producing slime on the products’ surface (Cayre et al., 2003;
Nychas et al., 2008; Samelis et al., 2000). Lactobacillus plantarum is a
mesophilic bacterium and it can be considered one of the main LAB
(Hugas, 1998) and has received attention from researchers in studies
involving the mathematical modeling of its growth in meat products
(Garcia-Gimeno et al., 2002; Van Impe et al., 1995; Zwietering et al.,
1990). Due to its importance, this LAB was chosen for this study.
Automated techniques such as turbidimetry are useful in many
areas of microbiology in which accurate as well as rapid and
inexpensive estimation of microbial growth parameters is
required, avoiding the high costs of traditional plate-count meth-
ods (Begot et al., 1996; Dalgaard and Koutsoumanis, 2001; Salih
et al., 2012). Optical density (OD) methods have been used by
several authors to obtain growth curves of different microorgan-
isms and to estimate the parameters of these growth curve
(Augustin et al., 1999; Baty et al., 2002; Biesta-Peters et al., 2010;
Dalgaard and Koutsoumanis, 2001; Salih et al., 2012; Valero et al.,
2006). The high threshold of minimum detection of OD method
restrict the measurements to conditions of high cell densities, but
for spoilage bacteria that grow to high levels this technique can be
of considerable practical importance (Dalgaard and Koutsoumanis,
2001), and it was used in this work.
Therefore, the goal of this study was to assess the predictive
ability of the LMZ, GOM, LCP, BAR, FKM, and HUA models (for
abbreviation, see Table 1) for predicting the growth of L. plantarum
under non-isothermal conditions.Table 1
Classiﬁcation, nomenclature, abbreviation, and source of the mathematical models
of interest for the present study.
Class Model Abbreviation Source
Sigmoidal
Modiﬁed Logistic by
Zwietering et al.
LMZ
Zwietering et al.
(1990)
Modiﬁed Gompertz by
Zwietering et al.
GOM
Zwietering et al.
(1990)
Modiﬁed Logistic by
Corradini and Peleg
LCP
Corradini and
Peleg (2005)
With
adjustment
function
Baranyi and Roberts BAR
Baranyi and
Roberts (1994)
Fujikawa, Kai and
Morozumi
FKM
Fujikawa et al.
(2004)
Huang HUA Huang (2008)2. Materials and methods
2.1. Microorganism and culture medium
The L. plantarum (CCT 0580 ATCC 8014, Lot 07.05) used in this
study was purchased in lyophilized form from the collection of
cultures of the André Tosello Foundation of Tropical Cultures (Funda-
ção Tropical de Culturas André Tosello, Campinas, Brazil). The strains
were rehydrated, grown in MRS—Lactobacillus medium (Acumedia
Manufactures, Inc. Lansing, Michigan, USA), and stored in Eppendorf
tubes with MRS medium containing 20% glycerol at −24 1C until
its use.
2.2. Growth conditions
The reactivation of the culture for preparing the inocula was
carried out in MRS medium at 30 1C for 18 h. The experiments
were performed in 250 mL Erlenmeyer ﬂasks with 160 mL of MRS
medium and 1% (v/v) of inoculate. This initial bacterial density was
chosen to start the minimum detection threshold by optical
density. The ﬂasks were inserted in incubators (Dist, Florianópolis,
Brazil) at different isothermal conditions: refrigeration tempera-
tures (4 and 8 1C), abusive temperatures (12, 16, and 20 1C), and
optimal growth temperature (30 1C). All isothermal experiments
were performed in duplicate, in different days.
The growth under non-isothermal conditions were performed
with periodically oscillating temperature between the plateaus 4 and
12 1C, 5 and 15 1C, and 20 and 30 1C. For these three proﬁles (called 4–
12, 5–15, and 20–30 1C, respectively), the experiment always started
from the lower temperature and the temperature was changed every
12 h by programming the incubators. All experiments (isothermal and
non-isothermal) were conducted until the stationary growth phase,
and the temperature was recorded every 5 min by mini data loggers
(Testo 174, Lenzkirch, Germany).
2.3. Sampling
In pre-determined time intervals, 2 mL samples were aseptically
collected in laminar ﬂow chambers (CFLV-09, Veco, Campinas, Brazil),
and the absorbance was measured in a spectrophotometer (1105, Bel
Photonics, Monza, Italy) with 600 nm wavelength in glass cuvettes.
The absorbance range used was between 0.0 and 0.8 and dilutions
starting at this value were performed in order to keep linearity. The
absorbance data were transformed into colony counts using a high
coefﬁcient of determination (R240.98) calibration curve previously
obtained in our laboratories.
2.4. Mathematical modeling
2.4.1. Primary models
The mathematical models considered in this study for deter-
mining the microbial growth under isothermal conditions are
shown in Table 2. For each model, the methodologies used to
estimate the model parameters were based on the authors’
considerations, as described in the follow.
For the LMZ, GOM, and LCP sigmoidal models, the parameter
estimations were carried out just by ﬁtting the models to the
experimental data.
For the BAR model, the parameters estimation was performed in
two steps. In the ﬁrst one, parameter estimation was performed by
ﬁtting the model to the experimental data and it was calculated the
arithmetic average value of the parameter h0 for all temperatures. In
the second step, this h0 average value was ﬁxed and the parameters y0,
ymax, and mmax were estimated by a new ﬁtting for each temperature.
For the FKM model, the values of ymin and ymax parameters
were the observed values of the experimental curves (looking at
Table 3
Differential equations and initial conditions used in the modeling of microbial
growth in non-isothermal conditions.
Model Differential equation initial condition
LMZa
dYðtÞ
dt
¼ μmax
4
A
 
1−
YðtÞ
A
 
YðtÞ (14)
Yð0Þ ¼ A
1þ expðð4λμmax=AÞ þ 2Þ
(15)
GOMa
dYðtÞ
dt
¼ μmax
expð1Þ
A
 
ln
A
YðtÞ
  
YðtÞ (16)
Yð0Þ ¼ Aexp −exp λμmaxexpð1Þ
A
þ 1
   (17)
Table 2
Equations of the primary models used in the present study.
Model Equation
LMZ
YðtÞ ¼ A
1þ exp½ð4μmax=AÞðλ−tÞ þ 2
(6)
GOM YðtÞ ¼ Aexp −exp
expð1Þμmax
A
ðλ−tÞ þ 1
  
(7)
LCP
YðtÞ ¼ A
1þ exp½kðtc−tÞ
−
A
1þ expðktcÞ
(8)
BAR
yðtÞ ¼ y0 þ μmaxFðtÞ−ln 1þ
exp½μmaxFðtÞ−1
expðymax−y0Þ
 
(9)
FðtÞ ¼ t þ 1
μmax
 
ln expð−μmaxtÞ þ expð−h0Þ−expð−μmaxt−h0Þ
	 
 (10)
FKM
dyðtÞ
dt
¼ rð1−expf½ymin−yðtÞgÞcð1−exp yðtÞ−ymax
	 
Þ (11)
HUA yðtÞ ¼ y0 þ ymax−lnfexpðy0Þ þ ½expðymaxÞ−expðy0Þexp½−μmaxBðtÞg (12)
BðtÞ ¼ t þ 1
α
 
ln
1þ exp½−αðt−λÞ
1þ expðαλÞ
 
(13)
t¼time (h); y(t)¼natural logarithm of the bacterial count N (CFU/mL), i.e., y(t)¼ ln
[N(t)]. Y(t)¼ logarithmic ratio between the bacterial count N at time t and the initial
bacterial count N0, i.e., Y(t)¼ ln[N(t)/N0]; F(t)¼function related with the physiolo-
gical state of the cells; mmax¼maximum speciﬁc growth rate (1/h); λ¼duration of
the lag phase (h); y0¼natural logarithm of the initial bacterial count, i.e., y0¼ ln
(N0); ymax¼natural logarithm of the maximum bacterial count reached, i.e.,
ymax¼ ln(Nmax); k and r¼maximum slope of the growth curve (1/h); tc¼ inﬂexion
time of the curve (h); A¼amplitude of the curve, which corresponds to the logarithmic
ratio between the maximum bacterial count and the initial bacterial count. i.e., A¼ ln
(Nmax/N0); h0¼ initial physiological state of the cells; α and c¼curvature parameters.
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value of parameter r was obtained from the slope of the line ﬁtted
to the experimental data in the exponential phase. Finally, para-
meter c was estimated iteratively (using ode23 function) as the
value that minimizes the mean square residual between the model
values and the experimental data.
For the HUA model, the parameters estimation was performed
with the parameter α ﬁxed at 25, as suggested by the author
(Huang, 2008). The parameters y0, ymax, λ, and mmax were esti-
mated by ﬁtting the model to the experimental data.
The non-linear regression method used for all ﬁttings is
described in the section about the numerical analyses.LCP
dY tð Þ
dt
¼ kAexp k tc−t
nð Þ	 

1þ exp k tc−tnð Þ
	 
 2 (18)
tn ¼ 1
k
 
ln
expðktcÞfAþ YðtÞ½1þ expðktcÞg
AexpðktcÞ−YðtÞ½1þ expðktcÞ
 
(19)
Y 0ð Þ ¼ 0
(20)
BAR
dyðtÞ
dt
¼ μmax
1
1þ expð−Q ðtÞÞ
 
f 1−exp yðtÞ−ymax
	 
 g (21)
dQ tð Þ
dt
¼ μmax (22)
y 0ð Þ ¼ 0 (23)
Q 0ð Þ ¼ 0
(24)
FKM
dyðtÞ
dt
¼ rð1−expf½ymin−yðtÞgÞcð1−exp yðtÞ−ymax
	 
Þ (11)
y 0ð Þ ¼ 0
(23)
HUA
dyðtÞ
dt
¼ μmax
1
1þ exp½−αðt−λÞ
 
f 1−exp yðtÞ−ymax
	 
 g (25)
yð0Þ ¼ 0 (23)
a For the LMZ and GOM models, the differential equations correspond to the
approach proposed by Van Impe et al. (1992).2.4.2. Secondary models
The square root model (Ratkowsky et al., 1982) is often used for
modeling the effect of temperature on the parameters of the
primary models (Baranyi et al., 1995; Gospavic et al., 2008; Lee
et al., 2007; Xanthiakos et al., 2006). The square root model is
shown in Eq. (1) and was used as the secondary model for the
parameters mmax, r, k, λ, and tc:ﬃﬃﬃ
p
p ¼ bðT−TminÞ ð1Þ
in which T is the temperature (1C), Tmin is the theoretical
temperature for minimal microbial growth (1C), b is an empirical
parameter, and p is the temperature dependent parameter.
The mean values of parameter c (Eq. (6)) for all temperatures
were used as the secondary model. The weighted average values of
the parameters ymax and A were taken. In this case, the averages
were calculated from the parameters determined from the isother-
mal experiments and weighted by the time the microorganism
remained at each temperature. In a second assumption to evaluate
the effect of parameters ymax and A in the prediction of the
microbial growth under non-isothermal conditions, the asymptoticvalues observed directly from the non-isothermal growth curves
were considered as these parameters.2.4.3. Predicting microbial growth in non-isothermal conditions
The models used for modeling microbial growth in non-isothermal
conditions are ﬁrst-order differential equations, with their respective
initial conditions, as shown in Table 3. For the LMZ and GOM models,
the differential equations correspond to the approach proposed by Van
Impe et al. (1992). All parameters of these differential equations are
temperature dependent, as given by the secondary models. Experi-
mental temperature variation over time was used for the numerical
simulations.2.5. Numerical analyses
The ﬁtting of the primary models to the experimental data of
microbial growth, as well as the ﬁtting of the secondary models,
were performed with the “ﬁt function” of the Curve Fitting Tool
available in the MATLABs R2011b software, version 7.13 (Math-
Works, Natick, USA), using the non-linear least squares method
and the trust-region reﬂective Newton algorithm. The value of the
initial try of each parameter was selected from the examination of
the experimental curves. The solving of the differential equations
(predicting non-isothermal growth curves) was performed
through the function “ode23” available in MATLAB, which is based
on the Runge–Kutta method, applying the adequate initial condi-
tions to each model (Table 3).
D. A. Longhi et al. / Journal of Theoretical Biology 335 (2013) 88–96 912.6. Statistical analyses
The responses obtained experimentally and the responses pre-
dicted by the models were transformed into the same logarithmic
base for comparing the statistical indices. The ability of the primary
models in representing the growth data at different temperatures
was assessed through the root-mean-square error (RMSE) and the
adjusted coefﬁcient of determination (Ra2). The RMSE was calculated
according to Eq. (2), where pdi are the values predicted by the model,
obi are the experimental growth data, n is the number of experi-
mental data, and k is the number of parameters of the assessed
model.
RMSE¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑
n
i ¼ 1
ðpdi−obiÞ2
n−k
vuuut
ð2Þ
The Ra2 was based on Pearson's correlation coefﬁcient (Soper
et al., 1917) squared, on the number of experimental data and
parameters, being calculated according to Eq. (3).
R2a ¼ 1−
n−1
n−k−1
 
1−
∑
n
i ¼ 1
ðpdi−pdÞðobi−obÞ
" #2
∑
n
i ¼ 1
ðpdi−pdÞ2
8>>><
>>>:
9>>>=
>>>;
ð3ÞTable 4
RMSE (log(CFU/mL)) for the ﬁttings of the models to L. plantarum growth data at 4,
8, 12, 16, 20 and 30 1C.
Model Temperature
4 1C 8 1C 12 1C 16 1C 20 1C 30 1C
LMZ 0.037 0.070 0.071 0.040 0.092 0.057
GOM 0.032 0.056 0.026 0.040 0.043 0.048
LCP 0.030 0.057 0.052 0.031 0.057 0.037
BAR 0.031 0.056 0.048 0.038 0.069 0.039
FKM 0.056 0.066 0.047 0.045 0.089 0.059
HUA 0.043 0.071 0.044 0.051 0.044 0.077
Fig. 1. Fittings (top ﬁgures) and the residuals (bottom ﬁgures) of (a) LMZ andThe comparison between the experimental values observed
and the responses predicted by the non-isothermal models was
carried out by using RMSE and the bias and accuracy factors (Ross,
1996), shown in Eqs. (4) and (5), respectively.
bias factor¼ 10ð∑ni ¼ 1logðpdi=obiÞ=nÞ ð4Þ
accuracy factor¼ 10ð∑ni ¼ 1jlogðpdi=obiÞj=nÞ ð5Þ
Bias and accuracy factors equal to 1 indicate a perfect match
between predicted and observed values. For microbial growth
curves, a bias factor greater than 1 indicates a fail-safe model,
while a bias factor lower than 1 indicates a fail-dangerous model.
The accuracy factor is always equal to or greater than 1, and the
higher its value, the less precise the prediction is.3. Results and discussion
3.1. Primary models
The ﬁtting of all primary models to the experimental data of
L. plantarum growth were very good, with Ra2 values greater than
0.987 and RMSE less than 0.092 log(CFU/mL), as shown in Table 4.
The LMZ and HUA models resulted in RMSE values relatively higher
in relation to the other models in some temperatures. The lower
goodness of ﬁt of LMZ model can be explained by the symmetry
around the inﬂexion point, and while for the HUA model it can be
explained by the transitional coefﬁcient α that promotes a sharp,
but smooth, transition from the lag to the exponential phase. As an
example, the ﬁttings of the LMZ vs. GOM models, and BAR vs. HUA
models to the L. plantarum growth data at 8 1C and the residuals of
these ﬁtting are shown in Fig. 1. Relatively larger residuals are
observed for the LMZ and HUAmodels, when compared to the GOM
and BAR models, respectively.
In general, the GOMmodel resulted in low RMSE values. The good
performance of the GOM model applied to L. plantarum growth data
under isothermal conditions had already been veriﬁed by Zwietering
et al. (1990). Fig. 2 shows the ﬁtting of the GOM model to the
experimental L. plantarum growth data for all temperatures.GOM models, and (b) HUA and BAR models to experimental data at 8 1C.
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adequate for describing the growth curve of a speciﬁc micro-
organism. Baty and Delignette-Muller (2004) observed that the
ﬁttings of the GOM, BAR, and Lag-Exponential models to isother-
mal growth data of Escherichia coli O157:H7 and Listeria mono-
cytogeneswere not signiﬁcantly different. However, the BAR model
had the lowest deviations and residuals in most cases. Juneja et al.
(2007) tested the GOM, BAR, and logistic models to Salmonella
isothermal growth data and reported that the logistic model better
represented the experimental data, according to Akaike's and
Sawa's criteria (AIC and BIC). Overall, all models assessed in this
work ﬁtted well the L. plantarum growth data at all isothermal
temperatures.
All parameters obtained from isothermal models are showed in
Appendix A3.2. Secondary models
The square root secondary model represented well the tempera-
ture dependence of the parameters mmax, k, r, λ, and tc from the
primary models, with Ra2 values above 0.974 and RMSE values below
0.039 h−0.5, as shown in Table 5. Other secondary models
(e.g. Arrhenius based, Weibull, exponential and linear) were also
tested to verify the ability in representing the temperature depen-
dence of these parameters, but the ﬁts were always inferior to those
observed for the square root model. These results are not shown in
this work.
The values of the arithmetic average of parameters A and ymax of
each model are shown in Table 6, just like the value of the
maximum population seen in the experiments (OBS) for each of
the temperature proﬁles. Values of the arithmetic averages of
parameter ymax of the models BAR, FKM, and HUA, and of the
parameter A of the LCP model for the non-isothermal proﬁles (4–12,
5–15, and 20–30 1C) were greater than the values observed in theFig. 2. Fitting of the GOM model to L. plantarum growth data at 4, 8, 12, 16, 20 and
30 1C.
Table 5
Values of parameters b and Tmin (with 95% conﬁdence interval, in parenthesis)
estimated by the ﬁtting of the square root secondary model to the data of
parameters mmax, k, r, λ, and tc of the primary models and values of Ra2 and RMSE.
Model p b (1C−1 h−0.5) Tmin (1C) Ra2
RMSE
(h−0.5)
LMZ mmax 0.0226 (0.0217, 0.0235) 1.33 (0.65, 2.01) 0.999 0.007
GOM mmax 0.0219 (0.0209, 0.0229) 1.28 (0.52, 2.04) 0.999 0.008
LCP
k 0.0256 (0.0243, 0.0269) 0.01 (−0.87, 0.89) 0.998 0.010
1/tc 0.0151 (0.0136, 0.0166) −0.55 (−2.33, 1.23) 0.993 0.011
BAR mmax 0.0271 (0.0253, 0.0289) 0.21 (−0.93, 1.35) 0.997 0.014
FKM r 0.0275 (0.0267, 0.0283) −0.09 (−0.59, 0.41) 0.999 0.006
HUA
mmax 0.0235 (0.0219, 0.0251) 0.72 (−0.41, 1.85) 0.997 0.012
1/λ 0.0279 (0.0207, 0.0351) 1.53 (−3.00, 6.06) 0.974 0.039non-isothermal experimental growth curves. On the other hand, the
values of the arithmetic averages of the parameter A for the models
LMZ and GOM were lower than the values observed in the
experimental curves for the proﬁles 4–12 and 5–15 1C. It happened
because the A parameter in these models is not a maximum
asymptote, but the amplitude of the curve. Besides, at t¼0 the
value of Y(t) is always greater than zero. The consequence of
considering the averages of A parameter for predicting the micro-
bial growth in non-isothermal conditions will be discussed later.
3.3. Predicting microbial growth in non-isothermal conditions
The values of RMSE, bias and accuracy factors of all models
evaluated in this study, for the three non-isothermal proﬁles (4–12,
5–15, and 20–30 1C) are shown in Table 7. All models showed safe
predictions, with a bias factor greater than 1.
LCP model showed the closest predictions of the experimental data
for the temperature proﬁles 4–12 and 5–15 1C. The HUAmodel had the
lowest predictive ability in these two non-isothermal conditions, while
the predictions of models LMZ, GOM, BAR, and FKM were close to
each other. In the temperature proﬁle 20–30 1C, the predictions of all
models were close to each other. The different predictive abilities of
the models for non-isothermal conditions are related to the goodness
of ﬁt of the secondary models and to the difﬁculties in predicting
microbial behavior in non-isothermal conditions from isothermal
growth data, as discussed below.
3.3.1. The effect of secondary models in predicting microbial growth
in non-isothermal conditions, from isothermal growth data
The ability of secondary models to represent the temperature
dependence of the parameters inﬂuences the prediction of microbial
growth in non-isothermal conditions. If the secondary model repre-
sents accurately the temperature dependency of the parameters, it is
possible to reproduce a primary model at a given temperature (among
those used to generate the primary models), from the non-isothermalTable 6
Values of the arithmetic average of parameters A and ymax for each model (LMZ,
GOM, LCP, BAR, FKM, and HUA) and the maximum population observed experi-
mentally (OBS) for the three temperature proﬁles (4–12, 5–15, and 20–30 1C).
Model Parameter
Average for each proﬁle
4–12 1C 5–15 1C 20–30 1C
LMZ
A¼ ln(Nmax/N0)
1.57 1.77 2.40
GOM 1.67 1.86 2.49
LCP 1.80 1.99 2.62
OBS 1.75 1.98 2.36
BAR
ymax¼ ln(Nmax)
22.10 22.30 22.80
FKM 22.13 22.30 22.81
HUA 22.31 22.45 22.88
OBS 22.04 22.26 22.64
Table 7
RMSE (log(CFU/mL)), bias and accuracy factors for predicting L. plantarum growth
by the models at the three temperature proﬁles (4–12, 5–15, and 20–30 1C).
Model RMSE Bias Accuracy
4–12 5–15 20–30 4–12 5–15 20–30 4–12 5–15 20–30
LMZ 0.331 0.239 0.147 1.225 1.147 1.117 1.287 1.213 1.117
GOM 0.388 0.276 0.130 1.315 1.194 1.100 1.337 1.234 1.100
LCP 0.196 0.127 0.147 1.142 1.068 1.112 1.162 1.107 1.112
BAR 0.286 0.210 0.208 1.249 1.175 1.150 1.251 1.178 1.151
FKM 0.288 0.203 0.206 1.237 1.156 1.132 1.242 1.163 1.140
HUA 0.542 0.457 0.214 1.560 1.419 1.114 1.563 1.426 1.151
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isothermal model depends on the performance of the primary and
secondary models (Juneja et al., 2007).
It is known that reliable estimative of the lag phase duration is a
key in predictive microbiology, but it is frequently a difﬁcult task, as
emphasized by many authors (Baranyi, 2002; Baty and Delignette-
Muller, 2004; Peleg and Corradini, 2011; Yates and Smotzer, 2007). The
lack of physiological understanding of the lag phenomenon and the
assumption of λ as purely geometric or mathematic may summarize
the problem (Baty and Delignette-Muller, 2004).
In this way, some models (LMZ, GOM, BAR and FKM) avoid using
secondary models for the parameter related with the lag phase. In the
dynamic models LMZ and GOM, the parameter λ disappears (Van
Impe et al., 1992). In the BAR model the lag phase is related to the h0
parameter (h0¼mmaxλ). In this work, the mean value calculated for
parameter h0 from isothermal modeling was 1.866, with standard
deviation equal to 0.356. In the FKM model the lag phase is related to
the adjustment function and to the parameter c. Themean value of the
parameter c obtained from isothermal modeling was 0.572, with a
small standard deviation (0.041).
On the other hand, LCP and HUA models require a secondary
model to the parameter related with lag phase (parameters tc and λ,
respectively), as can be seen in Table 5. The LCP model did not have
good predictive ability to reproduce isothermal conditions (12 1C) in
the beginning of the curve and underestimated the slope in the
exponential piece of the curve (Fig. 3). This can be attributed to the
parameter tc that cannot be accurately represented by the secondary
model, leading to an overestimation of microbial growth to the
4–12 1C proﬁle, as it can be seen through the respective bias values
(Table 7). The HUAmodel described well the isothermal data at 12 1C,
but the non-isothermal growth for the 4–12 1C proﬁle was highly
overestimated (Fig. 4), as well as in comparison with the otherFig. 3. L. plantarum isothermal growth data at 12 1C (data 12 1C), isothermal growth
estimated by the LCP model with the use of the secondary models for k and tc (LCP
12 1C), L. plantarum non-isothermal growth data in the proﬁle 4–12 1C (data 4–
12 1C), non-isothermal growth predicted by the LCP model (LCP 4–12 1C), and time–
temperature proﬁle (temperature proﬁle).
Fig. 4. L. plantarum isothermal growth data at 12 1C (data 12 1C), isothermal growth
estimated by the HUA model with the use of the secondary models for mmax and λ
(HUA 12 1C), L. plantarum non-isothermal growth data in the proﬁle 4–12 1C (data
4–12 1C), non-isothermal growth predicted by the HUA model (HUA 4–12 1C), and
time–temperature proﬁle (temperature proﬁle).models (Table 7). This can be attributed partially to the parameter λ
that cannot be accurately represented by the secondary model, as
well as to the transitional coefﬁcient α that promotes a sharp
transition from the lag to the exponential phase.
The square root model described very well the temperature
dependence of the parameters characteristics of the exponential
phase (mmax, k, and r) for all primary models. For example, the
GOM model showed a good ability to reproduce the isothermal
growth data of L. plantarum at 20 and 30 1C, which led to a better
growth prediction for the proﬁle 20–30 1C than other temperature
proﬁles (4–12 and 5–15 1C) (Fig. 5).
The effect of parameters related with the stationary phase (ymax
and A) in the prediction of the microbial growth in non-isothermal
conditions must also be evaluated. For that, a comparison between
the non-isothermal predictions from different assumptions was
done. In a ﬁrst assumption the parameter (ymax and A) was ﬁxed as
the mean value obtained from the primary models, while in the
second assumption the value of the parameter observed (OBS)
directly from the non-isothermal growth curve was considered.
As discussed previously, the parameter ymax of the models BAR,
FKM and HUA, and the parameter A of the LCP model, for the non-
isothermal proﬁles, were greater than the values observed in the
experiments. For these models, the lower value of the parameter (ymax
or A) always causes a downward displacement of the whole curve. It is
not very important in the initial portion of the curve, but of increased
importance close to the maximum population. As an example, Fig. 6
shown the non-isothermal growth predicted by the BARmodel for the
proﬁle 5–15 1C, with the both assumptions.
On the other hand, the values of the averaged parameter A in
the models LMZ and GOM were lower than the values observed
directly in the experimental curve for the proﬁles 4–12 and 5–Fig. 5. L. plantarum isothermal growth data at 20 1C (data 20 1C) and 30 1C (data
30 1C), isothermal growth estimated by the GOM model with the use of the
secondary model for mmax (GOM 20 1C and GOM 30 1C), L. plantarum non-
isothermal growth data in the proﬁle 20–30 1C (data 20–30 1C), non-isothermal
growth predicted by the GOM model (GOM 4–12 1C), time–temperature proﬁle
(temperature proﬁle).
Fig. 6. L. plantarum non-isothermal growth data in the temperature proﬁle 5–15 1C
(data 5–15 1C), non-isothermal growth estimated by the BAR model with the value
of parameter ymax observed in the experiments (BAR ymax obs) and with the value of
parameter ymax obtained from the secondary model (BAR ymax pdt), and time–
temperature proﬁle (temperature proﬁle).
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the early portion of the growth curve. As consequence, there was a
crossover of the curves before the stationary phase and a down-
ward displacement occurs in the late portion of the curve. The
non-isothermal growth predicted by the LMZ model for the proﬁle
5–15 1C with the both assumptions are shown in Fig. 7. Therefore,
the value of this parameter should be used with caution due to its
important inﬂuence on the whole curve.3.3.2. Difﬁculties in predicting microbial behavior in non-isothermal
conditions
The sudden environmental variations can lead to adaptation
delays of the microbial growth, known as intermediate lag phases
(Huang, 2003; Ng et al., 1962; Swinnen et al., 2005, 2004).
Swinnen et al. (2005) suggested that a combination of several
temperature shifts might cause intermediate lag phases of sig-
niﬁcant duration.
The Normal Physiological Temperature Range (NPTR), deﬁned
by Ng et al. (1962) as the linear part of the Arrhenius model (ln
(mmax) versus 1/T) is a useful concept to explain the existence of
intermediate lag phase caused by temperature changes. Swinnen
et al. (2005) reported that small temperature shifts (5 1C or less)
below the NPTR resulted in an immediate adjustment of the
growth rate to the new temperature, but a larger temperature
shift below NPTR (around 10 1C) resulted in an intermediate lag
period, mainly for temperatures close to the minimum tempera-
ture of growth (Tmin).Fig. 8. Fitting of square root model to the maximum speciﬁc growth rate (mmax) of
L. plantarum and ﬁtting of Arrhenius model to the linear range (NPTR).
Fig. 7. L. plantarum non-isothermal growth data in the temperature proﬁle 5–15 1C
(data 5–15 1C), non-isothermal growth estimated by the LMZ model with the value
of parameter A observed in the experiments (LMZ Aobs) and with the value of
parameter A obtained from the secondary model (LMZ Apdt), and time–temperature
proﬁle (temperature proﬁle).There are some works in the literature that investigated the effect
of abrupt temperature shifts on the microbial growth. When the
temperature changes occurred in the microorganism's NPTR, the
periodically oscillating temperature did not cause intermediate lag
phase, and the microbial growth in non-isothermal conditions was
well predicted by the mathematical models (e.g. Pseudomonas spp. in
refrigerated ﬁsh between the plateaus 5 and 15 1C (Corradini and
Peleg, 2005), L. monocytogenes in pasteurized milk between the
plateaus 4 and 12 1C (Xanthiakos et al., 2006), and E. coli in nutrient
broth between the plateaus 27.6 and 36 1C (Fujikawa et al., 2004)).
On the other hand, when the temperature changes occurred below
the NPTR, the microbial growth was not well predicted (e.g.
L. monocytogenes in pasteurized milk between the plateaus −2 and
6 1C (Xanthiakos et al., 2006)).
The ﬁtting of the square root model to the maximum speciﬁc
growth rate of L. plantarum is shown on Fig. 8, as well as the ﬁtting
of Arrhenius model to the linear range (NPTR). It can be seen that
the NPTR for L. plantarum is from 12 to 30 1C. The temperature
proﬁles investigated in this study (4–12 and 5–15 1C) were below
of NPTR. Thus, intermediate lag periods are expected to be present,
which cannot be predicted by the models.
On the other hand, the predictive ability of the models was
better when the temperature proﬁle was not very different from
the optimal temperature of growth (Fu et al., 1991), e.g., the
20–30 1C temperature proﬁle. Thus, the good predictions for this
proﬁle from all models could be explained by these moderate
temperatures, which are within the NPTR.
One attempt to predict L. plantarum growth with shifting in
temperature was carried out by Zwietering et al. (1994) using the
GOM model. They added an intermediate adaptation time to over-
come the rapid temperature changes. This modiﬁcation improved
the predictions for 73% of the tested cases. However, the model's
predictive ability was low for temperatures close to Tmin.4. Conclusion
The predictions of L. plantarum growth under non-isothermal
conditions were overestimated by all mathematical models tested in
this study. It was not possible to point out the model with the best
predictive ability for non-isothermal conditions, although the LCP, BAR
and FKM models showed, in general, better values of RMSE, bias and
accuracy factors when compared to the LMZ, GOM and HUA models.
The good predictive ability of a mathematical model to predict
microbial growth in non-isothermal conditions is based mainly on
three requirements: (i) the primary model must represent very
well the growth data in isothermal conditions; (ii) the secondary
models must represent very well the variation of the primary
model's parameters as a function of the temperature; and (iii) it is
expected that the predictive ability of the mathematical models is
reduced when there are sudden temperature variations, especially
below the NPTR. The consideration of the complex microbial
adaptation mechanisms by the predictive models is a challenge
to be overcome by the researchers.Acknowledgements
The researchers thank the Graduate Program in Food Engineer-
ing of the Federal University of Santa Catarina (UFSC) and CAPES-
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Appendix A
Table A1 presents the model parameters (with 95% conﬁdence
interval) for all models, at all temperatures.
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