We present a neural network model for the unsupervised learning of high order visual invariances. The model is demonstrated on the problem of estimating sub-pixel stereo disparity from a temporal sequence of unprocessed image pairs. After learning on a given image sequence, the model's ability to detect sub-pixel disparity generalises, without additional learning, to image pairs from other sequences.
Introduction
The ability to learn high order visual invariances 1 -surface orientation, curvature, depth, texture, and motion -is a prerequisite for the more familiar tasks (e.g. object recognition, obstacle avoidance) associated with biological vision. This paper addresses the question: What strategies enable neurons to learn these invariances from a spatio-temporal sequence of images, without the aid of an external teacher?
The model to be presented is, in certain respects, similar to the IMAX models [2, 1, 12] . Unfortunately, the IMAX models surfer from several drawbacks. The IMAX merit function has a high proportion of poor local optima. In [2] this problem was ameliorated by using a hand crafted and biologically implausible weight-sharing architecture which which could not be used for other problem domains. In [1] temporally related input vectors were learned in a shift-invariant manner, and the "tendency to become trapped in poor local optima" (p367) was addressed by introducing a user-defined regularisation parameter to prevent weights from becoming too large. The IMAX models require storage of unit outputs over the entire training set, whereas a biologically plausible model should only use quantities that can be computed on-line. The stored outputs are required to evaluate the IMAX merit function and its derivative. This computationally expensive process requires large amounts of CPU time, which increases with the cube of the number of independent parameters implicit in the input data [12] .
Although the model described in this paper is substantially different from the IMAX models, it shares with them a common assumption: Generic solutions to problems of modelling perception are derivable from an analysis of the types of *The author is a joint member of the Schools of Biological Sciences, and Cognitive and Computing Sciences at the University of Sussex. 1 The term invariance, as it commonly used in the literature, is somewhat misleading. The terms "invariance" and "parameter" are used here to refer to perceptually salient properties (e.g. depth).
spatial and temporal changes immanent in the structure of the physical world (see [11] ). That is, a learning mechanism can discover high order parameters by taking advantage of quite general properties (such as spatial and temporal smoothness) of the physical world. These properties are not peculiar to any single physical environment so that such a mechanism should be able to extract a variety of high order parameters (e.g. size, position, 3D orientation and shape) via different sensory modalities (vision, speech, touch), and in a range of physical environments.
Learning Via Spatio-Temporal Constraints
Consider a sequence of images of an oriented, planar, textured surface which is moving relative to a fixed camera (see Figure 2 ). Between two consecutive image frames the distance to the surface changes by a small amount. Simultaneous with this small change in surface depth, a relatively large change in the intensity of individual pixels occurs. For example, a one-pixel shift in camera position can dramatically alter the intensity of image pixels, yet the corresponding change in the depth of an imaged surface is usually small. Thus there is a difference between the rate of change of the intensity profile of an image and the corresponding rate of change of parameters associated with the imaged surface. A high order parameter is therefore characterised by change over time, but the rate of this change is small, relative to that of the intensity of image pixels.
How can this characterisation of high order parameters be utilised? It is possible to constrain the outputs of a model so that the learning process gives rise to outputs which posses the general characteristics of a high order parameter. An 'economical' way for a model to generate such a set of outputs is to adapt its connection weights so that the outputs specify some high order parameter implicit in the model's inputs. That is, it is possible to place quite general constraints on the outputs, such that the 'easiest' way for a model to satisfy these constraints is to compute the value of a high order parameter. Such constraints determine neither which particular parameter should be computed, nor the output value for any given input. Instead, they specify only that particular types of relations must hold between successive outputs.
The rate of change of the output of a model can be measured in terms of the 'temporally local', or short term, variance associated with a sequence of output values. If it is to reflect the value of a high order parameter then the output value has to vary, and vary smoothly over time. Thus its short term variance should be small, relative to its long term variance.
The Learning Method
The general strategy just described can be implemented using a multi-layer neural network model with a single linear output unit u. The output of u at each time t is z t . The cumulative output z t of u is a temporal exponentially weighted sum of outputs z%. We can obtain the desired behaviour in z by altering the connection weights such that z has a large long-term variance V, and a small short-term variance U. Thus, maximising V/U maximises the variance of z over a long interval, whilst simultaneously minimising its variance over relatively short intervals.
These requirements can be embodied in a merit function F, which can then be maximised with respect to the inter-unit connection weights of the model. The output of an output unit is z t = J^-w ij Vj > where Wij is the value of a weighted connection from the jth to the ith unit, and j/j is the output of the jth unit. The merit function F is defined as:
Where V is the variance of z, and U is the short-term variance of z. The mean output is of a unit is ~z. The cumulative output z t of a unit is an exponentially weighted sum of outputs z over a period </> preceding t:
The 'integral' of A has unit area, X^r=t-0 ^ T = l> where 0 < A < 1. The learning algorithm consists of computing the derivative of F with respect to every weight in the model, and using a conjugate gradient method to locate a maximum in F. This method requires every input (image pair) to be presented twice at the input layer of units, for each learning iteration (line search). The required derivatives of F with respect to weights between successive layers of units are computed using the chain rule (but not the learning method) described in [8] . The value of A was set such that the half-life h of A was 32 time steps, and <j> = Ah. The initial weights were set to random values between ±0.3.
In contrast to the IMAX models discussed in the introduction, the model does not require the states of all output units over the entire set of inputs to be stored. Instead, the function F, and the derivatives of U and V, can be computed incrementally at each time step. Thus the quantities required to alter weights (in order to maximise F) can be computed on-line.
Model Architecture
As shown in Figure 1 , the model consists of three layers of units. Every unit in each layer is fully connected to every unit in the following layer. The first layer consists of 20 linear input units, arranged in two rows of 10 units. The second layer consists of 10 units, each of which has an output y = tanh(X), where X is the total input to a second-layer unit from units in the input layer. The input to the ith unit is Xi -Ylj( w >j x j + fy)> where w,j is the value of a weighted connection from the jth to the fth unit, and Xj is the output of the jth input unit. All and only units in the second layer have a bias weight 6 from a unit with constant output of 1. This bias weight is adapted in the same way as all other weights in the model. The output layer consists of a single linear unit, as described in the previous section.
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The Input Data
The input consisted of a temporal sequence of stereo images with sub-pixel disparities. The sequence was derived from a planar surface which was both translating and oscillating in depth in a sinusoidal manner (see Figure 2 ). This moving surface was used to generate an ordered set of 1000 stereo pairs of one dimensional 10-pixel images. The disparity of successive images in this set varied sinusoidally between ±1 according to the depth of the imaged surface. The sinusoid had a period of 1000 time steps to correspond with the set. of 1000 image pairs.
The grey-level of surface elements was chosen randomly from the range (0,1). The surface grey-levels were smoothed (using a Gaussian with a standard deviation of 10 surface elements), and normalised to have zero mean and unit variance.
At each time step t (see Figure 2 ), each image pair was constructed by subsampling the intensity values on the moving surface. The grey-level of each image pixel was derived from the mean of 10 contiguous surface elements. This allows image pairs with sub-pixel disparities to be generated. For example, if members of a pair sample from surface regions which are separated by one surface element (=0.1 of a pixel width) then the images have a disparity of 0.1 pixels. For disparities in the range ±1 this means that image pairs with a total of 21 disparities can be obtained. Note that adjacent pixel grey-levels were derived from adjacent, non-overlapping surface regions.
In order to simulate the translation of the surface, the first image Il t of a pair was moved along the surface by 20 surface elements (=2 image pixels) at each time step. The second image 72 of a pair was aligned with 71, and then shifted along the surface according to the current disparity value. 
Results
The model was tested on stereo pairs of images (see Figures 1..3) . The system converges reliably, giving correlation magnitudes between output z and disparity of not less than 0.9. After 100 conjugate gradient iterations the correlation r between the output z and disparity was r = -0.957 (see Figure 3) . The effect of altering the number of units in the middle layer was minimal. Similar results were obtained with as few as four units in the middle layer. Generalisation: If the model has learned disparity (and not some spurious correlate of disparity) then it should generalise to new stereo sequences, without any learning of these sequences. Accordingly, the model was tested with a sequence consisting of 1000 stereo pairs. These were obtained from a new surface constructed in the same manner as was used for the original data set. During testing, the disparity varied sinusoidally between ±1 as before. However, rather that deriving consecutive image pai s from neighbouring surface regions, each image pair was derived from a random point on the surface. This tested the ability of the system to estimate disparity independently of the particular grey-level profiles in each image pair. Using these data the correlation was r = -0.916.
Note that the rate at which disparity varies has no effect on this test correlation, because the output z does not depend upon previous values of z. Thus the model has not only learned to detect disparity of a single data set. Nor has it learned disparity which varies at only one sinusoidal frequency. Convergence: The magnitude of the correlation between unit output and disparity was \r\ < 0.9 only for simulations with a half-life h < 2 time steps (see Figure 4 ). For h > 2 the rate of convergence, defined as l/(the number of iterations required such that \r\ > 0.5), was proportional to h 2 , where h is the half-life of A. These results indicate that the function F has a very low proportion poor local maxima. This, in turn, suggests that the 'energy landscape' defined by F is relatively smooth, allowing it to be traversed by simple search techniques. Simulations using simple gradient ascent produce comparable results in about 500 iterations. More importantly, it suggests that maxima are reliably associated with model weight values which enable the detection of high order parameters of inputs.
Unit Receptive Fields: An analysis of the response characteristics of units revealed the following observations. Units in the middle layer have stable outputs only over a small range of disparities. This is consistent with the response properties of disparity-sensitive neurons in the primary visual cortex with narrow tuning profiles [7] . In contrast, the output unit has a stable response over every ('small') interval within a wide range of disparities (see Figure 3) , and may correspond to a neuron "with extended and reciprocal excitatory and inhibitory responses" [7] (p .749).
The Frustration of Learning
Within each simulation, the value of of the half-life h of X is constant. However, if the value of the half-life h is decreased then the cumulative output z t of u becomes an increasingly good approximation to the output z<_i. Recall that the derivative of U with respect to each weight is used to reduce (z t -z t ) 2 . Adjusting the model's weights so as to reduce the difference dt between z t and z t » z t -\ creates a form of frustration [6] . That is, the benefits of decreasing d t are cancelled by the costs of increasing corresponding differences d T (r ^ t) of other times. For small values of h, each consecutive pair of outputs attempts to reduce its difference via changes in the model weights, without regard to the effects on the differences of pairs at other times. The 'temporal myopia' associated with small h values obstructs the discovery of a set of weights which minimises d for all times. For larger values of h, the difference between z t and z ( _i may not be reduced in every learning iteration (because now z t ^ z t -i). That is, for large h, the effect of minimising U may be to increase d t , if this enables many d T : t ^ t for other times (and therefore U) to be decreased. This increase in dt could correspond to a step in the wrong direction (downhill) on an energy function associated with a lower temperature. Thus, a high h value permits local extrema associated with low temperatures to be avoided. By using a large h value, the final differences between z t and z t -\ are usually smaller than would be obtained in a frustrated system (i.e. with a small value of h).
The parameter h acts somewhat like an annealing parameter, smoothing out local maxima in F at high values of h. As h approaches infinity so U approaches V, and therefore V/U ^ 1 for any weight values. As in [5, 4, 9] , at high 'temperatures' the energy function defined by F is convex, and there exists a single maximum. As the temperature (h) is reduced, the energy function becomes increasingly non-convex. Each of a series of decreasing temperatures is associated with an increasingly non-convex energy function. But, in each case, the maximum of the current energy function can be used as the starting point for the search for the maximum of the next function (associated with the new, lower temperature). This annealing method has not been empirically tested, and, within each simulation reported here, the value of h is constant.
Discussion
The model discovers high order invariances by computing a non-linear function of components of each input vector. Informally, this often amounts to evaluating relations between sets of components of each input image. The stereo disparity task learned is a hyper-acuity task. That is, the amount of disparity is smaller than the width of any single receptor (pixel). Specifically, 19 of the 21 disparities were less than one pixel. Members of a stereo pair which have a sub-pixel disparity differ in terms of the local slope and curvature of their intensity profiles, and not necessarily in terms of the positions of the peaks and troughs in these profiles. Thus, detecting disparities of less than one pixel requires more than the construction of a pixel-to-pixel correspondence between members of a stereo pair. It requires comparisons of relations-between-pixels in one image with relations-between-pixels in the other image. The resultant meta-relation that specifies the amount of disparity in each pair is, in statistical terms, of a high order.
It is widely accepted that learning relies upon the temporal proximity of learned events. Classical conditioning only occurs if the conditioned stimulus is presented within a small interval before the unconditioned stimulus; reinforcement learning typically relies upon events which are temporally proximal. There is evidence that the 'body maps' in the sensory cortex can be modified by altering the temporal relations between inputs from adjacent sensory regions [3] . Given the importance of time in these different types of learning, it does not seem unreasonable to suggest that time also plays a critical role in the learning of perceptually salient parameters.
As has been demonstrated here, learning to extract perceptual parameters from continuously changing visual inputs relies upon the temporal continuity of parameter values. For example, a sequence of images of a rotating cup can generate rapid changes in pixel values, but the orientation, curvature and depth of the imaged surfaces usually changes relatively slowly over time. Given such a sequence, any learning system that did not take advantage of the temporal continuity of invariances would be discarding a powerful and general heuristic for discovering important properties of the physical world.
Conclusion
Conventional low-level computer vision techniques rely upon the assumption that a parameter value is invariant over some region of space(see [10] ). The model described in this paper assumes that useful parameters vary relatively slowly over time. When presented with a sequence of images, the model discovered precisely those parameters which describe the behaviour of the imaged surface through time.
The model may lend itself to the self-organised construction of hierarchical systems, in which successive layers compute increasingly higher order parameters, with the highest layers performing object recognition.
