By choosing proper defining sets from inhomogeneous quadratic functions over F 2 q , we construct two families of three-weight p-ary linear codes and determine their weight distributions and weight hierarchies. Most of the codes can be used in secret sharing schemes.
Introduction
Throughout the paper, let p be an odd prime and F q be the finite field with q = p e elements and F * q be the multiplicative group. Let F n p = {(x 1 , x 2 , · · · , x n ) : x i ∈ F q , 1 ≤ i ≤ n}. For x = (x 1 , x 2 , · · · , x n ) and y = (y 1 , y 2 , · · · , y n ), the Hamming distance d(x, y) between them is defined by d(x, y) = |{i : 1 ≤ i ≤ n, x i = y i }|. For x ∈ F n p , the Hamming weight wt(x) is defined as the distance d(x, 0). For a k-dimensional subspace C of F n p , if the minimum weight of nonzero elements in C is d, then C is called an [n, k, d] p-ary linear code [16] . Its vectors are called codewords.
For 0 ≤ i ≤ n, let A i = |{x ∈ C : wt(x) = i}|. Obviously, A 0 = 1. The weight distribution of C is defined as the sequence 1, A 1 , · · · , A n . A code C is said to be t-weight if t = |{i : 1 ≤ i ≤ n, A i = 0}|. The weight distribution can give the minimum distance of the code. With respect to some algorithms [20] , it allows the computation of the error probability of error detection and correction. It is an important research topic in coding theory. Recently, some researches devoted themselves to calculating weight distributions of linear codes [7, 12, 13, 31, 39] . Linear codes of a few weights can be applied to secret sharing [37] , association schemes [5] , combinatorial designs [32] , authentication codes [11] and strongly regular graphs [6] . There are some studies about linear codes with a few weights, for which the reader can refer to [18, 21, 22, 26, 28, 30] and reference there. It is easy to see that d 1 (C) is the minimum distance d. The weight hierarchy of C is defined as the sequence (d 1 (C), d 2 (C), · · · , d k (C)) [16] .
The weight hierarchy of codes is another important research topic in coding theory [34, 14, 1, 4, 15, 19, 35, 38] . In recent years, there are some results about weight hierarchy of linear code, see [36, 2, 17, 23, 27] and reference there.
The rest of the paper is arranged as follows. Sect. 2 introduces some basic notations and results about quadratic forms useful in subsequent sections.
Sect. 3 constructs p-ary linear codes with three weights and determines their weight distributions and weight hierarchies. Sect. 4 summarizes the paper.
Preliminaries
2.1 Some notations fixed throughout this paper 1. Let Tr be the trace function from F q to F p [29] . Namely, for each x ∈ F q ,
3. ζ p = exp( 2πi p ). 4.η is the quadratic character of F * p . It is extended by lettingη(0) = 0. 5. Let Z be the rational integer ring and Q be the rational field. Let K be the cyclotomic field Q(ζ p ). The field extension K/Q is Galois of degree p − 1.
The Galois group Gal(K/Q) = {σ z : z ∈ (Z/pZ) * }, where the automorphism σ z is defined by σ z (ζ p ) = ζ z p . 6. Let α 1 , α 2 , · · · , α r denote a space spanned by α 1 , α 2 , · · · , α r .
Quadratic form
We know the finite field F q is a linear space over F p . Let υ 1 , υ 2 , · · · , υ e ∈ F q be one of its bases. A quadratic form f over F q with values in F p is defined by
For a subspace of H, its dual space H ⊥ is defined by
We can write
. 
There are five lemmas from [24] we will use later. ε f and e (e ≥ 3) is odd, then for the linear codes with defining sets defined in (1), we have
In this paper, f is defined by
Tr
Let Im(L f ), Ker(L f ) denote the image and kernel of L f , respectively. Because
There are two lemmas from [33] as below about results on exponential sums. They play important roles in solving the weight distributions and weight hierarchies of the codes in the paper. 
Lemma 7.([[33], Lemma 4])
With the symbols and notations above, we have the following.
1.
if r is even .
Two classes of linear codes
In this section, inspired by the work in [33, 18] , we construct two families of binary linear codes by choosing proper defining sets and determine their parameters using the results of quadratic forms.
Linear codes constructed by defining set
It is easy to check that C D is a p-ary linear code. It is a generic construction of linear codes, which was proposed by Ding et al. [8, 10] . Here D is called the defining set of C D . Using the method, many linear codes with a few weights were constructed [9, 12, 33, 39, 40] .
Similarly, let D = {d 1 , d 2 , · · · , d n } ⊆ F s p e \{(0, 0, · · · , 0)} for some positive integer s. For x, y ∈ F s q , let x • y be the inner product between them. A p-ary linear code C D with length n can be defined by
Here D is also called the defining set of C D . This is a generalized method, by which some classes of linear codes have been constructed [3, 18, 30 ].
Choosing defining sets
Recall that f (x) is a non-degenerate quadratic form. For u ∈ F * q , to construct linear codes C D defined by (5), the defining set D is chosen to be
Let n = |D u |, the length of the linear code C Du . See the lemma below for the length of the code.
Proof. By definition, we have
Because u = 0, we have y∈Fq ζ
The proof is finished.
Weight distribution of C Du
In order to give the weight distributions of C Du , we set Firstly, we will give the values of |N (a, b)| in the following lemma.
if e is even .
Proof. We have
ζ Tr(z2(ax+by)) p = 1 p 2
x,y∈Fq
Tr(z2by+z1uy) p = 0. Hence the results of Parts 1 and 2 follow directly. If b ∈ F * p u, i.e., u = zb for some z ∈ F * p , then
If b ∈ F * p u and a = 0, then, by Lemma 6 and Lemma 7, we have
).
Let c = za. So x c = zx a . By Lemma 6, we have
The last two results follow directly from lemma 7. The proof is finished.
Now we can give the weight distributions of C Du . There are two cases.
Case 1. e ≡ 1 (mod 2).
In this case, we have the following theorem.
code over F p with the weight distribution in Table 1 . Table 1 The weight distribution of the codes of Theorem 1.
Weight w Multiplicity
Proof. Let the notations and symbols be as above. For (a, b) ∈ F 2 q , let c (a,b) be the corresponding codeword in C Du . Namely, c (a,b) = (Tr(ax + by)) (x,y)∈Du .
It is easy to see that wt(c (a,b) ) = n + 1 − |N (a, b)|. By Lemma 8 and Lemma 9, the three nonzero values of wt(c (a,b) ) are ω 1 , ω 2 , ω 3 , where
Recall that A ωi is the multiplicity of ω i . By the computation of |N (a, b)| and the first two Pless Power Moment ( [16] , P. 260), we obtain the system of linear equations as follows:
Solving the system , we get
2 ).
Then we get the weight distribution of Table 1 . For (a, b) ∈ F 2 q , (a, b) = (0, 0), we can see that wt(c (a,b) ) > 0. Hence, the dimension of this code C Du of Theorem 1 is equal to 2e. We complete the proof. In this case, we have the following theorem. Table 2 . Table 2 The weight distribution of the codes of Theorem 2.
Proof. Let the notations and symbols be as above. By Lemma 8 and Lemma 9, the three nonzero values of wt(c (a,b) ) are
Recall that A ωi is the multiplicity of ω i . By the computation of |N (a, b)|, we obtain
Then we get the weight distribution of Table 2 . For (a, b) ∈ F 2 q , (a, b) = (0, 0), we can see that wt(c (a,b) ) > 0. Hence, the dimension of this code C u of Theorem 2 is equal to 2e. The proof is completed. The above examples have been verified by Magma.
Weight hierarchy
For an r-dimensional subspace H r ⊆ F 2 q , let β 1 , · · · , β r be an F p -basis. Set Denote by P rj 2 the second projection from F 2 q to F q defined by (x, y) → y. Then we have the following lemma. If u ∈ P rj 2 (H r ), by Lemma 6, we have
Then we complete the proof.
Next we give the weight hierarchy of C Du . There are three cases.
Theorem 3. If e > 1 is odd, then for the linear codes C Du , we have Let J r be such a subspace of F q . By Lemma 1, we know that R Jr = 1 and there is an (r−1)-dimensional subspace J r−1 ⊆ J r elements x satisfying f (J r−1 ) = 0
and η(f (x)) = (−1) (e−1)(p−1) 4 ǫ f , for each x ∈ J r \ J r−1 . Let α 1 , α 2 , · · · , α r−1 be an F p -basis of J r−1 . Choose one element α r ∈ J r \ J r−1 . Set
Then µ 1 , µ 2 , · · · , µ r−1 , µ r is an F p -basis of J r . Set
It is easy to know that the cardinal number of S(−u) is p r−1 . For each (β, x) ∈ S(−u), we assert that f (β) = f (α r ). Here we give a proof. Suppose
So we have β = x 1 α 1 + x 2 α 2 + · · · + x r−1 α r−1 + α r . By the construction of
Let L f (J r ) = I r and ν 1 , ν 2 , · · · , ν r−1 , ν r be a basis of I r . We can construct an r-dimensional subspace H r like
So when we choose the r-dimensional subspace H r constructed as above, B reaches its maximum p r−1− e−1 2 q 2 = p r+ 3e−1
2
. For 1 ≤ r ≤ m+1 2 , the desired result follows from Lemma 10 and equation (6) . The proof is finished. , then for the linear codes
Proof. If ε f = (−1) 
Set v(0) = p − 1 and v(x) = −1 for x ∈ F * p . By Lemma 7 and Lemma 10, if u ∈ P rj 2 (H r ), we have
For r ≤ e 2 , let J r be a subspace of J e 2 with an basis µ 1 , µ 2 , · · · , µ r . Set
An r-dimensional subspace of H r may be constructed as below.
When we choose the r-dimensional subspace H r constructed as above, B
reaches its maximum (p − 1)p r−1− e 2 q 2 = (p − 1)p r+ 3e−2
. For 1 ≤ r ≤ e 2 , the desired result follows from Lemma 10 and equation (6) . The proof is finished. , then for the linear codes
Proof. If ε f = −(−1) .
So we have dim(L) = 3e 2 − 2 and L D u except zero. For r ≥ e 2 + 2, by Proposition 1 of [25] , we have
Also set v(x) = −1 for x ∈ F * p and v(0) = p − 1, otherwise. By Lemma 7 and Lemma 10, if u ∈ P rj 2 (H r ), we have
For 1 ≤ r ≤ e 2 , by Lemma 4, for a ∈ F * q , we have max{|D a H| : H ∈ [F p e , r] p } = 2p r−1 .
Let J r be such a subspace of F q . By Lemma 1, we know that R Jr = 1 and there is a (r − 1)-dimensional subspace J r−1 ⊆ J r elements x satisfying f (J r−1 ) = 0.
Let α 1 , α 2 , · · · , α r−1 be a basis of J r−1 . Choose a element α r ∈ J r \ J r−1 . Set µ 1 = α 1 + α r , µ 2 = α 2 + α r , · · · , µ r−1 = α r−1 + α r , µ r = α r .
Then µ 1 , µ 2 , · · · , µ r−1 , µ r is an F p -basis of J r . Set λ 1 = (µ 1 , −u), λ 2 = (µ 2 , −u), · · · , λ r−1 = (µ r−1 , −u), λ r = (µ r , −u) and W r = λ 1 , λ 2 , · · · , λ r−1 , λ r . Then W r is an r-dimensional subspace of
It is easy to know that the cardinal number of S(−u) is p r−1 . For each (β, x) ∈ S(−u), we assert that f (β) = f (α r ). Here we give a proof. Suppose (β, −u) = x 1 λ 1 + x 2 λ 2 + · · · + x r−1 λ r−1 + x r λ r , x i ∈ F p .
So we have β = x 1 α 1 + x 2 α 2 + · · · + x r−1 α r−1 + α r . By the construction of α 1 , α 2 , · · · , α r−1 , α r , we have f (β) = f (α r ) = 0.
Let L f (J r ) = I r and ν 1 , ν 2 , · · · , ν r−1 , ν r be a basis of I r . We can construct an r-dimensional subspace H r like H r = (ν 1 , −u), (ν 2 , −u), · · · , (ν r−1 , −u), (ν r , −u) .
So when we choose the r-dimensional subspace H r constructed as above, B reaches its maximum p r−1− e 2 q 2 = p r+ 3e−2
. For 1 ≤ r ≤ e 2 , by equation (6) and Lemma 10, we have 
Concluding Remarks
By the generalised method of defining set, we construct two families of p-ary linear codes. Using the theory of quadratic forms, we determine their weight distributions and weight hierarchies. It is shown that they are threeweight linear codes.
Let w min and w max denote the minimum and maximum nonzero weight of the linear code C Du , respectively. If the code e ≥ 3, then it can be easily checked that w min w max > p − 1 p .
By the results in [37] , most of the codes we construct are suitable for constructing secret sharing schemes with interesting properties.
