The p-step backward difference formula (BDF) for solving systems of ODEs can be formulated as all-at-once linear systems that are solved by parallel-in-time preconditioned Krylov subspace solvers (see McDonald, Pestana, and Wathen [SIAM J. Sci. Comput., 40 (2) (2018): A1012-A1033] and Ng [arXiv:2002.01108, 2020, 17 pages]). However, when the BDFp (2 ≤ p ≤ 6) method is used to solve time-dependent PDEs, the generalization of these studies is not straightforward as p-step BDF is not selfstarting for p ≥ 2. In this note, we focus on the 2-step BDF which is often superior to the trapezoidal rule for solving the Riesz fractional diffusion equations, and show that it results into an all-at-once discretized system that is a low-rank perturbation of a block triangular Toeplitz system. We first give an estimation of the condition number of the all-at-once systems and then, capitalizing on previous work, we propose two block circulant (BC) preconditioners. Both the invertibility of these two BC preconditioners and the eigenvalue distributions of preconditioned matrices are discussed in details. An efficient implementation of these BC preconditioners is also presented, including the fast computation of dense structured Jacobi matrices. Finally, numerical experiments involving both the one-and two-dimensional Riesz fractional diffusion equations are reported to support our theoretical findings.
Introduction
In this paper, we are particularly interested in the efficient numerical solution of evolutionary partial differential equations (PDEs) with both first order temporal derivative and space fractional-order derivative(s). These models arise in various scientific applications in different fields including physics [1] , bioengineering [2] , hydrology [3] , and finance [4] , etc., owing to the potential of fractional calculus to describe rather accurately natural processes which maintain long-memory and hereditary properties in complex systems [2, 5] . In particular, fractional diffusion equations can provide an adequate and accurate description of transport processes that exhibit anomalous diffusion, for example subdiffusive phenomena and Lévy fights [6] , which cannot be modelled properly by second-order diffusion equations. As most fractional diffusion equations can not be solved analytically, approximate numerical solutions are sought by using efficient numerical methods such as, e.g., (compact) finite difference [3, [7] [8] [9] [10] [11] , finite element [12] and spectral (Galerkin) methods [13] [14] [15] . the paper closes with conclusions in Section 5.
The all-at-once system of Riesz fractional diffusion equations
In this section, we present the development of a numerical scheme for initial-boundary problem of Riesz fractional diffusion equations that preserves the positivity of the solutions. Then, in the next section, we discuss its efficient parallel implementation.
The all-at-once discretization of Riesz fractional diffusion equation
The governing Riesz fractional diffusion equations 1 of the anomalous diffusion process can be written as
where u(x, t) may represent, for example, a solute concentration, and constant κ γ > 0 the diffusion coefficient. This equations is a superdiffusive model largely used in fluid flow analysis, financial modelling and others applications. The Riesz fractional derivative ∂ γ u(x, t)/∂|x| γ is defined by [48] ∂ γ u(x, t)
, γ ∈ (1, 2), (2.2) in which a D γ
x and x D γ b are the left and right Riemann-Liouville fractional derivatives of order γ ∈ (1, 2) given, respectively, by [5] a D γ As γ → 2, we note that Eq. (2.1) degenerates into the classical diffusion equation.
Next, we focus on the numerical solution of Eq. (2.1). We consider a rectangleQ T = {(x, t) : a ≤ x ≤ b, 0 ≤ t ≤ T } discretized on the mesh ̟ hτ = ̟ h × ̟, where ̟ h = {x i = a + ih, i = 0, 1, · · · , N; h = (b − a)/N}, and ̟ τ = {t k = kτ, j = 0, 1, · · · , M; τ = T/M}. We denote by v = {v i | 0 ≤ i ≤ N} any grid function.
A considerable amount of work has been devoted in the past years to the development of fast methods for the approximation of the Riesz and Riemann-Liouville (R-L) fractional derivatives, such as the first-order accurate shifted Grünwald approximation [3, 48] and the second-order accurate weighted-shifted Grünwald difference (WSGD) approximation [9, 49] . Due to the relationship between the two kinds of fractional derivatives, all the numerical schemes proposed for the R-L fractional derivatives can be easily adapted to approximate the Riesz fractional derivative. Although the solution approach described in this work can accomodate any spatial discretized method, we choose the so-called fractional centred difference formula [8] of the Riesz fractional derivatives for clarity.
For any function u(x) ∈ L 1 (R), we denote
where the γ-dependent weight coefficient is defined as
As noted in [8] , ω
ℓ and the operator ∆ γ h u(x) are presented in the following lemmas.
(2.5) Lemma 2.2. ( [8, 47] ) Suppose that u ∈ L 1 (R) and
whereû(ξ) is the Fourier transformation of u(x). Then for a fixed h, the fractional centred difference operator in (2.3) holds
uniformly for x ∈ R and u(x) ≡ 0 (x ∈ R\[a, b]). In particular, if γ = 2, then it coincides with the second-order derivative approximation.
At this stage, let u(x, t) ∈ C 4,3
x,t ([a, b] × [0, T ]) be a solution to the problem (2.1) and consider Eq. (2.1) at the set of grid points (x, t) = (x i , t k ) ∈Q T with i = 1, 2, · · · , N − 1, k = 1, · · · , M. The first-order time derivative at the point t = t k is approximated by the second-order backward difference formula, i.e.,
where {R k i } are small and satisfy the inequality
Note that we cannot omit the small term in the derivation of a two-level difference scheme that is not selfstarting from Eq. (2.7) due to the unknown information of u(x i , t 1 ). One of the most popular strategy to compute the first time step solution u 1 i is to use a backward Euler scheme with smaller time step. This yelds the following implicit difference scheme [10, 36] for Eq. (2.1):
In order to implement the proposed scheme, here we define
It is easy to prove that T x is a symmetric positive definite (SPD) Toeplitz matrix (see [8] ). Therefore, it can be stored with only N − 1 entries and the fast Fourier transforms (FFTs) can be applied to carry out the matrix-vector product in O((N − 1) log(N − 1)) operations. The matrix-vector form of the 2-step BDF method with start-up backward Euler method for solving the model problem (2.1) can be formulated as follows:
We refer to matrix A as Jacobian matrix. The above numerical scheme is unconditionally stable and convergent [10] . Note that it is computationally more efficient than the C-N scheme presented in [8] as it requires one less matrix-vector multiplication per time step. Instead of computing the solution of (2.10) step-by-step, we try to get an all-at-once approximation by solving the following linear system:
where I s and I t are two identity matrices of order N s (= N − 1) and N t (= M), respectively. We denote the above linear system as follows:
and it is clear that A is invertible, because its all diagonal blocks (i.e, either I s − τA or 3 2 I s − τA) are invertible [32, 33] .
Properties of the all-at-once system
In this subsection, we investigate the properties of the discrete all-at-once formulation (2.11). This will guide us to discuss the design of an efficient solver for such a large linear system. Lemma 2.3. For the matrix C in (2.13) , we have the following estimates,
Proof. Consider the following matrix splitting,
where the vector e 1 = [1, 0, · · · , 0] T ∈ R N t . According to the Sherman-Morrison formula [50] , we can write
On the other hand, we can compute the inverse ofĈ as follows,
(2.16) Therefore, we know that
The explicit expression of C −1 has the following form:
(
2.19)
SinceĈ −1 is a lower triangular Toeplitz matrix, C −1 1 is the absolute sum of elements of its last row, i.e.,
(2.20)
Analogously, C −1 ∞ is the absolute sum of elements of its first column, i.e.,
(2.21)
Therefor, the above estimates are proved. 
Proof. Since Re(λ(A)) ≤ 0, we may claim that Az ≥ (C ⊗ I s )z for any vector z. In particular, using the properties of the Kronecker product, we may estimate σ min (A) ≥ σ min (C). The latter is computed using the spectral norm of C −1 , which can be bounded by the following inequality:
According to Lemma 2.3, we have
which proves the second bound. The first estimate is derived similarly. By applying the triangle inequality, we can write
whereas
so the spectral norms are not greater than 4. Finally, the proof is completed by recalling that τ = T/N t . The condition number can be expected to vary linearly with the main properties of the system, such as number of time steps, length of time interval, and norm of the Jacobian matrix [37, 38, 51] . More refined estimates could be provided by taking into account particular properties of A. In Theorem 2.1, the time interval [0, T ] may not necessarily be equal to the whole observation range of an application. The global time scheme (2.11) could be applied by splitting the desired interval [0,T ] into a sequence of subintervals [0, T ], [T, 2T ], · · · , [T − T,T ] for "large" time steps of size T each, solving by (2.11) for [(q − 1)T, qT ], q = 1, · · · ,T /T , extracting the last snapshot x Nt and restarting the method using x Nt as the initial state for the next interval. The optimal value of T should provide the fastest computation [37] . Another way to accelerate the solution is to reduce the condition number of the linear system by preconditioning. This critical computational aspect will be considered in the next section.
Parallel-in-time (PinT) preconditioners
According to Theorem 2.1, when an iterative method, namely a Krylov subspace method, is used for solving the all-at-once system (2.11), it can converge very slowly or even stagnate. Therefore, in this section we look at preconditioners that can be efficiently implemented in the PinT framework.
The structuring-circulant preconditioners
Since the matrix C defined in (2.13)) can be viewed as the sum of a Toeplitz matrix and a rank-1 matrix, it is natural to define our first structuring-circulant preconditioner as
is a α-circulant matrix of Strang type that can be diagonalized as
where λ (α) n = 2 j=0 r j α j/N t θ (n−1) j (r 0 = 3/2, r 1 = −2, r 2 = 1/2), ' * ' denotes the conjugate transpose of a matrix,
The matrix F N t in (3.4b) is the discrete Fourier matrix, and is unitary. Using the property of the Kronecker product, we can factorize P α as 5) and this implies that we can compute z = P −1 α v via the following three steps:
and λ n is the n-th eigenvalue of C α . The first and third steps only involve matrix-vector multiplications with N t subvectors, and these can be computed simultaneously by the FFTs 2 in N t CPUs [51] . The major computational cost is spent in the second step, but this step is naturally parallel for the N t time steps.
Next, we study the invertibility of the matrix P α . According to Eq. (2.13) and because matrix A is negative definite, the following result assures the invertibility of P α 3 .
Proposition 3.1. For α ∈ (0, 1], it holds that Re(λ (α) n ) ≥ 0, where the equality is true if and only if α = 1. Proof. Set ε = α 1/N t θ (n−1) x + iy, then x 2 + y 2 = α 2/N t ≤ 1, we have
where the penultimate inequality holds due to x 2 − 1 ≤ −y 2 . In practice, we often choose α ∈ (0, 1) [34] ; then, it is easy to prove that Re(λ (α) n ) > 0. In Fig. 1 , we plot the complex quantities {λ (α) n } N t n=1 on the complex plane. We see that for α ∈ (0, 1), it holds Re(λ (α) n ) > 0 and consequently all the linear systems involved at Step-(b) are positive definite, thus not difficult to solve [30] . As shown in [35] , a multigrid method using Richardson iterations as a smoother with an optimized choice of the damping parameter is very effective. In addition, it is not hard to derive the following result. Proof. We consider that
which completes the proof. Theorem 3.1 implies that the generalized minimal residual (GMRES) method by Saad and Schultz [53] can compute the exact solution of the preconditioned system P −1 α A (if it is diagonalizable) in at most 2N t + 1 iterations [22, 32, 53] . Although it should be noted that the above theoretical convergence estimate is not sharp when N t is not small, the result can give useful clues on the effectiveness of the preconditioner P α to approximate the all-atonce matrix A. Moreover, in Section 4 we will show numerically that most of the eigenvalues of the preconditioned matrix P −1 α A actually cluster at point 1 of the spectrum, supporting the theoretical findings of this section on the good potential of the proposed preconditioner P α to accelerate the iterative solution of P −1 α A. Remark 3.1. If we set α = 1, the preconditioner P α reduces to the BC preconditioner P 1 = C 1 ⊗ I s − τI t ⊗ A, where C 1 is a matrix of C α in (3.2) with α = 1. Moreover, the matrix decomposition (3.5), Proposition 3.1, and Theorem 3.1 are available for the BC preconditioner P 1 , refer e.g., to [32, 34] for details; Remark 3.2. We remark that the invertibility of P α (or P 1 ) depends completely on the matrix λ (α) n I s − τA. However, if we choose α = 1, the real parts of {λ (α) n } N t n=1 maybe include (or are close to) zero, cf. Proposition 3.1. Meanwhile, if the diffusion coefficient κ γ is very small, the eigenvalues of A will be increasingly close to zero. This fact will make the matrices λ (α) n I s − τA potentially very ill-conditioned (even singular 4 ). Under this circumstance, the BC preconditioner P 1 should be a bad preconditioner (see [34] and Section 4) while the preconditioner P α with α ∈ (0, 1) should be preferred in a practical implementation. Remark 3.3. If one wants to improve the proposed preconditioner further, then the following polynomial preconditioner that has potential to reduce communication costs in Krylov solvers [53] can be derived:
8)
where S α = (C α − C) ⊗ I x and assume that P −1 α S α < 1, then the m-step polynomial preconditioner P α (m) = m k=0 (P −1 α S α ) k P −1 α will be available and inherently paralleled. Moreover, such a preconditioner can be easily adapted for the all-at-once systems arising from the given non-uniform temporal discretizations; refer to [33] for a short discussion.
Efficient implementation of the PinT preconditioner
In this subsection, we discuss on how to implement the Krylov subspace method more efficiently for solving the left (or right) preconditioned system P −1 j AU = P −1 j F (or AP −1 j (P j U ) = F ), j ∈ {α, 1}. We recall that the kernel operations of a Krylov subspace algorithm are the matrix-vector products P −1 j v and Av for some given vector v ∈ R N t N s ×1 . First, we present a fast implementation for computing the second matrix-vector product. [34, pp. 10-11] , thus the number of core processors required in the practical parallel implementation is significantly reduced.
Finally, we discuss the efficient solution of the sequence of shifted linear systems in Step-(b). Since A is a real positive definite Toeplitz matrix, it can be approximated efficiently by a τ-matrix T (A) [45] that can be diagonalized as follows: where the vector [a 1 , a 2 , · · · , a N s ] ⊤ is the first column of A. The set of shifted linear systems at Step-(b) is reformulated as the following sequence:
that can be solved by the fast discrete sine transform without storing any dense matrix. Overall, the fast computation of P −1 j v using Eq. It is worthwhile noting that such an implementation is also suitable for solving the all-at-once system that arise from the spatial discretizations using the compact finite difference, finite element and spectral methods by only substituting in Eq. (3.12) the identity matrix I s with the mass matrix. Fortunately, for one-dimensional problems, the mass matrix is a SPD Toeplitz tridiagonal matrix [13, 24, 29] , which can be naturally diagonalized by the fast discrete sine transforms.
Numerical experiments
In this section, we present the performance of the proposed α-circulant-based preconditioners for solving some examples of one-and two-dimensional model problems (2.1). In all our numerical experiments reported in this section, following the guidelines given in [34] we set α = min{0.5, 0.5τ} for the preconditioners P α and P 1 . All our experiments are performed in MATLAB R2017a on a Gigabyte workstation equipped with Intel(R) Core(TM) i9-7900X CPU @3.3GHz, 32GB RAM running the Windows 10 Education operating system (64bit version) using double precision floating point arithmetic (with machine epsilon equal to 10 −16 ). The adaptive Simpler GMRES (shortly referred to as Ad-SGMRES) method [52] is employed to solve the right-preconditioned systems in Example 1, while the BiCGSTAB method [53, pp. 244-247] method is applied to the left-preconditioned systems in Example 2 using the built-in function available in MATLAB 5 . The tolerance for the stopping criterion in both algorithms is set as r k 2 / r 0 2 < tol = 10 −9 , where r k is the residual vector at kth Ad-SGMRES or BiCGSTAB iteration. The iterations are always started from the zero vector. All timings shown in the tables are obtained by averaging over 20 runs 6 . In the tables, the quantity 'Iter' represents the iteration number of Ad-SGMRES or BiCGSTAB, 'DoF' is the number of degrees of freedom, or unknowns, and 'CPU' is the computational time expressed in seconds. The 2-norm of the true relative residual (called in the tables TRR) is defined as TRR = ||F − AU k 2 / F 2 , and the numerical error (Err) between the approximate and the exact solutions at the final time level reads u * − u N t ∞ , where U k is the approximate solution when the preconditioned iterative solvers terminate and u * is the exact solution on the mesh. These notations are adopted throughout this section. (1 − x) 3 . The source term is given by
The exact solution is known and it reads as u(x, t) = 15(1 + γ/4)e t x 3 (1 − x) 3 . The results of our numerical experiments with the Ad-SGMRES method preconditioned by P α and P 1 for solving the all-at-once discretized systems (2.12) are reported in Tables 1-3.  According to Tables 1-3 , we note that the preconditioner P α converges much faster than P 1 in terms of both CPU and Iter on this Example 1, with different values of γ's. In terms of accuracy (the values TRR and Err), the two preconditioned Ad-SGMRES methods are almost comparable. The results indicate that introducing the adaptive parameter α ∈ (0, 1) indeed helps improve the performance of P 1 . Moreover, the τ-matrix approximation of the Jacobian matrix A in (3.5) is numerically effective. The iteration number of Ad-SGMRES-P α varies only slightly when N t increases (or h decreases), showing almost matrix-size independent convergence rate. Such favourable numerical scalability property of Ad-SGMRES-P α is completely in line with our theoretical analysis presented in Section 3.1, where the eigenvalues distribution of the preconditioned matrices (also partly shown in Fig. 2) is independent of the space-discretization matrix A. On the other hand, if the diffusion coefficient κ γ becomes smaller than 10 −2 , the difference of performance between the preconditioners P α and P 1 will be more remarkable; refer to Remark 3.2, however we do not investigate these circumstance in the present study. Example 2. (the 2D problem [13, 49] ) Consider the following Riesz fractional diffusion equation y) , (x, y) ∈ Ω, u(x, y, t) = 0, (x, y, t) ∈ ∂Ω × (0, T ), (4.1) 5 In this case, since Ad-SGMRES still requires large amounts of storage due to the orthogonalization process, we have also used the BiCGSTAB method as an alternative iterative method for solving non-symmetric systems. 6 The code in MATLAB will be available at https://github.com/Hsien-Ming-Ku/Group-of-FDEs. where κ γ 1 = κ γ 2 = 0.01, T = 2, Ω = (0, 2) × (0, 2), φ(x, y) = x 4 (2 − x) 4 y 4 (2 − y) 4 such that the source term is exactly defined as
with q 5 = 16, q 6 = −32, q 7 = 24, q 8 = −8 and q 9 = 1. The exact solution is u(x, y, y) = e −t/3 x 4 (2 − x) 4 y 4 (2 − y) 4 . By a similar derivation to the technique described in Section 2.1, we can establish an implicit difference scheme for solving this model problem. For simplicity, we set h x = h y = (b − a)/N; then, it is easy to derive the Jacobian matrix in the following Kronecker product form where the two SPD Toeplitz matrices are defined by
According to Eq. (3.10), we approximate the Jacobian matrix A in (4.2) by the following τ-matrix [45, 46] . Again, instead of solving the shifted linear systems in Step-(b), we solve the following sequence of shifted linear systems, λ (α) n I s − τT (A) z 2,n = z 1,n , n = 1, 2, · · · , N t , (4.4)
where s = (N − 1) 2 , efficiently by fast discrete sine transforms avoiding the storage of any dense matrices. The numerical results reported in Tables 4-6 with h = h x = h y illustrate the effectiveness and robustness of the PinT preconditioner P α for solving Eq. (4.5). Similar to Example 1, Table 4 -6 show that the preconditioner P α converges much faster in terms of both CPU and Iter than P 1 on this example, with different values of γ's. The accuracy of two preconditioned BiCGSTAB methods is almost comparable with respect to TRR and Err. Once again, the results indicate that introducing the adaptive parameter α ∈ (0, 1) indeed helps improve the performance of P 1 ; the faster convergence rate of P α is computational attractive especially when the diffusion coefficients become smaller than 10 −2 -cf. Remark 3.2. The τ-matrix approximation to the Jacobian matrix A in (3.5) remains very effective for this two-dimensional model problem (4.1). The iteration number of BiCGSTAB-P α varies only slightly when N t increases (or h decreases), showing also for this problem almost matrix-size independent convergence rate. Such favourable numerical scalability property confirms our theoretical analysis since in Section 3.1 the eigenvalues distribution of the preconditioned matrices is independent of the space-discretization matrix A. 8 1/64
In this note, we revisit the all-at-once linear system arising from the BDFp temporal discretization for evolutionary PDEs. In particular, we present the BDF2 scheme for the RFDEs model as our case study, where the resultant all-at-once system is a BLTT linear system with a low-rank matrix perturbation. The conditioning of the all-atonce coefficient matrix is studied and tight bounds are provided. Then, we adapt the generalized BC preconditioner for such all-at-once systems, proving the invertibility of the preconditioner matrix unlike in previous studies. Our analysis demonstrates the superiority of the generalized BC preconditioner to the BC preconditioner. Moreover, the spectral properties of the preconditioned system and the convergence behavior of the preconditioned Krylov subspace solver have been investigated. By the τ-matrix approximation of the dense Jacobian matrix A, we derive a memoryeffective implementation of the generalized BC preconditioner for solving the one-and two-dimensional RFDEs model problems. Numerical results have been reported to show the effectiveness of the generalized BC preconditioner.
On the other hand, according to the analysis and implementation of the genealized BC preconditioner, the BDF2 scheme implemented via PinT preconditioned Krylov solvers can be easily extended to other spatial discretizations schemesa for RFDEs (with other boundary conditions). Furthermore, our study may inspire the development of new 
