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Abstract
The system of N scalar particles with Grassmann-valued color charges plus
the color SU(3) Yang-Mills field is reformulated on spacelike hypersurfaces.
The Dirac observables are found and the physical invariant mass of the sys-
tem in the Wigner-covariant rest-frame instant form of dynamics (covariant
Coulomb gauge) is given. From the reduced Hamilton equations we extract
the second order equations of motion both for the reduced transverse color
field and the particles. Then, we study this relativistic scalar quark model,
deduced from the classical QCD Lagrangian and with the color field present,
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in the N=2 (meson) case. A special form of the requirement of having only
color singlets, suited for a field-independent quark model, produces a “pseu-
doclassical asymptotic freedom” and a regularization of the quark self-energy.
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I. INTRODUCTION
The Dirac observables for Yang-Mills theory with Grassmann-valued fermions [1],
Abelian and non-Abelian S(2) Higgs models [2,3] and for the SU(3)xSU(2)xU(1) standard
model of elementary particles [4] and the corresponding physical Hamiltonians have been
found in a noncovariant way equivalent to a generalized Coulomb gauge, following the scheme
used by Dirac [5] to do the canonical reduction of the electromagnetic field with charged
fermions. See Refs. [6] for reviews of the method and of the program, which aims to get a
unified description of the standard model and of tetrad gravity in terms of Dirac’s observ-
ables.
Then, the problem of how to covariantize these results was started. In Ref. [7], the
system of N scalar particles with Grassmann electric charges plus the electromagnetic field
was described by defining it on arbitrary spacelike hypersurfaces, which give a covariant 3+1
decomposition of Minkowski spacetime M4, following Refs. [8,9] (see also Ref. [10] , where
a theoretical study of this problem is done in curved spacetimes). The new configuration
variables are the points zµ(τ, ~σ) of the spacelike hypersurface Στ [the only ones carrying
Lorentz indices] and a set of Lorentz invariant variables containing a 3-vector ~ηi(τ) for
each particle [xµi (τ) = z
µ(τ, ~ηi(τ))] and the electromagnetic gauge potentials AAˇ(τ, ~σ) =
∂zµ(τ,~σ)
∂σAˇ
Aµ(z(τ, ~σ)) [σ
Aˇ = (τ, ~σ)], which know implicitely the embedding of Στ into M
4.
One has to choose the sign of the energy of each particle, because there are not mass-shell
constraints (like p2i −m2i ≈ 0) among the constraints of this formulation, due to the fact that
one has only 3 degrees of freedom for particle since the intersection of a timelike trajectory
and of the spacelike hypersurface Στ , with Lorentz scalar ‘time’ parameter τ (labelling the
leaves of the foliation of M4 with the Στ all diffeomorphic to a given Σ), is determined by
3 numbers: ~σ = ~ηi(τ).
Besides a Lorentz scalar form of the electromagnetic first class constraints, one has 4
further first class constraints Hµ(τ, ~σ) ≈ 0 implying the independence of the description
from the choice of the spacelike hypersufaces foliating M4. Being in special relativity, it is
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convenient to restrict ourselves to arbitrary spacelike hyperplanes zµ(τ, ~σ) = xµs (τ)+b
µ
rˇ (τ)σ
rˇ.
Since they are described by only 10 variables [an origin xµs (τ) and 3 orthogonal spacelike unit
vectors generating the fixed constant timelike unit normal to the hyperplane], we remain
only with 10 first class constraints determining the 10 variables conjugate to the hyperplane
[they are a 4-momentum pµs and the 6 independent degrees of freedom hidden in a spin
tensor Sµνs ] in terms of the variables of the particles and of the electromagnetic field. We
can make the canonical reduction of the electromagnetic field variables to transverse gauge
potentials and electric fields at the hypersurface as well as at the hyperplane level.
If we now restrict ourselves to timelike (p2s > 0) 4-momenta [the set of particles plus
electromagnetic field configurations with pµs not timelike is of zero measure in the space
of all configurations], we can restrict the description to the so-called Wigner hyperplanes
orthogonal to pµs itself. To get this result, we must boost at rest all the variables with Lorentz
indices by using the standard Wigner boost Lµν(ps,
◦
ps) for timelike Poincare´ orbits, and then
add the gauge-fixings bµrˇ (τ) − Lµrˇ(ps, ◦ps) ≈ 0. Since these gauge-fixings depend on pµs , the
final canonical variables, apart pµs itself, are of 3 types: i) there is a non-covariant center-of-
mass variable x˜µ(τ) [the classical basis of the Newton-Wigner position operator]; ii) all the
3-vector variables become Wigner spin 1 3-vectors [boosts in M4 induce Wigner rotations
on them]; iii) all the other variables are Lorentz scalars [in the case under consideration
they are absent after the canonical reduction to the transverse electromagnetic degrees of
freedom]. Only the 4 first class constraints determining pµs are left. One obtains in this way
a new kind of instant form of the dynamics (see Ref. [11]), the Euclidean covariant 1-time
rest-frame instant form. It is the special relativistic generalization of the nonrelativistic
separation of the center of mass from the relative motion [H =
~P 2
2M
+ Hrel]. The role of
the center of mass is taken by the Wigner hyperplane, identified by the point x˜µ(τ) and
by its normal pµs . The 4 first class constraints can be put in the following form: i) the
vanishing of the total (Wigner spin 1) 3-momentum of the particles plus electromagnetic
field ~p[system] ≈ 0 , saying that the Wigner hyperplane ΣW (τ) is the intrinsic rest frame
[instead, ~ps is left arbitrary, since it reflects the orientation of the Wigner hyperplane with
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respect to arbitrary reference frames in Minkowski spacetime]; ii) ±
√
p2s −M [system] ≈ 0,
saying that the invariant mass M of the system replaces the nonrelativistic Hamiltonian
Hrel for the relative degrees of freedom, after the addition of the gauge-fixing Ts − τ ≈ 0
[identifying the time parameter τ with the Lorentz scalar time of the center of mass in the
rest frame; M generates the evolution in this time]. When one is able, as in the case of N free
particles, to find the (Wigner spin 1) 3-vector ~η(τ) conjugate to ~p[system](≈ 0), the gauge-
fixing ~η ≈ 0 eliminates the gauge variables describing the 3-dimensional intrinsic center of
mass inside the Wigner hyperplane [~η ≈ 0 forces it to coincide with xµs (τ) = zµ(τ, ~σ = ~η = 0)
and breaks the translation invariance ~σ 7→ ~σ + ~a], so that we remain only with Newtonian-
like degrees of freedom with rotational covariance: i) a 3-coordinate (not Lorentz covariant)
~zs =
√
p2s(~˜xs − ~pspos x˜
o) and its conjugate momentum ~ks = ~ps/
√
p2s for the absolute center of
mass in Minkowski spacetime; ii) a set of relative conjugate pairs of variables with Wigner
covariance inside the Wigner hyperplane . As noted in Ref. [7], the noncovariance of the
center of mass of extended relativistic systems defines a classical intrinsic unit of lenght [the
Møller radius ρ =
√−W 2/cP 2 = | ~ˇS|/c
√
P 2 determined by the Poincare´ Casimirs] to be used
as a ultraviolet cutoff in the spirit of Dirac and Yukawa in future attempts of quantization.
Let us remark that this ultraviolet cutoff exists also in asymptotically flat general relativity,
taking into account the asymptotic Poincare´ charges.
In this paper we will extend these results to N scalar particles with Grassmann SU(3)
color charges plus the SU(3) Yang-Mills field. The resulting covariantization provides the
tools to covariantize the bosonic part of the SU(3)xSU(2)xU(1) model. To complete its
covariantization, the description of Dirac and chiral fields on spacelike hypersurfaces in
Minkowski spacetime is needed (this problem is under investigation [12]).
The final result will be an expression for the physical invariant mass of the system
scalar quarks plus the color SU(3) Yang-Mills field in terms of gauge invariant quantities
(covariant generalized Coulomb gauge in the rest-frame instant form of dynamics). This
pseudoclassical expression is the starting point for defining a relativistic quark model derived
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from classical QCD. Till now, only the nonrelativistic quantum quark model is available [13]
and there is no satisfactory derivation of it from QCD, notwithstanding its phenomenological
relevance. Instead, we have here the full model with relativistic scalar quarks and classical
color field and the classical reduced Yang-Mills equations with transverse sources analogue
of the equations ✷ ~A⊥ = ~j⊥ of the electromagnetic case in the rest frame [14] : if one could
guess a reasonable solution of the equations for the color field and put it into the invariant
mass, one would obtain an effective invariant mass for a true relativistic quark model, even
still with scalar quarks. Since this is not yet possible, we shall limit ourselves to study
some properties of pseudoclassical mesons (N=2). In particular, we will show that the
requirement of having only color singlets, realized in a way suited to define a quark model
without color field, immediately produces a kind of “pseudoclassical asymptotic freedom”
besides regularizing the quark self-energy. Also some comments on the difficult problem of
confinement are done.
In Section II we give some definitions and some results on spacelike hypersurfaces. In
Section III the Lagrangian of the system on spacelike hypersurfaces is given and the Hamil-
tonian formalism is developed till the reduction to the Wigner hyperplane. In Section IV the
Dirac observables of the system are found and the final form of the physical invariant mass is
given. In Section V the reduced Hamilton equations and then the associated Euler-Lagrange
equations in the rest frame are given. In Section VI the relativistic quark model in the case
N=2 (mesons) is defined and it is shown that there is pseudoclassical asymptotic freedom.
In the final Section there are some conclusions and some comments on confinement and
the open problems.
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II. DYNAMICS ON SPACELIKE HYPERSURFACES
In this Section we will introduce the background material from Ref. [7] needed in the
description of physical systems on spacelike hypersurfaces, integrating it with the definitions
of non-Abelian SU(3) Yang-Mills fields [1].
Let {Στ} be a one-parameter family of spacelike hypersurfaces foliating Minkowski space-
time M4 and giving a 3+1 decomposition of it. At fixed τ , let zµ(τ, ~σ) be the coordinates
of the points on Στ in M
4, {~σ} a system of coordinates on Στ . If σAˇ = (στ = τ ;~σ = {σrˇ})
[the notation Aˇ = (τ, rˇ) with rˇ = 1, 2, 3 will be used; note that Aˇ = τ and Aˇ = rˇ = 1, 2, 3
are Lorentz-scalar indices] and ∂Aˇ = ∂/∂σ
Aˇ, one can define the vierbeins
zµ
Aˇ
(τ, ~σ) = ∂Aˇz
µ(τ, ~σ), ∂Bˇz
µ
Aˇ
− ∂AˇzµBˇ = 0, (1)
so that the metric on Στ is
gAˇBˇ(τ, ~σ) = z
µ
Aˇ
(τ, ~σ)ηµνz
ν
Bˇ
(τ, ~σ), gττ (τ, ~σ) > 0,
g(τ, ~σ) = −det || gAˇBˇ(τ, ~σ) || = (det || zµAˇ(τ, ~σ) ||)
2,
γ(τ, ~σ) = −det || grˇsˇ(τ, ~σ) ||. (2)
If γ rˇsˇ(τ, ~σ) is the inverse of the 3-metric grˇsˇ(τ, ~σ) [γ
rˇuˇ(τ, ~σ)guˇsˇ(τ, ~σ) = δ
rˇ
sˇ ], the inverse
gAˇBˇ(τ, ~σ) of gAˇBˇ(τ, ~σ) [g
AˇCˇ(τ, ~σ)gcˇbˇ(τ, ~σ) = δ
Aˇ
Bˇ
] is given by
gττ (τ, ~σ) =
γ(τ, ~σ)
g(τ, ~σ)
,
gτ rˇ(τ, ~σ) = −[γ
g
gτuˇγ
uˇrˇ](τ, ~σ),
grˇsˇ(τ, ~σ) = γ rˇsˇ(τ, ~σ) + [
γ
g
gτuˇgτ vˇγ
uˇrˇγ vˇsˇ](τ, ~σ), (3)
so that 1 = gτCˇ(τ, ~σ)gCˇτ (τ, ~σ) is equivalent to
g(τ, ~σ)
γ(τ, ~σ)
= gττ (τ, ~σ)− γ rˇsˇ(τ, ~σ)gτ rˇ(τ, ~σ)gτ sˇ(τ, ~σ). (4)
We have
zµτ (τ, ~σ) = (
√
g
γ
lµ + gτ rˇγ
rˇsˇzµsˇ )(τ, ~σ), (5)
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and
ηµν = zµ
Aˇ
(τ, ~σ)gAˇBˇ(τ, ~σ)zν
Bˇ
(τ, ~σ) =
= (lµlν + zµrˇ γ
rˇsˇzνsˇ )(τ, ~σ), (6)
where
lµ(τ, ~σ) = (
1√
γ
ǫµαβγz
α
1ˇ z
β
2ˇ
zγ
3ˇ
)(τ, ~σ),
l2(τ, ~σ) = 1, lµ(τ, ~σ)z
µ
rˇ (τ, ~σ) = 0, (7)
is the unit (future pointing) normal to Σ(τ) at zµ(τ, ~σ).
For the volume element in Minkowski spacetime we have
d4z = zµτ (τ, ~σ)dτd
3Σµ = dτ [z
µ
τ (τ, ~σ)lµ(τ, ~σ)]
√
γ(τ, ~σ)d3σ =
=
√
g(τ, ~σ)dτd3σ. (8)
Let us remark that according to the geometrical approach of Ref. [10],one can use
Eq.(5) in the form zµτ (τ, ~σ) = N(τ, ~σ)l
µ(τ, ~σ) + N rˇ(τ, ~σ)zµrˇ (τ, ~σ), where N =
√
g/γ =
√
gττ − γ rˇsˇgτ rˇgτ sˇ and N rˇ = gτ sˇγ sˇrˇ are the standard lapse and shift functions, so that
gττ = N
2 + grˇsˇN
rˇN sˇ, gτ rˇ = grˇsˇN
sˇ, gττ = N−2, gτ rˇ = −N rˇ/N2, grˇsˇ = γ rˇsˇ + N rˇN sˇ
N2
,
∂
∂z
µ
τ
= lµ
∂
∂N
+ zsˇµγ
sˇrˇ ∂
∂N rˇ
, d4z = N
√
γdτd3σ.
The rest frame form of a timelike fourvector pµ is
◦
p µ = η
√
p2(1;~0) = ηµoη
√
p2,
◦
p 2 = p2,
where η = sign po. The standard Wigner boost transforming
◦
p µ into pµ is
Lµν(p,
◦
p) = ǫµν (u(p)) =
= ηµν + 2
pµ
◦
pν
p2
− (p
µ +
◦
p
µ
)(pν +
◦
pν)
p· ◦p +p2
=
= ηµν + 2u
µ(p)uν(
◦
p)− (u
µ(p) + uµ(
◦
p))(uν(p) + uν(
◦
p))
1 + uo(p)
,
ν = 0 ǫµo (u(p)) = u
µ(p) = pµ/η
√
p2,
ν = r ǫµr (u(p)) = (−ur(p); δir −
ui(p)ur(p)
1 + uo(p)
). (9)
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The inverse of Lµν(p,
◦
p) is Lµν(
◦
p, p), the standard boost to the rest frame, defined by
Lµν(
◦
p, p) = Lν
µ(p,
◦
p) = Lµν(p,
◦
p)|~p→−~p. (10)
Therefore, we can define the following vierbeins [the ǫµr (u(p))’s are also called polarization
vectors; the indices r, s will be used for A=1,2,3 and o¯ for A=0]
ǫµA(u(p)) = L
µ
A(p,
◦
p),
ǫAµ (u(p)) = L
A
µ(
◦
p, p) = ηABηµνǫ
ν
B(u(p)),
ǫo¯µ(u(p)) = ηµνǫ
ν
o(u(p)) = uµ(p),
ǫrµ(u(p)) = −δrsηµνǫνr (u(p)) = (δrsus(p); δrj − δrsδjh
uh(p)us(p)
1 + uo(p)
),
ǫAo (u(p)) = uA(p), (11)
which satisfy
ǫAµ (u(p))ǫ
ν
A(u(p)) = η
µ
ν ,
ǫAµ (u(p))ǫ
µ
B(u(p)) = η
A
B,
ηµν = ǫµA(u(p))η
ABǫνB(u(p)) = u
µ(p)uν(p)−
3∑
r=1
ǫµr (u(p))ǫ
ν
r(u(p)),
ηAB = ǫ
µ
A(u(p))ηµνǫ
ν
B(u(p)),
pα
∂
∂pα
ǫµA(u(p)) = pα
∂
∂pα
ǫAµ (u(p)) = 0. (12)
The Wigner rotation corresponding to the Lorentz transformation Λ is
Rµν(Λ, p) = [L(
◦
p, p)Λ−1L(Λp,
◦
p)]
µ
ν =

 1 0
0 Rij(Λ, p)

 ,
Rij(Λ, p) = (Λ
−1)
i
j − (Λ
−1)iopβ(Λ−1)βj
pρ(Λ−1)ρo + η
√
p2
−
− p
i
po + η
√
p2
[(Λ−1)oj − ((Λ
−1)oo − 1)pβ(Λ−1)βj
pρ(Λ−1)ρo + η
√
p2
]. (13)
The polarization vectors transform under the Poincare´ transformations (a,Λ) in the
following way
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ǫµr (u(Λp)) = (R
−1)rs Λµν ǫνs(u(p)). (14)
On the hypersurface Στ , we describe the color SU(3) potential and field strength with
Lorentz-scalar variables AaAˇ(τ, ~σ) and FaAˇBˇ(τ, ~σ) respectively: they contain the embedding
Σ(τ)→ M4 and are defined by
AaAˇ(τ, ~σ) = z
µ
Aˇ
(τ, ~σ)Aaµ(z(τ, ~σ)),
FaAˇBˇ(τ, ~σ) = ∂AˇAaBˇ(τ, ~σ)− ∂BˇAaAˇ(τ, ~σ) + cabcAbAˇ(τ, ~σ)AbBˇ(τ, ~σ) =
= zµ
Aˇ
(τ, ~σ)zν
Bˇ
(τ, ~σ)Faµν(z(τ, ~σ)) = z
µ
Aˇ
(τ, ~σ)zν
Bˇ
(τ, ~σ)[∂µAaν(z(τ, ~σ))− ∂νAaµ(z(τ, ~σ)) +
+cabcAbµ(z(τ, ~σ))Acν(z(τ, ~σ))]. (15)
We could have written Aµ = z
Aˇ
µAAˇ = lµAl + z
rˇ
µArˇ [z
Aˇ
µ are the inverse vierbeins], so to
get
Aτ (τ, ~σ) = N(τ, ~σ)Al(τ, ~σ) +N
rˇ(τ, ~σ)Arˇ(τ, ~σ), (16)
and we could have used Al(τ, ~σ) as the genuine field configuration variable independent
from the motion of the embedded hypersurface, as suggested in Ref. [10]. However, this
more geometric formulation is equivalent to the simpler one of Ref. [7] [see its Appendix C]
for spin 1 fields, so that in this paper we shall go on to use Aτ rather than Al.
The generators Tˆ a of the Lie algebra su(3) of color [Aˆµ = AaµTˆ
a] in the 8-dimensional
adjoint representation of SU(3) and those T a in the 3-dimensional fundamental one are [cabc
are the SU(3) totally antisymmetric structure constants]
Tˆ a = −Tˆ a†, (Tˆ a)bc = cabc, [Tˆ a, Tˆ b] = cabcTˆ c,
T a = −T a†, [T a, T b] = cabcT c, T a = − i
2
λa, (17)
where the λa’s era the 3× 3 Gell-Mann matrices.
The covariant derivative associated with Aaµ is
(Dˆ(A)µ )ac = δac∂µ + cabcAbµ = (∂µ − Aˆµ)ac (18)
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and the gauge transformations are defined as [Fˆµν = Faµν Tˆ
a]
Aˆµ(x) 7→ AˆUµ (x) = U−1(x)Aˆµ(x)U(x) + U−1(x)∂µU(x) =
= Aˆµ(x) + U
−1(x) (∂µU(x) + [Aˆµ(x), U(x)]),
Fˆµν(x) 7→ FˆUµν(x) = U−1(x)Fˆµν(x)U(x) = Fˆµν(x) + U−1(x) [Fˆµν(x), U(x)]. (19)
Here U is the realization in the adjoint representation of the SU(3) gauge transformations.
The scalar particles with Minkowski coordinates xµi (τ), i=1,..,N, are identified on the
spacelike hypersurface Στ by 3 numbers ~ηi(τ), i=1,..,N, by the equation x
µ
i (τ) = z
µ(τ, ~ηi(τ))
[so that x˙µi (τ) = z
µ
τ (τ, ~ηi(τ)) + z
µ
rˇ (τ, ~ηi(τ))η˙
rˇ
i (τ) and ηi = x˙
o
i (τ)]. As shown in Ref. [7] this
implies that the mass shell constraint p2i −m2i = 0 has been solved and a choice of the sign
of the energy, ηi = sign p
o
i , has been done.
In this paper we consider the case of N relativistic scalar particles with the color
SU(3) charge of each particle described in a pseudoclassical way [15] [see also Refs. [16]
for pseudoclassicla mechanics] by means of 3 pairs of complex conjugate Grassmann vari-
ables θiα(τ), θ
∗
iα(τ), α = 1, 2, 3, which belong to the fundamental representation of SU(3).
They satisfy
θiαθiβ + θiβθiα = 0,
θ∗iαθ
∗
iβ + θ
∗
iβθ
∗
iα = 0,
θiαθ
∗
iβ + θ
∗
iβθiα = 0, (20)
and the Grassmann variables of different particles are assumed to commute
θiαθjβ = θjβθiα, i 6= j
θ∗iαθ
∗
jβ = θ
∗
jβθ
∗
iα,
θiαθ
∗
jβ = θ
∗
jβθiα. (21)
The color charges of the particles are Qia(τ) = i
∑3
α,β=1 θ
∗
iα(τ)(T
a)αβθiβ(τ) [Q
∗
ia = Qia
since T a† = −T a].
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At the quantum level [15] (see also Ref. [17]) the Grassmann variables θ∗iα, θiα go
into Fermi oscillators b†iα, biα satisfying the anticommutation relations [biα, b
†
jβ]+ = δijδαβ,
[biα, bjβ]+ = [b
†
iα, b
†
jβ]+ = 0. For each particle there is a 8-dimensional Hilbert space of
charge states [the charge operator is Qˆia = i
∑
αβ b
†
iα(T
a)αβbiβ] with basis | 0i >, b†iα| 0i >,
b†iαb
†
iβ | 0i >, b†iαb†iβb†iγ | 0i > : the states with k=0,1,2,3, oscillators transform like a completely
antisymmetric representation of dimension

 3
k

 of SU(3). Therefore, the space of charge
states for each particle transforms like the reducible representation 1⊕ 3⊕ 3∗ ⊕ 1 of SU(3)
of dimension
∑3
k=0

 3
k

 = 23.
To select the triplet (quark) or antitriplet (antiquark) representation, we shall add to
the pseudoclassical theory the constraint
Ni =
∑
α
θ∗iαθiα ≈ 0. (22)
As shown in Ref. [18], after quantization Ni is replaced by Nˆi[Ai] =
∑3
α=0 b
†
iαbiα − Ai =
nˆi − Ai, where nˆi is the occupation number selecting the

 3
k

-dimensional representation
of SU(3) and Ai is an arbitrary c-number present due to ordering problems. Therefore,
with the prescription Ai = 1 or 2, the constraint Ni ≈ 0 becomes the quantum constraint
Nˆi[1]| 0i >= 0 or Nˆi[2]| 0i >= 0, selecting the triplet or the antitriplet representation
respectively for particle ‘i’.
With the constraint Ni ≈ 0 for each i one has QiaQibQic ≡ 0 because it is pro-
portional to N3i [≡ 0 in the Dirac strong sense]. Moreover, since one has
∑
aQ
2
ia =
−θ∗iαθiβθ∗iγθiδ
∑
a(T
a)αβ(T
a)γδ with
∑
a(T
a)αβ(T
a)γδ =
1
6
δαβδγδ − 12δαδδβγ [valid in the fun-
damental representation of SU(3)], one gets
∑
a
Q2ia = −
2
3
N2i ≡ 0. (23)
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III. THE LAGRANGIAN FOR COLORED PARTICLES PLUS YANG-MILLS
FIELD
The system of N colored scalar particles plus the SU(3) Yang-Mills field is described by
the action
S =
∫
dτd3σL(τ, ~σ) =
∫
dτL(τ),
L(τ) =
∫
d3σL(τ, ~σ),
L(τ, ~σ) = i
2
N∑
i=1
δ3(~σ − ~ηi(τ))
3∑
α=1
[θ∗iα(τ)θ˙iα(τ)− θ˙∗iα(τ)θiα(τ) + λi(τ)
3∑
α=1
θ∗iα(τ)θiα(τ)]−
−
N∑
i=1
δ3(~σ − ~ηi(τ))[ηimi
√
gττ (τ, ~σ) + 2gτ rˇ(τ, ~σ)η˙rˇi (τ) + grˇsˇ(τ, ~σ)η˙
rˇ
i (τ)η˙
sˇ
i (τ)−
−∑
a
Qia(Aaτ (τ, ~σ) + Aarˇ(τ, ~σ)η˙
rˇ
i (τ))]−
− 1
4g2s
√
g(τ, ~σ)gAˇCˇ(τ, ~σ)gBˇDˇ(τ, ~σ)
∑
a
FaAˇBˇ(τ, ~σ)FaCˇDˇ(τ, ~σ), (24)
where the configuration variables are zµ(τ, ~σ) AaAˇ(τ, ~σ), ~ηi(τ), θiα(τ) and θ
∗
iα(τ), i=1,..,N.
The particles have Grassmann-valued charges Qai(τ) = i
∑3
α,β=1 θ
∗
iα(τ)(T
a)αβθiβ(τ).
We have
−1
4
√
ggAˇCˇgBˇDˇ
∑
a FaAˇBˇFaCˇDˇ =
= −1
4
√
g
∑
a[2(g
ττgrˇsˇ − gτ rˇgτ sˇ)Faτ rˇFaτ sˇ + 4grˇsˇgτuˇFaτ rˇFasˇuˇ + grˇuˇgsˇvˇFarˇsˇFauˇvˇ] =
= −√γ∑a[12√γgFaτ rˇγ rˇsˇFaτ sˇ − √γg gτ vˇγ vˇrˇFarˇsˇγ sˇuˇFaτuˇ + 14√ gγγ rˇsˇFarˇuˇFasˇvˇ(γuˇvˇ +
2γ
g
gτmˇγ
mˇuˇgτnˇγ
nˇvˇ)] = −
√
γ
2N
(Fτ rˇ −N uˇFuˇrˇ)γ rˇsˇ(Fτ sˇ −N vˇFvˇsˇ)− N
√
γ
4
γ rˇsˇγuˇvˇFrˇuˇFsˇvˇ.
The action is invariant under separate τ - and ~σ-reparametrizations, since Aaτ (τ, ~σ) trans-
forms as a τ -derivative; moreover, it is invariant under the odd phase transformations
δθiα 7→ αa(T a)αβθiβ .
The canonical momenta are [Earˇ = Farˇτ and Barˇ =
1
2
ǫrˇsˇtˇFasˇtˇ (ǫrˇsˇtˇ = ǫ
rˇsˇtˇ) are the electric
and magnetic fields respectively; for gAˇBˇ → ηAˇBˇ one gets πrˇa = −Earˇ = E rˇa]
ρµ(τ, ~σ) = − ∂L(τ, ~σ)
∂zµτ (τ, ~σ)
=
N∑
i=1
δ3(~σ − ~ηi(τ))ηimi
zτµ(τ, ~σ) + zrˇµ(τ, ~σ)η˙
rˇ
i (τ)√
gττ(τ, ~σ) + 2gτ rˇ(τ, ~σ)η˙rˇi (τ) + grˇsˇ(τ, ~σ)η˙
rˇ
i (τ)η˙
sˇ
i (τ)
+
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+√
g(τ, ~σ)
4
[(gττzτµ + g
τ rˇzrˇµ)(τ, ~σ)g
AˇCˇ(τ, ~σ)gBˇDˇ(τ, ~σ)
∑
a
FaAˇBˇ(τ, ~σ)FaCˇDˇ(τ, ~σ)−
− 2[zτµ(τ, ~σ)(gAˇτgτCˇgBˇDˇ + gAˇCˇgBˇτgτDˇ)(τ, ~σ) +
+ zrˇµ(τ, ~σ)(g
AˇrˇgτCˇ + gAˇτgrˇCˇ)(τ, ~σ)gBˇDˇ(τ, ~σ)]
∑
a
FaAˇBˇ(τ, ~σ)FaCˇDˇ(τ, ~σ)] =
= [(ρν l
ν)lµ + (ρνz
ν
rˇ )γ
rˇsˇzsˇµ](τ, ~σ),
πτa(τ, ~σ) =
∂L
∂∂τAaτ (τ, ~σ)
= 0,
πrˇa(τ, ~σ) =
∂L
∂∂τAarˇ(τ, ~σ)
= −g−2s
γ(τ, ~σ)√
g(τ, ~σ)
γ rˇsˇ(τ, ~σ)(Faτ sˇ + gτ vˇγ
vˇuˇFauˇsˇ)(τ, ~σ) =
= g−2s
γ(τ, ~σ)√
g(τ, ~σ)
γ rˇsˇ(τ, ~σ)(Easˇ(τ, ~σ) + gτ vˇ(τ, ~σ)γ
vˇuˇ(τ, ~σ)ǫuˇsˇtˇBatˇ(τ, ~σ)),
κirˇ(τ) = − ∂L(τ)
∂η˙rˇi (τ)
=
= ηimi
gτ rˇ(τ, ~ηi(τ)) + grˇsˇ(τ, ~ηi(τ))η˙
sˇ
i (τ)√
gττ (τ, ~ηi(τ)) + 2gτ rˇ(τ, ~ηi(τ))η˙
rˇ
i (τ) + grˇsˇ(τ, ~ηi(τ))η˙
rˇ
i (τ)η˙
sˇ
i (τ)
−
−∑
a
Qia(τ)Aarˇ(τ, ~ηi(τ)),
πθ iα(τ) =
∂L(τ)
∂θ˙iα(τ)
= − i
2
θ∗iα(τ)
πθ∗ iα(τ) =
∂L(τ)
∂θ˙∗iα(τ)
= − i
2
θiα(τ), (25)
and the following Poisson brackets are assumed
{zµ(τ, ~σ), ρν(τ, ~σ′} = −ηµν δ3(~σ − ~σ
′
),
{AaAˇ(τ, ~σ), πBˇb (τ, ~σ
′
)} = ηBˇ
Aˇ
δabδ
3(~σ − ~σ′),
{ηrˇi (τ), κjsˇ(τ)} = −δijδrˇsˇ ,
{θiα(τ), πθ jβ(τ)} = −δijδαβ ,
{θ∗iα(τ), πθ∗ jβ(τ)} = −δijδαβ . (26)
The Grassmann momenta give rise to the second class constraints πθ iα +
i
2
θ∗iα ≈ 0,
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πθ∗ iα+
i
2
θiα ≈ 0 [{πθ iα + i2θ∗iα, πθ∗ jβ + i2θjβ} = −iδijδαβ]; πθ iα and πθ∗ iα are then eliminated
with the help of Dirac brackets
{A,B}∗ = {A,B} − i
3∑
α=1
[{A, πθ iα + i
2
θ∗iα}{πθ∗ iα +
i
2
θiα, B}+
+ {A, πθ∗ iα + i
2
θiα}{πθ iα + i
2
θ∗iα, B}] (27)
so that the remaining Grassmann variables have the fundamental Dirac brackets [which we
will still denote {., .} for the sake of simplicity]
{θiα(τ), θjβ(τ)} = {θ∗iα(τ), θ∗jβ(τ)} = 0,
{θiα(τ), θ∗jβ(τ)} = −iδijδαβ . (28)
These equations imply {Qia, Qjb} = δijcabcQic and that the gauge transformations δθiα =
(αaT
a)αβθiβ , under which the action is invariant, are generated by the Qia’s.
By varying the Lagrange multipliers λi(τ), we get the Grassmann constraints mentioned
in Section II
Ni(τ) =
3∑
α=1
θ∗iα(τ)θiα(τ) ≈ 0. (29)
We could also treat the multipliers λi(τ) as configuration variables: we would get the first
class constraints πλi(τ) ≈ 0 and we could get free of the λi’s by adding the gauge-fixings
λi(τ) ≈ 0 and going to the Dirac brackets for the resulting 2N second class constraints.
¿From the expression of the momenta we obtain the four primary constraints
Hµ(τ, ~σ) = ρµ(τ, ~σ)− lµ(τ, ~σ)[Tττ (τ, ~σ) +
+
N∑
i=1
δ3(~σ − ~ηi(τ))×
ηi
√
m2i − γ rˇsˇ(τ, ~σ)[κirˇ(τ) +
∑
a
Qia(τ)Aarˇ(τ, ~σ)][κisˇ(τ) +
∑
b
Qib(τ)Absˇ(τ, ~σ)] ]−
− zrˇµ(τ, ~σ)γ rˇsˇ(τ, ~σ){−Tτ sˇ(τ, ~σ) +
N∑
i=1
δ3(~σ − ~ηi(τ))[κisˇ +
∑
a
Qia(τ)Aasˇ(τ, ~σ)]} ≈ 0, (30)
where
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Tττ (τ, ~σ) = −1
2
∑
a
(
g2s√
γ
πrˇagrˇsˇπ
sˇ
a −
√
γ
2g2s
γ rˇsˇγuˇvˇFarˇuˇFasˇvˇ)(τ, ~σ),
Tτ sˇ(τ, ~σ) = −
∑
a
Fasˇtˇ(τ, ~σ)π
tˇ
a(τ, ~σ) = −ǫsˇtˇuˇ
∑
a
πtˇa(τ, ~σ)Bauˇ(τ, ~σ) =
=
∑
a
[~πa(τ, ~σ)× ~Ba(τ, ~σ)]sˇ, (31)
are the energy density and the Poynting vector respectively. We use the notation
∑
a(~πa ×
~Ba)sˇ = ( ~Ea× ~Ba)sˇ because it is consistent with ǫsˇtˇuˇ
∑
a π
tˇ
aBauˇ in the flat metric limit gAˇBˇ →
ηAˇBˇ; in this limit Tττ → 12
∑
a( ~E
2
a +
~B2a).
Since the canonical Hamiltonian is (we assume boundary conditions for the electromag-
netic potential such that all the surface terms can be neglected; see Ref. [1])
Hc = −
N∑
i=1
κirˇ(τ)η˙
rˇ
i (τ) +
∫
d3σ[
∑
a
πAˇa (τ, ~σ)∂τAaAˇ(τ, ~σ)− ρµ(τ, ~σ)zµτ (τ, ~σ)− L(τ, ~σ)] =
=
∫
d3σ
∑
a
[∂rˇ(π
rˇ
a(τ, ~σ)Aaτ (τ, ~σ))− Aaτ (τ, ~σ)Γa(τ, ~σ)] =
= −
∫
d3σ
∑
a
Aaτ (τ, ~σ)Γa(τ, ~σ), (32)
with [∂rˇ =
∂
∂σrˇ
= −∂rˇ, ~∂ = {∂rˇ}, △− ~∂2, ~ˆD
(A)
ab = {δab∂rˇ + cacbArˇc} ]
Γa(τ, ~σ) = ∂rˇπ
rˇ
a(τ, ~σ) + cabcAbrˇ(τ, ~σ)π
rˇ
c(τ, ~σ) +
N∑
i=1
Qia(τ)δ
3(~σ − ~ηi(τ)) =
= − ~ˆD
(A)
ab (τ, ~σ) · ~πb(τ, ~σ) +
N∑
i=1
Qia(τ)δ
3(~σ − ~ηi(τ)), (33)
we have the Dirac Hamiltonian (λµ(τ, ~σ), λτ (τ, ~σ) and µi(τ) are Dirac’s multipliers)
HD =
∫
d3σ[λµ(τ, ~σ)Hµ(τ, ~σ) +
∑
a
λaτ (τ, ~σ)π
τ
a(τ, ~σ)−
∑
a
Aaτ (τ, ~σ)Γa(τ, ~σ)] +
+
N∑
i=1
µi(τ)Ni(τ). (34)
The Lorentz scalar constraints πτa(τ, ~σ) ≈ 0 are generated by the electromagnetic gauge
invariance of the action; their time constancy will produce the only secondary constraints
(Gauss laws)
Γa(τ, ~σ) ≈ 0. (35)
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The six constraints Hµ(τ, ~σ) ≈ 0, πτa(τ, ~σ) ≈ 0, Γa(τ, ~σ) ≈ 0 are first class with the only
non vanishing Poisson brackets
{Hµ(τ, ~σ) , Hν(τ, ~σ′)} =
= {[lµ(τ, ~σ)zrˇν(τ, ~σ)− lν(τ, ~σ)zrˇµ(τ, ~σ)] π
rˇ(τ, ~σ)√
γ(τ, ~σ)
−
− zuˇµ(τ, ~σ)γuˇrˇ(τ, ~σ)
∑
a
Farˇsˇ(τ, ~σ)γ
sˇvˇ(τ, ~σ)zvˇν(τ, ~σ)}Γa(τ, ~σ)δ3(~σ − ~σ′) ≈ 0. (36)
Moreover, since {Qia, Nj} = 0, also the constraints Ni ≈ 0 are first class and, being constants
of the motion for each i, they do not generate secondaries.
Let us remark that the simplicity of Eqs.(36) is due to the use of Cartesian coordinates:
had we used the constraints Hl(τ, ~σ) = lµ(τ, ~σ)Hµ(τ, ~σ), Hrˇ(τ, ~σ) = zµrˇ (τ, ~σ)Hµ(τ, ~σ) (i.e.
nonholonomic coordinates), so that their associated Dirac multipliers λl(τ, ~σ), λrˇ(τ, ~σ) would
have been the lapse and shift functions of general relativity, one would have obtained the
universal algebra of Ref. [8].
The ten conserved Poincare´ generators are
P µ = pµs =
∫
d3σ ρµ(τ, ~σ),
Jµν = Jµνs =
∫
d3σ (zµ(τ, ~σ)ρν(τ, ~σ)− zν(τ, ~σ)ρµ(τ, ~σ)), (37)
so that the total momentum is built starting from the existing energy momentum densities
on the hypersurface
∫
d3σHµ(τ, ~σ) = pµs −
∫
d3σlµ(τ, ~σ)[Tττ (τ, ~σ) +
+
N∑
i=1
δ3(~σ − ~ηi(τ))×
ηi
√
m2i − γ rˇsˇ(τ, ~σ)[κirˇ(τ) +
∑
a
Qia(τ)Aarˇ(τ, ~σ)][κisˇ(τ) +
∑
b
Qib(τ)Absˇ(τ, ~σ)]]−
−
∫
d3σzrˇµ(τ, ~σ)γ
rˇsˇ(τ, ~σ){Tτ sˇ(τ, ~σ) +
+
N∑
i=1
δ3(~σ − ~ηi(τ))[κisˇ(τ) +
∑
a
Qia(τ)Aasˇ(τ, ~σ)]} ≈ 0. (38)
We add the gauge-fixings to arbitrary hyperplanes as in Ref. [7]
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ζµ(τ, ~σ) = zµ(τ, ~σ)− xµs (τ)− bµrˇ (τ)σrˇ ≈ 0, (39)
where bµrˇ (τ), rˇ = 1, 2, 3, are three orthonormal vectors such that the constant (future point-
ing) normal to the hyperplane is
lµ(τ, ~σ) ≈ lµ = bµτ = ǫµαβγbα1ˇ (τ)bβ2ˇ (τ)bγ3ˇ(τ). (40)
Therefore, we get
zµrˇ (τ, ~σ) ≈ bµrˇ (τ),
zµτ (τ, ~σ) ≈ x˙µs (τ) + b˙µrˇ (τ)σrˇ,
grˇsˇ(τ, ~σ) ≈ −δrˇsˇ, γ rˇsˇ(τ, ~σ) ≈ −δrˇsˇ, γ(τ, ~σ) ≈ 1. (41)
By introducing the Dirac brackets for the resulting second class constraints [now we have
{ηrˇi (τ), κsˇj(τ)} = δijδrˇsˇ]
{A,B}∗ = {A,B} −
∫
d3σ[{A, ζµ(τ, ~σ)}{Hµ(τ, ~σ), B} − {A,Hµ(τ, ~σ)}{ζµ(τ, ~σ), B}], (42)
we find {xµs (τ), pνs(τ)}∗ = −ηµν [with the assumumption {bµrˇ (τ), pνs} = 0].
The ten degrees of freedom describing the hyperplane are xµs (τ) with conjugate momen-
tum pµs and six variables φλ(τ), λ = 1, .., 6, which parametrize the orthonormal tetrad b
µ
Aˇ
(τ),
with their conjugate momenta Tλ(τ).
The preservation of the gauge-fixings ζµ(τ, ~σ) ≈ 0 in time implies
d
dτ
ζµ(τ, ~σ) = {ζµ(τ, ~σ), HD} = −λµ(τ, ~σ)− x˙µs (τ)− b˙µrˇ (τ)σrˇ ≈ 0, (43)
so that one has [using b˙µτ = 0 and b˙
µ
rˇ (τ)b
ν
rˇ (τ) = −bµrˇ (τ)b˙νrˇ (τ)]
λµ(τ, ~σ) ≈ λ˜µ(τ) + λ˜µν(τ)bνrˇ (τ)σrˇ,
λ˜µ(τ) = −x˙µs (τ),
λ˜µν(τ) = −λ˜νµ(τ) = 1
2
[b˙µrˇ (τ)b
ν
rˇ (τ)− bµrˇ (τ)b˙νrˇ (τ)]. (44)
Thus, the Dirac Hamiltonian becomes
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HD = λ˜
µ(τ)H˜µ(τ)− 1
2
λ˜µν(τ)H˜µν(τ) +
N∑
i=1
µi(τ)Ni(τ), (45)
and only the following first class constraints are left [now we remain with the variables
xµs , p
µ
s , b
µ
Aˇ
, Sµνs , AAˇ, π
Aˇ, ~ηi, ~κi, θiα, θ
∗
iα]
H˜µ(τ) =
∫
d3σHµ(τ, ~σ) = pµs − lµ{
1
2
∫
d3σ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] +
+
N∑
i=1
ηi
√
m2i + [~κ
2
i (τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]
2} −
− bµrˇ (τ){
∫
d3σ
∑
a
[~πa(τ, ~σ)× ~Ba(τ, ~σ)]rˇ +
N∑
i=1
[κirˇ(τ) +
∑
a
Qia(τ)Aarˇ(τ, ~ηi(τ))]} ≈ 0,
H˜µν(τ) = bµrˇ (τ)
∫
d3σσrˇHν(τ, ~σ)− bνrˇ (τ)
∫
d3σσrˇHµ(τ, ~σ) =
= Sµνs (τ)− [bµrˇ (τ)bντ − bνrˇ (τ)bµτ ] [
1
2
∫
d3σσrˇ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] +
+
N∑
i=1
ηrˇi (τ)ηi
√
m2i + [~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]2] +
+ [bµrˇ (τ)b
ν
sˇ (τ)− bνrˇ(τ)bµsˇ (τ)] [
∫
d3σσrˇ
∑
a
[~πa(τ, ~σ)× ~Ba(τ, ~σ)]sˇ +
+
N∑
i=1
ηrˇi (τ)[κ
sˇ
i (τ) +
∑
a
Qia(τ)A
sˇ
a(τ, ~ηi(τ))] ] ≈ 0,
πτa(τ, ~σ) ≈ 0,
Γa(τ, ~σ) ≈ 0,
Ni ≈ 0. (46)
Here Sµνs is the spin part of the Lorentz generators
Jµνs = x
µ
sp
ν
s − xνspµs + Sµνs ,
Sµνs = b
µ
rˇ (τ)
∫
d3σσrˇρν(τ, ~σ)− bνrˇ(τ)
∫
d3σσrˇρµ(τ, ~σ). (47)
As shown in Ref. [7] instead of finding φλ(τ), Tλ(τ), one can use the redundant variables
bµ
Aˇ
(τ), Sµνs (τ), with the following Dirac brackets assuring the validity of the orthonormality
condition ηµν − bµ
Aˇ
ηAˇbˇbν
Bˇ
= 0 [Cµναβγδ = η
ν
γη
α
δ η
µβ + ηµγη
β
δ η
να − ηνγηβδ ηµα − ηµγηαδ ηνβ are the
structure constants of the Lorentz group]
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{Sµνs , bρAˇ}∗ = ηρνbµAˇ − ηρµbνAˇ
{Sµνs , Sαβs }∗ = Cµναβγδ Sγδs , (48)
The Dirac brackets of the left constraints are
{H˜µ(τ), H˜ν(τ)}∗ =∑
a
∫
d3σ{[bµτ bνrˇ (τ)− bντ bµrˇ (τ)]g2sπarˇ(τ, ~σ)−
−bµrˇ (τ)Farˇsˇ(τ, ~σ)bνsˇ (τ)}Γa(τ, ~σ),
{H˜µ(τ), H˜αβ(τ)}∗ = −∑
a
∫
d3σ σtˇ {[(bαrˇ (τ)bβtˇ (τ)− bαtˇ (τ)bβrˇ (τ))bµτ −
− (bατ bβtˇ (τ)− bβτ bαtˇ (τ))bµrˇ (τ)]g2sπarˇ(τ, ~σ) +
+bµrˇ (τ)Farˇsˇ(τ, ~σ)[b
α
tˇ (τ)b
β
sˇ (τ)− bβtˇ (τ)bαsˇ (τ)]}Γa(τ, ~σ),
{H˜µν(τ), H˜αβ(τ)}∗ = Cµναβγδ H˜γδ(τ) +
∑
a
∫
d3σ σuˇ σvˇ
{bµuˇ(τ)bαvˇ (τ)([bντ bβrˇ (τ)− bβτ bνrˇ(τ)]g2sπarˇ(τ, ~σ)− bνrˇ (τ)Farˇsˇ(τ, ~σ)bβsˇ (τ))−
−bµuˇ(τ)bβvˇ (τ)([bντ bαrˇ (τ)− bατ bνrˇ(τ)]g2sπarˇ(τ, ~σ)− bνrˇ (τ)Farˇsˇ(τ, ~σ)bαsˇ (τ))−
−bνuˇ(τ)bαvˇ (τ)([bµτ bβrˇ (τ)− bβτ bµrˇ (τ)]g2sπarˇ(τ, ~σ)− bµrˇ (τ)Farˇsˇ(τ, ~σ)bβsˇ (τ)) +
+bνuˇ(τ)b
β
vˇ (τ)([b
µ
τ b
α
rˇ (τ)− bατ bµrˇ (τ)]g2sπarˇ(τ, ~σ)− bµrˇ (τ)Farˇsˇ(τ, ~σ)bαsˇ (τ))}Γa(τ, ~σ), (49)
Let us now restrict ourselves to configurations with p2s > 0 and let us use the Wigner
boost Lµν(
◦
ps, ps) to boost to rest the variables b
µ
Aˇ
, Sµνs of the following non-Darboux basis
xµs , p
µ
s , b
µ
Aˇ
, Sµνs , η
rˇ
i , κ
rˇ
i
of the Dirac brackets. The following new non-Darboux basis is obtained [x˜µs is no more a
4-vector]
x˜µs = x
µ
s +
1
2
ǫAν (u(ps))ηAB
∂ǫBρ (u(ps))
∂psµ
Sρνs =
= xµs −
1
η
√
p2s(p
o
s + η
√
p2s)
[psνS
νµ
s + η
√
p2s(S
oµ
s − Soνs
psνp
µ
s
p2s
)] =
= xµs −
1
ηs
√
p2s
[ηµA(S¯
o¯A
s −
S¯Ars p
r
s
pos + ηs
√
p2s
) +
pµs + 2ηs
√
p2sη
µo
ηs
√
p2s(p
o
s + ηs
√
p2s)
S¯ o¯rs p
r
s],
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pµs = p
µ
s ,
ηrˇi = η
rˇ
i ,
κrˇi = κ
rˇ
i ,
bArˇ = ǫ
A
µ (u(ps))b
µ
rˇ ,
S˜µνs = S
µν
s −
1
2
ǫAρ (u(ps))ηAB(
∂ǫBσ (u(ps))
∂psµ
pνs −
∂ǫBσ (u(ps))
∂psν
pµs )S
ρσ
s =
= Sµνs +
1
η
√
p2s(p
o
s + η
√
p2s)
[psβ(S
βµ
s p
ν
s − Sβνs pµs ) + η
√
p2s(S
oµ
s p
ν
s − Soνs pµs )],
Jµνs = x˜
µ
sp
ν
s − x˜νspµs + S˜µνs = L˜µνs + S˜µνs . (50)
We have
{x˜µs , pνs}∗ = −ηµν ,
{S˜ois , brAˇ}∗ =
δis(prsb
s
Aˇ
− pssbrAˇ)
pos + ηs
√
p2s
,
{S˜ijs , brAˇ}∗ = (δirδjs − δisδjr)bsAˇ,
{S˜µνs , S˜αβs }∗ = Cµναβγδ S˜γδs , (51)
As shown in Ref. [7], under Poincare´ transformations (a,Λ) we get
p
′µ = Λµνp
ν ,
x˜
′µ
s = Λ
µ
ν [x˜
ν
s +
1
2
S¯s,rsR
r
k(Λ, ps)
∂
∂psν
Rsk(Λ, ps)] + a
µ =
= Λµν{x˜νs +
S¯s,rs
Λoαpαs + η
√
p2s
[ηνr (Λ
o
s − (Λ
o
o − 1)ps,s
pos + η
√
p2s
)−
− (p
ν
s + η
ν
oη
√
p2s)ps,rΛ
o
s
η
√
p2s(p
o
s + η
√
p2s)
]}+ aµ. (52)
Therefore, x˜µs is not a 4-vector: its infinitesimal transformation properties under Lorentz
transformations generated by Jµνs are
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{x˜µs , Jαβs } = ηµαx˜βs − ηµβ x˜αs + {x˜µs , S˜αβs },
{x˜µs , S˜ois } = −
1
pos + η
√
p2s
[ηµjS˜jis +
(pµs + η
µoη
√
p2s)S˜
ik
s p
k
s
η
√
p2s(p
o
s + η
√
p2s)
],
{x˜µs , S˜ijs } = 0. (53)
We can define [the new variables are x˜µs , p
µ
s , b
A
Aˇ
, S˜µνs , AaAˇ, π
Aˇ
a , ~ηi, ~κi, θiα, θ
∗
iα]
S¯ABs = ǫ
A
µ (u(ps))ǫ
B
ν (u(ps))S
µν
s ≈
≈ [bArˇ (τ)bBτ − bBrˇ (τ)bAτ ] [
1
2
∫
d3σσrˇ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] +
+
N∑
i=1
ηrˇi (τ)ηi
√
m2i + [~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]2]−
− [bArˇ (τ)bBsˇ (τ)− bBrˇ (τ)bAsˇ (τ)] [
∫
d3σσrˇ
∑
a
[~πa(τ, ~σ)× ~Ba(τ, ~σ)]sˇ +
+
N∑
i=1
ηrˇi (τ)[κ
sˇ
i (τ) +
∑
a
Qia(τ)A
sˇ
a(τ, ~ηi(τ))] ]. (54)
Let us now add six more gauge-fixings by selecting the special family of spacelike hy-
perplanes orthogonal to pµs (this is possible for p
2
s > 0), which can be called the ‘Wigner
foliation’ of Minkowski spacetime. This can be done by requiring (only six conditions are
independent)
T µ
Aˇ
(τ) = bµ
Aˇ
(τ)− ǫµ
A=Aˇ
(u(ps)) ≈ 0
⇒ bA
Aˇ
(τ) = ǫAµ (u(ps))b
µ
Aˇ
(τ) ≈ ηA
Aˇ
. (55)
Now the tetrad bµ
Aˇ
has become ǫµA(u(ps)) and the indices ‘rˇ’ are forced to coincide with the
Wigner spin-1 indices ‘r’, while o¯ = τ is a Lorentz-scalar index. The final Wigner-covariant
variables are x˜µs , p
µ
s , Aaτ , π
τ
a , Aar, π
r
a, η
r
i , κir, θiα, θ
∗
iα. One has
S¯ABs ≈ (ηArˇ ηBτ − ηBrˇ ηAτ ) [
1
2
∫
d3σσrˇ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] +
+
N∑
i=1
ηrˇi (τ)ηi
√
m2i + [~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]2]−
− (ηArˇ ηBsˇ − ηBrˇ ηAsˇ ) [
∫
d3σσrˇ
∑
a
[~πa(τ, ~σ)× ~Ba(τ, ~σ)]sˇ +
+
N∑
i=1
ηrˇi (τ)[κ
sˇ
i (τ) +
∑
a
Qia(τ)A
sˇ
a(τ, ~ηi(τ))] ],
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S¯rss ≈
N∑
i=1
(ηri (τ)[κ
s
i (τ) +
∑
a
Qia(τ)A
s
a(τ, ~ηi(τ))]−
−
N∑
i=1
ηsi (τ)[κ
r
i (τ) +
∑
a
Qia(τ)A
r
a(τ, ~ηi(τ))] ) +
+
∫
d3σ
∑
a
(σr [~πa(τ, ~σ)× ~Ba(τ, ~σ)]s − σs [~πa(τ, ~σ)× ~Ba(τ, ~σ)]r),
S¯ o¯rs ≈ −S¯ro¯s = −
N∑
i=1
ηri (τ)ηi
√
m2i + [~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]2 −
− 1
2
∫
d3σσr
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)],
J ijs ≈ x˜ispjs − x˜jspis + δirδjsS¯rss ,
Jois ≈ x˜ospis − x˜ispos −
δirS¯rss p
s
s
pos + ηs
√
p2s
. (56)
The time constancy of T µ
Aˇ
≈ 0 with respect to the Dirac Hamiltonian gives
d
dτ
[bµrˇ (τ)− ǫµr (u(ps))] = {bµrˇ (τ)− ǫµr (u(ps)), HD}∗ =
=
1
2
λ˜αβ(τ){bµrˇ (τ), Ssαβ(τ)}∗ = λ˜µα(τ)brˇα(τ) ≈ 0
⇒ λ˜µν(τ) ≈ 0, (57)
so that the independent gauge-fixings contained in Eqs.(55) and the constraints H˜µν(τ) ≈ 0
form six pairs of second class constraints.
Now we have [remember that x˙µs (τ) = −λ˜µ(τ)]
lµ = bµτ = u
µ(ps),
zµτ (τ) = x˙
µ
s (τ) =
√
g(τ)uµ(ps)− x˙sν(τ)ǫµr (u(ps))ǫνr(u(ps)),
g(τ) = [x˙sµ(τ)u
µ(ps))]
2,
gττ = x˙
2
s, g
ττ =
1
g
, gτ rˇ =
1
g
x˙sµδ
rˇsǫµs (u(ps)),
gτ rˇ = x˙sµδrˇsǫ
µ
s (u(ps)), g
rˇsˇ = −δrˇsˇ + δ
rˇuδsˇv
g(τ)
x˙sµǫ
µ
u(u(ps))x˙sνǫ
ν
v(u(ps)). (58)
On the hyperplane ΣW τ all the degrees of freedom z
µ(τ, ~σ) are reduced to the four degrees
of freedom x˜µs (τ), which replace x
µ
s . The Dirac Hamiltonian is now HD = λ˜
µ(τ)H˜µ(τ) +∑N
i=1 µi(τ)Ni(τ) +
∫
d3σ
∑
a[λaτ (τ, ~σ)π
τ
a(τ, ~σ) + λa(τ, ~σ)Γa(τ, ~σ)]
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To find the new Dirac brackets, one needs to evaluate the matrix of the old Dirac brackets
of the second class constraints (without extracting the independent ones)
C =


{H˜αβ, H˜γδ}∗ ≈ 0 {H˜αβ, T σ
Bˇ
}∗ =
= δBˇB[η
σβǫαB(u(ps))− ησαǫβB(u(ps))]
{T ρ
Aˇ
, H˜γδ}∗ = {T ρ
Aˇ
, T σ
Bˇ
}∗ = 0
= δAˇA[η
ργǫδA(u(ps))− ηρδǫγA(u(ps))] .


(59)
Since the constraints are redundant, this matrix has the following left and right null
eigenvectors:

 aαβ = aβα
0

 [aαβ arbitrary],

 0
ǫBσ (u(ps))

. Therefore, one has to find a left
and right quasi-inverse C¯, C¯C = CC¯ = D, such that C¯ and D have the same left and right
null eigenvectors. One finds
C¯ =

 0γδµν
1
4
[ηγτ ǫ
D
δ (u(ps))− ηδτ ǫDγ (u(ps))]
1
4
[ησνǫ
B
µ (u(ps))− ησµǫBν (u(ps))] 0BDστ


C¯C = CC¯ = D =


1
2
(ηαµη
β
ν − ηαν ηβµ) 0αβDτ
0ρAµν
1
2
(ηρτη
D
A − ǫDρ(u(ps))ǫAτ (u(ps))

 (60)
and the new Dirac brackets are
{A,B}∗∗ = {A,B}∗ − 1
4
[{A, H˜γδ}∗[ηγτ ǫDδ (u(ps))− ηδτ ǫDγ (u(ps))]{T τD, B}∗ +
+ {A, T σB}∗[ησνǫBµ (u(ps))− ησµǫBν (u(ps))]{H˜µν , B}∗]. (61)
While the check of {H˜αβ, B}∗∗ = 0 is immediate, we must use the relation bAˇµT µDǫDρ = −T ρAˇ
[at this level we have T µ
Aˇ
= T µA] to check {T ρA, B}∗∗ = 0.
Then, we find the following brackets for the remaining variables x˜µs , p
µ
s , η
r
i , κ
r
i [the metric
γrs = −δrs will be used, so that {ηri , .} = ∂/∂κri = −∂/∂κir ]
{x˜µs , pνs}∗∗ = −ηµν ,
{ηri , κsj}∗∗ = δijδrs = −δijγrs, (62)
and the following form of the Poincare´ generators [{L˜µνs , S˜µνs }∗∗ 6= 0]
24
pµs ,
Jµνs = x˜
µ
sp
ν
s − x˜νspµs + S˜µνs = L˜µνs + S˜µνs ,
S˜ois = −
δirS¯rss p
s
s
pos + ηs
√
p2s
,
S˜ijs = δ
irδjsS¯rss . (63)
Therefore, x˜µs is not a fourvector and ~ηi, ~κi transform as Wigner spin-1 3-vectors. Indeed, as
shown in Ref. [7], under global Poincare´ and infinitesimal Lorentz transformations one has
η
′
ir = ηisR
s
r(Λ, p),
κ
′
ir = κisR
s
r(Λ, p),
{ηri , Jois } = −
δis(prsη
s
i − pssηri )
pos + η
√
p2s
,
{ηri , J ijs } = δisδjt{ηri , S¯sts } = (δisδjr − δirδjs)ηsi ,
{κri , Jois } = −
δis(prsκ
s
i − pssκri )
pos + η
√
p2s
,
{κri , J ijs } = (δisδjr − δirδjs)κsi . (64)
The only left first class constraints are
H˜µ(τ) = pµs − uµ(u(ps)) [
1
2
∫
d3σ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] +
+
N∑
i=1
ηi
√
m2i + [~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]2]−
− ǫµr (u(ps)) [
∫
d3σ
∑
a
[~πa(τ, ~σ)× ~Ba(τ, ~σ)]r +
+
N∑
i=1
[κri (τ) +
∑
a
Qia(τ)A
r
a(τ, ~ηi(τ))] ] ≈ 0,
πτa(τ, ~σ) ≈ 0,
Γa(τ, ~σ) ≈ 0,
Ni(τ) ≈ 0,
{H˜µ, H˜ν}∗∗ =∑
a
∫
d3σ{[ǫµτ (u(ps))ǫνr(u(ps))− ǫντ (u(ps))ǫµr (u(ps))]πar(τ, ~σ) +
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+ǫµr (u(ps))Fars(τ, ~σ)ǫ
ν
s (u(ps))}Γa(τ, ~σ), (65)
or
H(τ) = ηs
√
p2s − [
N∑
i=1
ηi
√
m2i + [~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))]2 +
+
1
2
∫
d3σ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] ] ≈ 0,
~Hp(τ) =
N∑
i=1
[~κi(τ) +
∑
a
Qia(τ) ~Aa(τ, ~ηi(τ))] +
+
∫
d3σ
∑
a
~πa(τ, ~σ)× ~Ba(τ, ~σ) ≈ 0,
πτa(τ, ~σ) ≈ 0,
Γa(τ, ~σ) ≈ 0,
Ni(τ) ≈ 0. (66)
The first one gives the mass spectrum of the isolated system, while the other three say
that the total (Wigner spin 1) 3-momentum of the N particles on the hyperplane ΣW τ
vanishes. The Dirac Hamiltonian is now HD = λ(τ)H(τ)−~λ(τ) · ~Hp(τ)+∑Ni=1 µi(τ)Ni(τ)+∫
d3σ
∑
a[λaτ (τ, ~σ)π
τ
a(τ, ~σ) + λa(τ, ~σ)Γa(τ, ~σ)] and we have ˙˜x
µ
s = {x˜µs , HD}∗∗ = −λ(τ)uµ(ps).
Therefore, while the old xµs had a velocity x˙
µ
s not parallel to the normal l
µ = uµ(ps) to the
hyperplane as shown by Eqs.(58), the new x˜µs has ˙˜x
µ
s‖lµ and no classical zitterbewegung.
Moreover, we have that Ts = l · x˜s = l · xs is the Lorentz-invariant rest frame time.
For N ≥ 2, let us perform the following canonical transformation [a¯ = 1, .., N − 1]
x˜µs p
µ
s
~ηi ~κi
−→
Ts
~zs ~ks
ǫs
~ρ
′
a¯ ~π
′
a¯
~η+ ~κ+
(67)
Ts =
ps · x˜s
ηs
√
p2s
=
ps · xs
ηs
√
p2s
,
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ǫs = ηs
√
p2s,
~zs = ηs
√
p2s(~˜xs −
~ps
pos
x˜os),
~ks =
~ps
ηs
√
p2s
,
~η+ =
1
N
N∑
i=1
~ηi,
~κ+ =
N∑
i=1
~κi,
~ρ
′
a¯ =
√
N
N∑
i=1
γˆa¯i~ηi,
~π
′
a¯ =
1√
N
N∑
i=1
γˆa¯i~κi,
N∑
i=1
γˆa¯i = 0,
N∑
i=1
γˆa¯iγˆb¯i = δa¯b¯,
N−1∑
a¯=1
γˆa¯iγˆa¯j = δij − 1
N
, (68)
whose inverse is
x˜os =
√
1 + ~k2s(Ts +
~ks · ~zs
ǫs
),
~˜xs =
~zs
ǫs
+ (Ts +
~ks · ~zs
ǫs
)~ks,
pos = ǫs
√
1 + ~k2s ,
~ps = ǫs~ks,
~ηi = ~η+ +
1√
N
N−1∑
a¯=1
γˆa¯i~ρ
′
a¯,
~κi =
1
N
~κ+ +
√
N
N−1∑
a¯=1
γˆa¯i~π
′
a¯. (69)
The new form of the constraints is
H(τ) = ǫs − {
N∑
i=1
ηi ×
√√√√m2i + [ 1N~κ+(τ) +
√
N
N−1∑
a¯=1
γˆa¯i~πa¯(τ) +
∑
a
Qia(τ) ~Aa(τ, ~η+(τ) +
1√
N
N−1∑
a¯=1
γˆa¯i~ρa¯(τ))]2 +
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+
1
2
∫
d3σ
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)]} = ǫs −E(P+I)s −E(F )s ≈ 0,
~Hp(τ) = ~κ+(τ) +
N∑
i=1
∑
a
Qia(τ) ~Aa(τ, ~η+(τ) +
1√
N
N−1∑
a¯=1
γˆa¯i~ρa¯(τ)) +
+
∫
d3σ
∑
a
~πa(τ, ~σ)× ~Ba(τ, ~σ) = ~P(P+I)s + ~P(F )s ≈ 0,
πτa(τ, ~σ) ≈ 0,
Γa(τ, ~σ) ≈ 0,
Ni(τ) ≈ 0, (70)
where E(F )s =
1
2
∫
d3σ
∑
a[g
2
s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)] and
~P(F )s =
∫
d3σ
∑
a ~πa(τ, ~σ)× ~Ba(τ, ~σ)
are the rest-frame field energy and three-momentum respectively [now we have ~πa(τ, ~σ) =
g−2s ~Ea(τ, ~σ)], while E(P+I)s and ~P(P+I)s denote the particle+interaction total rest-frame en-
ergy and three-momentum, before the decoupling from the electromagnetic gauge degrees
of freedom.
The final form of the rest-frame spin tensor is
S¯rss =
N∑
i=1
{(ηr+(τ) +
1√
N
N−1∑
a¯=1
γˆa¯iρ
r
a¯(τ))(
κs+(τ)
N
+
√
N
N−1∑
b¯=1
γˆb¯iπ
s
b¯(τ) +
+
∑
a
Qia(τ)A
s
a(τ, ~η+(τ) +
1√
N
N−1∑
c¯=1
γˆc¯i~ρc¯(τ)))−
− (ηs+(τ) +
1√
N
N−1∑
a¯=1
γˆa¯iρ
s
a¯(τ))(
κr+(τ)
N
+
√
N
N−1∑
b¯=1
γˆb¯iπ
r
b¯ (τ) +
+
∑
a
Qia(τ)A
r
a(τ, ~η+(τ) +
1√
N
N−1∑
c¯=1
γˆc¯i~ρc¯(τ)))}+
+
∫
d3σ
∑
a
(σr [~πa(τ, ~σ)× ~Ba(τ, ~σ)]s − σs [~πa(τ, ~σ)× ~Ba(τ, ~σ)]r) = S¯rs(P+I)s + S¯rs(F )s,
S¯ o¯rs = −S¯ro¯s = −
N∑
i=1
(ηr+(τ) +
1√
N
N−1∑
a¯=1
γˆa¯iρ
r
a¯(τ))ηi ×√√√√m2i + [ 1N~κ+(τ) +
√
N
N−1∑
a¯=1
γˆa¯i~πa¯(τ) +
∑
a
Qia(τ) ~Aa(τ, ~η+(τ) +
1√
N
N−1∑
a¯=1
γˆa¯i~ρa¯(τ))]2
− 1
2
∫
d3σσr
∑
a
[g2s~π
2
a(τ, ~σ) + g
−2
s
~B2a(τ, ~σ)], (71)
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while the Dirac Hamiltonian is
HD = λ(τ)H− ~λ(τ) ~Hp +
∫
d3σ
∑
a
[λaτ (τ, ~σ)π
τ
a(τ, ~σ)−Aaτ (τ, ~σ)Γa(τ, ~σ)] +
+
N∑
i=1
µi(τ)Ni(τ). (72)
On an arbitrary spacelike hypersurface or on the Wigner hyperplane one has in the free
case [but also in the interacting one looking at the four constraints H˜µ(τ) ≈ 0 of Eq.(65)
and of Ref. [7]]
pµi |Στ (τ) = ηi
√
m2i − γ rˇsˇ(τ, ~σ)κisˇ(τ)κisˇ(τ)lµ(τ, ~σ)− zµrˇ (τ, ~σ)γ rˇsˇ(τ, ~σ)κisˇ(τ)
pµi |Wignerhyperplane(τ) = ηi
√
m2i + ~κ
2
i (τ)u
µ(ps) + ǫ
µ
rˇ (u(ps))κ
rˇ
i (τ),
which are solutions of p2i −m2i = 0.
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IV. THE DIRAC OBSERVABLES
In this Section we will make the canonical reduction with respect to the SU(3) Yang-Mills
gauge transformations. From now on we shall use the notation {., .} for the Dirac brackets
{., .}∗∗ on the Wigner hyperplane ΣW τ .
The decompositions in the non-Abelian SU(3) gauge potential can be obtained from the
second paper in Ref. [1]. For the vector potential we use Eqs.(4-13), (4-16), (4-26), (4-29),
(4-30), (4-31), (4-33), (5-21), (5-24), of that paper to get
~Aa(τ, ~σ) = Aab(η
(A)(τ, ~σ))~∂η
(A)
b (τ, ~σ) + (P e
Ω
(γˆ)
s (η
(A)(τ,~σ)))ab ~ˇAb⊥(τ, ~σ) =
= ~Θa(η
(A)(τ, ~σ), ~∂η(A)(τ, ~σ)) + (P eΩ
(γˆ)
s (η
(A)(τ,~σ)))ab ~ˇAb⊥(τ, ~σ),
~∂ · ~ˇAa⊥(τ, ~σ) = 0
Tˆ aAab(η
(A)(τ, ~σ))~∂η
(A)
b (τ, ~σ) · d~σ = Hb(η(A)(τ, ~σ))~∂η(A)b (τ, ~σ) · d~σ =
= Θa(η
(A)(τ, ~σ), ~∂η(A)(τ, ~σ))Tˆ a = d(γˆ)Ω
(γˆ)
s (η
(A)(τ, ~σ)), Θa = ~Θa · d~σ,
Ω(γˆ)s (η
(A)(τ, ~σ)) = Ω(γˆ)sa (η
(A)(τ, ~σ))Tˆ a =
= (γˆ)
∫ η(A)(τ,~σ,s)
0
Hb(η
(A)(τ, ~σ; s))Dη(A)b (τ, ~σ; s). (73)
If ηa are coordinates in a chart of the group manifold of SU(3), the matrices Aab(η)
satisfy the Maurer-Cartan equations, which can be written in the zero curvature form
∂Ha(η)
∂ηb
− ∂Hb(η)
∂ηa
+ [Ha(η), Hb(η)] = 0. We shall use only canonical coordinates of the first
kind, defined by Aab(η)ηb = ηa [ so that A(η) =
eTη−1
Tη
with (Tη)ab = (Tˆ
c)abηc = cabcηc].
If θa = Aab(η)dηb are the left-invariant (or Maurer-Cartan) one-forms on SU(3), the ab-
stract Maurer-Cartan equations are dθa = −12cabcθb ∧ θc; then, by using the preferred line
γη(s) (s is the parameter along it) defining the canonical coordinates of the first kind in a
neighbourhood of the identity I of SU(3), one can define d(γη)ω
(γη)
a (η(s)) = θa(η(s)) [d(γη) is
the exterior derivative along γη] with ω
(γη)(η(s)) = ω(γη)a (η(s))Tˆ
a = (γη)
∫ η(s)
0 Tˆ
aAab(η¯)dη¯b =
30
(γη)
∫ γeta(s)
I θa|γη Tˆ a = (γη)
∫ γη(s)
I ωG|γη , where ωG = θaTˆ a is the canonical one-form on SU(3) in
the adjoint representation. In our case of a trivial principal SU(3)-bundle P (Σ(τ), SU(3))
over the spacelike hypersurface Στ [diffeomorphic to R
3] of Minkowski spacetime, it is shown
in Ref. [1] that Θa(η
(A)(τ, ~σ), ~∂η(A)(τ, ~σ)) and Ω(γˆ)s (η
(A)(τ, ~σ)) are just the extension of these
SU(3) objects: in the second paper of Ref. [1], a connection-dependent coordinatization
(τ, ~σ; η(A)(τ, ~σ)) of the principal bundle is given with the SU(3) fibers parametrized with
parallely transported (with respect to the given connection) canonical coordinates of the
first kind from a reference fiber over an arbitrarily chosen origin in R3. The functions
η(A)a (τ, ~σ) and their gradients
~∂η(A)a (τ, ~σ) vanish on the identity cross section σI of the trivial
principal bundle. The path γˆ is a surface (in the total bundle space) of preferred paths,
associated with these generalized canonical coordinates of the first kind, starting from the
identity cross section σI till a cross section parametrized by the parameter s, in a tubolar
neighbourhood of σI . The operator d(γˆ) is the exterior derivative on the principal SU(3)-
bundle total space restricted to γˆ; it can be identified with the vertical derivative on the
principal bundle and with the Hamiltonian BRST operator. With these conventions, one has
{.,Γa(τ, ~σ)} ≡ {.,− ~ˆDab ·~˜πb(τ, ~σ)} = −Bba(η(A)(τ, ~σ)) δ˜
δη
(A)
b
(τ,~σ)
[B(η) = A−1(η)] with the func-
tional derivative to be interpreted as a directional derivative along the surface of paths γˆ. The
longitudinal gauge variables have a complicated formal implicit expression given in Eq.(4-
49) of the second paper of Ref. [1] and satisfy {η(A)a (τ, ~σ), Γ˜b(τ, ~σ′)} = −δabδ3(~σ−~σ′), where
Γ˜a(τ, ~σ) = Γb(τ, ~σ)Aba(η
(A)(τ, ~σ)) are the Abelianized Gauss laws [{Γ˜a(τ, ~σ), Γ˜b(τ, ~σ′)} = 0].
In Eq.(73), Aab(η
(A)(τ, ~σ))~∂η
(A)
b (τ, ~σ) is the pure gauge part (saturated with d~σ it is the
BRST ghost) of the vector potential ~Aa(τ, ~σ): the magnetic field ~Ba(τ, ~σ) is generated only
by the second term of Eq.(73). In this sense, η(A)a (τ, ~σ) = 0 is the true generalized non-
Abelian Coulomb gauge with all the same properties of the Abelian Coulomb gauge. In
suitable weighted Sobolev spaces, as discussed in Ref. [1], this gauge-fixing is well defined,
since all the connections over the principal SU(3)-bundle are completely irreducible [their
holonomy bundles (i.e. the set of points of P (R3, SU(3)) which can be joined by horizontal
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curves) coincide with the principal bundle itself] and there is no form of Gribov ambiguity
(i.e. of stability subgroups of the group of gauge transformations for special connections
and/or field strengths). In these spaces, the covariant divergence is an elliptic operator
without zero modes [19] and its Green function ~ζ
(A)
ab (~σ, ~σ
′
; τ) is globally defined
~ˆD
(A)
ab (τ, ~σ) · ~ζ (A)bc (~σ, ~σ
′
; τ) = −δacδ3(~σ − ~σ′)
~ζ
(A)
ab (~σ, ~σ
′
; τ) = ~c(~σ − ~σ′)ζ (A)ab (~σ, ~σ
′
; τ) = ~c(~σ − ~σ′)(P e
∫ σ
σ
′ d~σ” · ~Ac(τ,~σ”)Tˆ c )ab,
~c(~x) = ~∂c(~x) =
~∂
△δ
3(~x) =
~x
4π|~x|3 , △ = −
~∂2, c(~x) =
1
△δ
3(~x) =
−1
4π|~x| . (74)
The path ordering is along the straigthline (flat geodesic) joining ~y and ~x when Στ is a
hyperplane like ΣW τ .
Therefore, we have
~πa(τ, ~σ) = −
~∂
△
~∂ · ~πa(τ, ~σ) + ~πa⊥(τ, ~σ) =
= ~πa,D⊥(τ, ~σ) +
∫
d3σ
′ ~ζ
(A)
ab (~σ, ~σ
′
; τ)[Γb(τ, ~σ
′
)−
N∑
i=1
Qib(τ)δ
3(~σ
′ − ~ηi(τ))]
~∂ · ~πa⊥(τ, ~σ) = ~ˆD
(A)
ab (τ, ~σ) · ~πb,D⊥(τ, ~σ) = 0. (75)
It is shown in Eqs. (5-7), (5-8), (5-10), of the second paper in Ref. [1] that we have
~∂ · ~πa(τ, ~σ) =
∫
d3σ
′ ~ζ
(A)
ab (~σ, ~σ
′
; τ)
[cbef ~Ae(τ, ~σ
′
) · ~πf⊥(τ, ~σ′) + Γb(τ, ~σ′)−
N∑
i=1
Qib(τ)δ
3(~σ
′ − ~ηi(τ))],
πia,D⊥(τ, ~σ) =
∫
d3σ
′
[δijδabδ
3(~σ − ~σ′)−
− ∂
i
σ
△σ
~∂σ · ~ζ (A)ac (~σ, ~σ
′
; τ)ccebA
j
e(τ, ~σ
′
)]πjb⊥(τ, ~σ
′
)
⇒ πia⊥(τ, ~σ) = P ij⊥ (~σ)πja,D⊥(τ, ~σ), (76)
where P ij⊥ (~σ) = δ
ij − ∂i∂j/△. Moreover, Eqs.(5-21) and (5-25) of that paper give
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~πa,D⊥(τ, ~σ) = (P eΩ
(γˆ)
s (η
(A)(τ,~σ)))ab~ˇπb,D⊥(τ, ~σ) =
= (P eΩ
(γˆ)
s (η
(A)(τ,~σ)))ab[~ˇπb⊥(τ, ~σ)−
~∂
△
~∂ · ~ˇπb,D⊥(τ, ~σ)],
πˇia⊥(τ, ~σ) = P
ij
⊥ (~σ)πˇ
j
a,D⊥(τ, ~σ)
{~ˇπa,D⊥(τ, ~σ),Γb(τ, ~σ′)} = 0. (77)
Therefore, the color SU(3) canonical pairs of Dirac’s observables turn out to be ~ˇAa⊥(τ, ~σ),
~ˇπa⊥(τ, ~σ). They satisfy the Poisson brackets
{Aˇia⊥(τ, ~σ), πˇjb⊥(τ, ~σ
′
)} = −δabP ij⊥ (~σ)δ3(~σ − ~σ
′
). (78)
Instead, the gauge sector is given by the pairs Aaτ (τ, ~σ), π
τ
a(τ, ~σ) ≈ 0, η(A)a (τ, ~σ), Γ˜a(τ, ~σ) ≈ 0.
Let us now look for the Dirac observables of the particles. First of all, the Grassmann
variables are not gauge invariant because one has
{θiα(τ),Γa(τ~σ)} = (T a)αβθiβδ3(~σ − ~ηi(τ)),
{θ∗iα(τ),Γa(τ~σ)} = −θ∗iβ(T a)βαδ3(~σ − ~ηi(τ)). (79)
The Grassmann Dirac observables are
θˇiα(τ) = [P e
Ω
(γˆ)
sa (η
(A)(τ,−~ηi(τ)))Ta ]†αβθiβ(τ),
⇒ {θˇiα(τ),Γa(τ, ~σ)} = 0,
θˇ∗iα(τ) = θ
∗
iβ(τ)[P e
Ω
(γˆ)
sa (η
(A)(τ,−~ηi(τ)))Ta ]βα,
⇒ {θˇ∗iα(τ),Γa(τ, ~σ)} = 0,
{θˇiα(τ), θˇ∗jβ(τ)} = −iδijδαβ , (80)
with the path ordering evaluated in the fundamental representation of SU(3). The Dirac
observables for the non-Abelian charges of the particles are
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Qˇia = iθˇ
∗
iα(T
a)αβ θˇiβ =
= Qib[P e
Ω
(γˆ)
sa (η
(A)(τ,~ηi(τ)))Tˆ
a
]ba,
{Qˇia,Γb(τ, ~σ)} = 0,
{Qˇia, Qˇjb} = δijcabcQˇic, (81)
where in the second line the path ordering is evaluated in the adjoint representation of
SU(3), since one has used the identity
eubT
b
T aeucT
c
= T c (e−ubTˆ
b
)ca. (82)
By using Eqs.(75) and (76), for η(A)a (τ, ~σ) = Γa(τ, ~σ) = 0 [so that also
~∂η(A)a (τ, ~σ) = 0,
Ω(γˆ)s (η
(A)(τ, ~σ)) = 0 as shown in the second paper of Ref. [1]], namely in the generalized
Coulomb gauge [we still go on to use the notation {., .} for the new Dirac brackets with
respect to the second class constraints η(A)a (τ, ~σ) ≈ 0, Γ˜a(τ, ~σ) ≈ 0; instead the temporal
variables Aaτ and π
τ
a simply decouple], we get
~πa(τ, ~σ)→ ~ˆπa(τ, ~σ) = ~ˇπa⊥(τ, ~σ)−
−
~∂
△
∫
d3σ
′ ~∂σ · ~ζ (Aˇ⊥)ab (~σ, ~σ
′
; τ)[cbceAˇ
h
c⊥(τ, ~σ
′
)πˇhe⊥(τ, ~σ
′
)−
N∑
i=1
Qˇibδ
3(~σ
′ − ~ηi(τ))],
~ζ
(Aˇ⊥)
ab (~σ, ~σ
′
; τ) = ~c(~σ − ~σ′)(P e
∫ σ
σ
′ d~σ”· ~ˇAc⊥(τ,~σ”)Tˆ cs )ab. (83)
While in the electromagnetic case it is possible to get the physical Hamiltonian with-
out imposing the Coulomb gauge-fixing η˜em(x) ≈ 0 as in Ref. [7] (namely it is obtained
by a canonical decoupling of the gauge degrees of freedom ), this is too difficult in the
non-Abelian case. Therefore, we shall evaluate the physical quantities by imposing the gen-
eralized Coulomb gauge-fixings η(A)a (τ, ~σ) ≈ 0. Conceptually, the canonical decoupling of
the gauge degrees of freedom gives the same results for the physical quantities.
As shown in Refs. [1,2], the Noether identities implied by the second Noether theorem,
applied to the color SU(3) gauge group, give the following result for the weak improper
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conserved non-Abelian Noether charges Qa and for the strong improper conserved ones
Q(s)a
Qa = g
−2
s cabc
∫
d3σ F okb (τ, ~σ)A
k
c (τ, ~σ)−
N∑
i=1
Qia
◦
=
◦
= Q(s)a =
∫
d2~Σ · ~Ea(τ, ~σ), (84)
Then, we get [see Eqs.(6-33)-(6-35) in the second paper of Ref. [1]] the following Dirac’s
observables
Qa→ η(A)→0Qˇa = Qˇ(YM)a (τ)−
N∑
i=1
Qˇia(τ) =
=
∫
d3σρˇa(τ, ~σ) =
∫
d3σ[ρˇ(Y M)a (τ, ~σ) +
N∑
i=1
ρˇia(τ, ~σ)],
ρˇ(YM)a (τ, ~σ) = −cabc ~ˇAb⊥(τ, ~σ) · ~ˇπc⊥(τ, ~σ),
ρˇia(τ, ~σ) = −Qˇia(τ)δ3(~σ − ~ηi(τ)),
{Qˇa, Qˇb} = cabcQˇc, {Qˇ(Y M)a (τ), Qˇ(YM)b (τ)} = cabcQˇ(YM)c (τ),
{ ~ˇAa⊥(τ, ~σ), Qˇb} = cabc ~ˇAc⊥(τ, ~σ)
{~ˇπa⊥(τ, ~σ), Qˇb} = cabc~ˇπc⊥(τ, ~σ). (85)
While particle’s 3-positions ~ηi(τ) are gauge invariant, for particle’s momenta we have
{κri (τ),Γa(τ, ~σ)} = −Qia(τ)
∂
∂ηri
δ3(~σ − ~ηi(τ)). (86)
To find the Dirac observables ~ˇκi(τ) [namely to dress the particles with a color cloud],
we note that, anaguously to the electromagnetic case [7], we expect that the form of the
minimal coupling is mantained, namely
~κi(τ) +Qia(τ) ~Aa(τ, ~ηi(τ)) = ~ˇκi(τ) + Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ)). (87)
Since we have
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Qˇib(τ) ~ˇAa⊥(τ, ~ηi(τ)) = Qia(τ)[P eΩ
(γˆ)
sa (η
(A)(τ,−~ηi(τ)))Tˆa ]ab ~ˇAb⊥(τ, ~ηi(τ)), (88)
Eqs.(73) suggest the following expression for the gauge invariant momenta
~ˇκi(τ) = ~κi(τ) +
∑
a
Qia(τ)~Θa(η
(A)(τ, ~ηi(τ)), ~∂η
(A)(τ, ~ηi(τ))). (89)
Since we have
{Θra(η(A)(τ, ~σ), ~∂η(A)(τ, ~σ)),Γb(τ, ~σ′)} = = −Bub(η(A)(τ, ~σ
′
))
δ[Aav(η
(A))∂rη(A)v ](τ, ~σ)
δη
(A)
u (τ, ~σ′)
=
= cabcΘ
r
c(η
(A)(τ, ~σ), ~∂η(A)(τ, ~σ))δ3(~σ − ~σ′) +
+ δab
∂δ3(~σ − ~σ′)
∂σr
, (90)
we get the gauge invariance of ~ˇκi(τ)
{κˇri (τ),Γb(τ, ~σ)} = {κri (τ),Γb(τ, ~σ)}+
+ {Qia(τ)Θra(η(A)(τ, ~ηi(τ)), ~∂η(A)(τ, ~ηi(τ))),Γb(τ, ~σ)} =
= −Qib(τ) ∂
∂ηri
δ3(~σ − ~ηi(τ)) +
+ cabcΘ
r
a(η
(A)(τ, ~ηi(τ)), ~∂η
(A)(τ, ~ηi(τ)))Qic(τ)δ
3(~σ − ~ηi(τ)) +
+Qia(τ)cabcΘ
r
c(η
(A)(τ, ~ηi(τ)), ~∂η
(A)(τ, ~ηi(τ)))δ
3(~ηi(τ)− ~σ) +
+ Qib(τ)
∂
∂ηri
δ(~ηi(τ)− ~σ) = 0. (91)
We can now rewrite the constraints H(τ) ≈ 0, ~Hp(τ) ≈ 0, Ni ≈ 0 in terms of the Dirac
observables with respect to the SU(3) gauge transformations. The Grassmann constraints
become
Nˇi =
3∑
α=1
θˇ∗iα(τ)θˇiα(τ) ≈ 0. (92)
As shown in Ref. [1], we have
∑
a
~B2a(τ, ~σ) =
∑
a
~ˇB
2
a(τ, ~σ) with the chromomagnetic field
~ˇBa(τ, ~σ) built in terms of ~ˇAa⊥(τ, ~σ). For the chromoelectric field we have from Eqs.(83) and
using Eqs.(85) and (74)
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∑
a
~π2a(τ, ~σ)|η(A)
b
=Γb=0
=
=
∑
a
[~ˇπa⊥(τ, ~σ) +
~∂
△
∫
d3σ1~∂σ · ~ζ (Aˇ⊥)ab (~σ, ~σ1; τ)ρˇb(τ, ~σ1) ]2 =
=
∑
a
[~ˇπa⊥(τ, ~σ)−
~∂
△
∫
d3σ1(δabδ
3(~σ − ~σ1) + camn ~ˇAm⊥(τ, ~σ) · ~ζ (Aˇ⊥)nb (~σ, ~σ1; τ))ρˇb(τ, ~σ1) ]2,
⇒
∫
d3σ
∑
a
~π2a(τ, ~σ)|η(A)
b
=Γb=0
=
∫
d3σ
∑
a
~ˇπ
2
a⊥(τ, ~σ) +
+
∫
d3σ
∑
a
[
~∂
△
∫
d3σ1(δabδ
3(~σ − ~σ1) + camn ~ˇAm⊥(τ, ~σ) · ~ζ (Aˇ⊥)nb (~σ, ~σ1; τ))ρˇb(τ, ~σ1) ]2. (93)
To obtain the last line, we have done an integration by parts and used the transversality
of ~ˇπa⊥(τ, ~σ). The final result is
g2s
∫
d3σ
∑
a
~π2a(τ, ~σ)|η(A)
b
=Γb=0
=
=
∫
d3σ
∑
a
~ˇπ
2
a⊥(τ, ~σ) + V [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ), (94)
with the potential given by
V [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ) = g2s
∫
d3σd3σ1d
3σ2
∑
a,b,c
[~∂σ~ζ
(Aˇ⊥)
ca (~σ, ~σ1; τ)ρˇa(τ, ~σ1)]
· 1△σ [
~∂σ~ζ
(Aˇ⊥)
cb (~σ, ~σ2; τ)ρˇb(τ, ~σ2)] =
= g2s
∫
d3σ1d
3σ2
∑
a,b
ρˇa(τ, ~σ1)Kab(~σ1, ~σ2; τ) ρˇb(τ, ~σ2) =
= g2s
∫
d3σ1d
3σ2
∑
a,b
[ρˇ(YM)a (τ, ~σ1)−
N∑
i=1
Qˇia(τ)δ
3(~σ1 − ~ηi(τ))]
Kab(~σ1, ~σ2; τ) [ρˇ
(YM)
b (τ, ~σ2)−
N∑
j=1
Qˇjb(τ)δ
3(~σ2 − ~ηj(τ))],
Kab(~σ1, ~σ2; τ) = Kba(~σ2, ~σ1; τ) =
=
∫
d3σ3d
3σ4{ δabδ
3(~σ3 − ~σ1)δ3(~σ4 − ~σ2)
4π | ~σ3 − ~σ4 | +
+
δ3(~σ4 − ~σ2)[ ~ˇA⊥(τ, ~σ3) · ~ζ (Aˇ⊥)(~σ3, ~σ1; τ)]ab
4π | ~σ3 − ~σ4 | + (~σ1 ↔ ~σ2) +
+
[ ~ˇA⊥(τ, ~σ3) · ~ζ (Aˇ⊥)(~σ3, ~σ1; τ)]au[ ~ˇA⊥(τ, ~σ4) · ~ζ (Aˇ⊥)(~σ4, ~σ2; τ)]bu
4π | ~σ3 − ~σ4 | . (95)
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The first line of this equation agrees with Eq.(6-25) of the second paper in Refs. [1], while,
from Eq.(6-27) of that paper, we get that Kab(~σ1, ~σ2; τ) = −G(Aˇ⊥)△,ab (~σ1, ~σ2; τ), where G(Aˇ⊥)△,ab is
the Green function of ~ˆD
(Aˇ⊥)
ac (τ, ~σ) · ~ˆD
(Aˇ⊥)
cb (τ, ~σ) [see Eqs.(3-16), (3-20), (3-21), (3-25) of that
paper].
The constraint giving the invariant mass of the system takes the form
Hˇ(τ) = ǫs −
∑
i
ηi
√
m2i + (~ˇκi(τ) +
∑
a
Qˇai(τ) ~ˇAa⊥(τ, ~ηi(τ)))2 −
−∑
a
∫
d3σ
∑
a
[
g2s ~ˇπ
2
a⊥(τ, ~σ)
2
+
~ˇB
2
a⊥(τ, ~σ)
2g2s
]− 1
2
V [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ) =
= ǫs −Hrel ≈ 0. (96)
We see that, since ρˇa = ρˇ
(YM)
a +
∑N
i=1 ρˇia, there is a universal interaction kernel
Kab(~σ1, ~σ2; τ) which creates the particle-particle, the particle- field and the field-field in-
teraction between the corresponding color charge densities. This interaction kernel contains
3 kinds of instantaneous (i.e. at equal τ on the Wigner hyperplane) interactions:
i) a Coulomb interaction;
ii) an interaction mediated by an arbitrary center (over whose spatial location is in-
tegrated) : one color density has a Coulomb interaction with the transverse potential at
the center, which simultaneously interacts with the other color density through an instan-
taneous “Wilson line” along the geodesic (the straightline) on the Wigner hyperplane, i.e.
[ ~ˇA⊥ = ~ˇAa⊥Tˆ a with (Tˆ c)ab = ccab]:
[ ~ˇA⊥(τ, ~¯σ) · ~ζ (Aˇ⊥)(~¯σ, ~σ; τ)]ab = ~ˇAc⊥(τ, ~σ)ccad · ~c(~¯σ − ~σ) (P e
∫ ~¯σ
~σ
d~σ
′ · ~ˇAe⊥(τ,~σ′ )Tˆ c )db,
where ~¯σ is the position of the center and ~σ that of the color density;
iii) an interaction mediated by two arbitrary centers (over whose spatial location is
integrated): each color density interacts, through a Wilson line along the geodesic, with the
transverse potential at one center and the two centers have a mutual Coulomb interaction.
If we rescale the transverse potentials and electric fields [ ~ˇAa⊥ = gs
~ˇ˜Aa⊥, ~ˇπa⊥ = g−1s ~ˇ˜πa⊥,
⇒ ρˇ(YM)a = −cabc ~ˇAb⊥ · ~ˇπc⊥ = cabc ~ˇ˜Ab⊥ · ~ˇ˜πc⊥], we get
Hˇ(τ) = ǫs −
∑
i
ηi
√√√√m2i + (~ˇκi(τ) + gs∑
a
Qˇai(τ)
~ˇ˜Aa⊥(τ, ~ηi(τ)))2 −
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−∑
a
∫
d3σ
1
2
∑
a
[~ˇ˜π
2
a⊥(τ, ~σ) +
~ˇ˜B
2
a(τ, ~σ)]−
1
2
V [~ηi, gs
~ˇ˜Aa⊥, g−1s ~ˇ˜πa⊥](τ) ≈ 0. (97)
To get the constraint defining the intrinsic rest frame, i.e. ~ˇHp(τ) ≈ 0 of Eq.(66), we must
consider the term
∑
a ~πa(τ, ~σ)× ~Ba(τ, ~σ) =
∑
a ~πa(τ, ~σ)× ~ˇBa(τ, ~σ). From Eq.(83) we get
∫
d3σ
∑
a
~πa(τ, ~σ)× ~ˇBa(τ, ~σ)|η(A)
b
=Γb=0
=
=
∫
d3σ
∑
a
[~ˇπa⊥(τ, ~σ) +
~∂
△
∫
d3σ1~∂σ · ~ζ (Aˇ⊥)ab (~σ, ~σ1; τ)ρˇb(τ, ~σ1)]× ~ˇBa(τ, ~σ). (98)
Remembering that (~πa × ~Ba)r = ǫrmnπma Bna = Farsπsa, we get
∫
d3σ
∑
a
[~πa(τ, ~σ)× ~ˇBa(τ, ~σ)]r |η(A)
b
=Γb=0
=
=
∫
d3σ
∑
a
Fˇa rs(τ, ~σ)πˇ
s
a⊥(τ, ~σ) +
+
∫
d3σ
∑
a
[∂rAˇa⊥s − ∂sAˇa⊥r + cabcAˇb⊥rAˇc⊥s](τ, ~σ) ·
· ∂
s
△
∫
d3σ1~∂σ · ~ζ (Aˇ⊥)ad (~σ, ~σ1; τ)ρˇd(τ, ~σ1) =
=
∫
d3σ
∑
a
Fˇa⊥rs(τ, ~σ)πˇsa⊥(τ, ~σ) +
+
∫
d3σ
∑
a
Aˇb⊥r(τ, ~σ)[δba△− cbcaAˇc⊥s(τ, ~σ)∂s] ·
· 1△
∫
d3σ1~∂σ · ~ζ (Aˇ⊥)ad (~σ, ~σ1; τ)ρˇd(τ, ~σ1). (99)
We have done a first integration by parts to use the transversality of ~ˇAa⊥ and then a
second one on ∂sAˇa⊥r. In the last expression we recognize the Faddeev-Popov operator
K˜
(Aˇ⊥)
ba (τ, ~σ) = −~∂ · ~ˆD
(Aˇ⊥)
ba (τ, ~σ) = δba△ + cbac ~ˇAc⊥(τ, ~σ) · ~∂ = δba△ − cbca ~ˇAc⊥(τ, ~σ) · ~∂. As
shown in Eqs.(3-11) and (3-17) of the second paper in Refs. [1], we have K˜
(Aˇ⊥)
ab (τ, ~σ)
1
△σ
~∂σ ·
~ζ
(Aˇ⊥)
bc (~σ, ~σ1; τ) = −δacδ3(~σ − ~σ1). Therefore, we get
∫
d3σ
∑
a
[~πa(τ, ~σ)× ~ˇBa(τ, ~σ)]r |η(A)
b
=Γb=0
=
=
∫
d3σ
∑
a
[Fˇa rsπˇ
s
a⊥ − Aˇa⊥rρˇa](τ, ~σ) =
=
∫ ∑
a
[(∂rAˇa⊥s − ∂sAˇa⊥r + cabcAˇb⊥rAˇc⊥s)πˇsa⊥ −
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− Aˇa⊥r(−cabc ~ˇAb⊥ · ~ˇπc⊥ +
N∑
i=1
ρˇia)](τ, ~σ) =
=
N∑
i=1
∑
a
Qˇia(τ)Aˇa⊥r(τ, ~ηi(τ)) +
∫
d3σ
∑
a
[(∂rAˇa⊥s − ∂sAˇa⊥r)πˇsa⊥](τ, ~σ). (100)
Then, the constraints ~ˇHp(τ) ≈ 0 have the form
Hˇp r(τ) =
N∑
i=1
κˇir(τ) +
∫
d3σ
∑
a
[(∂rAˇa⊥s − ∂sAˇa⊥r)πˇsa⊥](τ, ~σ) =
= κˇ+r(τ) +
∫
d3σ
∑
a
[(∂rAˇa⊥s − ∂sAˇa⊥r)πˇsa⊥](τ, ~σ) ≈ 0. (101)
As in the electromagnetic case of Ref. [7], there is no interaction term in this constraint
(neither minimal coupling to particles nor self-coupling of the color field). As shown there,
this is the requirement for being in an instant form of the dynamics. The other requirement
is that the rest-frame spin tensor S¯rss must also not depend on the interaction. From Eq.(71),
rewritten in terms of ~ˇηi, ~ˇκi, one has
S¯rs(τ) =
∑
i
ηri κ
s
i +
∑
i
ηri
∑
a
QiaA
s
a(~ηi)− (r ↔ s) +
+
∫
d3σ σrF rau(~σ)π
u
a (~σ)− (r ↔ s) =
=
∑
i
ηri κˇ
s
i +
∑
i
ηri
∑
a
QˇiaAˇ
s
a⊥(~ηi)− (r ↔ s) +
+
∫
d3σ σrFˇ sau(~σ)πˇ
u
a (~σ)− (r ↔ s). (102)
By doing various integrations by part, discarding terms symmetric in (r ↔ s) and using
the Faddeev-Popov operator, we obtain
∫
d3σ σrFˇasu(~σ)πˇ
u
a (~σ)− (r ↔ s) =
=
∫
d3σ σrFˇasu(~σ)πˇ
u
a⊥(~σ) +
+
∫
d3σ σrFˇasu(~σ)
∂u
∆
∫
d3σ′ ~∂ · ~ˇζab(~σ, ~σ′)ρˇb(~σ′)− (r ↔ s) =
=
∫
d3σ σrFˇasu(~σ)πˇ
u
a⊥(~σ) +
−
∫
d3σ ∂u(Fˇasuσ
r)
∫
d3σ′
~∂ · ~ˇζab(~σ, ~σ′)
∆
ρ
(T )
b (~σ
′)− (r ↔ s) =
=
∫
d3σ σrFˇasu(~σ)πˇ
u
a⊥(~σ) +
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−
∫
d3σ [−∂sAˇar⊥(~σ)− ∂rAˇas⊥(~σ)− ∂u∂u(Aas⊥(~σ)σr) + cahkAˇku⊥(~σ)∂u(Aˇhs⊥(~σ)σr)] ·
·
∫
d3σ′
~∂ · ~ˇζab(~σ, ~σ′)
∆
ρˇb(~σ
′)− (r ↔ s) =
=
∫
d3σ σrFˇasu(~σ)πˇ
u
a⊥(~σ) +
+
∫
d3σ
∫
d3σ′ [∂u∂u(Aas⊥(~σ)σr)− chkaAˇku⊥(~σ)∂u(Aˇhs⊥(~σ)σr)]
~∂ · ~ˇζab(~σ, ~σ′)
∆
ρˇb(~σ
′) +
− (r ↔ s) =
=
∫
d3σ σrFˇasu(~σ)πˇ
u
a⊥(~σ) +
+
∫
d3σ
∫
d3σ′ Aˇhs⊥σr(~σ)[∂u∂uδha + chkaAku⊥(~σ)∂u]
~∂ · ~ˇζab(~σ, ~σ′)
∆
ρˇb(~σ
′) +
− (r ↔ s) =
=
∫
d3σ σrFˇasu(~σ)πˇ
u
a⊥(~σ)−
∫
d3σ Aˇhs⊥(~σ)σrρˇh(~σ)− (r ↔ s). (103)
In conclusion, we get [in the last line we use ~ˇHp(τ) ≈ 0 and go to relative variables]
S¯rss =
N∑
i=1
ηri (τ)κˇ
s
i (τ) +
∫
d3σσr
∑
a
[∂sAˇa⊥u(τ, ~σ)− ∂uAˇsa⊥(τ, ~σ)]πˇua⊥(τ, ~σ)−
− (r ↔ s) ≈
≈
N−1∑
a¯=1
ρra¯(τ)πˇ
s
a¯(τ) +
∫
d3σ(σr − ηr+(τ))
∑
a
[∂sAˇa⊥u(τ, ~σ)− ∂uAˇsa⊥(τ, ~σ)]πˇua⊥(τ, ~σ)−
− (r ↔ s), (104)
as expected in an instant form also in the non-Abelian case.
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V. THE REDUCED HAMILTON-DIRAC EQUATIONS
To write the reduced Hamilton equations, it is convenient to introduce the gauge-fixing
χ = Ts − τ ≈ 0, (105)
whose conservation in time requires λ(τ) = −1 in Eq.(72). Then, we can eliminate the
pair of variables (Ts, ǫs) and describe the evolution in terms of the rest-frame time. The
Hamiltonian for this evolution will be
HˆD = Hrel − ~λ(τ) · ~ˇHp(τ) +
N∑
i=1
µi(τ)Nˇi, (106)
with
Hrel =
∑
i
ηi
√
m2i + (~ˇκi(τ) +
∑
a
Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ)))2 +
+
∑
a
∫
d3σ [
g2s ~ˇπ
2
a⊥(τ, ~σ)
2
+
~ˇB
2
a⊥(τ, ~σ)
2g2s
] +
1
2
V [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ). (107)
If we would know the correct form of the gauge-fixing to eliminate the intrinsic center-of-
mass degrees of freedom associated with the constraints ~ˇHp(τ) ≈ 0, we could put ~λ(τ) = 0
and rewrite the invariant mass Hrel only in terms of relative variables. See the analogous
discussion for the electromagnetic case in Ref. [14]
At this stage of reduction, we get the following Hamilton equations of motion [τ ≡ Ts;
P rs⊥ (~σ) = δ
rs + ∂r∂s/△; ~ηi = (ηri ); ∂/∂~ηi = (∂/∂ηri ); the symbol ◦= means evaluated on the
solutions of the equations of motion]
d
dτ
~ηi(τ)
◦
= ηi
~ˇκi(τ) +
∑
a Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ))√
m2i + (~ˇκi(τ) +
∑
a Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ)))2
− ~λ(τ)
d
dτ
~ˇκi(τ)
◦
=−∑
u
(
dηui (τ)
dτ
+ λu(τ))
∑
a
Qˇia(τ)
∂Aˇua⊥(τ, ~ηi(τ))
∂~ηi
−
− g2s
∑
a,b
Qˇia(τ)
∫
d3σ′
∂Kab(~ηi(τ), ~σ′; τ)
∂~ηi
ρˇb(τ, ~σ′),
d
dτ
θˇiα(τ)
◦
=
∑
a
(T a)αβ θˇiβ(τ)[~˙ηi(τ) · ~ˇAb⊥(τ, ~ηi(τ))−
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− g2s
∫
d3σKab(~ηi(τ), ~σ; τ)ρˇb(τ, ~σ)]− iµi(τ)θˇiα(τ),
d
dτ
θˇ∗iα(τ)
◦
= −∑
a
θˇ∗iβ(τ)(T
a)βα[~˙ηi(τ) · ~ˇAb⊥(τ, ~ηi(τ))−
− g2s
∫
d3σKab(~ηi(τ), ~σ; τ)ρˇb(τ, ~σ)] + iµi(τ)θˇ
∗
iα(τ),
d
dτ
Qˇia(τ)
◦
= cacdQˇid(τ)[~˙ηi(τ) · ~ˇAc⊥(τ, ~ηi(τ))−
− g2s
∫
d3σKcb(~ηi(τ), ~σ; τ)ρˇb(τ, ~σ)],
, (108)
∂
∂τ
Aˇa⊥r(τ, ~σ)
◦
=−g2s πˇa⊥r(τ, ~σ)− [~λ(τ) · ~∂]Aˇa⊥r(τ, ~σ) +
+ g2sP
rs
⊥ (~σ)
∫
d3σ′ cabu[Aˇ
s
u⊥(τ, ~σ)Kbc(~σ, ~σ
′; τ))]ρˇc(τ, ~σ′)
∂
∂τ
πˇra⊥(τ, ~σ)
◦
= g−2s P
rs
⊥ (~σ)K˜ab(Aˇ⊥)(τ, ~σ)Aˇ
s
b⊥(τ, ~σ)− [~λ(τ) · ~∂]πˇra⊥(τ, ~σ)−
−
N∑
i=1
Qˇia(τ)P
rs
⊥ (~σ)(
dηsi (τ)
dτ
+ λs(τ))δ3(~σ − ~ηi(τ)) +
+
1
2
P rs⊥ (~σ)
δV [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ)
δAˇa⊥s(τ, ~σ)
,
d
dτ
Qˇ(YM)a (τ)
◦
=− d
dτ
N∑
i=1
Qˇia(τ) = −cacd
N∑
i=1
Qˇid(τ)[~˙ηi(τ) · ~ˇAc⊥(τ, ~ηi(τ))−
− g2s
∫
d3σKcb(~ηi(τ), ~σ; τ)ρˇb(τ, ~σ)], (109)
since d
dτ
Qˇa
◦
=0 [it is not known (see also Ref. [1]) how to check this formula by a direct
calculation].
In Eqs.(109) we have
1
2
δV [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ)
δAˇa⊥s(τ, ~σ)
= −g2sP rs⊥ (~σ)cabvπˇsv⊥(τ, ~σ)
∫
d3σ
′
Kbc(~σ, ~σ
′
; τ)ρˇc(τ, ~σ
′
) +
+g2sP
rs
⊥ (~σ)
∫
d3σ1d
3σ2ρˇb(τ, ~σ1)
{
∫ d3σ′
4π|~σ′ − ~σ2| [−δ
3(~σ − ~σ′)cabeζ (Aˇ⊥)sec (~σ
′
, ~σ1; τ) +
+cbef ~ˇAf⊥(τ, ~σ
′
) · ~ζ (Aˇ⊥)em (~σ
′
, ~σ; τ)cmanζ
(Aˇ⊥)s
nc (~σ, ~σ1; τ)] + (~σ1 ↔ ~σ2) +
+
∫
d3σ3d
3σ4
4π|~σ3 − ~σ4|{[−δ
3(~σ − ~σ3)cabeζ (Aˇ⊥)seu (~σ3, ~σ1; τ) +
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+cbef ~ˇAf⊥(τ, ~σ3) · ~ζ (Aˇ⊥)em (~σ3, ~σ; τ)cmanζ (Aˇ⊥)snu (~σ, ~σ1; τ)] ·
cers ~ˇAs⊥(τ, ~σ4) · ~ζ (Aˇ⊥)ru (~σ4, ~σ2; τ) +
cbef ~ˇAf⊥(τ, ~σ3) · ~ζ (Aˇ⊥)eu (~σ3, ~σ1; τ)
[−δ3(~σ − ~σ4)cacmζ (Aˇ⊥)smu (~σ4, ~σ2; τ) +
+ccmn ~ˇAn⊥(τ, ~σ4) · ~ζ (Aˇ⊥)mr (~σ4, ~σ; τ)crasζ (Aˇ⊥)ssu (~σ, ~σ2; τ)]} }ρˇc(τ, ~σ2),
(110)
because from Eq.(74) we get
~ˆD
(Aˇ⊥)
ab (τ, ~σ1) ·
δ~ζ
(Aˇ⊥)
bc (~σ1, ~σ2; τ)
δAˇu⊥s(τ, ~σ)
= −P st⊥ (~σ)δ3(~σ − ~σ1)caubζ (Aˇ⊥)tbc (~σ1, ~σ2; τ),
⇒ δ
~ζ
(Aˇ⊥)
bc (~σ1, ~σ2; τ)
δAˇu⊥s(τ, ~σ)
= P st⊥ (~σ)~ζ
(Aˇ⊥)
be (~σ1, ~σ; τ)ceudζ
(Aˇ⊥)t
dc (~σ, ~σ2; τ). (111)
These equations of motion have to be supplemented with the constraints
Hˇp r(τ) =
N∑
i=1
κˇir(τ) +
∫
d3σ
∑
a
[(∂rAˇa⊥s − ∂sAˇa⊥r)πˇsa⊥](τ, ~σ) ≈ 0,
Nˇi =
3∑
α=1
θ∗iα(τ)θiα(τ) ≈ 0. (112)
The first line of Eq.(108) can been inverted to get
~ˇκi(τ)
◦
= ηimi
~˙ηi(τ) +
~λ(τ)√
1− (~˙ηi(τ) + ~λ(τ))2
−∑
a
Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ)). (113)
The first line of Eqs.(109) coincides with Eq.(6-24) of the second paper in Refs. [1]
if in this equation ~ˇπa⊥ → −~ˇπa⊥, iψˇ†T cψˇ → ∑Ni=1 Qˇic and if we note (see Ref. [1]) that
Dˆ
(Aˇ⊥)k
vb (τ, ~σ)P
kn
⊥ (~σ)ζ
(Aˇ⊥)n
bc (~σ, ~σ
′
; τ) = 0, Kab(~σ1, ~σ2; τ) = −G(Aˇ⊥)△,ab (~σ1, ~σ2; τ) and (see Eq.(3-
17) of that paper) ~ζ (Aˇ⊥)ac (~σ, ~σ
′
; τ) = − ~ˆD
(Aˇ⊥)
ab (τ, ~σ)G
(Aˇ⊥)
△,bc (~σ, ~σ
′
; τ) = ~ˆD
(Aˇ⊥)
ab (τ, ~σ)Kbc(~σ, ~σ
′
; τ).
Therefore, Eq.(6-21) of that paper gives its inversion in the form
πˇra⊥(τ, ~σ) = g
−2
s Eˇ
r
a⊥(τ, ~σ)
◦
= − g−2s P rs⊥ (~σ)
∫
d3σ1P(Aˇ⊥)stab (~σ, ~σ1; τ) ·
[
∂
∂τ
+ ~λ(τ) · ∂
∂~σ1
]Aˇtb⊥(τ, ~σ1)−
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−P rs⊥ (~σ)
∫
d3σ1ζ
(Aˇ⊥)s
ab (~σ, ~σ1; τ)
N∑
i=1
ρˇib(τ, ~σ1) =
= −g−2s P rs⊥ (~σ)
∫
d3σ1[δ
stδabδ
3(~σ − ~σ1) +
+ Dˆ
(Aˇ⊥)s
ad (τ, ~σ)Kde(~σ, ~σ1; τ)Dˆ
(Aˇ⊥)t
eb (τ, ~σ1)] [
∂
∂τ
+ ~λ(τ) · ∂
∂~σ1
]Aˇtb⊥(τ, ~σ1) +
+ P rs⊥ (~σ)cadcAˇ
s
d⊥(τ, ~σ)
N∑
i=1
Kcb(~σ, ~ηi(τ); τ)Qˇib(τ), (114)
where [see Eq.(3-30) of
Ref. [1]] P(Aˇ⊥)rsab (~σ, ~σ1; τ) = δrsδabδ3(~σ − ~σ1) − Dˆ(Aˇ⊥)rad (τ, ~σ)G(Aˇ⊥)△,dc (~σ, ~σ1; τ)Dˆ(Aˇ⊥)scb (τ, ~σ1) =
δrsδabδ
3(~σ − ~σ1) + ζ (Aˇ⊥)rac (~σ, ~σ1; τ)Dˆ(Aˇ⊥)scb (τ, ~σ1) is a projector giving an explicit realization
of the Mitter-Viallet abstract metric [it satisfies
∫
d3σ1P(Aˇ⊥)ijab (~σ, ~σ1; τ)P(Aˇ⊥)jkbc (~σ1, ~σ′ ; τ) =
P(Aˇ⊥)ikac (~σ, ~σ′; τ);
∫
d3σ1P(Aˇ⊥)ijab (~σ, ~σ1; τ)Dˆ(Aˇ⊥)jbc (τ, ~σ1) =
∫
d3σ1Dˆ
(Aˇ⊥)i
ab (τ, ~σ1)P(Aˇ⊥)ijbc (~σ1, ~σ; τ) =
0].
By using also Eq.(6-23) of Ref. [1], namely Dˆ(Aˇ⊥)rac (τ, ~σ)P
rs
⊥ (~σ)Dˆ
(Aˇ⊥)s
cb (τ, ~σ) = 0 (when
acting on functions of ~σ), we get
ρˇa(τ, ~σ) = g
−2
s cabcAˇ
r
b⊥(τ, ~σ)P
rs
⊥ (~σ)
∫
d3σ1P(Aˇ⊥)stcd (~σ, ~σ1; τ)[
∂
∂τ
+ ~λ(τ) · ∂
∂~σ1
]Aˇtb⊥(τ, ~σ1) +
+
N∑
i=1
∫
d3σ1[δadδ
3(~σ − ~σ1) + cabcAˇrb⊥(τ, ~σ)P rs⊥ (~σ)ζ (Aˇ⊥)scd (~σ, ~σ1; τ)]ρˇid(τ, ~σ1) =
= g−2s cabc ~ˇAb⊥(τ, ~σ) · [
∂
∂τ
+ ~λ(τ) · ∂
∂~σ
] ~ˇAc⊥(τ, ~σ) +
N∑
i=1
ρˇia(τ, ~σ) =
= ρˇ(YM)a (τ, ~σ) +
N∑
i=1
ρˇia(τ, ~σ),
ρˇ(YM)a (τ, ~σ) = −g−2s cabc ~ˇAb⊥(τ, ~σ) · ~ˇEc⊥(τ, ~σ). (115)
Therefore by putting ~λ(τ) = ~˙g(τ) like in Ref. [14] , the equations of motion for ~ˇAa⊥(τ, ~σ)
become
[
∂
∂τ
+ ~λ(τ) · ∂
∂~σ
]{−g−2s P rs⊥ (~σ)
∫
d3σ1P(Aˇ⊥)stab (~σ, ~σ1; τ) ·
[
∂
∂τ
+ ~˙g(τ) · ∂
∂~σ1
]Aˇtb⊥(τ, ~σ1)−
−P rs⊥ (~σ)
∫
d3σ1ζ
(Aˇ⊥)s
ab (~σ, ~σ1; τ)
N∑
i=1
ρˇib(τ, ~σ1)} −
45
−g−2s P rs⊥ (~σ)[δab△+ cabc ~ˇAc⊥(τ, ~σ) · ~∂]Aˇsb⊥(τ, ~σ) ◦=
◦
=
N∑
i=1
Qˇia(τ)P
rs
⊥ (~σ)[η˙
s
i (τ) + λ
s(τ)]δ3(~σ − ~ηi(τ)) +
−g2sP rs⊥ (~σ)cabvπˇsv⊥(τ, ~σ)
∫
d3σ
′
Kbc(~σ, ~σ
′
; τ)ρˇc(τ, ~σ
′
) +
+g2sP
rs
⊥ (~σ)
∫
d3σ1d
3σ2ρˇb(τ, ~σ1)
{
∫
d3σ
′
4π|~σ′ − ~σ2| [−δ
3(~σ − ~σ′)cabeζ (Aˇ⊥)sec (~σ
′
, ~σ1; τ) +
+cbef ~ˇAf⊥(τ, ~σ
′
) · ~ζ (Aˇ⊥)em (~σ
′
, ~σ; τ)cmanζ
(Aˇ⊥)s
nc (~σ, ~σ1; τ)] + (~σ1 ↔ ~σ2) +
+
∫ d3σ3d3σ4
4π|~σ3 − ~σ4|{[−δ
3(~σ − ~σ3)cabeζ (Aˇ⊥)seu (~σ3, ~σ1; τ) +
+cbef ~ˇAf⊥(τ, ~σ3) · ~ζ (Aˇ⊥)em (~σ3, ~σ; τ)cmanζ (Aˇ⊥)snu (~σ, ~σ1; τ)] ·
cers ~ˇAs⊥(τ, ~σ4) · ~ζ (Aˇ⊥)ru (~σ4, ~σ2; τ) +
cbef ~ˇAf⊥(τ, ~σ3) · ~ζ (Aˇ⊥)eu (~σ3, ~σ1; τ)
[−δ3(~σ − ~σ4)cacmζ (Aˇ⊥)smu (~σ4, ~σ2; τ) +
+ccmn ~ˇAn⊥(τ, ~σ4) · ~ζ (Aˇ⊥)mr (~σ4, ~σ; τ)crasζ (Aˇ⊥)ssu (~σ, ~σ2; τ)]} }ρˇc(τ, ~σ2), (116)
After some manipulations its final form is
P rs⊥ (~σ) {[
∂
∂τ
+ ~˙g(τ) · ∂
∂~σ
]
∫
d3σ¯P(Aˇ⊥)stad (~σ, ~¯σ; τ)[
∂
∂τ
+ ~˙g(τ) · ∂
∂~¯σ
] +
+ δst
∫
d3σ¯δ3(~σ − ~¯σ)K˜(Aˇ⊥)ad (τ, ~¯σ) }Aˇtd⊥(τ, ~¯σ) ◦=
◦
= − g2sP rs⊥ (~σ){
N∑
i=1
Qˇia(τ)[η˙
s
i (τ) + g˙
s(τ)]δ3(~σ − ~ηi(τ)) +
+ cabdAˇ
s
d⊥(τ, ~σ)
∫
d3σ
′
Kbc(~σ, ~σ
′
; τ)ρˇc(τ, ~σ
′
)} −
− g4sP rs⊥ (~σ)Aˇsd⊥(τ, ~σ)
∫
d3σ1d
3σ2ρˇb(τ, ~σ1[Fabcd(~σ, ~σ1, ~σ2; τ) +
+ cauvcvdeKeb(~σ, ~σ1; τ)Kuc(~σ, ~σ2; τ)]ρˇc(τ, ~σ2),
or
P rs⊥ (~σ) {[
∂
∂τ
+ ~˙g(τ) · ∂
∂~σ
]
∫
d3σ¯[δstδadδ
3(~σ − ~¯σ) +
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+ Dˆ(Aˇ⊥)sau (τ, ~σ)Kuv(~σ, ~¯σ; τ)Dˆ
(Aˇ⊥)t
vd (τ, ~¯σ)][
∂
∂τ
+ ~˙g(τ) · ∂
∂~¯σ
] +
+ δst
∫
d3σ¯δ3(~σ − ~¯σ)[δad△¯+ cadc ~ˇAc⊥(τ, ~¯σ) · ∂
∂~¯σ
] }Aˇtd⊥(τ, ~¯σ) ◦=
◦
= − g2sP rs⊥ (~σ){
N∑
i=1
Qˇia(τ)[η˙
s
i (τ) + g˙
s(τ)]δ3(~σ − ~ηi(τ)) +
+ cabdAˇ
s
d⊥(τ, ~σ)
∫
d3σ
′
Kbc(~σ, ~σ
′
; τ)ρˇc(τ, ~σ
′
)} −
− g4sP rs⊥ (~σ)Aˇsd⊥(τ, ~σ)
∫
d3σ1d
3σ2ρˇb(τ, ~σ1)[Fabcd(~σ, ~σ1, ~σ2; τ) +
+ cauvcvdeKeb(~σ, ~σ1; τ)Kuc(~σ, ~σ2; τ)]ρˇc(τ, ~σ2),
or
P rs⊥ (~σ) {δst[δad((
∂
∂τ
+ ~˙g(τ) · ∂
∂~σ
)2 +△) + cadc ~ˇAc⊥(τ, ~σ) · ∂
∂~σ
] ·∫
d3σ¯δ3(~σ − ~¯σ) + [ ∂
∂τ
+ ~˙g(τ) · ∂
∂~σ
]Dˆ(Aˇ⊥)sau (τ, ~σ)
∫
d3σ¯
Kuv(~σ, ~¯σ; τ)Dˆ
(Aˇ⊥)t
vd (τ, ~¯σ)][
∂
∂τ
+ ~˙g(τ) · ∂
∂~¯σ
] }Aˇtd⊥(τ, ~¯σ) ◦=
◦
= − g2sP rs⊥ (~σ){
N∑
i=1
Qˇia(τ)[η˙
s
i (τ) + g˙
s(τ)]δ3(~σ − ~ηi(τ)) +
+cabdAˇ
s
d⊥(τ, ~σ)
∫
d3σ
′
Kbc(~σ, ~σ
′
; τ)
[ρˇ(YM)c (τ, ~σ
′
) +
N∑
i=1
ρˇic(τ, ~σ
′
)]} −
−g4sP rs⊥ (~σ)Aˇsd⊥(τ, ~σ)
∫
d3σ1d
3σ2[ρˇ
(Y M)
b (τ, ~σ1) +
N∑
i=1
ρˇib(τ, ~σ1)]
[Fabcd(~σ, ~σ1, ~σ2; τ) + cauvcvdeKeb(~σ, ~σ1; τ)Kuc(~σ, ~σ2; τ)]
[ρˇ(YM)c (τ, ~σ2) +
N∑
j=1
ρˇjc(τ, ~σ2)],
Fabcd(~σ, ~σ1, ~σ2; τ) = −cabecedf (Kfc(~σ, ~σ1; τ)
4π|~σ − ~σ2| +
Kfc(~σ, ~σ2; τ)
4π|~σ − ~σ1| ) +
+
∫
d3σ
′
4π
cbef ~ˇAf⊥(τ, ~σ
′
) · ~ζ (Aˇ⊥)em (~σ
′
, ~σ; τ)
cmancndk(
Kkc(~σ, ~σ1; τ)
4π|~σ′ − ~σ2| +
Kkc(~σ, ~σ2; τ)
4π|~σ′ − ~σ1| )−
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−
∫ d3σ′
4π|~σ − ~σ′| [cabecedfKfu(~σ, ~σ1; τ)cers
~ˇAs⊥(τ, ~σ
′
) · ~ζ (Aˇ⊥)ru (~σ
′
, ~σ2; τ) +
+ cbef ~ˇAf⊥(τ, ~σ
′
) · ~ζ (Aˇ⊥)eu (~σ
′
, ~σ1; τ)cacmcmdnKnu(~σ, ~σ2; τ)] +
+
∫
d3σ1d
3σ2
4π|~σ3 − ~σ4| [cbef
~ˇAf⊥(τ, ~σ3) · ~ζ (Aˇ⊥)em (~σ3, ~σ; τ)cmancndkKku(~σ, ~σ1; τ)
cers ~ˇAs⊥(τ, ~σ4) · ~ζ (Aˇ⊥)ru (~σ4, ~σ2; τ) +
+ cbef ~ˇAf⊥(τ, ~σ3) · ~ζ (Aˇ⊥)eu (~σ3, ~σ1; τ)
ccmn ~ˇAu⊥(τ, ~σ4) · ~ζ (Aˇ⊥)mr (~σ4, ~σ; τ)crascsdkKku(~σ, ~σ2; τ)], (117)
where the identity P rs⊥ (~σ)ζ
(Aˇ⊥)s
ab (~σ, ~σ
′
; τ) = P rs⊥ (~σ)Dˆ
(Aˇ⊥)s
ac (τ, ~σ)Kcb(~σ, ~σ
′
; τ)
= P rs⊥ (~σ)cacbAˇ
s
c⊥(τσ)Kcb(~σ, ~σ
′
; τ) was used in Eq.(110) to obtain Fabcd.
The equations of motion for the particles are
d
dτ
[ηimi
~˙ηi(τ) + ~˙g(τ)√
1− (~˙ηi(τ) + ~˙g(τ))2
−∑
a
Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ))]
◦
=
◦
= − [η˙ui (τ) + g˙u(τ)]
∑
a
Qˇia(τ)
∂Aˇua⊥(τ, ~ηi(τ))
∂~ηi
−
− g2s
∑
a,b
Qˇia(τ)
∫
d3σ
∂Kab(~ηi(τ), ~σ; τ)
∂~ηi
ρˇb(τ, ~σ),
or
d
dτ
[ηimi
~˙ηi(τ) + ~˙g(τ)√
1− (~˙ηi(τ) + ~˙g(τ))2
]
◦
=
∑
a
~ˇAa⊥(τ, ~ηi(τ))cacdQˇid(τ)
[~˙ηi(τ) · ~ˇAc⊥(τ, ~ηi(τ))− g2s
∫
d3σKcb(~ηi(τ), ~σ; τ)ρˇb(τ, ~σ)] +
+
∑
a
Qˇia(τ)[
∂ ~ˇAa⊥(τ, ~ηi(τ))
∂τ
+ ~˙ηi(τ) ·
∂ ~ˇAa⊥(τ, ~ηi(τ))
∂~ηi
]−
−[η˙ui (τ) + g˙u(τ)]
∑
a
Qˇia(τ)
∂Aˇua⊥(τ, ~ηi(τ))
∂~ηi
−
−g2s
∑
a,b
Qˇia(τ)
∫
d3σ
∂Kab(~ηi(τ), ~σ; τ)
∂~ηi
ρˇb(τ, ~σ),
or
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ddτ
[ηimi
η˙ri (τ) + g˙
r(τ)√
1− (~˙ηi(τ) + ~˙g(τ))2
]
◦
=
◦
=
∑
a
Qˇia(τ){Eˇra⊥(τ, ~ηi(τ)) + [(~˙ηi(τ) + ~˙g(τ))× ~ˇBa(τ, ~ηi(τ))]r} −
−∑
a
Qˇia(τ)P
rs
⊥ (~ηi)camdAˇ
s
m⊥(τ, ~ηi(τ))∫
d3σKde(~ηi(τ), ~σ; τ)cenb ~ˇAn⊥(τ, ~σ) · ~ˇEb⊥(τ, ~σ) +
+g2s
∑
a,b
{Qˇia(τ)
N∑
j=1
[cadcAˇ
r
d⊥(τ, ~ηi(τ))Kcb(~ηi(τ), ~ηj(τ); τ) +
+
∂Kab(~ηi(τ), ~ηj(τ); τ)
∂ηri
]Qˇjb(τ)−
−Qˇia(τ)
∫
d3σ[cadcAˇ
r
d⊥(τ, ~ηi(τ))Kcb(~ηi(τ), ~σ; τ) +
+
∂Kab(~ηi(τ), ~σ; τ)
∂ηri
]ρˇ
(Y M)
b (τ, ~σ)} −
−∑
a
Qˇia(τ)~˙g(τ) · [∂Aˇ
r
a⊥(τ, ~ηi(τ))
∂~ηi
− cacb ~ˇAc⊥(τ, ~ηi(τ))Aˇrc⊥(τ, ~ηi(τ))] }, (118)
where Eqs. (108), (109), (114), (115), the definition Fˇ rsa = ∂
rAˇsa⊥ − ∂sAˇra⊥ + cabcAˇrb⊥Aˇsc⊥ =
ǫrstBˇta and Dˆ
(Aˇ⊥)s
ac (τ, ~σ)P
sr
⊥ (~σ)Dˆ
(Aˇ⊥)r
cb (τ, ~σ) = 0 have been used. Let us remark that Eqs.(117)
and (118) are a system of integrodifferential equations due to the presence of the transverse
projectors and a completely open problem is how to define an initial data problem for them.
Eq.(118) is the non-Abelian version of the particle equations of motion given in Ref.
[14], which should produce the Abraham-Lorentz-Dirac equation if we were able to get a
non-Abelian Lienard-Wiechert potential from Eq.(117). The last term would be absent in
the gauge ~λ(τ) = ~˙g(τ) = 0. This equation shows explicitely the chromo-electric [ ~ˇEa⊥] and
chromo-magnetic [ ~ˇBa, ~ˇAa⊥] forces acting on the particles. Moreover, the explicit interparticle
instantaneous color forces are given by
g2s
∑
a,b
Qˇia(τ)
N∑
j=1
Qˇjb(τ)[cadcAˇ
r
d⊥(τ, ~ηi(τ))Kcb(~ηi(τ), ~ηj(τ); τ) +
∂Kab(~ηi(τ), ~ηj(τ); τ)
∂ηri
] =
= g2s
∑
a,b
Qˇia(τ)
N∑
j=1
Qˇjb(τ)
[cadcAˇ
r
d⊥(τ, ~ηi(τ))
∫
d3σ3d
3σ4{ δcbδ
3(~σ3 − ~ηi(τ))δ3(~σ4 − ~ηj(τ))
4π | ~σ3 − ~σ4 | +
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+
δ3(~σ4 − ~ηj(τ))[ ~ˇA⊥(τ, ~σ3) · ~ζ (Aˇ⊥)(~σ3, ~ηi(τ); τ)]cb
4π | ~σ3 − ~σ4 | + (~ηi ↔ ~ηj) +
+
[ ~ˇA⊥(τ, ~σ3) · ~ζ (Aˇ⊥)(~σ3, ~ηi(τ); τ)]cu[ ~ˇA⊥(τ, ~σ4) · ~ζ (Aˇ⊥)(~σ4, ~ηj(τ); τ)]bu
4π | ~σ3 − ~σ4 | +
+
∂
∂ηri
∫
d3σ3d
3σ4{ δcbδ
3(~σ3 − ~ηi(τ))δ3(~σ4 − ~ηj(τ))
4π | ~σ3 − ~σ4 | +
+
δ3(~σ4 − ~ηj(τ))[ ~ˇA⊥(τ, ~σ3) · ~ζ (Aˇ⊥)(~σ3, ~ηi(τ); τ)]cb
4π | ~σ3 − ~σ4 | + (~ηi ↔ ~ηj) +
+
[ ~ˇA⊥(τ, ~σ3) · ~ζ (Aˇ⊥)(~σ3, ~ηi(τ); τ)]cu[ ~ˇA⊥(τ, ~σ4) · ~ζ (Aˇ⊥)(~σ4, ~ηj(τ); τ)]bu
4π | ~σ3 − ~σ4 | ]. (119)
It is evident that there are divergences due to the self-energies for i=j. They will be
discussed in the case N=2 in the next Section, because their regularization is connected
with the existence of asymptotic freedom already at this pseudoclassical level.
After an integration by parts, the constraints Hˇpr(τ) ≈ 0 become
N∑
i=1
[ηimi
~˙ηi(τ) + ~˙g(τ)√
1− (~˙ηi(τ) + ~˙g(τ))2
−∑
a
Qˇia(τ) ~ˇAa⊥(τ, ~ηi(τ))] +
+ g−2s
∫
d3σ[(~∂Aˇsa⊥)Eˇ
s
a⊥](τ, ~σ)
◦
=0, (120)
and the expression of the constant invariant mass Hrel becomes
Erel =
N∑
i=1
ηimi√
1− (~˙ηi(τ) + ~˙g(τ))2
+
+
1
2
V [~ηi, ~ˇAa⊥, ~ˇEa⊥] +
∑
a
1
2g2s
∫
d3σ[ ~ˇE
2
a⊥ + ~ˇB
2
a](τ, ~σ). (121)
To find the classical theory implied by the pseudoclassical one we follow Ref. [15], where
the Berezin-Marinov distribution function [see in Refs. [16]] for the Grassmann variables of
phase space is defined for the case of SU(3) [in this discussion we will denote θ the Dirac
observables θˇ]. For each particle i, on the space of analytic functions of the θiα’s, namely of
the functions f(θi) = αi + βiαθiα + γiαǫαβγθiβθiγ + δiǫαβγθiαθiβθiγ , the more general density
function ρi(θi, θ
∗
i ) satisfying the normalization condition
∫
ρidµi = 1 [dµi =
∏3
α=1 dθiαdθ
∗
iα is
the Berezin integration measure on the Grassmann sector of phase space] and the positivity
condition
∫
ρif
∗fdµi ≥ 0 for any analytic function f, is [ci = ci(τ), Wiαβ = Wiαβ(τ), Viαβ =
Viαβ(τ)]
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ρi(θi, θ
∗
i ) = ci +
∑
αβ
θ∗iαWiαβθiβ + 2(Tr Vi)(
∑
α
θ∗iαθiα)
2 − 4(∑
αβ
θ∗iαViαβθiβ)(
∑
γ
θ∗iγθiγ) +
+
1
6
(
∑
α
θ∗iαθiα)
3,
ci = c
∗
i > 0,
Wi = W
†
i = wio11 + wia
1
2
λa, definite positive,
Vi = V
†
i = vio11 + via
1
2
λa, definite positive,
wio =
1
3
TrWi, wia = Tr (λaWi),
vio =
1
3
Tr Vi, via = Tr (λaVi), (122)
since one gets
∫
ρif
∗fdµi = |α|2 + 36ci|δ|2 + 4β∗Viβ + 4γ8Wiγ. Other useful formulas are
[1
2
dabc = Tr [{12λa, 12λb}12λc] ]
∫
ρiθ
∗
iαθiβdµi = 4Viβα,∫
ρiθ
∗
iαθiβθ
∗
iγθiδdµi =Wiλτ ǫαγλǫβδτ ,∫
ρiθ
∗
iαθiβθ
∗
iγθiδθ
∗
iλθiτdµi = ciǫαγλǫβδτ ,
< Ni >=<
∑
α
θ∗iαθiα >= 12vio,
< Qia >=<
∑
αβ
θ∗iα(
1
2
λa)αβθiβ >= 2via,
< N2i >=< (
∑
α
θ∗iαθiα)
2 >= 6wio,
< (
∑
αβ
θ∗iα(
1
2
λa)αβθiβ)(
∑
γ
θ∗iγθiγ) >= −
1
2
wia,
< N3i >=< (
∑
α
θ∗iαθiα)
3 >= 6ci,
< QiaQib =< ((
∑
αβ
θ∗iα(
1
2
λa)αβθiβ)(
∑
γδ
θ∗iγ(
1
2
λb)γδθiδ) >=
=
1
2
(dabcwic − wioδab),
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< QiaQibQic >=< (
∑
αβ
θ∗iα(
1
2
λa)αβθiβ)(
∑
γδ
θ∗iγ(
1
2
λb)γδθiδ)(
∑
µν
θ∗iµ(
1
2
λc)µνθiν) >=
=
1
2
cidabc,
< QiaQibNi >=< (
∑
αβ
θ∗iα(
1
2
λa)αβθiβ)(
∑
γδ
θ∗iγ(
1
2
λb)γδθiδ)(
∑
µ
θ∗iµθiµ) >=
= −1
2
ciδab. (123)
Therefore, the constraints Ni ≈ 0 imply at the classical level [at the quantum level in
general ci 6= 0 due to ordering problems]
ci = vio = wio = wia = 0,
⇒ ρi(θi, θ∗i ) = −4via(τ)Qia(τ)Ni +
1
6
N3i ≈ 0,
< Qia >= 2via, < QiaQib >=< QiaQibQic >= 0,
< Ni >=< N
2
i >=< N
3
i >=< QiaQibNi >= 0. (124)
The classical observable associated to an even Grassmann-valued function g is
< g >=
∫
g
N∏
i=1
ρidµi =
∫
gρdµ, ρ =
N∏
i=1
ρi, dµ =
N∏
i=1
dµi. (125)
The distribution function ρ =
∏N
i=1 ρi must satisfy the Liouville equation
∂ρ
∂τ
+ {ρ, HˆD} ◦=0,
N∑
k=1
ρ1...ρk−1[
∂ρk
∂τ
+ {ρk, HˆD}]ρk+1...ρN ◦=0,
⇓
∂ρ
∂τ
+ {ρ,Hrel} ◦=0,
{ρ , ~ˇHp(τ)} ≈ 0,
{ρ , Ni =
∑
α
θ∗iαθiα} ≈ 0, i = 1, .., N, (126)
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with HˆD the Hamiltonian of Eq.(106). The last two equations are identically satisfied.
Therefore, by using Eqs.(122) and (108) for ˙ˇQia, we get the equations [valid in a neighbour-
hood of the region Ni ≈ 0, where however we will put N3i ≡ 0 in the sense of Dirac’s strong
equality]
N∑
k=1
ρ1...ρk−1[−4{V˙kαβ + [Vk, T a]αβ [~˙ηk(τ) · ~ˇAa⊥(τ, ~ηk(τ))−
−g2s
∫
d3σKab(~ηk(τ), ~σ; τ)ρˇ
(Y M)
b (τ, ~σ) +
+g2s
N∑
h=1
Kab(~ηk(τ), ~ηh(τ); τ)iθ
∗
hγ(T
b)γδθhδ]}θ∗kαθkβNk]ρk+1...ρN =
=
N∑
k=1
ρ1...ρk−1[−4{V˙kαβ + [Vk, T a]αβ [~˙ηk(τ) · ~ˇAa⊥(τ, ~ηk(τ))−
−g2s
∫
d3σKab(~ηk(τ), ~σ; τ)ρˇ
(Y M)
b (τ, ~σ)]ρk+1...ρN +
+(terms containing factorsN3h )
◦
=0, (127)
so that, with N3h ≡ 0 for every h, the equations for vka(τ) are
dvka(τ)
dτ
− cabcvkc(τ)[~˙ηk(τ) · ~ˇAb⊥(τ, ~ηk(τ))−
− g2s
∫
d3σKab(~ηk(τ), ~σ; τ)ρˇ
(YM)
b (τ, ~σ)]
◦
=0, (128)
in accord with the mean value of the last of Eqs.(108) and with Ref. [15] except for the last
term which is absent when the field is considered external.
In analogy with the electromagnetic case (see Ref. [15]), we could try to find so-
lutions to the field equations (117) necessarily of the form ~ˇAa⊥(τ, ~σ) = ~ˇA
(o)
a⊥(τ, ~σ) +
(terms at least linear in the Qˇia(τ)
′s ) [ ~ˇA
(o)
a⊥(τ, ~σ) satisfies Eq.(117) with Qˇia(τ) = 0, namely
in absence of particle sources], to put them in the particle equations (118) and to take the
mean value (< D >=
∫
ρDdµ) of the resulting equations to get the real “classical” equa-
tions. In the electromagnetic case, this procedure eliminates infinities from self-energies and
causal pathologies (runaway solutions or preaccelerations) from the classical equations (see
also Ref. [14] for the rest-frame analysis of these problems), which, instead, would be present
by taking immediately the mean value of Eqs.(117) and (118). However, it is not possible
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to attack the former procedure in the non-Abelian case in absence of an analogue of the
Lienard-Wiechert potential [but see in any case next Section for the N=2 case].
54
VI. THE QUARK MODEL AND THE PSEUDOCLASSICAL ASYMPTOTIC
FREEDOM FOR N=2
In the nonrelativistic quark model, in which no SU(3) color Yang-Mills field appears,
one assumes that the physical states are color singlets. Since Eq.(107) gives the invariant
mass of N colored relativistic scalar particles together with the SU(3) color Yang-Mills field,
this is the starting point to try to extract a pseudoclassical basis for the missing relativistic
quark model.
A first step is to study what happens if we add 8 extra constraints implying the vanishing
of the total color charge, so that only global color singlets are allowed for the particles+Yang-
Mills field system:
Qˇa = Qˇ
(Y M)
a +
N∑
i=1
Qˇia = 0. (129)
Then, we ask that these 8 conditions be fulfilled by the separate vanishing of the particle
and field contributions to the color charge
∑
i
Qˇia = 0
Qˇ(Y M)a = 0. (130)
The first condition defines the relativistic scalar quark model: the particles by themselves
are a color singlet independently from the SU(3) color field. For N=1, Eqs.(130) plus the
constraint Nˇ =
∑
α θˇ
∗
αθˇα ≈ 0 gives 9 conditions on 6 Grassmann variables: therefore a single
pseudoclassical scalar quark cannot be a color singlet. For N=2, besides the constraints
Nˇ1 =
∑
α θˇ
∗
1αθˇ1α ≈ 0 and Nˇ2 =
∑
α θˇ
∗
2αθˇ2α ≈ 0, one has
Qˇ1a + Qˇ2a = 0, (131)
namely 10 conditions on 12 Grasmmann variables.
The condition Qˇ(YM)a = 0 replaces the Abelian condition
~A⊥(τ, ~σ) = ~π⊥(τ, ~σ) = 0 of
absence of radiation [see Ref. [7]]. Since in the non-Abelian case we do not know how to
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solve the equations of motion and since the superposition principle does not hold, we can
only ask that there is no color flux on the surface at space infinity. This requirement also
implies that the pseudoclassical solutions of the SU(3) Yang-Mills equations are restricted
to those configurations which are color singlets like the glueball states at the quantum level.
Due to the Gauss laws, the condition Qˇa(τ) = 0 can be imposed by choosing suit-
able boundary conditions on the transverse SU(3) fields (see Eqs.(2-40) of Ref. [1]):
~ˇAa⊥(τ, ~σ)→|~σ|→∞O(|~σ|−(2+ǫ)), ~ˇπa⊥(τ, ~σ)→|~σ|→∞O(|~σ|−(2+ǫ)) with ǫ > 0 (for ǫ → 0 one gets
Qˇa 6= 0). With these boundary conditions the requirement of color singlets for the whole
theory becomes automatically the same requirement in field-independent quark models, if
the equations of motion imply Qˇ(YM)a (τ)
◦
=0.
Eqs.(130), (108) and (109) imply
d
dτ
Qˇ(YM)a (τ)
◦
=0,
d
dτ
(Qˇ1a(τ) + Qˇ2a(τ))
◦
= cacdQˇ1d(τ){~˙η1(τ) · ~ˇAc⊥(τ, ~η1(τ))− ~˙η2(τ) · ~ˇAc⊥(τ, ~η2(τ))−
−g2s
∫
d3σ[Kcb(~η1(τ), ~σ; τ)−Kcb(~η2(τ), ~σ; τ)]ρˇ(Y M)b (τ, ~σ) +
+g2s [Kcb(~η1(τ), ~η1(τ); τ) +Kcb(~η2(τ), ~η2(τ); τ)−
−Kcb(~η1(τ), ~η2(τ); τ)−Kcb(~η2(τ), ~η1(τ); τ)]Qˇ1b(τ) ◦=0. (132)
In the gauge ~λ(τ) = ~˙g(τ) = 0, the equations of motion for the field and the particles and
the equations defining the rest-frame become [in Eq.(133) there is the same F-function of
Eq.(117)]
P rs⊥ (~σ){δst[δad(
∂
∂τ
2
+△) + cadc ~ˇAc⊥(τ, ~σ) · ∂
∂~σ
] ·∫
d3σ¯δ3(~σ − ~¯σ) + ∂
∂τ
Dˆ(Aˇ⊥)sau (τ, ~σ)
∫
d3σ¯
Kuv(~σ, ~¯σ; τ)Dˆ
(Aˇ⊥)t
vd (τ, ~¯σ)]
∂
∂τ
}Aˇtd⊥(τ, ~¯σ) ◦=
◦
= − g2sP rs⊥ (~σ){Qˇ1a(τ)[η˙s1(τ)δ3(~σ −−~η1(τ))−
−η˙s2(τ)δ3(~σ − ~η2(τ))] + cabdAˇsd⊥(τ, ~σ)
∫
d3σ
′
Kbc(~σ, ~σ
′
; τ)
[ρˇ(YM)c (τ, ~σ
′
)− Qˇ1c(τ)[δ3(~σ′ − ~η1(τ))− δ3(~σ′ − ~η2(τ))]} −
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−g4sP rs⊥ (~σ)Aˇsd⊥(τ, ~σ)
∫
d3σ1d
3σ2
[ρˇ
(YM)
b (τ, ~σ1)− Qˇ1b(τ)[δ3(~σ1 − ~η1(τ))− δ3(~σ1 − ~η2(τ))]
[Fabcd(~σ, ~σ1, ~σ2; τ) + cauvcvdeKeb(~σ, ~σ1; τ)Kuc(~σ, ~σ2; τ)]
[ρˇ(YM)c (τ, ~σ2)− Qˇ1c(τ)[δ3(~σ2 − ~η1(τ))− δ3(~σ2 − ~η2(τ))], (133)
d
dτ
[η1m1
η˙r1(τ)√
1− ~˙η21(τ)
]
◦
=
◦
=
∑
a
Qˇ1a(τ){Eˇra⊥(τ, ~η1(τ)) + [~˙η1(τ)× ~ˇBa(τ, ~η1(τ))]r} −
−∑
a
Qˇ1a(τ)P
rs
⊥ (~η1)camdAˇ
s
m⊥(τ, ~η1(τ))∫
d3σKde(~η1(τ), ~σ; τ)cenb ~ˇAn⊥(τ, ~σ) · ~ˇEb⊥(τ, ~σ) +
+g2s
∑
a,b
{Qˇ1a(τ)Qˇ1b(τ)[cadcAˇrd⊥(τ, ~η1(τ))(Kcb(~η1(τ), ~η1(τ); τ)−
−Kcb(~η1(τ), ~η2(τ); τ) ) + ∂
∂σr
|~σ=~η1 (Kab(~σ, ~η1(τ); τ)−Kab(~σ, ~η2(τ); τ) )]−
−Qˇ1a(τ)
∫
d3σ[cadcAˇ
r
d⊥(τ, ~η1(τ))Kcb(~η1(τ), ~σ; τ) +
+
∂Kab(~η1(τ), ~σ; τ)
∂ηr1
]ρˇ
(YM)
b (τ, ~σ)},
d
dτ
[η2m2
η˙r2(τ)√
1− ~˙η22(τ)
]
◦
=
◦
= −∑
a
Qˇ1a(τ){Eˇra⊥(τ, ~η2(τ)) + [~˙η2(τ)× ~ˇBa(τ, ~η2(τ))]r}+
+
∑
a
Qˇ1a(τ)P
rs
⊥ (~η1)camdAˇ
s
m⊥(τ, ~η2(τ))∫
d3σKde(~η2(τ), ~σ; τ)cenb ~ˇAn⊥(τ, ~σ) · ~ˇEb⊥(τ, ~σ)−
−g2s
∑
a,b
{Qˇ1a(τ)Qˇ1b(τ)[cadcAˇrd⊥(τ, ~η2(τ))(Kcb(~η1(τ), ~η1(τ); τ)−
−Kcb(~η2(τ), ~η2(τ); τ) ) + ∂
∂σr
|~σ=~η2 (Kab(~σ, ~η1(τ); τ)−Kab(~σ, ~η2(τ); τ) )]−
−Qˇ1a(τ)
∫
d3σ[cadcAˇ
r
d⊥(τ, ~η2(τ))Kcb(~η2(τ), ~σ; τ) +
+
∂Kab(~η2(τ), ~σ; τ)
∂ηr2
]ρˇ
(YM)
b (τ, ~σ)}, (134)
η1m1
~˙η1(τ)√
1− ~˙η21(τ)
+ η2m2
~˙η2(τ)√
1− ~˙η22(τ)
−
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−∑
a
Qˇ1a(τ)[ ~ˇAa⊥(τ, ~η1(τ))− ~ˇAa⊥(τ, ~η2(τ)) + g−2s
∫
d3σ{~∂Aˇsa⊥Eˇsa⊥}(τ, ~σ) ◦=0. (135)
Note that in Eqs.(134) the Coulomb interaction inside the kernel K does not contribute to
the terms Qˇ1a(τ)Qˇ1b(τ) due to cadbQˇ1aQˇ1b = δabQˇ1aQˇ1b = 0.
The invariant mass of the system is [we choose η1 = η2 = +1, i.e. the quark and antiquark
have positive energies and the antiquark is distinguished by the opposite color charge as a
classical antiparticle moving forward in τ (see Ref. [20–22] and its bibliography)]
Hrel =
√
m21 + (~ˇκ1(τ) +
∑
a
Qˇ1a(τ) ~ˇAa⊥(τ, ~η1(τ)) )2 +
+
√
m22 + (~ˇκ2(τ)−
∑
a
Qˇ1a(τ) ~ˇAa⊥(τ, ~η2(τ)) )2 +
+
1
2
V [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ) +
1
2
∑
a
∫
d3σ[g2s ~ˇπ
2
a⊥ + g
−2
s
~ˇB
2
a⊥](τ, ~σ). (136)
In the case N=2, which should correspond at the quantum level to a meson configuration
formed from a scalar quark and a scalar antiquark, plus glue [there are not sea-quarks,
because there is no pair production at this pseudoclassical level], if Nˇ1 → ∑3α=0 b†1αb1α − 1
and Nˇ2 → ∑3α=0 b†2αb2α − 2, the first condition in Eq.(130) and the observation that the
SU(3) Yang-Mills fields, solutions of the field equations (133), will depend on the Grassmann
variables of the particles only through the color charges Qˇia(τ), allow us to write the following
developments [from now on we shall not write
∑
a for repeated color indices]
~ˇAa⊥(τ, ~σ) = ~ˇA
(0)
a⊥(τ, ~σ) + Qˇ1u(τ) ~ˇA
(1)
au⊥(τ, ~σ) + Qˇ1u(τ)Qˇ1v(τ) ~ˇA
(2)
auv⊥(τ, ~σ),
~ˇπa⊥(τ, ~σ) = ~ˇπ
(0)
a⊥(τ, ~σ) + Qˇ1u(τ)~ˇπ
(1)
au⊥(τ, ~σ) + Qˇ1u(τ)Qˇ1v(τ)~ˇπ
(2)
auv⊥(τ, ~σ). (137)
As a consequence we have [we suppres the τ -dependence and also the ~σ-dependence when
possible with the replacement ~σi → i]
ρˇa(~σ) = ρˇ
(YM)
a (~σ) +
2∑
i=1
ρˇia(~σ) =
= ρˇ(YM)(o)a (~σ) + Qˇ1uρˇ
(YM)(1)
au (~σ) + Qˇ1uQˇ1v ρˇ
(YM)(2)
auv (~σ) +
2∑
i=1
ρˇia(~σ) =
= cabc( ~ˇA
(o)
b⊥ · ~ˇπ
(o)
c⊥)(~σ) + Qˇ1u[cabc( ~ˇA
(o)
b⊥ · ~ˇπ
(1)
cu⊥ + ~ˇA
(1)
bu⊥ · ~ˇπ
(o)
c⊥)(~σ)−
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− δau(δ3(~σ − ~η1)− δ3(~σ − ~η2))] +
+ Qˇ1uQˇ1vcabc[ ~ˇA
(o)
b⊥ · ~ˇπ
(2)
buv⊥ + ~ˇA
(1)
bu⊥ · ~ˇπ
(1)
cv⊥ + ~ˇA
(2)
buv⊥ · ~ˇπ
(o)
c⊥](~σ),
ρˇa(~σ1)ρˇb(~σ2) = camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
c⊥(1)cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
+ Qˇ1u[( camn( ~ˇA
(o)
m⊥(1) · ~ˇπ
(1)
nu⊥(1) + ~ˇA
(1)
mu⊥(1) · ~ˇπ
(o)
n⊥(1))−
− δau(δ3(~σ1 − ~η1)− δ3(~σ2 − ~η2)) )cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
+ camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
n⊥(1)(cbrs( ~ˇA
(o)
r⊥(2) · ~ˇπ
(1)
su⊥(2) + ~ˇA
(1)
ru⊥(2) · ~ˇπ
(o)
s⊥(2))−
− δbu(δ3(~σ2 − ~η1)− δ3(~σ2 − ~η2)) ] +
+ Qˇ1uQˇ1v[ camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
n⊥(1)cbrs( ~ˇA
(o)
r⊥(2) · ~ˇπ
(2)
suv⊥(2) +
+ ~ˇA
(1)
ru⊥(2) · ~ˇπ
(1)
sv⊥(2) + ~ˇA
(2)
ruv⊥(2) · ~ˇπ
(o)
s⊥(2)) +
+ camn(( ~ˇA
(o)
m⊥(1) · ~ˇπ
(2)
nuv⊥(1) + ~ˇA
(1)
mu⊥(1) · ~ˇπ
(1)
nv⊥(1) +
+ ~ˇA
(2)
muv⊥(1) · ~ˇπ
(o)
n⊥(1))cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
+ ( camn( ~ˇA
(o)
m⊥(1) · ~ˇπ
(1)
nu⊥(1) + ~ˇA
(1)
mu⊥(1) · ~ˇπ
(o)
n⊥(1))
− −δau(δ3(~σ1 − ~η1)− δ3(~σ1 − ~η2)) )
· ( cbrs( ~ˇA
(o)
r⊥(2) · ~ˇπ
(1)
sv⊥(2) + ~ˇA
(1)
rv⊥(2) · ~ˇπ
(o)
s⊥(2))−
− δav(δ3(~σ2 − ~η1)− δ3(~σ2 − ~η2)) ) ] =
= R(1,2)ab(~σ1, ~σ2; τ) +R(1)ab(~σ1, ~σ2; τ) +R(2)ab(~σ1, ~σ2; τ) +Rab(~σ1, ~σ2; τ),
R(1,2)ab(~σ1, ~σ2; τ) = Qˇ1aQˇ1b[δ
3(~σ1 − ~η1)− δ3(~σ1 − ~η2)][δ3(~σ2 − ~η1)− δ3(~σ1 − ~η2)],
R(i)ab(~σ1, ~σ2; τ) = (−)iQˇ1u[δauδ3(~σ1 − ~σi)cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
+ δbuδ
3(~σ2 − ~ηi)camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
n⊥(1) = Qˇ1u(τ)R(i)abu(~σ1, ~σ2; τ),
Rab(~σ1, ~σ2; τ) = R
(o)
ab (~σ1, ~σ2; τ) + Qˇ1uR
(1)
abu(~σ1, ~σ2; τ) + Qˇ1uQˇ1vR
(2)
abuv(~σ1, ~σ2; τ) =
= camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
c⊥(1)cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
+ Qˇ1u[( camn( ~ˇA
(o)
m⊥(1) · ~ˇπ
(1)
nu⊥(1) + ~ˇA
(1)
mu⊥(1) · ~ˇπ
(o)
n⊥(1)) )cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
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+ camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
n⊥(1)(cbrs( ~ˇA
(o)
r⊥(2) · ~ˇπ
(1)
su⊥(2) + ~ˇA
(1)
ru⊥(2) · ~ˇπ
(o)
s⊥(2)) ] +
+ Qˇ1uQˇ1v[ camn ~ˇA
(o)
m⊥(1) · ~ˇπ
(o)
n⊥(1)cbrs( ~ˇA
(o)
r⊥(2) · ~ˇπ
(2)
suv⊥(2) +
+ ~ˇA
(1)
ru⊥(2) · ~ˇπ
(1)
sv⊥(2) + ~ˇA
(2)
ruv⊥(2) · ~ˇπ
(o)
s⊥(2)) +
+ camn(( ~ˇA
(o)
m⊥(1) · ~ˇπ
(2)
nuv⊥(1) + ~ˇA
(1)
mu⊥(1) · ~ˇπ
(1)
nv⊥(1) +
+ ~ˇA
(2)
muv⊥(1) · ~ˇπ
(o)
n⊥(1))cbrs ~ˇA
(o)
r⊥(2) · ~ˇπ
(o)
s⊥(2) +
+ ( camn( ~ˇA
(o)
m⊥(1) · ~ˇπ
(1)
nu⊥(1) + ~ˇA
(1)
mu⊥(1) · ~ˇπ
(o)
n⊥(1)) )
· ( cbrs( ~ˇA
(o)
r⊥(2) · ~ˇπ
(1)
sv⊥(2) + ~ˇA
(1)
rv⊥(2) · ~ˇπ
(o)
s⊥(2)) ) ]. (138)
In the last lines we separated the particle-particle R(1,2)ab], the particle-field [R(i)ab] and
field-field [Rab] terms.
If we write
~ζ
(Aˇ⊥)
ab (~σ1, ~σ2; τ) =
~ζ
(Aˇ
(o)
⊥
)
ab (~σ1, ~σ2; τ) + Qˇ1u
~ζ
(Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
abu (~σ1, ~σ2; τ) +
+ Qˇ1uQˇ1v~ζ
(Aˇ
(o)
⊥
,Aˇ
(1)
⊥
,Aˇ
(2)
⊥
)
abuv (~σ1, ~σ2; τ), (139)
where ~ζ
(Aˇ
(o)
⊥
)
ab (~σ1, ~σ2; τ) = ~c(~σ1 − ~σ2)(P e
∫ σ1
σ2
d~σ” · ~ˇA
(o)
c (τ,~σ
”)Tˆ c
)ab and ~ζ
(Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
abu and
~ζ
(Aˇ
(o)
⊥
,Aˇ
(1)
⊥
,Aˇ
(2)
⊥
)
abuv
are functions which could be evaluated by using the definition of Wilson path-ordering, then
we can write the following decompositions of the interaction kernel Kab(~σ1, ~σ2; τ)
Kab(~σ1, ~σ2; τ) = K
(o)
ab (~σ1, ~σ2; τ) + Qˇ1uK
(1)
abu(~σ1, ~σ2; τ) + Qˇ1uQˇ1vK
(2)
abuv(~σ1, ~σ2; τ),
K
(o)
ab (~σ1, ~σ2; τ) =
∫
d3σ1d
3σ2[
δabδ
3(~σ3 − ~σ1)δ3(~σ4 − ~σ2)
4π|~σ3 − ~σ4| +
+
δ3(~σ4 − ~σ2)[ ~ˇA
(o)
(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)]ab(~σ3, ~σ1; τ) + (~σ1 ↔ ~σ2)
4π|~σ3 − ~σ4| +
+
[ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ)]au[ ~ˇA
(o)
⊥ (τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
)(~σ4, ~σ2; τ)]bu
4π|~σ3 − ~σ4| ],
K
(1)
abu(~σ1, ~σ2; τ) =
∫
d3σ3d
3σ4
4π|~σ3 − ~σ4| ·
· [ δ3(~σ4 − ~σ2)[ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
u (~σ3, ~σ1; τ) +
+ ~ˇA
(1)
u⊥(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ) ]ab + (~σ1 ↔ ~σ2) +
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+ [ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ) ]ae[ ~ˇA
(o)
⊥ (τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
u (~σ4, ~σ2; τ) +
+ ~ˇA
(1)
u⊥(τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
)(~σ4, ~σ2; τ)]be +
+ [ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
u (~σ3, ~σ1; τ) + ~ˇA
(1)
u⊥(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ)]ae
[ ~ˇA
(o)
⊥ (τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
)(~σ4, ~σ2; τ) ]be ],
K
(2)
abuv(~σ1, ~σ2; τ) =
∫
d3σ3d
3σ4
4π|~σ3 − ~σ4|
· [ δ3(~σ4 − ~σ2)[ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
,Aˇ
(2)
⊥
)
uv (~σ3, ~σ1; τ) + ~ˇA
(1)
u⊥(τ, ~σ3) ·
· ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
v (~σ3, ~σ1; τ) + ~ˇA
(2)
uv⊥(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ)]ab + (~σ1 ↔ ~σ2) +
+ [ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ) ]ae[ ~ˇA
(o)
⊥ (τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
,Aˇ
(2)
⊥
)
uv (~σ4, ~σ2; τ) +
+ ~ˇA
(1)
u⊥(τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
v (~σ4, ~σ2; τ) + ~ˇA
(2)
uv⊥(τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
)(~σ4, ~σ2; τ)]be +
+ [ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
u (~σ3, ~σ1; τ) + ~ˇA
(1)
u⊥(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ)]ae
[ ~ˇA
(o)
⊥ (τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
v (~σ4, ~σ2; τ) + ~ˇA
(1)
v⊥(τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
)(~σ4, ~σ2; τ)]be +
+ [ ~ˇA
(o)
⊥ (τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
,Aˇ
(2)
⊥
)
uv (~σ3, ~σ1; τ) + ~ˇA
(1)
u⊥(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
,Aˇ
(1)
⊥
)
v (~σ3, ~σ1; τ) +
+ ~ˇA
(2)
uv⊥(τ, ~σ3) · ~ζ (Aˇ
(o)
⊥
)(~σ3, ~σ1; τ)]ae[ ~ˇA
(o)
⊥ (τ, ~σ4) · ~ζ (Aˇ
(o)
⊥
)(~σ4, ~σ2; τ) ]be ], (140)
and of the potential V in particle-particle [VPP ], particle- field [V(i)PF ] and field-field [VFF ]
contributions
1
2
V [~ηi, ~ˇAa⊥, ~ˇπa⊥](τ) = VPP [~ηi, ~ηj, ~ˇA
(o)
a⊥](τ) +
2∑
i=1
V(i)PF [~ηi, ~ˇA
(o)
a⊥, ~ˇπ
(o)
a⊥, ~ˇA
(1)
au⊥](τ) +
+ VFF [ ~ˇA
(k)
⊥ , ~ˇπ
(k)
⊥ ](τ),
VPP = g
2
s
∫
d3σ1d
3σ2
∑
a,b
[R(1,2)abKab](~σ1, ~σ2; τ) =
= g2s
∫
d3σ1d
3σ2
∑
a,b
Qˇ1aQˇ1b[δ
3(~σ1 − ~η1)− δ3(~σ1 − ~η2)]
[δ3(~σ2 − ~η1)− δ3(~σ2 − ~η2)]K(o)ab (~σ1, ~σ2; τ),
V(i)PF = g
2
s
∫
d3σ1d
3σ2
∑
a,b
[R(i)abKab](~σ1, ~σ2; τ) =
= g2s
∫
d3σ1d
3σ2
∑
a,b
Qˇ1uR(i)abu(~σ1, ~σ2; τ)[K
(o)
ab + Qˇ1vK
(1)
abv](~σ1, ~σ2; τ),
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VFF = g
2
s
∫
d3σ1d
3σ2ρˇ
(YM)
a (τ, ~σ1)Kab(~σ1, ~σ2; τ)ρˇ
(YM)
b (τ, ~σ2) =
= g2s
∫
d3σ1d
3σ2
∑
a,b
[R
(o)
ab K
(o)
ab + Qˇ1u(R
(o)
ab K
(1)
abu +R
(1)
abuK
(o)
ab ) +
+ Qˇ1uQˇ1v(R
(o)
ab K
(2)
abuv +R
(1)
abuK
(1)
abv +R
(2)
abuvK
(o)
ab )](~σ1, ~σ2; τ). (141)
The explicit form of the particle-particle potential is
VPP =
1
2
g2s
∑
a,b
Qˇ1aQˇ1b
∫
d3σ1
∫
d3σ2[δ
3(~σ1 − ~η1(τ))δ3(~σ2 − ~η1(τ)) +
+ δ3(~σ1 − ~η2(τ))δ3(~σ2 − ~η2(τ))− 2δ3(~σ1 − ~η1(τ))δ3(~σ2 − ~η2(τ))] ·
· 1
4π
∫
d3σ3
∫
d3σ4{δabδ
3(~σ3 − ~σ1)δ3(~σ4 − ~σ2)
| ~σ3 − ~σ4 | +
+
cauv
4π
[
δ3(~σ3 − ~σ1)(~σ4 − ~σ2) · ~ˇA
(0)
v⊥(τ, ~σ4)ζ
(Aˇ
(o)
⊥
)
ub (~σ2, ~σ4; τ)
| ~σ3 − ~σ4 || ~σ4 − ~σ2 |3 +
+
δ3(~σ4 − ~σ2)(~σ3 − ~σ1) · ~ˇA
(0)
v⊥(τ, ~σ3)ζ
(Aˇ
(o)
⊥
)
ub (~σ1, ~σ3; τ)
| ~σ3 − ~σ4 || ~σ3 − ~σ1 |3 ] +
carvcbst
(4π)2
·
· (~σ4 − ~σ2) ·
~ˇA
(0)
v⊥(τ, ~σ4)ζ
(Aˇ
(o)
⊥
)
ru (~σ2, ~σ4; τ)(~σ3 − ~σ1) · ~ˇA
(0)
t⊥ (τ, ~σ3)ζ
(Aˇ
(o)
⊥
)
su (~σ1, ~σ3; τ)
| ~σ3 − ~σ1 |3| ~σ3 − ~σ4 || ~σ4 − ~σ2 |3 } =
=
1
2
g2s
∑
a,b
Qˇ1aQˇ1b
∫
d3σ1
∫
d3σ2[δ
3(~σ1 − ~η1(τ))δ3(~σ2 − ~η1(τ)) +
+ δ3(~σ1 − ~η2(τ))δ3(~σ2 − ~η2(τ))− 2δ3(~σ1 − ~η1(τ))δ3(~σ2 − ~η2(τ))] ·
· 1
4π
∫
d3σ3
∫
d3σ4{cauv
4π
[
δ3(~σ3 − ~σ1)(~σ4 − ~σ2) · ~ˇA
(0)
v⊥(τ, ~σ4)ζ
(Aˇ
(o)
⊥
)
ub (~σ2, ~σ4; τ)
| ~σ3 − ~σ4 || ~σ4 − ~σ2 |3 +
+
δ3(~σ4 − ~σ2)(~σ3 − ~σ1) · ~ˇA
(0)
v⊥(τ, ~σ3)ζ
(Aˇ
(o)
⊥
)
ub (~σ1, ~σ3; τ)
| ~σ3 − ~σ4 || ~σ3 − ~σ1 |3 ] +
carvcbst
(4π)2
·
· (~σ4 − ~σ2) ·
~ˇA
(0)
v⊥(τ, ~σ4)ζ
(Aˇ
(o)
⊥
)
ru (~σ2, ~σ4; τ)(~σ3 − ~σ1) · ~ˇA
(0)
t⊥ (τ, ~σ3)ζ
(Aˇ
(o)
⊥
)
su (~σ1, ~σ3; τ)
| ~σ3 − ~σ1 |3| ~σ3 − ~σ4 || ~σ4 − ~σ2 |3 }. (142)
The first term, with the instantaneous Coulomb interaction, does not contribute, because
for every N we have
∑
a Qˇ1aQˇ1a = 0, due to Eq.(23).
With regard to the other two terms, let us remark that in the limit ~η1 = ~η2 [and thus
also in the points of maximal divergence, i.e. ~σ1 = ~σ2 = ~σ for the first two terms and
~σ1 = ~σ2 = ~σ = ~σ
′ for the third one] the potential vanishes due to the multiplicative term
containing the Dirac functions.
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With the substitutions ~σ = ~σ1 + ~ξ and ~σ
′ = ~σ2 + ~ξ′, the particle-particle potential can
be put in the form
VPP = g
2
s
∑
a,b
Qˇ1aQˇ1b{cauv
∫ d3ξ
(4π)2 | ~ξ |2 ·
· [
2∑
i=1
~ξ · ~A(0)v⊥(τ, ~ηi(τ) + ~ξ)
| ~ξ |2 ζ
(Aˇ
(o)
⊥
)
ub (~ηi(τ), ~ηi(τ) +
~ξ; τ)−
−
~ξ · ~A(0)v⊥(τ, ~η1(τ) + ~ξ)
| ~ξ || ~η1(τ)− ~η2(τ) + ~ξ |
ζ
(Aˇ
(o)
⊥
)
ub (~η1(τ), ~η1(τ) +
~ξ; τ)−
−
~ξ · ~A(0)v⊥(τ, ~η2(τ) + ~ξ)
| ~ξ || ~η1(τ)− ~η2(τ)− ~ξ |
ζ
(Aˇ
(o)
⊥
)
ub (~η2(τ), ~η2(τ) +
~ξ; τ)] +
+
1
2
carvcbst
∫ d3ξd3ξ′
(4π)3 | ~ξ |3| ~ξ′ |3 ·
· [
2∑
i=1
~ξ · ~A(0)v⊥(τ, ~ηi(τ) + ~ξ)~ξ′ · ~A(0)t⊥ (τ, ~ηi(τ) + ~ξ′)
| ~ξ − ~ξ′ | ·
· ζ (Aˇ
(o)
⊥
)
ru (~ηi(τ), ~ηi(τ) + ~ξ; τ)ζ
(Aˇ
(o)
⊥
)
su (~ηi(τ), ~ηi(τ) + ~ξ
′; τ) +
− 2 ·
~ξ · ~A(0)v⊥(τ, ~η1(τ) + ~ξ)~ξ′ · ~A(0)t⊥ (τ, ~η2(τ) + ~ξ′)
| ~η1(τ)− ~η2(τ) + ~ξ − ~ξ′ |
·
· ζ (Aˇ
(o)
⊥
)
ru (~η1(τ), ~η1(τ) + ~ξ; τ)ζ
(Aˇ
(o)
⊥
)
su (~η2(τ), ~η2(τ) + ~ξ; τ)] =
=
g2s [~η1 − ~η2; ~ηi; ~ˇA
(o)
⊥ ](τ)
|~η1(τ)− ~η2(τ)| →~η1→~η2 0,
⇒ g2s [~η1 − ~η2; ~ηi; ~ˇA
(o)
⊥ ](τ)→~η1→~η2 0. (143)
This is the pseudoclassical statement of asymptotic freedom for N=2.
By using the developments (137), the equation of motion for the color charge Qˇ1a(τ) =
−Qˇ2(τ) becomes
d
dτ
Qˇ1a(τ)
◦
= cacdQˇ1d(τ)[~˙η1(τ) · ~ˇA
(o)
c⊥(τ, ~η1(τ)−
−g2s
∫
d3σK
(o)
cb (~η1(τ), ~σ; τ)cbuv
~ˇA
(o)
u⊥(τ, ~σ) · ~ˇπ
(o)
v⊥(τ, ~σ)] +
+cacdQˇ1d(τ)Qˇ1r(τ)[~˙η1(τ) · ~ˇA
(1)
cr⊥)(τ, ~η1(τ) +
+g2s{K(o)cb (~η1(τ), ~η1(τ); τ)−K(o)cb (~η1(τ), ~η2(τ); τ)} −
−g2s
∫
d3σ{K(o)cb (~η1(τ), ~σ; τ)cbuv( ~ˇA
(o)
u⊥ · ~ˇπ
(1)
vr⊥ + ~ˇA
(1)
ur⊥ · ~ˇπ
(o)
v⊥)(τ, ~σ) +
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+K
(1)
cbr(~η1(τ), ~σ; τ)cbuv
~ˇA
(o)
u⊥(τ, ~σ) · ˇ|vecπ
(o0
v⊥(τ, ~σ)}, (144)
while the particle equations become
d
dτ
[m1
η˙r1(τ)√
1− ~˙η21(τ)
]
◦
=
◦
=
∑
a
Qˇ1a(τ){Eˇ(o)ra⊥ (τ, ~η1(τ)) + [~˙η1(τ)× ~ˇB
(o)
a (τ, ~η1(τ))]
r} −
−P rs⊥ (~η1)camdAˇ(o)sm⊥(τ, ~η1(τ))
∫
d3σK
(o)
de (~η1(τ), ~σ; τ)cenb
~ˇA
(o)
n⊥(τ, ~σ) · ~ˇE
(o)
b⊥(τ, ~σ)−
−g2s
∫
d3σ[cadcAˇ
(o)r
d⊥ (τ, ~η1(τ))K
(o)
cb (~η1(τ), ~σ; τ) +
+
∂K
(o)
ab (~η1(τ), ~σ; τ)
∂ηr1
]ρˇ
(Y M)(o)
b (τ, ~σ)}+
+
∑
au
Qˇ1a(τ)Qˇ1u(τ){Eˇ(1)ra⊥ (τ, ~η1(τ)) + [~˙η1(τ)× ~ˇB
(1)
a (τ, ~η1(τ))]
r −
−P rs⊥ (~η1)camd
∫
d3σ[Aˇ
(o)s
m⊥(τ, ~η1(τ))K
(o)
de (~η1(τ), ~σ; τ)
cenb( ~ˇA
(o)
n⊥ · ~ˇE
(1)
bu⊥ + ~ˇA
(1)
nu⊥ · ~ˇE
(o)
b⊥)(τ, ~σ) + (Aˇ
(o)s
m⊥(τ, ~η1(τ))K
(1)
deu(~η1(τ), ~σ; τ) +
+Aˇ
(1)s
mu⊥(τ, ~η1(τ))K
(o)
de (~η1(τ), ~σ; τ))cenb(
~ˇA
(o)
n⊥ · ~ˇE
(o)
b⊥)(τ, ~σ)] +
+g2s [cadcAˇ
(o)r
d⊥ (τ, ~η1(τ))(K
(o)
cu (~η1(τ), ~η1(τ); τ)−K(o)cu (~η1(τ), ~η2(τ); τ)) +
+
∂
∂σr
|~σ=~η1 (K(o)au (~σ, ~η1(τ); τ)−K(o)au (~σ, ~η2(τ); τ) )]−
−g2s
∫
d3σ[cadcAˇ
(o)r
d⊥ (τ, ~η1(τ))K
(o)
cb (~η1(τ), ~σ; τ)ρˇ
(Y M)(1)
bu (τ, ~σ) +
+(cadc( Aˇ
(o)r
d⊥ (τ, ~η1(τ))K
(1)
cbu(~η1(τ), ~σ; τ) + Aˇ
(1)r
du⊥(τ, ~η1(τ))K
(o)
cb (~η1(τ), ~σ; τ)) +
+
∂K
(1)
abu(~η1(τ), ~σ; τ)
∂ηr1
]ρˇ
(YM)(o)
b (τ, ~σ)] },
d
dτ
[m2
η˙r2(τ)√
1− ~˙η22(τ)
]
◦
=
◦
= −∑
a
Qˇ1a(τ){Eˇ(o)ra⊥ (τ, ~η2(τ)) + [~˙η2(τ)× ~ˇB
(o)
a (τ, ~η2(τ))]
r} −
−P rs⊥ (~η2)camdAˇ(o)sm⊥(τ, ~η2(τ))
∫
d3σK
(o)
de (~η2(τ), ~σ; τ)cenb
~ˇA
(o)
n⊥(τ, ~σ) · ~ˇE
(o)
b⊥(τ, ~σ)−
−g2s
∫
d3σ[cadcAˇ
(o)r
d⊥ (τ, ~η2(τ))K
(o)
cb (~η2(τ), ~σ; τ) +
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+
∂K
(o)
ab (~η2(τ), ~σ; τ)
∂ηr2
]ρˇ
(Y M)(o)
b (τ, ~σ)} −
−∑
au
Qˇ1a(τ)Qˇ1u(τ){Eˇ(1)ra⊥ (τ, ~η2(τ)) + [~˙η2(τ)× ~ˇB
(1)
a (τ, ~η2(τ))]
r −
−P rs⊥ (~η2)camd
∫
d3σ[Aˇ
(o)s
m⊥(τ, ~η2(τ))K
(o)
de (~η2(τ), ~σ; τ)
cenb( ~ˇA
(o)
n⊥ · ~ˇE
(1)
bu⊥ + ~ˇA
(1)
nu⊥ · ~ˇE
(o)
b⊥)(τ, ~σ) + (Aˇ
(o)s
m⊥(τ, ~η2(τ))K
(1)
deu(~η2(τ), ~σ; τ) +
+Aˇ
(1)s
mu⊥(τ, ~η2(τ))K
(o)
de (~η2(τ), ~σ; τ))cenb(
~ˇA
(o)
n⊥ · ~ˇE
(o)
b⊥)(τ, ~σ)] +
+g2s [cadcAˇ
(o)r
d⊥ (τ, ~η2(τ))(K
(o)
cu (~η2(τ), ~η1(τ); τ)−K(o)cu (~η2(τ), ~η2(τ); τ)) +
+
∂
∂σr
|~σ=~η2 (K(o)au (~σ, ~η1(τ); τ)−K(o)au (~σ, ~η2(τ); τ) )]−
−g2s
∫
d3σ[cadcAˇ
(o)r
d⊥ (τ, ~η2(τ))K
(o)
cb (~η2(τ), ~σ; τ)ρˇ
(Y M)(1)
bu (τ, ~σ) +
+(cadc( Aˇ
(o)r
d⊥ (τ, ~η2(τ))K
(1)
cbu(~η2(τ), ~σ; τ) + Aˇ
(1)r
du⊥(τ, ~η2(τ))K
(o)
cb (~η2(τ), ~σ; τ)) +
+
∂K
(1)
abu(~η2(τ), ~σ; τ)
∂ηr2
]ρˇ
(YM)(o)
b (τ, ~σ)] }, (145)
and the equations defining the rest-frame are
m1
~˙η1(τ)√
1− ~˙η21(τ)
+m2
~˙η2(τ)√
1− ~˙η22(τ)
−
−∑
a
Qˇ1a(τ)[ ~ˇA
(o)
a⊥(τ, ~η1(τ))− ~ˇA
(o)
a⊥(τ, ~η2(τ)) + Qˇ1u(τ)( ~ˇA
(1)
au⊥(τ, ~η1(τ))− ~ˇA
(1)
au⊥(τ, ~η2(τ)))] +
+g−2s
∫
d3σ{~∂Aˇ(o)sa⊥ Eˇ(o)sa⊥ + Qˇ1u(τ)(~∂Aˇ(o)sa⊥ Eˇ(1)sau⊥ + ~∂Aˇ(1)sau⊥Eˇ(o)sa⊥ ) +
+Qˇ1u(τ)Qˇ1v(τ)(~∂Aˇ
(o)s
a⊥ Eˇ
(2)s
auv⊥ + ~∂Aˇ
(1)s
au⊥Eˇ
(1)s
av⊥ + ~∂Aˇ
(2)s
auv⊥Eˇ
(o)s
a⊥ )}(τ, ~σ) ◦=0. (146)
The invariant mass (the relative Hamiltonian) of the pseudoclassical scalar quark model
takes the form
Hrel =
√
M21 [m1, ~η1, ~ˇκ1, ~ˇA
(0)
a⊥, ~ˇA
(1)
⊥ ](τ) + ~ˇκ
2
1(τ) +
√
M22 [m2, ~η2, ~ˇκ2, ~ˇA
(0)
a⊥, ~ˇA
(1)
⊥ ](τ) + ~ˇκ
2
2(τ) +
+ VPP [~η1 − ~η2; ~ηi; ~ˇA
(0)
a⊥](τ) +
2∑
i=1
V(i)PF [(~ηi; ~ˇA
(0)
a⊥; ~ˇπ
(o)
a⊥; ~ˇA
(1)
⊥ ](τ) +
+ VFF [ ~ˇA
(k)
⊥ , ~ˇπ
(k)
⊥ ](τ) +
1
2
∫
d3σ
∑
a
[g2s ~ˇπ
2
a⊥ + g
−2
s
~ˇB
2
a](τ, ~σ) (147)
with
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M2i = m
2
i + (−)i+12~ˇκi(τ) ·
∑
a
Qˇ1a(τ)[ ~ˇA
(0)
a⊥ +
∑
u
Qˇ1u(τ) ~ˇA
(1)
au⊥](τ, ~ηi(τ)) +
+
∑
a,b
Qˇ1a(τ)Qˇ1b(τ)[ ~ˇA
(0)
a⊥ · ~ˇA
(o)
b⊥ ](τ, ~ηi(τ)). (148)
The first three terms of Hrel, after a suitable average over the field degrees of freedom,
should give the effective rest-frame Hamiltonian for the pseudoclassical relativistic scalar
quark model: while mi are the quark current masses, the suitable average of Mi should give
the quark constituent masses. The terms V(i)PF describe quark-field interactions. The last
two terms should describe the pseudoclassical glueball degrees of freedom.
All the previous results can be reexpressed in terms of rescaled Yang-Mills fields by
putting ~ˇAa⊥ = gs
~ˇ˜Aa⊥, ~ˇπa⊥ = g−1s ~ˇ˜πa⊥, ~ˇBa = g
−1
s
~ˇ˜Ba.
Finally, the Berezin-Marinov distribution function is
ρ = ρ1ρ2,
ρi = −2 < Qˇ1a(τ) > Qˇ1a(τ)Ni + 1
6
N3i ≈ 0, (149)
and, by taking the mean value of equations with it, the “classical equations” are [see Refs.
[15,23,24] for the case of an external Yang-Mills field]
d
dτ
< Qˇ1a(τ) > −cabc < Qˇ1c(τ) > [~˙η1(τ) · ~ˇA
(o)
b⊥(τ, ~η1(τ))−
−g2s
∫
d3σK
(o)
ab (~η1(τ), ~σ; τ)ρˇ
(YM)(o)
b (τ, ~σ)]
◦
=0 (150)
d
dτ
[m1
η˙r1(τ)√
1− ~˙η21(τ)
]
◦
=
◦
=
∑
a
< Qˇ1a(τ) > {Eˇ(o)ra⊥ (τ, ~η1(τ)) + [~˙η1(τ)× ~ˇB
(o)
a (τ, ~η1(τ))]
r} −
−P rs⊥ (~η1)camdAˇ(o)sm⊥(τ, ~η1(τ))
∫
d3σK
(o)
de (~η1(τ), ~σ; τ)cenb
~ˇA
(o)
n⊥(τ, ~σ) · ~ˇE
(o)
b⊥(τ, ~σ)−
−g2s
∫
d3σ[cadcAˇ
(o)r
d⊥ (τ, ~η1(τ))K
(o)
cb (~η1(τ), ~σ; τ) +
+
∂K
(o)
ab (~η1(τ), ~σ; τ)
∂ηr1
]ρˇ
(Y M)(o)
b (τ, ~σ)},
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ddτ
[m2
η˙r2(τ)√
1− ~˙η22(τ)
]
◦
=
◦
= −∑
a
< Qˇ1a(τ) > {Eˇ(o)ra⊥ (τ, ~η2(τ)) + [~˙η2(τ)× ~ˇB
(o)
a (τ, ~η2(τ))]
r} −
−P rs⊥ (~η2)camdAˇ(o)sm⊥(τ, ~η2(τ))
∫
d3σK
(o)
de (~η2(τ), ~σ; τ)cenb
~ˇA
(o)
n⊥(τ, ~σ) · ~ˇE
(o)
b⊥(τ, ~σ)−
−g2s
∫
d3σ[cadcAˇ
(o)r
d⊥ (τ, ~η2(τ))K
(o)
cb (~η2(τ), ~σ; τ) +
+
∂K
(o)
ab (~η2(τ), ~σ; τ)
∂ηr2
]ρˇ
(Y M)(o)
b (τ, ~σ)}, (151)
m1
~˙η1(τ)√
1− ~˙η21(τ)
+m2
~˙η2(τ)√
1− ~˙η22(τ)
+ g−2s
∫
d3σ(~∂Aˇ
(o)s
a⊥ Eˇ
(o)s
a⊥ )(τ, ~σ)−
−∑
a
< Qˇ1a(τ) > [ ~ˇA
(o)
a⊥(τ, ~η1(τ))− ~ˇA
(o)
a⊥(τ, ~η2(τ))] +
+g−2s
∑
a,u
< Qˇ1u(τ) >
∫
d3σ(~∂Aˇ
(o)s
a⊥ Eˇ
(1)s
au⊥ + ~∂Aˇ
(1)s
au⊥Eˇ
(o)s
a⊥ )(τ, ~σ)
◦
=0. (152)
The particle “classical equations” are expected to have the same causal pathologies (run-
away solutions or preaccelerations) as the Abraham-Lorentz- Dirac ones in the electromag-
netic case. In that case, see Refs. [15,14] , one can follow a different procedure: i) solve
the field equations (the solutions are incoming free linear waves plus the Lienard-Wiechert
potential if retarded solutions are selected); ii) put the solution in the particle equations;
iii) take the mean value of the new equations. This procedure gives different “classical
equations” without pathologies, because one has Q2i = 0 for the Grassmann-valued electric
charges: in this way, at the pseudoclassical level, one regularizes the Coulomb self-energies
[7], has no radiation produced by the single Lienard-Wiechert potentials but has radiation
from the superposition of them [14] (terms in QiQj with i 6= j).
In the non-Abelian case, we do not know solutions of Eqs.(133) and the superposition
principle does not hold, so that we do not know how to apply the second procedure. A first
needed step would be to find the Green function of the operator on the left side of Eq.(133).
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VII. DISCUSSION AND CONCLUSIONS.
We have obtained the description of the isolated system of N scalar particles with
Grassmann-valued color charges plus the color SU(3) Yang-Mills field on spacelike hypersur-
faces and then its canonical reduction to the Wigner hyperplane with only physical degrees
of freedom (generalized Coulomb gauge in the Wigner-covariant rest-frame instant form of
dynamics) following the same steps of Refs. [7,14] for the case of N scalar particles with
Grassmann-valued electric charges plus the electromagnetic field.
In particular, we obtained the reduced Hamilton and Euler-Lagrange equations for
the reduced transverse Yang-Mills field and for the particles in this rest-frame generalized
Coulomb gauge, generalizing those of the electromagnetic case. Four kinds of interactions
between two color charge densities (associated either with a particle or with the SU(3)
field) were identified in the resulting potential extracted from the gauge part of the Yang-
mills field: one of them is a Coulomb interaction, while the others involve Wilson lines
[ζ(~σ1, ~σ2; τ) = P e
∫ ~σ1
~σ2
d~σ· ~ˇAa⊥(τ,~σ)Tˆas ] along straightlines between the two (simultaneous in the
rest frame) points where the two color densities are located. In the electromagnetic case
[7,14], where the field is not charged, there is only the interparticle Coulomb potential. Due
to the high nonlinearity of the field equations, it is extremely difficult to try to define a non-
Abelian analogue of the Lienard-Wiechert potentials of the Abelian case [14]. Moreover, we
have found the Berezin-Marinov distribution function for the Grassmann sector [15,16] and,
then, the “classical equations of motion” as the mean value of the previous equations. In
absence of a Lienard-Wiechert potential, solution of the field equations, to be put in the
particle equations of motion (which. otherwise, are going to have causal pathologies like in
the electromagnetic Abraham-Lorentz-Dirac equations), we cannot take the mean value of
these new equations and check that the resulting equations do not have causal pothologies
as it happens in the electromagnetic case [14].
We then studied the N=2 case, which is the pseudoclassical basis of the relativistic
scalar-quark model but with the reduced transverse color field present, which describes the
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pseudoclassical glueball degrees of freedom. With suitable constraints on the Grassmann
variables we obtain the description of an isolated system corresponding to a meson: a quark-
antiquark pair plus the transverse SU(3) field. The reduced Hamiltonian of the system is
its invariant mass expressed in the intrinsic rest frame. It contains the relativistic kinetic
terms of the two quarks minimally coupled to the transverse SU(3) field, an interparticle
field-dependent (but quark-mass-independent) potential, a single particle - field potential
and the kinetic terms plus a self-interaction potential for the transverse SU(3) field. If
one would know the non-Abelian Lienard-Wiechert potentials of the quarks (if this concept
makes sense due to the nonlinear selfcoupling of the color field, i.e. due to the glueball degrees
of freedom), one could obtain a field-independent expression for the invariant mass of the
meson and therefore an explicit formulation of a field-independent relativistic scalar-quark
model starting from the pseudoclassical Lagrangian for QCD with scalar quarks. This would
fill the gap, at least at the pseudoclassical level, between QCD and quark models [see Ref. [13]
for the nonrelativistic one]. Moreover, a field-independent (but quark-velocity-dependent)
interparticle potential would appear, whose static [mi →∞ ⇒ ~˙ηi(τ)→ 0] part should have
connections with the static potential in QCD [25]. Note that at the pseudoclassical level
there is no notion of gluons (or gluon exchange): only SU(3) fields are present and only a
Lienard-Wiechert potential (if it exists in some sense) would create a bridge towards the
Wilson loop expectation value form of the static potential between heavy quarks [in the
quenched approximation in which quark loops from pair production in vacuum (absent in
the pseudoclassical theory) are neglected (sea-quarks of infinite mass) and glueballs (closed
color loops) are unambiguously defined] re-expressed in terms of perturbative QCD.
When the study of Dirac fields and spinning particles on spacelike hypersurfaces will be
finished [12], one will get analogous results for spinning particles (with Grassmann-valued
spin), namely one will introduce the quark spin structure in the pseudoclassical relativistic
quark model.
In the N=2 (meson) case, we have explored the implications of the imposition of the
condition that the isolated system (quarks+transverse SU(3) field) is a color singlet. The
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condition Qˇa = Qˇ
(YM)
a (τ) + Qˇ1a(τ) + Qˇ2a(τ) = 0 is imposed by hand and, moreover, it is
asked to be fulfilled by asking separately the two conditions Qˇ(YM)a (τ) = 0 [no color flux of
the transverse SU(3) field at space infinity; it replaces the Abelian condition of no radiation
field, i.e. ~A⊥(τ, ~σ) = 0 [7,14]] and Qˇ1a(τ) + Qˇ2a(τ) = 0 [it is the color singlet condition of
field-independent quark models, which work very well phenomenologically [13]]. Now, the
condition Qˇa(τ) = 0 can be imposed by choosing suitable Hamiltonian boundary conditions
at fixed τ on the transverse SU(3) field. Therefore, if confinement exists, the condition
Qˇ(YM)a (τ) = Qˇ1a(τ)+ Qˇ2a(τ)
◦
=0 should emerge from the solution of the Hamilton equations
[at least approximately seen the phenomenological soundness of the quark model]. Moreover,
the condition Qˇ1a(τ) + Qˇ2a(τ) = 0, together with the other constraints on Grassmann
variables, implies the disappearance of the Coulomb term in the interparticle potential [this
is a statement stronger than the regularization of the Coulomb self-energies in the Abelian
case [7,14] ] and that this potential tends to zero when the two quarks tend to the same
spatial position in the rest frame [|~η1(τ)−~η2(τ)| → 0]. This is the pseudoclassical statement
of asymptotic freedom: there is an antiscreening even stronger than in QCD, because the
reducing (screening) effect of pair production is here absent. This kind of asymptotic freedom
is an algebraic consequence of the request of color singlets in the quark model oriented form
Qˇ1a(τ) + Qˇ2a(τ) = 0.
It would be interesting to study in this way [Qˇ1a(τ) + Qˇ2a(τ) + Qˇ3a(τ) = 0] the N=3
(baryon) case of 3 quarks or 3 antiquarks. What happens when either only two quarks or
all three quarks tend to the same spatial position?
Coming back to the N=2 case, the main unsolved problem, connected with the color
singlet requirement, is confinement. Even if the boundary conditions for the transverse
SU(3) fields are chosen so to imply Qˇa(τ) = 0, we do not know how to do either analytical
or numerical calculations to check whether the interparticle potential implies confinement
and, if yes, whether confinement implies Qˇ1a(τ) + Qˇ2a(τ) = 0, not to speak of the possible
glueball degrees of freedom. The obstruction is the lack of control on the Wilson line
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ζ(~σ1, ~σ2; τ) = P e
∫ ~σ1
~σ2
d~σ· ~ˇAa⊥(τ,~σ)Tˆas : given the function space for the transverse SU(3) potential
~ˇAa⊥(τ, ~σ), which is the behaviour in ~σ1 and ~σ2 of ζ(~σ1, ~σ2; τ) as an element of the group SU(3)
in the adjoint representation? Does it belong to the same function space as the transverse
SU(3) potential? How to simulate it on a lattice having eliminated all the gauge degrees of
freedom in favour of a transverse potential? Which is the pseudoclassical analogue of the
quantum Wilson criterion of confinement [26,27] in this Hamiltonian generalized Coulomb
gauge? Moreover, an aspect of the confinement problem which has to be understood at the
pseudoclassical level is the role of the center Z3 of SU(3), namely the zero triality condition
[fermions know SU(3), but the Yang-Mills field feels only the not simply connected group
SU(3)/Z3 [1]], relevant in the approaches of Refs. [28]. Following Ref. [29], this condition is
probably hidden in the fact that the Wilson line ζ(~σ1, ~σ2; τ) must take values in SU(3)/Z3
and not in SU(3).
Let us also note that the results of Ref. [1] on Yang-Mills fields plus Grassmann-valued
Dirac fields, once the description of Dirac fields in the rest-frame instant form will be termi-
nated [12], suggest that the potential V will remain unchanged except for the replacement
∑
i ρˇia(τ, ~σ) 7→ ψˇ†(τ, ~σ)T aψˇ(τ, ~σ).
Another yet unsolved problem (also in the electromagnetic case) is how to eliminate the
3 constraints ~Hp(τ) ≈ 0 defining the intrinsic rest frame. This requires the introduction
of 3 gauge-fixings identifying the Wigner 3-vector describing the intrinsic 3-center of mass
on the Wigner hyperplane. However, till now these gauge-fixings are known only in the
case of an isolated system containing only particles. When the center of mass canonical
decomposition of linear classical field theories will be available (see Ref. [30] for the Klein-
Gordon field), its reformulation on spacelike hypersurfaces will allow the determination of
these gauge-fixings also when fields are present and a Hamiltonian description with only
Wigner-covariant relative variables with an explicit control on the action-reaction balance
between fields and particles or between two types of fields.
As said in Ref. [14], the quantization of this relativistic scalar-quark model has to over-
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come two problems. On the particle side, the complication is the quantization of the square
roots associated with the relativistic kinetic energy terms. On the field side, the obstacle
is the absence (notwithstanding there is no no-go theorem) of a complete regularization
and renormalization procedure of electrodynamics in the Coulomb gauge: see Refs. [31,32]
for the existing results for QED. However, as shown in Refs. [7,1,6], the rest-frame instant
form of dynamics automatically gives a physical ultraviolet cutoff: it is the Møller radius
ρ =
√−W 2c/P 2 = |~S|c/√P 2 (W 2 = −P 2~S2 is the Pauli-Lubanski Casimir), namely the
classical intrinsic radius of the worldtube, around the covariant noncanonical Fokker-Price
center of inertia, inside which the noncovariance of the canonical center of mass x˜µ is con-
centrated. At the quantum level ρ becomes the Compton wavelength of the isolated system
multiplied its spin eigenvalue
√
s(s+ 1) , ρ 7→ ρˆ =
√
s(s+ 1)h¯/M =
√
s(s+ 1)λM with
M =
√
P 2 the invariant mass and λM = h¯/M its Compton wavelength.
Let us remark that in the electromagnetic case all the dressings with Coulomb clouds [of
the scalar particles and of charged Klein-Gordon fields in Ref. [14] and of Grassmann-valued
Dirac fields in Ref. [1]] are done with the Dirac phase ηem = − 1△ ~∂ · ~A [5]. The same phase is
used in Ref. [32] to dress fermions in QED. In these papers there is a definition of dressing
of fermion fields in the non-Abelian quantum case, which is quite similar to the one of Ref.
[1] (used in this paper) even if implemented only perturbatively. Essentially, one looks for a
matrix h ∈ SU(3) such that under a gauge transformation U one has h 7→ hU = U−1h; then
one has ψ = hψPHY S and ~AaTˆ
a = h ~ˇAaPHY STˆ
ah−1− ~∂h h−1 with ψPHY S and ~ˇAa PHY S gauge
invariant. Comparison with Eq.(73) and with Ref. [1] shows that at the classical level one
has h = P eΩ
(γˆ)
sa (η
(A))Tˆa .
Also in Ref. [29] the solution of the quantum Gauss law constraint on Schroedinger
functional Ψ[A] in the case of two static particles of opposite charges, is able to reproduce
the Coulomb potential and the Coulomb self-energy with the same mechanism as in Refs.
[1,14] [namely with the Abelian form of Eq.(93)] only if Ψ[A] = eiηemΦ[A] with Φ[A] gauge
invariant and not with Ψ
′
[A] = e
i
∫ x1
xo
d~x· ~A(xo,~x)
Φ
′
[A] with a phase factor resembling the Wilson
loop operator [one has Φ[A] = e
i
∫ x1
xo
d~x· ~A⊥(xo,~x)Φ
′
[A], namely theWilson line operator has been
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broken in the gauge part plus the gauge invariant part using ~A = ~∂ηem+ ~A⊥]. However, it is
difficult to see a connection between the phase of the Schroedinger functional Ψ[A] proposed
in Ref. [29] as a solution of the non-Abelian Gauss laws and our potential V, which is a
consequence of Eqs. (73), (75)-(77), (83), (93) [now the Wilson line e
i
∫ x1
xo
d~x· ~Aa(xo,~x)Tˆa cannot
be broken in a gauge part and in a gauge invariant part due to Eq.(73); in Ref. [29] the
gauge-dependent part is a product U(x1)U
†(xo) of two gauge transformations].
Let us finish with some heuristic considerations about the Møller radius. In QCD, due
to asymptotic freedom and to the renormalization group equations, the strong coupling
constant αs = g
2
s/4π is replaced by the effective running coupling constant (see for instance
REf. [34]) αs(Q
2) = 12π/(33 − 2NF ) ln Q2Λ2
QCD
at high Q2 (NF is the number of flavors,
giving the screening contribution of the fermions to the vacuum polarization). Therefore,
the adimensional coupling constant αs may be replaced with the fundamental QCD scale
(h¯ = c = 1) ΛQCD ≈ 300Mev ≈ 10−13cm = 1fm, which is now usually replaced by αs(m2Z) ≈
0.116 [33] [dimensional transmutation, connected with the breaking of scale invariance at
high energies and with the scale anomaly; the physical mechanism for generating the scale at
low energies is unclear (a candidate is the chiral symmetry breaking phase transition of QCD
which generates a constituent mass of order 300 Mev for the light quarks)]. This implies
[13] that in the nonrelativistic quark model with confinement, one may choose (among
the many possible phenomenological potentials) the simple potential V (r) = −4
3
αs(r)
r
+ κr
with the short distance behaviour αs(r) = 12π/(33− 2NF ) ln r2or2 , i.e. for r < ro = 1ΛQCD ≈
10−13cm = 1fm [in Ref. [25] it is shown that QCD perturbative results cannot be trusted for
r < 0.07Λ−1QCD = 0.07fm for ΛQCD ≈ 210Mev., i.e. αs(m2Z) = 0.118]. One can consider ro as
an effective radius of confinement for quarks and glueballs [the proton Compton wavelength
is λp = h¯/mpc ≈ 10−13cm = 1fm < ro). For r ≈ ro the expressions of αs(Q2) and αs(r)
break down due to confinement, which is described by the linear term in V(r) [κ ≈ 0.2Gev2
is the “string tension”, which turns out to be determined numerically as a function of ΛQCD
in lattice gauge theory [27] at least for heavy quarks, for which a string-like (chromoelectric
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flux tube) structure emerges; in the theoretical approach based on the analogy with type
II superconductors (se the reviews in Refs. [34,13]), where the vacuum is a color-dielectric
medium and a q¯q state is a confined color-electric flux tube (anti-Meissner effect), κ is
determined by the gluon condensate αs
π
<
∑
a FaµνF
µν
a > 0 (as confirmed in strong coupling
expansion of lattice QCD [26]), which is present besides the < q¯q > condensate responsible
for chiral symmetry breaking]. The crucial point for the pseudoclassical relativistic quark
model would be to see whether Eq.(143) implies VPP→|~η1−~η2|→∞ κ |~η1 − ~η2|+ ....
Let us also note that in the MIT bag model (see Ref. [35] for a review), the bag constant
B is connected with the gluon condensate and the length of the chromoelectric flux tube for
heavy quarks and the string tension κ are determined by B and αs.
The Møller radius ρ = |~S|/M is going to play the role of a ultraviolet cutoff ρˆ =√
s(s+ 1)λM [λM is the Compton wavelength of the isolated system with invariant mass
M =
√
P 2 = Hrel] at the quantum level (like the lattice spacing in lattice QCD). Since ρ
describes a nontestable classical short distance region [impossibility of frame-independent
determination of the location of the relativistic canonical center of mass (also named Pryce
center of mass and having the same covariance of the Newton-Wigner position operator [36]);
its connection with the Mach’s principle according to which only relative motions are mea-
surable], it sounds reasonable that for a confined system of effective radius ro = 1/ΛQCD one
has ρˆ ≈ ro. However, this is not correct because it implies a mass-spin relation |~S| ≈ roM ,
while the phenomenological Regge trajectories are |~S| = α′sM2+αo [α′s = 1Gev−2], implying,
at least for heavy quarks, an effective string theory inside QCD. Now, in string theory [37]
the relevant dimensional quantity is the tension Ts = 1/2πα
′
s (the energy per unit length),
which, at the quantum level, determines a minimal length Ls =
√
h¯/Ts =
√
2πh¯α′s
h¯=1
=
√
2πα′s.
For a classical string one has |~S| ≤ α′sM2, so that its Møller radius is ρ ≤ α′sM : at the quan-
tum level one has ρˆ =
√
s(s+ 1)λM ≤ α′sM = L2s/λM . Therefore, if the QCD string has
Ls =
√
2πα′s ≈ 10−13cm = 1fm ≤ ro = 1/ΛQCD ≈ 1fm, one gets that the Møller radius of
a confined system must be of the order ρ ≤ r2oM = M/Λ2QCD [ρˆ ≤ r2o/λM ]. This corresponds
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to a QCD string with 2πα
′
s ≤ r2o = Λ−2QCD: see Ref. [38] for a long glue string giving rise to
an effective Nambu-Goto string with this α
′
s and more generally see Ref. [39].
This effective QCD string theory (whose final formulation has still to be found) must
not be confused with string cosmology [37,40], in which, at the quantum level, the string
tension Tcs = 1/2πα
′
cs = L
2
cs/h¯ gives rise to a minimal length Lcs
h¯=1
=
√
2πα′cs ≥ LP [LP =
1.6 10−33cm is the Planck length] and is determined by the vacuum expectation value of
the background metric of the vacuum (if the ground state is flat Minkowski spacetime),
while the grand unified coupling constant αGUT (replacing αs of QCD) is determined by the
vacuum expectation value of the background dilaton field. This minimal length Lcs ≥ LP
(suppressing the gravitational corrections) could be a lower bound for the Møller radius of
an asymptotically flat universe, built with the Poincare´ Casimirs of the asymptotic ADM
Poincare´ charges (see Ref. [41] for the canonical reduction of tetrad gravity). The upper
bound on ρ (namely a physical infrared cutoff) could be the Hubble distance cH−1o ≈ 1028cm
considered as an effective radius of the universe. Therefore, it seems reasonable that our
physical ultraviolet cutoff ρ is meaningful in the range LP ≤ Lcs < ρ < cH−1o .
Let us remember that ρ is also a remnant in flat Minkowski spacetime of the energy
conditions of general relativity [7]: since the Møller noncanonical, noncovariant center of
energy has its noncovariance localized inside the same worldtube with radius ρ (it was
discovered in this way) [42], it turns out that an extended relativistic system with the
material radius smaller of its intrinsic radius ρ has: i) the peripheral rotation velocity
can exceed the velocity of light; ii) its classical energy density cannot be positive definite
everywhere in every frame.
Moreover, the extended Heisenberg relations of string theory [37], i.e. △x = h¯△p + △pTcs =
h¯
△p +
h¯△p
L2cs
(see Ref. [37] for the meaning of △p in string theory) implying the lower bound
△x > Lcs =
√
h¯/Tcs, have a counterpart in the quantization of the Møller radius [7]: if we
ask that, also at the quantum level, one cannot test the inside of the worldtube, we must ask
△x > ρˆ which is the lower bound implied by the modified uncertainty relation △x = h¯△p +
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h¯△p
ρˆ2
. This would imply that the center-of-mass canonical noncovariant (Pryce) 3-coordinate
~z =
√
P 2(~˜x − ~P
P o
x˜o) [7] cannot become a self-adjoint operator. See Hegerfeldt’s theorems
[43], his interpretation pointing at the impossibility of a good localization of relativistic
particles (experimentally one determines only a worldtube in spacetime emerging from the
interaction region) and also the comments of Ref. [44] against this interpretation. Since
the eigenfunctions of the canonical center-of-mass operator are playing the role of the wave
function of the universe, one could also say that the center-of-mass variable has not to be
quantized, because it lies on the classical macroscopic side of Copenhagen’s interpretation
and, moreover, because, in the spirit of Mach’s principle that only relative motions can be
observed, no one can observe it. On the other hand, if one rejects the canonical noncovariant
center of mass in favor of the covariant noncanonical Fokker-Pryce center of inertia [45,7,46]
Y µ, {Y µ, Y ν} 6= 0, one could invoke the philosophy of quantum groups to quantize Y µ to
get some kind of quantum plane for the center-of-mass description.
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