Over the 1995-to-2000 period, growth of hourly productivity in the United States moved up to rates not seen in several decades. Increases in productivity are essential to rising living standards, and the faster productivity growth of this period raised the possibility that living standards might continue to rise at a more elevated pace. In this paper, I estimate an econometric model that allows me assess the extent to which an increase in productivity growth may persist.
Robert Gordon (1999 Gordon ( , 2000 presents a skeptical perspective on the long-term importance of the pick-up in productivity growth over this period. Gordon argues that a substantial proportion of the recent surge in productivity growth is the result of cyclical factors, and thus is unlikely to persist. Gordon's analysis emphasizes the potential importance of cyclical influences on productivity. I account for such cyclical influences using a trend-and-cycle model that a number of authors, including Watson (1986) , Clark (1987) , and Kuttner (1994) , have used to examine the contributions of trend and cyclical components to changes in aggregate output. I extend this framework by including data on hours in the model as well as output, permitting me to decompose trend output into trend hours and trend productivity.
In the earlier work using the trend-cycle framework, the authors emphasized estimates of the level of trend output that is not affected by the business cycle. However, these papers did not yield time-varying estimates of the growth rate of productivity, either because this growth rate was assumed to be constant (Watson and Kuttner) or because the estimated degree of fluctuation in the growth rate was very small (Clark) . Hence, these earlier models would not predict that an increase in productivity growth would persist, even if the increases in productivity were part of the trend and not the cycle.
Casual observation might suggest that the drop in productivity growth that took place between the mid-1960s and mid-1970s would provide sufficient variation to allow precise estimation of shocks to trend growth rates. However, as Clark's (1987) results suggest, traditional maximum-likelihood estimates of the variance of shocks to the trend growth rate tend to be small and not statistically significant. As discussed in Stock and Watson (1998) , one reason these estimates are so small may be small-sample bias, because maximum-likelihood estimates of the standard deviation of small shocks to trend growth rates can be biased downward in small samples.
To reduce the risk of such a bias, I use a median-unbiased approach to the estimation of the standard deviation of small growth rate shocks that has been proposed by Stock and Watson (1998) . Using this technique, I find that the standard deviation of permanent shocks to the growth rate of trend productivity is statistically significant. Furthermore, the resulting estimates of trend productivity growth have variation that is economically important. In particular, my estimates suggest that trend productivity growth moved up markedly since the early 1990s, with an estimate of trend productivity growth in the first quarter of 2001 of 2-1/2 percent at an annual rate, up from around 1-1/2 percent in the 1980s. And, because the trend growth rate is assumed to follow a random walk in my model, the estimated growth rate at the end of the sample is also the model's estimate of the trend productivity growth rate going forward.
An alternative to the stochastic trend approach adopted here is to assume a simple linear time trend, possibly augmented to allow for occasional breaks in the growth rate (see, for example, Perron, 1989) . The linear trend approach has the practical advantage that it is simple to implement. However, as discussed in Zivot and Andrews (1992) , the hypothesis of a stochastic trend in postwar U.S. GDP is not rejected when a simple linear trend is considered as the alternative. Zivot and Andrews also show that the stochastic trend hypothesis is not rejected when a linear trend with a break in the growth rate is the alternative, once account is taken of the need to search for the breakpoint.
Because the stochastic-trend model can't be rejected relative to the broken-timetrend model, it is, at a minimum, an equally valid way of interpreting events as the brokenlinear-trend model. Beyond that rather weak commendation, the stochastic-trend model avoids some difficulties of interpretation that plague the model with periodic deterministic breaks. In particular, in the broken trend model, it is acknowledged that trend growth has changed in the past, but the model asserts that trend growth will not change again in the future. By contrast, the stochastic-trend model allows for the possibility of changes in trend growth rates in all periods, and thus treats all periods in the same way.
The structural vector-autoregression (VAR) models of Shapiro and Watson (1988) and Gali (1999) suggest an alternative to the trend-and-cycle model for examining the relationships among hours and output. Like the trend-and-cycle model, the structural VAR framework provides estimates of structural shocks affecting the economy, but structural VARs have the advantage that they can identify these structural shocks by imposing only restrictions that can be defended on a priori grounds. But the structural VAR approach has the disadvantage that the number of structural shocks is limited to the number of observed variables in the model, whereas in the framework I adopt here, it is possible to have a greater number of shocks than observed variables. The limitations of the structural VAR approach are evident in Shapiro and Watson (1988) and Gali (1999) , where the shock that has a permanent effect on hours has short-run effects that resemble a Keynesian-style aggregate-demand shock. In my model, I can identify permanent shocks to hours separately from transitory business-cycle shocks.
Economic theory suggests that capital accumulation is an important determinant of labor productivity growth. This may have been especially true in the late 1990s: As Oliner and Sichel (2000) discuss, the contribution of capital accumulation to growth picked up over this period. To account for this influence, I consider an extension of the model to allow for a direct effect of the capital stock on productivity, and apply my time-series model only to multifactor productivity. I find that, owing to the contribution of capital accumulation, the increase in MFP growth is not as large as for labor productivity growth: MFP growth increased from 3/4 percent in the early 1990s to 1 percent by 2001:Q1. Some analysts have looked at the 1995-to-2000 pick-up in productivity growth as evidence of a "New Economy," in which improvements in information technology are transforming production throughout the economy (see Gordon, 2000 , for a discussion). However, Gordon (1999 Gordon ( , 2000 has argued that once account has been taken of productivity growth in the production of computers and semiconductors and resulting effects on high-tech capital investment, any remaining increase in multifactor productivity can be entirely ascribed to the typical response of productivity to the cyclical strength of the economy. Hence, in Gordon's analysis, little room is left for "spillovers" from the use of computers to other sectors. While an aggregate study such as this one has little to say about the extent of spillovers, a key element of Gordon's hypothesis is the contribution of cyclical factors to the increase in productivity growth, and in section 6, I compare my estimates of the cyclical impact on productivity growth to Gordon's. As in the earlier trend-cycle literature, I assume that the trend and cyclical components are not related to each other. However, Morley, Nelson, and Zivot (MNZ, 2000) have examined the assumption of uncorrelated trend and cycle in the univariate output model and found that it is rejected. They find that once they relax this restriction, there is a strong negative correlation between the trend and the cycle. Relatedly, in their structural VAR models, Shapiro and Watson (1988) and Gali (1999) find that permanent shocks to the level of trend productivity have a large, temporary, depressing effect on hours, suggesting an important interaction between trend and cycle. The results of both by MNZ and the structural VAR literature suggest that there may be an important transitory effect of trend shocks on hours and output that a strict trend-cycle decomposition rules out. To address these concerns, I examine whether the trend shocks affect the cyclical components of the model in section 7.
The paper is organized as follows: Section 1 describes the model; section 2 discusses econometric techniques; and section 3 presents estimates of the parameters of the model. In section 4, I present the model's implications for estimates of the cycle and of trend productivity growth. Section 5 presents the extension of the model to allow estimation of trend multifactor productivity growth. Section 6 considers New Economy issues while section 7 discusses tests of the trend-cycle assumptions. Section 8 concludes.
Extending the trend-cycle model to include hours
In this section, I extend the trend-and-cycle model of aggregate output developed by Watson (1986) and Clark (1987) to accommodate hours as well.
1.a. Some identities
Output can usefully be split into hours and output per hour:
1. All log quantities are multiplied by one hundred, so that small changes in them are approximately equal to percentage changes. Also, throughout the paper, growth rates will be annualized, which will apply to the standard deviations of the growth rate shocks L 1t and L 2t as well.
And, unless otherwise noted, all shock terms are assumed to be mutually uncorrelated.
with all variables in logs. (I divide both hours and output by the civilian working-age population, and so both hours and output are per capita.)
Each of these components can in turn be divided into a "trend" and a "gap" component:
Trend output and the output gap are then defined as:
1.b. Long-run properties
Trend hours and trend productivity are assumed to follow random walks with drift:
Thus, , 1t is the shock to the level of trend productivity and , 2t is the shock to the level of trend hours. In addition, the drift terms from trend productivity and trend hours per person are also allowed to be a time-varying parameters:
Thus, L 1t is the shock to the growth rate of trend productivity and L 2t is the shock to the growth rate of trend hours per person. 
1.c. Cyclical assumptions
In the base model, I assume that the output gap summarizes the business cycle, and that its dynamics are well captured as a simple autoregressive process:
(10) I assume that the cyclical component qgap is uncorrelated with the trend shocks, , 1 , , 2 , L 1 , and L 2 . In section 7, I explore the possibility that the trend shocks may affect qgap.
I also explored more general cyclical specifications: In the empirical work in section 3, I test whether the lagged hours gap has an independent role in the output gap equation. I find that it does not. I also explored using hgap as the cyclical variable. The results were in many respects similar. However, I found that in this alternative framework, the output gap helped explain the hours gap. These results suggest that the output gap is well approximated by a simple autoregressive process while the hours gap is not.
1.d. Hours model
I begin with a general specification that relates the hours gap to the current and lagged output gap and the lagged hours gap:
A common assumption about hours is that they adjust gradually following an output shock (Braun, 1990) : A cyclical output shock leads initially to a less-than-proportional movement in hours, and hours gradually "catch up" to output. One way to represent the catch-up idea is to include the lagged productivity gap in the hours equation. Thus, when the level of productivity is raised following a shock, subsequent hours growth will be boosted, until the productivity gap returns to zero. The model with the restriction implied by the catch-up model is:
with 0 < : 0 < 1 and : 1 > 0. This partial-adjustment model is related to the more-general model through the following relationships: 2 0 = : 0 ; 2 1 = : 1 -: 0 ; and 2 2 = 1 -: 1 ; (13) which imply the restriction:
In developing his partial adjustment model, Braun (1990) argues further that : 0 = : 1 , and thus that 2 1 = 0. In my empirical work, I begin with the more-general model and test to see whether the restrictions implied by the simpler models are rejected.
2. I do not model the supply-shift variables shocks that enter the price equation, which makes the approach a "limited-information" variant of maximum-likelihood. As long as these supplyshift variables are not strongly affected by the other variables in the model, the estimates of the model will be econometrically consistent. Kuttner (1994) added a Phillips curve to a univariate time-varying parameter model for output to help further identify the split between trend and cycle, on the grounds that, in the traditional Phillips curve relationship, the cyclical portion of output is likely to help predict inflation. Thus, adding inflation to the model may introduce additional information that permits a better distinction between trend and cyclical movements in output. In this paper, I consider models both with and without a Phillips curve relationship.
1.e. The Phillips curve
The Phillips curve I consider is:
where p t is inflation as measured by the annualized percent change in the price index for personal consumption expenditures other than food and energy. The model includes ten lags of inflation. A Dickey-Fuller test (with augmenting lags chosen by the Schwartz criterion) suggested that a unit root in inflation could not be rejected over this sample, and so the coefficients on lagged inflation are restricted to sum to one. Also, to reduce the risk of overfitting, the last nine lags are all restricted to have the same effect; this restriction is not rejected at the 10 percent confidence level. X is a vector of supply shocks, which is composed of the relative prices of energy and imports and a wage-and-price-control dummy. The data are described in more detail in the appendix.
Estimation techniques
For the most part, I use maximum-likelihood techniques for estimating the parameters of the model.
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The exception comes in the case of the standard deviations of the shocks to the trend growth rates, where earlier work suggests that maximum-likelihood techniques may be inappropriate in small samples. The reasons are discussed in Stock and Watson (1998) . Briefly, the idea is that if a variable has large shocks to its level, but only small shocks to its change, standard maximum-likelihood methods will tend to find that the estimated standard deviation of the shocks to the change is zero in small samples, even when that is not the case. This tendency to find a zero estimate of a small shock to a growth rate has been referred to as the "pile-up" problem. In the present case, this argument would imply that, using standard techniques, estimates of the variability of the trend growth rates would be biased toward zero.
Stock and Watson show that an alternative to maximum likelihood provides estimates of the variance of small shocks to trend growth rates that are closer to the true magnitude in small samples, while suffering only a small loss of efficiency. The "median 3.
Brainard and Perry (1999) also use a state-space modeling approach to estimate the trend productivity growth rate. However, they do make reference to an explicit maximum-likelihood or median-unbiased estimation framework. Instead, they search over various parameter values and choose those that minimize one-step-ahead forecast errors from their model. While this approach may, in practice, be similar to maximum likelihood, to the extent that it is, it will encounter the same problems with small standard deviations in the change in trend growth rates that maximum-likelihood procedures confront, namely, that the estimates are biased toward zero. Brainard and Perry do not discuss this issue.
4. For the initial conditions of the state variables, I use the following procedure: I set all stationary, mean zero state variables to zero. For the levels of trend hours and trend productivity, I use as starting values the actual levels at the beginning of the sample. When the trend growth rates are time-varying, I first use as starting values the average growth rate over the sample. I then use the two-sided estimate of the trend growth rate at the beginning of the sample from this first stage as the starting value. The initial conditions affect the estimates of the state variables only for the first several years of the sample.
unbiased estimator" that they propose thus helps circumvent the pile-up problem. The idea behind their estimator is that if there is a shock to the trend growth rate, a test looking for structural stability in the growth rate will tend to reject the hypothesis of structural stability; the strength of the rejection of structural stability indicating the size of the variance of the shock to the growth rate relative to the shock to the level. 
Parameter estimates

3.a. Model estimates with fixed trend productivity growth
I initially present estimates of the model assuming that the trend productivity and trend hours growth rates are fixed -that is, with the standard deviations of the shocks to the trend growth rates, < 1 and < 2 , set to zero. I do so in order to obtain estimates of the levels of trend productivity and trend hours, from which I estimate the standard deviations of the growth rate shocks using the median-unbiased estimator.
Column 1 of table 1 shows estimates of the base model, which includes the unrestricted version of the hours equation (equation 11). The model is estimated using quarterly data from 1960:Q4 to 2001:Q1.
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The results are mostly as expected. In particular, the output gap equation has the typical autoregressive pattern for a cyclical driving variable, with the coefficient on the first lag greater than one, but the sum of the coefficients on the two lags less than one. The Phillips curve coefficient estimates are as expected; notably, the coefficient on the output gap is positive and statistically significant. In the hours adjustment equation, the coefficients on contemporary output and lagged hours are positive, as expected. The sum of the three coefficients is 1.03, not far from one, the value predicted 5. I also tested whether the "t-2" lags of both the hours and output gaps entered this equation. I found that the test statsitic for the hypothesis that these lags could be excluded had a probability level of 0.70, suggesting that there is little evidence that these lagged values belong in the model. 6. I also experimented with using the hours gap as the cyclical variables in the Phillips curve. The results suggested that the hours and output gaps do about equally well at explaining inflation, probably because, with rapid adjustment of productivity to its trend level, these gaps move closely together.
by the partial-adjustment-of-hours interpretation of this relationship discussed in section 1.
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In column 2, I impose this restriction. The restriction is rejected at the 65 percent level, far from conventional significance levels, and the estimates of the other parameters of the model are little changed.
In the estimates in column 2, the coefficient on the lagged output gap in the hours equation is not significantly different from zero, the value predicted by the partialadjustment model of Braun (1990) . I impose this restriction in column 3. Once again, the estimates are little changed by imposing the restriction.
The point estimates for the hours adjustment equation in column 3 imply that hours initially respond about half as much as output to a cyclical shock, thus leading to an increase in productivity. The results also imply that about half the deviation of productivity from trend is closed each quarter. This speed of adjustment is very rapid. By contrast, the cyclical equation suggests that the output gap closes by only about 6 percent per quarter, implying that a business-cycle shock has a half-life of three years. By way of comparison, the average duration of NBER business cycles was in the range of six to eight years over this period -depending on assumptions about incomplete cycles -suggesting that the estimates of the cyclical model are broadly consistent with the persistence of NBER-defined business cycles.
The drift term in the hours equation indicates a small average increase in hours worked per person over this period of 0.3 percent per year. By contrast, the productivity drift term suggests that trend productivity growth averaged 2.1 percent per year over the 1960-to-2000 period. The standard deviations of the shocks to the trend levels of hours and productivity are both highly statistically significant. The estimates imply that the productivity trend has almost three times the variance of the hours-per-person trend.
Column 4 presents results that compare the hours gap and the output gap as summary measures of the state of the business cycle. In column 4, I add two lags of the hours gap to the output gap equation; otherwise, the model is the same as in column 3. The coefficients on both lags are small and not statistically significant, and a likelihood-ratio test suggests that the hypothesis of excluding lagged hours is rejected at the 65 percent level. 6 As noted earlier, the model imposes a number of restrictions on the correlations among the residuals. In table 2, I present results of tests of three of these restrictions. (I discuss another set of restrictions -those imposed by the trend-cycle distinction -in section 7.) The first test listed in table 2 examines whether there is a long-run response of .95 labor supply to productivity shocks, by allowing the trend productivity shock to affect trend hours:
Using table 1, column 3 as the base model, the estimated coefficient on the effect of the trend productivity shock on the trend hours shock (6 ) was -0.12, suggesting that a permanent increase in productivity -and thus, implicitly, in real wages -leads to a reduction in long-run hours worked. However, the t-statistic on this coefficient was only 1.3, suggesting that the effect is not statistically important, and hence that the restriction that 6 is zero in the base model is not strongly at variance with the data.
In both the Phillips curve and the hours-adjustment equation, I have assumed that the output gap is exogenous -that is, that the errors in the Phillips curve and hours-adjustment equation do not affect the output gap in the current period. The tests summarized in lines 2 and 3 of table 2 examine this assumption. The test is similar to the well-known Hausman test: Substituting the model for the output gap (10) into the Phillips curve (15) yields,
The specification test generalizes this equation to:
The test is whether J = $; if the hypothesis holds, then the effect of the shock to the output gap -u 1t -is the same as the effect of the predictable portion of the output gap. The test is implemented by comparing the likelihoods of the two models. The test for the exogeneity of the output gap in the hours-adjustment equation is analogous.
As the second line of table 2 indicates, the hypothesis that the output gap is not exogenous in the Phillips curve is rejected at the 0.95 confidence level, indicating that it is unlikely that the output gap is affected by the shock to the Phillips curve. Similarly, the test results in line 3 indicate that the output gap can also be treated as exogenous in the hoursadjustment equation, with the relevant hypothesis rejected at the 0.95 probability level. Hence, the assumption that the output gap can be treated as exogenous in these equations appears to be reasonable.
3.b. Model estimates allowing the trend productivity growth rate to change
I now generalize the model to allow the trend growth rates of productivity and hours per person to be time-varying parameters; in terms of the model in section 1, I now allow the standard error of the shocks to the trend growth rates, < 1 and < 2 , to be nonzero.
Column 1 of table 3 shows estimates of the model using maximum likelihood. The model is based on the same specification as in column 3 of table 1, using the restricted version of the hours adjustment model. As can be seen, the parameter estimates do not change very much when the trend productivity growth rate is allowed to be time-varying. The main difference is that the standard deviations of the shocks to the levels of the trends drop somewhat, as some portion of this variation is now captured by the time-varying growth rates. The fact that the results are little changed is not too surprising, because the estimated standard deviations of the changes in trend growth are not very large. Neither the estimate of the standard deviation of the change in the trend productivity growth rate nor the estimate of the deviation of the change in the trend hours growth rate is statistically significant at the conventional 5 percent confidence level.
However, as noted in section 2, maximum likelihood may yield estimates of the standard deviation of the change in the growth rate that are biased downward in small samples when this parameter is small. Stock and Watson (1998) suggest that the ratio of the standard deviation of the growth rate shock to the standard deviation of the level shock can give some indication of the potential for bias. As can be seen in the first column, this ratio is 0.06 for productivity and 0.04 for hours (recalling that the < shocks are annualized).
According to table 1 of Stock and Watson, if the true value of the ratio were this small, there is a substantial risk that maximum-likelihood estimates would be biased downward and use of the "median-unbiased" estimators they recommend would reduce the risk of bias. At the same time, Stock and Waton's table 2 indicates that the efficiency loss from using their recommended estimators rather than maximum likelihood is 15 percent or less in the present case.
Applying the Stock-Watson method to the productivity trend based on the estimates of table 1, column 3, I obtain an estimated standard deviation of the shock to trend productivity growth of 0.20 percentage point, notably larger than the maximum-likelihood estimate. For the standard deviation of the shock to trend hours-per-person growth, I obtain an estimate of 0.09 percentage point, also substantially greater than the estimate from 7. The exponential mean (EW) and maximum-F-statistic (QLR) variants of the median-unbiased estimator give similar results.
8. In my Monte Carlo simulation, I used the empirical estimates of the standard deviations of trend growth and of the change in trend growth to generate simulated data. I used 10,000 simulated series of 160 periods to obtain a distribution of the exponential mean and maximum-F-statistics, which I then converted to estimates of the standard deviation of the change in trend productivity growth using Stock and Watson's Column 2 of table 3 shows the model's estimated parameters using the median-unbiased estimates of the standard deviations for the changes in trend growth rates. As can be seen, the other parameter estimates are again little changed.
Based on Monte Carlo simulations, I found that each of these estimates of the standard deviation of the change in the trend growth rates was significantly different from zero at the 5 percent confidence level, but not at the 1 percent level.
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These results are in contrast to those of Stock and Watson (1998) , who examine the trend growth rate of U.S. per capita GDP using their median-unbiased method. They find a range of point estimates for the standard error of the change in the growth rate of trend output, the largest of which is 0.13 percentage point. Furthermore, even their largest estimate is not significantly different from zero at the 10 percent confidence level.
One reason for the contrasting results may be that I have based my estimates on the model's estimated trends, which eliminate the model's estimate of cyclical influences. By contrast, Stock and Watson use a simple regression of growth rates on lagged growth rates to adjust for predictable high-frequency influences. To assess the importance of cyclical adjustment, I applied the Stock-Watson approach to unfiltered per capita hours and productivity growth data. In the case of productivity, the results were similar to those using the model's trend. By contrast, applying Stock and Watson's estimators to hours growth rather than to the estimated trend suggested no time variation in the hours drift term.
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These results are consistent with the view that controlling for cyclical effects permits more precise estimates and powerful tests: As we will see in section 4, the model's estimate of the productivity trend is close to actual productivity, so that cyclical adjustment is not an important issue for productivity. By contrast, hours contain a large cyclical element. Because output is the sum of these two components, it will reflect the large cyclical movements in hours.
While variations in trend productivity growth have been the subject of considerable discussion over the past thirty years, variation in trend hours growth has received less attention. To check the sensitivity of the results to variation in trend hours growth, in column 3, I set the variation to zero. The main difference from the results in column 2 is that the estimated standard deviation of the shock to the level of the hours trend is somewhat larger than when a stochastic drift term is included. In column 4, I delete the Phillips curve from the model. The results are very similar to those that include a Phillips curve and 10. These results are in contrast to those of Kuttner (1994) , who found that the estimated standard deviation of the shock to trend output was larger in a model that included a Phillips curve and that the output gap exhibited less serial correlation. Thus, in Kuttner's model, the Phillips curve helped distinguish trend from cycle, whereas in the model of this paper, its presence makes little difference. 
Figure 1 Estimates of Hours Gap and Productivity Gap
Percent deviation from trend Shading represents recesssion periods.
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suggest that the presence of the Phillips curve in the model neither adds much to, nor takes much from, the estimation of the model. 
Implications of the model for trends and cycles
In this section, I show the implications of the model for trends and cycles in hours and productivity. I focus on the model using the standard deviations of the growth-rate shocks derived from the median-unbiased estimator, presented in column 2 of table 3. For the most part, the estimates I present use the "two-sided" estimates of trends generated by the Kalman filter. The two-sided estimate makes use of information from the entire sample, and is thus the best estimate of the trend based on the available information. One-sided estimates of some trends will be presented for comparison purposes. Figure 1 shows the model's estimates of the hours gap and the productivity gap. The hours gap has a standard cyclical pattern, falling sharply in recession periods such as 1973-74, 1980-82, and 1990 , and rising to high levels near cyclical peaks, as in the latter years of the 1960s, 1970s, and 1980s. As suggested by the estimated rapid response of hours to the productivity gap, the productivity gap closes much more rapidly than the hours gap. This result suggests an important limitation of the simple formula that "productivity is procyclical:" While productivity falls in recessions and rises above trend in recoveries,because it returns to trend much more rapidly than do hours, productivity is not systematically above trend whenever output and hours are above trend. Shading represents recession periods.
11. As noted above, Brainard and Perry (1999) also use state-space techniques to estimate trend productivity growth. They also find an increase in trend productivity growth in the late 1990s. In particular, they estimate that by the end of 1998, trend productivity growth was 1.9 percent at an annual rate. By way of comparison, my estimates put trend productivity growth at the end of 1998 at 2.5 percent when the estimate takes advantage of the subsequent evolution of the data, or 2.0 percent using only data available as of 1998:Q4. Figure 2 reiterates the point that it is only in recessions and the early stages of recoveries -when output is either falling sharply or growing very rapidly -that much of a gap opens up between actual and trend productivity. In particular, from 1994 to 2000, there was little deviation of productivity from its trend. Hence, according to this model, most of the increases in productivity between 1994 and 2000 were increases in trend productivity. Figure 3 shows the log of hours per person and its trend. An important feature of this figure is the steady increase in trend hours per person that began in the 1980s. Figure 4 shows the model's estimate of trend productivity growth along with a 90 percent confidence band around the estimate. According to this estimate, trend productivity growth fell steadily from the early 1960s to the latter part of the 1970s. Over the 1975-to-1994 period, trend productivity growth stayed within 0.3 percentage point of an average of 1.6 percent. Since the early 1990s, trend productivity growth has increased steadily, and as of the final period of the sample, 2001:Q1, it was at 2.5 percent. of the confidence interval for estimate as of the early 1980s is well below the point estimate of trend productivity growth for the early 1960s. Also, the lower bound of the confidence interval at the end of the 1990s is above the point estimate for the early 1990s. Figure 5 compares the trend growth rate estimate shown in figure 4 with the onesided estimate from the Kalman filter, which is based only on information about model shocks that precedes each period's estimate. These estimates are useful for giving an impression of real-time estimates of trend productivity growth using this method. 
Figure 6 Growth Rate of Trend Hours per Person, with 90 Percent Confidence Band
Percent change, annual rate on real-time estimates is only impressionistic because estimates of the model's parameters are based on the entire sample. The sense in which this estimate does not take into account future data is that, conditional on the parameters of the model, it does not use future model errors in estimating the trend.) The one-sided trend estimate suggests that on a couple of earlier occasions over the past twenty years, first in 1985-86 and again during the "jobless recovery" of 1992, the model might have suggested a pick-up in trend productivity growth. However, in neither of those earlier episodes did the estimate of trend productivity growth reach 2-1/2 percent, as it does by the end of the sample. The one-sided estimate of trend productivity growth reached almost 3 percent in the second half of 2000, before moving down in early 2001. Figure 6 shows the model's estimate of the growth rate for trend hours per person along with a 90 percent confidence band around the estimate. The model estimates suggest that the trend growth rate of per capita hours was about zero from 1960 to the mid-1970s. Thereafter, the growth rate gradually increased until it reached about 3/4 percent per year by the late 1990s.
As noted in section 3, variation in the trend growth rate for hours has not faced as much scrutiny as has variation in the trend growth rate of productivity, and so it is of interest to examine the sensitivity of the results to this assumption. Figure 7 compares the estimated hours gap and trend productivity growth rates from the model with a constant hours drift with the estimates from the baseline model. As can be seen, the estimate of trend productivity growth is little affected by the assumptions on hours drift. For most of the sample, neither are the estimates of the hours gap. However, in the 1990s, the baseline model ascribes a much larger portion of the strength in hours growth to the trend, whereas the model with a constant drift assigns more of the increase to cyclical factors. As a 
Trend productivity growth
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Percent deviation from trend 1960 1960 consequence, the model with a constant drift puts the hours "gap" 1-1/4 percentage points higher at the end of the sample than does the model that includes a time-varying drift term.
Figure 7 Implications of Constant Hours Drift
I also examined a version of the model that left out the Phillips curve; the parameter estimates of the model without the Phillips curve are presented in column 4 of table 3. I do not present the estimates of trend productivity growth from this model because they differ little from the estimates with a Phillips curve: The two estimates of trend productivity growth are within 0.1 percentage point of each other at all times.
Estimation of trend multifactor productivity
As noted by Oliner and Sichel (2000) , a considerable portion of the pick-up in productivity growth in recent years can be ascribed to greater rates of capital accumulation. In this section, I modify the model presented in section 1 to take explicit account of human and physical capital accumulation. I then use time-varying parameter techniques to model only the part of productivity growth that is not explained by capital accumulation -often referred to as multifactor productivity.
5.a. Model with multifactor productivity
The standard Cobb-Douglas production function is a useful point of departure for a model with multifactor productivity:
where A is multifactor productivity (MFP), K is the flow of capital services, E is a measure of labor quality that reflects workers' educational attainment and experience, and is the elasticity of output with respect to an additional unit of capital services.
Rearranging and taking logs, we have the following expression for the log of output per hour:
Under the assumption that the service flows from physical and educational capital are exogenous, a natural definition for "trend" productivity is:
Because capital services and labor quality are observable, it is natural to apply time-varying parameter techniques only to trend multifactor productivity,
Here, , 3t is the shock to the level of trend multifactor productivity. In parallel with the specification for labor productivity, the drift term in trend multifactor productivity is itself allowed to be a time-varying parameter:
The rest of the model is the same as the model in section 1.
5.b. Estimates of the model with multifactor productivity
I use data on capital services and labor quality from the Bureau of Labor Statistics' multifactor productivity program. These data are annual and are available only through 1999. I converted them to quarterly frequency, and extended them to the first quarter of 2001, using disaggregated data on investment, as described in more detail in the data appendix. For the elasticity of output with respect to capital, , I use the average value of capital's share of income over the 1960 to 1999 period in the BLS multifactor productivity dataset, which is 0.31. (Under the assumption of perfect competition, capital's share of income should, on average, equal the output elasticity of capital.) As with labor productivity, I need estimates of the standard deviation of the shock to trend multifactor productivity growth. I used the same procedure as for labor productivity: I first estimated the model with the standard deviation of the shock to trend MFP growth set to zero and then applied the median-unbiased estimator to the level of trend productivity from this first stage. I obtained an estimated standard deviation of the shock to trend productivity growth of 0.16 percentage point, somewhat smaller than the point estimates for the standard deviation of the change in trend labor productivity growth. The estimate was significantly different from zero at the 10 percent level but not at the 5 percent level, a somewhat lower degree of significance than for overall trend labor productivity. Column 5 of table 3 shows the estimates of the model under the assumption that the standard deviation of the trend multifactor productivity growth rate is 0.16 percentage point. The parameter estimates are similar to those for the model with labor productivity.
5.c. Implications of the model for trends in multifactor productivity
Figure 8 presents estimates of trend multifactor productivity growth from the MFP model. The movements in trend multifactor productivity growth are similar to those for trend labor productivity: In the first half of the sample, there is a slowdown in productivity growth, from a level above 2 percent in the early 1960s to a low of 0.4 percent in 1980. Trend MFP growth edged up gradually in the 1980s, reaching 0.7 percent by the early 1990s. It moved up further in the second half of the 1990s and was 1.0 percent as of the first quarter of 2001.
The step-up in trend MFP growth in the latter half of the 1990s is smaller that for trend labor productivity growth. In part, this is because capital accumulation accounts for some of the pick-up. In addition, the standard deviation of the shock to the growth rate is smaller, and so shocks to the level of the trend affect the growth rate by less.
A New Economy?
As noted in the introduction, Gordon (1999 Gordon ( , 2000 has been critical of "New Economy" arguments that spillovers from rapid high-tech investment in the second half of the 1990s had important effects on productivity elsewhere in the economy. In particular, Gordon notes that from 1995:Q4 to 1999:Q4, actual productivity growth was 2.7 percent at an annual rate, 12. These calculations are based on changes in the level of trend productivity, rather than the estimates of trend productivity growth.
13. Using a very different approach, Basu, Fernald, and Shapiro (2000) also conclude that cyclical factors explain little of the recent pickup in productivity. Gordon argues that such factors as changes in measurement procedures by the statistical agencies, shifts in the composition of the labor force, improvements in multifactor productivity growth in the manufacture of computers and semiconductors, and capital deepening account for most of the increase in productivity growth, leaving a 0.6 percentage point acceleration to be accounted for by other factors. Gordon argues that 0.5 percentage point of this increase in productivity growth is the result of cyclical factors, leaving a scant 0.1 percentage point to be explained by an increase in MFP growth outside of information technology.
As discussed in section 4, I find that very little of the recent acceleration in productivity growth is the result of cyclical factors. In particular, in the preferred estimates (featured in figures 1 to 6), only about 0.1 percentage point of the acceleration in productivity between the 1972: Q2-1995:Q4 and 1995:Q4-1999:Q4 periods is the result of cyclical factors, considerably less than Gordon's estimate of a 0.5 percentage point contribution from cyclical factors. Hence, in contrast to Gordon, there is a substantial residual acceleration otherwise unaccounted for that could potentially be the result of spillovers.
13
Why does the cyclical adjustment of the present paper suggest a notably smaller contribution of the cycle to recent trend productivity growth than in Gordon's work? Gordon 14. Gordon (1993) tests for the presence of the level of the deviation of productivity from its trend in his model, but he finds that it is not statistically significant, and so does not include it in his preferred specification.
(1999) bases his cyclical adjustment of productivity on an hours-adjustment model that is similar to the one in this paper; as in this paper, his model links the hours gap to the output gap. There are, however, several ways in which the frameworks differ. First, while the trends in this paper are formally stochastic, Gordon uses deterministic trends based on loglinear trends in hours and output drawn between the levels at specific points in the past. Second, Gordon estimates recent trend productivity growth using information on growth rates only. By contrast, my model uses level information as well.
14 Finally, Gordon's model includes dummy variables for an "end-of-expansion" effect, which allows for below-trend growth at the end of a business-cycle expansion followed by some catch-up at the beginning of the next expansion.
To explore the importance of these differences, I re-estimated Gordon's model. As in Gordon's work, trend productivity growth for the 1995:Q4-to-1999:Q4 period was estimated from the coefficient on a broken trend variable. For the most part, I was able to reproduce Gordon's results. In particular, using Gordon's model, I found an increase of 0.86 percentage point in trend productivity growth in the 1995:Q4-to-1999:Q4 period relative to the 1972:Q2-to-1995:Q4 period, very similar to Gordon's estimate of 0.83 percentage point. Dropping Gordon's end-of-expansion variables had very little effect on the estimate of recent trend productivity growth, boosting it by 0.1 percentage point.
I found, however, that when I modified Gordon's model to allow information about the level of productivity to be informative about trend productivity -by adding to the model the deviation of productivity from its trend level, with the trend estimated using Gordon's broken trend approach -the results changed markedly: A model that is otherwise equivalent to Gordon's, but which includes the deviation of productivity from its trend level, yielded an estimate of the trend productivity growth in the 1995-1999 period that was ½ percentage point higher than the estimate from the model without the productivity-deviation term. Thus, the difference between Gordon's results and mine on the split between trend and cycle in productivity appears to be largely the consequence of the use of levels, in contrast to Gordon's use only of growth rates. The fact that I use a stochastic trend apparently plays only a minor role.
Does the deviation between productivity and its trend level belong in the model? In Gordon (1993) , the t-ratio on the productivity deviation term was 1.3, and, on this basis, he dropped it from his preferred specification. When I re-estimate Gordon's model over his 1954:Q4-to-1992:Q4 sample period -using the latest revised data -the t-ratio on the deviation of productivity from trend was 1.6. With the sample extended to 1999:Q4, however, the t-ratio moved up to 2.3. Hence, data revisions and an additional seven years of data appear to have boosted the case for long-run error correction in productivity, as I assume in my model. 15 . It is also possible to allow the drift-term shocks, L 1 and L 2 , to affect the cyclical variables.
However, it is of greater interest to introduce the trend level shocks, first, because these shocks are larger and second, because the earlier papers that have looked at the effects of trend shocks on cycles have assumed constant drifts.
16. I use the more restrictive model because, when considering the alternative models that allow trend effects on the cycle, the broader model frequently had numerical problems, apparently because of a flat likelihood function.
Is the trend-cycle model appropriate?
As noted earlier, results from a number of papers call into question the assumption that cyclical movements in output are not affected by trend shocks (Shapiro and Watson, 1988; Gali, 1999; Morley, Nelson, and Zivot, 2000) . In this section, I test this assumption.
To allow the trend shocks to have cyclical effects, I generalize the output and hours "gap" equations introduced in section 1:
( 2 4 ) and
where i is 1 or 2, depending on whether the trend productivity or trend hours shock is being allowed to affect the "gap" variables.
15
By writing the tests in this way, I am assuming that any contemporaneous correlation between the trend shock and the cyclical shock is the result of the trend affecting the cycle, rather than the cycle affecting the trend. This assumption would be warranted if, for example, cyclical shocks were associated with Keynesian-style aggregate demand shocks -an association often made in the structural VAR literature -because we would not expect such shocks to have a permanent effect on hours or output.
This test is a generalization of Morley, Nelson, and Zivot's (2000) test of the univariate trend-cycle model for U.S. GDP.
As noted earlier, MNZ find that the orthogonality between trend and cycle is rejected. In particular, they find that the effect of the trend GDP shock on the cycle is strongly negative, so that a positive permanent shock to GDP will be largely offset in the short-run by a deviation of output from its new, long-run level.
Columns 2 and 3 of table 4 present estimates of models that allow the shocks to trend productivity and hours, respectively, to affect the cyclical "gaps." These effects are added to the model in column 4 of table 3 -that is, the model that allows for a time-varying drift term for productivity, but not for hours.
16
(For reference, estimates of this model are reproduced in column 1.) Based on the results in column 2, there appears to be little evidence that the productivity shock belongs in the "gap" equations: The likelihood improves very little, and the coefficients are quantitatively small. Thus, I do not find the 17. Of course, my model is substantially different from theirs. One key difference between my model and the structural VAR models is that I am able to identify separately a trend hours shock and a business-cycle shock, which may account for the differences in results.
important short-run effects of permanent productivity shocks on hours that Shapiro and Watson (1988) and Gali (1999) found.
17
The results in column 3 are somewhat supportive of an economically important effect of trend hours shocks on the cycle. The coefficients suggest that a permanent 1 percent increase in hours -which boosts permanent output by the same percentage -is offset by a 0.43 percent decline in the output gap. There is also a 0.37 percentage point effect on the hours gap. Such an effect is qualitatively similar to the effect found by Morley, Nelson, and Zivot (2000) , who found that the effect of a permanent output shock on observed output was also offset to a large extent in the short run. However, the effect I estimate is not as large as MNZ's. A further difference with MNZ's findings is that the other parameter estimates do not change very much. In particular, the standard deviation of the output gap shock falls only slightly, whereas MNZ find a sharp reduction. The results are also qualitatively similar to the effect of a permanent shock to hours in the structural VAR models of Shapiro and Watson (1988) and Gali (1999) : The immediate effect of the shock on hours is smaller than the long-run effect, and productivity initially rises in response to the shock.
While the estimated impact of the trend hours shock on the cyclical variables in column 3 is large, the effect is significant at only the 20 percent level. Hence, while these results are suggestive, the lack of statistical significance by conventional criteria implies that the violence done to the fit of the model by imposing the trend-cycle decomposition is not large.
Conclusions
In this paper, I estimate the trend productivity growth rate using time-varying parameter techniques. With output per hour as the measure of productivity, the model's estimates suggest that trend productivity moved up more than a percentage point between the early 1990s and the first quarter of 2001, to 2-1/2 percent at an annual rate. A separate model of multifactor productivity growth also suggests a pick-up in productivity growth between the early 1990s and the end of the sample, but of only 1/4 percentage point. An increase in capital accumulation accounts for the bulk of this difference. Based on the model I estimate, the best forecast of future trend productivity growth is the estimate in the last period of the sample, and so the model would predict that the elevated levels of trend productivity growth at the end of the sample will persist.
My model extends the univariate trend-cycle decomposition of output introduced by Watson (1986) and Clark (1987) to include hours as well. Recently, Clark and Watson's decomposition of output has been criticized by Morley, Nelson, and Zivot (2000) for imposing restrictions that are rejected by the data. In particular, MNZ suggest that shocks to trend output have important short-run effects. I apply a multivariate extension of their test to my model and find that, in my model, the trend-cycle decomposition is not rejected, suggesting that the decompositions of hours and productivity into trend and cycle that I obtain are robust to Morley, Nelson, and Zivot's critique.
Colophon
The views expressed in this paper are those of the author and do not necessarily reflect the views of the Board of Governors of the Federal Reserve System or any other member of its staff. I am grateful to Bruce Fallick, Charles Fleischman, Michael Kiley, Spencer Krane, Thomas Laubach, Jeremy Rudd, Dan Sichel, Peter Tulip, and Bill Wascher for helpful discussions, to Ken Kuttner for providing his computer programs, and to Chad Jones and two anonymous referees for valuable guidance in revising the paper.
Data appendix
A. Hours and output
The data on hours and output for the nonfarm business sector are from the Bureau of Labor Statistics' Productivity and Cost program.
The Bureau of Labor Statistics regularly revises the productivity data. The data vintage I use is the revised first-quarter 2001 data, released by the BLS on June 5, 2001.
B. Capital services and labor quality.
Capital services. Based on the BLS multifactor productivity dataset. These data are annual and were available through 1999. The data were interpolated to quarterly frequency and extended through the first quarter of 2001 using disaggregated investment data from the national accounts. The interpolation is based on the method used by Oliner and Sichel (2000) to extend the annual BLS data.
Labor quality. Through 1999, quarterly data on the contribution of labor quality to output growth is a cubic spline interpolation of annual labor quality contributions from the BLS multifactor productivity dataset. For 2000 and beyond, the contribution of labor quality to output growth is assumed to be 0.3 percentage point at an annual rate, near its average pace for the 1990-to-1999 period.
C. Data used in the Phillips curve.
Relative prices of energy and imports. The relative price of energy is the chain-type price index for the relevant component of personal consumption expenditures divided by the lagged level of the chain-type price index for personal consumption expenditures other than food and energy. From 1969:Q3 to 2000:Q1, the relative price of imports is a chain-type price index for merchandise imports other than petroleum, computers, and semiconductors, divided by the lagged level of the chain-type price index for consumer expenditures other than food and energy. For the period from 1967:Q1 to 1969:Q2, the numerator of the import price variable is a price index for merchandise imports excluding petroleum; for the period before 1967:Q1, the numerator is the price index for total imports excluding petroleum. The import price index is based on national accounts data, except for the adjustment for semiconductors, which makes use of unpublished data from the Bureau of Economic Analysis. The relative price variables enter the model as percent changes at an annual rate.
Wage and price control dummy. This variable is equal to one in each of the eleven quarters from 1970:Q3 to 1975:Q1 and is equal to -11/3 in the three quarters from 1975:Q2 to 1975:Q4.
