A mathematical model for the oil collection problem by Abreu, Luciana Carrara
UNIVERSIDADE ESTADUAL DE
CAMPINAS
Instituto de Matemática, Estatística e
Computação Científica
LUCIANA CARRARA ABREU
Um Modelo Matemático para o Problema da Coleta de Óleo
Campinas
2016
Luciana Carrara Abreu
Um Modelo Matemático para o Problema da Coleta de Óleo
Tese apresentada ao Instituto de Matemática, Estatís-
tica e Computação Científica da Universidade Esta-
dual de Campinas como parte dos requisitos exigidos
para a obtenção do título de Doutora em Matemática
Aplicada.
Orientador: Aurelio Ribeiro Leite de Oliveira
Coorientadora: Rosângela Ballini
Este exemplar corresponde à versão final da Tese
defendida pela aluna Luciana Carrara Abreu e
orientada pelo Prof. Dr. Aurelio Ribeiro Leite de
Oliveira.
Campinas
2016
Agência(s) de fomento e nº(s) de processo(s): CNPq, 142735/2009-4
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca do Instituto de Matemática, Estatística e Computação Científica
Ana Regina Machado - CRB 8/5467
    
  Abreu, Luciana Carrara, 1984-  
 Ab86m AbrUm modelo matemático para o problema da coleta de óleo / Luciana
Carrara Abreu. – Campinas, SP : [s.n.], 2016.
 
   
  AbrOrientador: Aurélio Ribeiro Leite de Oliveira.
  AbrCoorientador: Rosângela Ballini.
  AbrTese (doutorado) – Universidade Estadual de Campinas, Instituto de
Matemática, Estatística e Computação Científica.
 
    
  Abr1. Pesquisa operacional. 2. Otimização matemática. 3. Logística reversa. I.
Oliveira, Aurélio Ribeiro Leite de,1962-. II. Ballini, Rosângela,1969-. III.
Universidade Estadual de Campinas. Instituto de Matemática, Estatística e
Computação Científica. IV. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: A mathematical model for the oil collection problem
Palavras-chave em inglês:
Operations research
Mathematical optimization
Reverse logistics
Área de concentração: Matemática Aplicada
Titulação: Doutora em Matemática Aplicada
Banca examinadora:
Aurélio Ribeiro Leite de Oliveira [Orientador]
Antonio Carlos Moretti
Kelly Cristina Poldi
Reinaldo Morabito Neto
Horacio Hideki Yanasse
Data de defesa: 02-05-2016
Programa de Pós-Graduação: Matemática Aplicada
Powered by TCPDF (www.tcpdf.org)
Tese de Doutorado defendida em 02 de maio de 2016 e aprovada 
 
Pela Banca Examinadora composta pelos Profs. Drs. 
 
 
 
 
 
 
 
                   Prof(a). Dr(a). A UR E L I O RIB E IR O L E I T E D E O L I V E IR A   
 
 
 
   
                   Prof(a). Dr(a). A N T O NI O C A R L OS M O R E T T I   
 
 
 
 
                   Prof(a). Dr(a). K E L L Y C RIST IN A PO L DI  
 
 
 
 
                   Prof(a). Dr(a). R E IN A L D O M O R A BI T O N E T O  
 
 
 
 
                   Prof(a). Dr(a). H O R A C I O H ID E K I Y A N ASSE  
 
 
 
 
 
                                  A Ata da defesa com as respectivas assinaturas dos membros 
                   encontra-se no processo de vida acadêmica do aluno. 
 
 
 
 
      
Agradecimentos
Primeiramente, agradeço a Deus por todas as bênçãos que recebi e continuo recebendo em
minha vida. Não tenho palavras para agradecer ao meu marido e melhor amigo Rodrigo, não só pela
conclusão deste trabalho, mas pela felicidade de tê-lo em minha vida e poder contar com ele sempre.
Agradeço à minha mãe Lucila e ao meu irmão Rodrigo, sem os quais este trabalho certamente não existiria.
Também não posso esquecer de agradecer ao meu pai Augusto Cação Abreu, que perdemos em 2009, e
que tantas vezes vibrou com as conquistas dos seus filhos. Ele partiu deixando uma enorme saudade, mas
também a certeza de que sempre estará em nossos corações.
Agradeço também a tantas outras pessoas especiais que passaram pela minha vida durante
essa trajetória e que deram sua pequena e valiosa contribuição para este trabalho. Em especial, agradeço
à minha amiga Ana Cláudia, pela amizade sincera e pelos conselhos. Agradeço à minha amiga Pâmela,
com quem sempre pude contar nos momentos mais difíceis. Agradeço aos amigos Helen, Maicon, Andréia
e Artur pela torcida e orações. Agradeço também a todos que estiveram presentes para prestigiar a
apresentação deste trabalho, em especial, minha família, professora Margarida, Marta, Leonardo, minha
prima Danuza e Felipe (em memória).
Sou muito grata ao meu orientador Aurélio por toda a sua paciência e compreensão durante
essa trajetória nada linear. Seu apoio e sua fé no meu potencial foram essenciais para que eu não desistisse.
Agradeço aos professores da banca e à minha coorientadora pelas sugestões e contribuições a este trabalho.
Agradeço às pessoas da secretaria de pós graduação e demais setores do IMECC pelo
imprescindível suporte acadêmico.
Por último, agradeço à CAPES e ao CNPq pelo apoio financeiro para a realização deste
trabalho.
Resumo
Com o aumento da população nas cidades, cresce a dificuldade em gerenciar, de maneira sustentável,
os resíduos produzidos por seus habitantes. Por isso, foi instituída em 2010, pela Lei 12.305/10, a
Política Nacional de Resíduos Sólidos (PNRS), que trata especialmente da implantação da logística
reversa como instrumento que viabiliza a coleta e a restituição dos resíduos sólidos ao setor empresarial,
para reaproveitamento ou reciclagem. Neste contexto, surge o problema da coleta de determinados
produtos descartados pelos consumidores, que envolve uma cadeia logística relacionada com a retirada
desses materiais de locais específicos onde são depositados, a fim de que possuam uma destinação final
ambientalmente adequada. Neste trabalho, propomos alguns modelos de otimização para o problema da
coleta de óleo em locais preestabelecidos para descarte, de modo a obter um planejamento das visitas aos
pontos de coleta que represente a situação ótima para empresas que realizam tal atividade. Apresentamos
também um estudo de caso utilizando dados reais de uma microempresa do sul de Minas Gerais, que
possui como principal atividade a coleta de óleo residual de cozinha em determinados estabelecimentos da
região.
Palavras-chave: pesquisa operacional. otimização matemática. logística reversa.
Abstract
With the increase of population in cities, there is a growing difficulty to manage, in a sustainable way, waste
produced by its inhabitants. For this reason, the National Policy on Solid Waste has been established in
2010, by brazilian law 12.305/10. It is especially focused on implementing reverse logistics, which is defined
as a tool that enables the solid waste collection and recovery to the business sector, for reuse or recycling.
In this context, the problem of the collection of certain products discarded by consumers arises. It involves
a logistic chain related to gathering such materials from specific locations where they are deposited, in
order to provide them a proper environmental final disposal. In this work, we propose some optimization
models to describe the problem of oil collected from set disposal locations, purposing to obtain planning
visits to collection points such that it represents the optimal situation for companies carrying out collection
activities. We also present a case study using real data recorded by a microenterprise located in south of
Minas Gerais state. This company performs collection of waste cooking oil from certain establishments of
its region as main activity.
Keywords: operations research. mathematical optimization. reverse logistics.
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Introdução
Com a crescente geração de resíduos nas cidades do Brasil e do mundo, o gerenciamento do
retorno desses resíduos ao setor industrial tem recebido especial atenção dos pesquisadores ao longo das
últimas décadas. A reutilização e reciclagem de produtos e materiais não é um fenômeno novo, mas tem
se intensificado por vários motivos, dentre eles o surgimento de leis mais rígidas de sustentabilidade e
também a alta rentabilidade envolvida nos processos de reaproveitamento. Este fluxo de materiais que
vai do consumidor final de volta para o setor de produção é atribuição da área chamada de logística
reversa (reverse logistics, em inglês). Os problemas logísticos envolvidos neste canal reverso, oposto ao
convencional canal direto ou cadeia de suprimentos (supply chain, em inglês), recebem um tratamento do
ponto de vista da Pesquisa Operacional há algum tempo de acordo com [Fleischmann et al. 1997], que
apresenta uma revisão bibliográfica dos primeiros trabalhos que emergiram sobre o assunto, entre meados
e final do século XX. Em complemento, [Bazan, Jaber e Zanoni 2016], [Han e Cueto 2015] e [Touati e Jost
2012] apresentam uma revisão bibliográfica de trabalhos mais recentes relacionados a modelos matemáticos
de logística reversa, o primeiro com maior foco em problemas de inventário ou estoque e os demais com
ênfase em roteamento de veículo. Podemos citar também as bibliografias apontadas por [Aravendan e
Panneerselvam 2014] e [Govindan, Soleimani e Kannan 2015], que citam também problemas de cadeia de
suprimentos em circuito fechado (closed loop supply chain).
A logística reversa engloba todos os aspectos das atividades logísticas envolvidas desde
o desvencilhamento de produtos usados pelos usuários até a inclusão de novos produtos no mercado,
produzidos a partir dos antigos. [Fleischmann et al. 1997] subdivide o campo em três áreas principais, o
planejamento da distribuição (distribution planning), relacionado com a coleta e o transporte dos produtos
usados desde o consumidor até o setor de produção, o gerenciamento de inventário (inventory management),
que envolve a transformação, pelo produtor, dos produtos retornados em produtos novamente usáveis,
e o planejamento da produção (production planning), quando o processo de reciclagem é antecedida
pela desmontagem para reutilização de partes do produto. Ainda de acordo com a mesma referência,
a reutilização ou remanufatura de produtos pode ser descrita como um sistema fechado, pois estes
retornam ao produtor original, enquanto a reciclagem pode ser descrita como um sistema aberto, pois os
materiais não retornam ao produtor original, porém serão usados em outras indústrias. Este trabalho
trata especificamente do problema da coleta de óleo residual de cozinha para reciclagem, portanto, de
acordo com a classificação do autor, se encaixa no planejamento da distribuição e pode ser descrito como
um sistema aberto.
A reciclagem do óleo vegetal proveniente de processos de cocção possui elevada importância
ambiental. Segundo a Companhia de Saneamento Básico do Estado de São Paulo, a [Sabesp], um litro de
óleo pode poluir mais de 20 mil litros de água ao reduzir a oxigenação de lagos e rios, prejudicando os
ecossistemas aquáticos. Segundo a mesma fonte, o descarte incorreto deste material no lixo doméstico
ou na rede de esgoto contamina o solo e a água, contribuindo ainda para ocorrência de enchentes. Além
disso, o descarte de óleo em pias e ralos provoca entupimentos e refluxos nas redes coletoras, e encarece o
tratamento do esgoto.
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Uma alternativa ambientalmente adequada para o reaproveitamento do óleo vegetal usado
é sua utilização como matéria-prima para fabricação de diversos produtos, dentre eles o biodiesel. Este
combustível é uma alternativa ao uso do diesel, porém de menor potencial poluidor. São muitas as vantagens
do biodiesel em relação ao tradicional derivado do petróleo, dentre elas o fato de esse combustível ser
biodegradável e atóxico, ser proveniente de fontes renováveis e sua combustão produzir baixas quantidades
de monóxido de carbono e outros gases de efeito estufa se comparado com o diesel (fonte: [Zhang et al.
2003]). Além disso, o óleo residual de cozinha se apresenta como uma matéria-prima barata e econômica
para produção de biodiesel, conforme exposto em trabalhos, sob diversos pontos de vista, como [Maddikeri,
Pandit e Gogate 2012], [Kulkarni e Dalai 2006], [Zhang et al. 2003] e [Eguchi, Kagawa e Okamoto 2015].
No Brasil, existem diversas empresas especializadas em coleta de óleo residual de cozinha
para posterior encaminhamento a usinas de reciclagem, responsáveis por transformar este resíduo em
biodiesel. Associados a essas empresas, existem inúmeros pontos de coleta espalhados pelo país, de acordo
com o site do Programa Óleo Sustentável, lançado pela [Abiove], que traz um mapa com quase 2.000
pontos de coleta de óleo de cozinha, e esta quantidade deve aumentar à medida que o site for alimentado
com novos locais ainda não cadastrados. Esses números evidenciam a importância de se ter ferramentas
de suporte logístico a essas atividades de coleta.
Neste trabalho, propomos um problema de planejamento de visitas a pontos de coleta de
óleo residual de cozinha, abrangendo algumas dificuldades mais comuns com as quais empresas brasileiras
do ramo se deparam ao realizar suas atividades. As principais dificuldades que surgem são com relação à
logística do agendamento das coletas, de maneira a respeitar as capacidades de armazenamento de cada
local, e também do roteamento do(s) veículo(s) utilizado(s) na coleta de óleo, de maneira a minimizar o
custo das rotas realizadas. Em seguida, utilizamos um dos modelos propostos para fazer um estudo de
caso utilizando dados reais de uma microempresa de coleta de óleo localizada no sul do estado de Minas
Gerais. Essa empresa registrou seu histórico de coletas durante um período de 2 anos, e esses dados são
utilizados para a estimação de um dos parâmetros do modelo, por meio de modelos estatísticos de séries
temporais.
Existem diversos trabalhos publicados que propõem modelos para problemas de logística
reversa ou cadeia de suprimentos, envolvendo geralmente gerenciamento de estoque e/ou roteamento de
veículo. Porém, poucos deles apresentam uma abordagem utilizando séries temporais para a estimação
ou descrição de um ou mais parâmetros do modelo. Um dos que entram nesta abordagem é o trabalho
de [Chen e Lin 2009], que estuda modelos IRP (Inventory Routing Problem) envolvendo entregas de um
depósito a varejistas com demanda estocástica, cuja volatilidade é minimizada através de previsão por
modelos GARCH (Generalized Autoregressive Conditional Heteroskedasticity), uma classe de modelos
de séries temporais comum em economia. Porém, o texto citado envolve a modelagem de um problema
de cadeia de suprimentos (direta), uma dentre muitas características que o tornam diferente deste
trabalho. Outro que podemos citar nessa linha é o trabalho de [Sophatsathit e Chandrachai 2012], que
propõe um gerenciamento inovador de incertezas usando um modelo estocástico para formular diversos
problemas de logística, dentre eles, logística reversa. Para quantificar as características incertas da rede
logística, o modelo de Markov foi adotado, onde as demandas e retornos são assumidos estocásticos com
distribuição conhecida. Diferentemente deste trabalho, os autores consideram modelo estocástico, dentre
outras abordagens divergentes.
O trabalho de [Weyland, MatteoSalani e Gambardella 2013] possui grande semelhança com
este. Ele propõe um modelo de otimização, especificamente uma variação do modelo PVRP (Periodic
Vehicle Routing Problem), para o problema da coleta de óleo residual de cozinha na cidade de Bali,
Indonésia. No entanto, em [Weyland, MatteoSalani e Gambardella 2013], supõe-se conhecida a quantidade
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de óleo que se acumula a cada semana nos locais de coleta, diferentemente deste trabalho, em que essa
quantidade é desconhecida e incerta.
Podemos citar outros trabalhos relacionados, como [Rabbani, Sadri e Rafiei 2016], que propõe
um modelo para minimizar o custo total de um problema de roteamento de coleta de resíduo considerando
transporte multimodal. O modelo é testado com parâmetros gerados por distribuição uniforme. O trabalho
de [Repoussis et al. 2009] apresenta um sistema de suporte de decisão baseado em web para auxiliar em
um problema de coleta e reciclagem de óleo de lubrificação. A quantidade de reposição é uma variável
suposta estocástica e com distribuição normal, e é estimada usando nível de confiança. [Huang e Lin 2010]
propõe um modelo de programação estocástica para problema de reposição multi-item, com demanda
incerta. Os parâmetros estocásticos do modelo são supostos possuírem distribuição normal, e são obtidos a
partir de adaptações de dados determinísticos de problemas testes. [Pal, Sana e Chaudhuri 2013] apresenta
um modelo de programação estocástica para um problema de coleta e remanufatura de produtos usados.
Apresenta exemplos numéricos, onde os parâmetros probabilísticos são gerados supondo distribuição
uniforme em um modelo e exponencial em outro. [Kara e Onut 2010] mostra alguns modelos, dentre eles
um modelo estocástico, para um problema de coleta e reciclagem de papel. Os parâmetros são obtidos
por simulação de distribuição normal, em que as médias assumem valores de dados reais registrados de
anos anteriores. [Salema, Barbosa-Povoa e Novais 2007] propõe modelos gerais para uma rede de logística
reversa genérica. Um modelo com demanda estocástica é considerado, e os resultados numéricos são
testados para problemas hipotéticos, com parâmetros estocásticos possuindo distribuição uniforme. [Santos
et al. 2006] apresenta um modelo de roteamento de veículo, considerado uma generalização do problema
do caixeiro viajante (TSP - Travelling Salesman Problem), para a coleta de óleo em poços de petróleo de
baixa produtividade. Os resultados numéricos são obtidos a partir de dados adaptados de uma biblioteca
on line de problemas TSP. [Lee, Gen e Rhee 2009] considera um modelo de otimização para problema de
logśtica reversa envolvendo remanufatura de produtos usados. Os testes numéricos são realizados a partir
de parâmetros determinísticos gerados aleatoriamente. [Lieckens e Vandaele 2007] apresenta um modelo
de otimização para um problema de logística reversa com parâmetro estocástico. [Barker 2010] apresenta
modelos determinísticos e estocásticos para um problema de logística reversa, em que os parâmetros
probabilśticos são retirados da literatura com adaptações. [Hosseinzadeh e Roghanian 2012] considera um
modelo de programação estocástica para uma rede de logística reversa com demanda incerta, e os dados
utilizados para os parâmetros constam no texto sem maiores detalhes de como são gerados ou obtidos.
Todos os trabalhos citados neste parágrafo não abordam qualquer relação com séries temporais, o que os
diferencia deste trabalho.
Por último citamos alguns outros trabalhos relacionados, como [Veerakamolmal e Gupta
2001], [Hwang 2005], [Liu e Chen 2012] e [Azuma 2011], que propõem modelos determinísticos e/ou de
cadeia de suprimentos direta, diferente deste trabalho.
Este trabalho está dividido da maneira como segue. O Capítulo 1 descreve a construção de
modelos de otimização para o problema da coleta de óleo. O Capítulo 2 analisa algumas condições para
existência de solução de um dos modelos, apresenta testes numéricos e propõe algumas alternativas para
contornar a inexistência de solução. O Capítulo 3 fala sobre o uso de modelos de séries temporais para a
previsão do parâmetro estocástico do modelo de agendamentos e aplicações utilizando o histórico real de
coletas de uma empresa. O Capítulo 4 mostra um estudo de caso que aponta o desempenho do modelo
de agendamentos com parâmetros estocásticos estimados por métodos de séries temporais descritos no
Capítulo 3 e utilizando dados reais de coleta de uma empresa. O Capítulo 5 descreve algumas conclusões
acerca da relevância deste trabalho.
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Capítulo 1
Modelos para o problema da coleta de óleo
1.1 Considerações iniciais
Consideramos o problema de empresas cujo foco é a reciclagem de óleos e gorduras provenientes
de processos de fritura por imersão, que são utilizados na produção de alimentos em bares, restaurantes,
hotéis, escolas, etc. Este resíduo é utilizado como matéria-prima para a produção do biodiesel, combustível
alternativo ao diesel e de menor potencial poluidor. A principal atividade dessas empresas, portanto,
é recolher o óleo residual de cozinha em estabelecimentos que utilizam óleo vegetal para preparo de
alimentos, e destiná-lo a usinas de produção de biocombustível.
Uma vez utilizado, o óleo vegetal perde grande parte de suas características iniciais, e após
exposições consecutivas em processos de fritura atinge seu ponto de descarte, inviabilizando uma nova
reutilização. O descarte deste resíduo na rede coletora ou no lixo doméstico proporciona sérios danos ao
meio ambiente, evidenciando a importância da atuação das empresas de coleta de óleo.
Dependendo da quantidade de postos de coleta que a empresa possui, torna-se inviável o
controle das visitas aos locais de coleta utilizando apenas uma planilha ou banco de dados, visto que
o volume de óleo produzido varia de local para local, e até num mesmo local pode haver uma variação
temporal. Surge, então, a necessidade de se criar um sistema eficiente de coletas baseado em uma cadeia
logística focada na redução de custos e otimização das visitas aos clientes.
A principal dificuldade enfrentada pelas empresas de coleta de óleo está relacionada ao
planejamento das visitas aos locais de coleta. De acordo com a avaliação de uma microempresa localizada
no sul de MG, dentre os diversos fatores que contribuem para esta dificuldade de planejamento podemos
citar as variações locais e cronológicas de produção de óleo residual nos postos de coleta e a dificuldade de
obtenção de informações pelos estabelecimentos acerca do volume armazenado. Ainda de acordo com a
mesma empresa, a extrapolação da capacidade de armazenamento em determinado local pode ocasionar,
além de perda de lucro, perda de vínculo com o estabelecimento e descarte incorreto de óleo residual no
meio ambiente.
Algumas suposições a respeito do problema devem ser feitas para que se possa desenvolver
um modelo adequado ao problema. Vamos considerar N postos de coleta em uma determinada região em
que atue uma empresa de coleta de óleo, e que P = {1, 2, . . . ,N} seja o conjunto de índices que denote cada
um desses postos. Supomos que em cada local de coleta i, i ∈ P , exista um reservatório com capacidade
para armazenar até CAi litros de óleo.
Vamos propor um modelo matemático capaz de planejar as visitas aos locais de coleta de
óleo em um determinado horizonte de planejamento de H dias. O modelo procura maximizar a quantidade
total de óleo coletado no período considerado, de maneira a respeitar as capacidades de armazenamento de
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cada posto de coleta e também as quantidades mínima e máxima de visitas diárias que a empresa realiza.
1.2 Modelo de agendamentos
O modelo inicial que propomos é um problema de programação não linear com variáveis
binárias. Consideramos N a quantidade total de postos de coleta e um horizonte de planejamento de H
dias. As variáveis do modelo são:
xhi = ⎧⎪⎪⎨⎪⎪⎩ 1, se o posto i for visitado no dia h do período considerado,0, se o posto i NÃO for visitado no dia h do período considerado,
para cada posto i e cada dia h do período considerado, onde i = 1,2, . . . ,N representam os postos de
coleta e h = 1,2, . . . ,H representam os dias do horizonte de planejamento.
Os principais parâmetros deste modelo são os seguintes:
TSi ∶ tempo máximo (em dias) permitido entre coletas adjacentes para cada estabelecimento i,
i = 1,2, . . . ,N . Em outras palavras, TSi representa o tempo necessário para o saturamento da
capacidade de armazenamento de óleo do posto i. Vamos considerar este parâmetro inteiro e positivo.
ICi ∶ intervalo de dias compreendido entre a última coleta até o primeiro dia do horizonte de
planejamento (h = 1) no estabelecimento i, incluindo dias não úteis, para cada i = 1, 2, . . . ,N . Vamos
considerar também este parâmetro inteiro e positivo.
O cálculo do parâmetro ICi é simples, pois é obtido pela diferença entre a data da última
coleta ocorrida no posto i e a data do primeiro dia do horizonte de planejamento considerado.
Consideramos que TSi representa o tempo máximo que o estabelecimento i pode ficar sem
coleta, podendo esta ser realizada antes do término do período de TSi dias, mas nunca após este prazo. Este
parâmetro será considerado determinístico no modelo, mas em problemas reais ele é estocástico e pode ser
complicado de ser obtido. O sucesso do modelo depende, em grande parte, da precisão com a qual ocorra
a estimação do parâmetro TSi, principalmente se na prática a produção de óleo nos estabelecimentos
sofrer variações cronológicas.
1.2.1 Restrições
Vamos descrever as restrições do modelo de otimização baseado em agendamentos. Suponha-
mos que exista uma quantidade mínima e uma quantidade máxima de visitas diárias que a empresa deve
realizar ao conjunto total de postos de coleta. Ou seja, a empresa tem interesse em visitar uma quantidade
mínima de locais num mesmo dia e existe uma limitação para a quantidade máxima de locais de coleta
que ela consegue visitar num mesmo dia. Essas quantidades se referem à totalidade dos locais de coleta,
pois supomos que não existe demanda de mais de uma visita por dia para o mesmo estabelecimento.
Consideremos os parâmetros:
MIVh ∶ quantidade mínima de visitas que a empresa realiza no dia h do horizonte de planejamento,
para cada h = 1,2, . . . ,H,
MAVh ∶ quantidade máxima de visitas que a empresa realiza no dia h do horizonte de planejamento,
para cada h = 1,2, . . . ,H,
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em que cada parâmetro é inteiro e não negativo. Obviamente, para que a formulação do problema seja
coerente, é necessário que MIVh ≤MAVh para todo h = 1, . . . ,H. Deste modo, as primeiras restrições do
problema são como segue:
MIVh ≤ N∑
i=1xhi ≤MAVh, h = 1, . . . ,H.
As demais restrições do problema dependem dos parâmetros TSi e ICi de cada estabeleci-
mento i. Para nos auxiliar, definamos a variável (1.1):
DLi = TSi − ICi + 1, (1.1)
que representa a data limite da próxima coleta no posto i ∈ P , no horizonte de planejamento de H dias
considerado. Definimos também os conjuntos:
A1 = {i ∈ P ∣ DLi ≤ 1}, (1.2)
Ah = {i ∈ P ∣ DLi = h}, h = 2, . . . ,H − 1, (1.3)
AH = {i ∈ P ∣ H ≤DLi ≤H + l}, (1.4)
onde DLi está definida em (1.1) e a constante l, na definição de AH em (1.4), é definida como a quantidade
de dias corridos, subsequentemente ao horizonte de planejamento, em que a empresa não realiza visitas
(em caso de feriados ou outro motivo). Deste modo, as coletas devem ser adiantadas para a semana de
agendamento, para que se respeitem as capacidades de armazenamento. Formalmente, l é definida pela
condição:
MAVH+1 = ⋯ =MAVH+l = 0 e MAVH+l+1 > 0. (1.5)
Os conjuntos Ah, definidos para cada h = 1, . . . ,H em (1.2) a (1.4), representam os postos
cuja data limite da próxima coleta é o dia h do horizonte de planejamento. Portanto, as primeiras restrições
que devem ser impostas aos estabelecimentos para que se respeite a data limite da próxima coleta de
acordo com a capacidade de armazenamento de cada um, são como segue:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
x1i = 1, i ∈ A1,
x1i + x2i ≥ 1, i ∈ A2,⋮
x1i + . . . + xHi ≥ 1, i ∈ AH .
(1.6)
As demais restrições referem-se à capacidade de armazenamento e são construídas baseadas
na ideia de que não pode haver mais de TSi dias corridos sem coleta em cada posto i, para i ∈ P . Portanto,
as demais restrições são construídas do seguinte modo:
x1+ki +⋯ + xmin{TSi+k,H}i ≥ 1, para cada k = 0, . . . ,H + l − TSi
e cada i ∈ P tais que TSi ≤H + l, (1.7)
em que l é definida pela condição (1.5).
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Consideremos o exemplo de um ponto de coleta i onde TSi = 3, ICi = 3, o horizonte de
planejamento sejam os 5 dias úteis de uma determinada semana (logo, H = 5) e que não haja coleta
aos finais de semana. De acordo com o conjunto de restrições (1.6), especificamente para este posto i
considerado, a próxima coleta deve ser realizada em h = 1 pois i ∈ A1, ou seja,
x1i = 1.
De acordo com as restrições em (1.7) , as demais restrições para o posto considerado são:
x1i + x2i + x3i ≥ 1, (1.8)
x2i + x3i + x4i ≥ 1, (1.9)
x3i + x4i + x5i ≥ 1, (1.10)
x4i + x5i ≥ 1, (1.11)
x5i ≥ 1, (1.12)
onde cada restrição significa que deve ocorrer ao menos uma visita a cada 3 dias consecutivos no posto
considerado. As restrições (1.11) e (1.12) correspondem às de (1.7) para k = 3 e k = 4, respectivamente,
uma vez que l = 2, pois assumimos que não há coletas aos finais de semana, portanto, MAV6 =MAV7 = 0.
Apresentamos na Tabela 1 as restrições de data limite e capacidade de armazenamento para
um posto de coleta i com parâmetros TSi e ICi, para alguns valores destes parâmetros, e após eliminadas
restrições redundantes. Consideramos também como horizonte de planejamento os 5 dias úteis de uma
determinada semana (portanto, H = 5) e que não há coletas aos finais de semana.
Tabela 1 – Exemplos de restrições para alguns valores de TSi e ICi.
TSi = 2 e ICi ≥ 3 TSi = 3 e ICi ≥ 3 TSi = 4 e ICi ≥ 4 TSi = 4 e ICi = 3 TSi = 5 e ICi ≥ 5
x1i = 1 x1i = 1 x1i = 1 x1i + x2i ≥ 1 x1i = 1
x2i + x3i ≥ 1 x2i + x3i + x4i ≥ 1 x4i + x5i ≥ 1 x4i + x5i ≥ 1 x3i + x4i + x5i ≥ 1
x3i + x4i ≥ 1 x5i = 1
x5i = 1
TSi = 5 e ICi = 4 TSi = 5 e ICi = 3 TSi = 6 e ICi ≥ 6 TSi = 6 e ICi = 5 TSi = 6 e ICi = 4
x1i + x2i ≥ 1 x1i + x2i + x3i ≥ 1 x1i = 1 x1i + x2i ≥ 1 x1i + x2i + x3i ≥ 1
x3i + x4i + x5i ≥ 1 x3i + x4i + x5i ≥ 1 x2i +⋯ + x5i ≥ 1 x2i +⋯ + x5i ≥ 1 x2i +⋯ + x5i ≥ 1
TSi = 6 e ICi = 3 TSi = 7 e ICi ≥ 7 TSi = 7 e ICi = 6 TSi = 7 e ICi = 5 TSi = 7 e ICi = 4
x1i +⋯ + x4i ≥ 1 x1i = 1 x1i + x2i ≥ 1 x1i + x2i + x3i ≥ 1 x1i +⋯ + x4i ≥ 1
x2i +⋯ + x5i ≥ 1
TSi = 7 e ICi = 3 TSi = 8 e ICi ≥ 8 TSi = 8 e ICi = 5 TSi = 8 e ICi = 3 TSi = 9 e ICi ≥ 9
x1i +⋯ + x5i ≥ 1 x1i = 1 x1i +⋯ + x4i ≥ 1 x1i +⋯ + x5i ≥ 1 x1i = 1
TSi = 9 e ICi = 6 TSi = 9 e ICi = 3 TSi = 10 e ICi = 8 TSi = 10 e ICi = 5 TSi = 10 e ICi = 3
x1i +⋯ + x4i ≥ 1 x1i +⋯ + x5i ≥ 1 x1i + x2i + x3i ≥ 1 x1i +⋯ + x5i ≥ 1
1.2.2 Função objetivo
A princípio desejamos obter, ao fim deste horizonte de planejamento de H dias, o maior
volume possível de óleo coletado. Para calcularmos esta quantidade, precisamos introduzir um novo
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parâmetro, definido como em (1.13):
V Di = CAi
TSi
, (1.13)
em que o parâmetro TSi representa o tempo de saturamento da capacidade do posto i e CAi representa a
capacidade de armazenamento de óleo no posto i. O parâmetro V Di representa a quantidade média (ou
taxa média) de produção de óleo descartado, em litros por dia, pelo estabelecimento i, para cada i ∈ P .
Vamos considerar V Di um número real não negativo.
O problema que surge é como devemos utilizar o parâmetro V Di para calcular a quantidade
total de óleo coletada no estabelecimento i durante o horizonte de planejamento, se não conhecemos as
variáveis xhi , que são solução do problema.
Observemos que a quantidade total de óleo coletada independe de quantas vezes ocorreu
coleta durante a semana de planejamento, depende apenas do útimo dia da semana em questão que
ocorreu a coleta. Isto é verdade se desconsideramos a limitação para o armazenamento de cada local.
Por exemplo, vamos considerar um ponto de coleta i com parâmetros V Di = 2,5, ICi = 3 e um horizonte
de planejamento de H = 5 dias (Figura 1). Notemos que se a coleta for realizada neste posto nos dias
h = 1, h = 2, h = 3 e h = 4 (ou seja, x1i = x2i = x3i = x4i = 1 e x5i = 0), teremos a mesma quantidade de óleo
ao fim do período se comparado com a situação em que a coleta é feita apenas no dia h = 4 (ou seja,
x1i = x2i = x3i = x5i = 0 e x4i = 1), ou seja, 15` de óleo.
Figura 1 – Ilustração do acúmulo de óleo no posto i.
1 2 3 4 5
+2,5` +2,5` +2,5` +2,5`7,5`
Neste caso, podemos fazer a contagem do óleo total que será coletado no período em questão
conhecendo apenas o último dia da semana em que ocorrerá a coleta. A função objetivo torna-se não
linear, devido à dificuldade em determinar o último dia de coleta sem conhecer a solução do problema.
Consideremos inicialmente um posto de coleta i. Em caso de não haver extrapolação na
capacidade de armazenamento no período considerado, a quantidade total de óleo que será coletada neste
posto ao final da semana é dada por:
V Ti = H∑
h=1(ICi + h − 1)V Di yhi , (1.14)
em que as variáveis yhi são dadas por:
yhi = ⎧⎪⎪⎨⎪⎪⎩ x
h
i , se xki = 0 para k > h,
0, caso contrário,
(1.15)
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onde (1.15) vale para cada i ∈ P e para cada h = 1, . . . ,H − 1, e definimos yHi = xHi . Propomos em (1.16)
uma definição para yhi equivalente à disposta em (1.15).
yhi = xhi H∏
k=h+1(1 − xki ). (1.16)
A variável yhi vale 1 apenas quando h é o último dia do horizonte de planejamento em que
houve coleta no posto i. Portanto,
H∑
h=1 y
h
i = 1, ∀ i ∈ P .
O cálculo descrito em (1.14) para a quantidade total de óleo coletado no posto i será sempre
verdadeiro se sua capacidade de armazenamento nunca for ultrapassada na semana de planejamento. Esta
condição fica garantida pelas restrições do modelo, que foram apresentadas na subseção 1.2.1, EXCETO
nos casos em que DLi < 1, ou seja, a data limite para a próxima coleta no posto i já está em atraso, o que
significa que a capacidade CAi já foi atingida antes de se iniciar o período do agendamento. Portanto, a
forma correta de contabilizar a quantidade total de óleo em qualquer posto i é dada por:
V T ′i = H∑
h=1[min{ICi ⋅ V Di ,CAi} + (h − 1)V Di] yhi . (1.17)
Desta forma, o problema de otimização consiste em maximizar a quantidade total de óleo
coletada ao fim da semana considerada, da maneira descrita em (1.18):
max f(xhi ) = N∑
i=1V T ′i =
N∑
i=1
H∑
h=1[min{ICi ⋅ V Di,CAi} + (h − 1)V Di]xhi
H∏
k=h+1(1 − xki )
(1.18)
em que V T ′i é dado em (1.17).
Consideremos um exemplo com 6 postos de coleta, um horizonte de planejamento de H = 5
dias, representando os dias úteis de uma determinada semana, e que não há coletas aos finais de semana.
Suponhamos que cada local possui capacidade de armazenamento CAi = 50`, com parâmetros dados pela
Tabela 2:
Tabela 2 – Parâmetros de 6 pontos de coleta.
i TSi ICi VDi
1 9 3 5,56
2 6 3 8,33
3 9 5 5,56
4 20 21 2,50
5 3 3 16,67
6 5 4 10,00
Notemos que o parâmetro V Di, como definido em (1.13), nos fornece uma estimativa para a
produção de óleo (em litros por dia) de cada estabelecimento.
Utilizando o solver GLPK (detalhes em [Makhorin 2008]) para o problema de maximização
da coleta de óleo com parâmetros H = 5, MIVh = 2 e MAVh = 5 para todo h = 1, . . . ,5, obtemos como
resposta a solução dada pela Tabela 3. O modelo utilizado foi a versão linearizada do modelo dado por
(1.20) (detalhes da linearização na subseção 1.2.3).
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Tabela 3 – Solução do problema fornecida pelo GLPK.
i/h 1 2 3 4 5
1 0 1 0 1 1
2 0 0 0 1 1
3 0 0 0 0 1
4 1 1 1 1 0
5 1 0 1 0 1
6 1 0 0 1 1
Observamos que esta solução não é única, visto que o cálculo da quantidade final de óleo
coletada depende apenas do último dia da semana em que ele foi coletado em cada estabelecimento, e não
da quantidade de vezes que ocorreram coletas durante a semana, como podemos ver pela Tabela 4.
Tabela 4 – Outra solução para o mesmo problema.
i/h 1 2 3 4 5
1 1 1 1 1 1
2 1 1 1 1 1
3 0 1 1 0 1
4 1 0 0 1 0
5 1 1 1 1 1
6 1 1 1 1 1
Ambas as soluções factíveis apresentadas pelas Tabelas 3 e 4 são soluções ótimas para o
problema de maximização da coleta de óleo com valor objetivo igual a, aproximadamente, 401,39`, que
representa a quantidade total de óleo coletada durante a semana. Podemos perceber, portanto, que este
problema possui várias soluções.
Notemos também que a solução fornecida pelo GLPK na Tabela 3 fornece visitas desnecessá-
rias ao posto de coleta i = 4, por exemplo, e também a outros. Isto ocorre devido à pouca quantidade de
postos de coleta (apenas 6), e este problema deverá desaparecer à medida que aumentarmos a quantidade
de estabelecimentos no problema. Para este exemplo, propomos uma nova função objetivo:
max g(xhi ) = max [(quantidade total de óleo coletado) − (quantidade total de visitas)] ,
g(xhi ) = f(xhi ) −∑
i,h
xhi , (1.19)
em que f(xhi ) é dada em (1.18).
Utilizando o GLPK para o mesmo exemplo cujos parâmetros estão dados na Tabela 2 com a
nova função objetivo (1.19), obtemos uma nova solução, dada pela Tabela 5.
Podemos observar que, apesar de parecer que o resultado fornece muitas visitas ao longo
da semana, ele tenta satisfazer a quantidade mínima diária de postos visitados (estabelecemos igual a 2)
de segunda a quinta. No entanto, na sexta ele satisfaz a quantidade máxima diária de postos visitados
(estabelecemos igual a 5). Isto acontece pois a quantidade de óleo coletada é contabilizada apenas na
semana planejada, e será maior quanto mais próximo do fim da semana forem as últimas coletas.
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Tabela 5 – Solução para o problema modificado.
i/h 1 2 3 4 5
1 0 0 0 0 1
2 0 1 0 0 1
3 0 0 1 0 1
4 1 0 1 1 0
5 1 0 0 1 1
6 0 1 0 0 1
O modelo utilizado para o exemplo cujos parâmetros estão dados na Tabela 2 foi a versão
linearizada do modelo descrito em (1.20) (linearização na subseção 1.2.3)).
max f(xhi ) = 6∑
i=1
5∑
h=1 [min{ICi ⋅ V Di,CAi} + (h − 1)V Di]xhi
5∏
k=h+1(1 − xki ),
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x11 + x21 + x31 + x41 + x51 ≥ 1,
x12 + x22 + x32 + x42 ≥ 1,
x22 + x32 + x42 + x52 ≥ 1,
x13 + x23 + x33 + x43 + x53 ≥ 1,
x14 = 1,
x15 = 1,
x25 + x35 + x45 ≥ 1,
x55 = 1,
x16 + x26 ≥ 1,
x36 + x46 + x56 ≥ 1,
2 ≤ 6∑
i=1xhi ≤ 5, para h = 1, . . . ,5,
xhi ∈ {0,1}.
(1.20)
1.2.3 Linearização
Vamos transformar o modelo proposto em um problema de programação linear, com o
acréscimo de novas variáveis e restrições ao modelo. A ideia que vamos apresentar foi baseada em
[Nemhauser e Wolsey 1999].
Vamos considerar uma nova formulação para as variáveis yhi , a parte não linear do modelo:
yhi = ⎧⎪⎪⎨⎪⎪⎩ x
h
i , se sh+1i = 0,
0, caso contrário,
onde sh+1i = min{∑
k>hx
k
i ,1} , (1.21)
em que (1.21) vale para cada i ∈ P e para cada h = 1, . . . ,H − 1, e definimos yHi = xHi . Como as variáveis
xhi são binárias, sh+1i = 0 se, e somente se, xki = 0 ∀ k > h, mostrando que a definição das variáveis yhi em
(1.21) é equivalente àquela feita em (1.15) (ou (1.16)).
As novas variáveis yhi e sh+1i , todas binárias, serão incorporadas ao novo modelo (equivalente
ao anterior, porém linear). Para isto, vamos precisar também de uma outra maneira de definir as variáveis
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sh+1i , como em (1.22):
shi = min{sh+1i + xhi ,1} = ⎧⎪⎪⎨⎪⎪⎩ x
h
i , se sh+1i = 0,
1, se sh+1i = 1, (1.22)
em que (1.22) vale para cada i ∈ P e para cada h = 2, . . . ,H − 1, e definimos sHi = xHi para cada i ∈ P .
A definição para as variáveis binárias yhi em (1.21) é equivalente ao seguinte conjunto de
restrições:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
yhi − xhi ≤ sh+1i ,
xhi − yhi ≤ sh+1i ,
yhi ≤ (1 − sh+1i ),−yhi ≤ (1 − sh+1i ),
(1.23)
em que cada uma das restrições em (1.23) vale para cada i ∈ P e cada h = 1, . . . ,H − 1, lembrando que
yHi = xHi , ∀ i ∈ P .
Notemos que se sh+1i = 0, pelas duas primeiras inequações de (1.23) concluímos que yhi = xhi ,
e se sh+1i = 1, pelas duas últimas inequações de (1.23) concluímos que yhi = 0. Isto é equivalente à definição
de yhi em (1.21).
Da mesma maneira, vamos incluir restrições ao novo modelo de forma que sejam equivalentes
à definição de shi em (1.22), como a seguir:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
shi − xhi ≤ sh+1i ,
xhi − shi ≤ sh+1i ,
shi − 1 ≤ (1 − sh+1i ),
1 − shi ≤ (1 − sh+1i ),
(1.24)
onde cada uma das inequações em (1.24) vale para cada i ∈ P e cada h = 2, . . . ,H − 1. Não esquecendo que
sHi = xHi , ∀ i ∈ P . O conjunto de restrições (1.24) é equivalente à definição de shi em (1.22).
É importante notar que, com o aumento da quantidade de postos de coleta (aumento no
valor de N), a quantidade de novas restrições incorporadas ao modelo será igual a 4(2H −3)N e a de novas
variáveis será (2H − 3)N . Ou seja, a quantidade de novas restrições e variáveis aumenta linearmente em
relação à quantidade de postos de coleta N após o processo de linearização. Por isso, não há desvantagem
alguma em utilizar o modelo linear em vez do modelo original não linear.
Para exemplificar as mudanças feitas ao modelo após o processo de linearização, consideremos
novamente o exemplo cujo modelo está explicitado em (1.20). Este modelo é equivalente ao modelo linear
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(1.25):
max
6∑
i=1
5∑
h=1 [min{ICi ⋅ V Di,CAi} + (h − 1)V Di] yhi ,
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x11 + x21 + x31 + x41 + x51 ≥ 1,
x12 + x22 + x32 + x42 ≥ 1,
x22 + x32 + x42 + x52 ≥ 1,
x13 + x23 + x33 + x43 + x53 ≥ 1,
x14 = 1,
x15 = 1,
x25 + x35 + x45 ≥ 1,
x55 = 1,
x16 + x26 ≥ 1,
x36 + x46 + x56 ≥ 1,
2 ≤ 6∑
i=1xhi ≤ 5, para h = 1, . . . ,5,
y5i = x5i , ∀ i = 1,2, . . . ,6,
yhi − xhi ≤ sh+1i , ∀ i = 1, . . . ,6 e ∀ h = 1, . . . ,4,
xhi − yhi ≤ sh+1i , ∀ i = 1, . . . ,6 e ∀ h = 1, . . . ,4,
yhi ≤ (1 − sh+1i ), ∀ i = 1, . . . ,6 e ∀ h = 1, . . . ,4,−yhi ≤ (1 − sh+1i ), ∀ i = 1, . . . ,6 e ∀ h = 1, . . . ,4,
s5i = x5i , ∀ i = 1, . . . ,6,
shi − xhi ≤ sh+1i , ∀ i = 1, . . . ,6 e ∀ h = 2,3,4,
xhi − shi ≤ sh+1i , ∀ i = 1, . . . ,6 e ∀ h = 2,3,4,
shi − 1 ≤ (1 − sh+1i ), ∀ i = 1, . . . ,6 e ∀ h = 2,3,4,
1 − shi ≤ (1 − sh+1i ), ∀ i = 1, . . . ,6 e ∀ h = 2,3,4,
xhi e yhi ∈ {0,1}, ∀ i = 1, . . . ,6 e ∀ h = 1, . . . ,5,
shi ∈ {0,1}, ∀ i = 1, . . . ,6 e ∀ h = 2, . . . ,5.
(1.25)
1.2.4 Forma geral do modelo
Vamos considerar a situação geral em que temos um horizonte de planejamento com H dias,
N postos de coleta e os conjuntos de índices dos postos definidos em (1.2) a (1.4), onde a variável DLi está
definida em (1.1) e representa a data limite da próxima coleta no posto i. Os conjuntos Ah representam
os postos nos quais a próxima coleta deve ser feita, no máximo, no dia h do horizonte de planejamento.
No problema de agendamentos de N postos de coleta de óleo na semana de planejamento,
devem ser respeitadas as restrições máxima e mínima de visitas diárias e as datas limites de coleta de
cada estabelecimento, que estão relacionadas às capacidades de armazenamento dos postos.
Apresentamos o modelo não linear que foi contruído para o problema geral da coleta de óleo,
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como foi descrito:
max f(xhi ) = N∑
i=1
H∑
h=1 [min{ICi ⋅ V Di,CAi} + (h − 1)V Di]xhi
H∏
k=h+1(1 − xki ),
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1i = 1, ∀ i ∈ A1,
x1i + . . . + xhi ≥ 1, ∀ i ∈ Ah, para cada h = 2, . . . ,H,
x1+ki +⋯ + xmin{TSi+k,H}i ≥ 1,∀ k = 0, . . . ,H + l − TSi e ∀ i ∈ P tais que TSi ≤H + l,
MIVh ≤ N∑
i=1xhi ≤MAVh, para h = 1, . . . ,H,
xhi ∈ {0,1} para i ∈ P e h = 1, . . . ,H,
(1.26)
em que os conjuntos Ah estão definidos em (1.2) a (1.4) e a variável l é definida pela condição dada em
(1.5).
Podemos reescrever o modelo não linear (1.26) como um modelo linear incluindo variáveis e
restrições, como foi explicado na subseção 1.2.3, da seguinte maneira:
max
N∑
i=1
H∑
h=1 [min{ICi ⋅ V Di,CAi} + (h − 1)V Di] yhi ,
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1i = 1, ∀ i ∈ A1,
x1i + . . . + xhi ≥ 1, ∀ i ∈ Ah, para cada h = 2, . . . ,H,
x1+ki +⋯ + xmin{TSi+k,H}i ≥ 1,∀ k = 0, . . . ,H + l − TSi e ∀ i ∈ P tais que TSi ≤H + l,
MIVh ≤ N∑
i=1xhi ≤MAVh, para h = 1, . . . ,H,
yHi = xHi , ∀ i ∈ P,
yhi − xhi ≤ sh+1i , ∀ i ∈ P e ∀ h = 1, . . . ,H − 1,
xhi − yhi ≤ sh+1i , ∀ i ∈ P e ∀ h = 1, . . . ,H − 1,
yhi ≤ (1 − sh+1i ), ∀ i ∈ P e ∀ h = 1, . . . ,H − 1,−yhi ≤ (1 − sh+1i ), ∀ i ∈ P e ∀ h = 1, . . . ,H − 1,
sHi = xHi , ∀ i ∈ P,
shi − xhi ≤ sh+1i , ∀ i ∈ P e ∀ h = 2, . . . ,H − 1,
xhi − shi ≤ sh+1i , ∀ i ∈ P e ∀ h = 2, . . . ,H − 1,
shi − 1 ≤ (1 − sh+1i ), ∀ i ∈ P e ∀ h = 2, . . . ,H − 1,
1 − shi ≤ (1 − sh+1i ), ∀ i ∈ P e ∀ h = 2, . . . ,H − 1,
xhi e yhi ∈ {0,1}, ∀ i ∈ P e ∀ h = 1, . . . ,H,
shi ∈ {0,1}, ∀ i ∈ P e ∀ h = 2, . . . ,H.
(1.27)
1.3 Modelo de agendamentos com roteamento de veículo
Omodelo que propomos nesta seção considera problemas adicionais relacionados à roteirização
do veículo de coleta de óleo. Existem diversos trabalhos publicados que utilizam modelos envolvendo
roteamento veicular (VRP - vehicle routing problem) em problemas de logística reversa, alguns deles
citados na Introdução. Existem também trabalhos envolvendo especificamente modelos PVRP (periodic
vehicle routing problem), que se diferenciam de modelos VRP por considerar um horizonte de planejamento
de mais de um dia. Dentre os trabalhos mais recentes envolvendo modelos PVRP ou variantes podemos
citar [Francis e Smilowitz 2006], [Cacchiani, Hemmelmayr e Tricoire 2014], [Vidal et al. 2012], [Michallet et
al. 2014], [Rahimi-Vahed et al. 2015] e [Yao et al. 2013]. O trabalho de [Campbell e Wilson 2014] faz uma
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discussão das diversas maneiras que modelos PVRP e variantes têm sido aplicados desde que surgiram, na
década de 70.
Consideremos uma empresa de coleta de óleo residual de cozinha que possui N postos de
coleta, correspondentes aos índices do conjunto P = {1,2, . . . ,N}, e que todo o óleo coletado deve ser
transportado para o depósito da empresa, de índice i = 0. Portanto, o conjunto P0 = P ∪ {0} representa os
índices de todos os postos de coleta da empresa mais o depósito. Vamos supor que as visitas precisam
ser planejadas em um determinado horizonte de planejamento de H dias, para cada dia h = 1,2, . . . ,H.
Vamos supor que a empresa dispõe de apenas um veículo para a coleta do óleo.
Adicionamos ao modelo de agendamentos proposto na seção 1.2 uma variação do caixeiro
viajante (TSP - travelling salesman problem) a cada um dos dias h = 1, . . . ,H do horizonte de planejamento.
Para isto, utilizamos o modelo de otimização proposto no trabalho de [Santos et al. 2006], com algumas
modificações, que representa uma generalização do modelo TSP para um problema de coleta de petróleo
em poços de baixa produtividade. O modelo considera apenas um veículo de coleta e objetiva maximizar
a quantidade de petróleo coletada num horizonte de planejamento de um dia, em que nem todos os locais
precisam ser visitados, partindo e finalizando a rota no depósito.
Propomos uma função objetivo ao modelo, dada por (1.28), que visa maximizar o lucro
líquido total da empresa, considerando o lucro obtido com a venda do óleo coletado menos os custos com
as viagens realizadas aos locais de coleta durante o horizonte de planejamento de H dias.
max
⎡⎢⎢⎢⎢⎢⎢⎣PO ⋅
H∑
h=1∑i∈P xhi
H∏
k=h+1(1 − xki ) − PC ⋅
H∑
h=1 ∑i,j∈P0
i≠j
Dij r
h
ij
⎤⎥⎥⎥⎥⎥⎥⎦ , (1.28)
em que cada uma das variáveis e parâmetros que aparecem em (1.28), representam:
xhi ∶ variável definida na seção 1.2.
rhij ∶ variável binária que vale 1 somente quando o arco (i, j) faz parte da rota do dia h, h ∈ {1, . . . ,H}.
PO ∶ preço de venda do litro do óleo residual coletado.
PC ∶ custo do combustível por quilômetro.
Dij ∶ distância em quilômetros do local i ao local j para cada i, j ∈ P0.
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As restrições do modelo de agendamentos com roteamento de veículo são dadas por:
x1i = 1, ∀ i ∈ A1, (1.29a)
x1i + . . . + xhi ≥ 1, ∀ i ∈ Ah, ∀ h = 2, . . . ,H, (1.29b)
x1+ki +⋯ + xmin{TSi+k,H}i ≥ 1,∀ k = 0, . . . ,H + l − TSi, ∀ i ∈ P tais que TSi ≤H + l, (1.29c)
N∑
i=1xhi ≤MAVh, ∀ h = 1, . . . ,H, (1.29d)
rh00 = 1 −min{∑
i∈P x
h
i ,1} , ∀ h = 1, . . . ,H, (1.29e)
∑
j∈P0 r
h
0j = xh0 , ∀ h = 1, . . . ,H, (1.29f)
∑
j∈P0
j≠i
rhij = xhi , ∀ i ∈ P, ∀ h = 1, . . . ,H, (1.29g)
∑
i∈P0 r
h
i0 = xhj , ∀ h = 1, . . . ,H, (1.29h)
∑
i∈P0
i≠j
rhij = xhj , ∀ j ∈ P, ∀ h = 1, . . . ,H, (1.29i)
zhij ≤ N rhij , ∀ i, j ∈ P0, i ≠ j, ∀ h = 1, . . . ,H, (1.29j)∑
j∈P z
h
0j = ∑
i∈P x
h
i , ∀ h = 1, . . . ,H, (1.29k)
∑
i∈P0
i≠j
zhij − ∑
k∈P0
k≠j
zhjk = xhj , ∀ j ∈ P, ∀ h = 1, . . . ,H, (1.29l)
xh0 = 1, ∀ h = 1, . . . ,H, (1.29m)∑
i,j∈P0
i≠j
TVij r
h
ij ≤ TRh, ∀ h = 1, . . . ,H, (1.29n)
xhi ∈ {0,1}, ∀ i ∈ P0, ∀ h = 1, . . . ,H, (1.29o)
rh00 ∈ {0,1}, ∀ h = 1, . . . ,H, (1.29p)
rhij ∈ {0,1}, ∀ i, j ∈ P0, i ≠ j, ∀ h = 1, . . . ,H, (1.29q)
zhij ≥ 0, (1.29r)
em que as variáveis e parâmetros que aparecem nas restrições dadas em (1.29) representam:
TSi ∶ parâmetro definido da seção 1.2.
Ah ∶ conjuntos definidos em (1.2) a (1.4), para h = 1, . . . ,H.
l ∶ parâmetro definido pela condição (1.5).
MAVh ∶ quantidade máxima de locais visitados no dia h, h ∈ {1, . . . ,H} (subseção 1.2.1).
N ∶ quantidade de postos de coleta e número de elementos do conjunto P .
TVij ∶ tempo estimado de viagem do local i ao j.
TRh ∶ tempo máximo de rota permitido para o dia h, h ∈ {1, . . . ,H}.
zhij ∶ variável que representa “fluxo” no arco (i,j) (detalhes em [Orman e Williams 2007]).
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As restrições (1.29a) a (1.29d) são as mesmas do modelo de agendamentos, dadas por (1.26).
A variável rh00 bem como a restrição (1.29e) foram incluídas no modelo para permitir que o problema tenha
solução caso o parâmetro MAVh = 0 para algum h ∈ {1, . . . ,H}. As restrições (1.29f) a (1.29i) garantem
para os locais ativos no dia h, e somente para estes, que exista exatamente um arco de entrada e um arco
de saída incluído na rota. No caso em que não há postos de coleta ativos para algum dia h do horizonte
de planejamento, apenas o depósito fica ativo e o arco rt00 = 1 é o único incluído na rota do dia h, pelas
restrições (1.29e) a (1.29i). As restrições (1.29j) a (1.29l) eliminam sub-rotas, de acordo com a formulação
do TSP baseada em fluxo apresentada por [Orman e Williams 2007]. A restrição (1.29m) significa que o
depósito sempre está ativo na rota de qualquer dia h do horizonte de planejamento, pois o veículo sempre
inicia e finaliza a rota no depósito. Por fim, a restrição (1.29n) trata da limitação do tempo de rota para
cada dia do horizonte de planejamento.
1.3.1 Linearização
A linearização do modelo de agendamentos com roteamento de veículo, dado pela função
objetivo (1.28) e sujeita às restrições (1.29), envolve a substituição das variáveis não lineares que aparecem
na função objetivo dada em (1.28) e das restrições não lineares dadas por (1.29e).
Para linearizar a restrição (1.29e), usamos a mesma ideia utilizada na subseção 1.2.3. Para
isto, definimos a variável auxiliar thi , da seguinte maneira:
thi = min{ N∑
k=ix
h
k ,1} , ∀ i = 1,2, . . . ,N. (1.30)
Desta forma, a restrição (1.29e) pode ser substituída pela seguinte restrição equivalente:
rh00 = 1 − th1 , ∀ h = 1, . . . ,H. (1.31)
A variável thi , definida em (1.30), pode ser redefinida de maneira equivalente, da seguinte
forma:
thi = ⎧⎪⎪⎨⎪⎪⎩ x
h
i , t
h
i+1 = 0,
1, thi+1 = 1, (1.32)
em que (1.32) vale para cada i = 1, . . . ,N − 1 e cada h = 1, . . . ,H, e thN = xhN para cada h = 1, . . . ,H . Como
todas as variáveis envolvidas em (1.32) são binárias, podemos aplicar a ideia baseada em [Nemhauser e
Wolsey 1999], da forma como segue:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
thi − xhi ≤ thi+1
xhi − thi ≤ thi+1
thi − 1 ≤ 1 − thi+1
1 − thi ≤ 1 − thi+1
(1.33)
em que (1.33) vale para cada i = 1, . . . ,N − 1 e cada h = 1, . . . ,H. Além disso,
thN = xhN , ∀ h = 1, . . . ,H. (1.34)
A linearização das H restrições dadas em (1.29e) é obtida substituindo-as pelas restrições
dadas em (1.31), (1.33) e em (1.34). A linearização da função objetivo do modelo dada por (1.28) é feita
exatamente da mesma maneira como explicado na subseção 1.2.3.
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Características do modelo de agendamentos
2.1 Existência de solução
Sob certas condições, o modelo de otimização para o problema da coleta de óleo que foi
construído sempre terá solução. Esta análise tornou-se importante não só para podermos gerar problemas
para testes, mas também entender melhor o modelo utilizado, bem como modificar o modelo em caso de
inexistência de solução.
Consideremos N postos de coleta, e os conjuntos de índices Ah, como definidos em (1.2) a(1.4). Adotamos a notação ah para a quantidade de elementos do conjunto Ah.
Vamos considerar algumas hipóteses a respeito do problema da coleta de óleo, para que este
tenha sempre solução.
(i) Primeiramente, vamos supor que não haja demanda de mais de uma visita por período de H dias
por qualquer dos postos de coleta. Algebricamente, isto significa que:
TSi ≥H + l , ∀ i ∈ P. (2.1)
em que l está definida pela condição (1.5). Esta hipótese é necessária para definir a forma geral do
modelo a ser utilizado, e sobre o qual será estudada a existência de solução.
(ii) Por último, vamos supor que:
k∑
h=1ah ≤
k∑
h=1MAVh , para k = 1, . . . ,H. (2.2)
A condição (2.2) significa que a quantidade total de postos com data limite de coleta no dia
h = k ou antes não deve ultrapassar a quantidade máxima total de visitas que podem ser realizadas entre
os dias h = 1 e h = k, inclusive. Assumindo a condição (2.1), o modelo (1.26) toma a forma:
max f(xhi ) = N∑
i=1
H∑
h=1 [min{ICi ⋅ V Di,CAi} + (h − 1)CAi]xhi
H∏
k=h+1(1 − xki ),
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1i = 1, ∀ i ∈ A1,
x1i + . . . + xhi ≥ 1, ∀ i ∈ Ah, para cada h = 2, . . . ,H,
MIVh ≤ N∑
i=1xhi ≤MAVh, para h = 1, . . . ,H,
xhi ∈ {0,1}, para i ∈ P e h = 1, . . . ,H,
(2.3)
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após eliminadas restrições redundantes.
Proposição 2.1. Considerando as condições dadas por (2.1) e (2.2), o problema da coleta de óleo
modelado como um problema de programação inteira dado por (2.3), sempre terá solução.
Demonstração. A solução não pode ser ilimitada, pois a região factível possui uma quantidade finita de
elementos, uma vez que todas as variáveis do problema, xhi , são binárias. Isto resulta do fato de que a
quantidade total de valores possíveis para as variáveis xhi (i ∈ {1, 2, . . . ,N}, h ∈ {1, . . . ,H}) é finita e igual
a 2HN . Por isso, a quantidade total de soluções factíveis é finita, pois é menor ou igual a 2HN . Isso é
característico de problemas de otimização combinatória.
Desta maneira, o problema possui solução, se e somente se, a região factível for não vazia.
Com efeito, a região factível é formada pelos vetores x ∈ {0,1}HN , com componentes xhi ∈ {0,1}, que
satisfazem (2.4):
x1i = 1, ∀ i ∈ A1, (2.4a)
x1i + . . . + xhi ≥ 1, ∀ i ∈ Ah, para h = 2, . . . ,H, (2.4b)∑Ni=1 xhi ≤MAVh, para h = 1, . . . ,H, (2.4c)∑Ni=1 xhi ≥MIVh, para h = 1, . . . ,H. (2.4d)
Vamos definir um vetor v ∈ ZH da seguinte maneira:
v(h) =MAVh − ah , para h = 1, . . . ,H. (2.5)
A componente v(h) representa a quantidade de “vagas” para agendamentos de coleta
existentes para o dia h do horizonte de planejamento. No caso em que v(h) < 0, significa que existe uma
quantidade −v(h) de postos em Ah que excede a quantidade máxima de visitas que podem ser realizadas
no dia h do período, dada por MAVh.
Para encontrarmos uma solução factível para o problema, ou seja, variáveis xhi ∈ {0,1} que
satisfaçam (2.4), vamos apresentar um procedimento.
A ideia é executar o agendamento de postos para todos os dias do período, de modo que, ao
final do processo, haja, no máximo, MAVh e, no mínimo, MIVh postos agendados para cada dia h do
período. Vamos, inicialmente, construir uma solução factível para o problema em que MIVh = 0 para todo
h = 1, . . . ,H. A ordem a que vamos obedecer para encontrar uma solução factível é a ordem decrescente
de índices dos conjuntos Ah.
Etapa 0: Iniciamos o processo com xhi = 0 para todo i ∈ P e todo h ∈ {1, . . . ,H} e com v(h) como definido em(2.5), para h = 1, . . . ,H.
Etapa 1: Consideremos inicialmente o conjunto AH e v(H) =MAVH − aH , como foi definido em (2.5). Se
v(H) < 0, então −v(H) representa a quantidade excedente de elementos com data limite de coleta
para o dia h =H, além da capacidade deste dia, MAVH . Para nos auxiliar, definamos a variável eH
como a quantidade excedente de postos em h =H que, nas etapas seguintes, deverão ser agendados
para dias anteriores a h =H. Ou seja,
eH = max{−v(H),0}. (2.6)
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Em seguida, escolhemos aleatorimamente (aH − eH) elementos i ∈ AH e atribuímos xHi = 1. Então:
N∑
i=1xHi = aH − eH ≤ aH + v(H) =MAVH , (2.7)
em que a desigualdade em (2.7) sai da definição de eH em (2.6). Os eH elementos que restaram no
conjunto AH irão constituir um novo conjunto, o qual chamaremos de EH (notemos que eH representa
a quantidade de elementos de EH). Esse conjunto contém os índices dos postos pertencentes a AH
que não puderam ser agendados para o dia h =H, e deverão ser alocados nas estapas seguintes.
A partir daqui, as etapas são análogas e estão apresentadas como uma etapa genérica de índice k, e
devem ser seguidas para cada k = 2, . . . ,H − 1, exatamente nesta ordem.
Etapa k: Seja h = H − k + 1. Consideremos o conjunto Ah ∪Eh+1 dos elementos excedentes da Etapa k − 1
junto com os elementos que possuem data limite para coleta no dia h. Como Eh+1 ⊂ ⋃Hj=h+1Aj e
Ah ∩ (⋃Hj=h+1Aj) = ∅ pela definição destes conjuntos, então Ah ∩Eh+1 = ∅ e ∣Ah ∪Eh+1∣ = ah + eh+1.
Temos dois casos possíveis:
• Se ah + eh+1 ≤MAVh, ou seja, eh+1 ≤ v(h), significa que a quantidade excedente de elementos
da etapa anterior é menor ou igual à quantidade de vagas existentes para o dia h. Neste caso,
atribuímos xhi = 1 para todos os elementos i ∈ Ah ∪Eh+1. Como não há elementos excedentes
neste caso, eh = 0.
• Se ah + eh+1 > MAVh, ou seja, eh+1 > v(h), escolhemos aleatoriamente MAVh elementos
i ∈ Ah ∪Eh+1 e atribuímos xhi = 1 para todos os elementos escolhidos. Então, eh = ah + eh+1 −
MAVh = eh+1 − v(h) representa a quantidade de elementos excedentes desta etapa, que não
puderam ser alocados no dia h para coleta, e que deverão ser agendados para dias anteriores
nas próximas etapas.
A definição de eh acima, é equivalente à seguinte definição algébrica:
eh = max{eh+1 − v(h),0}. (2.8)
Desta maneira, teremos:
N∑
i=1xhi = ah + eh+1 − eh ≤ ah + eh+1 + (v(h) − eh+1) =MAVh, (2.9)
em que a desigualdade em (2.9) sai claramente de (2.8).
Os eh elementos excedentes desta etapa irão compor o conjunto Eh, que passam à etapa posterior,
ou seja, Etapa k + 1.
Etapa H: Consideremos agora o conjunto A1 ∪E2. Como E2 ⊂ ⋃Hh=2Ah e, por definição, A1 ∩ (⋃Hh=2Ah) = ∅,
isto implica que A1 ∩E2 = ∅, logo, ∣A1 ∪E2∣ = a1 +e2. Para todos os elementos i ∈ A1 ∪E2 atribuímos
x1i = 1. Precisamos mostrar a seguinte desigualdade:
N∑
i=1x1i = a1 + e2 ≤MAV1,
ou equivalentemente, devemos mostrar que:
e2 ≤ v(1).
Capítulo 2. Características do modelo de agendamentos 32
Com efeito, utilizando a definição (2.6), redefinimos eH de maneira equivalente:
eH = ⎧⎪⎪⎨⎪⎪⎩ −v(H) , se v(H) < 0,0 , se v(H) ≥ 0. (2.10)
Utilizando (2.10), e a definição de eH−1 em (2.8) (para h =H−1), redefinimos eH−1, equivalentemente,
da seguinte maneira:
eH−1 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−v(H) − v(H − 1), se eH = −v(H) e eH ≥ v(H − 1),−v(H − 1), se eH = 0 e eH ≥ v(H − 1),
0, se eH < v(H − 1). (2.11)
Analogamente ao que foi feito para eH−1, utilizemos (2.11) e a definição de eH−2 dada em (2.8)
(para h =H − 2) para redefinir eH−2:
eH−2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−v(H) − v(H − 1) − v(H − 2), se eH−1 = −v(H) − v(H − 1) e eH−1 ≥ v(H − 2),−v(H − 1) − v(H − 2), se eH−1 = −v(H − 1) e eH−1 ≥ v(H − 2),−v(H − 2), se eH−1 = 0 e eH−1 ≥ v(H − 2),
0 , se eH−1 < v(H − 2).
(2.12)
Procedemos de maneira análoga, até obtermos uma nova definição para e2, equivalente àquela dada
em (2.8) para h = 2:
e2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−v(H) − v(H − 1) − . . . − v(2), se e3 = −v(H) − v(H − 1) − . . . − v(3) e e3 ≥ v(2),−v(H − 1) − . . . − v(2), se e3 = −v(H − 1) − . . . − v(3) e e3 ≥ v(2),⋮ ⋮−v(3) − v(2), se e3 = −v(3) e e3 ≥ v(2),−v(2), se e3 = 0 e e3 ≥ v(2),
0, se e3 < v(2).
(2.13)
De acordo com (2.13), concluímos que e2 ≤ v(1), devido à condição (2.2)), assumida como hipótese
da Proposição 2.1, que pode ser reescrita de maneira equivalente como segue:
k∑
h=1 v(h) ≥ 0, para todo k = 1, . . . ,H.
Com isto, provamos que:
N∑
i=1x1i = a1 + e2 ≤ a1 + v(1) =MAV1.
Terminadas todas as etapas do procedimento, vamos provar que a solução que obtivemos
é factível, ou seja, a solução satisfaz todas as restrições de (2.4), considerando MIVh = 0 para todo
h = 1, . . . ,H. Para isto, definimos os seguintes conjuntos:
A′H = AH ∩ E¯H ,
A′h = (Ah ∪Eh+1) ∩ E¯h, h=H-1, H-2, . . . , 2,
A′1 = A1 ∪E2, (2.14)
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em que cada conjunto Eh representa os índices dos postos que foram escolhidos de maneira aleatória
durante o procedimento para serem agendados para dias anteriores a h. Cada conjunto A′h representa os
índices dos postos que foram agendados para o dia h da semana após o final do procedimento. Portanto, a
solução encontrada ao fim do procedimento satisfaz:
xhi = ⎧⎪⎪⎨⎪⎪⎩ 1, se i ∈ A
′
h,
0, se i ∉ A′h. (2.15)
Obviamente,
N∑
i=1xhi ≥ 0 =MIVh, ∀ h = 1, . . . ,H,
que representam as desigualdades (2.4d) da região factível.
Notemos também que as desigualdades dadas em (2.4c) já foram todas provadas durante as
etapas do procedimento. Agora precisamos mostrar que a solução (2.15) satisfaz as demais restrições de(2.4), ou seja, as restrições (2.4a) e (2.4b).
Vamos provar por indução sobre k a seguinte afirmação:
k⋃
h=1A′h = k⋃h=1Ah ∪ k+1⋃h=2Eh, (2.16)
onde para k =H, consideramos EH+1 = ∅. Notemos que A′1 = A1 ∪E2 pela definição de A′1 dada em (2.14),
prova imediata de (2.16) para k = 1. Suponhamos, pela hipótese de indução, que valha a afirmação (2.16)
para k > 1 (claro, k ≤H − 1). Para k + 1, teremos:
k+1⋃
h=1A′h = k⋃h=1A′h ∪A′k+1 = ( k⋃h=1Ah ∪ k+1⋃h=2Eh) ∪ ((Ak+1 ∪Ek+2) ∩ E¯k+1) =
( k⋃
h=1Ah ∪ k+1⋃h=2Eh ∪Ak+1 ∪Ek+2) ∩ ( k⋃h=1Ah ∪ k+1⋃h=2Eh ∪ E¯k+1)⇒
k+1⋃
h=1A′h = k+1⋃h=1Ah ∪ k+2⋃h=2Eh,
provando a afirmação (2.16) para todo k = 1,2, . . . ,H. Usando a igualdade (2.16) para k = 1, temos que
A1 ⊂ A′1. Desta maneira,
se i ∈ A1 ⇒ i ∈ A′1 ⇒ x1i = 1, (2.17)
o que prova que a solução (2.15) satisfaz a desigualdade (2.4a). Usando a igualdade (2.16) para k > 1,
temos que Ak ⊂ k⋃
h=1A′h. Portanto, podemos afirmar o seguinte:
se i ∈ Ak ⇒ i ∈ A′1 ou i ∈ A′2 ou . . . ou i ∈ A′k ⇒ x1i + x2i +⋯ + xki ≥ 1,
o que prova que a solução (2.15) satisfaz as desigualdades dadas em (2.4b).
Pelo que foi provado, a solução apresentada em (2.15) está contida na região factível (2.4)
para MIVh = 0 para todo h = 1, . . . ,H.
Capítulo 2. Características do modelo de agendamentos 34
Agora, precisamos encontrar uma solução factível para (2.4) para qualquer valor MIVh tal
que 0 ≤ MIVh ≤ MAVh, para todo h = 1, . . . ,H. Iniciamos o processo com a solução apresentada em(2.15). Como os passos seguintes são todos análogos, vamos escrevê-los em apenas um, que chamaremos
de Passo k, e deveremos seguir os passos para cada k = 1,2, . . . ,H, nesta ordem.
Passo k: Seja h = H + 1 − k. Se N∑
i=1xhi ≥MIVh, passamos ao passo k + 1 (exceto quando k = H, neste caso o
procedimento estará encerrado). Senão, escolhemos aleatoriamente MIVh − N∑
i=1xhi elementos i ∈ A¯′h
(ou seja, elementos i ∉ A′h) e atribuímos xhi = 1. Agora, a solução passa a satisfazer uma nova
restrição:
N∑
i=1xhi ≥MIVh. Além disso, as demais restrições não serão violadas, pois:
N∑
i=1xhi =MIVh ≤MAVh,
e, naturalmente, permanecem satisfeitas as demais restrições de (2.4).
Ao fim deste procedimento, teremos uma solução factível para o problema, e está provado
que o problema da coleta de óleo, modelado como em (2.3), assumidas as condições (2.1) e (2.2)), sempre
tem solução.
Vamos mostrar na prática como funciona este procedimento para encontrar uma solução
factível para o problema da coleta de óleo. Consideremos um exemplo com 20 postos de coleta, com
parâmetros apresentados pela Tabela 6. Vamos adotar um horizonte de planejamento de H = 5 dias, repre-
sentando os dias úteis de uma determinada semana, e que não há coletas aos finais de semana. Adotamos
também para quantidade mínima e máxima de visitas diárias MIVh = 2 e MAVh = 5, respectivamente,
para todo h = 1, . . . ,5.
Tabela 6 – Postos e seus respectivos parâmetros.
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
TSi 10 8 20 7 18 10 15 7 11 9 13 10 18 16 15 9 12 13 14 11
ICi 6 6 17 6 19 9 14 5 9 5 11 10 16 14 5 6 10 12 12 4
Primeiramente, devemos construir os conjuntos Ah, da maneira como foram definidos em
(1.2) a (1.4). Notemos que os postos de índices 15 e 20 não pertencem a qualquer dos conjuntos Ah, pois
DLi > 7 para i = 15,20.
A1 = {i ∈ {1, . . . ,20} ∣DLi ≤ 1} = {5,12},
A2 = {i ∈ {1, . . . ,20} ∣DLi = 2} = {4,6,7,18},
A3 = {i ∈ {1, . . . ,20} ∣DLi = 3} = {2,8,9,11,13,14,17,19},
A4 = {i ∈ {1, . . . ,20} ∣DLi = 4} = {1,3,16},
A5 = {i ∈ {1, . . . ,20} ∣ 5 ≤DLi ≤ 7} = {10}.
Se pudéssemos fazer o agendamento de cada um dos 20 postos em suas respectivas datas
limites de coleta, a disposição da agenda semanal ficaria como mostra a Tabela 7. No entanto, esta seria
uma solução infactível para o problema, pois violaria a restrição de quantidade máxima de visitas no dia
3 e quantidade mínima de visitas no dia 5.
Não é difícil ver que este exemplo satisfaz as condições (2.1) e (2.2), hipóteses da Proposição
2.1, portanto, ele possui solução. Vamos seguir as etapas apresentadas na demonstração da Proposição 2.1
e encontrar uma solução factível para este exemplo.
Capítulo 2. Características do modelo de agendamentos 35
Tabela 7 – Postos e suas respectivas datas limites de coleta.
h Postos com data limite para o dia h
1 5, 12
2 4, 6, 7, 18
3 2, 8, 9, 11, 13, 14, 17, 19
4 1, 3, 16
5 10
Etapa 0: Começamos com xhi = 0, ∀ i = 1,2, . . . ,20 e ∀ h = 1, . . . ,5. E também com v(h) =MAVh − ah, ou
seja, v = [3,1,−3,2,4]′.
Etapa 1: Iniciamos com o conjunto A5 = {10}. Como v(5) = 4 > 0, então e5 = max{−4,0} = 0 e E5 = ∅. Neste
caso, não existem elementos excedentes para este dia, ou seja, que tenham data limite de coleta em
h = 5 e que não possam ser agendados para este dia. Neste caso, atribuímos x510 = 1.
Etapa 2: A4 ∪E5 = A4 = {1,3,16}. Como v(4) = 2 > 0 e e5 = 0 ≤ 2 = v(4), atribuímos x41 = x43 = x416 = 1. Neste
caso, sobram e4 = 0 elementos para a etapa seguinte, sendo E4 = ∅.
Etapa 3: A3 ∪E4 = A3 = {2, 8, 9, 11, 13, 14, 17, 19}. Como v3 = −3 ≤ 0 temos 3 elementos excedentes, portanto, e
devemos escolher aleatoriamente M3 = 5 elementos no conjunto A3 ∪E4 para serem agendados para
o dia h = 3. Escolhemos então os postos de números 2, 8, 9, 11 e 13. Para estes elementos, atribuímos
x32 = x38 = x39 = x311 = x313 = 1. Os demais elementos, ou seja, os postos de números 14, 17 e 19, passam
para a etapa seguinte e, neste caso, e3 = 3 e E3 = {14,17,19}.
Etapa 4: A2 ∪ E3 = {4,6,7,18,14,17,19}. Como v(2) = 1 > 0 e e3 = 3 > v(2), a quantidade de postos
remanescentes da etapa anterior, excede a quantidade de vagas do dia h = 2. Então, temos que
escolher aleatoriamenteM2 = 5 elementos no conjunto A2∪E3 para serem agendados para o dia h = 2.
Escolhemos então os postos de números 4,6,7,14 e 17, e atribuímos x24 = x26 = x27 = x214 = x217 = 1.
Então, e2 = 2, E2 = {18,19} e passamos à etapa seguinte.
Etapa 5: A1 ∪E2 = {5,12,18,19}. Como v(1) = 3 e e2 = 2, a quantidade de vagas em h = 1 é suficiente, como
era de se esperar. Então atribuímos x15 = x112 = x118 = x119 = 1.
Para as restrições de quantidade mínima de visitas diárias violadas (apenas para h = 5),
procedemos da seguinte maneira. Escolhemos aleatoriamente um elemento i ∈ {1, 2, . . . , 20} tal que x5i = 0.
Então, escolhemos i = 15 e atribuímos x515 = 1.
Após este procedimento, encontramos uma solução factível para o problema, que está
representada na Tabela 8, onde os elementos em negrito evidenciam a mudança em relação à Tabela 7.
Tabela 8 – Disposição semanal após agendamentos.
h Postos agendados para o dia h
1 5, 12, 18, 19
2 4, 6, 7, 14, 17
3 2, 8, 9, 11, 13
4 1, 3, 16
5 10, 15
A recíproca da Proposição 2.1 também é verdadeira, como mostra a Proposição 2.2.
Proposição 2.2. Assumindo a condição (2.1), se o problema da coleta de óleo, como proposto pelo modelo
de PI dado em (2.3) tem solução, então vale a condição (2.2), hipótese da Proposição 2.1.
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Demonstração. Se o problema tem solução, então existe um vetor x = (xhi ) ∈ {0,1}HN que satisfaz às
restrições da região factível do problema, dadas em (2.4).
Seja k ∈ {1, . . . ,H}. A partir das primeiras k restrições de (2.4), não é difícil concluir a
afirmação (2.18):
x1i +⋯ + xki ≥ 1 para todo i ∈ k⊍
h=1Ah. (2.18)
Além disso, é possível concluir a veracidade da sequência disposta em (2.19):
k∑
h=1ah ≤ ∑i∈⊍kh=1Ah(x1i +⋯ + xki ) ≤
N∑
i=1(x1i +⋯ + xki ) = k∑h=1
N∑
i=1xhi ≤ k∑h=1MAVh, (2.19)
em que a primeira, segunda e terceira desigualdades de (2.19) saem, respectivamente, de (2.18), da
definição dos conjuntos Ah em (1.2) a (1.4) e de (2.4c) para h = 1, . . . , k.
Por (2.19) fica provado que a solução do problema satisfaz a condição (2.2).
2.2 Testes numéricos
Vamos apresentar algumas simulações para o problema da coleta de óleo com variadas
quantidades de postos de coleta e todos com dados hipotéticos. Todos os testes foram realizados com o
auxílio do software CPLEX (detalhes em [IBM Corp. 1988 2013]). Os parâmetros utilizados em todos os
testes foram gerados de maneira que cada problema tivesse solução, baseado nas hipóteses da Proposição
2.1.
Apresentamos na Tabela 9 os parâmetros TSi e ICi de um exemplo com 50 estabelecimentos
de coleta de óleo.
Tabela 9 – Parâmetros TSi e ICi da primeira simulação.
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
TSi 28 35 50 47 47 17 43 28 54 35 27 9 27 51 37 42 54 45
ICi 28 24 30 33 29 13 23 17 32 24 26 9 16 33 21 27 32 27
i 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
TSi 40 10 20 52 18 35 44 26 35 12 23 32 56 29 26 46 44 33
ICi 31 9 17 33 17 23 29 20 35 9 15 21 35 28 20 34 35 27
i 37 38 39 40 41 42 43 44 45 46 47 48 49 50
TSi 42 46 14 48 23 51 21 45 34 38 23 27 33 33
ICi 27 30 10 26 23 31 17 35 31 24 19 16 20 25
Consideramos um horizonte de planejamento de H = 5 dias, representando os dias úteis de
uma determinada semana, e supomos que não há coletas aos finais de semana. Consideramos também
MIVh = 0 e MAVh = 5 para todo h = 1, . . . , 5, e também a capacidade CAi = 50` para todo i = 1, . . . , 50. A
Tabela 10 apresenta todos os postos de coleta que possuem data limite de coleta na semana de planejamento
(de acordo com a definição dos conjuntos Ah em (1.2) a (1.4)).
A solução apresentada pelo CPLEX consta na Tabela 11.
Comparando as Tabelas 10 e 11, podemos ver que todos os postos tiveram suas próximas
coletas agendadas dentro do prazo estabelecido (na data limite ou antes), e as quantidades mínima e
máxima de visitas diárias (0 e 5, respectivamente) foram respeitadas. Notemos que todos os dias foram
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Tabela 10 – Data limite da próxima coleta nos estabelecimentos.
h Postos com data limite para o dia h
1 1, 12, 27, 41
2 11, 20, 23, 32
3
4 21, 28, 45
5 6, 26, 33, 36, 39, 43, 47
Tabela 11 – Solução apresentada pelo CPLEX.
h Postos com próxima coleta para o dia h
1 1, 4, 12, 27, 41
2 11, 20, 23, 32, 34
3 19, 35, 36, 44, 45
4 21, 26, 28, 33, 50
5 6, 29, 39, 43, 47
preenchidos com a quantidade máxima de visitas diárias, o que já era esperado, visto que o objetivo é
maximizar o volume total de óleo a ser recolhido no horizonte de planejamento. O valor objetivo encontrado
pelo CPLEX foi de 1.162,2`, que representa o volume total de óleo coletado de acordo com a configuração
de visitas da Tabela 11.
Vamos fazer uma pequena modificação nos dados para ver qual o comportamento da nova
solução do modelo. Consideramos, agora, que a capacidade de armazenamento do posto 12 é CA12 = 180`,
e os demais parâmetros e dados permanecem inalterados. Como TS12 = 9 (Tabela 9), a quantidade média
de óleo produzida pelo posto 12, após essa modificação, é V D12 = 20` por dia, uma quantidade bem acima
da média dos demais postos. A nova solução obtida pelo CPLEX está apresentada na Tabela 12.
Tabela 12 – Nova solução apresentada pelo CPLEX.
h Postos com próxima coleta para o dia h
1 1, 12, 27, 34, 41
2 11, 20, 23, 32, 44
3 19, 35, 36, 45, 50
4 21, 26, 28, 33, 47
5 6, 12, 29, 39, 43
Pela Tabela 12, percebemos que o posto 12 ganhou uma nova coleta no dia h = 5, além da
coleta do dia h = 1. Este resultado era esperado, visto que a quantidade média de óleo produzida no posto
12 aumentou consideravelmente, e tornou-se mais vantajoso fazer uma nova visita ao posto 12 na mesma
semana em vez de visitar qualquer outro estabelecimento. Além disso, os prazos de coleta foram todos
respeitados, como se pode ver pela comparação das Tabelas 10 e 12. O valor objetivo obtido para a nova
solução do modelo foi de 1.331,2`.
A Tabela 13 apresenta o desempenho do CPLEX ao resolver variados problemas de coleta de
óleo, com diferentes quantidades de postos de coleta.
Pela Tabela 13 podemos perceber a eficácia do modelo proposto, que devido à sua simplicidade
pode facilmente ser resolvido pelo CPLEX. A quantidade de iterações e o tempo de solução refletem
também a relação linear existente entre a quantidade de variáveis e restrições do modelo com o número de
postos de coleta N .
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Tabela 13 – Desempenho apresentado pelo CPLEX.
No. postos Iterações Valor objetivo Tempo de solução
50 696 929,7723` 0,34 seg
100 797 870,8259` 0,41 seg
150 770 962,3088` 0,41 seg
200 1364 956,0763` 0,62 seg
O valor objetivo permanece em torno de 900` com pouca variação em todos os casos, pois
todas as soluções apresentadas pelo CPLEX correspondem a 25 agendamentos na semana (em qualquer
exemplo da Tabela 13, MAVh = 5, ∀h). Isto é resultado da formulação da função objetivo do modelo, que
visa maximizar a quantidade de óleo coletada na semana de planejamento.
2.3 Inexistência de solução
Vamos apresentar um exemplo para o problema da coleta de óleo que não possui solução
e mostrar como podemos adaptar as restrições e a função objetivo, de maneira a permitir que o novo
modelo obtido possua solução. Consideramos o modelo (2.3) utilizado no estudo de caso do Capítulo 4.
Consideremos os 50 postos de coleta com parâmetros dados pela Tabela 9 e capacidades
CAi = 50`,∀i = 1, . . . , 50, porém com quantidades mínima e máxima de visitas diárias diferentes, dadas por
MIVh = 0 e MAVh = 3, para h = 1, . . . ,5. Os conjuntos Ah correspondem aos índices mostrados em cada
linha h correspondente da Tabela 10. Analisando a Proposição 2.1, a condição (2.1) é facilmente verificada
(TSi ≥ 7, ∀ i). No entanto, a condição (2.2) desta proposição não é satisfeita. De fato, calculando o vetor
v como foi definido em (2.5), encontramos:
v = [−1,−1,3,0,−4]′. (2.20)
A condição (2.2) pode ser reescrita de forma equivalente como:
k∑
h=1 v(h) ≥ 0, para k = 1, . . . ,5, (2.21)
Usando o vetor v de (2.20) que foi encontrado para o problema, vamos testar as desigualdades
de (2.21).
k∑
h=1 v(h) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−1, k = 1,−2, k = 2,
1, k = 3,
1, k = 4,−3, k = 5.
(2.22)
Quando
k∑
h=1 v(h) < 0 para algum k ∈ {1, . . . ,5}, significa que nem todos os elementos dos
conjuntos A1∪ . . .∪Ak podem ser agendados até a data limite h = k, inclusive, por ultrapassar a quantidade
máxima de visitas que podem ser realizadas até este dia. Quando, pelo contrário,
k∑
h=1 v(h) ≥ 0, para algum
k ∈ {1, . . . , 5}, todos os postos com índices em A1 ∪ . . .∪Ak podem ser agendados até o dia h = k, inclusive,
mesmo que tenham ocorrido atrasos para os postos com índices em Ak para h < k.
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Consideremos o modelo para este problema dado por (2.3). Pela Proposição 2.2, o modelo
para o exemplo considerado não tem solução, pois não satisfaz a condição (2.2), como é possível ver por
(2.22). Vamos começar modificando as restrições de (2.3). A nova região factível que propomos para o
modelo é:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1i + x2i + x3i ≥ 1, para i ∈ A1 ∪A2 ∪A3,
x1i + x2i + x3i + x4i ≥ 1, para i ∈ A4,
x1i + x2i + x3i + x4i + x5i + x′i ≥ 1, para i ∈ A5,
50∑
i=1xhi ≤ 3, para h = 1, . . . ,5.
(2.23)
As restrições do tipo (2.4c) não devem ser violadas, pois a quantidade máxima de visitas
realizadas por dia não pode sofrer alterações. Por isso escolhemos modificar apenas as restrições do tipo
(2.4a) e (2.4b) da região factível do problema. Deste modo, incluímos novas variávis, denotadas x′i, às
restrições do tipo (2.4b) para h = 5 em (2.23).
As penalizações que devem ser acrescentadas à função objetivo, devem fazer com que os
atrasos sejam evitados ou, pelo menos, minimizados. Então, se chamarmos de f(xhi ) a quantidade total
de óleo coletada na semana de planejamento, dadas as restrições de (2.23), a nova função objetivo que
propomos para o exemplo considerado é como em (2.24).
f(xhi ) − ∑
i∈A1
3∑
h=2M (h −DLiTSi )xhi − ∑i∈A2M (3 −DLiTSi )x3i − ∑i∈A5M (8 −DLiTSi )x′i, (2.24)
em que M representa um número positivo de grande magnitude. O valor h−DLi representa a quantidade
de dias em atraso, ou seja, acima do prazo de TSi dias, se a próxima coleta no posto i fosse realizada no
dia h. Com isto, as frações que aparecem em cada parcela de (2.24) são maiores quanto maior for o atraso
na próxima coleta do posto i em relação a seu prazo total, TSi.
A função f(xhi ), adotada como função objetivo no modelo (2.3), representa a quantidade
total de óleo coletada na semana, apenas nos casos em que o problema original tem solução, pois as
restrições garantem que a capacidade de armazenamento de cada posto nunca será ultrapassada. Porém,
no exemplo que estamos considerando, é permitida a violação das restrições relacionadas com o prazo em
que se atinge essa capacidade. Neste caso, devemos propor outra função objetivo, em que o volume total
de óleo recolhido na semana seja corretamente contabilizado.
Uma alternativa é limitar por 1 a quantidade de visitas que podem ocorrer em cada posto i
na mesma semana. Por exemplo, se acrescentamos a restrição:
5∑
h=1x
h
i ≤ 1, para todo i = 1, . . . ,N, (2.25)
teremos menos variáveis, pois yhi = xhi para quaisquer i e h, e o modelo resultante será linear. Neste caso,
o volume total de óleo coletado na semana, f(xhi ), será como segue:
f(xhi ) = N∑
i=1
5∑
h=1min{CAi, (ICi + h − 1)V Di}xhi .
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Apresentamos em (2.26) um possível modelo de programação linear inteira para o exemplo
considerado, após incluir a limitação de visitas dada em (2.25).
max
N∑
i=1
5∑
h=1min{CAi, (ICi + h − 1)V Di}xhi − ∑i∈A1
3∑
h=2M (h −DLiTSi )xhi − ∑i∈A2M (3 −DLiTSi )x3i− ∑
i∈A5M (8 −DLiTSi )x′i,
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5∑
h=1x
h
i ≤ 1, para i = 1, . . . ,N,
x1i + x2i + x3i ≥ 1, para i ∈ A1 ∪A2 ∪A3,
x1i + x2i + x3i + x4i ≥ 1, para i ∈ A4,
x1i + x2i + x3i + x4i + x5i + x′i ≥ 1, para i ∈ A5,
50∑
i=1xhi ≤ 3, para h = 1, . . . ,5,
xhi ∈ {0,1} para i ∈ P e h = 1, . . . ,5.
(2.26)
Outra alternativa seria limitar por 2 a quantidade de visitas em cada local durante o horizonte
de planejamento. Ou seja, incluir a restrição:
5∑
h=1x
h
i ≤ 2, para todo i = 1, . . . ,N. (2.27)
Deste modo, o volume total de óleo coletado na semana, f(xhi ), poderia, por exemplo, ser
modelada como a função quadrática dada a seguir:
f(xhi ) = N∑
i=1
5∑
h,k=1
h<k
[min{CAi, (ICi + h − 1)V Di} + (k − h)V Di] xhi xki .
Com a inclusão da restrição (2.27), poderíamos modelar o exemplo considerado como um
problema de programação quadrática, da seguinte forma:
max
N∑
i=1
5∑
h,k=1
h<k
[min{CAi, (ICi + h − 1)V Di} + (k − h)V Di] xhi xki − ∑
i∈A1
3∑
h=2M (h −DLiTSi )xhi
− ∑
i∈A2M (3 −DLiTSi )x3i − ∑i∈A5M (8 −DLiTSi )x′i,
suj. a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5∑
h=1x
h
i ≤ 2, para todo i = 1, . . . ,N,
x1i + x2i + x3i ≥ 1, para i ∈ A1 ∪A2 ∪A3,
x1i + x2i + x3i + x4i ≥ 1, para i ∈ A4,
x1i + x2i + x3i + x4i + x5i + x′i ≥ 1, para i ∈ A5,
50∑
i=1xhi ≤ 3, para h = 1, . . . ,5,
xhi ∈ {0,1} para i ∈ P e h = 1, . . . ,5.
(2.28)
O modelo (2.28) parece adequado para este exemplo, pois nunca seria vantagem, neste caso,
agendar mais de duas coletas para o mesmo local na semana considerada, visto que todos os locais
demoram mais uma semana para completar seus reservatórios (pois TSi ≥ 9, ∀i, na Tabela 9).
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Capítulo 3
Análise estatística
Na seção 1.2, construímos um modelo de agendamentos para o problema da coleta de óleo
residual de cozinha. Um dos parâmetros utilizados foi denotado TSi, que representa o tempo que cada
local de coleta i leva para preencher seu reservatório que armazena óleo descartado. Em problemas reais,
como o do estudo de caso apresentado neste trabalho, é possível notar variações deste parâmetro de local
para local. Porém, as nítidas flutuações cronológicas que ele apresenta em um mesmo local é que sugerem
um comportamento típico de um processo estocástico.
No estudo de caso, possuímos registros de coletas anteriores, que podem ser interpretados
como realizações de um processo estocástico. Tais realizações são chamadas de séries temporais, e podem
ser utilizadas para obter informações a respeito do processo estocástico do qual tiveram origem. Desta
maneira, modelos de séries temporais podem ser usados como uma ferramenta estatística para estimar o
valor do parâmetro TSi, insumo que deve ser incluído no modelo proposto neste trabalho para a coleta de
óleo.
Apresentamos a seguir uma introdução sobre séries temporais e sobre os principais modelos
de previsão destas séries. A maior parte do texto e dos exemplos seguintes foram baseados em [Box,
Jenkins e Reinsel 2008], [Brockwell e Davis 2002] e [Morettin e Toloi 2006], onde podem ser encontrados
mais detalhes a respeito deste assunto.
3.1 Séries temporais
3.1.1 Introdução
Uma série temporal é um conjunto de observações zt geradas sequencialmente em instantes
de tempo t. São exemplos de séries temporais:
1. valores diários de poluição na cidade de São Paulo;
2. quantidade semanal de acidentes em uma rodovia;
3. garrafas de vinho vendidas mensalmente por produtores de uma cooperativa;
4. registro de temperatura dentro de um ambiente fechado durante 24 horas.
Os exemplos citados são uma amostra extremamente pequena da infinidade de séries temporais
encontradas em diversos campos como engenharia, sociologia e economia.
Uma série temporal discreta é aquela em que o conjunto T ′ de instantes em que as observações
são feitas é um conjunto discreto, que é o caso dos itens 1 a 3. Uma série temporal que é continuamente
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registrada em algum intervalo de tempo é dita contínua, como no item 4, em que T ′ = [0,24]. É possível
obter uma série temporal discreta a partir da medição de uma série temporal contínua em intervalos de
tempos iguais, por exemplo.
O objetivo principal da análise de séries temporais é determinar o processo gerador da série
em estudo, ou seja, o modelo que melhor traduz o mecanismo de geração da s’erie. Um modelo pode ser
usado de diversas maneiras, uma delas é a predição de valores futuros de uma série, que é nosso principal
objetivo neste texto. Para isto, é necessário que o modelo selecionado seja adequado para a descrição dos
dados.
A fim de preservar a natureza aleatória de observações futuras de uma série, é natural supor
que cada observação zt seja um valor realizado de uma certa variável aleatória Zt. Desta maneira, podemos
interpretar Zt, t ∈ T , como uma família de variáveis aleatórias, ou seja, um processo estocástico (Figura 2),
do qual zt são os valores realizados. Desta forma, série temporal pode ser considerada como a realização
de um processo estocástico.
Figura 2 – Processo estocástico interpretado como uma família de variáveis aleatórias.
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Para se ajustar um modelo a uma série temporal, é preciso verificar se ela possui a qualidade
de estacionariedade, definição que vai se tornar mais clara adiante. Caso não possua, é preciso fazer
algumas transformações na série, obtendo assim uma nova série de resíduos que seja estacionária. Somente
nesta etapa é que é possível escolher um modelo, dentre os vários modelos de séries estacionárias existentes.
Para o cálculo de valores futuros da série original, é preciso usar o modelo para ajustar a série de resíduos
(estacionária), fazer a previsão para tal série, e reverter as transformações feitas para encontrar os valores
previstos do processo original.
A partir daqui, trataremos apenas de séries geradas em instantes discretos e equiespaçados
no tempo e denotaremos por z1, z2, . . . , zn. O termo série temporal passa a designar ambos os dados e o
processo do qual ele é uma realização.
Tendência e sazonalidade
Alguns dados apresentam comportamento sazonal, ou seja, com aparentes padrões de repetição
periódicos. E outros parecem flutuar em torno de um nível aparentemente não constante. Nesses casos,
existe um modelo de decomposição clássica (aditivo) dado por:
zt =mt + st + εt,
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onde mt é a componente de tendência, st é a componente sazonal (de período d) e εt é um ruído aleatório,
também chamado de componente de resíduo. Neste modelo, as componentes de tendência e sazonalidade
são expressas como funções determinísticas (não aleatórias) do tempo.
O objetivo é estimar e extrair da série as componentes determinísticas mt e st na esperança
de que a componente de resíduos εt seja uma série estacionária. Isto é feito aplicando o método recursivo
de médias móveis ou o modelo clássico de regressão linear. Desta maneira, a teoria de séries estacionárias
é usada para ajustar modelos probabilísticos adequados a εt e usá-lo juntamente com mt e st para fins de
predição da série original zt.
A Figura 3 mostra o volume de óleo coletado em um estabelecimento do sul de MG,
decomposta em componentes de tendência e sazonal, e a Figura 4 mostra a componente de resíduos,
após subtrair da série original a tendência e a componente sazonal. Na decomposição foi usado ajuste de
quadrados mínimos a um polinômio de grau 1 para a tendência e suavização através de filtro de médias
móveis para eliminação da componente periódica. Para mais detalhes sobre este e outros métodos de
eliminação de tendência e sazonalidade, sugerimos [Brockwell e Davis 2002].
Figura 3 – Decomposição clássica.
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Figura 4 – Resíduos da decomposição da Figura 3.
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A série de resíduos da Figura 4 aparenta oscilar em torno de um nível constante, mas possui
poucos elementos para avaliarmos estacionariedade. É possível perceber um certo grau de dependência
entre observações adjacentes, sugerido pelas quantidades de resíduos vizinhos com mesmo sinal. Essa
dependência é bastante útil na previsão de séries temporais, pois sugere que “valores passados da série
trazem informações a respeito de valores futuros”.
Outra abordagem desenvolvida extensivamente por [Box, Jenkins e Reinsel 2008] para
eliminação de tendência e sazonalidade é aplicar operadores de diferença à série zt, obtendo assim uma
nova série de diferenças estacionária. Para a eliminação do fator sazonal, podemos aplicar o operador∇bzt = zt − zt−b, onde b é número de observações por período. A componente de tendência pode ser
eliminada aplicando-se o operador ∇zt = zt − zt−1, geralmente uma ou duas vezes.
Neste texto, não trataremos de séries sazonais. Para conhecimento sobre métodos de previsão
para séries com sazonalidade, sugerimos [Box, Jenkins e Reinsel 2008], [Brockwell e Davis 2002] e [Morettin
e Toloi 2006].
Séries de tempo que possuem tendência são não estacionárias. Como a maioria dos modelos
de previsão consideram séries estacionárias, a exclusão da componente de tendência, seja por decom-
posição clássica ou por operador de diferenças, é primordial para a modelagem. Assim, o conceito de
estacionariedade é fundamental na modelagem de séries temporais.
Capítulo 3. Análise estatística 44
Estacionariedade
Uma classe muito especial de séries, chamada de séries estacionárias, é aquela em que os
dados estão em um particular estado de equilíbrio estatístico.
Uma série é dita ser estritamente estacionária, se suas propriedades permanecem inalteradas
por uma translação no tempo. Porém aqui, vamos nos restringir àquelas propriedade que dependem
apenas do primeiro e segundo momentos de {zt, t = 1,2, . . .}. Mais precisamente, uma série zt é dita ser
estacionária (ou fracamente estacionária), se:
• E[zt] = µ é independente de t,
• Cov[zt, zt+k] = γk é independente de t para cada inteiro k ≥ 0.
Em particular, uma série estacionária possui média e variância constantes. Isto é, o nível em
torno do qual o processo flutua e sua dispersão em torno deste nível são constantes.
A covariância γk é chamada de autocovariância de lag k, sendo definida por:
γk = Cov[zt, zt+k] = E[(zt − µ)(zt+k − µ)], (3.1)
onde µ = E[zt] para qualquer instante de tempo t.
Usando a definição de γk em (3.1), a autocorrelação de lag k é dada por:
ρk = γk
σ2z
= γk
γ0
, (3.2)
uma vez que σ2z = Var[zt] é a mesma para todo instante de tempo t em séries estacionárias. Em particular,
ρ0 = 1.
Funções de autocovariância (FACV) e autocorrelação (FAC)
A função que associa γk aos valores do lag k, k = 0,1,2, . . . , n − 1, é chamada função de
autocovariância. Da mesma maneira, a função que associa ρk aos valores do lag k, é chamada função
de autocorrelação. A Figura 5 mostra a função de autocorrelação de um processo estacionário, em que
ρk → 0 quando k aumenta, o que significa que o grau de interdependência linear entre os elementos da
série diminui à medida que aumenta o valor do lag k.
Ruído branco
Um exemplo clássico de processo estacionário é o chamado ruído branco, que é uma sequência
de variáveis aleatórias independentes e indenticamente distribuídas, denotadas como a1, a2, . . . , at, . . ., as
quais possuem média zero e variância constante σ2a. Por causa da hipótese de independência, os at são
não correlacionados, e sua função de autocorrelação é dada por:
ρk = E[atat+k]/σ2a = ⎧⎪⎪⎨⎪⎪⎩ 1, k = 0,0, k ≠ 0.
A Figura 6 mostra uma sequência de ruído branco com distribuição normal de tamanho
n = 200 e σa = 1.
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Figura 5 – Função de autocorrelação de um processo estacionário.
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Figura 6 – Série de ruído branco.
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Função de autocorrelação amostral (FAC amostral)
A função de autocorrelação que foi definida é teórica e descreve um processo estocástico
conceitual. Na prática, temos uma série temporal finita z1, z2, . . . , zn de n observações sobre as quais
podemos obter apenas estimativas das autocorrelações. Esta estimativa é uma ferramenta importante
na seleção de um modelo adequado, dentre os vários existentes para séries temporais estacionárias, que
melhor represente a dependência dos dados.
A estimativa da autocorrelação de lag k é dada por (3.3):
rk = ρˆk = ck
c0
, (3.3)
em que ck é dada por (3.4):
ck = γˆk = 1
n
n−k∑
t=1 (zt − z¯)(zt+k − z¯), k = 0,1,2, . . . ,K, (3.4)
e z¯ é a média amostral z¯ = n−1 n∑
t=1 zt.
Na prática, para obter uma boa estimativa da função de autocorrelação seriam necessárias,
pelo menos, n = 50 observações, e as autocorrelações estimadas rk calculadas para lag máximo K, onde
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K ≈ n/4.
As Figuras 7 e 8 mostram as autocorrelações estimadas de dois processos estacionários,
ambos de tamanho n = 200. Na Figura 7, rk → 0 à medida que k aumenta, enquanto na Figura 8, parece
haver um “corte” dos rk após o lag 0.
Figura 7 – Autocorrelação amostral de um pro-
cesso estacionário.
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Figura 8 – Autocorrelação amostral (com
corte).
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No gráfico da Figura 8, a FAC amostral está próxima de zero para todo k > 0, sugerindo que
um modelo adequado para os dados por ele representados seja o de ruído branco. De fato, os dados que
deram origem a essa FAC amostral, é o ruído branco representado na Figura 6.
É possível mostrar que, no caso de uma série de ruído branco com distribuição normal, as
autocorrelações estimadas rk terão distribuição aproximadamente N (0,1/n) (normal com média zero e
varância 1/n) para valores grandes de n. Neste caso, aproximadamente 95% das autocorrelações amostrais
devem estar entre os limites ±1, 96/√n, representados pelas linhas horizontais pontilhadas nas Figuras 7 e
8. Na Figura 8, todas as autocorrelações amostrais de lag k > 0 estão entre os limites especificados, o que
sugere que as autocorrelações teóricas sejam ρk = 0 para todo k > 0, caracterizando uma série de ruído
branco.
A FAC amostral também é útil como indicador de não estacionariedade de séries. Por exemplo,
para dados contendo uma tendência linear, rk vai exibir um decaimento lento à medida que k aumenta, e
para dados com uma componente periódica determinística, rk vai exibir um comportamente similar com a
mesma periodicidade.
3.1.2 Modelos ARMA
Apresentamos uma introdução sobre uma importante família paramétrica de séries temporais
estacionárias, os processos autorregressivos de médias móveis, ou processos ARMA. Essa família abrange
diversos tipos séries estacionárias, o que a torna muito importante na modelagem de séries temporais.
Modelos Lineares Estacionários
Considere a série estacionária zt com média µ = 0. Um resultado fundamental no estudo de
processos estacionários é que qualquer processo estacionário de média zero puramente não determinístico
zt possui uma representação linear como em (3.5) com
∞∑
k=0ψ
2
k <∞ (os at não precisam ser independentes,
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apenas não correlacionados):
zt = at + ψ1at−1 + ψ2at−2 +⋯= at + ∞∑
k=1ψkat−k.
(3.5)
Ou seja, zt pode ser considerada como uma transformação de “choques” aleatórios at (ruído
branco) por um filtro linear. A expressão (3.5) implica que, sob determinadas condições, zt é também
uma soma de valores passados do processo, mais um choque at, isto é:
zt = pi1zt−1 + pi2zt−2 +⋯ + at= ∞∑
k=1pikzt−k + at. (3.6)
Como um exemplo, considere o modelo:
zt = at − θat−1 = (1 − θB)at, (3.7)
sendo o operador B definido por Bzt = zt−1. Expressando at em termos dos z’s, temos:
(1 − θB)−1zt = at.
Assim para ∣θ∣ < 1, temos:
(1 + θB + θ2B2 + θ3B3 +⋯)zt = at.
Desta forma, zt expresso em termos dos valores passados do processo mais um choque
aleatório, é como segue:
zt = −θzt−1 − θ2zt−2 − θ3zt−3 −⋯ + at, (3.8)
em que pik = −θk são os novos coeficientes.
As equações (3.7) e (3.8) representam o mesmo processo por modelos distintos, em que o
primeiro é mais simples, pois tem apenas um coeficiente a ser estimado.
Modelos ARMA(p, q):
Considere a série temporal zt (ou zt − µ se o processo for estacionário com média µ ≠ 0), e o
modelo:
zt − φ1zt−1 −⋯ − φpzt−p = at − θ1at−1 −⋯ − θqat−q, (3.9)
O modelo (3.9) pode ser reescrito, de forma equivalente, como a seguir:
φ(B)zt = θ(B)at, (3.10)
em que os polinômios
φ(B) = 1 − φ1B − φ2B2 −⋯ − φpBp, (3.11)
θ(B) = 1 − θ1B − θ2B2 −⋯ − θqBq, (3.12)
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não possuem fatores comuns. O processo (3.9) (ou na forma reduzida (3.10)) é chamado de autorregressivo
de médias móveis e denotado por ARMA(p, q).
O processo é dito ser autorregressivo de ordem p (denotado por AR(p)) se θ(B) ≡ 1 em (3.10).
E dizemos que o processo é de médias móveis de ordem q (denotado por MA(q)) se φ(B) ≡ 1 em (3.10).
Como já vimos, um mesmo processo pode ser representado por mais de um modelo. Por
exemplo, os modelos (3.7) e (3.8) representam o mesmo processo, sendo o primeiro mais simples que o
segundo, por apresentar apenas um parâmetro. Neste sentido, os modelos ARMA tendem a simplificar a
representação de dados de séries temporais considerando operadores finitos em ambos os lados do modelo,
como em (3.10).
A importância da estacionariedade em uma série reside no fato de que a série estacionária
“transporta informações que não variam ao longo do tempo”, característica que auxilia na predição de
valores futuros dos dados. Para garantir estacionariedade ao processo (3.10), basta exigir que todas as
raízes de φ(B) = 0 permaneçam fora do círculo unitário.
Para que o processo (3.10) seja invertível, basta exigir que as raízes da equação θ(B) = 0
permaneçam fora do círculo unitário. Desta maneira, garante-se que a série zt representada na forma (3.6)
dependa de valores passados zt−1, zt−2, . . . com pesos que decrescem à medida que se afastam do instante t.
Consideremos o exemplo de um modelo ARMA(1,1) dado por:
zt − 0,8zt−1 = at + 0,3at−1. (3.13)
A série representada pelo modelo (3.13) é estacionária e invertível, pois as raízes das equações(1 − 0,8B) = 0 e (1 + 0,3B) = 0 permanecem todas fora do círculo unitário. A Figura 9 mostra uma série
simulada a partir do processo (3.13) com tamanho n = 200. É possível notar uma forte dependência entre
dados adjacentes na série, caracterizada pelas longas extensões do gráfico com mesmo sinal, o que a difere
de uma série de ruído branco (Figura 6). Essa dependência é bastante útil na previsão de séries temporais.
Como exemplo disso, se a série esboçada na Figura 9 fosse um processo de ruído branco, a previsão para o
próximo valor z201 seria igual a zero. No entanto, a dependência entre dados adjacentes sugere fortemente
que z201 seja positivo.
Figura 9 – Simulação de um processo ARMA(1,1).
0 50 100 150 200
-4
-2
0
2
4
tÐ→
z t
Ð→
Capítulo 3. Análise estatística 49
Função de Autocorrelação dos modelos ARMA
Uma importante relação de recorrência para a função de autocorrelação de um processo
autorregressivo AR(p) pode ser obtida a partir de manipulações no modelo AR(p). Tal relação é dada por:
ρk = φ1ρk−1 + φ2ρk−2 +⋯ + φpρk−p, k > 0. (3.14)
A solução geral dessa equação de diferenças é dada por:
ρk = A1Gk1 +A2Gk2 +⋯ +ApGkp, (3.15)
onde G−11 , . . . ,G−1p são as raízes da equação característica φ(B) = 0 (detalhes em [Box, Jenkins e Reinsel
2008]).
Para garantir estacionariedade ao processo, é exigido que ∣Gi∣ < 1 para i = 1,2, . . . , p. Neste
caso, percebemos por (3.15) que a autocorrelação ρk tende a zero à medida que k aumenta, o que
caracteriza estacionariedade em um processo AR(p). Em geral, a função de autocorrelação de um processo
autorregressivo estacionário vai consistir de uma mistura de exponenciais e ondas de seno que amortecem
com o aumento de k. A Figura 5 mostra a FAC de um processo AR(2) estacionário dado por:
zt − 0,8zt−1 + 0,25zt−2 = at.
Para um processo ARMA(p, q), é possível chegar a um resultado similar ao do processo autor-
regressivo. As q autocorrelações ρq, ρq−1, . . . , ρ1 terão valores que dependem diretamente dos parâmetros
φ e θ do modelo (3.9). As demais autocorrelações irão satisfazer a equação (3.14) (para k ≥ q + 1).
Se q − p < 0 todas as autocorrelações ρk, k = 0,1,2, . . ., vão consistir de uma mistura
de exponenciais amortecidas e/ou ondas de seno amortecidas, cuja natureza é ditada pelas raízes do
polinômio autorregressivo φ(B) e os valores iniciais. Se, entretanto, q−p ≥ 0, teremos q−p+1 valores iniciais
ρ0, ρ1, . . . , ρq−p os quais não seguem esse padrão geral. Estes fatos são bastante úteis na identificação de
séries mistas.
Consideremos agora um processo MA(q). Após algumas manipulações no modelo de médias
móveis, conclui-se que ρk = 0 para k > q. Ou seja, o gráfico da FAC apresenta um “corte” após o lag q, o
que caracteriza o processo de médias móveis MA(q).
A Figura Figura 10 ilustra a função de autocorrelação do processo zt = at − 0,5at−1. Neste
caso, o gráfico da FAC apresenta um corte após o lag 1, característico de um processo MA(1). A Figura 11
representa a FAC de um processo ARMA(1,4). Como q − p = 4 − 1 = 3 ≥ 0, os primeiros 4 valores das
autocorrelações não segue o padrão geral das demais, que por sua vez comportam-se como uma exponencial
que vai a zero.
Autocorrelações amostrais em processos ARMA
Para identificar modelos de previsão para séries temporais, é útil saber se os ρk são esta-
tisticamente iguais a zero após certo lag, o que caracteriza modelos de médias móveis. Para este fim,
existe uma expressão para a variância aproximada das autocorrelações estimadas de um processo normal
estacionário.
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Figura 10 – FAC de um processo MA(1).
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Figura 11 – FAC de um processo
ARMA(1,4).
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A variância da autocorrelação estimada rk para lags k maior que algum valor q, além do qual
a função de autocorrelação teórica é igual a zero (ou seja, ρk = 0 para k > q), é dada pela aproximação de
Bartlett:
Var[rk] = 1
n
(1 + 2 q∑
l=1ρ
2
l ) , k > q. (3.16)
Na prática, as autocorrelações teóricas ρk (k = 1, 2, . . . , q) são substituídas pelas autocorrela-
ções estimadas rk em (3.16). Ainda assim, a expressão (3.16) é uma boa aproximação para a variância das
autocorrelações estimadas, desde que as autocorrelações teóricas sejam essencialmente zero além de algum
lag q.
No caso especial em que ρk = 0 para k > 0, trata-se de uma série de ruído branco. É possível
mostrar que, no caso de uma série de ruído branco com distribuição normal, as autocorrelações estimadas
rk terão distribuição aproximadamente N (0,1/n) para valores grandes de n.
As Figuras 7 e 8 mostram as autocorrelações amostrais de duas séries temporais estacionárias.
As linhas pontilhadas estão delimitando as regiões ±1,96/√n. Como já foi comentado, a Figura 8
está relacionada a um ruído branco. A Figura 7, entretanto, mostra um gradual decaimento (senóides
amortecidas) na FAC amostral. Não se trata, portanto, de um processo de médias móveis.
Função de autocorrelação parcial (FACP)
Denotemos por φkj o j-ésimo coeficiente em uma representação de um processo por um
modelo autorregressivo de ordem k, como indicado pela equação:
zt = φk1zt−1 + φk2zt−2 +⋯ + φkkzt−k + at. (3.17)
O último coeficiente na representação (3.17), φkk, considerado como uma função do lag k, é
chamada de função de autocorrelação parcial. Esta função é definida para qualquer processo estacionário,
mas possui uma característica peculiar em processos autoregressivos. Para um processo AR(p), φkk = 0
para todo k > p.
É possível estabelecer da teoria de quadrados mínimos que os valores φk1, φk2, . . . , φkk, os
quais são a solução do sistema de Yule-Walker (detalhes em [Box, Jenkins e Reinsel 2008]), também
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representam os coeficientes na regressão linear de zt sobre zt−1, . . . , zt−k. Ou seja, os coeficientes de
autocorrelação parcial são os valores de b1, . . . , bk que minimizam E[(zt − b0 −∑ki=1 bizt−i)2].
Tanto para processos estacionários mistos ARMA(p, q) como para processos estacionários
de médias móveis puros MA(q), a função de autocorrelação parcial é infinita em extensão, pois em sua
representação na forma autorregressiva pura pi(B)zt = at, pi(B) é uma série infinita em B. Esta série
comporta-se como uma mistura de exponenciais e ondas de seno amortecidas, dependendo da ordem q do
processo e dos valores dos parâmetros do modelo.
Figura 12 – FACP de um processo AR(2).
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Figura 13 – FACP de um processo
ARMA(2,1).
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A Figura 12 representa a FACP de um processo autorregressivo puro de ordem 2, portanto,
as autocorrelações parciais valem zero após lag 2. A Figura 13 mostra as autocorrelações parciais de um
processo ARMA misto, que aparenta ter ondas de seno com amortecimento exponencial.
Estimação da função de autocorrelação parcial
As autocorrelações parciais podem ser estimadas ajustando-se sucessivamente modelos
autorregressivos de ordem 1,2,3, . . . por quadrados mínimos e tomando as estimativas dos últimos
coeficientes φˆ11, φˆ22, φˆ33, . . . em cada estágio, ou por meio das equações de Yule-Walker, se os parâmetros
não estiverem próximos à fronteira estacionária.
Sob a hipótese de que o processo é AR(p), as estimativas das autocorrelações parciais de
ordem maior ou igual a p + 1 são aproximadamente independentes e normalmente distribuídas com média
zero e variância 1/n. Ou seja, φˆkk ∼ N (0,1/n) para k > p em processos AR(p).
As Figuras 14 e 15 mostram as autocorrelações parciais estimadas de dois processos estacio-
nários com n = 225 e n = 300 observações, respectivamente. A Figura Figura 14 mostra um aparente corte
após o lag 1, o que caracteriza um processo AR(1). De fato, a região delimitada por ±1, 96×1/√225 ≃ ±0, 13
contém 18/19 ≃ 95% das autocorrelações parciais φˆkk após lag 1. Portanto, podemos considerar que φkk = 0
para k > 1. Na Figura 15 parece haver um gradual decaimento nos valores absolutos das φˆkk. Neste caso,
é preciso analisar também o gráfico das autocorrelações estimadas para concluir que a FACP estimada
descreve um processo puramente de médias móveis.
Identificação da ordem do modelo ARMA
Como já foi discutido, as funções de autocorrelação (FAC) e autocorrelação parcial (FACP)
estimadas possuem comportamentos típicos para cada modelo ARMA. Vamos mostrar um exemplo de
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Figura 14 – Autocorr. parciais estimadas
de um processo AR(1).
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Figura 15 – Autocorr. parciais estimadas
de um processo MA(1).
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como encontrar os valores p e q do processo ARMA(p, q) que melhor se ajuste a uma série temporal em
estudo.
Considere a série temporal esboçada na Figura 16, extraída de [Box, Jenkins e Reinsel
2008], que representa a série real dos preços de fechamento das ações da IBM, registradas diariamente de
17/05/1961 a 02/11/1962. Para efeito de comparação com a previsão de dados desta série, a ser apresentada
mais adiante, omitimos uma parte de seus últimos registros. Denotemos esta série por z′t.
Figura 16 – Série z′t.
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Figura 17 – FAC amostral da série z′t.
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A função de autocorrelação amostral da série z′t, representada na Figura 17, exibe um
decaimento lento, próximo do linear. Tal comportamento indica que o operador φ(B) do modelo ARMA
(equação (3.10)), que se quer ajustar à série z′t, possui uma raiz próxima da unidade. Isto significa que o
modelo está próximo da fronteira não estacionária. Neste caso, é possível eliminar essa raiz através da
aplicação do operador diferença, denotado ∇, à série original. De fato, a Figura 16 mostra que a série
original z′t não possui um nível constante. A Figura 18 mostra a nova série ∇z′t, após a aplicação do
operador diferença à série original z′t.
É possível notar pela Figura 18 que a nova série ∇z′t possui nível constante e características de
série estacionária. As Figuras 19 e 20 mostram, respectivamente, as estimativas de função de autocorrelação
e autocorrelação parcial da série ∇z′t.
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Figura 18 – Série ∇z′t.
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Figura 19 – FAC estimada de ∇z′t.
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Figura 20 – FACP estimada de ∇z′t.
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Uma breve análise do gráfico mostrado na Figura 19, sugere que as autocorrelações ρk sejam
iguais a zero para k > 1, pois parece haver um “corte” após o lag 1 na FAC amostral. Esse comportamento
apresentado na Figura 19 é típico de um processo ARMA(0, 1). Portanto, o modelo escolhido para ajustar
a série z′t é dado por:
zt − zt−1 = at − θ1at−1, (3.18)
ou, equivalentemente, pelo modelo: ∇zt = (1 − θ1B)at. (3.19)
O modelo (3.19) é denotado por ARIMA(0, 1, 1). Em geral, denotamos por ARIMA(p, d, q) o
modelo escrito na forma:
φ(B)∇dzt = θ(B)at, (3.20)
em que d é o grau da diferença aplicada à série original zt, p é a ordem do operador autorregressivo
estacionário φ(B) dado em (3.11) e q é a ordem do operador de médias móveis θ(B) dado em (3.12).
Tal processo é chamado de autorregressivo integrado de médias móveis. Notemos que o modelo geral
ARMA(p, q), dado pela equação (3.9), é um caso particular de modelo ARIMA(p, d, q), dado pela equação
(3.20), com d = 0.
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Etapas no ajuste de um modelo ARIMA
De acordo com a metodologia proposta por Box & Jenkins (ver [Box, Jenkins e Reinsel
2008]), temos três etapas principais para a utilização de um modelo ARIMA para a previsão de uma série
temporal.
1. Identificação: determinar a ordem do modelo ARIMA que melhor caracteriza o modelo.
2. Estimação: estimar os parâmetros do modelo escolhido na etapa de identificação.
3. Diagnóstico: verificar se o ajuste feito foi adequado, ou seja, se o modelo representa adequadamente
os dados, a partir da análise dos resíduos.
A descrição apresentada ao longo desta seção refere-se à fase de identificação. As demais etapas
serão realizadas com o auxílio do software R (detalhes em [R Core Team 2015]), as quais abordaremos
sem grandes detalhes aqui. Para conhecer sobre o processo completo de previsão com modelos ARIMA
em todas as suas etapas, sugerimos [Box, Jenkins e Reinsel 2008], [Brockwell e Davis 2002] e [Morettin e
Toloi 2006].
Consideremos o modelo ARIMA geral como dado em (3.20). Após a fase de identificação, os
valores de p, d e q do modelo são conhecidos e resta estimar o valor dos parâmetros φ = (φ1, φ2, . . . , φp) e
θ = (θ1, θ2, . . . , θq), e também σ2a, a variância dos resíduos at.
Para estimar ξ = (φ, θ, σ2a), um dos métodos empregados é o de máxima verossimilhança.
Dadas as n observações z = (z1, z2, . . . , zn), considera-se a função de verossimilhança L(ξ∣z). Essa função
tem a mesma forma da função densidade de probabilidade, p(ξ∣z), com a diferença que em L, os parâmetros
ξ são variáveis e o conjunto de dados z é fixo. Os estimadores de máxima verossimilhança (EMV) serão
os valores de ξ que maximizam L ou logL. Para obter os EMV, é comum considerar que os dados são
observações de um processo estacionário Gaussiano.
O problema de maximizar a função de verossimilhança é não linear. Portanto, os estimadores
são encontrados por meio de algoritmos de busca numérica que requerem a especificação de valores iniciais
para os parâmetros. Existem, atualmente, alguns algoritmos de estimação preliminar disponíveis. Para
modelos autorregressivos puros, a escolha fica entre o sistema linear de Yule-Walker e a estimação de Burg,
enquanto que para modelos com q > 0, dispõe-se dos algoritmos de inovação e dos de Hannan-Rissanen.
Para detalhes a respeito desses algoritmos sugerimos [Brockwell e Davis 2002].
Após a estimação dos parâmetros φ e θ, a próxima etapa corresponde à fase de identificação
dos resíduos. Dentre as várias técnicas existentes para esta verificação, comentaremos apenas sobre duas
delas, relacionadas com a análise dos resíduos do ajuste.
Suponha que, a partir de uma amostra de dados zt, o modelo ARIMA foi ajustado usando o
método de máxima verossimilhaça. Definimos como resíduos as quantidades:
aˆt = θˆ(B)−1φˆ(B)wt,
em que wt = ∇dzt é a série diferenciada e φˆ e θˆ são as estimativas dos parâmetros de máxima verossimilhança.
É possível mostrar que, se o modelo é adequado, então:
aˆt = at +O ( 1√
n
) ,
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ou seja, à medida que o tamanho n da série cresce, os aˆt’s tornam-se mais próximos aos ruídos brancos
at’s. Se fosse possível obter o modelo correto com os verdadeiros valores dos parâmetros φ e θ, obteríamos
como resíduos os ruídos brancos at’s.
Na prática, não conhecemos os verdadeiros valores dos parâmetros. Por esta razão, é preciso
ter cautela ao se utilizar para os coeficientes de autocorrelação residual rk(aˆ) a variância n−1, característica
dos rk(a), para avaliar inadequação do modelo. Box & Pierce mostraram que uma redução na variância
dos rk(aˆ) pode ocorrer para valores baixos de k. Desta forma, utilizar n−1/2 como desvio-padrão para os
rk(aˆ) para valores baixos de k poderia subestimar afastamentos significativos das autocorrelações do zero,
porém pode ser empregado para valores moderados e altos de k.
Devido a essa dificuldade, costuma-se utilizar uma análise complementar dos resíduos,
chamada de teste de Portmanteau, que considera um conjunto dos rk(aˆ) como indicador, em vez de
considerá-los individualmente. Seja K um valor tomado suficientemente grande tal que os pesos ψk na
representação do modelo na forma (3.5) sejam desprezíveis após k = K. É possível mostrar que, se o
modelo ajustado é apropriado, a variável aleatória:
Q = n K∑
k=1 r
2
k(aˆ),
tem distribuição X 2, com K − p − q graus de liberdade. A hipótese nula de ruído branco é rejeitada para
valores grandes de Q, com um certo nível de confiança.
Uma variação do teste foi sugerida por Ljung & Box que propuseram uma modificação na
estatística Q, motivados pela possível ineficiência de Q sob a hipótese nula.
Consideremos como exemplo a série da Figura 16. Utilizando o comando
arima(...,order=c(0,1,1)) do software R para ajustar um modelo ARIMA(0, 1, 1) aos dados (equação
(3.18)), obtemos o parâmetro θ1 = 0,3. Para verificar a adequação do modelo aos dados, utilizamos o
comando tsdiag do mesmo software, obtendo a Figura 21.
O primeiro gráfico da Figura 21 ilustra os resíduos do ajuste, os quais não apresentam qualquer
evidência aparente que descarte a hipótese nula de ruído branco. O segundo gráfico da Figura 21 mostra
as autocorrelações amostrais dos resíduos. Aproximadamente 95% dos rk(aˆ)’s, para k > 0, encontram-se
dentro dos limites ±1, 96/√349 ≅ ±0, 1 (n = 349 é o tamanho da série ∇zt que foi ajustada), o que também
não evidencia motivo para eliminação da suposição de ruído branco. Por fim, o terceiro gráfico da Figura 21
mostra o resultado do teste de Ljung-Box. O valor de p está relacionado com a probabilidade de a
estatística Q˜ de Ljung-Box possuir distribuição X 2. Para valores de K até 40, os valores do teste foram
p > 0,05 (a linha pontilhada do gráfico representa p = 0,05). Portanto a hipótese de ruído branco não é
rejeitada com um nível de significância de 5%. Por esse diagnóstico, podemos concluir que os resíduos
formam uma série de ruído branco, evidenciando a adequação do modelo ajustado aos dados.
Previsão de séries temporais utilizando modelos ARIMA
Vamos mostrar, sem grande rigor, como utilizar o modelo identificado e estimado para
fazer previsões. Vamos supor que identificamos um modelo ARIMA(p, d, q), da forma (3.20), para a série
temporal zt. Podemos reescrever o modelo (3.20) na forma:
ϕ(B)zt = θ(B)at,
em que ϕ(B) = φ(B)(1−B)d, φ(B) é o operador autorregressivo estacionário de ordem p dado por (3.11),
θ(B) é o operador de médias móveis de ordem q dado por (3.12) e (1 −B) = ∇ é o operador diferença.
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Figura 21 – Diagnóstico de ajuste de um modelo ARIMA(0,1,1).
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Estamos interessados em prever o valor zt+h, h ≥ 1, supondo que temos disponíveis as
observações . . . , zt−2, zt−1, zt até o instante t, que é chamado origem das previsões. A estimativa do valor
zt+h será denotada por zˆt(h) e chamada de previsão de origem t e horizonte h.
É razoável supor que zˆt(h) seja uma função linear das observações zt, zt−1, . . .. Desta maneira,
zˆt(h) também será uma função linear de at, at−1, . . ., se considerarmos o processo (3.21) na forma (3.5).
Indicando a melhor previsão linear de zt+h por:
zˆt(h) = ψ∗hat + ψ∗h+1at−1 + ψ∗h+2at−2 +⋯ ,
devemos encontrar os pesos ψ∗j que minimizam o erro quadrático médio (EQM) de previsão, que é dado
por:
E[zt+h − zˆt(h)]2 = E ⎡⎢⎢⎢⎣
∞∑
j=0ψjat+h−j − ∞∑j=0ψ∗h+jat−j
⎤⎥⎥⎥⎦
2
= (1 + ψ21 +⋯ + ψ2h−1)σ2a + ∞∑
j=0(ψh+j − ψ∗h+j)2σ2a.
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Desta forma, o mínimo EQM é obtido quando ψ∗h+j = ψh+j . Concluímos que:
zt+h = (at+h + ψ1at+h−1 +⋯ + ψh−1at+1) + (ψhat + ψh+1at−1 . . .)= et(h) + zˆt(t), (3.21)
onde et(h) é chamado de erro de previsão. É fácil ver pelas equações em (3.21) que zˆt(h) = E[zt+h∣zt, zt−1, . . .],
ou seja, a previsão de EQM mínimo é o valor esperado condicional de zt+h, dadas as observações passadas
da série. Também é possível concluir que E[et(h)∣zt, zt−1, . . .] = 0 e que a variância do erro de previsão é
dada por:
V (h) = E[et(h)]2 = (1 + ψ21 +⋯ + ψ2h−1)σ2a (3.22)
Supondo que os ruídos at têm distribuição normal, ou seja, at ∼ N (0, σ2a) para cada t,
concluímos que a distribuição condicional de zt+h, dados os valores zt, zt−1, zt−2, . . ., será N (zˆt(h), V (h)),
em que V (h) é a variância do erro de previsão dada em (3.22). Com esse resultado, é possível calcular
intervalos de confiança para as previsões. Por exemplo, com o auxílio de uma tabela de distribuição normal
padrão, concluímos que, com probabilidade de 95%, o valor zt+h da série pertence ao intervalo:
[zˆt(h) − 1,96√V (h), zˆt(h) + 1,96√V (h)] ,
onde V (h) é dada por (3.22).
A Figura 22 mostra a previsão de valores futuros da série esboçada na Figura 16, bem como
os dados reais da série. As regiões sombreadas representam os intervalos de confiança de 50% e 95%.
Figura 22 – Previsão de uma série com intervalos de confiança de 50% e 95%.
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Consideremos novamente o modelo ARIMA, dado pela equação (3.21), ajustado aos dados
de uma série temporal zt. Denotemos o operador ϕ(B) = 1−ϕ1B −⋯−ϕp+dBp+d. Denotemos a esperança
condicional E[zt+h∣zt, zt−1, . . .] por simplesmente [zt+h]. Uma das formas de expressar a previsão zˆt(h) é
por meio do valor esperado condicional da equação (3.21). Desta maneira, obtemos:
zˆt(h) = ϕ1[zt+h−1] + ϕ2[zt+h−2] +⋯ + ϕp+d[zt+h−p−d]−θ1[at+h−1] − θ2[at+h−2] −⋯ − θq[at+h−q] + [at+h], (3.23)
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para h ≥ 1. Aqui, devemos utilizar os seguintes fatos:
[zt+k] = zˆt(k), k > 0,[zt+k] = zt+k, k ≤ 0,[at+k] = 0, k > 0,[at+k] = at+k, k ≤ 0.
(3.24)
Os valores zˆt(h) são calculados recursivamente a partir dos valores de zˆt(h − 1), zˆt(h − 2), . . .
por meio da equação (3.23).
Na realidade, a previsão é o valor E[zt+h∣zt, . . . , z1], que é diferente da previsão ótima
E[zt+h∣zt, zt−1, . . .] (a menos que o modelo seja um AR(p), caso em que estas quantidades são iguais e a
previsão é exata). Isto acontece pois na prática dispõe-se de um número finito de dados. Entretanto, essas
duas fórmulas fornecem resultados próximos para um valor grande de t. A aproximação é introduzida
quando atribuímos valores iniciais para calcular os elementos da sequência {at}.
Como exemplo, consideremos novamente a série zt esboçada na Figura 16, à qual foi ajustado
o modelo ARIMA(0,1,1) dado por:
(1 −B)zt = (1 − 0,3B)at. (3.25)
Utilizamos o modelo (3.25), substituindo t + h por t, e obtemos:
zt+h = zt+h−1 + at+h − 0,3at+h−1 (3.26)
Consideremos a origem da previsão como t = 349. Tomando esperanças condicionais em (3.26)
(como feito em (3.23)) e usando as igualdades (3.24), obtemos as previsões:
zˆ349(1) = z349 − 0,3a349
zˆ349(h) = zˆ349(1), h ≥ 2
Esta previsão está ilustrada na Figura 22. Para obtermos as previsões zˆ349(h), h ≥ 1, devemos
encontrar uma aproximação para o valor a349. Para isto, usamos a recorrência:
at = 0,3at−1 +∇zt, t ≥ 1
No entanto, é preciso iniciar a recorrência utilizando estimativas iniciais para a0 e ∇z1. Uma
maneira, é utilizar os valores esperados não condicionais, ou seja, a0 = E[at] = 0 e ∇z1 = E[∇zt] = 0
(E[∇zt] nem sempre é nula mas, neste caso, este fato é reforçado pelo gráfico da Figura 18). Porém, em
alguns casos, estas estimativas podem gerar aproximações ruins para as previsões. Existem outros métodos
mais eficientes para obter essas estimativas, cujos detalhes podem ser encontrados em [Box, Jenkins e
Reinsel 2008].
3.1.3 Outros métodos de previsão de séries temporais
Dados reais são raramente gerados por um modelo matemático simples como um processo
ARIMA. Métodos de previsão baseados nestes modelos não são, portanto, necessariamente os melhores,
mesmo no sentido de erro quadrático médio.
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O uso de algoritmos heurísticos costumam funcionar bem para séries reais. Porém, como
decidir qual método utilizar? Uma alternativa, segundo [Brockwell e Davis 2002], é escolher o algoritmo
que fornece o menor erro quando aplicado aos dados já observados, verificada disponibilidade de dados
suficientes registrados. Esse erro pode ser calculado, por exemplo, sobre os vinte primeiros passos de
previsão, se essa quantidade de passos é de primária relevância.
É difícil fazer afirmações teóricas gerais a respeito dos méritos de cada um dos métodos de
previsão. A ordem de melhor desempenho desses algoritmos é diferente para cada caso, como pode ser
comprovado pelos exemplos encontrados em [Brockwell e Davis 2002]. A solução é decidir pelo melhor
algoritmo comparando seu desempenho em cada série específica.
Todos os métodos de previsão apresentados neste texto, incluindo os modelos de previsão
ARIMA, estão implementados nos pacotes forecast ou itsmr do software R (detalhes do software em [R
Core Team 2015], detalhes do pacote forecast em [Hyndman 2015] e [Khandakar e Hyndman 2008] e
detalhes do pacote itsmr em [Weigt 2011]).
Método ARAR
O primeiro passo do método é identificar se o processo em estudo é de “memória longa”, e se
sim, aplicar uma transformação aos dados antes de ajustá-los a um modelo autorregressivo. Processos de
memória longa possuem autocorrelações ρ(k) que decrescem a zero lentamente à medida que k aumenta,
diferentemente de um processo estacionário ARMA(p, q), referenciado como um processo de “memória
curta”, cujas autocorrelações tendem a zero rapidamente. Além disso, a função de autocorrelação de
uma série de memória longa exibe persistência que não é consistente nem com um processo integrado de
ordem 0 nem com um processo integrado de ordem 1 (dizemos que um processo zt é integrado de ordem d,
denotado I(d), se ∇dzt é estacionário e ∇d−1zt não é estacionário). A previsão de uma série pelo algoritmo
ARAR pode ser obtida através do comando arar do R.
Suavização exponencial clássica e de Holt-Winters
O método de Holt-Winters baseia-se num conjunto de recorrências simples que generalizam o
método de suavização exponencial, a fim de gerar previsões para séries contendo uma tendência localmente
linear.
Considere a série zt. Para α ∈ [0,1] fixo, a recorrência dada por:
mˆt = αzt + (1 − α)mˆt−1,
mˆ1 = z1,
é referida como suavização exponencial, uma vez que as recurssões implicam que, para t ≥ 2, mˆt é uma
média ponderada de zt, zt−1, . . . com pesos que decrescem exponencialmente para valores passados. Se a
série zt é estacionária (portanto, com nível fixo), a previsão de suavização exponencial para zt+h é dada
por zˆt(h) = mˆt, para h ≥ 1. Porém, se a série apresenta uma tendência não constante, uma generalização
natural é dada por:
zˆt(h) = aˆt + hbˆt, h ≥ 1, (3.27)
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em que aˆt e bˆt são as estimativas de nível e declividade da previsão. Um esquema recursivo para calcular
esses valores foi proposto por Holt e é dado por:
aˆn+1 = αzn+1 + (1 − α)(aˆn + bˆn),
bˆn+1 = β(aˆn+1 − aˆn) + (1 − β)bˆn, (3.28)
com condições iniciais aˆ2 = z2 e bˆ2 = z2 − z1. As previsões dependem da escolha dos parâmetros α e β
em (3.28), que podem ser escolhidos aletoriamente no intervalo entre 0 e 1, ou de uma maneira mais
sistemática, de forma a minimizar o quadrado dos erros a um passo
t∑
i=3(zi − zˆi−1(1))2.
O comando ses do R calcula previsões utilizando suavização exponencial, adequado para
séries estacionárias, e o comando holt utiliza previsões de Holt-Winters, adequado a séries com tendência
não constante.
Métodos simples de previsão
Existem alguns métodos mais simples de previsão para séries temporais, que podem ser
usados em casos como o de séries curtas, ou seja, séries com poucos valores observados registrados. Para
mais detalhes, sugerimos [Hyndman e Athanasopoulos 2014].
(i) Método da média (average method): A previsão de todos os valores futuros são iguais à média dos
dados históricos. Ou seja, se z1, z2, . . . , zt são os valores observados da série, então:
zˆt(h) = z1 + z2 +⋯ + zt
t
será a aproximação para o valor zt+h, h ≥ 1, pelo método da média. O comando meanf permite
utilizar este método no software R.
(ii) Método ingênuo (naive method): Todas as previsões são simplesmente iguais ao valor da última
observação. Ou seja, zˆt(h) = zt, para todo h ≥ 1, são os valores previstos para zt+h pelo método
ingênuo. O comando naive permite utilizar este método no software R.
(iii) Método da declividade (drift method): Uma variação do método ingênuo é permitir que as previsões
cresçam ou decresçam ao longo do tempo. Para isso, a taxa de variação é tomada como a declividade
média do histórico de dados. Portanto, a previsão para o valor zt+h é dada por:
zˆt(h) = zt + h
t − 1 t∑i=2(zi − zi−1) = zt + h(zt − z1t − 1 )
Isto é equivalente a extrapolar uma reta que passa pela primeira e última observações para obter
valores futuros. Para utilizar este método no software R basta usar o comando rwf(...,drift=T).
3.2 Aplicação em estudo de caso
3.2.1 Análise dos registros de coleta
Apresentamos uma aplicação de modelos de séries temporais em um estudo de caso, utilizando
um problema real de coleta de óleo. Utilizamos o histórico de coletas de uma empresa localizada na cidade
de Itajubá, sul de MG, denominada Minas Bioenergia. Esta empresa registrou informações a respeito das
coletas realizadas de janeiro de 2013 a janeiro de 2015, período em que esteve em atividade, e contabilizou
um total de 235 postos de coleta localizados em Itajubá e região. Os dados lançados pela empresa abrangem
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data, local e volume de óleo coletado, e a precisão desta última informação está relacionada ao uso de
uma balança durante todo o período de registro. Uma grande parte dos estabelecimentos catalogados
apresentaram poucas informações de coleta, pois considerando que nos anos de 2013 e 2014 a empresa
estava em expansão, muitos postos surgiram ou não permaneceram por muito tempo na empresa. A
Tabela 14 indica a quantidade de postos por faixa de quantidade de registros de coleta:
Tabela 14 – Postos e a quantidade de registros de coleta.
Qtde Registros de Coleta Qtde Postos
1 - 5 132
6 - 10 35
11 - 15 18
16 - 20 19
21 - 30 14
31 - 40 8
41 - 60 4
61 - 110 5
Total: 235
Apresentamos também um diagrama de caixa, ilustrado pela Figura 23, dos dados apresenta-
dos na Tabela 14.
Figura 23 – Diagrama de extremos e quartis dos registros de coleta.
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Para o uso de modelos de séries temporais, as coletas deveriam estar registradas em intervalos
uniformes de tempo. Como uma alternativa, vamos usar interpolação para transformar a malha de registros
em uma malha uniforme.
As Figuras 24, 25 e 26 apresentam exemplos dos registros de coleta de três estabelecimentos
localizados em Itajubá-MG, e cada qual mostra os gráficos de coletas registradas e coletas acumuladas.
Pelos gráficos de coletas acumuladas de cada uma das figuras, é possível notar o comportamento linear da
produção de óleo residual em cada um dos postos.
Para transformar a malha de registros em uma malha uniforme, utilizamos interpolações
lineares. Interpolações devem ser evitadas sempre que possível em séries temporais, mas em casos de séries
temporais irregulares, é uma alternativa utilizada para obter informações em instantes equiespaçados de
tempo. Neste caso, a presença de uma tendência linear no comportamento dos volumes acumulados de óleo,
que pode ser percebida nos gráficos de volumes acumulados das Figuras 24, 25 e 26, justifica a utilização
de interpolação linear. Além disso, como os volumes acumulados de óleo possuem, obrigatoriamente, um
comportamento crescente (salvo situações incomuns como derramamento de óleo), o erro de interpolação
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Figura 24 – Gráficos de coletas do Bar do Rogério.
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Figura 25 – Gráficos de coletas do restaurante Assados do Sul.
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Figura 26 – Gráficos de coletas do supermercado Dias.
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em um instante k não poderá ultrapassar a diferença entre volumes acumulados das coletas posterior
e anterior ao instante k (ou o volume de óleo coletado posteriormente ao instante k). Esta ideia está
esquematizada na Figura 27.
Figura 27 – Erro de interpolação em função crescente.
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de interpolação
k
Outro problema ao realizar interpolação é a decisão em relação ao tamanho dos intervalos
da nova malha. Caso o intervalo seja tomado muito pequeno ou muito grande, teríamos muitos ou poucos
pontos de interpolação em relação à malha original, o que, em ambos os casos, torna grande a perda de
informações reais. Uma situação mais próxima do ideal seria escolher um tamanho de intervalo de maneira
que a quantidade de interpolações entre duas informações reais seja a menor possível.
Adotamos para o tamanho dos intervalos da nova malha, a mediana das amplitudes dos
intervalos da malha antiga. Tomando a mediana em vez da média, podemos evitar que aqueles poucos
intervalos de amplitudes destoantes não influenciem demais o tamanho do novo intervalo. A Tabela 15
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mostra a quantidade final de pontos da nova malha em alguns postos de coleta após tomadas interpolações
lineares, onde ∆t =medianai=1,2,...,N−1{∆TSi} é o tamanho dos intervalos da nova malha. Na maioria dos
casos, a quantidade final de pontos permaneceu próxima à quantidade de pontos da malha original.
Utilizamos um número correspondente para cada um dos 235 postos de coleta catalogados
pela empresa. A partir daqui, cada um dos estabelecimentos serão apresentados por número e não por
nome, como na Tabela 15.
Tabela 15 – Quantidade de pontos antes e após interpolações.
Posto Malha Original Malha Uniforme
38 20 22
69 25 25
18 60 69
75 32 46
126 23 23
84 22 33
23 34 47
54 50 53
10 110 109
13 22 24
95 23 24
1 108 109
79 26 25
31 27 30
12 28 34
164 32 37
50 34 33
153 24 25
21 30 38
47 28 26
33 46 54
49 27 27
2 38 40
124 34 41
29 25 28
65 21 27
63 20 21
64 20 24
40 67 84
20 39 38
53 103 107
28 60 54
6 35 35
11 92 103
127 20 29
Denotemos a nova série temporal, obtida após interpolações de volume de óleo acumulado,
de zit, t = 1, 2, . . . , n e i = 1, 2, . . . , 235, onde n é o tamanho da nova série temporal e o índice i corresponde
aos postos de coleta. Para facilitar, vamos denotar apenas zt em vez de zit.
Para efeito de cálculo de previsão da série zt utilizando modelos ARIMA, é preciso que a
série estudada seja estacionária. Claramente existe uma tendência linear nos gráficos de volume de óleo
acumulado das Figuras 24, 25 e 26, de onde foram obtidas as séries interpoladas zt para cada um dos
três postos apresentados. Esta tendência pode ser removida adotando-se a nova série ∇zt = zt − zt−1, a
primeira diferença de zt. As Figuras 28, 29 e 30 mostram os gráficos de ∇zt para alguns postos de coleta.
É possível notar como as tendências lineares foram removidas após a aplicação do operador diferença ∇.
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Figura 28 – Gráfico da série ∇zt para o Bar do Rogério.
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Figura 29 – Gráfico da série ∇zt para o restaurante Assados do Sul.
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Figura 30 – Gráfico da série ∇zt para o supermercado Dias.
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3.2.2 Previsão para os dados de coleta
Vamos analisar e comparar a eficiência dos diversos métodos de previsão de séries temporais
que foram apresentados para o histórico de coletas da empresa. Para isto, é preciso comparar as previsões
de cada método com os dados reais. A fim de evitar resultados tendenciosos na etapa de maximização de
volume de óleo coletado, que utiliza a previsão estatística do parâmetro TSi, utilizaremos nesta seção
apenas o histórico de coletas até a data de 13/10/2014, exclusive, data escolhida como primeiro dia do
horizonte de planejamento para o teste realizado na seção 4.2.
Após utilizar os dados de volume acumulado de óleo para realizar as interpolações, a fim de
obter uma malha uniforme de datas, será aplicado um operador diferença ∇, para eliminar a tendência
linear das séries. Utilizamos para previsão as séries resultantes dessas transformações. Cada valor desta
nova série representa o volume de óleo produzido durante o intervalo de tempo imediatamente anterior ao
instante ao qual ele corresponde. O fato de todos os intervalos da série transformada possuírem mesmo
tamanho, permite enxergar melhor a produção de óleo em cada local por meio da análise gráfica. Todos
os gráficos apresentados a seguir, foram elaborados com o auxílio do software R (detalhes em [R Core
Team 2015]).
A análise da eficiência dos métodos de predição deve ser realizada individualmente para cada
posto de coleta, pois cada um possui uma série de volume de óleo com características específicas. Estas
características tem relação com a demanda local, que é influenciada, dentre outros fatores, pela localização
do estabelecimento (por exemplo, proximidade com escolas ou empresas elevam a produção de óleo).
Consideremos inicialmente o restaurante Assados do Sul, que corresponde ao posto de índice
i = 1. A Figura 31 mostra os dados de volume de óleo deste estabelecimento até a data 13/10/2014 (após
transformações para obter malha uniforme), juntamente com as previse˜s da série realizadas por meio de
diversos métodos. Foi utilizado como histórico para todos os métodos apenas os dados de volume atá a
data 30/06/2014, exclusive, como mostra a Figura 31. As previsões foram feitas com o auxílio dos pacote
forecast (detalhes em [Hyndman 2015] e [Khandakar e Hyndman 2008]) e itsmr (detalhes em [Weigt
2011]) do software R.
A seleção de ordem do modelo ARIMA (indicado pelo número 4 da legenda na Figura 31)
foi realizada por meio de análise visual dos gráficos das autocorrelações e autocorrelações parciais, além
de outros recursos como o diagnóstico de ajuste, comparação entre os valores de variância residual, função
de máxima verossimilhança, etc. A seleção automática de ordem foi realizada por meio do comando
auto.arima do R, e a previsão está indicada na Figura 31 pelo número 3 da legenda. O número 8 da
legenda indica o uso de um modelo ARMA(1,0) após eliminação de tendência linear determinística.
Tabela 16 – Resultados das previsões para a série de volumes do restaurante Assados do Sul.
Métodos Passo 1 Passo 2 Passo 3 Erros Valor de t1
1 Série Original 66,00000 96,00000 42,00000 0,00000 ⌊9,479167⌋ = 9
2 Método da Declividade 48,67251 49,12281 49,57310 50,54765 ⌊14,311313⌋ = 14
3 Auto ARIMA(0,1,0) 48,22222 48,22222 48,22222 51,35642 ⌊14,516129⌋ = 14
4 ARIMA(0,1,2) 49,45921 55,63592 55,63592 45,70333 ⌊13,358940⌋ = 13
5 ARAR 54,73355 50,36616 50,85095 47,83011 ⌊13,291230⌋ = 13
6 Suavização Exponencial 57,27770 57,27770 57,27770 42,53120 ⌊12,221161⌋ = 12
7 Holt-Winters 65,04504 65,68502 66,33130 38,88344 ⌊10,725123⌋ = 10
8 ARMA(1,0) aos resíduos 57,60771 60,73772 61,95725 41,37815 ⌊11,885696⌋ = 11
A Tabela 16 mostra os resultados das previsões apresentadas na Figura 31. A primeira linha
mostra os valores da série original (com malha uniforme) após 1, 2 e 3 passos da última coleta antes de
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Figura 31 – Série de volumes do restaurante Assados do Sul com previsões.
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30/06/14, ocorrida em 27/06/14, em que os tamanhos dos passos são iguais a ∆t = 7 dias. As colunas Passo
1, Passo 2 e Passo 3 da Tabela 16 representam os três primeiros passos de previsão da série pelos métodos
enumerados de 2 a 8. O valor do parâmetro t1 é calculado utilizando a capacidade de armazenamento do
posto Assados do Sul, igual a 100`. Por exemplo, para a série original, sabe-se que após 7 dias da última
coleta o posto produz 66`, e após 14 dias, produz 162`. Para obter o valor de t1, basta usar interpolação
linear para calcular quantos dias são necessários para produzir 100` de óleo. Como o parâmetro é inteiro,
arredonda-se para o maior inteiro menor ou igual ao valor obtido. E da mesma forma é feito para todos os
métodos.
Observamos pela Figura 31 que existem registros de coleta de mais de 100`, casos em que
houve armazenamento do volume extra. Porém, a capacidade que adotamos representa o reservatório
padrão do qual o estabelecimento dispõe (2 vasilhames de 50`).
A coluna Erros da Tabela 16 mostra o valor de:
¿ÁÁÀ k∑
h=1(zt+h − zˆt(h))2, (3.29)
para k = 3, que mede a diferença entre os valores observados e previstos da série apresentada na Figura 31,
considerando horizontes h = 1,2,3. O cálculo do erro foi baseado em [Brockwell e Davis 2002], que sugere
para comparação entre métodos de previsão de séries o cálculo do erro como em (3.29) sobre os k passos
mais relevantes na previsão. Neste caso, os três primeiros passos são de primária importância, visto que
são suficientes para o cálculo do parâmetro t1.
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É possível notar pela Tabela 16 que o método que forneceu o menor erro de previsão, neste
caso, foi o Holt-Winters, seguido pelo ajuste ARMA(1,0) após eliminação de tendência linear determinística
e, em seguida, suavização exponencial. O valor do parâmetro t1 fornecido pelo Holt-Winters foi de 10 dias,
muito próximo ao valor real de 9 dias, tempo necessário para saturação do armazenamento padrão de óleo
no posto 1.
A Tabela 17 mostra os resultados da utilização de modelos de previsão de séries para cada
um dos postos de coleta. Foram escolhidos modelos com ordem e parâmetros específicos para cada caso, de
maneira a buscar pela melhor previsão do parâmetro TSi para cada posto i. Foram utilizados, para todos
os métodos de previsão, registros de coleta até a data 30/06/2014, exclusive, e as previsões puderam ser
comparadas com os dados a partir desta data até 13/10/2014, exclusive. Os resultados desta comparação
encontram-se na Tabela 17, apenas para os estabelecimentos que estavam ativos na data 13/10/2014 e que
possuíam dados suficientes para realizar ajuste e equiparação de modelos de previsão. As siglas utilizadas
na primeira e segunda linhas da Tabela 17, possuem os seguintes significados:
• i: índice correspondente a cada um dos postos de coleta.
• NS: Quantidade de elementos da série de volumes de óleo do posto i em datas equiespaçadas (até
30/06/2014, exclusive).
• AA: Modelo ARIMA(p, d, q) com seleção automática de ordem (comando auto.arima do software
R).
• AR: Modelo ARIMA(p, d, q) com seleção manual de ordem (comando do software R:
arima(...,order=c(p,d,q)) ).
• HW: Suavização exponencial de Holt-Winters.
• SE: Suavização exponencial clássica.
• MM: Método da média (average method).
• MD: Método da declividade (drift method).
• MI: Método ingênuo (naive method).
• Colunas E e T (abaixo de cada método na Tabela 17): Representam o erro e o valor de TSi,
respectivamente, obtidos por cada um dos métodos. O erro foi calculado como em (3.29).
• PE: Quantidade de passos considerados no cálculo do erro, ou seja, o valor de k em (3.29).
• T (última coluna da Tabela 17): Valor do parâmetro TSi mais próximo possível do real, baseado no
histórico de coletas de cada posto i.
Outros métodos de previsão utilizados foram o algoritmo ARAR, que pode ser utilizado
somente para séries com, no mínimo, 42 elementos e o modelo ARMA aplicado a séries com tendência
e/ou sazonalidade determinísticas. Na maioria dos casos, estes métodos não eram aplicáveis, devido
à pequena quantidade de elementos na maioria das séries e, no segundo caso, também por não haver
indícios de tendência e/ou sazonalidade determinísticas. Estes dois métodos funcionaram bem para séries
maiores (acima de 50 elementos), intercalando bons resutados com ARIMA, método ingênuo, suavização
exponencial e Holt-Winters. Este último, apresentou resultados adequados para séries mais longas e outros
bastante divergentes para demais séries.
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Tabela 17 – Resultados obtidos para alguns postos sob diversos métodos de previsão.
AA AR HW SE MM MD MI
i NS E T E T E T E T E T E T E T PE T
1 77 51,4 14 45,7 13 38,9 10 42,5 12 53,1 14 50,5 14 51,4 14 3 9
2 30 22,8 30 22,8 30 27,6 28 22,8 30 22,8 30 15,9 37 16,7 38 3 39
4 13 37,6 39 37,6 39 17,4 46 39,3 39 37,6 39 29,3 41 35,8 40 2 55
6 25 38,8 27 38,4 27 41,4 26 37,6 27 22,4 33 54,8 23 52,4 23 2 40
8 12 11,0 50 17,0 57 14,6 54 10,3 49 11,0 50 11,8 51 11,5 51 2 39
9 10 27,7 88 23,2 78 31,1 101 24,0 80 27,7 88 28,7 92 24,0 80 2 45
10 77 18,2 13 14,6 11 9,3 11 14,5 13 14,5 13 34,9 17 34,5 17 3 11
11 77 15,1 17 6,9 13 7,9 10 4,3 11 4,0 12 14,8 17 15,1 17 3 11
12 31 16,6 32 16,6 32 18,7 35 18,1 34 15,5 31 18,4 35 18,0 34 3 19
14 10 6,2 93 5,5 94 12,6 79 6,6 94 6,2 93 6,5 93 6,6 94 2 90
18 52 2,4 35 2,4 36 3,3 32 3,4 32 2,2 36 3,7 31 3,3 32 4 35
20 35 21,4 29 40,7 31 13,3 36 21,6 28 21,6 28 14,0 33 13,6 33 3 32
28 38 27,7 19 31,1 18 33,2 18 33,2 18 33,2 18 28,8 24 28,7 24 2 23
29 20 4,8 59 5,7 59 7,9 58 5,1 59 9,3 50 2,8 54 7,2 51 3 55
30 13 4,3 88 9,9 72 9,7 111 4,5 91 21,5 56 5,6 93 4,3 88 3 91
31 17 32,5 58 23,8 85 32,4 60 33,4 56 32,5 58 32,6 59 32,3 58 4 77
32 15 36,1 45 43,2 38 31,1 48 36,0 45 36,1 45 20,9 57 23,9 55 4 101
33 37 1,1 20 1,5 20 4,7 19 2,4 20 2,5 20 1,4 20 1,1 20 2 20
38 10 23,0 35 15,0 29 10,1 30 23,0 35 23,0 35 6,9 27 7,4 29 2 25
39 14 9,9 61 7,6 65 20,3 90 15,0 84 9,9 61 22,0 93 15,8 85 3 68
40 39 10,0 15 10,0 15 5,8 20 5,2 20 19,4 13 2,8 18 2,7 18 2 19
43 10 21,6 74 21,6 74 22,1 61 21,6 74 21,6 74 21,7 75 22,2 75 2 72
47 22 36,5 28 69,3 30 140,3 71 36,5 28 36,5 28 93,4 48 88,0 47 3 34
48 7 - - - - 37,7 63 44,4 68 44,4 68 31,5 38 14,7 41 3 46
49 17 10,3 55 11,4 54 9,6 48 10,3 55 10,3 55 12,3 57 11,4 56 2 52
50 24 13,5 23 14,6 22 13,3 23 13,5 23 13,5 23 12,9 25 12,6 25 2 28
53 75 28,2 13 31,6 13 29,8 15 28,3 13 28,2 13 28,6 12 28,6 12 3 17
54 36 4,7 47 4,8 47 4,1 43 4,7 47 4,7 47 4,4 44 4,2 44 4 46
59 12 12,0 81 24,3 82 27,3 204 12,0 81 12,0 81 15,3 44 15,9 44 3 62
64 17 27,3 71 36,7 82 64,2 328 32,6 78 26,7 70 22,3 67 27,3 71 3 57
65 11 12,9 32 16,4 35 17,2 35 18,3 36 9,0 30 17,1 35 18,3 36 2 25
68 12 23,2 46 18,8 51 34,4 42 18,6 52 21,6 87 26,6 44 23,2 46 2 46
69 17 9,9 33 9,7 35 14,7 30 7,5 35 9,9 33 6,6 40 6,6 40 2 35
74 9 11,7 63 11,7 63 1,7 75 11,7 63 11,7 63 15,3 58 18,9 56 2 76
75 31 7,0 75 8,9 88 6,4 68 7,1 76 9,7 94 10,6 54 8,9 56 7 76
77 9 6,1 58 7,7 55 17,2 48 6,1 58 6,1 58 13,2 51 11,0 53 2 66
79 17 9,7 31 5,3 28 8,3 30 9,7 31 9,7 31 8,7 31 9,4 31 2 27
85 9 12,4 60 10,5 63 16,7 56 12,4 60 12,4 60 11,3 61 11,1 61 2 70
95 16 21,5 49 27,1 45 17,8 51 21,5 49 21,5 49 42,1 41 37,1 42 3 64
96 13 13,2 43 13,2 43 16,1 41 13,2 43 6,2 49 16,1 41 13,2 43 2 56
124 31 27,7 40 43,2 32 39,8 32 40,6 32 62,8 25 27,5 40 27,7 40 4 55
126 15 15,1 28 29,6 22 3,9 39 15,1 28 15,1 28 6,6 42 3,1 39 2 38
127 10 7,3 28 17,0 34 11,3 30 7,3 28 7,3 28 3,0 25 3,0 25 2 24
128 7 - - - - 13,9 55 13,0 63 12,8 63 13,5 56 12,1 58 2 50
136 10 35,7 80 36,1 80 29,5 71 35,7 79 42,6 99 32,5 75 35,7 80 3 60
151 5 - - - - - - 8,8 50 8,8 50 8,7 55 15,3 56 1 53
153 13 62,2 46 61,3 45 63,1 47 62,2 46 62,2 46 64,2 47 66,7 50 2 20
164 20 10,8 20 11,0 19 13,1 22 10,8 20 10,8 20 11,3 20 11,2 20 2 16
176 4 - - - - - - 35,3 33 35,3 33 72,8 24 46,2 29 2 64
192 2 - - - - - - - - 13,1 51 23,2 42 14,6 48 2 47
193 3 - - - - - - - - 1,0 60 4,0 63 2,7 55 2 60
194 3 - - - - - - - - 0,3 48 2,5 46 1,9 47 2 48
204 2 - - - - - - - - 33,0 28 37,7 26 33,9 27 3 57
É possível observar pela Tabela 17 que as previsões para o parâmetro TSi são mais coerentes
à medida que o tamanho da série aumenta. Neste caso, os dados de volume de óleo das séries tendem
a ser mais próximos do volume real produzido, devido à maior disponibilidade de dados. E também, os
erros presentes nas séries tendem a se diluir em meio às demais informações quando estas estão presentes
em maior quantidade.
O método de previsão com modelos ARIMA funcionou muito bem para séries com tamanho
no mínimo 20, mesmo estando este valor bem abaixo do valor mínimo ideal para um bom ajuste deste
modelo. Surpreendentemente, o método ingênuo mostrou-se eficiente na maioria dos casos, considerando
sua imensa simplicidade. Isso significa que uma boa estimativa de volume de óleo produzido em cada local
seja a última taxa (média) de produção registrada.
Em séries onde a previsão do parâmetro TSi foi muito ruim, os métodos de previsão
forneceram valores próximos entre si, o que significa que possa haver algum erro de medição ou quantidade
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pequena de registros de coleta ou, simplesmente, uma situação atípica. Em geral, os métodos funcionaram
razoavelmente bem, em vista da limitada quantidade de dados disponíveis.
A Tabela 18 apresenta um resumo dos resultados apresentados pela Tabela 17. Cada coluna
da Tabela 18 representa os resultados de previsão por determinado método e mostra a porcentagem dos
casos analisados que apresentaram erro percentual de previsão de até 5%, de 5 a 10% e acima 10% em
relação ao valor real de TSi, como consta na última coluna da Tabela 17. De acordo com a Tabela 18, os
menores erros percentuais de previsão foram obtidos pelos métodos ingênuo e ARIMA.
Tabela 18 – Erros percentuais de previsão do parâmetro TSi.
Erro de previsão de TSi AA AR HW SE MM MD MI
até 5% de TSi 28,9% 33,4% 25,5% 28,6% 26,5% 32,1% 35,8%
de 5 a 10% de TSi 20,0% 17,8% 29,8% 20,4% 22,6% 18,9% 15,1%
acima 10% de TSi 51,1% 48,8% 44,7% 51,0% 50,9% 49,0% 49,1%
71
Capítulo 4
Estudo de caso: resultados numéricos
Apresentamos alguns resultados numéricos para o modelo proposto na seção 1.2 utilizando
os dados reais de coleta da microempresa sul mineira Minas Bioenergia. Consideramos horizontes de
planejamento anteriores a 31 de janeiro de 2015, data do último registro de coleta, para podermos
comparar com o desempenho real da empresa. Mostramos a seguir como o modelo de agendamentos pode
ser utilizado como suporte a empresas de coleta de óleo.
Neste estudo de caso, usamos os dados que a empresa registrou durante um período de dois
anos, em que foram inventariadas coletas por data, local e volume. Os dados constam de janeiro de 2013
a janeiro de 2015, período que a empresa utilizou uma balança para maior precisão da quantia de óleo
coletada. Neste período, a empresa catalogou 235 estabelecimentos localizados em Itajubá-MG e região,
porém nem todos estiveram com coletas ativas durante todo o período de registro.
A maioria dos postos de coleta possuiam um tambor com capacidade de 50`, o qual comportava
todo o óleo descartado pelo estabelecimento. Alguns locais possuíam de dois a três desses tambores ou até
mesmo vasilhames próprios de 200` de capacidade. A empresa contava com apenas um funcionário para
realizar as coletas, que utilizava um veículo estilo pick-up, com capacidade de transportar até 10 tambores
de 50`. Mesmo em locais onde funcionavam ecopontos ou que utilizavam tambores de 200`, o óleo era
transferido para tambores padrões de 50` para o transporte.
O funcionário visitava de 6 a 10 postos por dia e geralmente realizava duas viagens ao galpão
da empresa, localizado em Piranguinho-MG, onde o óleo ficava armazenado e passava por processo de
purificação antes de ser encaminhado às usinas de biodiesel. A capacidade do galpão não era um fator
preocupante, visto que a empresa contava com um serviço terceirizado de transporte sempre que necessário.
O modelo de agendamentos proposto na seção 1.2 considera somente os problemas relacionados
ao planejamento das visitas aos locais de coleta, de maneira a respeitar as capacidades de armazenamento de
cada local. Problemas adicionais relacionados à roteirização do veículo de coleta de óleo estão considerados
no modelo proposto na seção 1.3, e sua implementação fica como trabalho futuro.
Neste estudo de caso, nenhum dos postos de coleta da empresa demandavam mais de uma
visita por semana, o que significa que o parâmetro TSi ≥ 7,∀i ∈ P . Neste caso, o modelo de agendamentos
pode ser simplificado para a forma (2.3), se considerarmos um horizonte de planejamento de H = 5 dias
e que não há coletas aos finais de semana (ou seja, l = 2, onde l é definida pela condição (1.5)). Desta
forma, problemas de inexistência de solução podem ser contornados utilizando modificações sugeridas na
seção 2.3.
Dois softwares principais foram utilizados na resolução numérica do modelo: R [R Core Team
2015] e CPLEX [IBM Corp. 1988 2013]. O primeiro foi utilizado principalmente para estimar o parâmetro
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TSi do problema de otimização utilizando modelos de séries temporais, e o segundo foi utilizado para a
resolução numérica do modelo de programação combinatória. Ambos foram essenciais para a obtenção dos
resultados.
4.1 Teste 1
Escolhemos inicialmente a data de 18/08/2014, uma segunda-feira, como data de referência
para o início do nosso horizonte de planejamento, que se estende até a data 22/08/2014, sexta. Portanto,
temos um horizonte de planejamento de H = 5 dias e consideramos que não há coletas aos finais de semana.
O objetivo é utilizar os registros de coletas da empresa anteriores à data de referência como base para a
resolução numérica, para então compararmos a solução apresentada pelo modelo com o histórico real de
coletas da empresa naquela semana.
As visitas de fato realizadas pela empresa de 18 a 22 de agosto de 2014 estão apresentadas
na Tabela 19. A mesma tabela apresenta o volume total que foi coletado na semana de 18 a 22 de agosto
de 2014 por dia e ao final da semana. Os postos estão apresentados por números correspondentes, e não
por nome.
Tabela 19 – Coletas realizadas de 18 a 22 de agosto de 2014.
Segunda Terça Quarta Quinta Sexta
Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`)
- - 83 85,0 9 29,0 69 41,0 4 21,0 Vol
- - 39 148,0 124 57,0 50 37,0 164 27,0
- - 1 88,0 62 18,0 218 30,0 28 96,0 T
- - 53 51,0 95 51,0 20 48,0 10 42,0 o
- - - - 196 23,0 21 5,0 53 44,0 t
- - - - - - 6 109,0 11 33,0 a
- - - - - - 31 58,0 136 45,0 l
Seg: 0,0` Ter: 372,0` Qua: 178,0` Qui: 328,0` Sex: 308,0` 1.186,0`
Consideramos nula a quantidade mínima de visitas diárias, visto que o modelo procura sempre
preeencher com a quantidade máxima permitida. Portanto, MIVh = 0 para h = 1, . . . ,5. Consideramos
como a quantidade máxima permitida de visitas diárias, a quantidade real de coletas que aconteceram
em cada um dos dias da semana de planejamento. Pela Tabela 19, MAV1 = 0, MAV2 = 4, MAV3 = 5 e
MAV4 =MAV5 = 7.
Nem todos os 235 postos de coleta da empresa entram no modelo, pois essa quantidade
corresponde ao total de estabelecimentos que a empresa catalogou durante o período de janeiro de 2013 a
janeiro de 2015, e não necessariamente havia coleta em todos eles durante todo esse período. Nesta data
de referência em específico, 18/08/14, a quantidade de postos de coleta ativos que a empresa possuía eram
98. Outros 33 estabalecimentos que surgiram ou que retomaram o vínculo com a empresa a partir desta
data são considerados no problema, mas não entram no modelo.
Após os cálculos dos parâmetros TSi usando séries temporais, obtemos a configuração de
datas limites apresentadas na Tabela 20. Os postos que possuem data limite DLi > 7 não aparecem na
Tabela 20 (ver definição dos conjuntos Ah em (1.2) a (1.4)).
Este modelo claramente não tem solução. Por exemplo, a quantidade máxima de visitas
permitidas para segunda, dia 18/08/14, é M1 = 0, mas existem 8 postos com data limite de coleta para
este dia. Os parâmetros TSi foram calculados utilizando-se modelos de séries temporais e o software R
para os ajustes, de acordo com a quantidade de registros de coleta que cada posto possuía até a data
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Tabela 20 – Data limite da próxima coleta nos estabelecimentos.
h Dia Postos com data limite da próxima coleta para o dia h
1 Seg 12, 69, 115, 124, 203, 210, 212, 213
2 Ter 200
3 Qua 8, 126, 184
4 Qui 50, 53, 169
5 Sex 1, 11, 193
18/08/14, exclusive, e após interpolações lineares para obter uma malha equiespaçada de observações de
volume. Os seguintes métodos foram utilizados:
• Postos com até 20 registros de coleta: método da média.
• Postos com mais de 20 registros de coleta: método ARIMA com identificação de ordem feita pela
função auto.arima do software R.
Apesar de não ser o ideal, modificamos o modelo antigo para que o novo tivesse solução,
de modo que os atrasos nas visitas fossem amenizados. Explicamos a seguir como foram feitas essas
modificações utilizando o exemplo que temos considerado até então, cujas datas limites estão apresentadas
na Tabela 20. Caso o exemplo considerado tivesse solução, o modelo seria como em (4.1):
max ∑
i∈I
5∑
h=1[min{ICi ⋅ V Di,CAi} + (h − 1)V Di]xhi
5∏
k=h+1(1 − xki )⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1i = 1, para i ∈ A1 = {12,69,115,124,203,210,212,213}
x1200 + x2200 ≥ 1
x1i + x2i + x3i ≥ 1, para i ∈ A3 = {8,126,184}
x1i + x2i + x3i + x4i ≥ 1, para i ∈ A4 = {50,53,169}
x1i + x2i + x3i + x4i + x5i ≥ 1, para i ∈ A5 = {1,11,193}∑
i∈I x
1
i = 0∑
i∈I x
2
i ≤ 4∑
i∈I x
3
i ≤ 5∑
i∈I x
h
i ≤ 7, para h = 4,5
xhi ∈ {0,1} para cada i ∈ I e cada h = 1, . . . ,5
(4.1)
onde I representa o conjunto de índices dos 98 postos que entram no modelo. Vamos seguir o método
apresentado na 2.3 para obter um novo modelo que tenha solução, de modo a minimizar os atrasos nas
coletas, uma vez que estes são inevitáveis. Primeiramente devemos calcular o vetor v como definido em
(2.5), resultando em v = [−8,3,2,4,4]′. Em seguida, calculamos:
k∑
h=1 v(h) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−8, k = 1−5, k = 2−3, k = 3
1, k = 4
5, k = 5
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Como já foi explicado na 2.3, devemos limitar a quantidade de coletas por semana para
cada local, a fim de simplificar a quantificação do volume total de óleo. Uma alternativa, é limitar esta
quantidade por um. Desta forma, o modelo modificado será dado por:
max ∑
i∈I
5∑
h=1min {CAi, (ICi + h − 1)V Di}xhi − ∑i∈A1
4∑
h=2M (h −DLiTSi )xhi− ∑
i∈A2
4∑
h=3M (h − 2TSi )xhi − ∑i∈A3M ( 1TSi )x4i⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
5∑
h=1x
h
i ≤ 1, para i ∈ I
x1i + x2i + x3i + x4i ≥ 1, para i ∈ A1 ∪A2 ∪A3 ∪A4
x1i + x2i + x3i + x4i + x5i ≥ 1, para i ∈ A5 = {1,11,193}∑
i∈I x
1
i = 0∑
i∈I x
2
i ≤ 4∑
i∈I x
3
i ≤ 5∑
i∈I x
h
i ≤ 7, para h = 4,5
xhi ∈ {0,1} para cada i ∈ I e cada h = 1,2, . . . ,5
(4.2)
em que M representa um número de grande magnitude e, no nosso exemplo, adotamos M = 10.000.
Notemos que o modelo prioriza o agendamento para os postos i que estejam mais atrasados em relação a
seu prazo total, TSi. Após as modificações, o modelo final (4.2) passa a ter solução. Utilizando o CPLEX
para a resolução numérica do novo modelo, obtemos a configuração dada pela Tabela 21.
Tabela 21 – Configuração de coletas e volumes de óleo obtida pelo modelo.
Segunda Terça Quarta Quinta Sexta
Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`)
- - 39 148,0 12 50,0 69 50,0 1 88,7 Vol
- - 203 100,0 200 50,0 115 50,0 11 38,9
- - 210 50,0 8 48,5 124 100,0 47 153,1 T
- - 212 50,0 126 49,0 213 50,0 98 125,0 o
- - - - 184 48,7 50 47,1 123 82,7 t
- - - - - - 53 96,2 151 135,7 a
- - - - - - 169 48,7 193 48,3 l
Seg: 0,0` Ter: 348,0` Qua: 246,2` Qui: 442,0` Sex: 672,4` 1.708,6`
A Tabela 21 apresenta as previsões de volume de óleo coletado, conhecendo-se apenas os
registros de coletas anteriores ao horizonte de planejamento, pelo uso de modelos de séries temporais. Po-
demos perceber que todos os postos apresentados na Tabela 20 foram alocados na semana de planejamento,
como mostra a Tabela 21.
O posto de número 39 que aparece na Tabela 21, na coluna da Terça, não entrou no modelo
pois não havia qualquer registro de coleta deste posto até a data de referência. Todos os postos com esta
característica entram na configuração semanal de visitas apenas para efeito de comparação com o histórico
real de coletas da empresa, pois neste caso os postos entram com data agendada.
Utilizando a configuração de visitas dada pela Tabela 21, obtemos os volumes aproximados
que seriam coletados na realidade, baseando-nos no histórico completo de coletas da empresa e realizando
interpolações lineares, uma vez que raramente os locais apontados pela solução do CPLEX coincidem com
os locais visitados pela empresa na mesma data. O resultado está disposto na Tabela 22.
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Tabela 22 – Volume de óleo obtido com base nos registros de coletas.
Segunda Terça Quarta Quinta Sexta
Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`)
- - 39 148,0 12 48,5 69 41,0 1 124,9 Vol
- - 203 74,2 200 23,4 115 51,2 11 33,0
- - 210 42,3 8 41,0 124 59,5 47 165,8 T
- - 212 15,9 126 41,1 213 17,6 98 84,2 o
- - - - 184 45,5 50 37,0 123 138,5 t
- - - - - - 53 80,3 151 164,4 a
- - - - - - 169 20,6 193 48,2 l
Seg: 0,0` Ter: 280,4` Qua: 199,5` Qui: 307,2` Sex: 759,0` 1.546,1`
Observamos pela Tabela 22 que os postos de número 115 (coluna Quinta) e 1 (coluna Sexta),
que possuem capacidades de armazenar até 50` e 100`, respectivamente, realizaram armazenamento de
volume extra de óleo. Apesar disso, continuamos a adotar a capacidade de armazenamento como o volume
do reservatório padrão do qual cada estabelecimento dispõe.
Notamos que o volume total de óleo de 1.708,6` apresentado na Tabela 21 é maior que o
volume total de 1.546,1` apresentado na Tabela 22, sendo este último mais próximo possível do volume
real que seria obtido com esta configuração de visitas. Apesar da diferença entre os volumes previstos e
registrados, em qualquer caso, o volume total de óleo coletado nos postos indicados pela Tabela 21 ainda
seria consideravelmente maior que a quantidade que a empresa coletou naquela semana, um total de
1.186,0`, como indicado na Tabela 19.
O modelo de agendamentos proposto neste trabalho não leva em consideração a distância
entre os postos de coleta, podendo alocar no mesmo dia visitas a dois locais que estejam em duas cidades
diferentes. No entanto, nosso objetivo inicial é mostrar que este modelo de agendamentos, que desconsidera
as distâncias entre os locais de coleta, é eficiente como ferramenta de suporte à gestão de empresas de
coleta de óleo. Como trabalho futuro, outros modelos poderão ser obtidos adaptando-se o modelo inicial
proposto neste trabalho, acrescentando rotas mínimas a cada dia de coleta.
Comparando as Tabelas 22 e 21 podemos notar também uma baixa qualidade em algumas
previsões. Isso se deve ao fato de a maioria dos postos apresentados possuírem uma quantidade insuficiente
de registros de coleta até a data 18/08/2014, exclusive.
4.2 Teste 2
Consideramos a data 13/10/14, segunda-feira, como o primeiro dia do horizonte de pla-
nejamento, que se estende até a data 17/10/2014. Assim como na seção 4.1, temos um horizonte de
planejamento de H = 5 dias e supomos que não há coletas aos finais de semana.
Neste teste, pretendemos utilizar duas técnicas diferentes para a previsão do parametro TSi
e comparar os resultados finais. A primeira técnica adotada é a mesma utilizada no Teste 1 e a segunda
considera os métodos estudados na subseção 3.2.2.
A Tabela 23 mostra as coletas que de fato foram realizadas pela empresa na semana de
planejamento. Os postos de números 98, 90 e 226 não entram no modelo, mas são considerados no
agendamento para efeito de comparação.
Primeiramente, vamos usar a mesma técnica de previsão utilizada no Teste 1 (método da
média para séries com até 20 elementos e ARIMA com identificação automática de ordem para demais
séries). Após o uso desses métodos de previsão com o auxílio do software R, obtemos a configuração de
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Tabela 23 – Coletas realizadas de 13 a 17 de outubro de 2014.
Segunda Terça Quarta Quinta Sexta
Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`)
- - 1 72,0 124 30,0 127 40,0 28 83,0 Vol
- - 49 39,0 58 67,0 218 33,0 16 40,0 T
- - 98 117,0 95 67,0 20 132,0 53 54,0 o
- - 38 63,0 84 56,0 21 11,0 226 87,0 t
- - 69 49,0 90 66,0 6 69,0 10 41,0 a
- - - - - - 153 63,0 40 25,0 l
Seg: 0,0` Ter: 340,0` Qua: 286,0` Qui: 348,0` Sex: 330,0` 1.304,0`
datas limites de coleta dada pela Tabela 24.
Tabela 24 – Data limite de coleta nos estabelecimentos.
h Dia Postos com data limite da próxima coleta para o dia h
1 Seg 6, 20, 30, 85, 87, 126, 142, 206, 218
2 Ter 38, 69
3 Qua
4 Qui 8, 12
5 Sex 1, 184
Com a resolução numérica do modelo pelo CPLEX, utilizando os resultados de predição
obtidos, o resultado sugere a configuração de visitas dada pela Tabela 25. Os volumes de óleo apresentados
pela mesma tabela representam os volumes registrados no histórico completo de coletas da empresa, por
meio de intepolações lineares.
Tabela 25 – Volume de óleo obtido com base nos registros de coleta.
Segunda Terça Quarta Quinta Sexta
Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`)
- - 98 117,0 90 66,0 6 69,0 226 87,0 Vol
- - 126 45,5 30 45,4 20 132,0 1 94,3 T
- - 142 26,6 85 45,4 87 21,9 39 110,3 o
- - 206 16,4 38 64,5 8 37,5 47 151,1 t
- - 218 31,8 69 50,3 12 60,2 160 96,8 a
- - - - - - 184 35,8 189 73,4 l
Seg: 0,0` Ter: 237,3` Qua: 271,6` Qui: 356,4` Sex: 612,9` 1.478,2`
O valor previsto para o volume total de óleo que seria coletado na semana foi de 1.695,7`,
que é consideravelmente maior do que o volume que seria de fato coletado, ou seja, 1.478,2` (ou próximo a
esse valor). Isso se dá à baixa qualidade de algumas previsões, devido à quantidade insuficiente de registros
de coleta de alguns postos. No entanto, para estabelecimentos que possuem maior quantidade de registros
de coleta, como é o caso do posto 1, por exemplo, a previsão se torna melhor. Para este posto, o valor
previsto foi de 92,9`, muito próximo ao valor de 94,3` apontado pela Tabela 25. Mesmo havendo essa
dificuldade, a quantidade de óleo que seria obtida na semana de planejamento caso as visitas tivessem
sido como as apontadas pela Tabela 25, ou seja, 1.478,2`, ainda seria maior que a quantidade coletada de
fato pela empresa naquela semana, que foi de 1.304,9`, como mostra a Tabela 23.
Em seguida, realizamos nova previsão para o parâmetro TSi de cada posto i. Utilizamos
principalmente o modelo ARIMA com determinação de ordem realizada por meio da análise de estatísticas
como a função de autocorrelação, e com base nos resultados encontrados na subseção 3.2.2. Para séries
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as quais a previsão com modelos ARIMA não funcionou muito bem segundo a Tabela 17, utilizaremos
demais métodos de previsão que funcionaram melhor. A Tabela 26 apresenta a data limite de coleta para
os estabelecimentos após o uso desses métodos de previsão.
Tabela 26 – Data limite da próxima coleta nos estabelecimentos.
h Dia Postos com data limite da próxima coleta para o dia h
1 Seg 20, 38, 39, 68, 85, 126, 142, 206, 218
2 Ter
3 Qua
4 Qui 8
5 Sex 1, 6, 69, 184
Após a etapa de previsão, o modelo é resolvido numericamente pelo CPLEX, e o resultado é
a configuração de visitas apontado pela Tabela 27. No entanto, os volumes de óleo mostrados pela mesma
tabela não correspondem aos valores previstos, mas sim, aos volumes baseados no histórico real de coletas,
obtidos por meio de interpolação linear.
Tabela 27 – Volume de óleo obtido com base nos registros de coleta.
Segunda Terça Quarta Quinta Sexta
Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`) Posto Vol (`)
- - 98 117,0 90 66,0 39 108,4 226 87,0 Vol
- - 68 30,0 20 127,6 8 37,5 1 94,3 T
- - 142 26,6 38 64,5 69 51,5 6 72,8 o
- - 206 16,4 85 45,4 184 35,8 47 151,1 t
- - 218 31,8 126 46,4 189 72,7 151 215,1 a
- - - - - - 216 24,7 160 96,8 l
Seg: 0,0` Ter: 221,8` Qua: 349,9` Qui: 330,6` Sex: 717,1` 1.619,4`
O volume total de óleo que foi previsto para a configuração de visitas apresentada pela
Tabela 27 foi de 1.782,5`, que comparado ao valor aproximadamente real de 1.619,4`, mostra que as
previsões usando modelos ARIMA com identificação analítica de ordem e seleção criteriosa dos métodos
de previsão, fornecem previsões melhores, e consequentemente, um resultado melhor para o modelo de
otimização. Observe que, apesar de haver este erro de previsão, o volume de 1.619,4` é consideravelmente
maior em relação ao volume total que foi coletado pela empresa na semana de planejamento, de 1.304,0`,
como mostra a Tabela 23.
Existe certa dificuldade em realizar esta análise mais criteriosa para a escolha de melhores
métodos de previsão, visto que ela deve ser feita para cada posto individualmente. Vale lembrar também,
que esta análise deveria ser refeita a cada vez que fossem levantados novos registros de coleta, tornando a
tarefa inviável dependendo da quantidade de locais de coleta analisados. Apesar disso, ainda que a escolha
dos modelos de previsão sejam automatizados, os resultados podem auxiliar até mesmo na composição de
registros com menos erros e dados mais confiáveis a longo prazo.
78
Capítulo 5
Considerações Finais
Alguns modelos de otimização foram construídos para resolver o problema da coleta de óleo.
Foram estudadas condições para existência de solução do modelo escolhido, e também foram mostradas
alternativas para contornar a inexistência de solução. Em seguida, foi realizado um estudo de caso com
dados reais de uma empresa sul mineira de coleta de óleo residual. Neste estudo, foram comparados diversos
métodos de previsão de séries temporais, utilizados para extrair do histórico de coletas da empresa uma
estimativa para o parâmetro estocástico do modelo. Finalmente, foram realizados dois testes utilizando o
modelo de agendamentos. Em cada teste foram utilizados critérios diferentes para a escolha dos métodos
de previsão do parâmetro estocático utilizado no modelo. E, por fim, foram apresentados os resultados
desses testes, que foram comparados com o desempenho real da empresa.
Foi possível notar a dificuldade em obter estimativas de qualidade para o parâmetro estocástico
do modelo, devido a vários fatores: possíveis coletas que deixaram de ser registradas, induzindo a erros sobre
a taxa média de produção de óleo, muitos postos de coleta com quantidade insuficiente de registros para
uma boa previsão, e até a falta de regularidade entre intervalos de coleta, agregando erros de interpolação
aos dados. Essa situação induz o modelo de otimização a resultados que possuem proporcionalmente a
mesma qualidade. No entanto, resultados numéricos não devem ser considerados como única fonte de
informação, mas como suporte auxiliar para tomadas de decisão.
Apesar das dificuldades envolvidas na estimativa do tempo de repleção da capacidade de
cada local, o modelo se mostrou uma ferramenta eficaz de apoio à logística da empresa, visto que mostrou
resultados melhores quando comparados à situação real registrada. É fato que o modelo testado ainda
não considera as distâncias entre os locais que devem ser visitados, mas o modelo de agendamentos com
roteamento de veículo, proposto neste trabalho, ainda deve ser testado futuramente. Outra possibilidade
interessante seria formular o problema como um modelo de programação estocática, incluindo o parâmetro
TSi como variável aleatória, em vez de usar uma estimativa determinística para este parâmetro, como foi
feito neste trabalho.
Para otimizar o sucesso dos resultados encontrados por qualquer modelo proposto para o
problema da coleta de óleo, faz-se necessário melhorar a qualidade dos dados, realizando algum tipo de
tratamento para identificar possíveis erros. Também é preciso estudar semelhanças entre os dados de locais
próximos ou estabelecimentos de mesma natureza. Além disso, para melhorar qualquer inferência extraída
a partir de um histórico de coletas é preciso acompanhar na prática a evolução de uma empresa utilizando
modelos matemáticos, pois tal estudo pode auxiliar na análise dos dados e até na confiabilidade de novos
registros. Pode também sugerir mudanças que se mostrem necessárias para um melhor desempenho desta
ferramenta logística.
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