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Abstract 
Iris recognition a new biometric technology has great advantages such as variability, stability and security. In this paper we propose a feature 
extraction method for iris recognition based on contourlet transform. Contourlet transform captures the intrinsic geometrical structures of iris 
image. It decomposes the iris image into a set of directional subbands with texture details captured in different orientations at various scales. 
Discriminant analysis is used to determine the optimal threshold for the selection of dominant directional energy components. Only dominant 
directional energy components are employed as elements of the input feature vector. These input feature vectors are compared with the 
template feature vectors. Experimental results show that the proposed method reduce processing time and increase the classification accuracy 
and outperforms the wavelet based method. 
Keywords: Human iris, Segmentation, Feature extraction, Contourlet transform, Directional filter bank.Laplacian pyarmid. 
1. Introduction 
The use of the Human Iris as a biometric feature offers many advantages over other human biometric features. The iris is the 
only internal human body organ that is visible from the outside, thus well protected from external modifiers. A fingerprint for 
example may suffer transformations due to harm or aging, voice patterns may be altered due to vocal diseases. Yet, the human 
iris image is relatively simple to image and may be done so in a non- intrusive way. The Human Iris starts forming still in the 
mother uterus, in the third month of gestation and the visible structures are formed by the eighth month. It is particularly good for 
automatic recognition because of its complex pattern of many distinctive features such as arching ligaments, furrows, ridges, 
crypts, rings, corona, freckles, and a zigzag collarets. 
Human Iris has epigenetic formation and it is formed part from the individual DNA, but a great deal of its final pattern is 
developed at random. It means that two eyes from the same individual, although they look very similar, contain internal pattern 
unique. Identical twins would then exhibit four different irises patterns.  
2. Related Work 
Iris feature extraction and matching can be implemented using several types of approaches. Some of them are described as 
follows: Daugman [2–5] used the 2-D Gabor filter to generate a 256-byte code by quantizing the local phase angle according to 
the outputs of the real and the imaginary part of the filtered image, and compared two irises by computing the Hamming Distance 
between the pair of iris codes. Wildes made use of Laplacian pyramid constructed with 4th resolution levels to generate iris code 
and exploited a normalized correlation based goodness-of-match values and Fisher’s linear discriminant for pattern matching in 
his system [6]. A bank of Gabor filters was used to capture both local and global iris characteristics in Li Ma’s algorithm [7]. 
And the iris matching is based on the weighted Euclidean distance between the two corresponding iris vectors. Boles [1] obtained 
the iris representation of 1-D signals composed of normalized iris image via the zero-crossing of the dyadic wavelet transform. It 
made use of two dissimilarity functions to compare a new pattern and the reference patterns. The system proposed by Tisse et al.  
Used the “analytic image” concept (2D Hilbert transform) to extract pertinent information from iris texture.
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Only the significant features of the iris must be encoded so that comparisons between templates can be made. Gabor filter and 
wavelet are the well-known techniques in texture analysis [2], [3], [11], [12], [13]. In wavelet family, Haar wavelet [14] was 
applied by Jafer Ali to iris image and they extracted an 87-length binary feature vector. The major drawback of wavelets in two-
dimensions is their limited ability in capturing directional information. The contourlet transform is a new extension of the 
wavelet transform in two dimensions using multiscale and directional filter banks. The feature representation should have 
information enough to classify various irises and be less sensitive to noises. 
In this paper a novel feature extraction technique is introduced using Contourlet transform to extract iris discriminating 
features because iris has extraordinary structure and provides such as freckles, coronas, stripes, etc which are more directional. 
The proposed method incorporates directionality as a prominent feature component and represents the iris in terms of texture 
features and proper dimensionality.  
The organization of this paper is as follows. Section 3 briefly summarizes the preprocessing of iris image, and Statistical 
method for segmentation. Section 4 presents the proposed method for feature extraction. Section 5 discusses the matching 
algorithms. Experimental results and discussions are discussed in section 6. Section 7 concludes this paper. Fig 1 shows an 
overview of the processing steps taken in this paper. 
3. Proposed Scheme 
Fig. 1 An Efficient process of Recognition of Human Iris. 
In this section, we discuss our proposed methodology for an efficient process of recognition of human iris. The first phase of 
the iris recognition method is to collect a large database consisting of several iris images from various individuals. The image is 
then subjected to various pre-processing stages to reduce the noise and specular reflections as much as possible to improve the 
quality of the image. In this phase the iris is extracted from the eye image i.e. disturbing features like eyelids and eyelashes are 
eliminated  to the maximum possible extent and then process of  normalize is carried out.  The main contribution of this paper is 
at the feature extraction and selection will be now explained in detail 
4. Iris feature extraction 
In order to provide accurate recognition of individuals, the most discriminating information present in the iris pattern must be 
extracted. Feature extraction is a key process where the two dimensional image is converted to a set of mathematical parameters. 
The iris contains important unique features, such as stripes, freckles, coronas, etc. These features are collectively refereed to as 
the texture of the iris. In this work Log-Gabor extraction techniques have been used. Only the significant features of the iris must 
be encoded so that comparisons between templates can be made. Experimental results show that the proposed method is capable 
of discriminating between different iris patterns. 
4.1. Contourlet  Transform 
Contourlet transform (CT) allows for different and flexible number of directions at each scale. CT is constructed by 
combining two distinct decomposition stages [8], a multiscale decomposition followed by directional decomposition. The 
grouping of wavelet coefficients suggests that one can obtain a sparse image expansion by applying a multi-scale transform 
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followed by a local directional transform. It gathers the nearby basis functions at the same scale into linear structures. In essence, 
a wavelet-like transform is used for edge (points) detection, and then a local directional transform for contour segments 
detection. A double filter bank structure is used in CT in which the Laplacian pyramid (LP) [9] is used to capture the point 
discontinuities, and a directional filter bank (DFB) [10] to link point discontinuities into linear structures. The combination of 
this double filter bank is named pyramidal directional filter bank (PDFB) as shown in Fig.2. 
Fig.2 Two level Contourlet decomposition 
4.2. Laplacian Pyramid 
One way of achieving a multiscale decomposition is to use a Laplacian pyramid (LP) as introduced by Burt and Adelson [9]. 
Fig.3 shows this decomposition process, where H and G are called (low pass) analysis and synthesis filters, respectively, and M 
is the sampling matrix. LP in the PDFB uses orthogonal filters and down sampling by two is taken in each dimension. The LP 
decomposition at each level generates a down sampled low pass version of the original and the difference between the original 
and the prediction, resulting in a band pass image 
. 
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Fig. 3 Laplacian Pyramid 
It is simple with low computational complexity due to its single filtering channel and has higher dimension. LP is a multiscale 
decomposition of the 2 2( )L R  space in to a series of increasing resolution 
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where 0jV  is the approximation at scale  2
j
and multi resolution  jW  contains the added detail to the finer scale 
12 j− . By 
using L appropriate low pass filters, L low pass approximations of the image are created. The difference between each 
approximation and its subsequent down sampled low pass version is a band pass image. The result is a Laplacian pyramid with 
L+1 equal size levels; one coarse image approximation and L band pass images.   
4.3. Feature Vector 
Directional information present in the iris image can be exploited as feature vector. The original image is decomposed into 
eight directional sub band outputs using the DFB at three different scales and the energy of each block can be obtained from the 
decomposed image. The energy  mnE  of the image block associated with sub band is defined as 
                          (2)
( , )mnI x y  denote the image coefficient at position  ( , )x y  of image block corresponding to sub band. Each energy value is 
calculated from the image block corresponding to the sub band. To extract dominant directional energy, it is necessary to select a 
threshold. Normalized energy value is used instead of energy value to avoid threshold inaccuracies due to spatial intensity 
variations across the image. 
5. Matching 
Once the features are extracted using Statistical measures, Lifting Wavelet Transform and GLCM, an iris image is 
transformed into a unique representation within the feature space (Feature vector). In order to make the decision of acceptance or 
refusal, a distance is calculated to measure the closeness of match. The extracted features of the iris are compared with distance 
between the feature vectors of two iris images. The distance measures have been considered and maximum of the distance 
between iris images of the same person in the database is considered as the threshold. 
5.1. Euclidean Measures: 
Euclidean Measures: The Euclidean distance is one way of defining the closeness of match between two iris feature templates. 
It is calculated by measuring the norm between two vectors X and Y respectively of two images under consideration. 
1EM =
2 2( 1 1) ( 2 1) .....y x y y− + − +
                      (3) 
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5.2. Separable Power: 
Separable Power: The separability power method is determined by 
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Where μ1 and σ1 are the mean and standard deviation of the distance of the codes belonging to the same person, and μ2 and σ2 are 
the mean and standard deviation of the distance of the codes belonging to different persons. 
5.3. Distance Threshold: 
Distance Threshold: It is defined as the square of the difference between the threshold maximum value of input image (Max_1) 
and database image (Max_2) of the 3rd level decomposition: 
DT = { }2(max_1 max_ 2)Max −
.                       (5) 
6. Experimental Results 
To evaluate the performance of this proposed system we use “CASIA” iris image database [15] version 2(1330 samples) and 
MMU [16] iris database (460 samples). Segmentation is the most important and difficult steps in the image processing system. It 
,
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means the quality of image processing heavily depends on the quality of segmentation process. In this phase the iris is extracted 
from the eye image i.e. disturbing features like eyelids & eyelashes are eliminated to the maximum possible extent and then 
process of normalization is carried out. Fig 4 shows the original image, its inner and outer boundary and then converting in terms 
of polar transformation to extract the features. 
         
         
                  
         
Fig 4. Original Image, Localization and Normalization of Iris of CASIA Ver II and MMU Iris database 
In our experiments three-level contourlet decomposition is adopted. The resultant of the third level co-efficient gives the large 
reduction in the prominent features. The normalized image obtained form the localized iris image is decomposed by the PDFB. 
The contourlet transforms of the image as shown in fig 5. 
Fig 5. Contourlet Co-efficient 
Experimental results demonstrate the robustness of the proposed method against influential factors form the CASIA and 
MMU iris database where the robustness of the proposed method to pupil dilation, hair presence, bad illumination, and occlusion 
is demonstrated. The overall performance is summarized in table 1 
Table 1. Performance Comparison with Wavelet and Lifting Wavelet Method 
Algorithm Localization 
(Sec) 
Feature 
Extraction (msec) 
Comp 
- arision 
(msec) 
Total 
Time 
(sec) 
Wavelet Transform 2.38 3876 51 6.307 
Lifting Wavelet 1.42 3762 42 5.224 
Contourlet 
Transform 
2.2 215 25 2.440 
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7. Conclusion 
In this paper, an efficient algorithm for iris recognition has been presented. The proposed algorithm uses the Statistical 
methods and some morphological operations to locate the iris region and Contourlet transform to extract texture information of 
the iris. Each iris image is decomposed with pyramidal directional filter bank and then a fixed length feature vector is obtained. 
An extensive result has been taken with different filters. Compared with wavelet transform, Lifting wavelet Transform method, 
contourlet-based method achieves a higher accuracy because contourlet transform has capacity to capture comparatively richer 
directional information. Results of this investigation will guide the designers towards improving their iris recognition system 
depending on their application and cost specifications. 
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