A new vibrational subsystem analysis ͑VSA͒ method is presented for coupling global motion to a local subsystem while including the inertial effects of the environment. The premise of the VSA method is a partitioning of a system into a smaller region of interest and a usually larger part referred to as environment. This method allows the investigation of local-global coupling, a more accurate estimation of vibrational free energy contribution for parts of a large system, and the elimination of the "tip effect" in elastic network model calculations. Additionally, the VSA method can be used as a probe of specific degrees of freedom that may contribute to free energy differences. The VSA approach can be employed in many ways, but it will likely be most useful for estimating activation free energies in QM/MM reaction path calculations. Four examples are presented to demonstrate the utility of this method.
I. INTRODUCTION
Modeling the dynamics and free energy of biomolecular systems remains a major challenge for computational biologists. Currently, minimization, molecular dynamics ͑MD͒, and harmonic analysis are the primary tools employed to examine the structure and dynamics of biomolecules. MD approaches have dominated the biosimulation community; however, the timescales required to observe global motion, which can be on the order of milliseconds to seconds, have prevented many systems from being studied. 1 Although this is a particular problem for larger systems, MD is still the most commonly employed method for three main reasons. First, harmonic analysis does not account for multiple minima although newly developed course grain methodology has mitigated this problem. [2] [3] [4] Second, there is often too much "noise" in large biomolecular systems which makes extracting the desired observables difficult. Third, although the computational cost of second derivative techniques is less computationally expensive than running long MD simulations the O͑N 3 ͒ memory requirements have been prohibitive until recently. For example, a 50 000 atom system would require a computer with over 150 Gb of memory.
Normal mode analysis ͑NMA͒ methods have been proposed and utilized to extend the range of biomolecules researchers are capable of examining. [5] [6] [7] [8] [9] This ability is predicated on the theory that harmonic dynamics are sufficient for understanding the collective motions of near-native states with low frequency normal modes dominating the qualitative dynamics. 7, [10] [11] [12] [13] [14] This assertion has been shown to be a good approximation by numerous groups [15] [16] [17] [18] [19] [20] [21] [22] [23] and has led to the development of elastic network model ͑ENM͒ methods. [2] [3] [4] These methods typically replace all-atom descriptions with C ␣ -centered harmonic potentials that utilize a single force constant to account for all pairwise interactions within some cutoff distance ͑R c ͒. For example, the energy of an ENM representation can be defined as
where d ij is the distance between C ␣ atoms and d ij 0 is the reference value from experiment ͑i.e., crystal structure, NMR, etc.͒. Given the simplicity of these models, previously impossible NMA can be performed using ENM methods. This approach has been shown to to be an effective means of extracting patterns of low frequency motion. 24 In the current work we present the vibrational subsystem analysis ͑VSA͒ method for coupling global motion to a local subsystem. This method is a partitioning scheme that separates ͑and integrates out͒ the motion of the environment from a user defined subsystem ͑see Methods section͒ while still allowing the environmental motion to perturb the local subsystem dynamics. It was originally applied to ENM models 25 but is now generalized and extended for all-atom representations and hybrid quantum mechanical/molecular mechanical ͑QM/MM͒ potentials. Below is a brief list of possible uses.
͑1͒
Initially described as an ENM methodology, the VSA method is well suited to describing local-global coupling in coarse-grained macromolecular systems. 26 In the current work we have extended this approach to a͒ Electronic mail: hlwood@nih.gov. include a mass term in the ENM-NMA procedure which allows for better coupling of timescales since the inertial terms in the environment are handled more appropriately. ͑2͒ Eliminating specific degrees of freedom without the detrimental effects of constraining the motion ͑i.e., making the system too rigid͒ or deleting part of the system ͑i.e., artificially increasing flexibility͒. A particularly useful illustration of this is in the "tip effect" ͑Ref. 27͒ which refers to small pieces of proteins that can protrude out of the main globular body ͑e.g., surface loops, unresolved density, etc.͒. Using the VSA method these problematic degrees of freedom can be integrated out of the environment while still being included as a perturbation to the subsystem of interest. ͑3͒ Elimination of noise when computing harmonic vibration free energy of large biomolecular systems. The term noise is used to depict unwanted weak coupling between degrees of freedom in the environment and degrees of freedom in the subsystem that makes it difficult to calculate properties of interest. This is particularly important when performing QM/MM free energy calculations as the classical entropic effects from the environment can be included as a first order perturbation to the QM harmonic free energy. In addition, this can also be a very useful tool in describing how global motion of a protein can couple to the active site before and during biochemical reactions. ͑4͒ Combining VSA with simulation approaches. For example, the use of quasiharmonic analysis to generate an effective force constant matrix from a detailed simulation can allow exploration of "hidden" couplings that ENM models cannot capture. In general, the VSA approach can be combined with numerous additional normal mode treatments; such as reduced basis methods ͑i.e., block normal mode method͒ to further reduce the number of degrees of freedom treated.
28
͑5͒ Inclusion of very light or mass-less particles into NMA without the need for constraints or inclusion of unwanted high frequency heat capacity. This could be particularly useful as Drude oscillator approaches become a standard classical polarization technique. ͑6͒ One of the most popular reaction path following techniques currently in use is the intrinsic reaction coordinate ͑IRC͒ method. 29, 30 The IRC method, which requires knowledge of the transition state, employs internal coordinates to map the minimum energy pathway connecting reactants and products. Although this is an effective approach, IRC mapping is typically not performed on high dimensional systems ͑i.e., proteins͒ for various reasons. One benefit of the VSA approach is that by integrating out the environment, rather than fixing or deleting it, second order methods that have previously been sparingly used ͑i.e., IRC͒ will again become available. Taking this in combination with the full QM/MM analytic second derivatives introduced in the current work QM/MM IRC calculations on biomolecular systems could easily gain mainstream use.
In Sec. II ͑Methods͒ we improve the original approach for vibrational subsystem analysis 26 and derive the formula for including environmental inertial effects in the VSA method in two different ways. Also described is the extension of the vibrational capabilities of CHARMM to utilize hybrid QM/MM potentials. In Sec. III ͑Results and Discussion͒ we give four examples of where VSA can be applied and discuss how the results correspond to full NMA; ͑1͒ VSA is applied to a simple harmonic string of beads and computed results are compared to analytically derived results. ͑2͒ VSA is applied to the torsional potential of butane with only carbon atoms defined as the subsystem. ͑3͒ VSA is applied to the cyclohexane chair to boat conversion with only carbon atoms defined as the subsystem. ͑4͒ QM ͑B3LYP/ 6-31G * ͒ NMA, VSA, and block normal mode ͑BNM͒ methods are applied to a peptide radical rearrangement. Full NMA, VSA, and BNM results are compared and implications of the choice of subsystem is explored. Section IV ͑Conclusions͒ is an overview of the VSA method with results and future directions highlighted.
II. METHODS

A. The VSA method
To specify the vibrational subsystem methodology, the entire system is first divided into two components: ͑1͒ the subsystem, which is defined as the region of interest ͑i.e., part of the system that controls functionality͒; ͑2͒ the environment, which consists of the less important remaining portions of the molecule. The main idea is to study the coupling of these two regions and how this affects the dynamics of the subsystem. To do this the potential energy of the full system is defined as 
͑3͒
where H ss , H se , and H ee are the subsystem-subsystem, subsystem-environment, and environment-environment Hessians, respectively. x e is then integrated out by setting ‫ץ‬E / ‫ץ‬x e = 0 as a constraint, which leads to
which further leads to the redefinition of the potential energy using an effective Hessian ͑H ss ef f ͒
The fundamental approximation that is made by performing this partitioning is that the environment will be able to respond to structural changes from the subsystem by minimizing the total energy. Using this approximation and choosing an appropriate subsystem induced global changes can be predicted. Additionally, performing a standard ͑NMA͒ employing H ss eff will yield the local modes that describe subsystem dynamics with a flexible environment. Following from the definition of the energy, the free energy conformational integral can also be defined and separated, with x er representing the motion of environment atoms relative to the derived positions satisfying Eq. ͑4͒ ͑i.e., x er = x e − x e 0 ͒. This also leads to a formal splitting of the vibrational free energy via
͑7͒
Since we are primarily interested in the dynamics of the subsystem ͑x s ͒ we can ignore differences in F e and focus entirely on changes in F s . For example, in larger systems F e is likely to be "noisy," but may be safe to ignore whereas F s contains subsystem data hopefully with suitable accuracy. If either of these conditions is not satisfied then repartitioning of the subsystem and environment is required and the VSA procedure needs to be repeated. More specifically, the partition of subsystem and environment should be done several times when exploring the importance of specific degrees of freedom for a reaction coordinate of interest.
To more realistically describe the system we also introduce mass into the subsystem partitioning. The addition of mass allows better timescale coupling as inertial terms in the environment are treated more consistently,
where Eq. ͑8͒ is the secular equation and H the full Hessian, V the eigenvectors/normal modes, the eigenvalues/ frequencies squared, and M the kinetic energy matrix with mass elements along the diagonal. Eq. ͑8͒ can be written as
where subindex s or e refers to system or environment, respectively. Elimination of V e from Eq. ͑9͒ gives
with ͑M e − H ee ͒ −1 Ϸ −H ee −1 − H ee −1 M e H ee −1 in the limit of small thus leading to an expansion of a first order generalized eigenvalue problem,
͑11͒
The left side of Eq. ͑11͒ has the same effective Hessian as Eq. ͑5͒ while the right hand side of Eq. ͑11͒ has an effective kinetic energy matrix that includes the inertial effects of the motion of the environment. Another equivalent derivation uses Lagrange multipliers. If L denotes the Lagrangian of the system, each of the constraints f k ͑x͒ = 0 can be taken into account by adding a term k f k ͑x͒ to L. Hence an additional set of variables ͕ k ͖, the Lagrange multipliers, are introduced and the Lagrangian of the constrained system becomes
In the case of VSA, one keeps all atoms in the environment force free, and the Lagrangian reads
with n e defined as the number of atoms in the environment. In order to get the harmonic oscillator approximation, the Lagrangian is expanded up to second order in the displacements of x s , x e , and e . and consequently
These equations are formally identical to those derived with perturbation theory above.
B. Hybrid QM/MM analytic second derivatives
Expanding on the functionality of subsystem partitioning, we implement hybrid QM/MM analytic second derivatives into the Q-CHEM software package and interface this with VIBRan module of CHARMM.
5-7,31,32 Both restricted and unrestricted wave-functions are supported at the HF and DFT levels of theory, whereas previous work in this area focused only on RHF and RDFT treatments. 33 We briefly review standard SCF derivative theory and illustrate how this differs from applying hybrid QM/MM methodology.
Using Pople's compact notation, 34 where ͗ ͘ denotes the trace of a matrix, the SCF energy can be defined as
where P is the density matrix, H is the core Hamiltonian, and ʈ are the antisymmetrized two-electron integrals over spin orbitals , , , , and ␥ is the nuclear repulsion energy. The Fock operator is then defined as
and the standard SCF can be written as
with S defined as the overlap matrix. Now, taking the second derivative with respect to atomic perturbations the following expression is derived:
At this point the coupled perturbed equations ͑CPHF for Hartree-Fock and CPKS for DFT͒ need to be solved. However, in contrast to standard QM theory the Hessian matrix has four blocks: QM-QM, QM-MM, MM-QM, and MM-MM with the QM-MM and MM-QM block being equivalent. At first glance solving the CP equations would appear to be impossible for very large ͑thousands of atoms͒ systems, but given the nature of classical point charge terms involving overlap matrix derivatives ͑S x , S xy ͒ and twoelectron integral derivatives ͉͉͑ x , ͉͉ xy ͒can be dropped ͑Table I͒. This simplification, combined with improved techniques for solving CP equations 34 lead to the case where problems that were previously impossible to examine are now feasible.
C. Classical, quantum, and hybrid QM/MM transition state searching
In addition to implementing QM/MM analytic second derivatives, we also added eigenvector following routines to the Newton-Raphson minimization routines in CHARMM. This is done in a flexible manner that allows efficient minimization both in and out of a harmonic well. If the system can be approximated harmonically then standard NewtonRaphson minimization occurs making use of the energy ͑E͒, gradient of the energy ٌ͑E͒ and Hessian of the energy ٌ͑ 2 E͒. However, if the system cannot be approximated as a set of harmonic oscillators then a line search is performed along the specified eigenvector͑s͒. In addition to the three pieces of information already gathered ͑vide supra͒ two additional gradient calculations are performed along the positive and negative directions of eigenvector͑s͒. These five pieces of information are then fit to a third order polynomial ͑f͑x͒ = ax 3 + bx 2 + cx + d͒ and solved via a linear least squares fit procedure.
Using classical QM and QM/MM potentials we have adapted the current minimization procedure to change the direction of eigenvector͑s͒ searching. Typically, minimization occurs along all eigenvectors, however, in the new routines saddle points can be searched for by specifying the order of the stationary point that is desired. For example, searching for a transition state ͑first order saddle point͒ occurs by determining if the eigenvalue is below a user defined threshold. If this criteria is met then all eigenvectors except that which corresponds to the lowest eigenvalue will be minimized and the specified eigenvector will be maximized. Since eigenvalues are used to determine the mode to follow it is useful to initially perturb the structure in the direction that the desired saddle point is located. This can be done easily with coordinate fixing or restraining potentials in CHARMM or other software.
III. RESULTS AND DISCUSSION
In the following section the results of four test cases are reported: ͑1͒ harmonic beads on springs, ͑2͒ classical torsional barrier of butane, ͑3͒ classical chair to boat inversion of cyclohexane, and ͑4͒ quantum mechanical eclipsedantitorsional barrier of retinol. 
A. Harmonic beads on springs
The first, and simplest, test system consists of four beads with the mass of each set to 1.0 amu. The beads are connected by springs of force constant k = 1.0 kcal/ mol/ Å ͑Fig. 1͒. In this example, the subsystem ͑middle two beads and the spring connecting them͒ and the environment ͑the outer two beads and the springs connecting them to the subsystem͒ are initially defined. Five cases are constructed and examined with frequencies being computed and compared: ͑1͒ full explicit system of four beads and three springs; ͑2͒ subsystem with environment deleted; ͑3͒ full explicit system with environmental beads being fixed ͑i.e., their masses being set to infinity͒; ͑4͒ rigid environment approximation ͑i.e., MBH͒;
35-37 ͑5͒ integration of environmental degrees of freedom ͑i.e., VSA͒. For each system a Hessian matrix was constructed, mass weighted, and diagonalized to yield the eigenvalues ͑i.e., frequencies ͒.
Results for case 1 are taken as the benchmark and determined to be = 0.8 cm −1 . Case 2, where the environment is deleted results in a near doubling of the frequency yielding = 1.4 cm −1 . Fixing the environment ͑case 3͒ enhanced the motion even further and resulted in a frequency of 1.7 cm −1 . Approximating the environment as rigid rods ͑case 4͒ produced = 1.0 cm −1 which is the same result obtained for the VSA ͑case 5͒ treatment where the environment was integrated out. It should be noted that the results ͑ = 1.0 cm −1 ͒ for cases 4 and 5 do not have to be the same. However, given the simplicity of the system and because the masses and springs are symmetric the results work out to be the same. For more complicated systems this will not be the case. It should also be noted that the kinetic energy matrix was included ͓Eq. ͑18͔͒ in all results and is clearly needed to account for the inertia of the environment. For example, the frequency of the VSA result would be 2.0 cm −1 if inertial effects are ignored.
B. Torsional barrier of butane
All atom and VSA NMA calculations are carried out to examine the eclipsed-antibarrier of butane. Block normal mode ͑BNM͒ calculations are also performed and compared to VSA results. The different subsystems employed for VSA and BNM calculations are illustrated in Fig. 2 and results are presented in Tables II and III . It should be noted that both the VSA and BNM calculations are set up to produce twelve normal modes which is approximately a 70% reduction in system size. Additionally, the newly developed saddle point optimization routines are used to locate the eclipsed transition state.
We also compute activation free energies ͑⌬G 298 ͒ for all atom, VSA and BNM approaches. The VSA and BNM results ⌬G 298 = 5.5 and 5.5 kcal/ mol, respectively, are in very good agreement with the all atom result, ⌬G 298 = 5.6 kcal/ mol. Although, the ⌬G 298 results agree well between VSA and BNM it is clear that the VSA method did a better job of reproducing high frequency motion in both the anti and eclipsed rotomers of butane. For example, the eclipsed rotomer where hydrogen bumping is known to play a much larger role in determining conformational free energies, the maximum frequency computed with VSA is 1182 cm −1 compared to 946 cm −1 with BNM ͑Table III͒. This difference can be attributed to the inclusion of the environmental hydrogen motion in the VSA modes, whereas in the BNM procedure the internal motion within blocks is constrained. 
FIG. 2.
Illustration of the schemes used to examine the butane anti to eclipsed rotation. The top scheme was employed with the VSA method with the bottom scheme being used with the BNM method.
FIG . 3 . Illustration of the four extreme points located along the cyclohexane interconversion from the chair to the boat form. The reaction proceeds from left to right with the chair ͑a͒ being the global minimum, ͑b͒ the global transition state ͑i.e., reclined chair͒, ͑c͒ a local twist-boat minimum, and ͑d͒ the boat form ͑a local transition state͒.
To further examine mode mapping in the VSA and BNM approaches, mode overlap matrices are computed. This is done by taking the dot product of eigenvectors generated by the VSA and BNM methods with eigenvectors of full NMA. This analysis allows determination of which modes from the full NMA the VSA/BNM results correspond to. Results of this analysis are listed in parentheses in Tables II and III .
C. Chair to boat inversion of cyclohexane
The chair to boat interconversion pathway of cyclohexane is examined using both the all atom and VSA models ͑Fig. 3͒. The subsystem employed includes only the ring carbons of cyclohexane which is a 67% reduction in system size. Additionally, we compute the ⌬G 298 between the four extreme points located along the pathway: ͑1͒ the global minimum chair conformer, ͑2͒ the global maximum/ transition state, ͑3͒ a local minimum twist-boat conformer, and ͑4͒ the boat conformer which is a local transition state. All transition states are located using the newly implemented saddle point finder. The free energies are defined relative to the global minimum ͑i.e., chair conformer͒ and are listed in Table IV .
The average errors in the three ⌬G 298 examined is 0.25 kcal/ mol with the majority of that being contributed by the global max transition state ͑0.3 kcal/ mol͒. Using this as a guide, it is expected that hydrogen motion should be most critical at the global transition state. Further analysis and results listed in Table V confirm this hypothesis. For example, examining the internal coordinate derivatives shows that an important mode associated with H-C-C angle bending and H-C-C-C torsional motion does not overlap significantly with the VSA modes at the global TS. In contrast, this mode does map into VSA modes at the chair, twist-boat and boat conformers. This mode encompasses H1-C1 motion which is important because the global TS is a "reclined chair" with all but one ring carbon ͑C4͒ being approximately coplanar ͑Fig. 3͒. Therefore, the C1 carbon is associated with the major motion of a normal chair becoming a reclined chair. To further demonstrate this, we perform additional VSA calculations where the hydrogens connected to C1 were included in the subsystem and found that the average error in ⌬G 298 dropped from 0.25 to 0.16 kcal/ mol, which is in TABLE IV. Relative free energies for the boat to chair inversion of cyclohexane. Results are listed for both the standard NMA and VSA. All values are listed in kcal/mol and are computed using the global minimum as the reference. See Fig. 3 agreement with the error attached to the other states where the H-C-C and H-C-C-C mode is mapped correctly. The VSA modes capture the important motions of ring interconversion. Specifically, in the global minimum chair state degenerate modes exist in the full NMA. These modes are correctly reproduced in the VSA results. Modes associated with the following frequencies were determined to be degenerate: 241, 464, 973, and 1144 cm −1 ͑Table V͒. In an effort to clarify the degeneracy of these modes, we project out ͑via rotation͒ the degenerate mode and determine how the two modes overlapped with corresponding VSA modes. This is done by diagonalizing the 2 ϫ 2 overlap matrix between the two degenerate full Hessian modes and the two degenerate VSA modes. This yields the linear combinations of the full Hessian modes that best overlap with the VSA modes.
D. Quantum mechanical peptide radical rearrangement
The harmonic limit free energy for intramolecular hydrogen atom transfer in a model dipeptide radical ͑Gly-Gly͒ is examined using full NMA, VSA, and BNM at the B3LYP/6-31G͑d͒ level of theory ͑Fig. 4͒. The definitions of the various subsystems and blocking schemes are illustrated in Fig. 5 . The Gly-Gly dipeptide radical has been recently studied as a benchmark for hydrogen transfer reactions in peptides. 38 In the current study, the ⌬E, ⌬G 298 , and forward and reverse ⌬G ‡ are reported. Moran et al. found the ⌬E and barriers at the G3͑MP2͒-RAD level of theory to be −5.5, 18.4, and 23.9 kcal/ mol, respectively. This is in relatively good agreement with the B3LYP/6-31G͑d͒ results presented in Table VI although B3LYP over stabilizes the reactant by 0.7 kcal/ mol ͓Fig. 4͑a͔͒. The free energies are defined relative to the global minimum.
The harmonic limit free energy of the full system results in a ⌬G 298 of −5.1 kcal/ mol and a ⌬G fwd ‡ of 20.4 kcal/ mol. We next test the VSA method using a small subsystem ͓Fig. 5͑a͔͒ consisting of only the terminal CH 3 and radical CH 2 groups. This yields good agreement with the results from the full NMA having a 0.7 kcal/ mol RMS error ͑RMS error is determined using both the free energy and free energy of activation͒ while reducing the system size by over 60% ͑i.e., reducing the number of modes from 54 down to 21͒. We also examine two blocking schemes and employ the BNM method. The least restrained of these ͓Figure 5͑d͔͒ consists of five blocks and keeps the transfer hydrogen completely free ͑total of 33 modes, a nearly 40% increase from the VSA method͒. The results of this BNM scheme again agree nicely, however, the RMS error increases slightly to 1.0 kcal/ mol ͑nearly a 20% increase over VSA results͒.
Moran et al. found that energetically carbon centered radicals are "more stabilized by electron donation from an adjacent N-atom lone pair than delocalization into an adjacent carbonyl group." Using the VSA method and schemes 5͑b͒ and 5͑c͒ we explore the entropic contributions to this stabilization. Although both schemes 5͑b͒ and 5͑c͒ agree well with full NMA free energy results, there is a significant shift in relative state stabilization. For example, examining results from schemes 5͑b͒ and 5͑c͒ shows a reverse in stabilization of the product state ͓Fig. 4͑c͔͒ relative to the reactant FIG. 4 . Illustration of the reactant ͑a͒, transition state ͑b͒, and product ͑c͒ of the hydrogen transfer reaction in the glycine-glycine dipeptide radical.
FIG. 5. Definition of subsystem and blocking schemes used to examine the hydrogen transfer reaction in the glycine-glycine dipeptide radical. Schemes ͑a͒, ͑b͒, and ͑c͒ were applied to the vibrational subsystem analysis method while schemes ͑d͒ and ͑e͒ were employed with the BNM method. See Table  VI for results. ͓Fig. 4͑a͔͒. More specifically, when the N-H group is included in the subsystem the product state is destabilized, however, the reactant state is more destabilized. This leads to a lowering for the forward and reverse barriers while ⌬G 298 is increased. In contrast, when the C v O group is included in the subsystem the product state is destabilized more so than the reactant state. Again, this leads to both the forward and reverse barriers being lowered, but with the ⌬G 298 also being decreased. The results obtained for this model system, employing VSA coupled with quantum mechanics, are not only able to extend the understanding of radical biochemistry but also serve as an example of the powerful and accurate analysis that can be undertaken using these new techniques. For example, comparing ⌬G 298 for scheme 5͑b͒ ͑−5.6 kcal/ mol͒ and scheme 5͑c͒ ͑−4.8 kcal/ mol͒ indicates that inclusion of the N-H group in the subsystem has a stabilizing effect on the reaction whereas inclusion of the C v O group actually exerts a destabilization. This tends to confirm the assertion of Moran et al. that the N-H group is more beneficial to the stabilization of the Gly-Gly radical.
IV. CONCLUSIONS
In the current work we presented the detailed derivation, implementation, and testing of the VSA methodology and the coupling of this with quantum mechanical and newly implemented hybrid QM/MM analytic second derivative techniques. Four illustrative examples were presented, ranging from simply solved analytical models ͑the harmonic beads͒ to complicated isomerizations where localized hydrogen motion was analyzed and determined to be critical to complicated radical rearrangements that employed QM methods coupled with full normal mode analysis, BNM analysis, and VSA.
We reiterate that the VSA method will be useful in a variety of situations: examination of local-global motion, performing accurate NMA while eliminating unwanted degrees of freedom, eliminating excess noise from large NMA ͑i.e., QM/MM͒, employing dynamic simulations coupled with VSA via quasi harmonic analysis, and integration of light particles during NMA ͑e.g., application to polarizable models͒.
Using the test cases designed and employed we were able to illustrate that the VSA method performs at least as well as the BNM and in many cases can outperform it while using substantially smaller subsystems ͑i.e., with fewer modes included͒. However, we feel that the primary strength of the VSA method is its use as an analysis tool. As stated previously, the VSA can be employed to study complicated local-global couplings in proteins using course grained models, but we have also shown that the VSA can be a powerful tool when analyzing complicated electronic systems. For example, using the VSA method we were able to demonstrate that carbon centered radicals in peptides are not only governed by electronic stabilization but also will be influenced by entropic factors related to motion of electronically important substituents. The VSA as an analysis tool has limitless possibilities.
