Existing methods for comparing the means of two independent skewed log-normal distributions do not perform well in a range of small-sample settings such as a small-sample bioavailability study. In this article, we propose two likelihood-based approaches-the signed log-likelihood ratio statistic and modified signed log-likelihood ratio statistic-for inference about the ratio of means of two independent log-normal distributions. More specifically, we focus on obtaining pvalues for testing the equality of means and also constructing confidence intervals for the ratio of means. The performance of the proposed methods is assessed through simulation studies that show that the modified signed log-likelihood ratio statistic is nearly an exact approach even for very small samples. The methods are also applied to two real-life examples.
Introduction
The statistical analysis regarding the ratio of means of two independent log-normal distributions is often of interest in biomedical research. For example, in a bioavailability study, the relative potency of a new drug to that of a standard one is expressed in terms of the ratio of means, and analysts often need to construct a confidence interval for this ratio or t o test the null hypothesis that the ratio is one, i.e., the mean outcomes of the two products are the same (Berger and Hsu, 1996; Chow and Liu, 2000) . In such a study, the primary endpoints of interest are estimates of the pharmacokinetic parameters specifying the bioavailability of a drug, such as the area under the plasma concentration-time curve (AUC) and the maximum plasma concentration (Cmax). One of the difficulties commonly encountered is that these data are positively skewed. Zhou, Gao, and Hui (1997) also presented a case where they compared the hospital charges of two groups of patients, and medical charge data are frequently skewed significantly toward higher cost patients. In these situations, a log transformation is often considered in order to normalize the distribution of the original data. A common approach is to perform testing procedures and to construct confidence intervals for the difference of means of the log-transformed outcome variables and to report the resulting pvalues for the null hypothesis based on the original outcomes and the backtransformed confidence intervals for the ratio of means. As pointed out by Zhou et al. (1997) , however, the null hypothesis based on the log-transformed outcomes is not equivalent to the one based on the original outcomes when the variances of the log-transformed outcome variables are unequal. In view of this, Zhou et al. (1997) proposed two methods for correctly testing the null hypothesis. One is a 2-score test and the other is a nonparametric bootstrap approach. Their simulation results show that the 2-score test is the best among all five tests considered in their paper. However, as our simulation results show in Section 3, the 2-score test does not perform well in a range of small-sample settings. In this article, we propose two likelihood-based methods-the signed log-likelihood ratio test and the modified signed log-likelihood ratio test (Barndorff-Nielsen and Cox, 1994) . We demonstrate the high performance of the proposed methods in small-sample settings.
This article is organized as follows. In Section 2, we introduce the likelihood-based inference methods, i.e., the signed log-likelihood ratio statistic and the modified signed log-likelihood ratio statistic, which we will employ to test the null hypothesis of equal means and to construct confidence intervals for the ratio of means of two log-normal distributions. In Section 3, we report some simulation results to demonstrate the accuracy of the proposed methods. Two examples are examined in Section 4, one of which is a small-sample bioavailability study and the other is a medical charge study. Some final remarks are recorded in Section 5 , and the derivation 463 of the modified signed log-likelihood ratio statistic is given in Appendix.
Likelihood-Based Methods
Let 2% be the outcome variable of the ith subject in the first group (i = 1,. . . , n) and y j be the outcome variable of the j t h subject in the second group ( j = 1,. . . , m). Their corresponding means are al and a 2 , respectively. Assume that the logarithms of z i and yj are independently and normally distributed with means pi and pz and variances a: and u;, respectively, i.e., log% N (Pl,.? 
The null hypothesis of interest is Ho: a1 = az, where logak = p k + 4 / 2 , k = 1,2. Note that testing the null hypothesis Ho is not equivalent to testing the null hypothesis H;:
= pz when uy # a$. Similarly, a back-transformed confidence interval as discussed in Section 1 is actually for ep1-p2, not for the ratio of means al/az when cry # a;.
A 2-score test proposed by Zhou et al. (1997) for testing Ho is z= where fi1 = C logxiln and j i 2 = C Iogyjlm are the maximum likelihood estimators of p1 and pz, respectively, and Sf = C (logei-fi1)'/(n-l) and SE = C (logyj-fi2)2/(m-1) are the unbiased estimators of af and a;, respectively. According to the results in Zhou et al. (1997) , when ri and m are both large and when Ho is true, the statistic 2 is approximately distributed as the standard normal distribution. Our simulation results in Section 3, however, show that the distribution of the 2-statistic is skewed when the sample size is small. Hence, the 2-score test is not suitable for small-sample data.
We propose two likelihood-based methods for small-sample inference purposes. Suppose the joint log-likelihood function based on sample data is l ( 0 ) = [($,A), where B = ($,A), $ is a parameter of interest and A is a vector nuisance parameter.
One can make inferences about + based on the signed loglikelihood ratio statistic where 6 = (4,i) denotes the maximum likelihood estimator of B = (4, A) and 8, = ($, i+) denotes the constrained maximum likelihood estimator of 0 for a fixed $. It is well known that T is approximately distributed as a standard normal to the first order (Cox and Hinkley, 1974 Note that the first-order approximation is not very accurate, especially when the sample size is small (see Pierce and Peters, 1992) . There exist various ways to improve the accuracy of this approximation by adjusting the signed loglikelihood ratio statistic. In this article, we consider the modified signed log-likelihood ratio statistic, known as the T * -formula, introduced by Barndorff-Nielseu (1986 , 1991 , which has the form
where u = u($) is a statistic given in the Appendix. BarndorffNielsen (1986 BarndorffNielsen ( , 1991 showed that T * is approximately distributed as a standard normal to the third order. Therefore, the p-value and confidence limits based on r* are highly accurate. The two-sided pvalue for testing the null hypothesis Ho is Consider two independent log-normal distributions and let the difference of two log means be the parameter of interest. In other words, $ = logal -1ogaz = p1 -p2+(1/2)(u:-u22) is the parameter of interest and X = ( p 2 , a l , u z ) is a vector nuisance parameter. Let ( $~, $ u )
is the corresponding lOO(1 -a)% confidence interval for the ratio of means of the two independent log-normal distributions, a1/az.
For this problem, the log-likelihood function l ( B ) = e($,
+{$+P-z(":-";)}-tl 1
where p = p2 and t = (ti,t2,t3,t4) = (C logzi, C logyj, c (log c (log yj)') is a minimum sufficient statistic. It can be shown that the maximum likelihood estimator 6 = It can also be calculated by using the S-plus function nlmin (Mathsoft, 1998) . The signed log-likelihood ratio statistic r can be simplified to be
The details for the derivation of r* are given in the Appendix. Table 1 gives the parameter configurations of seven designs that we will consider in this section. Our aim is to assess the coverage probabilities of the Z-, r-, and r*-intervals. Moreover, the type I error rates and powers of these three tests are also examined. Our first simulation study is to compare the coverage probabilities of the three methods using designs 1 and 2 of Table 1. Note that these two designs have the same parameter configurations as those considered in Zhou et al. (1997) . They represent increasing differences in skewness between two independent log-normal distributions. We also use two different settings in small sample sizes: (i) (n, m) = (5,lO) and (ii) (n,m) = (10,lO). For each of the four possible combinations of sample size ( n , m ) and design parameters, we have generated 20,000 samples from two independent log-normal distributions and have calculated the two-sided 90% confidence intervals for 4 with equal tail probabilities. The simulated empirical coverage probabilities, upper and lower error probabilities, and average lengths for each method are given in Table 2. The criteria for comparison are (a) coverage probability or coverage error of a confidence interval, which is defined as the absolute difference between the coverage probability and nominal value, and (b) upper and lower error probabilities and their symmetry, where the upper error probability is the percentage of the intervals falling below the true parameter and the lower error probability is the percentage of the intervals falling above the true parameter.
Simulation Studies
From Table 2 , we observe that the coverage probabilities are lower than the nominal value, or equivalently, the coverage errors are relatively large for both the 2-and r-intervals. Furthermore, for these two intervals, the biases of the upper error probabilities are large and they are extremely asymmetric in small sample-size cases ( n = 5, m = 10). Also, as the difference in skewness between the two distributions increases, the asymmetry becomes serious. In contrast, the r*-interval gives nearly the exact coverage probabilities, or equivalently, nearly zero coverage errors. Moreover, its upper and lower error probabilities are close to the nominal ones and they are much more symmetric than those of the 2-and r-intervals.
Overall, based on the comparison criteria examined in this article, the r*-interval performs much better than the 2-and r-intervals. Note that the r*-interval has the longest average length whereas the 2-interval has the shortest average length. However, both the 2-and r-intervals are too short to ensure their coverage probabilities close to the nominal value.
Some further simulations have been conducted to explore how the coverage probabilities change as a function of $ and how the nuisance parameters affect the coverage probabilities as were recorded in Wu et al. (2001) . The simulation results showed that, if we fix the nuisance parameters and only change the parameter of interest, $, the coverage probabilities remain relatively stable, i.e., the simulation results were consistent with those given in Table 2 . To explore how the nuisance parameters affect the coverage probabilities, we performed simulations for designs 3 and 4 from Table 1. Designs 3 and 4 are obtained by increasing the variance of of designs 1 and 2 by two and keeping the parameter of interest, $, unchanged. Furthermore, we observed from the simulation results that the coverage probabilities of 2 have decreased.
However, the coverage probabilities of r and r* remain relatively constant and r* gives almost the exact coverage probabilities even if we increase the difference of skewness between the two distributions by a large amount.
We have also conducted some simulations for the comparison of the type I error rates and powers of the three tests. In estimating the type I error rates, we have used the same four possible combinations of sample size and design parameters (designs 1 and 2) as in Table 2 Table 3 records the empirical type I error rates of Z , r , and r* corresponding to the nominal levels 0.01, 0.025, 0.05, and 0.1, respectively. It can be seen that, among all the tests compared, r* has the empirical type I error rates that are the closest to the preset nominal levels and the 2-statistic has the worst performance among the three test statistics. One can also observe that the worst performance of Z and r occurs in the setting of a small sample size and large skewness. When the sample size increases and/or skewness decreases, the performance of both 2 and r improves.
In simulating powers of the tests, we have considered designs 5-7 from Table 1, where Ho: $ = 0 is not true. The proportion of rejecting Ho based on a test represents the empirical power of this test. For a prespecified significance level a = 0.05 and sample sizes n = m from 10 to 25, Table 4 records simulation results based on 20,000 replications for the empirical powers and empirical type I error rates of the three tests for designs 5-7 in Table 1 . The parameter values used to obtain these empirical type I error rates are also from designs 5-7 but by setting $ to be the true value, i.e.,
p1 -pa+
(0: -a$). The results in Table 4 show that r has the largest power among the three tests and the power of r* is the smallest among the three tests. However, from the empirical type I error rates, we can see that both T and 2 are too liberal and, in contrast, that the r*-test nearly achieves the desired nominal level a = 0.05. Thus, to be safe for maintaining the type I error rate, we suggest using r*.
Two Real-Life Examples
In this section, we will illustrate our method using two real-life examples. The first example is a bioavailability study in which a randomized, parallel-group experiment was conducted with QQ-plots for the original data and log-transformed data are given in Figure 1 . These plots suggest that the distributions of Cmax data are highly positively skewed and the logarithmically transformed data are approximately symmetric. The Shapiro-Wilk tests for the normality on the log-transformed data give a pvalue of 0.595 for the test formulation group and a pvalue of 0.983 for the reference formulation group, while the same tests on the original data give a pvalue of 0.099 for the test formulation group and a pvalue of 0.005 for the reference formulation group. Therefore, the log transformation normalizes the data. The F-test for equal variances of the log-transformed data between the two groups gives a pvalue of 0.034, and therefore the log transformation does not stabilize the variances. In testing equal means of Cm,, between the two formulations, we compute the two-sided p value of r* to be 0.173 and the 95% confidence interval for the ratio of means of Cm, to be (0.242, 1.200). For comparison purposes, we also computed the two-sided pvalues of r and the 2-score test to be 0.167 and 0.203, respectively, and the corresponding 95% confidence intervals to be (0.295, 1.181) and (0.339, 1.259), respectively.
The second example is a medical charge study of patient data from the Regenstrief Medical System (McDonald et al., 1988; Zhou et al., 1997) on effects of race on medical charges of patients with type I diabetes who had received inpatient or outpatient care on at least two occasions during the period from January l, 1993 , through June 30, 1994 . One of the questions of interest is whether the average medical charge for African American patients is the same as that for white patients. The data set consists of 119 African American patients and 106 white patients. The distributions of medical charges are skewed significantly toward higher cost patients for both groups. The QQ plots for the original data and logtransformed data are given in Zhou et al. (1997) . As they reported, the Shapiro-Wilk tests for normality on the logtransformed data give a pvalue of 0.15 for the African American patient group and a pvalue of 0.15 for the white patient group. Thus, the log transformation normalizes the data.
Since the F-test for equal variances of log-transformed data gives a pvalue of 0.04, the log transformation does not sta, bilize the variances. After the log transformation, the sample means and sample standard deviations are 9.067 and 1.351, respectively, for the African American group and 8.693 and 1.641, respectively, for the white group. For testing equal means of medical charges between the two groups, our r*-test gives the two-sided pvalue of 0.83, while the r-and 2-score tests give 0.85 and 0.84, respectively. Due to large sample sizes, all three tests give almost the same pvalues.
. Conclusions
In this article, we have proposed two small-sample likelihoodbased methods for testing the hypothesis of equal means and for calculating confidence intervals for the ratio of means of two log-normal distributions. Simulation studies show that the proposed method based on the r*-formula gives essentially exact coverage probabilities and is almost an exact test even for small samples. The calculations involved are simple because the maximum likelihood estimator has an explicit form and the constrained maximum likelihood estimator can easily be obtained by the S-plus function nlmin. The method can be applied to randomized, parallel-group bioavailability studies and other settings of skewed log-normal observations. 
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