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Abstract. The inverse problem of electrical impedance tomography is severely ill-posed. In
particular, the resolution of images produced by impedance tomography deteriorates as the
distance from the measurement boundary increases. Such depth dependence can be quantified
by the concept of distinguishability of inclusions. This paper considers the distinguishability of
perfectly conducting ball inclusions inside a unit ball domain, extending and improving known
two-dimensional results to an arbitrary dimension d ≥ 2 with the help of Kelvin transformations.
The obtained depth-dependent distinguishability bounds are also proven to be optimal.
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1. Introduction
The inverse conductivity problem in Electrical Impedance Tomography (EIT) is known to be
highly ill-posed, and under reasonable assumptions it only allows conditional log-type stability
estimates [2, 29]. Such general estimates are uniform over the examined domain, although Lipschitz
stability has been observed at the measurement boundary [2, 3, 4, 12, 36, 23, 33, 32, 34]. This
suggests the stability of the inverse conductivity problem is actually depth-dependent, which is also
reflected in the quality of numerical reconstructions. Using the notion of distinguishability, some
results characterizing this depth dependence have recently been obtained in two dimensions [5,
18]. Motivated by the inherent three-dimensionality of EIT, this work extends and improves the
depth-dependent distinguishability bounds for perfectly conducting inclusions presented in [18]
to an arbitrary spatial dimension d ≥ 2. Although we focus here solely on the nonlinear inverse
conductivity problem, it should be acknowledged that there also exist previous works tackling
depth-dependent sensitivity for its linearized version [6, 31].
The main tool in our analysis is the Kelvin transformation [24] that takes the role played by
Mo¨bius transformations in [18]. The Kelvin transformation is a traditional tool in, e.g., potential
theory for problems in unbounded domains, and it is typically defined using the inversion in the
unit sphere [9, 10, 30, 37]. However, we need to consider inversions with respect to arbitrary
spheres in our analysis, leading to the employment of translated and dilated versions of the classic
Kelvin transformation (cf. [8, 20]). A central property of all Kelvin transformations, relating them
to EIT and also explaining their use in potential theory, is that a function is harmonic if and
only if its Kelvin transformation is harmonic. Compared to the use of Mo¨bius transformations
for d = 2 in [18], a complication related to Kelvin transformations for d > 2 is their habit
to mix Neumann and Robin boundary conditions. This currently restricts our analysis in higher
dimensions to perfectly conducting inclusions, characterized by a homogeneous Dirichlet condition
on the inclusion boundary.
Let B denote the Euclidean unit ball in Rd for any integer d ≥ 2. We consider the setting
where a single perfectly conducting concentric ball B(0, r) of radius 0 < r < 1 is mapped by an
inversion, which leaves B invariant, onto a nonconcentric ball B(C,R) ⊂ B centered at C ∈ B.
It turns out that for any ball B(C,R) ⊂ B there exists a unique inversion, that relates it in this
manner, to a concentric ball B(0, r) with r = r(|C|, R) ∈ (0, 1). Alternatively, one can treat C and
R as functions of r ∈ (0, 1) and a vector a ∈ B \ {0} parametrizing all inversions mapping B onto
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2 H. GARDE AND N. HYVO¨NEN
itself. To be more precise, a ∈ B(C,R) is the image of the origin under the considered inversion,
and thus ρ := |a| ∈ (0, 1) can be interpreted as a parameter controlling the ‘nonconcentricity’ or
‘depth’ of B(C,R). Indeed, a small ρ corresponds to an almost concentric inclusion, whereas ρ
close to 1 indicates that B(C,R) lies close to ∂B.
Let Λ0,r and ΛC,R denote the Dirichlet-to-Neumann (DN) maps on ∂B when a perfectly con-
ducting inclusion is placed on B(0, r) and on B(C,R), respectively. In both cases, the remainder
of B is characterized by unit conductivity, i.e. by the Laplace equation. Furthermore, let Λ1 be
the DN map on ∂B for the inclusion-free problem with unit conductivity. It is well known that
Λ0,r − Λ1 and ΛC,R − Λ1 are smoothening [27] and belong in particular to L (L2(∂B)), the space
of bounded linear operators on L2(∂B). The distinguishability of the inclusion B(C,R) is defined
to be ‖ΛC,R −Λ1‖L (L2(∂B)) (see, e.g., [5, 13, 18, 22]), and it can be motivated as follows: Assume
Λ is a DN map on ∂B corrupted by an additive self-adjoint noise perturbation E ∈ L (L2(∂B)).
If the size of this perturbation, ‖E‖L (L2(∂B)), is larger than the distinguishability of B(C,R) and
without further information on the structure of E, it is impossible to determine if the datum in
hand corresponds to B(C,R) embedded in B or to an inclusion-free B.
The main result of this paper (Theorem 4.4) relates the distinguishabilities of B(0, r) and
B(C,R) as follows:
1− ρ
1 + ρ
≤ ‖Λ0,r − Λ1‖L (L2(∂B))‖ΛC,R − Λ1‖L (L2(∂B)) ≤
1− ρ2
1 + ρ2
. (1.1)
Observe that the ratio of the operator norms in (1.1) can be interpreted as a function of r ∈ (0, 1)
even if ρ = |a| is given; fixing ρ determines the employed Kelvin transformation, or inversion, up
to a rotation of B, but the sizes of the considered inclusions B(0, r) and B(C(a, r), R(ρ, r)) are
still controlled by r ∈ (0, 1). The estimates in (1.1) are optimal in the sense that the supremum
and the infimum of the norm ratio over r ∈ (0, 1) exactly give the upper and lower bounds in
(1.1), respectively. To be more precise, the lower bound is reached when r → 1− and the upper
bound when r → 0+.
Both the upper and the lower bound in (1.1) converge to zero as ρ → 1−, which characterizes
how a perfectly conducting inclusion B(C,R) becomes more distinguishable to EIT when it ap-
proaches the measurement boundary — even though R = R(ρ, r) converges to zero when ρ→ 1−
for any fixed r ∈ (0, 1). To the authors’ knowledge, (1.1) provides the first result of this kind for
d > 2. In particular, note that the bounds in (1.1) are independent of the dimension d, as are the
formulas for C and R as functions of a and r. Consult Theorem 2.6 in Section 2.1 for the explicit
relation between a, r, C, and R.
The Riemann mapping theorem of harmonic morphisms does not have a counterpart for d > 2,
which partially explains the simple geometric setting of our paper, albeit the two-dimensional
analysis of [18] also only considered discoidal inclusions inside the unit disk. Be that as it may,
we still expect our results can shed some light on the distinguishability of inclusions in more
complicated geometric setups as well.
This paper is organized as follows. In Section 2, we introduce the general Kelvin transforma-
tions on distributions and remind the reader about a commutation relation between the Kelvin
transformation and the Laplacian (Theorem 2.5). Section 2.1 focuses on the unit ball B and gives a
characterization of an inversion that maps a given ball inside B onto a ball concentric with B while
leaving B itself invariant (Theorem 2.6). The behavior of the associated Kelvin transformations
on ∂B is also investigated. In Section 3, we relate the DN maps corresponding to concentric and
nonconcentric perfectly conducting inclusions via Kelvin transformations (Theorem 3.2). Finally,
Section 4 proves our main result (Theorem 4.4). The paper is completed by two appendices. Ap-
pendix A analyzes the relation between Kelvin and Mo¨bius transformations in two dimensions, in
order to ease the comparison of our results and techniques with those in [18]. Appendix B gives
a representation formula for the Kelvin transformed DN map, which may be useful for numerical
simulations.
1.1. Notational remarks. We denote byL (X,Y ) the space of bounded linear operators between
Banach spaces X and Y , and introduce the shorthand notation L (X) := L (X,X).
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For any scalar-valued function g, we denote by gk, k ∈ Z, the composition of the k’th power
and g. That is, gk(x) := g(x)k for any k ∈ Z and all x in the domain of g for which g(x)k is defined.
In particular, g−1 = 1/g is not the inverse of g. The ‘power notation’ has its usual meaning for
linear operators and matrices. In particular, A−1 is the inverse of the matrix/operator A.
The open Euclidean ball and sphere with center C ∈ Rd and radius R > 0 are denoted by
B(C,R) and S(C,R) := ∂B(C,R), respectively. We use the shorthand notation B := B(0, 1) for
the unit ball and denote by dS the standard (unnormalized) spherical measure on ∂B.
The Euclidean norm is denoted by | · |, and {ej}dj=1 is the canonical basis for Rd. For a ∈ Rd\{0},
we set ea :=
a
|a| ∈ ∂B.
2. Kelvin transformations
The inversion in the sphere S(C,R), denoted IC,R : Rd \ {C} → Rd \ {C}, is defined as
IC,R(x) := R2 x− C|x− C|2 + C = g
2
C,R(x)(x− C) + C,
where gC,R(x) := R/|x − C|. Note that IC,R maps the points in the interior of S(C,R) to its
exterior and vice versa. Furthermore, IC,R(x) is the unique point on the half-line from C through
x satisfying
|IC,R(x)− C||x− C| = R2 (2.1)
for any x 6= C. This clearly indicates the fixed points of IC,R are precisely S(C,R). Moreover,
IC,R ◦ IC,R = id, i.e., IC,R is an involution. The inversion IC,R maps spheres and hyperplanes onto
spheres and hyperplanes, but not necessarily respectively and with possibly C removed [8]. In
particular, as IC,R clearly maps any bounded set E ⊂ Rd with dist(E, C) > 0 to a bounded set, it
sends spheres not intersecting C to spheres. We use the special notation xˆ := I0,1(x), x ∈ Rd/{0},
for the inversion in the unit sphere ∂B = S(0, 1).
Let C ∈ Rd, choose any open Ω ⊆ Rd \ {C}, and set Ω∗ := IC,R(Ω). The composition of
a function with IC,R can be interpreted as a linear operator from L1loc(Ω) to L
1
loc(Ω
∗) or vice
versa, i.e., we define
IC,Rf := f ◦ IC,R (2.2)
for all f ∈ L1loc(Ω) or f ∈ L1loc(Ω∗). In particular, IC,R is an involution. We also introduce a linear
multiplication operator GC,R via
GC,Rf := gC,Rf.
Since C /∈ Ω, it is obvious that GC,R maps L1loc(Ω) onto itself, and its inverse G−1C,R : L1loc(Ω) →
L1loc(Ω) is defined as the multiplication by g
−1
C,R. The same conclusions also apply on L
1
loc(Ω
∗)
because C /∈ Ω∗ as well. A straightforward calculation leads to the identities
GC,RIC,R = IC,RG−1C,R and G−1C,RIC,R = IC,RGC,R, (2.3)
which will be frequently utilized in what follows.
Definition 2.1. The general Kelvin transformation is defined as a linear map KC,R : L1loc(Ω)→
L1loc(Ω
∗), or KC,R : L1loc(Ω
∗)→ L1loc(Ω), by setting
KC,R := Gd−2C,RIC,R = IC,RG2−dC,R . (2.4)
Remark 2.2. The latter equality in Definition 2.1 follows from (2.3) and demonstrates that KC,R
is also an involution. Moreover, the Kelvin transformation obviously inherits the identities
GC,RKC,R = KC,RG−1C,R and G
−1
C,RKC,R = KC,RGC,R (2.5)
from the associated inversion operator, cf. (2.3).
As preparation for the following result: for any y ∈ Rd\{0}, let Py be the orthogonal projection
onto the line span{y}, and let Qy ∈ Rd×d be an arbitrary matrix whose first row is yT/|y| and
the remaining d− 1 rows form an orthonormal basis for span{y}⊥. Clearly Qy is orthogonal and
satisfies Qyy = |y|e1.
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Proposition 2.3. The Jacobian matrix JC,R of IC,R on Rd \ {C} is
JC,R(x) = g2C,R(x)(id−2Px−C) (2.6)
= g2C,R(x)Q
−1
x−C diag(−1, 1, 1, . . . , 1)Qx−C , (2.7)
As direct consequences,
(i) det(JC,R) = −g2dC,R,
(ii) JTC,R = JC,R, J
2
C,R = g
4
C,R id, and J
−1
C,R = g
−4
C,RJC,R.
Proof. The expression (2.6) follows directly from
∂
∂xj
IC,R(x) = R2
(
1
|x− C|2 ej − 2
(x− C)j
|x− C|4 (x− C)
)
, x ∈ Rd \ {C},
which readily yields
JC,R(x)y = g2C,R(x)
(
y − 2y · (x− C)|x− C|2 (x− C)
)
= g2C,R(x)(id−2Px−C)y
for any y ∈ Rd and x ∈ Rd/{C}.
As Qx−C rotates the coordinate system so the direction of x− C corresponds to the first coor-
dinate, we have
Px−C = Q−1x−C diag(1, 0, 0, . . . , 0)Qx−C .
Hence,
JC,R(x) = g2C,R(x)(id−2Px−C) = g2C,R(x)Q−1x−C
(
id−diag(2, 0, 0, . . . , 0))Qx−C , x ∈ Rd/{C},
which proves (2.7). Finally, (i) and (ii) immediately follow from (2.7) since Qx−C is orthogonal. 
Obviously, IC,R maps compact subsets of Ω to compact subsets of Ω∗ and vice versa. Since
IC,R is smooth on Rd \ {C}, it holds that IC,R(C∞c (Ω)) ⊆ C∞c (Ω∗) and IC,R(C∞c (Ω∗)) ⊆ C∞c (Ω).
By applying IC,R to these inclusions, the reversed ones C∞c (Ω) ⊆ IC,R(C∞c (Ω∗)) and C∞c (Ω∗) ⊆
IC,R(C∞c (Ω)) follow. Since gC,R is smooth and positive on Rd \ {C}, all these inclusions also hold
when IC,R is replaced by GkC,RIC,R for any k ∈ Z. Altogether, we have thus established
GkC,RIC,R(C∞c (Ω)) = C∞c (Ω∗) = KC,R(C∞c (Ω)), k ∈ Z,
which naturally also holds if the roles of Ω and Ω∗ are reversed.
In consequence, we may extend both KC,R and IC,R to continuous linear maps on distributions
from D′(Ω) to D′(Ω∗) by setting
〈KC,Ru, φ〉 := 〈u,G4C,RKC,Rφ〉, (2.8)
〈IC,Ru, φ〉 := 〈u,G2dC,RIC,Rφ〉, (2.9)
for any u ∈ D′(Ω), all φ ∈ C∞c (Ω∗), and with 〈·, ·〉 denoting the dual pairing of (D′, C∞c ). The
definition (2.8) coincides with that of the distributional Kelvin transformation in [20], and it can
be motivated as follows: for any u ∈ L1loc(Ω) and φ ∈ C∞c (Ω∗), we have∫
Ω∗
KC,Ruφdx =
∫
Ω∗
IC,RuGd−2C,Rφdx =
∫
Ω
u (IC,RGd−2C,Rφ) |det(JC,R)|dx
=
∫
Ω
uG2dC,RIC,RGd−2C,Rφdx =
∫
Ω
uG4C,RKC,Rφ dx, (2.10)
where we used Proposition 2.3(i), (2.3), and (2.4). In other words, (2.8) coincides with the standard
Kelvin transformation (2.4) on L1loc(Ω). The same conclusion also applies to (2.9). It is easy to
check that KC,R : D′(Ω) → D′(Ω∗) and IC,R : D′(Ω) → D′(Ω∗) are involutions satisfying (2.5)
and (2.3), respectively.
If Ω is also bounded and satisfies dist(Ω, C) > 0, it holds
GkC,RIC,R(Hm(Ω)) = Hm(Ω∗) = KC,R(Hm(Ω)), k ∈ Z,
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for any m ∈ Z and also with the roles of Ω and Ω∗ reversed. To see this, note first that Ω is bounded
if and only if dist(Ω∗, C) > 0. Hence, the derivatives of IC,R and gC,R, up to an arbitrary order
|m|, are uniformly bounded by a constant (depending on |m|) in both Ω and Ω∗. Therefore, for
any k ∈ Z, GkC,RIC,R(Hm(Ω)) ⊆ Hm(Ω∗) and GkC,RIC,R(Hm(Ω∗)) ⊆ Hm(Ω). Applying GkC,RIC,R
to the latter inclusion yields Hm(Ω∗) ⊆ GkC,RIC,R(Hm(Ω)), which proves the claim. In fact,
‖GkC,RIC,Ru‖Hm(Ω∗) ≤ C(Ω,R, C, k,m)‖u‖Hm(Ω) for all u ∈ Hm(Ω), (2.11)
demonstrating, in particular, the boundedness of KC,R : Hm(Ω)→ Hm(Ω∗). The same conclusion
naturally applies to the inverse KC,R : Hm(Ω∗)→ Hm(Ω) as well.
Definition 2.4. The usual translation and dilation operators are defined on locally integrable
functions by Taf(x) := f(x− a) and Dbf(x) := f(b−1x) for a ∈ Rd and b > 0.
Via a direct calculation, we see that KC,R : L1loc(Ω)→ L1loc(Ω∗) satisfies
KC,R = TCDRK0,1DR−1T−C , (2.12)
and thus all Kelvin transformations are dilated and translated variants of K0,1. Take note that
(2.12) also holds for the distributional Kelvin transformation, if the the dilation and translation
are defined on distributions via the dual pairing in the natural manner, i.e., in the way that the
extended definitions coincide with the original ones for locally integrable functions.
We now arrive at the following fundamental theorem.
Theorem 2.5. The commutation relation
∆KC,R = G4C,RKC,R∆
holds on D′(Rd \ {C}).
Proof. The result is well known to hold for K0,1 on C
2(Rd \ {0}) (see., e.g., [8, Theorem 1.6.3] or
[9, Proposition 4.6]), that is,
∆K0,1u = G
4
0,1K0,1∆u
for all u ∈ C2(Rd \ {0}). Employing (2.12) and the identity GC,RTCDR = TCDRG0,1, we obtain
∆KC,R = ∆TCDRK0,1DR−1T−C
= R−2TCDR∆K0,1DR−1T−C
= R−2TCDRG40,1K0,1∆DR−1T−C
= G4C,RTCDRK0,1DR−1T−C∆
= G4C,RKC,R∆
on C2(Rd \ {C}). To finalize the proof, let u ∈ D′(Rd \ {C}) and φ ∈ C∞c (Rd \ {C}) be arbitrary.
We apply the definition of distributional differentiation and (2.8) to deduce
〈∆KC,Ru, φ〉 = 〈u,G4C,RKC,R∆φ〉
= 〈u,∆KC,Rφ〉
= 〈∆u,G4C,RKC,RG4C,Rφ〉
= 〈G4C,RKC,R∆u, φ〉,
where we also used (2.5) in the third equality. 
2.1. Kelvin transformations on the unit ball. From now on, we restrict our attention to the
unit ball, i.e. choose Ω = B, and concentrate on such inversions that also Ω∗ = B. However, it
would be straightforward to generalize our results to a ball of any radius. We will employ the
symbols C,R, instead of C,R, to annotate a ball B(C,R) embedded in B.
Let a ∈ B \ {0} and write a = ρea with ρ = |a| and ea ∈ ∂B. Recall the notation aˆ = I0,1(a),
notice that |aˆ| = ρ−1 > 1, and define b := (ρ−2 − 1)1/2 = ρ−1(1− ρ2)1/2. We introduce a special
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Kelvin transformation on L1loc(B) by setting Ka := Kaˆ,b; similarly, we also define ga := gaˆ,b,
Ga := Gaˆ,b, Ia := Iaˆ,b, and Ia := Iaˆ,b. More explicitly,
Kaf(x) = G
d−2
a Iaf(x) =
(
b
|x− aˆ|
)d−2
f
(
b2
x− aˆ
|x− aˆ|2 + aˆ
)
, f ∈ L1loc(B),
and this definition naturally extends to D′(B) through (2.8).
The following theorem shows that Ia leaves B invariant for any a ∈ B \ {0}, and it also gives
a characterization of how any nonconcentric ball inside B can be mapped to a concentric one
by Ia with a suitable a. It is worth noting that the formulas (2.13) and (2.14) below generalize
the two-dimensional result in [18, Proposition 2.1]; see Appendix A. Moreover, an equivalent
characterization for three spatial dimensions can be found in [20].
Theorem 2.6. Assume a ∈ B \ {0}. The inversion Ia leaves B invariant, that is, Ia(B) = B and
Ia(∂B) = ∂B. In particular,
Ia|∂B(x) = (id−2Px−aˆ)x, x ∈ ∂B,
with Py denoting the orthogonal projection onto the line spanned by y ∈ Rd \ {0}.
The following two items completely characterize how a concentric ball embedded in B is deformed
under a given Ia, as well as which Ia maps a given ball embedded in B to a concentric one:
(i) Let r ∈ (0, 1) and a = ρea with ρ ∈ (0, 1) and ea ∈ ∂B. Then Ia(B(0, r)) = B(C,R) and
Ia(S(0, r)) = S(C,R) with
C =
ρ(r2 − 1)
ρ2r2 − 1 ea, R =
r(ρ2 − 1)
ρ2r2 − 1 . (2.13)
(ii) Let R ∈ (0, 1− c) and C = cea with c ∈ (0, 1) and ea ∈ ∂B. Then Ia(B(C,R)) = B(0, r) and
Ia(S(C,R)) = S(0, r) with
r =
1 +R2 − c2 −√((1−R)2 − c2)((1 +R)2 − c2)
2R
, a =
C
1−Rr . (2.14)
Proof. Assuming |x| = 1, we obtain
Ia(x) =
(|aˆ|2 − 1)(x− aˆ)
|x− aˆ|2 + aˆ =
(|aˆ|2 − 1)x+ 2(1− x · aˆ)aˆ
|x− aˆ|2 ,
as well as
(id−2Px−aˆ)x = x− 2x · (x− aˆ)|x− aˆ|2 (x− aˆ) =
(|aˆ|2 − 1)x+ 2(1− x · aˆ)aˆ
|x− aˆ|2 .
These formulas verify the claimed representation for Ia on ∂B.
Let us then prove that Ia maps the closure of B onto itself. Clearly, Ia sends the points on the
line spanned by a to that same line, with the exception of aˆ /∈ B that is mapped to infinity and
is the only point of discontinuity for Ia. Let Ba := {tea | t ∈ (−1, 1)}. As Ia(±ea) = ∓ea and
Ia(0) = a ∈ Ba, it follows from the continuity of Ia that Ia(Ba) = Ba. Since Ia is the inversion
in the sphere S(aˆ, b), it is symmetric about the line spanned by a. In particular, Ia maps any
sphere centered on the line spanned by a, and not intersecting aˆ, onto another sphere centered
on that very same line. Hence, Ia(∂B) = ∂B because Ia(∂B) is known to contain ±ea. As Ia is a
continuous involution away from aˆ /∈ B and Ia(0) ∈ B, it must in fact hold Ia(B) = B.
Because (2.14) in part (ii) of the assertion follows by a straightforward but tedious calculation
based on (2.13) and Ia being an involution (cf. [18]), we only need to consider the proof of part (i).
In the same manner as above, it can be argued that Ia maps S(0, r), with 0 < r < 1, onto some
sphere S(cea, R) ⊂ B and that Ba ∩ S(cea, R) = {Ia(−rea), Ia(rea)}, where
Ia(rea) = (ρ
−2 − 1) r − ρ
−1
(ρ−1 − r)2 ea + ρ
−1ea =
ρ− r
1− ρr ea,
Ia(−rea) = −(ρ−2 − 1) r + ρ
−1
(ρ−1 + r)2
ea + ρ
−1ea =
ρ+ r
1 + ρr
ea.
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Hence, C = cea = (Ia(−rea)+Ia(rea))/2 and R = |Ia(−rea)−C|, giving the expressions in (2.13).
As mentioned above, the two relations between a, r, C, and R in (2.13) are equivalent to
those in (2.14), and so we can also assume the knowledge of the latter in the following. Since
B(cea, R) ⊆ Ia(B) = B, it must hold 0 < c < 1−R. With the help of the latter equality in (2.14),
we thus get
|a− cea| = |ρ− c| =
∣∣∣ c
1−Rr − c
∣∣∣ = cr
1−RrR <
1−R
1−RrR < R
as 0 < r < 1. In other words, Ia(0) = a ∈ B(cea, R). As Ia is a continuous involution, it thus
maps the whole of B(0, r) onto B(cea, R) and the proof is complete. 
As expected, the Jacobian matrix of Ia is denoted Ja := Jaˆ,b, with Jaˆ,b explicitly given in
Proposition 2.3. The following corollary provides information about the behavior of Ja on ∂B,
enabling substitutions corresponding to Ia in integrals over ∂B. In particular, it enables the
introduction of the distributional Kelvin transformation on D′(∂B), in the sense of distributions
on a smooth manifold (cf. e.g. [21, Chapter 6.3]).
Corollary 2.7. For x ∈ ∂B, Ja(x)x = g2a(x)Ia(x) and Ja(x)Ia(x) = g2a(x)x.
Proof. The first equality follows from a combination of Proposition 2.3 and Theorem 2.6 that
relate both Ia(x) and Ja(x) to id−2Px−aˆ when x ∈ ∂B. By applying the inverse of Ja(x) to this
first equality, one obtains
x = g2a(x)J
−1
a (x)Ia(x) = g
−2
a (x)Ja(x)Ia(x), x ∈ ∂B,
where we used Proposition 2.3(ii) in the second step. This completes the proof. 
The linear maps Ka, Ia, and Ga can obviously also be interpreted as operators on L1loc(∂B) =
L1(∂B), and Ga as such on D′(∂B) as well. In the spirit of (2.8) and (2.9), we introduce the
extensions Ka, Ia : D′(∂B)→ D′(∂B) via
〈Kaf, ϕ〉 := 〈f,G2aKaϕ〉,
〈Iaf, ϕ〉 := 〈f,G2d−2a Iaϕ〉,
for any f ∈ D′(∂B) and all ϕ ∈ C∞c (∂B) = C∞(∂B). As in the case of (2.8) and (2.9), these
definitions make sense because C∞(∂B) = GkaIa(C∞(∂B)) for any k ∈ Z, and it is also easy to
check that the extensions still satisfy (2.3) and (2.5).
Remark 2.8. The extended operators coincide with the standard ones (2.4) and (2.2) on L1(∂B).
Indeed, one can prove this by performing similar calculations as in (2.10), with the exception that
this time around the (boundary) Jacobian determinant reads
|det Ja(x)|
|Ja(x)x| =
g2da (x)
|g2a(x)Ia(x)|
= g2d−2a (x), x ∈ ∂B, (2.15)
due to Corollary 2.7 and since ν(x) = x is the exterior unit normal at x ∈ ∂B. For Ka such a
calculation is actually explicitly carried out in the proof of Lemma 2.9 below. As for the Sobolev
spaces over the domain Ω in (2.11), it follows straightforwardly that
‖GkaIaf‖Hs(∂B) ≤ C(a, k, s)‖f‖Hs(∂B) (2.16)
for any s, k ∈ Z. The standard theory on interpolation of Sobolev spaces demonstrates that (2.16)
actually holds for any s ∈ R; see, e.g., [1, 28]. Finally, it follows via a density argument that Ka
and Ia are involutions on Hs(∂B) for any s ∈ R.
We have now gathered enough tools to explicitly evaluate certain operator norms of Ka and
closely related operators.
Lemma 2.9. The following results hold in L (L2(B)) and L (L2(∂B)):
(i) G2aKa is an isometry in L (L
2(B)) and GaKa is an isometry in L (L2(∂B)).
(ii) K∗a = G
4
aKa in L (L
2(B)) and K∗a = G2aKa in L (L2(∂B)).
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(iii) There are the following operator norm equalities:
‖Ka‖L (L2(B)) = ‖G4aKa‖L (L2(B)) = ‖Ka‖2L (L2(∂B)) = ‖G2aKa‖2L (L2(∂B))
= ‖G±1a ‖2L (L2(B)) = ‖G±1a ‖2L (L2(∂B)) =
1 + ρ
1− ρ .
Proof. Proof of part (i). It follows directly from (2.4), the change of variables formula, Proposi-
tion 2.3(i), and (2.3) that∫
B
|G2aKaf |2 dx =
∫
B
G2da Ia|f |2 dx =
∫
B
G2da IaG2da Ia|f |2 dx =
∫
B
|f |2 dx (2.17)
for all f ∈ L2(B), which proves the first half of the claim. To prove the second half, observe that
(2.15) yields ∫
∂B
Iag dS =
∫
∂B
G2d−2a g dS and
∫
∂B
g dS =
∫
∂B
G2d−2a Iag dS (2.18)
for all g ∈ L1(∂B). As in (2.17), one thus obtains∫
∂B
|GaKaf |2 dS =
∫
∂B
|f |2 dS
for all f ∈ L2(∂B), which completes the proof of part (i).
Proof of part (ii). We only prove the result in L (L2(∂B)) since the proof for L (L2(B)) follows
from the same line of reasoning. For any f, g ∈ L2(∂B),∫
∂B
Kaf g dS =
∫
∂B
Iaf Gd−2a g dS =
∫
∂B
fG2d−2a IaGd−2a g dS
=
∫
∂B
f GdaIag dS =
∫
∂B
fG2aKag dS,
where we employed (2.18) and (2.3).
Proof of part (iii). Since aˆ 6∈ B, it is straightforward to see that both the maximum and the
minimum of ga over the compact set B are attained on ∂B.1 More precisely, the maximum (or
the minimum) is obviously found at the point closest to (or furthest from) aˆ, i.e. at ea (or −ea),
which leads to
sup
x∈B
g2a(x) =
ρ−2 − 1
|ea − aˆ|2 =
(ρ−1 − 1)(ρ−1 + 1)
(ρ−1 − 1)2 =
1 + ρ
1− ρ ,
inf
x∈B
g2a(x) =
ρ−2 − 1
|ea + aˆ|2 =
(ρ−1 − 1)(ρ−1 + 1)
(ρ−1 + 1)2
=
1− ρ
1 + ρ
.
In particular, as the norm of a multiplication operator on L2 is given by the essential supremum
of the multiplier, we have
‖G±1a ‖L (L2(B)) = ‖G±1a ‖L (L2(∂B)) =
(
1 + ρ
1− ρ
)1/2
.
Due to the duality results of part (ii), what remains to be shown is ‖Ka‖L (L2(B)) = ‖G2a‖L (L2(B))
and ‖Ka‖L (L2(∂B)) = ‖Ga‖L (L2(∂B)). Again, the proofs of these identities are analogous, and we
only show the latter. By virtue of part (i) and (2.5),
‖Kaf‖L2(∂B) = ‖GaKaGaf‖L2(∂B) = ‖Gaf‖L2(∂B)
for all f ∈ L2(∂B), which concludes the proof. 
1For d > 2, this follows from the maximum principle and the fact that gd−2a is harmonic.
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In addition to Theorem 2.5, we must also consider the commutation of Ka and ∇, as this
is needed for handling Neumann boundary values. Unfortunately, the resulting expression is
somewhat more complicated than that in Theorem 2.5. First of all, note that
∇(gma (x)) = mgm−1a (x)∇ga(x) = −mgma (x) x− aˆ|x− aˆ|2 , m ∈ N0.
Hence, for any u ∈ C∞(B),
∇Kau(x) = gd−2a (x)∇Iau(x) + Iau(x)∇gd−2a (x)
= JTa (x)Ka∇u(x) + (2− d)
x− aˆ
|x− aˆ|2Kau(x), (2.19)
where Ka is separately applied to each component of ∇u. As aˆ /∈ B, the expression (2.19) is valid
for all x ∈ B; recall that C∞(B) consists of the restrictions of the elements in C∞(Rd) to B.
Observe that ν(x) = x is the exterior unit normal to ∂B for any x ∈ ∂B. According to (2.19),
ν · ∇Kau(x) = GdaIa(ν · ∇u)(x) + (2− d)x ·
x− aˆ
|x− aˆ|2Kau(x)
= G2aKa(ν · ∇u)(x) + (2− d)HaKau(x), (2.20)
for all x ∈ ∂B and u ∈ C∞(B). Here, the multiplication operator Ha ∈ L (Hs(∂B)), s ∈ R, is
defined by
Haf(x) := x · x− aˆ|x− aˆ|2 f(x),
and the first equality in (2.20) follows from the identity
x · JTa (x)Ka∇u(x) = gda(x)Ia(x) · Ia∇u(x) = gda(x)Ia(ν · ∇u)(x), x ∈ ∂B,
that is based on Corollary 2.7.
Let U = W \ ∂B where W ⊆ B is a relatively open neighborhood of ∂B. The identity (2.20)
extends by continuity to all u in
H1∆(U) := {v ∈ H1(U) | ∆v ∈ L2(U)}
equipped with the graph norm, that is,
(ν · ∇Kau)|∂B = G2aKa
(
(ν · ∇u)|∂B
)
+ (2− d)HaKa(u|∂B), u ∈ H1∆(U). (2.21)
This result follows from C∞(U) being dense in H1∆(U) [28], the Neumann trace extending to a
bounded operator H1∆(U)→ H−1/2(∂B) [14, Lemma 1, p. 381], the standard trace theorem, and
the boundedness of Ka on H
±1/2(∂B) and H1∆(U) guaranteed by (2.16), (2.11), and Theorem 2.5.
The most essential message of (2.21) is that a Neumann condition on ∂B is transformed by Ka
into a Robin condition. Luckily, the Robin condition transforms back to a Neumann condition for
difference measurements of EIT, as revealed in the next section.
3. Application to electrical impedance tomography
Let ΩC,R := B \ B(C,R) for C ∈ B and R ∈ (0, 1 − |C|). We only consider the case of a
perfectly conducting inclusion B(C,R) (formally with conductivity ∞) and assume that ΩC,R is
characterized by unit conductivity. Hence, if the electric potential on the exterior boundary is set
to f ∈ H1/2(∂B), then the interior potential u ∈ H1(ΩC,R) is the unique solution to
∆u = 0 in ΩC,R,
u =
{
0 on ∂B(C,R),
f on ∂B.
(3.1)
We define the DN map associated to the inclusion B(C,R) as
ΛC,R : f 7→ ν · ∇u|∂B, H1/2(∂B)→ H−1/2(∂B),
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and note that it is well known to be bounded due to the continuous dependence of the solution to
(3.1) on the Dirichlet data and a suitable Neumann trace theorem (cf., e.g., [14, Lemma 1, p. 381]).
We also define Λ1 : H
1/2(∂B)→ H−1/2(∂B) to be the DN map for the inclusion-free problem
∆w = 0 in B,
w = f on ∂B.
For each C ∈ B \ {0} and R ∈ (0, 1 − |C|), we choose the unique a = a(C,R) ∈ B \ {0} such
that Ia(B(C,R)) = B(0, r) and Ia(B(0, r)) = B(C,R) for some R < r < 1, which is possible by
virtue of Theorem 2.6. We consistently use this connection between C,R and a, r in what follows.
The accordingly Kelvin-transformed potential u˜ := Kau ∈ H1(Ω0,r) is the unique solution of
∆u˜ = 0 in Ω0,r,
u˜ =
{
0 on ∂B(0, r),
f˜ on ∂B,
(3.2)
for f˜ := Kaf . Indeed, the first equation is a direct consequence of Theorem 2.5. To prove the
second one, observe that obviously
(Kav)|∂Ω0,r = Ka(v|∂ΩC,R)
for all v ∈ C∞(ΩC,R), and this equality extends by density for any v ∈ H1(ΩC,R) due to (obvious
generalizations of) the estimates (2.11), (2.16), and the continuity of the Dirichlet trace map
on both H1(ΩC,R) and H
1(Ω0,r). Since Ka : H
1(Ω0,r) → H1(ΩC,R) is obviously the inverse of
Ka : H
1(ΩC,R)→ H1(Ω0,r), the solution of (3.1) can alternatively be written as Kau˜ with u˜ being
the solution to (3.2).
Remark 3.1. The physically correct condition at a perfectly conducting inclusion, is that the
potential equals such a constant on its boundary that the corresponding normal current density
has zero mean, under the sound assumption that there are no sinks or sources inside the inclusion.
Notice that this constant may depend on both f and the inclusion itself. Let Λ˜C,R be the DN
map corresponding to the boundary conditions of such a physically accurate setting. Since we
only have a single connected inclusion,2 Λ˜C,R = ΛC,R|YC,R , where YC,R is a linear subspace of
H1/2(∂B), which again may depend on the inclusion. Due to this inconvenience — in particular,
for the inverse conductivity problem where the inclusion is not known a priori — the DN operator
with a larger domain ΛC,R is often investigated instead of Λ˜C,R (cf., e.g., [7, 11, 16, 26, 25, 35]).
This is also the choice in this work.
We are now ready to prove an explicit relation between the DN maps for the concentric and
nonconcentric geometries.
Theorem 3.2. Let B(C,R) = Ia(B(0, r)) for a ∈ B \ {0} and r ∈ (0, 1). Then,
ΛC,R = G
2
aKaΛ0,rKa + (2− d)Ha.
Furthermore,
ΛC,R − Λ1 = G2aKa(Λ0,r − Λ1)Ka,
or equivalently,
Λ0,r − Λ1 = G2aKa(ΛC,R − Λ1)Ka.
Proof. Let g˜ := (ν · ∇u˜)|∂B ∈ H−1/2(∂B) be the normal current density for the solution of (3.2).
We obtain directly from (2.21) that
ΛC,Rf = (ν · ∇u)|∂B = (ν · ∇Kau˜)|∂B = G2aKag˜ + (2− d)HaKaf˜
= G2aKaΛ0,rf˜ + (2− d)HaKaf˜ =
(
G2aKaΛ0,rKa + (2− d)Ha
)
f
for all f ∈ H1/2(∂B). This proves the first part of the claim.
2In general, different constants appear on each connected component of a perfectly conducting inhomogeneity.
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Following exactly the same line of reasoning as above,
Λ1 = G
2
aKaΛ1Ka + (2− d)Ha,
which shows the claimed representation for ΛC,R − Λ1. As G2aKa and Ka are involutions on
C∞(∂B) (cf. (2.5)), they are also such on any Hs(∂B), s ∈ R, by density and (2.16). Hence, the
representation for Λ0,r−Λ1 follows directly from that of ΛC,R−Λ1, and the proof is complete. 
Before determining the spectrum of Λ0,r − Λ1 needed in proving our main result, we briefly
review a few facts about spherical harmonics; see, e.g., [9, 15, 19] for additional details. Denoting
Rd \ {0} 3 x = ηθ with η = |x| and θ = x|x| ∈ ∂B, it is well known that the Laplace operator can
be written in polar coordinates (cf. [19, Section 4.5]) as
∆ =
1
ηd−1
∂η(η
d−1∂η) +
1
η2
∆∂B, (3.3)
where ∆∂B is the Laplace–Beltrami operator on ∂B with respect to θ.
A polynomial p on Rd is called homogeneous of degree n if p(x) =
∑
|α|=ncαx
α with scalar
coefficients cα, or equivalently p(tx) = t
np(x) for t ∈ R; following the standard notation, α ∈ Nd0
is here a multi-index, |α| := ∑dj=1αj , and xα := Πdj=1xαjj . The complex vector space Hn,d, of
spherical harmonics of degree n, comprise the harmonic polynomials homogeneous of degree n
restricted to ∂B, i.e.,
Hn,d :=
{
p|∂B | p(x) =
∑
|α|=n
cαx
α, x ∈ Rd, ∆p = 0
}
.
The corresponding dimension αn,d := dim(Hn,d) is given by
αn,d =
(
n+ d− 1
d− 1
)
−
(
n+ d− 3
d− 1
)
,
where we use the convention
(
m
k
)
= 0 for m < k.
The eigenvalues of ∆∂B are λ˜n := −n(n + d − 2), n ∈ N0, with the algebraic and geometric
multiplicity αn,d. The eigenspace corresponding to the eigenvalue λ˜n is Hn,d, spanned by the
orthonormal nth degree spherical harmonics {fn,j}αn,dj=1 . The set of fn,j for all n ∈ N0 and j ∈
{1, . . . , αn,d} is an orthonormal basis for L2(∂B), i.e. L2(∂B) =
⊕∞
n=0Hn,d.
Using separation of variables and classic Sturm–Liouville theory for (3.3), it is known that any
harmonic function u on B or Ω0,r can be written as
u(x) =
∞∑
n=0
αn,d∑
j=1
cn,jRn(η)fn,j(θ)
for (cn,j) ∈ `2. Here Rn is a solution of
η2R′′n(η) + (d− 1)ηR′n(η) + λ˜nRn(η) = 0, (3.4)
with suitable boundary conditions at η = 1 and either at η = 0 or η = r depending on those
required from u. If u|∂B = fn,j , then Rn(1) = 1 and (ν ·∇u)|∂B = R′n(1)fn,j , i.e., R′n(1) is the nth
eigenvalue of the associated DN map corresponding to the eigenfunction fn,j . In particular, the
algebraic and geometric multiplicity of R′n(1) is also αn,d. Based on these observations, we can
explicitly determine the eigenvalues of Λ0,r, Λ1, and Λ0,r − Λ1.
Proposition 3.3. The eigenvalues of Λ1 are {n}n∈N0 and those of Λ0,r are, for n ∈ N0,
λˆn :=

n+ (n+ d− 2)r2n+d−2
1− r2n+d−2 , d > 2 ∨ n ≥ 1,
− 1
log(r)
, d = 2 ∧ n = 0,
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both with the algebraic and geometric multiplicity αn,d and the eigenspace Hn,d. As a consequence,
the eigenvalues of Λ0,r − Λ1 are
λn :=

2n+ d− 2
r2−d−2n − 1 , d > 2 ∨ n ≥ 1,
− 1
log(r)
, d = 2 ∧ n = 0,
also with the algebraic and geometric multiplicity αn,d and the eigenspace Hn,d.
Proof. Note that (3.4) is a second order Cauchy–Euler equation. Its indicial equation
m2n + (d− 2)mn + λ˜n = 0
has the solutions
mn =
{
n =: m+n ,
2− d− n =: m−n .
If d > 2, then m+n 6= m−n for all n ∈ N0, which also holds for d = 2 when n ≥ 1. Hence, all
solutions to (3.4) are of the form
Rn(η) =
{
cnη
n + c˜nη
2−d−n, d > 2 ∨ n ≥ 1,
c0 + c˜0 log(η), d = 2 ∧ n = 0.
Starting with Λ1, we see that the boundary conditions for (3.4) are lim supη→0+ |Rn(η)| <∞ and
Rn(1) = 1, which immediately imply c˜n = 0 and cn = 1 for all n ∈ N0. The eigenvalues of Λ1 are
thus R′n(1) = n for n ∈ N0, as claimed.
Now considering Λ0,r, the boundary conditions for (3.4) become Rn(r) = 0 and Rn(1) = 1. For
the special case d = 2 and n = 0, we arrive at R0(η) = 1− log(η)log(r) . For d > 2 or n ≥ 1, we obtain
Rn(η) =
ηn
1− r2n+d−2 +
η2−d−n
1− r2−d−2n .
Evaluating R′n(1) provides the sought-for representation for λˆn. Furthermore, as the eigenfunctions
of Λ0,r and Λ1 coincide, we obtain the representation for λn by evaluating the difference R
′
n(1)−n
for n ∈ N0. 
Remark 3.4. The eigenvalues λn, n ∈ N0, of Λ0,r−Λ1 given in Proposition 3.3 decay strictly in n.
Indeed, the derivative of the function y 7→ yr−y−1 reveals that the claim holds for n ∈ N0 if d ≥ 3
and for n ∈ N if d = 2, because
1 + log(r2n+d−2) < r2n+d−2 when 2n+ d− 2 > 0,
since r ∈ (0, 1). For d = 2, we see that λ0 > λ1 if and only if 1 + log(r−2) < r−2, which holds as
r−2 > 1. Note that the observed strict decay is in contrast to the case of an inclusion with finite
conductivity, where the eigenvalues may exhibit an initial increase in magnitude before decaying
with respect to the ordering of the spherical harmonics [18, Remark 3.2].
For completeness, the following lemma shows that the limit behavior limn→∞ λn = 0 guarantees
that the difference map ΛC,R−Λ1 extends to a compact self-adjoint operator on L2(∂B). However,
it is actually well known that ΛC,R−Λ1 is smoothening because ΛC,R and Λ1 are pseudodifferential
operators (modulo a smoothing operator) with the same symbol [27].
Lemma 3.5. For each ball satisfying B(C,R) ⊂ B, the operator ΛC,R − Λ1 continuously extends
to a compact self-adjoint operator in L (L2(∂B)).
Proof. The proof is completely analogous to [18, Lemma 3.3] that should be consulted for further
details.
For r ∈ (0, 1), the eigenvalues {λn}n∈N0 of Λ0,r − Λ1 are bounded and satisfy limn→∞ λn = 0.
Combined with the corresponding eigenfunctions {fn,j} forming an orthonormal basis for L2(∂B)
and Λ0,r−Λ1 being symmetric in the L2(∂B)-inner product, it follows that Λ0,r−Λ1 continuously
extends to a compact self-adjoint operator in L (L2(∂B)).
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For any C ∈ B \ {0} and R ∈ (0, 1− |C|), we may choose a ∈ B \ {0} such that Ia(B(C,R)) =
B(0, r) for some r ∈ (0, 1). Hence, Theorem 3.2 and Lemma 2.9 imply that ΛC,R − Λ1 inherits
compactness and self-adjointness from Λ0,r − Λ1. 
4. Depth-dependent norm bounds
In this section we can finally present some depth-dependent norm estimates. However, it is
convenient to first introduce certain weighted L2-spaces on ∂B.
Definition 4.1. For a ∈ B \ {0} and s ∈ R, we denote by L2a,s(∂B) the weighted L2(∂B)-space
equipped with the inner product and norm
〈f, g〉a,s := 〈Gsaf,Gsag〉L2(∂B) and ‖f‖a,s :=
√
〈f, f〉a,s, f, g ∈ L2(∂B),
respectively. Furthermore, we denote by ‖ · ‖a,s,t the operator norm of L (L2a,s(∂B), L2a,t(∂B)) for
s, t ∈ R.
As aˆ /∈ B, the function gsa is bounded away from zero and infinity on ∂B. Hence, it is obvious
that the topologies of L2(∂B) and L2a,s(∂B) are the same for any s ∈ R. However, using these
newly defined weighted norms, one obtains useful relations between the norms of concentric and
nonconcentric DN maps.
Theorem 4.2. Let B(C,R) = Ia(B(0, r)) for a ∈ B \ {0} and r ∈ (0, 1). For any s, t ∈ R,
‖ΛC,R − Λ1‖a,s,t = ‖Λ0,r − Λ1‖a,1−s,−1−t,
or equivalently,
‖Λ0,r − Λ1‖a,s,t = ‖ΛC,R − Λ1‖a,1−s,−1−t.
Proof. The result follows from a direct calculation utilizing Theorem 3.2, (2.5), Lemma 2.9(i), and
Ka being an involution on L
2(∂B). To be more precise,
‖ΛC,R − Λ1‖a,s,t = ‖G2aKa(Λ0,r − Λ1)Ka‖a,s,t
= sup
f∈L2(∂B)\{0}
‖GtaG2aKa(Λ0,r − Λ1)Kaf‖L2(∂B)
‖Gsaf‖L2(∂B)
= sup
f∈L2(∂B)\{0}
‖GaKaG−1−ta (Λ0,r − Λ1)f‖L2(∂B)
‖GsaKaf‖L2(∂B)
= sup
f∈L2(∂B)\{0}
‖G−1−ta (Λ0,r − Λ1)f‖L2(∂B)
‖GaKaG1−sa f‖L2(∂B)
= sup
f∈L2(∂B)\{0}
‖G−1−ta (Λ0,r − Λ1)f‖L2(∂B)
‖G1−sa f‖L2(∂B)
= ‖Λ0,r − Λ1‖a,1−s,−1−t.
This also proves the second part of the claim by replacing s and t with 1− s and −1− t. 
Remark 4.3. Some natural choices in Theorem 4.2 are s = 1/2 and t = −1/2 or s = 1 and t = −1,
which result in
‖ΛC,R − Λ1‖a,1/2,−1/2 = ‖Λ0,r − Λ1‖a,1/2,−1/2,
‖ΛC,R − Λ1‖a,1,−1 = ‖Λ0,r − Λ1‖L (L2(∂B)),
‖Λ0,r − Λ1‖a,1,−1 = ‖ΛC,R − Λ1‖L (L2(∂B)).
In addition, the choice s = 1 and t = −1 leads to a natural diagonalization of ΛC,R − Λ1; see
Appendix B for the precise formulation of this result.
Finally, it is time to present our optimal depth-dependent distinguishability bounds.
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Theorem 4.4. Assume B(C,R) = Ia(B(0, r)) for a ∈ B\{0} and r ∈ (0, 1). Let {λn}n∈N0 denote
the set of eigenvalues for Λ0,r − Λ1, cf. Proposition 3.3. Then,
1− ρ
1 + ρ
≤ ‖Λ0,r − Λ1‖L (L2(∂B))‖ΛC,R − Λ1‖L (L2(∂B)) ≤
 (1− ρ2)2d
(1 + ρ2)2d+ 4ρ2 λ1λ0
(
λ1
λ0
+ 2
)
1/2 ≤ 1− ρ2
1 + ρ2
. (4.1)
Furthermore, these bounds are optimal in the sense that
inf
r∈(0,1)
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B)) =
1− ρ
1 + ρ
, sup
r∈(0,1)
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B)) =
1− ρ2
1 + ρ2
. (4.2)
Proof. Since ga is bounded from below and above by positive constants on ∂B, it follows that
G−1a (L
2(∂B) \ {0}) = L2(∂B) \ {0}. Hence, applying Theorem 4.2 with s = 1 and t = −1 yields
‖ΛC,R − Λ1‖L (L2(∂B)) = ‖Λ0,r − Λ1‖a,1,−1
= sup
f∈L2(∂B)\{0}
‖G−1a (Λ0,r − Λ1)f‖L2(∂B)
‖Gaf‖L2(∂B)
= sup
f∈L2(∂B)\{0}
‖G−1a (Λ0,r − Λ1)G−1a f‖L2(∂B)
‖f‖L2(∂B)
= ‖G−1a (Λ0,r − Λ1)G−1a ‖L (L2(∂B)). (4.3)
In consequence, we immediately obtain the lower bound
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B)) ≥ ‖Ga
−1‖−2L (L2(∂B)) =
1− ρ
1 + ρ
,
where the equality follows from Lemma 2.9(iii). We postpone proving the optimality of this
estimate till the end of this proof.
Let us then consider the upper bound in (4.1). If x ∈ ∂B, then
g−2a (x) = c0 + c1f1(x), (4.4)
with c0 := b
−2(1 + ρ−2) = (1 + ρ2)/(1 − ρ2), c1 := −2b−2 = −2ρ2/(1 − ρ2), and f1(x) := x · aˆ.
In particular, g−2a is a weighted sum of spherical harmonics of degree zero and one. Hence, we
deduce
‖G−1a (Λ0,r − Λ1)G−1a ‖L (L2(∂B)) = sup
f∈L2(∂B)\{0}
‖G−1a (Λ0,r − Λ1)G−1a f‖L2(∂B)
‖f‖L2(∂B)
≥ ‖g
−1
a (Λ0,r − Λ1)g−2a ‖L2(∂B)
‖g−1a ‖L2(∂B)
=
‖(c0 + c1f1)1/2(c0λ0 + c1λ1f1)‖L2(∂B)
‖g−1a ‖L2(∂B)
. (4.5)
By symmetry, or using integration formulas for polynomials on the unit sphere [17], we have
‖g−1a ‖2L2(∂B) =
∫
∂B
(c0 + c1x · aˆ) dS(x) = c0|∂B|.
To also simplify the numerator on the right-hand side of (4.5), we write
‖(c0 + c1f1)1/2(c0λ0 + c1λ1f1)‖2L2(∂B) =
∫
∂B
(c0 + c1x · aˆ)(c0λ0 + c1λ1x · aˆ)2 dS(x)
= c30λ
2
0|∂B|+ c0c21λ1(λ1 + 2λ0)
∫
∂B
(x · aˆ)2 dS(x)
= c30λ
2
0|∂B|+ c0c21ρ−2λ1(λ1 + 2λ0)
∫
∂B
x21 dS(x)
= c30λ
2
0|∂B|+ c0c21ρ−2λ1(λ1 + 2λ0)|∂B|d−1, (4.6)
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where the odd powers of x · aˆ under the integral vanish due to symmetry, and the third equality
follows by renaming the line spanned by a as the first coordinate axis. However, evaluating the
integral of x21 over ∂B to arrive at (4.6) requires some extra calculations:
We recall first a few facts about the gamma function, namely Γ(m + 1) = m! for m ∈ N0,
|∂B| = 2pid/2/Γ(d2 ), Γ( 12 ) = pi1/2, Γ( 32 ) = 12pi1/2, and Legendre’s duplication formula for z ∈ C
with Re(z) > 0,
Γ(z + 12 ) = 2
1−2zpi1/2
Γ(2z)
Γ(z)
. (4.7)
Applying (4.7) twice, we get
Γ(z)
2Γ(z + 1)
=
Γ(2z)
Γ(2z + 1)
. (4.8)
Using the appropriate formula from [17] together with (4.8) finally gives∫
∂B
x21 dS(x) =
2Γ( 32 )Γ(
1
2 )
d−1
Γ(d2 + 1)
=
pid/2
Γ(d2 + 1)
= |∂B| Γ(
d
2 )
2Γ(d2 + 1)
= |∂B| Γ(d)
Γ(d+ 1)
= |∂B|d−1,
which completes the proof of (4.6).
Now we are finally ready to derive the upper bound in (4.1). Since λ0 = ‖Λ0,r − Λ1‖L (L2(∂B))
by Remark 3.4, the formulas (4.3)–(4.6) yield
‖Λ0,r − Λ1‖2L (L2(∂B))
‖ΛC,R − Λ1‖2L (L2(∂B))
≤
‖g−1a ‖2L2(∂B)λ20
‖(c0 + c1f1)1/2(c0λ0 + c1λ1f1)‖2L2(∂B)
=
λ20
c20λ
2
0 + c
2
1ρ
−2λ1(λ1 + 2λ0)d−1
=
d
c20d+ c
2
1ρ
−2 λ1
λ0
(
λ1
λ0
+ 2
) .
Taking the square root and inserting c0 = (1 + ρ
2)/(1 − ρ2) and c1 = −2ρ2/(1 − ρ2), we finally
arrive at
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B)) ≤
 (1− ρ2)2d
(1 + ρ2)2d+ 4ρ2 λ1λ0
(
λ1
λ0
+ 2
)
1/2 ≤ 1− ρ2
1 + ρ2
.
What remains to be shown is that the derived bounds are optimal in the sense of (4.2); in fact,
we will demonstrate that the upper bound is reached when r → 0+ and the lower bound at the
opposite extreme r → 1−. To begin with, note that the ratio λn/λ0, n ≥ 1, can be written as a
function of r ∈ (0, 1) and d ∈ N \ {1} as
λn
λ0
=

−2nr2n log(r)
1− r2n , d = 2,
(2n+ d− 2)r2n(1− rd−2)
(d− 2)(1− r2n+d−2) , d ≥ 3.
In particular, λn/λ0 is an increasing function of r with limr→0+ λn/λ0 = 0 and limr→1− λn/λ0 = 1
for n ≥ 1. The spectral decomposition of Λ0,r − Λ1 thus reveals
Λ0,r − Λ1
‖Λ0,r − Λ1‖L (L2(∂B)) = P + Tr,
where P is the orthogonal projection in L (L2(∂B)) onto constant functions, and Tr is a positive
semi-definite operator with ‖Tr‖L (L2(∂B)) = λ1λ0 = o(r). To be more precise,
Tr =
∞∑
n=1
αn,d∑
j=1
λn
λ0
〈 · , fn,j〉L2(∂B)fn,j .
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Moreover, both G−1a PG
−1
a and G
−1
a TrG
−1
a are positive semi-definite, and clearly it also holds
‖G−1a TrG−1a ‖L (L2(∂B)) = o(r). Hence, (4.3) leads to
sup
r∈(0,1)
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B))
= sup
r∈(0,1)
‖G−1a PG−1a +G−1a TrG−1a ‖−1L (L2(∂B))
= sup
r∈(0,1)
inf
‖f‖L2(∂B)=1
(〈G−1a PG−1a f, f〉L2(∂B) + 〈G−1a TrG−1a f, f〉L2(∂B))−1
= inf
‖f‖L2(∂B)=1
〈G−1a PG−1a f, f〉−1L2(∂B)
= ‖G−1a PG−1a ‖−1L (L2(∂B)).
Because of (4.4), G−1a PG
−1
a g
−1
a = c0g
−1
a , i.e., c0 is the only nonzero eigenvalue of the self-adjoint
rank one operator G−1a PG
−1
a . In particular, c0 equals the operator norm of G
−1
a PG
−1
a , which
gives
sup
r∈(0,1)
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B)) = c
−1
0 =
1− ρ2
1 + ρ2
,
proving one half of (4.2).
The second half of (4.2) follows from a similar line of reasoning. Since λnλ0 ↗ 1 when r → 1−,
it follows that Tr → id−P in the strong operator topology as r → 1− by virtue of dominated
convergence. Moreover, 〈Trf, f〉L2(∂B) is obviously nondecreasing with respect to r ∈ (0, 1) for
each f ∈ L2(∂B). This gives
inf
r∈(0,1)
‖Λ0,r − Λ1‖L (L2(∂B))
‖ΛC,R − Λ1‖L (L2(∂B))
= inf
r∈(0,1)
inf
‖f‖L2(∂B)=1
(〈G−1a PG−1a f, f〉L2(∂B) + 〈G−1a TrG−1a f, f〉L2(∂B))−1
= inf
r∈(0,1)
inf
‖f‖L2(∂B)=1
(〈PG−1a f,G−1a f〉L2(∂B) + 〈TrG−1a f,G−1a f〉L2(∂B))−1
= inf
‖f‖L2(∂B)=1
(〈PG−1a f,G−1a f〉L2(∂B) + 〈(id−P )G−1a f,G−1a f〉L2(∂B))−1
= inf
‖f‖L2(∂B)=1
〈G−2a f, f〉−1L2(∂B) = ‖G−1a ‖−2L (L2(∂B)) =
1− ρ
1 + ρ
,
where the last equality follows from Lemma 2.9(iii). This completes the proof. 
The r-dependent upper bound in (4.1) satisfies
Cd(ρ) :=
(
(1− ρ2)2d
(1 + ρ2)2d+ 12ρ2
)1/2
≤
 (1− ρ2)2d
(1 + ρ2)2d+ 4ρ2 λ1λ0
(
λ1
λ0
+ 2
)
1/2 ,
where Cd(ρ) annotates the least upper bound, attained when r → 1−, for a given dimension d. It
is evident that Cd(ρ) → (1 − ρ2)/(1 + ρ2) as d → ∞, i.e., the effect that r ∈ (0, 1) has on the
r-dependent upper bound diminishes as the dimension grows. Figure 4.1 compares the least upper
bound Cd(ρ) with the r-independent lower and upper bounds from (4.1) for d = 2, . . . , 15.
Remark 4.5. By comparing (4.1) to the numerical studies in [18], it is observed that the upper
bound 1−ρ
2
1+ρ2 in Theorem 4.4 also seems to be tight for inclusions of finite conductivity in two
spatial dimensions.
Remark 4.6. By choosing f = ga instead of f = g
−1
a in (4.5), one may exploit the fact that the
first eigenfunction of Λ0,r − Λ1 is constant to deduce another lower bound for the operator norm
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Figure 4.1. The lower bound 1−ρ1+ρ and the upper bound
1−ρ2
1+ρ2 from (4.1) com-
pared with the least upper bound Cd(ρ) for d = 2, . . . , 15 as functions of ρ ∈ (0, 1).
of G−1a (Λ0,r − Λ1)G−1a . Using the slice integration formula in [9, Corollary A.5], this leads to a
different (i.e. worse) upper bound (cf. (4.1))
‖ga‖L (L2(∂B))
‖ga−1‖L (L2(∂B)) =
1− ρ2√
1 + ρ2
(
(d− 1)Vd−1
dVd
∫ 1
−1
(1− y2)(d−3)/2
1 + ρ2 − 2ρy dy
)1/2
, (4.9)
where Vm denotes the volume of the unit ball in Rm for m ∈ N. The integral in (4.9) allows an
explicit expression, which can be found by several applications of the binomial theorem, Ruffini’s
rule, and the connection between gamma and beta functions. The bound (4.9) improves as d
increases — and tends from above towards the upper bound of Theorem 4.4. Most notably, for
d = 2 it gives ( 1−ρ
2
1+ρ2 )
1/2 which is the (nonoptimal) upper bound found in [18, Theorem 3.5] for
two spatial dimensions.
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Appendix A. Comparison with Mo¨bius transformations in two dimensions
To ease the comparison of our results and techniques with those in [18] for the two-dimensional
setting, we briefly analyze the relation between the Mo¨bius transformations and inversions that
map the unit disk onto itself. Since Ka = Ia for d = 2, this should be enough for convincing the
reader that the two approaches are essentially the same in two dimensions.
We identify B with the unit disk in the complex plane. In particular, aˆ = a/|a|2 = 1/a for
a ∈ B \ {0} ⊂ C. All Mo¨bius transformations that map the unit disk onto itself are of the form
Ma(x) :=
x− a
ax− 1 =
aˆ(x− a)(x− aˆ)
|x− aˆ|2 = (aˆ− a)
aˆ(x− aˆ)
|x− aˆ|2 + aˆ, a ∈ B \ {0},
up to rotations. We can also rewrite Ia in a similar form,
Ia(x) = (|aˆ|2 − 1) x− aˆ|x− aˆ|2 + aˆ = (aˆ− a)
aˆ(x− aˆ)
|x− aˆ|2 + aˆ.
In particular, for ρ = |a| it holds Iρ(x) = Mρ(x). On the other hand, if a = ρeiζ for some ζ ∈ R,
it is easy to verify that
Ma(x) = e
iζMρ(e
−iζx) and Ia(x) = eiζIρ(e−iζx), x ∈ B.
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These two observations immediately lead to the identity e−iζIa = e−iζMa. Since complex con-
jugation corresponds to reflection with respect to the real axis, we have proved the identity
Ia = Refa ◦Ma, where Refa denotes the reflection with respect to the line spanned by a.
Obviously,
|Ia(x)| = |Ma(x)| = |x− a||ax− 1| =
|x− a|
|x− aˆ| |aˆ| =: rx,a, x ∈ B,
and (2.1) indicates
|Ia(x)− aˆ| = b
2
|x− aˆ| =: r˜x,a, x ∈ B.
Due to the symmetry of Ia(x) and Ma(x) about the line span{a} = span{aˆ}, it is easy to ge-
ometrically deduce that Ma(x) and Ia(x) are the two intersections of the circles S(0, rx,a) and
S(aˆ, r˜x,a). See Figure A.1 for a visualization of this geometric interpretation. In particular, the
concept of ‘depth’, characterized through ρ = |a|, is equivalent for the two transformations.
-1 -0.5 0 0.5 1 1.5 2
-1.5
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-0.5
0
0.5
1
Figure A.1. Geometric interpretations of Ia(x) and Ma(x) in two dimensions.
Appendix B. A representation formula for a Kelvin-transformed DN map
In this appendix, we present a diagonalization of ΛC,R − Λ1 that we consider interesting in
its own right, even though it is not needed when proving the main result of this work. Before
proceeding further, we recommend reviewing the summary on spherical harmonics in Section 3
and the definition of the weighted L2-spaces on ∂B introduced in Section 4.
Observe that {φn,j} := {Kafn,j} is an orthonormal basis for L2a,1(∂B) and {ψn,j} := {G2aKafn,j}
is such for L2a,−1(∂B) due to Lemma 2.9(ii) and Ka being an involution. In particular, both of
these are (non-orthonormal) bases for the standard space L2(∂B). This leads to the following
representation of ΛC,R − Λ1.
Proposition B.1. Assume B(C,R) = Ia(B(0, r)) for a ∈ B \ {0} and r ∈ (0, 1). Let {λn}n∈N0
denote the set of eigenvalues for Λ0,r − Λ1, cf. Proposition 3.3. Then diag({λn}), with each λn
repeated according to its multiplicity αn,d, is a matrix representation for ΛC,R − Λ1 with respect
to the bases {φn,j} and {ψn,j} of L2(∂B), that is,
〈(ΛC,R − Λ1)φm,j′ , ψn,j〉a,−1 = λmδm,nδj′,j .
In particular,
(ΛC,R − Λ1)f =
∞∑
n=0
αn,d∑
j=1
λn〈f, ψn,j〉L2(∂B)ψn,j (B.1)
for any f ∈ L2(∂B).
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Proof. As Ka is an involution, (λm, φm,j′) is an eigenpair of Ka(Λ0,r − Λ1)Ka. Hence, due to
Theorem 3.2 and Lemma 2.9(ii),
〈(ΛC,R − Λ1)φm,j′ , ψn,j〉a,−1 = 〈GaKa(Λ0,r − Λ1)Kaφm,j′ , GaKafn,j〉L2(∂B)
= λm〈G2aKafm,j′ ,Kafn,j〉L2(∂B)
= λm〈fm,j′ , fn,j〉L2(∂B),
which proves the first part of the claim as {ψn,j} is an orthonormal basis for L2a,−1(∂B) and {fn,j}
is such for L2(∂B).
To show (B.1), we simply write up expansions for (ΛC,R − Λ1)f and f in terms of {ψn,j} and
{φm,j′}, respectively, and apply the above result,
(ΛC,R − Λ1)f =
∞∑
n=0
αn,d∑
j=1
〈(ΛC,R − Λ1)f, ψn,j〉a,−1ψn,j
=
∞∑
n=0
∞∑
m=0
αn,d∑
j=1
αm,d∑
j′=1
〈(ΛC,R − Λ1)φm,j′ , ψn,j〉a,−1〈f, φm,j′〉a,1ψn,j
=
∞∑
n=0
αn,d∑
j=1
λn〈f, φn,j〉a,1ψn,j ,
which completes the proof as 〈f, φn,j〉a,1 = 〈f, ψn,j〉L2(∂B). 
Remark B.2. It is worth noting that (B.1) is not a spectral decomposition of ΛC,R − Λ1 since
{ψn,j} in Proposition B.1 is not an orthonormal basis for L2(∂B). In fact, as seen in the proof, it
provides a spectral decomposition of G−2a (ΛC,R − Λ1) with eigenpairs (λn, φn,j).
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