Abstract. We give a different approach to the analytic continuation of the Riemann zeta function, and obtain several expansions for ζ(s) involving a sequence of polynomials in s, denoted in this paper by α k (s). These polynomials can be regarded as a generalization of Stirling numbers of the first kind.
Introduction
Starting from Riemann's formula In this paper, we study the coefficients α k (s) and apply the above series to the integral (1.2), and several variants, to obtain the analytic continuation of the Riemann zeta function and the following identities: Theorem 1.1. where S and E denote the Stirling numbers of the second kind and Eulerian numbers respectively. We also have: 9) with B n the Bernoulli numbers.
Γ(s) =
The second formula in the above theorem is known in the case that s is a positive integer where the coefficients α k (s) can be expressed in terms of the Stirling numbers of the first kind. Jordan [J, Sec. 68, (11), pg 194 ] credits it to Stirling. This is described in Section 3.
The inspiration for these formulas came from Kenter's short note [K] where he obtains a formula for Euler's constant γ which can be regarded as the s → 0 case of (1.5), after subtracting 1/s from both sides.
In order to justify these formulas we prove:
is a polynomial in s with positive rational coefficients, and, for fixed s, α k (s) satisfies:
2. Recursions and bound for α k (s)
To study the α k (s)'s in greater detail consider
On the other hand, differentiating (1.4) term by term, the left hand side above equals
Equating coefficients of t k in (2.2) and (2.3), we get
Using α 0 (s) = 1, we write this as
The first few α j (s)'s are listed below We also observe, from (2.5), that we can write
Furthermore, substituting k −1 for k and moving the l.h.s. to the r.h.s., we have
Subtracting (k + 1)/(k + 2) times (2.8) from (2.7) we get
This last form for the recursion governing the α k 's is useful in that we easily see, inductively, that:
. ., is a polynomial in s with positive rational coefficients.
Next, we determine a bound for |α k (s)|. Let M s be the positive integer satisfying |s| + 1 ≤ M s < |s| + 2. From Lemma 2.1 we have
Here we are using the fact that α k (s)/(s − 1) is a polynomial in s with positive coefficients and also M s + 1 > |s|. Therefore, because
Lemma 2.2.
Proof.
when M = 1 the lemma is easily verified. Now assume that the lemma has been verified for M and consider the M +1 case. Writing
Thus, by our inductive hypothesis,
≤ 2(1 + log(k + 1)), and M/(k + 2) < (M + 1)/(k + 1), thus the lemma is proven.
Combining (2.11) with Lemma 2.2 and the assumption that M s < |s| + 2 yields
i.e.
Lemma 2.3. For s fixed, k ≥ 1,
Using Lemma 2.3, we conclude that we may substitute (1.4) into (1.2) and integrate term by term to obtain
Though we started in (1.1) with ℜs > 1, the series in (2.16) converges, by (2.14), uniformly in bounded sets away from its poles, thus giving the meromorphic continuation of the left hand side. Similarly, applying the same change of variable to the integral defining the Gamma function,
By comparing the residue above at s = −k, k ≥ 0, we get
This formula will prove useful in Section 7.
Connection to Stirling numbers of the first kind
The coefficients α k (s) defined by (1.4) are related to Stirling numbers of the first kind through the series expansion, for integer m ≥ 0,
Thus, when s is a positive integer,
and equation (2.16) becomes
As mentioned in the introduction, the latter formula, valid for positive integer s, is known and (2.16) may be regarded as a generalization of (3.3) to s ∈ C. The expression (3.3) can be combined with identities that relate the Stirling numbers to the harmonic numbers, and from this various identities for zeta evaluated at positive integer values may be deduced. See for example Section 4 of [RS] or [S] 4. Connection to Stirling numbers of the second kind
Other related expansions of ζ(s) are possible. For example, instead of (1.1), consider
Substituting t = 1 − e −x , we can rewrite the above as
When λ is a positive integer, we can evaluate the sum over n by repeated multiplication by (1 − t) followed by − d dt to the geometric series
Next, we derive the general form of the above expressions and give a connection to Stirling numbers of the second kind. The sum in (4.2) is an instance of the polylogarithm function:
Now, for positive integer λ,
where S(n, m) denotes the Stirling numbers of the second kind. Using the recurrence relation
the above can be split into two sums and (4.5) becomes
(one term at either end is dropped because S(λ, 0) = S(λ, λ + 1) = 0). Therefore, dividing by (1 − t), we find that (4.4) equals
Substituting into (4.2) and integrating gives the formula
We can also go in the opposite direction, taking, for example, λ = −1 in (4.2). Now, 11) where Ψ 1 is the trigamma function, we get
Connection to Eulerian numbers
We can also expand Li in terms of Eulerian numbers. For positive integer λ,
where E(λ, j) are the Eulerian numbers. Using
(i.e. the Beta function), gives, after applying the recursion Γ(z + 1) = zΓ(z),
.
(5.3)
Connection to Bernoulli numbers
Another variant can be obtained using the expansion in terms of Bernoulli numbers:
Substituting into (1.1), using the same change of variable, and integrating termwise gives
We also prove the following
Obtaining ζ(−m)
Let m be a non-negative integer. Comparing the residue at s = −m on both sides of (6.2), we get
Using (2.19) the rhs equals
which is readily recognized, from the recursion for Bernoulli numbers, to equal We can also obtain this formula by substituting s = 1 into (4.9) or (5.3) and exploiting properties of the Stirling numbers or Eulerian numbers.
Further properties of α k
The left hand side of (2.16) has poles at s = 1, 0, −1, −3, −5, −7, . . .. Therefore, to cancel the poles of the right hand side at s = −2, −4, −6, . . ., α k (s) must be divisible by s + k − 1 when k = 3, 5, 7, . . ..
Similarly, from the first equation in (4.3), α k (s) is divisible by s+k−2 when k = 1, 3, 5, 7, . . ., and from the second formula, 2α k+1 (s) − α k (s) is divisible by s + k − 2 when k = 0, 2, 4, 6, . . ..
We have already remarked that α k (−k) = (−1) k /k!. Next, by considering the residue of (2.16) at the poles s = −1, −3, −5, . . ., we get 
