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Figure 1: An overview of our icon-set-selection method. For n functions requiring iconic representation, our method takes as input; n sets of
icon candidates. All icon candidates, in each set, are assigned a comprehensibility and identifiability score using data gathered via human
computation. Our method then automatically selects an icon set optimized for comprehensibility and identifiability.
Abstract
Picking the best icons for a graphical user interface is difficult. We present a new method which, given several icon candidates
representing functionality, selects a complete icon set optimized for comprehensibility and identifiability. These two properties
are measured using human computation. We apply our method to a domain with a less established iconography and produce
several icon sets. To evaluate our method, we conduct a user study comparing these icon sets and a designer-picked set. Our
estimated comprehensibility score correlate with the percentage of correctly understood icons, and our method produces an
icon set with a higher comprehensibility score than the set picked by an involved icon designer. The estimated identifiability
score and related tests did not yield significant findings. Our method is easy to integrate in traditional icon design workflow and
is intended for use by both icon designers, and clients of icon designers.
Categories and Subject Descriptors (according to ACM CCS): H.5.2. [Information Systems]: Information Interfaces and Presen-
tation (e.g. HCI)—User Interfaces - Graphical user interfaces (GUI) I.3.8. [Computing Methodologies]: Computer Graphics—
Applications
1. Introduction
Graphical user interface (GUI) design is a complex and challeng-
ing task. Many aspects of GUI design still rely on significant man-
ual execution, such as icon selection, widget arrangement, color
composition, etc. A significant body of research is dedicated to,
or can be applied in service of, automating the GUI design pro-
cess. For example, Fitts’s law [Mac92] is often used to evaluate
the performance of GUI elements, Xu et al. [XFIT14] and Gajos
et al. [GW04] have proposed algorithms to automatically arrange
UI elements. This paper attempts to tackle an important, yet under-
explored, aspect of automating GUI design: icon selection.
Icons continue to be used in nearly all modern interfaces
[Wie99, HBS15, CLKL16], since the emergence of WIMP (‘Win-
dows, icons, menus, pointers’) systems by Xerox. Although pre-
vious research findings [Wie99, HBS15] highlight that stand-alone
icons have no superiority over labels in terms of usability, they can
provide information in a more compact space and have the potential
to cut across language barriers [Böc96].
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Automating the process of selecting useful functional icons is
challenging because, despite the plethora of existing designs, the
criteria for an icon’s success is entirely dependent on its users. Se-
lected icons will be used by a wide variety of people, each with
different preferences, experiences, backgrounds, etc. This makes
the right choices for selecting the ideal icon hard to distill for a sin-
gle designer. The traditional approach to solving this problem is to
employ user testing, in order to make a more informed decision.
However, user testing is both time consuming and expensive.
The emergence of robust crowd sourcing platforms and human
computation enable us to approach this problem in a different man-
ner: measuring the end-user perspective via crowd-sourcing. Using
crowd-sourcing to identify an optimal set of icons is not straightfor-
ward, as icons lack commonly measured performance properties of
other interactive GUI design elements. For example, GUI widgets,
such as sliders and menus, can be manipulated and evaluated via
the resulting interaction. Icons do not inherently provide any kind
of interactive functionality to measure. Therefore, we draw from
existing icon design principles [HSC02] instead, and use compre-
hensibility and identifiability as our success criteria. Comprehensi-
bility describes how well an icon communicates what it is intended
to represent to the user. Identifiability refers to how visually distin-
guishable an icon is, i.e. how easily it is found among other icons.
We measure both these properties, and use the data to produce a
complete icon set optimized for the targeted end users.
2. Related Work
Human Computation is described by Von Ahn [VA05] as “a
paradigm for utilizing human processing power to solve prob-
lems that computers cannot yet solve”. It is often applied in
problems involving human perception (e.g [GSCO12, CKGF13,
DBH14,GAGH14,HS12,KSI14,LHLF15,OLAH14] and our ours).
In our paper we focus on these and similar works, but encourage
readers to consult the broad overview of human computation based
works presented by Quinn and Bederson [QB11].
Heer and Stone [HS12] use human computation to construct
a probabilistic model of color names. Demiralp et al. [DBH14]
present perceptual kernels: distance matrices for color, shape, and
size derived from aggregate perceptual judgments. Donovan et
al. [OLAH14] and Chaudhuri et al. [CKGF13] both use human
computation and machine learning as a means to assign human-
usable terms to fonts and visual content, respectively. Garces et
al. [GAGH14] use human computation to cluster clip-art according
to human visual perception; the authors later propose a method for
efficient navigation and exploration of large clip-art data sets, tak-
ing into account both semantic information and style [GAHG16].
Liu et al. [LHLF15] apply machine learning to a database of cate-
gorized 3D furniture models (e.g. chair, table, etc.). Although our
method generates data that could also help guide users, it is pre-
sented as a fully automated solution. The previous related works
apply machine learning using a feature vector describing the in-
put, allowing them to apply their methods without requiring further
crowdsourced data. Due to the difficulty in extracting a useful fea-
ture vector from similarly styled icons, our machine learning relies
solely on relative element comparisons. Another notable work us-
ing human computation is that of Koyama et al. [KSI14], who em-
ploy human computation to explore design parameter spaces that
affect visual perception, such as photo filtering or 3d modeling.
Both Koyama et al. and our work tightly integrate human computa-
tion into our methods and require new crowdsourced data for every
use, contrary to the other works.
At the time of writing, we are unaware of other works utilizing
crowd-sourcing to automate GUI design, nor are we aware of alter-
nate methods of automating GUI icon selection. Thus we broaden
our scope to include related works on icon-design, -evaluation,
and -generation. An introduction to icon design and recommended
practices is provided by Horton [Hor96, Hor94]. Our method, and
evaluation thereof, is partially guided by the principles outlined in
those works.
Nolan presents a precursor to our work, involving two studies
comparing over 40 different icons [Nol89]. Performed in 1989,
Nolan surveys over 350 participants, via letter correspondance,
measuring ‘appropriateness’ and icon-meaning matching. Both
‘appropriateness’ and icon-meaning matching are ways of evalu-
ating how comprehensible an icon is. His work shares similarities
with ours, in how we evaluate our proposed method in our user
study. Isherwood [IMC07] present more recent work focusing on
how various icon characteristics (including comprehensibility) and
prolonged exposure affects the speed and accuracy with which an
icon is identified. Cherng et al. [CLKL16] demonstrate how elec-
troencephalography (EEG) can serve as a tool to also evaluate icon
properties.
A few notable works exist concerning icon generation for the
purpose of improving the user interface. Lewis et al. [LRFN04]
present a method which generates custom icon visuals derived
from file-names. The visuals themselves are (by the authors own
definition) generated arbitrarily and bear no resemblance to nei-
ther the file type, nor its contents. Kolhoff et al. [KPL08] expand
upon this concept by generating (flower-like) icon visuals for mu-
sic files that derives its shape from the audio content. Setlur et
al. [SABAG∗05] generate icons based on file-names using a stock
photography database with tagged images. Contrary to our method
these works concentrate on icons representing data (e.g. Text, Au-
dio, Video, etc.), rather than functionality (e.g. Load, Save, Delete,
etc.). Furthermore, these previous works either generate icons ar-
bitrarily [LRFN04], or leverage meta-data [KPL08, SABAG∗05]
(e.g. file-name, data content, etc.) to generate icons, which is not
naturally present for icons intended to represent functionality.
3. Icon Set Selection via Human Computation
Our method can be broken down into four parts, as depicted in Fig.
1. For the sake of clarity we use examples and icons from our test
case (i.e. experimental setup) detailed in the following section. Our
method first accepts n icon candidate groups as input. Each group
represents a unique function or concept in an interface. Next, all
icons within these groups are measured for comprehensibility and
identifiability, using human computation. With the collected data,
an exhaustive search is performed to finally produce an icon set
optimized for comprehensibility and identifiability, consisting of n
icons (one from each candidate group). In addition to comprehensi-
bility and identifiability, another important factor in icon design is
c© 2016 The Author(s)
Eurographics Proceedings c© 2016 The Eurographics Association.
L.F. Laursen, Y. Koyama, H-T. Chen, E. Garces, D. Gutierrez, R. Harper & T. Igarashi / Icon Set Selection via Human Computation
style [HSC02]. Our method supports any visual style, as long as it
is consistent for all n×m icons. A lack of consistent style will nega-
tively influence the identifiability measurements, as crowd-workers
will likely focus on stylistic differences, rather than differences be-
tween sign or symbol in the icon.
We denote an icon I ji with i = 1...n functions (that the inter-
face is to provide) and j = 1...m candidates (for each function).
For the sake of simplicity we let every icon candidate group con-
tain m candidates, although our method easily supports a varying
number of candidates per group. All of the n×m icons given as
input are evaluated via crowd-sourcing. Workers are recruited and
asked to perform relative comparisons between icons within a can-
didate group (comprehensibility) and in-between candidate groups
(identifiability). Using the collected data, all icons are ranked for
comprehensibility and embedded in euclidean space according to
a dissimilarity measure. Finally, a complete icon set, optimized for
both identifiability and comprehensibility, is found via a simple ex-




Figure 2: Cropped screenshots from our human computation
crowd-sourcing tasks. (a) A sample comprehensibility related task
presented to crowd-workers. On top the original and filtered sam-
ple image is provded along with the filter name (Threshold). The
text presented to the user reads: "Which icon best describes the
applied filter?" (b) A sample identifiability related task presented
to crowd-workers. The text presented to the user reads: "Select the
icon below which you think is the most similar to the one above.".
We use crowd-workers to approximate how comprehensible and
identifiable each icon candidate is. An example task to measure
comprehensibility and identifiability is shown in Fig. 2.a and Fig.
2.b, respectively.
Measuring comprehensibility relies solely on direct within can-
didate group comparisons (I ji , I
l
i where j 6= l). As Fig 2.a shows,
each comprehensibility task consists of a visualization of the func-
tion or concept we seek to represent, and two icon candidates. Pre-
vious works involving icon evaluation rely primarily on stand-alone
labels [Nol89,IMC07,CLKL16]. However, given the remote nature
of crowd-sourcing, we opted to also include a before/after image
describing the intended icon functionality (as shown in Fig 2.a). Al-
ternatively, a short video is also a feasible option given the capabil-
ities of contemporary web-browsers. In our case, the functionality
we communicate is a visual filter, along with two icon candidates,
each representing the same visual filter. The worker is asked to pick
the icon they feel is the better representation. This pair-wise com-
parison enables us to establish rank in-between icons, in order of
perceived comprehensibility.
How identifiable an icon is, is dependant on the other icons dis-
played alongside it, and therefore relies on inter candidate group
comparisons (I ji , I
l
k where i 6= k). In each identifiability task we
ask the crowd-worker to pick which icon of two candidates from
one group, is most similar to an icon candidate from a different
group, as shown in Fig 2.b. In accordance with Maaten and Wein-
berg [VDMW12] we assume the existence of a dissimilarity func-
tion dist(I ji , I
l
k), which measures visual dissimilarity. We approx-
imate this unknown function dist() by collecting triplets, via the
aforementioned relative comparisons [SJ04]:
T = {(I ji , Iak , Ibk ) | I ji is more similar to Iak than Ibk }. (1)




k ) ∈ T implies dist(I ji , Iak ) < dist(I ji , Ibk ),
and with sufficient worker judgments, an acceptable approximation
of dist() is expected.
3.1.1. Quality control methods to detect invalid workers
Poor human computation results can often be caused by improperly
designed tasks [KNB∗13], as opposed to lazy or deceitful work-
ers. However, some workers may be motivated primarily by finan-
cial benefits [EdV11, Ipe10, DHSC10] and attempt to finish tasks
quickly, rather than accurately [CB09,KCS08]. We inject superflu-
ous creative tasks requiring workers to describe an icon with a few
simple sentences. This ensures a grasp of the English language and
minimizes malicious behavior [EdV11]. The creative tasks also in-
crease the amount of context switching which is actually preferable
in crowd-sourcing [DRPC15] and prevents workers for habitually
performing the same tasks as fast as possible. Finally, we duplicate
tasks to ensure consistency and discard measurements when worker
results fall below 70% consistency.
3.2. Icon set optimization
Our goal is to select multiple icons, forming a complete icon set op-
timized for comprehensibility and identifiability. A complete icon
set S consists of n members (S = {I1, I2, I3, ..., In} ), one for each
function (, in our case filter), as depicted in Fig. 3.
Function 1 Icon
candidates








Figure 3: n icon candidate groups, each contributing a single can-
didate icon to a complete icon set S.
We assign each complete set a score consisting of both com-
prehensibility fcomp(S) and identifiability fident(S) (adjusted by a
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weight parameter φ) which we seek to maximize:
maximize
S
fscore(S) = fcomp(S)+φ× fident(S),
where fcomp(S) = 1n ∑I∈S
comp( I ),
fident(S) = min( D(S) ),
D(S) = { dist(Ia, Ib) | (Ia, Ib) ∈ S,a 6= b }.
(2)
The parameter φ allows the user to specify whether to priori-
tize comprehensibility or identifiablity throughout the set selection
process. The function comp() returns a ranking score determined
by the Bradley-Terry model, as described by Caron and Doucet
[CD12]. A recent work expanded upon the Bradley-Terry model,
to create Crowd-BT [CBCTH13], a more complex model designed
specifically for crowdsourced data. However, for our approach the
original version will suffice. The previously described function
dist() returns the euclidean distance between two icons calculated
using stochastic triplet embedding as described by Maaten and
Weinberger [VDMW12]. Since we are interested in maximizing
the perceived visual difference between all icons in our complete
set, we use the smallest distance (within a set of distances) as an
indicator for how visually distinct the complete icon set is.
We maximize fscore(S) by performing an exhaustive search of
the complete icon set space, which has a run-time of O(mn). For
our application this took approximately 3 minutes. For sufficiently
large values of m or n, this run-time becomes computationally in-
tractable. A lower run-time could be achieved by applying an ap-
proximated combinatorial optimization algorithm, or probabilistic
meta-heuristic (such as simulated annealing).
4. Experimental Setup
We apply our method to select icons for a new touch-based GUI
used to create live visual performances. This scenario is appeal-
ing, as a standardized iconography has not been established for
visual filters. Contemporary visual performance software (ArKaos
GrandVJ, Resolume 4, Modul8, VDMX5) rely primarily on labels
and visual previews. Our new interface is intended for novices, but
should also support more experienced users. A key feature of the
interface is to apply visual filters to real-time video. In order to de-
termine the most popular visual filters used in live performances,
we conducted interviews with visual performance artists and gath-
ered data via surveys. The nine most popular visual filters (out of
∼150) were determined to be: brightness, contrast, gaussian blur,
grayscale/saturation, hue, solarize, threshold, trails, and zoom. To
mimic a typical design scenario, and ensure a consistent icon style,
we hired a single designer to create five icon candidates (as sug-
gested by Horton [Hor94]) for each of the nine visual filters. All 45
icons (depicted in the supplemental material) were designed with a
simple silhouetted style as recommended by Horton [Hor94], given
the early stages of our overall GUI design.
4.1. Implementation
We use Crowdflower (crowdflower.com) to gather human
computation data. Crowdflower provides limited options for indi-
vidually tailoring tasks for workers. Therefore, we merely use it as
a means to recruit workers and redirect them to an external survey,
hosted on our own server. Our goal is to collect comprehensibil-
ity and identifiability data for all 45 icons (five icon candidates for
each of our nine visual filters).




unique icon pair com-
binations (for our application where m = 5, we have 10). There-
fore, to exhaustively measure comprehensibility we must sample
n×(m2) relative comparisons (90 in our case). To exhaustively mea-
sure identifiability we must sample (n×m)× (n− 1)× (m2) rela-
tive comparisons, as one icon I ji must be compared with combi-
nations from all other icon candidate groups. In our case, where
n = 9 and m = 5, we require 45× (9− 1)× 10 = 3600 compar-
isons. We assign each worker 10 unique identifiability tasks and 5
unique comprehensibility tasks, all in randomized order. We inten-
tionally over-sample comprehensibility in order to maintain a high
task diversity. After duplicating comprehensibility and identifiabil-
ity tasks, and inserting context-switching creative tasks, the total
number of tasks per worker is 39. Prior to commencing the tasks,
each worker is given a brief tutorial (detailed in the supplemen-
tal material), including examples to minimize misunderstandings
and clarify ambiguous terms. A minimum of 7 judgments (requir-
ing ∼2500 valid workers) were collected for all comparisons. The
entire process took approximately three days, and cost about 500
USD in total.
We generated several different icon sets and experimented with
the adjustable parameter φ in order to maximize diversity in terms
of both comprehensibility and identifiability. All of the generated
sets are shown in Fig. 4, along with two icon sets optimized exclu-
sively for either comprehensibility or identifiability. Through em-
pirical testing we determined a good dimensionality setting for the
stochastic triplet embedding to be dims = 3. More advanced meth-
ods to determine the optimal dimensionality exist, such as cross-
validation.
5. Evaluation
We conducted a user study that compared the comprehensibility
and identifiability between four complete icon sets produced by
our method and one complete icon set chosen by the original icon
designer. These five icon sets are denoted in Fig. 4 by having a
shaded background. Among the four generated sets, two sets were
optimized for only identifiability/comprehensibility and two sets
covers the φ spread of 0.2-0.5 and 0.7-1.0 to maximize variety.
The study tested the comprehensibility and identifiability of
these sets via a between-subjects crowdsourced setup. Two distinct
series of tasks were used:
• To test comprehensibility, we present each participant with a
representation of one of our nine visual filters and a complete
icon set below, as shown in Fig. 5.a. The participants are then
asked to pick the icon they feel best represents the filter. They
are explicitly informed that they can pick the same icon multiple
times, for different filters. This task is repeated once for every
filter. The icon set order is randomized for every user, but kept
in that same order for the duration of the nine tasks, so the user
can rely on spatial awareness to avoid unintentionally selecting
the same icon multiple times.
c© 2016 The Author(s)
Eurographics Proceedings c© 2016 The Eurographics Association.
L.F. Laursen, Y. Koyama, H-T. Chen, E. Garces, D. Gutierrez, R. Harper & T. Igarashi / Icon Set Selection via Human Computation
Only Comprehensibility
 = 0.1   
Icon Set
0.2 ≤     ≤ 0.5   
 = 0.6   
10 ≤     ≤ 1000






















































Figure 4: A hand picked icon set, chosen by the original icon designer, and icon sets produced via our method with varying values for φ.
Each row shows the fcomp(S) and fident(S) score as calculated by our method. Percentage of correct picks/finds from the comprehensibility
and identifiability user study tasks are shown on the right, along with the measured average time and standard deviation to find an icon in a
given set. The rows containing the five icon sets tested as part of our user study have a shaded background.
• To test identifiability, we show each worker one of the nine
icons on screen and ask them to memorize it, as depicted in Fig.
5.b. On the following screen the users are asked to pick the icon
they just memorized as quickly as possible, among the complete
icon set as shown in Fig. 5.c. This task is repeated once for each
of the nine icons, and the complete set is always shown in a ran-
domized order.
In both tasks, we present icons on a line to minimize inter-icon
effcts [CLKL16]. We measure time-to-completion and success rate
in both tasks.
We implemented control methods to discard invalid users in
the user study, similar to those used during the human computa-
tion tasks. We duplicate both series of tasks, but do not intermin-
gle them. A user will always be presented with nine identifiabil-
ity/comprehensibility tasks in a row. The previously described cre-
ativity tasks are only placed before or after a series of nine identifi-
ability/comprehensibility tasks. Additionally, we relax the compre-
hensibility consistency constraint to 30%, as is it unreasonable to
expect the user to remember every previous choice they’ve made if
the icons make no sense to them. Conversely we increase the iden-
tifiability consistency constraint to 80% as finding one icon among
nine others, designed to be visually distinct, is expected to be a
straight-forward task. We discard data if the user makes more than
30% incorrect choices during the identifiability task, or picks fewer
than four distinct icons during the comprehensibility task. We also
disregard results where the reported times were either negative, or
more than ten seconds during either of the identifiability tasks. We
solicited crowd-workers from both Crowdflower and Microworkers
(microworkers.com) in order to quickly collect a minimum of
50 valid studies per icon set.
5.1. Results and discussion
The result of the user study, and the estimated comprehensibility
and identifiability scores, are shown in Fig. 4. Each row in the fig-
ure represents an icon set selected using our method, apart from
the icon set in the top row, which was handpicked by the original
icon designer. The five icon sets tested in our user study are indi-
cated with a shaded background row. These rows containing tested
(a)
(b) (c)
Figure 5: Cropped screenshots from our user study tasks. (a)
A sample comprehensibility evaluation task presented to crowd-
workers. (b,c) Part one and two of a sample identifiability evalu-
ation task presented to crowd-workers.
icon sets also show the percentage of correct picks made during the
comprehensibility and identifiability tasks. Time-to-completion is
also shown for the identifiability tasks.
We compare our estimated comprehensibility and identifiability
scores with the results from our user study. There is a correlation
between the comprehensibility score as determined by our method
and the percentage of correctly picked icons (during comprehensi-
bility tasks) from a given set (R2 ≈ 0.923). The results pertaining to
identifiability did not yield significant results. The near perfect per-
centage of correctly found icons for each set during identifiability
tasks, points to success rate not being a useful indicator of identi-
fiability. Although the time to find an icon also correlates with our
identifiability score, the high standard deviation (of approximately
one second) renders this result insignificant.
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Comparing the estimated comprehensibility score and user study
comprehensibility test results, indicates that icon sets picked using
our method have a similar or higher comprehensibility score as one
picked by a designer. For functionality without a well established
iconography, or GUI’s with a high amount of functionality to repre-
sent, our method becomes particularly helpful. Without past signs
or symbols to rely on, or with an increasing number of hard-to-
quantify user preferences, manually picking the best icons becomes
very difficult. Using our method, the icon designer can be left to
focus on simply coming up with as many representative icons as
possible.
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