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ABSTRACT
In this paper we have examined the age and internal dynamics of the young binary
LMC cluster NGC 1850 using BV CCD images and echelle spectra of 52 supergiants.
2Isochrone fits to a BV color-magnitude diagram revealed that the primary cluster has
an age of τ = 90±30 Myr while the secondary member has τ = 6±5 Myr. The reddening
was found to be E(B-V)=0.17 mag. BV surface brightness profiles were constructed out
to R > 40 pc, and single-component King-Michie (KM) models were applied. The total
cluster luminosity varied from LB = 2.60 - 2.65 ×106 LB⊙ and LV = 1.25 - 1.35 ×106 as
the anisotropy radius varied from infinity to three times the scale radius with the isotropic
models providing the best agreement with the data. Simple tests were made to check for
tidal truncation in the profiles and we concluded that there was slight evidence favoring
truncation. The bright background and binary nature of NGC 1850 render this conclusion
somewhat uncertain.
Of the 52 stars with echelle spectra, a subset of 36 were used to study the cluster
dynamics. The KM radial velocity distributions were fitted to these velocities yielding
total cluster masses of 5.4 - 5.9 ±2.4 × 104 M⊙ corresponding to M/LB = 0.02 ±0.01
M⊙/LB⊙ or M/LV = 0.05 ±0.02 M⊙/LV ⊙. A rotational signal in the radial velocities has
been detected at the 93% confidence level implying a rotation axis at a position angle of
100◦. A variety of rotating models were fit to the velocity data assuming cluster ellipticities
of ǫ = 0.1− 0.3. These models provided slightly better agreement with the radial velocity
data than the KM models and had masses that were systematically lower by a few percent.
Values for the slope of the mass function were determined using the derived M/L,
theoretical mass-luminosity relationships, and several forms for the IMF. The preferred
value for the slope of a power-law IMF is a relatively shallow, x = 0.29 +0.3−0.8 assuming the
B-band M/L or x = 0.71 +0.2−0.4 for the V-band.
1. INTRODUCTION
There is a large population of young, massive clusters in the LMC that have no
counterparts in the Milky Way. These objects represent a unique opportunity to study the
internal dynamics of resolved stellar systems in which the current ages are substantially
less than the two-body relaxation timescales. The clusters can be studied kinematically
3to determine masses and mass-to-light ratios (hereafter, M/L’s) in order to constrain the
initial mass function. Through the use of both imaging and spectroscopic data one can
determine the value of various dynamical parameters and better understand formation and
early cluster evolution.
To date there have been a number of dynamical studies of LMC clusters including
integrated spectra for several old and intermediate age clusters (Elson and Freeman 1985;
Dubath et al. 1990; Mateo et al. 1991; and Meylan et al. 1991), individual stellar radial
velocity measurements of intermediate age clusters (Seitzer 1991, Fischer et al. 1992b)
and individual velocity measurements for young clusters (Lupton et al. 1989, Mateo et
al. 1991, Fischer et al. 1992a). Assuming stars can be resolved right to the cluster core,
the individual velocity measurements are favored over the integrated spectra. With stellar
radial velocities one can include radial information in the dynamical models, rotation can
be detected and quantified, escaping stars can be detected, and, if multi-epoch observations
are available, favorably aligned binary stars can be found.
NGC 1850 is a very bright young cluster in the Bar region of the LMC. It is located in
a region rich with star clusters and star formation and is, in fact, embedded in the emission
nebula Henize 103. Furthermore, the cluster appears to be in a binary or perhaps even
a triple system, and there is a clear indication of tidal interactions. The time is ripe for
both photometric and kinematic studies of this object. Only recently have complete stellar
isochrones appeared for high mass stars enabling one to determine ages more reliably than
in the past. The use of photon-counting detectors enables high-precision radial velocity
measurements for stars with apparent magnitudes as faint as V = 18 mag.
In §2.1 the CCD imaging is described and, in §2.2, a color-magnitude diagram is
constructed and analyzed in order to derive an accurate age estimate. In §2.3 surface
density profiles are derived and in §3 King-Michie models are applied to this data. §4
contains a description of the radial velocity observations and reductions. §5 has the cluster
mass estimates and §6 is a discussion of the cluster mass function. Finally §7 contains a
4calculation of the relaxation timescales for the cluster.
2. CCD IMAGING
2.1 The Data
BV CCD frames of NGC 1850 were obtained at the Las Campanas Observatory (LCO)
1.0 m telescope on 1991 February 23. The TEK2 10242 chip was used (readout noise =
7 e−, gain = 2 e−/ADU, and angular scale = 0.61′′ px−1). The exposure times were 60
seconds for each filter.
There are many interesting objects in the immediate vicinity (i.e. within about 6
arcminutes) of NGC 1850 as can be seen from Figs. 1 and 2. Fig. 1 displays intensities
around the median for the frame while Fig. 2 shows only the brighter stars. In Fig. 1
the cluster appears highly asymmetric with a large collection of stars slightly north of due
east. This has been interpreted as both an interaction tail due to the presence of a binary
companion (Bhatia and MacGillivray 1987) and as a cluster with a population distinct from
the central cluster H88-159 (Bica et al. 1992, based on integrated photometry). Following
the line joining the main cluster to this subcluster about 200 arcsec one finds a very low
luminosity cluster (marked with a 1 on the figure). Approximately 100 arcsec south there
is a diffuse object (2). Another, slightly higher luminosity cluster is located about 275
arcsec north of NGC 1850, and NGC 1855/54 (3), a bright young cluster, lies to the south,
with just its edge visible in this frame (4). Another interesting feature is revealed in
Fig. 2 directly to the West of NGC 1850 with a center-to-center separation of 30 arcsec
(circled). This object has been previously designated by Bhatia & Hatzidimitriou (1988)
as a distinct binary companion to NGC 1850 and according to Bica et al. is the probable
source of ionizing radiation for the emission nebula Henize 103 in which these objects
are embedded. Bhatia & Hatzidimitriou also concluded that the frequency with which
apparent double clusters occured in the LMC was much higher than one would expect
from chance superpositions.
52.2 The Color-Magnitude Diagram
Stellar photometry was performed using DoPHOT (Mateo & Schechter 1989). As
no standard stars were observed on this night the calibration was accomplished through
the use of another set of NGC 1850 frames taken on 1990 November 5 using the same
telescope, CCD and filters as above. On that night 12 BV observations of 9 E-region
standards (Menzies et al. 1989) were observed covering an airmass range of 1.02 - 1.52 and
a color range of -0.043 mag ≤ B-V ≤ 1.890 mag. The rms of the adopted solutions was
approximately 0.02 mag. Aperture corrections yielded a zero-point with a similar accuracy
and we conservatively estimate our absolute calibration to be accurate at better than 0.04
mag. Stars were then matched up between the two sets of frames to calibrate the present
data. The reason for not using the older data for the current work is that the more recent
frames had superior seeing which yielded improved stellar photometry particularly in the
cluster’s inner regions.
There have been at least three previous published photometric studies of NGC 1850.
Robertson (1974) presented (BV)pg photographic photometry using an iris photometer and
based his calibration on the (BV)pe photoelectric photometry of Tifft and Snell (1971). Al-
caino & Liller (1987) presented photographic BVRI photometry also using an iris photome-
ter and based their calibration on a 15 star photoelectric sequence (Alcaino & Liller 1982).
Elson (1991) performed BV CCD photometry and based her calibration on four stars from
Graham (1982), claiming a zero-point uncertainty of less than 0.01 mag. We have plotted
the differences between our photometry and 44 stars from Robertson, 99 stars from Al-
caino & Liller, and 190 stars from Elson in Figs. 3 through 5, respectively. The mean zero-
point differences, in the sense of us–them, are ∆VRobertson = 0.29, ∆BRobertson = 0.36,
∆VA&L = 0.06, ∆BA&L = 0.03, and ∆VElson = −0.14, ∆BElson = −0.10, We are fainter
than Robertson and Alcaino & Liller, brighter than Elson, redder than both Robertson
and Elson and bluer than Alcaino & Liller. There is a strong trend in both the B and V
magnitude differences between ourselves and Robertson in the sense that the agreement
6becomes systematically worse for the fainter objects. Since this trend is not significantly
present for the other two comparisons we conclude that the Robertson data is incorrect.
Fig. 6 shows an apparent BV color-magnitude diagram (CMD) for the entire 10′
square field. There is evidence for at least three distinct populations. Region 1 contains
only very young stars still on the main sequence. Region 2 contains a mixture of the
very young stars as well as a slightly older population of main sequence and evolved stars.
Region three appears to consist of a significantly older population of evolved stars.
Fig. 7 contains a small subset of the stars found in Fig. 6. These are all the stars which
were detected within 12 arcsec of the center of the binary companion located 30 arcsec
to the west of the main cluster. In fact, there are many more stars in this region but
unfortunately the inner region of the companion cluster was saturated on the 60s frames.
Even with a shorter exposure we suspect that the extremely high degree of crowding in
this region would render stellar photometry both difficult and unreliable. In any case, one
can see that nearly all the detected stars are blue and they extend beyond the clearly
delineated turnoff region obvious in Fig. 6 indicating a very young system.
We attempted to fit isochrones from Mermilliod et al. 1992 to the photometry data.
These isochrones incorporate the new radiative opacities from Rogers & Iglesias (1992),
convective overshooting and mass-loss (see Schaller et al. 1992 for a complete description
of the stellar models). Isochrones were available for z=0.0188 (solar abundance), z = 0.008,
and z=0.001. There are two published photometric metallicity determinations for NGC
1850: the first based on Washington photometry of two stars yielding z = 0.009 (Schommer
& Geisler 1986), and the second based on Stro¨mgren photometry of five stars yielding z =
0.004 (Grebel et al. 1992).
In Fig. 7 one can see the result of the isochrone fitting to the stars of the companion
cluster. The inferred reddening was E(B–V) = 0.17 ±0.03 mag [AV = 3.1E(B–V) was
assumed]. The presence of the young, barely-evolved, companion provides an excellent
opportunity to accurately determine the reddening and our value agrees well with three
7previous reddening determinations. Persson et al. (1983) find E(B–V) = 0.15 mag using
the technique outlined in Cohen et al. (1981) involving both optical and IR broadband
color indices. Alcaino and Liller (1987) obtained E(B–V) = 0.18 mag from a BVRI CMD
study and Lee (1991) found E(B–V) = 0.15 ± 0.05 for UBV photometry. The best age is
τ = 6 ± 5 Myr. This changes by less than 1 Myr as one varies the distance modulus by
±0.3 mag.
Fig. 8 is a CMD for the region within 1′ of the center of the main cluster (it includes
all the stars in Fig. 7). The apparent BV magnitudes for this inner region are presented in
Table 1. Column 1, 6 and 11 are the stellar identifications, column 2, 7 and 12 are the X
positions on the CCD (increases towards the south), column 3, 8 and 13 are the Y positions
(increasing towards the east), columns 4, 9, and 14 are the apparent V magnitudes, and
columns 5, 10, and 15 are the apparent B-V magnitudes.
The two younger isochrones in Fig. 8 are identical to those discussed above while the
older set are for τ = 90 Myr. We have adopted the reddening obtained above using the
young stars. Our age estimate is therefore τ = 90±30 Myr, where the error estimate takes
into account the uncertainty in the zero-point and reddening and the difficulty in fitting
the isochrones to this crowded data set. Varying the distance modulus by ±0.3 affects
the age estimate by approximately 10 Myr. Fig 9 shows population-synthesis Monte Carlo
simulations based on the two different isochrones with an assumed photometric scatter of
0.05 mag and a mass function slope of 1.0 (see equation 15). One feature is immediately
apparent in both cases, the lack of stars in the Hertzsprung gap compared to the observed
data. Accepting the correctness of the models, there are at least three possible explanations
for this effect: 1) The presence of young LMC field stars (and possibly a few stars from the
young subcluster), 2) Binaries and close superpositions that were measured as single stars
and 3) A possible time span for the initial star formation (this would need to be at least
half the cluster age). We feel the first two effects are the likeliest and a close superposition
of stars has been invoked by Welch & Stetson (1993) to explain the anomalously small
8luminosity amplitude and high brightness of three cepheids in the crowded regions of the
young LMC cluster NGC 1866. Another feature is that the evolution slows down around
the red giant branch (RGB) and at the blue end of the horizontal branch (HB) causing
stars to build up in these regions. This is observed and we conclude that the stars are
more metal-poor than z = 0.008 based on a synthetic HB which does not extend far enough
to the blue and a synthetic RGB which appears to be too red. The z = 0.001 isochrone
appears to have too blue a RGB although it does provide a reasonable fit at the blue end
of HB. Therefore, the metallicity lies between z=0.008 and z=0.001 but this conclusion is
dependent on the adopted reddening and distance modulus.
Previous age estimates are τ = 40 ± 10 Myr (Hodge 1983, based on data from Tifft
& Connoly 1973, and Robertson 1974), τ = 21 ± 5 Myr (Alcaino & Liller 1987) and
τ = 40 +50−10 (Lee 1991). We have shown that the the Alcaino & Liller photometry and
reddening estimate are both close to our own and therefore the different age estimates can
be attributed to the different isochrones (they used the isochrones of Maeder & Mermilliod
1981) and the different age-determination techniques. Unfortunately, the photometry of
Lee was not available for comparison.
Finally, we examined stars in the region of H88-159. Unfortunately, there are no stars
in this region as bright as the turn-off for the main cluster. Therefore, it is impossible to
derive an accurate age for this subcluster in order to determine if it is, in fact, a distinct
population from the main cluster as indicated from the integrated photometry of Bica et
al. (1992). An argument against it being distinct as opposed to being a tidal tail is that
it appears to continue outward from the main cluster in a fairly straight line for about 2
arcmin (see Fig. 1).
2.3 Surface Photometry
Clearly, the presence of the above described sub-clustering coupled with the large
number of LMC field stars located near NGC 1850 is going to complicate attempts to
obtain reliable surface photometry. Thus, it is advantageous to remove the luminosity
9contribution of any definite cluster non-members. DoPHOT was used to remove the stars
in regions 1 and 3 (see Fig. 8) from both the B and V frames.
It is also favorable to determine the cluster ellipticity so that correspondingly elliptical
apertures can then be used to perform the surface photometry. This is a difficult task for
most globular clusters and particularly so for NGC 1850. In common with other clusters,
NGC 1850 consists of resolved stars, but in this case the stars dominating the light are
young supergiants. As well, there is the presence of the young binary companion. Fig.
10 shows a contour plot of the B and V star-subtracted, median filtered (filter radius
of 9′′ ) images (solid lines). Superimposed on the contours are ellipses produced by the
ELLIPSE task in the IRAF1 STSDAS package which uses the ellipse fitting technique of
Jedrzejewski (1987). Three things are immediately clear: 1) The ellipses do not provide
a good model for the smoothed NGC 1850 light distribution, 2) the elliptical parameters
change rapidly as a function of radius, and 3) there is rather poor agreement between
the two different bandpasses. This leads us to believe that the ellipticities which we are
measuring probably result from the presence of a number of bright stars which could
not be adequately subtracted due to the extreme crowding. They are, therefore, not a
good representation of the shape of the underlying mass distribution and hence, lacking
anything better, we use circular contours to perform the surface photometry. We cannot,
however, rule out the possibility that NGC 1850 is significantly elliptical. The use of
circular apertures in such a case does not tend to result in systematic errors in the surface
photometry, but does increase the photometric scatter (i.e., see Fischer et al. 1992b).
The cluster center was found using a multi-step procedure. The first step was to
estimate the position of the center using the isophotes produced above. Surface photometry
was then obtained utilizing this cluster center. A King model (see §3) was fit to the surface
1 IRAF is distributed by the National Optical Astronomy Observatories, which is op-
erated by the Association of Universities for Research in Astronomy, Inc., under contract
to the National Science Foundation.
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photometry and a new image was made with the fitted King parameters but with a smooth
light distribution. We then cross correlated the artificial image with the original image to
obtain small residual X and Y shifts. The final centers were within 2 arcsec of the original
guesses.
Surface photometry was performed in a manner similar to Djorgovski (1988). The
frames were broken up into a series of concentric circular annuli centered on the cluster.
The annuli were further divided into eight azimuthal sectors. The average pixel brightness
was determined for each sector in a given annulus and the median of the eight separate
measurements was taken as the representative brightness at the area-weighted average
projected radius of the annulus (i.e., the mean radius of all the pixels within the annulus
which is approximately equal to the geometric mean). The standard error of the median
of the eight sectors was adopted as the photometric uncertainty. Using the median as
opposed to the more commonly adopted mean is essential in the case of NGC 1850 as it
reduces the contamination due to the bright supergiants and the binary companion.
A background level (a combination of sky light and Galactic foreground and remaining
LMC field stars) was estimated from regions at large projected distances from the cluster.
We found that the surface brightness profiles tended to level out beyond 45 pc (we have
adopted a distance to the cluster of 50 kpc) for both the B and V frames. By “levelling
out” we don’t necessarily mean that the cluster light does not extend beyond this point but
simply that fluctuations in the background dominate to such an extent that it is no longer
possible to observe the profile declining in intensity. Therefore, it was this region with a
projected radius of 45 ≤ R (pc) ≤ 100 that was used for the background determinations.
The reddening-corrected background values for the B and V frames were, respectively,
1370± 27 LB⊙ pc−2 and 682± 14 LV ⊙ pc−2.
The background-subtracted surface photometry data is presented in Table 2 [assuming
a cluster distance of 50 kpc, MV⊙ = 4.83 and (B-V)⊙ = 0.65, Mihalas and Binney 1981,
p. 60]. Columns 1 and 3 are the projected area-weighted radii, and columns 2 and 4 are
11
the B and V luminosity densities, respectively.
Fig. 11 is a plot of the B and V surface brightness profiles. Also shown are typical
stellar profiles which have a FWHM less than 15% of the cluster core radius (see §3); hence
seeing will have a negligible effect on measurements of this quantity (Mihalas and Binney
1981, p. 315).
3. KING-MICHIE MODELS FOR THE SURFACE PHOTOMETRY
We fit projected single-component King-Michie (KM) models (King 1966 and Michie
1963) to the surface photometry data. These models have an energy (E) angular momen-
tum (J) per unit mass distribution function given by
f(E = −0.5v2 +W, J) ∝ e−[J/(2vsra)]2(e−0.5v2+W − 1), (1)
where vs is the scale velocity, ra is the anisotropy radius (both described below), and W
is the reduced gravitational potential. The shape of the density distribution, ρK(r), is
determined by solving Poisson’s equation and is dependent on two parameters; the central
potential W◦, and ra, beyond which stellar orbits become increasingly radial. Scaling is
applied in both the radial (rs) and luminosity (ρK◦) dimensions to give the best fit. For
a complete description of the models (albeit for the more complex multi-component case)
the reader is directed to Gunn and Griffin (1979). Model density profiles with ra values
ranging from 3 rs to infinity (i.e., an isotropic distribution function) were generated, and
projected on to the observational plane. These were binned identically to the observed
data and fit using a maximum likelihood technique.
Tables 3 and 4 show, for each ra, the best fitted KM parameters for both bandpasses.
Column 1 contains ra, column 2 is the reduced central potential, column 3 is rs and column
4 is c = rs/rt (rt is the tidal radius). Column 5 is the reduced chi-squared (χ
2
ν = χ
2/ν,
where ν = 18 is the number of degrees of freedom) for the fit. Column 6 is the probability
of obtaining a value greater than χ2ν for a model with the given parameters and the
uncertainties listed in Table 2. These were derived from 1000 simulations of the surface
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photometry data per model. Each simulation used a surface profile generated from the
best fit model with errors, drawn from the uncertainties shown in Table 2. The same fitting
procedure originally applied to the real data was utilized and, in this way, we found the
uncertainties in each fitted parameter as well as the distribution of χ2ν . The remaining
columns of Tables 3 and 4 will be discussed in §5.1. The fitted KM model parameters were
consistent for the two bandpasses.
Tables 5 and 6 have a summary of the derived KM parameters for both bandpasses
corresponding to the models specified in Tables 3 and 4. Column 1 is the anisotropy radius
while column 2 is the central luminosity density, ρK◦. Column 3 is the cluster luminosity
and columns 4 and 5 will be discussed in §5.1.
The solid lines in Fig. 11 show the best fit models which are those possessing isotropic
orbits. The quality of the fits deteriorates as ra decreases. Interestingly, this is quite
different from what was seen in the case of the slightly older LMC cluster NGC 1866
which favored highly anisotropic (i.e. ra = 3 rs) KM models and appeared to have a halo
of unbound stars (Fischer et al. 1992a). Also shown as dotted lines in the same figure are
the ra = 3 rs models. It is unclear whether or not the data exhibit a tidal cut-off. In
fact, using a profile that extends out to about 20 pc, Elson (1991) finds no evidence for
truncation. Our profile extends to about twice that radius and there is, at best, a small
indication for truncation. To test the hypothesis that there is significant truncation we
have fit models of the form:
µ(R) = µ◦[1 + (R/a)
2]−γ/2, (2)
to the surface brightness profile using a non-linear, weighted, least squares technique. The
best-fit parameters for these untruncated power-law models are: µB◦ = 26800. ± 2000.⊙
pc−2, aB = 2.8 ± 0.3 pc, γB = 2.26 ± 15, µV ◦ = 12000. ± 900.⊙ pc−2, aV = 3.1 ± 0.4
pc, γB = 2.34 ± 0.15. The χ2ν are 0.89 [P(> χ2ν) 0.59] and 1.06 [P(> χ2ν) 0.39] for the
B and V profiles, respectively, which are higher than all but the ra = 3 rs KM models.
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We conclude that the best truncated models provide marginally better agreement with the
surface photometry data.
4. RADIAL VELOCITIES
4.1) Observations and Reductions
Spectra of 52 supergiants in the region surrounding NGC 1850 were obtained during
two runs (1991 February 14-20 and 1991 December 14-17) using the photon-counting echelle
spectrograph on the 2.5m Dupont reflector, designed and built by Steve Shectman. Eight
of the stars have repeat measurements.
The observation and reduction procedures for a previous run at LCO have been dis-
cussed extensively in Welch et al. (1991) and remain largely unchanged for this data.
Briefly, the observing procedure consisted of exposures with integration times of 200 -
500s and Th-Ar arcs approximately every 45 minutes. A representative LCO spectrum is
shown in Fig. 2 of Coˆte´ et al. (1991). The reduction utilizes the IRAF ECHELLE and RV
packages (Tody 1986) to obtain both velocities and velocity uncertainties. The velocity
zero-point is tied to the IAU velocity standard 33 Sex as described in Fischer et al. 1992a
and is believed to be accurate to better than 2 km s−1.
Along with the program stars, relatively high S/N spectra were obtained on each
night for both a nearby bright star used as a local velocity standard (LVS) for differential
measurements and the radial velocity standard HD 23214 to examine the possibility of
velocity zero-point drifts and to test the accuracy of the velocity uncertainties returned
by RVXCOR. These velocities are shown in Table 7 for the eight separate nights over the
two observing runs in which NGC 1850 stars were observed. Column 1 is the Heliocentric
Julian Date minus 2448000, column 2 is the radial velocity, column 3 is the mean velocity
for the given observing run and column 4 is the reduced chi squared for the appropriate
observing run. Within the RVXCOR produced uncertainties, there is no significant zero-
point drift during the individual runs. There is, however, a discrepancy between the mean
velocities for the LVS for the two separate observing runs at the 4.6σ level implying either
14
that the radial velocity zero-point has shifted or that this star has a variable velocity. The
shift is not seen in HD 23214 implying the latter hypothesis is probably correct. Olszewski
et al. (1991) have obtained 9 lower resolution radial velocity measurements for HD 23214
during two observing runs, 1987 January 8-12 and 1987 December 27-31, deriving a mean
velocity of -4.3 ± 1.8 km s−1. They also present a single CORAVEL velocity determination
of -4.7 ± 0.3 km s−1 for HJD = 2446862.51. This latter deviates by 5.6σ from our value
of -2.8 ± 0.2 km s−1, which, as mentioned above, is based upon the IAU radial velocity
standard 33 Sex. Another radial velocity standard, HD 196983, has been measured at two
epochs, HJD – 2448000 = 606.5225 and 608.5179 yielding vx = –9.6 ± 0.5 km s−1 and –8.7
± 0.6 km s−1, respectively, for a mean of –9.2 ± 0.4 km s−1. This agrees very well with
the CORAVEL value, based on 10 separate measurements spanning 715 days starting in
September 1981, of –9.3 ± 0.1 km s−1 (Maurice et al. 1984). To conclude, we feel that our
velocity zero-point is uncertain at about the 2.0 km s−1 but that there is no significant
zero-point drift during the two runs. (This latter possibility will be examined in more
detail presently.)
The radial velocity data for the cluster stars are presented in Table 8. Column 1
contains the stellar identifications (these do not correspond to the ID’s in Table 1), col-
umn 2 has the projected radii, column 3 the equinox J2000.0 position angles, column 4
contains the radial velocities and column 5 contains the mean velocities for stars with re-
peated measurements. Column 6 is the Heliocentric Julian Date – 2448000 for the velocity
measurements. Columns 7 and 8 are V and B–V for the stars. The photometry in the
innermost regions is relatively uncertain due to the high degree of crowding. Fig. 12 is a
finder chart for all but the star farthest from the cluster center.
Of the eight stars with repeated velocity measurements, six had individual χ2 of less
than 2.85 for a total χ2 = 6.44 for 5 degrees of freedom. Of the other two, one had χ2 = 7.9
(star RV 49) and the other had χ2 = 217 (star RV 19). If the velocity shift indicated by
the LVS is applied these χ2 values all decrease; we get a total χ2 = 4.33 for the six stars
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and 3.40 and 217.00 for the other two stars. This is an argument in favor of adoption of
the velocity shift.
From their colors, the two high-χ2 stars are evolved and their velocities indicate that
they are in the LMC. Star RV49 appears to be an LMC field star, perhaps a binary. Star
RV19, as indicated by its radial velocities, is clearly a member of the LMC. Further, its
luminosity (V = 13.54) indicates that it is a supergiant. Two possibilities are that the
star is a binary or a Cepheid. The two velocity measurements differ by over 30 km s−1
which argues against the former hypothesis as it would require a very favorable inclination
coupled with fortuitous observations. The stars color (B – V = 0.65) makes it an excellent
Cepheid candidate, and it is likely to be a cluster member based on its proximity to the
cluster center (R = 3.8 pc). Neither of these two stars will be used in the cluster mass
determinations.
In Fig. 13 we present plots of radial velocity and radial velocity uncertainty vs. stellar
B–V. There are clearly trends towards both a larger apparent velocity dispersion and larger
uncertainties for the bluer stars. The correlation between velocity uncertainty and apparent
velocity dispersion is, of course, expected. The correlation between uncertainty and color
has two causes: 1) the lack of lines in the bluer stars, and 2) spectral mismatch with the
template star (a K giant). For the mass determinations of the next section we decided
not to employ any stars with uncertainties greater than 2.7 km s−1 (the solid lines in Fig.
13), eliminating 9 stars. We have also eliminated the three stars having vx > 270 km s
−1
as being probable non-members (or variables) and star RV 18, which was classified as a
variable by Robertson (1974) and from its color is a probable cepheid, leaving a total of
38 stars.
5. VELOCITY DISTRIBUTIONS AND MASS DETERMINATIONS
5.1 King-Michie Models
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The mass of a multi-mass KM model is given by
M =
9rsv
2
s
4πG
∫
ρ
ρ0
r2dr (3)
Illingworth (1976), where rs is given in Tables 3 and 4, and vs is the scale velocity. The
run of σ2r (r) and σ
2
t (r) are determined from
σ2r,t(r) =
∫
σ ≤W (r)
f(σ,W )σ2kd
3~σ∫
σ ≤W (r)
f(σ,W )d3~σ
, (4)
where W is the reduced potential (W = 0 at the tidal radius) and σk = σcosθ or σsinθ for
σr or σt, respectively. Comparisons were made between the observed velocities and the
model velocity dispersion projected along the line of sight,
σ2p(R) =
2
µ(R)
∫ ∞
R
ρK(r)[(r
2 −R2)σ2r(r) +R2σ2t (r)]dr
r(r2 −R2)1/2 , (5)
(Binney and Tremaine 1987, p. 208), yielding the optimal value for vs. The comparison
was accomplished using the maximum likelihood technique outlined in Gunn and Griffin
(1979). Simply put, the probability density function for vxi, an observed stellar velocity,
is a Gaussian with standard deviation equal to the model dispersion plus the velocity
uncertainty added in quadrature:
Pi ∼ 1√
v2err i + v
2
svp i
e−(vx i−vave)
2/2(v2sv
2
p i+v
2
err i). (6)
One minimizes this function with respect to vs and vave resulting in two equations which
can be solved simultaneously for the most probable values of the two parameters.
A serious problem in mass determinations is contamination from binary and non-
member stars, both of which tend to increase the mass estimate. This is particularly a
problem when one has a relatively small sample of stars and a small velocity dispersion
as is the case for NGC 1850. A single interloper in the data sample can easily result in a
50% or greater overestimate in the mass. We attempted to deal with this problem in the
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following manner. First, using the entire data set, the optimal vs and vave are determined
using equation 6. For every star the parameter
δi =
√
(vri − vave)2
v2sσ
2
p(Ri) + v
2
err i
(7)
is tabulated. The star with the largest δi is removed and the procedure is repeated until
all the stars have been removed. Then, using the KM models, we performed Monte Carlo
simulations of the radial velocity data. We started with the known projected radii (Ri) of
the program stars. The true radius is in the range R ≤ r ≤ rmax, where rmax can extend
to infinity for an unbound distribution. If x is the displacement from the mean cluster
position along the line-of-sight such that r =
√
R2 + x2 then the probability that the star
is at x is
p(x) ∼ ρK(
√
R2 + x2). (8)
A three-dimensional position along with corresponding model-dependent radial and tan-
gential velocities were drawn at random from their respective probability distributions.
The velocity component along the line-of-sight was then determined, and an error term,
drawn from a Gaussian distribution with standard deviation equal to the velocity error, as
tabulated in Table 8, was added. This process was repeated, producing 10000 sets of data,
each with a given mass and ra and the same projected positions and velocity measurement
errors as the original data set. Finally the maximum likelihood technique was applied to
each of the artificial data sets and the maximum δi were recorded. The vs for the first
three iterations (using the unshifted radial velocity data) are shown in column 2 of Table
9. Columns 3 and 4 are the maximum δi and the percentage of simulations with δmax
exceeding this value, respectively, and column 5 is the star possessing δmax. A value of
zero in the fourth column indicates less than 0.001. We feel that there is a fairly high
probability that the first two stars are either variables or non-members and hence they
will not be used for the mass determinations. It is worth remembering, however, that their
removal results in a mass reduction of about 80% demonstrating the extreme sensitivity
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of the mass determinations to interlopers. We repeated the procedure with data that was
corrected according to the LVS (see §4.1) and found similar results but obtained a vs that
was about 2% larger. The fact that it causes an increase in the velocity dispersion argues
against its use, but in any case it does not have significant repercussions on the mass
estimates and hence was not adopted.
Fig. 14 shows mean radial velocity vs. projected radius (upper panel) and versus
position angle (lower panel) for the 36 remaining stars. The solid lines are the mean
velocity, v = 251.4± 2.0 km s−1.
The values of vs obtained from this reduced data set are displayed in column 7 of
Tables 3 and 4. The corresponding masses and M/L ratios are in columns 4 and 5 of
Tables 5 and 6. One can see that the total cluster mass and M/L are fairly insensitive to
assumptions about ra, and the best values are M = 5.7 ±2.3× 104 M⊙ and M/LB = 0.02
±0.01 M⊙/LB⊙ or M/LV = 0.05 ±0.02 M⊙/LV ⊙.
The above-described Monte-Carlo orbit simulations were used to determine the un-
certainties implicit in the maximum likelihood technique and to search for any possible
systematic effects. We found that this method tended to underestimate vs by about 3%
and hence the mass by 6%. The values in the relevant tables have been corrected for this
effect and the uncertainties shown were derived from the simulations.
A goodness-of-fit statistic
ζ2 =
∑ (vx i − vave)2
(v2sv
2
p i + v
2
err i)
(9)
was generated for each value of ra and is shown in column 8 of Tables 3 and 4 (34 degrees
of freedom). The distribution of this statistic can be extracted from the Monte Carlo sim-
ulations. Column 9 shows the probability of exceeding the observed ζ2 assuming that the
cluster velocities are specified by the model parameters indicated and have the uncertain-
ties tabulated in Table 8. The isotropic models yielded the best agreement with the data
(although, only marginally so) consistent with the findings from the surface photometry.
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Because of the similarity between the velocity dispersion and the velocity uncertainty,
the mass estimates are quite highly dependent on the the accuracy of the uncertainty es-
timates. We have already discussed the analysis of the stars with repeated measurements
and concluded that the uncertainties seem to be reasonable with reduced χ2 near unity.
However, it is worth quantifying the effects of the uncertainties. Assuming that the uncer-
tainties are actually zero causes and increase in the estimates of the vs’s by approximately
25%, or a roughly 50% increase in cluster mass. Increasing the uncertainties by 50% lowers
the vs’s by 50% and the mass by 75%.
5.2 Rotation
A careful examination of the radial velocities vs. position angle (Fig. 14) reveals
evidence for a sinusoidal variation which may be indicative of cluster rotation. In order
to test this hypothesis we measured the difference in median velocities on either side
of an imaginary axis which is stepped around the cluster center at 1◦ intervals. If one
is viewing an edge-on rotating system then a sinusoidal variation is expected with the
velocity difference maximized when the axis corresponds to the rotation axis. This effect
will degrade as the system deviates from edge-on. The bottom left panel of Fig 15 shows a
plot of the velocity differences versus the position angle of the axis. The best-fit sine curve
(using unweighted least-squares) has an amplitude of A = 2.1 km s−1 and the implied
projected rotation axis is 100◦ ± 40◦ (χ2 = 25.12 for 178 degrees of freedom). To test the
significance, we constructed 1000 non-rotating models as described above and performed
the same test. Only 7% of these models had amplitudes exceeding A = 2.1 and hence we
feel fairly confident that NGC 1850 is rotating. Rotation has previously been detected at
the 97% confidence level for a sample of 69 stars in the young LMC cluster NGC 1866
(Fischer et al. 1992a) which had A = 1.8 km s−1 and vs = 3.1 km s
−1. In that case,
incorporation of rotation resulted in only a very small downward changes in the mass
estimate. However, in the case of NGC 1850, the two parameters have very similar values
meaning rotation may be dynamically more significant than it was in NGC 1866.
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Unfortunately, as explained in §2.3 it is impossible to extract a meaningful ellipticity
from the NGC 1850 light distribution. This information would have enabled us to construct
rotating oblate cluster models to compare with the radial velocities. We therefore adopted
an alternative approach of assuming different ellipticities values for the cluster, constructing
models for the rotation, and comparing them to the data.
For an axisymmetric system, the relevant Jeans’ equations (velocity moments of the
collisionless Boltzmann equation) in cylindrical coordinates are:
∂(ρσ2R)
∂R
+
∂(ρσRz)
∂z
+ ρ
(
σ2R − σ2φ − v2φ
R
)
+ ρ
∂Φ
∂R
= 0, (10)
and
∂(ρσRz)
∂R
+
∂(ρσ2z)
∂z
+
ρσRz
R
+ ρ
∂Φ
∂z
= 0, (11)
where (R,φ,z) are the cylindrical coordinate axes, the (σR, σφ, σz) are the corresponding
velocity dispersions, and vφ is the rotation velocity. Φ is the gravitational potential.
Both the rotating and non-rotating models which were used have velocity ellipsoids
aligned with the cylindrical coordinate axes (i.e. σRz = 0) and, as well, both have
σφ =
σR√
1 + (R/Ra)2
, (12)
where Ra can be varied up to ∞. The rotating models also have the condition
σR = σz, (13)
implying
v2φ = R
∂Φ
∂R
+
R
ρ
∂
∂R
∫ ∞
z
ρ
∂Φ
∂z
dz +
1
ρ
[
1− 1√
1 + (R/Ra)2
]∫ ∞
z
ρ
∂Φ
∂z
dz. (14)
The models are constructed by assuming that the mass distribution is equivalent to
the deprojected light distribution (constant M/L). Equations 11 and 14 can then be solved
directly to obtain σz, and vφ. Once vφ is known it can be substituted into equation 10
which, in turn, can be solved for σR and σφ. This is outlined in Binney and Tremaine
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(1987, p. 209) for the σR = σφ = σz case and a ǫ = 0.3 model is shown in Fig. 6 of Fischer
et al. (1992b).
Once the models have been generated, it is simply a matter of projecting and then
scaling them using a similar maximum likelihood method to that employed for the KM
models. For our purposes we have constructed models spanning ǫ = 0.1− 0.3 for Ra =∞.
All of the models assume a cluster inclination of 90◦. Table 10 displays the results of the
model fitting. Column 1 is the ellipticity, column 2 the cluster mass, columns 3 and 4 the
B and V M/L’s, and columns 5 and 6 are ζ2 and P(> ζ2) as above. These models all
have P(> ζ2) greater than or equal to the best non-rotating KM models despite having
larger ζ2 values. However, as can be seen from Fig. 7 of Fischer et al. (1992b) the rotating
models have a wider ζ2 distribution. The rotating models have masses (and M/L’s) which
are marginally lower than the non-rotating models. Fig. 15 exhibits plots of the velocity
differences vs. axis position angle for the original and rotation-subtracted data. Column
7 of Table 10 is the amplitude of the best-fit sine curves for each case. One can see that
the amplitude decreases for the rotation subtracted data with increasing ǫ. It does not,
however, decrease smoothly to zero and one can see that for the ǫ = 0.3 case there is a
residual trend in the data which does not disappear for higher ellipticities. This probably
results from some type of model mismatch which may be a result of the model itself or
might be due to a poorly determined rotation axis position angle or an inclination of less
than 90◦. We changed the rotation axis position angle by plus and minus 20◦ but found
that the residual velocities did not improve. Another possibility is that the characteristic
rotational signature arises from the interaction between the two binary cluster components.
The resulting stellar motions might in such a case have a similar appearance to rotation.
6. CONSTRAINTS ON THE MASS FUNCTION
The cluster M/L estimate can be used to constrain the slope of the initial mass function
(IMF). In this study we used an IMF of the form
φ(m) = m−(x+1) dm m ≥ md, (15)
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φ(m) = m dm m < md, (16),
which gives a drop-off at the faint end similar to what is seen in the solar neighborhood
(Miller & Scalo 1979).
The theoretical cluster M/L is given by
M
L
=
∫mu
ml
mφ(m)dm∫mu
ml
l(m)φ(m)dm
, (17)
where l(m) is the luminosity of a star of mass m given by a theoretical mass-luminosity
relationship for main-sequence and evolved stars. We used the mass-luminosity relationship
of Mermilliod (1992), supplemented with the Bergbusch & Vandenberg (1992) values in
the range 0.15 ≤ m (M⊙) ≤ 0.9, with the cluster parameters determined in §2.2. The
initial mass of a star now at the end of the asymptotic giant branch is approximately 5.4
M⊙. We have adopted the treatment of Pryor et al. 1986 to deal with remnants: stars
with initial masses of 5.4 - 8.0 M⊙ become white dwarfs with masses of 1.2 M⊙ and stars
with initial masses greater than 8 M⊙ are assumed to be ejected from the cluster as is
consistent with the high velocities seen for pulsars in the disk (Gunn and Griffin 1979).
Therefore, the choice of mu is not important except for estimating the amount of mass lost
from the cluster due to stellar evolution.
Table 11 shows the derived values of x (column 3 and 5) for 3 different ml (column 1),
and 5 different md (column 2). Columns 4 and 6 contain the implied mean stellar mass for
the given model. The values of x correspond to the B and V M/L’s indicated at the top of
the table. Although the values corresponding to the B and V M/L’s are consistent within
the uncertainty, the B-band x’s are systematically lower. It appears that for a given set of
assumptions the V-band M/L constrains the mass function slope somewhat more tightly
than the B-band. Furthermore, the V-band is also less sensitive to the assumed cluster
age although one finds that the both the slopes steepen for a younger assumed age and
flatten for older (this has not been accounted for in the uncertainty). The B-band has one
advantage in that it appears to be less sensitive to the low mass cut-off.Both sets of slopes
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are substantially shallower than was seen for the young LMC cluster NGC 1866 (Fischer
et al. 1992a), which had an average slope (i.e. as determined without employing a drop-off
in the mass function) of between x = 1.35 ±0.1 and x = 1.82 ±0.1 (depending on adopted
age) for ml = 0.1.
7. Evolutionary Timescales, Mass Segregation and Equipartition of Energy
The stars with measured velocities are all supergiants, with relatively large masses.
If equipartition of energy has occurred these stars, being the most massive, would have
a velocity dispersion below the mean value for all mass classes. Therefore, in order to
justify the use of single-mass models we must demonstrate that the cluster is sufficiently
young such that equipartition and mass segregation have not had enough time to become
significant effects. Two important timescales are the central relaxation time
tr◦ = (1.55× 107yr)
(
rs
pc
)2(
vs
km s−1
)(
M⊙
〈m〉
)
[log(0.5M/ 〈m〉)]−1 = 0.4− 2.2× 108yr
(18)
(Lightman and Shapiro 1978) and the half mass relaxation time
trh = (8.92×108yr)
(
M
106M⊙
)1/2(
rh
pc
)3/2(
M⊙
〈m〉
)
[log(0.4M/ 〈m〉)]−1 = 1.5−5.3×109yr
(19)
(Spitzer and Hart 1971). The parameters in these equations have all been discussed previ-
ously except for the half mass radius, rh ≃ 11 pc. Aside from the inner core the cluster is in
a dynamically unevolved state and, therefore, we do not expect substantial energy transfer
to have occurred. We conclude that no large systematic errors are being introduced into
the velocity dispersions.
Another possible problem is primordial mass segregation. This would occur if star
formation in the dense core region favored a different ratio of high-to-low mass stars than
at larger radii. While this should not effect the velocity dispersion greatly, it would mean
that the assumption of a uniform M/L is incorrect. Consequently the derived luminosity
density profiles would not be an adequate representation of the mass density profile. One
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should be able to construct luminosity functions at different projected cluster radii and
hence search for a gradient in mass function. In practice, owing to the very crowded nature
of the inner cluster regions and the high surface density of non-member stars present on
the frame this would be difficult to accomplish in a convincing manner and we have not
attempted it.
VII. CONCLUSIONS
In this paper we have examined the age and internal dynamics of the young binary
LMC cluster NGC 1850 using BV CCD images and echelle spectra of 52 supergiants.
1) A BV CMD was constructed for the field surrounding the cluster and was found to
contain 3 distinct populations of stars. The first was a very young population of age
τ = 6±5 Myr belonging primarily to the smaller member of the binary system located
30′′ west of the larger member. This young population allowed for an accurate red-
dening estimate of E(B-V) = 0.17 ±0.03 mag. The second, slightly older population,
belongs primarily to the the larger cluster and has an age of τ = 90 ± 30 Myr. The
third population was older and mainly comprised of LMC field stars.
2) Attempts were made to determine ellipticity parameters for the cluster using star-
subtracted, median filtered BV images. This was greatly complicated by the presence
of extremely bright young resolved stars and the binary nature of the cluster and no
meaningful shape parameters were derived.
3) BV luminosity profiles were constructed out to projected radii of R > 40 pc. Single
component King-Michie (KM) models were applied to this data in order to determine
the most favorable value for the anisotropy radius and the total cluster luminosity.
The luminosity varied from LB = 2.60 - 2.65 ±0.2 × 106 LB⊙ and LV = 1.25 - 1.35
±0.1 × 106 LV ⊙ as ra went from to infinity to 3rs. The fitted and derived KM
parameters for both bandpasses were consistent and the isotropic models provided
the best agreement with the data.
4) To test for the presence of a tidal cut-off in the luminosity profile, a power-law
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model without truncation was applied to the data. This model was found to provide
marginally worse fits than the KM models giving some indication that the cluster
density distribution is truncated.
5) Of the 52 stars with echelle spectra, a subset of 36 were used to study the cluster
dynamics. The KM radial velocity distributions were fitted to these velocities yielding
scale velocities of vs = 2.2 − 2.3 ± 0.5 km s−1 for the ra range employed. The total
cluster mass was 5.4 - 5.9 ±2.4 × 104 M⊙ corresponding to M/LB = 0.02 ±0.01
M⊙/LB⊙ or M/LV = 0.05 ±0.02 M⊙/LV ⊙. The mean cluster velocity is v = 251.4±
2.0 km s−1.
6) A rotational signal in the radial velocities has been detected at the 93% confidence
level implying a rotation axis at a position angle of 100◦±40◦. A variety of rotating
models were fit to the velocity data assuming ǫ = 0.1 − 0.3. These models provided
slightly better agreement with the radial velocity data than the KM models and had
masses that were systematically lower by a few percent.
7) Values for the slope of the mass function were determined using the derived M/L,
theoretical mass-luminosity relationships, and several forms for the IMF. The preferred
value for the slope of a power-law IMF is a relatively shallow, x = 0.29 +0.3−0.8 assuming
the B-band M/L or x = 0.71 +0.2−0.4 for the V-band.
8) The current cluster age is similar to its central relaxation time but about 2 orders of
magnitude less than its half-mass relaxation time. Therefore, aside from in the inner
core the cluster is in a dynamically unevolved state and we expect that equipartition
has not yet occurred in any substantial way.
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FIGURE CAPTIONS
Fig. 1– A B band CCD image of NGC 1850 displayed to highlight fainter features. The
image is approximately 10′ square with north at the top and east to the left. See text for
an explanation of the numbers and circles.
Fig. 2– The same as Fig. 1 but displayed to show only the bright stars.
Fig. 3– Comparison between photometry from this work and Robertson (1974). The
zero-point differences can be found in the text.
Fig. 4– The same as figure 3 but for the photometry from Alcaino & Liller (1987).
Fig. 5– The same as figure 3 but for the photometry from (Elson 1991)
Fig. 6– BV color-magnitude diagram for the entire 10′ field surrounding NGC 1850. The
numbers correspond to three distinct populations (see text).
Fig. 7– BV color-magnitude diagram for the region within 12′′ of center of the companion
cluster (see Fig. 2). The solid line corresponds to the isochrone with z = 0.008 while the
broken line has z = 0.001. Both sets of isochrones have ages of τ = 6 Myr, as well as
(m–M)◦ = 18.5 and E(B–V) = 0.17 mag.
Fig. 8– BV color-magnitude diagram for the region within 1′ of the center of the main
cluster. The solid lines correspond to the isochrones with z = 0.008 while the broken lines
have z = 0.001. Both sets of isochrones have ages of τ = 6 Myr and τ = 90 Myr, as well
as (m–M)◦ = 18.5 and E(B–V) = 0.17 mag.
Fig. 9– Population synthesis Monte Carlo experiments for the z = 0.008 and z = 0.001
isochrones described in the previous figure. A photometric uncertainty of 0.05 mag has
been added.
Fig. 10– Contour plot of star-subtracted, median-filtered BV images of NGC 1850. The
solid lines are isophotes while the dashed lines are the best-fit ellipses.
Fig. 11– B and V surface brightness profiles. The long-dashed lines are typical stellar pro-
files. The solid and short-dashed lines are isotropic and ra = 3rs single-mass King-Michie
surface density models, respectively. The solid horizontal lines indicate the background
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levels.
Fig. 12– A finder chart for 51 of the 52 stars for which we have radial velocities.
Fig. 13– Radial velocity (upper panel) and velocity uncertainty (lower panel) vs. B-V.
Fig. 14– Mean radial velocity vs. projected radius (upper panel) and versus position
angle (lower panel) for the 36 remaining stars. The solid lines are the mean velocity,
v = 251.4± 2.0 km s−1.
Fig. 15– The lower left panel displays the difference in median velocity for stars on either
side of an axis at the specified position angle. Also shown is the best fit sine function
corresponding to a rotation axis with position angle 100◦. The other panels show the same
thing but for velocity data which has been rotation-subtracted assuming the specified
ellipticities and the models described in §5.2.
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Table 1
BV Photometry
ID X Y V B–V ID X Y V B–V ID X Y V B–V
1 511.8 417.2 18.04 1.04 51 505.7 444.8 18.04 -0.04 101 528.5 463.9 13.40 -0.14
2 528.8 418.0 18.75 -0.15 52 545.1 445.0 18.54 -0.14 102 498.6 464.4 14.64 0.29
3 541.4 418.1 16.37 -0.00 53 485.8 445.1 18.08 0.03 103 466.2 464.5 16.84 1.58
4 502.5 419.7 18.44 1.23 54 530.6 445.2 14.79 -0.14 104 548.6 464.5 16.06 0.11
5 521.2 419.9 16.28 -0.19 55 550.8 445.7 16.01 0.18 105 555.2 465.2 18.49 -0.03
6 545.2 420.4 18.85 -0.07 56 498.4 446.3 18.30 -0.10 106 481.9 465.3 17.01 -0.05
7 498.8 422.3 17.07 -0.02 57 492.8 446.5 18.48 0.02 107 534.1 465.3 14.01 -0.13
8 506.3 423.8 16.95 -0.02 58 516.4 446.6 16.42 0.05 108 518.2 465.9 16.98 -0.15
9 552.8 426.0 15.90 -0.05 59 463.3 447.1 19.48 -0.01 109 526.0 466.2 15.40 -0.16
10 544.8 426.5 16.82 -0.08 60 579.3 447.2 17.81 -0.03 110 607.7 466.4 17.95 -0.11
11 558.7 426.6 18.51 -0.02 61 549.8 447.9 16.87 -0.11 111 485.1 466.5 18.02 -0.00
12 533.7 426.8 18.14 0.09 62 594.6 448.0 18.78 0.00 112 542.2 466.8 15.48 -0.16
13 480.4 427.3 18.40 -0.00 63 565.7 448.0 18.81 -0.19 113 610.3 467.1 17.35 0.11
14 522.6 429.1 17.82 -0.03 64 570.4 448.9 18.53 0.38 114 480.2 467.4 17.00 0.07
15 499.4 429.4 17.30 -0.05 65 534.8 450.1 18.18 -0.08 115 477.9 467.6 17.99 -0.16
16 572.9 429.4 18.86 0.19 66 486.8 451.3 17.99 -0.07 116 562.6 468.7 16.83 -0.00
17 531.8 429.4 18.64 -0.10 67 552.1 451.5 19.08 -0.14 117 459.1 468.8 16.97 -0.00
18 565.5 430.2 18.98 -0.06 68 589.2 452.1 17.85 -0.06 118 511.2 469.1 17.17 -0.10
19 502.7 430.2 18.86 -0.20 69 463.8 452.2 17.17 -0.01 119 534.6 469.5 17.22 -0.03
20 537.0 430.3 18.84 -0.09 70 554.9 452.5 18.34 -0.11 120 584.5 469.6 17.81 -0.05
21 523.9 432.8 17.08 -0.04 71 515.3 452.6 17.91 -0.11 121 555.6 469.6 18.05 -0.14
22 579.2 434.0 18.39 -0.09 72 452.9 452.8 18.17 -0.17 122 567.2 470.3 17.54 0.02
23 569.2 435.5 16.51 -0.01 73 572.1 452.9 16.81 -0.01 123 528.1 470.5 18.41 -0.34
24 476.1 435.8 17.03 -0.01 74 494.1 453.8 16.53 1.45 124 549.2 470.6 18.45 -0.16
25 511.8 435.8 17.62 0.08 75 541.1 454.9 17.86 -0.13 125 575.1 470.8 17.11 -0.01
26 466.5 437.0 18.06 -0.05 76 491.9 455.3 15.76 1.46 126 523.4 470.9 17.77 0.12
27 504.5 437.4 18.75 0.31 77 556.4 455.6 18.94 -0.25 127 494.3 471.2 13.69 -0.14
28 490.7 437.7 18.15 0.07 78 515.5 456.9 16.28 -0.09 128 544.7 471.7 17.58 -0.10
29 471.6 437.9 15.92 -0.06 79 590.4 457.0 17.16 -0.08 129 608.3 471.7 18.34 0.07
30 539.8 437.9 16.81 0.02 80 492.2 457.1 17.09 1.47 130 439.6 471.9 17.60 0.07
31 480.3 439.0 17.24 0.95 81 542.5 457.6 15.83 -0.12 131 552.8 472.2 17.14 -0.09
32 502.0 439.2 17.62 -0.06 82 522.5 457.8 16.92 -0.08 132 445.7 472.6 18.81 -0.21
33 572.7 439.2 18.65 0.22 83 556.2 457.9 17.64 -0.05 133 530.5 473.3 18.01 -0.02
34 531.5 439.2 17.79 -0.08 84 532.6 458.0 18.18 0.18 134 473.9 473.6 16.66 -0.10
35 486.7 440.0 15.81 0.01 85 527.6 458.2 14.32 -0.16 135 513.8 473.7 15.43 1.22
36 512.0 440.3 17.78 -0.16 86 443.2 459.1 18.44 0.00 136 524.2 474.4 14.96 0.12
37 581.7 441.1 17.11 -0.04 87 521.1 459.4 15.43 -0.14 137 450.7 474.7 19.29 0.12
38 589.4 441.5 18.64 0.04 88 460.3 459.7 15.06 1.02 138 613.5 474.8 18.38 0.01
39 572.5 441.5 18.04 -0.06 89 569.7 460.4 18.61 0.03 139 459.8 475.1 17.82 0.07
40 464.3 441.7 16.90 1.46 90 487.1 460.8 17.82 0.09 140 568.6 475.6 17.63 -0.15
41 549.6 441.8 18.11 -0.04 91 539.8 461.2 19.41 -0.22 141 472.3 476.2 17.20 -0.11
42 569.3 441.8 19.04 -0.07 92 524.3 461.5 13.54 -0.13 142 550.6 476.4 16.81 0.00
43 527.8 443.0 15.39 1.28 93 492.7 461.7 17.33 -0.07 143 492.8 476.7 17.07 -0.07
44 558.1 443.1 17.75 -0.12 94 534.0 461.9 17.04 -0.06 144 457.3 477.0 17.50 1.11
45 587.1 443.6 16.20 -0.04 95 557.8 462.6 17.06 -0.06 145 466.2 477.1 17.60 -0.09
46 540.8 443.6 18.43 0.20 96 469.1 462.8 17.22 -0.03 146 494.6 477.7 17.64 -0.16
47 492.4 443.9 17.94 -0.06 97 523.6 463.2 13.09 -0.12 147 579.6 477.9 17.76 -0.02
48 523.3 444.4 18.11 0.00 98 495.5 463.2 16.72 0.72 148 532.3 478.1 18.17 -0.08
49 471.0 444.4 19.15 0.06 99 451.6 463.4 18.75 0.13 149 566.4 478.3 13.74 0.24
50 573.9 444.5 17.68 -0.05 100 579.6 463.9 17.67 0.10 150 588.6 478.5 18.13 0.63
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BV Photometry
ID X Y V B–V ID X Y V B–V ID X Y V B–V
151 559.0 478.8 17.77 -0.03 201 535.1 492.3 15.31 0.98 251 542.2 502.8 14.76 0.12
152 613.8 478.9 14.85 0.50 202 586.1 492.4 18.30 -0.06 252 469.2 503.1 17.36 -0.04
153 481.1 479.1 18.48 -0.17 203 540.5 492.7 17.08 0.10 253 488.7 503.5 18.32 0.04
154 472.8 479.4 16.73 -0.00 204 469.1 493.1 17.47 0.07 254 511.9 503.6 14.72 0.13
155 529.5 479.5 17.41 -0.12 205 572.0 493.3 18.20 0.03 255 595.2 503.8 18.15 0.14
156 562.3 480.1 18.37 -0.06 206 495.2 493.5 16.25 -0.05 256 479.4 504.0 18.11 -0.04
157 569.4 480.1 17.32 0.04 207 567.3 493.7 15.42 -0.09 257 534.4 504.3 16.86 -0.08
158 556.0 480.4 17.33 0.00 208 463.9 493.8 15.79 -0.02 258 454.3 504.4 15.65 1.24
159 485.3 480.6 18.58 -0.24 209 554.9 493.8 15.40 1.26 259 499.9 504.4 13.56 0.65
160 468.2 481.1 16.56 -0.05 210 432.3 494.2 18.53 -0.03 260 467.2 504.7 17.38 -0.05
161 591.7 481.2 18.54 -0.04 211 560.5 494.2 18.63 0.32 261 494.5 505.0 15.36 0.86
162 574.4 481.4 18.37 -0.06 212 607.0 494.2 18.31 0.01 262 484.4 505.4 15.37 1.44
163 581.5 481.8 19.10 0.03 213 437.0 494.2 14.85 0.19 263 580.5 505.6 18.60 0.31
164 587.7 482.1 16.90 0.05 214 484.6 494.3 17.68 -0.02 264 477.8 506.2 18.05 0.10
165 502.4 482.7 17.61 -0.03 215 593.2 494.8 18.78 0.05 265 447.1 506.6 16.69 -0.08
166 536.7 482.9 16.74 -0.07 216 475.9 494.8 17.99 0.03 266 552.3 507.5 18.12 -0.06
167 508.6 483.1 15.56 0.88 217 574.4 495.6 18.96 0.33 267 584.0 507.7 18.13 0.18
168 462.0 483.2 18.35 -0.12 218 523.7 495.9 16.01 0.09 268 574.3 507.9 18.12 0.04
169 442.6 483.7 18.90 -0.10 219 540.8 495.9 17.22 0.06 269 568.8 507.9 19.12 -0.13
170 598.9 484.2 13.74 -0.07 220 480.5 496.3 16.53 -0.02 270 558.2 508.4 15.81 0.10
171 435.0 484.5 19.30 -0.32 221 547.4 496.4 16.73 -0.01 271 510.1 508.6 15.86 -0.24
172 484.5 484.7 18.18 -0.03 222 508.1 496.4 15.06 0.90 272 479.1 509.0 17.12 0.03
173 539.8 484.7 14.26 0.78 223 598.0 496.7 17.95 -0.04 273 449.1 509.1 18.48 -0.03
174 545.7 485.1 17.19 0.11 224 453.2 496.7 17.95 -0.05 274 527.3 509.1 16.19 -0.17
175 532.4 485.3 15.21 1.40 225 491.2 497.0 16.62 -0.04 275 578.8 509.2 18.41 -0.02
176 478.2 485.5 17.64 0.18 226 467.5 497.2 18.17 -0.05 276 499.1 509.6 16.85 0.09
177 474.4 485.5 14.94 0.27 227 483.9 497.4 18.40 0.20 277 608.8 509.6 17.20 0.07
178 469.7 485.5 18.30 0.14 228 504.5 497.6 16.32 -0.04 278 475.2 509.7 17.50 0.00
179 613.8 485.8 18.76 0.09 229 487.2 497.7 17.42 0.93 279 554.4 509.8 17.41 -0.07
180 565.4 486.0 18.93 0.28 230 559.2 498.3 18.20 0.19 280 540.8 510.1 17.94 -0.22
181 526.8 486.0 17.16 -0.15 231 561.7 498.8 18.42 -0.03 281 491.3 510.2 15.94 -0.02
182 535.9 486.0 14.74 0.20 232 578.8 498.8 17.23 0.00 282 432.2 510.6 16.78 -0.00
183 440.6 486.3 19.15 -0.12 233 440.8 498.9 18.68 -0.02 283 604.6 511.1 14.96 0.38
184 595.7 486.4 18.07 -0.18 234 541.7 499.0 17.90 0.01 284 528.5 511.2 14.69 0.86
185 448.4 487.3 16.80 0.01 235 609.4 499.0 17.93 0.00 285 425.5 511.3 17.45 -0.02
186 463.1 487.6 17.08 0.02 236 515.0 499.0 15.86 1.01 286 587.2 511.5 18.55 0.10
187 458.5 487.8 17.94 0.03 237 572.1 499.2 18.42 0.07 287 440.1 511.6 18.18 0.03
188 561.9 487.9 18.57 0.06 238 463.8 499.6 16.29 -0.13 288 485.5 511.6 16.27 -0.07
189 468.8 488.0 18.95 -0.11 239 426.1 500.5 16.96 0.03 289 567.5 511.7 18.56 -0.16
190 504.4 488.3 16.57 -0.01 240 467.0 500.5 17.52 0.06 290 512.7 511.9 14.57 0.10
191 534.4 488.5 16.33 -0.04 241 445.7 501.3 17.96 -0.02 291 492.1 512.2 14.87 0.17
192 552.3 488.6 18.20 -0.07 242 437.6 501.4 17.78 0.10 292 599.7 512.4 16.83 0.12
193 485.0 489.7 18.23 -0.13 243 464.9 501.5 16.99 0.03 293 532.5 512.7 14.62 0.15
194 573.6 490.9 16.53 0.06 244 481.2 501.5 17.08 0.03 294 550.9 513.1 17.03 -0.28
195 482.5 491.1 17.91 -0.24 245 497.1 501.8 16.02 -0.04 295 582.4 513.1 18.50 -0.02
196 563.9 491.3 18.11 -0.01 246 430.1 502.4 15.24 0.09 296 530.1 513.3 14.85 0.18
197 613.2 491.4 18.48 0.17 247 475.6 502.5 16.25 -0.03 297 447.7 513.5 17.99 0.06
198 505.7 491.5 15.30 0.13 248 601.9 502.5 17.26 -0.03 298 591.5 513.5 18.53 0.09
199 448.4 491.6 18.77 0.25 249 535.8 502.6 16.70 -0.12 299 573.2 513.5 18.63 -0.15
200 530.6 492.0 17.28 0.01 250 574.4 502.7 15.47 1.71 300 615.0 513.6 17.80 -0.03
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BV Photometry
ID X Y V B–V ID X Y V B–V ID X Y V B–V
301 542.6 513.9 16.48 0.01 351 560.8 526.2 15.39 1.09 401 499.4 538.7 16.38 0.03
302 488.2 513.9 14.76 1.21 352 538.0 526.3 15.40 -0.00 402 535.9 538.7 15.33 0.01
303 426.7 514.4 18.95 -0.20 353 575.7 526.4 18.32 0.07 403 547.4 539.0 17.33 -0.16
304 480.5 514.5 15.46 1.53 354 471.4 526.5 19.00 0.07 404 557.1 539.2 17.01 -0.10
305 423.9 514.8 17.40 0.04 355 540.7 526.7 16.60 -0.07 405 528.4 539.4 17.88 0.22
306 434.4 515.2 18.19 0.23 356 520.2 526.9 14.43 0.31 406 552.5 539.5 16.86 0.01
307 602.5 515.3 17.80 0.16 357 509.0 527.4 17.81 0.45 407 571.8 539.7 18.47 0.08
308 451.4 515.4 17.97 0.16 358 552.0 528.2 18.13 0.29 408 602.8 540.0 18.01 0.20
309 559.7 515.5 16.57 0.16 359 466.5 528.2 19.05 -0.08 409 443.4 540.0 18.02 0.06
310 583.6 515.6 17.95 0.00 360 580.5 528.2 18.81 0.10 410 437.4 540.7 18.71 -0.04
311 576.4 515.6 18.07 0.09 361 555.0 528.3 17.76 0.17 411 524.8 540.7 16.93 0.01
312 462.4 515.9 18.75 -0.17 362 613.1 528.6 15.44 2.08 412 612.0 540.9 19.13 0.62
313 550.7 516.2 15.70 -0.11 363 480.7 528.7 17.84 -0.09 413 483.6 541.0 18.59 -0.17
314 540.9 516.6 17.23 0.35 364 517.3 528.8 16.63 0.03 414 435.2 541.2 17.97 0.05
315 497.6 517.0 17.58 -0.04 365 558.2 529.1 16.83 0.12 415 443.5 542.2 18.91 0.01
316 558.6 517.0 17.19 0.07 366 473.2 529.1 16.95 0.04 416 495.7 542.2 17.67 0.04
317 580.7 517.0 16.35 1.29 367 535.2 529.3 14.53 0.17 417 588.5 542.5 17.24 -0.31
318 530.2 517.7 15.44 0.63 368 566.6 530.0 17.73 -0.09 418 530.9 543.0 16.70 0.06
319 542.5 518.4 16.77 0.06 369 501.5 530.5 15.68 1.64 419 511.7 543.3 17.15 -0.12
320 477.0 518.5 14.97 0.19 370 569.7 531.2 15.64 1.46 420 556.2 543.5 17.24 0.17
321 494.9 518.5 17.78 0.09 371 467.4 531.2 18.48 0.29 421 609.8 544.0 19.23 0.12
322 488.0 519.2 15.34 1.24 372 589.8 531.5 18.32 0.02 422 589.9 544.1 14.84 1.75
323 566.0 519.2 17.21 0.13 373 498.7 532.1 17.43 -0.25 423 571.7 544.4 18.28 0.14
324 501.5 519.3 15.58 0.30 374 561.8 532.2 16.87 0.02 424 558.7 544.9 15.36 1.55
325 555.5 519.4 17.29 -0.24 375 508.3 532.3 17.35 0.06 425 564.4 545.3 18.16 0.20
326 481.0 519.4 18.11 -0.03 376 539.9 532.5 16.48 0.34 426 515.5 546.6 15.60 1.34
327 551.5 519.7 17.53 -0.49 377 514.5 533.0 15.56 1.31 427 569.2 547.0 16.03 0.10
328 575.3 519.8 17.61 0.09 378 528.9 533.2 15.39 1.42 428 441.4 547.3 17.96 0.02
329 457.3 520.2 17.62 0.10 379 517.2 533.3 15.78 0.03 429 520.1 547.7 17.21 0.00
330 610.8 520.4 14.99 0.31 380 556.8 533.5 18.08 0.03 430 510.9 548.0 17.16 0.02
331 543.1 520.6 17.60 -0.05 381 560.0 533.6 16.84 -0.05 431 559.6 548.0 16.94 -0.01
332 484.4 520.7 15.86 1.33 382 548.6 534.0 14.81 0.19 432 471.2 548.1 17.92 0.04
333 498.2 520.7 15.86 1.24 383 526.3 534.0 16.70 -0.16 433 488.0 548.2 14.94 1.22
334 433.3 520.9 18.10 -0.15 384 539.2 534.6 15.27 0.15 434 434.0 548.5 18.32 -0.11
335 505.2 521.6 16.74 0.24 385 572.9 535.0 15.79 0.06 435 475.9 548.5 18.32 -0.26
336 467.7 521.8 15.56 1.22 386 466.8 535.0 18.52 -0.03 436 499.9 548.8 17.72 -0.10
337 443.7 522.2 15.13 1.70 387 595.0 535.5 16.90 0.01 437 528.8 549.9 17.36 0.07
338 478.7 522.5 15.70 1.58 388 483.2 535.6 15.64 1.27 438 586.5 550.2 18.33 0.21
339 564.5 522.9 17.22 -0.02 389 504.1 535.7 18.06 0.03 439 547.5 550.2 16.45 0.03
340 585.2 522.9 17.55 0.08 390 617.9 536.1 19.36 0.21 440 451.8 550.7 18.12 0.01
341 556.8 522.9 14.89 0.24 391 570.5 536.2 15.41 1.43 441 559.5 550.7 15.71 1.28
342 447.6 523.0 18.07 0.11 392 510.1 536.2 17.38 0.05 442 551.0 550.7 17.89 0.15
343 536.9 523.1 17.87 -0.12 393 543.0 536.4 14.55 0.25 443 515.0 550.9 17.16 -0.09
344 509.2 523.2 16.30 0.04 394 560.2 536.5 14.91 0.25 444 491.5 551.1 18.06 0.08
345 611.0 524.2 17.34 0.42 395 491.0 536.7 18.66 0.24 445 540.2 551.2 17.22 -0.72
346 559.6 524.3 14.53 0.11 396 556.7 536.9 14.83 0.19 446 533.4 551.2 17.36 0.18
347 486.8 524.5 17.24 0.00 397 435.0 537.1 18.29 0.08 447 432.1 551.3 18.52 0.15
348 516.6 524.6 15.97 0.13 398 427.1 538.0 17.85 -0.01 448 553.5 551.6 17.01 0.02
349 505.5 525.5 15.59 1.05 399 600.6 538.3 18.00 0.24 449 455.8 551.6 17.14 0.00
350 442.8 526.2 18.51 0.04 400 524.0 538.3 14.99 0.05 450 565.8 552.5 17.79 0.02
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451 571.9 552.6 18.65 0.00 501 497.5 564.2 13.68 0.23 551 483.9 578.0 18.48 -0.05
452 470.0 552.7 18.05 0.26 502 484.0 565.6 17.61 -0.02 552 505.1 578.9 17.34 -0.03
453 534.5 553.1 17.35 -0.13 503 471.4 566.3 18.08 0.02 553 494.5 579.1 16.59 -0.00
454 544.1 553.2 17.38 -0.14 504 527.4 566.6 17.36 0.02 554 564.9 579.4 19.23 0.03
455 578.6 553.6 17.81 0.16 505 607.7 566.6 16.79 1.65 555 554.7 579.4 16.89 -0.01
456 463.0 553.7 18.96 -0.21 506 562.8 566.6 18.17 -0.01 556 577.4 579.7 18.72 0.29
457 481.0 554.2 16.42 -0.12 507 595.6 567.3 18.46 0.22 557 487.6 580.2 18.59 0.11
458 527.8 554.2 15.96 1.34 508 574.6 567.4 16.94 0.09 558 509.2 580.2 18.63 0.07
459 457.2 554.3 16.76 -0.05 509 585.8 567.6 16.06 1.48 559 519.5 580.8 16.89 0.08
460 531.7 554.5 17.02 -0.10 510 441.2 567.8 14.87 0.11 560 469.2 581.8 15.32 0.14
461 545.5 554.8 17.61 -0.17 511 556.0 567.9 18.87 0.41 561 556.2 582.1 18.82 -0.05
462 559.3 555.2 17.63 0.15 512 486.7 568.2 18.29 0.01 562 575.5 582.2 17.63 0.03
463 460.4 555.6 17.18 0.08 513 483.2 569.0 18.13 0.06 563 462.8 582.2 18.28 -0.02
464 485.8 555.6 17.69 0.04 514 520.5 569.1 14.68 0.30 564 581.4 582.3 18.50 0.12
465 448.6 555.7 18.83 0.05 515 462.7 569.3 19.03 -0.25 565 505.0 583.3 18.81 0.12
466 435.8 555.8 19.18 0.13 516 470.6 569.9 18.41 0.07 566 511.0 584.0 15.60 1.02
467 529.0 555.9 15.90 1.33 517 465.2 570.0 17.34 0.18 567 473.9 584.6 17.88 0.07
468 611.1 556.1 19.25 0.09 518 541.8 570.0 17.73 0.10 568 561.5 585.4 17.70 0.84
469 509.6 556.4 17.78 -0.00 519 561.4 570.3 18.12 -0.06 569 460.4 585.7 17.28 0.16
470 478.5 556.5 15.40 0.00 520 546.8 570.3 17.76 -0.04 570 523.5 585.8 19.06 -0.20
471 506.1 556.7 15.46 1.63 521 479.0 570.3 17.82 -0.26 571 514.3 585.9 18.76 0.30
472 493.9 556.7 17.72 -0.08 522 598.3 570.3 18.06 0.05 572 493.4 586.0 19.07 -0.34
473 482.3 557.2 18.22 0.07 523 514.1 570.5 18.15 0.13 573 549.5 586.3 18.42 0.14
474 569.7 557.5 17.92 0.11 524 584.9 571.2 17.95 0.13 574 496.6 586.8 17.85 0.12
475 600.8 557.7 19.09 0.13 525 553.0 571.4 18.88 0.10 575 481.8 587.1 18.55 0.08
476 540.2 557.7 17.84 -0.08 526 481.9 571.5 18.59 0.01 576 457.7 587.2 16.07 1.41
477 498.1 557.8 17.77 -0.08 527 451.8 572.0 19.15 0.05 577 486.0 587.4 17.25 0.23
478 543.0 558.5 17.82 0.09 528 496.8 572.2 16.53 0.01 578 500.5 587.5 18.73 0.14
479 551.6 558.8 17.92 0.05 529 475.6 572.2 16.88 -0.34 579 544.1 587.8 18.06 -0.08
480 486.8 559.2 16.39 1.43 530 557.1 572.2 18.15 -0.07 580 588.2 588.1 19.18 0.04
481 526.7 559.8 18.47 0.06 531 504.1 572.5 18.76 -0.22 581 490.8 588.1 16.25 0.42
482 582.0 560.1 17.55 0.06 532 471.6 572.6 16.54 0.08 582 502.7 588.9 16.98 0.51
483 474.2 560.2 19.02 0.08 533 499.3 572.9 16.15 -0.08 583 549.2 589.2 18.07 0.01
484 523.2 560.6 18.32 -0.03 534 600.2 573.0 18.59 0.30 584 505.7 589.8 17.76 -0.01
485 485.2 560.6 16.07 0.64 535 468.0 573.6 18.01 0.24 585 529.0 589.9 18.84 0.12
486 500.5 560.9 17.94 0.03 536 528.7 573.9 18.52 -0.13 586 478.2 590.0 18.23 0.02
487 536.0 561.0 16.70 -0.04 537 458.4 574.0 18.87 0.18 587 583.6 590.0 15.73 1.54
488 446.7 562.2 18.14 0.09 538 548.6 574.1 19.24 -0.10 588 522.7 590.6 18.99 0.01
489 559.7 562.3 14.58 1.70 539 486.9 574.4 19.00 0.15 589 514.0 590.9 19.05 0.06
490 512.3 562.6 18.16 0.11 540 521.7 574.5 18.58 -0.53 590 539.9 591.2 17.50 -0.07
491 588.0 562.7 17.81 0.02 541 535.9 574.6 18.29 -0.13 591 576.7 591.3 19.01 -0.09
492 533.0 562.8 17.98 0.08 542 493.2 574.9 19.36 0.10 592 489.2 591.3 15.50 1.11
493 480.6 563.1 18.37 -0.03 543 454.5 575.4 18.41 0.02 593 509.4 591.5 18.40 0.08
494 502.5 563.2 18.03 0.08 544 477.4 575.5 19.53 -0.15 594 553.8 592.3 17.77 -0.04
495 443.8 563.6 17.23 -0.07 545 573.3 575.5 17.72 0.02 595 517.3 592.7 18.32 -0.01
496 542.5 563.8 16.15 1.48 546 553.6 575.6 16.27 0.92 596 504.4 592.7 18.14 -0.01
497 551.4 564.0 15.18 0.39 547 543.0 576.6 18.14 -0.03 597 570.4 593.1 14.85 0.17
498 530.6 564.0 16.07 0.02 548 497.2 577.2 18.31 0.21 598 477.3 593.5 16.78 0.07
499 606.1 564.0 17.81 0.31 549 546.6 577.6 17.27 0.03 599 486.6 593.8 16.75 1.70
500 508.9 564.2 17.17 -0.02 550 463.3 577.9 18.75 0.56 600 583.1 594.1 15.29 1.14
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601 473.9 594.3 17.55 0.09 616 566.0 598.7 19.08 -0.36 631 518.5 604.1 19.30 0.49
602 471.3 594.5 17.59 0.01 617 479.5 599.1 18.99 0.24 632 509.2 604.3 16.61 0.05
603 509.7 594.7 17.49 0.12 618 539.2 599.1 18.05 0.12 633 525.5 604.9 18.08 0.03
604 498.9 594.8 17.65 0.28 619 529.0 599.4 18.00 0.17 634 484.8 605.1 16.65 -0.04
605 555.9 595.1 17.52 -0.03 620 542.3 599.6 18.43 0.11 635 499.6 605.4 14.69 0.39
606 546.7 595.4 18.71 0.04 621 559.2 599.6 15.51 0.28 636 492.9 606.0 17.60 0.05
607 519.1 595.5 18.01 -0.05 622 473.7 599.7 17.63 0.01 637 540.7 606.0 18.26 -0.04
608 552.3 595.7 17.67 0.12 623 514.1 600.1 18.34 0.09 638 553.8 606.3 17.18 0.01
609 532.4 596.1 18.60 0.03 624 485.8 601.7 17.69 1.15 639 485.3 607.3 17.06 0.12
610 508.5 596.3 17.93 0.09 625 496.6 602.0 16.64 0.14 640 512.4 607.7 18.30 -0.06
611 564.2 597.0 18.48 -0.04 626 477.4 602.3 16.82 0.66 641 504.8 610.1 17.95 0.10
612 492.4 597.1 15.86 1.27 627 475.6 602.5 17.15 0.10 642 528.8 612.0 18.30 1.04
613 483.0 597.1 18.22 0.05 628 491.8 602.7 18.27 -0.14 643 534.9 614.7 18.06 -0.10
614 486.4 597.9 18.39 0.54 629 482.0 603.0 18.59 0.16
615 500.9 598.5 19.30 -0.01 630 494.3 603.9 17.67 0.02
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Table 2
Surface Photometry
R LB R LV
(pc) (LB⊙ pc
−2) (pc) (LV ⊙ pc
−2)
0.3 26246.0 ± 3517.0 0.3 14938.0 ± 1958.0
0.5 25094.0 ± 3993.0 0.5 9719.0 ± 1844.0
0.7 24901.0 ± 3821.0 0.7 10536.0 ± 2155.0
0.8 31223.0 ± 5737.0 0.8 12438.0 ± 3273.0
1.1 26021.0 ± 6693.0 1.0 11899.0 ± 3994.0
1.3 22898.0 ± 4908.0 1.3 11771.0 ± 2702.0
1.7 19512.0 ± 4085.0 1.7 10236.0 ± 2041.0
2.1 14890.0 ± 3159.0 2.1 6037.0 ± 1010.0
2.6 11276.0 ± 1308.0 2.7 5831.0 ± 988.0
3.3 10828.0 ± 1290.0 3.3 5357.0 ± 554.0
4.2 6910.0 ± 1417.0 4.2 3517.0 ± 733.0
5.3 3889.0 ± 938.0 5.3 2098.0 ± 443.0
6.6 3198.0 ± 435.0 6.6 1625.0 ± 261.0
8.4 2919.0 ± 429.0 8.4 1423.0 ± 199.0
10.5 1044.0 ± 210.0 10.5 510.0 ± 88.0
13.2 944.0 ± 201.0 13.2 423.0 ± 101.0
16.7 414.0 ± 144.0 16.7 233.0 ± 68.0
21.0 360.0 ± 63.0 21.0 170.0 ± 29.0
26.4 140.0 ± 44.0 26.4 64.0 ± 23.0
33.1 92.0 ± 39.0 33.1 46.0 ± 20.0
40.5 22.0 ± 28.0 40.5 8.0 ± 17.0
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Table 3
King-Michie - B Band Fitted Parameters
Photometry Velocities
ra W◦ rs c χ
2
ν P(> χ
2
ν) vs ζ
2 P(> ζ2)
(rs) (pc) (ν = 18) (km s
−1)
ISO 7.3± 0.30 2.6 ± 0.20 42. ± 8. 0.68 0.81 2.2 ±0.4 37.61 0.21
20 7.3± 0.30 2.6 ± 0.20 46. +12.−9. 0.69 0.80 2.2 ±0.4 37.66 0.21
10 7.3± 0.35 2.6 ± 0.15 67. +45.−25. 0.72 0.76 2.2 ±0.4 37.80 0.20
5 6.8 +0.10−0.20 3.1 ± 0.15 125. ± 50. 0.86 0.60 2.2 ±0.5 38.40 0.15
3 5.9 +0.05−0.10 3.5 ± 0.20 122. ± 45. 1.17 0.25 2.3 ±0.5 39.11 0.10
Table Table 4
King-Michie - V Band Fitted Parameters
Photometry Velocities
ra W◦ rs c χ
2
ν P(> χ
2
ν) vs ζ
2 P(> ζ2)
(rs) (pc) (ν = 18) (km s
−1)
ISO 7.1± 0.30 2.7 ± 0.20 37. ± 8. 0.91 0.51 2.2 ±0.4 37.68 0.21
20 7.1± 0.30 2.8 ± 0.20 39. +11.−9. 0.91 0.51 2.2 ±0.4 37.72 0.20
10 7.1± 0.35 2.8 ± 0.20 51. +33.−16. 0.92 0.50 2.2 ±0.4 37.84 0.19
5 6.8 +0.10−0.20 3.2 ± 0.20 116. ± 47. 0.98 0.43 2.2 ±0.5 38.31 0.15
3 5.9 +0.05−0.10 3.7 ± 0.20 122. ± 44. 1.16 0.25 2.3 ±0.5 38.97 0.11
Table 5
King-Michie - B Band Derived Parameters
ra ρKB◦ LB Mass M/LB
(rs) (LB⊙ pc
−3) (106LB⊙) (10
4M⊙) (M⊙/LB⊙)
ISO 5500. ± 700. 2.60 ± 0.20 5.7 ±2.3 0.02 ±0.01
20 5500. ± 700. 2.64 ± 0.20 5.7 ±2.3 0.02 ±0.01
10 5400. ± 700. 2.75 ± 0.30 5.9 ±2.4 0.02 ±0.01
5 4200. ± 550. 2.75 ± 0.20 5.8 ±2.3 0.02 ±0.01
3 3700. ± 500. 2.62 ± 0.20 5.4 ±2.2 0.02 ±0.01
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Table 6
King-Michie - V Band Derived Parameters
ra ρKV ◦ LV Mass M/LV
(rs) (LV ⊙ pc
−3) (106LV ⊙) (10
4M⊙) (M⊙/LV ⊙)
ISO 2300. ± 350. 1.26 ± 0.10 5.7 ±2.3 0.05 ±0.02
20 2300. ± 350. 1.27 ± 0.10 5.7 ±2.3 0.04 ±0.02
10 2300. ± 300. 1.31 ± 0.15 5.8 ±2.3 0.04 ±0.02
5 1900. ± 250. 1.37 ± 0.10 5.9 ±2.4 0.04 ±0.02
3 1600. ± 200. 1.32 ± 0.10 5.6 ±2.2 0.04 ±0.02
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Table 7
Velocity Standards
HJD vx 〈vx〉 χ2ν
(–2448000) (km s−1) (km s−1)
Local
304.5946 34.5 ± 0.3 34.2 ± 0.1 1.12
305.5481 34.3 ± 0.3
306.5467 33.7 ± 0.3
307.5481 34.4 ± 0.2
308.5432 34.0 ± 0.3
605.7090 36.0 ± 0.6 35.7 ± 0.3 0.72
606.6605 36.0 ± 0.6
607.6073 35.0 ± 0.6
608.6622 35.7 ± 0.6
HD 23214
305.5204 -2.6 ± 0.4 -2.9 ± 0.2 0.26
306.5211 -2.9 ± 0.4
307.5189 -3.0 ± 0.4
308.5182 -3.1 ± 0.4
605.5891 -3.1 ± 0.5 -2.8 ± 0.2 0.32
605.6899 -2.8 ± 0.6
606.5868 -2.9 ± 0.6
607.5920 -2.4 ± 0.5
608.5895 -2.7 ± 0.5
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Table 8
Radial Velocities
ID R Θ vx 〈vx〉 HJD V B–V
(pc) (◦) (km s−1) (km s−1) (–2448000) (mag) (mag)
RV1 0.0 18.5 252.7 ± 2.1 252.7 ± 2.1 608.6797 15.74 0.58
RV2 0.5 166.7 248.3 ± 1.3 248.3 ± 1.3 608.6768 14.89 0.20
RV3 0.9 224.6 248.4 ± 1.9 248.4 ± 1.9 304.5439 14.69 0.86
RV4 1.0 163.4 251.8 ± 2.6 251.8 ± 2.6 608.6729 15.44 0.67
RV5 1.1 325.4 248.4 ± 4.9 248.4 ± 4.9 303.5889 14.04 0.06
RV6 1.3 200.3 249.8 ± 3.3 249.8 ± 3.3 303.6309 14.68 0.14
RV7 1.5 71.1 252.2 ± 1.9 252.2 ± 1.9 303.5547 14.30 -0.19
RV8 1.7 349.2 260.2 ± 4.3 260.2 ± 4.3 304.5420 14.54 0.14
RV9 1.7 102.0 254.3 ± 1.7 252.3 ± 1.1 607.6504 14.23 0.68
251.0 ± 1.4 608.6973
RV10 2.4 321.1 257.4 ± 3.0 257.4 ± 3.0 306.5625 14.72 0.13
RV11 2.7 134.0 276.0 ± 2.8 276.0 ± 2.8 303.5850 14.53 0.18
RV12 2.8 110.9 250.3 ± 1.1 250.1 ± 0.8 607.6543 15.39 1.40
249.9 ± 1.2 608.7061
RV13 2.8 340.9 254.6 ± 1.3 254.6 ± 1.3 608.6816 15.14 0.60
RV14 3.0 67.9 253.1 ± 2.2 253.1 ± 2.2 608.6943 15.56 1.30
RV15 3.0 236.9 246.7 ± 1.6 246.7 ± 1.6 607.6572 15.37 0.04
RV16 3.1 76.5 248.5 ± 2.2 248.5 ± 2.2 304.5586 14.74 0.42
RV17 3.3 218.8 243.4 ± 3.1 243.4 ± 3.1 304.5479 14.73 0.13
RV18 3.6 315.3 234.4 ± 2.4 234.4 ± 2.4 306.5605 15.05 0.93
RV19 3.8 341.1 272.7 ± 1.3 260.7 ± 1.0 303.5586 13.54 0.65
RV19 240.9 ± 1.7 607.6416
RV20 4.0 39.9 253.6 ± 1.3 253.2 ± 0.9 608.6885 15.70 1.56
252.9 ± 1.2 605.7393
RV21 4.1 84.4 256.7 ± 1.4 256.7 ± 1.4 605.7344 15.19 1.62
RV22 4.2 137.2 247.7 ± 1.7 247.7 ± 1.7 306.5576 14.55 0.23
RV23 4.6 147.9 258.7 ± 3.4 258.7 ± 3.4 303.5752 14.82 0.16
RV24 4.6 252.5 253.0 ± 2.0 250.1 ± 1.0 304.5547 14.71 0.21
249.1 ± 1.2 608.6689
RV25 4.7 0.1 242.4 ± 2.9 242.4 ± 2.9 307.5625 14.85 0.15
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Table 8 (cont.)
Radial Velocities
ID R Θ Vx 〈vx〉 HJD V B–V
(pc) (◦) (km s−1) (km s−1) (–2448000) (mag) (mag)
RV26 5.0 247.4 242.3 ± 2.9 242.3 ± 2.9 304.5518 14.25 0.77
RV27 5.1 57.9 248.3 ± 1.6 248.3 ± 1.6 608.6924 15.57 0.41
RV28 5.2 300.6 255.7 ± 2.1 255.7 ± 2.1 608.7168 15.55 0.86
RV29 5.2 3.4 250.5 ± 1.0 249.8 ± 0.7 608.6855 14.77 1.18
249.2 ± 0.9 307.5654
RV30 5.5 219.5 253.5 ± 1.5 253.5 ± 1.5 608.7139 15.40 1.23
RV31 6.0 351.4 252.2 ± 1.7 252.2 ± 1.7 606.6895 15.39 1.41
RV32 6.3 288.7 250.7 ± 2.0 250.7 ± 2.0 606.6836 15.42 1.19
RV33 6.7 14.6 251.9 ± 1.3 251.9 ± 1.3 605.7305 15.70 1.53
RV34 6.9 9.4 251.9 ± 2.0 251.9 ± 2.0 605.7266 14.96 0.19
RV35 7.2 48.0 249.7 ± 1.5 249.7 ± 1.5 607.6465 14.94 1.19
RV36 7.7 198.9 250.9 ± 1.1 250.9 ± 1.1 605.7227 15.48 1.64
RV37 7.8 309.1 277.3 ± 3.9 277.3 ± 3.9 303.5625 13.67 -0.14
RV38 8.0 91.7 241.7 ± 1.6 241.7 ± 1.6 303.6201 14.67 0.29
RV39 8.2 67.0 233.5 ± 1.1 233.2 ± 1.0 303.6152 13.67 0.23
232.2 ± 2.0 607.6436
RV40 8.3 226.0 239.6 ± 3.8 239.6 ± 3.8 303.5508 13.73 0.22
RV41 8.3 12.0 252.5 ± 1.3 252.5 ± 1.3 608.7246 15.57 1.25
RV42 8.3 301.6 252.5 ± 2.0 252.5 ± 2.0 308.5596 14.64 0.29
RV43 8.7 132.5 249.1 ± 1.1 249.1 ± 1.1 607.6270 14.58 1.67
RV44 10.3 356.5 250.1 ± 1.7 250.1 ± 1.7 608.7207 15.65 1.21
RV45 10.6 161.5 250.7 ± 1.0 250.7 ± 1.0 605.7178 14.85 1.73
RV46 11.8 10.2 252.4 ± 1.5 252.4 ± 1.5 606.6943 15.13 1.66
RV47 13.7 80.2 249.6 ± 1.5 249.6 ± 1.5 305.5654 14.68 0.39
RV48 16.6 304.7 252.0 ± 1.2 252.0 ± 1.2 607.6318 15.19 1.55
RV49 18.3 120.6 288.6 ± 1.1 286.3 ± 0.7 607.6240 13.66 1.82
284.4 ± 1.0 308.5518
RV50 18.7 67.2 253.3 ± 1.9 253.3 ± 1.9 305.5586 14.54 0.49
RV51 19.4 332.6 246.4 ± 2.6 246.4 ± 2.6 607.6377 15.08 1.41
RV52 35.5 81.7 254.9 ± 1.0 254.9 ± 1.0 307.5576 14.59 1.71
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Table 9
Velocity Residuals
Iteration vs δmax P(> δmax) Star
(km s−1)
1 4.8 4.35 0.00 39
2 2.8 3.39 0.01 38
3 2.1 2.49 0.39 52
Table 10
Rotating Ellipsoidal Models
ǫ Mass M/LB M/LV ζ
2 P(> ζ2) A
(104 M⊙) (M⊙/LB⊙) (M⊙/LV ⊙) (km s
−1)
0.1 5.5 ± 0.2 0.02 ± 0.01 0.04 ± 0.02 37.47 0.34 0.9
0.2 5.6 ± 0.2 0.02 ± 0.01 0.04 ± 0.02 38.76 0.37 0.5
0.3 5.5 ± 0.2 0.02 ± 0.01 0.04 ± 0.02 40.58 0.20 0.3
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Table 11
Mass Functions
M/L = 0.02 ± 0.01 M⊙/LB⊙ 0.05 ± 0.02 M⊙/LV ⊙
ml md x < m > x < m >
(M⊙) (M⊙) (M⊙) (M⊙)
0.05 0.0 0.29 +0.3−0.8 0.75 0.71
+0.2
−0.4 0.37
0.05 0.3 0.31 +0.3−0.8 0.83 0.79
+0.2
−0.4 0.50
0.05 0.5 0.32 +0.3−0.9 0.87 0.85
+0.3
−0.5 0.57
0.05 1.0 0.38 +0.5−1.0 0.93 1.04
+0.4
−0.6 0.69
0.05 1.5 0.46 +0.5−1.2 0.97 1.28
+0.5
−0.8 0.77
0.1 0.0 0.32 +0.3−0.8 0.93 0.77
+0.2
−0.4 0.54
0.1 0.3 0.33 +0.3−0.8 0.98 0.81
+0.2
−0.4 0.62
0.1 0.5 0.35 +0.4−0.9 1.01 0.88
+0.3
−0.5 0.69
0.1 1.0 0.41 +0.5−1.0 1.08 1.06
+0.4
−0.6 0.82
0.1 1.5 0.48 +0.6−1.2 1.13 1.30
+0.5
−0.8 0.90
0.15 0.0 0.34 +0.3−0.8 1.06 0.81
+0.2
−0.4 0.66
0.15 0.3 0.35 +0.3−0.8 1.08 0.84
+0.2
−0.5 0.71
0.15 0.5 0.37 +0.4−0.9 1.12 0.90
+0.3
−0.5 0.78
0.15 1.0 0.43 +0.4−1.0 1.19 1.08
+0.4
−0.6 0.91
0.15 1.5 0.51 +0.6−0.2 1.23 1.32
+0.5
−0.8 1.00
