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Resumen
E
l objetivo de este proyecto es el de presentar una solucio´n que calibre
de forma auto´noma los para´metros extr´ınsecos de un par de ca´maras
este´reo cuyo fin es trazar la trayectoria del veh´ıculo mediante un
algoritmo de odometr´ıa visual.
La calibracio´n de la ca´mara ha de realizarse en cada instante de captura de
la ca´mara para as´ı poder minimizar los errores debidos a posibles vibraciones
del veh´ıculo mientras este esta´ en movimiento. Gracias a ello, los resultados
sera´n ma´s precisos y robustos.
Para ello, se procedera´ a introducir las fo´rmulas que relacionan el entorno
con el sistema de la ca´mara, y poder con ello efectuar una calibracio´n de ellas
antes de calcular la trayectoria del veh´ıculo.
El algoritmo ha sido disen˜ado en cuda (Compute Unified Device Archi-
tecture) para poder satisfacer con la demanda de bajo tiempo de co´mputo
necesaria para poder llevar a cabo la empresa.
El co´digo implementado sera´ introducido en el prototipo de veh´ıculo
inteligente de la uc3m (Universidad Carlos III de Madrid), ivvi (Intelligent
Vehicle Based On Visual Information) 2.0 para poder formar un sistema de
navegacio´n dependiente u´nicamente de los sensores instalados en e´l.
Abstract
T
he aim of this project is to present a solution that calibrates auto-
matically the extrinsic parameters of stereo vision pairs of cameras,
whose objective is to determine the path of the vehicle due to a visual
odometry algorithm.
The calibration of the camera must be done in each frame, in order to
minimize the errors that occur because of the car’s vibrations while it is being
driven. Thanks to this improvements, the results will be more accurate and
robust.
For this purpose, formulas that relate the environment with the camera
coordinate system will be introduced, so that calibration takes place before
the algortihm calculates the current position of the vehicle.
The algorithm has been designed in cuda (Compute Unified Device
Architecture), in order to satisfy with the low computation time request that
is needed in this problem.
The implemented code will be used in the intelligent vehicle owned by
the uc3m (Universidad Carlos III de Madrid), called ivvi (Intelligent Vehicle
Based On Visual Information) 2.0, to create a navigation system that only
depends on the on-board sensors.
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1INTRODUCCIO´N
P
ara entender el texto que se expondra´ a continuacio´n, primero habra´
el lector de entender el contexto actual de la automatizacio´n. La
revolucio´n industrial cambio´ el curso de la Historia. Durante el siglo
xix se inventaron nuevas formas de producir, ma´quinas que eran capaces
de hacer el trabajo que en otra e´poca hac´ıan las personas, en busca de
poder automatizar al ma´ximo posible los procesos, ahorrando costes, tiempo
y favoreciendo que Europa y Ame´rica principalmente se convirtieran en el
motor econo´mico de la e´poca. Ese fue el comienzo de una nueva forma de
pensar, en la que se suen˜a con poder automatizar cada vez ma´s ma´quinas,
haciendo la vida ma´s co´moda. No paso´ mucho tiempo desde que se pod´ıan ver
ma´quinas de vapor circulando por las v´ıas fe´rreas, o los escasos automo´viles
de principios del siglo xx, hasta que se empezo´ a plantear la idea de poder
crear un artefacto que hiciera las labores de forma automa´tica, lo que Karel
Cˇapek bautizo´ con el nombre de “Robot”. Ah´ı empezo´ a surgir la inquietud
por llevarlo de lo que es una mera idea hacia algo tangible, f´ısico. Desde
entonces la rama de la robo´tica ha avanzado de forma irregular con el paso de
los an˜os, debido fundamentalmente a la sucesio´n de acontecimientos ocurridos
durante el siglo xx, pero adema´s porque se ha bifurcado en distintas ramas,
aleja´ndose de lo que inicialmente era un auto´mata, para centrarse en objetivos
ma´s espec´ıficos en campos particulares. Uno de ellos es el de los sistemas de
ayuda para conduccio´n basados en los iv (Intelligent Vehicles), que son los
que centran este trabajo.
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2Hoy en d´ıa, parece imposible encontrar una similitud con los primeros
automo´viles que rodaron, aparte del fin con el que existen: transportar a las
personas y mercanc´ıas entre dos enclaves geogra´ficos diferentes. Los coches
que se comercializan en la actualidad poseen variedad de caracter´ısticas que
no ten´ıan los antiguos, y no solo en cuanto a la posibilidad de personalizar el
veh´ıculo que se quiere adquirir con propiedades como el nu´mero de plazas, el
ı´ndice de confort de ellas, el color de la carrocer´ıa o similares; si no que han
avanzado en la calidad de los sistemas de seguridad que ofrecen. Los airbags,
cinturones de seguridad, las mejoras en las propiedades del chasis en caso de
accidentes han avanzado en la idea de conseguir reducir la siniestralidad en
transporte por carretera, una de las grandes lacras de la sociedad moderna.
To´mense los datos que aporta la dgt (Direccio´n General de Tra´fico) para
mostrar el alcance de este problema [1]. Se parte del an˜o 1980, an˜o en el se
elaborara el primer Plan Nacional de Seguridad Vial. A partir de esa fecha se
produjo una disminucio´n en el nu´mero de accidentes con v´ıctimas hasta el an˜o
1983 en que se quebro´ esa tendencia. En 1989 se registra el ma´ximo histo´rico de
accidentes de circulacio´n en carretera. Ma´s recientemente, durante el periodo
1990-1994 se observa un descenso firme y continuado hasta el an˜o 1995 en
que nuevamente se rompe esta tendencia descendente. Desde 1998 hasta 2002
las cifras de accidentes con v´ıctimas presentaron liger´ısimas variaciones que
en ningu´n caso superaron el 2 %. En el an˜o 2003 se produjo un incremento
respecto del an˜o anterior del 6 % en el nu´mero de accidentes, del 7 % en el
nu´mero de v´ıctimas y del 1 % en la cifra de muertos. En el an˜o 2004 se inicio´
una tendencia descendente en cuanto a las cifras de v´ıctimas mortales. Esa
tendencia se ha mantenido por quinto an˜o consecutivo en 2008, registra´ndose
un descenso del 19,95 %. En 2006 se implanto´ un nuevo sistema de recogida
de informacio´n utilizando las posibilidades que ofrecen las nuevas tecnolog´ıas
y que claramente ha incrementado el registro de los accidentes ma´s leves,
tal y como avala el hecho de que el nu´mero de accidentes con v´ıctimas se
incrementara ese an˜o un 15,5 %, mientras que el nu´mero de accidentes mortales
disminuyo´ un 7,5 %.
Para poder demostrar co´mo en la u´ltima de´cada han mejorado los resul-
tados de la siniestralidad, se puede ver en las siguientes gra´ficas la variacio´n
entre el an˜o 2000 (Fig.1.1) y el 2010 (Fig.1.2), una de´cada en la que ha
disminuido como ya se ha explicado anteriormente el nu´mero de v´ıctimas de
accidentes, y en la que la implantacio´n de dispositivos de seguridad ha sido
muy notable.
3Figura 1.1: Datos Accidentes An˜o 2000
Figura 1.2: Datos Accidentes An˜o 2010
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Una vez que se ha introducido el gran problema que los accidentes de
tra´fico suponen, y teniendo en cuenta que la enorme mayor´ıa no son por
causas meca´nicas, sino por causas humanas, resulta necesaria la implantacio´n
de los ya mencionados iv.
1.1. El Veh´ıculo Inteligente
Un iv es un veh´ıculo que lleva incorporado sistemas de percepcio´n del
entorno, con los que es capaz de detectar obsta´culos en la v´ıa, de hacer un
ajuste eficaz de las luces, de controlar el estado del veh´ıculo con respecto a la
v´ıa... El propo´sito final es conseguir que estos automo´viles sean capaces de
desenvolverse naturalmente en una situacio´n normal de tra´fico, y basados en
las o´rdenes que ellos mismos deciden mediante esa serie de sensores, ca´maras
y unidades de procesamiento que llevan incorporadas. Con ello los objetivos
que se esperan conseguir son:
1. Aumentar la seguridad vial a trave´s de una conduccio´n ma´s eficiente,
gracias a la implantacio´n de sistemas de conduccio´n menos agresivos
que los de un conductor humano, en el que una multitud de factores
tales como la fatiga o su estado an´ımico contribuyen a una conduccio´n
peligrosa [2].
2. Producir un ahorro en los combustibles.
3. Conseguir que pueden ser capaces de adquirir el control del veh´ıculo en
caso de que el conductor haya tenido un percance que haya inhibido sus
capacidades para la conduccio´n segura (ataque de epilepsia, somnolencia,
etc).
Toda la informacio´n captada del entorno, es procesada en tiempo real
para poder dar respuesta y efectuar las acciones necesarias para que el
veh´ıculo pueda circular normalmente. Resulta muy importante que el tiempo
de procesamiento no supere un tiempo cr´ıtico, pues en cualquier aplicacio´n de
tiempo real, las decisiones tienen caducidad: una decisio´n acertada, tomada en
un tiempo mayor que el tiempo cr´ıtico de la aplicacio´n no tiene validez alguna
y, en algunos casos, puede resultar incluso contraproducente o dan˜ina. Los
veh´ıculos deben analizar su entorno en todo momento, procesar la informacio´n
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para asegurarse de que´ o´rdenes dar a los distintos actuadores que llevan
incorporados, y llevarlas a cabo antes de que sea demasiado tarde. Las
unidades de procesamiento que se usan para estos efectos suelen ser sistemas
empotrados, pues esta´n disen˜ados para que sean capaces de utilizar su potencia
de computacio´n para una serie de aplicaciones muy particulares, al contrario
de lo que pasa en un ordenador personal, en el que se espera que el sistema
sea capaz de efectuar una variedad de aplicaciones.
Los veh´ıculos inteligentes llevan una serie de tecnolog´ıas de ayuda a la
conduccio´n asociadas que se denominan adas (Advanced Driver Assistances
Systems), como son el control de bloqueo de frenos (abs (Antilock Braking
System)), control de crucero adaptativo (acc (Adaptive Cruise Control)),
sistema de control de la somnolencia del conductor, sistema de aviso a Emer-
gencias automa´tico en caso de urgencia, sistemas de ayuda a la estabilidad,
ayuda en conduccio´n nocturna, asistencia para el cambio de carril... Los
adas son los sistemas precursores de los que van embarcados en los veh´ıculos
inteligentes, y son los que esta´n cada vez ma´s implantados en las carreteras.
Sin embargo los adas, hasta la fecha, solo tienen la posibilidad de ser usados
en armon´ıa con el conductor.
Un problema asociado a la implementacio´n de estos sistemas es su alto
coste, y ma´s en un mercado, como es el automovil´ıstico, en el que un aumento
de costes puede ser un inconveniente dif´ıcil de solventar. Otro gran problema
para que se puedan ver sobre las v´ıas este tipo de coches es de ı´ndole legal,
pues existen au´n impedimentos para que un coche auto´nomo pueda circular
por la carretera, por ejemplo en caso de siniestro, no se sabr´ıa con certeza si
la culpa es del fabricante o del conductor [3].
Au´n as´ı, se esta´n llevando a cabo estudios sobre estos veh´ıculos tanto
por marcas comerciales para proceder a incorporar esta tecnolog´ıa en sus
veh´ıculos como por instituciones cient´ıficas, pues es de suponer que el coche
del futuro ha de ser inteligente.
1.1.1. Proyectos Comerciales
Especial intere´s suscita el sistema lanzado en 2008 conocido como haveit
(Highly Automated Vehicles for Intelligent Transport), de la marca Volkswagen
[4], que incorpora un auto-piloto temporal que maneja funciones como control
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Figura 1.3: Sistema HAVEit
de salida de carril, sistemas para asegurar la distancia de seguridad con el
veh´ıculo precedente o un ajuste de velocidad automa´tico, con opcio´n para el
conductor de tener activos estos sistemas o poder prescindir de ellos. haveit
hace uso de la informacio´n que le llega por medio de un radar, una ca´mara,
un sensor la´ser y sensores de ultrasonidos. La idea es que se use el sistema
haveit en situaciones de conduccio´n mono´tonas, o en situaciones de tra´fico
denso, para asegurar la seguridad.
Por otro lado, Ford, entre otras marcas, esta´ trabajando en tecnolog´ıas
de comunicacio´n coche a coche y coche a infraestructura dentro del proyec-
to europeo “Movilidad Inteligente y Segura-Campo de Pruebas Alemania”,
conocido como simtd (Sichere Intelligente Mobilita¨t-Testfeld Deutschland)
[5], que usa a Alemania (zona de Frankfurt a.M) como campo de pruebas
para los pro´ximos cuatro an˜os, contados desde Agosto de 2012. La idea, en
palabras del responsable de la marca, es poder probar en situaciones reales
estos sistemas para poder incorporarlos en un futuro a la flota comercial de
Ford. Las tecnolog´ıas probadas como parte del proyecto incluyen los siguientes
sistemas de seguridad:
Luz de freno electro´nica. Su funcio´n es avisar al veh´ıculo de detra´s de
una frenada de emergencia para evitar una colisio´n por alcance, incluso
funcionara´ si el coche que circula por detra´s no tiene en ese momento
dentro de su campo de visio´n al veh´ıculo precedente (por ejemplo en
una curva cerrada).
Aviso de obsta´culos. Informara´ al propio veh´ıculo y a todos los dema´s
dentro del radio de accio´n de la presencia, posicio´n y clase de obsta´culo
que se encuentra en la calzada.
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Asistente de sen˜ales de tra´fico. El veh´ıculo estara´ ofreciendo al conductor
permanentemente informacio´n sobre la sen˜alizacio´n con el fin de evitar
posibles distracciones, adema´s de permitir que se anticipe a lo que
tenga unos kilo´metros por delante. Puede ser capaz de avisar de carriles
abiertos temporalmente, o cerrados, ya sea por atascos u obras en la
carretera.
Gestio´n pu´blica del tra´fico. Aportara´ un prono´stico exacto con amplia
informacio´n sobre el tra´fico, haciendo posible que no se pierda tiempo
en atascos.
Acceso Internet Car-In. Ford pone como ejemplo la posibilidad de
reservar y pagar una plaza de aparcamiento mientras se esta´ accediendo
a la zona de aparcamiento.
Figura 1.4: Tecnolog´ıa simTD
Se han puesto a disposicio´n del experimento 20 modelos Ford S-MAX y
una flota de otros 120 veh´ıculos que esta´n especialmente pensados para este
proyecto, y que recorrera´n miles de kilo´metros para recabar informacio´n.
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1.1.2. Proyectos Cient´ıficos
En cuanto a proyectos llevados a cabo por instituciones educativas o
cient´ıficas, se expondra´n algunas de las ma´s representativas tanto a nivel
internacional como a nivel nacional.
Desde el darpa (Defense Advanced Research Projects Agency) se orga-
nizaron en los an˜os 2004, 2005 y 2007 el “darpa Grand Challenge”, carrera
de veh´ıculos auto´nomos que consiste en que las instituciones participantes
deben presentar un veh´ıculo capaz de llegar desde la salida hasta la meta
sin intervencio´n humana. Las ediciones de 2004 y 2005 tuvieron lugar por
el desierto estadounidense, con resultado de que la primera edicio´n ningu´n
veh´ıculo logro´ terminar (el veh´ıculo que ma´s avanzo´ lo hizo en 11.84 Km),
y en la segunda edicio´n, terminaron varios prototipos, alcanzando el triunfo
la Universidad de Stanford (212 Km de trayecto). La edicio´n del an˜o 2007
cambio´ el desierto por un trazado urbano y se denomino´ “Urban Challenge”,
en el que los veh´ıculos debieron coexistir con un entorno real. El pro´ximo reto
del darpa le llevara´ entre Octubre de 2012 y Agosto de 2014 a alejarse de la
investigacio´n con veh´ıculos inteligentes, para centrarse en buscar un huma-
noide capaz de sustituir al ser humano en situaciones de peligro (ambiente
explosivo, etc).
La Universidad de Stanford lleva un proyecto denominado “Shelley” que
dirige el Stanford Dynamic Design Lab en colaboracio´n con el Volkswagen
Electronics Research Lab [6]. Se trata de un Audi TT que ha alcanzado
velocidades de cerca de 200 Km/h sin ayuda de un conductor. Esta´ equipado
con sistemas gps (Global Positioning System) y sensores inerciales de bajo
coste. Se trata de un prototipo de veh´ıculo de carrera, y como futuras mejoras
se espera poder extraer informacio´n de dos conductores de carreras profesio-
nales, analizar su comportamiento del cerebro y sus constantes biome´tricas
para mejorar el funcionamiento del veh´ıculo, y que sea capaz de batir a un
competidor humano.
Adicionalmente, cabe destacar los esfuerzos de Google con el proyecto
Google Car [7], que lleva el responsable del departamento de inteligencia
artificial de la universidad de Stanford, y ma´ximo responsable de la victoria
en el “darpa Grand Challenge”.
Han equipado a 9 veh´ıculos (siete Toyota Prius, un Lexus RX450h y
un Audi TT ), y han sido capaces de recorrer cerca de 500.000 km de forma
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auto´noma con ellos. a bordo de los veh´ıculos se encuentra un humano que
debe hacerse cargo del coche en caso de que exista peligro, y hasta la fecha,
con los automo´viles circulando en condiciones normales de velocidad (poseen
una base de datos con los datos de velocidad actualizada de cada carretera),
solo ha sido necesaria la intervencio´n en dos ocasiones. Para poder detectar
el entorno, hacen uso de un l´ıdar de largo alcance que va situado en el techo
de los veh´ıculos, videoca´maras que detectan desde la perspectiva del interior
del habita´culo las marcas viales u obsta´culos, radares situados en la parte
delantera del coche, y un estimador de posicio´n sobre las ruedas (Fig.1.5).
Figura 1.5: Veh´ıculo Inteligente Google
Los resultados que obtiene el veh´ıculo de Google mediante el conjunto
de sensores que lleva incorporado es el que se muestra en la Fig.1.6:
Figura 1.6: Percepcio´n del Entorno de un Google Car
Los veh´ıculos de Google son legales en el estado americano de Neva-
da desde Marzo de 2012, convirtiendo en un veh´ıculo de este proyecto de
investigacio´n en el primer veh´ıculo auto´nomo registrado en los Estados Unidos.
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De gran intere´s pueden resultar los veh´ıculos experimentales que diversas
instituciones espan˜olas esta´n implementando:
La upm (Universidad Polite´cnica de Madrid) junto con el csic (Centro
Superior de Investigaciones Cient´ıficas) poseen el programa AUTOPI´A
[8], que funciona mediante dos veh´ıculos uno de los cuales (guiado de
forma manual) sirve de gu´ıa al otro, que se conduce de forma auto´noma.
El grupo de investigacio´n ha logrado que su veh´ıculo Platero recorriera
cerca de 100 km por carreteras convencionales sin necesidad de un
conductor humano [9].
El proyecto GUIADE, en el que participa el csic ,uah (Universidad
Alcala´ de Henares), urjc (Universidad Rey Juan Carlos) y Albentia,
sice (Sociedad Ibe´rica de Construcciones Ele´ctricas), tiene como fin
la automatizacio´n, el posicionamiento y guiado de veh´ıculos de trans-
porte pu´blico, con el objetivo de optimizar su eficiencia energe´tica y
medioambiental, seguridad y calidad. Para ello, la flota de veh´ıculos
del programa disponen de sistemas de percepcio´n multimodal tanto del
entorno como del propio veh´ıculo. Mediante la obtencio´n de datos proce-
dentes del BusCAN es posible acceder al estado del veh´ıculo, aportando
informacio´n acerca de e´ste. Estos datos al unirlos a los obtenidos me-
diante visio´n, los cuales aportan informacio´n acerca de los veh´ıculos de
alrededor, permiten tener informacio´n tanto del propio veh´ıculo, como
de su alrededor. Adema´s al emplear un gps permite geo-posicionar y
sincronizar en todo momento estas variables [10].
En la uc3m (Universidad Carlos III de Madrid) la investigacio´n se centra
en el veh´ıculo ivvi (Intelligent Vehicle Based On Visual Information)
(Fig.1.7), que es el veh´ıculo en el que se ha probado el co´digo presentado
en este proyecto. Se trata del prototipo que el lsi (Laboratorio Sistemas
Inteligentes) (Departamento de Sistemas y Automa´tica uc3m) tiene
bajo estudio. Se trata de un utilitario de la marca Nissan, modelo Note
equipado a tal efecto de cuatro mo´dulos de cpu (Central Processing
Unit) que procesan la informacio´n que reciben gracias a seis ca´maras
que controlan todo lo que pase tanto dentro como fuera del veh´ıculo:
• Un par de ca´maras este´reo situadas en la luna delantera, que sera´
la que se use en este texto, y dedicada a la deteccio´n de obsta´culos
y de determinacio´n de los l´ımites de la v´ıa.
• Una ca´mara a color que sea la que detecte la sen˜alizacio´n vertical
de la v´ıa.
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• Una ca´mara de infrarrojo lejano para captar obsta´culos en caso de
que la visibilidad sea reducida.
• Una ca´mara que esta´ localizada hacia el conductor para evaluar el
estado f´ısico y de atencio´n del mismo, que muestra la informacio´n
obtenida en una pantalla a tal efecto colocada en el salpicadero
del coche.
Adema´s, el coche lleva incorporado un gps para la localizacio´n del
mismo.
Figura 1.7: Veh´ıculo Inteligente IvvI
1.2. La Percepcio´n del Entorno
Uno de los tipos de sensores ma´s utilizados para la percepcio´n del entorno
de un iv son las ca´maras, que pueden ser monoculares, omnidireccionales, o
un par este´reo. Este me´todo de interaccio´n con el exterior del sistema resulta
muy interesante porque son dispositivos no invasivos, al contrario de lo que
sucede en el caso de los sensores l´ıdar (ca´lculo de la distancia mediante el
retraso entre emitir y recibir un halo de luz) [11], radar (ca´lculo de la distancia
mediante el retraso entre emitir y recibir una sen˜al de radiofrecuencia) [12] o
la´ser, (ver Fig.1.8) que interfieren con su luz o radiofrecuencia en el entorno.
Dentro de los sistemas de percepcio´n que se usan actualmente, la extraccio´n
de caracter´ısticas mediante una ca´mara es uno de los campos de investigacio´n
ma´s interesantes dado que permite poder trabajar con informacio´n muy u´til
de ı´ndole visual y de las distancias que hay entre algu´n objeto y el dispositivo.
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Figura 1.8: Sistemas de Percepcio´n de un Veh´ıculo Inteligente
Las ca´maras, por el contrario, dependen fuertemente del entorno, ya que
una baja intensidad lumı´nica puede acarrear que se procesen datos incorrectos,
y por tanto se tomen decisiones equivocadas. Las ca´maras actuales son capaces
de ajustar su ganancia y tiempo de exposicio´n a las condiciones ambientales.
Con ello se evita que las ima´genes se obtengan sobre expuestas (exceso de
luz) o sub expuestas (de´ficit de luz), y que la ganancia sea la correcta (existe
la posibilidad de que se este´ amplificando el ruido). Otro de los puntos en
contra del uso de las ca´maras en un estado de ausencia de luz (por ejemplo,
conduccio´n nocturna), una ca´mara de espectro visible no podr´ıa apenas
aportar informacio´n u´til, lo cual hace necesario un cambio de sensor.
La tecnolog´ıa de ca´maras que existe actualmente permite que se puedan
tomar numerosas ima´genes en poco tiempo, lo cual hace que la informacio´n
con la que se trabaje no se vea estropeada por el movimiento que tienen los
objetos en el mundo. Esto es muy importante sobre todo cuando se presupone
que la informacio´n ma´s interesante es la de objetos en movimiento.
Otra ventaja de las ca´maras es que son sistemas de bajo coste, lo cual en
cualquier aplicacio´n siempre es un gran punto a favor, y que no requieren un
alto gasto energe´tico.
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1.2.1. Ca´maras Monoculares
Las ca´maras monoculares disponen de un sensor ccd (Charge-Coupled
Device) o de un sensor cmos (Complementary Metal-Oxide-Semiconductor),
lo que hace que su implantacio´n sea ma´s barata. Adema´s, no siempre es
necesario calibrar la ca´mara, como se vera´ que s´ı lo es cuando se posee un
par este´reo. De todas formas, esta es una ventaja relativa, pues es altamente
recomendable realizar un proceso de calibracio´n, para asegurar que la toma
de datos sea correcta [13].
El principal problema de las ca´maras monoculares es que la informacio´n
recogida es menor que en cualquiera de las opciones que se expondra´n a
continuacio´n.
1.2.2. Ca´maras Omnidireccionales
Las ca´maras omnidireccionales son ca´maras con un campo de visio´n
de 360◦. Son usadas cuando se quiere obtener un amplio rango de visio´n.
La ventaja que presentan estas ca´maras es que el movimiento en cualquier
direccio´n produce un buen flujo o´ptico, pero a cambio, al presentar ese gran
a´ngulo de visio´n, la deformacio´n que experimenta la imagen tomada es muy
grande [14].
1.2.3. Sistemas Este´reo
En esta configuracio´n se intenta imitar el comportamiento de los sistemas
de visio´n de la mayor´ıa de los animales y de los humanos. Se compone de
dos ca´maras ide´nticas separadas una distancia fija, y que esta´n sincronizadas
para que tomen a la vez una imagen. Se obtienen dos ima´genes por cada
disparo que se produzca, en los cuales habra´ que aplicarles determinados
procesamientos para extraer informacio´n de ellas. El primer inconveniente de
este sistema es el de que las ca´maras deben estar perfectamente calibradas
para poder asegurar la correcta rectificacio´n de las ima´genes [15].
Las ima´genes en las que se basa todo el trabajo posterior son tomadas
por un sistema de ca´maras este´reo, porque se busca obtener informacio´n
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Figura 1.9: Ca´mara Bumblebee2
tridimensional del entorno, y, pese al alto coste computacional que requiere,
es ma´s robusto. La ca´mara usada es la que muestra en la Fig.1.9, y es la
ca´mara Bumblebee2 del fabricante de ca´maras Point Grey [16].
1.2.4. Autocalibracio´n de la Ca´mara
Las ca´maras tienen lo que se denominan para´metros intr´ınsecos, que son
aquellos factores que dependen ı´ntimamente del equipo de ca´maras que se use
(por ejemplo, distancia focal, concepto que se estudiara´ en 3.1.1), y que deben
obtenerse una u´nica vez mediante un proceso de calibracio´n, y los para´metros
extr´ınsecos que son los que vienen determinados por la posicio´n de la ca´mara,
lo que se denomina en este campo pose, y que viene dado por los para´metros
conocidos como altura h, pitch θ y roll ρ, que son un sistema de referencia
respecto de un sistema de coordenadas global determinado de las medidas
tomadas gracias a ese par de ca´maras este´reo en particular [17].
La autocalibracio´n de una par de ca´maras este´reo hace referencia a la
determinacio´n en tiempo real y automa´tica de los para´metros extr´ınsecos de
dicho par este´reo. Dicho de otra forma, hace alusio´n al proceso de analizar
los para´metros a la vez que el sensor esta´ efectuando las operaciones para
las que es requerido. En un proceso de autocalibracio´n, no es necesaria un
patro´n de calibracio´n previo de los para´metros (no importa el estado inicial
de la ca´mara), lo que lleva impl´ıcito una reduccio´n de tiempo y costes [18].
Que los resultados que se obtienen de este paso sean correctos es de vital
importancia, pues con las ca´maras haciendo mal la relacio´n entre lo que se
conocera´ como mundo, y que es el entorno real en el que se encuentra la
ca´mara, y la propia ca´mara, los datos arrojados por el sistema sera´n erro´neos
tambie´n. Por ende, es importante no subestimar este paso.
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Adema´s, la autocalibracio´n para la introduccio´n de sistemas este´reo en
entornos automovil´ısticos es de gran intere´s, pues con el paso del tiempo de
operacio´n, debido a las vibraciones que el propio veh´ıculo genera, a movimien-
tos de la ca´mara involuntarios, o incluso por variaciones de temperatura, la
ca´mara sufre desviaciones con respecto a la calibracio´n original, y se incurre en
lo mencionado en el pa´rrafo inmediatamente anterior: los resultados obtenidos
no arrojan informacio´n u´til, y todo el proceso en el que ha estado basado ha
sido en vano.
1.3. Localizacio´n del Veh´ıculo
Los me´todos ma´s usados para poder situar el veh´ıculo dentro de un
entorno son el sistema gps y la odometr´ıa visual.
1.3.1. Sistemas De Posicionamiento Global
Conociendo la naturaleza y las expectativas de los veh´ıculos inteligentes,
se puede entender por que´, pese a que el gps, el sistema europeo Galileo o
el sistema ruso Glonass se van a introducir en el presente texto como una
excelente solucio´n para aplicaciones en las que una leve pe´rdida de sen˜al no
tiene consecuencias relevantes, no se pueden considerar sistemas fiables para
aplicaciones ma´s cr´ıticas.
Desde los u´ltimos an˜os, los sistemas de posicionamiento global esta´n
fuertemente implantados en nuestra sociedad. Se pueden utilizar para ayudar
al conductor a realizar una ruta en coche, para practicar deporte, para mejorar
la calidad de vida a personas con minusval´ıas tales como la ceguera, etc. El
gps es el sistema de localizacio´n ma´s comu´nmente conocido pues su fiabilidad
se adecua a dichas aplicaciones.
Mediante una red propia compuesta actualmente de 24 sate´lites en o´rbita
alrededor de la tierra, el receptor gps usa el me´todo de triangulacio´n para
determinar la posicio´n en la que se encuentra el dispositivo, necesitando
un mı´nimo de 4 sate´lites para ello. Por supuesto, a medida que el sistema
es capaz de captar ma´s sate´lites, ma´s precisa sera´ la informacio´n obtenida.
Sincronizando los tiempos locales de los sate´lites (reloj ato´mico) y el tiempo
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local (reloj interno) del dispositivo, el receptor gps es capaz de saber la
distancia al sate´lite emisor. Con esa informacio´n, mediante lo que se conoce
como efeme´rides (toda la informacio´n relevante del sate´lite), es posible indicar
la posicio´n sobre la esfera terrestre del dispositivo [19].
Figura 1.10: Sistema Galileo
El sistema europeo llevado por la
esa (European Space Agency) se cono-
ce como Galileo. Esta´ compuesto por 30
sate´lites bajo control civil, que mediante
protocolos de frecuencias duales es capaz
de aportar datos en tiempo real de posi-
cionamiento hasta un nivel de detalle de
errores de menos de un metro, adema´s
esta´ disen˜ado para que pueda funcionar
bajo todo tipo de circunstancias y que
sea robusto ante aplicaciones cr´ıticas, ta-
les como la de guiar veh´ıculos. Esto es
posible gracias a que la posicio´n alrede-
dor de la tierra va a ser distinta a la del
sistema gps. Se espera que hasta finales de 2014 no empiecen las pruebas
con este sistema [20]. Galileo sera´ perfectamente compatible con la tecnolog´ıa
gps.
Las fuentes de error ma´s comunes para que el gps no pueda situarse
correctamente son los siguientes [19]:
Disponibilidad selectiva:el sistema de sate´lites es controlado por el
Departamento de Defensa de los Estados Unidos, y por ello, la precisio´n
que tiene el usuario no siempre es la o´ptima que se podr´ıa obtener, por
motivos de seguridad.
Errores de efeme´rides o de reloj :se obtendra´n medidas erro´neas.
Retrasos debidos a la ionosfera (la capa atmosfe´rica cargada de iones y
electrones libres) y troposfera (capa de la atmo´sfera entre 8 y 13 km
por encima de la capa terrestre).
Interferencias: entre distintos emisores que entremezclan su sen˜al con
la del sensor, provocando retrasos de varios nanosegundos.
Ruido de propagacio´n y recepcio´n: la propagacio´n de la sen˜al de gps des-
de el receptor al emisor sufre distorsiones debido a centelleos gala´cticos
1.3. LOCALIZACIO´N DEL VEH´ICULO 17
que generan en torno a los 3 nanosegundos de retraso, y el error/retra-
so del propio receptor puede incurrir en otros 2 o 3 nanosegundos de
retraso.
Estos retrasos en los tiempos de sincronizacio´n son las que hacen que los
sistemas gps, funcionando correctamente (en el pro´ximo pa´rrafo se presentara´n
otros errores ajenos a la tecnolog´ıa), tengan un error de 2.5 metros con un
95 % de fiabilidad.
Sin embargo, si el dispositivo no detecta ningu´n sate´lite (o no un mı´nimo
de cuatro), la posicio´n del dispositivo es imposible de determinar. Esto pasa
cuando hay problemas para la obtencio´n de la sen˜al de sate´lite: Un tu´nel, una
zona urbana con edificios altos, una zona con alta posibilidad de interferencias
de sen˜ales o un punto negro de cobertura gps hacen imposible la obtencio´n
de la posicio´n, y cuando esta informacio´n es vital para poder hacer funcionar
correctamente otros sistemas, como es el propo´sito de los veh´ıculos inteligentes
en estudio, una pe´rdida de sen˜al es problema´tica.
La idea que asegura la mayor estabilidad del sistema se basa en un
me´todo de apoyo basado en algo “propio”, es decir, en un sistema que lleve
el veh´ıculo incorporado y que no dependa del entorno. Esta idea es la base
para empezar a trabajar en lo que se conoce como la Odometr´ıa Visual [21],
y cuyo fin u´ltimo es generar un sistema de localizacio´n robusto.
1.3.2. La Odometr´ıa Visual
Se puede definir la odometr´ıa visual como el proceso mediante el cual
se determina la posicio´n y la orientacio´n de una ca´mara o de un sistema de
ca´maras mediante el ana´lisis de una secuencia de ima´genes adquiridas, sin
ningu´n conocimiento previo del entorno. El ser designado con ese nombre
se debe a una reminiscencia de los antiguos sensores que iban adjuntos a
los encoders de las ruedas de los robots y que se conoc´ıan como sensores de
odometr´ıa. Como el movimiento del sistema de ca´maras es solidario con el
movimiento del veh´ıculo, a esta te´cnica tambie´n se le conoce como ego-motion
(movimiento propio).
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Para poder realizar una correcta estimacio´n del movimiento mediante
esta te´cnica, es fundamental seguir una serie de pautas que evitara´n obtener
datos erro´neos. E´stas son:
1. La deteccio´n de puntos caracter´ısticos que sean estacionarios, pues si
se toman como base puntos en movimiento, los datos salientes ser´ıan
completamente erro´neos, y no se podr´ıa hacer uso de ellos.
2. Detectar que´ puntos son relevantes, y hacer un cribado de datos no
correctos (outliers), mediante el algoritmo ransac (Random Sample
Consensus), que sera´ estudiado en 3.4.1.
3. Los circuitos urbanos contienen informacio´n desigual: las calzadas se
caracterizan por pocos puntos de intere´s -marcas viales-, o incluso la
ausencia de ninguna marca caracter´ıstica. Sin embargo, el resto del
entorno se caracteriza por una gran concentracio´n de puntos de intere´s:
a´rboles, veh´ıculos estacionados... El algoritmo implementado debe ser
capaz de extraer los puntos fundamentales.
El mayor problema para la implantacio´n de un sistema de odometr´ıa
visual es el alto coste computacional que requiere para su correcto uso. Es
por ello que en el siguiente ep´ıgrafe se presentara´ una solucio´n para poder
reducir ese tiempo lo ma´ximo posible con la tecnolog´ıa existente actualmente.
1.4. Filosof´ıas de Programacio´n
Para solventar el inconveniente que acaba de ser mencionado, se quiere
introducir la arquitectura cuda (Compute Unified Device Architecture) como
una solucio´n para reducir el tiempo de co´mputo al ma´ximo posible, de tal
manera que sea factible implementar una odometr´ıa visual que cumpla con
los requisitos que se esperan.
Tradicionalmente se han hecho programas en lenguaje C o C++, pero
ahora se esta´ introduciendo tambie´n la arquitectura cuda, extensio´n del
lenguaje C++ desarrollada por el fabricante de tarjetas gra´ficas nVidia y
que permite la programacio´n multihilo. Dicho en otras palabras: la forma
tradicional de programar ha sido de una forma estructurada y en serie. La
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tecnolog´ıa cuda permite la programacio´n en paralelo: se define la figura del
hilo como una l´ınea de programacio´n independiente capaz de acceder a la
memoria del programa, y trabajar en paralelo con otros hilos iguales que se
encargan cada uno de una regio´n de una imagen, por ejemplo. Para ello es
indispensable contar con una tarjeta gra´fica de la marca nVidia.
Al ser capaz de poder dividir la imagen en bloques, cada uno manejado
por un hilo, es posible acelerar el proceso de trabajo sobre la imagen, pues
cada hilo escribe los resultados obtenidos en la zona comu´n de memoria de
todos los hilos que esta´n implicados en el proceso.
Como ya se indico´ anteriormente, el problema de los sistemas de per-
cepcio´n mediante sistemas de visio´n al nivel al que esta´n hoy en d´ıa, es la
velocidad de procesamiento que se necesita para obtener resultados correctos.
Si se consigue implantar el paralelismo como forma de trabajo, parece razona-
ble creer que los tiempos se reducira´n enormemente y que se podra´ tender a
minimizar esa gran desventaja.
Se vera´ a lo largo de la seccio´n de resultados obtenidos que al poder usar
toda la capacidad de la cpu usada, se ha conseguido reducir los tiempos de
ejecucio´n con respecto a la versio´n anterior de la solucio´n implementada.
2ESTADO DEL ARTE
L
os sistemas de percepcio´n basados en ca´maras son una realidad desde
hace ma´s de una de´cada, y el fin de este cap´ıtulo es poder mostrar
algunos de los que ma´s intere´s han suscitado acerca de los temas
tratados en el cap´ıtulo anterior.
2.1. Trabajos Existentes Basados en Ca´maras
Monoculares
En el estudio llevado a cabo por Stein en [13] puede apreciarse un sistema
de odometr´ıa visual basado en la captacio´n de ima´genes mediante una ca´mara
monocular. La ca´mara se encuentra situada cerca del espejo retrovisor, con
el que se puede obtener un alto a´ngulo de visio´n. Hace uso de funciones
probabil´ısticas para poder estimar el movimiento del veh´ıculo que ha tenido
lugar entre un instante t y el inmediatamente posterior t+ 1, de tal manera
que los resultados expuestos aseguran ser invariantes a destellos luminosos,
lluvia y objetos mo´viles que interfieren en el resultado de la odometr´ıa.
En el caso del proyecto de investigacio´n presentado en [22] se utiliza
una ca´mara omnidireccional situada en el techo del veh´ıculo para captar las
ima´genes, y con dos rastreadores de posicio´n, uno para estimar la desviacio´n
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del a´ngulo del veh´ıculo, y otro para estimar el avance. Los resultados expuestos
indican que en un trayecto de 400m son los que pueden apreciarse en la Fig.2.1,
dependiendo del a´ngulo de punto de vista de la ca´mara omnidireccional.
Figura 2.1: Resultados Arrojados Por El Sistema de Odometr´ıa Visual Propuesto
por Scaramuzza et al. FOV=Puntos de Vista
La tendencia, sin embargo ha sido la de avanzar en el a´mbito de la
visio´n estereosco´pica, debido a la posibilidad de poder extraer informacio´n
tridimensional.
2.2. Trabajos Existentes Basados en Par Es-
te´reo
Hasta ahora, gran cantidad de los estudios que se han llevado a cabo se
han realizado en entornos off-road, pues presentan menos puntos potenciales
de ser captados que un entorno urbano (objetos en movimiento, exceso de
informacio´n, objetos interfiriendo entre s´ı, etc), y con ello se puede conseguir
probar mejor los programas, adema´s de identificar que´ informacio´n es relevante
y cua´l no, pues puede darse el caso de que las caracter´ısticas que encuentre
sean poco relevantes.
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En las naves de exploracio´n gemelas Opportunity y Spirit que la nasa
(National Aeronautics and Space Administration) mando´ a Marte entre los
an˜os 2004 y 2005 ya iba acoplado un sistema de visio´n basado en odometr´ıa
visual sobre ima´genes captadas por un par de ca´maras este´reo (sensores
hazcam (Hazard Avoidance Cameras)). Mediante detectores de esquinas
de Harris o Forstner se proced´ıa a computar la localizacio´n de los puntos
caracter´ısticos entre ambas ima´genes. Para valorar el movimiento de la rover
se procedio´ primero a hacer los mı´nimos cuadrados de la diferencia entre cada
punto en la imagen actual y la anterior, y posteriormente se utilizo´ tambie´n
en este caso el algoritmo de ransac. El hecho de hacer estas dos operaciones
es que con los mı´nimos cuadrados se consegu´ıa la expresio´n del coste de forma
ra´pida, simple y robusta, y con el ransac se aislaban los puntos que no eran de
intere´s, como se hace uso en este proyecto. Dado que los resultados obtenidos
fueron razonablemente satisfactorios (con avances de 75 cm en l´ınea recta o
en arcos con giros menores de 18◦ en cada uno de estos avances, se tardaban
entre 2-3 minutos de computacio´n sobre la cpu integrada de 20MHz) (Fig.2.2)
, se utilizo´ la odometr´ıa visual para determinar la posicio´n diaria de las rover
y mejorar sobremanera la efectividad de la misio´n, al poder dirigir al robot
de una forma ma´s segura, esquivando los cra´teres. Tambie´n hay que decir que
hubo una serie de fallos en esa determinacio´n de la posicio´n, pero eran debidas
a un avance demasiado largo de la nave (el solapamiento de ima´genes requerido
para que el sistema fuera capaz de identificar los puntos caracter´ısticos entre
una imagen y la anterior hac´ıa imposible la correspondencia entre puntos;
por ejemplo, en giros bruscos, de ma´s de 40◦ sobre el propio eje de la nave
se daba este problema), y tambie´n hubo falsos positivos (hubo algunos fallos
iniciales debido a una serie de para´metros y umbrales que se ajustaban mal
al terreno de Marte y que tras ser reprogramados, se solucionaron sin mayor
dilacio´n). Spirit termino´ la misio´n con una efectividad del uso de la odometr´ıa
visual del 97 % (590/609 casos satisfactoriamente procesados), mientras que
Opportunity llego´ al 95 % (828/875) [23].
El 26 de Noviembre de 2011 fue lanzada la nave Curiosity, que llego´ a
la superficie marciana el 8 de Agosto del siguiente an˜o. Este rover tambie´n
posee un sistema de odometr´ıa visual a bordo, y es una de las claves para
que el veh´ıculo pueda moverse como se espera de e´l por el planeta rojo. El
hecho de que la nasa apueste de nuevo por esta solucio´n en un proyecto de
tan ambiciosa naturaleza, da una idea de que la odometr´ıa visual no es una
utop´ıa [24].
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Figura 2.2: Trazado Por Odometr´ıa Visual (Verde) Frente A Encoders (Azul)
Figura 2.3: Curiosity
Los sistemas de odometr´ıa visual que usan las rover se basa en captar
puntos caracter´ısticos entre un instante y el instante anterior, en su entorno y
analizar co´mo ha variado la posicio´n de dichos puntos (Fig.2.4).
Otros sistemas de determinacio´n de la posicio´n basados en par este´reo
interesantes es la de la pose de un sate´lite durante operaciones de aproximacio´n
a otros ([25]). Se tratan de operaciones en las que dos sate´lites esta´n co-
existiendo en poco espacio.
Los costes asociados de enviar a un humano al espacio cada vez que
ocurre algu´n percance en un sate´lite comienza a ser demasiado elevado para
poder asumirlos, y en muchas ocasiones solo renta para operaciones en las
que no existe otra opcio´n. Es por ello que la visio´n este´reo se ha convertido
en un gran aliado para estos menesteres, siendo posible llevar a cabo una
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Figura 2.4: Captacio´n de Puntos Caracter´ısticos en la Superficie de Marte
reorientacio´n de la pose del sistema (Fig.2.5) mediante el procesamiento de
informacio´n en 3 dimensiones.
Figura 2.5: Pose de un Sate´lite (Envisat en la Imagen)
Uno de los problemas de la operacio´n de sate´lites es la necesidad de
robustez en sus sistemas, dado que una situacio´n comu´n es que no pueda
existir comunicacio´n con centro de control terrestre (interferencias, retrasos
en la sen˜al...), y gracias a los avances en la visio´n este´reo y sus resultados, se
han podido empezar a implementar estos sistemas.
La calibracio´n de la posicio´n del sate´lite se basa en visio´n este´reo y
tambie´n monocular, y captan la trayectoria y la velocidad del sate´lite, y capta
su entorno (tiene un alcance de aproximadamente 100m), buscando un sate´lite
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a su alrededor. Mediante una estimacio´n tridimensional del sate´lite, hace
una primera aproximacio´n del la pose del sate´lite. A partir de esta primera
aproximacio´n, hace un seguimiento del movimiento del sate´lite hasta obtener
los resultados buscados.
La ventaja que presenta este peculiar entorno es que por no estar en un
ambiente con atmo´sfera y entornos ricos en caracter´ısticas hace que procesar
las ima´genes sea un proceso poco costoso. Sin embargo, los cambios de
iluminacio´n si que son de consideracio´n, y pueden llevar a pe´rdidas temporales
de efectividad.
La visio´n en el a´mbito espacial se resume en:
Deteccio´n de puntos caracter´ısticos generales en el sate´lite.
Deteccio´n de puntos caracter´ısticos claramente identificables y modeli-
zacio´n 3D.
Encontrar las caracter´ısticas 3D y las correspondencias entre el mundo
y la ca´mara.
Por lo tanto, cuando los dos sate´lites esta´n en proximidad, es posible
tener la informacio´n de velocidad y trayectoria de uno frente al otro, adema´s
de la informacio´n te´cnica en si misma, mediante un sistema barato, no invasivo
y de poca exigencia energe´tica.
2.3. Trabajos Existentes Acerca de Calibra-
cio´n
Especial intere´s suscita el trabajo presentado en [26], el cual ha sido el
punto de partida para el estudio del algoritmo presentado, pero otros sistemas
de autocalibracio´n, como la mencionada por [18] es digna de mencio´n.
En la solucio´n planteada por [18], el sistema del que se parte consta
de tres ca´maras: un par este´reo y una ca´mara monocular, y situadas de tal
forma que las tres ca´maras pueden moverse de forma independiente entre
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ellas (las ca´maras este´reo pueden rotar libremente por su eje yaw y la ca´mara
monocular puede rotar horizontal y verticalmente (Fig.2.6). Las bases para la
calibracio´n se basa en minimizar el error de ajuste entre las coordenadas del
mundo y las de la ca´mara en todos los frames de la secuencia, y en minimizar
la restriccio´n epipolar (se estudiara´ en la seccio´n 3.1.1). Posteriormente, se
aplica un filtro de Kalman.
Figura 2.6: Sistema de autocalibracio´n planteado por Dang et al. C1, C2:
Ca´maras Este´reo, M: Espejo, C3: Ca´mara Monocular.
Existen otras soluciones, como la realizada por [27], y cuyo esquema
puede apreciarse en 2.7, cuyo funcionamiento para conseguir la calibracio´n de
un sistema de ca´maras este´reo mediante el uso de espejos.
Figura 2.7: Sistema de autocalibracio´n planteado por Yunde.
Se trata de un sistema embebido de calibracio´n que es capaz de conseguir
por s´ı mismo la calibracio´n del sistema, sin necesidad de ningu´n elemento
externo (ni patro´n ni semejantes). El sistema de ca´maras se introduce dentro
de un conjunto de espejos reflectores, y en frente de un espejo que permite
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solamente que el 50 % de luz sea reflejada, mientras el otro 50 % pasa a trave´s.
Por lo tanto, el sistema capta a la vez lo que pasa por el espejo y lo que se
refleja a lo largo de los dema´s del sistema (para la mejor estimacio´n de la
profundidad) y de un espejo polie´drico, cuyo fin es generar mu´ltiples ima´genes
virtuales de la unidad de calibracio´n para aumentar la precisio´n con ello.
Mediante este me´todo se es capaz de calibrar la ca´mara para que funcione
con el entorno.
Otro estudio interesante es el que muestra [28], en el que la calibracio´n de
una u´nica ca´mara se lleva a cabo gracias a la posibilidad de que la misma tenga
un grado de libertad para trasladarse, y gracias a la captura de tres ima´genes
consecutivas captadas en distintas posiciones de la ca´mara. Basa´ndose en
que las horo´ptera1 de tres ima´genes distintas tomadas bajo una traslacio´n
intersectan en un punto real y dos complejos conjugados, es capaz de calibrar
la ca´mara.
Otros me´todos, como el presentado por [29], se basa en el detector sift
(Scale-invariant feature transform), que capta diferencias entre ima´genes que
pueden estar rotadas o trasladadas entre s´ı. Tras la calibracio´n previa de dos
de los para´metros intr´ınsecos, se hace uso de dicho detector para estimar la
matriz esencial de la ca´mara. Aplicando descomposicio´n en valores singulares
se pueden obtener a partir de la matriz esencial las matrices de traslacio´n y
rotacio´n. Con ello son capaces de estimar la autocalibracio´n de la ca´mara.
1Una horo´ptera es una curva espacial dada por el conjunto de puntos que proyectan en
puntos con ide´nticas coordenadas en dos ca´maras con iguales para´metros intr´ınsecos.
3FUNDAMENTOS TEO´RICOS
E
n este cap´ıtulo se procedera´ a introducir los fundamentos teo´ricos
necesarios en el desarrollo del algoritmo implementado, el cual sera´
descrito ma´s profundamente en el cap´ıtulo siguiente.
Los temas tratados son los que sientan la base para poder entender en
todas sus dimensiones el tema tratado, por lo que el cap´ıtulo puede entenderse
como estructurado, siendo la primera parte la que trata acerca de los conceptos
f´ısicos que permiten la realizacio´n del estudio, para luego adentrarse en los
procesos que se aplican a las ima´genes captadas por esos procesos f´ısicos,
otra seccio´n en la que introducir los entornos de programacio´n, y finalmente,
un ep´ıgrafe dedicado a los algoritmos que resultan necesarios para los fines
buscados. Se adjunta adema´s una breve seccio´n con conceptos de los veh´ıculos
a motor que se recomienda poseer para el correcto entendimiento del proceso.
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3.1. Conceptos F´ısicos
3.1.1. La Visio´n Este´reo
Despue´s de que en el cap´ıtulo anterior se explicaran las ventajas de
trabajar con un par este´reo, se pretende en este ep´ıgrafe fundamentar co´mo
funciona esta topolog´ıa.
La visio´n binocular, como punto de partida para la visio´n estereosco´pica,
genera una ilusio´n de profundidad, como puede apreciarse en la Fig.3.1, pues
al poseer dos ima´genes (una captada por cada ojo) del mismo objeto desde
dos perspectivas diferentes, el cerebro es capaz de calcular la diferencia entre
ambas ima´genes e inferir la distancia al objeto, darle sensacio´n de volumen.
Si el objeto esta´ lejos del individuo, las ima´genes se diferenciara´n menos entre
s´ı (en cuanto a la perspectiva) que si el objeto esta´ cercano.
Figura 3.1: Visio´n Estereosco´pica. La misma realidad vista desde cada ojo aporta
perspectivas distintas.
La visio´n por computador basada en visio´n este´reo pretende imitar este
comportamiento humano, y hacer uso de e´l en aplicaciones industriales, o
aplicaciones de robo´tica, por ejemplo.
Un par de ca´maras este´reo ha de estar constituido por dos ca´maras
ide´nticas (igual distancia focal), y que tengan sus ejes o´pticos paralelos.
Siguiendo el modelo de lente fina (se designa as´ı a los sistemas en los que
se considera despreciable el taman˜o de la lente), los rayos inciden de manera
perpendicular sobre la lente del sistema (ver Fig.3.2), y al pasar por la lente,
e´stos se concentran en un u´nico punto, que esta´ situado a la distancia focal de
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la lente, y que se simboliza comu´nmente con la letra f minu´scula. Los rayos
que atraviesan la lente de forma perpendicular a la misma y por su punto
medio son los u´nicos que no sufren distorsio´n alguna al pasar por la lente, y
se les define con el nombre de eje o´ptico.
Figura 3.2: Modelo de Lente Fina
El modelo de ca´mara estenopeica (tambie´n conocida como modelo pin-
hole) es de gran intere´s para poder entender co´mo se podra´ estimar la posicio´n
de un punto en el mundo P (X, Y, Z) sobre el sistema de la ca´mara (u, v).
El modelo pin-hole es una ca´mara que no posee lente, de tal manera
que la ca´mara se reduce a una caja a prueba de luz con un pequen˜o orificio
(dia´metro de 1/100 de la distancia al objeto como mı´nimo) por donde entra
la luz. La luz reflejada por la escena que ha de ser captada pasa a trave´s de
dicho orificio y proyecta una imagen invertida en el extremo opuesto de la
caja, donde se encuentra la pel´ıcula o el sensor de la ca´mara (Fig.3.3).
Figura 3.3: Modelo Pin Hole
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Las ecuaciones que relacionan el mundo con el sistema o´ptico son las
mostradas en las ecuaciones 3.1 y 3.2:
u = f
Z
·X (3.1)
v = f
Z
· Y (3.2)
El problema que presenta esta solucio´n es la falta de informacio´n de la
tercera dimensio´n: la coordenada Z que representa la profundidad del objeto,
no se puede determinar. Esta es la razo´n fundamental por la que resulta tan
interesante la visio´n este´reo, como se vera´ en las ecuaciones 3.3, 3.4, 3.5, donde
ya se supone un sistema este´reo basado en dos ca´maras pin hole (Fig.3.4) con
coordenadas p1 = (u1, v1) y p2 = (u2, v2)
X = Zu1
f
− b2 = Z
u1
f
+ b2 (3.3)
Y = b · v1
d
(3.4)
Z = f · b
u1 − u2 =
f · b
d
(3.5)
donde d expresa la diferencia entre un punto captado por la ca´mara
derecha y la izquierda (se introducira´ en el texto como disparidad) y b es el
valor de distancia a las que se encuentran las dos ca´maras (baseline).
Figura 3.5: A´ngulos Pitch,
Yaw y Roll
Las ca´maras usadas en aplicaciones de visio´n
este´reo son idealmente ide´nticas (aunque en la
pra´ctica no es posible de ser llevado a cabo) y
desplazadas una de la otra una distancia que
dependera´ del posterior uso que se quiera hacer
de ellas (t´ıpicamente esta distancia sera´ entre
45 y 75 mm), al que se conoce con el nombre
de baseline. Adema´s, hay que tener en cuenta
otros para´metros denominados roll (ρ), pitch (θ)
y yaw (φ), que se muestran en la Fig.3.5. Para entender su significado, puede
entenderse que φ hace referencia a girar la cabeza de izquierda a derecha
(←→) y θ corresponde a mover la cabeza de arriba a abajo (l). Estos son
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Figura 3.4: Modelo de Ca´mara Estenopeica para un Sistema Este´reo
para´metros denominados extr´ınsecos, y que no dependen del sistema o´ptico
en s´ı, si no de la posicio´n particular del sistema.
El disparo, y la toma de ima´genes ha de ser sincronizada, de tal manera
que lo que se espera obtener es un par de ima´genes tomadas a la vez, pero con
distinta perspectiva. Es con ello que se consigue un efecto tridimensional, pues
al igual que pasa con el ojo humano, dependiendo de la distancia entre un
punto del mundo en la imagen izquierda (ana´logo con la derecha) y la imagen
derecha -lo que se designa como disparidad -, se puede valorar la distancia del
objeto a la ca´mara.
La sensacio´n de volumen, depende de la disparidad, que a su vez depende
de la distancia entre los sensores de tal manera que:
A mayor distancia entre sensores, mayor disparidad posible y mejor
captacio´n de la profundidad en objetos lejanos.
A menor distancia entre sensores, menor disparidad y mejor captacio´n
de la profundidad en objetos cercanos.
Una imagen este´reo sera´ la fusio´n de la imagen vista desde el sensor
izquierdo con el derecho o viceversa. En la Fig.3.6 pueden apreciarse dos
ima´genes este´reo, y el resultado de superponer una a la otra.
No ha de dejar de explicarse de ningu´n modo el concepto de la denomi-
nada geometr´ıa epipolar (Fig.3.7): Se define el plano epipolar como aquel que
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(a) Imagen Este´reo Izquierda (b) Imagen Este´reo Derecha
(c) Superposicio´n de Ima´genes 3.6a y 3.6b
Figura 3.6: Ima´genes Este´reo.
contiene los dos centros o´pticos, CL y CR, y el punto X del mundo. Ana´loga-
mente, se definen las l´ıneas epipolares como la interseccio´n del plano imagen
con el plano epipolar. Los puntos de corte de la recta que une los centros
o´pticos de ambas ca´maras con los planos de proyeccio´n son los epipolos. Si se
determinan la aplicacio´n entre puntos de la imagen izquierda (o derecha) y
las rectas epipolares de la imagen derecha (o izquierda), se puede restringir la
bu´squeda para el emparejamiento de la proyeccion del punto de una imagen
a lo largo de la l´ınea epipolar correspondiente. El resultado pra´ctico es la
reduccio´n del problema de dos dimensiones a una sola.
La restriccio´n epipolar hace referencia a que los puntos correspondientes
deben estar sobre l´ıneas epipolares conjugadas.
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Figura 3.7: Geometr´ıa Epipolar
3.2. Manejo de Ima´genes
3.2.1. Prepocesamiento de Ima´genes
Las ima´genes en formato rgb (Red, Green, Blue) son las ma´s usadas para
las ima´genes que no tienen aplicacio´n en a´mbitos industriales, pues capturan
el entorno tal cual se percibe por el ojo humano. Sin embargo, a la hora de
aplicaciones industriales, prevalece la facilidad de co´mputo frente a la captura
de todas las caracter´ısticas del medio. Esto es debido a que en la mayor´ıa
de las aplicaciones industriales no interesa tener la informacio´n que aporta
el color, si no tan solo la informacio´n de los objetos (taman˜o, posicio´n en el
mundo, etc). Como puede apreciarse en la Fig.3.8 puede entenderse por que´:
al trabajar con el modelo de color rgb, se trabaja con tres canales, uno para
cada color, y hay que almacenar el triple de informacio´n que en el caso de
solo trabajar con un canal.
Se elige que las ima´genes se presenten en distintos niveles de gris, con 255
posibles valores distintos. Aunque el ser humano no es capaz de distinguir tan
enorme cantidad de tonalidades entre el blanco y el negro, para una ma´quina
aporta una inmensa informacio´n con la que se puede trabajar, y todo ello con
escaso almacenamiento en memoria. Esta es la razo´n por la que en todo el
algoritmo se usan ima´genes en blanco y negro.
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Figura 3.8: Modelo de color RGB
Laplaciana de la Gaussiana
Figura 3.9: Deteccio´n de Bor-
des
La laplaciana de la gaussiana (LoG) de una
imagen corresponde a aplicar la accio´n conjunta
de un filtro gaussiano y el operador laplaciana,
y su resultado es el que puede apreciarse en la
Fig.3.9. Se basa en encontrar saltos bruscos de ni-
veles de gris entre p´ıxeles vecinos, y en la imagen
resultante del filtro aplicado a tal fin, se aprecian
solo los bordes, el resto de informacio´n de los
objetos ha sido eliminado por no ser importante
para el fin buscando. El fin u´ltimo de este paso
es el de poder solventar los errores que las mı´nimas diferencias entre las
ca´maras tengan en cuanto a su ganancia.
La laplaciana es la segunda derivada de una funcio´n y representa la
derivada de esta respecto a todas las direcciones:
∇2f(x, y) = ∂
2f
∂x2
+
∂2f
∂y2
(3.6)
Para convolucionar una imagen con una gaussiana se hace uso de la
expresio´n:
G(x, y) = e
−
(x+ y)2
2σ2 (3.7)
3.2. MANEJO DE IMA´GENES 36
Por lo tanto, denominando I(x, y) a la imagen sobre con la que se trabaja,
aplicar el filtro resulta en:
H(x, y) = ∇2(G(x, y) ∗ I(x, y)) (3.8)
Desarrollando 3.8 sabiendo 3.6 y 3.7 y llamando r2 = x2 + y2
∇2G(x, y) = r
2 − 2σ2
σ4
· e
−
r2
2σ2 (3.9)
Por u´ltimo, denotar que cuanto ma´s estrecha sea la gaussiana, ma´s bordes
se detectara´n [30].
3.2.2. El Mapa de Disparidad
Una vez que se han captado ambas ima´genes, se procede a construir el que
se conoce como mapa denso de disparidad. Se conoce as´ı a la representacio´n
en una u´nica imagen de los valores de la disparidad de cada p´ıxel de la imagen
de las dos ima´genes originales, y en el cual, a trave´s de los distintos niveles
de gris que se obtienen en la imagen, se es capaz de poder ver la distancia del
objeto a la ca´mara. Los objetos ma´s lejanos presentan un nivel de gris ma´s
intenso que el que tienen los objetos cercanos.
El mapa de disparidad consiste en encontrar la proyeccio´n del mismo
punto sobre las dos ima´genes, y detectar a que´ distancia, medida en p´ıxeles,
esta´ una del otro, lo que se designara´ con disparidad d. Para ello, se seguira´
el algoritmo 1 [31].
El resultado obtenido puede observarse en la Fig.3.10.
Para poder efectuar el paso 6, es necesario realizar cuatro pasos:
1. Calcular la funcio´n de coste: La funcio´n de coste analiza la diferencia
entre el mismo p´ıxel en las dos ima´genes este´reo. En esta aplicacio´n se
hace uso de la ssd (Sum of Squared Differences) para calcularlo.
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Algoritmo 1 Algoritmo para Mapa Denso de Disparidad
1: para un sistema este´reo con todos los para´metros intr´ınsecos conocidos
hacer:
2: para un par de ima´genes este´reo hacer:
3: si las ima´genes no cumplen con la geometria epipolar, proceder a
una rectificacio´n para asegurar que las coordenadas verticales de
un mismo punto en cada imagen (izquierda y derecha) sean iguales.
entonces:
4: Se aplica un filtro para eliminar la informacio´n irrelevante: Solo han
de permanecer los bordes de la imagen. Laplaciana de la Gaussiana
(Filtro Marr-Hildreth).
5: Recorrer la imagen derecha buscando la proyeccio´n del mismo
punto en la imagen izquierda.
6: Dependiendo de la distancia d entre dichas proyecciones, se obten-
dra´ el nivel de gris que abarca de 0 a dmáx que el p´ıxel adquirira´
en el mapa de disparidad.
7: fin si
8: fin para
9: fin para
2. Agregacio´n del coste: Se comparan los valores de intensidad de los
p´ıxeles que forman la regio´n de soporte, agrega´ndose los costes sumados
o promediados.
3. Ca´lculo de la disparidad : Existen varias formas distintas de ejecutar-
lo (me´todos globales, optimizacio´n global, programacio´n dina´mica o
algoritmos cooperativos).
4. Postprocesamiento: Son etapas que aseguran que los resultados obtenidos
son los correctos. Un caso t´ıpico es el comparar los mapas de disparidad
tomando la imagen derecha como base y el correspondiente tomando la
imagen izquierda.
El mapa de disparidad es una imagen de dimensiones igual a la imagen,
con valores en cada punto que van de 0 hasta dmáx (disparidad ma´xima),
que es un dato que viene dado por los para´metros del sistema, tales como la
distancia focal f , o la baseline.
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(a) Imagen Este´reo Izquierda (b) Imagen Este´reo Derecha
(c) Mapa de Disparidad Izquierdo (d) Mapa de Disparidad Derecho
Figura 3.10: Ima´genes Este´reo y sus Correspondientes Mapas de Disparidad.
3.2.3. u-v Disparity
El mapa de disparidad es de gran utilidad para determinar la distancia
de la ca´mara a los objetos, pero se ha de introducir tambie´n la utilidad de las
ima´genes u y v [32].
Con el u-v Disparity, se consigue hacer una estimacio´n espacial de la
localizacio´n de los objetos.
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v-Disparity
El v-Disparity es una imagen que se obtiene tomando como base el mapa
de disparidad. Tiene como dimensiones la altura de la propia imagen, y como
ancho, el de la disparidad ma´xima. Se recorre la imagen por filas, calculando el
histograma para cada fila, de tal manera que la imagen resultante representa
en cada una de sus filas el histograma de la correspondiente fila en el mapa de
disparidad. Para mayor aclaracio´n, se presenta el esquema de la Fig.3.11, en
el que la primera fila de la imagen se ha hecho como ejemplo con un co´digo
de colores.
Figura 3.11: Detalle de la Realizacio´n de un Mapa v-Disparity
En la Fig.3.12 puede verse co´mo es un v-Disparity t´ıpico en aplicaciones
de veh´ıculos inteligentes.
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Figura 3.12: v-Disparity en una Aplicacio´n de Veh´ıculos
u-Disparity
La realizacio´n del u-Disparity es ana´loga a la del v-Disparity, con la
salvedad de que se realiza para cada columna del mapa de disparidad en lugar
de para cada fila.
En el caso de que uno de los p´ıxeles del v o del u Disparity sean mayores
de 255, que es el valor ma´s alto en una imagen de 8 bits, el valor asignado es
simplemente de 255.
3.2.4. El Mapa Libre y el Mapa de Obsta´culos
El mapa libre es una variacio´n del mapa denso de disparidad, con la
diferencia de que solo aparecen en e´l los objetos de mayor taman˜o. Esto es
debido a que en el u-Disparity, se buscan las posiciones en las que el valor de
dicho mapa es mayor que un predeterminado valor, y solo se queda con estos.
El resultado obtenido es un mapa denso de disparidad en el que solo esta´n
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representados las zonas libres de obsta´culos, al contrario de lo que pasa en el
mapa de obsta´culos, en el que solo se pueden distinguir los obsta´culos que
hay en el entorno.
3.3. Herramientas
3.3.1. CUDA
Las gpu (Graphics Processing Unit) son procesadores especiales que
tradicionalmente fueron usados para liberar de carga de computacio´n a las
cpu en tareas de ı´ndole gra´fico, y con ello lograr que se acelerasen los procesos
en cuestio´n (ver tabla 3.1). En la actualidad, las gpu son ma´s bien unidades
de procesamiento multinu´cleo altamente paralelizables que permiten el manejo
de operaciones de propo´sito general en unidades de procesamiento de gra´ficos,
a lo que se conoce como gpgpu (General-Purpose Computing on Graphics
Processing Units). Las gpgpu son una realidad desde el an˜o 2002, pero no
fue hasta que nVidia lanzase cuda en 2007, cuando empezaron a suscitar
un intere´s creciente. cuda es una arquitectura de programacio´n basada en
paralelizacio´n desarrollada por la marca comercial de tarjetas gra´ficas nVidia
para el procesamiento de aplicaciones de propo´sito general. Es la forma de
programar que han creado para poder usar las gpu, basado en lenguajes de
programacio´n C/C++, pero con algunas instrucciones propias. El e´xito de
esta arquitectura radica en el acierto de nVidia de ofrecer una forma fa´cil de
poder programar sobre tarjetas gra´ficas, al contrario de lo que pasaba hasta
su introduccio´n en el mercado. Es una arquitectura u´til, con gran poder de
programabilidad y resultados robustos. Los competidores directos de este
entorno son principalmente AMD con ATI Stream, y los esta´ndares OpenCL
y DirectX11 DirectCompute [33].
CPU GPU
Tecnolog´ıa Madura Alto Ritmo de Desarrollo
Muchas Tareas de Cara´cter General Alta especializacio´n
Gestio´n de Operaciones Secuencial Posibilidad de Paralelizar Operaciones
Frecuencia de Reloj Alta (3.8-4GHz) Frecuencia de Reloj Baja (600-800 MHz)
Tabla 3.1: Comparativa CPU-GPU
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El modelo ba´sico de las gpu radica en el procesamiento de flujo (stream
processing), basada en en la te´cnica de computacio´n denominada simd (Sin-
gle Instruction, Multiple Data) (Sistema de bu´squeda de la paralelizacio´n
mediante instrucciones que aplican una misma operacio´n sobre un conjunto
de datos de taman˜o variable).
La aplicacio´n de las te´cnicas de paralelizacio´n, sin embargo no deben
ser usadas de forma universal, pues estas te´cnicas presentan ventajas con
respecto a la cpu en operaciones de alta intensidad aritme´tica, paralelismo en
los datos, y datos localizados. No es recomendable el uso de estas pra´cticas en
el caso de que los datos presenten dependencia entre si, o se necesite acceso a
memoria no estructurado. En aplicaciones gra´ficas, donde ve´rtices, fragmentos
e incluso cada p´ıxel puede ser procesado de forma independiente, con regiones
de memoria claramente delimitados, es donde se puede aprovechar todo el
potencial de las gpu.
La diferencia entre una gpu y una cpu es tan notable que incluso el propio
hardware es completamente diferente (Fig.3.13). Para ilustrar con un ejemplo
el por que´ de semejante varianza, baste decir que sin existir dependencia de
datos, las cache´s pueden reducirse de taman˜o, y esos transistores pueden ser
usados para una alu (Arithmetic Logic Unit). As´ı, una cpu usa la mayor´ıa
de sus transistores para controlar las cache´s, y la gpu lo hace para tener ma´s
alu 1
Figura 3.13: Filosof´ıa de Disen˜o de una CPU (izq) y una GPU (der)
1. La cache´ es una memoria diminuta y ra´pida, que almacena copias de datos ubicados en
la memoria principal que se utilizan con ma´s frecuencia, y la alu es un circuito digital
que calcula operaciones aritme´ticas (como suma, resta, multiplicacio´n, etc.) y operaciones
lo´gicas (si, y, o, no), entre dos nu´meros.
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La estructura de funcionamiento de cuda se puede ver en la Fig.3.14, en
la que cada parte responde a:
Figura 3.14: Estructura de Trabajo de CUDA
1. Tarjeta gra´fica soportada por cuda.
2. Soporte del sistema operativo de la arquitectura cuda.
3. Driver de cuda
La ventaja de trabajar con cuda es la posibilidad de usar tanto la
cpu como la gpu al mismo tiempo de forma heteroge´nea, de forma que la
primera efectu´a las operaciones altamente secuenciales y la segunda soporta
las operaciones ma´s factibles de ser paralelizadas [34].
Programacio´n en CUDA
La filosof´ıa de programacio´n con cuda se basa preferentemente en base
a dos pasos:
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1. Dividir el problema planteado en conjuntos independientes ⇒ Grid
2. Dividir dichos conjuntos en subtareas que pueden ser llevadas a cabo
de forma cooperativa ⇒ Bloques de hilos.
Se ha de escribir un co´digo en lenguaje C que invoque kernels (parte
del co´digo que es ejecutado por cada hilo) paralelos, que son t´ıpicamente
ejecutados por cientos de hilos, y que son agrupados en bloques de hilos,
cada uno de ellos aplicando las mismas operaciones que los dema´s hilos de su
bloque, pero sobre una regio´n de los datos distinta. Acceden a una zona de
memoria espec´ıfica de cada bloque para guardar los datos que hayan calculado,
y son capaces de ser sincronizados para terminar el bloque cuando el u´ltimo
hilo haya terminado su operacio´n. Para acceder a cada hilo, ha de saberse
que cada uno tiene una identidad espec´ıfica dada por threadIdx.
Los bloques esta´n agrupados en un Grid, pero los bloques dentro de un
mismo Grid son igualmente independientes. De forma ana´loga a los hilos,
cada bloque tiene su propia identificacio´n mediante blockIdx dentro del Grid.
Los Grid pueden ser lanzados de forma dependiente o independiente: as´ı,
Grid independientes son lanzados a su vez en paralelo, y los dependientes en
forma secuencial. La forma de lanzarse depende de la potencia del hardware
usado. La estructura de organizacio´n de hilos, bloques y Grid puede verse en
Fig.3.15.
Cada hilo usa una memoria local privada para registros, y operaciones
de pila. Cada bloque usa una memoria compartida. La situacio´n ma´s comu´n
en el manejo de cuda, es que el kernel inicialice variables en la memoria
compartida, los hilos del bloque ejecuten sus operaciones usando esas variables,
y los resultados sean copiados a una memoria global, visible para todo el
proceso, y que permite la comunicacio´n entre bloques de Grids independientes
(Fig.3.16). En una arquitectura t´ıpica de cuda, la memoria compartida esta´
implementada en un on-chip 2 RAM de baja frecuencia de latencia, y situada
cerca del procesador, mientras que la memoria global se encuentra alojada en
una DRAM. La memoria de cada hilo pervive mientras existe el hilo.
2Sistemas, que al contrario que un microcontrolador, integran todos o gran parte de los
mo´dulos componentes de un ordenador o cualquier otro sistema informa´tico o electro´nico
en un u´nico circuito integrado o chip.
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Figura 3.15: Hilo, Bloque, Grid
A la hora de programar en el entorno de cuda, es importante tener en
cuenta ciertas restricciones que hara´n que el rendimiento del proceso mejore,
a saber [35], [36]:
1. No es posible crear hilos o bloques dentro de otros ya existentes.
2. Los bloques dentro de un mismo Grid no pueden comunicarse entre si,
pues son independientes, pese a que si que comparten memoria global.
Esto aumenta la escalabilidad, pues los bloques puede darse el caso de
que este´n distribuidos en distintos espacios de memoria.
3. No es recomendable efectuar funciones de recursividad, pues viola los
fundamentos de corriente de flujo que gobiernan esta aproximacio´n.
La mejor aproximacio´n para guardar datos es mediante lo que se conoce
como “textura”, pues son datos que son alojados en cache´, y que permiten un
manejo de datos ma´s ra´pido y eficiente.
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Figura 3.16: Flujo de Informacio´n en una Aplicacio´n CUDA
Modelo de Host y Device
Segu´n se muestra en la Fig.3.17, el Host hace referencia a las operaciones
llevadas a cabo en la cpu, mientras que el Device es el que hace referencia a
las operaciones llevadas a cabo en la gpu.
Los hilos se pueden ejecutar sobre un Device f´ısicamente separado y que
opera como coprocesador de ayuda al Host, que esta´ ejecutando el programa
en C. Un ejemplo es cuando los Kernels se esta´n ejecutando en la gpu y el
resto del programa se lleva a cabo en la cpu. De nuevo hay que mencionar la
diferencia entre memorias: existe una memoria del Device distinta de la del
Host.
Ventajas de Usar CUDA
La eleccio´n de cuda como forma de trabajo para este proyecto puede
darse en funcio´n de siete criterios:
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Figura 3.17: Arquitectura CUDA
Difusio´n: La primera tarjeta gra´fica en soportar cuda fue la G80 (serie
GeForce 8800 ) en Noviembre de 2006, que pose´ıa 16 multiprocesadores,
cada uno de ellos con 16 KB de memoria compartida, y 8 procesadores
para mejorar la corriente de flujo. Desde ese momento nVidia ha vendido
ma´s de 100 millones de tarjetas gra´ficas con soporte para cuda.
Inversio´n: El software para poder usar cuda es gratuito, y el hardware
no implica coste privativo, debido en parte al punto anterior: los costes
de fabricacio´n de tarjetas son competitivos por el alto volumen de
ventas que presenta. Adema´s, al ser un campo de intere´s creciente, la
competencia obliga a estar en continua guerra de precios.
Mercado: Las alternativas a cuda son ATI Stream, OpenCL, y Direct-
Compute, de las cuales, las dos u´ltimas presentan la ventaja de ser
independientes del hardware usado. La ventaja de cuda en este punto,
es que soporta la programacio´n en ellas tambie´n.
Innovacio´n: nVidia no es nueva en el mercado, y mucho antes de la
introduccio´n de cuda ya distribu´ıa tarjetas gra´ficas. El bagaje del
know-how que presenta la marca es fundamental para optar por este
entorno.
Herramientas de desarrollo: nVidia esta´ constantemente desarrollando
nuevas herramientas para incrementar el rendimiento de la programacio´n
en cuda. El siguiente paso de la compan˜´ıa es lograr que Microsoft
Visual Studio integre la programacio´n en cuda en futuras versiones del
software.
Modelo de programacio´n: Esta aproximacio´n reduce la dificultad de
programacio´n en paralelo con respecto a las antiguas. Es una forma de
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programar fa´cilmente escalable, y no requiere conocimientos de lenguajes
nuevos de programacio´n. Permite adema´s, la opcio´n de paralelizar solo
ciertas partes del co´digo.
Aplicaciones y rendimientos : Para aplicaciones cient´ıficas, los aumentos
de velocidad son considerables, con respecto a efectuar las operaciones
en cpu. Los manejos de memoria son ra´pidos y robustos.
3.3.2. OpenCV
Figura 3.18: Logo de las
OpenCV
En 1999 Intel creo´ la librer´ıa de visio´n ar-
tificial opencv (Open Source Computer Vision
Library) (Fig.3.18). Su uso es libre bajo la li-
cencia bsd (Berkeley Software Distribution), y
es cross-platform, lo que significa que es capaz
de funcionar en una gran variedad de compu-
tadores, sin depender de sistema operativo. Su
funcionalidad ma´s relevante es la posibilidad de
poder procesar ima´genes en tiempo real. Se pue-
de hacer uso de ella a trave´s de los lenguajes de
programacio´n C#, Ch, Python, Ruby y Java [37].
Las a´reas de aplicacio´n de opencv son comu´nmente:
Manejo de Ima´genes en 2D y 3D.
Estimacio´n de la Odometr´ıa Visual.
Sistemas de Reconocimiento Facial.
Reconocimiento de Gestos.
Interaccio´n Humano-Robot.
Robots Mo´viles.
Identificacio´n de Objetos.
Segmentacio´n y Reconocimiento.
Visio´n Estereosco´pica.
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Extraccio´n de Caracter´ısticas en Movimiento.
Seguimiento del Movimiento.
Para llevarlas a cabo, opencv hace uso de librer´ıas que incluyen:
Boosting.
A´rboles de Decisio´n.
Algoritmo esperanza-maximizacio´n
K-nn.
Clasificador Bayesiano.
Redes Neuronales.
Bosques de A´rboles de Decisio´n.
Ma´quinas de vectores de soporte.
3.3.3. Matrox MIL
En el co´digo expuesto se usan tanto las librer´ıas opencv como las que
se introducira´n en esta seccio´n: las Matrox mil (Matrox Imaging Library).
Matrox es un fabricante de chips gra´ficos y componentes para PC ca-
nadiense, que tiene tres l´ıneas diferenciadas de operacio´n: Matrox Graphics,
Matrox Video y Matrox Imaging. Matrox Graphics es la marca orientada al
usuario final. Matrox Video esta´ orientada a la edicio´n de v´ıdeo digital, por
u´ltimo Matrox Imaging vende capturadoras de v´ıdeo de alta gama y ca´maras
inteligentes orientadadas a visio´n artificial.
mil es un conjunto de software que permite la implementacio´n de aplica-
ciones de visio´n este´reo, ana´lisis de ima´genes y tambie´n aporta herramientas
para el entorno de la visio´n por computador para aplicaciones me´dicas.
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3.4. Algoritmos
3.4.1. RANSAC
En cualquier proceso experimental, los datos obtenidos tienden no solo
a ser diferentes entre si (el fin de cualquier experimento pra´ctico es analizar
cua´n bien se ajustan los datos a una previa hipo´tesis formulada), sino que en
ocasiones, existen datos at´ıpicos que no son debidos al feno´meno en s´ı, si no
que se deben a errores en el aparataje de medida, a errores humanos, a fallos
de precisio´n, etc. Estos errores pueden terminar por ser decisivos a la hora de
plantear conclusiones al experimento, suponiendo que existan desviaciones
frente a los valores teo´ricos de cara´cter notable. En ocasiones, estos datos
pueden ser eliminados, y posteriormente, efectuar un ajuste a un modelo
(recta, por ejemplo) por el me´todo de los mı´nimos cuadrados, o cualquier
otro procedimiento similar. Estos modelos escogen todos los datos y estiman
los para´metros de aquella recta, para´bola, etc, que mejor reu´ne a todos los
puntos.
Sin embargo, en determinadas a´reas es inabarcable, bien por falta de
medios, bien por falta de tiempo, el estimar que´ puntos son adecuados y
cua´les no. Por ejemplo, en la visio´n por computador, en el caso a estudio
en el presente texto, no se podr´ıa detectar que´ puntos son va´lidos por el
enorme gasto de tiempo que ello supondr´ıa, y que romper´ıa por completo la
especificacio´n necesaria de computacio´n en tiempo real. Los resultados del
modelo resultante ser´ıan erro´neas, y todo ello, sin la certeza de si el fallo en el
ajuste ha sido debido a una mala aproximacio´n a la hora de tomar los datos,
o si por el contrario, se de el caso de que los datos sean correctos, pero los
errores ajenos tengan demasiado peso. Un ejemplo de datos bien ajustados y
otro de lo contrario se aprecia en la Fig.3.19.
Se presenta por tanto la necesidad de elegir un nuevo algoritmo, intro-
ducido en 1981 [38] que presenta como novedad que no usa todos los datos
para hacer una estimacio´n de los para´metros de la recta o curva que mejor
agrupa a la mayor´ıa de datos. As´ı, ha de definirse la figura del inlier, que es
aquel punto que entra dentro de un rango de distancia predefinido (tolerancia
) tomado desde el punto de la recta o curva ajustada hasta el propio punto.
Este me´todo es el conocido como ransac, que lo que hace es elegir dos puntos
aleatorios entre los datos existentes, calcular la recta que pasa por ambos, y
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Figura 3.19: Ejemplo de ajuste datos, teniendo todos en consideracio´n. (a) da
un resultado correcto, (b) no ha ajustado bien la recta a los datos
obtener el nu´mero de inliers. El resultado puede verse en la Fig.3.20, donde
en naranja se simboliza el l´ımite para considerar un punto inlier (el punto se
situ´a dentro de las dos l´ıneas naranjas), los puntos de color rojo son outliers,
y los azules esta´n ajustados a una recta [39].
Figura 3.20: Ejemplo de inliers-azul-, outliers-rojo- y recta ajustada.
El proceso suele constar de varias iteraciones, en cada una de la cual se
va almacenando el valor de los para´metros estimados, as´ı mismo, del nu´mero
de inliers obtenidos, siendo elegida la solucio´n que ma´s puntos ha tenido en
consideracio´n al ajustar la recta. El objetivo es, por tanto, no considerar todos
los datos de la muestra, para no obtener una recta que tenga en cuenta valores
erro´neos, pero tampoco desechar un nu´mero alto de puntos por considerarlos
“contaminados”.
3.4. ALGORITMOS 52
En la actualidad, este me´todo es muy robusto y se utiliza en multitud de
aplicaciones de visio´n por computador, pues las operaciones a llevar a cabo
no son complejas.
El nu´mero de iteraciones k que ha de llevarse a cabo para poder asegurar
que los para´metros mı´nimos necesarios n para poder dar una expresio´n del
ajuste de datos obtenidos son correctos con una probabilidad z, ha sido
estimado de acuerdo a la expresio´n 3.10.
k = log(1− z)log(1− wn) (3.10)
w representa la probabilidad de que un valor este´ en distancia por debajo
del valor de tolerancia para poder asegurar que un valor es inlier (dicho
en otras palabras, la probabilidad de que un punto determinado sea inlier),
pero este dato no siempre es conocido, por lo que en ocasiones resulta ma´s
interesante estimar k y de ah´ı obtener el valor que debe tener w.
El caso de la tolerancia , que divide los datos en inliers y outliers, es
similar al de k, y no es posible hacer una estimacio´n de e´l a priori de e´l en
muchos casos.
La bu´squeda de hipo´tesis se basa en minimizar la funcio´n de costes dada
por el modelo M (ecuacio´n3.11 y 3.13) [40]:
M = {d ∈ Rd : fM(d; θ)} (3.11)
donde D = {d1...dN} son los datos de partida, compuestos por N ele-
mentos, θ es un vector que contiene a los para´metros estimados, y fM es una
funcio´n suave cuyo nivel cero contiene a todos los puntos que se ajustan al
modelo M en un momento dado aplicando el modelo dado por θ.
La funcio´n de costes:
CM(D;θ) =
∑
d∈D
ρ(d,M(θ)) (3.12)
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d representa cada uno de los conjuntos mı´nimos de datos extra´ıdo de D
y ρ es la funcio´n de pe´rdida:
ρ(d,M(θ)) =
0 si |eM(d, θ)| ≤ 1 en otro caso (3.13)
eM(d, θ) es una funcio´n que proporciona el error entre el dato d y el
modelo con para´metros θ; por ejemplo, la distancia geome´trica.
3.4.2. SURF
surf (Speeded Up Robust Feature) es un descriptor invariante a rotacio´n
y escala que es capaz de encontrar puntos iguales en dos ima´genes distintas,
bien pueden ser e´stas dos ima´genes este´reo consecutivas, o la misma imagen
a la que se le ha aplicado una transformacio´n, tal como girar, o cambiar su
taman˜o, o incluso aunque el objeto este´ parcialmente oculto.
Figura 3.21: Ejemplo Ba´sico del Algoritmo SURF, Aplicado Sobre una Zona
Parcial de una Imagen, Aplicada una Rotacio´n.
Las ventajas de usar surf frente a otras soluciones que aportan las
mismas soluciones (principalmente sift), es su mejora en cuanto a tiempos
de ca´lculo.
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El algoritmo que sigue surf es el mostrado en el algoritmo 2.
Algoritmo 2 SURF
1: Buscar puntos de intere´s. Tales puntos de intere´s son bordes, esquinas,
cambios de tonalidad, etc
2: Se representa el entorno de cada punto de intere´s en un vector de caracte-
r´ısticas. Comu´nmente se les denomina “descriptores” del punto de intere´s.
Ha de ser robusto, invariante al ruido, a deformaciones geome´tricas o
fotome´tricas, y asegurar la repetitividad.
3: Localizar los descriptores en las dema´s ima´genes que se han introducido
al sistema, basa´ndose en la similitud entre vectores.
Lo ma´s importante en un algoritmo como el surf es su repetitividad,
que hace referencia a la posibilidad de encontrar el punto caracter´ıstico en
distintas condiciones e ima´genes, pues un pobre resultado en la bu´squeda de
puntos caracter´ısticos bajo distintas condiciones hace al algoritmo perder la
robustez. [41]
Para buscar los puntos de intere´s existen multitud de soluciones, de las
cuales solo se presentara´ el detector Hessiano, pues son sistemas que han sido
implementados para poder ejecutar co´digos como surf, y que son efectivos a
la par que invariantes a escala y rotacio´n, con buena repetitividad. Y todo
ello con bajo tiempo de procesamiento y precisio´n.
En aquellos p´ıxeles en los que al hacer esta operacio´n, se obtengan los
valores ma´ximos, se supone que son un punto de intere´s.
El Detector Hessiano
Dado un punto X = (x, y) de una imagen I, se define la matriz Hessiana
H(X, σ) = del punto X, bajo escala σ como
H(X, σ) =
(
Lxx(X, σ) Lxy(X, σ)
Lyx(X, σ) Lyy(X, σ)
)
(3.14)
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Donde Lxx(X, σ) hace referencia a la convolucio´n de la derivada de
segundo orden de la Gaussiana δ
2
δx2 g(σ) con la imagen I en X. El planteamiento
es ana´logo con Lxy(X, σ) y Lyy(X, σ).
Cabe destacar que el filtro es sime´trico y por tanto, Lxy(X, σ) = Lyx(X, σ).
El uso de Gaussianas es o´ptimo teo´ricamente, pero en la pra´ctica necesitan
ser discretizadas y cuantificadas, lo cual lleva a que se pierda repetitividad.
La discretizacio´n y cuantificacio´n, presentan la ventaja de la velocidad de
ca´lculo, y la pe´rdida de dicha repetitividad es aceptable.
Dado que ningu´n filtro es ideal, el pro´ximo paso es usar simplemente
filtros-caja, que son aproximaciones a la derivada de segundo orden de la
Gaussiana (3.22).
Figura 3.22: De izquierda a derecha: Derivadas Parciales, Discretizadas y Cuan-
tificadas en Direccio´n y y xy, y Aproximaciones Obtenidas tras el uso de Filtros
de Caja.
As´ı pues, las aproximaciones de Lxx(X, σ), Lxy(X, σ), Lyy(X, σ) se desig-
nara´n con Dxx, Dxy, Dyy. Por tanto, el valor del determinante de la Hessiana
queda:
det(Haprox) = Dxx ·Dyy − w ·Dxy2 (3.15)
Donde w es el peso relativo de la respuesta del filtro y se usa para regular
la expresio´n del determinante.
El determinante aproximado de la matriz Hessiana se utiliza para la
localizacio´n de puntos y para determinar la escala. Para conservar el equilibrio
entre la solucio´n sin aproximacio´n y la aproximada, por ejemplo si se usa un
filtro 9x9 (el ma´s pequen˜o) para una Gaussiana con σ = 1, 2, se obtiene que
w = 0, 9.
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w = |Lxy(1, 2)|F |Dxx(9)|F|Lyy(1, 2)|F |Dxy(9)|F
= 0, 912... ' 0, 9 (3.16)
donde |x|F simboliza la norma de Frobenius, la cual es invariante al
taman˜o del filtro usado.
El resultado de este paso es haber encontrado los puntos de intere´s.
Descriptores
Para localizar los puntos de intere´s en la imagen original y en las escaladas,
se procede a la eliminacio´n de los puntos que no sean ma´ximos en la regio´n
vecina 3× 3× 3 (ancho, altura, escala). El ma´ximo determinante de la matriz
Hessiana se interpola en la escala y el espacio de la imagen.
A continuacio´n se busca la orientacio´n del descriptor basada en la infor-
macio´n de una zona circular alrededor del punto de intere´s y se procede a
construir una regio´n cuadrada alineada con dicha orientacio´n. As´ı se obtiene
ya el descriptor surf.
3.4.3. FLANN
El u´ltimo paso para encontrar el mismo punto en dos ima´genes distintas,
es el algoritmo implementado en la librer´ıa flann (Fast Library for Appro-
ximate Nearest Neighbors). Hace uso de los descriptores encontrados en el
paso anterior por surf, y su funcio´n es encontrar el emparejamiento de los
descriptores entre ambas ima´genes.
flann reduce en un orden de magnitud el tiempo de computacio´n con
respecto a los dema´s co´digos semejantes [42].
flann se encuentra en una biblioteca de la opencv, por lo que su uso
sera´ inmediato.
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3.5. Conocimientos Ba´sicos de Veh´ıculos Ne-
cesarios
Aunque no se pretende un estudio exhaustivo del funcionamiento meca´-
nico de los automo´viles, si se expondra´n aquellos conceptos necesarios para el
fin de este proyecto.
Los veh´ıculos comerciales siguen el denominado modelo de geometr´ıa de
Ackermann , el cual sera´ el que se siga en este texto.
Figura 3.23: Geometr´ıa de Direccio´n de Ackermann
La geometr´ıa de Ackermann hace referencia al problema que presenta la
direccio´n de un veh´ıculo al tomar una curva, y que se soluciona haciendo que
las dos ruedas directrices no giren el mismo radio con respecto a un punto
fijo, tal como se puede distinguir en Fig.3.23, sino que la rueda situada en el
lado interior de la curva gira un a´ngulo ligeramente mayor que la otra, siendo
posible que los ejes perpendiculares a cada una de las ruedas interesecten en
un u´nico punto[43].
Interesa saber el comportamiento de la rueda del veh´ıculo con el trazado:
La resistencia a la rodadura se presenta cuando un cuerpo rueda sobre una
superficie, deforma´ndose uno de ellos o ambos.
El concepto de coeficiente de rodadura es similar al del coeficiente de
rozamiento, con la diferencia de que este u´ltimo hace alusio´n a dos superficies
que deslizan o resbalan una sobre otra, mientras que en el coeficiente de
rodadura no existe tal resbalamiento entre la rueda y la superficie sobre la
que rueda, disminuyendo por regla general la resistencia al movimiento.
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Figura 3.24: Desplazamientos de la Masa del Veh´ıculo en Frenadas y Acelera-
ciones.
Por un lado, a escala microsco´pica una rueda no presenta un alzado
exactamente circular, y la superficie sobre la que rueda no constituye tampoco
un perfil plano, puesto que en ambos casos existen irregularidades. No obstante,
este no es el principal factor que influye en el coeficiente, sino la histe´resis.
La rueda, en funcio´n del material con el que este´ construida y su propio
peso, adema´s del de la carga que soporta, sufre una deformacio´n que al rotar
provoca repetidos ciclos de deformacio´n y recuperacio´n, estos ciclos propician
la disipacio´n de energ´ıa por calor. Adema´s, esta deformacio´n supone que no
apoye una l´ınea u´nicamente sobre la calzada, sino una superficie. Todo ello
genera vibraciones en el veh´ıculo durante la marcha.
Al trazar el veh´ıculo una curva aparece una fuerza centr´ıfuga que tiende
a desplazarlo hacia el exterior de la curva. Para contrarrestar esta fuerza,
aparece una fuerza de rozamiento entre pavimento y neuma´tico proporcional
a un coeficiente de rozamiento esta´tico, de forma que la fuerza de rozamiento
es perpendicular a la trayectoria del veh´ıculo.
Se genera un desplazamiento de la masa del veh´ıculo hacia la rueda
exterior a la curva, por lo que todo se traduce en que existe una diferencia
de altura al tomar un veh´ıculo una curva, concepto que sera´ tratado en el
proyecto para poder entender varios resultados obtenidos. Lo mismo pasa al
frenar o acelerar el veh´ıculo (Fig.3.24).
Estos cambios que experimenta el coche cuando se esta´ desplazando son
imprescindibles para entender las variaciones a las que esta´ sujeta la ca´mara
y que hace necesaria su calibracio´n.
4CA´LCULO DE LA
ODOMETRI´A VISUAL
E
ste cap´ıtulo tiene como fin explicar las aproximaciones llevadas a cabo
a la hora de realizar la programacio´n del algoritmo que se encarga
de calcular la odometr´ıa visual; mientras que el pro´ximo cap´ıtulo se
discernira´ acerca de la autocalibracio´n.
El algoritmo que hace la odometr´ıa visual esta´ basada en encontrar puntos
caracter´ısticos en la calzada y emparejarlos entre dos frames consecutivos,
para con ello poder estimar el movimiento que realiza el veh´ıculo. Para ello se
hara´ uso a lo largo de todo el proceso de la programacio´n multihilo en gpu, y
de los algoritmos ya explicados en el cap´ıtulo 3 ransac, surf y flann [44]
[45].
4.1. Obtencio´n del Mapa de Disparidad y u-v
Disparity
En la seccio´n 3.1.1 ya se explico´ el concepto de los mapas de disparidad,
su utilidad y sus usos. En el algoritmo que se presenta, este es el primer paso
a realizar, y del cual puede encontrarse mayor informacio´n en [46] y [47].
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El mapa de disparidad esta´ realizado sobre la gpu, y responde a los
siguientes pasos:
1. Filtrar las ima´genes : Las ima´genes tienen ruido que ha de ser eliminado,
adema´s de la informacio´n que es irrelevante, como ya se hizo alusio´n
en 3.1.1, por lo que es necesario aplicar el filtro de la Laplaciana de la
Gaussiana.
2. Ca´lculo del mapa de disparidad : El mapa de disparidad se consigue
mediante la programacio´n multihilo, en base a lanzar un Kernel que
coge una ventana de p´ıxeles en la imagen izquierda, la situ´a sobre la
imagen derecha y busca el mejor valor de disparidad (ver Fig.4.1). Las
diferencias se calculan mediante ssd, almacena´ndose en cada momento
el valor mı´nimo de ssd obtenido, y comparando el valor actual con
dicho valor mı´nimo. En caso de que sea mayor, no se tiene en cuenta
ese valor, y si fuera menor que el valor almacenado, ese ser´ıa el nuevo
patro´n. El objetivo de este paso es encontrar el valor que hace mı´nimo
la ssd el punto de la mejor disparidad.
Cada hilo se ejecuta sobre una columna, de manera que el ca´lculo
del mapa de disparidad esta´ siendo calculado de forma paralela. La
obtencio´n del mapa de disparidad es una de las labores ma´s costosas en
cuanto a requerimiento de tiempo.
Figura 4.1: Detalle de la Realizacio´n del Mapa de Disparidad
Es importante hacer notar que este me´todo calcula tanto el mapa de
disparidad derecho como el izquierdo de forma simulta´nea.
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Una vez obtenido el mapa de disparidad, es factible conseguir los mapas
u-v Disparity, para los cuales, como ya se explico´ en la seccio´n 3.2.3. Al igual
que el mapa de disparidad, se lanza un hilo por cada fila o cada columna
(como proceda para la imagen deseada-u-Disparity por cada fila, v-Disparity
por cada columna), y que son los que llevan a cabo el histograma, que a
u´ltima instancia son los mapas buscados.
4.2. Obtencio´n y Uso del Perfil de la Calzada
A partir del v-Disparity se puede obtener el conocido como “perfil de la
calzada” (road profile), que es una l´ınea recta oblicua que ya ha sido mostrada
en la Fig.3.12. Esto es debido a que al ser el v-Disparity la representacio´n del
histograma sobre los valores de disparidad de cada fila del mapa de disparidad,
la carretera al irse alejando desde la perspectiva del sistema o´ptico, hace, que
por ende, el mapa de disparidad sufra variaciones tambie´n. Esta variacio´n
sera´ de forma lineal, y es la que da como resultado la ya mencionada recta en
estudio [48]. Dicha aproximacio´n, no obstante, no es va´lida en caso de que la
calzada no sea plana [49].
Pese a que el v-Disparity tiene como ventaja el poder ser capaz de
detectar tanto obsta´culos como la calzada, a lo largo de todo el algoritmo
solo interesa la informacio´n de la calzada sobre la que circula el veh´ıculo, por
ser de sumo intere´s el saber el movimiento que sigue el veh´ıculo sobre ella. La
solucio´n ma´s o´ptima es la de obviar el mapa denso de disparidad y trabajar
en su lugar con el mapa libre directamente (3.2.4).
El perfil de la calzada puede idealmente representarse segu´n la ecuacio´n
4.1
v = m · d+ h (4.1)
Donde v es la coordenada vertical de la imagen de los puntos de la
calzada, d el valor de la disparidad en ese punto, m representa la pendiente
del sistema y su ordenada en el origen h, es el valor teo´rico del horizonte del
sistema este´reo.
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Sin tener en cuenta la autocalibracio´n de los para´metros extr´ınsecos, la
profundidad del punto P de coordenadas en el mundo (X, Y, Z, 1), denominada
Z se puede calcular mediante la fo´rmula 4.2, a partir de la disparidad y las
propiedades del sistema o´ptico directamente, y sabiendo que la proyeccio´n
de dicho punto P en el plano de la imagen viene dado por (uL, vL) para la
imagen izquierda y (uR, vR) para la derecha.
Z = f · b
uL − uR =
f · b
d
(4.2)
Siendo d la disparidad, f la distancia focal y b la baseline.
Para la estimacio´n del primero de los para´metros extr´ınsecos de la ca´mara,
el pitch θ (el a´ngulo que forma el sistema con respecto a la calzada), es necesario
conocer la coordenada vertical del centro o´ptico (v∆0), de tal manera, que se
obtiene segu´n la ecuacio´n 4.3
θ = arctan v − v∆0
f
(4.3)
Mediante las ecuaciones 4.1 y 4.2, es posible representar la relacio´n de
profundidad entre los puntos pertenecientes a la calzada (Z) y su coordenada
vertical en la imagen, corregidas adema´s con la informacio´n del pitch, para
que la informacio´n sea dada respecto al sistema de coordenadas del veh´ıculo
y no desde el de la ca´mara.
Z = m · f · b
v − h · cos θ (4.4)
La coordenada X de un punto de la calzada puede obtenerse a partir de
sus coordenadas en el sistema de la imagen, denotado por (u, v), mediante 4.5
X = Z · (u− Cu)
f
= m · b · (u− u∆0)
v − h (4.5)
Donde u∆0 hace referencia a la coordenada horizontal del centro o´ptico.
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Para obtener una mejor estimacio´n de las coordenadas [XZ]T , (se vera´
que Y = 0 en adelante), se consideran la base [X ′Z ′]T , y son obtenidas por
tener en cuenta la desviacio´n del yaw φ, de acorde a 4.6.[
X ′
Z ′
]
=
[
cosφ − senφ
senφ cosφ
] [
X
Z
]
(4.6)
En el cap´ıtulo siguiente estas fo´rmulas sera´n optimizadas gracias a la
incorporacio´n de la calibracio´n de los para´metros extr´ınsecos, y en el cap´ıtulo
de Resultados podra´ apreciarse los pingu¨es beneficios que dicha calibracio´n
aporta a la robustez del sistema en su conjunto.
Los pasos que a continuacio´n se explican son invariantes a la fo´rmula en
uso, y es por ello que se describira´n con detalle.
4.2.1. Implementacio´n Del Algoritmo
Para poder obtener el perfil de la calzada, es imprescindible trabajar con
el v-Disparity del mapa libre de disparidad, como ya ha sido justificado, lo
cual da como resultado una imagen como la representada en la Fig.4.2
Figura 4.2: Perfil de la Calzada
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El v-Disparity no necesita ningu´n tratamiento previo tal como una
umbralizacio´n o ecualizacio´n, pues por su propia definicio´n ya representa
255 valores distintos de grises diferentes. En esta imagen, pese a que existen
valores muy dispares, los puntos de la calzada siguen una cierta tendencia
que los del entorno no siguen, lo que se traduce en que la extraccio´n del perfil
de la calzada se resume en buscar y almacenar aquellos puntos que superen
un cierto umbral, recorriendo la imagen por filas y columnas.
Figura 4.3: Extraccio´n del Perfil de la Calzada a partir del v-Disparity
Los puntos que superan dicho valor umbral son almacenados en una
matriz especialmente disen˜ada para ello . Sin embargo, los puntos que se
obtienen no forman una recta estructurada, si no una nube de puntos que
precisa el uso del procedimiento ransac, el cual ajustara´ dicha nube de
puntos a la recta que mejor reu´na a los puntos. A dicha recta resultante, es
a la que se la denomina el perfil de la calzada. En la Fig.4.3 se representa
un ejemplo de co´mo se efectu´a este paso, estando remarcados los valores que
superan el valor umbral (128 en el ejemplo), que se situ´an a nivel alto (255),
y que representan la nube de puntos ya mencionada.
En este paso, como ya se ha indicado a la hora de explicar la filosof´ıa
ransac, es necesario generar dos puntos aleatorios, y encontrar un modelo de
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recta que ajuste esos dos puntos, y calcular el nu´mero de inliers. Este proceso
es realizado un nu´mero repetitivo de veces, y tras la finalizacio´n de todas las
iteraciones se escoge aquel modelo de recta que mejor haya encuadrado los
puntos. Este es el primer uso de la filosof´ıa multihilo en el algoritmo, de tal
manera que se lanzan el nu´mero de hilos adecuado para que se ejecuten en
paralelo, y almacenando en una memoria compartida por todos los hilos los
modelos obtenidos y el nu´mero de inliers, tal y como se muestra en la Fig.4.4,
para que se pueda elegir en el menor tiempo posible la mejor estimacio´n del
perfil de la calzada.
Figura 4.4: Diagrama de Flujo del Ca´lculo del Perfil de la Calzada
Se ha generado un Kernel que es el que todos los hilos siguen para la
ejecucio´n de estas operaciones, de forma paralela. La bu´squeda de los puntos
a nivel alto (se denomina as´ı a los puntos que tienen nivel de gris por encima
del valor umbral) se efectu´a en la cpu, al igual que la bu´squeda de la mejor
recta posible despue´s de que hayan accedido a la memoria compartida todos
los hilos. La matriz de los valores se encuentra en la memoria global del
dispositivo.
Un caso posible es que al recorrer la matriz, los puntos que se obtienen
son nulos, o escasos, en ese caso, y tal como puede verse en Fig.4.4 y 3, no
se procede a calcular los para´metros. La razo´n es que la recta que sale como
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solucio´n no tiene validez alguna para el fin buscado, pues al haberse obtenido
con pocos puntos, los cambios de pendiente son extraordinariamente notables.
Otro posible caso es aquel en el que los dos puntos de la matriz resultante
de puntos por encima del umbral sean el mismo, en cuyo supuesto, la pendiente
queda una indeterminacio´n del tipo 00 , y esa es la razo´n por la cual tambie´n
se hace una comprobacio´n de este supuesto antes de empezar las operaciones.
La u´ltima comprobacio´n que hay que llevar a cabo, es aquel supuesto
en el que las coordenadas y1, y2 son semejantes, lo cual incurre en que la
diferencia de ambas es cercana a 0, y las recta resultante ser´ıa horizontal,
caso que evidenciar´ıa la presencia de errores en el v-Disparity.
Si el paso 14 diera lugar, se le asigna un valor negativo (−1) al nu´mero
de inliers, para as´ı asegurar que bajo ningu´n concepto se usara´n esos datos.
Por u´ltimo, indicar que los valores usados en el algoritmo 3 han sido
obtenidos de forma emp´ırica, y son fa´cilmente modificables, al estar definidos
como macro del preprocesador en un archivo cabecera.
4.3. Deteccio´n de Puntos Caracter´ısticos de
la Calzada
Para la deteccio´n de puntos caracter´ısticos se hace uso del detector y
descriptor surf, haciendo uso de la implementacio´n que viene en la biblioteca
correspondiente en opencv.
Para emparejar los puntos se hace uso del algoritmo flann.
Debido a que los u´nicos puntos que importan en este caso son los de la
calzada, se tiene en consideracio´n solo el tercio inferior de la imagen para
la extraccio´n de los puntos caracter´ısticos. Esto es as´ı dado que de forma
experimental se puede asegurar que la calzada se encuentra en dicha regio´n
de la imagen. Las ventajas a cambio es una aceleracio´n del tiempo de ca´lculo
de la deteccio´n de puntos caracter´ısticos.
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Algoritmo 3 Obtencio´n de los Para´metros del Perfil de la Calzada
Para´metro(s): Nu´mero de Hilos Lanzados (i), Valor Umbral Para Asegurar
el Proceso (Umbral), Rango de Inliers (Rango)
1: para un nu´mero i de hilos ejecuta´ndose en paralelo hacer:
2: Generar dos nu´meros aleatorios distintos para cada hilo (haciendo uso
de la librer´ıa cuRAND.
3: Acceder a las coordenadas (x1, y1) y (x2, y2) correspondientes a las
posiciones en la matriz de valores a nivel alto de dichos nu´meros
aleatorios.
4: si los puntos no son el mismo (x1 6= x2) y |y1 − y2| > Umbral enton-
ces:
5: Asignar la pendiente de forma que para cada hilo mi corresponde a
y1 − y2
x1 − x2
6: Asignar la ordenada en el origen que para cada hilo bi corresponde a
y1 −m · x1
7: para todos los puntos a nivel alto en el v-Disparity, (x, y)i hacer:
8: si esta´n a una distancia por debajo del rango (|yi − (m · xi + b)| <
Rango) entonces:
9: Incrementar en 1 el nu´mero de inliers correspondiente al par
(mi, bi).
10: fin si
11: Cada hilo guarda los para´metros mi, bi y nu´mero de inliers.
12: fin para
13: si no
14: Abortar el proceso para ese hilo en particular, indicando que no existe
recta y, por ende, no existen inliers.
15: fin si
16: fin para
17: Buscar posicio´n n correspondiente a la recta con mayor nu´mero de inliers,
de entre todos los registros obtenidos por los hilos.
18: devolver (mn, bn)
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4.3.1. Implementacio´n Del Algoritmo
Debido a que este proceso es el ma´s costoso en cuanto a tiempo, la
deteccio´n de puntos se lleva a cabo en paralelo con todo el proceso, en otro
proceso independientemente. Para evitar problemas de comunicacio´n por la
memoria compartida entre los dos procesos (principal y deteccio´n de puntos),
se han implementado varios sema´foros.
Solo es necesaria la imagen izquierda para este paso, pues es posible
calcular la localizacio´n en el mundo [X,Z]T solo con las coordenadas de la
imagen izquierda, que viene dada en coordenadas (u, v).
El primer paso es seleccionar la roi (Region Of Interest), que sera´ el
tercio inferior de la imagen.
Para poder hacer el posterior proceso de matching de puntos caracter´ıs-
ticos, es necesario almacenar en cada momento no solo los puntos del frame
actual, si no tambie´n los del frame anterior, para lo cual habra´ de hacerse un
llamamiento a la instruccio´n CvCloneSeq, seguida de cvClearMemStorage.
Para la deteccio´n y extraccio´n de los puntos caracter´ısticos se hace uso
de la funcio´n cvExtractSURF.
Esa informacio´n ya es suficiente para poder efectuar la llamada al pro-
ceso flann, responsable de encontrar las correspondencias entre los puntos
caracter´ısticos de los dos frames consecutivos.
La visio´n global del funcionamiento entre los dos procesos (el principal y
el detector de puntos) puede observarse en la Fig.4.5, donde se puede apreciar
que a partir solo de la imagen este´reo, se pueden bifurcar los dos procesos,
que de tal manera consiguen reducir el tiempo de co´mputo.
Una de las ventajas de esta forma de proceder radica en que las opera-
ciones designadas dentro de Programa Principal hacen un uso intensivo de
la gpu, mientras que para el proceso de deteccio´n de puntos, la cpu es la
ma´s indicada para llevarla a cabo. Resulta de esta manera que se optimizan
los recursos al hacer uso de ambas unidades de procesamiento en el mismo
tiempo.
4.3. DETECCIO´N DE PUNTOS CARACTER´ISTICOS DE LA CALZADA 69
Figura 4.5: Interaccio´n entre Procesos
Resulta interesante mencionar el momento de unio´n de ambos en aras
de proseguir con el correcto funcionamiento del algoritmo, y que ya ha sido
mencionado, se hace mediante el uso de sema´foros, al estar los datos en
memorias compartidas del archivo de paginacio´n de Windows.
Un sema´foro, en el contexto de la programacio´n, hace uso a un sistema
de control de acceso a una zona de memoria, mediante el cambio del valor
de dicho sema´foro por cada una de las partes que desean acceder a dichos
datos. Tienen valor 0 o 1, y este valor se cambia al acceder un sistema al
sema´foro. Normalmente el valor unitario indica que se puede acceder a e´l,
siendo necesario que en cuanto un proceso acceda a e´l, modifique ese valor
a 0, hasta que termine las operaciones correspondientes, cuando vuelve a
incrementarlo a 1 para permitir el acceso a otro proceso (o a e´l mismo en un
instante de tiempo posterior). Los sema´foros por tanto permiten que la lectura
y escritura en la memoria a la que vigilan no sufra accesos que conlleven una
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indeterminacio´n en los datos (accesos de escritura y/o lectura en la misma
zona de memoria en el mismo instante t).
Un esquema del funcionamiento de estos sema´foros puede apreciarse en
la Fig.4.6.
Como se representa en 4.6, existen cuatro sema´foros, a saber:
Sema´foro 1: Gestio´n de la escritura de la imagen
Sema´foro 2: Gestio´n de la lectura de la imagen
Sema´foro 3: Gestio´n de la escritura de los vectores
Sema´foro 4: Gestio´n de la lectura de los vectores
De nuevo, de acuerdo a la Fig.4.6, los valores iniciales de los sema´foros
son:
Sema´foro 1: 1 −→ Dispuesto a cargar una imagen en cualquier momento.
Sema´foro 2: 0 −→ Bloquea el acceso del detector de puntos a la imagen
hasta que no este´ cargada.
Sema´foro 3: 1 −→ Dispuesto a dejar escribir los vectores.
Sema´foro 4: 0 −→ Bloquea el acceso a los vectores hasta que no este´n
escritos correctamente.
Existen tres memorias compartidas, una para la imagen este´reo, y otros
dos para los dos vectores que almacenara´n los puntos caracter´ısticos en el
frame inmediatamente anterior y el actual.
El taman˜o asignado a cada una de las memorias es de 2048 pares de
puntos, valor que es sobradamente superior al de puntos que han podido llegar
a ejecutarse durante las pruebas realizadas con el algoritmo.
Se ha implementado adicionalmente, la condicio´n de que los puntos
caracter´ısticos que se emparejen pertenezcan realmente a la calzada, para lo
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Figura 4.6: Funcionamiento del Acceso a la Memoria Compartida
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cual se comprueba que esta´n dentro del mapa libre. Es una aportacio´n de gran
relevancia, pues se evita considerar puntos que no aportan informacio´n de
utilidad, y se consigue que el algoritmo sea ma´s robusto. Esta es una mejora
con respecto al algoritmo original que ha sido introducida en este proyecto, y
cuya utilidad se analizara´ en el apartado de resultados.
La idea detra´s de esta implementacio´n radica en que en algunas ocasiones,
los puntos detectados esta´n en la acera (entornos urbanos), o simplemente
fuera de la calzada, y las fo´rmulas que se manejan son solo va´lidas para la
calzada.
4.4. Ca´lculo de la Estimacio´n de Movimiento
Entre Frames Consecutivos
Para este apartado se han supuesto algunas simplificaciones:
1. El movimiento del veh´ıculo entre dos ima´genes consecutivas puede usarse
como dos etapas de velocidad constante, con una rotacio´n en torno al
centro del eje trasero, de a´ngulo α, y con una traslacio´n hacia delante
despue´s de la rotacio´n, descrita de acuerda a su proyeccio´n en los dos
ejes cartesianos del plano de la calzada, (∆X,∆Z). Fig.4.7
2. No hay deslizamiento en ninguna direccio´n.
El fin de este apartado es buscar los puntos en el mundo que corresponden
a las coordenadas de los puntos (u, v) que han salido como caracter´ısticos
entre dos frames consecutivo, gracias a las fo´rmulas 4.4, 4.5 y 4.6, y para una
mejor estimacio´n, las que se introducira´n en el cap´ıtulo siguiente.
La desviacio´n de a´ngulo α puede expresarse segu´n la ecuacio´n 4.7
α = arctan ∆X∆Z (4.7)
y los desplazamientos ∆Z,∆X vienen dados segu´n la ecuacio´n
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Figura 4.7: Desplazamientos y Rotaciones de un Veh´ıculo Entre 2 Frames.
[
X t
Zt
]
=
[
cosα senα
− senα cosα
] [
X t+1
Zt+1
]
+
[
∆X
∆Z
]
(4.8)
Que depende del a´ngulo α, y donde el super´ındice t+ 1 hace alusio´n al
frame actual y t al anterior.
Si se despejan los incrementos de posicio´n ∆X,∆Z (ecuaciones 4.9 y
4.10), queda resuelto, pero depende del a´ngulo α:
∆X = X t −X t+1 cosα− Zt+1 senα (4.9)
∆Z = Zt − Zt+1 cosα +X t+1 senα (4.10)
Debido a que el para´metro α es inco´gnita, se procede a dividir 4.9 entre
4.10:
tanα = senαcosα =
∆X
∆Z =
X t −X t+1 cosα− Zt+1 senα
Zt − Zt+1 cosα +X t+1 senα (4.11)
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Puede obtenerse α a partir de la ecuacio´n de segundo grado 4.12:
((X t)2 + (Zt)2) sen2 θ + (2 ·X t+1 · Zt) sen θ + ((X t+1)2 − (X t)2) = 0 (4.12)
Que, al ser la u´nica inco´gnita que imped´ıa la obtencio´n directa de los des-
plazamientos {∆Z,∆X}, hace que los para´metros que dirigen el movimiento,
es decir, la terna {α,∆Z,∆X}, sean todos ya conocidos. Dado que esto ha
sido logrado gracias al conocimiento de la posicio´n de cada punto en un frame
(Zt + 1, X t + 1) y en el anterior, (Zt+1, X t+1), se obtendra´n {α,∆Z,∆X}k
soluciones, siendo k el nu´mero de pares de puntos que han sido detectados
como caracter´ısticos.
El siguiente paso es estimar el movimiento real del veh´ıculo, teniendo en
cuenta todas las ternas {α,∆Z,∆X} obtenidas. Para ello se hace uso de la
mediana de los valores, y de nuevo el me´todo ransac.
4.4.1. Implementacio´n del Algoritmo del Ca´lculo de
Resultados
Para llevar a cabo la implementacio´n de este paso, se vuelve a hacer uso
de la paralelizacio´n que aporta la gpu, de acuerdo al algoritmo 4.
Algoritmo 4 Algoritmo para el ca´lculo de los para´metros del movimiento
Para´metro(s): Desviacio´n del yaw φ, distancia focal, baseline, coordenadas
del centro o´ptico.
1: para todos los pares de puntos (ut, vt) y (ut+1, vt+1) hacer:
2: para para cada par de puntos encontrados, lanzar un hilo hacer:
3: Calcular coordenadas en el mundo (Zt, X t) y (Zt+1, X t+1) (4.4, 4.5).
4: Corregir coordenadas en el mundo con la desviacio´n del φ (4.6).
5: Obtener α (4.12) y almacenarla.
6: Obtener ∆Z y ∆X (4.9 y 4.10).
7: Obtener XT , YT (4.14, 4.15) y almacenarlas.
8: fin para
9: fin para
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Expresar los resultados del movimiento del veh´ıculo en te´rmino de des-
plazamientos (∆Z,∆X) no es o´ptimo, por lo que se expresara´n en funcio´n de
(YT , XT ), que son coordenadas referidas al punto inicial del movimiento, y que
guardan la relacio´n con respecto a los desplazamientos segu´n las ecuaciones
4.14 y 4.15.
[
XT
YT
]
=
[
cos θ sen θ
− sen θ cos θ
] [
∆X
∆Z
]
(4.13)
XT = ∆X cos θ + ∆Z sen θ (4.14)
YT = ∆Z cos θ −∆X sen θ (4.15)
4.4.2. Implementacio´n del Algoritmo de Bu´squeda de
una Solucio´n U´nica
Para poder efectuar la estimacio´n del movimiento del veh´ıculo se procede
a encontrar cua´l de entre todas las ternas (α, YT , XT ) correspondientes a cada
uno de los pares de puntos de la calzada, es la que mejor representa el avance
del sistema completo. Para ello, se efectu´a la mediana y ransac.
El primer punto importante es el de remarcar que se han considerado a
los para´metros por separado, no como un conjunto asociado a un punto, para
poder obtener mejores resultados.
5AUTOCALIBRACIO´N
L
a autocalibracio´n de la ca´mara ya ha sido introducida en el presente
escrito [1.2.4] , pero es en este apartado en el que se tratara´ ampliamente
sobre este aspecto, que constituye el objeto de este trabajo.
La autocalibracio´n pretende actualizar continuamente la ya mencionada
pose del sistema este´reo para reducir los errores que ocurren en cuanto a
precisio´n de la solucio´n obtenida en aquellos casos en los que no se tiene esta
actualizacio´n de los para´metros, debido a los cambios de la pose de la ca´mara
entre dos frames consecutivos.
Esta falta de precisio´n es debida a que la calibracio´n se lleva a cabo al
comienzo del proceso, pero por las causas ya mencionadas que hacen que los
para´metros sufran cambios durante su funcionamiento, induciendo de forma
directa errores en todos los pasos posteriores.
Dentro del programa descrito que efectu´a la odometria visual, este apar-
tado tiene cabida una vez calculado el perfil de la calzada, tal como se muestra
en la Fig.5.1:
Para determinar los para´metros extr´ınsecos de la ca´mara, existen tres
aproximaciones distintas:
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Figura 5.1: Diagrama de Flujo de la Odometr´ıa Visual Autocalibrada
1. Usar un patro´n de calibracio´n, que puede estar situado en el suelo, o en
el capo´ del veh´ıculo [50].
2. Usar las marcas viales. No es recomendable, pues esto hace que la
dependencia de las marcas viales sea necesaria, y no esta´n siempre
disponibles [51] [50].
3. Hacer una estimacio´n geome´trica del suelo en frente del veh´ıculo [26]
[52]. Opcio´n ma´s recomendable pues no se hace necesario la depedencia
de factores externos al sistema.
Esta aproximacio´n a la autocalibracio´n de la pose del sistema consiste de
tres pasos. En el primer paso se intenta ver el movimiento del veh´ıculo
sobre la carretera, y con ello se es capaz de calcular el para´metro yaw.
En los u´ltimos pasos, se toma el suelo (plano) como referencia, y es en
los que se puede determinar el pitch y roll [52].
Para el primer paso, es necesario tomar referencias del entorno cuando
el veh´ıculo se esta´ moviendo con respecto a la carretera. Deben ser
referencias que este´n fijas y que sean detectables para el sistema. Se
suelen usar l´ıneas de la propia carretera, en caso de que se este´ llevando
a cabo la calibracio´n en un entorno con carreteras sen˜alizadas como
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sistema de referencia, pese a que puede ocurrir el caso de que estas
sen˜ales este´n poco visibles bien por un pobre mantenimiento de la v´ıa,
que las haga indetectables, o bien porque haya obsta´culos en la v´ıa
que no permitan a la ca´mara captarlos correctamente. En realidad, se
indica que se debe tomar las l´ıneas de la sen˜alizacio´n de carreteras
como marca caracter´ıstica, pero vale cualquier caracter´ıstica que sea
particular, reconocible e inconfundible para el fin que se quiere obtener
[17].
A la hora de llevar a la pra´ctica este u´ltimo paso, es importante no llevar
al veh´ıculo demasiado ra´pido. Lo ideal es asegurarse que la velocidad de
la toma de ima´genes asegure que se puedan tomar como mı´nimo cuatro
ima´genes por cada metro que avance el veh´ıculo.
Para determinar los otros dos para´metros extr´ınsecos del sistema este´reo,
se toman como referencia tres puntos del suela cuya correspondencia
en el plano del suelo es conocida (gracias a las ecuaciones 3.3, 3.4, 3.5).
Conociendo sobre la ca´mara la distribucio´n de esos puntos, es posible
encontrar la ecuacio´n del plano que representa a esos tres puntos.
Sin embargo, dado que el suelo, tomado como referencia, no se puede
considerar tampoco como ideal, es conveniente no usar solo tres puntos,
sino ma´s, para asegurarse de que la autocalibracio´n es correcta. La razo´n
por la que es necesaria por lo menos una terna de puntos es porque es
el mı´nimo conjunto de puntos con los que se determina inmediatamente
un plano.
Entre cada imagen consecutiva se detectan los puntos caracter´ısticos
de las referencias que se han tomado inicialmente, para lo cual se hace
uso de detectores de esquinas de Harris. Reforzando la idea expuesta
en el pa´rrafo anterior, cuanto mayor sea la distancia que haya pasado
entre dos ima´genes consecutivas, mayor es el esfuerzo computacional
requerido para hacer el encuentro de los puntos caracter´ısticos entre las
ima´genes consecutivas. Un algoritmo de ransac vuelve a ser necesario
para este paso.
Con estos procedimientos es posible calcular los a´ngulos entre el sistema
de coordenadas global (el suelo) y el sistema de la ca´mara que se este´
usando, y con ello poder obtener los para´metros necesarios para llevar a
cabo el resto de pasos para poder implementar la solucio´n de odometr´ıa
visual propuesta.
En este texto se presentara´ una solucio´n para la autocalibracio´n basada
en la tercera opcio´n.
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En las Fig.5.2a y Fig.5.2b se muestran la posicio´n de los para´metros
extr´ınsecos objeto de la calibracio´n sobre la calzada, y sobre el veh´ıculo, la
desviacio´n del yaw.
(a) Para´metros Sobre la Calzada. (b) Desviacio´n del Yaw
Figura 5.2: Para´metros Extr´ınsecos
5.1. Calibracio´n del yaw
Cuando el veh´ıculo esta´ efectuando un movimiento rectil´ıneo, se determina
el punto de fuga entre dos frames consecutivos. En el caso de que no exista
una desviacio´n del yaw, se obtendra´ que la coordenada horizontal del punto de
fuga (uvp) es igual que la coordenada horizontal del centro o´ptico del sistema
de ca´maras (u0).
En caso de que no se cumpla, la desviacio´n del yaw puede ser calculada
de acuerdo a la ecuacio´n 5.1.
φ = arctan uvp − u0
f
(5.1)
Donde se denomina con f a la distancia focal.
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Se busca el punto de fuga en la l´ınea de horizonte entre dos frames
consecutivos. A las coordenadas de los puntos caracter´ısticos n-e´simos en la
imagen izquierda se les designa con (un1, vn1). y en el frame siguiente, con
(un2, vn2).
Se puede construir una l´ınea recta rn 5.2 para cada punto caracter´ıstico
encontrado, sabiendo que el punto de fuga corresponde a la interseccio´n de
cada l´ınea recta con el resto de l´ıneas que se obtienen de buscar puntos
caracter´ısticos entre dos frames consecutivos.
v = vn2 − vn1
un2 − un1 · u+ vn2(un2 + un1) (5.2)
Debido a que este proceso de calibracio´n se lleva a cabo en entornos no
controlados, es frecuente que existan errores en los valores obtenidos, haciendo
por tanto que no todos los puntos que idealmente deber´ıan juntarse en un
u´nico punto, lo hagan en distintos puntos. Es por tanto necesario repetir el
proceso para varios frames distintos para posteriormente aplicar ransac
a los valores obtenidos y con ello s´ı ser capaz de obtener un valor del yaw
aceptable.
5.2. Calibracio´n de la altura, pitch y roll
Para poder obtener los valores descritos el primer paso es relacionar el
mundo exterior con el del sistema este´reo.
Para ello, supo´ngase un punto P = (X, Y, Z, 1) perteneciente al mundo y
para el cual, su proyeccio´n sobre los planos de las ca´maras es (ui ·S, v ·S, S, 1),
donde i = r simboliza la ca´mara derecha y i = l es para la ca´mara izquierda.
As´ı, se pueden relacionar de la siguiente manera 5.3.

ui · S
v · S
S
1
 = Mproj(f, u0, v0)·MTranslx(−εi· b2)·MRotx(θ)·MRotz(ρ)·MTransly(−h)·

X
Y
Z
1

(5.3)
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Donde las matrices son las que se pueden ver en 5.4, 5.5, 5.6 y 5.7.
ε tiene valor 1 cuando se trata de la ca´mara derecha y −1 cuando es
sobre la ca´mara izquierda.
Mproj(f, u0, v0) =

f 0 u0 0
0 f v0 0
0 0 1 0
0 0 0 1
 ·MTranslx(−εi · b2) =

1 0 0 −εi · b2
0 1 0 0
0 0 1 0
0 0 0 1

(5.4)
MRotx(θ) =

1 0 0 0
0 cos(θ) − sen(θ) 0
0 sin(θ) cos(θ) 0
0 0 0 1
 (5.5)
MRotz(ρ) =

cos(ρ) − sen(ρ) 0 0
sen(ρ) cos(ρ) 0 0
0 0 1 0
0 0 0 1
 (5.6)
MTransly(−h) =

1 0 0 0
0 1 0 −h
0 0 1 0
0 0 0 1
 (5.7)
As´ı pues, la ecuacio´n 5.3 puede simplificarse como 5.8

ui · S
v · S
S
1
 =

f 0 u0 0
0 f v0 0
0 0 1 0
0 0 0 1
·

cos ρ − sen ρ 0 h sen ρ− εib2
cos θ sen ρ cos θ cos ρ − sen θ −h cos θ cos ρ
sen θ sen ρ cos ρ sen θ cos θ −h cos θ sen ρ
0 0 0 1
·

X
Y
Z
1

(5.8)
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La ya mencionada disparidad (en 3.1.1), se introducira´ ahora matema´-
ticamente denomina´ndola ∆, y que se puede calcular segu´n la ecuacio´n 5.9.
Representa la profundidad de cada punto del mundo.
∆ = ul · S − ur · S
S
= f · b
Z cos θ + (Y − h) · cos ρ sen θ +X sen ρ sen θ (5.9)
Donde b simboliza la distancia denominada baseline, ya comentada en
este texto.
De la ecuacio´n 5.8 la coordenada que ma´s interesa es la Y , dado que
para saber si el punto esta´ en el suelo, dicha coordenada debe ser 0, y resulta
imprescindible expresar Y como funcio´n de los dema´s para´metros del sistema
{f, b, u0, v0, h, ρ, θ}, y de la disparidad ∆. Es por ello, que se procedera´ a
despejar Y de las ecuaciones anteriores.
De 5.9
∆ = ul · S − ur · S
S
=⇒ S = f · b∆ (5.10)
De 5.3, despejando el vector [X Y Z T 1]T , y suponiendo εl = −1

X
Y
Z
1
 = M−1Transly(−h)·M−1Rotz(ρ)·M−1Rotx(θ)·M−1Translx b2 ·M−1proj(f, u0, v0)

u · f · b
∆
v · f · b
∆
f · b
∆
1

(5.11)
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
X
Y
Z
1
 =

cos ρ cos θ sen ρ sen θ sen ρ −b cos ρ
2
− sen ρ cos θ cos ρ cos ρ sen θ h+ b sen ρ
2
0 − sen θ cos θ 0
0 0 0 1

·

1
f
0 −u0
f
0
0
1
f
−v0
f
0
0 0 1 0
0 0 0 1

·

u · f · b
∆
v · f · b
∆
f · b
∆
1

(5.12)
Haciendo las operaciones matriciales para despejar el valor de Y , esto
resulta
Y = (v − v0) · b · cos ρ · cos θ∆ −
(u− u0) · b · sen ρ
∆ +
f · b · cos ρ · sen θ
∆ +h+
b · sen ρ
2 = 0
(5.13)
Se iguala a 0 la ecuacio´n 5.13, pues lo que interesa es que Y = 0 como
ya ha sido mencionado anteriormente.
El siguiente paso es obtener una ecuacio´n que relaciona las coordenadas
de la imagen entre s´ı
(v− v0) = tan ρcos θ · (u− u0)−
h
b · cos ρ · cos θ ·∆−
tan ρ
2 · cos θ · −f · tan θ (5.14)
La ecuacio´n 5.14 relaciona (u, v) mediante una recta de la forma v =
c · u+ d, donde
c = tan ρcos θ d = −
h
b · cos ρ · cos θ ·∆−
tan ρ
2 · cos θ · −f · tan θ (5.15)
El valor del roll suele ser muy pequen˜o en entornos automovil´ısticos,
haciendo que normalmente cos ρ ≈ 1 y sen ρ ≈ 0, lo que permite poder
expresar 5.14 de la manera expuesta en 5.16, en la que se ha sustituido los
te´rminos por las aproximaciones:
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v = − h
b · cos θ ·∆ + v0 − f · tan θ (5.16)
Mediante la ecuacio´n 5.16 se ha logrado relacionar de forma lineal la
posicio´n v de la imagen con el valor de la disparidad ∆, que es a su vez, la
ecuacio´n que rige al v-disparity. A esta l´ınea se la denomina road profile, y
se la suele representar como v = Cr · ∆ + v∆0, donde Cr es el valor de la
pendiente (− h
b·cos θ ) y v∆0 es el valor de v para el cual la disparidad ∆ = 0.
Esta es toda la informacio´n necesaria para poder obtener la altura h
(5.17) y el pitch, θ (5.18):
h = −Cr · b · cos θ (5.17)
θ = arctan v0 − v∆0
f
(5.18)
El roll ρ se obtiene a partir del mapa libre (donde solo se tiene en cuenta
la calzada), para lo cual, se fija un valor de ∆, y solo se tiene en cuenta la
parte del mapa que representa a la calzada que se situ´a frente al veh´ıculo y
que cumple con ese valor de disparidad. Puntos con la misma disparidad se
encuentran a la misma distancia de la ca´mara. Se obtiene una nube de puntos
que simbolizan la calzada (Fig.5.3), y que para el presente trabajo ha sido
elegido un valor de ∆ = 15.
Este valor de disparidad ha sido elegido emp´ıricamente por ser el valor
que mejor soluciones aportaba, por estar a una distancia no muy lejana del
veh´ıculo, y que permitiese obtener los suficientes puntos como para poder
obtener buenos resultados.
Tras aplicar de nuevo ransac a esa nube de puntos, se puede obtener
una l´ınea recta que sigue la ecuacio´n v = Cu + d∆, la cual es necesaria para
poder obtener un valor del para´metro, como puede apreciarse en la fo´rmula
5.19
C = tan ρcos θ =⇒ ρ = arctan (C · cos θ) (5.19)
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(a) Mapa Libre Obtenido Para un Foto-
grama
(b) Mapa Libre Binarizado con Dispari-
dad 15.
(c) Valores a Disparidad 15 del Mapa Libre
Figura 5.3: Mapa Libre
5.3. Obtencio´n de las Coordenadas del Mun-
do
Una vez que se han obtenido todos los para´metros extr´ınsecos e intr´ınsecos
{f, b, u0, v0, h, ρ, θ}, ya es posible recuperar la ecuacio´n 5.11, y despejar X y
Z.
Despejando X de 5.12:
X = b · cos ρ∆ · (u−u0) +
b · cos θ · sen ρ
∆ · (v− v0) +
f · b · sen θ · sen ρ
∆ (5.20)
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Z = b · sen θ∆ · (v − v0) +
f · b · cos θ
∆ (5.21)
Para tener en cuenta la desviacio´n del yaw, es imprescindible pasar a una
nueva base de coordenadas [X ′Z ′]T siguiendo la ecuacio´n 5.22.
[
X ′
Z ′
]
=
[
cosφ − senφ
senφ cosφ
] [
X
Z
]
(5.22)
6RESULTADOS
EXPERIMENTALES
OBTENIDOS
T
odos los cambios que se han llevado a cabo, desde la versio´n original
del algoritmo de la cual se partio´ se exponen a continuacio´n, de forma
que pueda verse de forma clara y concisa a trave´s de gra´ficos y tablas.
La versio´n original, previa a ninguna modificacio´n objeto en este proyecto
era una solucio´n para la odometr´ıa visual basada en la captacio´n de puntos
caracter´ısticos de la calzada. Dicha solucio´n es estable y robusta, pero presenta
la desventaja de que, pese a que obtiene buenos resultados, estos var´ıan
considerablemente entre dos iteraciones independientes. La aproximacio´n
dada es aceptable, pues es capaz de dar resultados de odometr´ıa, pero es en
los detalles de precisio´n donde presenta grandes deficiencias. La motivacio´n
de este trabajo es mejorar la estimacio´n de la posicio´n del veh´ıculo sobre la
calzada frame a frame, haciendo que los resultados finales sean lo ma´s precisos
y ajustados a la realidad posible.
Para ello, como ya se ha indicado en varios ep´ıgrafes del texto se procede
a autocalibrar los para´metros extr´ınsecos del sistema este´reo para mejorar
la determinacio´n de su pose. Adema´s, se estudiara´ la utilidad de la mejora
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aportada a la estimacio´n de los puntos caracter´ısticos, en forma de que solo
se consideren aquellos puntos que realmente pertenezcan a la calzada.
Para probar los resultados se ha usado una secuencia tomada por el
veh´ıculo ivvi [3] y con la ca´mara Bumblebee. Consta de 982 frames, y es un
recorrido de aproximadamente 500 m, situado en las cercan´ıas del campus de
Legane´s de la Universidad Carlos III de Madrid , tal como puede apreciarse
en la Fig.6.1, donde se muestra en tono verde el trazado.
Figura 6.1: Trazado usado para la Evaluacio´n de Resultados. Localizacio´n
El equipo usado para la ejecucio´n del algoritmo es el que posee el Labora-
torio Sistemas Inteligentes de la Universidad Carlos III de Madrid , y cuyas
caracter´ısticas se muestran en la tabla 6.1.
Microprocesador Intel Core i5 660 a 3,33 GHz
Memoria RAM 3 GB
Sistema Operativo Windows XP Service Pack 2
Tabla 6.1: Especificaciones Te´cnicas del Ordenador Utilizado en la Toma de
Resultados
Para poder trabajar con la arquitectura cuda, este equipo esta´ provisto
de una tarjeta gra´fica nVidia, modelo FX 380 LP, que presenta los para´metros
te´cnicos mostrados en la Tabla 6.2.
La versio´n de las librer´ıas de opencv son la 2.4.2, las cuales esta´n
disponibles desde Julio de 2012. Para el manejo de ima´genes distinto del
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Nu´cleos de CUDA 16
Memoria compartida global 512 MB GDDR3
Memoria compartida por bloque 16 KB
Registros por bloque 16384
Ancho de banda de la memoria 12,8 GB/s
Nu´mero ma´ximo de hilos por bloque 512
Taman˜o ma´x. de las dim. 0 y 1 de los bloques 512
Taman˜o ma´x. de la dim. 2 de los bloques 64
Taman˜o ma´x. de las dim. 0 y 1 del grid 65535
Taman˜o ma´x. de las dim. 2 del grid 1
Tabla 6.2: Especificaciones Te´cnicas de la GPU Empleada en la Toma de Resul-
tados
ca´lculo de los puntos caracter´ısticos de la calzada, se emplean las bibliotecas
mil [53]. El entorno de desarrollo ha sido Visual C++ 2008 [54].
La ca´mara este´reo es, como ya ha sido mencionada, la ca´mara Bumble-
bee2, que puede verse en la Fig.1.9, y cuyas caracter´ısticas te´cnicas son las
enumeradas en la Tabla 6.3 [16].
Frames por Segundo
48 a resolucio´n 640×480
20 a resolucio´n 1024×768
Baseline 12 cm
Modo de Captura Blanco y negro con posterior rectificacio´n
Distancia Focal 6 mm
Tabla 6.3: Especificaciones Te´cnicas del Sistema Este´reo Usado Para la Captura
de Datos
En la Fig.6.2 puede verse el sistema que va implementado en el veh´ıculo
con la propia ca´mara que esta´ instalada. Se muestran sobre la figura los
para´metros que procedera´n a ser calibrados.
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Figura 6.2: Para´metros Intr´ınsecos de la Ca´mara Sobre el Sistema A Bordo Del
IvvI 2.0
6.1. Resultados Previos al Algoritmo Propues-
to
Primero han de resumirse los resultados previos obtenidos, y que pueden
verse en Fig.6.3:
(a) It.1 (b) It.2 (c) It.3 (d) It.4
Figura 6.3: Distintos Resultados de Iteraciones del Algoritmo de Partida.
Debido al alto grado de error integral el la estimacio´n de la odometr´ıa
visual, el error entre la posicio´n real y la estimada se va incrementando, como
puede verse en Fig.6.4a:
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(a) (b)
Figura 6.4: Resultados del Algoritmo de Partida. (a) Distintas Ejecuciones Sin
Autocalibracio´n. Comparativa. (b) Superposicio´n sobre el Mapa de Sate´lite de un
Resultado de Odometria Sin Autocalibracio´n.
A partir de estos resultados se puede entender la necesidad de la auto-
calibracio´n, pues en los primeros metros, hasta la glorieta, las desviaciones
que presentan las trayectorias son debidas a la arbietrariedad de los valores
tomados para poder efectuar la odometr´ıa (los distintos procesos que inclu-
yen ransac predominantemente), pero es despue´s de la glorieta donde las
trayectorias siguen destinos diferentes. El resultado final resulta en una falta
de precisio´n del punto final, como puede apreciarse en la Fig.6.4b
El procedimiento de calibracio´n de los para´metros es: primero estimar el
yaw, despue´s el pitch, y por u´ltimo el roll. El orden a seguir en este cap´ıtulo
sera´ el mostrado en Fig.6.5, en el que primero se expondra´n la aportacio´n de
la calibracio´n de cada uno de estos para´metros, an˜adie´ndolos uno a uno, y
sin tener en cuenta la mejora acerca de la comprobacio´n de que realmente los
puntos pertenecen a la calzada. Posteriormente, y a la vista de los resultados
obtenidos, se hara´ un estudio de co´mo afecta la comprobacio´n ya mencionada.
Por u´ltimo, se analizara´ la evolucio´n de los para´metros pitch y roll a lo largo
de la secuencia de fotogramas.
6.2. CALIBRACIO´N DEL YAW 92
Figura 6.5: Secuencia de Calibracio´n.
6.2. Calibracio´n del Yaw
El para´metro que ha de calibrarse primero es el del yaw, pues tras la
adquisicio´n de datos experimentales, se ha podido constatar que la ca´mara
es muy sensible a cambios en e´l. Para poder demostrar la necesidad de la
calibracio´n, baste ver los resultados obtenidos cuando no se lleva a cabo dicha
calibracio´n (Fig.6.6):
(a) It.1 (b) It.2 (c) It.3 (d) It.4
Figura 6.6: Distintos Resultados de Iteraciones Sin Calibracio´n Alguna.
Se demuestra por tanto la importancia del ajuste de este para´metro.
Cabe destacar que para este ensayo, tanto el pitch como el roll no han
sido calibrados tampoco.
La superposicio´n del resultado que se muestra en Fig.6.6d con el mapa
de sate´lite se muestra en la Fig.6.7.
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Figura 6.7: Superposicio´n sobre el Mapa de Sate´lite Sin Calibracio´n Alguna
6.3. Calibracio´n del Pitch
El siguiente para´metro que ha de ser calibrado es el pitch, para lo cual
primero se analiza las variaciones entre aquellas iteraciones en las que no
se tuvo en cuenta ma´s que el yaw calibrado, y aquellas en las que si y que
pueden verse en la Fig.6.8:
(a) It.1 (b) It.2 (c) It.3 (d) It.4
Figura 6.8: Distintos Resultados de Iteraciones Con Yaw Calibrado.
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El resultado de la superposicio´n de las distintas soluciones de odometr´ıa
solo teniendo en cuenta el yaw calibrado son las que se exponen a continuacio´n
en la Fig.6.9a:
(a) (b)
Figura 6.9: Resultados del Algoritmo de Partida. (a) Resultados Superpuestos
con Calibracio´n del Yaw. (b)Superposicio´n sobre el Mapa de Sate´lite Calibracio´n
del Yaw.
Estos resultados sobrepuestos sobre la imagen de sate´lite corresponde a
la mostrada en Fig.6.4b.
Los resultados una vez calibrado el pitch son los que ya se hab´ıan expuesto
en el apartado 6.1.
6.4. Calibracio´n del Roll
Una vez se han calibrado los dos primeros para´metros, es el momento de
calibrar el u´ltimo de ellos, y con ello se alcanzar´ıa el estado resaltado de la
Fig.6.10, que representa los tres para´metros calibrados, y sin tener en cuenta
la comprobacio´n de que los puntos caracter´ısticos escogidos sean puntos de la
calzada.
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Figura 6.10: Estado de la Secuencia de Calibracio´n
(a) It.1 (b) It.2 (c) It.3 (d) It.4
Figura 6.11: Distintos Resultados de Iteraciones Con Calibracio´n del Yaw, Pitch,
Roll.
Se han tomado de nuevo cuatro iteraciones del proceso tras la calibracio´n,
que se exponen en la Fig.6.11.
Resultando ma´s claros los resultados que se encuentran en la Fig6.12.
6.4. CALIBRACIO´N DEL ROLL 96
(a) (b)
Figura 6.12: Resultados del Algoritmo de Partida. (a) Resultados Superpuestos
con Calibracio´n del Yaw, Pitch, Roll, sin Comprobacio´n de Puntos en Calzada.
(b) Superposicio´n sobre el Mapa de Sate´lite Con Calibracio´n del Yaw, Pitch, Roll,
sin Comprobacio´n de Puntos en Calzada.
De Fig.6.11, Fig.6.12a y Fig.6.9b se pueden extraer las siguientes conclu-
siones:
El sistema se aproxima al recorrido real realizado por el veh´ıculo.
El sistema presenta repetitibilidad y robustez, pues las cuatro iteraciones
realizadas arrojan datos similares, y con menos variabilidad que las
anteriores versiones.
No exige requerimientos de tiempo mayores que las versiones anteriores,
dado que la diferencia radica en el ca´lculo de los para´metros que conectan
el mundo y el sistema de la ca´mara.
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6.5. Odometr´ıa Visual Con Calibracio´n de sus
Para´metros. Comprobacio´n de Puntos en
la Calzada.
A la vista de que los mejores resultados obtenidos por el sistema de
odometr´ıa visual son los que tienen todos los para´metros ajustados, se parte
de esta solucio´n para poder introducir la opcio´n de solo evaluar los puntos
que efectivamente esta´n en la calzada, y que no sean pertenecientes al entorno
(Fig.6.13).
Figura 6.13: Estado de la Secuencia de Calibracio´n
Los resultados obtenidos al an˜adir al algoritmo la deteccio´n de puntos de
la calzada ha permitido obtener mejores resultados que todas las anteriores
versiones, como muestra, se pueden ver las iteraciones captadas en Fig.6.14
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(a) It.1 (b) It.2 (c) It.3 (d) It.4
Figura 6.14: Distintos Resultados de Iteraciones Con Calibracio´n del Yaw, Pitch,
Roll, Con Comprobacio´n de Puntos en Calzada.
Al superponer los cuatro resultados unos sobre otros se obtiene un
resultado que demuestra que el me´todo empleado de calibracio´n, unido con
la mejora implementada que hace que solo se capten puntos de la calzada,
genera unos resultados muy robustos, repetitivos y precisos, como se vera´ en
las Fig.6.15a y Fig.6.15b.
(a) (b)
Figura 6.15: Resultados del Algoritmo de Partida. (a) Resultados Superpuestos
con Calibracio´n del Yaw, Pitch, Roll, Con Comprobacio´n de Puntos en Calzada.
(b)Superposicio´n sobre el Mapa de Sate´lite Con Calibracio´n del Yaw, Pitch, Roll,
Con Comprobacio´n de Puntos en Calzada.
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6.6. Resultados de la Estimacio´n del Pitch
Se han tomado datos del pitch estimado en cada uno de los distintos
frames para estimar la variabilidad y la consiguiente utilidad de la calibracio´n.
Para ello se han tomado nueve iteraciones distintas de la versio´n, y se
ha calculado la media de todas ellas, para poder concluir que las variaciones
del para´metro es pequen˜a a lo largo de todos los frames, con valores elevados
(picos) localizados, como se puede ver en las Fig.6.16 y Fig.6.17. Se ha
considerado para la Fig.6.17 que el gra´fico denominado “Ma´ximos Valores” es
la que se compone por los valores ma´ximos de las nueve iteraciones de cada
fotograma, y de forma ide´ntica ocurre con la gra´fica “Mı´nimos Valores”.
Figura 6.16: Valores de la Media Del Valor de Pitch en Cada Frame, 9 Iteraciones.
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Figura 6.17: Valores de la Media Del Valor de Pitch en Cada Frame, 9 Iteraciones,
Superpuesto con la Gra´fica de Mayores Variaciones de las Iteraciones.
De los resultados mostrados en Fig.6.16 y Fig.6.17 puede sacarse como
conclusiones lo siguiente:
Los valores de pitch se deben a vibraciones del veh´ıculo, y son de
reducido valor dado que la carretera por la que se ha tomado los datos
no presenta grandes variaciones.
Todas las iteraciones arrojan valores muy similares (la diferencia entre
valores ma´ximos y mı´nimos con respecto a la media es mı´nima) , lo
que refuerza lo ya comentado acerca de la robustez del sistema y la
repetitividad.
Los valores de pitch apenas sufren variaciones, y son cercanos a 0, obte-
nie´ndose los valores mayores de este para´metro en las curvas cerradas,
tal como puede apreciarse en la Fig.6.18. Esto es causado por lo que ya
se avanzo´ en la seccio´n 3.5, y que es debido a la especial distribucio´n de
masas que sufre un veh´ıculo al tomar una curva, y que produce cambios
en la altura que la ca´mara detecta y que por software se corrige.
Dependiendo del sentido de la toma de la curva, los valores se corrigen
obtenie´ndose valores positivos, o al contrario, negativos.
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Figura 6.18: Frames con Mayores Valores de Pitch Calibrado.
6.7. Resultados de la Estimacio´n del Roll
En el caso de la estimacio´n del roll, segu´n los datos arrojados por las
Fig.6.19 y Fig.6.20, se puede indicar que la estimacio´n que se hizo segu´n la
cual sen ρ = 0 y cos ρ = 1 era acertada.
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Figura 6.19: Valores de la Media Del Valor de Roll en Cada Frame, 9 Iteraciones.
Figura 6.20: Valores de la Media Del Valor de Roll en Cada Frame, 9 Iteraciones,
Superpuesto con la Gra´fica de Mayores Variaciones de las Iteraciones.
Existen ciertos datos at´ıpicos en los frames 782, 784 y 791, que corres-
ponden a los puntos sen˜alados en la Fig.6.21, momentos en los que el veh´ıculo
efectu´a curvas muy cerradas.
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Figura 6.21: Frames con Mayores Valores de Roll Calibrado.
6.8. Error Cometido
Tras la realizacio´n de las iteraciones, se procedio´ a calcular el error
cometido, mediante las coordenadas del punto final del trazado (idealmente,
deber´ıa ser (0, 0) la posicio´n final), y mediante la distancia eucl´ıdea, se ha
podido estimar no solo el error, sino tambie´n la desviacio´n t´ıpica, y que pueden
verse en la Tabla 6.4.
Error Cometido (m) Error Cometido ( %) Desviacio´n T´ıpica (m)
13,75 3,13 0,672
Tabla 6.4: Error y Desviacio´n T´ıpica Del Proceso.
7CONCLUSIONES Y
TRABAJOS FUTUROS
T
ras realizar las pruebas pertinentes con el algoritmo planteado en el
trabajo, se puede constatar que los resultados han logrado una mejora
considerable frente a la versio´n inicial de la solucio´n de odometr´ıa
visual existente, y que son las enumeradas a continuacio´n:
1. La repetitividad en las soluciones obtenidas es alta, de manera que
para distintas repeticiones del co´digo, las soluciones que aporta son
similares. A lo largo del algoritmo se hace uso en numerosas ocasiones
de operaciones basadas en nu´meros aleatorios (cada paso que implicaba
hacer uso de ransac), por lo que la repetitividad adquiere mayor valor.
2. La precisio´n que alcanza en las soluciones que aporta sobre el trazado
de prueba es como ya se ha indicado de 13, 75 metros de error sobre el
trazado que consta de 500 metros, lo cual da un error de precisio´n de
aproximadamente el 3, 13 %.
3. El algoritmo introducido es fa´cilmente escalable: no precisa de un estado
de calibracio´n previo ni de ningu´n tipo de proceso de aprendizaje del
entorno sobre el que debe funcionar. Es ra´pidamente implementable en
cualquier situacio´n.
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4. Es un sistema ra´pido, no precisa de tiempos de set-up como otros
sistemas (el gps necesita de un tiempo hasta que encuentra sen˜al).
Una comparativa acerca de co´mo ha variado el trazado de la odometr´ıa
antes de la autocalibracio´n y despue´s se muestra en Fig.7.1.
Figura 7.1: Resultados Antes y Despue´s de la Autocalibracio´n
Debido al peligro que entran˜a el a´mbito de los veh´ıculos inteligentes en
el caso de que ocurra el ma´s mı´nimo error, resulta importante poseer un
sistema de respaldo, basado en el gps diferencial preferiblemente, trabajando
en cooperacio´n para asegurar en todo momento que los resultados sean
coherentes entre ambos sistemas, y por ende, se pueda concluir que son
fiables.
Para futuras implementaciones, se puede considerar la opcio´n de calibrar
frame a frame la desviacio´n de yaw. En el presente trabajo esta desviacio´n
ha sido considerada constante, pero esta asuncio´n deja de ser va´lida en el
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momento en el que se tiene en cuenta la vibracio´n del veh´ıculo, que producen
fluctuaciones en los valores del para´metro.
Otra posible mejora que no ha sido introducida en este proyecto es el de
conseguir que el algoritmo pueda funcionar sobre cualquier tipo de v´ıa, sin
depender de la hipo´tesis de que el suelo es plano, en caminos campestres o
en v´ıas con badenes. Por ejemplo, en el caso de estos u´ltimos, la variacio´n de
pitch sufrir´ıa variaciones bruscas, como puede verse en la Fig.7.2.
Figura 7.2: Comportamiento del Pitch en un Bade´n.
8COSTES DEL PROYECTO
E
n el presente cap´ıtulo se hace una estimacio´n de los costes del proyecto,
de forma pormenorizada, de forma que se estima el tiempo necesario
en la ejecucio´n, los costes asociados a la equipacio´n necesaria y los
salarios del personal que lo lleva a cabo.
El primero de los puntos a tratar es la estimacio´n del tiempo necesario,
que se adjunta en la Tabla8.1:
Etapa Tiempo
Estudio y comprensio´n del problema a resolver 30 h
Documentacio´n Y Estado del Arte 50 h
Redaccio´n de la memoria (parte teo´rica) 30 h
Implementacio´n del co´digo 250 h
Pruebas del algoritmo 30 h
Redaccio´n de la memoria (parte pra´ctica) 25 h
TOTAL 415 h
Tabla 8.1: Estimacio´n de Tiempo Empleado en el Proyecto
Suponiendo un salario base bruto de 35e/h del ingeniero, esto resulta
en:
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415h · 35e/h = 14525e (8.1)
Los materiales necesarios para poder llevar a la pra´ctica el proyecto ha
constado de los siguientes materiales, con los costes asociados en la Tabla 8.2.
Material Coste
Ordenador de sobremesa 1.200 e
Interfaz salpicadero (Pantalla Xenarc 8 pulgadas) 400 e
Ca´mara este´reo (Modelo Bumblebee del fabricante Pointgrey) 3.000 e
Paquete de librer´ıas MIL 500 e
Paquete de librer´ıas opencv Gratuito
Otro material (cables, soportes, etc.) 100 e
TOTAL 4.900 e
Tabla 8.2: Estimacio´n de Costes de Materiales del Proyecto
De acuerdo con 8.1 y la Tabla 8.2, el precio total del proyecto asciende a:
14525e+ 4900e = 19425e (8.2)
APE´NDICES
APARA´METROS
El primero de los ape´ndices mostrados corresponde al archivo del algo-
ritmo que almacena los para´metros que se han definido como cabecera de
programa y que si son modificados, lo hacen a lo largo de todos los archivos.
#define OFF_LINE
#define USE_FLANN
#define PERFIL_V3
//#define MOSTRAR_PERFIL
#define SURF_V2
//#define COMPROBAR_PTOS_MAPA_LIBRE
#define MOSTRAR_SURF
#define FILTRO
//¡OJO! NO se puede usar CALPTOS_V2 sin alguna CALSOL
distinta de V1
#define CALPTOS_V2
#define CALSOL_V5
#define CALIBRACION
//#define MOSTRAR_ROLL
// ////////////////////////
#define WIDTH_IMAGEN 640
#define HEIGHT_IMAGEN 480
#define NUM_IMAGENES 982
// ////////////////////////
#define ROWSperTHREAD 40 // Nu´mero de filas que procesara´ un
hilo
#define BLOCK_W 128 // Ancho del hilo para calcular la
disparidad
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#define ANCHO_BLOQUE 64 // Valor del ancho del bloque para
el ca´lculo de la laplaciana de la gausiana
#define RADIUS_H 8 // Kernel Radius 5V & 5H = 11x11
kernel
#define RADIUS_V 8
#define MIN_SSD 5737500 //(( RADIUS_H *2+1)*( RADIUS_V *2+1)
*255) // Valor mı´nimo de la SSD en la ventana (por
ejemplo el mayor posible en ventana de 7x7)
#define STEREO_MIND 0.0f // Mı´nimo valor de disparidad a
comprobar
#define STEREO_MAXD 30.0f // Ma´ximo valor de disparidad a
comprobar
#define SHARED_MEM_SIZE (( BLOCK_W + 2* RADIUS_H)*sizeof(int) )
// Memoria compartida usada
#define VALOR_INICIAL 0 // Valor inicial para el array de
salida , sera´ el que se usara´ si disp no ha sido menor que
MIN_SSD
#define U_DISP_UMBRALIZADO
#define UMBRAL_AREA_ESTUDIO 1
///// Perfil de la calzada ////
#define MAX_PTOS_BLANCOS 14400
#define RP_NUM_THREADS 8192
#define Y_THRESHOLD 24
#define RP_RANGO 1
#define RP_UMBRAL 128
///// Odometrı´a ////
#define B 0.119915f
#define F 811.9104f
#define CX 322.0614f
#define CY 247.6637f
#define DESVIACION_YAW 0.0547f
#define ALTURA_SURF (HEIGHT_IMAGEN -(int)(HEIGHT_IMAGEN /3))
#define RESOLUCION_MAPA 3
#define ALTO_MAPA 800
#define ANCHO_MAPA 1000
#define UMBRAL_FILTRO 2
////// RANSAC Odometrı´a ///////
#define OD_NUM_THREADS 2048
#define RANGO_THETA 0.01f
#define RANGO_X 0.01f
#define RANGO_Y 0.01f
////// Memoria compartida
#define MAX_PTOS_SURF 2048
#define BUF_SIZE WIDTH_IMAGEN*HEIGHT_IMAGEN*sizeof(unsigned
char)
#define BUF_SIZE2 (MAX_PTOS_SURF +1)*sizeof(Point2f)
////// Autocalibracio´n
#define ROLL_RANGO 5
BMAIN
Se muestra el archivo desde el cual se hacen las llamadas a las funciones
de la gpu, cpu y el proceso que ejecuta surf. Este algoritmo trabaja sobre
la cpu.
// ///////////////////////////
// INCLUSIONES
// ///////////////////////////
// Inclusio´n de las bibliotecas del sistema
#include <iostream >
#include <windows.h>
#include <tchar.h>
#include <fstream > //para el manejo de ficheros
using namespace std;
// Inclusiones de CUDA
#include <vector_types.h>
#include "cutil.h"
// Inclusio´n de las bibliotecas de visio´n
// Matrox Imaging Libraries
#include <mil.h>
// OpenCV
#include <opencv2/features2d/features2d.hpp >
#include <opencv2/nonfree/nonfree.hpp >
#include <cv.h>
#include <cxcore.h>
#include <highgui.h>
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using namespace cv;
// Inclusio´n de la biblioteca de ca´maras point_grey
#include "point_grey.h"
#include "bumblebee.h"
// Inclusio´n de las funciones para trabajar off -line
#include "off_line.h"
#include "deteccion_obstaculos.h"
#include "graficos_overlay.h"
// Inclusio´n de los parametros de control
#include "parametros.h"
// Inclusio´n del funciones complementarias para el SURF
#include "funcionesSURF.cpp"
// ////////////////////////////////////
// CLASES , TIPOS
// ////////////////////////////////////
//Clase para el perfil de la calzada y el pitch
class PerfilCalzada{
public:
float m;
float horizonte;
float pitch;
PerfilCalzada (){m=0; horizonte =0; pitch =0;}
};
struct myclass{
bool operator () (float i,float j) {return (i<j);}
}myobject;
// Temporizador
class Timer{
public:
double PCFreq;
__int64 CounterStart;
string nombre;
Timer(string nombre){
this ->nombre=nombre;
LARGE_INTEGER li;
if (! QueryPerformanceFrequency (&li))
cout << "QPF failed\n";
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PCFreq = double (li.QuadPart)/1000.0;
QueryPerformanceCounter (&li);
CounterStart = li.QuadPart;
}
void parar(){
LARGE_INTEGER li;
QueryPerformanceCounter (&li);
double tiempo =(li.QuadPart -CounterStart)/PCFreq;
cout << nombre << " processing time: " << tiempo << " <ms
>" << endl;
}
void parar(ofstream &f){
LARGE_INTEGER li;
QueryPerformanceCounter (&li);
double tiempo =(li.QuadPart -CounterStart)/PCFreq;
f<<nombre <<" - "<<tiempo <<" ms"<<endl;
}
};
class TimerMedia{
public:
double PCFreq;
__int64 CounterStart;
string nombre;
double acTiempo;
int veces;
LARGE_INTEGER li;
TimerMedia(string nombre){
this ->nombre=nombre;
if (! QueryPerformanceFrequency (&li))
cout << "QPF failed\n";
PCFreq = double (li.QuadPart)/1000.0;
acTiempo =0;
veces =0;
}
void Iniciar (){
QueryPerformanceCounter (&li);
CounterStart = li.QuadPart;
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}
void Parar(){
QueryPerformanceCounter (&li);
double tiempo =(li.QuadPart -CounterStart)/PCFreq;
veces ++;
if (veces >1){
acTiempo += tiempo;
}
}
void Escribir(ofstream &f){
f<<nombre <<" - "<<acTiempo /(veces -1) <<" ms"<<endl;
}
};
// Temporizador basado en las OpenCV
class TimerCV{
public:
string nombre;
int64 t;
TimerCV(string nombre){
this ->nombre=nombre;
t=getTickCount ();
}
void Parar(){
t=getTickCount ()-t;
cout << nombre << " time: " << t*1000/ getTickFrequency ()
<< " ms" << endl;
}
};
class TimerCUDA{
public:
unsigned int timer;
char* nombre;
float acTiempo;
int veces;
TimerCUDA(char nombre []){
this ->nombre=nombre;
CUT_SAFE_CALL( cutCreateTimer (&timer));
acTiempo =0;
veces =0;
}
void Iniciar (){
CUT_SAFE_CALL(cutResetTimer(timer));
CUT_SAFE_CALL(cutStartTimer(timer));
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}
void Parar(){
CUT_SAFE_CALL(cutStopTimer(timer));
if (veces >1){
acTiempo += cutGetTimerValue(timer);
}
veces ++;
}
void Escribir(FILE *f){
fprintf(f, " %s - %f ms\n", nombre , acTiempo /(veces -1));
CUT_SAFE_CALL( cutDeleteTimer(timer));
}
};
// //////////////////////////////////////
// PROTOTIPOS
// //////////////////////////////////////
// Funciones cppintegration.cu
extern "C" void runTest(int argc , char** argv ,unsigned char*
h_LG_izq ,unsigned char* h_LG_der ,unsigned char* h_u ,
unsigned char* h_v ,unsigned char* h_izq ,unsigned char*
h_der ,int width ,int height);
extern "C" void ransac(unsigned char * h_v , PerfilCalzada &
perfil ,float rango , unsigned int umbral ,int ancho , int
alto);
#ifdef CALIBRACION
extern "C" void odometria(PerfilCalzada perfil , PerfilCalzada
perfil_anterior , Point2f* pt1 , Point2f* pt2 , vector <float
> &theta_ac , vector <float > &x_ac , vector <float > &y_ac ,
float aroll , float arollant ,FILE *f);
#else
extern "C" void odometria(PerfilCalzada perfil , PerfilCalzada
perfil_anterior , Point2f* v_pt1 , Point2f* v_pt2 , vector <
float > &theta_ac , vector <float > &x_ac , vector <float > &y_ac
, FILE*f, int i);
#endif
// ////////////////////////////////////
// PROGRAMA
// ////////////////////////////////////
int
main(int argc , char** argv)
{
//
// Declaracio´n variables MIL
//
MIL_ID MilApplication ,
MilSystem ,
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MilDisplay [2],
MilImageEntrada [2],
MilDisparitylibre ,
MilColor ,
MilLibre ,
MilMapa;
#ifdef MOSTRAR_PERFIL
MIL_ID MilImageVDisparity;
#endif
//
// Reseva de memoria para las MIL
//
MappAllocDefault(M_SETUP , &MilApplication , &MilSystem ,
M_NULL ,M_NULL , M_NULL);
MdispAlloc(MilSystem ,M_DEFAULT ,"M_DEFAULT",M_DEFAULT ,&
MilDisplay [0]);
MdispAlloc(MilSystem ,M_DEFAULT ,"M_DEFAULT",M_DEFAULT ,&
MilDisplay [1]);
MbufAlloc2d(MilSystem , WIDTH_IMAGEN , HEIGHT_IMAGEN ,8+
M_UNSIGNED ,M_IMAGE+M_DISP+M_PROC ,& MilImageEntrada [0]);
MbufAlloc2d(MilSystem , WIDTH_IMAGEN , HEIGHT_IMAGEN ,8+
M_UNSIGNED ,M_IMAGE+M_DISP+M_PROC ,& MilImageEntrada [1]);
MbufAlloc2d(MilSystem , WIDTH_IMAGEN , HEIGHT_IMAGEN ,8+
M_UNSIGNED ,M_IMAGE+M_PROC+M_DISP ,& MilDisparitylibre);
MbufAlloc2d(MilSystem , WIDTH_IMAGEN , HEIGHT_IMAGEN ,8+
M_UNSIGNED ,M_IMAGE+M_PROC ,& MilLibre);
MbufAlloc2d(MilSystem , ANCHO_MAPA , ALTO_MAPA ,8+ M_UNSIGNED ,
M_IMAGE+M_DISP ,& MilMapa);
MbufAllocColor(MilSystem ,3 ,640 ,480 ,8+ M_UNSIGNED ,M_IMAGE+
M_DISP ,& MilColor);
#ifdef MOSTRAR_PERFIL
MIL_ID MilPerfil;
MdispAlloc(MilSystem ,M_DEFAULT ,"M_DEFAULT",M_DEFAULT ,&
MilPerfil);
MbufAlloc2d(MilSystem , (long)STEREO_MAXD , HEIGHT_IMAGEN ,8+
M_UNSIGNED ,M_IMAGE+M_DISP+M_PROC ,& MilImageVDisparity);
#endif
#ifdef MOSTRAR_ROLL
MIL_ID MilPerfil;
MdispAlloc(MilSystem ,M_DEFAULT ,"M_DEFAULT",M_DEFAULT ,&
MilPerfil);
MdispSelect(MilPerfil ,MilDisparitylibre);
Overlay *dibujoPerfil = new Overlay(MilPerfil);
#endif
//
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// Visualizacio´n
//
MdispSelect(MilDisplay [0], MilColor);
MdispSelect(MilDisplay [1], MilMapa);
#ifdef MOSTRAR_PERFIL
MdispSelect(MilPerfil ,MilImageVDisparity);
#endif
// Dibujos
Overlay *dibujo = new Overlay(MilDisplay [0]);
Overlay *mapa = new Overlay(MilDisplay [1]);
#ifdef MOSTRAR_PERFIL
Overlay *dibujoPerfil = new Overlay(MilPerfil);
#endif
dibujo ->Cambiar_Color(M_RGB888 (255,0,0));
//
// Constantes
//
unsigned int const size = WIDTH_IMAGEN*HEIGHT_IMAGEN*sizeof
(unsigned char);
//
// Reserva de memoria
//
// Reserva de memoria para los resultados en el host
unsigned char* h_LG_izq = (unsigned char*) malloc(size);
unsigned char* h_LG_der = (unsigned char*) malloc(size);
unsigned char* h_u = (unsigned char*) malloc (( size_t)
STEREO_MAXD*WIDTH_IMAGEN*sizeof(unsigned char));
unsigned char* h_v = (unsigned char*) malloc (( size_t)
STEREO_MAXD*HEIGHT_IMAGEN*sizeof(unsigned char));
// Reserva de memoria para las ima´genes de entrada
unsigned char* h_izq = (unsigned char*) malloc(size);
unsigned char* h_der = (unsigned char*) malloc(size);
#if (! defined PERFIL_V2) && (! defined PERFIL_V3)
char* aux_v = (char*) calloc ((int)(( STEREO_MAXD +2)*
HEIGHT_IMAGEN),sizeof(char));
IplImage *v = cvCreateImageHeader(cvSize ((int)STEREO_MAXD ,
HEIGHT_IMAGEN) ,8,1);
#endif
// Perfil de la calzada
PerfilCalzada perfil , perfil_anterior , perfil_roll ,
perfil_rollant;
// Deteccio´n de puntos caracterı´sticos
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Point2f* v_pt1=( Point2f *) malloc (( MAX_PTOS_SURF +1)*sizeof(
Point2f));
Point2f* v_pt2=( Point2f *) malloc (( MAX_PTOS_SURF +1)*sizeof(
Point2f));
#ifdef COMPROBAR_PTOS_MAPA_LIBRE
Point2f* PtosC1 =( Point2f *) malloc (( MAX_PTOS_SURF +1)*sizeof(
Point2f));
Point2f* PtosC2 =( Point2f *) malloc (( MAX_PTOS_SURF +1)*sizeof(
Point2f));
#endif
// Odometrı´a
vector <float > theta_ac , x_ac , y_ac;
theta_ac.push_back (0.0);
x_ac.push_back (0.0);
y_ac.push_back (0.0);
punto p_1 = {0,0};
// Inicializacio´n de las bibliotecas no-libres de OpenCV
initModule_nonfree ();
// Inicializar las ca´maras
//
#ifndef OFF_LINE
bumblebee *camara = new bumblebee;
#endif
#ifdef SURF_V2
// Memoria compartida
TCHAR szName []= TEXT("Global \\ ShMemImage");
TCHAR szName2 []= TEXT("Global \\ ShMemV1");
TCHAR szName3 []= TEXT("Global \\ ShMemV2");
HANDLE hMapFile , hMapFile2 , hMapFile3;
unsigned char* pBuf;
Point2f* pBuf2 , *pBuf3;
// Sema´foros
HANDLE ghSemaphoreWIm , ghSemaphoreRIm , ghSemaphoreWVec ,
ghSemaphoreRVec;
TCHAR semNameWIm []= TEXT("Global \\ SemWriteImage");
TCHAR semNameRIm []= TEXT("Global \\ SemReadImage");
TCHAR semNameWVec []= TEXT("Global \\ SemWriteVectors");
TCHAR semNameRVec []= TEXT("Global \\ SemReadVectors");
// MEMORIA COMPARTIDA
//-Para pasar la imagen
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hMapFile = CreateFileMapping( INVALID_HANDLE_VALUE , //
usar archivo de paginacio´n
NULL , // seguridad por
defecto
PAGE_READWRITE , // acceso lectura/
escritura
0, // tama~no ma´ximo
de objeto (DWORD alta)
BUF_SIZE , // tama~no ma´ximo
de objeto (DWORD baja)
szName); // nombre
if (hMapFile == NULL)
{
_tprintf(TEXT("Could not create file mapping object ( %d)
.\n"),
GetLastError ());
}else{
pBuf = (unsigned char*) MapViewOfFile( hMapFile , //
handle to map object
FILE_MAP_ALL_ACCESS , // read/write
permission
0,
0,
BUF_SIZE);
}
//-Para pasar los vectores
hMapFile2 = CreateFileMapping( INVALID_HANDLE_VALUE , //
usar archivo de paginacio´n
NULL , // seguridad por
defecto
PAGE_READWRITE , // acceso lectura/
escritura
0, // tama~no ma´ximo
de objeto (DWORD alta)
BUF_SIZE2 , // tama~no ma´ximo
de objeto (DWORD baja)
szName2); // nombre
hMapFile3 = CreateFileMapping( INVALID_HANDLE_VALUE , //
usar archivo de paginacio´n
NULL , // seguridad por
defecto
PAGE_READWRITE , // acceso lectura/
escritura
0, // tama~no ma´ximo
de objeto (DWORD alta)
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BUF_SIZE2 , // tama~no ma´ximo
de objeto (DWORD baja)
szName3); // nombre
if (hMapFile2 == NULL || hMapFile3 == NULL)
{
_tprintf(TEXT("Could not create file mapping object ( %d)
.\n"),
GetLastError ());
}else{
pBuf2 = (Point2f *) MapViewOfFile( hMapFile2 , // puntero
al espacio de memoria
FILE_MAP_ALL_ACCESS , // permisos de
lectura/escritura
0,
0,
BUF_SIZE2);
pBuf3 = (Point2f *) MapViewOfFile( hMapFile3 , // puntero
al espacio de memoria
FILE_MAP_ALL_ACCESS , // permiso de
lectura/escritura
0,
0,
BUF_SIZE2);
}
// SEMA´FOROS
//-Para controlar la escritura de la imagen
ghSemaphoreWIm = CreateSemaphore(NULL , 1, 1, semNameWIm);
if(ghSemaphoreWIm == NULL){
printf("CreateSemaphore error: %d\n", GetLastError ());
}
//-Para controlar la lectura de la imagen
ghSemaphoreRIm = CreateSemaphore(NULL , 0, 1, semNameRIm);
if(ghSemaphoreRIm == NULL){
printf("CreateSemaphore error: %d\n", GetLastError ());
}
//-Para controlar la escritura de los vectores de puntos
ghSemaphoreWVec = CreateSemaphore(NULL , 1, 1, semNameWVec);
if(ghSemaphoreWVec == NULL){
printf("CreateSemaphore error: %d\n", GetLastError ());
}
//-Para controlar la lectura de los vectores de puntos
ghSemaphoreRVec = CreateSemaphore(NULL , 0, 1, semNameRVec);
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if(ghSemaphoreRVec == NULL)
printf("CreateSemaphore error: %d\n", GetLastError ());
cout << "Configuraci \242n completada" << endl;
if ((pBuf!=NULL)&&( pBuf2!=NULL)&&( pBuf3!=NULL)&&(
ghSemaphoreWIm != NULL)&&( ghSemaphoreRIm != NULL)&&(
ghSemaphoreWVec != NULL)&&( ghSemaphoreRVec != NULL)){
#endif
TimerMedia t1("Carga de ima´genes"),
t2("Sema´foro 1"),
t3("Copia de imagen"),
t4("Mapa de disparidad"),
t5("Perfil de la calzada"),
t6("Procesamiento de ima´genes"),
t7("Sema´foro 2"),
t8("SURF/Copia de vectores"),
t9("Dibujo SURF"),
t10("Odometrı´a"),
t11("Dibujo mapa"),
t0("Total");
for(int i=1;i<NUM_IMAGENES;i++)
#ifndef OFF_LINE
int i=1;
for (;;)
i++;
#endif
{
//cout << i << endl;
// getchar ();
t0.Iniciar ();
t1.Iniciar ();
// Captura de ima´genes
#ifdef OFF_LINE
if(! Cargar_imagenes(argc ,argv ,WIDTH_IMAGEN ,HEIGHT_IMAGEN ,
MilImageEntrada ,i)){
CUT_EXIT(argc , argv);
}
#else
camara ->Capturar(MilImageEntrada);
#endif
MbufGet(MilImageEntrada [0], h_izq);
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MbufGet(MilImageEntrada [1], h_der);
t1.Parar();
//Envı´o de la imagen izquierda al programa auxiliar
#ifdef SURF_V2
t2.Iniciar ();
WaitForSingleObject(ghSemaphoreWIm , INFINITE);
t2.Parar();
t3.Iniciar ();
CopyMemory ((PVOID)pBuf , h_izq , size);
if(! ReleaseSemaphore(ghSemaphoreRIm ,1,NULL)) printf("
ReleaseSemaphore error: %d\n", GetLastError ());
t3.Parar();
#endif
t4.Iniciar ();
//Mapa de disparidad y derivados
runTest(argc ,argv ,h_LG_izq ,h_LG_der ,h_u ,h_v ,h_izq ,h_der ,
WIDTH_IMAGEN ,HEIGHT_IMAGEN);
#ifdef MOSTRAR_PERFIL
MbufPut(MilImageVDisparity ,h_v);
#endif
t4.Parar();
t5.Iniciar ();
// Perfil de la calzada
perfil_anterior=perfil;
#ifdef PERFIL_V3
ransac(h_v , perfil ,RP_RANGO , RP_UMBRAL , (int)STEREO_MAXD ,
HEIGHT_IMAGEN);
#elif defined(PERFIL_V2)
ransacCPU(h_v , perfil ,RP_RANGO , RP_UMBRAL , (int)STEREO_MAXD
,HEIGHT_IMAGEN);
#else
for(int y=0; y<HEIGHT_IMAGEN; y++)
{
for(int x=0; x<STEREO_MAXD; x++)
{
aux_v[v->widthStep*y+x*v->nChannels ]=h_v[y*(int)
STEREO_MAXD+x];
}
}
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// Se cargan los datos de la nueva matriz calculada a la
imagen OpenCv.
v->imageData = aux_v;
perfil_anterior=perfil;
Calculo_perfil(v,& perfil.m,& perfil.horizonte ,& perfil.pitch
,0,dibujo);
#endif
perfil.pitch=(CY-perfil.horizonte)/F;
#ifdef MOSTRAR_PERFIL
dibujoPerfil ->Iniciar ();
punto pp0 = {0, (int)perfil.horizonte };
punto pp1 = {(int)(STEREO_MAXD -1), (int)(perfil.m*(
STEREO_MAXD -1)+perfil.horizonte)};
dibujoPerfil ->Linea(pp0 ,pp1);
dibujoPerfil ->Finalizar ();
#endif
t5.Parar();
t6.Iniciar ();
// Procesamiento de ima´genes
MbufPut(MilDisparitylibre ,h_LG_der);
MimArith(MilDisparitylibre ,10,MilLibre , M_MULT_CONST);
MimArith(MilImageEntrada [0],MilLibre ,MilLibre , M_ADD+
M_SATURATION);
MbufCopyColor(MilImageEntrada [0],MilColor ,M_RED);
MbufCopyColor(MilImageEntrada [0],MilColor ,M_BLUE);
MbufCopyColor(MilLibre ,MilColor ,M_GREEN);
MbufGet(MilImageEntrada [0], h_izq);
MbufGet(MilDisparitylibre ,h_der);
t6.Parar();
#ifdef CALIBRACION
MimBinarize(MilDisparitylibre , MilDisparitylibre ,M_IN_RANGE
,10 ,10);
MbufGet(MilDisparitylibre ,h_LG_izq);
perfil_rollant=perfil_roll;
ransac(h_LG_izq , perfil_roll , ROLL_RANGO , 128, WIDTH_IMAGEN
,HEIGHT_IMAGEN);
#ifdef MOSTRAR_ROLL
dibujoPerfil ->Iniciar ();
dibujoPerfil ->Cambiar_Color(M_RGB888 (255,0,0));
//punto p0 = {0,(int)*( recta_res +1)};
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//punto p1 = {(int)(STEREO_MAXD -1) ,(int)((*( recta_res))*(
STEREO_MAXD -1) +(*( recta_res +1)))};
punto p0 = {0, (int)perfil_roll.horizonte };
punto p1 = {(int)(WIDTH_IMAGEN -1), (int)(perfil_roll.m*(
WIDTH_IMAGEN -1)+perfil_roll.horizonte)};
dibujoPerfil ->Linea(p0,p1);
dibujoPerfil ->Cambiar_Color(M_RGB888 (0 ,255,0));
punto p2 = {0, (int)perfil_roll.horizonte+ROLL_RANGO };
punto p3 = {(int)(WIDTH_IMAGEN -1), (int)(perfil_roll.m*(
WIDTH_IMAGEN -1)+perfil_roll.horizonte+ROLL_RANGO)};
dibujoPerfil ->Linea(p2,p3);
punto p4 = {0, (int)perfil_roll.horizonte -ROLL_RANGO };
punto p5 = {(int)(WIDTH_IMAGEN -1), (int)(perfil_roll.m*(
WIDTH_IMAGEN -1)+perfil_roll.horizonte -ROLL_RANGO)};
dibujoPerfil ->Linea(p4,p5);
dibujoPerfil ->Finalizar ();
#endif MOSTRAR_ROLL
float aroll ,arollant;
arollant=aroll;
if (perfil_roll.m <0.5)
aroll=atan(perfil_roll.m*cos(perfil.pitch));
else
{aroll =0; printf("Roll no considerado\n");}
#endif
// Puntos caracterı´sticos
#ifdef SURF_V2
t7.Iniciar ();
// Recibir de programa auxiliar
WaitForSingleObject(ghSemaphoreRVec , INFINITE);
t7.Parar();
t8.Iniciar ();
#ifdef COMPROBAR_PTOS_MAPA_LIBRE
memcpy(PtosC1 , pBuf2 , ((int)(pBuf2 [0].x)+1)*sizeof(Point2f)
);
memcpy(PtosC2 , pBuf3 , ((int)(pBuf3 [0].x)+1)*sizeof(Point2f)
);
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#else
memcpy(v_pt1 , pBuf2 , ((int)(pBuf2 [0].x)+1)*sizeof(Point2f))
;
memcpy(v_pt2 , pBuf3 , ((int)(pBuf3 [0].x)+1)*sizeof(Point2f))
;
#endif
if(! ReleaseSemaphore(ghSemaphoreWVec ,1,NULL)) printf("
ReleaseSemaphore error: %d\n", GetLastError ());
#else
t8.Iniciar ();
surf (h_der , h_izq , i, v_pt1 , v_pt2);
#endif
t8.Parar();
#ifdef COMPROBAR_PTOS_MAPA_LIBRE
v_pt1 [0].x=0;
v_pt2 [0].x=0;
for(int p=1;p<=( int)PtosC1 [0].x;p++)
{
if (h_der[(int)PtosC2[p].x+WIDTH_IMAGEN *((int)PtosC2[p].y
+ALTURA_SURF)]>0){
v_pt1 [(int)v_pt1 [0].x+1]= PtosC1[p];
v_pt2 [(int)v_pt2 [0].x+1]= PtosC2[p];
v_pt1 [0].x++;
v_pt2 [0].x++;
}
}
#endif
t9.Iniciar ();
#ifdef MOSTRAR_SURF
// Visualizar puntos caracterı´sticos
dibujo ->Iniciar ();
dibujo ->Cambiar_Color(M_RGB888 (255,0,0));
punto izq_sup_1 ={0,0}, der_inf_1 ={0 ,0};
for(int pos = 1; pos <= (int)(v_pt1 [0].x); pos++ )
{
izq_sup_1.x = (int)v_pt1[pos].x;
izq_sup_1.y = (int)v_pt1[pos].y+ALTURA_SURF;
der_inf_1.x = (int)v_pt2[pos].x;
der_inf_1.y = (int)v_pt2[pos].y+ALTURA_SURF;
dibujo ->Linea(izq_sup_1 ,der_inf_1);
}
dibujo ->Finalizar ();
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#endif
t9.Parar();
t10.Iniciar ();
// Ca´lculo de la odometrı´a
if((int)(v_pt1 [0].x) >0)
{
#ifdef CALIBRACION
odometria(perfil , perfil_anterior , v_pt1 , v_pt2 , theta_ac
, x_ac , y_ac , aroll ,arollant ,file);
#elif (defined(CALPTOS_V2)|| defined(CALSOL_V3)|| defined(
CALSOL_V5))
odometria(perfil , perfil_anterior , v_pt1 , v_pt2 , theta_ac
, x_ac , y_ac , file ,i);
#else
odometriaCPU(perfil , perfil_anterior , v_pt1 , v_pt2 ,
theta_ac , x_ac , y_ac , file , i);
#endif
t10.Parar();
t11.Iniciar ();
p_1.x = ALTO_MAPA /2+( int)(x_ac.back()*RESOLUCION_MAPA);
p_1.y = ANCHO_MAPA /2-(int)(y_ac.back()*RESOLUCION_MAPA);
mapa ->Punto_relleno(p_1);
}
mapa ->Finalizar ();
t11.Parar();
#ifdef VIDEO
MbufExportSequence("Video.avi", M_AVI_DIB , &MilColor , 1, 8,
M_APPEND);
#endif
t0.Parar();
}
t1.Escribir(f);
t2.Escribir(f);
t3.Escribir(f);
t4.Escribir(f);
t5.Escribir(f);
t6.Escribir(f);
t7.Escribir(f);
t8.Escribir(f);
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t9.Escribir(f);
t10.Escribir(f);
t11.Escribir(f);
t0.Escribir(f);
#ifdef SURF_V2
}
else
{
printf("Fallo creando memorias/semaforos\n");
}
#endif
cout << "\nENTER para cerrar" << endl;
getchar ();
#ifndef OFF_LINE
camara ->Liberar ();
delete [] camara;
#endif
delete dibujo;
free(h_LG_izq);
free(h_izq);
free(h_LG_der);
free(h_der);
free(h_u);
free(h_v);
MbufFree(MilImageEntrada [0]);
MbufFree(MilImageEntrada [1]);
MbufFree(MilDisparitylibre);
MbufFree(MilLibre);
MdispFree(MilDisplay [0]);
MdispFree(MilDisplay [1]);
MbufFree(MilColor);
MbufFree(MilMapa);
#ifdef MOSTRAR_PERFIL
MbufFree(MilImageVDisparity);
MdispFree(MilPerfil);
#endif
MappFreeDefault(MilApplication , MilSystem ,M_NULL ,M_NULL ,
M_NULL);
#ifdef SURF_V2
UnmapViewOfFile(pBuf);
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UnmapViewOfFile(pBuf2);
UnmapViewOfFile(pBuf3);
CloseHandle(hMapFile);
CloseHandle(hMapFile2);
CloseHandle(hMapFile3);
CloseHandle(ghSemaphoreWIm);
CloseHandle(ghSemaphoreRIm);
CloseHandle(ghSemaphoreWVec);
CloseHandle(ghSemaphoreRVec);
#endif
f.close();
fclose(file);
CUT_EXIT(argc , argv);
}
CKERNEL
Se presenta el co´digo ejecutado en la gpu.
#ifndef _CPP_INTEGRATION_KERNEL_H_
#define _CPP_INTEGRATION_KERNEL_H_
// //////////////////////////////////
// INCLUSIONES
// //////////////////////////////////
#include "parametros.h"
#include <curand_kernel.h>
// //////////////////////////////////
// DEFINICIONES
// ///////////////////////////////////
#define LADO_VENTANA (5) //debe ser nu´mero impar
#define MITAD_LADO (LADO_VENTANA -1)/2
#define SHARED_MEM_SIZE_LAPLACIANA (2*480* sizeof(float))
#define SQ(a) (__mul24(a,a)) // si se pone __mul24(a,a) se
realiza SSD ,si se pone abs(a) entonces SSA
#define mult(a,b) (__mul24(a,b))
typedef struct Point2f
{
float x;
float y;
}
Point2f;
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int divUp(int a, int b)
{
if(a %b == 0)
return a/b;
else
return a/b + 1;
}
// //////////////////////////////////////
// TEXTURAS , MEMORIAS
// //////////////////////////////////////
texture <unsigned char , 2, cudaReadModeElementType > tex_izq ,
tex_der;
__shared__ float f_1 [480];
__shared__ float f_2 [480];
__global__ void
Laplaciana_gausiana_doble( unsigned char* g_odata_izq ,
unsigned char* g_odata_der ,int width , int height)
{
float pix_0;
float pix_1;
float pix_2;
float f0;
// calculate texture coordinates
unsigned int x = blockIdx.x*blockDim.x + threadIdx.x;
unsigned int y = blockIdx.y*blockDim.y + threadIdx.y;
//read from texture
pix_0 = tex2D(tex_izq , x,y);
pix_1 = tex2D(tex_izq , x-1,y)+tex2D(tex_izq ,x+1,y);
pix_2 = tex2D(tex_izq , x-2,y)+tex2D(tex_izq ,x+2,y);
f0 = 76* pix_0 +10* pix_1 -6* pix_2;
f_1[y] = 10*pix_0 -12* pix_1 -5* pix_2;
f_2[y] = -6*pix_0 -5*pix_1 -1* pix_2;
__syncthreads ();
g_odata_izq[y*width + x] = (unsigned char)(127+( f0 + f_1
[(y-1)] + f_1[(y+1)] + f_2[(y+2)] + f_2[(y-2)])/116);
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__syncthreads ();
pix_0 = tex2D(tex_der , x,y);
pix_1 = tex2D(tex_der , x-1,y)+tex2D(tex_der ,x+1,y);
pix_2 = tex2D(tex_der , x-2,y)+tex2D(tex_der ,x+2,y);
f0 = 76* pix_0 +10* pix_1 -6* pix_2;
f_1[y] = 10*pix_0 -12* pix_1 -5* pix_2;
f_2[y] = -6*pix_0 -5*pix_1 -1* pix_2;
__syncthreads ();
g_odata_der[y*width + x] = (unsigned char)(127+( f0 + f_1
[(y-1)] + f_1[(y+1)] + f_2[(y+2)] + f_2[(y-2)])/116);
}
__device__ void
inicializar(unsigned char* g_odata ,int x,int y, int width)
{
g_odata[y*width + x] = 127; // Inicializamos el coste con el
valor con
//el valor de diferencia maxima posible
}
// ////////////////////////////////////////////
// KERNEL PARA EL CA´LCULO DE LA DISPARIDAD IZQUIERDA
// ////////////////////////////////////////////
__global__ void disparidadizda(unsigned char* izquierda ,
unsigned char* derecha ,
int *disparityMinSSD_izq ,
int *disparityMinSSD_der ,
int width ,
int height)
{
extern __shared__ int col_ssd []; // column squared
difference functions
int d; // disparity value
int diff; // difference temporary value
int ssd; // total SSD for a kernel
int x_tex; // texture coordinates for image lookup
int y_tex;
int x_der;
int row; // the current row in the rolling window
int i; // for index variable
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// use define ’s to save registers
#define X (__mul24(blockIdx.x,BLOCK_W) + threadIdx.x)
#define Y (__mul24(blockIdx.y,ROWSperTHREAD))
// for threads reading the extra border pixels , this is the
offset
// into shared memory to store the values
int extra_read_val = 0;
if(threadIdx.x < (2* RADIUS_H)) extra_read_val = BLOCK_W+
threadIdx.x;
// initialize the memory used for the disparity and the
disparity difference
if(X<width )
{
for(i = 0;i<ROWSperTHREAD && Y+i < height;i++)
{
izquierda[__mul24 ((Y+i),width)+X] = VALOR_INICIAL; //
initialize that indicates no match
derecha[__mul24 ((Y+i),width)+X] = VALOR_INICIAL;
disparityMinSSD_izq[__mul24 ((Y+i),width)+X] = MIN_SSD;
disparityMinSSD_der[__mul24 ((Y+i),width)+X] = MIN_SSD;
}
}
__syncthreads ();
if( X < (width +2* RADIUS_H) && Y < height )
{
x_tex = X - RADIUS_H;
for(d = STEREO_MIND; d <= STEREO_MAXD; d++)
{
col_ssd[threadIdx.x] = 0;
if(extra_read_val >0) col_ssd[extra_read_val] = 0;
// do the first row
y_tex = Y - RADIUS_V;
for(i = 0; i <= 2* RADIUS_V; i++)
{
diff = tex2D(tex_izq ,x_tex ,y_tex) - tex2D(tex_der ,x_tex
-d,y_tex);
col_ssd[threadIdx.x] += SQ(diff);
if(extra_read_val > 0)
{
diff = tex2D(tex_izq ,x_tex+BLOCK_W ,y_tex) - tex2D(
tex_der ,x_tex+BLOCK_W -d,y_tex);
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col_ssd[extra_read_val] += SQ(diff);
}
y_tex += 1;
}
__syncthreads ();
// now accumultate the total
if(X < width && Y < height)
{
ssd = 0;
for(i = 0;i<=(2* RADIUS_H);i++)
{
ssd += col_ssd[i+threadIdx.x];
}
if( ssd < disparityMinSSD_izq[__mul24(Y,width) + X])
{
izquierda[__mul24(Y,width) + X]= (unsigned char)(d);
disparityMinSSD_izq[Y*width + X] = ssd;
}
x_der = X -d;
if((x_der >=0) && ssd < disparityMinSSD_der[__mul24(Y,
width) + x_der])
{
derecha[__mul24(Y,width) + x_der]= (unsigned char)(d)
;
disparityMinSSD_der[Y*width + x_der] = ssd;
}
}
__syncthreads ();
// now do the remaining rows
y_tex = Y - RADIUS_V; // this is the row we will remove
for(row = 1;row < ROWSperTHREAD && (row+Y < (height+
RADIUS_V)); row++)
{
// subtract the value of the first row from column sums
diff = tex2D(tex_izq ,x_tex ,y_tex) - tex2D(tex_der ,x_tex
-d,y_tex);
col_ssd[threadIdx.x] -= SQ(diff);
// add in the value from the next row down
diff = tex2D(tex_izq ,x_tex ,y_tex + 2* RADIUS_V +1) -
tex2D(tex_der ,x_tex -d,y_tex + 2* RADIUS_V +1);
col_ssd[threadIdx.x] += SQ(diff);
if(extra_read_val > 0)
{
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diff = tex2D(tex_izq ,x_tex+BLOCK_W ,y_tex) - tex2D(
tex_der ,x_tex -d+BLOCK_W ,y_tex);
col_ssd[extra_read_val] -= SQ(diff);
diff = tex2D(tex_izq ,x_tex+BLOCK_W ,y_tex + 2* RADIUS_V
+1) - tex2D(tex_der ,x_tex -d+BLOCK_W ,y_tex + 2*
RADIUS_V +1);
col_ssd[extra_read_val] += SQ(diff);
}
y_tex += 1;
__syncthreads ();
if(X<width && (Y+row) < height)
{
ssd = 0;
for(i = 0;i<=(2* RADIUS_H);i++)
{
ssd += col_ssd[i+threadIdx.x];
}
if(ssd < disparityMinSSD_izq[__mul24(Y+row ,width) + X
])
{
izquierda[__mul24(Y+row ,width) + X] = (unsigned
char)(d);
disparityMinSSD_izq[__mul24(Y+row ,width) + X] = ssd
;
}
if((x_der >=0) && ssd < disparityMinSSD_der[__mul24(Y
+row ,width) + x_der])
{
derecha[__mul24(Y+row ,width) + x_der] = (unsigned
char)(d);
disparityMinSSD_der[__mul24(Y+row ,width) + x_der] =
ssd;
}
}
__syncthreads (); // wait for everything to complete
} // for row loop
} // for d loop
} // if ’int the image ’ loop
}
__global__ void cross_checking(unsigned char* izquierda ,int
width)
{
// calculate texture coordinates
unsigned int x_tex = blockIdx.x*blockDim.x + threadIdx.x;
unsigned int y_tex = blockIdx.y*blockDim.y + threadIdx.y;
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int diff = tex2D(tex_izq ,x_tex ,y_tex) - tex2D(tex_der ,x_tex
,y_tex);
if(abs(diff) > 1)
{
izquierda[__mul24(y_tex ,width) + x_tex] = 0;
}
else
{
izquierda[__mul24(y_tex ,width) + x_tex] = tex2D(tex_izq ,
x_tex ,y_tex);
}
}
__global__ void u_disparity(unsigned char* u,int width ,int
height)
{
// calculate texture coordinates
unsigned int x_tex = blockIdx.x*blockDim.x + threadIdx.x;
// unsigned int y_tex = blockIdx.y*blockDim.y + threadIdx.
y;
// unsigned char histograma [(int)STEREO_MAXD ];
int histograma [(int)STEREO_MAXD ];
for(int i=0;i<STEREO_MAXD;i++)
{
histograma[i]= 0;
}
for(int i=0;i<height;i++)
{
histograma[tex2D(tex_izq ,x_tex ,i)] = histograma[tex2D(
tex_izq ,x_tex ,i)]+1;
}
histograma [0] = 0;
for(int i=0;i<STEREO_MAXD;i++)
{
#ifdef U_DISP_UMBRALIZADO
if(histograma[i] > 25)
{
histograma[i] = 255;
}
else
{
histograma[i] = 0;
}
#endif
u[__mul24(i,width) + x_tex] = histograma[i];
}
}
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__global__ void v_disparity(unsigned char* v,int width ,int
height)
{
// calculate texture coordinates
// unsigned int x_tex = blockIdx.x*blockDim.x + threadIdx.
x;
unsigned int y_tex = blockIdx.y*blockDim.y + threadIdx.y;
int histograma [(int)STEREO_MAXD ];
for(int i=0;i<STEREO_MAXD;i++)
{
histograma[i] = 0;
}
for(int i=0; i<width; i++)
{
if(histograma[tex2D(tex_izq ,i,y_tex)] < 255)
{
histograma[tex2D(tex_izq ,i,y_tex)] = histograma[tex2D(
tex_izq ,i,y_tex)]+1;
}
}
histograma [0] = 0;
for(int i=0;i<STEREO_MAXD;i++)
{
v[__mul24(y_tex ,STEREO_MAXD) + i] = (unsigned char)
histograma[i];
}
}
__global__ void mapa_obstaculos(unsigned char*
mapa_obstaculos ,unsigned char* u_disparity ,int d,int width
,int height)
{
// calculate texture coordinates
unsigned int x_tex = blockIdx.x*blockDim.x + threadIdx.x;
// unsigned int y_tex = blockIdx.y*blockDim.y + threadIdx.
y;
// unsigned char histograma [(int)STEREO_MAXD ];
if(u_disparity[__mul24(d,width) + x_tex] == 255)
{
for(int i=0;i<height;i++)
{
if (tex2D(tex_izq ,x_tex ,i) == d)
{
mapa_obstaculos[__mul24(i,width) + x_tex] = (unsigned
char)(tex2D(tex_izq ,x_tex ,i));
}
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}
}
}
__global__ void inicializacion(unsigned char* imagen ,int
width ,int height)
{
// calculate texture coordinates
unsigned int x = blockIdx.x*blockDim.x + threadIdx.x;
unsigned int y = blockIdx.y*blockDim.y + threadIdx.y;
imagen[__mul24(y,width) + x] = 0;
}
__global__ void mapa_libre(unsigned char* mapa_libre ,int
width ,int height)
{
// calculate texture coordinates
unsigned int x = blockIdx.x*blockDim.x + threadIdx.x;
unsigned int y = blockIdx.y*blockDim.y + threadIdx.y;
// unsigned int y_tex = blockIdx.y*blockDim.y + threadIdx.
y;
// unsigned char histograma [(int)STEREO_MAXD ];
if(tex2D(tex_der ,x,y) == 0)
{
mapa_libre[__mul24(y,width) + x] = (unsigned char)(tex2D(
tex_izq ,x,y));
// mapa_obstaculos[__mul24(i,width) + x_tex] = tex2D(
tex_izq ,x_tex ,i);
}
}
__global__ void filtradas(unsigned char*
obstaculos_umbralizado ,int width ,int height)
{
// calculate texture coordinates
unsigned int x = blockIdx.x*blockDim.x + threadIdx.x;
unsigned int y = blockIdx.y*blockDim.y + threadIdx.y;
unsigned char permitadas [(int)STEREO_MAXD] =
{0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1};
if(tex2D(tex_der ,x,y) > UMBRAL_AREA_ESTUDIO && (abs(tex2D(
tex_der ,x-1,y)-tex2D(tex_der ,x+1,y)) <= permitadas[tex2D
(tex_der ,x,y) -1]) && (abs(tex2D(tex_der ,x,y-1)-tex2D(
tex_der ,x,y+1)) <= permitadas[tex2D(tex_der ,x,y) -1]))
{
obstaculos_umbralizado[__mul24(y,width) + x] = 255;
}
}
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// //////////////////////////////////////
// Kernel para la implementacio´n de RANSAC en rectas
// //////////////////////////////////////
__global__ void ransac_t(unsigned int * puntos_blancos , int
num_ptos_blancos , int * puntuacion , float *
puntos_seleccionados , curandState *globalState , float
rango)
{
int x = blockIdx.x*blockDim.x + threadIdx.x;
// Generacio´n nu´meros aleatorios
curandState localState=globalState[x];
unsigned int RANDOM1 = num_ptos_blancos*curand_uniform (&
localState);
unsigned int RANDOM2;
do{
RANDOM2 = num_ptos_blancos*curand_uniform (& localState);
}while (RANDOM1 == RANDOM2);
globalState[x]= localState;
float m=0,b=0;
float x1,y1,x2 ,y2;
int num_inliers =0;
unsigned int n;
x1=*( puntos_blancos+RANDOM1);
y1=*( puntos_blancos+RANDOM1+MAX_PTOS_BLANCOS);
x2=*( puntos_blancos+RANDOM2);
y2=*( puntos_blancos+RANDOM2+MAX_PTOS_BLANCOS);
#ifdef UMBRAL_Y_RANSAC
unsigned int const y_thres=Y_THRESHOLD;
if ((x1!=x2)&&(abs(y1-y2)>y_thres){
#else
if (x1!=x2){
#endif
m=(y1-y2)/(x1-x2);
b=y1-m*x1;
for (n=0;n<num_ptos_blancos;n++){
if ((abs(*( puntos_blancos+n+MAX_PTOS_BLANCOS)-m*(*(
puntos_blancos+n))-b))<rango){
num_inliers ++;
}
}
}else{
num_inliers =-1;
}
*( puntuacion+x)=num_inliers;
*( puntos_seleccionados+x)=m;
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*( puntos_seleccionados+x+RP_NUM_THREADS)=b;
}
// /////////////////////////////////////////
// Kernel para generar la semilla de generacio´n de nu´meros
aleatorios
// /////////////////////////////////////////
__global__ void setup_kernel(curandState * state , unsigned
long seed =1234)
{
int id = blockIdx.x*blockDim.x + threadIdx.x;
curand_init(seed , id, 0, &state[id]);
}
// //////////////////////////////////////////
// Kernel para la implementacio´n de RANSAC en el ca´lculo de
la solucio´n final CON MEDIANA
// //////////////////////////////////////////
__global__ void ransacOdometria_t(unsigned int * seleccion ,
unsigned int * puntuacion ,
int num_ptos ,
float * theta ,
float * x_transl ,
float * y_transl ,
curandState *globalState)
{
int x = blockIdx.x*blockDim.x + threadIdx.x;
int j;
int inliers =0;
float rango;
float sel[3], sel_aux;
float * vector;
unsigned int RANDOM [3], RANDOM_aux;
curandState localState=globalState[x];
for (int n=0; n<3; n++){
RANDOM[n] = num_ptos*curand_uniform (& localState);
}
globalState[x]= localState;
if (x<(( OD_NUM_THREADS)/3)){
for (int n=0; n<3; n++){
sel[n]=theta[RANDOM[n]];
}
vector=theta;
rango=RANGO_THETA;
}else if (x <(2*(( OD_NUM_THREADS)/3))){
for (int n=0; n<3; n++){
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sel[n]= x_transl[RANDOM[n]];
}
vector=x_transl;
rango=RANGO_X;
}else{
for (int n=0; n<3; n++){
sel[n]= y_transl[RANDOM[n]];
}
vector=y_transl;
rango=RANGO_Y;
}
for(int i=1; i<3; i++){
for(int j=0; j<=2-i;j++){
if(sel[j]>sel[j+1]){
sel_aux=sel[j];
sel[j]=sel[j+1];
sel[j+1]= sel_aux;
RANDOM_aux=RANDOM[j];
RANDOM[j]= RANDOM[j+1];
RANDOM[j+1]= RANDOM_aux;
}
}
}
seleccion[x]= RANDOM [1];
for (j=0; j<num_ptos; j++){
if(abs(sel[1]- vector[j]) < rango){
inliers ++;
}
}
puntuacion[x]= inliers;
}
// ///////////////////////////////////
// Kernel para la resolucio´n de las ecuaciones
// ///////////////////////////////////
#ifdef CALIBRACION
__global__ void calcularPtos_t(int n, float m, float
m_anterior , float horizonte , float horizonte_anterior ,
float pitch , float pitch_anterior , Point2f* pt1 , Point2f*
pt2 , float* theta , float *y_transl , float*x_transl , float
theta_ac_back , float roll , float rollant)
{
int pos = mult(blockIdx.x,blockDim.x) + threadIdx.x +1;
if (pos <=n){
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Point2f mundo_0 , mundo_1 ,trans;
Point2f pt_mundo_1;
Point2f pt_mundo_0;
float a,b,c,raiz ,angulo1 ,angulo2 ,angulo ,delta ,
delta_anterior;
delta_anterior =(pt1[pos].y+ALTURA_SURF -horizonte_anterior)/
m_anterior;
delta=(pt2[pos].y+ALTURA_SURF -horizonte)/m;
mundo_0.x = ((cos(rollant)*B)/delta_anterior)*(pt1[pos].x-
CX)+((B*cos(pitch_anterior)*sin(rollant))/delta_anterior
)*(pt1[pos].y+ALTURA_SURF -CY)+((F*B*sin(rollant)*sin(
pitch_anterior))/delta)-(B*cos(rollant)/2);
mundo_0.y = ((B*sin(pitch_anterior))/delta_anterior)*(pt1[
pos].y+ALTURA_SURF -CY)+((F*B*cos(pitch_anterior))/
delta_anterior);
mundo_1.x = ((cos(roll)*B)/delta)*(pt2[pos].x-CX)+((B*cos(
pitch)*sin(roll))/delta)*(pt2[pos].y+ALTURA_SURF -CY)+(F*
B*sin(roll)*sin(pitch))/delta -(B*cos(roll))/2;
mundo_1.y = ((B*sin(pitch))/delta)*(pt2[pos].y+ALTURA_SURF -
CY)+((F*B*cos(pitch))/delta);
#ifdef CALIBRACION_FORMULAS_SIN_CALIBRACIO´N
mundo_0.y = cos(pitch_anterior)*( m_anterior*F*B/(pt1[pos].y
+ALTURA_SURF -horizonte_anterior));
mundo_0.x = m_anterior*B*(pt1[pos].x-CX)/(pt1[pos].y+
ALTURA_SURF -horizonte_anterior);
mundo_1.y = cos(pitch)*(m*F*B/(pt2[pos].y+ALTURA_SURF -
horizonte));
mundo_1.x = m*B*(pt2[pos].x-CX)/(pt2[pos].y+ALTURA_SURF -
horizonte);
#endif
pt_mundo_0.x = cos(DESVIACION_YAW)*mundo_0.x + sin(
DESVIACION_YAW)*mundo_0.y;
pt_mundo_0.y = cos(DESVIACION_YAW)*mundo_0.y - sin(
DESVIACION_YAW)*mundo_0.x + 1.4;
pt_mundo_1.x = cos(DESVIACION_YAW)*mundo_1.x + sin(
DESVIACION_YAW)*mundo_1.y;
pt_mundo_1.y = cos(DESVIACION_YAW)*mundo_1.y - sin(
DESVIACION_YAW)*mundo_1.x + 1.4;
a = (pt_mundo_0.x)*( pt_mundo_0.x) + (pt_mundo_0.y)*(
pt_mundo_0.y);
b = 2* pt_mundo_1.x*pt_mundo_0.y;
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c = pt_mundo_1.x*pt_mundo_1.x - pt_mundo_0.x*pt_mundo_0.x;
raiz = sqrt(b*b-4*a*c);
angulo1 = asin((-b-raiz)/(2*a));
angulo2 = asin((-b+raiz)/(2*a));
angulo = (abs(angulo1)<abs(angulo2)) ? angulo1 : angulo2;
theta[pos]= angulo;
trans.x = pt_mundo_0.x - pt_mundo_1.x*cos(theta[pos])-
pt_mundo_1.y*sin(theta[pos]);
trans.y = pt_mundo_0.y + pt_mundo_1.x*sin(theta[pos])-
pt_mundo_1.y*cos(theta[pos]);
x_transl[pos]=cos(theta_ac_back)*trans.x + sin(
theta_ac_back)*trans.y;
y_transl[pos]=cos(theta_ac_back)*trans.y - sin(
theta_ac_back)*trans.x;
}
}
#endif
DHOST
Corresponde al co´digo ejecutado en la cpu.
// //////////////////////////////
// INCLUSIONES
// /////////////////////////////
// Inclusio´n de bibliotecas del sistema
#include <stdlib.h>
#include <stdio.h>
#include <string.h>
#include <math.h>
#include <vector >
using namespace std;
// Inclusiones de CUDA
#include <cutil.h>
#include "curand.h"
// Inclusio´n de los kernels
#include <cppIntegration_kernel.cu>
// //////////////////////////////////////
// CLASES
// /////////////////////////////////////
//Clase para el perfil de la calzada y el pitch
class PerfilCalzada{
public:
float m;
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float horizonte;
float pitch;
PerfilCalzada (){m=0; horizonte =0; pitch =0;}
};
class TimerCUDA{
public:
unsigned int timer;
char* nombre;
float acTiempo;
int veces;
TimerCUDA(char nombre []){
this ->nombre=nombre;
CUT_SAFE_CALL( cutCreateTimer (&timer));
acTiempo =0;
veces =0;
}
void Iniciar (){
CUT_SAFE_CALL(cutResetTimer(timer));
CUT_SAFE_CALL(cutStartTimer(timer));
}
void Parar(){
CUT_SAFE_CALL(cutStopTimer(timer));
if (veces >1){
acTiempo += cutGetTimerValue(timer);
}
veces ++;
}
void Escribir(FILE *f){
fprintf(f, " %s - %f ms\n", nombre , acTiempo /(veces -1));
CUT_SAFE_CALL( cutDeleteTimer(timer));
}
};
// ////////////////////////////////////////////
// PROTOTIPOS
// ////////////////////////////////////////////
void ransacOdometria(unsigned int* seleccion , unsigned int*
puntuacion , int nelementos , float*theta , float*x_transl ,
float*y_transl);
void calcularPtos(int n, float m, float m_anterior , float
horizonte , float horizonte_anterior , float pitch , float
pitch_anterior , Point2f* pt1 , Point2f* pt2 , float* theta ,
float *y_transl , float*x_transl , float theta_ac_back);
// ///////////////////////////////////////////
// Ca´lculo del Mapa de Disparidad y derivados
// //////////////////////////////////////////
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extern "C" void
runTest(int argc ,
char** argv ,
unsigned char* h_LG_izq ,
unsigned char* h_LG_der ,
unsigned char* h_u ,
unsigned char* h_v ,
unsigned char* h_izq ,
unsigned char* h_der ,
int width ,
int height)
{
static int iniciado = 0;
static unsigned int size = width*height*sizeof(unsigned
char);
static unsigned char* d_izq = NULL; // d_LG almacena el
resultado de la L de la G
static unsigned char* d_der = NULL; // d_LG almacena el
resultado de la L de la G
static unsigned char* d_u = NULL; //d_u almacena el
resultado del u-disparity
static unsigned char* d_v = NULL; //d_v almacena el
resultado del v-disparity
static int *g_minSSD_izq;
static int *g_minSSD_der;
static cudaArray* cu_array_izq;
static cudaArray* cu_array_der;
static cudaChannelFormatDesc channelDesc_izq;
static cudaChannelFormatDesc channelDesc_der;
if(! iniciado)
{
// //////////////////// Reservas e inicializacio´n /////////
CUT_DEVICE_INIT(argc , argv);
// d_LG almacena el resultado de la L de la G
CUDA_SAFE_CALL( cudaMalloc( (void **) &d_izq ,size));
// d_LG almacena el resultado de la L de la G
CUDA_SAFE_CALL( cudaMalloc( (void **) &d_der ,size));
// memoria para guardar el coste
CUDA_SAFE_CALL(cudaMalloc ((void **)&g_minSSD_izq ,width*
height*sizeof(int)));
CUDA_SAFE_CALL(cudaMalloc ((void **)&g_minSSD_der ,width*
height*sizeof(int)));
// memoria para u-disparity y v_disparity
CUDA_SAFE_CALL(cudaMalloc ((void **)&d_u ,width*STEREO_MAXD*
sizeof(unsigned char)));
147
CUDA_SAFE_CALL(cudaMalloc ((void **)&d_v ,height*STEREO_MAXD
*sizeof(unsigned char)));
channelDesc_izq = cudaCreateChannelDesc (8, 0, 0, 0,
cudaChannelFormatKindUnsigned);
CUDA_SAFE_CALL( cudaMallocArray( &cu_array_izq , &
channelDesc_izq , width , height));
CUDA_SAFE_CALL( cudaBindTextureToArray( tex_izq ,
cu_array_izq , channelDesc_izq));
channelDesc_der = cudaCreateChannelDesc (8, 0, 0, 0,
cudaChannelFormatKindUnsigned);
CUDA_SAFE_CALL( cudaMallocArray( &cu_array_der , &
channelDesc_der , width , height));
CUDA_SAFE_CALL( cudaBindTextureToArray( tex_der ,
cu_array_der , channelDesc_der));
iniciado = 1;
}
// /////// Dimensionamiento de los bloques y el grid ///////
dim3 dimBlock(1,height ,1);
dim3 dimGrid(width / dimBlock.x, height/ dimBlock.y, 1);
dim3 dimBlock2(BLOCK_W ,1,1);
dim3 dimGrid2(divUp(width , BLOCK_W),divUp(height ,
ROWSperTHREAD) ,1);
dim3 dimBlock3 (16,16,1);
dim3 dimGrid3(divUp(width , dimBlock3.x),divUp(height ,
dimBlock3.y) ,1);
dim3 dimBlock4 (320,1,1);
dim3 dimGrid4(divUp(width , dimBlock4.x) ,1,1);
dim3 dimBlock5 (1,60,1);
dim3 dimGrid5(1,divUp(height , dimBlock5.y) ,1);
// ////////////// Pasamos la imagenes a la GPU ////////////
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_izq , 0, 0,
h_izq , size , cudaMemcpyHostToDevice));
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_der , 0, 0,
h_der , size , cudaMemcpyHostToDevice));
Laplaciana_gausiana_doble <<< dimGrid , dimBlock >>>(d_izq ,
d_der , width , height);
CUDA_SAFE_CALL( cudaThreadSynchronize () );
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// Pasamos el resultado al cu_array que a su vez e´ste esta´
ligado a la textura
CUDA_SAFE_CALL(cudaMemcpyToArray( cu_array_izq , 0, 0,d_izq ,
size , cudaMemcpyDeviceToDevice));
CUDA_SAFE_CALL(cudaMemcpyToArray( cu_array_der , 0, 0,
d_der , size , cudaMemcpyDeviceToDevice));
disparidadizda <<<dimGrid2 ,dimBlock2 ,SHARED_MEM_SIZE >>>(
d_izq ,d_der ,g_minSSD_izq ,g_minSSD_der ,width ,height);
CUDA_SAFE_CALL(cudaThreadSynchronize ());
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_izq , 0, 0,d_izq
, size , cudaMemcpyDeviceToDevice));
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_der , 0, 0,d_der
, size , cudaMemcpyDeviceToDevice));
// Realizacion del croos -cheking /////////////////////
CUDA_SAFE_CALL( cudaThreadSynchronize () );
// Calculo del u disparity //////////////////////////
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_izq , 0, 0,d_izq
, size , cudaMemcpyDeviceToDevice));
u_disparity <<<dimGrid4 ,dimBlock4 >>>(d_u ,width ,height);
CUDA_SAFE_CALL( cudaThreadSynchronize () );
// Realizacion del mapa_de_obstaculos //////////////////
inicializacion <<<dimGrid3 ,dimBlock3 >>>(d_izq ,width ,height);
for(int i=0;i<= STEREO_MAXD;i++)
{
mapa_obstaculos <<<dimGrid4 ,dimBlock4 >>>(d_izq ,d_u ,i,width
,height);
CUDA_SAFE_CALL(cudaThreadSynchronize ());
}
// Realizacion del mapa_libre /////////////////////
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_der , 0, 0,d_izq
, size , cudaMemcpyDeviceToDevice));
inicializacion <<<dimGrid3 ,dimBlock3 >>>(d_der ,width ,height);
mapa_libre <<<dimGrid3 ,dimBlock3 >>>(d_der ,width ,height);
CUDA_SAFE_CALL(cudaThreadSynchronize ());
// Calculo del V disparity ///////////////////////
CUDA_SAFE_CALL( cudaMemcpyToArray( cu_array_izq , 0, 0,d_der
, size , cudaMemcpyDeviceToDevice));
v_disparity <<<dimGrid5 ,dimBlock5 >>>(d_v ,width ,height);
CUDA_SAFE_CALL( cudaThreadSynchronize ());
// Calculo de los bordes de los obstaculos //////////
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//filtradas <<<dimGrid3 ,dimBlock3 >>>(d_izq ,width ,height);
CUDA_SAFE_CALL( cudaMemcpy( h_LG_der ,d_der , size ,
cudaMemcpyDeviceToHost));
// CUDA_SAFE_CALL( cudaMemcpy( h_LG_izq ,d_izq , size ,
cudaMemcpyDeviceToHost));
CUDA_SAFE_CALL( cudaMemcpy( h_u ,d_u , width*STEREO_MAXD*
sizeof(unsigned char), cudaMemcpyDeviceToHost));
CUDA_SAFE_CALL( cudaMemcpy( h_v ,d_v , height*STEREO_MAXD*
sizeof(unsigned char), cudaMemcpyDeviceToHost));
// CUDA_SAFE_CALL(cudaUnbindTexture(tex_izq));
// CUDA_SAFE_CALL(cudaUnbindTexture(tex_der));
// CUDA_SAFE_CALL(cudaFree(d_LG_izq));
// CUDA_SAFE_CALL(cudaFreeArray(cu_array_izq));
// CUDA_SAFE_CALL(cudaFree(d_LG_der));
// CUDA_SAFE_CALL(cudaFreeArray(cu_array_der));
}
// //////////////////////////////////////
// Implementacio´n de RANSAC
// //////////////////////////////////////
extern "C" void ransac(unsigned char * h_v , PerfilCalzada &
perfil , float rango , unsigned int umbral /*float *recta_res
*/, int ancho , int alto){
// Declaracio´n de variables , reserva de memoria
static bool iniciado = 0;
static float * puntos_seleccionados =(float*) malloc(
RP_NUM_THREADS *2* sizeof(float));
static unsigned int * puntos_blancos = (unsigned int *)
malloc(MAX_PTOS_BLANCOS *2* sizeof(unsigned int));
static int * puntuacion = (int *) malloc(RP_NUM_THREADS*
sizeof(int));
static float * d_puntos_seleccionados;
static unsigned int * d_puntos_blancos;
static int * d_puntuacion;
static curandState * devStates;
// Tama~no de bloque y grid
dim3 dimBlockR4 (512,1,1);
dim3 dimGridR4 (2* RP_NUM_THREADS /512, 1, 1);
dim3 dimBlockR1 (512,1,1);
dim3 dimGridR1(RP_NUM_THREADS /512, 1, 1);
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if(! iniciado){
CUDA_SAFE_CALL(cudaMalloc ((void **) &
d_puntos_seleccionados , RP_NUM_THREADS *2* sizeof(float)
));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_puntos_blancos ,
MAX_PTOS_BLANCOS *2* sizeof(unsigned int)));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_puntuacion ,
RP_NUM_THREADS*sizeof(int)));
iniciado =1;
// Semilla para la generacio´n de nu´meros aleatorios
CUDA_SAFE_CALL(cudaMalloc ((void **) &devStates , 2*
RP_NUM_THREADS*sizeof(curandState)));
setup_kernel <<<dimGridR4 , dimBlockR4 >>>(devStates , (
unsigned long)time(NULL));
}
unsigned int num_ptos_blancos = 0;
unsigned int posicion =0;
int x,y,n;
// Bu´squeda de puntos a nivel alto
for (y=0;y<alto;y++){
for (x=0;x<ancho;x++){
if (*(h_v+x+y*ancho)>umbral){
*( puntos_blancos+num_ptos_blancos)=x;
*( puntos_blancos+num_ptos_blancos+MAX_PTOS_BLANCOS)=y
;
num_ptos_blancos ++;
}
}
}
// RANSAC
if (num_ptos_blancos !=0){
CUDA_SAFE_CALL( cudaMemcpy(d_puntos_blancos ,
puntos_blancos , MAX_PTOS_BLANCOS *2* sizeof(unsigned int
), cudaMemcpyHostToDevice) );
ransac_t <<<dimGridR1 , dimBlockR1 >>>(d_puntos_blancos ,
num_ptos_blancos , d_puntuacion , d_puntos_seleccionados
, devStates , rango);
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CUDA_SAFE_CALL( cudaMemcpy(puntos_seleccionados ,
d_puntos_seleccionados , RP_NUM_THREADS *2* sizeof(float)
, cudaMemcpyDeviceToHost) );
CUDA_SAFE_CALL( cudaMemcpy(puntuacion ,d_puntuacion ,
RP_NUM_THREADS*sizeof(unsigned int),
cudaMemcpyDeviceToHost) );
// Bu´squeda de la solucio´n ma´s votada
for (n=0;n<RP_NUM_THREADS;n++){
if (*( puntuacion+n) >*( puntuacion+posicion)){
posicion=n;
}
}
perfil.m=*( puntos_seleccionados+posicion);
perfil.horizonte =*( puntos_seleccionados+posicion+
RP_NUM_THREADS);
}else{printf("Perfil de la calzada no encontrado\n");}
}
#ifdef CALIBRACION
extern "C" void odometria( PerfilCalzada perfil ,
PerfilCalzada perfil_anterior ,
Point2f* v_pt1 ,
Point2f* v_pt2 ,
vector <float > &theta_ac ,
vector <float > &x_ac ,
vector <float > &y_ac ,
float aroll ,
float arollant ,
FILE*f)
{
// Declaracio´n de variables , reserva de memoria
static bool iniciado =0;
static float r_ac [3];
static float r_ac_anterior [3];
float * r_ac_sel=NULL;
int nelementos =(int)(v_pt1 [0].x);
int tam=nelementos*sizeof(float);
float * v_theta =(float*) malloc(tam);
float * v_x_transl =(float*) malloc(tam);
float * v_y_transl =(float*) malloc(tam);
static unsigned int * v_seleccion;
static unsigned int * v_puntuacion;
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Point2f* d_pt1;
Point2f* d_pt2;
float* d_theta;
float* d_y_transl;
float* d_x_transl;
static unsigned int *d_puntuacion;
static unsigned int *d_seleccion;
float theta_ac_back=theta_ac.back();
float m=perfil.m;
float m_anterior=perfil_anterior.m;
float horizonte=perfil.horizonte;
float horizonte_anterior=perfil_anterior.horizonte;
float pitch=perfil.pitch;
float pitch_anterior=perfil_anterior.pitch;
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_pt1 , (nelementos +1)*
sizeof(Point2f)));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_pt2 , (nelementos +1)*
sizeof(Point2f)));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_theta , tam));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_y_transl , tam));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_x_transl , tam));
static curandState * devStates;
if(! iniciado){
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_seleccion ,
OD_NUM_THREADS*sizeof(unsigned int)));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_puntuacion ,
OD_NUM_THREADS*sizeof(unsigned int)));
dim3 dimBlockRAND (512,1,1);
dim3 dimGridRAND(OD_NUM_THREADS /512, 1, 1);
CUDA_SAFE_CALL(cudaMalloc ((void **) &devStates ,
OD_NUM_THREADS*sizeof(curandState)));
setup_kernel <<<dimGridRAND , dimBlockRAND >>>(devStates ,
time(NULL));
v_seleccion =( unsigned int*) malloc(OD_NUM_THREADS*sizeof(
unsigned int));
v_puntuacion =( unsigned int*) malloc(OD_NUM_THREADS*sizeof(
unsigned int));
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iniciado =1;
}
// Tama~nos de bloque y grid
dim3 dimBlockR4 (512,1,1);
dim3 dimGridR4 (( nelementos /512)+1, 1, 1);
dim3 dimBlockR2 (512,1,1);
dim3 dimGridR2(OD_NUM_THREADS /512, 1, 1);
// Ca´lculo de soluciones
CUDA_SAFE_CALL( cudaMemcpy(d_pt1 , v_pt1 , (nelementos +1)*
sizeof(Point2f), cudaMemcpyHostToDevice) );
CUDA_SAFE_CALL( cudaMemcpy(d_pt2 , v_pt2 , (nelementos +1)*
sizeof(Point2f), cudaMemcpyHostToDevice) );
calcularPtos_t <<<dimGridR4 , dimBlockR4 >>>(nelementos , m,
m_anterior , horizonte , horizonte_anterior , pitch ,
pitch_anterior , d_pt1 , d_pt2 , d_theta , d_y_transl ,
d_x_transl , theta_ac_back , aroll , arollant);
CUDA_SAFE_CALL( cudaMemcpy(v_theta , d_theta , tam ,
cudaMemcpyDeviceToHost) );
CUDA_SAFE_CALL( cudaMemcpy(v_x_transl , d_x_transl , tam ,
cudaMemcpyDeviceToHost) );
CUDA_SAFE_CALL( cudaMemcpy(v_y_transl , d_y_transl , tam ,
cudaMemcpyDeviceToHost) );
// RANSAC
ransacOdometria_t <<<dimGridR2 , dimBlockR2 >>>(d_seleccion ,
d_puntuacion , nelementos , d_theta , d_x_transl ,
d_y_transl , devStates);
CUDA_SAFE_CALL( cudaMemcpy(v_seleccion , d_seleccion ,
OD_NUM_THREADS*sizeof(unsigned int),
cudaMemcpyDeviceToHost) );
CUDA_SAFE_CALL( cudaMemcpy(v_puntuacion , d_puntuacion ,
OD_NUM_THREADS*sizeof(unsigned int),
cudaMemcpyDeviceToHost) );
memcpy(r_ac_anterior , r_ac , 3* sizeof(float));
for (int x=0; x<3; x++){
unsigned int pos=( unsigned int)(x*(( OD_NUM_THREADS)/3));
int limite_inf =( unsigned int)(x*(( OD_NUM_THREADS)/3));
int limite_sup =( unsigned int)((x+1)*(( OD_NUM_THREADS)/3))
;
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for (int i=limite_inf; i<limite_sup; i++){
if (v_puntuacion[i]>v_puntuacion[pos]){
pos=i;
}
}
if (x==0)
r_ac [0]= v_theta[v_seleccion[pos]];
else if (x==1)
r_ac [1]= v_x_transl[v_seleccion[pos ]];
else
r_ac [2]= v_y_transl[v_seleccion[pos ]];
}
#ifdef FILTRO
if ((r_ac [1]* r_ac [1]+ r_ac [2]* r_ac [2])<UMBRAL_FILTRO){
r_ac_sel=r_ac;
}else{
r_ac_sel=r_ac_anterior;
}
#else
r_ac_sel=r_ac;
#endif
theta_ac.push_back(r_ac_sel [0]+ theta_ac.back());
x_ac.push_back(r_ac_sel [1]+ x_ac.back());
y_ac.push_back(r_ac_sel [2]+ y_ac.back());
// Liberado de memoria
free(v_theta);
free(v_x_transl);
free(v_y_transl);
CUDA_SAFE_CALL(cudaFree(d_pt1));
CUDA_SAFE_CALL(cudaFree(d_pt2));
CUDA_SAFE_CALL(cudaFree(d_theta));
CUDA_SAFE_CALL(cudaFree(d_y_transl));
CUDA_SAFE_CALL(cudaFree(d_x_transl));
}
#else
extern "C" void odometria( PerfilCalzada perfil ,
PerfilCalzada perfil_anterior ,
Point2f* v_pt1 ,
Point2f* v_pt2 ,
vector <float > &theta_ac ,
vector <float > &x_ac ,
vector <float > &y_ac ,
FILE*f, int i)
{
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static TimerCUDA t1("Inicializ."),
t2("CalcularPtos"),
t3("RANSAC"),
t4("CalcularMayor"),
t5("Liberar Mem.");
t1.Iniciar ();
// Declaracio´n de variables , reserva de memoria
static bool iniciado =0;
static float r_ac [3];
static float r_ac_anterior [3];
float * r_ac_sel=NULL;
int nelementos =(int)(v_pt1 [0].x);
int tam=nelementos*sizeof(float);
float * v_theta =(float*) malloc(tam);
float * v_x_transl =(float*) malloc(tam);
float * v_y_transl =(float*) malloc(tam);
static unsigned int * v_seleccion;
static unsigned int * v_puntuacion;
Point2f* d_pt1;
Point2f* d_pt2;
float* d_theta;
float* d_y_transl;
float* d_x_transl;
static unsigned int *d_puntuacion;
static unsigned int *d_seleccion;
float theta_ac_back=theta_ac.back();
float m=perfil.m;
float m_anterior=perfil_anterior.m;
float horizonte=perfil.horizonte;
float horizonte_anterior=perfil_anterior.horizonte;
float pitch=perfil.pitch;
float pitch_anterior=perfil_anterior.pitch;
#if (defined(CALPTOS_V2) || defined(CALSOL_V3) || defined(
CALSOL_V5))
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_theta , tam));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_y_transl , tam));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_x_transl , tam));
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#endif
static curandState * devStates;
if(! iniciado){
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_seleccion ,
OD_NUM_THREADS*sizeof(unsigned int)));
CUDA_SAFE_CALL(cudaMalloc ((void **) &d_puntuacion ,
OD_NUM_THREADS*sizeof(unsigned int)));
dim3 dimBlockRAND (512,1,1);
dim3 dimGridRAND(OD_NUM_THREADS /512, 1, 1);
CUDA_SAFE_CALL(cudaMalloc ((void **) &devStates ,
OD_NUM_THREADS*sizeof(curandState)));
setup_kernel <<<dimGridRAND , dimBlockRAND >>>(devStates , (
unsigned long)time(NULL));
v_seleccion =( unsigned int*) malloc(OD_NUM_THREADS*sizeof(
unsigned int));
v_puntuacion =( unsigned int*) malloc(OD_NUM_THREADS*sizeof(
unsigned int));
iniciado =1;
}
// Tama~nos de bloque y grid
dim3 dimBlockR4 (512,1,1);
dim3 dimGridR4 (( nelementos /512)+1, 1, 1);
dim3 dimBlockR2 (512,1,1);
dim3 dimGridR2(OD_NUM_THREADS /512, 1, 1);
t1.Parar();
t2.Iniciar ();
// Ca´lculo de soluiones
#ifdef CALPTOS_V2
CUDA_SAFE_CALL( cudaMemcpy(d_pt1 , v_pt1 , (nelementos +1)*
sizeof(Point2f), cudaMemcpyHostToDevice) );
CUDA_SAFE_CALL( cudaMemcpy(d_pt2 , v_pt2 , (nelementos +1)*
sizeof(Point2f), cudaMemcpyHostToDevice) );
calcularPtos_t <<<dimGridR4 , dimBlockR4 >>>(nelementos , m,
m_anterior , horizonte , horizonte_anterior , pitch ,
pitch_anterior , d_pt1 , d_pt2 , d_theta , d_y_transl ,
d_x_transl , theta_ac_back);
CUDA_SAFE_CALL( cudaMemcpy(v_theta , d_theta , tam ,
cudaMemcpyDeviceToHost) );
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CUDA_SAFE_CALL( cudaMemcpy(v_x_transl , d_x_transl , tam ,
cudaMemcpyDeviceToHost) );
CUDA_SAFE_CALL( cudaMemcpy(v_y_transl , d_y_transl , tam ,
cudaMemcpyDeviceToHost) );
#else
calcularPtos(nelementos , m, m_anterior , horizonte ,
horizonte_anterior , pitch , pitch_anterior , v_pt1 , v_pt2 ,
v_theta , v_y_transl , v_x_transl , theta_ac_back);
#endif
t2.Parar();
t3.Iniciar ();
// RANSAC
#ifdef CALSOL_V5
ransacOdometria_t <<<dimGridR2 , dimBlockR2 >>>(d_seleccion ,
d_puntuacion , nelementos , d_theta , d_x_transl ,
d_y_transl , devStates);
#if (defined(CALSOL_V3)|| defined(CALSOL_V5))
CUDA_SAFE_CALL( cudaMemcpy(v_seleccion , d_seleccion ,
OD_NUM_THREADS*sizeof(unsigned int),
cudaMemcpyDeviceToHost) );
CUDA_SAFE_CALL( cudaMemcpy(v_puntuacion , d_puntuacion ,
OD_NUM_THREADS*sizeof(unsigned int),
cudaMemcpyDeviceToHost) );
#endif
t3.Parar();
t4.Iniciar ();
memcpy(r_ac_anterior , r_ac , 3* sizeof(float));
for (int x=0; x<3; x++){
unsigned int pos=( unsigned int)(x*(( OD_NUM_THREADS)/3));
int limite_inf =( unsigned int)(x*(( OD_NUM_THREADS)/3));
int limite_sup =( unsigned int)((x+1)*(( OD_NUM_THREADS)/3))
;
for (int i=limite_inf; i<limite_sup; i++){
if (v_puntuacion[i]>v_puntuacion[pos]){
pos=i;
}
}
if (x==0)
r_ac [0]= v_theta[v_seleccion[pos]];
else if (x==1)
r_ac [1]= v_x_transl[v_seleccion[pos ]];
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else
r_ac [2]= v_y_transl[v_seleccion[pos ]];
}
#ifdef FILTRO
if ((r_ac [1]* r_ac [1]+ r_ac [2]* r_ac [2])<UMBRAL_FILTRO){
r_ac_sel=r_ac;
}else{
r_ac_sel=r_ac_anterior;
}
#else
r_ac_sel=r_ac;
#endif
t4.Parar();
t5.Iniciar ();
// Liberado de memoria
theta_ac.push_back(r_ac_sel [0]+ theta_ac.back());
x_ac.push_back(r_ac_sel [1]+ x_ac.back());
y_ac.push_back(r_ac_sel [2]+ y_ac.back());
free(v_theta);
free(v_x_transl);
free(v_y_transl);
CUDA_SAFE_CALL(cudaFree(d_pt1));
CUDA_SAFE_CALL(cudaFree(d_pt2));
CUDA_SAFE_CALL(cudaFree(d_theta));
CUDA_SAFE_CALL(cudaFree(d_y_transl));
CUDA_SAFE_CALL(cudaFree(d_x_transl));
t5.Parar();
if(i==( NUM_IMAGENES -1)){
t1.Escribir(f);
t2.Escribir(f);
t3.Escribir(f);
t4.Escribir(f);
t5.Escribir(f);
}
}
#endif
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void ransacOdometria(unsigned int* seleccion , unsigned int*
puntuacion , int nelementos , float*theta , float*x_transl ,
float*y_transl)
{
int j;
int inliers;
float rango;
float sel[3], sel_aux;
float * vector;
unsigned int RANDOM [3], RANDOM_aux;
srand(( unsigned int)time(NULL));
for (int x=0; x<OD_NUM_THREADS; x++){
inliers =0;
for (int i=0;i<3;i++){
RANDOM[i]=rand() %nelementos;
}
if (x<(( OD_NUM_THREADS)/3)){
for (int n=0; n<3; n++){
sel[n]=theta[RANDOM[n]];
}
vector=theta;
rango=RANGO_THETA;
}else if (x <(2*(( OD_NUM_THREADS)/3))){
for (int n=0; n<3; n++){
sel[n]= x_transl[RANDOM[n]];
}
vector=x_transl;
rango=RANGO_X;
}else{
for (int n=0; n<3; n++){
sel[n]= y_transl[RANDOM[n]];
}
vector=y_transl;
rango=RANGO_Y;
}
for(int i=1; i<3; i++){
for(int j=0; j<=2-i;j++){
if(sel[j]>sel[j+1]){
sel_aux=sel[j];
sel[j]=sel[j+1];
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sel[j+1]= sel_aux;
RANDOM_aux=RANDOM[j];
RANDOM[j]= RANDOM[j+1];
RANDOM[j+1]= RANDOM_aux;
}
}
}
seleccion[x]= RANDOM [1];
for (j=0; j<nelementos; j++){
if(abs(sel[1]- vector[j]) < rango){
inliers ++;
}
}
puntuacion[x]= inliers;
}
}
void calcularPtos(int n, float m, float m_anterior , float
horizonte , float horizonte_anterior , float pitch , float
pitch_anterior , Point2f* v_pt1 , Point2f* v_pt2 , float*
v_theta , float *v_y_transl , float*v_x_transl , float
theta_ac_back)
{
for (int pos=0; pos <n; pos ++){
Point2f mundo_0 , mundo_1 ,trans;
Point2f pt_mundo_1;
Point2f pt_mundo_0;
float a,b,c,raiz ,angulo1 ,angulo2 ,angulo;
mundo_0.y = cos(pitch_anterior)*( m_anterior*F*B/( v_pt1[
pos].y+ALTURA_SURF -horizonte_anterior));
mundo_0.x = m_anterior*B*(v_pt1[pos].x-CX)/( v_pt1[pos].y+
ALTURA_SURF -horizonte_anterior);
mundo_1.y = cos(pitch)*(m*F*B/(v_pt2[pos].y+ALTURA_SURF -
horizonte));
mundo_1.x = m*B*( v_pt2[pos].x-CX)/(v_pt2[pos].y+
ALTURA_SURF -horizonte);
pt_mundo_0.x = cos(DESVIACION_YAW)*mundo_0.x + sin(
DESVIACION_YAW)*mundo_0.y;
pt_mundo_0.y = cos(DESVIACION_YAW)*mundo_0.y - sin(
DESVIACION_YAW)*mundo_0.x + 1.4f;
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pt_mundo_1.x = cos(DESVIACION_YAW)*mundo_1.x + sin(
DESVIACION_YAW)*mundo_1.y;
pt_mundo_1.y = cos(DESVIACION_YAW)*mundo_1.y - sin(
DESVIACION_YAW)*mundo_1.x + 1.4f;
a = (pt_mundo_0.x)*( pt_mundo_0.x) + (pt_mundo_0.y)*(
pt_mundo_0.y);
b = 2* pt_mundo_1.x*pt_mundo_0.y;
c = pt_mundo_1.x*pt_mundo_1.x - pt_mundo_0.x*pt_mundo_0.x
;
raiz = sqrt(b*b-4*a*c);
angulo1 = asin((-b-raiz)/(2*a));
angulo2 = asin((-b+raiz)/(2*a));
angulo = (abs(angulo1)<abs(angulo2)) ? angulo1 : angulo2;
v_theta[pos]= angulo;
trans.x = pt_mundo_0.x - pt_mundo_1.x*cos(v_theta[pos])-
pt_mundo_1.y*sin(v_theta[pos]);
trans.y = pt_mundo_0.y + pt_mundo_1.x*sin(v_theta[pos])-
pt_mundo_1.y*cos(v_theta[pos]);
v_x_transl[pos]=cos(theta_ac_back)*trans.x + sin(
theta_ac_back)*trans.y;
v_y_transl[pos]=cos(theta_ac_back)*trans.y - sin(
theta_ac_back)*trans.x;
}
}
ESURF
Este anexo corresponde al proceso que se ejecuta de forma paralela y
que lleva a cabo la deteccio´n de puntos caracter´ısticos.
// Define si se usa la "bu´squeda aproximada del vecino ma´s
pro´ximo"
#define USE_FLANN
// INCLUDES
// Inclusio´n de las bibliotecas del sistema
#include <iostream >
#include <windows.h>
#include <fstream > //para el manejo de ficheros
using namespace std;
// Inclusio´n de las bibliotecas de visio´n
// OpenCV
#include <opencv2/nonfree/nonfree.hpp >
#include <cv.h>
#include <cxcore.h>
#include <highgui.h>
using namespace cv;
// Inclusio´n de los parametros de control
#include "parametros.h"
// Inclusio´n del funciones complementarias para el SURF
#include "funcionesSURF.cpp"
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// ESTRUCTURAS
struct punto{
int x;
int y;
};
// Temporizadores
class Timer{
public:
double PCFreq;
__int64 CounterStart;
string nombre;
Timer(string nombre){
this ->nombre=nombre;
LARGE_INTEGER li;
if (! QueryPerformanceFrequency (&li))
cout << "QPF failed\n";
PCFreq = double (li.QuadPart)/1000.0;
QueryPerformanceCounter (&li);
CounterStart = li.QuadPart;
}
void parar(){
LARGE_INTEGER li;
QueryPerformanceCounter (&li);
double tiempo =(li.QuadPart -CounterStart)/PCFreq;
cout << nombre << " processing time: " << tiempo << " <ms
>" << endl;
}
void parar(ofstream &f){
LARGE_INTEGER li;
QueryPerformanceCounter (&li);
double tiempo =(li.QuadPart -CounterStart)/PCFreq;
// fprintf(f, " %s \t %f ms\n", nombre , tiempo);
f<<nombre <<" - "<<tiempo <<" ms"<<endl;
}
};
class TimerCV{
public:
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string nombre;
int64 t;
TimerCV(string nombre){
this ->nombre=nombre;
t=getTickCount ();
}
void Parar(){
t=getTickCount ()-t;
cout << nombre << " time: " << t*1000/ getTickFrequency ()
<< " ms" << endl;
}
};
class TimerMedia{
public:
double PCFreq;
__int64 CounterStart;
string nombre;
double acTiempo;
int veces;
LARGE_INTEGER li;
TimerMedia(string nombre){
this ->nombre=nombre;
if (! QueryPerformanceFrequency (&li))
cout << "QPF failed\n";
PCFreq = double (li.QuadPart)/1000.0;
acTiempo =0;
veces =0;
}
void Iniciar (){
QueryPerformanceCounter (&li);
CounterStart = li.QuadPart;
}
void Parar(){
QueryPerformanceCounter (&li);
double tiempo =(li.QuadPart -CounterStart)/PCFreq;
veces ++;
if (veces >1){
acTiempo += tiempo;
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}
}
void Escribir(ofstream &f){
f<<nombre <<" - "<<acTiempo /(veces -1) <<" ms"<<endl;
}
};
// ////////////////////////////////
// PROGRAMA
// ////////////////////////////////
int main(int argc , char** argv)
{
ofstream f("TIEMPOS.txt", ios::app);
initModule_nonfree ();
// Declaracio´n de variables
int const size = WIDTH_IMAGEN*HEIGHT_IMAGEN*sizeof(unsigned
char);
bool hayPuntos = FALSE;
vector <int > ptpairs;
//-Memoria compartida
HANDLE hMapFile=NULL , hMapFile2=NULL , hMapFile3=NULL;
unsigned char* pBuf;
Point2f* pBuf2;
Point2f* pBuf3;
TCHAR szName []= TEXT("Global \\ ShMemImage");
TCHAR szName2 []= TEXT("Global \\ ShMemV1");
TCHAR szName3 []= TEXT("Global \\ ShMemV2");
//-Sema´foros
HANDLE ghSemaphoreWIm=NULL , ghSemaphoreRIm=NULL ,
ghSemaphoreWVec=NULL , ghSemaphoreRVec=NULL;
TCHAR semNameWIm []= TEXT("Global \\ SemWriteImage");
TCHAR semNameRIm []= TEXT("Global \\ SemReadImage");
TCHAR semNameWVec []= TEXT("Global \\ SemWriteVectors");
TCHAR semNameRVec []= TEXT("Global \\ SemReadVectors");
DWORD dwWaitResult=WAIT_OBJECT_0;
// Reserva de memoria
unsigned char* h_izq= (unsigned char*) malloc(size);
unsigned char* h_der= (unsigned char*) malloc(size);
Point2f* pt1=( Point2f *) malloc (( MAX_PTOS_SURF +1)*sizeof(
Point2f));
Point2f* pt2=( Point2f *) malloc (( MAX_PTOS_SURF +1)*sizeof(
Point2f));
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//-OpenCV
IplImage *izq_visible_1 = cvCreateImageHeader(cvSize(
WIDTH_IMAGEN ,HEIGHT_IMAGEN) ,8,1);
char* visible_aux = (char*) calloc ((( WIDTH_IMAGEN +2)*
HEIGHT_IMAGEN),sizeof(char));
CvSeq *anteriorKeypoints = 0, *anteriorDescriptors = 0;
CvSeq *Keypoints = 0, *Descriptors = 0;
CvMemStorage* storage = cvCreateMemStorage (0);
CvMemStorage* storage_anterior = cvCreateMemStorage (0);
const CvSURFParams params = cvSURFParams (100, 0);
cout << "Buscando programa principal ..." << endl;
while(( hMapFile ==NULL)||( hMapFile2 ==NULL)||( hMapFile3 ==NULL
)||( ghSemaphoreWIm ==NULL)||( ghSemaphoreRIm ==NULL)||(
ghSemaphoreWVec ==NULL)||( ghSemaphoreRVec ==NULL)){
// MEMORIA COMPARTIDA
//-Para el paso de la imagen
hMapFile = OpenFileMapping(FILE_MAP_ALL_ACCESS , // read
/write access
FALSE , // do not inherit
the name
szName); // name of mapping
object
if (hMapFile !=NULL){
pBuf = (unsigned char*) MapViewOfFile( hMapFile ,
// handle to map object
FILE_MAP_ALL_ACCESS , // read/write
permission
0,
0,
BUF_SIZE);
}
//-Para el paso del primer vector de puntos
hMapFile2 = OpenFileMapping(FILE_MAP_ALL_ACCESS , //
read/write access
FALSE , // do not inherit
the name
szName2); // name of mapping
object
if (hMapFile2 != NULL){
pBuf2 = (Point2f *) MapViewOfFile(hMapFile2 , //
handle to map object
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FILE_MAP_ALL_ACCESS , // read/write
permission
0,
0,
BUF_SIZE2);
}
//-Para el paso del segundo vector de puntos
hMapFile3 = OpenFileMapping(FILE_MAP_ALL_ACCESS , //
read/write access
FALSE , // do not inherit
the name
szName3); // name of mapping
object
if (hMapFile3 != NULL){
pBuf3 = (Point2f *) MapViewOfFile(hMapFile3 , //
handle to map object
FILE_MAP_ALL_ACCESS , // read/write
permission
0,
0,
BUF_SIZE2);
}
// SEMA´FOROS
//-Para controlar la escritura de la imagen
ghSemaphoreWIm = OpenSemaphore(SYNCHRONIZE|
SEMAPHORE_MODIFY_STATE , FALSE , semNameWIm);
//-Para controlar la lectura de la imagen
ghSemaphoreRIm = OpenSemaphore(SYNCHRONIZE|
SEMAPHORE_MODIFY_STATE , FALSE , semNameRIm);
//-Para contolar la escritura de los vectores de puntos
ghSemaphoreWVec = OpenSemaphore(SYNCHRONIZE|
SEMAPHORE_MODIFY_STATE , FALSE , semNameWVec);
//-Para contolar la lectura de los vectores de puntos
ghSemaphoreRVec = OpenSemaphore(SYNCHRONIZE|
SEMAPHORE_MODIFY_STATE , FALSE , semNameRVec);
}
cout << "Programa principal encontrado" << endl;
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if ((pBuf != NULL)&&( pBuf2 != NULL)&&( pBuf3 != NULL)){
for (;;){
// Recepcio´n de la imagen
dwWaitResult=WaitForSingleObject(ghSemaphoreRIm , INFINITE
);
if (dwWaitResult == WAIT_TIMEOUT){
cout << "No se ha recibido imagen" << endl;
break;
}
memcpy(h_izq , pBuf , size);
if(! ReleaseSemaphore(ghSemaphoreWIm ,1,NULL)) printf("
ReleaseSemaphore error: %d\n", GetLastError ());
//SURF
ptpairs.clear();
for(int y=0; y<HEIGHT_IMAGEN; y++)
{
for(int x=0; x<WIDTH_IMAGEN; x++)
{
visible_aux[izq_visible_1 ->widthStep*y+x*
izq_visible_1 ->nChannels ]=h_izq[y*(int)
WIDTH_IMAGEN+x];
}
}
izq_visible_1 ->imageData = visible_aux;
cvEqualizeHist(izq_visible_1 , izq_visible_1);
cvSetImageROI(izq_visible_1 ,cvRect(0,ALTURA_SURF ,
WIDTH_IMAGEN ,HEIGHT_IMAGEN));
cvClearMemStorage(storage_anterior);
if(hayPuntos)
{
anteriorKeypoints = cvCloneSeq ((const CvSeq*)Keypoints ,
storage_anterior);
anteriorDescriptors = cvCloneSeq (( const CvSeq*)
Descriptors ,storage_anterior);
}
cvClearMemStorage(storage);
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cvExtractSURF(izq_visible_1 , 0, &Keypoints , &Descriptors ,
storage , params);
if(hayPuntos)
{
#ifndef USE_FLANN
findPairs( anteriorKeypoints , anteriorDescriptors ,
Keypoints , Descriptors , ptpairs);
#else
flannFindPairs( anteriorKeypoints , anteriorDescriptors ,
Keypoints , Descriptors , ptpairs);
#endif
}
hayPuntos =(( Keypoints ->total)!=0);
int n = (int)(ptpairs.size()/2);
//free(pt1);
//free(pt2);
//pt1=( Point2f *) malloc ((n+1)*sizeof(Point2f));
//pt2=( Point2f *) malloc ((n+1)*sizeof(Point2f));
pt1 [0].x=(float)n;
pt2 [0].x=(float)n;
for(int pos = 0; pos < n; pos++ )
{
pt1[pos+1] = (( CvSURFPoint *) cvGetSeqElem(
anteriorKeypoints ,ptpairs[pos *2]))->pt;
pt2[pos+1] = (( CvSURFPoint *) cvGetSeqElem(Keypoints ,
ptpairs[pos *2+1]))->pt;
}
//Envı´o de los vectores de puntos
WaitForSingleObject(ghSemaphoreWVec , INFINITE);
CopyMemory ((PVOID)pBuf2 , pt1 , ((int)(pt1 [0].x)+1)*sizeof(
Point2f));
CopyMemory ((PVOID)pBuf3 , pt2 , ((int)(pt2 [0].x)+1)*sizeof(
Point2f));
if(! ReleaseSemaphore(ghSemaphoreRVec ,1,NULL)) printf("
ReleaseSemaphore error: %d\n", GetLastError ());
}
}
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free(visible_aux);
free(h_izq);
free(h_der);
free(pt1);
free(pt2);
cvClearSeq(Keypoints);
cvClearSeq(anteriorKeypoints);
cvClearSeq(Descriptors);
cvClearSeq(anteriorDescriptors);
cvClearMemStorage(storage);
cvClearMemStorage(storage_anterior);
cvReleaseMemStorage (& storage);
cvReleaseMemStorage (& storage_anterior);
cvReleaseImage (& izq_visible_1);
UnmapViewOfFile(pBuf);
UnmapViewOfFile(pBuf2);
UnmapViewOfFile(pBuf3);
CloseHandle(hMapFile);
CloseHandle(hMapFile2);
CloseHandle(hMapFile3);
cout << "\nENTER para cerrar" << endl;
getchar ();
}
FFUNCIONES DE SURF
Funciones que son necesarias para la ejecucio´n del proceso descrito en
Ape´ndice E.
void
flannFindPairs( const CvSeq*, const CvSeq* objectDescriptors ,
const CvSeq*, const CvSeq* imageDescriptors ,
vector <int >& ptpairs )
{
int length = (int)(objectDescriptors ->elem_size/sizeof(
float));
cv::Mat m_object(objectDescriptors ->total , length , CV_32F
);
cv::Mat m_image(imageDescriptors ->total , length , CV_32F);
// copy descriptors
CvSeqReader obj_reader;
float* obj_ptr = m_object.ptr <float >(0);
cvStartReadSeq( objectDescriptors , &obj_reader );
for(int i = 0; i < objectDescriptors ->total; i++ )
{
const float* descriptor = (const float*) obj_reader.
ptr;
CV_NEXT_SEQ_ELEM( obj_reader.seq ->elem_size ,
obj_reader );
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memcpy(obj_ptr , descriptor , length*sizeof(float));
obj_ptr += length;
}
CvSeqReader img_reader;
float* img_ptr = m_image.ptr <float >(0);
cvStartReadSeq( imageDescriptors , &img_reader );
for(int i = 0; i < imageDescriptors ->total; i++ )
{
const float* descriptor = (const float*) img_reader.
ptr;
CV_NEXT_SEQ_ELEM( img_reader.seq ->elem_size ,
img_reader );
memcpy(img_ptr , descriptor , length*sizeof(float));
img_ptr += length;
}
// find nearest neighbors using FLANN
cv::Mat m_indices(objectDescriptors ->total , 2, CV_32S);
cv::Mat m_dists(objectDescriptors ->total , 2, CV_32F);
cv::flann::Index flann_index(m_image , cv::flann::
KDTreeIndexParams (4)); // using 4 randomized kdtrees
flann_index.knnSearch(m_object , m_indices , m_dists , 2, cv
::flann:: SearchParams (64) ); // maximum number of
leafs checked
int* indices_ptr = m_indices.ptr <int >(0);
float* dists_ptr = m_dists.ptr <float >(0);
for (int i=0;i<m_indices.rows ;++i) {
if (dists_ptr [2*i]<0.6* dists_ptr [2*i+1]) {
ptpairs.push_back(i);
ptpairs.push_back(indices_ptr [2*i]);
}
}
}
double
compareSURFDescriptors( const float* d1, const float* d2,
double best , int length )
{
double total_cost = 0;
assert( length % 4 == 0 );
for( int i = 0; i < length; i += 4 )
{
double t0 = d1[i] - d2[i];
double t1 = d1[i+1] - d2[i+1];
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double t2 = d1[i+2] - d2[i+2];
double t3 = d1[i+3] - d2[i+3];
total_cost += t0*t0 + t1*t1 + t2*t2 + t3*t3;
if( total_cost > best )
break;
}
return total_cost;
}
int
naiveNearestNeighbor( const float* vec , int laplacian ,
const CvSeq* model_keypoints ,
const CvSeq* model_descriptors )
{
int length = (int)(model_descriptors ->elem_size/sizeof(
float));
int i, neighbor = -1;
double d, dist1 = 1e6, dist2 = 1e6;
CvSeqReader reader , kreader;
cvStartReadSeq( model_keypoints , &kreader , 0 );
cvStartReadSeq( model_descriptors , &reader , 0 );
for( i = 0; i < model_descriptors ->total; i++ )
{
const CvSURFPoint* kp = (const CvSURFPoint *) kreader.
ptr;
const float* mvec = (const float*) reader.ptr;
CV_NEXT_SEQ_ELEM( kreader.seq ->elem_size , kreader );
CV_NEXT_SEQ_ELEM( reader.seq ->elem_size , reader );
if( laplacian != kp->laplacian )
continue;
d = compareSURFDescriptors( vec , mvec , dist2 , length
);
if( d < dist1 )
{
dist2 = dist1;
dist1 = d;
neighbor = i;
}
else if ( d < dist2 )
dist2 = d;
}
if ( dist1 < 0.6* dist2 )
return neighbor;
return -1;
}
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void
findPairs( const CvSeq* objectKeypoints , const CvSeq*
objectDescriptors ,
const CvSeq* imageKeypoints , const CvSeq*
imageDescriptors , vector <int >& ptpairs )
{
int i;
CvSeqReader reader , kreader;
cvStartReadSeq( objectKeypoints , &kreader );
cvStartReadSeq( objectDescriptors , &reader );
ptpairs.clear();
for( i = 0; i < objectDescriptors ->total; i++ )
{
const CvSURFPoint* kp = (const CvSURFPoint *) kreader.
ptr;
const float* descriptor = (const float*) reader.ptr;
CV_NEXT_SEQ_ELEM( kreader.seq ->elem_size , kreader );
CV_NEXT_SEQ_ELEM( reader.seq ->elem_size , reader );
int nearest_neighbor = naiveNearestNeighbor(
descriptor , kp ->laplacian , imageKeypoints ,
imageDescriptors );
if( nearest_neighbor >= 0 )
{
ptpairs.push_back(i);
ptpairs.push_back(nearest_neighbor);
}
}
}
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