We consider the problem of estimating the focal length of a camera from two views while the focal length is not varied during the motion of the camera. An approach based on KruppaÕs equations is proposed. Specifically, we derive two linear and one quadratic equations to solve the problem. Although the three equations are interdependent in general, each one may be singular for different configurations. We study in detail the generic singularities of the problem and the actual singularities of the individual calibration equations. Results of our experiments using synthetic and real data underline the effect that singular configurations may have on self-calibration. However, these results are stable once the singularities are avoided.
Introduction
Camera self-calibration has been studied for various scenarios. In the original scenario [3] , the case of a camera with constant but completely unknown intrinsic parameters is considered. Since then, this has been extended to cases where all but one of the intrinsic parameters may be varying [16, 12] . Reports on recent advances and general overviews of the topic can be found in [11, 4] .
In parallel to the proposition of new algorithms, research has been conducted on ''critical motions,'' where camera configurations or trajectories will render self-calibration impossible in theory and unstable in practice, see e.g. [1, 13, 14, 18, 19, 21, 23] .
In this paper, we consider what may be the simplest self-calibration scenario: two views of an unknown static scene are taken by a camera with constant parameters, with the assumption that all intrinsic parameters except the focal length are known. Although very simple, we believe that this is a very useful scenario in practice. It has been shown that it is even possible to calibrate a varying focal length from two views [6] . Simple algorithms for this purpose were proposed in [1, 2, 15, 16] . One of the drawbacks of this scenario is that the problem is unsolvable whenever the optical axes of the two views are coplanar [14, 15, 21] , which is always approximately the case for stereo systems. Other less likely critical configurations are also described in [14, 15, 21] .
In this paper, we show that the assumption of a constant focal length reduces the number of critical configurations. The generic critical configurations (which we will also refer to as singularities or degeneracies) of the problem are given: the problem is unsolvable whenever the optical axes of the two views are parallel or if they intersect at a finite point equidistant from both optical centers.
We show that two linear and one quadratic equations can be derived from the singular value decomposition (SVD) of the fundamental matrix. All critical configurations for the individual equations are then revealed in detail. Especially, it is shown that the quadratic equation degenerates only in the generic cases, or in some cases when the focal length is equal to ±1, whereas the linear equationsÕ critical configurations are the same as for the above problem of estimating a varying focal length.
We believe that such a study of critical configurations is important, since it indicates which configurations to avoid in general, and explains why certain algorithms may still fail (see e.g., a study on Kruppa equations [19] ).
The performance of the calibration equations is evaluated using synthetic and real data. In both cases, we are interested in investigating the camera setups close to critical configurations. As for the real images, we show that, when the critical configurations are avoided, the results are of acceptable accuracy and stability. This paper is an extended version of [20] , and contains more experimental results and a more in-depth theoretical study.
Organization. The problem is formulated in Section 2 and the calibration equations are derived in Section 3. Generic and equation-specific singularities are summarized in Sections 4 and 5. Experimental results are provided in Section 6 and the paper is concluded in Section 7. The appendices contain all proofs for the equation-specific singularities, organized in several sections in a logical sequence.
Notations. In this paper, matrices are represented in sans serif font (e.g., K), vectors in bold face (e.g., q), and scalars in italics. Coefficients of a matrix U (respectively, a vector v) are denoted by U ij (respectively, v i ). Equality of matrices or vectors, up to scale, is denoted by $. For any vector v, [v] · represents the skew-symmetric matrix associated with the cross product, i.e., v · w = [v] · w. Transposition of a vector v is denoted as v T , and the inverse of the transpose of a matrix A as A ÀT . In complex equations, we often use the shorthand notations c a = cos a, s a = sin a, and t a = tan a.
Problem formulation
Throughoutthispaper,weuseperspectiveprojectionasthecameramodel,withthefollowing intrinsic parameters: the focal length f, the aspect ratio s, and the principal point (u 0 , v 0 ). A 3D point Q is projected to an image point q via q $ PQ $ KRðI À tÞQ;
where the rotation matrix R and the vector t represent the cameraÕs orientation and position, respectively. The calibration matrix K is defined as In the following, assume that two images of a static scene are available and that a projective reconstruction is possible or, equivalently, that the fundamental matrix can be computed. Without loss of generality, assume that the first camera is located at the origin and that its rotation matrix is the identity matrix. With R and t being the extrinsic and K 0 the intrinsic parameters of the second camera, the fundamental matrix of two images is given by [11] 
We assume that the aspect ratio and the principal point are known for both images and that their focal lengths are identical. We can thus move from a completely uncalibrated space to a ''semi-calibrated'' one, by computing an intermediate be- 
We call G the semi-calibrated fundamental matrix.
Calibration equations
Let the singular value decomposition [5] of G be given by
with R = diag (a, b, 0) being the diagonal matrix of singular values (a, b > 0) and U and V orthogonal matrices. We denote by u i and v j the ith and jth column of U and V, respectively. Note that the second epipole e 0 of G is its left null space, i.e., e 0 $ u 3 . It can be shown [9, 23] that KruppaÕs equations can be reinterpreted by the following relationship in terms of fundamental matrix and the epipole: The last row and the last column of this matrix equation are zero vectors, so we concentrate on the upper left 2 · 2 part of the equation
Making use of the fact that the vectors v 1 , etc., have unit norm, we can further simplify the above equation to obtain
These are our self-calibration equations. They are of course algebraically dependent, but we will see in the following sections that they may be singular in different conditions.
Calibration algorithm
A simple calibration algorithm can be formulated as follows:
(1) Estimate the fundamental matrix between the two views (algorithms with good performance are given in [22] ). (2) ''Undo'' the known intrinsic parameters, as shown in Eq. (4) . In practice, we only solve the quadratic equation. The spurious solution can either be ruled out using the linear equations, or usually by simply taking the solution closest to a reasonable guess (in simulations, the spurious solution was always observed to be far off the true one). (5) Optionally, the result can be improved by bundle adjustment, after having estimated the relative pose of the cameras.
On standardization
It is often advisable to work in ''standardized'' image coordinates [8] , which is usually achieved by translating and scaling image coordinates appropriately. The transformation applied in step (2) of the above algorithm, mainly amounts to such a translation, and one might also apply an additional scaling. Usually, the range of feasible focal lengths is well known, and one might apply a scaling with the inverse of a feasible focal length value f 0 (standardization based on image point coordinates as in [8] amounts usually to such a scaling). The semi-calibrated fundamental matrix would be transformed according to 
The rest of the algorithm will be the same, except that the estimated focal length, has to be multiplied by f 0 at the end. In Section 5 and in the appendix, we show that if f 0 happens to be equal to the true focal length, then the calibration equations may become degenerate. Thus, with f 0 close to the true focal length, one may expect an instable focal length estimation. In Section 6.1.4, this is shown to occur in some situations. On the other hand, when applying no such scaling, instabilities were observed in other situations. A rule of thumb that we apply in practice is thus to apply a scaling by a value f 0 significantly larger than the maximum expected focal length. This (admittedly ad hoc) procedure gave always good performance.
Generic singularities
Before discussing singularities associated with the above calibration equations, we describe the generic singularities of the underlying problem, i.e., those that cannot be overcome by any algorithm. They can be obtained rather directly by specializing the results obtained for varying focal lengths [14, 15, 17, 21] .
The only critical configurations for the (self-) calibration of a constant focal length from two views are: the optical axes are parallel to each other, or the optical axes intersect at a finite point and the optical centers are equidistant from this point. We refer to this configuration as the equidistance configuration. We may consider that it subsumes the case of parallel optical axes: although the optical axes intersect at a point at infinity, we may consider that the intersection point is equidistant from the optical centers (at infinite distance).
In both these cases, there is an infinite number of solutions for f 2 . Kahl and Triggs [13] have derived critical configurations. However, their results are not as clearly stated as above, and seem slightly incomplete. For example, their ''turntable'' rotation about the intersection point of the optical axes cannot produce all possible cyclotorsions of the two cameras, i.e., rotations about their optical axes (which do not affect the self-calibration problem discussed in this paper).
Coplanarity of the optical axes is a necessary condition for a singular configuration with equal focal lengths, whereas it is already sufficient if two different focal lengths have to be estimated [14, 15, 17, 21] . We will see in the following section that the quadratic Eq. (4) is nearly only degenerate in the generic singular cases (with the exception of f = ±1). On the other hand, the linear equations are degenerate when the two optical axes are coplanar, and in a particular case of little practical importance.
The stability of calibration in near-degenerate situations should be better for the equal focal length case.
Singularities of the calibration equations
It is useful to examine the singularities of the above calibration equations. Here we will determine under what conditions the individual equations become singular. This will allow us to see if they suffer from non-generic singularities and possibly to determine which equation to use under what condition, or to determine a single equation that should always be used.
The equations are said to be singular if they lead to invalid solutions. Such solutions may arise when there is an infinite number of choices for the coefficients of the equationsÕ unknowns, or when the coefficients are equal to zero. If the SVD of G is unique (up to sign or swapping the columns of U and V and corresponding singular values), the forms of (4), (2) , and (3) are unique. Otherwise, there may be invalid solutions. In the absence of noise, the true squared focal length is necessarily a solution of the equations. For the quadratic equation, there is in general a second, spurious solution. In most cases, this is a negative value and can thus be discarded (since we are looking for the squared focal length). In some cases, however, the equations may have an infinite number of solutions: for certain singular relative camera poses, all coefficients of our polynomial equations vanish, implying an infinite number of solutions for f. In the following, all singular relative camera poses are summarized. Proofs for the following statements are given in the appendices.
All three equations vanish of course in the generic singular conditions given in Section 4, i.e., their coefficients all become zero here. For the quadratic equation, there are, in general, no further singularities (unlike the general Kruppa equations that are subject to non-generic singularities). The only exception occurs when the true focal length equals ±1, which means that the semi-calibrated fundamental matrix is a fully calibrated fundamental matrix, i.e., an essential matrix. This can happen if the fundamental matrix is expressed in perfectly standardized coordinates, meaning that the coordinate scaling recommended in [8] happens to be done by the inverse of the focal length. The essential matrix has two equal non-zero singular values, which means that its SVD is not unique: there is a one-degree-of-freedom family of possible SVDs. It is shown in Appendix D.2 that, depending on which of the ambiguous SVDs one happens to compute in practice, 3 the quadratic equationÕs coefficients may vanish, even for a camera configuration that is generically non-singular. We show in Appendix D.2 that only a finite number, among the infinite number of possible SVDs, cause such a singularity. It is thus unlikely to encounter exactly such a case. However, when working in standardized coordinates (or, when scaling with approximately the true inverse focal length), one may get close enough, in which case noise in the data may create instabilities. This effect is studied using simulations, cf. Section 6.1.4, and conclusions are stated above in Section 3.2.
For the linear equations, there is degeneracy in two cases. The first case is when the optical axes are coplanar. The other case is best explained as follows. The family of epipolar planes consists of the pencil of planes that contain the camerasÕ baseline, i.e., the line joining the two optical centers. We define a principal epipolar plane associated with a camera as the epipolar plane that contains its optical axis, cf. the left part of Fig. 1 . This is uniquely defined unless the optical axis coincides with the baseline, in which case, at least one camera looks straight at the other one. The non-generic singularities of the two linear calibration equations can be described, using the principal epipolar planes of the two cameras, in the following scenarios:
Neither of the two principal epipolar planes is uniquely defined. This means that the two optical axes are identical, which implies of course that they are parallel (and coplanar). This is a generic singular case, and naturally all three equations become degenerate. One of the principal epipolar planes is not uniquely defined. This is a special case of coplanar optical axes. The linear equations degenerate, whereas the quadratic one does not in general. The notion of principal epipolar plane is illustrated (plane spanned by the optical centers and one optical axis). (Right) If the optical axis of the second camera lies anywhere in the plane P, which is orthogonal to the first cameraÕs principal epipolar plane, then the linear equations become degenerate. In that case the two principal epipolar planes are orthogonal to one another (unless the optical axis points towards the first cameraÕs optical center, in which case the principal epipolar plane of the second camera is not defined).
The principal epipolar planes are identical. This means that the optical axes are coplanar. The linear equations degenerate. The quadratic equation degenerates only if, in addition, the equidistance configuration is present. Otherwise, its spurious solution is always zero (cf. Section E.3), i.e., the true solution can be obtained without ambiguity. The principal epipolar planes are orthogonal to each other. In this case, the linear equations degenerate. The quadratic equation does not degenerate, and its spurious solution is always negative or zero (cf. Section F.2), i.e., the true solution can be obtained without ambiguity. This situation is illustrated in the right part of Fig. 1 .
Summary. The quadratic equation is degenerate practically only in generic singular configurations. In addition, whenever the linear equations degenerate in generic non-singular configurations, the quadratic one gives a unique admissible solution for the squared focal length.
It is interesting to note that the non-generic singularities for the linear equations (coplanar optical axes and orthogonal principal epipolar planes) correspond to generic singular camera configurations for the case of different focal lengths [14, 15, 17, 21] .
Experimental results
We conducted various experiments with our algorithm, to evaluate its performance with respect to several factors. Specifically, we studied its behavior in the proximity of singular configurations. This was done systematically using both simulated data and real data to give some intuition on how much effort has to be spent in avoiding singularities in practice. We also evaluated the performance with respect to the level of noise in the data and with respect to errors in the assumption of the location of the principal point. Experiments with real images were carried out for images of a calibration grid and also for images of a few generic scenes.
Simulated data
We conducted simulated experiments to assess the sensitivity of the calibration equations in close-to-singular situations. Fig. 2 shows the simulated scenarios. The starting position of the cameras is depicted on the left. It is the typical stereo situation, with symmetric vergence angles a. This situation is singular: the optical axes are coplanar and the optical centers are equidistant from the intersection point of the optical axes.
In the first scenario, the second camera rotates away from the plane spanned by the initial position of the optical axes, by an angle between 0°and 5°(''elevation angle''). In Fig. 2 , this rotation would be towards the reader.
In the second scenario (shown on the right of Fig. 2 ), the second camera moves along its optical axis. The optical axes stay coplanar, but the distances of the optical centers to the intersection point of the optical axes are no longer equal. Hence, the scenario is not singular any more (generically, and for the quadratic equation), besides for the case of a zero vergence angle (parallel optical axes). The baseline of the system is b = 1000 U, and the displacement of the second camera is by d = À250, À200, . . . , 250 U.
For both scenarios, experiments are done with different vergence angles, with a between 0°(parallel optical axes in the initial position) and 30°. Three dimensional scene points are created randomly as follows: their coordinates are drawn from a uniform distribution inside a rectangular volume in front of the cameras, whose depth is 10 times the baseline. Only points inside the field of view of both cameras are used. Cameras are simulated with a focal length of 1000 pixels and a field of view of 28.7°, corresponding to images of size 512 · 512. By default, 100 points are used in each experiment, unless otherwise stated. The 3D points are projected to the images, and centered Gaussian noise (with a standard deviation between 0 and 1 pixels), is added to the image point coordinates. These image points are the input to the algorithm.
The following figures show mainly results for the quadratic equation. Results for the linear equations are not shown here, however, they are discussed in the text. Displayed are the median values of the relative errors on the focal length (ratio of the difference between true and estimated focal length, and the true focal length); each data point in the graphs is the result of 1000 random experiments. In all simulated experiments, the 8-point method of [8] is used to compute the fundamental matrix, i.e., no non-linear optimization was done.
6.1.1. First scenario: off-plane rotation Fig. 3 shows results for this scenario. The upper left part is relative to a zero vergence angle (i.e., with an elevation angle of 0°, the optical axes are parallel and the configuration is singular), and the upper right part is relative to a vergence angle of 5°. For zero vergence, it can be seen that even for a 3°rotation off the base plane, the errors are below 10% for realistic noise levels. Slight vergence of the cameras significantly improves the results (compare the upper right with the upper left part of Fig. 3 ). In the lower part of Fig. 3 , the elevation angle is kept fixed to 2°, to illustrate the influence of the vergence angle a. It is intuitive that with a vergence angle of 0°, the configuration is ''closer'' to the degenerate situation of parallel optical axes, thus the focal length estimation less stable, compared to larger vergence angles. This is reflected in the graph: the error in the estimated focal length decreases with increasing vergence angle, although above 25°vergence, there is no further significant improvement.
It is worthy to note that the linear equations gave nearly identical results to the quadratic one in this scenario. Since two linear equations are available, the average of their results is taken as estimated focal length, unless one of the two gave a negative solution for f 2 , in which case only the solution of the other equation was used of course.
6.1.2. Second scenario: displacement of the second camera Fig. 4 shows results for the second scenario. The upper part of the figure shows the influence of the vergence angle for a fixed, relatively small displacement (5% of the baseline) of the second camera. For a vergence angle of 0°, the optical axes are parallel and the situation remains singular for any displacement, which is reflected by the fact that the corresponding curve is outside the graph. The figure shows that close to 0°vergence, the results are heavily affected by the near-singularity and noise, but they stabilize with increasing vergence angle. This is shown by the error on the focal length, which decreases significantly with increasing vergence angle (upper left part of Fig. 4 ), as well as by the decreasing failure rate (upper right). Failure was declared whenever the quadratic equation did not admit a positive solution.
The lower part of Fig. 4 shows the results with respect to varying displacement, for a fixed vergence angle of 10°. The curve for zero displacement is outside the graph (this corresponds to the singular equidistance configuration). With increasing displacement, the performance increases as expected, both in terms of relative error on the estimated focal length and failure rate. The graphs for displacements towards the scene (negative d) are not plotted in the lower left part of Fig. 4 , for the sake of clarity; note that the graph for a value of Àd is very similar to that for d.
As for the linear equations, this scenario is singular (coplanar optical axes). This is reflected by experimental results (not shown here), where relative errors are sometimes above 100%, and nearly always above 70% (besides a high failure rate). 
Influence of the number of point correspondences
In Fig. 5 , we show results on the influence of the number of point correspondences used for computing the fundamental matrix. As expected, performance increases with the number of points, with an asymptotic behavior.
Influence of standardization
As discussed in Sections 3.2 and 5, the use of standardized coordinates (in our case, a scaling) has to be considered more closely. Here, we show results obtained with different scalings. The x-axis of the graphs in Figs. 6 and 7 shows the inverse scale factor applied to the fundamental matrix according to Eq. (5) (remember that the true focal length is 1000). The graphs show the percentage of random experiments where the focal length was estimated (positive solution for f 2 ) and was within 10% of the ground truth value. Results are shown for both, quadratic and linear equations. Fig. 6 shows results for the first scenario. All graphs show a clear ''performance hole'' when scaling is done with a factor close to the actual inverse focal length. With decreasing elevation angle (bottom to top) and increasing noise (left to right), the instability caused by scaling with the inverse focal length, gets combined with the increasing instability due to getting closer to the singular equidistance case. In the least favorable case (upper right), the success rate drops to an average of around 30%. Overall, the linear equations are much more sensitive to the scale factor, compared to the quadratic equation, which has close to 100% success in the favorable case on the lower left, even when scaling is done with approximately the true inverse focal length. Fig. 7 shows results for the second scenario. The linear equation is degenerate here, and the results are always bad, as stated in Section 6.1.2. As for the quadratic equation, the same performance hole as above around the true focal length can be observed. Interestingly, performance also drops significantly for scale factors below 50 (extreme left side of the graphs); the only explanation we can think of is that in this special case, round-off error becomes too large. Based on these observations, we decided to scale by a factor much lower than the inverse of the maximum expected focal length, as stated already in Section 3.2. In all other simulated experiments, a scale factor of 1/5000 was thus used, which always gave good results.
Real images of a calibration grid
Using real images of a calibration grid, we attempted to evaluate the algorithmÕs performance with respect to proximity to singular configurations and its sensitivity to the assumption of the principal pointÕs position.
Experimental setup
It is relatively easy to avoid singular configurations in practice. Especially, one should avoid the case of coplanar optical axes. There are multiple ways to achieve this goal. One approach is as follows. Before taking the second image, point the camera to the same point in the scene as in the first image (this is simple to do with a viewfinder). Then, tilt the camera slightly upwards or downwards, and take the second image. Determining by how much one should tilt the camera is one of the goals of this experiment.
We took a total of 10 images of a calibration grid with a handheld camera. Fig. 8 shows some sample images. They were taken from 10 different positions, covering a roughly circular path around the grid (i.e., most pairs of views are close to the singular equidistance configuration, cf. Section 4). From each position, we applied a small tilt angle and then took one image as described above. Thus, among the 45 possible image pairs, some have approximately coplanar optical axes while some do not.
For this experiment and the ones in the next section, we used a Sony DSC-P31 digital camera with 5 mm focal length and chose a moderate image resolution of 640 · 480.
The camera was calibrated, including radial lens distortion, using all 10 images of the grid, by a photogrammetric calibration algorithm. The resulting focal length of 625 pixels is used as ''ground truth'' in the following experiments. The images were corrected for distortion before applying our algorithm. The extracted image positions of the gridÕs targets were used by our algorithm to compute the fundamental matrix.
Effect of principal point estimation on focal length calibration
As described above, our focal length calibration algorithm is based on the assumption that we know the other intrinsic parameters. Here, we show that an error on the assumed location of the principal point has little effect on the computed focal length. For one pair of images, we estimated the focal length repeatedly, changing (in steps of 5 pixels) the assumed coordinates of the principal point by up to ± 25 pixels from the image center in both directions.
Among the 121 different computed focal lengths, the maximum relative error with respect to the true focal length was 4.16%. The mean relative error was 0.2%. The standard deviation of the computed focal lengths was 11.7 pixels, i.e., only about 1.8% of the focal length. We conclude that realistic errors in the assumption of the principal pointÕs position have little effect on our algorithm, at least concerning the range of accuracy that one can expect in our minimal scenario. Hence it is usually safe to assume that the principal point is at the image center when we use this algorithm for focal length calibration.
Stability of the algorithm
Here, we evaluate the algorithmÕs performance, with respect to how close the optical axes are to being coplanar. The calibration of our images, using a photogrammetric approach that makes use of the known geometry of the calibration grid, tells us the position of the optical centers and the optical axes for our 10 images. To measure how close the optical axes associated with two images are to being coplanar, we proceed as illustrated in the left part of Fig. 9 : we compute the two principal epipolar planes p1 and p2 (cf. Section 5). The ''middle plane'' is the plane that ''bisects'' p1 and p2. The angle c between the middle plane and p1 (or, equivalently, p2) is our measure for the deviation from the case of coplanar optical axes. In addition, we also considered a measure for how close the two optical axes are from being parallel, but which was found to be less significant for the following evaluation.
We applied our algorithm to all 45 possible image pairs formed by our 10 input images. The estimated values of the focal length are plotted in the right part of Fig. 9 , over the value of the angle c for the corresponding image pair.
We observe three groups of results:
For c > 1.5°, the calibrated focal lengths are quite precise and accurate. Their average is 627.6, which is nearly identical to the ground truth. Their standard deviation is about 6.5 pixels, i.e., about 1.1% of the focal length. For c < 1°, the results are not at all stable. Errors range from 25 to 280 pixels. For 1°< c < 1.5°, the results are not very precise but become reasonably accurate.
We conclude that for the type of images tested, it is safe to run our algorithm whenever the angle c exceeds 1.5°. This corresponds to tilting the camera between two image acquisitions by about 10% of its opening angle, which seems to be reasonably achievable in practice. However, with a lower accuracy in image point extraction, this value will increase. In Section 6.3, we thus test our algorithm with real images of generic scenes.
3D reconstruction results using the calibrated focal length
Having calibrated the focal length, we can estimate the relative position of the two considered images [11] and carry out a 3D reconstruction of the matched image points [10] . We did this for several image pairs. To evaluate the quality of the 3D reconstruction, we compare it to the known geometry of the calibration grid. We take two steps to achieve this objective. First, we fit planes to the three subsets of coplanar points (cf. Fig. 8 ). Here, we design a relative distance to evaluate the coplanarity of points. Specifically, we first measure the distances of points to the fitted plane. Next, we compute the largest distance between pairs of the considered points. The distances of the points to the plane are then normalized by this largest distance. The obtained distances (in percent) are the so-called relative distances. Second, we measure the angles between each pair of planes and compare it to the ''ground truth'': one of the gridÕs planes forms 90°angles with the two others, which themselves form a 120°angle.
The results of our evaluation are displayed in Table 1 . They are shown for five pairs, which share one common image. Note that from left to right, the baseline (the distance between optical centers) decreases. relative distances as described above, which is useful to evaluate the coplanarity of points.
We observe that for the two image pairs with the largest baselines, the angles are all within 0.3°from their true values. With decreasing baseline, the errors generally increase, both for the angles and the coplanarity measure, although they still stay relatively small.
Real images of generic scenes
For the images of the calibration grid, image point matching was provided due to the easy identification of the targets. Here, we consider images of two generic scenes. Interest point extraction and matching is done automatically using the available software 4 (see also [22] ). The same camera zoom setting as in Section 6.2 was used, which provides the ''ground truth'' value for the focal length in Tables 2 and 3 .
An outdoor scene
We took five images of a building of the National University of Singapore (see Fig. 10 , for examples). The distance between the camera and the building is about 25 m. The results for several image pairs are presented in Table 2 (camera configurations close to the coplanar case give poor results which are not shown here). After calibration, we also reconstructed the building. We chose the median of the seven calibrated results as shown in Table 2 , and used the result to reconstruct the buildingÕs two faces with the right angle. We found that the reconstructed results (about 85°) are roughly close to the ground truth (the relative error is about 5%).
When analyzing the results of Table 2 , we need to consider the following issue. Although the same zoom setting was used as for the images of the calibration grid, the camera focused on a scene at a different distance. Hence, comparatively large relative errors of several percent may be expected. Here, the maximum relative error is about 10%, which seems reasonable for this experiment. 4 http://www-sop.inria.fr/robotvis/personnel/~zzhang/softwares.html. 
An indoor scene
We took four images of a simple indoor scene as Fig. 11 shows. Interest points were mainly extracted on the three cups and just a few on the plug in the background, i.e., the scene is relatively ''flat.' ' The estimated focal lengths, for all 6 possible image pairs, are shown in Table 3 . Again, the same camera setting as in Section 6.2 was used. The maximum relative error is about 6.5%, and the average relative error is less than 5%. The label ''12'' in the first row stands for the pair of images 1 and 2, and analogously for the other labels. Table 3 Results for image pairs of the 3 cups, cf. Fig. 11 Image The label ''12'' in the first row stands for the pair of images 1 and 2, and analogously for the other labels. As we did for the images of the calibration grid, we performed a 3D reconstruction of the scene using the calibration result. A triangular mesh is semi-automatically adjusted to the reconstructed 3D points, and used to create textured VRML models. A few renderings of one of the models are shown in Fig. 12 . Due to the sparseness of the extracted interest points, the reconstruction of the scene is not complete. However, Fig. 12 shows that it is qualitatively correct, as explained in the caption of the figure.
Conclusions
We have analyzed the problem of focal length calibration from two views of an unknown scene, given their epipolar geometry and the assumption that the views have identical focal length. Closed form solutions have been derived, which consist of one quadratic and two linear equations (which are algebraically interdependent). We have studied critical camera configurations in detail. Our experimental results suggest that in practice such configurations are relatively easy to avoid. Acceptably accurate results can be obtained when these singular configurations are avoided. Acknowledgment Z.L. Cheng is very grateful for the scholarship granted by the National University of Singapore.
Appendix A. Background
We describe a few known results about matrix decompositions that will be used in the following sections. Let the SVD of a 3 · 3 matrix M of rank 2 be given as
The right null-vectors of M are equal (up to scale) to the third column v 3 of V.
As for the left null-vectors of M, they are equal (up to scale) to the third column u 3 of U.
In the following, we suppose that r 1 " r 2 . Consider the symmetric matrix M T M. It has 0, r Similarly, the eigenvectors of MM T to the eigenvalue r 2 i ði ¼ 1; 2Þ are equal (up to scale) to the ith column u i of U.
Appendix B. Parameterization of relative pose
In the following sections, we derive singular camera configurations. A geometric description is most useful. (Non-) Singularity only depends on the relative pose of the two views (and, in some very special cases, on the actual value of the focal length). Since only relative pose matters, we assume, without loss of generality, that the optical center of the first camera is the origin. Furthermore, we assume that its optical axis coincides with the Z-axis. Hence, the rotational part of its pose consists of a rotation R Z, 1 about the Z-axis (cyclotorsion). This may, again without loss of generality, be chosen such that the optical center of the second camera lies in the plane X = 0, i.e., its coordinates are (0, Y, Z). Without loss of generality, we may fur-thermore impose that the distance between the two cameras is equal to 1. Hence, the second cameraÕs position may be parameterized by an angle c Let the second cameraÕs orientation be given by three elementary rotation matrices: Due to the special form of R Z, 1 and R Z, 2 and the orthogonality of the left and right singular matrices of an SVD, G and H have the same singular values and the third rows of their respective matrices U and V are equal to one another (up to sign at least). Specifically, this means that the SVDs of G and H lead to the same calibration equations. 5 Hence, we may analyze the singularities of the calibration equations by studying the SVD of H, which allows us to express algebraic singularity conditions relatively easily in geometric terms, i.e., in terms of relative pose.
The matrix H, defined in (B.2) is given explicitly as The optical axes are coplanar if one or both principal epipolar planes are not defined (algebraically, if all their coefficients are zero) or if they are identical. Naturally, we find the same conditions as above: when cos c = 0, P 1 is not defined (the second cameraÕs optical center lies on the first optical axis). A necessary condition for P 2 not being defined is sin b = 0. In that case, we observe that P 1 and P 2 are identical (their coordinate vectors are equal up to scale), thus the optical axes are coplanar.
Besides the different conditions for coplanar optical axes, another configuration is relevant: mutually orthogonal principal epipolar planes (cf. Section 5). This means that the scalar product of their normals (the upper 3-subvectors of P 1 and P 2 ) vanishes, which happens exactly if P 2, 1 = 0 (we exclude cos c = 0 since P 1 is assumed to be defined):
cos bðcos a cos c À sin a sin cÞ ¼ 0:
Let us now consider the equidistance configuration: the optical axes are coplanar (but not parallel) and the optical centers are at the same distance from the intersection point of the optical axes. Let us develop this case for the two conditions of coplanar optical axes: cos c = 0. In that case, the second optical center is the intersection point of the two optical axes, hence equidistance is excluded. The last case of interest is that of the angles between optical axes and baseline (line joining the optical centers) being equal. Note that this subsumes the equidistance configuration, but is more general. The condition for this case is given in the last row of the table.
All special cases of relative pose that are relevant in the following sections, are summarized in the table below. 
Appendix C. Proofs for singularities of the calibration equations
Let us first define the meaning of singularity of the equations, based on observations made in Section 5: they are singular if all their coefficients vanish. In the following, we first derive conditions for singularity in terms of the elements of the SVD of G, respectively, H, concretely, in terms of the singular values a and b and the coefficients U 31 , U 32 , V 31 , and V 32 that show up in Eqs. (2)- (4). We then establish the corresponding geometrical configurations based on the proposed parameterization of relative pose.
The analysis of singularities is tricky due to the possibility that the SVD of the (semi-calibrated) fundamental matrix may not be unique. Note that the SVD is never unique for any matrix: e.g., simultaneously scaling corresponding columns of U and V by À1 gives another valid SVD. Such manipulations lead to the same calibration equations, as may be verified by checking Eqs. (2) We want to find the conditions for which H T H has two equal non-zero eigenvalues (and one that is zero). In that case, its characteristic polynomial must be of the form
Hence, if we denote by x i the coefficient of k i , we must have
Let us formulate this condition for the characteristic polynomial of H T H. In the following, we at times use the following compact notation: c a = cos a and s a = sin a, and analogously for other angles.
The expression in (D.1) can be factorized in three factors: This is zero (for either ''+'' or ''À'') exactly if
Using trigonometric manipulations, this can be transformed into: 
The right-hand side of this equation can obviously never be positive. Hence, the equation can never be true for real values of f, meaning that expressions (D.3) and (D.4) can not be zero (for f 2 " 1 and under the assumption c c , s b " 0).
Summary. The semi-calibrated fundamental matrix has equal non-zero singular values exactly in the case f = ±1 (expression (D.2) ) or if the cameras are in equidistance configuration (includes the case of parallel optical axes). In the first case, the fundamental matrix is actually the essential matrix of the camera pair. In practice, f = ±1 can happen if one works in standardized image coordinates [8] (which often comes down to scaling the images by approximately the inverse focal length), which is usually recommended for numerical reasons. As for the second case, equidistance, this represents a generic singularity, hence the calibration equations become singular anyway. In the following section, we thus only analyze the case f = ±1.
D.2. The case f = ±1
In the following, we only consider the case f = +1; as for f = À1, the equations are analogous, with only sign changes in appropriate places. The matrix H is now given by As proven above, H has two equal singular values, i.e. its SVD is not unique. In practice, the SVD one obtains depends on the actual numerical implementation used to compute it. We want to investigate if our calibration equations may be singular for some SVDs and non-singular for others, or if they are (non-) singular irrespective of the actual SVD.
We write H in detail We now establish the possible SVDs of H. Since H is the product of two orthonormal matrices and another one, we can derive its SVDs from those of that other matrix. This is a skew-symmetric matrix, and all its SVDs can be shown to be of the following form, for some value of q (and up to changing signs for entire columns or rows of the orthogonal matrices involved; this does not matter for our analysis): where we use, as above, the shorthand notation c a = cos a and s a = sin a, and analogously for other angles. Hence, the SVDs of H are parameterized by the same angle q, and are of the following form: Let us call X = c b (c a c c À s a s c ). From the above SVD, we identify the values used in the calibration equations:
V 31 ¼ Às q c c ;
Note that X = 0 is the condition for orthogonal principal epipolar planes (cf. the table in Appendix B). Let us further define:
: The quadratic equation can now be written as (we factor out a = b):
Its coefficients vanish all exactly if Y = Z = 0. Let us go into details (we use the relationship s 
where t q = tan q. The equations hold for every value of q exactly if the coefficients of powers of t q all vanish, hence if all the following equations hold (we leave out the ones occurring twice): We conclude that for f = ±1, the quadratic calibration vanishes whichever SVD one happens to compute (whatever value q has) only in the generic singular configurations. 
D.2.3. Summary
The quadratic equation vanishes of course in generic degenerate conditions. The only other case where it may vanish is when f = ±1. This may happen because the SVD of the fundamental matrix is ambiguous. For f = ±1, the coefficients of the quadratic equation may all be zero, depending on which SVD one happens to compute in practice (which angle q). This can happen in exactly the following non-generic singular configurations: (i) the optical axes are coplanar, (ii) the principal epipolar planes are mutually orthogonal, or (iii) the angles between the optical axes and the baseline, are equal. In each of these cases, only four different values of q (four among the infinitely many ambiguous SVDs) exist for which the quadratic calibration equation vanishes. Hence, the chances for the quadratic equation to vanish in generical non-singular configurations, are small. Nevertheless, instabilities may indeed occur in cases close to f = ±1, i.e., when working in nearly perfectly standardized coordinates, as illustrated in Section 6.1.4.
Appendix E. Singularities in the case of a unique SVD
We now consider the cases where the semi-calibrated fundamental matrix has a unique SVD (up to switching entire columns or rows or changing signs for entire columns or rows), i.e., different non-zero singular values a and b.
E.1. Quadratic equation
Zeroing the three coefficients of Eq. (4) leads to the following equations: Adding these two equations together, leads to a 2 = b 2 . This is in contradiction with our assumptions (unique SVD). We conclude that the quadratic equation is never degenerate when the SVD is unique, i.e., when the cameras are not in an equidistance configuration (including parallel optical axes) and if f " ±1.
Further below, we examine special cases where one of its coefficients vanishes, and especially a case where the quadratic equation becomes linear.
E.2. Linear equations
It is easy to show that both linear equations degenerate if any one of the following conditions holds: Any one of the conditions (E.6), (E.9), (E.10), and (E.11) implies that the optical axes are coplanar (they imply that H 33 = 0, cf. Appendix B). Only the conditions (E.7) and (E.8) may correspond to non-coplanar optical axes. In the following section, we consider the case of coplanar optical axes, and show that this always implies the degeneracy of the linear equations. We then consider the case of non-coplanar axes and examine cases where the linear equations degenerate.
E.3. Coplanar optical axes
As shown in Appendix B, the optical axes are coplanar if cos c = 0 or sin b = 0. We examine the two cases in the following.
E.3.1. cos c = 0
This means that the optical center of the second camera is the point (0, 0, sin c, 1), i.e., it lies on the optical axis of the first camera (the Z-axis). In this case, the first epipole has coordinates (0, 0, 1)Appendix F. Non-coplanar optical axes
F.1. Linear equations
As Section E.2 shows, the singular cases for non-coplanar optical axes are, for the linear equations, given by Eqs. (E.7) and (E.8):
F.1.1. First case: U 32 = V 32 = 0
In the following, the SVD of H is considered. The right null-vector (first epipole) of H is easily seen to be (0, f cos c, sin c) T (cf. Eq. (B.3)). As described in Appendix A, this vector is equal, up to scale, to the third column v 3 of V. Hence we have 6 : From the coefficient (3,1) of that equation, we derive 6 Here unitary determinant of the orthogonal matrix V is not imposed.
ðsin c sin a À cos c cos aÞ cos b ¼ 0 which is thus a necessary condition for non-coplanar singular cases for the linear equations in the first case. Note that this condition is nothing else than that for mutually orthogonal principal epipolar planes, cf. the table in Appendix B. In the following it is shown that this condition is also a sufficient one. We do this by giving analytical SVDs 7 for H in the two cases cos b = 0 and sin c sin a À cos c cos a = 0. Based on these SVDs, the coefficients of the linear calibration Eqs. (2) and (3) can be computed and it will be seen that they all vanish. . It is easy to verify that (F.3) indeed is an SVD of H: the matrices U and V are orthonogonal and the product of the above expression equals H, as given in (F.2). We thus have U 32 = V 32 = 0, which was already shown in Section E.2 to be a sufficient condition for degeneracy of the linear equations. sin c sin a À cos c cos a = 0. Note that in this case, we have cos c " 0 and sin a " 0: the condition cos c = 0 can be excluded since it would imply coplanar optical axes (cf. Appendix B). Concerning sin a " 0: if sin a = 0, then cos a = ±1 and sin c sin a À cos c cos a = « cos c " 0, which is contradictory to our assumption here. We may thus put: An SVD for H is given by: 7 The analytical SVDs in this section are given up to possible switching of columns of the involved matrices and, for easier expressions, up to scale for the orthogonal matrices U and V. The analysis can be done analogously as above, leading to the same conclusions (the SVDs are the same, up to swapping of the singular values and corresponding columns of U and V). Which one of the cases U 32 = V 32 = 0 or U 31 = V 31 = 0 occurs in practice, depends on which one of the singular values is larger.
F.2. Quadratic equation F.3. Summary
If the optical axes are non-coplanar, then the quadratic equation is never degenerate (with the exception of the special case f = ±1 discussed in Section D.2). In addition, in all cases where the linear equations vanish, the spurious solution of the quadratic equation can be ruled out due to being non-positive.
