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a b s t r a c t
Graphs that are retracts of each supergraph in which they are isometric are called absolute
retracts with respect to isometry, and their structure is well understood; for instance, in
terms of building blocks (paths) and operations (products and retractions). We investigate
the larger class of graphs that are retracts of each supergraph in which all of their holes
are left unfilled. These are the absolute retracts with respect to holes, and we investigate
their structure in terms of the same operations of products and retractions. We focus
on a particular kind of hole (called a stretched hole), and describe a class of simple
building blocks of the corresponding absolute retracts. Surprisingly, these also turn out
to be precisely those absolute retracts that can be built from chordal graphs. Monophonic
convexity is used to analyse holes on chordal graphs.
© 2009 Elsevier B.V. All rights reserved.
1. Definitions and background
We shall assume that all graphs are finite, connected, and reflexive, i.e., there is a loop at each vertex; these loops are
omitted in all figures.
A homomorphism of a graph G to a graph H is mapping φ of V (G) to V (H) such that φ(g)φ(g ′) ∈ E(H) whenever gg ′ ∈
E(G). If there exists a homomorphism η of H to G and a homomorphism φ of G to H such that φ(η(h)) = h for all vertices of
H , then φ is called a retraction and H is called a retract of G. This implies that some subgraph of G is an isomorphic copy of
H; for this reason, we will assume that if a graph H is a retract of graph G, then H is a subgraph of G.
Let G1,G2, . . . ,Gk be graphs. The (categorical) product of the graphs is denoted by G1 × G2 × · · · × Gk, or∏ki=1 Gi, and
it has vertex set {(x1, x2, . . . , xk) | xi ∈ V (Gi)} and edge set {(x1, x2, . . . , xk)(y1, y2, . . . , yk) | xiyi ∈ E(Gi)}. Note that as the
graphs are reflexive, it is possible that xi = yi for some i. If G = G1 = G2 = · · · = Gk, we write Gk for∏ki=1 Gi.
A class of graphs that is closed under taking products and retracts is called a variety. In other words, a class of graphsW
is a variety if the following two conditions are satisfied:
(i) If H1,H2 ∈ W then H1 × H2 ∈ W .
(ii) If G is inW and H is a retract of G then H is inW .
For H to be a retract of G, certain necessary conditions must be fulfilled. We say that a graph H is an isometric subgraph
of a graph G if for all vertices x and y of H , dH(x, y) = dG(x, y)where dG(x, y) is the shortest path distance in G. Note that if H
is a retract of G then it must be isometric in G. We say that H is an absolute retract with respect to isometry if H is a retract of
graph G whenever H is an isometric subgraph of G. Denote the class of absolute retracts with respect to isometry by ARI .
Isometry sometimes does not suffice; see for example Fig. 1. There are stronger necessary conditions, one of which will be
the focus of this paper.
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Fig. 1. Let A be the subgraph induced by the round vertices and let Q the whole graph. Then A is an isometric subgraph of Q , but not a retract of Q .
A distance constraint on a graph H is a function f with domain Df ⊆ V (H) whose values are non-negative integers. A
complete filler of the distance constraint f is a vertex a such that d(a, x) ≤ f (x) for all x ∈ Df . The set of all complete fillers
of f is denoted by FH (f ) (or just F (f ) if H is clear from the context). Given a vertex x of H and a non-negative integer k, the
disc of radius k centred at x is the set DH(x, k) = {y ∈ V (H) | dH(x, y) ≤ k}. Thus
FH (f ) =
⋂
x∈Df
DH(x, f (x)).
We also need to consider vertices that ‘almost’ satisfy a distance constraint f on a graph H . If z ∈ Df , then a z-relaxed filler of
f is a vertex a such that d(x, a) ≤ f (x) for all x ∈ Df \ {z}.
A distance constraint f on a graph H is feasible if F (f ) 6= ∅, and f is infeasible otherwise. We can define a partial order
of distance constraints on a given graph H as follows: for two distance constraints f and f ′ on H we say that f ′ ≤ f exactly
when Df ′ ⊆ Df and f ′(x) ≥ f (x) for all x ∈ Df ′ . Moreover, we write f ′ < f if f ′ ≤ f and f ′ 6= f . In particular, if fx is the
distance constraint with Dfx = Df defined by
fx(z) =
{
f (z)+ 1 if z = x
f (z) otherwise,
then fx < f . Additionally, if f ′ is a distance constraint on H where Df ′ is a proper subset of Df and f ′(x) = f (x) for all x ∈ Df ′ ,
then f ′ < f .
Proposition 1. Let H be a graph and let f a distance constraint on H. For any distance constraint f ′ on H,
(i) if f ′ ≤ f , then F (f ) ⊆ F (f ′).
(ii) if f ′ < f , then there exists a vertex x ∈ Df such that f ′ ≤ fx < f .
Let H be a graph and let f be a distance constraint on H . We say that f is a hole if f minimally infeasible; that is f is an
infeasible distance constraint on H and all distance constraints f ′ on H such that f ′ < f are feasible. In particular, for any
hole f onH , fx is feasible for all x ∈ Df . The cardinality of Df is called the size of the hole f . We call a hole of size k a degenerate
hole if k = 2 and a non-degenerate hole otherwise.
Let H be a graph, and let G be a supergraph of H . Any distance constraint on H is also a distance constraint on G. We
say that G fills a hole f on H if there exists a vertex a in G such that a is in FG (f ). If H is a retract of G, then any infeasible
distance constraint on H must also be infeasible on G [23]. In particular, G cannot fill any hole on H . Consider the graphs A
and Q in Fig. 1: The distance constraint f ′ with Df ′ = {x1, x2, x3} and f ′(xi) = 1, i = 1, 2, 3 is a hole on A that is feasible on
Q as the square vertex is in FQ
(
f ′
)
. We say that H is an absolute retract with respect to holes if H is retract of a supergraph
G whenever each hole on H is a hole on G. Denote the class of absolute retracts with respect to holes by ARH . Informally,
H is in ARH if H is retract of a supergraph G whenever G fills no holes of H . If f is a hole on H with Df = {x1, x2} then
dH(x1, x2) = f (x1) + f (x2) + 1 (see Proposition 4). A supergraph G of H filling a degenerate hole of H corresponds exactly
to H not being isometric in G. Hence a supergraph G of H fills a hole of this sort if and only if H is not isometric in G. This
shows that absolute retracts with respect to holes are a natural generalisation of absolute retracts with respect to isometry.
However not all graphs are absolute retracts with respect to holes. The graph A of Fig. 1 is an example graph inARH but not
inARI , and the graph A of Fig. 2 is an example of graph not inARH [26].
As we will see later (Proposition 4), if f is a non-degenerate hole on a graph H , then d(x, y) ≤ f (x)+ f (y) for all x, y ∈ Df
and if f is a degenerate hole on H with Df = {x, y}, then d(x, y) = f (x)+ f (y)+ 1. Thus we distinguish between holes f for
which there exists x, y ∈ Df such that d(x, y) < f (x) + f (y) and holes f for which such pairs of vertices in Df do not exist;
the former are called squished holes and the later are called stretched holes. The graph H is called squished if it has a squished
hole and H is called stretched otherwise. Call a graph H an absolute retract with respect to stretched holes if H is a retract of a
supergraph Gwhenever each stretched hole on H is a hole on G; denote the class of these graphs byARSH .
A vertex x in a graph G is called simplicial if its neighbourhood is a clique in G; note that x is in its own neighbourhood as G
is reflexive. For this reason, we call the neighbours of x other than itself the nontrivial neighbours of x. If there is a vertex y inG
such that all neighbours of x are neighbours of y, then x is called dismantlable. Let x1, x2, . . . , xn be an ordering of all vertices
of G. The ordering is called a perfect elimination ordering if xi is simplicial in Gi = G\ {x1, x2, . . . , xi−1} for i = 1, 2, . . . , n−1
C. Loten / Discrete Mathematics 310 (2010) 1507–1519 1509
Fig. 2. Let A be the subgraph induced by the round vertices and let Q be the whole graph. Each hole on A is a hole on Q , but A is not a retract of Q . Note
that A is chordal.
and a dismantling ordering if xi is dismantlable in Gi for i = 1, 2, . . . , n−1. Since a simplicial vertex is always a dismantlable
vertex, a perfect elimination ordering is always a dismantling ordering.
A graph is chordalwhen it has no induced cycles of size 4 or more. It is well know that a graph is chordal if and only if it
admits a perfect elimination ordering [17]. A graph is dismantlable when it admits a dismantling ordering. Thus all chordal
graphs are dismantlable.
Given a graph H and integer k ≥ 3, we say that H admits a near unanimity function of arity k when there exists a homo-
morphism φ from Hk to H such that φ(w1, w2, . . . , wk) = x when at least k − 1 of the wi’s are equal to x. Near unanimity
functions of arity 3 are called majority functions. Graphs admitting majority functions have been studied in [1,29], and re-
cently there has been interest in graphs that admit near unanimity functions of arity k, k ≥ 3, see [8,24,25].
The class of dismantlable graphs, the class of graphs that admit a majority function and the class of graphs that admit a
near unanimity function of some arity are all examples of varieties (see [26] or [24] for the dismantlability result and [26]
or [8] for the near unanimity function results). The set of chordal graphs, however, does not form a variety. For a graph class
C which is not variety, we look at the variety created by using graphs in C as ‘‘building blocks’’. Given a class C of graphs,
the variety generated by C is the smallest variety that contains C or, alternatively, the retracts of products of elements of C.
Given graphs H and G, where H is a subgraph of G, deciding whether or not H is a retract of G isNP - c [18]. The retract
problem for a given graph H , denoted RET-H , has as input supergraphs G of H and decides whether H is a retract of G.
Feder and Vardi [16] have shown that the dichotomy conjecture for the constraint satisfaction problem is equivalent to
its restriction to reflexive graph retractions. Given this implied difficulty of RET-H , it makes sense to focus on the problem
when H comes from a particular family of graphs. A standard tactic is to chose some necessary condition, call it N , for the
existence of a retraction, and study the graphs for which the necessary condition is also sufficient. Such graphs are called
absolute retracts with respect toN ; we have mentioned absolute retracts with respect to isometry, with respect to holes and
with respect to stretched holes. Absolute retracts with respect to arc consistency and with respect to tree obstructions have
been studied in [26].
The class of absolute retracts with respect to isometry has been thoroughly studied for bipartite graphs [1–3,19,20,29]
and for reflexive graphs [3,5,6,21,23,29–31]. There many similarities between these two instances, as shown in [3]. Listed
below are some basic facts aboutARI .
Theorem 2 ([21,22,30,32]). Let H be a graph. Then the following are equivalent:
(i) H is inARI .
(ii) H is in the variety generated by paths.
(iii) H admits a majority function.
(iv) H has no holes of size k, k ≥ 3.
(v) for every diametrical vertex x ∈ V (H), x is dismantlable and H \ x ∈ ARI .
Thus paths can be regarded as the building blocks ofARI .
According to results in [26] condition (ii) in Theorem 2 can be replaced by
(ii′) H is in the variety generated by interval graphs.
or
(ii′′) H is in the variety generated by strongly chordal graphs. (See [12] for the definition of strongly chordal graphs.)
The above observations provided the inspiration to study chordal graphs, and the variety they generate, in relation to
generalisations ofARI .
It would be highly desirable to have building blocks for ARH in the way that paths are building blocks for ARI .
MacGillivray and Brewster [9] describe building blocks (called n-separators) forARkH , whereAR
k
H consists of those graph
inARH whose holes are of size at most k, where k ≥ 2. AsARH = ∪∞k=2ARkH and as the size of any hole on a given graphH
is bounded by |V (H)|, MacGillivray and Brewster’s n-separators are in fact building blocks forARH . In this paper, we show
that the building blocks for ARSH are a particular kind of chordal graph. Moreover, ARSH is equal to: the intersection of
ARH and the variety of stretched graphs; the intersection ofARH and the variety generated by chordal graphs. As for the
variety generated by chordal graphs, it properly containsARSH and it is incomparable withARH .
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Fig. 3. The difference between holes as defined here and related structures studied in the literature.
2. Holes and absolute retracts with respect to holes
First we present some basic properties of holes (Section 2.1) and the related class of absolute retracts (Section 2.2). Next
we study stretched holes and the associated idea of absolute retracts with respect to stretched holes (Section 2.3). Lastly,
we finally present our ‘building blocks’ for the absolute retracts with respect to stretched holes, the hole bases (Section 2.4).
2.1. Holes
Holes have been studied previously for graphs and posets, but with a slight difference. Let f be a distance constraint on
a graph H such that f is infeasible but any distance constraint f ′ on H is feasible when Df ′ ⊂ Df and f ′(x) = f (x) for all
x ∈ Df ′ . Then f is called a hole on H in [21], a minimal hole on H in [22] and a gap in H in [30]. Related structures on posets
have been studied under the names zigzag [34], hole [27] and gap [10,28].
Consider the graphs in Fig. 3, where the numbers labelling the vertices are the values for the distance constraints. Then
both distance constraints are holes/minimal holes/gaps as defined in [21,22,30]. However, only the distance constraint on
the right is a hole as defined in this paper.
Theorem 2 tells us that a graph H is in ARI if and only if H has only degenerate holes. This equivalence was originally
stated using the definition of a hole as in [21]. It is not hard to see that the statement is still true using holes as defined here.
Lemma 3. Let H be a graph. Then the number of holes on H is finite.
Proposition 4. Let H be a graph and let f be a hole on H.
(i) For each x ∈ Df there exits an x-relaxed filler ax such that d(x, ax) = f (x)+ 1.
(ii) If f is a degenerate hole, with say Df =
{
x, x′
}
, then d(x, x′) = f (x)+ f (x′)+ 1.
(iii) If f is a non-degenerate hole, then d(x, x′) ≤ f (x)+ f (x′) for all distinct vertices x, x′ ∈ Df .
Proof. (i) For each vertex x inDf , there exists ax ∈ F (fx) as fx is feasible. Thus, d(x, ax) ≤ fx(x) = f (x)+1 and d(z, ax) ≤ f (z)
for all z ∈ Df \ {x}. Since f is a hole, we must have d(x, ax) = f (x)+ 1.
(ii) Suppose that f is a degenerate holewithDf =
{
x, x′
}
. By the above, there exists a vertex ax such that d(x, ax) = f (x)+1
and d(x′, ax) ≤ f (x′). Therefore d(x, x′) ≤ f (x)+ f (x′)+ 1. As f is infeasible, equality must hold.
(iii) Suppose that f is a non-degenerate hole and let x, x′ ∈ Df be distinct vertices. Let a be a z-relaxed filler for some
vertex z ∈ Df \
{
x, x′
}
. Then d(x, x′) ≤ d(x, a)+ d(a, x′) ≤ f (x′)+ f (x). 
Proposition 5. Let f a non-degenerate hole on a graph H. Then f (x) > 0 for all x ∈ Df .
Proof. Let Df = {x1, x2, . . . , xk}, and suppose that f (x1) = 0. There exists ai ∈ F
(
fxi
)
for all i = 1, 2, . . . , k. As f (x1) = 0,
a2 = · · · = ak = x1, implying x1 ∈ F (f ), contradiction. 
Proposition 6. Let H be a graph and let G be a supergraph of H. Then the following conditions are equivalent:
(i) Each infeasible distance constraint on H is an infeasible distance constraint on G.
(ii) Each hole on H is a hole on G.
Proof. (i)⇒ (ii): Assume that each infeasible distance constraint on H is an infeasible distance constraint on G. Let f be a
hole on H . Then f is infeasible on G. Since f is hole on H , fx is feasible on H , and hence on G, for x ∈ Df . Thus f is minimally
infeasible on G.
(ii)⇒ (i) : Assume that each hole on H is a hole on G. Let f be an infeasible distance constraint on H . Then there exists a
hole f ′ onH such that f ′ ≤ f . By Proposition 1, FG(f ) ⊆ FG(f ′) = ∅, since f ′ is a hole onG. In particular, f is infeasible onG. 
2.2. Absolute retracts with respect to holes
Now we present some characteristics of absolute retracts with respect to holes. In particular, we are interested in how
properties (ii) and (iii) of Theorem 2 generalise.
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Recall thatARH is the set of all graphsH such thatH is a retract of a supergraph Gwhenever each hole onH is also a hole
on G. By Proposition 6,ARH consists exactly of those graph H that are retracts of a supergraph Gwhenever each infeasible
distance constraint on H is also infeasible on G.
Theorem 7 ([21]). The class of graphsARH is a variety.
A graph H is in ARH if and only if it is the retract of a particular constructed supergraph that ‘contains’ all the holes of
H . We will use this characterisation later on to prove that our proposed building blocks are in fact absolute retracts with
respect to holes.
Let H be a graph. We will construct a supergraph of H called the vector graph [33] of H , denoted by V(H). The vertices
of V(H) are certain vectors of {0, 1, . . . , d}|V (H)|, where d is the diameter of H . The distance vector of h ∈ V (H), denoted by
v(h), is the vector indexed by the vertices of H such that
v(h)h′ = dH(h, h′), for all h′ ∈ V (H).
Given vectors (a1, a2, . . . , an) and (b1, b2, . . . , bn), we write (a1, a2, . . . , an) ≤ (b1, b2, . . . , bn) if ai ≤ bi for i = 1, 2, . . . , n.
A vector a in {0, 1, . . . , d}|V (H)| is a vertex of V(H) if there a vertex h ∈ V (H) such that v(h) ≤ a. Two vertices a, b of V(H)
are adjacent if and only if |ah − bh| ≤ 1 for all h ∈ V (H). Clearly V(H) has an induced copy of H on the distance vectors of
the vertices of H; denote this subgraph of V(H) by HV .
The following theorem is a corrected version of Theorem 3 in [21]. The proof from the unpublished manuscript [33] is
contained in [26].
Theorem 8 ([33]). Let H be a connected graph. Then H ∈ ARH if and only if there exists a retraction from V(H) to HV .
Proof. Assume H ∈ ARH . Thus HV ∈ ARH . Let f be an infeasible distance constraint on HV with Df = {v(x1), v(x2), . . . ,
v(xk)}, xi ∈ V (H). Then the corresponding distance constraint f ′ on H with Df ′ = {x1, x2, . . . , xk} and f ′(xi) = f (v(xi)), is
also infeasible. By Proposition 6, we need only show that f is infeasible on V(H). Suppose there exists a ∈ FV(H) (f ). By the
definition of V(H), there is a vertex b in H such that v(b) ≤ a, i.e. dH(b, h) ≤ ah for all h ∈ V (H). Therefore
dH(b, xi) ≤ axi ≤ f (v(xi)) = f ′(xi), i = 1, 2, . . . , k
implying that b ∈ FH
(
f ′
)
, contradiction.
Assume HV is a retract of V(H), and let G be a connected supergraph of H such that all holes of H are holes of G. We will
construct a homomorphism from G to V(H) and use this to construct a retraction from G to H .
Let φ : G→ V(H) be defined by
φ(g) = min {d, dG(g, h)}
for all h ∈ V (H), where d is the diameter ofH . Onceweverify thatφ iswell defined, it is easy to see thatφ is a homomorphism.
Let g be a vertex of G. Let fg be the distance constraint on H with domain V (H) defined by fg(h) = dG(g, h) for all h ∈ V (H).
Then g ∈ FG
(
fg
)
. By the choice of G and by Proposition 6, fg must also be feasible on H . Let h∗ ∈ FH
(
fg
)
. It is easy to see that
dH(h∗, h) ≤ min {d, dG(g, h)} , for all h ∈ V (H).
Thus v(h∗) ≤ φ(g) and so φ(g) is a vertex of V(H).
Let θ be a retraction fromV(H) to HV and φ′ be the isomorphism from HV to H defined by φ′(v(g)) = h for all h ∈ V (H).
Then φ′ ◦ θ ◦ φ is a retraction from G to H . 
As noted in Theorem 2, the varietyARI is equal to the variety of graphs that admitmajority functions.While all graphs in
ARH admit near unanimity functions, there are graphs that admit near unanimity functions that are not inARH . The graph
A in Fig. 2 is an example of graph that is admits a near unanimity function and is not inARH ; see [26] for the justification.
Theorem 9 is proved independently in [26,9].
Theorem 9 ([9,26]). Each graph H in ARH admits a near unanimity function. In particular, there exists an integer k such that
all holes on H are of size at most k− 1 and H admits a near unanimity function of arity k.
This implies that each graph inARkH admits a near unanimity function of arity k+ 1. In fact, the presence of a hole of size k
will prevent the existence of near unanimity function of arity k [8].
Dismantlability is another characteristic ofARI that carries over toARH ; the proof of this is not direct and follows from
Theorems 9 and 10.
Theorem 10 ([24]). Each graph that admits a near unanimity function is dismantlable.
Corollary 11. Each graph inARH is dismantlable.
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Fig. 4. The graph B has a hole f with domain Df = {x1, x2, x3} where f (xi) = i for i = 1, 2, 3 and B′ has a hole f ′ with domain Df ′ =
{
x′1, x
′
2, x
′
3
}
where
f ′(x′i) = i for i = 1, 2, 3. Note that dB(xi, xj) = f (xi)+ f (xj) for i 6= j, while dB′ (x′1, x′2) = 2 < f ′(x′1)+ f ′(x′2).
2.3. Stretched holes and absolute retracts with respect to stretched holes
Wewill now consider stretched holes, the related class of absolute retracts, and the class of stretched graphs. As we will
see later, absolute retracts with respect to stretched holes are in the variety generated by chordal graphs and chordal graphs
are all stretched.
Let H be a graph and let f be a hole on H with Df = {x1, x2, . . . , xk}. If f is a degenerate hole, then d(x1, x2) = f (x1) +
f (x2) + 1 (Proposition 4). There is a tightness here in that f is not feasible, and the vertices of the domain of f are just far
enough away to cause f to not be feasible. In particular, degenerate holes are stretched holes, and so all graphs in ARI
are stretched by Theorem 2. For non-degenerate holes, however, all we can guarantee is that d(xk, xj) ≤ f (xi) + f (xj)
(Proposition 4). As shown in Fig. 4, non-degenerate holes can be squished or stretched.
Proposition 12. The class of stretched graphs is a variety.
Proof. To prove that the class stretched graphs is a variety, all we need to consider are two cases; when a graph H is the
retract of a stretched graph and when a graph H is the product of stretched graphs.
If H is a retract of a stretched graph H ′, then clearly H can have no squished holes as H is an isometric subgraph of H ′.
Now assume that H is the product of two stretched graphs, say H = H1 × H2. Suppose that H has a squished hole f , and
let x, y ∈ Df be such that d(x, y) < f (x) + f (y). Let pii : H → Hi be the projection onto the ith co-ordinate. We define the
distance constraint f1 on H1 as follows: The domain of f1 is pi1(Df ) and for each s ∈ pi1(Df ), let f1(s) = min
{
f (z) | z ∈ Df and
pi1(z) = s
}
. The distance constraint f2 on H2 is defined similarly. Without loss of generality, f1 is infeasible on H1; otherwise
(w1, w2) ∈ FH(f )wherewi ∈ FHi(fi). Hence there exists a hole f ′1 on H1 such that f ′1 ≤ f1.
Let Dx = {u ∈ Df \ {x} | f1(pi1(u)) = f (u)} and Dy = {u ∈ Df \ {y} | f1(pi1(u)) = f (u)}; both pi1(Dy) and pi1(Dx) are
subsets of Df1 . We claim that pi1(D
y) and pi1(Dx) are in fact proper subsets of Df1 . Without loss of generality, assume that
Df1 = pi1(Dy). Since f is a hole, there exists a y-relaxed filler ay in H such that dH(ay, u) ≤ f (u) for all u ∈ Dy. As f1 is
infeasible on H1, there exists z1 ∈ Df1 such that dH1(pi1(ay), z1) > f1(z1). Since Df1 = pi1(Dy), there exists z ∈ Dy such that
pi1(z) = z1 and f1(z1) = f (z). Then
f1(pi1(z)) < dH1(pi1(ay), pi1(z)) ≤ dH(ay, z) ≤ f (z),
contradiction. Thus both pi1(Dy) and pi1(Dx) are proper subsets of Df1 ; in particular Df1 = pi1(Dy)∪{pi1(y)} and Df1 = pi1(Dx)∪ {pi1(x)}. This implies that pi1(x) 6= pi1(y), pi1(x) and pi1(y) have unique preimages, and f (x) = f1(pi1(x)) and f (y) =
f1(pi1(y)).
If pi1(y) 6∈ Df ′1 , then Df ′1 ⊆ pi1(Dy). As above, there is a y-relaxed filler ay of f in H and a vertex z ∈ Dy such that
f ′1(pi1(z)) < dH1(pi1(ay), pi1(z)) ≤ dH(ay, z) ≤ f (z).
Since f1(pi1(z)) ≤ f ′1(pi1(z)), we again get f1(pi1(z)) < f (z), contradicting z ∈ Dy. Therefore pi1(y), pi1(x) ∈ Df ′1 .
Since f ′1 is stretched and f is squished
f1(pi1(x))+ f1(pi1(y)) ≤ f ′1(pi1(x))+ f ′1(pi1(y)) = dH1(pi1(x), pi1(y))
≤ dH(x, y) < f (x)+ f (y).
This contradicts f (x) = f1(pi1(x)) and f (y) = f1(pi1(y)). 
Recall thatARSH is the class of graphs H such that H is a retract of a supergraph Gwhenever each stretched hole on H is
a hole on G. As degenerate holes are all stretched holes, H must in fact be an isometric subgraph of G. Thus it is equivalent
to saying that H is an absolute retract with respect to stretched holes if H is a retract of a supergraph G whenever each
stretched hole on H is a stretched hole on G. As we will show below, any graph H in ARSH can only have stretched holes;
moreover, membership in ARSH can be decided by verifying the existence of a retraction from V(H) to HV and checking
that all holes of H are stretched.
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Theorem 13. Let H be a graph. Then the following are equivalent:
(i) H ∈ ARSH .
(ii) H is in the intersection of ARH and the variety of stretched graphs.
Proof. (ii)⇒ (i): Obvious.
(i)⇒ (ii): Let H be inARSH . Proving that H cannot have a squished hole suffices to complete the proof of the theorem.
Suppose H does have a squished hole, f , where Df = {x1, x2, . . . , xk}. As holes of size two cannot be squished, k ≥ 3. We
will show the existence of such a hole is impossible by creating a supergraph G that fills the hole and analysing the possible
cases.
We construct G as follows: Start with a star on the vertices
{
a, x′1, x
′
2, . . . , x
′
k
}
, where a has degree k and the other vertices
are leaves. Next subdivide the edge ax′if (xi) − 1 times, i = 1, 2, . . . , k. Let G be the supergraph of H that is formed by
identifying xi and x′i , i = 1, 2, . . . , k; note that dG(xi, a) = f (xi). Let Pi be the xi − a path in G where xi is the only vertex on
the path from H , i = 1, 2, . . . , k.
Clearly, H is not a retract of G. As H is in ARSH , there must a be stretched hole on H , call it f˜ , that is filled by G. Let
Df˜ =
{
y1, y2, . . . , yq
}
and let z be a vertex in FG
(
f˜
)
. As f˜ is a hole on H , z must be on Pi \ {xi} for some i = 1, 2, . . . , k.
Case 1. Without loss of generality, assume there exists a shortest y1 − z path and a shortest y2 − z path in G that have the
vertex xr in common, for some r = 1, 2, . . . , k. Recall dG(yi, z) ≤ f˜ (yi) and z 6∈ V (H). Thus there is a y1 − y2 walk
in H via xr that must be of length less than f˜ (y1)+ f˜ (y2), contradiction.
Case 2. For i 6= j, no shortest yi− z path and shortest yj− z path in G have vertex xr in common, r = 1, 2, . . . , k. Thus q ≤ k.
Without loss of generality, suppose that xi is on any shortest yi − z path, i = 1, 2, . . . , q. Let δ = dG(a, z). If z is not
on path Pi, then
dG(yi, z) = dH(yi, xi)+ f (xi)+ δ ≤ f˜ (yi), (1)
where δ ≥ 1; if z is on path Pi, then
dG(yi, z) = dH(yi, xi)+ f (xi)− δ ≤ f˜ (yi) (2)
where δ ≥ 0. If z = a, then this last case holds for all i = 1, 2, . . . , q and δ = 0.
Case 2.1. Suppose dH(x1, x2) < f (x1)+ f (x2). Then
f˜ (y1)+ f˜ (y2) = dH(y1, y2) ≤ dH(y1, x1)+ dH(x1, x2)+ dH(x2, y2)
< dH(y1, x1)+ f (x1)+ f (x2)+ dH(x2, y2).
If the vertex z is on path P1 or path P2, then by inequalities (1) and (2), f˜ (y1)+ f˜ (y2) < f˜ (y1)+ f˜ (y2). On
the other hand, if z is not on path P1 or path P2, then by inequality (1), f˜ (y1)+ f˜ (y2) < f˜ (y1)+ f˜ (y2)− 2δ,
where δ ≥ 1. In either case, we have a contradiction.
Case 2.2. Suppose dH(xi, xj) = f (xi) + f (xj) for all 1 ≤ i < j ≤ q. As f is a squished hole, q < k and there
exists a vertex b in H such that dH(xi, b) ≤ f (xi) for all i = 1, 2, . . . , q; in fact equality holds. Since
dH(yi, b) ≤ dH(yi, xi) + dH(xi, b), we know that dH(yi, b) ≤ dH(yi, xi) + f (xi). Note that if z is on Pj,
where j ∈ {q+ 1, q+ 2, . . . , k}, then f (xi)+ dH(yi, xi) ≤ f˜ (yi) for i = 1, 2, . . . , q. This would imply that
dH(yi, b) ≤ f˜ (yi) for i = 1, 2, . . . , q, contradicting the infeasibility of f˜ on H . Thus we may assume that z
is an internal vertex of the path P1.
Case 2.2.1. q ≥ 3. Then by inequality (1)
f˜ (y3)+ f˜ (y2) = dH(y3, y2) ≤ dH(y3, x3)+ dH(x3, x2)+ dH(x2, y2)
≤ dH(y3, x3)+ f (x3)+ f (x2)+ dH(x2, y2)
≤ f˜ (y3)+ f˜ (y2)− 2δ,
where δ ≥ 1, contradiction.
Case 2.2.2. q = 2.
f˜ (y1)+ f˜ (y2)+ 1 = dH(y1, y2) ≤ dH(y1, x1)+ dH(x1, x2)+ dH(x2, y2)
≤ dH(y1, x1)+ f (x1)+ f (x2)+ dH(x2, y2)
≤ f˜ (y1)+ f˜ (y2),
contradiction. 
Corollary 14. The class of absolute retracts with respect to stretched holes is a variety.
2.4. Hole bases
In this section, we will define our ‘building blocks’ forARSH , the hole bases. As to be expected, hole bases are stretched;
what is surprising is that hole bases are also chordal.
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Fig. 5. A generic hole base.
Let B be a graph. We call B a hole base if there is an integer k ≥ 3 and integers δ1, δ2, . . . , δk ≥ 1 such that V (B) can be
partitioned into sets A ∪ X where
• A = {a1, a2, . . . , ak} (All vertices listed in A are distinct)• X = {x1,1, x1,2, . . . , x1,δ1 , x2,1, x2,2, . . . , x2,δ2 , . . . , xk,1, xk,2, . . . , xk,δk} (All vertices listed in X are distinct)
and
• A is a clique.
• xi,1, xi,2, . . . , xi,δi induces a chordless path.• xi,δi is adjacent to all vertices of A except ai.• there are no other edges.
Consider a hole base B, and let A ∪ X be the partition of the vertices as described in Fig. 5. There is the obvious non-
degenerate hole fB with DfB =
{
x1,1, x2,1, . . . , xk,1
}
and fB(xi,1) = δi, i = 1, 2, . . . , k. We will refer to fB as the associated hole
of B. Any other non-degenerate hole on Bwill be of size k, with A as the set of relaxed fillers and the domain of the hole will
consist of one vertex off of each of the induced X-paths.
Lemma 15. Let B be a hole base, and let A∪X be the partition of the vertices as described above. If f is a non-degenerate hole on
B of size q, then q = |A|, the domain of f will consist of one vertex off of each of the induced X paths, and for each y ∈ Df , there
exists a y-relaxed filler in A.
Proof. Let Pj be the path xj,1xj,2 . . . xj,δj , let aj ∈ A be the vertex not adjacent to xj,δj and let k = |A|. Finally, let f be any
non-degenerate hole on B with Df =
{
y1, y2, . . . , yq
}
, and let bi be a yi-relaxed filler for i = 1, 2, . . . , q. By Proposition 4,
we may assume d(yi, bi) = f (yi)+ 1.
Suppose that D(y1, f (y1)) is completely contained in some path Pj. Then b2, b3, . . . , bq must lie on Pj. Without loss of
generality, assume b2, b3, . . . , bq is the order inwhich the vertices lie on Pj, with bq closest to xj,δj . Since d(y1, b1) = f (y1)+1,
b1 is on Pj or b1 = ar , r 6= j. If b1 is between xj,1 and b2, then we get a contradiction as b1 and b3 are in D(y2, f (y2)) and b2 is
not. A similar problem occurs for any other possible placement of b1. Therefore D(y, f (y)) ∩ A 6= ∅ for all y ∈ Df .
By the construction of B and since D(y, f (y)) ∩ A 6= ∅ for all y ∈ Df , for each y ∈ Df either A ⊆ D(y, f (y)) or there exists
ay ∈ A such that
{
ay
} = A \ D(y, f (y)).
Since f is a hole and by the above, for each ai ∈ A, there exists yi ∈ Df such that d(ai, yi) = f (yi) + 1; note yi must
be on Pi and D(yi, f (xi)) contains no vertices from Pr , r 6= i. Therefore q ≥ k. If q > k, A ⊆ D(yk+1, f (yk+1)) or {ai} =
A \ D(yk+1, f (yk+1)) for some i = 1, 2, . . . , k. If A ⊆ D(yk+1, f (yk+1)) then bk+1 must be on some Pr . This is impossible as
no vertex from Pr is in D(yi, f (xi)), i = 1, 2, . . . , k and i 6= r . If {ai} = A \ D(yk+1, f (yk+1)) for some i = 1, 2, . . . , k, then
d(ai, yk+1) = f (yk+1)+1 and yk+1 is on Pi. Therefore eitherD(yk+1, f (yk+1)) ⊆ D(yi, f (yi)) orD(yi, f (yi)) ⊆ D(yk+1, f (yk+1)),
contradicting the minimal infeasibility of f . 
Proposition 16. Each hole base is chordal and stretched.
It easy to construct a perfect elimination ordering for any hole base, and the proof that each hole base is stretched follows
from Lemma 15.
Given a graph H and a non-degenerate hole f on H , we say that f has a base in H if there exists an isometric subgraph B of
H where B is a hole base and f is its associated hole. Thus the name ‘hole base’ is derived from B being the essential structure
in H with regards to the (stretched) hole f . As we will see in Theorem 26, if H is a chordal graph, then f must have a base.
First we will show that hole bases are the building blocks for ARSH . As hole bases are chordal, this implies that ARSH is
contained in the variety generated by chordal graphs.
Let H and J be graphs, and let γ be a homomorphism where H
γ→ J . Let f be a hole on H . We say that γ is a preserving
map [23] of f if⋂
x∈Df
DJ(γ (x), f (x)) = ∅.
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Equivalently, we say that γ is a preserving map of f if FJ (f ∗) = ∅, where f ∗(x′) = minγ (x)=x′ f (x). The terms hole separat-
ing [21] and gap preserving [30] have also been used.
Lemma 17 ([21]). Let H be a fixed graph. If for each hole f of H there exists a graph Jf and a function γf : H → Jf such that γf
is a preserving map of f , then H is isomorphic to a subgraph Hˆ of G, where G = Π {Jf | f is a hole of H}, such that each hole on
Hˆ is a hole on G.
Thus if H is inARH and G is a graph as constructed in Lemma 17, then there exists a retract of Gwhich is isomorphic to H .
We will use this lemma in the particular case where H is inARSH and the Jf ’s are hole bases.
Theorem 18. Let H be a graph. Then the following are equivalent:
(i) H is inARSH .
(ii) H is in the variety generated by hole bases.
Proof. (ii)⇒ (i): AsARSH is a variety (Corollary 14), it is sufficient to prove that each hole base is inARSH . By Theorem 13
and Proposition 16, we further reduce the problem to proving that each hole base is inARH .
Let B a hole base. By Theorem 8, all we need to do is prove that BV is a retract of V(B).
Let A ∪ X be the partition of V (B) from the definition, and let f = fB be the associated hole. In addition, let k ≥ 3 be the
size of the hole. We claim that the following map γ on the vertex set of V(B) is a retraction of V(B) to BV :
γ (w) =
{ v(xi,j) if dV(B)(w, v(xi,1)) = j− 1 and j− 1 < f (xi,1) for some i
v(ap)where p is the smallest integer
such that dV(B)(w, v(xp,1)) > f (xp,1)
if dV(B)(w, xi,1) ≥ f (xi,1) for all i = 1, 2, . . . , k.
As each hole on BV is a hole onV(B) and as B is stretched, γ iswell defined. For the same reasons, ifww′ is an edge ofV(B),
then we cannot have both dV(B)(w, v(xi,1)) < f (xi,1) and dV(B)(w′, v(xi′,1)) < f (xi′,1) for some i 6= i′. If dV(B)(w, v(xi,1)),
dV(B)(w′, v(xi,1)) ≥ f (xi,1) for i = 1, . . . , k, then both w and w′ are sent by γ to the clique v(A). Thus suppose that
dV(B)(w, v(xi,1)) < f (xi,1) for some i = 1, 2, . . . , k. Then dV(B)(w′, v(xi,1)) ≤ f (xi,1). If dV(B)(w′, v(xi,1)) < f (xi,1), then
w and w′ are sent to adjacent vertices in the induced path from v(xi,1) to v(xi,δi). Hence assume that dV(B)(w
′, v(xi,1)) =
f (xi,1) = dV(B)(w, v(xi,1))+1. Then γ (w) = v(xi,δi) and γ (w′) = v(ap) for some p 6= i, so againw andw′ are sent to adjacent
vertices. Therefore γ is a homomorphism from V(B) to BV . Since γ fixes all the vertices of BV , it is in fact a retraction.
(i)⇒ (ii): Let H be a graph in ARSH . By Lemma 3, H has a finite number of holes, call them f1, f2, . . . , fp. If for each fi
we can find a preserving map from H to a hole base Bi, then H would be isomorphic to a retract of
∏p
i=1 Bi by Lemma 17. In
particular, H would be in the variety generated by hole bases.
Let f be a hole onH . If f is a degenerate holewithDf = {y1, y2}, then the distance between y1 and y2 inH is f (y1)+f (y2)+1
by Proposition 4. Any hole base B that has two vertices at this distance will suffice. Now assume that f is a non-degenerate
hole and letDf = {y1, y2, . . . , yk}. There exists a hole base Bwith associated hole fBwhere fB(xi,1) = f (yi) for i = 1, 2, . . . , k.
Define a map γ from H to B by
γ (h) =
{
xi,j if dH(h, yi) = j− 1 < f (yi) for some i
ap where p is the smallest integer such that dH(h, yp) > f (yp) if dH(h, yi) ≥ f (yi) for all i = 1, 2, . . . , k.
Then γ is a preserving map of f for much the same reason that the function γ defined in (ii)⇒ (i) was retraction. 
3. Chordal graphs and convexity
In this section, we will be using the concept of convexity on chordal graphs to analyse holes on chordal graphs. In
particular we will prove that chordal graphs are stretched and we will prove that non-degenerate holes on chordal graphs
always have bases.
The convexity we present here is a specific convex geometry (see [7,11]). A convex structure [7] (or alignment of V [14])
is a pair (V ,C), where V is a set and C is a collection of subsets of V , called the convex sets, such that ∅, V ∈ C and C is
closed under taking intersections. The convex hull of a set S ⊆ V is the smallest convex set containing S. If S ⊆ V is convex,
an element x ∈ S is an extreme point of S if S \ {x} is also convex. A convex structure (V ,C) is a convex geometry if (V ,C)
has what is called the Minkowski–Krein–Milman property: Every convex set is the convex hull of its extreme points.
There have been two main types of convexity studied for graphs: geodesic convexity and monophonic convexity
[4,13–15]. We will be studying monophonic convexity exclusively and hence will refer to monophonically convex sets as
convex. The chapter on convexity in [7] contains many references and results concerning convexity in general, not just
monophonic convexity.
Let H be a graph.We say that a set X ⊆ V (H) is convex if all chordless paths between vertices of X are contained in X . The
authors of [14] proved that ifH is a chordal graph and ifC is the set that consists of all the convex sets ofH , then (V (H),C) is
a convex geometry. In Theorem 19we present the properties of (V (H),C) that we use in analysing holes on chordal graphs.
A partial perfect elimination ordering of graph H is an ordering h1, h2, . . . , hk of some, possibly all, of the vertices of H
such that hi is simplicial in Hi−1, for i = 1, 2, . . . , k, where H0 = H and Hi = Hi−1 \ {hi}.
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Fig. 6. The paths P1,2 , P1,3 , P2,3 and P ′ .
Theorem 19 ([14]). Let H be a chordal graph. Then the following statements are true.
(i) Let X be a subset of V (H) and let j ≥ 1 be an integer, then D(X, j) is convex in H.
(ii) Let X be subset of V (H). Then X is convex in H if and only if there exists a partial perfect elimination ordering h1, h2, . . . , hk
of H such that X = V (H) \ {h1, h2, . . . , hk}.
Note that statement (ii) of Theorem 19 also implies that all chordal graphs have perfect elimination orderings as the empty
set is convex.
Corollary 20. Let H be a chordal graph. Then for any set of discs D(xi, ji), i = 1, 2, . . . , k in H, the set ∩ki=1 D(xi, ji) is convex. In
particular, F (f ) is convex for all distance constraints f on H.
Lemma 21. Let H be a chordal graph, and let f be a non-degenerate hole on H with domain Df = {x1, x2, . . . , xk}. Suppose that
A = {a1, a2, . . . , ap}, 2 ≤ p < k is a clique in H such that each ai is an xi-relaxed filler, 1 ≤ i ≤ p. If a is an xj-relaxed filler,
where p < j ≤ k, then a is equidistant to all vertices of A.
Proof. Without loss of generality, assume that a is closer to a1 than a2. AsA is a clique, a1 is on a shortest, andhence chordless,
path between a2 and a. The set D(x1, f (x1)) contains both a2 and a, and is convex by Corollary 20. Thus a1 must also be in
D(x1, f (x1)), contradiction. 
The next lemma tells us that the existence of a non-degenerate hole on a chordal graph implies the existence of a clique
of relaxed fillers. Wewill use this later to bound the size of holes, and the distance between hole vertices, on chordal graphs.
In addition, we will use Lemma 22 to prove that the existence of a non-degenerate hole on a chordal graph implies the
existence a hole base.
Let P be a walk in a graph H . If a and b are vertices that each appear once on P , we denote by P[a, b] the section of the
walk from a to b.
Lemma 22. Let f be a non-degenerate hole on a chordal graph H with domain Df = {x1, x2, . . . , xk}. Then there exists a clique
A = {a1, a2, . . . , ak} such that each ai is an xi-relaxed filler of f , i = 1, 2, . . . , k, and
d(xi, aj) =
{
f (xi) if j 6= i
f (xi)+ 1 if j = i.
Proof. The proof of this lemma will be given in two parts. First we will prove that we can choose an xi-relaxed filler of f
for i = 1, 2, 3, such that these three relaxed fillers are mutually adjacent. Second we will prove that if {a1, a2, . . . , ap} is a
maximal clique such that ai is an xi-relaxed filler of f for i = 1, 2, . . . , p, then p = k.
Choose an xi-relaxed filler ai of f for i = 1, 2, 3, such that∑1≤i<j≤3 d(ai, aj) is minimized. Note that a1, a2 and a3 must
be distinct as f is a hole. Without loss of generality, assume that a1 and a2 are not adjacent.
Let Pi,j be a shortest, and hence chordless, path from ai to aj, 1 ≤ i < j ≤ 3 and let P−1i,j denote the path Pi,j in reverse
order. Let u be the first vertex on P1,3 that has a nontrivial neighbour on P2,3. It is possible that u = a3. Let v be the nontrivial
neighbour of u on P2,3 that is closest to a2. Note that if u = a3, then v is the nontrivial neighbour of a3 on P2,3. Let P ′ be the
path P1,3[a1, u]P−12,3[v, a2] from a1 to a2. Note that P ′ is chordless by the way we chose u and v. We have depicted the paths
described above in Fig. 6.
First consider the path P ′ from a1 to a2. Since ai is an xi-relaxed filler of f for xi, i = 1, 2, a1 and a2 are in∩x6=x1,x2 D(x, f (x)),
which is a convex set by Corollary 20. As P ′ is chordless, u and v must also be in ∩x6=x1,x2 D(x, f (x)).
Now consider the path P1,3 which contains u. By similar arguments, the path P1,3, and hence u, is in the set
∩x6=x1,x3 D(x, f (x)). Therefore u is an x1-relaxed filler of f .
Next consider the path P2,3 which contains v. By repeating the same argument as above, we see that v is an x2-relaxed
filler of f . This contradicts the way we chose a1, a2, and a3 since, d(u, v) + d(v, a3) + d(u, a3) < ∑1≤i<j≤3 d(ai, aj). Hence
we may assume that there exists an xi-relaxed filler ai of f for i = 1, 2, 3 such that {a1, a2, a3} is a clique.
Let p be the largest integer such that there exists a clique Ap =
{
a1, a2, . . . , ap
}
, where ai is an xi-relaxed filler of f for
i = 1, 2, . . . , p. We know that p ≥ 3. Suppose that p < k and let ap+1 be an xp+1-relaxed filler of f . By Lemma 21, ap+1 is
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Fig. 7. A graph that is stretched but not in the variety generated by chordal graphs.
equidistant to all vertices of Ap and so by the maximality of p, ap+1 has no neighbours in Ap. Let P be a shortest path from
ap+1 to a1 and let P ′ be a shortest path from a2 to ap+1. Clearly P and P ′ are of the same length. The closed walk PP ′ contains
a cycle C with the edge a1a2. Since H is chordal graph, a1 and a2 have a common nontrivial neighbour w on C . As P and P ′
are both shortest paths of the same length, we may assume without loss of generality that w is the neighbour of a2 on P ′.
By arguments similar to those in the first part of the proof, the path a1P ′[w, ap+1] is contained in ∩i6=1,p+1 D(xi, f (xi)) and P ′
is contained in ∩i6=2,p+1 D(xi, f (xi)). Hence P ′[w, ap+1] is contained in ∩i6=p+1 D(xi, f (xi)). In particular, w is an xp+1-relaxed
filler of f that is adjacent to at least two vertices in Ap and so by Lemma 21,w is an xp+1-relaxed filler of f that is adjacent to
all of Ap, contradiction. Hence there is a clique A = {a1, a2, . . . , ak}with ai an xi-relaxed filler of f for i = 1, 2, . . . , k.
By definition, d(xi, aj) ≤ f (xi) for all j 6= i. If the inequality is strict for some j, then as A is a clique, we would have that
d(xi, ai) ≤ d(xi, aj) + d(aj, ai) < f (xi) + 1, contradicting the infeasibility of f . Therefore we must have d(xi, aj) = f (xi) for
all j 6= i and d(xi, ai) = f (xi)+ 1 for all i = 1, 2, . . . , k. 
Corollary 23. Let H be a chordal graph and let f be a non-degenerate hole H. Then
∣∣Df ∣∣ ≤ b|V (H)| /2c.
Proof. By Lemma 22, there is a clique A in H that consists of exactly one x-relaxed filler of f for each x ∈ Df . Thus |A| =
∣∣Df ∣∣.
We claim that A is disjoint from Df . Suppose there exists a vertex x ∈ A ∩ Df , and let a be the x-relaxed filler of f in A.
Then as A is a clique, d(x, a) = 1, implying f (x) = 0 which contradicts Proposition 5.
Therefore 2
∣∣Df ∣∣ = ∣∣Df ∪ A∣∣ ≤ |V (H)| and so ∣∣Df ∣∣ ≤ b|V (H)| /2c. 
Theorem 24. Each chordal graph is stretched.
Proof. Suppose that there exists a chordal graphH that has a squished hole f . Thus, there exist vertices x1, x2 ∈ Df such that
d(x1, x2) < f (x1)+ f (x2). Then f must be a non-degenerate hole by Proposition 4, and so by Lemma 22, there exist xi-relaxed
fillers of f , vertices ai, i = 1, 2, such that a1 and a2 are adjacent and d(xi, ai) = f (xi)+ 1 for i = 1, 2 and d(xi, aj) = f (xi) for
i 6= j, i, j = 1, 2.
Let P be a shortest path from x1 to x2. Letw be the vertex on P that is distance f (x1) from x1 if the length of P is more than
f (x1), and letw be x2 otherwise. The length of P[w, x2] is atmost f (x2)−1 as the length of P is atmost f (x1)+f (x2)−1. Let P ′
be a shortest path from x2 to a1. We know that P ′ has length f (x2) and so all the vertices of P ′\a1 arewithin distance f (x2)−1
of x2. Thus P[w, x2]P ′a2 is a walk from w to a2 such that all the vertices except a2 and a1 are within f (x2) − 1 of x2. This
walk contains a chordless path P ′′ fromw to a2. The penultimate vertex of P ′′ must be a1, or else a2 would have a neighbour
within f (x2) − 1 of x2, implying d(a2, x2) ≤ f (x2); this would contradict the infeasibility of f . Recall that d(x1, a2) = f (x1)
and that we chose w such that d(x1, w) ≤ f (x1). Thus P ′′ is a chordless path between elements of D(x1, f (x1)) that is not
contained in D(x1, f (x1)) as d(x1, a1) = f (x1)+ 1. This is a contradiction as D(x1, f (x1)) is convex by Theorem 19. 
Corollary 25. The variety generated by chordal graphs is a subclass of the variety of stretched graphs.
The graph in Fig. 7 is an example of graph that stretched, but not in the variety generated by chordal graphs; see [26].
Thus the variety of stretched graphs properly contains the variety generated by chordal graphs.
Now we will show that a non-degenerate hole on a chordal graph implies the existence of hole base. In [8], the authors
proved that if a chordal graph H is not inARI , then there exists a non-degenerate hole on H whose range is {1} which has
a base.
Theorem 26. Let H be a chordal graph. Then every non-degenerate hole on H has a base in H.
Proof. Let f be non-degenerate hole on a chordal graph H . By Lemma 22, there exists a clique A in H that consists of one
x-relaxed filler of f for each x ∈ Df . Choose a vertex x ∈ Df . We will construct a perfect elimination ordering of H with a
particular distance property and then use this perfect elimination ordering to find an induced path of length f (x) − 1 in H
from x to some vertex z that is adjacent to all of A but the x-relaxed filler.
Note that f (x)− 1 ≥ 0 by Proposition 5 and the disc DH(x, f (x)− 1) is convex in H by Theorem 19. Also by Theorem 19,
there exists a partial perfect elimination ordering y1, y2, . . . , yl of H such that V (Hl) = D(x, f (x)− 1). The subgraph Hl of H
induced by DH(x, f (x) − 1) is also chordal and {x} is trivially convex in Hl. Hence there exists a partial perfect elimination
ordering yl+1, . . . , ym of Hl such that V (Hl) \ {yl+1, . . . , ym} = {x}.
Clearly y1, y2, . . . , yl, yl+1, . . . , ym, x is a perfect elimination ordering of H such that DH(x, f (x)− 1) = {yl+1, . . . , ym, x}.
For technical reasons, let ym+1 = x.
1518 C. Loten / Discrete Mathematics 310 (2010) 1507–1519
Let ax be the x-relaxed filler of f in A. By Lemma 22, dH(x, a) = f (x) for all a ∈ A \ {ax} and dH(x, ax) = f (x) + 1. Thus
A ⊆ {y1, y2, . . . , yl}. Let a be the vertex of A \ {ax} in y1, y2, . . . , yl of lowest index, i.e., a = yk and A \ {ax} ⊆ {yk, . . . , yl}.
The vertex a has a neighbour z that is f (x)− 1 from x. Obviously z must be in {yl+1, . . . , ym+1}. As the neighbours of a that
appear after it in the perfect elimination ordering y1, y2, . . . , ym+1 form a clique, (A \ {ax}) ∪ {z} is a clique. Thus we have
produced a vertex z that is adjacent to each vertex of A\{ax} such that d(z, x) = f (x)−1. Moreover z and ax are not adjacent
since dH(z, x) = f (x)− 1 and dH(ax, x) = f (x)+ 1.
Let Df =
{
x1,1, x2,1, . . . , xk,1
}
. By the above arguments, for each i, 1 ≤ i ≤ k, there is a chordless path xi,1, xi,2, . . . , xi,δi
of length δi − 1 = f (xi,1)− 1, where xi,δi is adjacent to all of A except for the xi,1-relaxed filler of f in A, call it ai. Let B be the
subgraph induced by the vertices
A ∪ {x1,1, x1,2, . . . , x1,δ1 , x2,1, x2,2, . . . , x2,δ2 , . . . , xk,1, xk,2, . . . , xk,δk} .
By construction, B is a hole base and f is its associated hole. Moreover, since f stretched in H by Theorem 24, Bmust be an
isometric subgraph of H . Thus f has a base in H . 
4. The variety generated by hole bases
At this point, we have shown that hole bases, which are chordal and stretched, are the building blocks forARSH , which
in turn is the intersection of ARH and the variety of stretched graphs. Moreover, the variety generated by chordal graphs
containsARSH and the variety generated by chordal graphs is contained in the variety of stretched graphs. Not all chordal
graphs are in ARH ; see graph A in Fig. 2. Within ARH , however, the variety of stretched graphs is exactly the variety
generated by chordal graphs.
Theorem 27. Let H be graph. Then the following are equivalent:
(i) H is in the variety generated by hole bases.
(ii) H is inARSH .
(iii) H is in the intersection of ARH and the variety of stretched graphs.
(iv) H is in the intersection of ARH and the variety generated by chordal graphs.
Proof. (i)⇔ (ii): Theorem 18.
(ii)⇔ (iii): Theorem 13
(i)⇒ (iv): Each hole base is chordal (Proposition 16) and inARH (Theorems 13 and 18).
(iv)⇒ (iii): Each chordal graph is stretched (Theorem 24). 
As mentioned after Corollary 25, the variety of stretched graphs properly contains the variety generated by chordal
graphs. Moreover, the graph in Fig. 7 is also an example of graph that is stretched but not in ARH and graph B′ of Fig. 4
is an example of a graph in ARH (see [26] for justification) that is not stretched. Thus the variety of stretched graphs and
ARH are incomparable. The variety generated by chordal graphs andARH are also not comparable; see Fig. 2 and graph B′
of Fig. 4.
5. Comments
Most of the results presented in this paper are from the author’s PhD thesis [26] completed under the supervision of
Pavol Hell.
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