Abstract. This paper considers the problem of texture description and feature selection for the classification of tissues in 3D Magnetic Resonance data. Joint statistical measures like grey-level co-occurrence matrices (GLCM) are commonly used for analysis texture in medical imaging because they are simple to implement but are prohibitively expensive to compute when extended to 3D. Furthermore, the issue of feature selection which recognises the fact that some features will be either redundant or irrelevant is seldom addressed by workers in texture classification. In this work, we develop a texture classification strategy by a sub-band filtering technique similar to a Gabor decomposition that is readily and cheaply extended to 3D. We further propose a generalised sequential feature selection method based on a measure of feature relevance that reduces the number of features required for classification by selecting a set of discriminant features conditioned on a set training texture samples. We describe and illustrate the methodology by quantitatively analysing a variety of images: synthetic phantom data, natural textures, and MRI of human knees.
Introduction
The labelling of tissues in medical imagery such as Magnetic Resonance Imaging (MRI) has rightly received a great deal of attention over the past decade. Much of this work has concentrated on the classification of tissues by grey level contrast alone. For example, the problem of grey-matter white-matter labelling in central nervous system (CNS) images like MRI head-neck studies of has been achieved with some success by supervised statistical classification methods, notably EM-MRF [25] . Some of this success is partly as a result of incorporating MR bias-field correction into the classification process. One can regard this as extending the image model from a simple piece-wise-constant with noise to include a slowly varying additive or multiplicative bias to the image grey-levels [23] . Another reason why first-order statistics have been adequate in many instances is that the MR imaging sequence can be adapted or tuned to increase contrast in the tissues of interest. For example, a T2 weighted sequence is ideal for highlighting cartilage in MR orthopaedic images, or the use of iodinated contrast agents for tumours and vasculature. Multimodal image registration enables a number of separately acquired images to be effective fused to create a multichannel or multispectral image as input to a classifier. Other than bias field artefact, the 'noise' in the image model incorporates variation of the voxel grey-levels due to the textural qualities of the imaged tissues and, with the ever increasing resolution of MR scanners, it is expedient to model and use this variation, rather than subsuming it into the image noise.
The machine vision community has extensively researched the description and classification of 2D textures, but even if the concept of image texture is intuitively obvious to us, it can been difficult to provide a satisfactory definition. Texture relates to the surface or structure of an object and depends on the relation of contiguous elements and may be characterised by granularity or roughness, principal orientation and periodicity (normally associated with man-made textures such as woven cloth). The early work of Haralick [8] is the standard reference for statistical and structural approaches for texture description. Other approaches include contextual methods like Markov Random Fields as used by Cross and Jain [4] , and fractal geometry methods by Keller [10] . Texture features derived from the grey level co-occurrece matrix (GLCM) calculate the joint statistics of grey-levels of pairs of pixels at varying distances (limited by the matrix size) and is a simple and widely used texture feature. Unfortunately, the matrix size, For these reasons and to capture the spatial-frequency variation of textures, filtering methods akin to Gabor decomposition [24] and joint spatial/spatial-frequency representations like Wavelet transforms have been reported (e.g. [12] ). Randen [17] has shown that co-occurrence measures are outperformed by such filtering techniques. The dependence of texture on resolution or scale has been recognised and exploited by workers which has led to the use of multiresolution representations such as the Gabor decomposition and the wavelet transform [12] [13] . Here we use the Wilson-Spann sub-band filtering approach [26] which is similar to the Gabor filtering and has be proposed as a 'complex' wavelet transform [19] .
The importance of texture in MRI has been the focus of some researchers, notably Lerksi [6] and Schad [22] , and a COST European group has been established for this purpose [3] . Texture analysis has been used with mixed success in MRI, such as for detection of microcalcification in breast imaging [5] and for knee segmentation [9] , and in CNS imaging to detect macroscopic lesions and microscopic abnormalities such as for quantifying contralateral differences in epilepsy subjects [20] , to aid the automatic delineation of cerebellar volumes [15] and to characterise spinal cord pathology in Multiple Sclerosis [14] . Most of this reported work, however, has employed solely 2D measures, again based on GLCM. Furthermore, feature selection is often performed in an empirical way with little regard to training data which are usually available.
In this paper we describe a fully 3D texture description scheme using a multiresolution sub-band filtering [26] and to develop a strategy for selecting the most discriminant texture features conditioned on a set of training images containing examples of the tissue types of interest. The ultimate goal is to select a compact and appropriate set of features thus reducing the computationally burden in both feature extraction and subsequent classification. We describe the 2D and 3D frequency domain texture feature representation and the feature selection method, by illustrating and quantitatively comparing results on example 2D images and 3D MRI.
Multiresolution Sub-band Filtering
Textures can vary in their spectral distribution in the frequency domain, and therefore a set of sub-band filters can help in their discrimination: if the image contains textures that vary in orientation and frequency, then certain filter sub-bands will be more energetic than others, and 'roughness' will be characterised by more or less energy in broadly circular band-pass regions. Wilson and Spann [26] proposed a set of operations that subdivide the frequency domain of an image into smaller regions by the use of compact and optimal (in spatial versus spatial-frequency energy) filter functions based on finite prolate spheroidal sequences (FPSS). For ease of implementation, we approximated these functions with truncated Gaussians (figure 1) essentially creating a band-limited Gabor filter basis where each filter or feature estimates energy in particular frequency bands.
A variety of tessellations of these sub-band filters are possible. For this work, the Second Orientation Pyramid (SOP) arrangement presented in figure 2 was selected for the tessellation of the frequency domain. The SOP tessellation involves a set of 7 filters, one for the low-pass region and six for the high-pass. The centred Fourier transform I ω = F{I} of a given image I can be subdivided into a set of non-overlapping regions
Using these coordinate sets, we can write the ith subdivision or band of the frequency domain using the SOP tessellation as:
where µ i is the centre of the region i and Σ i is the variance of the Gaussian that will provide a cut-off of 0.5 at the limit of the band (figure 1). Then, the ith feature S i ω in its frequency and spatial domains is calculated by the convolution:
For a pyramid of order 2, the central region (
with surrounding regions From a computational point of view, the process of subdivision can be easily performed by the combination of two operators, the quadrant operator and the centre-surround operator. The quadrant operator divides the frequency domain into four quadrants, and the centre-surround operator, which splits into an inner square region and a surrounding annulus. The dimension for the quadrants are Q1{1 . . . 
Where x determines the dimensions of the inner centre, if x = 4, the width of the centre is one half of the original image which was used through out this work. Combining the operators in diverse combinations and order can yield different tessellations, including the well known Gaussian and Laplacian Pyramids. The decomposition also bears similarities to a complex Wavelet transform [24] . In order to filter a three dimensional set, a 3D tessellation ( figure 2(d) ) is required. The filters will again be formed by truncated 3D Gaussians in a octave-wise tessellation that resemble a regular oct-tree configuration. In the case of MR data, these filters can be applied directly to the K-space. As in the 2D case, the low pass region will be covered by one filter, but the surround or high pass region is more complicated (again half of the space is not used because of symmetry properties of the DFT). While there are 6 high pass filters in a 2D tessellation, in three dimensions there are 28 filters. This tessellation yields 29 features per order. The definitions of the filters follows the extension of the space of rows and columns to L r × L c × L l with the new dimension l -levels. Figure 4 shows the feature space S i of the 2D synthetic phantom shown in figure 3(a) . Figure 4(a) contains the features of orders 1 and 2, and figure 4(b) shows the features of orders 2 and 3. Note how in S 2−7 , the features that are from high pass bands, only the central region, which is composed of noise, is present. The oriented patterns have been filtered out. S 10 and S 20 show the activation due to the oriented patterns. S 8 is a low pass filter and still keeps a trace of one of the oriented patterns. and tissue in S 9,13,14 .
Discriminant Feature Selection
Feature selection is a critical step in classification since not all features derived from sub-band filtering, GLCM, wavelets, wavelet packet or any other methodology have the same discrimination power. When a large number of features are input to a classifier, some may be irrelevant while others will be redundant -which will at best increase the complexity of the task, and at worst hinder the classification by increasing the inter-class variability. Eigenspace methods like PCA are traditionally used for feature selection where the feature space is transformed to a set of independent and orthogonal axes which can be ranked by the extent of variation given by the associated eigenvalues. Fisher's linear discriminant analysis (LDA) on the other hand, finds the feature space mapping which maximises the ratio of between-class to within-class variation jointly for each feature (dimension) [7] given a set of training data. PCA can be further applied to find a compact subspace to reduce the feature dimensionality. However, while these eigenspace methods are optimal and effective, they still require the computation of all the features for given data. We propose a supervised feature selection methodology based on the discrimination power or relevance of the individual features taken independently, the ultimate goal is select a reduced number m of features or bands (in the 2D case m ≤ 7o, and in 3D m ≤ 29o, where o is the order of the SOP tessellation). In order to obtain a quantitative measure of how separable are two classes, a distance measure is required. We have studied a number measures (Bhattacharyya, Euclidean, Kullback-Leibler ( [16] ), Fisher and have empirically shown that the Bhattacharyya distance(BD) works best on a variety of textures [1] . The BD of two classes (a, b) is calculated by
where µ j , σ j are the mean and variances of class j. Note that the second term of BD is the Mahalanobis distance (used in Fisher LDA) which works fine as a metric when µ a = µ b . However, when the class means are equal, the first term of BD compares the ratios of the class variances. The feature selector works as follows:
1. The Bhattacharyya distance for sub-band feature i, BD i (a, b) is calculated for all pairs of N p = ( n 2 ) of classes q = (a, b) picked from n classes where the sample statistics µ j , σ j for class j are
2. The marginal distance for each feature i, across all pairs of training classes
is then rank ordered such that
Sub-band features are selected from the test data according the marginal rank ordering and fed sequentially into the classifier.
The feature selector is sub-optimal in the sense that there is no guarantee that the selected feature sub-space is the best, but our method does not exclude the use of PCA or LDA to diagonalise the result to aid the classification. Since we discount effect of the classifier from our ranking, the method falls under the filter category of Kohavi et al [11] . We note that Boz [2] have proposed a similar method. Saito [21] provides a categorical analysis of such feature selection methods. The human knee MRI marginal ranking space shown in figure 6 (a) was formed with four 32 × 32 × 32 training regions of background, muscle, bone. These training regions, which are small relative to the size of the data set, were manually segmented, and they were included in the classified test data. It can be immediately noticed that two bands (S 22,54 , low-pass) dominate the discrimination while the distance of the pair bone-tissue is practically zero compared with the rest of the space. Figure 6 (b) zooms into the Bhattacharyya distances of this pair. Here we can see that some features: 12, 5, 8, 38, . . . , could provide discrimination between bone and tissue, and the low pass bands could help discriminate the remaining classes.
To illustrate the effect of the feature selector on discrimination of clusters in the feature space, figure 7 shows the scatter plot of three features selected at random and three features taken from the beginning of the marginal rank order set, M , based on the Bhattacharyya distance.
Experimental Results and Discussion
For every data set the feature space was classified with a K-means classifier, which was selected for simplicity and speed. Features from the multiresolution sub-band filtering using the SOP tessellation were sequentially input to the classifier by the marginal rank order statistic M . The average misclassification error was calculated and plotted against the number of features introduced. For the MRI data, we manually delineated the tissue classes of interest for the error measurement. Note that the dimensionality of the feature space increases by 1 at each step.
Figures 8 (c) and 9 (c) show the misclassification as the features are included using the sequential discriminant feature selection. Figure 8 (a) shows the classification of the 2D synthetic phantom at 4.3% misclassification with 7 features (out of 35). Of particular note were features 10 and 20 which can be seen in the marginal of the Bhattacharyya space in figure 8 (b) . The low-pass features 1 and 8 also have high values but should not be included in this case since they contain the frequency energy that will be disclosed in features 10 and 20 giving more discrimination power. The misclassification plot in figure 8 (c) shows how the first two features manage to classify correctly more than 90% of the pixels and then the next 5, which describe the central circular region, worsen the misclassification. If more features are added, the classification would not improve.
The natural textures image present a more difficult challenge. Randen and Husøy [18] used 9 techniques to classify this image, (they did not report results using the FPSS filtering). For various filtering methods their misclassification results were: Dyadic Gabor filter banks (60.1%), Gabor filters (54.8%), co-occurrence (49.6%), Laws filters (48.3%), Wavelets (38.2%), Quadrature Mirror Filters (36.4%). Our misclassification of SOP filtering is 37.2%, placing this in second place. Figure 9(a) shows the final classification and figure 9(b) show the pixels that were correctly classified. Here it becomes clear that several textures are almost completely described by the feature space, and thus are correctly classified, while some textures are not correctly classified, like the rocks at the upper right hand side corner. The misclassification decreases while adding features and requires almost all of them in contrast with the synthetic phantom previously described.
The original MRI of the human knee data set consisted of 87 slices of 512 × 512 pixels each. The classification was performed with the low-pass feature, 54, and the ordered statistics of the bone-tissue feature space: S 12, 5, 8, 39, 9, 51, 42, 62 selected by the marginal rank order selection. This reduced significantly the computational burden since only these 9 features were selected from a possible of 87. The misclassification obtained was 8.1%. Several slices in axial, coronal and sagittal planes with their respective classifications are presented in figure 10 . To compare this result with a GLCM based scheme and demonstrate the use of the marginal rank order feature selection, one slice of the human knee MRI set was selected and classified with both methods. The Bhattacharyya discriminant measure was calculated on 10 GLCM features: Contrast f 2 (θ = 0, , plus the image grey-level. The six most GLCM discriminant features were classified giving an error of 17.0% whereas for the SOP on this slice, a lower error of 7% was achieved. We also compared a 2D SOP run slice-by-slice on the knee MRI against a fully 3D texture descriptor based on the oct-tree SOP tessellation, figure 11(b) . This plot shows a noticable improvement in the missclassification errors using approximately the same number of features in 3D over the slice-by-slice 2D implementation. Whether the extra complexity is ultimately of value remains to be seen since we have not conducted experiments on sufficient MRI data to make a judgement at present.
Finally, it is instructive to try and gauge the optimality of the marginal rank order feature selection. Figure 11 (b) shows plots of misclassification error for the Randen natural textures image for different feature order selections: the decreasing rank order selection, the reverse (increasing) rank order selection and several random orderings. What is clear the forward and reverse rank order feature selections appear to bound the distribution of all rank order selections, with the random selections tending to cluster around the middle. If it is to be believed that the majority of the n! possible orderings have a central tendency, then the two bounding orderings are both unlikely to occur by chance. This suggests that the marginal rank ordering is close to the optimal feature selection ordering. We hope to investigate this conjecture further using a texture model. Empirical analysis of feature selector optimality by comparing the marginal rank order selection against reversed rank order selection and several random orderings. Note how the (decreasing) rank order and reverse rank orders roughly bound the n! possible rank orderings given a choice of n features from which to choose. The convergence of the plots beyond half-way is to be expected since the number of possible orderings reduced dramatically: (n/2)! n!.
