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Abstract
Many real-world classification problems come with costs which can vary for differ-
ent types of misclassification. It is thus important to develop cost-sensitive classifiers
which minimize the total misclassification cost. Although binary cost-sensitive clas-
sifiers have been well-studied, solving multicategory classification problems is still
challenging. A popular approach to address this issue is to construct K classifi-
cation functions for a K-class problem and remove the redundancy by imposing a
sum-to-zero constraint. However, such method usually results in higher computa-
tional complexity and inefficient algorithms. In this paper, we propose a novel angle-
based cost-sensitive classification framework for multicategory classification without
the sum-to-zero constraint. Loss functions that included in the angle-based cost-
sensitive classification framework are further justified to be Fisher consistent. To
show the usefulness of the framework, two cost-sensitive multicategory boosting al-
gorithms are derived as concrete instances. Numerical experiments demonstrate that
proposed boosting algorithms yield competitive classification performances against
other existing boosting approaches.
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1 Introduction
In traditional statistical learning techniques, the classification algorithms are designed typ-
ically to minimize the misclassification error. This implicitly presumes that all types of
misclassification errors have equal costs, which finally leads to cost-insensitive classifiers.
In fact, many real-world classification problems are cost-sensitive, such as fraud detection
(Sahin et al., 2013; Nami and Shajari, 2018), medical diagnosis (Yang et al., 2009; Park
et al., 2011) and face recognition(Zhang and Zhou, 2010; Zhang et al., 2016b). In these
practical applications, the costs of different types of misclassification errors could be vastly
different (Sun et al., 2007). Cost-sensitive learning, unlike the regular cost-insensitive learn-
ing, takes the varying costs associated with misclassifying examples into considerations. It
aims at minimizing the total misclassification cost instead of errors, which is of more prac-
tical significance.
In the past twenty years, cost-sensitive learning has attracted much attenetion from
researchers. Studies in this field mainly fall into three categories. The first category weights
the data space on the basis of translation theorem (Zadrozny et al., 2003). This kind of
approaches modifies the distribution of the training set with regards to misclassification
cost. So that the distribution of examples is made biased towards the high-cost classes,
and a cost-insensitive classifier is then applied. The second class of techniques utilizes the
Bayes risk theory to assign each example to the class which has the lowest expected cost
(Zhou and Liu, 2005; Masnadi-Shirazi and Vasconcelos, 2011). For the last category, the
cost-sensitive considerations or stetrgies are directly embeded into a specific classification
paradigm. For example, the cost-sensitive node split criteria or pruning schemes are applied
in the tree-building process to derive cost-sensitve decision trees (Drummond and Holte,
2000; Elkan, 2001).
Most of these research works, however, have focused on the binary classification prob-
lem. In multi-class cases, the construction of cost-sensitive learning approaches is much
more complex since misclassifications can occur in more than one way. Several attempts
have been made in the previous literature to address the multi-class cost-sensitive classifi-
cation problem. For example, Lee et al. (2004) indicated the Bayes decision rule along with
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different multi-class misclassification costs and derived multicategory support vector ma-
chine for both cost-insensitive and cost-sensitive classification. By designing a cost-sensitive
multiclass exponential loss, Liu et al. (2011) proposed a novel multiclass boosting algorithm
in cost-sensitive context. In addition, some efforts have been also devoted to develop cost-
sensitive multicategory neural networks and decision trees (Zhou and Liu, 2010; Zhang
et al., 2017). Most of these studies address a cost-sensitive multicategory classification
problem via a sequence of binary classifiers, or a classification function vector considering
all of the classes simultaneously. However, the multiple binary classifiers scheme can be
suboptimal in certain situations (Zhang and Liu, 2014; Fu et al., 2018). As for the second
approach, a sum-to-zero constraint on the function vector is commonly used to reduce the
parameter space and ensure the uniqueness of the optimal solution. This usually results in
higher computational complexity and cost (Zhang and Liu, 2014; Zhang et al., 2016a; Fu
et al., 2018).
To overcome the disadvantages of the existing multi-class cost-sensitive classifiers men-
tioned above, this paper proposes a new angle-based cost-sensitive multicategory classifi-
cation framework. Using the simplex coding to construct a (K − 1)-dimensional decision
function vector for K-class problems under the angle-based framework (Zhang and Liu,
2014; Zhang et al., 2016a; Fu et al., 2018), the proposed classification method treats all
classes in a simultaneous fashion without the sum-to-zero constraint. Thus, the com-
putational complexity can be highly reduced. To this end, we first extend the notion
of Fisher-consistency defined in Lin (2004) to cost-sensitive multicategory classification
problems using angle-based formulations. Then, we propose a family of angle-based loss
functions that are justified to be Fisher-consistent for cost-sensitive multicategory learn-
ing. To demonstrate the usefulness and effectivness of the proposed framework, two new
cost-sensitive multicategory boosting algorithms are derived as concret examples. We verify
their performance by comparing them with previous multiclass boosting algorithms in both
simulated and real-data experiments. The results show that the proposed methods yield
competitive performance compared with other boosting algorithms in both cost-insensitive
and cost-sensitive scenarios.
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The rest of the paper is organized as follows. Section 2 presents a brief review of cost-
sensitive learning and the angle-based classification framework. The reason why the existing
angle-based multicategory classification framework could not be generalized directly to the
cost-sensitive version is also discussed as well. In Section 3, we define the Fisher consis-
tency of angle-based loss functions for cost-sensitive multicategory classification. A family
of angle-based loss functions which are Fisher-consistent are then proposed. Section 4 de-
scribes two novel cost-sensitive multicategory boosting algorithms based on the proposed
loss functions. In Section 5, we present the results and analysis of the experimental study
on synthetic and real datasets. The conclusions are given in Section 6.
2 Review of Cost-Sensitive Classification and Angle-
Based Multicategory Loss
In this section, we recall the fundamentals of cost-sensitive learning and angle-based mul-
ticategory loss functions. Then we show the reason why the existing angle-based multicat-
egory losses could not be generalized directly to the cost-sensitive version. This motivates
us to propose a family of novel loss functions to figure out this problem.
2.1 Cost-Sensitive Classification
Let D = {(xi, yi)}ni=1 be a training set with n independent and identically distributed
observations. Here, xi ∈ X ⊆ Rd denotes the feature vector of the ith observation and
yi ∈ Y = {1, ..., K} is its corresponding class label. K is the number of classes and K > 2
for multicategory problems. We assume that all observations are sampled from an unknown
distribution ρ(x, y), and (X, Y ) denotes a random pair that is sampled from ρ(x, y).
In cost-sensitive classification, a misclassification cost matrix C = (Cj,k) ∈ RK2 is also
prespecified, with Cj,k ≥ 0 being the cost of predicting an instance as class k when the true
class is j. Typically, we have Cj,j = 0 since there is no cost for correct classification, and
C is not necessarily symmetric due to the fact that Cj,k 6= Ck,j (j 6= k) is quite common in
real applications (Wang, 2013). In particular, Cj,k is equal to I(j 6= k) in cost-insensitive
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case, where I(·) is an indicator function that has value 1 in case its argument is true and
0 otherwise.
For a given cost matrix C, the primary goal in cost-sensitive learning is to construct
a classification decision rule φ(x) : X → Y so that the expected misclassification cost
EY |X
[
CY,φ(x)|X = x
]
, instead of the expected misclassification error rate in cost-insensitive
case, could be minimized.
2.2 Angle-Based Multicategory Loss
For a K-category classification problem with K ≥ 2, a regular approach in the literature
is to map x to a classification function vector f(x) = (f1(x), . . . , fK(x))
> ∈ RK . The max
rule, arg maxk fk(x) where fk(x) is the kth element of f , then is applied for class label
assignment. Typically, a sum-to-zero constraint on f , i.e.
∑K
k=1 fk(x) = 0, is also imposed
to ensure the uniqueness of the optimal solution as well as to achieve desirable statistical
properties (Zhu et al., 2009; Zhang and Liu, 2013; Fernandez-Baldera and Baumela, 2014;
Fernandez-Baldera et al., 2018). However, constructing K classification functions simulta-
neously and removing the redundancy by the sum-to-zero constraint not only result in high
computational cost, but also introduce extra variability in the estimated classifier (Zhang
and Liu, 2014). The angle-based method (Zhang and Liu, 2014) is proposed for overcoming
these difficulties. By representing the multicategory class label based on a simplex struc-
ture in RK−1, the angle-based method develops the new functional margins which implicitly
satisfy the sum-to-zero constraint for classifier construction. As a result, the complexity
of the corresponding optimization could be significantly reduced. Zhang and Liu (2014)
proposed a general framework of the multicategory angle-based classification technique.
After that, some extensions and applications of this method have been carried out (Zhang
et al., 2016a; Fu et al., 2018; Liu et al., 2018).
To develop angle-based classifiers for multicategory classification, as studied in Zhang
and Liu (2014), a specific simplex in RK−1 is constructed first. The simplex is defined as a
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K-regular polyhedron in RK−1, whose the j-th vertice is formed by
wj =

(K − 1)−1/21 j = 1,
− 1 +K
1/2
(K − 1)3/2 1 +
(
K
K − 1
)1/2
ej−1 2 6 j 6 K,
(1)
where 1 ∈ RK−1 is a vector of 1, and ej ∈ RK−1 is a vector whose every element is 0 except
the jth is 1. It is obvious that the simplex formed by W = {w1, ...,wK} has the center at
the origin, and each wj has norm 1. Moreover, the angles between any two vectors from
W are equal. In this setting, any (K − 1)-dimensional vector defines K angles in [0, pi]
with respect to {w1, ...,wK}.
Using wj to represent the class j, an angle-based classifier maps x to f(x) ∈ RK−1
and the label prediction for x is yˆ = arg minj ∠(f(x),wj), where ∠(·, ·) donates the angle
between two vectors. In other words, an example is predicted to be the class whose corre-
sponding angle is the smallest. For a given f(x), the smaller the ∠(f(x),wj), the larger the
projection of f on wj . Hence, the least-angle rule is equivalent to yˆ = arg maxj〈f(x),wj〉,
where 〈·, ·〉 is the inner product of two vectors. Then for a given binary large-margin classi-
fication loss function `(·), an angle-based cost-insensitive classifier could be derived by the
following framework,
min
f∈F
{ 1
n
n∑
i=1
`
(〈f (xi) ,wyi〉)+ λN(f)}, (2)
where F is a hypothesis class of functions, λ > 0 is the regularization parameter and N(·)
is the regularizer used to avoid over-fitting. Notice that
∑K
j=1 〈f(x),wj〉 = 0 for any x.
Thus, the sum-to-zero constraint is implicitly satisfied by the angle-based method and the
optimization problem can be solved more efficiently than other traditional methods.
In fact, the above framework has mainly focused on the cost-insensitive situation. In
the optimization formulation (2), `
(〈f (x) ,wy〉) measuring the loss of assigning the label
y to x assumes by default that the penalty of all types of misclassification errors are equal.
However, this angle-based multicategory loss function could not be directly generalized to
a cost-sensitive version. Let us show this by considering a binary classification problem
first.
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When K = 2, we have w1 = 1 and w2 = −1 according to (1), and `
( 〈f(x), wy〉 )
turns into `(y′f(x)) with y′ ∈ {−1, 1} accordingly. Hence, the angel-based framework (2)
is identical to the regular margin-based one, and it could be easily generalized to a cost-
sensitive version by weighting the loss directly according to the cost matrix C (Bach et al.,
2006) as
min
f∈F
{ 1
n
n∑
i=1
C∗y′i,−y′i`(y
′
if(xi)) + λN(f)
}
, (3)
where C∗1,−1 = C1,2 and C
∗
−1,1 = C2,1. For a given example xi and its corresponding
class y′i, if xi is misclassified, the weighted loss function C
∗
y′i,−y′i`(y
′
if(xi)) will amplify its
punishment through the higher value of ` as well as the cost weight related to the error.
Because the true class label y′i is given and there are only two classes, the type of the
corresponding misclassification error is definite, and thus the weight could be set directly
according to the cost matrixC. This sample-based weighting strategy, which makes the loss
function cost-sensitive, has been widely adopted in the cost-sensitive binary classification
problems (Ting, 2000; Bach et al., 2006; Sun et al., 2007; Gu et al., 2017). However, this
weighting strategy could not be directly generalized into the multicategory case. Consider a
misclassified example xi in multi-class problem now. Because `
(〈f (xi) ,wyi〉) only reflects
the level of inconsistency between the prediction vector and the true class, no information
is available regarding which class the f actually predicts. For this reason, even though yi
is known, it is still difficult to deduce which type of the misclassification error has been
made since it could occur in more than one way. As a result, it is unable to determine
which entry of C should be applied as the corresponding cost weight for loss functions.
We overcome this hurdle by proposing novel angel-based cost-sensitive loss functions for
multi-class classification in the next section.
3 Angel-Based Cost-Sensitive Loss with Fisher Con-
sistency
In this section, we first define the Fisher consistency for cost-sensitive multicategory clas-
sification in the angel-based framework. Then we develop a general form of angel-based
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cost-sensitive multicategory loss functions which are Fisher-consistent, and some of its sta-
tistical properties are derived.
3.1 Fisher Consistency of Angel-Based Cost-Sensitive Loss
Fisher consistency, also known as classification calibration (Bartlett et al., 2006), is regarded
as one of the most desirable properties of a loss function and a necessary condition for a loss
to achieve reasonable performance in classification (Mannor et al., 2002; Lin, 2004; Bartlett
et al., 2006; Masnadi-Shirazi and Vasconcelos, 2011). Lin (2004) motivated the concept of
Fisher consistency for binary classification problem. He showed that a Fisher-consistent
loss can be used to produce a binary margin-based classifier.
In cost-insensitive binary classification with y ∈ {−1, 1}, a loss function ` is Fisher-
consistent if and only if the minimizer of EY |X [`(f(X), Y )|X = x] has the same sign as
PY |X(1|x) − 12 for any x ∈ X (Lin, 2004). In other words, Fisher consistency requires
the population minimizer of a loss function to implement the Bayes optimal decision rule
of classification. Zou et al. (2008) further generalized this definition to the multicategory
situation. They indicated that a loss function ` is said to be Fisher-consistent for K-class
classification if for any x ∈ X , the following optimization problem
fˆ(x) = arg minf EY |X [`(fY (X))|X = x] subject to
K∑
j=1
fj(x) = 0
has a unique solution fˆ , and arg maxj fˆj(x) = arg maxj Pj(x) with Pj(x) = P (Y = j|X =
x) for j = 1, ..., K. That is to say, fˆ should assign an instance x to the class with the
largest conditional probability.
However, in cost-sensitive case, the Bayes decision boundary is related to the cost
matrix C. Masnadi-Shirazi and Vasconcelos (2011) discussed the Bayes optimal decision
rule for cost-sensitive binary classification problem with y ∈ {−1, 1}, which is given by
sign
[
P (Y = 1|X = x)− C−1,1
C−1,1+C1,−1
]
. For K > 2, Lee et al. (2004) showed that the Bayes
rule in the cost-sensitive multiclass classification is given by
φB(x) = arg min
k
K∑
j=1
Cj,kPj(x). (4)
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When Cj,k is equal to I(j 6= k), the cost-sensitive Bayes decision rule φB reduces to the
standard Bayes rule.
On the basis of (4), we define the multicategory angle-based Fisher-consistent loss func-
tion for cost-sensitive learning as follows.
Definition 1 An angle-based loss function `c(·) is said to be Fisher-consistent for K-
class classification in cost-sensitive learning if for any x ∈ X , the vector f ∗ minimizing
EY |X [`c(f(X), Y )|X = x] satisfies that
arg max
k
〈f ∗(x),wk〉 = arg min
k
K∑
j=1
Cj,kPj(x)
and such an argument is unique, where wk (k = 1, . . . , K) is denoted in (1).
Obviously, Definition 1 is a natural generalization of Fisher-consistent concept for mul-
ticategory classification in the angle-based context. A family of angle-based loss functions
with Fisher-consistent property will be further proposed in the following for demonstrating
its usefulness.
3.2 Angel-Based Cost-Sensitive Loss
In this subsection, we characterize a family of angle-based loss functions that are Fisher-
consistent for cost-sensitive multicategory learning. They have the form
`c(f(x), y) =
K∑
t=1
Cy,t`(−〈f(x),wt〉), (5)
where `(·) could be many large-margin loss functions as long as they satisfy certain con-
ditions. On the basis of (5), an angle-based cost-sensitive classifier for multiclass problem
then could be derived from
min
f∈F
1
n
n∑
i=1
K∑
t=1
Cyi,t`(−〈f(xi),wt〉). (6)
Let us consider the proposed loss function (5). In `c(f(x), y), Cy,t`(−〈f(x),wt〉) is a
hybrid of loss value `(−〈f(x),wt〉) and misclassification cost Cy,t, in which `(−〈f(x),wt〉)
will impose a great penalty on the large value of 〈f (x) ,wt〉 for any t and the cost weight Cy,t
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adjusts this punishment according to the error type. Therefore, `c(f(x), y) will encourage
a large value of 〈f (x) ,wy〉, due to the fact that Cy,y is equal to 0 and
∑K
t=1 〈f ,wt〉 = 0.
For a given (x, y), `c(f(x), y) defined in (5) calculates the weighted loss value over all wt
and then sums them up. Hence, it not only measures the level of inconsistency between
the prediction and the true class, but also takes every type of misclassification error that
might occur into considerations. As a result, the corresponding cost weights then could be
set directly according to C, which are just similar to the sample-based weighting strategy
in binary classification.
Afterwards, we show through the following theorem the sufficient conditions for (5) to
be Fisher-consistent.
Theorem 1 The angle-based cost-sensitive loss function
∑K
t=1Cy,t`(−〈f(x),wt〉) is Fisher
consistent if `(z) is convex in z, the derivative `′(z) exists and `′(z) < 0 for all z.
Proof 1 According to Definition 1, Fisher consistency requires that for a given example x
such that
∑K
j=1Cj,kPj(x) <
∑K
j=1 Cj,k′Pj(x) for any k
′ ∈ {1, 2, ..., K} with k′ 6= k, the f ∗
minimizing EY |X [
∑K
t=1CY,t`(−〈f(X),wt〉)|X = x] satisfies k = arg maxj 〈f ∗(x),wj〉 and
such an argument is unique under the angle-based prediction rule.
Recall that the definition of f ∗ is
f ∗ = arg min
f
EY |X
[
K∑
t=1
CY,t`(−〈f(X),wt〉)|X = x
]
= arg min
f
K∑
j=1
K∑
t=1
Cj,tPj`(−〈wt,f〉).
Without loss of generality, we need to show that when
∑K
j=1Cj,1Pj <
∑K
j=1Cj,2Pj, then
〈w1,f ∗〉 > 〈w2,f ∗〉. We argue this by contradiction.
If 〈w1,f ∗〉 ≤ 〈w2,f ∗〉, let f ∗∗ be such a vector that satisfies 〈wt,f ∗∗〉 = 〈wt,f ∗〉 for
t ≥ 3 and 〈w1,f ∗∗〉 = 〈w1,f ∗〉 + ε, 〈w2,f ∗∗〉 = 〈w2,f ∗〉 − ε, where ε > 0 is a small
number. Such a vector f ∗∗ always exists by setting u = 1, v = 2, f ∗∗ = f ∗ + z(w1 −w2)
for some z ∈ R+ in Lemma 1 of Zhang and Liu (2014) (P.S. This Lemma is provided in
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the Appendix for completeness). Then we have
K∑
j=1
K∑
t=1
Cj,tPj`(−〈wt,f ∗∗〉)−
K∑
j=1
K∑
t=1
Cj,tPj`(−〈wt,f ∗〉)
=
K∑
j=1
Pj
[
K∑
t=1
Cj,t`(−〈wt,f ∗∗〉)
]
−
K∑
j=1
Pj
[
K∑
t=1
Cj,t`(−〈wt,f ∗〉)
]
=
K∑
j=1
Pj
[
K∑
t=1
Cj,t`(−〈wt,f ∗∗〉)−
K∑
t=1
Cj,t`(−〈wt,f ∗〉)
]
=
K∑
j=1
Pj
[
Cj,1`(−〈w1,f ∗∗〉) + Cj,2`(−〈w2,f ∗∗〉) +
K∑
t=3
Cj,t`(−〈wt,f ∗∗〉)
tabtab −Cj,1`(−〈w1,f ∗〉)− Cj,2`(−〈w2,f ∗〉)−
K∑
t=3
Cj,t`(−〈wt,f ∗〉)
]
=
K∑
j=1
Pj
[
− Cj,1ε`′(−〈w1,f ∗〉) + Cj,2ε`′(−〈w2,f ∗〉)
]
+ O(ε)
≤ε`′(−〈w2,f ∗〉)
(
K∑
j=1
PjCj,2 −
K∑
j=1
PjCj,1
)
+ O(ε).
The last inequality holds due to the convexity of `(·) and the assumption that 〈w1,f ∗〉 ≤
〈w2,f ∗〉. Because ε > 0, `′(z) < 0 for all z and
∑K
j=1Cj,1Pj <
∑K
j=1Cj,2Pj, we have
K∑
j=1
K∑
t=1
Cj,tPj`(−〈wt,f ∗∗〉) <
K∑
j=1
K∑
t=1
Cj,tPj`(−〈wt,f ∗〉),
and it is in contradiction to the definition of f ∗. The desired results then follow.
In practice, after the optimal classifier is obtained, the estimation of the expected cost
of each class for a given observation is also of great significance. In the following, we show
the relationship between the theoretical minimizer f ∗ and the expected cost of a specific
predicted class in Theorem 2. It is remarkable because it also provides us an approach to
estimate the conditional class probabilities in cost-insensitive classification without using
the likelihood approach.
Theorem 2 Under the angle-based classification framework, suppose the function ` is dif-
ferentiable and
f ∗ = arg min
f
EY |X
[
K∑
t=1
CY,t`(−〈f(X),wt〉)|X = x
]
,
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then the expected cost for the predicted class t can be expressed as
EY |X
[
CY,t|X = x
]
=
K∑
j=1
Cj,tPj =
−M
`′(−〈wt,f ∗〉) .
We further assume that C is invertible, then the class conditional probability vector p =
(P1, ..., PK)
> can be expressed as
p = −M(CT )−1`∗,
where `∗ ∈ RK is a vector whose the kth element is `′(−〈wk,f ∗〉)−1, and M is a normal-
izing constant. Specifically, in the cost-insensitive case (i.e. Cj,t = I(j 6= t)), the class
probabilities can be expressed as
Pt = 1 +
(1−K)`′(−〈wt,f ∗〉)−1∑K
k=1 `
′(−〈wk,f ∗〉)−1
for t = 1, 2, ..., K.
Proof 2 Given the class conditional probability vector p = (P1, ..., PK)
T , the expectation
of the proposed cost-sensitive loss on f ∗ is
EY |X
[
K∑
t=1
CY,t`(−〈f ∗(X),wt〉)|X = x
]
=
K∑
j=1
K∑
t=1
Cj,tPj` (−〈wt,f ∗(x)〉) . (7)
We take partial derivative of (7) with respect to the rth element of f ∗. For r = 1, 2, ..., K−1,
then we have
−
K∑
j=1
K∑
t=1
Cj,tPj`
′(−〈wt,f ∗〉)wt,r = 0, (8)
where wt,r is the rth element of wt. Notice (8) can be reformulated as follows:
K∑
t=1
[
K∑
j=1
−Cj,tPj`′(−〈wt,f ∗〉)
]
wt = 0K−1, (9)
where 0K−1 is a vector with length K − 1 and each element 0. It is noteworthy that
the terms on the left-hand side of (9) are a weighted linear combination of wt’s and the
corresponding weight on wt is equal to −
∑K
j=1 Cj,tPj`
′(−〈wt,f ∗〉). Seeing that
∑K
t=1wt =
0 and
∑K
j=1 Pj = 1, we might conclude that for any t,
−
K∑
j=1
Cj,tPj`
′(−〈wt,f ∗〉) = M, (10)
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where M is a positive normalizing constant that guarantees
∑K
j=1 Pj = 1. From (10), it is
easy to verify that
∑K
j=1 Cj,tPj =
−M
`′(−〈wt,f ∗〉) .
To further calculate M , we first re-express (10) in the matrix form which leads to
CTp = −M`∗ with `∗ ∈ RK being a vector whose the kth element is `′(−〈wk,f ∗〉)−1.
When C is invertible, then we have
p = −M(CT )−1`∗. (11)
Because of the fact that 1Tp = 1 where 1 ∈ RK is a vector with each element 1, we can
conclude that −M1T (CT )−1`∗ = 1 and thus
M =
−1
1T (CT )−1`∗
. (12)
Combining this with (11) leads to
p =
(CT )−1`∗
1T (CT )−1`∗
. (13)
Specifically, in cost-insensitive case where Cj,t = I(j 6= t), (12) becomes
M =
1−K∑K
k=1 `
′(−〈wk,f ∗〉)−1
,
and according to (13) we have
Pt = 1 +
(1−K)`′(−〈wt,f ∗〉)−1∑K
k=1 `
′(−〈wk,f ∗〉)−1
(14)
for t = 1, 2, ..., K.
Now, we will verify that Pt ∈ (0, 1) in (14). Since `′ is always less than zero and
K > 1, we can easily conclude that Pt is less than 1. The lower bound of Pt will be verified
by contradiction.
If Pt ≤ 0, it follows that
(1−K)`′(−〈wt,f ∗〉)−1∑K
k=1 `
′(−〈wk,f ∗〉)−1
≤ −1 (15)
Sum over t on both sides of (15), we have
(1−K)∑Kt=1 `′(−〈wt,f ∗〉)−1∑K
k=1 `
′(−〈wk,f ∗〉)−1
≤ −K,
which finally leads to 1 ≤ 0. Therefore, Pt ∈ (0, 1) in (14).
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From Theorem 2, we could observe that the greater the 〈wt,f ∗〉, the lower the expected
cost with the predicted class t. In practice, given the fitted fˆ , one can replace f ∗ by fˆ to
easily derive the estimated costs and class probabilities with the help of Theorem 2.
Theorems 1 and 2 indicate that plenty of large-margin loss functions could be gener-
alized by angle-based method for cost-sensitive multicategory classification problem. In
the reminder of this subsection, we mainly focus on the following three loss functions for
detailed discussion.
3.2.1 Exponential Loss
First, we consider the exponential loss of the form `(z) = e−z, and `′(z) = −e−z. Since
`(z) is convex in z, we can easily conclude that it could be extended to the angle-based
cost-sensitive version as
∑K
t=1Cy,te
〈f(x),wt〉 for multicategory problem by Theorem 1.
In addition, the corresponding expected cost with the class t becomes
K∑
j=1
Cj,tPj = Me
−〈f∗(x),wt〉,
where M is the normalizing constant defined in Theorem 2. In the cost-insensitive case,
the class probabilities can be expressed as
Pt = 1 +
(1−K)e−〈f∗(x),wt〉∑K
k=1 e
−〈f∗(x),wk〉
,
for t = 1, 2, ..., K. To express f ∗ in terms of the class probabilities, we get
〈f ∗(x),wt〉 = log(K − 1)− log(1− Pt)− log(
K∑
k=1
e−〈f
∗(x),wk〉).
Sum the left-side of this equation over t, we conclude that
0 = K log(K − 1)−
K∑
t=1
log(1− Pt)−K log(
K∑
k=1
e−〈f
∗(x),wk〉).
Equivalently, we have
〈f ∗(x),wt〉 = 1
K
K∑
k=1
log(1− Pk)− log(1− Pt). (16)
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Particularly, for a classification problem with only 2 classes, we have 〈f ∗(x), w1〉 =
1
2
log
(
P1
P2
)
and 〈f ∗(x), w2〉 = 1
2
log
(
P2
P1
)
according to (16). It is noteworthy that this result
is similar to the traditional binary classification methods, whcih verifies the rationality of
the proposed approach.
3.2.2 Logit Loss
The logit loss function is of the form `(z) = log(1+e−z) with the derivative `′(z) = − 1
1 + ez
.
From Theorem 1, its angle-based cost-sensitive version for multicategory classification is∑K
t=1Cy,t log
(
1 + e〈f(x),wt〉
)
.
Accordingly, the expected cost for the class t can be expressed as
K∑
j=1
Cj,tPj = M
(
1 + e−〈f
∗(x),wt〉)
with M being a normalizing constant as defined in Theorem 2.
In the cost-insensitive case, the class probabilities are given by
Pt = 1 +
(1−K) (1 + e−〈f∗(x),wt〉)∑K
k=1 (1 + e
−〈f∗(x),wk〉)
for t = 1, 2, ..., K.
To express the inner product by the conditional class probabilities, we have
〈f ∗(x),wt〉 = − log
[
η(1− Pt)
K − 1 − 1
]
,
where η =
∑K
k=1
(
1 + e−〈f
∗(x),wk〉) and it satisfies
K∑
t=1
log
[
η(1− Pt)
K − 1 − 1
]
= 0,
since
∑K
t=1 〈f ∗(x),wt〉 = 0.
When K = 2, we can find that η = (P1P2)
−1 based on the above equation. Then we
have 〈f ∗(x), w1〉 = log
(
P1
P2
)
and 〈f ∗(x), w2〉 = log
(
P2
P1
)
. Note that this derives the familiar
results of binary classification. However, the relationship between 〈f ∗(x),wt〉 and the class
probabilities become more complex when K > 2.
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3.2.3 Large-Margin Unified Machine Family
The large-margin unified machine uses the large-margin unified loss function (Liu et al.,
2011) which is given by
`(z) =

1− z if z < c
1 + c
,
1
1 + c
[
a
(1 + c)z − c+ a
]a
if z ≥ c
1 + c
,
(17)
where c ≥ 0 and a > 0 are parameters of the large-margin unified machine family. Also,
its derivative `′(z) is given by
`′(z) =

−1 if z < c
1 + c
,
−
[
a
(1 + c)z − c+ a
]a+1
if z ≥ c
1 + c
.
(18)
The large-margin unified machine provides a bridge between soft and hard classifiers and
connects them as a family (Zhang and Liu, 2013). Particularly, with c = 0, it leads to
a typical soft classifier. When c → +∞, the large-margin unified machine loss tends to
become the hinge loss which corresponds to a typical hard classifier.
It is obvious that the large-margin unified loss function with c < +∞ satisfies the condi-
tions in Theorem 1, and thus its angle-based cost-sensitive extension
∑K
t=1Cy,t`(−〈f(x),wt〉)
with `(·) defined in (17) is Fisher consistent.
According to Theorem 2, we may also conclude that for a predicted class t,
K∑
j=1
Cj,tPj =
−M
`′(−〈wt,f ∗〉)
with `′(·) being the derivative defined in (18). Therefore, if 〈wi,f ∗〉 > − c1+c and 〈wj,f ∗〉 >
− c
1+c
both hold for f ∗, then the class conditional expected cost for classes i and j are
equal. When the value of 〈wi,f ∗〉 is large and the value of 〈wj,f ∗〉 is very small, we
can verify that the expected cost for class i is equal to M , and the expected cost for
class j is M
aa+1
[−(1 + c) 〈wj,f ∗〉 − c+ a]a+1 whose value is obviously larger than M since
〈wj,f ∗〉 < − c1+c .
In addition, the class probabilities in cost-insensitive case could be given by
Pt = 1 +
(1−K)`′(−〈wt,f ∗〉)−1∑K
k=1 `
′(−〈wk,f ∗〉)−1
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for t = 1, 2, ..., K. In this case, the class conditional probabilities for classes i and j are the
same when f ∗ satisfies that both 〈wi,f ∗〉 > − c1+c and 〈wj,f ∗〉 > − c1+c .
Remark 1 Note that there are more loss functions that could be extended to their cost-
sensitive multicategory versions with the help of Theorem 1. We will not list them all here
due to the lack of space. Because different loss functions lead to different classification
methods, these methods could be directly generalized by applying the extended losses. To
verify the usefulness of the proposed framework, we take exponential and logistic losses as
examples and develop two novel cost-sensitive boosting algorithms for multicategory classi-
fication in the next section.
4 Cost-Sensitive Multicategory Boosting
Boosting, as one of the most well-known learning methods, combines many weak classifiers
to achieve better classification performance. Several attempts have been made to develop
boosting algorithms in multiclass setting, such as AdaBoost.M2 (Freund and Schapire,
1997), AdaBoost.MH (Schapire and Singer, 1999), p-norm boosting (Lozano and Abe,
2008), and SAMME (Zhu et al., 2009). Afterthat, Wang (2013) also developed the multi-
category boostings in cost-sensitive situation. This section aims to construct several new
cost-sensitive boosting algorithms for multiclass classification without the sum-to-zero con-
straint.
4.1 Cost-Sensitive AdaBoost
We first propose a new angle-based cost-sensitive AdaBoost algorithm for multicategory
classification problem by using exponential loss. That is, we solve (6) with `(z) = e−z
and derive our Adaboost algorithm based on forward stagewise additive modeling scheme
(Friedman et al., 2000). Thus, the proposed angle-based cost-sensitive multiclass AdaBoost
algorithm can be developed by solving
min
f∈F
1
n
n∑
i=1
K∑
k=1
Cyi,ke
〈f(xi),wk〉,
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where f(x) =
∑M
m=1 β
(m)g(m)(x) with g(m) ∈ G, and M is the prespecified number of
boosting iterations.
In order to find the optimal candidate to update the current model in each iteration,
the gradient descent search scheme is applied. To begin with, we consider g(x) which
takes values in one of the K possible (K − 1)-dimensional vectors in W , i.e. g : Rd →
Ya = {w1,w2, ...,wK}. Note that for any g(x) defined in this manner, there exists a
unique classification decision rule Φ(x) : Rd → Y = {1, 2, ..., K} so that g is in one-to-one
correspondence with Φ. Given the current model f (m), the gradient descent search scheme
tries to find the optimal candidate function g(m+1) and corresponding coefficient β(m+1)
through
(
g(m+1), β(m+1)
)
= arg min
g,β
n∑
i=1
K∑
k=1
Cyi,ke
〈f (m)(xi),wk〉+β〈g(xi),wk〉 (19)
= arg min
g,β
n∑
i=1
K∑
k=1
α
(m)
i,k e
β〈g(xi),wk〉, (20)
where α
(m)
i,k = Cyi,ke
〈f (m)(xi),wk〉 scales the cost of misclassifying example (xi, yi) into class k
by a weighting factor e〈f
(m)(xi),wk〉. Notice that solving for g(m+1)(x) in (20) is equivalent
to finding the corresponding Φ(m+1)(x) since g and Φ have a one-to-one correspondence.
Then, the current model could be updated by f (m+1)(x) = f (m)(x)+β(m+1)g(m+1)(x) with
the help of the following lemma.
Lemma 1 The solution to (20) is
Φ(m+1)(x) = arg min
Φ
n∑
i=1
α
(m)
i,Φ(xi)
,
β(m+1) =
K − 1
K
[
log
(
1− ε(m+1)
ε(m+1)
)
− log(K − 1)
]
,
(21)
where ε(m+1) is defined as
ε(m+1) =
∑n
i=1 α
(m)
i,Φ(m+1)(xi)∑n
i=1
∑K
k=1 α
(m)
i,k
. (22)
Proof 3 Since there is a one-to-one correspondence between g(x) and Φ(x), we could
replace g(x) by its corresponding Φ(x) in (20). Note that α
(m)
i,yi
= 0, then we could obtain
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the following equivalent optimization problem
arg min
Φ,β
∑
{yi=Φ(xi)}
K∑
k=1
α
(m)
i,k e
β〈wyi ,wk〉 +
∑
{yi 6=Φ(xi)}
α(m)i,Φ(xi)eβ + ∑
k 6=Φ(xi)
α
(m)
i,k e
β〈wΦ(xi),wk〉

= arg min
Φ,β
eβ cos θK
n∑
i=1
K∑
k=1
α
(m)
i,k +
(
eβ − eβ cos θK) n∑
i=1
α
(m)
i,Φ(xi)
, (23)
where θK is the angle between any two different vectors in W = {w1, ...,wK}.
Since only the second term depends on Φ(x) and eβ − eβ cos θK > 0 for K ≥ 2, solving
for g(m+1)(x) in (23) is equivalent to searching for
Φ(m+1)(x) = arg min
Φ
n∑
i=1
α
(m)
i,Φ(xi)
.
After obtaining the optimal Φ(m+1)(x), we plug it into (23), then the optimization prob-
lem reduces to
arg min
β
R(β) = eβ cos θK +
(
eβ − eβ cos θK) ε(m+1),
where
ε(m+1) =
∑n
i=1 α
(m)
i,Φ(m+1)(xi)∑n
i=1
∑K
k=1 α
(m)
i,k
.
Since R(β) is convex in β, taking the derivative of R(β) yields
∂R(β)
∂β
= cos θKe
β cos θK +
(
eβ − cos θKeβ cos θK
)
ε(m+1).
Setting this derivative equal to zero, we have
β(m+1) =
1
1− cos θK
[
log
(
1− ε(m+1)
ε(m+1)
)
+ log(− cos θK)
]
=
K − 1
K
[
log
(
1− ε(m+1)
ε(m+1)
)
− log(K − 1)
]
.
The last equation is derived based on the fact that cos θK =
1
1−K accroding to (1).
We could easily verify that β(m+1) > 0 if ε(m+1) < 1
K
for any α
(m)
i,k . One can find that this
condition is equivalent to
∑n
i=1 α
(m)
i,Φ(m+1)(xi)
< 1
K
∑n
i=1
∑K
k=1 α
(m)
i,k according to (22). Since
1
K
∑n
i=1
∑K
k=1 α
(m)
i,k on the right hand side measures the expected weighted misclassification
19
cost of random guessing, this implies that Φ(m+1)(x) only needs to perform better than
random guessing class labels.
Based on Lemma 1, we can derive the angle-based cost-sensitive AdaBoost algorithm
for multi-class classification that is outlined in Algorithm 1.
Remark 2 The proposed Algorithm 1 is very similar to the MultiBoost developed by Wang
(2013). However, since the simplex class coding is applied in our algorithm, we utilize
different candidate function g(x) and the least-angle prediction rule instead of the max rule
used in Wang (2013).
Algorithm 1 Angle-Based Cost-Sensitive Multicategory AdaBoost
Input: Training set D = {(xi, yi)}ni=1 where yi ∈ {1, 2, . . . , K} is the class label of example
xi, cost matrix C, and number M of weak learners in the final decision function.
Output: Multicategory classifier f(x).
1: compute W = {w1, ...,wK} according to (1);
2: initialize
α
(0)
i,k =
Cyi,k∑n
i=1
∑K
k=1Cyi,k
, for i = 1, . . . , n and k = 1, . . . , K;
3: for m = 0 to M − 1 do
4: solve (20) as in Lemma 1 for
(
Φ(m+1), β(m+1)
)
;
5: convert Φ(m+1)(x) to g(m+1)(x) and update f (m+1)(x) = f (m)(x) + β(m+1)g(m+1)(x);
6: update α
(m+1)
i,k = α
(m)
i,k e
β(m+1)〈g(m+1)(xi),wk〉;
7: renormalize α
(m+1)
i,k by dividing it by
∑n
i=1
∑K
k=1 α
(m+1)
i,k ;
8: end for
9: compute f(x) =
∑M
m=1 β
(m)g(m)(x);
10: return f(x).
4.2 Cost-Sensitive LogitBoost.ML
By solving (6) with logit loss, we propose a novel cost-sensitive logit boosting algorithm
by using the angle-based framework. Given the prespecified number of iterations M , the
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optimal classifier f(x) could be derived by minimizing
1
n
n∑
i=1
K∑
k=1
Cyi,k log
(
1 + e〈f(xi),wk〉
)
, (24)
where f(x) =
∑M
m=1 β
(m)g(m)(x) with g(m) ∈ G. The gradient decent method is used here
to search for the optimal f(x) (Friedman, 2001; Zou et al., 2008).
Note that given the current fit f (m)(x), the negative gradient of (24) is equal to
− 1
n
K∑
k=1
Cyi,ke
〈f(xi),wk〉
1 + e〈f(xi),wk〉
wk
for i = 1, 2, . . . , n. In order to find the optimal incremental direction g(m+1)(x) that best
approximates the negative gradient direction, we need to solve the following optimization
problem:
arg max
g
n∑
i
K∑
k=1
−α(m)i,k 〈g(xi),wk〉
subject to
K∑
k=1
〈g,wk〉2 = K
K − 1 (25)
with α
(m)
i,k =
Cyi,ke
〈f (m)(xi),wk〉
1 + e〈f (m)(xi),wk〉
. The right-hand side of (25) is set arbitrarily since this
constraint is imposed here only to insure that the value of 〈g,wk〉 is bounded.
Similar to Subsection 4.1, we still consider g(x) : Rd → Ya = {w1,w2, ...,wK} and its
corresponding decision rule Φ(x) : Rd → Y = {1, 2, ..., K}. With this setting, the equality
constraint in (25) is satisfied, and the optimal candidate function g(m+1)(x) could be found
through
g(m+1)(x) = arg min
g
n∑
i
K∑
k=1
α
(m)
i,k 〈g(xi),wk〉 . (26)
Since there exists a one-to-one correspondence between g(x) and Φ(x), we have the
following lemma.
Lemma 2 The solution of (26) is given by Φ(m+1)(x) = arg minΦ
∑n
i=1 α
(m)
i,Φ(xi)
.
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Proof 4 Replacing g(x) by its corresponding Φ(x) in (26) leads to the following equivalent
optimization problem
arg min
Φ
∑
{yi=Φ(xi)}
K∑
k=1
α
(m)
i,k 〈wyi ,wk〉+
∑
{yi 6=Φ(xi)}
α(m)i,Φ(xi) + ∑
k 6=Φ(xi)
α
(m)
i,k 〈wΦ(xi),wk〉

= arg min
Φ
cos θK
n∑
i=1
K∑
k=1
α
(m)
i,k + (1− cos θK)
n∑
i=1
α
(m)
i,Φ(xi)
. (27)
Since only the second term is dependent of Φ(x) and 1− cos θK > 0 for K > 2, solving
(26) for g(m+1)(x) is equivalent to solving
Φ(m+1)(x) = arg min
Φ
n∑
i=1
α
(m)
i,Φ(xi)
.
This completes the proof.
Based on Lemma 2, we can induce g(m+1)(x) from the fitted classifier Φ(m+1)(x). Then
the step length β(m+1) could be calculated by solving
arg min
β
R(β) =
n∑
i=1
K∑
k=1
Cyi,k log
(
1 + γ
(m)
i,k e
β〈g(m+1)(xi),wk〉) , (28)
where γ
(m)
i,k = e
〈f (m)(xi),wk〉. However, it is difficult to obtain its analytic solution. So
several commonly used optimization algorithms could be applied here to find the optimal
β(m+1), such as quasi-Newton method. Afterwards, the current model could be updated by
f (m+1)(x) = f (m)(x) + β(m+1)g(m+1)(x).
The angle-based cost-sensitive LogitBoost algorithm for multi-class classification prob-
lem is outlined in Algorithm 2.
5 Experiment Study
In this section, we evaluate the performance of the proposed angle-based cost-sensitive
boosting algorithms both on synthetic and real datasets.
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Algorithm 2 Angle-Based Cost-Sensitive Multicategory LogitBoost
Input: Training set D = {(xi, yi)}ni=1 where yi ∈ {1, 2, . . . , K} is the class label of example
xi, cost matrix C, the initial value β0, and number M of weak learners in the final
decision function.
Output: Multicategory classifier f(x).
1: compute W = {w1, ...,wK} according to (1);
2: initialize
α
(0)
i,k =
Cyi,k∑n
i=1
∑K
k=1Cyi,k
and γ
(0)
i,k = 1
for i = 1, . . . , n and k = 1, . . . , K;
3: for m = 0 to M − 1 do
4: solve (26) as in Lemma 2 for Φ(m+1);
5: convert Φ(m+1)(x) to g(m+1)(x);
6: compute β(m+1) as shown in (28);
7: update γ
(m+1)
i,k = γ
(m)
i,k e
β(m+1)〈g(m+1)(xi),wk〉 and α(m+1)i,k =
Cyi,kγ
(m+1)
i,k
1 + γ
(m+1)
i,k
;
8: renormalize α
(m+1)
i,k by dividing it by
∑n
i=1
∑K
k=1 α
(m+1)
i,k ;
9: end for
10: compute f(x) =
∑M
m=1 β
(m)g(m)(x);
11: return f(x).
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5.1 Numerical Experiments
To verify the effectiveness of the proposed algorithms, two simulated examples are de-
signed in this subsection. We compare the proposed algorithms, namely Angle-Based
Adaboost and Angle-Based Logitboost, with AdaBoost.M2 (Freund and Schapire, 1997),
AdaBoost.MH (Schapire and Singer, 1999), p-norm boosting (Lozano and Abe, 2008), and
SAMME (Zhu et al., 2009) algorithms both in cost-insensitive and cost-sensitive scenarios.
The number of boosting steps is set as 200 and classification trees (Breiman et al., 1984)
with at most 4 terminal nodes are used as base learners in all algorithms and examples.
We use the test cost averaged over 100 independent simulation replications to evaluate
the classification performance of each algorithm, which is defined as
TC(Φ) =
1
nt
nt∑
i=1
∑
yi 6=k
Cyi,kI (Φ(xi) = k)
with nt being the size of a test set. Besides, in all cost-insensitive scenarios, Cj,k = I(j 6= k)
is applied. Specifically, the BFGS method (Nocedal and Wright, 2006) is utilized in Angle-
Based Logitboost to search for the optimal step length.
5.1.1 Simulation 1
We first apply a popular simulation example used in Breiman et al. (1984), Zhu et al.
(2009), and Wang (2013), which is a three-class problem with 21 features. In this sim-
ulation, a random sample (xi, yi) with i = 1, ..., 5000 is generated independently from
yi ∼ uniform{1, 2, 3} and xi with xij ∼ N(µ(yi, j), 1) where
µ(yi, j) =

u · v1(j) + (1− u) · v2(j) if yi = 1,
u · v1(j) + (1− u) · v3(j) if yi = 2,
u · v2(j) + (1− u) · v3(j) if yi = 3,
with j = 1, ..., 21, u ∼ uniform(0, 1), and vl being the shifted triangular waveforms: v1(j) =
max(6−|j−11|, 0), v2(j) = v1(j−4) and v3(j) = v1(j+4). The training set is chosen to be
of size 300 and the test set is of size 4700. For cost-sensitive scenario, the misclassification
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cost matrix is set as in Wang (2013), where
C =

0 2 2
1 0 1
1 1 0
 .
5.1.2 Simulation 2
In the second experiment, the simulation example proposed by Wang (2013) is applied.
This is a four-class problem with 10 features. A random sample (xi, yi) with i = 1, ..., 5000
is generated independently from yi ∼ uniform{1, 2, 3, 4} and xi with xi1 ∼ N(µ1(yi), 1),
xi2 ∼ N(µ2(yi), 1) and xij ∼ N(0, 1) for j = 3, ..., 10, where
µ1(yi) = 3 (I(yi = 1)− I(yi = 3)) ,
µ2(yi) = 3 (I(yi = 2)− I(yi = 3)) .
The size of training set and test set is still chosen to be 300 and 4700, respectively. The
misclassification cost matrix is also set as in Wang (2013), where
C =

0 1 2 2
1 0 2 2
0.5 0.5 0 1
0.5 0.5 1 0
 .
Table 1 shows the averaged test costs and their estimated standard errors over 100
simulation replications of two simulated examples. These results clearly show that the two
proposed angle-based boosting algorithms work well and are very competitive compared
with other algorithms in all simulations. Especially in the simulated example 2, the pro-
posed angle-based Logitboost achieves the lowest test costs in both cost-insensitive and
cost-sensitive scenarios. In addition, Figures 1 and 2 display the test cost curves of all
multi-class boosting algorithms as functions of boosting steps in two simulations. We can
easily find that the test costs of all multi-class boosting algorithms decrease steadily as the
number of iterations increases and then they stay almost flat, except that the test costs
of AdaBoost.MH are generally growing after they achieve their minimums. In addition,
25
Table 1: Averaged test costs with their estimated standard errors inside parentheses for all boosting
algorithms based on 100 replications of two simulations. The ‘c’ in the first column indicates cost-sensitive
scenario. Bold values represent the lowest averaged test cost achieved for each simulation.
AdaBoost.MH SAMME AdaBoost.M2 p-norm Boost
Angle-Based
Adaboost
Angle-Based
Logitboost
Simulation 1 0.252 0.182 0.264 0.211 0.201 0.204
(0.0048) (0.0008) (0.0018) (0.0012) (0.0010) (0.0010)
Simulation 1c 0.300 0.237 0.389 0.293 0.246 0.248
(0.0072) (0.0014) (0.0021) (0.0020) (0.0014) (0.0014)
Simulation 2 0.363 0.150 0.141 0.123 0.101 0.098
(0.0058) (0.0051) (0.0051) (0.0022) (0.0007) (0.0006)
Simulation 2c 0.390 0.177 0.275 0.164 0.106 0.100
(0.0127) (0.0054) (0.0015) (0.0020) (0.0011) (0.0010)
because a fixed small step size is applied according to Lozano and Abe (2008), the de-
cay speed of AdaBoost.M2 and p-norm boosting is relatively slower compared with other
boosting algorithms.
5.2 Real Application
In this subsection, we verify the performance of our angle-based cost-sensitive boosting
algorithms via a real-life credit dataset.
In credit rating, borrowers are usually classified into several grades to represent their
potential ability to pay back the debt and to indicate their risk level of default. Normally,
credit rating agencies or financial institutions use letter designations such as A, B, C to
represent the credit grade of borrowers or loans. Higher grades are intended to represent a
lower probability of default. Classification algorithms are commonly used for credit rating
prediction, which greatly support lenders to make more accurate decisions and reduce their
loss. Due to the fact that misclassification costs vary across different classes in credit rating,
multi-class cost-sensitive classifiers are more applicable in this real application.
Hence, this subsection compares the proposed angle-based boosting algorithms and
other boosting algorithms on a real credit evaluation dataset. The data used here are
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(a) Cost-Insensitive Scenario (b) Cost-Sensitive Scenario
Figure 1: Test costs of various boosting algorithms as a function of boosting steps in a
randomly selected replication in Simulation 1.
loan data from the Lending Club platform. Lending Club is the biggest P2P lending site
in the U.S. and their data are publicly available for download (Carlos et al., 2015). We
first collect the data of loans on Lending Club from January 2017 to March 2018, which
contains 551, 448 observations with 148 variables. In particular, a variable named grade
is the credit grade for loans assigned by Lending Club, which is a measure for borrower
assessment. Specifically, Lending Club uses the borrowers FICO credit scores along with
other information provided in the borrower application to assign a loan credit grade ranging
from A to G in descending credit ranks to each loan. After that, Lending Clubs interest
rate is derived from the credit rating of the loan plus risk premium, which results in a strong
correlation between the interest rate and the assigned loan credit rating (Zhou et al., 2018).
Thus in this experiment, the grade variable will be used as the class label and we will classify
loans into seven credit grades, which is obviously a multi-class classification problem.
The feature selection procedure is then carried out. We first delete some irrelevant
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(a) Cost-Insensitive Scenario (b) Cost-Sensitive Scenario
Figure 2: Test costs of various boosting algorithms as a function of boosting steps in a
randomly selected replication in Simulation 2.
features (like loan id number and URL for the Lending Club page with listing data) as
well as the features whose missing values are above 30 % from the collected data. Some
features that are correlated with the loan credit grade are also removed, such as the in-
terest rate and the loan subgrade. This leads to 57 features that are finally preserved.
Then, data points with missing values are imputed using a mean/mode replacement for
continuous/categorical attributes, respectively. Categorical attributes are also converted
by quoting dummy variables. Afterwards, a subsample containing 10,500 observations with
1,500 for each grade has been extracted to form our final processed dataset for the experi-
ment. We randomly select 4% instances as the training set, and the remaining is for testing.
The standardization procedure is also carried out to ensure each column of continuous at-
tribute has zero mean and unit variance. The classification performance is finally measured
by the averaged test cost over 20 independent replications of this credit example.
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Table 2: Averaged test cost with their estimated standard errors inside parentheses for all boosting al-
gorithms based on 20 replications of the credit example. Bold values represent the lowest averaged test
cost.
AdaBoost.MH SAMME AdaBoost.M2 p-norm Boost
Angle-Based
Adaboost
Angle-Based
Logitboost
Cost-Insensitive Case
Equal Costs 0.78 0.72 0.70 0.68 0.68 0.68
(0.0069) (0.0035) (0.0032) (0.0015) (0.0013) (0.0015)
Cost-Sensitive Case
Linear Costs 2.21 1.24 1.38 1.14 1.10 1.10
(0.0716) (0.0072) (0.0126) (0.0043) (0.0039) (0.0051)
Partitioned- 19.61 6.45 2.72 2.60 2.36 2.39
Linear Costs (1.1272) (0.0724) (0.0158) (0.0080) (0.0113) (0.0248)
5.2.1 Cost-Insensitive Case
We first consider the cost-insensitive case, where the equal misclassification costs are ap-
plied. Table 2 gives the averaged test costs and their estimated standard errors over 20
replications of the credit example for all boosting algorithms. Figures 3 displays the test
cost curves of all algorithms as functions of boosting steps in a randomly selected replica-
tion of credit example with equal misclassification costs. As can be seen from these results,
both proposed Angle-Based Adaboost and Angle-Based Logitboost still work well and have
very competitive performances as p-norm boosting even though in cost-insensitive case.
5.2.2 Cost-Sensitive Case
(1) Linear Costs Normally, the costs of misclassification across classes are not uniform
in credit rating. For example, the cost resulting from misclassifying a loan of grade C into
grade A is larger than one due to misclassifying B into A. Thus, as suggested by Wang
et al. (2018), the linear cost matrix might be more appropriate for credit rating, which is
of the form
Cj,k = |j − k|, j, k = 1, 2, ..., 7,
29
Figure 3: Test costs of various boosting algorithms as a function of boosting steps in a
randomly selected replication of credit example in cost-insensitive case.
with A recoded as 1, B as 2 and so on.
The averaged test costs and the corresponding standard errors for various algorithms
in this case are also presented in Table 2. Figure 4 (a) compares the test cost curves of all
algorithms with the linear cost matrix. From these results, we can see that the proposed
angle-based methods obviously outperform the others when linear cost matrix is applied.
(2) Partitioned-Linear Costs In fact, the cost of misclassifying bad credit as good
is typically much higher than that of misclassifying good credit as bad (Lessmann et al.,
2015). As suggested by Hand et al. (2008) and Wang et al. (2018), the misclassification
cost Cj,k could be set as ten times Ck,j for j > k in credit rating problem. Then the
corresponding partitioned-linear cost matrix is defined as
Cj,k =
 k − j if k ≥ j,10 · (j − k) if k < j,
for j, k = 1, 2, ..., 7.
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(a) Linear Costs (b) Partitioned-Linear Costs
Figure 4: Test costs of various boosting algorithms as a function of boosting steps in a
randomly selected replication of credit example in cost-sensitive case.
The averaged test costs and the standard errors with partitioned-linear costs are also
provided in Table 2. The test cost curves of all algorithms with the partitioned-linear
cost matrix in a randomly selected replication are presented in Figure 4 (b). It can be
seen from them that the proposed Angle-Based Adaboost works the best overall, with
the Angle-Based Loogitboost following behind. This verifies again that the two proposed
angle-based algorithms outperform the others in cost-sensitive case for this credit example.
6 Conclusion
In this paper, we have proposed a general form of angel-based cost-sensitive multicategory
loss function which has many desirable properties such as Fisher Consistency. It could be
used to extend large-margin classifiers directly to multicategory versions in cost-sensitive
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scenario. Furthermore, since the simplex coding is utilized in our framework, the typical
sum-to-zero constraint is removed. Thus, the computational burden of our angle-based
methods is reduced. To verify the usefulness of the proposed framework, two novel cost-
sensitive multicategory boosting algorithms, namely Angle-Based Adaboost and Angle-
Based Logitboost, also have been derived. Numerical experiments conducted on synthetic
and real datasets confirm their competitive classification performance compared with other
existing boosting algorithms. In future work, the extensions to other loss functions like
the large-margin unified loss family (Liu et al., 2011) could be carried out. Furthermore,
the situation where the cost for correct classification is not equal to zero could also be
considered.
7 Appendix
The Lemma 1 of Zhang and Liu (2014) is presented as follows.
Lemma 3 Suppose we have an arbitrary f ∈ RK−1. For any u, v ∈ {1, ..., K} such that
u 6= v, define Tu,v = wu −wv. For any scalar z ∈ R, 〈(f + zTu,v),wω〉 = 〈f ,wω〉, where
ω ∈ {1, ..., K} and ω 6= u, v. Furthermore, we have that 〈(f + zTu,v),wu〉 − 〈f ,wu〉 =
−〈(f + zTu,v),wv〉+ 〈f ,wv〉.
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