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a b s t r a c t
Weestablish the regular variation of the finite dimensional distributions of themultivariate
GARCH(p, q) process with constant conditional correlations under mild assumptions on
the noise distribution. We use this property for two main purposes: First, to describe the
componentwise-maximum domain of attraction in which the process lies; and second, to
relate the asymptotic behavior of the sample autocovariance function of the process to its
regular variation index.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Multivariate GARCH (M-GARCH) modelling has been one of the most successful and prominent of the tools used
to understand and predict the temporal dependence among the second-order moments of financial returns in the last
two decades. M-GARCH models arise naturally as an empirically more relevant explanation of this feature than working
with separate univariate GARCH models for each asset. See [1] for a survey of multivariate GARCH models and [2] for a
presentation of the theoretical formulation and estimation of such models within simultaneous equations systems.
M-GARCH models are far from being the only description for stochastic volatility studied to date. The reader is referred
to [3] to find several other possible models for stochastic volatility and a comparison of each of them with the M-GARCH
model.
One of the shortfalls of M-GARCH models is that as the dimension grows larger, the number of parameters increases
dramatically. To avoid this issue, Bollerslev introduced the M-GARCH with constant conditional correlations (CCC-GARCH)
in [4] which reduces the number of parameters involved in estimation. The reduction of parameters makes the CCC-GARCH
an attractive model for empirical applications.
The research on asymptotic theory for multivariate GARCH models has been developed in two main areas: Stationarity
and estimation. By using Markov chain theory in [5], Boussama proved the existence of a unique strictly stationary and
ergodic solution formultivariate GARCHmodels. He also showed that if the noise sequence distribution has a strictly positive
density around 0, then the stationary solution is also geometrically β-mixing.
∗ Corresponding author.
E-mail address: nelson.muriel@gmail.com (N. Muriel).
0047-259X/$ – see front matter© 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2009.01.002
B. Fernández, N. Muriel / Journal of Multivariate Analysis 100 (2009) 1538–1550 1539
Regarding estimation, the consistency and asymptotic normality of the quasi-maximum likelihood estimator were
proved by Comte and Lieberman in [6] for square integrable BEKK–GARCH processes (see also [7]). Later Hafner and
Preminger obtained the same for a multivariate factor GARCH model under the assumption of finiteness of the fourth
moment of the noise distribution in [8].
For multivariate models with constant conditional correlations, the regular variation of the marginal distributions of the
squared process is given in [9]. The author characterizes the spectral measure for this process and gives an empirical method
for estimating it in the two-dimensional space.
However, the asymptotic theory of the sample autocovariance function of M-GARCH models has not been developed.
For the one-dimensional case Mikosch and Stărică relate this asymptotics to the regular variation of the finite dimensional
distributions of the GARCH(1,1) process in [10] and later Basrak, Davis and Mikosch establish the same relationship for the
general GARCH(p, q) in [11].
The regular variation properties are used to study the maximum domain of attraction of the stationary distribution of
the one-dimensional GARCH(p, q) process in [12].
The results presented here generalize the ones given in [11,12] for the one-dimensional case to the multidimensional
CCC-GARCH model. Assuming that the generating noise sequence {ηt}t∈Z satisfies:
(1) for all t ∈ Z and i = 1, 2, . . . , d the random variable ηt(i) has a symmetric distribution with a density which is strictly
positive on R,
(2) the distribution of the noise sequence is such that for any given θ ≥ 1 and 1 ≤ j ≤ d there exists h > 1 for which
θh ≤ E [η2ht,j] ≤ ∞,
weestablish the regular variation of the finite dimensional distributions of the CCC-GARCH(p, q). Using this regular variation
property we give two alternative expressions for the componentwise-maximum domain of attraction of the stationary
distribution of the process.
We also show that the asymptotic behavior of the sample autocovariance function of the CCC-GARCH(p, q),
γn,X (h) = n−1
n−h∑
t=1
XtXTt+h, h ≥ 0,
depends on the so-called index of regular variation of the finite dimensional distributions of the process. Denoting this index
by α, three cases are possible: If α ∈ (0, 2) we have no consistency but convergence to an α/2-stable random variable; if
α > 2 we have consistency; but a Central Limit Theorem is only achieved for α > 4.
The paper is structured as follows.
In Section 2we introduce the notation used throughout the paper. Section 3 is devoted to the regular variation properties
of the CCC-GARCH(p, q) process. In this section ourmain theorem,which gives sufficient conditions on the noise distribution
for the process to have regularly varying finite dimensional distributions, is stated and proven, and some examples of
possible noise distributions which satisfy these conditions are given. In Section 4 we provide two alternative expressions
for the componentwise-maximum domain of attraction of the stationary distribution of the CCC-GARCH. The asymptotic
properties of the sample autocovariance function are studied in Section 5. Finally, in Section 6 the reader will find some of
the technical results used in the proof of our main theorem.
2. Notation
Here we introduce the notation that we use throughout the paper.
LetM(d× d) be the space of square d× dmatrices with real coefficients, and letM ∈M(d× d).
(1) δ(M) denotes the vector in Rd whose entries are δ(M)(i) = M(i, i) for i = 1, 2, . . . , d, that is, the main diagonal ofM .
(2) diag(M) denotes the diagonal matrix with the same diagonal asM , namely,
diag(M)(i, j) =
{
0, if i 6= j
M(i, i), for 1 ≤ i ≤ d.
(3) The symbol vec(M) stands for the column-stack operation of the matrix M so vec(M) is a vector in Rd
2
whose entries
are
vec(M)(i) =

M(1, i), for i = 1, 2, . . . , d,
M(2, i− d), for i = d+ 1, . . . , 2d,
...
...
M(d, i+ d− d2), for i = d2 − d+ 1, . . . , d2.
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(4) Given another matrix N of arbitrary dimensions, we define the Kronecker product ofM and N by
M ⊗ N =

M(1, 1)N M(1, 2)N · · · M(1, d)N
M(2, 1)N M(2, 2)N · · · M(2, d)N
...
...
. . .
...
M(d, 1)N M(d, 2)N · · · M(d, d)N
 .
Given another matrix P , the vec operation and the⊗ product are related by
vec(MNP) = (PT ⊗M)vec(N). (1)
(5) ‖M‖ denotes the matrix norm ofM ,
‖M‖ = sup {‖Mx‖ : ‖x‖ = 1} ,
and we take ‖x‖ as the max-norm in Rd from now on.
(6) Given a sequence of square d × d random matrices {At}t∈N defined on the same measurable space, we define its top
Lyapunov exponent as
γ = inf
{
1
t
E
[
ln(‖AtAt−1 . . . A1‖)
]
, t ∈ N
}
.
If E
[
ln+ ‖A1‖
]
<∞, then
γ = lim
t→∞
1
t
ln ‖AtAt−1 . . . A1‖ a.s.
as proved in Furstenberg and Kesten [13] which provides, potentially, a way to evaluate the index γ via simulation. On
this subject, see Goldsheid [14].
(7) Given two vectors x, y ∈ Rd we denote by 〈x, y〉 their inner product 〈x, y〉 =∑di=1 xiyi.
3. Main result
The multivariate GARCH(p, q)model with constant conditional correlations was introduced in 1990 by Bollerslev in [4]
and is defined as follows; see [1].
Definition 1. Given a sequence of i.i.d. random vectors {ηt}t∈Z with mean vector 0 and covariance matrix R such that
R(i, i) = 1 for all i = 1, 2, . . . , d, we say that the stochastic process {Xt}t∈Z is a CCC-GARCH(p, q) if it satisfies the equations
δ(Ht) = C +
p∑
i=1
Aiδ(Xt−iXTt−i)+
q∑
j=1
Bjδ(Ht−j),
Dt = diag(Ht(1, 1)1/2,Ht(2, 2)1/2, . . . ,Ht(d, d)1/2),
Ht = DtRDt ,
Xt = Dtηt .
(2)
The vector C is assumed positive to avoid the trivial solution Xt = 0. The matrices Ai, Bj are assumed to be non-negative for
i = 1, 2, . . . , p and j = 1, 2, . . . , q. Finally, the matrices Ap, Bq are supposed to be non-zero to avoid ambiguity about the
order of the process.
Remark 2. Thematrices {Ht}t∈Z are non-negative-definite because the entries ofDt are non-negative and R is non-negative-
definite. They are positive-definite if and only if all the conditional variances are positive and thematrix R is positive-definite.
Furthermore, Ht is the covariance matrix of Xt conditional on Ft = σ(Xs, s < t) as the following lines show:
E
[
XtXTt |Ft
] = E [H1/2t ZtZ tt (H1/2t )T|Ft]
= H1/2t E
[
ZtZTt
]
(H1/2t )
T
= H1/2t I(H1/2t )T
= Ht .
In [5], Boussama shows that the CCC-GARCH process admits a Markovian state space representation which solves the
stochastic recurrence equation (SRE)
Yt = A(ηt)Yt−1 + G, (3)
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where
Yt = (δ(Ht+1)T, . . . , δ(Ht−q+2)T, δ(XtXTt )T, . . . , δ(Xt−p+2XTt−p+2)T)T
G = (CT, 0, . . . , 0)T
A(ηt) =

A1diag(ηtηTt )+ B1 B2 · · · Bq−1 Bq A2 A3 · · · Ap
I 0 · · · 0 0 0 0 · · · 0
0 I · · · 0 0 0 0 · · · 0
...
...
. . .
...
...
...
...
. . .
...
0 0 · · · I 0 0 0 · · · 0
diag(ηtηTt ) 0 · · · 0 0 0 0 · · · 0
0 0 · · · 0 0 I 0 · · · 0
...
...
. . .
...
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · I 0

.
(4)
Remark 3. It is shown in [5] that a unique causal stationary solution {Yt} to (3) exists if andonly if the top Lyapunov exponent
of the sequence of matrices {A(ηt)} satisfies
γ (A(ηt)) < 0.
Furthermore if the noise distribution has a density which is strictly positive on Rd the stationary solution is geometrically
β-mixing.
Remark 4. Thematrices {A(ηt)}t∈Z used in representation (3) are similar to those used by Basrak, Davis andMikosch in [11]
to embed the one-dimensional GARCH process into a SRE. In the multivariate case the matrices are defined blockwise and
thus calculations involving them need to be done with appropriate matrix techniques.
Using this representation the regular variation of the marginal distributions of the process {Xt} is shown by Kesten’s
Theorem (see Theorem 2.4 in [11]), and the regular variation of the finite dimensional distributions is provided for noise
distributions with symmetric marginals as a consequence. Three hypotheses are made for this purpose:
H0: The parameters Ai, Bj have no zero rows.
H1: The distribution of the noise sequence F , admits a density f which is strictly positive on Rd.
H2: For any given θ ≥ 1 there exists h > 1 for which
θh ≤ E [η2ht,j] ≤ ∞ for 1 ≤ j ≤ n.
HypothesisH0 is a natural one. It states that every vector Xt−i, i = 1, . . . , p, and every matrix Ht−j j = 1, . . . , q, is involved
in the definition of thematrixHt . HypothesesH1 andH2 imply that the noise sequence is sufficiently spread out. It is worth
mentioning that hypothesisH2 is, as will be shown in Section 3.1, rather mild.
Theorem 5. Let {Xt}t∈Z be a stationary CCC-GARCH (p, q) process with parameters {Ai, Bj, i ≤ p, j ≤ q} and {Yt}t∈Z its SRE
representation (3). Under H0,H1 andH2, there exists κ1 > 0 andw(x) > 0 such that
∀x ∈ Rd(p+q−1) \ {0}, lim
u→∞ u
κ1P [〈x, Y1〉 > u] = w(x).
Proof. Let m be an arbitrary natural number and consider the sequence {Ytm}t∈Z which, as shown in [11], satisfies the
stochastic recurrence equation
Ytm = Aˆ(m)t Y(t−1)m + Bˆ(m)t ,
for
Aˆ(m)t = AtmAtm−1 . . . Atm−m+1,
Bˆ(m)t =
m−1∑
k=1
AtmAtm−1 . . . Atm−k+1G.
It is for this sequence that we will verify Kesten’s hypothesis by choosing a suitable value for m. For ease of presentation,
the required hypotheses are restated one by one with the respective proofs.
1. E [ln ‖At‖] <∞ and E [ln ‖Bt‖] <∞ and the top Lyapunov exponent of the sequence of random matrices {At} is strictly
negative.
This was proved by Boussama in [5].
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2. Both E
[
ln
(∥∥∥Aˆ(m)t ∥∥∥)] and E [ln (∥∥∥Bˆ(m)t ∥∥∥)] are finite, and there exists ε > 0 such that E [‖A‖ε] < 1.
In [11] these properties are shown to be satisfied for m ≥ M0 with M0 a given natural number in the one-dimensional
case. The argument rests on the negativity of the Lyapunov exponent associated with the SRE representation of the process.
Remark 3 tells us that stationarity is equivalent to the fact that the top Lyapunov exponent of the sequence A(ηt) in (3) is
strictly negative. Therefore,we can followexactly the same lines as in the one-dimensional case to proveKesten’s hypotheses
1 and 2.
3. The matrix Aˆ(m)t has no zero rows a.s. (for any fixed m ∈ N).
The matrices Atm and Atm−1 have no zero rows a.s. because of hypotheses H0 and H1. It follows that their product
AtmAtm−1 shares this property as Lemma 19 shows. Using Lemma 19 recursively we conclude that the matrix Aˆ(m)t has no
zero rows a.s. for any fixedm ∈ N.
4. The set {ln(‖an . . . a1‖) : n ≥ 1, an . . . a1 > 0, ai ∈ supp(P)} generates a dense group in R. P stands for the distribution
of Aˆ(m)1 .
Observe that the support of the random variables {η2t (i)} is the interval (0,∞). The entries of the matrix Aˆ(m)1 are
multilinear forms of the random variables
{η2s (i), i = 1, . . . , d, s = tm−m+ 1, . . . , tm},
as will be shown below. Since multilinear forms are continuous functions, the support of Aˆ(m)1 is connected. The same can
be said about the support of
∥∥∥Aˆ(m)1 ∥∥∥. Therefore, the support of ln (∥∥∥Aˆ(m)1 ∥∥∥) contains an interval which yields the desired
property.
Let us now argue that the entries of the matrix Aˆ(m)1 have the aforementioned form.
We denote the blocks by square brackets, so the block (i, j) of the matrix Atm is denoted by Atm[i, j].
Begin observing that the blocks Atm[1, 1] and Atm[q+ 1, 1] are already multilinear forms of the random variables
{η2tm(i), i = 1, 2 . . . , d}.
Block-matrix multiplication rules show that all the blocks
AtmAtm−1[1, j], and AtmAtm−1[q+ 1, j], j = 1, 2 . . . , d
are multilinear forms of the random variables
{η2tm−j(i), i = 1, 2 . . . , d, j = 1, 2}.
The particular arrangement of the identity blocks in the matrix Atm (see (4)) implies the following block equalities:
AtmAtm−1[i, j] = Atm−1[i− 1, j], for i 6= 1, q+ 1 (5)
which show two things: First, that the blocks
AtmAtm−1[2, 1] and AtmAtm−1[q+ 2, 1]
are multilinear forms of the random variables
{η2tm−1(i), i = 1, 2 . . . , d};
and second, and as a consequence, that the blocks
AtmAtm−1Atm−2[i, j] and AtmAtm−1Atm−2[q+ i, j]
are in the desired form for i = 1, 2 and j = 1, 2, . . . , d.
We can now see that the entries of the product AtmAtm−1 . . . Atm−k are multilinear forms of the random variables
{η2tm−l(i), l = 1, 2, . . . , k; i = 1, 2 . . . , d}
in all the blocks (i, j) and (q+ i, j) for i = 1, . . . , k− 1 and j = 1, 2 . . . , d. This suffices to prove Assertion A.
5. There exists a κ0 > 0 such that
E
[(
min
i
∑
j
Aij
)κ0]
≥ dκ0/2 and E [‖A1‖κ0 ln(‖A1‖)] <∞.
Take m = max(p + 1, q + 1,M0). For this particular choice of m all of the previously proved hypotheses hold. For ease
of notation, let
Yˆt := Yˆ (m)t , Aˆt = Aˆ(m)t , Bˆt = Bˆ(m)t .
The block
Aˆt [1, 1] = AtmAtm−1 · · · A(t−1)m[1, 1]
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contains the term
(A1diag(ηtmηTtm)+ B1) · · · (A1diag(η(t−1)mηT(t−1)m)+ B1)
added to others, which implies that it also contains the term
Bm−11 A1diag(η(t−1)mη
T
(t−1)m).
The block equalities (5) show that the block Aˆt [k, 1] contains the term
Bm−k1 A1diag(ηtm−mη
T
tm−m)
added to others for k = 1, 2, . . . , (q− 1).
Observe that
Bm−k1 A1diag(η(t−1)mη
T
(t−1)m)(i, 1) = (Bm−k1 A1)(i, 1)η2(t−1)m,1
which implies∑
j
Aˆt(i, j) ≥ (Bm−k1 A1)(i, 1)η2(t−1)m,1 i = 1, 2, . . . , dq− 1.
Let us now analyze the blocks (k, 1)with k ≥ q+ 1. The block (q+ 1, 1) contains the term
diag(ηtmηTtm)(A1diag(ηtm−1ηtm−1)
T + B1) · · · (A1diag(η(t−1)mηT(t−1)m)+ B1)
added to others. Again, because of the equalities (5), we see that the block Aˆt [q+ k, 1] contains the term
diag(ηtm−kηTtm−k)B
m−k−1
1 .
Since
(diag(ηtm−kηTtm−k)B
m−k−1
1 )(i, 1) = η2tm−k,iBm−k−11 (i, 1),
then ∑
j
Aˆt(i, j) ≥ Bm−k(i)−11 (i, 1)η2tm−k(i),i i = dq, dq+ 1, . . . , dq+ dp− 1
where k(i) =
[
i
qd
]
. Therefore upon using hypothesis H2 for the random variables {ηt,i} on each of the two parts of the
matrix, we conclude that there exists h > 1 such that
E
(min
i
∑
j
Aˆt(i, j)
)h ≥ dh/2.
For this value of h > 1, by the moment conditions on the variables {ηt} and the independence of this sequence it can be
seen that
E
[∥∥∥Aˆ1∥∥∥h] ≤ E
(∑
i,j
Aˆ(i, j)
)h
< E
[∑
i,j
Aˆ(i, j)h
]
<∞.
Finally, as in [11] for the one-dimensional case, it follows that
E
[∥∥∥Aˆ1∥∥∥h ln (∥∥∥Aˆ1∥∥∥)] <∞.
Having proved all of Kesten’s hypotheses we know there exists κ1 > 0 andw(x) > 0 such that
∀x ∈ R(p+q−1)d \ {0}, lim
u→∞ u
κ1P [〈x, Y1〉 > u] = w(x),
proving the theorem. 
Corollary 6. Let {Xt} be a stationary CCC-GARCH (p, q) process satisfying the hypotheses of Theorem 5 and let κ1 be the regular
variation index of 〈x, Y1〉.
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(1) If κ1 is not an even integer, then Xt is regularly varying with index 2κ1.
(2) If, furthermore, for all t the vector ηt has symmetric marginal distributions, then the finite dimensional distributions of the
process {Xt} are regularly varying with index 2κ1.
Proof. Using Theorem 1.1 in [15] and the sequence {Yt} being stationary we conclude that its marginal distributions are
multivariate regularly varying if the number κ1 is not an even integer. To show that X1 is regularly varying write
X1 = diag(η1)(σ1(1), . . . , σ1(d))T.
Observe that the vector (σ1(1), . . . , σ1(d))T is regularly varying, which follows because Yt is regularly varying and σ1(i) is
a.s. non-negative. Apply Proposition 5.1 in [11] to finish the proof of (1).
To show that the finite dimensional distributions of {Xt} are multivariate regularly varying if the distribution F of the
noise sequence has symmetric marginal distributions, begin by observing that by Corollary 2.7 in [11] the finite dimensional
distributions of the process {Yt} are regularly varying with index κ1, which implies that for any given k ∈ N the vector
(δ(H1), δ(X1XT1 ), . . . , δ(Hk), δ(XkX
T
k ))
T
is regularly varying. Since for all i = 1, 2, . . . , d and t = 1, 2, . . . , kwe have that σt(i) ≥ 0 and Xt(i) is symmetric, it follows
that the vector
(σ1(1), . . . , σ1(d), X1(1), . . . , X1(d), . . . , σk(1), . . . , σk(d), Xk(1), . . . Xk(d))T
is also regularly varying with index 2κ1 by Lemma 20 which completes the proof. 
Remark 7. HypothesisH2 can be changed to the following one.
H2′: There exists h0 > 2 such that E
[| ηt |h] <∞ for h < h0 and E [| ηt |h0] = ∞.
This moment assumption implies that
E
[| ηt |h] −−−→
h→h0
∞
from which hypothesisH2 follows. It is sometimes more convenient to work withH2′ than withH2.
3.1. Examples
In this section we provide examples of distribution functions for the noise sequence {ηt}t∈Z satisfying the moment
conditionsH2 orH2′. To do this, we consider different i.i.d. sequences {Zt}t∈Z with mean vector 0 and identity covariance
matrix and a fixed correlation matrix R with R(i, i) = 1 for i = 1, 2, . . . , d. The noise sequence {ηt}t∈Z is then defined by
the relation
ηt = LZt . (6)
The matrix L is the unique Cholesky factor of Rwhich exists because R is non-negative definite.
Regarding the model’s parameters, we assume that hypothesisH0 is satisfied and also that:
H3: The spectral radius of the matrix
∑
i Ai +
∑
j Bj is strictly less than 1.
AssumptionH3 implies that the top Lyapunov exponent of the sequence {A(ηt)}t∈Z is strictly negative, so a unique stationary
CCC-GARCH process exists. See Remark 3. The reader is referred to [5] for the proof of this implication.
The main purpose of this section is to show that the noise sequence {ηt}t∈Z need not be heavy tailed for the generated
CCC-GARCH process to be regularly varying, as it could seem at first glance.
It is worth mentioning that the conditions of Theorem 5 also apply to the one-dimensional case, with obvious
modifications, so the examples given here provide regularly varying one-dimensional GARCH processes.
Example 8 (Heavy-Tailed Noise Sequence). Let {Zt}t∈Z be i.i.d. random vectors with independent entries andwith Pareto-like
tails, i.e.,
P [Zt(i) > x] ∼ Kx−α, α > 0, x→∞, (7)
and with a positive density on R. Define {ηt}t∈Z as in (6). Then, for each i = 1, 2, . . . , d the random variable ηt(i) is
regularly varying with index α > 0 (because it is a linear combination of independent regularly varying random variables).
Consequently
E
[| ηt(i) |h] {<∞, h < α,= ∞, h > α.
By Remark 7 we conclude that the CCC-GARCH(p, q) process generated with this noise sequence has regularly varying
marginal distributions.
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If the noise distribution has symmetric marginals, then the process has regularly varying finite dimensional distributions
as well. This is the case if we let Zt(i) have a Student’s t distribution with ϑ degrees of freedom with density given by
f (x) = Γ ((ϑ + 1)/2)√
ϑpi
(
1+ t
2
ν
)−(ν+1)/2
which, by Karamata’s Theorem, satisfies (7) for α = ϑ .
This example is the easiest one to construct, but it may mislead the reader into thinking that the heavy tailedness of the
noise sequence is somehow necessary for the regular variation of the CCC-GARCH process. The following examples show
that this is not the case.
Example 9 (Medium-Tailed Noise Sequence). Consider a family of random vectors {ηt}t∈N such that for all i = 1, 2 . . . d we
have ηt,i ∼ logN(0, 1) and such that its covariance matrix is R. Then, since
E
[
η2nt,i
] = exp{2n2}
it is easy to prove that for any given c > 1 there exists n ∈ N such that
E
[
η2nt,i
] ≥ cn.
Indeed, it suffices to take n ≥ 12 ln(c). By Theorem 5 the CCC-GARCH(p, q) process generated by this sequence will be
regularly varying.
Remark 10. The support of the log-Normal density doesn’t contain a neighborhood of 0. Therefore, using the log-Normal
distribution for the random variables Zt we generate a stationary CCC-GARCH process which may not be β-mixing.
The process is, however, multivariate regularly varying. To understand why, observe that the aforementioned density
assumption is only used in the proof of hypothesis 3 of Kesten’s Theorem indirectly by showing that it implies that the
random variables {η2t (i)} have the interval (0,∞) as support for its density. For the log-Normal distribution this property is
also true, so themarginal distributions of the CCC-GARCH process generated are regularly varying. For the finite dimensional
distributions observe that since the random variables ηt have strictly positive entries, so does the random vector Xt . Thus, by
the same argument as was given in the proof of Theorem 5 the finite dimensional distributions of {Xt} are regularly varying.
Example 11 (Gaussian Noise). In time series applications Gaussian noise is the most common noise. It is therefore desirable
to include this distribution in the list of the ones generating regularly varying CCC-GARCH processes. Consider a sequence
{Zt} of i.i.d. standard normal random vectors and let {ηt} be defined as in equation (6). Observe that each component of ηt
is Gaussian with mean 0 and fixed variance σi, i = 1, 2, . . . d.
Therefore, for any given component we have
E
[
η2nt,i
] = σ 2ni (2n)!
2nn! .
From this, given that c ≥ 1, it is enough to take
n ≥ 2c − 1
to get
E
[
η2nt,i
] ≥ cn.
Therefore, the Gaussian generated CCC-GARCH has regularly varying finite dimensional distributions.
4. Extreme values
In this section we study the extreme values of the CCC-GARCH process. The main focus is on the asymptotic behavior of
the norm-maximum and the componentwise-maximum of the process, which are defined as follows.
Definition 12. The norm-maximum of the CCC-GARCH process {Xt}t∈Z is defined by
M‖X‖n = max{‖Xt‖ , t ≤ n}
and its componentwise-maximumMn by the equations
Mn(i) = max{Xt(i), t ≤ n}, for i = 1, 2 . . . , d
Mn = (Mn(1),Mn(2), . . . ,Mn(d)).
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The interest lies in the description of all distribution functions such that
P
[
a−1n M
‖X‖
n ≤ x
]→ G(x), (8)
P
[(
a−1n Mn(1) ≤ x(1), . . . , a−1n Mn(d) ≤ x(d)
)]→ H(x(1), . . . , x(d)), (9)
where 0 < an → ∞ is the sequence of regular variation of the CCC-GARCH process. Of course, G in relation (8) is a real-
valued distribution function while H in relation (9) is Rd-valued. To simplify notation, the limit (9) will be written as
P
[
a−1n Mn ≤ x
]→ H(x), for x ∈ Rd.
It is known from classical extreme value theory for stationary sequences that the convergence in distribution of the
norm-maximum and the componentwise-maximum is related to that of the point process
Nn(·) =
n∑
t=1
εa−1n Xt (·) (10)
where εt(·) is the Diracmeasure at t . For a review of classical multivariate extreme value theory see [16–19]. It is also known
that for a regularly varying sequence with index α > 0 and a mixing property (see [20]) the coefficients {an} satisfy
an ∼ n1/α (11)
and it is therefore customary to take an = n1/α in this case. Since the CCC-GARCHprocess is stationary andβ-mixing, relation
(11) can be assumed to hold.
The next proposition gives the distributional limit for the point process (10) and is the basis for studying the extremes
of the CCC-GARCH process.
Proposition 13. Let {Xt}t∈Z be a CCC-GARCH (p, q) process. Assume that all the conditions in part (2) of Corollary 6 are satisfied.
Then there exists a point process N such that Nn → N in distribution and N is identical in law to the point process
∞∑
i=1
∞∑
j=1
εPiQi,j(·)
where
∑∞
i=1 εPi(·) is a Poisson process with intensity measure
ν(dy) = θαy−α−11 (y > 0) dy
for some 0 < θ < 1 and independent of the sequence of i.i.d. point processes
∑∞
j=1 εQi,j(·), i ≥ 1.
Proof. By Theorem 5 we know that the finite dimensional distributions of the process {Xt} are regularly varying. By the
β-mixing property we also know that there exists a sequence of positive integers rn such that rn →∞, kn = [n/rn] → ∞
as n→∞ and
E
[
exp
{
−
n∑
t=1
f (Xta−1n )
}]
−
(
E
[
exp
{
−
rn∑
t=1
f (Xta−1n )
}])kn
→ 0,
as n→∞ for all simple, non-negative, measurable function f . See [11].
Finally, it can be proved, as is done in [11] for the one-dimensional case, that for all y > 0
lim
k→∞ lim supn→∞
P
[
max
k≤| t |≤rn
‖Xt‖ > any| ‖X0‖ > any
]
= 0.
These conditions enable us to apply Theorem 2.8 in [21] to finish the proof. 
We now deal with the extreme values of the CCC-GARCH process.
Theorem 14. Let {Xt}t∈Z be a stationary CCC-GARCH (p, q) process satisfying the hypotheses of part (2) of Corollary 6 and
denote by α its index of regular variation.
(1) The norm-maximum of {Xt}t∈Z satisfies
P
[
n−1/αM‖Xt‖n ≤ x
]→ exp{−θx−α}1 (x > 0) ,
where θ is the extremal index of ‖Xt‖.
(2) The componentwise-maximum of the sequence {Xt}t∈Z satisfies
P
[
n−1/αMn ≤ x
]→ exp{−λ ({µ : µ(Bx) > 0})},
where λ is the canonical measure of the point process N and
Bx = (−∞, x]c for any fixed x ∈ Rd+.
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Proof. The density ν(dy) in the description of the point process N given in Proposition 13 is the asymptotic density of the
extremes of the sequence {‖Xt‖}; see [12] or [21]. Part 1 is thus proved.
To prove part 2, first observe that
P
[
n−1/αMn ≤ x
] = P [Nn(Bx) = 0] . (12)
Since the set Bx is relatively compact, Proposition 13 gives us the convergence
P [Nn(Bx) = 0] −−−→
n→∞ P [N(Bx) = 0] . (13)
By dominated convergence, we have
P [N(Bx) = 0] = E
[
lim
t→∞ e
−N(t1(Bx))
]
= lim
t→∞E
[
e−N(t1(Bx))
]
.
Since λ is the canonical measure of N (see [22]), this expectation can be calculated as
E
[
e−N(t1(Bx))
] = exp{− ∫ (1− e−µ(t1(Bx)))λ(dµ)} .
Because of this equality and, again, dominated convergence we now have
P [N(Bx) = 0] = lim
t→∞ exp
{
−
∫
(1− e−µ(t1(Bx)))λ(dµ)
}
= exp
{
−
∫
(1− 1 (µ(Bx) = 0))λ(dµ)
}
,
which shows that
P [N(Bx) = 0] = exp
{
−
∫
1 (µ(Bx) > 0) λ(dµ)
}
. (14)
Putting Eqs. (12)–(14) together, it is seen that
P
[
n−1/αMn ≤ x
] −−−→
n→∞ exp{−λ ({µ : µ(Bx) > 0})}. 
Remark 15. Three comments on the last result:
(1) Despite the fact that the measure λ enables us to express the limit distribution of the normalized componentwise-
maximumof the CCC-GARCH process {Xt}t∈Z, it is of no practical use for probability computations. However, by showing
the existence of the limiting distribution it suggests that we can use non-parametrical statistical methods or resampling
techniques to estimate it.
(2) The number κ1 = α/2 is only known to solve the equation
0 = lim
n→∞
1
n
ln(E
[‖An . . . A1‖κ1]),
which cannot be solved explicitly.
(3) There is no closed known expression for calculating the extremal index θ of the sequence ‖Xt‖. We only know that
θ < 1, which means that the sequence ‖Xt‖ has clusters with mean size 1/θ > 1.
To obtain an alternative expression for the domain of attraction of the componentwise-maximum for the CCC-GARCH
process, we follow Section 6 in [23] to obtain:
Proposition 16. Let {Yt} be the stationary solution to the CCC-GARCH (p, q) stochastic recurrence equation representation (3).
Let ν be such that
nP
[
a−1n Y1 ∈ ·
] v−→ ν(·).
Assume that ν satisfies
ci = ν ({y : yi > 1}) > 0, for all i = 1, 2, . . . , d2(p+ q− 1).
Then, for x ∈ (0,∞)d we have
P
[
a−1n Mn ≤ x
] n→∞−−−→ exp{− ∫
[0,x]c
P
[
j∏
i=1
Aiy ≤ x; j ≥ 1
]
ν(dy)
}
.
Remark 17. Observe that due to the definition of themultivariate extremal index (see [24]), and the result in Proposition 16,
the multivariate extremal index of the stationary process {Yt}may now be written as
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θ(x) =
∫
[0,x]c P
[ j∏
i=1
Aiy ≤ x; j ≥ 1
]
ν(dy)
ν([0, x]c) .
This expression enables us to write the marginal extremal index for the ith component of Yt as
θi =
∫
{y : yi>1} P
[ j∏
i=1
Aiy ≤ x; j ≥ 1
]
ν(dy)
ci
.
This is the only closed form for this index known to the writers, and generalizes the one given byMikosch and Stărică in [10]
for the extremal index of the variances of the one-dimensional GARCH(1,1) process.
5. Autocovariance function
In this section we study the sample autocovariance function of the CCC-GARCH process defined as
γn,X (h) = n−1
n−h∑
t=1
XtXTt+h, h ≥ 0.
One expects this sample function to converge a.s. to
γX (h) = E
[
X0XTh
]
,
which is the autocovariance function of the process, by the Law of Large Numbers. Furthermore, having this convergence,
the Central Limit Theorem is also expected to apply, that is, a convergence of γn,X (h) − γX (h) to a Normal distribution at
rate n1/2 is expected.
For a regularly varying CCC-GARCH process, these limit relations need not be true. The reason is that the moments of the
stationary distribution of the CCC-GARCH process depend on the index of regular variation. The relationship between the
index of regular variation and the moments of a random variable is well known and can be found in [16,17] or [25], among
other references.
The following result is the generalization of Theorem 3.6 in [11] for the autocovariance function of the CCC-GARCH
process.
Theorem 18. Let {Xt} be a stationary CCC-GARCH (p, q) process satisfying all the conditions in Theorem 5 and assume that the
noise vectors ηt have symmetric marginal distributions. Let α denote the regular variation exponent of {Xt}; then:
(1) If α ∈ (0, 2), then
(n1−2/αvec(γn,X (h)))h=0,1,...,m
d−→ (Vh)h=0,1,...,m (15)
where (V0, V1, . . . , Vm) is jointly α/2 stable in Rdm.
(2) If α ∈ (2, 4), then
(n1−2/α(vec(γn,X (h)− γX (h))))h=0,1,...,m d−→ (Vh)h=0,1,...,m (16)
were (V0, V1, . . . , Vm) is jointly α/2 stable in Rdm.
(3) If α > 4 then Eq. (16) holds with normalization n1/2, where V is multivariate normal with mean zero.
Proof. (1) If α ∈ (0, 2) the result is immediate from Proposition 13 and Theorem 3.5 in [21].
(2) For α ∈ (2, 4) it is necessary to show that the following condition holds:
lim
ε→0 lim supn→∞
var
(
n−2/α
n−h∑
t=1
Xt,iXt+h,j1
(∣∣ Xt,iXt+h,j ∣∣ ≤ n2/αε)) = 0
for all i, j = 1, 2, . . . , d.
To this end, chooseh ≥ 1. First, by symmetry of thenoises {ηt} the randomvariables
{
Xt,iXt+h,j1
(∣∣Xt,iXt+h,j∣∣ ≤ n2/αε)}
are uncorrelated. This, together with the fact that X0,iXh,j is regularly varying with index α/2, implies
var
(
n−h∑
t=1
Xt,iXt+h,j1
(∣∣ Xt,iXt+h,j ∣∣ ≤ n2/αε)) = (n− h)n−4/αE [X20,iX2h,j1 (∣∣ Xt,iXt+h,j ∣∣ ≤ n2/αε)]
∼ n1−4/α(n2/αε)2(4− α)P [∣∣ X0,iXh,j ∣∣ > n2/αε]
→ (4− α)ε2−α/2, as n→∞
→ 0, as ε→ 0.
where the asymptotic equivalence follows from Karamata’s Theorem; see [25].
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(3) For α ∈ (4,∞)we see that the stationary time series
{X2t,i, Xt,iXt+1,j, . . . Xt,iXt+m,j, i, j = 1, 2, . . . , d}t
has a finite 2+ θ moment (for some θ > 0) and is geometrically β-mixing, and thus geometrically α-mixing. It follows
from standard limit theorems for mixing sequences (see [26]) that
(n1/2(vec(γn,X (h)− γX (h))))h=0,1,...,m d→ (Vh)h=0,...,m
where V has a multivariate normal distribution with mean zero. 
6. Technical results
In this section we state some of the technical results used to prove Theorem 5 and present their proofs when needed.
Lemma 19. If two non-negative matrices have no zero rows then their product (when defined) has no zero rows either.
Proof. Let p, q, r be fixed natural numbers. Consider the matrices A and B of respective dimensions p× q and q× r so that
the matrix AB is well defined and of dimension p× r . Assume that A and B have no zero rows.
To show that AB has no zero rows, first consider a fixed i ∈ {1, 2, . . . , p}. Since A has no zero rows it follows that
∃ j ∈ {1, 2, . . . , q} such that A(i, j) > 0.
For this particular j, and since B has no zero rows,
∃ k ∈ {1, 2, . . . , r} such that B(j, k) > 0.
Therefore,
AB(i, k) =
q∑
l=1
A(i, l)B(l, k) ≥ A(i, j)B(j, k) > 0
which shows that row i of AB is not a zero row. This being true for all i = 1, 2, . . . , p, the matrix AB has no zero rows. 
6.1. Multivariate regular variation
The notion of multivariate regular variation in Rd has been treated by many authors. See for example [16,17,25,27,15,
28]. We only give some results used earlier and, if necessary, their proof.
Lemma 20. Let {Xi}ki=1 and {Yi}ki=1 be d-dimensional randomvectors such that for all i, Xi is non-negative a.s. and Yi has symmetric
marginal distributions. If the vector
Z2 := (δ(X1XT1 )T, δ(Y1Y T1 )T, . . . , δ(XkXTk )T, δ(YkY Tk )T)T
is regularly varying with index 2α then the vector
Z := (XT1 , Y T1 , . . . , XTk , Y Tk )T
is regularly varying with index α.
Proof. Denote by S+dk−1 and by S the sets
S+dk−1 =
{
x ∈ Rdk+ : ‖x‖ = 1
}
S =
{
x ∈
k⊗
i=1
(
Rd ∩ supp(Xi) ∩ supp(Yi)
) : ‖x‖ = 1} .
We need to show that there exists a Radon measure ν such that for any Borel-measurable subset S of Swe have
lim
u→∞
P [‖Z‖ > ut, Z/ ‖Z‖ ∈ S]
P [‖Z‖ > u] = ν(S). (17)
Consider first S ⊆ Swith non-negative elements and the set of dk-dimensional vectors
I = {(1,±1, 1,±1, . . . , 1,±1)} .
For any given β ∈ I , let
S(β) = {(x1β1, . . . , xdkβdk) : x ∈ S} .
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By symmetry of the random vectors {Yi}ki=1 we have that
P [‖Z‖ > ut, Z/ ‖Z‖ ∈ S] = P [‖Z‖ > ut, Z/ ‖Z‖ ∈ S(β)] (18)
for all β ∈ I . This entails that
2dkP [‖Z‖ > ut, Z/ ‖Z‖ ∈ S]
P [‖Z‖ > u] =
P
[∥∥Z2∥∥ > u2t2, Z2/ ∥∥Z2∥∥ ∈ S2]
P
[∥∥Z2∥∥ > u2] . (19)
Letting u → ∞ we find that Eq. (17) holds for S with non-negative elements. The measure ν is determined by the Radon
measure of the squares, µ by the relation
ν(S) = 21−dkµ(S2).
It follows from (18) that if S ⊆ S+dk−1(β) for some β ∈ I then (17) also holds. To finish the proof, observe that for arbitrary
S ⊆ Swe may write
S =
⋃
β∈I
(S ∩ S+dk−1(β))
and use the previous argument. That the index of regular variation of Z is α is a consequence of Eq. (19). 
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