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Independence of permutation limits
at infinitely many scales
David Bevan†
Abstract
We introduce a new natural notion of convergence for permutations at any specified scale,
in terms of the density of patterns of restricted width, along with a stricter notion of scal-
able convergence in which the choice of scale is immaterial. Using these, we prove that
asymptotic limits may be chosen independently at a countably infinite number of scales.
We illustrate our result with two examples. Firstly, we exhibit a sequence of permutations
(ζj) such that, for each irreducible p/q ∈ Q ∩ (0, 1], a fixed-length subpermutation of ζj of
width at most |ζj|
p/q is a.a.s. increasing if q is odd, and is a.a.s. decreasing if q is even. In the
second, we construct a sequence of permutations (ηj) such that, for every skinny monotone
grid class Grid(v), there is a function fv such that any fixed-length subpermutation of ηj of
width at most fv(|ηj|) is a.a.s. in Grid(v).
1 Introduction
We study pattern densities in permutations. An occurrence of pattern π ∈ Sk in permutation
σ ∈ Sn (with k 6 n) is a k-element subset of indices 1 6 i1 6 . . . 6 ik 6 n whose image
σ(i1) . . .σ(ik) under σ is order-isomorphic to π. If π occurs in σ, then π is a subpermutation of σ.
For example, 132 is a subpermutation of 35142, since 35142 contains two occurrences of the
pattern 132.
Let ν(π,σ) be the number occurrences of π in σ. Then the (global) density of π in σ, which we
denote ρ(π,σ), is ν(π,σ)
/(
n
k
)
. Observe that
ρ(π,σ) = P
[
σ(K) = π : K ∈ ([n]
k
)]
,
where K is drawn uniformly from the k-element subsets of [n], and σ(K) denotes the permuta-
tion order-isomorphic to the image of K under σ.
We say that an occurrence i1, . . . , ik of π in σ, has width ik − i1 + 1. Given a possible width
f ∈ [k,n], let νf(π,σ) be the number of occurrences having width no greater than f. Then the
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density of π in σ at scale f, denoted ρf(π,σ), is νf(π,σ)
/(
n
k
)
f
, where
(
n
k
)
f
=
f∑
w=k
(n −w+ 1)
(
w− 2
k− 2
)
is the number of k-element subsets of [n] of width no greater than f. Thus
ρf(π,σ) = P
[
σ(K) = π : K ∈ ([n]
k
)
f
]
,
where K is drawn uniformly from the k-element subsets of [n] of width no greater than f.
Clearly, ρn(π,σ) is the same as ρ(π,σ). And ρk(π,σ) = νk(π,σ)/(n − k + 1) is the density of
consecutive occurrences of the pattern π in σ, or the local density of π in σ.
We typically consider the scale f to be a function f(n) of the length, n, of the containing per-
mutation σ, such as ⌈logn⌉, ⌈√n⌉ or ⌈n/ logn⌉. With a slight abuse of notation, we omit the
argument when it is clear from the context. We call a function f : N → N a scaling function if
1 ≪ f(n) 6 n.1 Our interest here is primarily in the behaviour of pattern density at different
scales as n tends to infinity.
Two recent papers have investigated the density of patterns at different scales. In [1], the fol-
lowing scenario is considered. Suppose σ is drawn uniformly from those permutations in Sn
containing exactly m inversions (21 patterns); that is, ν(21,σ) = m. Moreover, suppose that
m = m(n) satisfies n ≪ m ≪ n2/ log2 n. Then clearly ρ(21,σ) ≪ 1/ log2 n → 0, and indeed it
is shown that ρf(21,σ) → 0 as long as f ≫ m/n. However, at smaller scales, two points are as
likely to form an inversion as not: if f ≪ m/n, then ρf(21,σ) → 1/2. Thus, the local structure of
σ reveals nothing about its global form.
Borga and Penaguiao [4] consider the general relationship between asymptotic global density
and asymptotic local density, and prove that they are independent. Given a set of patternsG and
any valid combination of their asymptotic global pattern densitiesγ ∈ [0, 1]G and similarly a set
of consecutive patterns L and any valid combination of their asymptotic local pattern densities
λ ∈ [0, 1]L, then there exists a sequence of permutations (σj)j∈N such that ρ(π,σj) → γπ for
each π ∈ G, and ρ|τ|(τ,σj)→ λτ for each τ ∈ L.
Our goal is to prove that this independence can be extended to infinitely many scales. If any
valid combination of asymptotic pattern densities is chosen for each of a countably infinite
number of suitably distinct scales, then there exists a sequence of permutations for which all
the limiting densities at each scale match the choices.
In the next section we look at various notions of convergence for permutations. To begin, we
recall the basic results concerning the global convergence of a sequence of permutations. We
then introduce and investigate an approach to defining convergence at a specified scale and
present a stricter notion of convergence in which the choice of scale is irrelevant. Finally, we
briefly recall the essential results concerning local convergence.
Then, in Section 3, using all these notions of convergence, we state and prove our theorem
showing asymptotic independence at countably many scales. We conclude by briefly present-
ing two example constructions.
1We write f(n)≪ g(n) or g(n)≫ f(n) if limn→∞ f(n)/g(n) = 0, and write f(n) ∼ g(n) if limn→∞ f(n)/g(n) = 1.
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2 Notions of convergence
2.1 Global convergence
An infinite sequence (σj)j∈N of permutations with |σj| → ∞ is (globally) convergent if ρ(π,σj)
converges for every permutation π. To every convergent sequence of permutations one can
associate an analytic limit object. A permuton is a probability measure Γ on the σ-algebra of
Borel sets of the unit square [0, 1]2 such that Γ has uniform marginals. That is, for every interval
[a,b] ⊆ [0, 1], we have Γ([a,b]× [0, 1]) = Γ([0, 1]× [a,b]) = b− a.
Given a permuton Γ and an integer k, we can randomly sample k points (x1,y1), . . . , (xk,yk) in
[0, 1]2 from the measure Γ . With probability one, their x- and y-coordinates are distinct, because
Γ has uniformmarginals. So, from these points, we can define a permutation π as follows. If we
list the x-coordinates in increasing order xi1 < . . . < xik , then π is the unique permutation order-
isomorphic to yi1yi2 . . .yik . We say that a permutation sampled in this way from a permuton Γ
is a Γ -random permutation of length k.
This sampling approach is used to define a notion of pattern density for permutons. If Γ is a
permuton and π is a permutation of length k, then ρ(π, Γ) is the probability that a Γ -random
permutation of length k equals π.
We now recall the core results from [7]. For every convergent sequence (σj)j∈N of permutations,
there exists a unique permuton Γ such that
ρ(π, Γ) = lim
j→∞
ρ(π,σj) for every permutation π.
This permuton is the limit of the sequence (σj)j∈N.
Conversely, if Γ is a permuton and, for each j, σj is a Γ -random permutation of length j, then
with probability one the sequence (σj)j∈N is convergent, and Γ is its limit. We call such a se-
quence (that converges to Γ ) a Γ -random sequence.
Permutons were introduced in [7] employing a different but equivalent definition; see also [8].
The measure theoretic view presented above was originally used in [11], and was later ex-
ploited in [6], in which the term “permuton” was first used; see also [9, 10].
2.2 Convergence at specified scales
In an analogous manner to the definition of global convergence, we introduce a notion of con-
vergence at a specified scale. Given a scaling function f, an infinite sequence (σj)j∈N of permu-
tations with |σj|→∞ is convergent at scale f if ρf(π,σj) converges for every permutation π.
If (σj)j∈N is convergent at scale f, then there exists an infinite vector Ξ ∈ [0, 1]S (where S is
the set of all permutations) such that ρf(π,σj) → Ξπ for all π ∈ S. In the current context, we
consider Ξ itself to be the limit of the sequence. Sometimes there exists a (unique) permuton Γ
such that ρ(π, Γ) = Ξπ for every π, but in general this is not the case. If such a Γ does exist, then
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we interchangeably deem either Ξ or Γ to be the limit. Later we briefly return to the question
of what sort of analytic object might suffice to model the limit of any sequence convergent
at a specified scale. In the meantime, we introduce a stricter notion of convergence, which
particularly suits our needs, and in which the choice of scale is immaterial.
We say that an infinite sequence (σj)j∈N of permutations with |σj| → ∞ is scalably convergent
if, for every every permutation π, there exists ρπ such that ρf(π,σj) converges to ρπ for every
scaling function f ≪ n. That is, the sequence is convergent at every scale to a single limit Ξ,
except perhaps globally. We call a limit of a scalably convergent sequence a scalable limit. Let us
consider some scalable limits which can represented by permutons.
We say that a permuton is tiered if it can be partitioned into a finite or countably infinite num-
ber of rectangular horizontal tiers [0, 1] × [a,b] such that in each tier the mass is uniformly
distributed either on the whole tier or else on the increasing or decreasing diagonal of the tier.
See Figure 1 for an illustration of some examples.
Figure 1: Some tiered permutons
Tiered permutons have the property that any vertical strip is equivalent to thewhole permuton,
in the following sense. Suppose Γ is a tiered permuton and consider a vertical strip [a,b]× [0, 1]
of Γ , as illustrated at the left of Figure 1. Now let Γ[a,b] be the permuton that results from
rescaling this strip to fill [0, 1]2 in such a way that the result has uniform marginals and is thus
a valid permuton. This requires horizontal expansion by a factor of 1/(b − a) and the vertical
expansion of each line segment so as to become a diagonal of its tier. Formally, the following
defines Γ[a,b]:
Γ[a,b]
(
[0, x] × [0,y]) = 1
b−a
Γ
(
[a,a + x(b− a)] × [0,h]),
for any (x,y) ∈ [0, 1]2, where h is any solution of the equation Γ([a,b]× [0,h]) = (b−a)y. Given
any tiered permuton Γ and interval [a,b] ⊆ [0, 1], it is easy to see that Γ[a,b] = Γ .
In particular, Γ[a,a+f(n)/n] = Γ for any scaling function f, all a ∈ [0, 1), and all sufficiently
large n. Thus, for any scaling function f and every pattern π, we have ρf(π, Γ) = ρ(π, Γ). Hence,
if Γ is tiered, a Γ -random sequence is scalably convergent to its global limit Γ . We believe that
tiered permutons are the only permutons with this property:
Conjecture 1. If a Γ -random sequence is scalably convergent to Γ , then Γ is tiered.
Note that there exist sequences of permutations that converge to a tiered permutation but
which are not scalably convergent. For example, from [1] we know that if we let σj be drawn
uniformly at random from those permutations of length j2 with j inversions, then, with proba-
bility one, (σj)j∈N converges to the increasing permuton , but is not scalably convergent.
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We now consider a permuton that is not tiered. Suppose ΓV is the V-shaped permuton , and
let (σj)j∈N be a ΓV-random sequence. Then, by considering the scaling of vertical strips, it is
clear that, for every scaling function f ≪ n, we have ρf(π,σj) → 1/2 if π is an increasing or de-
creasing pattern, and ρf(π,σj)→ 0 for all other π. Thus (σj) is a scalably convergent sequence,
but its scalable limit is not equal to ΓV. It seems reasonable to believe that scalable convergence
does not depend on the specific choice of ΓV.
Conjecture 2. Every Γ -random sequence is scalably convergent.
Not only is the scalable limit of a ΓV-random sequence not equal to ΓV, it is not equal to any per-
muton. Specifically, there is no permuton Γ such that ρ(12, Γ) = ρ(21, Γ) = 1/2 but ρ(π, Γ) = 0 for
all non-monotone π ∈ S3. Indeed, it seems natural to consider the scalable limit of a ΓV-random
sequence to be, in some sense, equal to 12 +
1
2 . In general, we suspect that certain probabil-
ity measures over permutons might suffice to model scalable limits, and also, more generally,
the limits of sequences convergent at specified scales. We leave the characterisation of these for
future work. We also postpone any consideration of the packing density of patterns at a specified
scale (see [11, 12]) and, more generally, of the feasible region for pattern densities at a specified
scale (see [9, 4]).
2.3 Local convergence
We conclude this sectionwith a very brief foray into local convergence, the theory of which was
recently developed by Borga in [3]. An infinite sequence (σj)j∈N of permutations with |σj|→∞
is said to be locally convergent if ρ|π|(π,σj) converges for every permutation π. One can take the
local limit of a locally convergent sequence of permutations to be a shift-invariant random infinite
rooted permutation (SIRIRP). By [4, Proposition 3.4] and [3, Proposition 2.44 and Theorem 2.45],
in an analogous manner to the theory of global limits, every locally convergent sequence of
permutations has a SIRIRP as a local limit, and every SIRIRP is the local limit of some locally
convergent sequence of permutations.
3 Independence of limits
Theorem. Let {ft : t ∈ N} be a countably infinite set of scaling functions, totally ordered by domina-
tion2, with each ft ≪ f0 = n. For each t ∈ N, let Ξt be any scalable limit. Let Γ0 be any permuton, and
let Σ∞ be any permutation local limit. Then, there exists a sequence of permutations which converges
to Ξt at scale ft for every t ∈ N, converges globally to Γ0, and converges locally to Σ∞.
Before describing how to construct such a sequence, we first recall the definition of the sub-
stitution operation on permutations. Suppose σ ∈ Sℓ and τ ∈ Sm, then we denote by σ[τ] the
permutation of length ℓm created by replacing each point (i,σ(i)) in the plot of σ with a small
copy of τ. Note that substitution is associative: σ[τ][υ] = σ[τ[υ]]. See Figure 2 for an illustration.
2A set F of functions is totally ordered by domination if for every distinct f,g ∈ F, either f≪ g or g≪ f.
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Figure 2: The plot of 213[1324][12]
3.1 The construction
We build a suitable sequence (τm)m∈N by iteratively combining the following component se-
quences using substitution:
• Let (σj0)j∈N be a convergent sequence of permutations with (global) limit Γ0, such that
|σ
j
0| = j for each j ∈ N.
• For each t ∈ N, let (σjt)j∈N be a scalably convergent sequence of permutations with scal-
able limit Ξt, such that |σ
j
t| = j for each j ∈ N.
• Let (σj∞)j∈N be a locally convergent sequence of permutations with local limit Σ∞, such
that |σj∞| = j for each j.
Fix an index m > 1, and let f0 ≫ f1 ≫ . . . ≫ fm−1 (with superscript indices) be the total
ordering by domination of them scaling functions {f0, f1, . . . , fm−1}. So, for each “scaling level”
ℓ ∈ [0,m − 1], there is a distinct tℓ ∈ [0,m − 1] such that fℓ = ftℓ . Note that f0 = f0 = n since f0
dominates all the other ft. Let f
m = 1.
Now, for each ℓ ∈ [m], let hℓ =
√
fℓ−1fℓ be a scaling function “halfway” between fℓ−1 and fℓ.
Let h0 = n and hm+1 = 1. Thus, we have the following ordering:
n = h0 = f
0 ≫ h1 ≫ f1 ≫ h2 ≫ f2 ≫ . . . ≫ fm−1 ≫ hm ≫ fm = hm+1 = 1.
For each ℓ ∈ [0,m], let gℓ = hℓ/hℓ+1 be the “size of the gap” between hℓ and hℓ+1. Note that
hℓ =
∏m
r=ℓ gr.
We want each gap to grow sufficiently fast withm. Let
Nm = min
{
n ∈ N : gℓ(n) > m2 for each ℓ ∈ [0,m]
}
.
This exists, because each gℓ ≫ 1.
Now, for each ℓ ∈ [0,m], let Mℓm = ⌈gℓ(Nm)⌉, which is always at least m2. These are the
sizes of the terms from the component sequences used in the iterated composition. Note that
hℓ(Nm) ∼
∏m
r=ℓM
r
m.
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For each ℓ ∈ [0,m − 1], let λmℓ = σM
ℓ
m
tℓ
and let λmm = σ
Mmm∞ . Each sequence (λmℓ )m∈N is a
subsequence of one of the component sequences.
We now assemble τm by iterated substitution as follows:
τm = λ
m
0
[
λm1
][
λm2
]
. . .
[
λmm
]
.
Let nm =
∏m
ℓ=0M
ℓ
m be the length of τm. Note that nm ∼ Nm.
Also, let κmℓ = λ
m
0
[
λm1
]
. . .
[
λmℓ−1
]
and µmℓ = λ
m
ℓ+1
[
λmℓ+2
]
. . .
[
λmm
]
, so we have the following
tripartite decomposition for any ℓ ∈ [m− 1]:
τm = κ
m
ℓ
[
λmℓ
][
µmℓ
]
= λm0
[
λm1
]
. . .
[
λmℓ−1
]
︸ ︷︷ ︸
κmℓ
[
λmℓ
] [
λmℓ+1
]
. . .
[
λmm
]
︸ ︷︷ ︸
µmℓ
.
3.2 Proof of limiting behaviour
We prove local convergence and global convergence first. These are similar to the proof of
Theorem 4.1 in [4].
3.2.1 Local convergence
Since λmm = σ
Mmm∞ , to prove that (τm)m∈N converges locally to Σ∞, it is sufficient to show, for
all k and every permutation π of length k, that ρk(π, τm) and ρk(π, λ
m
m) have the same limit.
Now, ρk(π, τm) = P
[
τm(K) = π
]
, where K is drawn uniformly from the subintervals of [nm] of
width k.
Observe that τm = κ
m
m
[
λmm
]
is constructed from copies of λmm, each of widthM
m
m > m
2. So the
probability that K contains points from two copies of λmm is bounded above by k/m
2. Thus we
have ∣∣ρk(π, τm) − ρk(π, λmm)∣∣ 6 k/m2,
and lim
m→∞ρk(π, τm) = limm→∞ρk(π, λ
m
m), as required.
3.2.2 Global convergence
To prove that (τm)m∈N converges to Γ0, it is sufficient to show that ρ(π, τm) and ρ(π, λ
m
0 ) have
the same limit for every permutation π.
Suppose |π| = k. Then ρ(π, τm) = P
[
τm(K) = π
]
, where K is drawn uniformly from the
k-element subsets of [nm].
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Observe that τm = λ
m
0
[
µm0
]
is constructed fromM0m > m
2 copies of µm0 . So the probability that
K contains two or more points from the same copy of µm0 is bounded above by
(
k
2
)
1
m2
. Thus we
have ∣∣ρ(π, τm) − ρ(π, λm0 )∣∣ 6 (k2) 1m2 ,
and lim
m→∞ρ(π, τm) = limm→∞ρ(π, λ
m
0 ), as required.
3.2.3 Convergence at other scales
Fix t > 1. Terms from (σjt) appear in the construction of τm ifm > t. So, for each m > t, there
is some ℓm such that f
ℓm = ft.
Since λmℓm = σ
Mℓmm
t is scalably convergent, to prove that (τm)m∈N converges to Ξt at scale ft, it is
sufficient to show that there is some scaling function e≪ n such that ρft(π, τm) and ρe(π, λmℓm)
have the same limit for every permutation π.
Suppose |π| = k. Then ρft(π, τm) = P
[
τm(K) = π
]
, where K is drawn uniformly from the
k-element subsets of [nm] of width no greater than ft(nm).
Recall that τm = κ
m
ℓm
[
λmℓm
][
µmℓm
]
. Thus τm
• is constructed from copies of λmℓm
[
µmℓm
]
, of width um =
∏m
ℓ=ℓm
Mℓm ∼ hℓm(nm),
• each of which is formed of copies of µmℓm , of widthwm =
∏m
ℓ=ℓm+1
Mℓm ∼ hℓm+1(nm).
Thus, the probability that K contains points from two copies of λmℓm
[
µmℓm
]
is bounded above by
ft(nm)/um. Moreover, the probability that K contains two or more points from the same copy
of µmℓm is bounded above by
(
k
2
)
wm
ft(nm)
.
So we have ∣∣ρft(π, τm) − ρe(π, λmℓm)
∣∣ 6 ft(nm)um +
(
k
2
)
wm
ft(nm)
,
where e is a scaling function such that e(nm) = ft(nm)/um for eachm > t.
Now, hℓm(nm)≫ ft(nm)≫ hℓm+1(nm), so we have um ≫ ft(nm)≫ wm.
Thus, lim
m→∞ρft(π, τm) = limm→∞ρe(π, λ
m
ℓm
), as required.
3.3 Examples
Example 1. By appropriately choosing each Ξt to be either the increasing or the decreasing
permuton, we can construct a sequence of permutations (ζj)j∈N such that, for each irreducible
p/q ∈ Q ∩ (0, 1], we have the following:
• If q is odd, then (ζj) converges at scale np/q to the increasing permuton .
• If q is even, then (ζj) converges at scale np/q to the decreasing permuton .
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Thus, a length k subpermutation of ζj of width at most |ζj|
p/q is asymptotically almost surely
the increasing permutation 12 . . . k if q is odd, and is asymptotically almost surely the decreas-
ing permutation k . . . 21 if q is even.
Example 2. A skinny monotone grid class is a set of permutations defined by a ±1 vector. Given
a ±1 vector v = (v1, . . . , vd), let Γv be the tiered permuton with d tiers of equal height, such
that in tier i the mass is on the increasing diagonal if vi = 1 and on the decreasing diagonal if
vi = −1. The permuton Γ(1,1,−1) is shown at the right of Figure 1.
Given a tiered permuton Γv, the skinnymonotone grid classGrid(v) contains every permutation
that can be sampled from Γv as described in Section 2.1 (that is, it consists of every possible Γv-
random permutation). For more on skinny grid classes, see [2, Chapter 3] and [5].
We can assemble a sequence of permutations (ηj)j∈N so that, for every skinny monotone grid
class Grid(v), there is a scale fv such that (ηj) converges at scale fv to Γv.
First, we associate to each skinny monotone grid class Grid(v) a unique value α(v) ∈ (0, 1),
defined by α(v) = 12
(
1+
∑d
i=1 vi/2
i
)
. For example, α(1, 1,−1) = 1316 .
Then, by appropriately choosing each Ξt to be the tiered permuton of a distinct skinny mono-
tone grid class, we can construct (ηj) so that, for each±1 vector v, a length k subpermutation of
ηj of width at most |ηj|
α(v) is asymptotically almost surely a permutation in Grid(v). Moreover,
the distribution over the permutations of length k in Grid(v) is uniform.
Soli Deo gloria!
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