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Abstract
We study the Hausdorff dimensions of bounded-type continued fraction sets of Laurent series
and show that the Texan conjecture is true in the case of Laurent series.
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1. Introduction
Given any number 0 < x < 1, let
x = [0; b1(x), b2(x), b3(x), . . .] = 1
b1(x) + 1
b2(x) + 1
b3(x) + · · ·
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be its regular continued fraction expansion, where bi(x) ∈ N, i1. For any non-empty
ﬁnite subset of A ⊂ N, let EA denote the set of x ∈ (0, 1) whose continued fraction
partial quotients all lie in A, that is,
EA = {x ∈ (0, 1) : bi(x) ∈ A for i1}.
A set of the form EA is said to be of bounded type. A number of authors have
considered the problem of calculating the Hausdorff dimension dim EA of EA; see
[3,4,7–11,14,15,20]. Bounded-type continued fraction sets represent sets of numbers
with certain diophantine approximation conditions and the Hausdorff dimensions have
theoretical signiﬁcance in terms of the Markoff and Lagrange spectra (see [5]).
Let
D := {dim(EA) : A is ﬁnite}
be the (countable) set of all possible Hausdorff dimensions of bounded-type continued
fraction sets. Hensley [9, p. 15], also independently by Mauldin and Urban´ski [15, p.
5024] 3 years later, conjectured that D is a dense subset of [0, 1]. This conjecture
is called the Texan conjecture by Jenkinson (see [10]). Mauldin, Urban´ski [15] and
Jenkinson [10] proved that D is dense in [0, 12 ]; also O. Jenkinson did some compu-
tations which did lend considerable support to the Texan conjecture.
In this paper, we consider the analogous problem for the continued fraction expansion
over the ﬁeld of formal Laurent series. We study the Hausdorff dimensions of bounded-
type continued fraction sets of Laurent series and show that the Texan conjecture
is true in the case of Laurent series. Continued fraction expansion and Diophantine
approximation in ﬁelds of formal Laurent series have been studied in [2,13,19] and
references therein. Kristensen [12] discussed analogues of the classical questions in
Diophantine approximation (Hausdorff dimension and Khinchin-type theorems) in the
ﬁeld of Laurent series. The Hausdorff dimensions of some other sets occurring in the
continued fraction expansion of Laurent series have been discussed in [17,21].
2. Continued fraction expansion of Laurent series
Let p be a prime, q be a power of p, and Fq be a ﬁnite ﬁeld of q elements.
Let Fq
(
(z−1)
)
denote the ﬁeld of all formal Laurent series B =
∞∑
n=v
cnz
−n in an
indeterminate z, with coefﬁcients cn all lying in the ﬁeld Fq . Recall that Fq [z] denotes
the ring of polynomials in z with coefﬁcients in Fq .
For the above formal Laurent series B, we may assume that cv = 0. Then the integer
v = v(B) is called the order of B. The norm (or valuation) of B is deﬁned to be
‖B‖ = q−v(B). It is well known that ‖ · ‖ is a non-Archimedean valuation on the ﬁeld
Fq
(
(z−1)
)
and Fq
(
(z−1)
)
is a complete metric space under the metric  deﬁned by
(B1, B2) = ‖B1 − B2‖.
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For B =
∞∑
n=v
cnz
−n ∈ Fq
(
(z−1)
)
, let [B] = ∑
vn0
cnz
−n ∈ Fq [z]. We call [B] the
integral part of B. It is evident that the integer −v(B) := −v is equal to the degree
deg[B] of the polynomial [B] provided v0, i.e., [B] = 0.
Let I denote the valuation ideal of Fq
(
(z−1)
)
. It consists of all formal series∑∞
n=1 cnz−n. The ideal I is compact because it is isomorphic to
∞∏
n=1
Fq . A natural
measure on I is the normalized Haar measure on
∞∏
n=1
Fq , which we denote by P.
Consider the following transformation from I to I deﬁned by:
T x := 1
x
−
[
1
x
]
, T 0 := 0,
this map describes the regular continued fraction over the ﬁeld of Laurent series and
has been introduced by Artin [1]. As in the classical theory, every x ∈ I has the
following continued fraction expansion:
x = 1
a1(x) + 1
a2(x) + 1
a3(x) + · · ·
:= [0; a1(x), a2(x), a3(x), . . .],
where the digits ai(x) are polynomials of a strictly positive degree and are deﬁned by
∀n1, an(x) =
[
1
T n−1(x)
]
.
The metric and ergodic properties of continued fraction of Laurent series have been
studied by Niederreiter [16] and Niederreiter and Vielhaber [17]; see also Berthé and
Nakada [2]. In particular, we have (see [16, Corollaries 1 and 2]).
Proposition 2.1. The following results hold for all x ∈ I outside a set of Haar mea-
sure 0.
(i) Let b ∈ Fq [z] and deg b1; the digit b has asymptotic frequency q−2 deg b, i.e.,
lim
n→∞
card{1jn : aj (x) = b}
n
= q−2 deg b.
(ii) There exists a Khintchine-type constant, namely q/(q − 1), such that
lim
n→∞
1
n
n∑
k=1
deg ak(x) = q
q − 1 .
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3. Main results and the proofs
In this section, we give the proofs of the main results of this paper. We ﬁrst recall
the deﬁnition of Hausdorff dimension on I which is the same as on Rn. Given s > 0
and a subset E of I, the Hausdorff s-measure is given by
Hs(E) = lim
→0
⎧⎨⎩inf∑
j
|Dj |s
⎫⎬⎭ ,
where the inﬁmum is over all covers of E by discs Dj of diameter (in the metric )
at most  and | · | denotes the diameter of a set. The Hausdorff dimension of E is
deﬁned by
dim E = inf{s : Hs(E) = 0}.
Remark 3.1. From the deﬁnition of Hausdorff dimension, it is easy to see that for any
Borel subset E of I, if P(E) > 0, then dim E = 1.
In order to obtain a lower bound of Hausdorff dimensions, we need the mass distri-
bution principle; see [6, Proposition 4.2].
Lemma 3.2. Suppose E ⊂ I and  is a measure with (E) > 0. If there exist constants
c > 0 and  > 0 such that
(D)c|D|s
for all disc D with diameter |D|. Then
dim Es.
The following result will be used frequently, see [16] or [2].
Lemma 3.3. Let b1, b2, . . . , bn be given polynomials with a strictly positive degree
and put
J (b1, b2, . . . , bn) = {x ∈ I : a1(x) = b1, a2(x) = b2, . . . , an(x) = bn}.
Then J (b1, b2, . . . , bn) is a closed disc with diameter equal to
|J (b1, b2, . . . , bn)| = q−2
∑n
k=1 deg bk−1
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and
P(J (b1, b2, . . . , bn)) = q−2
∑n
k=1 deg bk .
Remark 3.4. We call J (b1, b2, . . . , bn) in Lemma 3.3 an n-digital cylinder. Since the
valuation ‖ · ‖ is non-Archimedean, it follows that if two cylinders intersect, then one
contains the other.
Let S be a non-empty ﬁnite set of polynomials with a strictly positive degree and;
coefﬁcients lying in Fq ; say S = {a1, a2, . . . , am}. Write
ES = {x ∈ I : ai(x) ∈ S for i1}. (1)
From Proposition 2.1, P(ES) = 0.
Niederreiter and Vielhaber [17, Theorem 31] determined, for any positive integer d,
the Hausdorff dimension of the set
{x ∈ I : deg(ai(x))d for all i1}.
The following theorem generalized this result to the sets ES .
Theorem 3.5. dim ES = t , where t is given by
m∑
k=1
q−2t deg ak = 1. (2)
Proof. It is clear that
ES =
∞⋂
n=1
⋃
(b1,b2,...,bn)∈Sn
J (b1, b2, . . . , bn),
where J (b1, b2, . . . , bn) is an n-digital cylinder deﬁned in Lemma 3.3.
Upper bound: By Lemma 3.3, we have, for any n1,∑
(b1,b2,...,bn)∈Sn
|J (b1, b2, . . . , bn)|t = q−t ,
so Ht (ES)q−t .
Lower bound: We deﬁne a probability measure  on ES by letting
(J (b1, b2, . . . , bn)) =
n∏
k=1
(
q−2 deg bk
)t
.
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The measure  is well deﬁned, because by (2)∑
bn+1∈S
(J (b1, b2, . . . , bn+1)) = (J (b1, b2, . . . , bn)),
∑
(b1,b2,...,bn)∈Sn
(J (b1, b2, . . . , bn)) = 1.
For any x ∈ I and positive integer k > max(2 deg a1, 2 deg a2, . . . , 2 deg am) + 1, we
estimate (B(x, q−k)), where B(x, q−k) := {y ∈ I : ||y − x||q−k}.
We curtail each inﬁnite sequence (b1, b2, . . .) ∈ S∞ after the ﬁrst term bn for which
|J (b1, b2, . . . , bn)|q−k and |J (b1, b2, . . . , bn−1)| > q−k
and let A denote the ﬁnite set of all (ﬁnite) sequences obtained in this way. Since
k > max(2 deg a1, 2 deg a2, . . . , 2 deg am) + 1, by Lemma 3.3, we have n1. Write
B = {J (b1, b2, . . . , bn−1) : (b1, b2, . . . , bn) ∈ A},
C = {J (b1, b2, . . . , bn−1) ∈ B : J (b1, b2, . . . , bn−1) ∩ B(x, q−k) = ∅}.
We select all those discs in C which are maximal (J ∈ C is maximal if there is no
J ′ ∈ C such that J ⊂ J ′ and J = J ′). We denote by C˜ the set of all maximal J in C.
Then
card(C˜)1.
In fact, suppose there exist J (c1, c2, . . . , cn−1) and J (c′1, c′2, . . . , c′n′−1) such that
J (c1, c2, . . . , cn−1) ∈ C˜ and J (c′1, c′2, . . . , cn′−1) ∈ C˜. Since
|J (c1, c2, . . . , cn−1)| > q−k and |J (c′1, c′2, . . . , c′n′−1)| > q−k,
by Remark 3.4, we have
B(x, q−k) ⊂ J (c1, c2, . . . , cn−1) and B(x, q−k) ⊂ J (c′1, c′2, . . . , c′n′−1),
thus,
J (c1, c2, . . . , cn−1) ⊂ J (c′1, c′2, . . . , c′n′−1) or
J (c′1, c′2, . . . , c′n′−1) ⊂ J (c1, c2, . . . , cn−1)
and this contradicts the maximality of elements in C˜.
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Suppose card(C˜) = 0. Notice that B(x, q−k) ∩ ES = ∅; we have
(B(x, q−k)) = 0. (3)
Suppose card(C˜) = 1. Let it be J (b1, b2, . . . , bn−1). Choose bn ∈ S such that
(b1, b2, . . . , bn−1, bn) ∈ A; we have
(B(x, q−k))  (J (b1, b2, . . . , bn−1))
=
n−1∏
k=1
(
q−2 deg bk
)t
q2max(deg a1,...,deg am)t
n∏
k=1
(
q−2 deg bk
)t
= q(2max(deg a1,...,deg am)+1)t · |J (b1, b2, . . . , bn)|t
 q(2max(deg a1,...,deg am)+1)t · |B(x, q−k)|t . (4)
By (3), (4) and Lemma 3.2, we complete the proof of Theorem 3.5. 
For any n1, let
F(n)q [z] = {b ∈ Fq [z] : deg b = n}.
Notice that card(F(n)q [z]) = (q − 1)qn; by Theorem 3.5, we obtain the following corol-
laries immediately.
Corollary 3.6. dim{x ∈ I : deg ai(x) = n for i1} = t , where t is given by
(q − 1)qnq−2nt = 1.
Now we show that the Texan conjecture is true in the case of Laurent series. Let
F∗q [z] =
∞⋃
n=1
F(n)q [z]
and
D := {dim(ES) : S is a ﬁnite subset of F∗q [z]}.
Theorem 3.7. D is a dense subset of [0, 1].
Proof. We split the proof into two parts.
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Part I: D intersects [0, 12 ] densely. For any lp ∈ (0, 12 ), since card(F(p)q [z]) =
(q − 1)qp, we can choose q2l different elements in F(p)q [z], denoted by a1, a2, . . . , aq2l
and let
S = {a1, a2, . . . , aq2l }.
By Theorem 3.5, we have
dim ES = l
p
.
Part II: D intersects [ 12 , 1] densely. For any 12 < s < 1, let
s1 = max
{
c1 : 0c1(q − 1)q, c1
(
q−2
)s
< 1
}
s2 = max
{
c2 : 0c2(q − 1)q2, s1
(
q−2
)s + c2 (q−2·2)s < 1}
· · ·
sn = max
{
cn : 0cn(q − 1)qn,
n−1∑
k=1
sk
(
q−2k
)s + cn (q−2n)s < 1
}
· · · .
Now we prove that
∞∑
n=1
sn
(
q−2n
)s = 1. (5)
From the deﬁnition of {sn : n1}, it is clear that
∞∑
n=1
sn
(
q−2n
)s
1. (6)
In order to prove the inverse inequality, we prove the following claim ﬁrst.
Claim. There exists {nk : k1} such that snk < (q − 1)qnk for any k1. In fact,
suppose there exists n0 such that for any nn0, sn = (q − 1)qn. Deﬁne
l = max{k : sk < (q − 1)qk}.
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Since
∞∑
n=1
(q − 1)qn
(
q−2n
)s
>
∞∑
n=1
(q − 1)qnq−2n = 1,
we have l1. From the deﬁnition of {sn : n1},
s1
(
q−2
)s + s2 (q−2·2)s + · · · + sl (q−2l)s < 1,
s1
(
q−2
)s + s2 (q−2·2)s + · · · + sl (q−2l)s + (q−2l)s 1.
Combine this with the fact that
∞∑
n=l+1
(q − 1)qn
(
q−2n
)s = (q − 1) ∞∑
n=l+1
(
q−2s+1
)n
= (q − 1)
(
q−2s+1
)l 1
q2s−1 − 1 >
(
q−2l
)s
,
we have
∞∑
n=1
sn
(
q−2n
)s
> 1. This contradicts (6), and the claim is proved.
For any k1,
∞∑
n=1
sn
(
q−2n
)s = ∞∑
n=1
sn
(
q−2n
)s + (q−2nk)s − (q−2nk)s
 1 −
(
q−2nk
)s
.
Let k → ∞; we have
∞∑
n=1
sn
(
q−2n
)s
1.
For any k1, we deﬁne tk by the following equation:
nk∑
n=1
sn
(
q−2n
)tk = 1. (7)
By Theorem 3.5, tk = dim ESk where Sk consists of s1 different elements in F(1)q [z],
s2 different elements in F(2)q [z], . . . , snk different elements in F(nk)q [z].
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Now we prove that lim
k→∞ tk = s.
It can be easily seen that tks for any k1.
Let p = min{n : sn = 0}. For any 0 <  < s − 12 , when k is large enough, we have
nk∑
n=1
sn
(
q−2n
)s−

nk∑
n=1
sn
(
q−2n
)s + sp (q−2p)s− − sp (q−2p)s
=
∞∑
n=1
sn
(
q−2n
)s + sp (q−2p)s (q2p − 1)− ∞∑
n=nk+1
sn
(
q−2n
)s

∞∑
n=1
sn
(
q−2n
)s + sp (q−2p)s (q2p − 1)
−
∞∑
n=nk+1
(q − 1)qn
(
q−2n
)s
= 1 + sp
(
q−2p
)s (
q2p − 1
)
−
∞∑
n=nk+1
(q − 1)qn
(
q−2n
)s
1.
Thus when k is large enough, we have
s −  tks,
and the proof of Theorem 3.7 is completed. 
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