Determining sample size to produce accurate parameter estimates and make valid inferences about population parameter is a pivotal problem in any well planned research. The issue of sample size becomes more complex in hierarchical linear models because the units at different levels are hierarchically nested. Many studies have been carried out to determine sample sizes at different levels of a nested data model. However, most of the studies assume that the sample size is large enough to conduct the significance test. Some alternative methods can be used to relax the assumption of large sample. Profile likelihood method is more robust in case of small sample and when the variance components need to be estimated. In this study, we investigate the effect of sample sizes on the performance of parameter estimates at the group-level and individual-level of a two-level regression model. We consider a more appropriate statistical approach, profile likelihood method, to check the reliability of estimates of fixed coefficients and variance components.
Introduction
Multilevel analysis emerged in sociological studies. With the development of its theory, researchers of diverse fields have started to consider the technique where units of analysis are hierarchically nested (Khan and Shaw, 2011) . Recently, multilevel analysis has become a buzz word in public health research. The basic model of multilevel analysis is the Hierarchical Linear Model(HLM) where the hierarchies in the data are reflected by the distribution of the errors in the model. Traditional statistical techniques assume that errors are independent and identically distributed. HLM takes into account the dependency of the observations within groups by assigning higher level variables at the group-levels. The interaction effects between individual-level and group-level variables can also be assessed by HLM.
Determining sample size to produce accurate parameter estimates and make valid inferences about population parameter is a pivotal problem in any well planned research. The issue of sample size becomes more complex in hierarchical linear models because the units at different levels are hierarchically nested. A rule of thumb, called the '30/30' rule, is recommended by Kreft (1996) . Later, Hox (1998) proposed a minimum of 20 observations at level-1 and 50 groups at level-2 when examining cross-level interaction across levels. Hox (2004, 2005) found that when the number of groups is less than 100, group-level standard errors are biasedly estimated. Clarke and Wheaton (2007) suggested that for accurate parameter estimates of level-1 residual variance at least 100 groups and 5 observations per group is required. Reliable parameter estimates for intercept variance can be found when there are at least 100 groups with 10 observations per each group. For approaching the parameter value of group-level slope variance, they advised to have a group size 20 and number of groups at least 200.
Most of the simulation studies investigated the effect of sample size based on the asymptotic theory, that is, they assumed that the sample size is sufficiently large to conduct the significance test. Even though the sample size is large enough, testing a variance component using their standard error is woefully inadequate (Bates, 2010) . Van der Leeden et al. (1997) found that the estimates of standard errors for variance components are usually underestimated. To test variance components, Berkhof and Snijders (2001) got modified likelihood-ratio test better by means of a Monte Carlo simulation study. For testing the fixed model terms of linear mixed models when the sample size is small, Welham and Thompson (1997) proposed Bartlett-type adjustments in likelihood ratio tests. Manor and Zucker (2004) compared several methods for evaluating their performance in small sample to test the fixed effects in the mixed linear model.
When the issues are small sample and estimating variance components, profile likelihood method is expected to be more robust. When the distribution is skewed, Wald-type intervals fail to estimate the uncertainty of variances. In such circumstance, profile likelihood interval performs better by allowing uneven distances of the lower and upper confidence limits to the point estimates (Gerhard, 2010) . In this study, we investigate the effect of sample sizes on the performance of parameter estimates at the group-level and individual-level of a two-level regression model. We consider a more appropriate statistical approach, profile likelihood method, to check the reliability of estimates of fixed coefficients and variance components.
Method
We consider two-level regression model with one regressor at each level.
Here Y ij is the outcome variable for i th individual in j th group, X ij is the level-one regressor, and Z j is the level-2 regressor. Model (1) can be rewritten as
The intra-class correlation coefficient (ICC) is another factor that may have influence on the accuracy of the parameter estimates (Goldstein, 2011) . In the hierarchical linear model, the ICC ρ is defined as
where σ 2 e is the lowest-level residual variance and σ 2 u0 is the random intercept variance in a fully unconditional hierarchical linear model Y ij = γ 00 + u 0j + e ij , where u 0j ∼ N (0, σ 2 u0 ). In words, Equation 3 is the proportion of the variance explained by the clustering structure in the population (Hox et al., 2017) .
Following the simulation scenarios used by Hox (2004, 2005) , we will look at three conditions: (1) Number of groups (4 conditions: 20, 30, 40 and 50), (2) Group Size (4 conditions: 5, 15, 25 and 30) and (3) Intraclass Correlation (4 conditions: 0.1, 0.2, 0.3, and 0.4). The level-1 and level-2 regressors X and Z are distributed as standard normal. The lowest level variance σ 2 e is set to 0.5 Hox, 2004, 2005) . The group random components u 0j and u 1j are independent normal variables with mean zero and variance σ 2 u0 and σ 2 u1 (Maas and Hox, 2004) . The residual variance σ 2 u0 at group-level follows from the ICC and σ 2 e Hox, 2004, 2005) . The effect for the intercept variance and the slope variance are similar (Busing, 1993) , as a result σ 2 u0 and σ 2 u1 can be set to equal (Maas and Hox, 2005) . We set the fixed effect parameters γ 00 = 1, γ 10 = 0.3, γ 01 = 0.3, γ 11 = 0.3 (Cohen, 1988; Maas and Hox, 2005) . The covariance between the intercept variance and the slope variance σ 01 is set to zero Hox, 2004, 2005) . The random error terms e ij , u 0j and u 1j are then generated after setting the true values of the parameters.
Full maximum likelihood (FML) and Restricted maximum likelihood (REML) are two most common variants of estimation techniques in multilevel models. REML is used in this simulation study to estimate the regression coefficients and variance components. The reason behind choosing REML over FML is REML provides better estimates than FML (Browne, 1998) . To check the unbiasedness of the parameter estimates, we calculate percentage relative bias which is defined byθ −θ θ × 100, for the estimateθ of the population parameter θ. 95% profile likelihood interval is used to examine the reliability of fixed effect and random effect parameters.
There are 4 × 4 × 4 = 64 simulated combinations and we generated 1000 Monte Carlo data sets for each combination. We used software R for simulating observations and estimating parameters. The restricted maximum likelihood estimates of the parameters in the hierarchical linear model were determined using the lmer function of the lme4 package (1.1-13) for R version 3.4.1. Table 1 shows the percentage relative bias of estimates for different number of groups, group size and ICC. We found the relative biases for the standard error of lowest-level residual variance and fixed effect parameter estimates are unimportant for every simulated condition. The biases in the estimates of standard errors of group-level variances are comparatively bigger than the fixed effect parameter estimates. Table 1 reveals that estimates of standard errors of intercept and slope variances are prone to be biased downward. The largest biases for σ u0 and σ u1 are −11.446% and −13.502% respectively when there are 20 groups with 5 observations per each group. However, the biases for the estimates of standard errors of group-level variances are less than 3.5% for number of groups 30 and group size 15. The biases for ICC=0.1 are relatively higher than the other values of ICC. Table 2 , Table 3 and Table 4 display the non-coverage probabilities of 95% profile likelihood interval by number of groups, group size and ICC, respectively. Note that, we computed non-coverage rates on the standard deviation scale of variance components. From Table 2 , we see that non-coverage rates for fixed effect parameters range from 5.6% to 6.9%. For the standard errors of group-level variances, non-coverage rates are higher for number of groups 20 where the non-coverage rate is 7.8% for σ u0 and 7.9% for σ u1 . The non-coverage rate for the standard error of lowest-level variance is close to nominal non-coverage rate 5%. Overall, as the number of groups increases, the non-coverage probabilities of 95% profile likelihood interval for both the fixed effect and random effect parameters approach to the nominal 5%.
Analysis
From Table 3 , we see that coverage rates for fixed effect parameters are better than group-level variance components. But we did not find any trend of non-coverage rate for group size. One possible reason behind it can be we have chosen nearer group size in our simulation. Also, Table 4 shows no pattern of non-coverage rate for the change in ICC. Table  5 shows the rates of non-coverage for each parameter in each simulated data set. The noncoverage rates for the fixed effect parameters range from 4.4% to 8.4% and for the level-2 variance components, it is between 4.3% to 10.5%. 
Discussion and Conclusion
In this study, we investigated the effect of sample sizes on the performance of parameter estimates at the group-level and individual-level of a two-level regression model. To check the accuracy of estimates of fixed coefficients and variance components, we considered profile likelihood method which is a valid procedure in both situations when the sample size is small and variance components are to be estimated. In our study, we have followed the simulation design presented by Maas and Hox (2005) . Hence, our results are comparable with their findings. With a group of 50, they found the non-coverage rates for fixed effect parameters range from 5.1% to 5.7% and for level-2 variance components from 7.2% to 7.4%. They also mentioned that although the non-coverage rates for level-2 variance components are different from the nominal 5%, these can be considered acceptable. They reported a minimum of 50 groups to produce reliable parameter estimates. From our simulation results, we find that the biases of estimates of the regression coefficients and variance components are not substantial. Again, when the number of groups is 30, the non-coverage rates for σ u0 and σ u1 are 6.8% and 7%, respectively. Also, the non-coverage rates for the fixed effect parameters are also reasonable for 30 groups. Consequently, from our findings, we recommend a minimum of 30 groups with 15 units per each group for drawing a valid conclusion about the population. In our study, we assumed grouplevel residuals are normally distributed. This may not be the case always. The consequence of violation of normality assumption of group-level residuals is studied by Maas and Hox (2004) .
Declarations
Funding: None.
