Abstract. The auto-logistic model describes binary correlated data; its spatial version describes georeferenced binary data exhibiting spatial dependence. The conventional specification of a spatial auto-logistic model involves difficult-to-nearly-impossible computations to ensure that appropriate sets of probabilities sum to 1. Work summarized here accounts for spatial autocorrelation by including latent map pattern components as covariates in a model specification. These components derive from the surface zonation scheme used to aggregate attribute data, to construct a geographic weights matrix, and to evaluate geographic variability. The illustrative data analysis is based upon field plot observations for the pathogen Phytophthora capsici that causes disease in pepper plants. Results are compared with pseudo-likelihood and MCMC estimation techniques, for both the empirical example and two simulation experiments associated with it.
interest-such as the spatial distribution of wildlife, the spatial pattern of a disease, or the geographic distribution of plant species-the first model that should come to mind for describing these data and their latent spatial autocorrelation is one whose specification captures spatial dependencies. This is exactly what appears in an auto-logistic specification.
Many practical questions are associated with how spatial dependency is incorporated into an auto-logistic specification. How is spatial autocorrelation quantified and portrayed? How does spatial autocorrelation impact the assessment of covariates included in an auto-logistic specification? How are standard errors (i.e., statistical efficiency) and model description/prediction enhanced by accounting for spatial autocorrelation? And, what improved understanding of a georeferenced binary variable is furnished by an auto-logistic specification. In addition, several serious technical questions are associated with an auto-logistic specification. Foremost, how can complications be handled that arise from an auto-logistic model's intractable normalizing factor (see Pettitt, Friel and Reeves, 2003 , for one possible solution to this problem); this normalizing factor ensures that the resulting probability mass function sums to 1. Initially this complication was circumvented by employing a specific pseudo-likelihood estimation (PLE) procedure, which tends to be less efficient than maximum likelihood estimation because it still assumes independence (Besag, 1975) . More recently this particular complication has been avoided through the use of Markov Chain Monte Carlo (MCMC) maximum likelihood estimation procedures (e.g., Gumpertz, Graham and Ristaino, 1997; Huffer and Wu, 1998) , which allows efficiency to be regained at the expense of numerical intensity. This paper departs from more conventional auto-logistic modeling efforts by focusing on specification of a mean response that forces the auto-model spatial dependency parameter value to zero. It introduces the eigenvector filtering approach for spatial auto-logistic models by ex-tending the spatial filtering concept promoted by Getis (1995) , Griffith (2000b) , and Getis and Griffith (2001) . The eigenvector filtering approach is a non-parametric technique that removes the inherent spatial autocorrelation from generalized linear regression models by treating it as a missing variables (i.e., first order) effect. The aim of non-parametric spatial filtering is to control for spatial autocorrelation with a set of spatial proxy variables rather than to identify a global spatial autocorrelation parameter for a spatial process. As such, it utilizes the misspecification interpretation of spatial autocorrelation, which assumes that spatial autocorrelation is induced by missing exogenous variables, which themselves are spatially autocorrelated; spatial autocorrelation latent in the X covariates accounts for spatial autocorrelation in the dependent variable Y, effectively transferring spatial autocorrelation effects from Y, and hence the residuals, to the Xs.
In doing so, spatial filtering enables standard software to be used to estimate generalized linear models, which rely on stochastically independent observations, with georeferenced data whether or not the X covariates are known and measured. Each eigenvector of a spatial filter, derivable from a geographic weights matrix, exhibits a distinctive spatial pattern and has associated with it a given spatial autocorrelation level. The eigenvector spatial filtering approach adds a minimally sufficient set of eigenvectors as proxy-variables to a set of linear predictors, and in doing so eliminates spatial autocorrelation among the observations by inducing mutual independence.
This methodology is much easier to implement than MCMC, and produces parameter estimates that are more efficient than those calculated with the maximum pseudo-likelihood method. Furthermore, results permit a more detailed interpretation of spatial autocorrelation effects by allowing explicit visualization and decomposition of an initially hidden autocorrelation pattern in georeferenced binary data. Griffith et al. (1998) furnishes one illuminating application of spatial filtering in the context of autologistic modeling. This present paper provides a comparison of results from this form of spatial filtering with those from MCMC and maximum pseudo-likelihood in order to demonstrate the feasibility of spatial filtering methodology, enabling spatial scientists to better evaluate findings such as those reported in Griffith et al. (1998) .
A brief history of the auto-logistic model
One of the first versions of the two-dimensional auto-logistic model was derived in 1941 from work by Ising, who developed its one-dimensional counterpart in 1925 and after whom the Ising model is named (McCoy and Wu, 1973) . The Ising model is a simple model of magnetism, and one of the pillars of statistical mechanics. Each site on a two-dimensional lattice can take on one of two possible values (e.g., 0/1), with the geographic distribution of site values displaying strong positive first-order spatial autocorrelation. The phrase auto-logistic model began being widely used in the spatial statistics literature following Besag (1972) , who went on to introduce a range of possible auto-probability models (Besag, 1974) . Besag characterizes this model, in its purely spatial form, as being "analogous to a classical logistic model … except that here the explanatory variables are themselves observations on the process" (1974, p. 201) . Bartlett immediately began using this terminology (e.g., 1975, 1978) , directly linking it to the Ising model in his discussions.
One of the earlier applications of the auto-logistic model in the geographic literature appears in Haining (1985) , where spatial price competition is defined in terms of autologistic-modelgenerated probabilities, which in turn are used to generate regional price distributions. In more recent years an increasing number of other researchers have estimated auto-logistic models, sometimes addressing issues associated with using this class of model. For example, Meier, Nobel and Rathbun (1993) apply a linear landscape version of the model to transect sampling to investigate the population size of St. Croix ground lizards. le Cessie and van Houwelingen (1994) discuss modeling correlated binary outcomes in a way that preserves the logistic property of the marginal response probabilities. Augustin, Mugglestone and Buckland (1996) use the Gibbs sampler and explicitly model spatial autocorrelation intrinsic in presence/absence species data.
Wu and Huffer (1997) use an auto-logistic regression model for binary georeferenced data to describe the distribution of plant species. Dubin (1995 Dubin ( , 1997 specifies a logit diffusion model for the probability of adoption. Hoeting, Leecaster and Bowden (1999) apply an autologistic model with covariates to interpolate sparsely sampled georeferenced data over a region in order to construct maps of the likelihood of presence/absence of particular plant species. And, Brownstein, Holford and Fish (2003) employ an autologistic model to analyze the spatial distribution of the black-legged tick, in order to assess human risk for Lyme disease in much of the United States.
Regardless of order of spatial dependency specified, number of covariates included, or phenomenon studied, each of these studies analyzes spatially autocorrelated dichotomous variables.
Classical maximum likelihood estimation techniques cannot be used to estimate auto-logistic model parameters. Therefore, in addition to outlining the auto-logistic model, Besag (e.g., 1974) describes two procedures for estimating its parameters that he labels pseudo-likelihood and coding. His maximum pseudo-likelihood method treats areal unit values as though they are conditionally independent, and is equivalent to maximum likelihood estimation when they are independent. A pseudo-likelihood is specified as the product of conditional probability density func-tions for each areal unit, given neighboring areal units. For logistic regression, then, each areal unit value is regressed on a function of its surrounding areal unit values. This estimation procedure involves a trade-off between simplicity and statistical efficiency; efficiency is lost when dependent values are assumed to be independent. Meanwhile, Besag's coding scheme divides a set of areal units into (ideally two) subsets free of, for example, areal unit adjacencies for a firstorder dependency structure. This allows the first-order Markov assumption to imply that values of each areal unit in a given subset are mutually independent. Then each value in one subset can be regressed on a function of its corresponding neighboring values in the other subset, with this estimation repeated by switching regressors and regressands. The resulting spatial autoregressive parameter estimates then can be averaged, as long as they are comparable. Preferring two subsets makes implementing this coding scheme practical for regular lattice data, and cumbersome for irregular lattice data. Regardless, this coding procedure essentially is equivalent to the first step in MCMC estimation of parameters for an auto-logistic model. Bartolucci and Besag (2002) propose a recursive algorithm as a more useful alternative to estimate the joint distribution of georeferenced binary values. But this new algorithm can be as numerically intensive as MCMC estimation. In contrast, Heagerty and Lele (1998) propose a computationally simple method for estimation and prediction using georeferenced binary data-whose spatial autocorrelation is described with a geostatistical semivariogram model-that is based upon pairwise likelihood contributions. And, Albert and McShane (1995) propose a generalized estimating equations approach, again employing geostatistical semivariogram models to parameterize spatial dependency.
Logistic regression
Logistic regression (see Hosmer and Lemeshow, 2000) assumes independent Bernoulli outcomes, denoted by Y i = 0 or 1, taken at locations i = 1, 2, …, n, where these binary values can be described by a set of explanatory variables denoted by X i , a 1-by-(K+1) vector of K covariate values, and a 1 (for the intercept term), for location i. The probability of a 1 being realized for these data is given by
where β is the (K+1)-by-1 vector of non-redundant parameters, and P(Y i = 0| X i ) = 1 -P(Y i = 1| X i ). Equation (1) has been employed in geographic studies of dichotomous phenomenon (e.g., Wrigley, 1985; Clark and Hoskings, 1986) . Its simplest form is for a constant probability across areal units:
, for some constant α (using popular bivariate regression notation, which in multiple regression notation is denoted by 0 β ), where
Auto-logistic regression
Suppose the n-by-n 0/1 binary geographic connectivity or weights matrix C represents the geographic arrangement of data values. Accordingly, c ij = 1 if two locations i and j are neighbors, and c ij = 0 otherwise (note: c ii = 0); matrix C contains n 2 0/1 values. Pairwise-only spatial dependence often is assumed when specifying such auto-models in terms of matrix C (for an example employing more than pairwise cliques see Tjelmeland and Besag, 1998) . Retaining this assumption, for a spatial autoregressive situation, the problem becomes one of estimating the parameters of the following probability function:
where Y i denotes a random variable while y i denotes an observed realization of the random variable, i α is the parameter capturing large-scale variation (and hence could be specified in terms of vector X i ), ρ is the spatial autocorrelation parameter, and C i is the row-vector of c ij values for location i. Matrix C must be symmetric for identifiability reasons (Besag, 1974) , and often is, but need not be, binary. The pure spatial autoregressive form of equation (2) is the extension of equation (1) (Cliff and Ord, 1981) , denoted by BB if two ones are geographically nearby (i.e., c ij = 1), BW if a one and a zero are geographically nearby, and WW if two zeroes are geographically nearby. These join count statistics can be converted to z-scores by subtracting their respective means and dividing the resulting differences by their respective standard deviations, parameters that are established under a null hypothesis of zero spatial autocorrelation (see Cliff and Ord, 1981, pp. 36-41) .
The proposition promoted in this paper is that by including variables in matrix X-the nby-(K+1) concatenation of the n X i vectors-that account for the spatial autocorrelation observed in the associated geographic distribution of binary values, the explicit autoregressive term in equation (2) can be dispensed with. In other words, spatial dependence effects are shifted from a small-scale variation term to the mean response term, resulting in ρ being forced to 0. This perspective contends that spatial autocorrelation appears in residuals because variables are missing from the mean response specification (e.g., the geographic distribution of soil types or moisture content for agricultural yields). This shift can occur by introducing appropriate synthetic variables into matrix X that serve as surrogates for spatially autocorrelated missing variables. These synthetic variables are the eigenvectors of the following modified version of binary matrix C:
where I is the identity matrix, 1 is an n-by-1 vector of ones, T denotes the operation of matrix transpose, and n is the number of areal units. This particular matrix expression appears in the numerator of the widely used Moran Coefficient (MC) index of spatial autocorrelation. Tiefelsdorf and Boots (1995) show that all of the eigenvalues of matrix expression (3) relate to specific MC values. One appealing property of equation (3) is that matrix C is constant for a given surface partitioning and adjacency definition, rendering the same set of eigenvectors for all attributes geographically distributed across the given surface partitioning (i.e., zonation scheme).
In extending the findings of Tiefelsdorf and Boots (1995) , and linking them to principal components analysis (PCA; Griffith, 1984) , the eigenvectors of expression (3) may be interpreted in the context of latent map pattern as follows:
The first eigenvector, E 1 , of expression (3) is the set of numerical values that has the largest MC achievable by any possible set of numerical values, for the arrangement of locations given geographic connectivity matrix C. The second eigenvector is the set of numerical values that has the largest achievable MC by any set of numerical values that is uncorrelated with E 1 . This sequential construction of eigenvectors continues through E n , which is the set of numerical values that has the largest negative MC achievable by any set of numerical values that is uncorrelated with the preceding (n-1) eigenvectors.
Hence these n eigenvectors describe the full range of all possible mutually orthogonal map patterns, and may be interpreted as synthetic map variables that represent specific natures (i.e., positive or negative) and degrees (e.g., negligible, weak, moderate, strong) of potential spatial autocorrelation. This perspective also is alluded to by Switzer (2000), who is more concerned with efficient sampling issues, and Boots and Tiefelsdorf (2000) , who discuss the construction of linear combinations of these eigenvectors in order to obtain any pre-specified level of spatial auto- Given the foregoing MC decomposition result, the research problem becomes one of determining whether or not expression (2) can be replaced by
where K denotes some subset of the n eigenvectors that has been chosen by supervised selection criteria (i.e., E i,K is an n-by-K matrix whose columns are the K selected eigenvectors), dispensing with the j n j y 1 ij c ∑ = ρ term by shifting spatial dependence effects to the large scale variation term
represented by E i,K β, forcing ρ to 0, and letting i α be the constant α (i.e., no covariates other than eigenvectors are included in the specification). A link between equations (2) and (4) may be gleaned from the following algebraic manipulations:
where Λ is a diagonal matrix of eigenvalues whose order is the same as the corresponding eigenvectors in matrix E, δ is a vector of coefficients, and superscript T denotes matrix transpose.
A straightforward extension of equation (4) would be to include covariates in its specification; the version selected for study here avoids dealing with covariates in order to focus solely on the eigenvector spatial filter. The parameters α and β of equation (4) can be estimated with the method of maximum likelihood.
Eigenvector selection criteria
One difficulty associated with equation (4) is that n eigenvectors are extracted from expression (3). One of these eigenvectors is proportional to the vector 1, which is associated with the con- Nevertheless, supervised stepwise selection of eigenvectors is a useful and effective approach to identifying the subset of eigenvectors that best describes latent spatial autocorrelation in a particular georeferenced binary variable. This procedure begins with only the intercept included in the logistic regression specification. Then, at each step an eigenvector is considered for addition to the model specification. The one that produces the greatest reduction in the loglikelihood function chi-square test statistic is selected, but only if it produces at least a prespecified minimum reduction; this is the criterion used to establish statistical importance of an eigenvector. At each step all eigenvectors previously entered into the model specification are reassessed, with the possibility of removal of vectors added at an earlier step. The forward/backward stepwise procedure terminates automatically when some prespecified threshold values are encountered for entry and removal of all candidate eigenvectors. The final inclusion criterion may 3 This situation differs from PCA in that here eigenvectors themselves are used as synthetic variables, rather than as coefficients for constructing linear combinations of a set of original variables, Thus, the numerator of a product moment correlation coefficient is Employing this second criterion of monitoring the residual spatial autocorrelation is advisable because otherwise the chi-square criterion may allow too many eigenvectors to be added to the logistic equation, resulting in an over-correction for non-zero spatial autocorrelation latent in variable Y.
Numerical results
The spatial filtering procedure is evaluated here both with real data and with simulated data in order to illustrate its general applicability. Two sets of simulated data (following Guyon, 1995, p. 212) were generated based upon this empirical data set. The first of these two data sets comprises 1,000 simulated maps con-structed with the logistic regression equation (4) 
In other words, by substituting the coefficients contained in Table 1 into equation (4), a probability-given by equation (5)-can be calculated for each of the 400 quadrats into which the agricultural field was divided. Each of these probabilities represents the (population) chance of a 1 being randomly selected for the associated quadrat. Next, for each of the 1,000 simulation replications, 400 independent random selections were made from a Bernoulli distribution using these 400 probabilities. This sampling was implemented with the IMSL RNBIN routine, which generates pseudorandom numbers from a binomial distribution. For agricultural field plot i for a given simulated map, a pseudorandom number was generated for a single Bernoulli trial having prob- The second data set comprises 1,000 simulated maps, too, constructed using the logistic regression equation (2) and the MCMC 4 maximum likelihood parameter estimates appearing in Table 2 : for iteration τ , yielding a conditional probability for each of the 400 quadrats into which the agricultural field was divided. The initial map ( τ = 0) was constructed with a sample of 0s and 1s drawn using the IMSL RNBIN routine and probabilities p i,0 = p = 0.5 (i = 1, 2, …, 400). For each iteration and each agricultural field plot i, a pseudorandom number was generated for a single Bernoulli trial having probability τ i, p . The seed selected to initiate routine RNBIN was calculated using the computer system clock. Each iterative pass over the map was done randomly, with the order of field plot iterative (i.e., τ ) updates being determined by IMSL routine IPER.
Iterations were performed until the Markov chain converged. In other words, each of these maps was constructed using a Gibbs sampler, with the chain running for 1,000 iterations; each of the final iteration results constitutes a single simulated binary map.
Parameter estimation results
Maximum pseudo-likelihood estimates-conventional GLM parameter estimates for equation
(2)-were obtained using PROC LOGISTIC in SAS. MCMC-maximum likelihood estimates were obtained using PROC NLIN in SAS to estimate the score equation reported in Huffer and Wu (1998) and the log-likelihood equation reported in Graham (1994) . The initial state was a map whose binary values were selected at random, each with a probability of 0.5, and whose external edge quadrats were assumed to take on the value of 0. 5 The maximum pseudo-likelihood estimates were used to generate a Markov Chain using a Gibbs sampler. In other words, the parameter estimates α and ρ are obtained with the pseudo-likelihood method, which renders reasonable parameter but poor standard error estimates, and then used to compute Once calculated, each probability,
p + , then is used to draw a random value from a Bernoulli distribution, which becomes the map value for location i at iteration 1 τ + . The first probabilities are i,1 p (i = 1, 2, …, n), which are calculated using the initial state map obtained with random sampling. Iteration 1 τ + calculations begin by using map values for iteration τ , and gradually change to using map values for iteration 1 τ + as they increasingly replace the values for iteration τ . Repeated application of these n marginal probability calculations, randomly permuting the set of locational indices {1, 2, …, n} at each iteration, produces the joint distribution for the n locations. The warm-up/burn-in portion of the chain was 5,000 iterations, after which every fifth map was selected, yielding a total of 1,000 maps in the chain, and during each iteration all 400 quadrats were visited in a new random order. With regard to the speed of convergence of the chain (i.e., its mixing rate), deterministic sweepings (i.e., updates across a map) appear to be more efficient than random sweepings when strong spatial autocorrelation prevails, whereas the converse holds when weak spatial autocorrelation is present (Peskun, 1973) . Random permutations can be viewed as a compromise between these two possibilities. The two estimation functions were used in order to check that a single set of estimates was obtained. The maximum pseudo-likelihood and MCMC-maximum likelihood estimates of the pair of parameters contained in equation (2), where the locational mean is a constant (i.e., i α = α ), appear in Table 2 . The conventional standard errors are those reported by SAS for PROC LOGISTIC, the MCMC simulation-based standard errors are those given by the variation of pseudo-likelihood estimates for 100 MCMC simulations generated with the empirical pseudo-likelihood parameter estimates, and the asymptotic standard errors are based upon the Fisher information matrix presented in Huffer and Wu (1998).
A spatial filtering analysis can follow two approaches here. The first is to execute a stepwise selection of eigenvectors from the entire set of eigenvectors associated with positive spatial autocorrelation. The second is to execute a stepwise selection while restricting attention to those eigenvectors depicting prominent levels of positive spatial autocorrelation. This first approachwhich is the first threshold of the second approach-ultimately resulted in the selection of 36 eigenvectors (see Table 4 for details of the explicit selection results). Results from this approach include: 32 misclassified quadrats, φ ) = 0.82644, and z BB = 5.1 and z BW = -0.7. This BB join count statistic suggests some over-correction for effects of the latent spatial autocorrelation; a fewer number of eigenvectors produces a z BB value that is closer to 0 (see Table 4 ). Based upon achieving the minimum residual z BB value with the fewest eigenvectors, the second approach resulted in restricting attention to those eigenvectors whose associated MC exceeds half of the maximum possible MC value, or MC max /2 = 1.02337/2 = 0.51169 (which is equivalent to MC/MC max = 0.5). This result suggests that the threshold value of MC max /4 (which is equivalent to MC/MC max = 0.25) proposed in §2.1 may be too liberal. Stepwise results produced by these two approaches respectively appear in Tables 3 and 4 . Eigenvectors are denoted by E k , where k is the rank order number, with k=1 denoting that eigenvector having the largest MC value, through k=189 denoting that eigenvector having the positive MC value closest to zero. The likelihood ratio criterion (i.e., a 2 χ statistic given by -2 times the difference between the maximized value of the log-likelihood function before and after a variable is entered into a logistic regression equation) is optimized by conventional stepwise logistic regression. Nonmonotonicity of other sequential results appearing in Table 3 (e.g., step 3 inclusion of E 17 ) suggests the need to formulate selection criteria other than maximization of the log-likelihood function value.
Similar to the numerous stopping rules available for stepwise variable selection in conventional multiple linear regression, other approaches could be adopted here. One criterion might be to minimize the residual-based term (|z BB | + |z BW )/2. This criterion would favor a MC threshold value of 0.10 in Table 4 , which was constructed by sequentially reducing the candidate set of ei- 
Pseudo-likelihood simulation findings
Maximum pseudo-likelihood estimation of parameters for each of the two simulated spatial data sets produced interesting properties. Results for those data simulated using the filtered logistic regression equation (4) Table 2 ), and neither simulated sampling distribution adequately conforms to a normal distribution (the respective S-W values are 0.994 and 0.989, both of which are highly significantly different from 1). Inspection of quantile plots for the frequency distributions of the simulated parameter estimates suggest that they basically are symmetric, with deviations occurring in their tails.
Results for those data simulated by generating MCMC maps using the auto-logistic regression equation (2) include: the average number of ones is 145.6, which is very close to the count of 143 ones for the empirical data; a join count statistic of BB = 185.7, which essentially is the same as the observed value of 181; and, maximum pseudo-likelihood estimated parameter estimate arithmetic averages of α ) = -2.8428 and ρ ) = 1.4302, with standard errors of α ) s = 0.2793 and ρ ) s = 0.1638-these parameter estimates are almost identical to the MCMCmaximum likelihood ones for the empirical data, which were used to generate the Markov chains, while these standard errors are very similar to those for the empirical maximum pseudolikelihood estimates (see Table 2 ). Again, neither simulated sampling distribution conforms to a normal distribution (the respective S-W values are 0.992 and 0.992, both of which are highly significantly different from 1).
Spatial filtering simulation findings
Spatial filtering results appear in Table 1 . Eigenvector coefficient estimates computed for maps generated with equation (4) are comparable with their empirical counterparts, although in every case the coefficients calculated with the simulated maps are further from zero than are their empirical counterparts. In addition, the accompanying simulation-based standard errors are greater than their empirical counterparts, with few simulated sampling distributions adequately conforming to a normal distribution.
Eigenvector coefficient estimates computed for MCMC generated maps using equation (2) fail to capture spatial autocorrelation effects here, although most of their sampling distributions do conform to a normal curve. This finding is attributable to the combinatorial nature of spatial autocorrelation: many map patterns can be associated with a single global measure of spatial autocorrelation (see, e.g., Boots and Tiefelsdorf, 2000) . Given this feature of spatial autocorrelation, the 74 eigenvectors identified in Table 4 (for MC = 0.51669) describing prominent de-grees of positive spatial autocorrelation were used to account for autocorrelation in the MCMC simulated maps. Results for these logistic regressions appear in Table 5 . These results differ from those reported in Table 1 
Further assessment of the spatial filtering model specification
The predictive performance of the spatial filtering model specification also was evaluated through cross-validation, whose tabular results appear in Table 6 , and whose graphical results appear in Figure 2 . Both assessment tools suggest that probabilities generated by the spatial filtering logistic regression model are very good; accompanying statistics include: 62 misclassified quadrats, and φ ) = 0.65829.
An important feature differentiating the spatial filtering [i.e., equation (4)] and conventional auto-logistic [i.e., equation (2)] models is the number of parameters, which respectively are (K+1) and 2. The eigenfunctions of matrix expression (3) and matrix C are nearly identical, once the principal eigenvalue is replaced by 0 and its corresponding eigenvector is replaced by Griffith, 2000a) . Meanwhile, the autoregressive term associated with equation (2) can be rewritten as follows:
where E Λ E T is the eigenfunction decomposition of matrix C, and the vector (E T E)
the familiar vector of linear regression coefficients. In other words, the two-parameter spatial autoregressive specification includes all of the eigenvector coefficients, regardless of their distances from zero. The spatial filtering specification simply explicitly removes those eigenvectors whose coefficients are unimportant.
This equivalency also relates to the amount of redundant information represented by spatial autocorrelation. When ρ = 0, the effective sample size-the comparable number of independent observations-is n. But as ρ increases, the effective sample size decreases to 1. The number of eigenvectors appearing in equation (4) potentially is proportional to the accompanying reduction in effective sample size.
The role of the geographic neighbor structure also is of concern here. Popular first-order definitions are the "rook's" case employed in this paper (see §3), and the "queen's" case (c ij = 1 if two locations share either a zero or a non-zero length common boundary, and c ij = 0 otherwise).
For a regular square tessellation forming a rectangular region (e.g., the field plots analyzed in this paper), the eigenvectors are analytically known and are the same for both of these neighbor definitions (Griffith, 2003) . In addition, because (I -ρ C)
T /n), if certain types of higher order autoregressive models are based upon powers of matrix C-for example, replacing a CAR with a SAR specification-then the eigenvectors remain the same. The spatial dependency adjustments that accompany these higher order models convert to changes in estimated regression coefficients for the spatial filter specification, and changes in weights applied to eigenvectors used to calculate MC values. In other words, more than likely different eigenvectors will be selected for constructing matrix E k .
As with the first-and second-order spatial autoregressive models, except for the special case of the principal eigenvector of matrix C, the eigenvectors of matrix (I -11 
Conclusions
The spatial filtering methodology outlined in this paper furnishes an alternative pseudolikelihood procedure-correlated georeferenced binary data are assumed to be conditionally independent, given selected geographic weights matrix eigenvectors-that successfully captures spatial dependency effects in the mean response term of a logistic regression model, avoiding the complication of an intractable normalizing factor. It is easily implemented with standard logistic regression and principal components analysis software. This filtering focuses on the particular form of positive spatial autocorrelation latent in a given georeferenced data set. In contrast with findings of Huffer and Wu (1998), many of the simulated sampling distributions for estimated parameters inspected here failed to conform to a normal distribution (for the most part, they are symmetric with heavy tails).
Classification results for the particular empirical example examined here appear in Table   6 . All three procedures capture the basic map pattern exhibited by the disease. Pseudo-likelihood appears to do the poorest job of prediction in the core area of disease concentration, whereas spatial filtering appears to do the best job. The linear combination of 19 eigenvectors used in the spatial filtering contains moderate-to-strong spatial autocorrelation, having a MC value of 0.917.
The map pattern portrayed by this composite variable can be used as a clue to search for missing substantive variables (e.g., soil type, soil-water tension) that should be included in equation (4) as replacements for some or all of the selected eigenvectors; such covariates also would reduce the magnitude of ρ ) in the equation (2) Results of this type of spatial filtering analysis offer useful insights into the spatial process under study. The empirical example analyzed here is the diffusion of a particular disease over a geographic landscape, a spatially autocorrelated phenomenon by its very nature. Based on the phi correlation coefficient, the pseudo-likelihood results suggest that roughly 25% of the variance in presence/absence of the pepper plant disease is locationally redundant. MCMC results, which statistically are more efficient, suggest that about 33% is redundant information. Spatial filtering suggests that about 50% is redundant information. In addition, both pseudo-likelihood and MCMC findings suggest that the number of 1s on the map should be approximately 50% of the total (i.e., β 2 α − ≈ ). But the number of 1s is only about 36%. Although MCMC indicates the presence of slightly stronger spatial autocorrelation, neither estimator has an upper bound. In contrast, with a MC/MC max value of 0.896, the spatial filter specification suggests a wellstructured pattern, which is visible in Figure 1a ; and the index has an upper limit of 1. Finally, both the pseudo-likelihood and MCMC procedures appear 6 to have over-corrected for spatial autocorrelation (see Table 6 ); these methods are based upon ρ C, which uses all of the eigenvectors of matrix C (see §4). Because spatial filtering involves a judicious selection of a subset of the eigenvectors of matrix C, it enables over-correction for spatial autocorrelation to be better controlled. In other words, the map appearing in Figure 1d should better portray the spatial process outcome than the do maps in Figures 1b and 1c .
Findings reported here are important for spatial statistics because the auto-logistic specification for binary data naturally lends itself to geographic studies of disease and species. These findings also complement those reported in Griffith (2002) 
Maximizing this function can be done efficiently with a quasi-Newton method, which approximates its appropriate second-order derivatives in terms of squared residuals.
The first term in equation (A.1) reveals that some relief from multicollinearity problems may be realized when the predictor variables contained in matrix X are orthogonal. Maximization is with respect to the elements of vector β and scalar α , and orthogonality of matrix X results in an absence of covariation among the partial derivatives with respect to the individual β j s that would be attributable to the Y T X term. When the mean of each X j variable is zero, there also is an absence of covariation among the partial derivates that would be attributable to vector 1. But the partial derivative of the third term in expression (A.1) with respect to β j is ∑ = n i 1
, resulting in covariations among LN(X j ) and X k (j ≠ k). This covariation is present regardless of the orthogonality of matrix X.
A more explicitly illustration of how the orthogonality of matrix X is corrupted in logistic regression is furnished by considering an asymptotic equivalence to the maximization of equation (A.1). The variance of population probability parameter p i is given by p i (1 -p i ), indicating heterogeneous variance when p i is not constant (i.e., variation across the n observations). This feature of logistic regression is exploited in a second criterion that can be used for parameter estimation, namely minimizing the weighted sum of squares quantity
where p i is given above. Expression (A.2) reveals that orthogonality not only is lost through the nonlinearity of the logistic function [e.g., through the third term in equation (A.1)], but also through adjusting for heteroscedasticity with the weights ) i p (1 i p − , which are not included in the orthogonalization of the original predictor variables represented by matrix X. The algebra of this situation can be studied in terms of iteratively reweighted least squares (see, e.g., Fox, 1997).
Therefore, if matrix X is the eigenvectors E K , collinearity complications are introduced because these eigenvectors retain their orthogonality only for simple linear models. 
