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Abstract
Inference about a scalar parameter of interest is a core statistical task that has attracted
immense research in statistics. The Wald statistic is a prime candidate for the task, on the
grounds of the asymptotic validity of the standard normal approximation to its finite-sample
distribution, simplicity and low computational cost. It is well known, though, that this nor-
mal approximation can be inadequate, especially when the sample size is small or moderate
relative to the number of parameters. A novel, algebraic adjustment to the Wald statistic
is proposed, delivering significant improvements in inferential performance with only small
implementation and computational overhead, predominantly due to additional matrix mul-
tiplications. The Wald statistic is viewed as an estimate of a transformation of the model
parameters and is appropriately adjusted, using either maximum likelihood or reduced-bias
estimators, bringing its expectation asymptotically closer to zero. The location adjustment
depends on the expected information, an approximation to the bias of the estimator, and
the derivatives of the transformation, which are all either readily available or easily obtain-
able in standard software for a wealth of models. An algorithm for the implementation of
the location-adjusted Wald statistics in general models is provided, as well as a bootstrap
scheme for the further scale correction of the location-adjusted statistic. Ample analytical
and numerical evidence is presented for the adoption of the location-adjusted statistic in
prominent modelling settings, including inference about log-odds and binomial proportions,
logistic regression in the presence of nuisance parameters, beta regression, and gamma re-
gression. The location-adjusted Wald statistics are used for the construction of significance
maps for the analysis of multiple sclerosis lesions from MRI data.
Keywords: beta regression; bias reduction; data separation; generalized linear models; infinite
estimates; magnetic resonance imaging.
1 Introduction
Testing hypotheses and constructing confidence intervals for scalar parameters are key statistical
tasks that are usually carried out relying on large-sample results about likelihood-based quanti-
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ties. Under a model that is specified partially or fully by the null hypothesis, the signed root of
the logarithm of the likelihood ratio (LR) statistic, the score statistic and the Wald statistic are
equivalent to first-order (Pace and Salvan, 1997, § 3.4.1), yet the use of the latter for inference
is more widespread. The Wald statistic involves a direct comparison between the estimated and
the hypothetical value of the parameter, accounting also for estimation uncertainty. As a result,
and in contrast to its main competitors, its computation does not require fitting the model under
the null hypothesis, which can be time-consuming for complex models or when there is a need
to perform many tests.
The Wald test can, though, demonstrate anomalies in its power, mainly because of the use
of parameter estimates in the variance part of the statistic (Mantel, 1987). Hauck and Donner
(1977) and Fears et al. (1996) study such anomalies in logistic regression models and in one-way
random effects analyses of variance, respectively, and Væth (1985) gives mathematical conditions
under which Wald procedures can suffer from scarce power in the more general context of
exponential family models. In addition, the performance of Wald-type inference depends directly
and, sometimes, critically on the properties of the estimator used in the statistic. A common
strategy in enhancing Wald inference is to replace the maximum likelihood (ML) estimator
with another that has improved frequentist properties and a limiting normal distribution. One
prominent example is the use of a moment-based estimator for the dispersion parameter in
generalized linear models with unknown dispersion, as is recommended in McCullagh and Nelder
(1989, § 8.3) and implemented in the summary.glm function of the stats R package (R Core
Team, 2018). Another recent example is in Kosmidis and Firth (2010), who illustrate that the
finite-sample bias of the ML estimator of the precision parameter in beta regression models
results in excessively narrow Wald-type confidence intervals (CIs) and anti-conservative Wald
tests, and propose the use of a reduced-bias (RB) estimator to alleviate those issues. Below is a
working illustration of that proposal in a beta regression model involving precision covariates.
Example 1.1: Smithson and Verkuilen (2006) use beta regression to investigate the relative
contribution of nonverbal IQ to the distribution of n = 44 children’s scores on a reading accuracy
test, controlling for the presence of diagnosed dyslexia. The score of the ith child is assumed
to be from a beta random variable with mean µi and variance µi(1− µi)/(1 + φi), with φi > 0.
The score mean µi and precision φi are linked with covariates through the relationships
log
µi
1− µi = β1 +
4∑
j=2
βjxij and log φi = γ1 +
3∑
j=2
γjxij (i = 1, . . . , n) , (1)
where β = (β1, β2, β3, β4)
> ∈ <4, γ = (γ1, γ2, γ3)> ∈ <3 are the vectors of regression coefficients,
xi2 takes value −1 if the ith child is dyslexic and 1 if not, xi3 is the nonverbal IQ score, and
xi4 = xi2xi3 is the interaction between dyslexia status and nonverbal IQ score.
The parameters β and γ in (1) are estimated using the ML estimator and its RB version, as
these are implemented in the R package betareg (Gru¨n et al., 2012). Table 1 shows the result-
ing estimates, the corresponding estimated standard errors based on the expected information
matrix, and the nominally 95% individual Wald-type CIs. As is also noted in Kosmidis and
Firth (2010), bias reduction inflates estimated standard errors, and results in CIs that are wider
than those based on ML, better reflecting the uncertainty about the values of the parameter.
To illustrate this, the coverage probabilities of individual Wald-type intervals are estimated at
levels 90%, 95% and 99%, using 50 000 samples simulated under the ML fit. The results in
Table 2 suggest that the use of the RB estimates in Wald-type CIs brings the empirical coverage
probabilities closer to the nominal value.
In the current paper, we improve Wald inference about scalar parameters through a novel,
more explicit approach than the one presented in Example 1.1, which exploits the direct de-
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Table 1: Maximum likelihood (ML) and reduced-bias (RB) estimates, corresponding standard
errors (in parenthesis) and 95% Wald-type confidence intervals for the parameters of model (1).
Estimates 95% Confidence intervals
ML RB ML RB
β1 1.123 (0.143) 1.114 (0.148) 0.843 1.403 0.824 1.405
β2 -0.742 (0.143) -0.734 (0.148) -1.021 -0.462 -1.024 -0.444
β3 0.486 (0.133) 0.441 (0.141) 0.225 0.747 0.165 0.717
β4 -0.581 (0.133) -0.532 (0.140) -0.841 -0.321 -0.807 -0.257
γ1 3.304 (0.223) 3.092 (0.225) 2.868 3.741 2.652 3.533
γ2 1.747 (0.262) 1.654 (0.264) 1.232 2.261 1.138 2.171
γ3 1.229 (0.267) 1.048 (0.271) 0.705 1.753 0.518 1.578
Table 2: Empirical coverage probabilities of individual Wald-type confidence intervals for
β2, β3, β4, γ2, γ3 in (1), based on the maximum likelihood estimator (ML) and its reduced-bias
version (RB) at nominal levels 90%, 95%, and 99%. Reported rates based on 50 000 samples
simulated under the ML fit in Table 1.
ML RB
90% 95% 99% 90% 95% 99%
β2 86.9 92.4 97.7 88.1 93.4 98.2
β3 84.8 91.0 97.1 87.2 92.9 98.0
β4 85.0 91.2 97.2 87.3 92.9 98.0
γ2 82.4 89.1 96.1 83.8 90.2 96.7
γ3 79.1 86.0 94.4 82.7 89.2 96.1
pendence of the Wald statistic on the estimator. Location-adjusted (LA) Wald statistics are
defined whose expectations are asymptotically closer to that of the limiting normal distribution
under the null hypothesis. The developments in this paper also shed light on why the use of
RB estimators in the Wald statistics can improve inferential performance in cases, like it does
in Example 1.1.
Corresponding methods have been first proposed by Bartlett (1937) for enhancing first-
order inference based on the LR statistic, and have later been applied to other test statistics
(see, for example, Cordeiro and Ferrari, 1991). The location adjustment that is introduced here
depends on quantities that are either readily available or easily obtainable, either analytically or
numerically, for many well-used model classes. In particular, the proposed adjustment involves
the expected information, an approximation to the bias of the estimator (see, for example
Cox and Snell, 1968, for the first-term in the bias expansion of the ML estimator), and the
derivatives of an appropriate transformation of the model parameters, which can be computed
either analytically or by numerical or automatic differentiation methods.
We demonstrate how the correction in the location of the Wald statistic strikes a balance in
being sufficient to deliver significant improvements to finite-sample inferential performance over
other status-quo methods in prominent modelling scenarios, only with a small sacrifice to the
computational simplicity of classical Wald inference, mainly due to extra matrix multiplications.
A bootstrap procedure that exploits the computational simplicity of LA Wald statistics is also
presented to deliver location- and scale-adjusted Wald statistics.
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Our recommendation of adopting LA Wald statistics in statistical practice is supported by
ample analytical and numerical evidence, along with case-studies under well-used modelling
settings. These settings include inference about log-odds and binomial proportions, inference
from logistic regression models in the presence of nuisance parameters, beta regression, gamma
regression and random-effects meta-analysis (see, supplementary material) models. The LA
Wald statistics are successfully used within the mass univariate probit regression framework in
Ge et al. (2014, Subsection 4.1) for the construction of brain significance maps to visualize the
strength of association of patient characteristics to the occurrence of multiple sclerosis lesions
from MRI data. This is a scenario where standard statistics, like the Wald and likelihood-ratio
ones, have sub-optimal properties or completely fail to apply due to the occurrence of infinite
estimates in many of the thousands voxel-wise regressions.
The current paper is structured as follows. The location adjustment to the standard Wald
statistic and the Wald statistic based on RB estimators are introduced in Section 2 and Sec-
tion 3. Section 4 derives the computational complexity of the LA Wald statistics and presents
an algorithm for their computation for general models. Section 5 illustrates the effect that the
location adjustment has on the normal approximation to the distribution of the Wald statistic.
Procedures for the computation of CIs are detailed in Section 6, and their performance is as-
sessed under a beta regression setting in Section 7. Section 8 gives evidence on the accuracy of
the LA Wald statistics when making inference on log-odds and binomial proportions. Section 9
obtains the closed form of the quantities required to compute LA Wald statistics for inference
from generalized linear models, and shows simulation results for gamma and logistic regressions.
In Section 10, the LA statistics are used for the construction of significance maps for the analysis
of multiple sclerosis lesions from MRI data. Finally, Section 11 presents a bootstrap procedure
for the scale-adjustment of LA Wald statistics, before closing with discussion and further work
in Section 12.
2 Location-adjusted Wald statistic
2.1 Bias of the Wald statistic
Consider a sample y = (y1, . . . , yn)
> of observations assumed to be realizations of independent
random variables Y1, . . . , Yn, with Yi having conditional density or probability mass function
f(yi|xi; θ), where θ ∈ Θ ⊆ <p, p ≤ n, is the parameter vector and xi = (xi1, . . . , xik)> is
a k-vector of explanatory variables for the ith observation (i = 1, . . . , n). We partition θ as
θ = (ψ, λ>)>, where ψ ∈ Ψ ⊂ < is a scalar parameter of interest and λ ∈ Λ ⊂ <p−1 is a
(p− 1)-vector of nuisance parameters.
Assuming that the log-likelihood function l(θ) =
∑n
i=1 log f(yi|xi; θ) satisfies the usual reg-
ularity conditions (see, for example, Pace and Salvan, 1997, § 3.4), a typical way to construct
inference about ψ is using a Wald statistic. For example, the Wald test for H0 : ψ = ψ0 with
ψ0 ∈ < computes p-values using the standard normal distribution and the observed value of the
signed Wald statistic
t = (ψˆ − ψ0)/κ(θˆ) . (2)
In the above expression, θˆ = (ψˆ, λˆ>)> = arg maxθ∈Θ l(θ) is the ML estimate of θ and κ(θ) is
the square root of the (ψ,ψ)-element of the variance-covariance matrix {i(θ)}−1 of the exact
or asymptotic distribution of the estimator θˆ, usually taken as the inverse of the expected
information E{∇l(θ)∇l(θ)>}, where ∇ denotes the gradient with respect to θ. Without loss
of generality, we assume that the element at the first row and first column of {i(θ)}−1 is the
asymptotic variance of ψˆ.
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The standard normal distribution is not always a good approximation to the exact distri-
bution of (2) under H0. This is commonly the case when the model is highly non-linear in the
parameters or n is small or moderate relative to p (see, for example, McCullagh and Nelder,
1989, § 6.2.4).
We show how this approximation can be easily improved by bringing the first null moment of
the asymptotic distribution for the adjusted Wald statistic closer to zero. The word “null” here
is used to highlight the fact that the expectation is taken with respect to the model, assuming
that the null hypothesis holds.
Consider the transformation
T (θ;ψ0) = (ψ − ψ0)/κ(θ) (3)
of the parameter θ. We call T (θ;ψ0) the Wald transform. The Wald transform is of order
O
(
n1/2
)
because κ(θ) = O
(
n−1/2
)
. Then, t in (2) is the ML estimator of (3). As is the case
for θˆ, t is also subject to finite-sample bias, which can be reduced by subtracting the first term
in the asymptotic expansion of its bias, as is shown, for example, in Efron (1975, Remark 11,
p. 1214).
Assume that (3) is at least three times differentiable with respect to θ and that θˆ is consistent.
Then, using the Einstein summation convention, T (θˆ;ψ0)− T (θ;ψ0) can be expanded as
(θˆu − θu)Tu(θ;ψ0) + 1
2
(θˆu − θu)(θˆv − θv)Tuv(θ;ψ0) (4)
+
1
6
(θˆu − θu)(θˆv − θv)(θˆw − θw)Tuvw(θ;ψ0) +Op
(
n−3/2
)
,
where Tu(θ;ψ0), Tuv(θ;ψ0) and Tuvw(θ;ψ0) are the gradient, hessian and third derivative, re-
spectively, of (3) (u, v, w = 1, . . . , p), all with order O
(
n1/2
)
. Taking expectations in (4) gives
that E{T (θˆ;ψ0)− T (θ;ψ0)} = B(θ;ψ0) +O
(
n−3/2
)
with
B(θ;ψ0) = b
u(θ)Tu(θ;ψ0) +
1
2
iu,v(θ)Tuv(θ;ψ0) , (5)
where the first-order bias bu(θ) is such that Eθ(θˆ
u − θu) = bu(θ) + o(n−1) and iu,v(θ) can be
understood as the (u, v)th element of {i(θ)}−1 (u, v = 1, . . . , p). The above expression can also
be derived using Kosmidis and Firth (2010, § 4.3, Remark 3), which gives the first-term in the
bias expansion of the ML estimator for a transformation of a scalar parameter in terms of that
of the ML estimator for the parameter. Expression (5) can be written in matrix notation as
B(θ, ψ0) = {b(θ)}>∇T (θ;ψ0) + 1
2
tr
[
{i(θ)}−1∇∇>T (θ;ψ0)
]
, (6)
where tr(A) denotes the trace of matrix A, and ∇ and ∇∇> denote the gradient and the matrix
of second derivatives with respect to θ, respectively.
2.2 Location-adjusted Wald statistic
The LA Wald statistic for ψ is then
t∗ = t− B̂ , (7)
where B̂ is a suitable estimator of B(θ;ψ0) in (6). Natural candidates for B̂ are B(θˆ0;ψ0) and
B(θˆ;ψ0), where θˆ0 = (ψ0, λˆ
>
0 )
> and λˆ0 = arg maxλ∈Λ l(ψ0, λ) is the constrained ML estimate of
λ. In either case, a calculation along the lines of Pace and Salvan (1997, § 9.42) shows that the
null expectation of t∗ is O(n−3/2), that is asymptotically closer to zero than the null expectation
of t, which is O(n−1/2).
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We focus on LA statistics with Bˆ = B(θˆ;ψ0) because their computation does not require
any additional constrained or otherwise optimization, than the already available fit for the full
model.
2.3 Derivatives of the Wald transform
Expression (6) is convenient because it depends only on the derivatives of T (θ;ψ0), the elements
of {i(θ)}−1, and the first term in the expansion of the bias of the ML estimator, which has been
derived in Cox and Snell (1968, expression (20)) for general parametric models, and is given in
matrix form in Kosmidis and Firth (2010, Section 2).
Both i(θ) and the first-order bias are readily available for a wide range of well-used model
classes, especially those for which asymptotic bias reduction methods have been implemented
(see, among others, Cook et al., 1986; Cordeiro and McCullagh, 1991; Cordeiro and Vasconcellos,
1997; Botter and Cordeiro, 1998; Simas et al., 2010; Cordeiro and Toyama Udo, 2008; Gru¨n et al.,
2012). In addition, the derivatives of the Wald transform can be written in terms of derivatives
of κ(θ). Specifically, the gradient ∇T (θ;ψ0) and the hessian ∇∇>T (θ;ψ0) are
{ep − T (θ;ψ0)∇κ(θ)} /κ(θ) (8)
and
−
[
∇κ(θ) {∇T (θ;ψ0)}> +∇T (θ;ψ0) {∇κ(θ)}> + T (θ;ψ0)∇∇>κ(θ)
]
/κ(θ) , (9)
respectively. In the above expressions, ep is a p-vector with first element one and zeros every-
where else.
Expressions (8) and (9) can, in turn, be written in terms of the information matrix i(θ) and
its derivatives. A straightforward application of matrix differentiation rules (see, for example
Magnus and Neudecker, 1999) gives that the generic uth element of the p-dimensional gradient
vector ∇κ(θ) has the form
∂κ(θ)
∂θu
= − 1
2κ(θ)
[
{i(θ)}−1∂i(θ)
∂θu
{i(θ)}−1
]
ψψ
(u = 1, . . . , p) , (10)
where [ · ]ψψ denotes the (ψ,ψ) element of the square matrix in brackets. Further differentiation
gives that the (u, v)th element in the p× p hessian ∇∇>κ(θ) is
∂2κ(θ)
∂θu∂θv
= − 1
4{κ(θ)}3
[
{i(θ)}−1∂i(θ)
∂θu
{i(θ)}−1
]
ψψ
[
{i(θ)}−1∂i(θ)
∂θv
{i(θ)}−1
]
ψψ
(11)
+
1
2κ(θ)
[
{i(θ)}−1∂i(θ)
∂θv
{i(θ)}−1∂i(θ)
∂θu
{i(θ)}−1
]
ψψ
− 1
2κ(θ)
[
{i(θ)}−1 ∂
2i(θ)
∂θu∂θv
{i(θ)}−1
]
ψψ
+
1
2κ(θ)
[
{i(θ)}−1∂i(θ)
∂θu
{i(θ)}−1∂i(θ)
∂θv
{i(θ)}−1
]
ψψ
(u, v = 1, . . . , p) .
The information matrix i(θ) and its derivatives are model-dependent, but can be found
directly for popular model classes, as done in Subsection 9.2 for generalized linear models.
3 Wald statistics and reduced-bias estimators
As is illustrated in Example 1.1 and the works cited therein, the use of RB estimators can
deliver marked improvements in the inferential performance of Wald-type procedures. These
performance gains can be partly explained by the fact that employing asymptotically efficient
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estimators with bias of order o(n−1) in the Wald statistic results in the bias of the latter being as
in (6) but without the term {b(θ)}>∇T (θ;ψ0). To see this, notice that T (θ˜;ψ0)−T (θ;ψ0) admits
the same expansion as in (4), with θˆ replaced by the RB estimator θ˜. The expectation of the
term (θ˜u−θu)Tu(θ;ψ0) is o(n−1/2), though, giving E{T (θ˜;ψ0)−T (θ;ψ0)} = B˜(θ;ψ0)+o(n−1/2),
where, in matrix notation
B˜(θ;ψ0) =
1
2
tr
[
{i(θ)}−1∇∇>T (θ;ψ0)
]
. (12)
The above quantity is of the same order, O(n−1/2), as (6). Given that the signs and the
magnitude of terms in the right hand side of (6) are rarely known for general models, the
elimination of {b(θ)}>∇T (θ;ψ0) through the use of RB estimators provides no guarantee of
improvement for general models, despite the positive results in the setting of Example 1.1. In
fact, employment of RB estimators in the Wald statistics may even have a detrimental effect on
inference.
Expression (12) proves useful, though, for adjusting the location of Wald statistics based
on RB estimators, in settings where the latter have been found to be particularly desirable,
especially with reference to Wald-type inference. Such a scenario, which is also popular in
recent applied work, involves models for categorical data where RB estimators are always finite,
even in cases where the ML estimates have infinite components (see, for example, Heinze and
Schemper, 2002; Kosmidis and Firth, 2011; Kosmidis, 2014, for logistic regression and regression
models with nominal and ordinal responses, respectively). Despite that the Wald statistic and
its LA version cannot be directly computed when ψˆ is infinite, the Wald statistic based on the
RB estimator t˜ = T (θ˜;ψ0) and its LA version
t˜∗ = t˜− B˜(θ˜;ψ0) ,
are both well-defined. By the same arguments to those in Section 2 for the development of t∗,
the null expectation of t˜∗ is O(n−3/2) and, hence, asymptotically closer to zero than that of t˜.
4 Implementation and computational complexity
Assuming that the estimates for θ are available and that the information i(θ) has been com-
puted at those estimates, the inversion of i(θ) involves, typically, O(p3) operations. Hence, the
complexity for the computation of the Wald statistic (2) is O(p3).
After having computed the derivatives of i(θ) and b(θ) at the estimates, and without ex-
ploiting any model structures or sparsity in i(θ), the computation of B(θˆ;ψ0) requires O(p
4)
operations. This number of operations is due to the matrix multiplications for computing the
gradient (8), the hessian (9) and, finally, (6). As a result, the LA Wald statistic (7) based
on B(θˆ;ψ0) has, generally, computational complexity O(p
4). Note here that the extra oper-
ations are just straightforward matrix multiplications and, hence, the computing time can be
significantly reduced by appropriate vectorization, pre-computing some of the quantities, and
parallelizing others across the parameters, like, for instance, the products {i(θ)}−1∂i(θ)/∂θu
across u ∈ {1, . . . , p}.
If p is not prohibitively large, and at the expense of additional computing cost due to
matrix inversions, the derivatives of κ(θ) in (10) and (11) can be also calculated using nu-
merical differentiation techniques at θˆ, provided there is an appropriate computer implemen-
tation of the standard errors as a function of the parameters. In this way, the location ad-
justment can be obtained for general models, requiring only the ML or RB estimates, along
with ready implementations of the expected information matrix and an approximation of the
bias function. Algorithm 1 details such a procedure in pseudo-code and the waldi R package
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Algorithm 1 Location-adjusted Wald statistics
1: procedure LAWald(θ∗, θ0, i, b, c, e)
2: SE(θ, i)← inverse(i(θ))[k, k] . κ(θ)
3: p← length(θ∗) . length of the vector of estimates θ∗
4: if e = 1 then . if θ∗ is ML estimate
5: B ← b(θ∗)
6: end if . b(θˆ∗)
7: I ← i(θ∗)
8: II ← inverse(I)
9: S ← vector(p) . S as a p-vector
10: T ← vector(p) . T as a p-vector
11: for j ∈ {1, 2, . . . , p} do
12: S[j]← Sqrt(II[j, j]) . estimated standard error
13: T [j]← (θ∗[j]− θ0[j])/S[j] . Wald statistic
14: if c = 1 then . if location-adjustment is requested
15: U ← numericgradient(SE, θ = θ∗, k = j) . ∇κ(θ) at θ := θ∗
16: V ← numerichessian(SE, θ = θ∗, k = j) . ∇∇>κ(θ) at θ := θ∗
17: A← −T [j] ∗ U
18: A[j]← 1 +A[j]
19: if e = 1 then . if θ∗ is ML estimate
20: W ← dotproduct(A,B) . dot product of A and B
21: end if
22: if e = 2 then . if θ∗ is RB estimate
23: W ← 0
24: end if
25: X ← wdotproduct(A,U, II) . dot product of A and U with weight-matrix II
26: Y ← sum(V ∗ II) . sum of elements from element-wise product of V and II
27: Y ← T [j] ∗ Y
28: T [j]← T [j]− (W +X + Y/2)/S[j] . location-adjusted Wald statistic
29: end if
30: end for
31: return T
32: end procedure
(https://github.com/ikosmidis/waldi) implements the computations for generalized linear
models and beta regression models. Notice that Steps 12–29 of Algorithm 1 for calculating
t∗ or t˜∗ can be performed in parallel across parameters, with significant savings in execution
time when multiple computing units are available. The waldi R package provides the parallel
computation of the LA Wald statistic.
5 Effect of location adjustment on distributional approximation
As shown in Section 2, the location adjustment of the Wald statistic delivers statistics with null
expectations closer to zero than the standard Wald statistic. This correction often extends to
higher-order moments than the mean, but it is not, overall, sufficient to deliver a drop in the
order of the error of the normal approximation to the whole null distribution of the statistic, as
Bartlett-type corrections for the LR statistics do.
To see this, suppose that Yi has an exponential distribution with mean µi = e
−θ > 0, θ ∈ <.
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The log-likelihood about θ is l(θ) = nθ − ny¯eθ, where y¯ = ∑ni=1 yi/n is the sample mean. The
ML estimate, the expected information and the first-order bias are θˆ = − log y¯, i(θ) = n, and
b(θ) = (2n)−1, respectively. The derivatives of the Wald transform are dT (θ; θ0)/dθ = n1/2 and
d2T (θ; θ0)/dθ
2 = 0, and so B(θ; θ0) = n
−1/2/2. Hence, the Wald statistic (2) for H0 : θ = θ0 is
t = −n1/2(log y¯ + θ0) and the LA Wald statistic in (7) is t∗ = −n1/2(log y¯ + θ0)− n−1/2/2.
The Edgeworth expansions (Hall, 1992, § 2.3) of the null distribution functions F (z) and
F ∗(z) of t and t∗, respectively, give
F (z) = Φ(z)− n−1/2 z
2 + 2
6
φ(z)− n−1 2z
5 − 11z3 + 57z
144
φ(z) +O
(
n−3/2
)
,
F ∗(z) = Φ(z)− n−1/2 z
2 − 1
6
φ(z)− n−1 2z
5 − 23z3 + 75z
144
φ(z) +O
(
n−3/2
)
,
where Φ(z) and φ(z) are the distribution and density functions of the standard normal distribu-
tion. The corresponding Cornish-Fisher expansions (Hall, 1992, § 2.5) of the α-level quantiles
qα of F (z) and q
∗
α of F
∗(z) in terms of the α-level standard normal quantiles zα are, then,
qα = zα + n
−1/2 z2α + 2
6
− n−1 11z
3
α − 65zα
144
+O
(
n−3/2
)
, (13)
q∗α = zα + n
−1/2 z2α − 1
6
− n−1 11z
3
α − 65zα
144
+O
(
n−3/2
)
, (14)
provided that  < α < 1−  for any 0 <  < 1/2. Both q∗α and qα have non-zero O(n−1/2) terms,
and hence t∗ does not deliver an improvement in the sense of a drop in the asymptotic order of
the distributional approximation. Nevertheless, a careful term-by-term comparison reveals that
(qα − zα) ' (q∗α − zα) + n−1/2/2. As a result, the quantiles of the distribution of t∗ are closer to
the standard normal quantiles than those of t.
6 Confidence intervals based on location-adjusted statistics
The LA Wald statistics t∗ and t˜∗ can be used to obtain 100(1 − α)% CIs by the numerical
inversion of the approximate probability statements for each, that is by finding all ψ such that
zα/2 ≤ T (θˆ;ψ)−B(θˆ;ψ) ≤ z1−α/2 and zα/2 ≤ T (θ˜;ψ)− B˜(θ˜;ψ) ≤ z1−α/2 , (15)
respectively. The numerical inversion can be performed by evaluation of the LA statistics on a
grid of values for ψ and linear interpolation. Figure 1 illustrates this process for the t∗ intervals
in Table 3.
7 Location-adjusted statistics in beta regression
7.1 Implementation
The LA statistics t˜ and t˜∗ involve the derivatives of the Wald transform, the expected information
matrix and the first-order bias term of the ML estimator for beta regression models, whose
general expressions, despite being obtainable, are complicated to either write down or implement.
Gru¨n et al. (2012, § 2) provide closed-form expressions for the latter two, and the enrichwith R
package (Kosmidis, 2017) can generate the corresponding R functions of the parameters for their
evaluation, which can then be used as input in Algorithm 1. In particular, the derivatives of
the Wald transform can be computed using expressions (8) and (9), where ∇κ(θ) and ∇∇>κ(θ)
are approximated, to high-accuracy, for each parameter and at the estimates using Richardson’s
extrapolation (as implemented, for example, in the numDeriv R package; Gilbert and Varadhan,
2016).
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Figure 1: Computation of the 95% confidence intervals based on t∗ in Table 3, using linear
interpolation of the values of T (θˆ;ψ) − B(θˆ;ψ) on a equispaced grid of 20 values for ψ. The
solid grey line is the linear interpolator, the dotted lines are at ±z0.975, and the vertical dashed
lines are at the endpoints of the intervals.
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7.2 Reading skills
For the regression parameters in model (1) of Example 1.1, Table 3 reports individual 95% CIs
derived from the inversion of t∗ and t˜∗, and their empirical coverage probabilities. The empirical
coverage probabilities are markedly closer to the nominal level than those of standard Wald CIs
based on the ML estimates in Table 1. The intervals based on t˜∗ are also quite similar to the
ones based on t˜ in Table 1, with only a slight improvement in terms of empirical coverage. This
indicates that the extra term (12) in the bias of the Wald statistic based on RB estimators is of
no consequence here; most of the correction to the location of the Wald statistic is achieved by
using the RB estimator in the place of the ML one.
Table 3 also shows results about the studentized bootstrap CIs (see, Davison and Hinkley,
1997, § 2.4) for the model parameters, based on a parametric bootstrap of size 500 to estimate
the quantiles of the distribution of t∗ and t˜∗. The computation of the studentized bootstrap
CIs is done, again, by numerically inverting the approximate probability statements for each
parameter as in (15), after replacing the standard normal quantiles with the corresponding ones
estimated via bootstrap. It should be noted here that in cases like beta regression an estimator
of the cumulative distribution function of the test statistic being studentized is generally not
available in closed form. As a result, the calculation of studentized bootstrap intervals is a
computationally intensive process. For example, on a MacBook Pro laptop with 3.5 GHz Intel
Core i7 processor and 16 GB of RAM, computing all CIs based on t˜∗ using the default arguments
in the generic implementation of the waldi confint function in the waldi R package takes about
1.4 seconds. On the other hand, the computation of the corresponding studentized bootstrap
intervals takes about 140 seconds, because of the need to refit the model and calculate the LA
Wald statistics 500 times.
Using the quantiles of the bootstrap distribution of t∗ and t˜∗ instead of N(0, 1) ones, typically
brings the empirical coverage probabilities of intervals based on the LA Wald statistics even closer
to the respective nominal levels, most notably for the precision effects γ2 and γ3.
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Table 3: Empirical coverage probabilities of individual confidence intervals at nominal levels
90%, 95% and 99% for the regression parameters in (1), based on the inversion of the location-
adjusted Wald statistics t˜ and t˜∗, using standard normal quantiles and the quantiles of the
bootstrap distribution of the statistics from a parametric bootstrap of size 500. Reported rates
are based on 50 000 samples simulated under the ML fit in Table 1.
95% Confidence intervals Empirical coverage probability
t∗ t˜∗ t∗ t˜∗
Lower Upper Lower Upper 90% 95% 99% 90% 95% 99%
Intervals using N(0, 1) quantiles
β2 -1.019 -0.435 -1.031 -0.446 88.5 93.7 98.4 88.3 93.5 98.3
β3 0.204 0.752 0.165 0.719 87.1 92.8 98.0 87.3 93.0 98.0
β4 -0.845 -0.299 -0.809 -0.257 87.2 92.8 98.0 87.5 93.0 98.0
γ2 1.186 2.214 1.134 2.169 83.5 90.0 96.6 83.9 90.3 96.8
γ3 0.639 1.691 0.513 1.574 81.8 88.6 95.7 82.7 89.2 96.2
Studentized bootstrap intervals
β2 -1.059 -0.442 -1.091 -0.440 89.5 94.5 98.7 89.4 94.6 98.6
β3 0.171 0.792 0.159 0.758 89.2 94.3 98.5 89.4 94.5 98.5
β4 -0.871 -0.268 -0.853 -0.264 89.3 94.3 98.5 89.5 94.4 98.6
γ2 1.112 2.303 1.040 2.241 89.9 94.7 98.7 90.1 94.9 98.8
γ3 0.565 1.835 0.394 1.769 90.1 94.9 98.7 90.5 95.1 98.8
8 Inference about log-odds and binomial proportions
Hypothesis tests and confidence intervals about log-odds and binomial proportions are amongst
the most common statistical tasks in applied data analysis. In this section, we investigate the
performance of the LA Wald statistics in these contexts, and contrast it to that of classical
proposals in the literature.
Suppose that Yi has a Bernoulli distribution with mean µi = e
θ/
(
1 + eθ
) ∈ (0, 1), θ ∈ <.
The log-likelihood function about θ, the ML estimate, its first-order bias and the expected
information are l(θ) = ny¯θ−n log (1+eθ), θˆ = log {y¯/(1− y¯)}, b(θ) = −(1+eθ)(1−eθ)(2neθ)−1
and i(θ) = neθ/
(
1 + eθ
)2
, respectively. The well-known RB estimator of the log-odds θ is
θ˜ = log
{
(y¯ + a)/(1 − y¯ + a)}, where a = n−1/2 (Haldane, 1955; Anscombe, 1956). The first
summand in the right-hand side of (6) equals
b(θ)
dT (θ; θ0)
dθ
=
e2θ(θ0 − θ + 2) + 2eθ(θ − θ0) + θ0 − θ − 2
4n1/2eθ/2(1 + eθ)
,
and the second is
B˜(θ; θ0) =
1
2i(θ)
d2T (θ; θ0)
dθ2
=
e2θ(θ − θ0 − 4) + 6eθ(θ0 − θ) + θ − θ0 + 4
8n1/2eθ/2(1 + eθ)
.
Hence, we obtain B(θ; θ0) = (8n
1/2)−1(θ0 − θ)(e−θ/2 + eθ/2). The Wald statistics t and t˜ and
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their LA versions are
t =
{
n
(
y¯ − y¯2)}1/2( log y¯
1− y¯ − θ0
)
,
t˜ =
{n(y¯ + a)(1− y¯ + a)}1/2
1 + 2a
(
log
y¯ + a
1− y¯ + a − θ0
)
,
t∗ =
{
(ny¯ − ny¯2)1/2 + (ny¯ − ny¯2)−1/2/8
}(
log
y¯
1− y¯ − θ0
)
,
t˜∗ = t˜− (1− y¯ + a)
3/2
8n1/2(y¯ + a)1/2(1 + 2a)
{(
y¯ + a
1− y¯ + a
)2(
log
y¯ + a
1− y¯ + a − θ0 − 4
)
+
6(y¯ + a)
1− y¯ + a
(
θ0 − log y¯ + a
1− y¯ + a
)
+ log
y¯ + a
1− y¯ + a − θ0 + 4
}
,
respectively. All statistics depend on values of nY , which has a null binomial distribution with
index n and probability eθ/(1+eθ). If y¯ = 0, then θˆ = −∞ and if y¯ = 1, then θˆ = +∞. In these
cases, t = 0 and t∗ = ±∞, respectively. So, regardless of the value θ0, when all observations
are equal to zero or one the Wald test always accepts the hypothesis θ = θ0, and its LA version
always rejects it. For this reason and to enable comparison, the convention that t∗ = t = 0
whenever y¯ = 0 or y¯ = 1 is adopted for every θ0 ∈ <. No such convention is necessary for t˜ and
t˜∗ because the finiteness of θ˜ guarantees their finiteness.
Figure 2 compares Φ(z) to the null distribution of t and t∗ for θ0 ∈ {−2,−1, 0} and n ∈
{8, 16, 32}, plotting only over the range of z where each distribution takes values in (0, 1). The
adjustment of the Wald statistic appears to be effective in terms of bringing the corresponding
distributions closer to standard normal, especially for the smaller sample sizes. The statistic t˜∗
performs best having a distribution that is similar to that of t∗, but taking values in (0, 1) for a
wider range of z. Note here that, in the majority of cases, the standard normal approximation
to the distribution of the Wald statistic based on the RB estimator is worse than that of t.
The statistic t˜∗ can be readily inverted numerically as in (15) to produce CIs for the log-
odds θ with excellent coverage properties. Applying the transformation eθ/(1 + eθ) to the
endpoints of those intervals results in CIs for the binomial probability. As is demonstrated
in the supplementary material, the latter have competitive coverage properties and shorter
expected lengths, for most values in (0, 1), than the widely accepted “add 2 successes and 2
failures” intervals proposed in Agresti and Coull (1998) and Agresti and Caffo (2000), with
the added benefit of no overshooting outside (0, 1). Based on these findings, we propose the
transformation of the endpoints of the CIs based on t˜∗ for routine use when inference about a
binomial proportion or log-odds is of interest.
Finally, the tests conducted via the LA Wald statistic are found to be more robust to the
undesirable behaviour of Wald tests in binomial settings observed in Hauck and Donner (1977).
To illustrate this, consider n = 32 and θ0 = 0. The values of the Wald statistic for y¯ = 0.875,
y¯ = 0.906, y¯ = 0.938, y¯ = 0.969 and y¯ = 1 are 3.640, 3.741 3.708 3.380 and 0 (in 3 significant
decimal places), respectively. As a result, the evidence against H0 : θ = 0 from the Wald test
decreases when y¯ > 0.906, despite the fact that the sample mean is getting further away from
the null probability of 0.5. In contrast, the corresponding values for the LA Wald statistic are
3.770, 3.913, 3.955, 3.816 and 0, respectively, thus the evidence against H0 decreases only after
y > 0.938. The same behaviour is observed for t˜∗.
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Figure 2: The function Φ−1(G(z)) − z when G(z) is the null distribution function for t, t∗, t˜
and t˜∗ under the Bernoulli model of Section 8, for θ0 ∈ {−2,−1, 0} and n ∈ {8, 16, 32}. The
reference zero line (grey) corresponds to G(z) = Φ(z).
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9 Generalized linear models
9.1 Wald statistics
One of the key summaries in the output of standard statistical software when fitting generalized
linear models are Wald statistics for the regression coefficients.
In generalized linear models (McCullagh and Nelder, 1989), the conditional distribution of
Yi given xi is assumed to be from the exponential dispersion family (Jørgensen, 1987), with
density or probability mass function
f(yi|xi; θi) = exp
{
yθi − h(θi)− c1(y)
φ/mi
− 1
2
a
(
−mi
φ
)
+ c2(y)
}
.
In the latter expression, h(·), c1(·), a(·) and c2(·) are sufficiently smooth functions, andm1, . . . ,mn
are known, non-negative observation weights. Special distributions with density or probability
mass function of the above form are the normal, gamma, Poisson and binomial.
The conditional expectation µi = h
′(θi) of Yi is linked to xi as g(µi) = ηi = β>xi, where g(·)
is an at least three times differentiable link function, and h′(u) = dh(u)/du. The variance of Yi
is φV (µi)/mi, where V (µi) = h
′′(θi) is the variance function, with h′′(u) = d2h(u)/du2, and φ
is a dispersion parameter that allows shrinking or inflating the contribution of the mean to the
sample variance.
The gradient of the log-likelihood with respect to β is inversely proportional to φ and, hence,
the ML estimate for β can be obtained without knowing φ, through iteratively reweighted least
squares (IWLS; Green 1984). The expected information matrix on β and φ is
i(β, φ) =
[
1
φX
>W (β)X 0k
0>k
1
2φ4
∑n
i=1m
2
i a
′′(−mi/φ)
]
, (16)
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where 0k is a k-dimensional vector of zeros, a
′′(u) = d2a(u)/du2, X is the n × k model matrix
with rows x1, . . . , xn and W = diag {w1, . . . , wn} with wi = mid2i /V (µi), di = dµi/dηi.
The Wald statistic in (3) that is typically reported for H0 : βj = βj0 (j = 1, . . . , k) in the
output of software for fitting generalized linear models has the form
tj = (βˆj − βj0)/κj(βˆ, φ∗) (17)
(see, for example, the summary.glm method in R), and is the estimate of the Wald transform
Tj(β, φ;βj0) = (βj − βj0)/κj(β, φ), where κj(β, φ) denotes the (j, j)th element of the matrix
[φ{X>W (β)X}−1]1/2, and φ∗ is an estimator of φ.
As discussed by McCullagh and Nelder (1989), the ML estimator φˆ is severely biased and
not robust under mis-specification of the conditional distribution of Yi given xi. For this reason,
when φ is unknown, McCullagh and Nelder (1989) recommend to replace φ∗ in (17) with the
moment estimator φ˜ =
∑n
i=1(yi − µˆi)2/
{
(n− p)V (µˆi)
}
that is based on the Pearson residuals.
9.2 Implementation
The bias terms Bj(β, φ;βj0) and B˜j(β, φ;βj0) can be readily computed for all generalized linear
models using the expression for the first term in the bias expansion of the ML estimators in
Cordeiro and McCullagh (1991), the derivatives of Tj(β, φ;βj0) in (8) and (9), the expected
information matrix (16), and its derivatives. The derivatives of i(β, φ) with respect to β can be
written in closed form as
∂i(β, φ)
∂βu
=
[ 1
φX
>W ′u(β)X 0k
0>k 0
]
and
∂2i(β, φ)
∂βu∂βv
=
[ 1
φX
>W ′′uv(β)X 0k
0>k 0
]
, (18)
where W ′u = W (2R − L)Tu, with R = diag{r1, . . . , rn}, ri = d log di/dηi, L = diag{l1, . . . , ln},
li = d log V (µi)/dηi, and Tu = diag{x1u, . . . , xnu}. Furthermore, W ′′uv = W (2R − L)2TuTv +
W (2R′ − L′)TuTv, with R′ = diag{r′1, . . . , r′n}, r′i = d2 log di/dη2i and L′ = diag{l′1, . . . , l′n},
l′i = d
2 log V (µi)/dη
2
i (u, v = 1, . . . , k). For generalized linear models with unknown dispersion
parameter, the derivatives of i(β, φ) with respect to φ are
∂i(β, φ)
∂φ
=
[
− 1
φ2
X>W (β)X 0k
0>k
1
2φ6
∑n
i=1m
2
i a
′′′(−mi/φ)− 2φ5
∑n
i=1m
2
i a
′′(−mi/φ)
]
(19)
and
∂2i(β, φ)
∂φ2
=

2
φ3
X>W (β)X 0k
0>k
10
φ6
∑n
i=1m
2
i a
′′(−mi/φ)− 5φ7
∑n
i=1m
2
i a
′′′(−mi/φ)
+ 1
2φ8
∑n
i=1m
2
i a
iv
i (−mi/φ)
 , (20)
and the mixed second derivative is
∂2i(β, φ)
∂βu∂φ
=
[ − 1
φ2
X>W ′u(β)X 0k
0>k 0
]
. (21)
Algorithm 1 for computing the LA statistics can also be implemented by replacing steps 15
and 16 with the evaluation of derivatives (18), (19), (20) and (21). The waldi R package can
compute the LA statistics using either the analytical derivatives or numerical differentiation of
κ(β, φ), as in Section 7.
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Table 4: The ML estimates of the regression parameters β1, β2, β3 and β4 of the gamma
regression model for the blood clotting dataset, and the ML (?) and moment-based (†) estimate
of φ. The various versions of the Wald statistic are for the individual hypotheses H0 : βj = 0
(j = 1, . . . , 4).
Wald
Estimate φˆ φ˜ t∗
β1 5.503 34.126 29.282 28.953
β2 -0.602 -12.842 -11.020 -10.896
β3 -0.584 -2.563 -2.199 -2.173
β4 0.034 0.520 0.446 0.441
φ ?0.017
†0.024
9.3 Gamma regression with unknown dispersion
The data in McCullagh and Nelder (1989, § 8.4.2) consist of 18 observations of mean blood
clotting times in seconds for nine percentage concentrations of normal plasma and two lots of
clotting agent. The clotting times are assumed here to be realizations of independent random
variables Y1, . . . , Y18, each Yi having a Gamma(φ
−1, (φµi)−1) distribution with
logµi = β1 +
4∑
j=2
βjxij (i = 1, . . . , 18) ,
where xi2 denotes the normal plasma concentration, xi3 is a dummy variable encoding which
of the two lots of clotting agent was employed for the ith observation, and xi4 = xi2xi3 is the
interaction between the plasma concentration and the clotting agent.
Table 4 reports the ML estimates of the regression parameters and the Wald statistics for
the individual hypotheses H0 : βj = 0 (j = 1, . . . , 4) using either φˆ or φ˜ in (17), along with the
corresponding LA Wald statistics. The values of the Wald statistic with φ˜ are closer to t∗j than
those with φˆ, confirming that the recommendation of McCullagh and Nelder (1989) to use φ˜
in (17) delivers some location correction. Figure 3 shows empirical null rejection probabilities
at several nominal levels when testing H0 : βj = βj0 against H1 : βj 6= βj0 and H1 : βj < βj0
(j = 2, 3, 4), where βj0 is set at the estimate of βj in Table 4. The test based on the LA Wald
statistic performs better than that based on the Wald statistic with φˆ and φ˜. As expected, the
latter is the least reliable. The statistics t˜j and t˜
∗
j , based on RB estimators of β and φ, result
in the same, to plotting accuracy, rejection probabilities as the Wald statistic using φ˜ and t∗j ,
respectively (see supplementary material). For this reason, we have not reported their values in
Table 4 and empirical rejection probabilities in Figure 3.
9.4 Logistic regression with many nuisance parameters
The dataset in Davison (1988, Table 1) records 18 matched pairs of binomial observations from a
study that investigates the effect of lulling on the crying of babies. Matching is per day and each
day pair consists of the number of babies not crying out of a fixed number of control babies, and
the outcome of “lulling” on a single child. A total of 143 babies are involved in the experiment.
Interest is in testing the effect of lulling on the crying of children. Suppose that the crying status
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Figure 3: Empirical null rejection probabilities when testing H0 : βj = βj0 against H1 : βj 6= βj0
(top row) and H1 : βj < βj0 (bottom row) (j = 2, 3, 4) based on the normal approximation to
the distribution of t∗ (triangles) and the Wald statistic using φ˜ (squares) and φˆ (circles). The
null value βj0 is set at the estimate of βj in Table 4. Reported rates obtained using 50 000
simulated samples from the ML fit shown in Table 4, and for nominal levels (dashed grey line)
0.1% (left-most column), 1% (second column from left), 2.5% (third column from left), and 5%
(right column).
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of baby j in day i is a Bernoulli random variable with probability µij of not crying such that
log
µij
1− µij = βi + γzij (i = 1, . . . , 18; j = 1, . . . , ni) , (22)
where zij takes value one if the jth baby out of the ni children observed on day i was lulled, and
zero otherwise. We assume independence between babies and across days. This generalized linear
model has φ = 1, and 18 nuisance parameters to allow for different probabilities of not crying
across days and account for between-day variations in the experimental design. Estimation and
inference about γ can be performed via either the likelihood or the conditional likelihood after
eliminating β1, . . . , β18 by conditioning on their sufficient statistics (see, for example, Agresti,
2002, § 6.7.1).
Table 5 reports the ML and maximum conditional likelihood (MCL) estimates of γ, the
corresponding standard errors, and the values of typical statistics for testing γ = 0. The
statistics t˜ and t˜∗ use the bias-reducing adjusted score estimators in Firth (1993) as implemented
in the brglm2 R package (Kosmidis, 2018). A conventional parametric bootstrap based on 1000
samples under the ML fit gives a p-value of 0.0230, which is similar to what a LR test (r in
Table 5) gives. As is apparent, the values of t∗ and t˜∗ are closer to that of the Wald statistic
based on the MCL estimator γˆc.
Figure 4 shows the empirical null p-value distribution for the various statistics in Table 5 when
testing H0 : γ = 0 against H1 : γ 6= 0 and H1 : γ < 0. These distributions are computed using
50 000 samples from model (22) with β1, . . . , β18 set to their ML estimates from the observed
data and γ = 0. There were 13 samples where γˆ and γˆc had infinite value and the LA Wald
statistic for γ was given value zero, in line with the discussion in Section 8. No such conventions
16
Table 5: Maximum likelihood (γˆ), maximum conditional likelihood (γˆc) and reduced-bias γ˜ esti-
mates for γ in (22), with corresponding estimated standard errors (in parenthesis). The statistics
are for H0 : γ = 0 and involve the Wald statistic using the ML, maximum conditional likelihood
and reduced-bias estimates (t, tc and t˜, respectively), the signed roots of the logarithms of the
likelihood and conditional likelihood ratio statistics (r and rc, respectively), and the location-
adjusted Wald statistics based on the ML and reduced-bias estimates (t∗ and t˜∗, respectively).
Approximate p-values based on the normal distribution are given in square brackets.
γˆ γˆc γ˜ t tc t˜ r rc t
∗ t˜∗
1.4324 1.2561 1.1562 1.9511 1.8307 1.7362 2.1596 2.0214 1.9257 1.9064
(0.7341) (0.6861) (0.6659) [0.0510] [0.0671] [0.0825] [0.0308] [0.0432] [0.0541] [0.0566]
are necessary for the computation of t˜ and t˜∗, because the RB estimator is always finite (see,
Kosmidis and Firth, 2018, for proof). The detection of infinite estimates was done prior to
fitting the models using the linear programming algorithms in the unpublished PhD thesis of
Konis (2007), as implemented in the detect separation method of the brglm2 R package.
The empirical null p-value distributions for t and for the signed root of the logarithm of
the LR statistic r are far from uniform. This is a well-studied issue when testing in the pres-
ence of nuisance parameters (Davison, 1988), which can be remedied by their elimination via
conditioning on their sufficient statistics and carrying out inference based on the conditional
likelihood; Figure 4 illustrates that the distribution of p-values based on rc is much closer to
uniform than that of t, r and parametric bootstrap based on 1000 samples under the ML fit.
Despite of its simplicity and of being based on a single fit of the model that involves all nuisance
parameters, the LA statistic t∗ and, particularly, t˜∗ deliver a dramatic improvement over all t,
r, and bootstrap, having p-value distributions that are close to uniform and having significantly
lower computational cost than bootstrap, r, and rc.
10 Significance maps from brain lesion data
Ge et al. (2014) propose a spatial probit model and develop the associated Bayesian machinery
for the analysis of multiple sclerosis lesion maps, accounting for spatial dependence between
lesion location and subject-specific covariates. After warping the brain data for each individual
in the sample to a common atlas, the resulting lesion maps comprise one binary observation
in each voxel, indicating the presence or absence of a lesion. The alternative approach, which
is also explored in Ge et al. (2014, § 4.1), is mass univariate modelling of lesion occurrence,
where a binary-response generalized linear model is fitted independently on each voxel. A key
inferential output from either approach are significance maps, which highlight voxels according
to the evidence against the null hypothesis of no covariate effect.
Spatial probit regression properly accounts for spatial dependence using a probit model with
multivariate conditional auto-regressive priors for the regression parameters. However, as the
resolution of the brain scans and the number of individuals increases, posterior sampling becomes
a computationally tedious task due to the large dimension of the parameter space. For example,
the moderately sized application in Ge et al. (2014) has 250 individuals with 274 596 voxels
each, and requires sampling about 2 750 000 parameters from the posterior. Ge et al. (2014)
achieved this by developing a partly-parallelizable Gibbs sampling procedure and distributing
the computation using GPUs. On the other hand, mass univariate regression does not formally
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Figure 4: Empirical null p-value distributions when testing H0 : γ = 0 against H1 : γ 6= 0 (top
row) and H1 : γ < 0 (bottom row) using the normal approximation to the distribution of t, t˜,
tc, r, rc, t
∗, t˜∗ and parametric bootstrap based on 1000 samples under the ML fit (boot). The
solid horizontal line at one is the uniform density. Results obtained from a simulation study
with 50 000 replications.
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account for spatial variation, but is, nevertheless, computationally attractive. It can be carried
out on a regular laptop in a matter of minutes, because of the concavity of the log-likelihood and
the ability to parallelize computations over the voxels. Significance maps can then be produced
by relying on the voxel value of standard statistics, like the Wald and the signed root of the
logarithm of the LR statistic. Ge et al. (2014) used Wald statistics from voxel-wise logistic
regressions based on the RB estimator in Firth (1993).
Here, we use the sample of 50 patients from the supplementary material of Ge et al. (2014)
to construct significance maps using both t˜ and its LA version t˜∗ for the parameters of a binary-
response generalized linear model with probit link. The available covariates are multiple sclerosis
type (0 if relapsing-remitting multiple sclerosis, 1 if secondary progressive multiple sclerosis), and
standardized versions of age, sex, disease duration and two disease severity measures (PASAT
and EDSS; see Ge et al., 2014, for details) for each individual. The lesion maps for the 50
individuals have 902 629 voxels each (resolution 91× 109× 91). Even with such a small sample
of patients, there are 4304 unique configurations of lesion occurrence across the voxels in the
sample. One of those is the trivial configuration where there is no lesion occurrence for all
patients, and which happens for 879 237 voxels. So, for mass univariate regression we need to fit
4304 probit regression models, each with an intercept and 6 parameters, one for each covariate.
The ML estimates for the parameters of age, disease duration, EDSS, PASAT, sex and
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Figure 5: A single sagittal slice of the average white matter map overlayed with non-zero counts
of lesions per voxel amongst the 50 individuals (top left), significance maps for disease duration
based on t˜ and t˜∗ (bottom left and bottom right, respectively), and t˜ versus t˜∗ (top right). Voxels
with statistic values between −1 and 1 are not shown.
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type, were infinite for 63.7%, 63.7%, 63.2%, 63.6%, 78.3% and 75.5% of the non-trivial voxels,
respectively, making t and t∗ not very useful to produce significance maps. On the other hand,
the computation of r (the signed root of the logarithm of the LR statistic) requires 6 times more
fits — one extra fit of the nested model which results by omitting each covariate — than for Wald
statistics. In addition, that computation fails in a considerable amount of cases due to separation
either in the full or the nested models. This is because standard numerical algorithms (like the
IWLS implementation in the glm R function) reach the maximum number of iterations without
achieving the maximum of the log-likelihood, resulting in a negative value of the logarithm of
the LR statistic. For example, the calculation of r failed in 18.1% of non-trivial voxels, while
testing for disease duration.
Figure 5 shows the results for disease duration accounting for all other covariates, using a
single sagittal slice of the average white matter map supplied in the supplementary material
of Ge et al. (2014). As expected, larger disease duration corresponds to more damage from
multiple sclerosis, which is apparent by the positive association between disease duration scores
and lesion occurrence, especially along the minor forceps. Use of t˜ results in 18.9% of the voxels
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being greater than 1 in absolute value. The corresponding percentage for the LA t˜∗ is 24.8%.
As can be seen in the top right plot of Figure 5, the location adjustment typically results in an
inflation of the value of the Wald statistic, leading, in turn, to stronger signal detection.
11 Bootstrap for location- and scale-adjusted statistics
A further enhancement to inferential procedures using the Wald statistic can be achieved by
also correcting for its variance. As in (7), we can define a location- and scale-adjusted statistic
t∗∗ = (t− Bˆ)Vˆ −1/2, where Vˆ is an estimator of the variance V (θ, ψ0) of t in (2) or t∗ in (7). One
way to obtain an estimator for V (θ, ψ0) is to derive the series expansion
V (θ, ψ0) = 1 + V2(θ, ψ0) +O(n
−2) ,
where V2(θ, ψ0) = O(n
−1), and use Vˆ = 1 + V2(θˆ, ψ0). Section 2.2 of the unpublished PhD
thesis by Claudia Di Caterina (Di Caterina, 2017) evaluates the performance of such a scale
adjustment in one-parameter problems. It is therein found that, while the location- and scale-
adjusted Wald statistic has, in theory, a distribution that is asymptotically closer to N(0, 1), Vˆ
can take extreme, or even negative, values in prominent modelling settings. This renders the
evaluation of t∗∗ unstable or impossible.
A stable scale adjustment results by estimating V (θ, ψ0) from the bootstrap distribution of
t∗. The computation required is, practically, the same as the one used for getting studentized
CIs in Section 7, with the difference that the bootstrap samples are used to estimate a variance
instead of quantiles at tail probabilities. The bootstrap scale adjustment applies directly to the
LA Wald statistic t˜∗ based on RB estimators in Section 3, to give the location- and scale-adjusted
statistic t˜∗∗.
As an illustration, for the beta regression model of Example 1.1, the empirical coverage
probabilities of 90%, 95% and 99% CIs for the interaction parameter β4 derived by the inversion
of t∗∗ and t˜∗∗ using 500 bootstrap samples are 89.8%, 94.6%, 98.7%, and 90.2%, 94.8%, 98.8%,
respectively. For the gamma regression model in Section 9.3, the empirical null rejection proba-
bilities when testing H0 : β4 = β40 at levels 0.1%, 1%, 2.5%, 5% via t
∗∗ based on 500 bootstrap
replicates are, respectively, 0.32%, 1.50%, 3.02%, 5.33% for H1 : β4 6= β40, and 0.24%, 1.25%,
2.69%, 4.95% for H1 : β3 < β30 (see supplementary material for more extensive results).
While the inversion of t∗∗ or t˜∗∗ to get CIs is possible, it is clearly a laborious process because
a separate lot of bootstrap samples is necessary at each point on the grid of values considered
for ψ (see Section 15). Nevertheless, the computation of p-values based on t∗∗ or t˜∗∗ requires
only the generation of a single lot of bootstrap samples.
12 Concluding remarks
Correcting the first moment of the distribution of the Wald statistic has been found to be partic-
ularly effective in scenarios where the bias of the ML estimator impacts inferential conclusions
on the parameter of interest. In contrast to its main competitors, such as the bootstrap and the
LR and score statistics, the LA Wald statistic has computational complexity similar to that of
the standard Wald one and does not need any extra model fits. As is done in the algorithm of
Section 4, numerical differentiation can be used to approximate the gradient and hessian of κ(θ),
in order to deliver general, modular implementations of the location adjustment that depend
only on a ready implementation of the expected information matrix and the bias function. The
waldi R package in the supplementary material provides such implementations. This approach,
though general, does not scale as well as analytical derivatives do with p, due to the matrix
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inversions required during numerical differentiation. For instance, using numerical derivatives,
the calculation of the LA statistic t∗ in Table 5 takes approximately 6 times the computing time
the analytical calculation does (using the waldi R package on a MacBook Pro laptop with 3.5
GHz Intel Core i7 processor and 16 GB of RAM; see supplementary material).
Furthermore, the theoretical framework for LA Wald statistics is modular, allowing to utilise
alternative variance-covariance matrices or bias estimates. The derivation of the bias of the Wald
statistic in (2) depends only on an explicit expression for the variance-covariance matrix of the
estimator. Hence, the location adjustment can be performed with more general forms for the
variance-covariance matrix of the asymptotic distribution of the estimator, including robust
versions of it, like the ones of MacKinnon and White (1985). Moreover, for b(θ) in (6), we used
the first term in the expansion of the bias of the ML estimator. In fact, the theory in Section 2
applies unaltered to any approximation of b(θ) that satisfies Eθ(θˆ − θ) = b(θ) + o
(
n−1
)
. This
included the bias itself, if that is available, and simulation-based estimators of it, obtained by
jackknifing or parametric and non-parametric bootstrap, as described in Efron and Tibshirani
(1993, Chapter 10) and Davison and Hinkley (1997, Chapter 2). The expression of the bias
of the Wald statistic in (6) is also the same for Wald statistics based on any estimator that is√
n-consistent, asymptotically normal and has a known variance-covariance matrix.
A bootstrap procedure that exploits the computational simplicity of LA Wald statistics has
also been introduced to deliver location- and scale-adjusted Wald statistics. Note here that
the variance of t∗ can be reliably estimated with less bootstrap samples than those needed for
accurate estimation of quantiles or tail probabilities of its bootstrap distribution. The latter
are what is required, for instance, to construct studentized CIs and carry out the bootstrap
hypothesis tests.
Further research can surely deal with the theoretical evaluation of the LA Wald statistic
in the stratified settings considered by Sartori (2003). In addition, the quality of the normal
approximation to the distribution of the location- and scale-adjusted statistics, which were here
only briefly outlined, deserves more detailed investigations (see, e.g., Lee and Young, 2005,
for relevant discussions in the context of bootstrap prepivoting). Another direction for future
work involves the more systematic comparison of the various statistics for the construction of
significance maps, including permutation-based approaches (see, among others, Winkler et al.,
2014).
In closing, the main criticism about Wald procedures is their lack of invariance under non-
linear transformations of the parameter. Specifically, the conclusions from Wald inferences
depend on the parameterization of the model (see, for instance, Larsen and Jupp, 2003, who
tackle this issue by introducing a geometric invariant Wald statistic). The LA Wald statistics
improve significantly over standard ones, but their direct dependence on the Wald statistic
and its bias renders them also not invariant. If parameterization invariance is critical to the
inferential problem at hand, then both Wald statistics and their LA versions should be used
with care.
Supplementary material
The supplementary material (also available at https://github.com/ikosmidis/waldi/tree/
master/inst/supplementary_1710-11217) provides code to fully reproduce all the numerical
results and outputs in the paper, including additional and enriched outputs from the numerical
computations and simulation experiments.
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