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Abstract—Given a convex quadratic potential of which its
minimum is the agent’s goal and a space populated with
ellipsoidal obstacles, one can construct a Rimon-Koditschek
artificial potential to navigate. These potentials are such that they
combine the natural attractive potential of which its minimum
is the destination of the agent with potentials that repel the
agent from the boundary of the obstacles. This is a popular
approach to navigation problems since it can be implemented
with spatially local information that is acquired during operation
time. However, navigation is only successful in situations where
the obstacles are not too eccentric (flat). This paper proposes a
modification to gradient dynamics that allows successful navi-
gation of an environment with a quadratic cost and ellipsoidal
obstacles regardless of their eccentricity. This is accomplished
by altering gradient dynamics with the addition of a second
order curvature correction that is intended to imitate worlds with
spherical obstacles in which Rimon-Koditschek potentials are
known to work. Convergence to the goal and obstacle avoidance
is established from every initial position in the free space. Results
are numerically verified with a discretized version of the proposed
flow dynamics.
I. INTRODUCTION
Applied to solve a variety of problems such as surveillance
[1], [2], or search and rescue tasks [3], [4], motion planning
considers the problem of defining a path from the robots
current location to its goal such that it is able to avoid colliding
with obstacles which might be present in the environment [5].
Due to the large scope of motion planning problem, many
different approaches exist. For example, bug algorithms are
a class of solutions where the agent moves toward the goal
until it hits an obstacle, then moves around the border of the
obstacle to avoid collision [6], [7]. Although bug algorithms
are simple to understand and can handle environments with
non-convex obstacles, they result in non-smooth trajectories
which are infeasible for bounded torque actuated robots.
Furthermore, graph based techniques such as A star [8] and
random trees [9] offer solutions which look at reachability of
states from current states to plan the trajectory. Many of these
solutions enjoy optimality guarantees along with convergence
to the target [10], [11]. Generally formatted for grid worlds,
these graph based techniques are computationally expensive
as the number of states increases [12], making them ill suited
for continuous space environments we consider, such as the
hill climbing problem. In addition they require that a map of
the environement is available to the agent before hand.
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Artificial potentials offer a relatively fast and effective way
to navigate a bounded torque actuated robot around obstacles
toward a target [13]. By combining an attractive potential
of the target with repulsive potential of obstacles, artificial
potentials offer a continuous space solution to the motion
planning problem when the agent follows the negated gradient
vector field of the potential function. Simply combining these
potentials is not enough to guarantee that the robot will reach
its target, as the the artificial potential might have several local
minima that result from the combination of the aforementioned
potentials. A navigation function is a specific type of artificial
potential which guarantees convergence to the target at least
asymptotically [14]. The defining properties of a navigation
function ensure that its negative gradient repels the agent away
from obstacles and attracts the agent toward the target in
such a way that they do not posit local minima other than
the desired destination [15]. Navigation functions have been
adapted so that they work in finite time [16], [17], and they
have been extended to solve problems with multiple agents
and non stationary targets [18], [19].
Although it has been shown that navigation functions exist
in any manifold with boundaries [14], their specific con-
struction depends on the geometry of the environment. For
example, a Rimon-Koditschek potential can be tuned into
a navigation function for sufficiently curved worlds [20] of
which spherical obstacles [14] and some worlds with strongly
convex obstacles are a particular case [21]. With global
information, even the more general class of star worlds can
be transformed into a sphere world so that the navigation
function approach can be used [22], [23]. Likewise, naviga-
tion functions based on harmonic potentials can be used to
navigate topologically complex 3D worlds [24]. An important
advantage of navigation functions is that they can operate
without global information as long as the their gradients can
be measured locally [25], [26]. Without going into technical
details, approximations of the Rimon-Koditschek potentials
can be constructed if we can measure the distances to nearby
obstacles and locally estimate their curvature, as well as
measure the gradient of the natural potential we intend to
minimize [27]. Even under the presence of measurement noise
the estimate of the gradient of the navigation function can be
used to achieve convergence to the desired destination with
probability one while avoiding runing into the obstacles [27].
However, the limitation of the Rimon-Kodittschek potentials
—regardless of its construction being local or global —is that
they fail in situations where the obstacles are flat with respect
to the objective potential [20], [21]. In these cases, the agent
may converge to the local minima of the artifical potential
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which appear near the boundaries of these wide obstacles.
This becomes limiting as the number of obstacles increases,
as there is a higher chance that these local minima exist
(see Figure 7). Similar conditions regarding the navigability
of an environment have been established even for alternate
solutions that abandon the smooth vector field approach [28],
[29]. The latter suggests that this limitation is intrinsic to
the problem and additional information is required to solve
navigation problems with generic convex obstacles.
In that sense, we propose to modify the gradient based
dynamics introducing a correction that takes into account the
curvature of the obstacles. Since Rimon-Koditschek potentials
are guaranteed to converge to the desired goal in spherical
worlds, our approach —reminiscent of Newton’s method [30,
Ch. 9] —uses the Hessian as local change of coordinates
to do so (Section III). It is important to point out that the
correction introduced is such that for practical implementation
the estimate of the curvature is not needed, and the agent is
only required to estimate the distance to the objective and
to the obstacles in addition to their relative position. This
results in a fundamental difference from [31]. In Section IV
we show that the proposed dynamics are such that the robot is
able to navigate towards the goal while avoiding the obstacles
regardless of the eccentricity of the obstacles and the natural
potential from all initial positions in the free space. This result
is as well stronger than the one in [31] since it does not
limit the initial configuration to be bounded away from the
obstacles. Other than concluding remarks, the paper finishes
with numerical results that showcase success in spaces where
navigation functions based on Rimon-Koditschek potentials
fail (Section V).
II. POTENTIAL, OBSTACLES, AND NAVIGATION
We consider the problem of a point agent navigating a
quadratic potential in a space with ellipsoidal punctures.
Formally, let X ⊂ Rn be a non empty compact convex set
that we call the workspace and let f0 : X → R+ be a convex
strictly quadratic function that we call the potential. A point
agent is interested in reaching the target destination x∗ ∈ X
which is defined as the minimizer of the potential. Thus, for
some positive definite matrix Q we can write
x∗ = argmin
x∈X
f0(x) = argmin
x∈X
(x− x∗)>Q(x− x∗). (1)
In most navigation problems the potential is just the Euclidean
distance to the goal [29], [32], i.e., Q is the identity, but
arbitrary quadratic functions are of interest in some situations
[21]. For future reference denote the minimum and maximum
eigenvalues of Q as 0 < λmin ≤ λmax.
The workspace X is populated by m ellipsoidal obstacles
Oi ⊂ X for i = 1, . . . ,m which are closed and have a
non empty interior. Each of these obstacles is represented
as the sublevel set of a proper convex quadratic function
βi : Rn → R. These functions are defined based on the
positive definite matrices Ai and denote their minimum and
maximum eigenvalues as 0 < µimin ≤ µimax. Further, we
introduce ellipsoid centers xi and ellipsoid radiuses ri to
define
βi(x) =
1
2
(x− xi)>Ai(x− xi)− 1
2
r2i . (2)
The obstacle Oi is now defined as the zero sublevel set of the
quadratic function βi(x),
Oi =
{
x ∈ X ∣∣βi(x) ≤ 0} . (3)
From (2) and (3) it follows that Oi is an ellipsoid centered at
xi with axes given by the eigenvectors of Ai. The length of
the axis along the kth eigenvector is µki ri. In particular, the
length of the minor axis is riµimin and the length of the major
axis is riµimax.
We further introduce a concave quadratic function β0 :
Rn → R so that we write the workspace as a superlevel set,
X = {x ∈ Rn ∣∣β0(x) ≥ 0} . (4)
The latter is possible to do since superlevelsets of concave
functions are convex sets [30]. The navigation problem we
want to solve is one in which the agent stays in the interior of
the workspace at all times, does not collide with any obstacle
and approaches the goal at least asymptotically. For a formal
specification we define the free space as the complement of
the obstacle set relative to the workspace,
F := X \
( m⋃
i=1
Oi
)
, (5)
so that we can specify the agent’s goal as that of finding a
trajectory x(t) such that
x(t) ∈ F ∀ t ≥ 0, and lim
t→∞x(t) = x
∗. (6)
A common approach to solve (6) is to construct a navigation
function [14]. We explain this in the following section after
introducing two assumptions that will be used in forthcoming
sections.
Assumption 1. Target and initial point in free space. The
target x∗ defined in (1) and the initial condition x(0) lie in
the free space defined in (4), i.e., x∗, x(0) ∈ F .
Assumption 2. Obstacles do not intersect. The intersection
of any two obstacles is empty, namely, Oi ∩ Oj = ∅ for all
i 6= j with i, j = 1, . . . ,m.
Both of these assumptions are minimal restrictions. As-
sumption 1 requires the target and the initial goal to be
in free space. This assumption is required for the problem
(6) to be feasible. Assumption 2 states that obstacles are
disjoint. This assumption is usual in the navigation function
framework [20]–[22]. Notice that these assumption motivate
indirectly the use of elliptical obstacles since approximating
arbitrary obstacles by ellipsoids results in a better fit than
spheres, allowing a representation of a larger class of worlds
as illustrated in Figure 1. In the example depicted in Figure
1 a spherical fit of the obstacles results in an environment
that violates Assumptions 1 and 2, which prevents the use
of navigation functions to solve the problem. Thanks to the
results in [33] and [34], ellipsoid fitting has shown to be
implementable, which makes ellipsoidal worlds practical.
Fig. 1: Ellipsoidal fit of obstacles satisfies Assumption 2, while the
spherical fit does not. The target of the function is shown by the star.
A. Navigation Functions
A navigation function is a twice continuously differentiable
function defined on free space that satisfies three properties:
(i) It has a unique minimum at x∗. (ii) All of its critical
points in free space are nondegenerate. (iii) Its maximum is
attained at the boundary of free space. These three properties
guarantee that if an agent follows the negative gradient of
the navigation function it will converge to the minimum of
the navigation function without running into the boundary of
free space for almost every initial condition [14]. Thus, it is
possible to recast (6) as the problem of finding a navigation
function whose minimum is at the goal destination x∗. This is
always possible to do since for any manifold with boundary
it is guaranteed that said function exists [15]. In general
depending on the geometry of the freespace the navigation
functions are constructed differently. For instance, in spherical
worlds, Rimon-Koditschek artificial potentials can be used
[15], and in topologically complex ones navigation functions
based on harmonic potentials are preferred [23], [24]. The
family of Rimon-Koditshek potentials has been extended to
be able to navigate convex potentials such as f0 in a space of
nonintersecting convex obstacles such as the Oi we consider
here is the Rimon-Koditschek potential [20]–[22]. However
some geometrical conditions restrict its application directly.
To explain the construction of these potentials we use the
definition of the obstacles and the workspace provided in (3)
and (4) we can write an analytical expression for free space.
To that end, define the function β : Rn → R to be the product
of all the obstacle equations,
β(x) =
m∏
i=1
βi(x). (7)
By Assumption 2, only the function βi can be negative inside
of obstacle Oi. It follows that β(x) is negative if and only if
the argument x is inside of some obstacle. We can therefore
define the free space as the set of points where the product of
β(x) and β0(x) is positive,
F = {x ∈ Rn ∣∣β0(x)β(x) > 0} . (8)
We can now think of the product β0(x)β(x) as a barrier func-
tion that we must guarantee stays positive during navigation.
Then Rimon-Koditschek potential does so by introducing a
parameter k > 0 and defining the function ϕk : F → R+ as
ϕk(x) =
f0(x)(
f0
k(x) + β0(x)β(x)
)1/k . (9)
For all x ∈ F , the Rimon-Koditschek potential ϕk(x) < 1. On
the boundary of the free space, β0(x)β(x) = 0, making the
potential equal to one exactly. Because the target x∗ cannot lie
on the boundary (Assumption 1), the denominator is always
positive. Since ϕk(x) is non-negative for all x ∈ F and only
attains the value zero at x∗, this guarantees that x∗ is the
minimum of the function. This analysis guarantees that the
aforementioned conditions (i) and (iii) are satisfied. The design
parameter k controls the importance of the barrier β0(x)β(x)
relative to the potential f0(x), thereby repelling the agent
and preventing it from crossing into the obstacle space – see
also (11). This interplay is key in establishing that all other
critical points are non-degenerate saddle point and it has been
established that ϕk(x) is a navigation function when k is
sufficiently large under some restrictions on the shape of the
obstacles, the potential function, and position of the goal [20],
[21].
The operative phrase in the previous sentence is “under
some restrictions.” The potential ϕk(x) in (9) is not always a
valid navigation function because for some geometries it can
have several local minima as critical points. For the case of a
quadratic potential and ellipsoidal obstacles that we consider
here ϕk(x) is known to be a valid potential when [21, Theorem
3]
λmax
λmin
× µ
i
max
µimin
< 1 +
di
riµimax
, (10)
where di = ‖xi − x∗‖ is the distance from the center of
the ellipsoid to the goal and, we recall, 0 < λmin ≤ λmax
are potential eigenvalues, 0 < µimin ≤ µimax are obstacle
eigenvalues, and ri is the ellipsoid radius. When (10) fails, ϕk
might fail to be a navigation function because it may present a
local minimum on the side of the obstacle opposite the target.
The important consequence that follows from (10) is that
the navigation function ϕk(x) in (9) may fail to solve the nav-
igation problem specified in (6). Indeed, it will fail whenever
the obstacles are wide with respect to the potential level sets.
On the other hand, notice that when the attractive potential
is rotationally symmetric and the obstacles are spherical, the
left hand side of the previous expression is equals to one, and
thus the condition is always satisfied. The main contribution
of this paper is to leverage this observation to introduce
a correction in the gradient field arising from a navigation
function that allows to solve (6) in all environments with
quadratic potentials and ellipsoidal obstacles without using
second order information about the potential nor the obstacles.
III. CURVATURE CORRECTED NAVIGATION FLOWS
As previously stated, an agent that follows the gradient of a
navigation function converges to the goal while avoiding the
obstacles. To gain some intuition about these dynamics in the
case of Rimon-Koditschek potentials we write them explicitly
as
x˙ =−∇ϕk(x) = −
(
fk0 (x) + β(x)β0(x))
)−1−1/k(
β(x)β0(x)∇f0(x)− f0(x)∇(β(x)β0(x))
k
)
.
(11)
In practice, the dynamics are typically normalized since the
norm of the gradient is generally small [35], [36]. As such, we
omit the scaling −(fk0 (x)+β(x)β0(x)))−1−1/k. We also omit
β0(x) for simplicity, a minor modification which we explain
in Remark 1.
x˙ = gnav(x) := −β(x)∇f0(x) + f0(x)
k
∇β(x). (12)
The first term, −β(x)∇f0(x), in this dynamical system is
an attractive potential to the goal and the second term,
(f0(x)/k)∇β(x), is a repulsive field pushing the agent away
from the obstacles. When the agent is close to the obstacle
Oi, the product function β(x) takes a value close to zero
thereby eliminating the first summand in (12) and prompting
the agent’s velocity to be almost collinear with the vector
∇β(x). In turn, this makes the time derivative ˙β(x) positive
thus preventing β(x) from becoming negative. This guarantees
that the agent remains in free space [cf., (8)]. When the agent
is away from the obstacles, the term that dominates is the
negative gradient of f0(x) which pushes the agent towards
the goal x∗. The parameter k balances the relative strengths
of these two potentials.
At points where the attractive and repulsive potentials cancel
we find critical points. These points can be made saddles when
the condition in (10) holds. An important observation here is
that the condition is always satisfied when the potential and the
obstacles are spherical because in that case the left hand side
is (λmax/λmin)× (µimax/µimin) = 1. This motivates an approach
in which we implement a change of coordinates to render
the geometry spherical. The challenge is that the change of
coordinates that would render obstacles spherical is not the
same change of coordinates that would render the potential
spherical. Still, this is idea motivates the curvature corrected
dynamics that we present in this section.
To simplify presentation consider first the case of a single
obstacle and postpone the general case to Section III-A. In
this case the function in (7) reduces to β(x) = β1(x). Similar
to how Newton’s Method uses second order information to
render the level sets of the objective function into spherical
sets so to obtain a faster rate of convergence [30, Ch. 9.5],
pre-multiplying each gradient in the original flow (12) by the
Hessian inverse of the corresponding function corrects the
dynamics so that the world appears spherical to the agent.
This results in the dynamical system
x˙ = −β(x)∇2f0(x)−1∇f0(x) + f0(x)
k
∇2β(x)−1∇β(x).
(13)
We see that the corrected dynamics (13) differs from the
navigation function dynamics (12) in that ∇f0(x) in the first
term is premultiplied by the Hessian inverse∇2f0(x)−1 and in
that ∇β(x) is premultiplied by the Hessian inverse ∇2β(x)−1.
Observe that since we are assuming the objective to be a
quadratic function the Hessian inverse gradient product in (13)
is simply given by the position of the agent relative to the goal
∇2f0(x)−1∇f0(x) = x− x∗. (14)
Likewise, recalling our definition of the ellipsoids in (2), the
corresponding Hessian inverse gradient product is the position
of the agent relative to the center of the ellipsoid
∇2β(x)−1∇β(x) = x− x1. (15)
Substituting (14) and (15) into our proposed dynamical system
in (13) yields
x˙ = −β(x)(x− x∗) + f0(x)
k
(x− x1). (16)
These dynamics are almost equivalent to (12) if the dynamics
from the navigation function gradient is particularized to an
environment with a spherical objective function and a spherical
obstacle. Since such a spherical environment satisfies the
geometric condition in (10), it is reasonable to expect that a
point agent following (13), which reduces to (16), converges
to the goal x∗ in all environments. It is important to note
that the correction is not equivalent to treating everything like
spheres. This is because the functions β and f0 have their
original, quadratic form.
An interesting side effect of the simplified dynamics expres-
sion in (16) is that implementation of (13) is simpler than it
appears. The first term pushes in the direction of the goal and
the second term pushes away from the center of the obstacle.
Thus, the algorithm can be made to work if we just estimate
these two quantities. Curvature estimates are not needed for
implementation. The dynamics (13) only consider the case
where there is one obstacle. In the following section, we will
generalize the dynamics so that the agent can navigate around
an arbitrary number of obstacles.
Remark 1. On the boundary of the workspace X [c.f. (4)], for
large enough k, the dynamics (12) are almost exactly colinear
with −∇f0(x). Since the workspace is convex, −∇f0(x)
points inside the obstacle. Therefore, by selecting a large
enough k, we know that the agent will not collide with the
external boundary of the free space, which is why we omit it
from (12).
A. Extension to Multiple Obstacles
In this section we extend our proposed dynamics to the case
where the workspace is populated with a finite number of non-
intersecting obstacles. Let us start by reviewing the extension
to multiple obstacles using second order information [31]. Use
the product rule of derivation to write
∇β(x) =
m∑
i=1
∏
j 6=i
βj(x)
∇βi(x). (17)
For ease of notation, we define the omitted product function
β¯i(x) =
∏
j 6=i βj(x), so (17) becomes
∇β(x) =
m∑
i=1
β¯i(x)∇βi(x). (18)
When the agent is close to the boundary of an obstacle
Oi, the β¯i(x) dominates the dynamics so that the gradient
∇β(x) ≈ ∇βi(x). Observing this, we correct the dynamics by
premultiplying the obstacle gradient by B(x)−1 where B(x)
is a linear combination of the Hessians of the obstacles. The
weight of obstacle Oi is defined by the soft switch αi(x) which
is a continuous function equal to one on the border of the
obstacle and negligible away from the obstacle. As such, we
write the correction term
B(x) =
m∑
i=1
αi(x)∇2βi(x), (19)
so that the proposed dynamics [31] are
x˙ = gold(x) := −β(x)(x− x∗) + f0(x)
k
B(x)−1∇β(x). (20)
Similar to how ∇β(x) is approximately equal to ∇βi(x) close
to the border ∂Oi, the correction term B(x) is approximately
equal to the Hessian ∇2βi(x) due to the defining proper-
ties of the continuous switch functions αi(x). Naturally this
makes the inverse of the correction term B(x)−1 close to the
boundary of obstacle Oi approximately equal to ∇2βi(x) so
that the correction renders the obstacle gradient component
approximately equal to (x−xi). This is reminiscent of the one
obstacle dynamics (16). As such, under the assumption that the
agent starts ε-away from any obstacle, for most geometries
– see Remark 2 – asymptotic convergence to the target is
guaranteed.
The issue with these dynamics is that they require the
agent to estimate the curvature of the obstacle and store the
information for computation of dynamics. We can overcome
this issue by applying separate correction terms to the gradient
of each obstacle function βi instead of applying the correction
B(x) collectively to the gradient ∇β(x). This means the
dynamics with second order correction becomes
x˙ = −β(x)(x− x∗) + f0(x)
k
m∑
i=1
β¯i(x)∇2βi(x)−1∇βi(x)
(21)
Doing so would result in a simplification (16) for each
obstacle. The resulting dynamics for the multiple obstacle case
without second order information becomes
x˙ = gnew(x) := −β(x)(x− x∗) + f0(x)
k
m∑
i=1
β¯i(x)(x− xi).
(22)
The advantages of this approach are threefold: (i) the estimate
of the Hessian does not need to be computed, (ii) the dynamics
are simpler and easier to implement, and (iii) the convergence
proof is complete for every starting position in the free
space. We now present our main result, which guarantees
convergence to the target in all environments with ellipsoidal
obstacles.
Theorem 1. Let f0(x) be a quadratic potential as in (1) and
let βi(x) be an ellipsoid as in (2) for all i = 1, . . . ,m. Further
let x be the solution of the dynamical system (22) with initial
condition x0. Then, there exists a K such that when k > K,
x(t) ∈ F for all t ≥ 0 and limt→∞ x(t) = x∗.
The complete proof is presented in section IV, however
we present a sketch of proof here. First we define a global
Lyapunov function which shows that the target x∗ is asymp-
totically stable for all but a few points close to the borders of
the obstacles. We then choose K large enough so that these
regions are contained inside an ε-ball of each obstacle. Within
this ε-ball, we show that the agent will navigate around the
obstacle. We then show that the agent can only visit a finite
number of obstacles to conclude the proof.
The result of Theorem 1 is different than the guarantee of
the second order dynamics in (20) [31, Theorem 2]. For the
second order dynamics, the value of k was dependent on the
initial position x0 of the agent. It also required the assumption
that the starting point is some ε away from the border of
the obstacles. Our result says that there exists a finite K
independent of the starting position x0 such that when k > K,
any starting position will converge to the target. Further, the
analysis for second order dynamics does not guarantee that
the agent will not cycle infinitely around a group of obstacles
tightly surrounding the objective failing to converge to the
objective —see Remark 2. Lemma 2 provides this guarantee
for our proposed dynamics.
IV. PROOF OF THEOREM 1
Let us define a global Lyapunov function candidate
V (x) =
1
2
(x− x∗)>(x− x∗). (23)
By definition, V is always positive, and equal to zero only
when x = x∗. To prove convergence to the target, we must
show that V˙ < 0. That is, we require
V˙ = (x− x∗)>x˙ < 0. (24)
Substituting (22) for x˙, this would require
(x− x∗)>
(
−β(x)(x− x∗) + f0(x)
k
m∑
i=1
β¯i(x)(x− xi)
)
< 0
(25)
Simplifying the expression (25), we have that V˙ < 0 for all
x ∈ F except for when
β(x) ≤ f0(x)
∑m
i=1 β¯i(x)(x− x∗)>(x− xi)
k(x− x∗)>(x− x∗)
. (26)
For any δ > 0, let us define the following neighborhood of
the target
Bx∗(δ) :=
{
x ∈ F|(x− x∗)>(x− x∗) ≤ δ
}
. (27)
We then define the set Vk(δ) to be all x ∈ Bcx∗(δ) such that
(26) holds. Formally, let
Vk(δ) :=
{
x ∈ Bcx∗(δ)|
β(x) ≤ f0(x)
∑m
i=1 β¯i(x)(x− x∗)>(x− xi)
k(x− x∗)>(x− x∗)
}
(28)
As such, we know that for all x /∈ Vk(δ), V˙ < 0. From
Assumption 1, we know that x∗ lies in the interior of the
free space. Therefore, there exists a δ > 0 such that Bx∗(δ)
does not intersect with the obstacle or the boundary. Since
the free space is compact and both f0 and β are continuously
differentiable, it follows that the numerator on the right hand
since of (26) is bounded. Likewise, since for any x /∈ Bcx∗(δ)
we have that (x − x∗)>(x − x∗) > δ it follows that by
increasing k, the area of Vk(δ) decreases. Therefore, we can
choose Kε large enough such that for all k > Kε, the region
where the global Lyapunov function candidate is increasing is
contained within the ε-balls of the obstacles (Figure 2). That
is, Vk(δ) ⊂ ∪mi=1Biε, where
Biε := {x| min
x′∈Oi
‖x− x′‖ < ε}. (29)
We focus now on the region Bx∗(δ) and notice that we can
upper bound the left hand side of (25) using the Cauchy-
Schwartz inequality by
V˙ (x) ≤− β(x)(x− x∗)>(x− x∗)
+
f0(x)
k
m∑
i=1
‖x− x∗‖ ∥∥x− xi∥∥ . (30)
Because f0(x) is quadratic, the second term is of order
‖x− x∗‖3 = δ3/2 while the first term is only of order δ.
Thus, there exists δ0 > 0 such that for all δ < δ0 (30) is
negative.
Now that we have established that V defined in (23) is
strictly decreasing for all x /∈ VKε(δ), with δ < δ0 we will
show that the agent will locally escape the ε ball of each
obstacle.
A. Locally Escaping Obstacles
Because the obstacles are convex and non-intersecting, we
know that there exists an ε > 0 such that the ε-balls of each
obstacle are non-intersecting. Therefore in this section, we will
show that if an agent enters the ε-ball of an obstacle Oi, it
will escape that obstacle. We first recall that when k > K the
region Vk(δ)\Bx∗(δ) i.e., where V˙ > 0, a proper subset of the
interior of the ε-ball regions of the obstacles. On the border
of the ε-ball, β(x) is bounded away from zero. Therefore, for
all k larger than K2, the dynamics 22 are nearly colinear with
(x − x∗). Consider any ray originating from the destination
and intersecting with ε-ball region. The ray will intersect the
border of the ε-ball at two points. At both of these points,
with k > K2, the agent is moving nearly in the direction of
the target, creating an entry point and exit point. As such, we
can divide the boundary of the ε-ball into two regions: the first
Fig. 2: Illustration of the different regions defined in Section IV-A.
The solid line shows the separation of the border of the ε-ball, where
the agent can only enter from the top half and exit from the bottom
half due to the global Lyapunov function candidate. The repulsion
zone (34) shown in yellow, is the regio where the agent is moving
away from the obstacle.
region is the set of entry points, where the agent enters the
ε-ball, and is located on the opposite side of the obstacle with
respect to x∗. The second region is the set of exit points, where
the agent leaves the ε-ball, and is located on the same side of
the obstacle as x∗. This is illustrated in Figure 2. So we have
established that if the agent enters the ε-ball and navigates
around the obstacle, it will exit closer to the objective.
We now show that the agent will indeed exit the ε-ball
region. We accomplish this by defining two local Lyapunov
function candidates, the second of which requires the definition
of the first
Vi(x) =
1
2
(x− x∗)>∇2βi(x)(x− x∗). (31)
We call this Lyapunov function candidate local because it is
only proper within the ε-ball of the local obstacle Oi. The idea
is that although the global Lyapunov function candidate may
not be decreasing in the ε-ball region around the obstacle,
the local Lyapunov function candidate Vi(x) will guarantee
that the agent moves around the obstacle toward the target x∗.
To do so, we require V˙i(x) = (x− x∗)>∇2βi(x)x˙ < 0, or
equivalently
(x− x∗)>∇2βi(x)
(
− β(x)(x− x∗)
+
f0(x)
k
∑
l=1
β¯l(x)(x− xl)
)
< 0
(32)
Similar to our definition of Vk(δ), we define
Bik(δ) :=
{
x ∈ Bcx∗(δ)|
β(x) ≤ f0(x)
∑m
l=1 β¯l(x)(x− x∗)>∇2βi(x)(x− xl)
k(x− x∗)>∇2βi(x)(x− x∗)
}
,
(33)
to be the region where the local Lyapunov function candidate
is increasing. Unlike the region Vk(δ), we can guarantee that
an agent which starts outside this region will never enter, and
an agent which starts inside the region will always exit. This
is the subject of Lemma 1. For this reason, we refer to Bik(δ)
as the repulsion zone. Intuitively, the repulsion zone is the area
where the agent is very close to the obstacle, so the (x− x∗)
term in the dynamics which pulls the obstacle towards the
target becomes negligible compared to the (x−xi) term which
pushes the obstacle away from the obstacle. By substituting
β(x) = βi(x)β¯i(x), we get an equivalent, obstacle specific,
expression for the repulsion zone
Bik(δ) :=
{
x ∈ Bcx∗(δ)|
βi(x) ≤ f0(x)
∑m
l=1 β¯l(x)(x− x∗)>∇2βi(x)(x− xl)
kβ¯i(x)(x− x∗)>∇2βi(x)(x− x∗)
}
.
(34)
Because we are in the free space bounded away from the
minimum, β¯i(x) is bounded, therefore increasing k means that
β¯i(x) decreases at the rate O(1/k).
Because ∇2βi(x) is positive definite, we know that the
denominator k(x− x∗)>∇2βi(x)(x− x∗) > 0. Therefore,
similar to Vk(δ) [c.f. (28)], as k increases, the area of Bk(δ)
decreases (Figure 2). Let us define Kε3 to be such that for all
k > Kε3 , we have Bk(δ) ⊂ ∪mi=1Biε [c.f. (29)]. Focusing on
obstacle Oi, we let Bik denote the intersection of Bk(δ) ∩ Biε
for ease of notation.
By definition, Vi is decreasing for all x inside the ε-ball
and outside the repulsion zone. This guarantees that the agent
will escape the ε-ball region around each obstacle so long as
it does not enter the repulsion zone. On the border of the
repulsion zone Bi, the local Lyapunov function is constant
since by definition, V˙i(x)|x∈∂Bik = 0.
We now define the second local Lyapunov function candi-
date which will both elucidate the behavior of the agent on
the border of the repulsion zone as well as validate that the
agent is moving away from the obstacle in this region. Let
V˜i(x) = max
x∈Bik
{
(x− x∗)>∇2βi(x)(x− x∗)
}
− (x− x∗)>∇2βi(x)(x− x∗)
(35)
The following lemma establishes that the repulsion zone acts
like a barrier such that if the agent starts outside the repulsion
zone, it will not enter the zone. Further, if the agent starts
inside the repulsion zone, it will exit the repulsion zone.
Lemma 1. Given the dynamics (22), the function V˜i(x) is
strictly decreasing on intBik and constant on the border ∂Bik.
Proof. See Appendix-A 
Lemma 1 confirms that by following the flow prescribed in
(22), the agent will never collide with the obstacle. In fact,
if the agent starts outside the repulsion zone, it will not enter
the repulsion zone as doing so would require violating the
Lyapunov function candidate V˜i(x). Lemma 1 also confirms
that an agent which starts inside the repulsion zone will reach
the border of the repulsion zone.
We have shown that the agent will move toward x∗ for
all x in the ε-ball of obstacle Oi except for the repulsion
zone. Further we have shown that it is impossible to enter the
repulsion zone, and that if the agent starts inside the repulsion
zone, it will reach the border of the repulsion zone. In fact, the
border of the repulsion zone represents the region where both
local Lyapunov function candidates Vi and V˜i are constant.
What is left to show is that the agent will exit the border
of the repulsion zone. We accomplish this with the following
two lemmas. The first confirms that the agent will always be
moving in the direction away from the center when it is on
the border of the repulsion zone. The second asserts that there
is only one critical point on the border of the repulsion zone,
and this critical point is an unstable equilibrium.
Lemma 2. Consider any point x on the repulsion zone of Oi
such that (x − xi) is not aligned with (x − x∗). Let n be a
unit vector which lies on a hyperplane containing the points
x, x∗, and xi such that n>(x − x∗) = 0 and n>(x − xi) =
δ(x) > 0. Then there exists a large enough K(x) such that
for all k > K(x), n>x˙ > 0
Proof. See Appendix-B 
Lemma 3. There exists a Ki such that for all k > Ki, there
is only one critical point on ∂Bik and that critical point is an
unstable equilibrium.
Proof. See Appendix-C 
Lemmas 2 and 3 guarantee that the agent will exit the
repulsion zone for almost every initial position. As soon as
the agent exists the border of the repulsion zone, it will be
in the region where the local Lyapunov function candidate Vi
is decreasing, meaning that returning to the repulsion zone is
impossible.
We have therefore shown that if the agent enters an ε-region
of an obstacle Oi, it will exit that region. This result holds
for any bounded free space, and therefore we have shown
that even when the obstacle is almost flat, the dynamics will
allow the agent to maneuver around the obstacle. What is
left to show is that the agent can only visit a finite number
of obstacles. This combined with locally escaping obstacles
and the global Lyapunov function candidate will complete the
proof of Theorem 1.
B. Defining Graphs on Configurations
In this section, we will show that the agent will only visit
a finite number of obstacles. We do so by defining a graph
on the configuration where the nodes represent obstacle and
edges represent the ability to move from being ε-close from
one obstacle to another. This graph will encode an ordering
which will show that the agent will only visit a finite number
of obstacles. Before defining the graph on the configuration
we require the following lemma, stating that the space can be
divided in hyperplanes which the agent can only traverse in
one direction.
Lemma 4. Let f0(x) be a quadratic potential as in (1) and
H be a hyperplane that does not intersect any obstacle and
separates the space X into two halfspacesH1 andH2. Without
loss of generality assume x∗ ∈ H1. Let n ∈ Rn be a unit
vector normal to the hyperplane pointing toward H2. Then
there exists K1,2 such that for all k > K1,2, n>x˙ < 0
Proof. See Appendix-D 
The previous lemma is interpreted as follows. Once the
agent transitions from H2 to H1, it will never be able to go
back into H2. As such, we consider constructing a graph on
the configuration which would describe the order in which an
agent would visit each obstacle.
In order to show that once the agent visits an obstacle it
will never return to the same obstacle, consider the following
construction of a graph on an arbitrary configuration. First,
to formalize notation, consider a hyperplane Hi,j between
obstacle Oi and Oj . Because the obstacles are strictly convex,
we know this strictly separating hyperplane exists [30]. Let
Hi denote the halfspace containing Oi and Hj denote the
halfspace containing Oj . The agent’s target x∗ is either in Hi
or Hj . Without loss of generality, let x∗ ∈ Hj . Now we can
define a graph G = (N , E), where the obstacles are nodes
N = {1, . . . ,m}, and the edges in E represent the ability
to move from one obstacle to the other. To place an edge
between any pair of obstacles Oi,Oj , we check two conditions
independently of each other:
Condition 1. There is a hyperplane Hi,j such that x∗ ∈ Hj .
Condition 2. There is a hyperplane Hj,i such that x∗ ∈ Hi.
Because there is always a hyperplane between two convex
sets, at least one condition will be satisfied for every pair of
obstacles. Therefore we define the graph by
(i, j) ∈ E if Condition 1 and not Condition 2. (36)
We will illustrate this with an example. Consider the envi-
ronment in Fig 3 (a). Let us consider whether or not to place
an edge between nodes two and three of the corresponding
graph. We first consider the hyperplane H2,3 where x∗ ∈ H3.
In the figure, this is the dashed hyperplane. Because we are
also able to draw a hyperplane H3,2 between the obstacles
such that x∗ ∈ H2, we do not put an edge between nodes two
and three of the graph. By Lemma 4, this means that with
large enough k, the trajectory of the agent will never cross
the boundaries to hit either O2 or O3, where by hit, we mean
be ε-close.
The graph corresponding to the configuration is shown in
Figure 3 (b). We interpret the graph as follows. Suppose
the point agent is placed randomly on the free space. Then
following (22), it may eventually hit one of the obstacles
represented by the nodes on the graph. If it hits a node that is
at the end of the directed acyclic graph (i.e. nodes two, three,
four, or eight), it will hit any other obstacle before reaching
its target. If the agent hits any other node, then it can either
go directly to the target or visit the obstacle which the edge
indicates. For example, if the agent is near obstacle one, it will
either go to the target, or hit obstacle eight. It is impossible
for the agent to visit any other obstacle.
When the graph defined on the configuration does not have
any cycles, then the agent will only visit a finite number of
obstacles, which completes the argument. When the configu-
ration has a cycle, we need an additional argument which will
show that indeed the agent will still only visit a finite number
of obstacles. For this, we recall lemma 2 which confirms that
when the agent is close to the border of the obstacle, it will
Fig. 3: We consider placing an edge between obstacles O2 and O3.
The dashed line shows that there exists a hyperplane H2,3 with x∗ ∈
H3 and the solid line shows there exists a hyperplane H3,2 with
x∗ ∈ H2. As such, there will be no edge placed between nodes 2
and 3 of the corresponding graph.
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Fig. 4: The graph G corresponding to the configuration in Figure 3.
always move away from the center of the obstacle. For cycles
to exist, it must be that the obstacles are equidistant from the
objective. For an agent to visit an infinite number of obstacles
in the cycle, it must go around each obstacle on the side
opposite the target, which requires it to cross the center of the
obstacle. Lemma 2 indicates that the agent will move away
from the center of the obstacle thereby guaranteeing that the
agent will escape the cycle.
To conclude the proof of Theorem 1, set K to be equal to
the largest of Ki [c.f. Lemma 3], K, K2, K

3, and Ki,j [c.f.
Lemma 4]. over all obstacles and pairs of obstacles.
Remark 2. The convergence for second order correction
dynamics [31] holds only for configurations without cycles. In
Figure 3, consider constructing a graph for the configuration
where the objective lies inside the cluster of obstacles O4, O5,
O6 and O7. Such a graph would contain a cycle, and there
are not convergence guarantees for an agent following (20).
Lemma 2 guarantees that the agent will navigate between the
gap of adjacent obstacles in the cycle when the agent follows
(22).
V. NUMERICAL RESULTS
In this section, we compare the performance of our proposed
dynamics gnew [c.f. (22)] to the performance of navigation
function dynamics gnav [c.f. (12)] and second order correction
dynamics gold [c.f. (20)]. We consider a discrete approximation
for the flow x˙ = g(x). In practice, the norm of the dynamics
is generally very small. This may cause problems numerically
when computing the direction as well as taking taking a long
time for the agent to reach its target [36]. Hence, what is often
used in practice is to normalize the gradient by scaling it by a
factor of (+‖g(x)‖), where  > 0 [35]. As such the dynamics
will be
xt+1 = xt + η
g(xt)
‖g(xt)‖+  (37)
where η is a constant step size. We set  = 10−4 and η = 0.01
in (37) for all simulations.
First, we consider a world with eight ellipsoidal obstacles,
and we compare the trajectories from several different initial
positions using the different dynamics. Next, we consider in
three dimensions to illustrate that our convergence result holds
for obstacles in higher dimensions. Finally, we explore the
effect of increasing the number of obstacles of randomly gen-
erated ellipsoidal worlds. The obstacles are generated such that
condition (10) might fail. Therefore, increasing the number
of obstacles results in fewer trajectories successfully reaching
the target. In contrast, the corrected dynamics, both with and
without the second order information, perform well even when
the number of obstacles is large.
A. Correcting the Field
In this section, we show an ellipsoidal world with eight
obstacles and several different initialization points. We de-
signed the world such that condition (10) does not hold,
thereby eliminating the guarantee that the Rimon Koditschek
potential is a navigation function. The ratios of the eigenvalues
µimax/µ
i
min of the eight obstacles range between 2 and 50.
The radius and center of each obstacle are chosen such that
Assumptions 1 and 2 hold, with the radius of the outer obstacle
β0 equal to 20. The objective value of the function is chosen
to be f0(x) = ‖x‖2.
Figure 5 (a) shows the vector field and some trajectories for
the navigation function dynamics x˙ = gnav. Indeed, condition
(10) is violated. As such, four of the trajectories converge to
local minimum appearing behind the obstacles which violate
the condition instead of to the target. We selected k = 15
because this was the maximum value for k considered in the
analysis for worlds which violate the condition [21].
We compare the trajectories of the navigation function
dynamics where the condition is violated to the corrected
dynamics with and without second order information. The
Figure 5 (b) shows the agent following x˙ = gold – the corrected
dynamics with second order information – while Figure 5 (c)
shows the agent following x˙ = gnew – the proposed dynamics
without second order information. With the same value of
k = 15, all of the trajectories converge to the agent’s target.
The vector field plots show that there is only one stable point,
the target. This is consistent with Theorem 1.
Not surprisingly, the trajectories following gold and gnew
are almost identical.The corrected dynamics move toward the
target except for when the agent is close to an obstacle. At this
point, the agent veers off away from the center of the obstacle
as predicted by Lemma 2. We emphasize that the trajectories
following gold requires second order information whereas those
following gnew does not. Our proposed dynamics achive the
same performance with less information.
B. Obstacles in R3
Theorem 1 holds in general for n dimensions. Up un-
til this point, all of the examples shown have been two
dimensional. Figure 6 shows an example of the dynamics
applied to an ellipsoidal world in three dimensions. Here,
again we choose the objective function to be f0(x) = ‖x‖2
with the outer obstacle having radius equal to 20. The ratios
of the eigenvalues µimax/µ
i
min range between 5 and 10. The
radii are chosen to be either 1 or 2. The centeres are then
chosen such that condition (10) fails. The trajectory following
navigation function dynamics does not converge to the target
whereas both the corrected dynamics (with and without second
order) converge. Interestingly, for the same value of k, we
observe that the proposed correction dynamics without second
order information takes a shorter path than the second order
correction dynamics. This suggests that not only does (22)
require less information, but also they result in a shorter path
for the same value of k.
C. Obstacles in R2
In this section, we explore the effect of increasing the num-
ber of obstacles on the percentage of successful trajectories.
We define the external shell to be the a spherical with center
(0, 0) and radius r0. The center of each ellipsoid is drawn
uniformly from [−r0/2, r0/2]2. The maximum semiaxis ri
is drawn uniformly from [r0/10, r0/5]. The positive definite
matrices Ai have minimum eigenvalues 1 and µimax, where
µimax is drawn randomly from [1, r0/2]. The obstacles are then
rotated by θi where θi is drawn randomly from [−pi/2, pi/2].
The obstacles are redrawn if Assumption 2 is violated. For the
objective function, we consider a quadratic cost given by
f0(x) = (x− x∗)>Q(x− x∗). (38)
where Q ∈ M2×2 is a diagonal matrix with eigenvalues
eig(Q) = {1, λ} where λ is drawn from [0, r0]. The mini-
mizer of the objective function x∗ is drawn uniformly from
[−r0/2, r0/2]2. The minimizer x∗ is redrawn if it violates
Assumption 1. Finally, the initial position is drawn uniformly
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Fig. 5: (a)Trajectories generated by following the negative gradient of the RK Potential – that is x˙ = gnav [c.f. (12)] – which is not a
navigation function as condition (10) is violated. (b)Trajectories generated by dynamics with second order information, that is x˙ = gold [c.f.
(20)]. (c)Trajectories generated by following our proposed dynamics, that is x˙ = gnew [c.f. (22)]. Trajectories which converge to a local
minimum of ϕ(x) end in a red square.We set k = 15
Fig. 6: We set k = 40. Trajectories following the uncorrected
dynamics gnav are shown in red, the corrected second order dynamics
gold are shown in the dashed magenta, and the proposed dynamics
gnew are shown in green.
from [−r0, r0]2 and is redrawn if it is not in the interior of
the free space. For our experiments, we set r0 = 20. We then
vary number of obstacles m from two to seven. For tuning
parameters k = {20, 40, 60} we run 100 simulations for each
m ∈ {2, . . . , 7}. Each simulation is terminated successfully
when the norm of the difference of xt and x∗ is less than the
step size η = 0.01. A simulation is terminated unsuccessfully
if the agent collides with an obstacle - including the outer
boundary - or the number of steps reaches 5× 104.
Figure 7 (a) shows the the results of the simulation for
the uncorrected dynamics. For all values of k, the ratio of
successful trajectories decreases as the number of obstacles
increases. This is due to the fact that the increased number
of obstacles increases the probability that there an obstacle
violates condition (10). In contrast, Figures 7 (b) and 7 (c)
show that as k increases the ratio of successful trials increases.
For k = 40, the success percentage is always above 85%.
For k = 60, the success percentage is always above 95%.
Again, we reiterate that the dynamics proposed achieve the
same success ratios using less information than the second
order corrected dynamics.
The poor performance of k = 20 in the corrected dynamics
is due to the fact that we do not consider the outer obstacle
β0 in the dynamics – see Remark 1. Because gnav includes β0
as part of the dynamics, the agent is repelled away from the
boundary thereby avoiding collision. In contrast, the correction
dynamics avoid this collision by assuming that k is large
enough such that the agent is always moving inward when it
is close to the outer boundary. As expected, the performance
improves significantly with larger values of k. The similar
trends between the dynamics with and without second order
correction is due to the fact that the dynamics (12) are almost
identical to (22), which is consistent with section V-A.
VI. CONCLUSIONS
We considered the problem of a point agent navigating to a
target with a fininte number of ellipsoidal obstacles in the
way. In particular, we suggested dynamics without second
order information to remove the geometric constraint on the
eccentricity of the obstacles from the navigation function
approach. We guaranteed convergence to the target from any
initial position by showing that the agent will always be
moving toward the target except for when it is close to
obstacles, of which it will only visit a finite number and will
almost surely escape. For future work, this approach may be
used to extend to convex obstacles in general as well as non
convex star obstacles.
APPENDIX
A. Proof of Lemma 1
For all x ∈ Bik, V˜i(x) ≥ 0 with equality holding only
when x ∈ argmaxx∈Bik
{
(x− x∗)>∇2βi(x)(x− x∗)
}
. Now
consider
˙˜Vi(x) = −(x− x∗)>∇2βi(x)x˙. (39)
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Fig. 7: (a) Uncorrected Dynamics: Regardless of the value k, the ratio of successful simulations decreases as the number of obstacles
increases. (b) Corrected Dynamics (second order information): By increasing k, the ratio of successful simulations remains high regardless
of the number of obstacles (c) Proposed Dynamics: By increasing k, the ratio of successful simulations remains high regardless of the
number of obstacles
Substituting (22) for x˙, we get
V˙i =β(x)(x− x∗)>∇2βi(x)(x− x∗)
− f0(x)
k
β¯i(x)(x− x∗)>∇2βi(x)(x− xi)
− f0(x)
k
∑
j 6=i
β¯j(x)(x− x∗)>∇2βi(x)(x− xj).
(40)
We can bound V˙i(x) by substituting in the value of β(x) on
the border of the repulsion zone [c.f. (33)]
V˙i ≤f0(x)(x− x
∗)>∇2βi(x)(x− x∗)
k(x− x∗)>∇2βi(x)(x− x∗)
·(
β¯i(x)(x− x∗)>∇2βi(x)(x− xi)
+
∑
j 6=i
(x− x∗)>∇2βi(x)(x− xj)
)
− f0(x)
k
β¯i(x)(x− x∗)>∇2βi(x)(x− xi)
− f0(x)
k
∑
j 6=i
β¯j(x)(x− x∗)>∇2βi(x)(x− xj)
= 0
(41)
We have shown that the local Lyapunov function candidate
is strictly negative except for on the border of the repulsion
zone. This completes the proof.
B. Proof of Lemma 2
Evaluate n>x˙ with dynamics (22)
n>x˙ = n>
(
−β(x)(x− x∗) +
m∑
i=1
β¯i(x)(x− xi)
)
. (42)
The first term −β(x)n>(x− x∗) = 0 from our definition of
n. Therefore we have
n>x˙ =
f0(x)
k
β¯i(x)n>(x− xi) +∑
j 6=i
β¯j(x)n
>(x− xj)
 .
(43)
The first term is bounded away from zero since n>(x− xi) =
δ(x) > 0. Further, the second term has a common βi term
which we know decreases at a rate proportional to 1/k. As
such, there exists a K(x) large enough such that the first term
is larger than the second, thereby making n>x˙ > 0. This
concludes the proof.
C. Proof of Lemma 3
First note that (25) holds trivially when (x−x∗)>(x−xi) <
0, or when the agent and the objective are on the same side of
the obstacle. We conjecture that the saddle point on the border
of the repulsion zone will be close to the point xs ∈ ∂Bik
where
(xs − x∗) = a(xs − xi), (44)
for some a > 0. Consider grouping the dynamics (22) as
x˙ = β¯i(x) (g1(x) + g2(x)) , (45)
where
g1(x) = −βi(x)(x− x∗) + f0(x)
k
(x− xi), (46)
and
g2(x) =
f0(x)
kβ¯i(x)
∑
j 6=i
β¯j(x)(x− xj)
 . (47)
g2 has a common factor of βi(x) which decreases at a rate
of O(1/k). The rest of the terms in g2 are bounded by our
assumptions. As such, any local minima caused by g2 will
be dominated by the critical points of g1 for all k > K ′i.
To show that xs is unstable, we will show that for some
v, v>Jg1(xs)v > 0. Where Jg1 is the Jacobian of g1. We
compute the Jacobian
Jg1(x) =− (x− x∗)∇βi(x)> − βi(x)I
+
f0(x)
k
I +
1
k
(x− xi)∇f0(x)>.
(48)
Let v be a unit vector such that v>(xs−x∗) = 0 and v>(xs−
xi) = 0. Consider evaluating v>Jg1(xs)v
v>Jg1(xs)v =− v>(xs − x∗)∇βi(xs)>v − βi(xs)
+
f0(xs)
k
+
1
k
v(xs − xi)∇f0(xs)>v.
(49)
Note that by definition of v, the first and the fourth term are
equal to zero. As such, we have
v>Jg1(xs)v = −βi(xs) +
f0(xs)
k
. (50)
Substituting the expression for βi(xs) [c.f. (34)],
v>Jg1(xs)v = −
f0(xs)β¯i(xs)(xs − x∗)>∇2βi(xs)(xs − xi)
kβ¯i(xs)(xs − x∗)>∇2βi(xs)(xs − x∗)
− f0(xs)
∑m
j 6=i β¯j(xs)(xs − x∗)>∇2βi(xs)(xs − xj)
kβ¯i(xs)(xs − x∗)>∇2βi(xs)(xs − x∗)
+
f0(xs)
k
.
(51)
We simplify the first term by applying (44) so that the
numerator of the first term simplifies to f0(xs)/ak. For the
second term, we again factor out βi(xs) from each β¯j(x)
which, again, makes the second term decrease at the rate
O(1/k). As such, we obtain
v>Jg1(xs)v =
f0(xs)
k
(
1− 1
a
+O
(
1
k
))
. (52)
We know that a > 1, so this means that there exists a Kˆi large
enough that for every k > Kˆi, xs unstable.
What is left to show is that there is no other critical point
on the repulsion zone. Because we have shown that xs is an
unstable equilibrium point, we know that there exists a γ-
region around xs such that there is no other critical point
for some γ > 0. At this point, we use the result form
lemma 2 to show that the dynamics are not trivial. Because
we are at least γ away from the point where (x − xi) is
aligned with (x− x∗), we know there is a Ki(x) large enough
such that the agent is moving away form the center of the
obstacle. Let Kγi = maxx∈∂γ−region{Ki(x)}, then choose
Ki = max{K ′i, Kˆi,Kγi } to conclude the proof.
D. Proof of Lemma 4
Let us start by writing the product n>x˙ substituting x˙ by
the dynamics (22)
n>x˙ = n>
(
−β(x)(x− x∗) + f0(x)
k
m∑
i=1
β¯i(x)(x− xi)
)
.
(53)
Since H does not intersect any obstacle, there exists ε > 0
such that for all x ∈ H we have that
β(x) > ε. (54)
Combine (54) with the fact that n>(x− x∗) = δ > 0, which
holds since x∗ ∈ H1, to obtain the bound
β(x)n>(x− x∗) ≥ δε, (55)
for some δε > 0. Further, because all obstacles are contained
in {x|β0(x) > 0}, n is a unit vector, and the functions f0(x),
B(x), and β(x) are continuous, we can bound
f0(x)
k
m∑
i=1
β¯i(x)n
>(x− xi) ≤ C. (56)
Use (55) and (56) to bound (53)
n>x˙ ≤ −δε + C
k
(57)
Therefore, let K1,2 = C/δε so that when k > K1,2 we have
n>x˙ < 0. This completes the proof.
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