We derive an inequality for the minimum error probability which shows that for many observation models this quantity converges to its supremum as the number of possible values of the input signal increases. The asymptotic behavior of this probability is related to the behavior of the equivocation. Implications for asymptotic rates of equidistant codes and for perfect secrecy of cryptosystems are mentioned.
the minimum error probability, which is a concave function of ( 1 ; : : :; m ). Our goal is to study the asymptotic behavior of e m ( 1 ; : : :; m ) when the number m of di erent values for X increases.
A source of problems of this nature is information transmission where a random observation Y is used to reconstruct an input X, transmitted via a noisy channel. In information theory one usually assumes the uniform prior distribution over the input set f1; : : :; mg. This set is expanding at a given rate m = 2 RT , where T represents a \transmission volume" (length of the message, duration of the signal, picture size etc.) and R is a positive transmission rate. The supremum of transmission rates, for which e m (1=m; : : :; 1=m) tends to zero, is the channel capacity.
Our problem can be also formulated as the estimation of the discrete parameter taking values 1; : : :; m.
We assume that the probability densities f i are such that for any positive integer n; 1 n < m, min h e m ( 1 ; : : :; n ; 0; : : :; 0); e n (0; 1 ; : : :; n ; 0; : : :; 0); : : : e m (0; : : :; 0; 1 ; : : :; n ) i e n ( 1 ; : : :; n ): (2) According to (1) (2) is met.
Another example, where (2) holds, is the situation with f m i (y) = f(y ? it), where f is a xed density with respect to the Lebesgue measure over the Euclidean sample space, and t = t m is a given vector from this space.
Condition (2) also is valid for binary symmetric channels with equidistant codes at the input.
Condition (2) and concavity of e m imply that for any n; 1 h m h n + h m?n :
The known result about the convergence of super-additive sequences (see e. g. Lemma 2 on p. 112 in Gallager 5] ) implies that 
Also it follows that since h 1 = 0 the sequence h m is nondecreasing and has a positive (possibly in nite) limit, say, e(u 1 ; u 2 ; : : :).
We show now by using (5) Indeed under this assumption the sequence P m 1 u j is sub-additive (i.e.
satis es to the inequality opposite to that of the sequence h m ), so that P m 1 u j n ! inf n 1 P n 1 u j n :
Because of (5) For example, when the prior distribution is uniform, u j 1, (5) means that e m (1=m; : : :; 1=m) converges to sup n e n (1=n; : : :; 1=n). In the information transmission model, sup n e n (1=n; : : :; 1=n) is positive unless the channel is noiseless. Hence the capacity of binary symmetric channel is achievable on the class of equidistant codes only if the channel is noiseless or its capacity is zero. (Equivalently, an asymptotically errorless transmission with a positive rate is achievable by equidistant codes only if the channel is noiseless.)
Observe that (2) and (3) Since it was only the inequality (3) that was used to prove the convergence of the sequence h n to its supremum, Theorem 1 implies that under assumption (6) and condition (7) the entropy of a system tends to its largest possible (possibly in nite) value as the number of states increases. This result, which is obviously related to the second law of thermodynamics, is known in many di erent versions (see 3, Section 2.9]). Intuitively, Proposition 1 agrees with the usual interpretation of the minimum error probability as a measure of uncertainty 4]. As a matter of fact, (3) where is a concave function on (0; 1) with (0) = (1) = 0. For statistical applications of these entropies see 2, 13].
ASYMPTOTICALLY NON-INFORMATIVE EXPERIMENTS AND EQUIVOCATION
Motivated by the results of the previous section we look here for conditions under which the minimum error probability tends to its largest possible value, e n = e n ( n 1 ; : : :; n n ) ! 1: 
Since H(X) log m, (11) is su cient for (10) under any prior distribution. We formulate here conditions on H m which are su cient or necessary for (9) . It will be shown that the asymptotically perfect secrecy of cryptosystem in the sense of Shannon is stronger than the more intuitive condition (9) . It follows that the condition (9) implies only (12). 2
Here is an example, which shows that (9) is strictly weaker than both 
