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1. Introduction
LetCm×n andCm×nr be the set of complexm × nmatrices and its subset with rank r, respectively.
For A ∈ Cm×n, we denote by ‖A‖, ‖A‖2, ‖A‖Q and ‖A‖F the unitarily invariant norm, spectral norm,
Q-norm and the Frobenius norm of A, respectively. The conjugate transformation and the Moore–
Penrose generalized inverse of a matrix A are denoted by A∗ and A†, respectively.
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It is well known that the Moore–Penrose inverse of a matrix plays an important role in matrix
theory and numerical analysis. Much effort has been made for estimating the perturbation bounds of
the Moore–Penrose inverse, e.g., see [5,6,8,9]. In Ref. [8], Wedin presented the perturbation bounds
of the Moore–Penrose inverse under a general unitarily invariant norm, the spectral norm and the
Frobenius norm. Recently, Meng and Zheng [5] obtained the optimal perturbation bounds for the
Moore–Penrose inverse under the Frobenius norm. In this paper, we will focus our attention on
bounding the perturbation of the Moore–Penrose inverse in the unitarily invariant norm and the
Q-norm. The results improve the corresponding ones in Ref. [8].
We ﬁrst introduce some basic deﬁnitions as follows:
Deﬁnition 1.1 [2]. A unitarily invariant norm ‖ · ‖ is called a Q-norm if there exists another unitarily
invariant norm ‖ · ‖′ such that ‖Y‖ = (‖Y∗Y‖′) 12 , which is denoted by ‖ · ‖Q .
Let Y ∈ Cm×n, m n. The Ky-Fan p-k norm is deﬁned as follows:
||Y ||k;p ≡
⎛⎝ k∑
i=1
σ
p
i
⎞⎠1/p = ||Y∗Y || 12k;p/2 (1.1)
for p 2 and k = 1, . . . , n, where σi, i = 1, . . . , n are the singular values of Y with σ1  · · · σn.
Clearly, ||Y ||k;p = ||Y∗Y ||
1
2
k;p/2, and hence the Ky-Fan p-k norm is a Q-norm for p 2. This implies
that the spectral norm and the Frobenius norm are Q-norms.
The rest of this paper is organized as follows. In Section 2,we give some lemmas,which are useful to
deduce our main results. In Sections 3 and 4, we consider the additive andmultiplicative perturbation
of the Moore–Penrose inverse, respectively. Some new bounds for additive and multiplicative pertur-
bation under the norms ‖ · ‖ and ‖ · ‖Q are presented, respectively, which improve the corresponding
ones in Ref. [8]. The concluding remark is given in Section 5.
2. Preliminary
In this section, some lemmas are given to deduce our main results.
Lemma 2.1 [4]. Let B have the block form
B =
(
B11 B12
B21 B22
)
.
Then
‖B‖2Q  ‖B11‖2Q + ‖B12‖2Q + ‖B21‖2Q + ‖B22‖2Q .
Lemma 2.2 [3]. Let B1 and B2 be two Hermitianmatrices and let P be a complex matrix. Suppose that there
are two disjoint intervals separated by a gap of width at least η, where one interval contains the spectrum
of B1 and the other contains that of B2. If η > 0, then there exists a unique solution X to thematrix equation
B1X − XB2 = P and, moreover
‖X‖ 1
η
‖P‖.
Lemma 2.3 [5]. Let W ∈ Cn×n be a unitary matrix with the block form
W =
(
W11 W12
W21 W22
)
,
where W11 ∈ Cr×r , W22 ∈ C(n−r)×(n−r), 1 r < n. Then ‖W12‖ = ‖W21‖ for any unitarily invariant
norm.
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3. Additive perturbation bounds
In this section, we will present the additive perturbation bounds of the Moore–Penrose inverse
under the unitarily invariant norm and theQ-norm. Our ﬁrst bound is for the unitarily invariant norm.
Theorem 3.1. Let A ∈ Cm×nr and B = A + E ∈ Cm×ns . Then
‖B† − A†‖
(
‖A†‖2‖B†‖2 + max
{
‖A†‖22, ‖B†‖22
})
‖E‖. (3.1)
Proof. Let A and B have the following singular value decompositions:
A = U
(
1 0
0 0
)
V∗ = U11V∗1 , B = U˜
(
˜1 0
0 0
)
V˜∗ = U˜1˜1V˜∗1 , (3.2)
where U = (U1, U2), U˜ = (U˜1, U˜2) ∈ Cm×m, V = (V1, V2), V˜ = (V˜1, V˜2) ∈ Cn×n satisfy U∗U = Im,
U˜∗U˜ = Im, V∗V = In and V˜∗V˜ = In,1 = diag(σ1, . . . , σr), ˜1 = diag(σ˜1, . . . , σ˜s) with σ1  · · ·
σr > 0 and σ˜1  · · · σ˜s > 0.
By (3.2) we have
E = B − A = U˜1˜1V˜∗1 − U11V∗1 . (3.3)
From (3.3) one may deduce that
˜1V˜
∗
1 V1 − U˜∗1U11= U˜∗1EV1, (3.4)
U∗2 U˜1˜1=U∗2EV˜1, (3.5)
1V
∗
1 V˜2=−U∗1EV˜2. (3.6)
It follows from (3.4) that
V˜∗1 V1−11 − ˜−11 U˜∗1U1 = ˜−11 U˜∗1EV1−11 . (3.7)
By (3.2) we have
A† = V1−11 U∗1
and
B† = V˜1˜−11 U˜∗1 .
Then we have
‖B† − A†‖=‖V˜1˜−11 U˜∗1 − V1−11 U∗1‖
=‖V˜∗
(
V˜1˜
−1
1 U˜
∗
1 − V1−11 U∗1
)
U‖
=
∥∥∥∥(V˜∗1V˜∗2
) (
V˜1˜
−1
1 U˜
∗
1 − V1−11 U∗1
)
(U1, U2)
∥∥∥∥
=
∥∥∥∥∥
(
˜
−1
1 U˜
∗
1U1 − V˜∗1 V1−11 ˜−11 U˜∗1U2
−V˜∗2 V1−11 0
)∥∥∥∥∥ , (3.8)
from which one may deduce that
‖B† − A†‖
∥∥∥∥∥
(
˜
−1
1 U˜
∗
1U1 − V˜∗1 V1−11 0
0 0
)∥∥∥∥∥+
∥∥∥∥∥
(
0 ˜
−1
1 U˜
∗
1U2
−V˜∗2 V1−11 0
)∥∥∥∥∥ . (3.9)
By (3.7) we have∥∥∥∥∥
(
˜
−1
1 U˜
∗
1U1 − V˜∗1 V1−11 0
0 0
)∥∥∥∥∥ 1σr σ˜s ‖E‖. (3.10)
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By (3.5) and (3.6), we have
˜
−1
1 U˜
∗
1U2=˜−21 (U∗2EV˜1)∗,
−V˜∗2 V1−11 =(U∗1EV˜2)∗−21 .
Thus ∥∥∥∥∥
(
0 ˜
−1
1 U˜
∗
1U2
−V˜∗2 V1−11 0
)∥∥∥∥∥max
{
1
σ 2r
,
1
σ˜ 2s
} ∥∥∥∥( 0 V˜∗1 E∗U2V˜∗2 E∗U1 0
)∥∥∥∥ . (3.11)
It is easy to see that (U∗2EV˜1)∗ and (U∗1EV˜2)∗ are (1,2) and (2,1) blocks of the matrix
(
V˜∗1
V˜∗2
)
E∗(U1, U2).
It follows from Theorem 3.3 of [4] that∥∥∥∥( 0 (U∗2EV˜1)∗(U∗1EV˜2)∗ 0
)∥∥∥∥ ∥∥V˜∗E∗U∥∥ .
Since U and V˜ are unitary matrices, by (3.11) we have∥∥∥∥∥
(
0 ˜
−1
1 U˜
∗
1U2
−V˜∗2 V1−11 0
)∥∥∥∥∥max
{
1
σ 2r
,
1
σ˜ 2s
}
‖E‖ ,
which together with (3.9) and (3.10) gives the desired bound (3.1). This completes the proof. 
Remark 3.1. The classical bound for the Moore–Penrose generalized inverse under unitarily invariant
norm was given by Wedin [8], i.e.,
‖B† − A†‖ 3max{‖A†‖2, ‖B†‖2}‖E‖. (3.12)
Clearly,
‖A†‖2‖B†‖2 + max{‖A†‖22, ‖B†‖22} 2max{‖A†‖2, ‖B†‖2} < 3max{‖A†‖2, ‖B†‖2},
which shows that the bound in (3.1) is always sharper than the one in (3.12).
Theorem 3.2. Let A ∈ Cm×nr and B = A + E ∈ Cm×ns . Then
‖B† − A†‖Q 
√
‖A†‖42 + ‖B†‖42 + ‖A†‖22‖B†‖22‖E‖Q . (3.13)
Proof. The bound (3.13) follows immediately from Lemma 2.1 and (3.4)–(3.6) and (3.8). 
Now we consider the case that rank(A) = rank(B), i.e., A, B ∈ Cm×nr .
Theorem 3.3. Let A, B = A + E ∈ Cm×nr . Then
‖B† − A†‖ [‖A†‖2‖B†‖2 + (‖A†‖2 + ‖B†‖2)min{‖A†‖2, ‖B†‖2}]‖E‖. (3.14)
Proof. Let
D1 =
(
1 0
0 σr I
)
, D2 =
(
˜1 0
0 σ˜r I
)
, X =
(
˜
−1
1 U˜
∗
1U1 − V˜∗1 V1−11 ˜−11 U˜∗1U2
−V˜∗2 V1−11 0
)
.
Then
XD1 + D2X=
(
˜
−1
1 U˜
∗
1U11 − V˜∗1 V1 σr˜−11 U˜∗1U2−V˜∗2 V1 0
)
+
(
U˜∗1U1 − ˜1V˜∗1 V1−11 U˜∗1U2
−σ˜r V˜∗2 V1−11 0
)
. (3.15)
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From (3.4) it is easy to see that
‖˜−11 U˜∗1U11 − V˜∗1 V1‖
1
σ˜r
‖E‖, (3.16)
‖U˜∗1U1 − ˜1V˜∗1 V1−11 ‖
1
σr
‖E‖. (3.17)
Since U˜∗U is a unitary matrix, by Lemma 2.3 we have
‖U˜∗1U2‖ = ‖U˜∗2U1‖.
By (3.3) and (3.5), one may deduce that
U˜∗2U1 = −U˜∗2EV1−11
and
U˜∗1U2 = ˜−11
(
U∗2EV˜1
)∗
,
which implies that
‖U˜∗2U1‖
1
σr
‖E‖,
and
‖U˜∗1U2‖
1
σ˜r
‖E‖,
respectively. Then
‖U˜∗1U2‖
1
max{σr , σ˜r}‖E‖,
and thus
‖σr˜−11 U˜∗1U2‖
σr
σ˜r
‖U˜∗1U2‖
σr
σ˜r max{σr , σ˜r}‖E‖.
By an analogical argument, we have
‖V˜∗2 V1‖
1
max{σr , σ˜r}‖E‖
and
‖σ˜r V˜∗2 V1−11 ‖
σ˜r
σr
‖V˜∗2 V1‖
σ˜r
σr max{σr , σ˜r}‖E‖,
which together with (3.8), (3.16), (3.17) and Lemma 2.2 gives the desired result. This completes the
proof. 
Remark 3.2. The author in Ref. [8] provided the bound below:
‖B† − A†‖ 3‖A†‖2‖B†‖2‖E‖. (3.18)
Since (
‖A†‖2 + ‖B†‖2
)
min
{
‖A†‖2, ‖B†‖2
}
 2‖A†‖2‖B†‖2,
we have
‖A†‖2‖B†‖2 +
(
‖A†‖2 + ‖B†‖2
)
min
{
‖A†‖2, ‖B†‖2
}
 3‖A†‖2‖B†‖2.
This shows that the bound in (3.14) is always sharper than the one in (3.18).
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Theorem 3.4. Let A, B = A + E ∈ Cm×nr . Then
‖B† − A†‖Q 
√
3‖A†‖2‖B†‖2‖E‖Q . (3.19)
Proof. It follows from (3.3) that
U∗1 U˜1˜1 − 1V∗1 V˜1=U∗1EV˜1, (3.20)
U˜∗2U11=−U˜∗2EV1, (3.21)
˜1V˜
∗
1 V2= U˜∗1EV2. (3.22)
By (3.20) we have

−1
1 U
∗
1 U˜1 − V∗1 V˜1˜−11 = −11 U∗1EV˜1˜−11 . (3.23)
It is easy to see that
‖B† − A†‖Q =‖V˜1˜−11 U˜∗1 − V1−11 U∗1‖Q
=
∥∥∥∥(V∗1V∗2
)
(V˜1˜
−1
1 U˜
∗
1 − V1−11 U∗1 )(U˜1, U˜2)
∥∥∥∥
Q
=
∥∥∥∥∥
(
V∗1 V˜1˜−11 − −11 U∗1 U˜1 −−11 U∗1 U˜2
V∗2 V˜1˜−11 0
)∥∥∥∥∥
Q
. (3.24)
It follows from Lemma 2.1, (3.8) and (3.24) that
2‖B† − A†‖2Q ‖˜−11 U˜∗1U1 − V˜∗1 V1−11 ‖2Q + ‖˜−11 U˜∗1U2‖2Q + ‖V˜∗2 V1−11 ‖2Q
+‖V∗1 V˜1˜−11 − −11 U∗1 U˜1‖2Q + ‖−11 U∗1 U˜2‖2Q + ‖V∗2 V˜1˜−11 ‖2Q ,
which together with Lemma 2.3, (3.4)–(3.7) and (3.20)–(3.23) gives that
2‖B† − A†‖2Q  ‖˜−11 U˜∗1EV1−11 ‖2Q + ‖−11 U∗1EV˜1˜−11 ‖2Q
+ 1
σ˜ 2r
(
‖U˜∗1U2‖2Q + ‖V∗2 V˜1‖2Q
)
+ 1
σ 2r
(
‖V˜∗2 V1‖2Q + ‖U∗1 U˜2‖2Q
)

1
σ 2r σ˜
2
r
(
‖U˜∗1EV1‖2Q + ‖U∗1EV˜1‖2Q
)
+ 1
σ˜ 2r
(
‖U˜∗2U1‖2Q + ‖V∗1 V˜2‖2Q
)
+ 1
σ 2r
(
‖V˜∗1 V2‖2Q + ‖U∗2 U˜1‖2Q
)
= 1
σ 2r σ˜
2
r
(
‖U˜∗1EV1‖2Q + ‖U∗1EV˜1‖2Q
)
+ 1
σ˜ 2r
(
‖U˜∗2EV1−11 ‖2Q + ‖−11 U∗1EV˜2‖2Q
)
+ 1
σ 2r
(
‖˜−11 U˜∗1EV2‖2Q + ‖U∗2EV˜1˜−11 ‖2Q
)

1
σ 2r σ˜
2
r
(
‖U˜∗1EV1‖2Q + ‖U˜∗2EV1‖2Q + ‖U˜∗1EV2‖2Q
+ ‖U∗1EV˜1‖2Q + ‖U∗1EV˜2‖2Q + ‖U∗2EV˜1‖2Q
)
 6‖A†‖22‖B†‖22‖E‖2Q .
Therefore, the inequality (3.19) holds. This completes the proof. 
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Remark 3.3. It is easy to see that
√
3‖A†‖2‖B†‖2 
√
‖A†‖42 + ‖B†‖42 + ‖A†‖22‖B†‖22,
which implies that the bound in (3.19) is sharper than the one in (3.13). The following example shows
that the bound (3.13) is approximate to the optimal bound.
Let
A = U
⎛⎝a 0 00 0 0
0 0 0
⎞⎠ V∗
be a 3 × 3 matrix, where U and V are 3 × 3 unitary matrices, and a is a positive number. Let B be its
perturbed matrix with
B = U
⎛⎝a 0 00 ε 0
0 0 ε
⎞⎠ V∗,
where ε is a small positive numberwith ε  a. In order to illustrate the sharpness of the bound (3.13),
we take the Ky-Fan 2-2 norm as a Q-norm (see (1.1)). It is easy to obtain
‖B† − A†‖2;2 =
√
2ε−1,√
‖A†‖42 + ‖B†‖42 + ‖A†‖22‖B†‖22‖E‖2;2 =
√
2(a−4 + ε−4 + a−2ε−2)ε.
Then
√
2(a−4 + ε−4 + a−2ε−2)ε ≈ √2ε−1 since ε  a, which shows that the bound (3.13) is ap-
proximate to the optimal bound. In fact, this example can be extended to anm × nmatrix.
4. Multiplicative perturbation bounds
In this section, we present the multiplicative perturbation bounds of the Moore–Penrose inverse.
Let B be amultiplicative perturbedmatrix of A, i.e., B = D1AD2, whereD1 andD2 arem × m and n × n
nonsingular matrices. Hence, rank(A) = rank(B).
Theorem 4.1. Let A ∈ Cm×n and B = D∗1AD2, where D1 and D2 are, respectively, m × m and n × n
nonsingular matrices. Then
‖B† − A†‖max
{
‖A†‖2, ‖B†‖2
} (
‖Im − D1‖ + ‖Im − D−11 ‖ (4.1)
+ ‖In − D2‖ + ‖In − D−12 ‖
)
.
Proof. Let A and B have the SVDs (3.2). Clearly we have
B − A=B
(
In − D−12
)
+ (D∗1 − Im)A
=
[
Im − (D∗1)−1
]
B + A(D2 − In). (4.2)
It follows from (4.2) that
U˜1˜1V˜
∗
1 − U11V∗1 = U˜1˜1V˜∗1
(
In − D−12
)
+ (D∗1 − Im)U11V∗1
=
[
Im − (D∗1)−1
]
U˜1˜1V˜
∗
1 + U11V∗1 (D2 − In). (4.3)
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By (4.3) we obtain
˜1V˜
∗
1 V1 − U˜∗1U11 = ˜1V˜∗1
(
In − D−12 )V1 + U˜∗1 (D∗1 − Im
)
U11,
U∗1 U˜1˜1 − 1V∗1 V˜1 = U∗1
[
Im − (D∗1)−1
]
U˜1˜1 + 1V∗1 (D2 − In)V˜1,
U∗2 U˜1˜1 = U∗2
[
Im − (D∗1)−1
]
U˜1˜1,
U˜∗2U11 = −U˜∗2
(
D∗1 − Im
)
U11,
˜1V˜
∗
1 V2 = ˜1V˜∗1
(
In − D−12
)
V2
1V
∗
1 V˜2 = −1V∗1 (D2 − In)V˜2,
from which one may deduce the following equations:
V˜∗1 V1−11 − ˜−11 U˜∗1U1 = V˜∗1
(
In − D−12
)
V1
−1
1 + ˜−11 U˜∗1 (D∗1 − Im)U1, (4.4)
˜
−1
1 U˜
∗
1U2 = ˜−11 U˜∗1 (Im − D−11 )U2, (4.5)
−V˜∗2 V1−11 = V˜∗2 (D∗2 − In)V1−11 , (4.6)

−1
1 U
∗
1 U˜1 − V∗1 V˜1˜−11 = −11 U∗1
[
Im − (D∗1)−1
]
U˜1 + V∗1 (D2 − In)V˜1˜−11 , (4.7)
−−11 U∗1 U˜2 = −11 U∗1 (D1 − Im)U˜2, (4.8)
V∗2 V˜1˜−11 = V∗2
[
In − (D∗2)−1
]
V˜1˜
−1
1 . (4.9)
By (3.8), (4.4)–(4.6) we obtain
‖B† − A†‖=
∥∥∥∥∥∥
⎛⎝−V˜∗1 (In − D−12 ) V1−11 − ˜−11 U˜∗1 (D∗1 − Im)U1 ˜−11 U˜∗1 (Im − D−11 )U2
V˜∗2 (D∗2 − In)V1−11 0
⎞⎠∥∥∥∥∥∥

∥∥∥∥∥
(
−˜−11 U˜∗1 (D∗1 − Im)U1 ˜−11 U˜∗1
(
Im − D−11
)
U2
0 0
)∥∥∥∥∥
+
∥∥∥∥∥
(−V˜∗1 (In − D−12 ) V1−11 0
V˜∗2
(
D∗2 − In
)
V1
−1
1 0
)∥∥∥∥∥
which gives (4.1). This completes the proof. 
Theorem 4.2. Let A ∈ Cm×n and B = D∗1AD2, where D1 and D2 are, respectively, m × m and n × n
nonsingular matrices. Then
‖B† − A†‖Q 
√
3
2
max{‖A†‖2, ‖B†‖2}
[
‖Im − D1‖2Q + ‖Im − D−11 ‖2Q (4.10)
+ ‖In − D2‖2Q + ‖In − D−12 ‖2Q
] 1
2 .
Proof. It follows from (3.24) that
‖B† − A†‖Q =
∥∥∥∥∥
(
V∗1 V˜1˜−11 − −11 U∗1 U˜1 −−11 U∗1 U˜2
V∗2 V˜1˜−11 0
)∥∥∥∥∥
Q
,
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which together with Lemma 2.1, (3.8) and (4.4)–(4.9) gives
2‖B† − A†‖2Q
 ‖V˜∗1
(
In − D−12
)
V1
−1
1 + ˜−11 U˜∗1 (D∗1 − Im)U1‖2Q + ‖˜−11 U˜∗1
(
Im − D−11
)
U2‖2Q
+‖V˜∗2 (D∗2 − In)V1−11 ‖2Q + ‖−11 U∗1
[
Im − (D∗1)−1
]
U˜1 + V∗1 (D2 − In)V˜1˜−11 ‖2Q‖
+‖−11 U∗1 (D1 − Im)U˜2‖2Q + ‖V∗2 [In − (D∗2)−1]V˜1˜−11 ‖2Q
(
1
σr
‖V˜∗1
(
In − D−12
)
V1‖Q + 1
σ˜r
‖U˜∗1 (D∗1 − Im)U1‖Q )2
+
(
1
σr
‖U∗1
[
Im − (D∗1)−1
]
U˜1‖Q + 1
σ˜r
‖V∗1 (D2 − In)V˜1‖Q
)2
+ 1
σ˜ 2r
(‖U˜∗1
(
Im − D−11
)
U2‖2Q + ‖V∗2
[
In − (D∗2)−1
]
V˜1‖2Q )
+ 1
σ 2r
(
‖V˜∗2 (D∗2 − In)V1‖2Q + ‖U∗1 (D1 − Im)U˜2‖2Q
)

(
2
σ 2r
‖V˜∗1 (In − D−12 )V1‖2Q +
2
σ˜ 2r
‖U˜∗1 (D∗1 − Im)U1‖2Q
)
+
(
2
σ 2r
‖U∗1 [Im − (D∗1)−1]U˜1‖2Q +
2
σ˜ 2r
‖V∗1 (D2 − In)V˜1‖2Q
)
+ 1
σ˜ 2r
(‖U˜∗1 (Im − D−11 )U2‖2Q + ‖V∗2 [In − (D∗2)−1]V˜1‖2Q )
+ 1
σ 2r
(‖V˜∗2 (D∗2 − In)V1‖2Q + ‖U∗1 (D1 − Im)U˜2‖2Q )
max
{
1
σ 2r
,
1
σ˜ 2r
}
[(2‖V˜∗1 (In − D−12 )V1‖2Q + ‖V∗2 [In − (D∗2)−1]V˜1‖2Q )
+ (2‖U˜∗1 (D∗1 − Im)U1‖2Q + ‖U∗1 (D1 − Im)U˜2‖2Q ) +
(
2‖U∗1
[
Im − (D∗1)−1
]
U˜1‖2Q
+ ‖U˜∗1 (Im − D−11 )U2‖2Q
)
+ 2‖V∗1 (D2 − In)V˜1‖2Q +
1
σ 2r
(
‖V˜∗2 (D∗2 − In)V1‖2Q
)
]
 3max
{
1
σ 2r
,
1
σ˜ 2r
} [
‖Im − D∗1‖2Q + ‖
[
Im − (D∗1)−1
]
‖2Q + ‖In − D2‖2Q + ‖In − D−12 ‖2Q
]
,
which implies the bound (4.10). This completes the proof. 
Remark 4.1. It is noted that themultiplicativeperturbation is also additive one.However, the following
example illustrates that the bound (4.10) is better than the one in (3.19).
Let
A = U
(
α 0
0 β
)
V∗
be a 2 × 2 matrix, where U and V are 2 × 2 unitary matrices, and αand βare positive numbers with
α β . Let
D1 = I2, D2 = V
(
2 0
0 1
)
V∗.
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We take the Ky-Fan 3-2 norm as a Q-norm, then√
3
2
max{‖A†‖2, ‖B†‖2}
[
‖Im − D1‖22;3 + ‖Im − D−11 ‖22;3 + ‖In − D2‖22;3 + ‖In − D−12 ‖22;3
] 1
2
=
√
30
4β
,
√
3‖A†‖2‖B†‖2‖E‖2;3 =
√
3α
β2
.
Then
√
30
4β

√
3α
β2
, which means that the bound (4.10) is better than the one in (3.19).
5. Concluding remarks
In this paper, we consider the additive and multiplicative perturbation of the Moore–Penrose in-
verse, respectively. Some new bounds for additive and multiplicative perturbation under the norms
‖ · ‖ and ‖ · ‖Q are presented, respectively. We list the additive perturbation bounds under unitarily
invariant norm below:
‖B† − A†‖αi‖E‖, i = 1, 2
where αi is given in the following tables. Here α1 is given by this paper and α2 is given by Wedin [8].
Case α1 α2
A, B ∈ Cm×n ‖A†‖2‖B†‖2 + max
{
‖A†‖22, ‖B†‖22
}
3max
{
‖A†‖22, ‖B†‖22
}
A, B ∈ Cm×nr ‖A†‖2‖B†‖2 + (‖A†‖2 + ‖B†‖2)min
{
‖A†‖2, ‖B†‖2
}
3‖A†‖2‖B†‖2
By this table we know that our bounds always improve the corresponding ones in Ref. [8].
Acknowledgement
The authors thank the referee for his/her kind suggestions.
References
[1] R.B. Bapat, S.K. Jain, S. Pati, WeightedMoore–Penrose inverse of a Booleanmatrix, Linear Algebra Appl. 255 (1997) 267–279.
[2] R. Bhatia, Matrix Analysis, Springer, New York, 1997.
[3] C. Davis, W.M. Kahan, The rotation of eigenvectors by a perturbations III, SIAM J. Numer. Anal. 1 (1970) 1–46.
[4] W. Li, Some new perturbation bounds for subunitary polar factors, Acta Math. Sinica (Eng. Ser.) 21 (2005) 1515–1520.
[5] L.S. Meng, B. Zheng, The optimal perturbation bounds of the Moore–Penrose inverse under the Frobenius norm, Linear
Algebra Appl. 432 (2010) 956–963.
[6] C.R. Rao, M.B. Rao, Matrix Algebra and its Applications to Statistics and Econometrics, World Scientiﬁc, Hong Kong, 1998.
[7] G.R. Wang, Y.M. Wei, S.Z. Qiao, Generalized Inverses: Theory and Computations, Science, Beijing, 2004.
[8] P.Å. Wedin, Perturbation theory for pseudo-inverses, BIT 13 (1973) 217–232.
[9] Y.M. Wei, H.B. Wu, Expression for the perturbation of the weighted Moore–Penrose inverse, Comput. Math. Appl. 39 (2000)
13–18.
