A rectilinear drawing is an orthogonal grid drawing without bends, possibly with edge crossings, without any overlapping between edges, between vertices, or between edges and vertices. Rectilinear drawings without edge crossings (planar rectilinear drawings) have been extensively investigated in graph drawing. Testing rectilinear planarity of a graph is NP-complete [10] . Restricted cases of the planar rectilinear drawing problem, sometimes called the "no-bend orthogonal drawing problem", have been well studied (see, for example, [13, 14, 15] ).
Introduction
A rectilinear drawing is an orthogonal grid drawing without bends, possibly with edge crossings, without any overlapping between edges and vertices. A graph is called a rectilinear graph if it admits a rectilinear drawing.
Rectilinear drawings without edge crossings (planar rectilinear drawings) have been extensively investigated in graph drawing. An undirected graph is rectilinear planar if it can be drawn in the plane such that every edge is a horizontal or vertical segment and no two edges cross. Garg and Tamassia [10] proved that testing rectilinear planarity of a graph is NP-complete. Restricted cases of the planar rectilinear drawing problem, sometimes called the "no-bend orthogonal drawing problem", have been well studied. Significant examples include lineartime algorithms to construct planar rectilinear drawings of plane graphs G of maximum degree three [13] , subdivisions of planar triconnected cubic graphs [14] , and series-parallel graphs of the maximum degree three [15] .
Vijayan and Wigderson [16] considered the problem of rectilinear planar embedding with edge direction constraints. They gave a linear time testing algorithm and an O(n 2 ) time embedding algorithm to construct such a drawing. Hoffman and Kriegel [11] improved the running time by presenting a linear time embedding algorithm. Bodlaender and Tel studied the connection between rectilinearity and angular resolution of planar graphs [5] . Recently, Eppstein [8] studied bendless orthogonal drawing problem in three dimensions, and showed that it is NP-complete to determine whether an arbitrary graph has such an embedding.
Many methods have been developed for constructing orthogonal drawings, aiming to minimize crossings as well as bends; see, for example, the original work of Batini et al. [2] , or the "three phase method" of Biedl et al. [3] . However, non-planar rectilinear drawing has not been so well studied. Formann et al. [9] proved that given a graph G of maximum degree 4, it is NP-hard to decide whether G has a straight-line drawing with angular resolution π 2 . In this paper, we investigate the problem of general non-planar rectilinear drawing.
Our work was also motivated by the recent development of RAC (Right Angle Crossing) drawing [6] . A RAC-drawing is a straight-line drawing of a graph, where all the crossings are at right angles. Research on RAC drawing arises from the controversial human experiments on the effects of crossing angles on performance of path tracing tasks. In 2006, Huang et al. [12] found that task response times decrease as the crossing angle increases, implying that drawings with large crossing angles are better for visualization. A rectilinear drawing can be regarded as an orthogonal-RAC drawing, that is, an orthogonal drawing with right angle crossings.
In this paper we present NP-completeness results and a linear time algorithm. The line between NP-completeness and a linear time algorithm is drawn with the concept of a "4-cycle block", defined in Section 2. We prove that one can test whether a graph that consists of a single 4-cycle block has a rectilinear drawing in linear time, and we can construct such a drawing in linear time. In contrast, we show that it is NP-complete to test whether a graph has a rectilinear drawing, even when it consists of a set of 4-cycle blocks connected by single edges. The NP-hardness remains even when the input graph consists of only degree-2 and degree-4 vertices.
Further, we present a linear time fixed-parameter tractable algorithm to test whether a degree-4 graph has a rectilinear drawing, where the parameter is the number of degree-3 and degree-4 vertices of the graph.
Note that the use of term "rectilinear drawing" is somewhat inconsistent in the literature. In 1941, Birkhoff [4] used the term in discussing density functions that can be approximated by sets of straight lines. In the Graph Theory literature the term has sometimes been used to mean the same as "straight-line drawing" (that is, without the requirement for orthogonality). In this paper we use the common meaning from the graph drawing literature, that is, as an orthogonal straight-line drawing.
This paper is organized as follows. In Section 2, we describe some basic properties of rectilinear drawings, including bounds on the area and density. Section 3 presents a linear time algorithm to test whether a graph with a "connected 4-cycle cover" has a rectilinear drawing. Section 4 presents hardness results on rectilinear drawings. In Section 5, we describe a fixed-parameter tractable algorithm to test whether a graph has a rectilinear drawing, where the parameter is the number of degree-3 and degree-4 vertices of the graph. Section 6 concludes with some open problems.
Some Basic Properties
In this Section we first describe some basic concepts and properties of rectilinear drawings, and then prove some simple bounds on their area and density.
Four-Cycle Covers and Blocks
Firstly we mention some simple consequences of the assumption that the drawing has no edge overlaps. Motivated by Lemma 1, we say that a 4-cycle cover C 4 of a graph G = (V, E) is a set of 4-cycles that covers every edge, that is, every edge of G is in C 4 . If G has a 4-cycle cover, then the 4-cycle incidence graph is a graph G 4 with a vertex for each 4-cycle c ∈ C 4 and an edge (c, c ) when the two 4-cycles c and c share an edge. We say that C 4 is a connected-4-cycle cover if G 4 is connected.
Suppose that G is a graph of maximum degree 4 and that G is a subgraph with a connected 4-cycle cover. If G is maximal (that is, if edges or vertices are added then it no longer has a connected 4-cycle cover) then we say that G is a 4-cycle block. The concept of a 4-cycle block is critical in determining the line between polynomial time and NP-completeness.
A rectilinear drawing of a graph G = (V, E) induces a partition E = E hor ∪ E vert of the edges into horizontal and vertical edges. Let G hor = (V, E hor ) and G vert = (V, E vert ). This partition has several useful properties.
Lemma 2. Suppose that G is a rectilinear graph. (a) Both G hor and G vert are sets of disjoint paths. (b) A path in G hor meets a path in G vert in at most one vertex. (c) Every vertex of G is in exactly one path of G hor and exactly one path of G vert . (Note that we regard a single vertex as a trivial path).
Proof. Items (a) and (b) follow from the assumption that edges cannot overlap, and (c) is immediate.
From Lemma 2 we can deduce some properties of cycles.
Lemma 3. Suppose that G is a rectilinear graph. Then every cycle c in G contains at least two vertical edges and at least two horizontal edges. If c is a 4-cycle then the edges of c are alternately horizontal and vertical around c.
Proof. Direct the cycle c clockwise. It is clear that every leftward horizontal edge has at least one corresponding rightward horizontal edge, and so c has at least two horizontal edges. Similarly, c has at least two vertical edges. If c has 4 edges then they must alternate.
Density
From Lemma 1 we can deduce that if G = (V, E) is a rectilinear graph with n = |V | and m = |E|, then m ≤ 2n. We can show a tighter bound as follows.
Lemma 4. If G = (V, E) is a rectilinear graph with n = |V | and m = |E|, then
Further, for every n there is a rectilinear graph with n vertices and 2n − 2 √ n edges.
Proof. Suppose that X i is the set of vertices with x coordinate i; note that the induced subgraph on X i is a set of paths and thus has at most X i − 1 edges. Summing over all the sets X i shows that the number of horizontal edges is at most n−k, where k is the number of such sets X i , that is, the number of different x-coordinates of vertices. Similarly, if is the number of different y-coordinates of vertices, then the number of vertical edges is at most n − . Thus
and so k ≥ n/x * . Also, ≥ x * , since no two vertices are at the same location; it follows that k ≥ n/ . We can deduce from (1) that m ≤ 2n − ( + n/ ). Minimizing the term + n/ over 1 ≤ ≤ n gives the upper bound in the Lemma.
We can obtain the lower bound from grid graph of dimensions √ n × √ n ; this has at least n vertices and 2n − 2 √ n edges.
Area
Area bounds for planar rectilinear drawings are have a long history (see, for example, [7] ). It is straightforward to show that any rectilinear graph with n vertices has a rectilinear drawing on an n × n grid, and for planar graphs there is a corresponding lower bound. It could be tempting to suggest that allowing edge crossings allows smaller area rectilinear drawings. However, there is a graph on n vertices for which the minimum area grid drawing (planar or not) has area Ω(n 2 ); this is illustrated in Figure 1 . 
Graphs with a Connected-4-Cycle Cover
In this section we prove that rectilinearity can be tested in linear time is the graph has a connected-4-cycle cover, that is, it consists of a single 4-cycle block.
Theorem 1. There is a linear time algorithm that tests whether a graph with a connected-4-cycle cover has a rectilinear drawing, and gives the drawing if it exists.
The first step is check the necessary conditions of Lemma 1; if any of these conditions fails to hold, then we reject the input graph G. These conditions can be checked using a simple search in the set of vertices at distance at most 2 from each vertex; since the degree is bounded this takes linear time.
Next we partition the edge set E into E hor and E vert . This can be done with a depth-first traversal of the 4-cycle incidence graph G 4 . At each step, we label the edges of a 4-cycle c as horizontal or vertical so that the labels alternate around c; we reject G if any inconsistency in labels is found. Since G 4 is connected, this labels every edge; also, the traversal takes linear time. Further note that the labeling is unique after the choice of labels on the first 4-cycle.
Next we check that the partition satisfies the conditions of Lemma 2. This is straightforward. Subsequently we assume that G hor consists of paths {p 0 , p 1 , . . . , p k−1 } and G vert consists of paths {q 0 , q 1 , . . . , q −1 }. The next step is to assign a direction for each of the nontrivial paths in G hor . Looking ahead, this direction induces a partial order on V ; another partial order can be obtained from the direction of nontrivial paths in G vert . By topologically sorting on each partial order, we can obtain x− and y-coordinates for each vertex. However, we must be careful how the directions are assigned. Consider Figure 2 . If the paths are directed as in Figure 2 (a), then it is easy to see that the x-coordinates can be assigned by a topological sort. However, if a path happens to be in the wrong direction, as in Figure 2(b) , then it is difficult to see how to assign x-coordinates. So we must choose a direction for each path.
We begin by assigning an arbitrary direction to each p i ; this gives an initial partial order on V . c > d then we say that p i is incompatible with p j ; if a < b and c < d then we say that p i is compatible with p j . In Figure 3 , p 1 is compatible with p 2 , and p 3 is incompatible with p 4 ; note, however, that p 3 is compatible withp 4 . The relationship of compatibility does not apply to the pair p 7 , p 8 , because these two paths share less than two paths in Q. Note that p 5 and p 6 are incompatible, further, p 5 andp 6 are incompatible.
If there are two incompatible paths p i and p j , for which p i andp j are incompatible, then we reject G. Subsequently we assume that there are no such pairs of paths. In other words, we are assuming that for each pair p i , p j , if the compatibility relationship is defined then p i is compatible with either p j orp j .
Then we associate a boolean formula f with G as follows. For each path p i we have a boolean variable x i . If p i is compatible with p j then we insert the clause (x i = x j ) into f ; if p i is compatible withp j then we insert the clause (
and thus f is a 2SAT formula. Satisfiability for this formula can be tested in linear time. If f is not satisfiable, then we reject G; otherwise, a satisfying set of values for the x i gives a direction for each path in G hor so that every pair of paths is compatible.
Similarly, we can obtain a direction for each of the paths q 1 , q 2 , . . . , Proof. We define a partial order on the paths of G vert as follows. Suppose that p i is a path in G hor . Recall that every vertex in p i is in exactly one path of G vert . Suppose that e = (u, v) is a (directed) edge of p i , where u ∈ q j and v ∈ q j for two paths q j and q j of G vert ; then we define q j < q j . Since pairs of paths in G hor are compatible, this relation is a partial order. Thus using a topological sort we can assign an x-coordinate to each path q j in G vert , and thus to each vertex in G (recall that every vertex of G is in exactly one path of G vert ). Similarly, one can assign a y-coordinate to each vertex in G. The resulting drawing is rectilinear.
This completes the proof of Theorem 1.
Hardness Results

Graphs of 4-Cycle Blocks Connected by Edges
The previous section gives a linear time algorithm for testing rectilinearity when the graph consists of a single 4-cycle block. In this section, we show that a slight relaxation of this condition leads to NP-completeness.
Theorem 2. The decision problem whether a graph consisting of a set of 4-cycle blocks connected by single edges has a rectilinear drawing is NP-complete.
Proof. First we show that the problem is in NP. Note that a rectilinear graph has a rectilinear drawing on an n × n grid. Thus we can guess a location for each vertex on an n × n grid, and then check to see whether it is a rectilinear drawing.
We reduce from the 3SAT problem. The input instance for the problem is a set {x 1 , x 2 , . . . , x n } of n variables, and a collection {c 1 , c 2 , . . . , c m } of m clauses, where each clause consists of exactly three literals. The 3SAT problem is to determine whether there exists a truth assignment to the variables so that each clause has at least one true literal. In the following, we will describe our polynomialtime reduction.
First we construct a skeleton which contains ports connecting to the variable towers and the clause gadgets. The main component of the skeleton consists of a series of 4-cycles connecting together to form an L-shaped backbone. See Figure 4 for the illustration of its construction.
The upward spikes are ports connecting to the variable towers, and the 4-cycles hanging on the right hand side of the skeleton are ports connecting to the clause gadgets. The variable tower for variable x i is constructed as shown in . .
. . Figure 5 (a), where we create a row of four consecutive 4-cycles R j for each clause c j and we set the two rightmost (resp. leftmost) vertices as connection ports for literal x i,j (resp. x i,j ), where x i,j takes the same truth value as x i . Moreover, we connect these m rows of consecutive 4-cycles by two adjacent columns of consecutive 4-cycles. See Figure 5(a) . This completes the construction of the variable tower for variable x i . We then connect this variable tower to the corresponding upward spike. The tower in Figure 5(a) represents the assignment of a true value to variable x i , and its mirror image in Figure 5(b) represents the assignment of a false value to the variable x i .
We then proceed to see how we construct the clause gadgets. Suppose that we want to construct the gadget for clause c j = x i ∨ x k ∨ x l . First, let s j 1 , s j 2 be the two vertices on the 4-cycle σ j at the connection port for c j and adjacent to the connection edge between cycle σ j and the skeleton. See Figure 6(a) .
Note that the order of s j 1 and s j 2 are not essential since they are interchangeable. Now we connect vertex s j 1 to the upper ports of the two literals x i,j and x k,j , respectively, by a two-bend path. Moreover, at each of the two bending vertices of this connection path, we attach a 4-cycle. Then we perform the We construct all clauses in the same fashion, and we finish the construction step. Clearly, our construction takes O(mn) time. We let G be the graph we constructed. Below we proceed to show that the given 3SAT formula is satisfiable if and only if graph G has a rectilinear drawing.
We first consider the forward direction. Suppose the given 3SAT formula is satisfiable with some truth assignment. According to this truth assignment, we determine the embedding positions for the n variable towers according to the scenario in Figure 5 . Then we will proceed to embed the clause gadgets one by one. Suppose that we are embedding the gadget for clause c j =
As an example, assume that x k is the true literal causing clause c j to become true. As x k is connected to s j 1 in our construction, we will rotate the 4-cycle σ j at the connection port of clause c j so that s j 1 is the rightmost vertex on cycle σ j . See Figure 6 (a). And we can connect the rightward port of literal x k,j to the rightward port of s j 1 using the two-bend path between x k and s j 1 . Other connection paths for this gadget can also be embedded accordingly. Figure 6 (b) shows another example of embedding the gadget for clause c j at the time that x l is the true literal for c j . Thus graph G has a rectilinear drawing.
We then consider the backward direction. Suppose G has a rectilinear drawing. Consider the embedded scenario of the gadget for clause c j = x i ∨ x k ∨ x l . Without loss of generality, suppose that s j 1 is a rightmost vertex of 4-cycle σ j . See Figure 6 (a). As each connection path consists of two bends, the rightward port of s j 1 must connect to some rightward port of some variable tower. As such, if we set the truth values for the variables according to the embedding positions of their towers, all clauses will result in true values. Thus the given 3SAT formula is satisfiable. This finishes our NP-completeness proof.
Graphs with Degree-2 and Degree-4 Vertices
With our result on graphs with connected-4-cycle cover above, at the first glance, it is tempting to claim that the rectilinear drawability of a graph with only degree-2 and degree-4 vertices may be polynomial-time solvable. However, by slight modification (see below) of the NP-hardness proof in [9] , we obtain its NP-completeness proof for this problem. The vertices with degree one or three can be eliminated by connecting pairs of them by short paths. Finally, only degree-2 and degree-4 vertices remain. We conclude in the following theorem.
Theorem 3. Let G be a graph with only degree-2 and degree-4 vertices. The decision problem whether G has a rectilinear drawing is NP-complete.
Fixed-Parameter Algorithm
In this section, we show that the rectilinear drawing problem is fixed-parameter tractable, where the parameter is the number of degree-3 and degree-4 vertices in the graph. 
Proof. Let K be the set of these k degree-3 or degree-4 vertices. The vertices in K can be distributed among k vertical columns. Considering these columns as boxes, we can have at most k k different ways to put these vertices into the boxes. On the other hand, the vertices in K also can be distributed among k horizontal rows, and there are also at most k k different ways to put these vertices into the corresponding rows. Hence, there are essentially at most k 2k ways to embed the vertices in K on the plane. Now suppose that K is one such embedding of K in the plane. Each vertex v has degree at most 4 and there are only 4 directions in which edges incident to v can have; thus there are at most 4! = 24 possible choices of directions for the edges incident to v. Therefore there are at most 24 k ways to select the directions of all edges incident to the vertices of K .
We can check the embeddability of the whole graph for each selection of edge directions at each vertex of K. Suppose that we have selected the direction for all edges incident to the vertices in K . We proceed to embed all paths connecting between vertices in K . For instance, suppose that we are going to embed the path η u,v between vertices u and v in K , and we let e u , e v be the edges of path η u,v incident to u, v, respectively. We have known the directions for e u and e v , and we are going to decide the directions of other edges on path η u,v . Note that routing of such paths can be done independently from each other, because planarity is not required. The feasibility of routing path η u,v from vertex u through e u to vertex v through e v depends on the length of η u,v , and can be decided in time proportional to the length of η u,v . Thus testing the feasibility of routing all paths in the graph G k takes O(n) time. In all, the decision problem whether G k has a rectilinear drawing can be answered in O(24 k · k 2k · n) time.
Conclusion
We consider the problem of general non-planar rectilinear drawing for restricted class of graphs and obtain a polynomial time algorithm and NP-hardness results.
The boundary between NP-completeness and polynomial time is determined by the structure of 4-cycle blocks in the graph. We also present tight bound on the drawing area and an FPT algorithm for the parameter of the number of vertices of degree ≥ 3. It is feasible that there is an FPT algorithm where the exponential complexity depends on the number of 4-cycle blocks in the graph; this is left as an open problem. There are two directions that need to be explored before commercial visualization software can make use of this work. Firstly, the algorithm in Section 3 is restricted graphs with connected 4-cycle covers. This is a relatively restrictive condition, and it would be wise to investigate whether there are polynomial-time algorithms for some wider classes. Secondly, many graphs do not have a rectilinear drawing; it would be interesting to investigate methods that find large subgraphs with rectilinear drawings (see, for example, [3] ).
Finally, we note that Eppstein [8] studied bendless orthogonal drawing problem in three dimensions, and showed that it is NP-complete to determine whether an arbitrary graph has such an embedding. It would be interesting to extend the concept of 4-cycle block to three dimensions and determine the boundary between polynomial time algorithms and NP-completeness in three dimensions.
