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1. Introduction
Anderson models on the lattice are discrete Schro¨dinger operators with random
potentials. Such models have been studied since a long time in computational and
theoretical physics, as well as in mathematics. One of the fundamental results for these
models is the physical phenomenon of localization. There are various manifestations
of localization: exponential decay of Green’s function, absence of diffusion, spectral
localization (meaning almost sure absence of continuous spectrum), exponential decay
of generalized eigensolutions, or non-spreading of wave packets. Such properties have
been established exclusively (apart from one-dimensional situations) by two different
methods, the multiscale analysis and the fractional moment method. The multiscale
analysis (MSA) was invented by Fro¨hlich and Spencer in [1], while the fractional
moment method (FMM) was introduced by Aizenman and Molchanov [2].
In this paper we focus our attention on correlated Anderson models. More
precisely, we develop the FMM for a one-dimensional discrete Schro¨dinger operator
with random potential of alloy-type. In this model, the potential at the lattice
site x ∈ Z is defined by a finite linear combination Vω(x) =
∑
k ωku(x − k) of
independent identically distributed (i. i. d.) random coupling constants ωk having
a bounded density. The function u(· − k) is called single-site potential and may be
interpreted as a finite interaction range potential associated to the lattice site k ∈ Z.
Consequently, for the model under consideration the potential values at different sites
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are not independent random variables. Let us stress that we have no sign assumption
on the single-site potential, thus the correlations may be negative.
For such models we prove in one space dimension and at all energies a so-called
fractional moment bound, i. e. exponential off-diagonal decay of an averaged fractional
power of Green’s function. The restriction to the one-dimensional case allows an
elegant and short proof in which the basic steps—decoupling and averaging—are
particularly transparent. Currently we are working on the extension of our result
to the multi-dimensional case.
A second result concerns a criterion of exponential localization, i. e. the fact that
in a certain interval there is no continuous spectrum and all eigenfunctions decay
exponentially almost surely. Our proof uses an idea developed first in the context of
MSA, but actually establishes exponential localization directly from fractional moment
bounds on the Green’s function, without going through the induction step of the MSA.
Let us discuss which localization results established previously apply to the case of
correlated potentials. The papers [3] and [2, 4] derive localization for Anderson models
with correlated potentials, using the MSA or the FMM, respectively. However, all of
them require quite stringent conditions on the conditional distribution of the potential
value at a site conditioned on the remaining sites. These are typically not satisfied for
the discrete alloy-type potential whenever the coupling constants are bounded random
variables, cf. [5]. Thus, our results are not covered by those in [3, 2, 4].
For continuous alloy-type models spectral localization can be derived via MSA,
as soon as one has verified a Wegner-type bound and an initial scale estimate. There
are certain energy/disorder regimes where this has been achieved for sign-changing
single-site potentials. All of them require that the random variables have a bounded
density. For weak disorder [6] establishes localization near non-degenerate simple band
edges. For the bottom of the spectrum localization holds as well. In the case that the
bottom of the spectrum is −∞ this has been proven in [7], while for lower bounded
operators it follows from a combination of [7, 8] and [9]. See also [10, 11, 20] for related
results, which however apply only to particular single-site potentials of a generalized
step-function form. It should be emphasized that all these proof use monotonicity at
some stage of the argument which is not the case for our proof of exponential decay of
fractional moments. This is discussed in more detail below. In [13, 14] localization is
established for alloy-type models on R with sign-changing single-site potentials using
genuinly one-dimensional techniques. Thus these results are related to ours. However,
to our knowledge, fractional moment bounds have not been established for alloy-type
models with sign-changing single-site potential so far (neither in the continuous nor the
discrete setting). Let us stress that even for models where the MSA is well established,
the implementation of the FMM gives new insights and slightly stronger results. For
instance, the paper [15] concerns models for which the MSA was developed much
earlier.
We would like to bring one particular feature of our proof of exponential decay
of fractional moments to the attention of the reader. Contrary to standard proofs of
localization either via multiscale analysis or via the fractional moment method this
proof nowhere uses a monotonous spectral averaging, a monotonous Wegner estimate,
or any other kind of monotonicity argument. The key tool which allows us to disregard
monotonicity issues is an averaging result for determinants, formulated in Lemma 3.1.
Let us elaborate on the role played by monotonicity in previous arguments in some
more detail. The first approach to localization for alloy-type models which does not
use monotonicity is the one pursued in [14, 13]. However, this method does not yield
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such a strong bound on the Green’s function as Theorem 2.1 below. Furthermore, the
method [13, 14] is based on the Pru¨fer coordinate, a quantity which is only defined for
one-dimensional models. The fractional moment method is a tool suited for models in
arbitrary dimension, albeit so far we have implemented in only in one dimension for
our model.
A result related to bounds on the fractional moments of the Green’s function is
a Wegner estimate. Such estimates have been developed for alloy-type models with
sign-changing single-site potentials. There are two methods at disposal to derive a
Wegner bound in this situation, one developed in [7, 8, 6] and the other in [10, 11, 20].
Now both of them use monotonicity at some stage of the argument. Let us first
discuss aspects of the method in [7, 8, 6], restricting ourselves for simplicity to the
energy region near the bottom of the spectrum. ([8, 6] have also results about
internal spectral edges in the weak disorder regime.) There it is shown that negative
eigenvalues of certain auxiliary operators have a negative derivative with respect to
an appropriately chosen vector field. Thus a monotonicity property is established
for appropriately chosen spectral subspaces. On the other hand, the idea of [10, 11]
consist in finding a linear combination of single-site potentials which is non-negative
and averaging w. r. t. the associated transformed coupling constants. This is obviously
again a monotonicity argument.
Recently Bourgain [16] has developed a method to establish Wegner estimates
for Anderson models with matrix-valued potentials. These models, like ours,
lack monotonicity. To overcome this difficulty Bourgain uses analyticity and
subharmonicity properties of the relevant matrix-functions. A key ingredient is (a
multidimensional version of) Cartan’s Theorem. If one likes, one can interpret our
Lemma 3.1 as a very specific and explicite version of Cartan’s Theorem.
Using methods from dynamical systems Sadel and Schulz-Baldes prove in [17]
positivity of Lyapunov exponents and at most logarithmic growth of quantum
dynamics for one-dimensional random potentials with correlations. However, due to
the assumptions on the underlying probability space it seems that our model can not
be reduced to the ones in [17]. Avila and Damanik have related results as announced
and sketched in [18, 19].
Finally, another recent development concerns localization results for discrete
alloy-type models based on the MSA. After the first version of the present paper
was completed, Veselic´ [20] obtained a Wegner estimate for the multi-dimensional
analog of the model considered in this paper, which can be used to obtain exponential
spectral localization at large disorder. For this results the distribution of the coupling
constants has to satisfy an analog of condition (a) in Theorem 2.2. below. In a
preprint, of which we learned after the final version of our paper was submitted,
Kru¨ger [21] obtained results about spectral and dynamical localization for a class of
multi-dimensional models which includes ours as a subclass. This work uses some of
the ideas of [16] mentioned above and establishes Wegner-like estimates without the
use of monotonicity.
2. Model and results
We consider a one-dimensional Anderson model. This is the random discrete Schro¨-
dinger operator
Hω := −∆+ Vω , ω ∈ Ω, (1)
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acting on ℓ2(Z), the space of all square-summable sequences indexed by Z with an
inner product 〈·, ·〉. Here, ∆ : ℓ2 (Z) → ℓ2 (Z) denotes the discrete Laplace operator
and Vω : ℓ
2 (Z)→ ℓ2 (Z) is a random multiplication operator. They are defined by
(∆ψ) (x) :=
∑
|e|=1
ψ(x + e) and (Vωψ) (x) := Vω(x)ψ(x)
and represent the kinetic energy and the random potential energy, respectively.
We assume that the probability space has a product structure Ω := ×k∈Z R and
is equipped with the probability measure dP(ω) :=
∏
k∈Z ρ(ωk)dωk where ρ ∈
L∞(R) ∩ L1(R) with ‖ρ‖L1 = 1. Hence, each element ω of Ω may be represented
as a collection {ωk}k∈Z of i. i. d. random variables, each distributed with the density
ρ. The symbol E{·} denotes the expectation with respect to the probability measure,
i. e. E{·} :=
∫
Ω
(·)dP(ω). For a set Γ ⊂ Z, EΓ{·} denotes the expectation with respect
to ωk, k ∈ Γ. That is, EΓ{·} :=
∫
ΩΓ
(·)
∏
k∈Γ ρ(ωk)dωk where ΩΓ := ×k∈ΓR. Let
the single-site potential u : Z → R be a function with finite and non-empty support
Θ := suppu = {k ∈ Z : u(k) 6= 0}. We assume that the random potential Vω has an
alloy-type structure, i. e.
Vω(x) :=
∑
k∈Z
ωku(x− k)
at a lattice site x ∈ Z is a linear combination of the i. i. d. random variables ωk,
k ∈ Z, with coefficients provided by the single-site potential. For this reason we call
the Hamiltonian (1) sometimes a discrete alloy-type model. The function u(·−k) may
be interpreted as a finite range potential associated to the lattice site k ∈ Z. The
Hamiltonian (1) is possibly unbounded, but self-adjoint on a dense subspace of ℓ2(Z),
see e. g. [22]. Finally, for the operator Hω in (1) and z ∈ C \ σ(Hω) we define the
corresponding resolvent by Gω(z) := (Hω − z)−1. For the Green’s function, which
assigns to each (x, y) ∈ Z × Z the corresponding matrix element of the resolvent, we
use the notation
Gω(z;x, y) :=
〈
δx, (Hω − z)
−1δy
〉
. (2)
For Γ ⊂ Z, δk ∈ ℓ2(Γ) denotes the Dirac function given by δk(k) = 1 for k ∈ Γ and
δk(j) = 0 for j ∈ Γ \ {k}. The quantities ‖ρ‖−1∞ and (in the case that ρ is weakly
differentiable) ‖ρ′‖−1L1 may be understood as a measure of the disorder present in the
model (a small value of norms corresponds to the strong disorder). Our results in the
case of strong disorder are the following three theorems.
Theorem 2.1. Let n ∈ N, Θ = {0, . . . , n − 1}, s ∈ (0, 1), and ‖ρ‖∞ be sufficiently
small. Then there exist constants C,m ∈ (0,∞) such that for all x, y ∈ Z with
|x− y| ≥ n and all z ∈ C \ R,
E
{
|Gω(z;x, y)|
s/n
}
≤ Ce−m|x−y|. (3)
Theorem 2.2. Let n ∈ N, Θ ⊂ Z finite with minΘ = 0 and maxΘ = n− 1, r as in
Eq. (21) (the width of the largest gap in Θ), and s ∈ (0, n/(n+ r)). Assume
(a) ρ ∈W 1,1(R) with ‖ρ′‖L1 sufficiently small, or
(b) supp ρ compact with ‖ρ‖∞ sufficiently small.
Then there exist constants C,m ∈ (0,∞) such that the bound (3) holds true for all
x, y ∈ Z with |x− y| ≥ 2(n+ r) and all z ∈ C \ R.
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Theorem 2.3. Let supp ρ be compact with ‖ρ‖∞ sufficiently small. Then Hω has
almost surely only pure point spectrum with exponentially decaying eigenfunctions.
The difference between Theorem 2.1 and Theorem 2.2 is the following: In
Theorem 2.1 we assume that Θ is finite and connected (cf. Section 3). The latter
condition can be dropped if ρ is sufficiently regular, cf. Theorem 2.2. A quantitative
version of Theorem 2.1 is proven in Section 3 and 4, compare also Theorem 4.3. A
quantitative version of Theorem 2.2 is stated and proven in Section 5.
We can actually apply Theorems 2.1 and 2.2 to arbitrary Θ with maxΘ−minΘ =
n − 1. In this situation a translation of the indices of the random variables {ωk}k∈Z
by minΘ transforms the model to the case minΘ = 0 and maxΘ = n− 1. Note that
minΘ and maxΘ are well defined since Θ ⊂ R is finite.
Remark 2.4. (i) Our proof gives estimates about fractional moments of certain
matrix elements of the resolvent for somewhat more general models. Let us
formulate this class of random potentials next. Assume that Vω := V
(1)
ω + V
(2)
ω
where V
(1)
ω , V
(2)
ω :Z → R are potentials indexed by the random parameter ω
in some probability space Ω. Assume that u:Z → R has support equal to
{0, . . . , n − 1}, and that there exists a sequence λk: Ω → R of i. i. d. random
variables indexed by k ∈ nZ, each being distributed according to a density
ρ ∈ L∞(R). Assume that V
(1)
ω (x) =
∑
k∈nZ λk(ω)u(x − k) and that V
(2)
ω is
uniformly bounded on Ω × Z, but otherwise arbitrary. If F : Ω → [0,∞) is a
random variable we denote its average over all random variables λk, k ∈ nZ,
by E(1)(F ) :=
∫
F (ω)
∏
k∈nZ ρ(ωk)dωk, where the domain of integration is
×k∈nZ R. It follows directly from the iterative application of Lemma 3.3 that
for all p ∈ N and for the constant Cu,ρ defined in (11) we have
E
(1)
{
|Gω(z; 0, np− 1)|
s/n
}
≤ Cpu,ρ. (4)
A decomposition of the type Vω := V
(1)
ω + V
(2)
ω is implicitly used in the proof of
Theorem 2.2, given in Section 5. Note, that in this particular situation the two
stochastic processes V
(1)
ω , V
(2)
ω are not independent from each other. If V
(2)
ω ≡ 0
then the full potential Vω equals
∑
k∈nZ λk(ω)u(x − k). Hence, in this case the
bound (4) also holds true.
(ii) The statements of Theorems 2.1 and 2.2 concern only off-diagonal elements. If
we assume that ρ has compact support, E
{
|Gω(E + i0;x, y)|
s
}
is finite for any
x, y ∈ Z and s > 0 sufficiently small. This is proven in Section 6.
(iii) Thus in this situation we have full control over fractional moments, which for the
usual Anderson model with i. i. d. potential values suffices to prove spectral and
dynamical localization. However, for our model neither dynamical nor spectral
localization can be directly inferred using the existent methods in [23, 24, 25, 15],
see Section 7. The reason is that the random variables V•(x), x ∈ Z, are not
independent, while the dependence of Hω on the i. i. d. variables ωx, x ∈ Z, is
not monotone.
(iv) In Section 7 we provide a new criterion for spectral localization without applying
the multiscale analysis. It deduces from fractional moment bounds and the fact
that the set of generalized eigenvalues has full spectral measure almost sure
exponential decay of eigenfunctions. In fact it can be extended to more general
random potentials, as long as the correlation length is finite.
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(v) In this context it is natural to ask whether it is possible to extract a positive
part from the random potential in such a way, that the original methods for
deriving fractional moment bounds apply. It turns out that this is not possible
in general (even in one space dimension), but that the corresponding class of
single-site potentials can be characterized in the following way: If the polynomial
pu(x) :=
∑n−1
k=0 u(k)x
k does not vanish on [0,∞) it is possible to extract from
Vω a positive single-site potential with certain additional properties. In this
situation the method of [15] applies and gives exponential decay of the fractional
moments of the Green’s function. This is worked out in detail in Appendix A.
3. Fractional moment bounds for Green’s function
In this section we present fractional moment bounds for Green’s function. A very
useful observation is that “important” matrix elements of the resolvent are given by
the inverse of a determinant. The latter can be controlled using the following spectral
averaging lemma for determinants.
Lemma 3.1. Let n ∈ N and A, V ∈ Cn×n be two matrices and assume that V is
invertible. Let further 0 ≤ ρ ∈ L1(R) ∩ L∞(R) and s ∈ (0, 1). Then we have for all
λ > 0 the bound ∫
R
|det(A+ rV )|−s/n ρ(r)dr ≤ |det V |−s/n ‖ρ‖1−sL1 ‖ρ‖
s
∞
2ss−s
1− s
(5)
≤ |detV |−s/n
(
λ−s‖ρ‖L1 +
2λ1−s
1− s
‖ρ‖∞
)
. (6)
Proof. Since V is invertible, the function r 7→ det(A+ rV ) is a polynomial of order n
and thus the set {r ∈ R:A + rV is singular} is a discrete subset of R with Lebesgue
measure zero. We denote the roots of the polynomial by z1, . . . , zn ∈ C. By
multilinearity of the determinant we have
|det(A+ rV )| = |detV |
n∏
j=1
|r − zj | ≥ |detV |
n∏
j=1
|r − Re zj |.
The Ho¨lder inequality implies for s ∈ (0, 1) that∫
R
|det(A+ rV )|−s/n ρ(r)dr ≤ |detV |−s/n
n∏
j=1
(∫
R
|r − Re zj |
−sρ(r)dr
)1/n
.
For arbitrary λ > 0 and all z ∈ R we have∫
R
1
|r − z|s
ρ(r)dr =
∫
|r−z|≥λ
1
|r − z|s
ρ(r)dr +
∫
|r−z|≤λ
1
|r − z|s
ρ(r)dr
≤ λ−s‖ρ‖L1 + ‖ρ‖∞
2λ1−s
1− s
which gives Ineq. (6). We now choose λ = s‖ρ‖L1/(2‖ρ‖∞) (which minimises the
right hand side of Ineq. (6)) and obtain Ineq. (5).
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In order to use the estimate of Lemma 3.1 for our infinite-dimensional operator
Gω(z), we will use a special case of the Schur complement formula (also known as
Feshbach formula or Grushin problem), see e. g. [26, appendix]. Before providing such
a formula, we will introduce some more notation. Let Γ1 ⊂ Γ2 ⊂ Z. We define the
operator PΓ2Γ1 : ℓ
2(Γ2)→ ℓ2(Γ1) by
PΓ2Γ1 ψ :=
∑
k∈Γ1
ψ(k)δk.
Note that the adjoint (PΓ2Γ1 )
∗ : ℓ2(Γ1)→ ℓ2(Γ2) is given by (P
Γ2
Γ1
)∗φ =
∑
k∈Γ1
φ(k)δk.
If Γ2 = Z we will drop the upper index and write PΓ1 instead of P
Z
Γ1
. For an arbitrary
set Γ ⊂ Z we define the restricted operators ∆Γ, VΓ, HΓ : ℓ
2(Γ)→ ℓ2(Γ) by
∆Γ := PΓ∆P
∗
Γ and VΓ := PΓVωP
∗
Γ .
Furthermore, we define GΓ(z) := (HΓ − z)−1 and GΓ(z;x, y) :=
〈
δx, GΓ(z)δy
〉
for
z ∈ C\σ(HΓ) and x, y ∈ Γ. For an operator T : ℓ2(Γ)→ ℓ2(Γ) the symbol [T ] denotes
the matrix representation of T with respect to the basis {δk}k∈Γ. By ∂Γ we denote the
interior vertex boundary of the set Γ, i. e. ∂Γ := {k ∈ Γ : #{j ∈ Γ : |j − k| = 1} < 2}.
For finite sets Γ ⊂ Z, |Γ| denotes the number of elements of Γ. A set Γ ⊂ Z is called
connected if ∂Γ ⊂ {inf Γ, supΓ}. In particular, Z is a connected set.
Lemma 3.2. Let Γ ⊂ Z and Λ ⊂ Γ be finite and connected. Then we have the identity
GΓ(z;x, y) =
〈
δx, (HΛ −B
Λ
Γ − z)
−1δy
〉
for all z ∈ C \ σ(HΓ) and all x, y ∈ Λ, where BΛΓ : ℓ
2(Λ) → ℓ2(Λ) is specified in Eq.
(7). Moreover, the operator BΛΓ is diagonal and does not depend on Vω(k), k ∈ Λ.
An analogous statement for arbitrary dimension was established in [27].
Proof. Since Λ is finite, HΛ is bounded and the Schur complement formula gives
PΓΛ (HΓ − z)
−1
(
PΓΛ
)∗
=
(
HΛ − z −B
Λ
Γ
)−1
,
where
BΛΓ = P
Γ
Λ∆Γ
(
PΓΓ\Λ
)∗
(HΓ\Λ − z)
−1PΓΓ\Λ∆Γ
(
PΓΛ
)∗
.
It is straightforward to calculate that the matrix elements of BΛΓ are given by
〈
δx, B
Λ
Γ δy
〉
=


∑
k∈Γ\Λ:
|k−x|=1
〈
δk, (HΓ\Λ − z)
−1δk
〉
if x = y ∈ ∂Λ ,
0 else .
(7)
Here we have used that Λ is connected.
Lemma 3.3. Let n ∈ N, Θ = {0, . . . , n − 1}, s ∈ (0, 1), and Γ ⊂ Z be connected.
Then,
(i) for every pair x, x+ n− 1 ∈ Γ and all z ∈ C \ R we have
E{x}
{
|GΓ(z;x, x+ n− 1)|
s/n
}
≤ CuCρ =: Cu,ρ. (8)
(ii) if 1 ≤ |Γ| ≤ n, we have for all z ∈ C \ R the bound
E{γ0}
{
|GΓ(z; γ0, γ1)|
s/n
}
≤ C+u C
+
ρ =: C
+
u,ρ (9)
where γ0 = minΓ and γ1 = maxΓ.
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(iii) if Γ = {x, x+ 1, ...} and y ∈ Γ with 0 ≤ y− x ≤ n− 1, we have for all z ∈ C \R
the bound
E{y−n+1}
{
|GΓ(z;x, y)|
s/n
}
≤ Cu,+C
+
ρ =: Cu,ρ,+. (10)
The constants Cu, Cρ, C
+
u , C
+
ρ and Cu,+ are given in Eq. (11), (12) and (13).
Proof. We start with the first statement of the lemma. By assumption x, x+n−1 ∈ Γ.
We apply Lemma 3.2 with Λ := {x, x + 1, . . . , x + n − 1} ⊂ Γ (since Γ is connected)
and obtain for all x, y ∈ Λ
GΓ(z;x, y) =
〈
δx, (HΛ −B
Λ
Γ − z)
−1δy
〉
,
where the operator BΛΓ is given by Eq. (7). Set D = HΛ −B
Λ
Γ − z. By Cramer’s rule
we have GΓ(z;x, y) = detCy,x/ det[D]. Here, Ci,j = (−1)i+jMi,j andMi,j is obtained
from the tridiagonal matrix [D] by deleting row i and column j. Thus Cx+n−1,x is a
lower triangular matrix with determinant ±1. Hence,
|GΓ(z;x, x+ n− 1)| =
1
|det[D]|
.
Since Θ = suppu = {0, . . . , n − 1}, every potential value Vω(k), k ∈ Λ, depends on
the random variable ωx, while the operator B
Λ
Γ is independent of ωx. Thus we may
write [D] as a sum of two matrices
[D] = A+ ωxV,
where V ∈ Rn×n is diagonal with the elements u(k − x), k = x, . . . , x + n − 1, and
A := [D] − ωxV . Since A is independent of ωx we may apply Lemma 3.1 and obtain
for all s ∈ (0, 1) the estimate (8) with
Cu =
∣∣∣∏
k∈Θ
u(k)
∣∣∣−s/n and Cρ = ‖ρ‖s∞ 2ss−s1− s . (11)
The proof of Ineq. (9) is similar but does not require Lemma 3.2. We have the
decomposition [HΓ− z] = A˜+ωγ0 V˜ , where d := γ1− γ0, V˜ ∈ R
(d+1)×(d+1) is diagonal
with elements u(k − γ0), k = γ0, . . . , γ1, and A˜ := [HΓ − z]− ωγ0 V˜ is independent of
ωγ0 . By Cramer’s rule and Lemma 3.1 we obtain
E{γ0}
{
|GΓ(z; γ0, γ1)|
t/(d+1)
}
≤
∣∣∣ d∏
k=0
u(k)
∣∣∣−t/(d+1)‖ρ‖t∞ 2tt−t1− t
for all t ∈ (0, 1). We choose t = sd+1n and obtain Ineq. (9) with the constants
C+u = max
i∈Θ
∣∣∣ i∏
k=0
u(k)
∣∣∣−s/n and C+ρ = max
{
‖ρ‖s∞, ‖ρ‖
s/n
∞
}
2−sss(1− s)
. (12)
In the final step we have used s ≥ t and the monotonicity of (0, 1) ∋ x 7→ 2xx−x/(1−x).
For the proof of the third statement we apply Lemma 3.2 with Λ = {x, . . . , y} and
obtain using Cramer’s rule |GΓ(z;x, y)| = |1/ det[HΛ−BΛΓ −z]|. Set d := y−x. Notice
that BΛΓ is independent of ωy−n+1, while every potential value Vω(k), k ∈ Λ, depends
on ωy−n+1. Thus we have the decomposition [HΛ − BΛΓ − z] = A + ωy−n+1V , where
V ∈ R(d+1)×(d+1) is diagonal with the elements u(k), k = n − 1 − d, . . . , n − 1, and
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A := [HΛ − BΛΓ − z] − ωy−n+1V . Since A is independent of ωy−n+1 we may apply
Lemma 3.1 and obtain for all t ∈ (0, 1)
E{y−n+1}
{∣∣GΓ(z;x, y)∣∣s/(d+1)} ≤ ∣∣∣ n−1∏
k=n−1−d
u(k)
∣∣∣−t/(d+1)‖ρ‖t∞ 2tt−t1 − t .
We choose t = sd+1n and obtain Ineq (10) with
Cu,+ := max
i∈Θ
∣∣∣ n−1∏
k=n−1−i
u(k)
∣∣∣−s/n. (13)
Here we have used s ≥ t and the monotonicity of (0, 1) ∋ x 7→ 2xx−x/(1− x).
4. Exponential decay of Green’s function
In this section we use so-called “depleted” Hamiltonians to formulate a geometric
resolvent formula. Such Hamiltonians are obtained by setting to zero the “hopping
terms” of the Laplacian along a collection of bonds. More precisely, let Λ ⊂ Γ ⊂ Z be
arbitrary sets. We define the depleted Laplace operator ∆ΛΓ : ℓ
2(Γ)→ ℓ2(Γ) by
〈
δx,∆
Λ
Γδy
〉
:=
{
0 if x ∈ Λ, y ∈ Γ \ Λ or y ∈ Λ, x ∈ Γ \ Λ ,〈
δx,∆Γδy
〉
else.
In other words, the hopping terms which connect Λ with Γ\Λ or vice versa are deleted.
The depleted Hamiltonian HΛΓ : ℓ
2(Γ)→ ℓ2(Γ) is then defined by
HΛΓ := −∆
Λ
Γ + VΓ.
Let further TΛΓ := ∆Γ −∆
Λ
Γ be the difference between the the “full” Laplace operator
and the depleted Laplace operator. Analogously to Eq. (2) we use the notation
GΛΓ(z) := (H
Λ
Γ − z)
−1 and GΛΓ(z;x, y) :=
〈
δx, G
Λ
Γ(z)δy
〉
. The second resolvent identity
yields for arbitrary sets Λ ⊂ Γ ⊂ Z
GΓ(z) = G
Λ
Γ(z) +GΓ(z)T
Λ
ΓG
Λ
Γ(z) (14)
= GΛΓ(z) +G
Λ
Γ(z)T
Λ
Γ GΓ(z). (15)
In the following we will use that GΛΓ(z;x, y) = GΛ(z;x, y) for all x, y ∈ Λ, since H
Λ
Γ is
block-diagonal, and that GΛΓ(z;x, y) = 0 if x ∈ Λ and y 6∈ Λ or vice versa.
Lemma 4.1. Let n ∈ N, Θ = {0, . . . , n − 1}, Γ ⊂ Z be connected, and s ∈ (0, 1).
Then we have for all x, y ∈ Γ with y − x ≥ n, Λ := {x+ n, x+ n+ 1, . . .} ∩ Γ and all
z ∈ C \ R the bound
E{x}
{
|GΓ(z;x, y)|
s/n
}
≤ Cu,ρ · |GΛ(z;x+ n, y)|
s/n.
In particular,
E
{
|GΓ(z;x, y)|
s/n
}
≤ Cu,ρ · E
{
|GΛ(z;x+ n, y)|
s/n
}
. (16)
Proof. Our starting point is Eq. (14). Taking the matrix element (x, y) yields
GΓ(z;x, y) = G
Λ
Γ(z;x, y) +
〈
δx, GΓ(z)T
Λ
Γ G
Λ
Γ(z)δy
〉
.
Since x 6∈ Λ and y ∈ Λ, the first summand on the right vanishes as the depleted
Green’s function GΛΓ(z;x, y) decouples x and y. For the second summand we calculate
GΓ(z;x, y) = GΓ(z;x, x+ n− 1)GΛ(z;x+ n, y). (17)
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The second factor is independent of ωx. Thus, taking expectation with respect to ωx
bounds the first factor using Ineq. (8) and the proof is complete.
Lemma 4.2. Let n ∈ N, Θ = {0, . . . , n − 1}, Γ = {x, x + 1, ...}, y ∈ Γ with
n ≤ y − x < 2n, and s ∈ (0, 1). Then we have for all z ∈ C \ R the bound
E{y−n+1,x}
{
|GΓ(z;x, y)|
s/n
}
≤ C+u,ρCu,ρ. (18)
Proof. The starting point is Eq. (15). Choosing Λ = {x, . . . , y − n} gives
GΓ(z;x, y) = GΛ(z;x, y − n)GΓ(z; y − n+ 1, y).
Since GΛ(z;x, y − n) depends only on the potential values at lattice sites in Λ it is
independent of ωy−n+1. We take expectation with respect to ωy−n+1 to bound the
second factor of the above identity using Ineq. (8). Since 1 ≤ |Λ| ≤ n by assumption,
we may apply Ineq. (9) to GΛ(z;x, y − n) which ends the proof.
The proof of the following theorem will serve as a basis to complete the proof of
(i) Theorem 2.1 at the end of this section,
(ii) Theorem 2.2 in Section 5.
The difference between the proof of Theorem 2.1 and Theorem 4.3 is, that the latter is
better suited for a generalization to single-site potentials with disconnected support.
Theorem 4.3. Let Θ = {0, . . . , n− 1}, Γ ⊂ Z connected and s ∈ (0, 1). Assume
‖ρ‖∞ <
(1− s)1/s
2s−1
∣∣∣n−1∏
k=0
u(k)
∣∣∣1/n. (19)
Then m = − lnCu,ρ is strictly positive and
E
{
|GΓ(z;x, y)|
s/n
}
≤ C+u,ρ exp
{
−m
⌊
|x− y|
n
⌋}
for all x, y ∈ Γ with |x − y| ≥ 2n and all z ∈ C \ R. Here, ⌊·⌋ is defined by
⌊z⌋ := max{k ∈ Z | k ≤ z}.
Proof. The constant m is larger than zero since Cu,ρ < 1 by assumption. By
symmetry we assume without loss of generality y − x ≥ 2n. In order to estimate
E
{
|GΓ(z;x, y)|s/n
}
, we iterate Eq. (16) of Lemma 4.1 and finally use Eq. (18) of
Lemma 4.2 for the last step. Figure 1 shows this procedure schematically. We choose
x yx+ n x+ 2n y − ny − 2n x+ pnx+ (p− 1)n
Lemma 4.1 Lemma 4.2
Figure 1. Illustration to the proof of Theorem 4.3
p := ⌊(y − x)/n⌋ − 1 ∈ N such that y − 2n < x + pn ≤ y − n. We iterate Eq. (16)
exactly p times and obtain
E
{
|GΓ(z;x, y)|
s/n
}
≤ Cpu,ρ · E
{
|GΛp(z;x+ pn, y)|
s/n
}
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where Λp = {x + pn, x + pn + 1, . . .}. Now the first p jumps of Fig. 1 are done and
it remains to estimate E
{
|GΛp(z;x + pn, y)|
s/n
}
. Since n ≤ y − (x + pn) < 2n and
Λp = {x+ pn, x+ pn+ 1, . . .} we may apply Lemma 4.2 and get
E
{
|GΓ(z;x, y)|
s/n
}
≤ Cp+1u,ρ C
+
u,ρ = C
+
u,ρ e
(p+1) lnCu,ρ .
Proof of Theorem 2.1. Without loss of generality we assume y − x ≥ n. We iterate
Eq. (16) exactly q := ⌊(y − x)/n⌋ ∈ N times, starting with Γ = Z, and obtain
E
{
|Gω(z;x, y)|s/n
}
≤ Cqu,ρ · E
{
|GΛq (z;x+ qn, y)|
s/n
}
, where Λq = {x+ pn, x+ pn+
1, . . .}. Since 0 ≤ y − (x + qn) ≤ n − 1 by construction, we may apply part (iii) of
Lemma 3.3 and obtain
E
{
|Gω(z;x, y)|
s/n
}
≤ Cqu,ρCu,ρ,+ = Cu,ρ,+ exp
{
−m
⌊
y − x
n
⌋}
(20)
where m = − lnCu,ρ. In particular, m > 0 if Ineq. (19) holds.
5. Single-site potentials with arbitrary finite support
In this section we prove Theorem 2.2. We consider the case in which the support
Θ of the single-site potential is an arbitrary finite subset of Z. By translation, we
assume without loss of generality that minΘ = 0 and maxΘ = n− 1 for some n ∈ N.
Furthermore, we define
r := max
{
b− a | [a, b] ⊂ {0, . . . , n− 1}, [a, b] ∩Θ = ∅
}
. (21)
Thus r is the width of the largest gap in Θ. In order to handle arbitrary finite supports
of the single-site potential, we need one of the following additional assumptions on the
density ρ ∈ L∞(R):
A1 : ρ ∈W
1,1(R) A2 : supp ρ ⊂ [−R,R] for some R > 0. (22)
To illustrate the difficulties arising for non-connected supports Θ we consider an
example. Suppose Θ = {0, 2, 3, . . . , n− 1} so that r = 1. If we set Λ = {0, . . . , n− 1}
there is no decomposition HΛ − B
Λ
Γ = A + ω0V with an invertible V . If we set Λ =
{0, . . . , n−1+r} = {0, . . . , n} we observe that every diagonal element ofHΛ depends at
least on one of the variables ω0 and ω1 = ωr, while the elements of B
Λ
Γ (which appear
after applying Lemma 3.2) are independent of ωk, k ∈ {0, . . . , r} = {0, 1}. Thus we
have a decomposition HΛ − BΛΓ = A + ω0V0 + ω1V1, where A is independent of ωk,
k ∈ {0, 1}, and for all i ∈ Λ either V0(i) or V1(i) is not zero. As a consequence there
is an α ∈ R such that V0 + αV1 is invertible on ℓ2(Λ). Motivated by this observation,
we prove the following lemma.
Lemma 5.1. Let N, d ∈ N and A, V0, V1, . . . , VN ∈ Cd×d be matrices. Let
(αk)
N
k=0 ∈ R
N+1 with α0 6= 0. Assume that
∑N
k=0 αkVk is invertible. Let further
0 ≤ ρ ∈ L1(R) ∩ L∞(R) with ‖ρ‖L1 = 1, t ∈ (0, 1), and A1,A2 be as in (22). Then,
if the condition A1 is satisfied, we have the bound
I =
∫
RN+1
∣∣∣det(A+ N∑
i=0
riVi
)∣∣∣ td N∏
i=0
ρ(ri)dri ≤
∣∣∣det( N∑
k=0
αkVk
)∣∣∣− td( N∑
k=0
|αk|
)t t−t
1− t
‖ρ′‖tL1 .
If the condition A2 is satisfied, we have the bound
I ≤
∣∣∣det( N∑
k=0
αkVk
)∣∣∣−t/d|α0|t(1 + max
i∈{1,...,N}
|αi|
|α0|
)Nt 2tt−t
1− t
(2R)Nt‖ρ‖(N+1)t∞ .
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Proof. Substituting

r0
r1
...
...
rN

 = T


x0
x1
...
...
xN

 =


α0 0 · · · · · · 0
α1 α0 0
...
α2 0 α0
. . .
...
...
...
. . . α0 0
αN 0 0 α0




x0
x1
...
...
xN

 =


α0x0
α1x0 + α0x1
α2x0 + α0x2
...
αNx0 + α0xN


we get
I =
∫
RN
(∫
R
∣∣∣det(A˜+ x0 N∑
i=0
αiVi
)∣∣∣−t/dg(x0, . . . , xN )dx0
)
|α0|
N+1dx1 . . . dxN
where A˜ = A+α0
∑N
i=1 xiVi and g(x0, . . . , xN ) = ρ(α0x0)
∏N
i=1 ρ(αix0+α0xi). Since
x0 7→ g(x0, . . . , xN ) is an element of L1(R) ∩ L∞(R) we may apply Lemma 3.1 and
obtain for all λ > 0
I ≤
∣∣∣det( N∑
i=0
αiVi
)∣∣∣−t/d(λ−t + 2λ1−t
1− t
∫
RN
sup
x0∈R
g(x0, . . . , xN )|α0|
N+1dx1 . . .dxN
)
where dx = dx1 . . . dxN . In the case of A1 we use supx0∈R g ≤
1
2
∫
R
|∂g/∂x0|dx0, sub-
stitute back into the original coordinates and finally choose λ = t/(‖ρ′‖L1
∑N
k=0 |αk|).
To end the proof if the condition A2 is satisfied, we use supp ρ ⊂ [−R,R] and see
that if |xj | > R ‖T−1‖∞ for some j = 0, . . . , N , then g(x0, . . . , xN ) = 0. Thus
it is sufficient to integrate over the cube [−R‖T−1‖∞, R‖T
−1‖∞]
N . We estimate
supx0∈R g(x0, . . . , xN ) ≤ ‖ρ‖
N+1
∞ and choose λ = t/(2‖ρ‖
N+1
∞ |α
N+1
0 |(2R‖T
−1
∞ ‖)
N).
The row-sum norm of T−1 equals ‖T−1‖∞ = maxi∈{1,...,N} (|α0|
−1 + |αi/α20|) =
(1 + maxi∈{1,...,N} |αi/α0|)/|α0|.
With the help of Lemma 5.1 we prove the following analogues of Lemma 3.3 and
Theorem 4.3.
Lemma 5.2. Let n ∈ N, Θ ⊂ Z with minΘ = 0, maxΘ = n − 1, and Γ ⊂ Z be
connected. Let further r be as in Eq. (21), A1,A2 as in (22), and s ∈ (0, 1). Then
there exists a constant D such that for all x, x + n− 1 + r ∈ Γ and z ∈ C \ R
E{x,...,x+r}
{
|GΓ(z;x, x+ n− 1 + r)|
s/(n+r)
}
≤ D . (23)
The constant D is characterized in Eq. (25) and estimated in Ineq. (27) and (28). If
1 ≤ |Γ| ≤ n+ r with γ0 = minΓ and γ1 = maxΓ there exists a constant D+ such that
for all z ∈ C \ R
E{γ0,...,γ0+r}
{
|GΓ(z; γ0, γ1)|
s/(n+r)
}
≤ D+. (24)
The constant D+ is characterized in Eq. (29) and estimated in Ineq. (30) and (31).
Proof. The proof is similar to the proof of Lemma 3.3. Apply Lemma 3.2 with
Λ = {x, x + 1, . . . , x + n − 1 + r} and Cramer’s rule to get |GΓ(z;x, x + n −
1 + r)| = 1/ |det[D]| where D = HΛ − BΛΓ − z. Note that B
Λ
Γ is independent
of ωk, k ∈ {x, . . . , x + r}. We have the decomposition [D] = A +
∑r
k=0 ωx+kVk
where the elements of the diagonal matrices Vk ∈ R(n+r)×(n+r), k = 0, . . . , r, are
given by Vk(i) = u(i − k), i = 0, . . . , n − 1 + r, and A = D −
∑r
k=0 ωkVk is
independent of ωk, k ∈ {x, . . . , x + r}. We apply Lemma 5.1 and obtain for all
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ǫH
ǫ
0
H
ǫ
1
H
ǫ
n−1+r
α
′
Vol (W ) = 1
Vol (∪iH
ǫ
i ) ≤ (n+ r)(r + 1)
r/2
ǫ
Vol (W \ ∪iH
ǫ
i ) ≥ 1− (n+ r)(r + 1)
r/2
ǫ
Figure 2. Sketch of the existence of a vector α′ ∈ W = [0, 1]r+1 with
the desired properties: Let Hǫi denote the ǫ-neighborhood of the hyperplane
Hi := {α ∈ W |
∑r
k=0 αku(i − k) = 0} for i ∈ {0, . . . , n − 1 + r}. Since the
volume of W \ ∪iH
ǫ
i is positive if ǫ is smaller than (n + r)
−1(r + 1)−r/2 = d0,
we conclude (using continuity) that there is a vector α′ whose distance to each
hyperplane Hi, i ∈ {0, . . . , n− 1 + r}, is at least d0/2.
α = (αk)
r
k=0 ∈ M := {α ∈ R
r+1 : α0 6= 0,
∑r
k=0 αkVk is invertible} the bound
E{x,...,x+r}
{
|GΓ(z;x, x+ n− 1 + r)|s/(n+r)
}
≤ Dα where
Dα = ‖ρ
′‖sL1
s−s
1− s
( r∑
k=0
|αk|
)s n−1+r∏
i=0
∣∣∣ r∑
k=0
αku(i− k)
∣∣∣− sn+r
if A1 is satisfied and
Dα = ‖ρ‖
(r+1)s
∞ (2R)
rs 2
ss−s
1− s
|α0|
s
(
1 + max
i∈{1,...,r}
|αi|
|α0|
)rs n−1+r∏
i=0
∣∣∣ r∑
k=0
αku(i− k)
∣∣∣− sn+r
if A2 is satisfied. The set M is non-empty and equal to the set {α ∈ Rr+1 : α0 6=
0, Dα is finite}. Thus Ineq. (23) holds with the constant
D := inf
α∈M
Dα. (25)
In the following we establish an upper bound for D. Using a volume comparison
criterion we can find a vector α′ = (α′k)
r
k=0 ∈ [0, 1]
r+1 which has to each hyperplane∑r
k=0 αku(i − k) = 0, i = 0, . . . , n − 1 + r, at least the Euclidean distance
(2(n+ r)(r+1)r/2)−1, as outlined in Fig. 2. This implies α′0 ≥ (2(n+ r)(r+1)
r/2)−1
since the hyperplane for i = 0 is α0 = 0. With this choice of α and the notation
ui = (u(i− k))rk=0, i ∈ {0, . . . , n− 1 + r}, we have
n−1+r∏
i=0
∣∣∣ r∑
k=0
α′ku(i− k)
∣∣∣− sn+r = n−1+r∏
i=0
∣∣∣‖ui‖ 〈α′, ui/‖ui‖〉2∣∣∣− sn+r
≤
[
2(n+ r)(r + 1)r/2
]s∣∣∣∏n−1+ri=0 (∑rk=0 u(i− k)2)∣∣∣ s2(n+r)
(26)
Localization for models on Z with single-site potentials of finite support 14
where 〈·, ·〉2 denotes the standard Euclidian scalar product. Now, in both cases A1
and A2 we choose α = α′ and obtain
D ≤ ‖ρ′‖sL1
s−s
1− s
(r + 1)s
[
2(n+ r)(r + 1)r/2
]s∣∣∣∏n−1+ri=0 (∑rk=0 u(i− k)2)∣∣∣ s2(n+r)
(27)
if A1 is satisfied and
D ≤ ‖ρ‖(r+1)s∞
2ss−s
1− s
(
1 + 2(n+ r)(r + 1)r/2
)rs (2R)rs[2(n+ r)(r + 1)r/2]s∣∣∣∏n−1+ri=0 (∑rk=0 u(i− k)2)∣∣∣ s2(n+r)
(28)
if A2 is satisfied.
The proof of the second statement is similar but without use of Lemma 3.2.
By Cramer’s rule we get |GΓ(z; γ0, γ1)| = 1/| det[HΓ − z]|. Set d = γ1 − γ0.
We have the decomposition [HΓ − z] = A˜ +
∑r
k=0 ωγ0+kV˜k, where the elements
of the diagonal matrices V˜k ∈ R(d+1)×(d+1), k = 0, . . . , r, are given by V˜k(i) =
u(i − k), i ∈ {0, . . . , d}, and A˜ := [HΓ − z] −
∑r
k=0 ωkV˜k is independent of ωk,
k ∈ {x, . . . , x + r}. We apply Lemma 5.1 with t = s d+1n+r and obtain (using s ≥ t)
for all α = (αk)
r
k=0 ∈ M˜ := {α ∈ R
r+1 : α0 6= 0,
∑r
k=0 αkV˜k is invertible} that
E{γ0,...,γ0+r}
{
|GΓ(z; γ0, γ1)|s/(n+r)
}
≤ D+α (d) where
D+α (d) = ‖ρ
′‖
s d+1
n+r
L1
s−s
1− s
( r∑
k=0
|αk|
)s d+1
n+r
d∏
i=0
∣∣∣ r∑
k=0
αku(i− k)
∣∣∣−s/(n+r)
if A1 is satisfied and D+α (d) equals
‖ρ‖
s (r+1)(d+1)
n+r
∞ (2R)
s r(d+1)
n+r
2ss−s
1− s
|α0|
s d+1
n+r
(
1 + max
i∈{1,...,r}
|αi|
|α0|
)sr d∏
i=0
∣∣∣ r∑
k=0
αku(i− k)
∣∣∣ sn+r
if A2 is satisfied. Since M˜ ⊃ M for each d ∈ 0, . . . n− 1 + r the set M˜ is non-empty.
Thus Ineq. (24) holds with the constant
D+ := max
d∈{0,...,n−1+r}
inf
α∈M˜
D+α (d). (29)
We again choose α = α′ as in Fig. 2, use α′k ∈ [0, 1] and α
′
0 ≥ (2(n+ r)(r + 1)
r/2)−1,
estimate D+α′(d) similar to Ineq. (26), and obtain
D+ ≤ max
d∈{0,...,n−1+r}

‖ρ′‖
s d+1
n+r
L1
s−s
1− s
(r + 1)s
[
2(d+ 1)(r + 1)r/2
]s
∣∣∣∏di=0∑rk=0 u(i− k)2∣∣∣s/(2(n+r))

 (30)
if A1 is satisfied and
D+ ≤ (31)
max
d∈{0,...,n−1+r}


‖ρ‖
s (r+1)(d+1)
n+r
∞
(2R)−s
r(d+1)
n+r
·
[
1 + 2(d+ 1)(r + 1)r/2
]sr[
2(d+ 1)(r + 1)r/2
]s
2−sss(1− s)
∣∣∣∏di=0∑rk=0 u(i− k)∣∣∣ s2(n+r)


if A2 is satisfied.
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Theorem 5.3. Let n ∈ N, Θ ⊂ Z, minΘ = 0, maxΘ = n − 1, Γ ⊂ Z connected,
s ∈ (0, 1), r as in Eq. (21), D the constant from Lemma 5.2, and let ρ satisfy one of
the assumptions A1 or A2 from (22). Assume D < 1. Then m = − lnD is strictly
positive and we have the bound
E
{
|GΓ(z;x, y)|
s/(n+r)
}
≤ D+ e−m⌊
|x−y|
n+r ⌋
for all x, y ∈ Z with |x − y| ≥ 2(n + r) and all z ∈ C \ R, where ⌊·⌋ is defined by
⌊z⌋ := max{k ∈ Z | k ≤ z}.
Proof. The proof is similar to the proof of Theorem 4.3. We again assume y > x. Let
Γ1 ⊂ Z be connected. Using Eq. (14) with Λ := {x+ n+ r, . . .} ∩ Γ1 and Lemma 5.2
we have for all pairs x, y ∈ Γ1 with y − x ≥ n+ r
E
{
|GΓ1(z;x, y)|
s/(n+r)
}
≤ D E
{
|GΛ(z;x+ n+ r, y)|
s/(n+r)
}
(32)
which is the analogue to Lemma 4.1. Now, let Γ2 = {x, x + 1, . . .} and y ∈ Γ2 with
n+ r ≤ y − x < 2(n+ r). By Eq. (15) with Λ = {x, . . . , y − (n+ r)} and Lemma 5.2
we have
E
{
|GΓ2(z;x, y)|
s/(n+r)
}
≤ DD+ (33)
which is the analogue of Lemma 4.2. Iterating Eq. (32) exactly p = ⌊(y−x)/(n+r)⌋−1
times, starting with Γ1 = Γ, and finally using Eq. (33) once gives the statement of
the theorem.
6. Apriori bound
Here we prove a global uniform bound on (x, y) 7→ E{|GΓ(z;x, y)|s} for s > 0
sufficiently small. We assume throughout that assumption A2 holds, i. e. there is
an R ∈ (0,∞) such that supp ρ ⊂ [−R,R]. We use the notation uj(x) = u(x− j), for
all j, x ∈ Z, for the translated function as well as for the corresponding multiplication
operator.
Theorem 6.1. Let Γ ⊂ Z be connected, s ∈ (0, 1), Θ ⊂ Z with minΘ = 0 and
maxΘ = n − 1 for some n ∈ N, and supp ρ be compact. Then there is a positive
constant C such that for all x, y ∈ Γ and all z ∈ C \ R we have
E
{
|GΓ(z;x, y)|
s/(4n)
}
≤ C.
For the proof we will need
Lemma 6.2. Let n ∈ N, R ∈ R, A ∈ Cn×n an arbitrary matrix, V ∈ Cn×n an
invertible matrix and s ∈ (0, 1). Then we have the bounds
‖V −1‖ ≤
‖V ‖n−1
|detV |
(34)
and ∫ R
−R
∥∥(A+ rV )−1∥∥s/ndr ≤ 2R1−s(‖A‖+R‖V ‖)s(n−1)/n
ss(1− s) |detV |s/n
. (35)
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Proof. To prove Ineq. (34) let 0 < s1 ≤ s2 ≤ . . . ≤ sn be the singular values of V .
Then we have
∏n
i=1 si ≤ s1s
n−1
n , that is,
1
s1
≤
sn−1n∏n
i=1 si
. (36)
For the norm we have ‖V −1‖ = 1/s1 and ‖V ‖ = sn. For the determinant of V there
holds |detV | =
∏n
i=1 si. Hence, Ineq. (34) follows from Ineq. (36). To prove Ineq.
(35) recall that, since V is invertible, the set {r ∈ R:A+ rV is singular} is a discrete
set. Thus, for almost all r ∈ [−R,R] we may apply Ineq. (34) to the matrix A + rV
and obtain ∥∥(A+ rV )−1∥∥s/n ≤ (‖A‖+R‖V ‖)s(n−1)/n
|det(A+ rV )|s/n
.
Inequality (35) now follows from Lemma 3.1.
Proof of Theorem 6.1. To avoid notation we assume Γ = Z. Since supp ρ ⊂ [−R,R],
Hω is a bounded operator. Set m = ‖HΓ‖ + 1. If |z| ≥ m, we use ‖Gω(z)‖ =
supλ∈σ(Hω) |λ−z|
−1 ≤ 1 and obtain the statement of the theorem. Thus it is sufficient
to consider |z| ≤ m. If |x − y| ≥ 4n Theorem 5.2 applies, since r ≤ n. We thus only
consider the case |x− y| ≤ 4n− 1. By translation we assume x = 0 and by symmetry
y ≥ 0. Set Λ+ = {−1, . . . , 4n} and Λ = {0, . . . , 4n− 1}. Lemma 3.2 gives
PΛ+Gω(z)P
∗
Λ+ = (HΛ+ −B
Λ+
Z
− z)−1
where 〈δx, B
Λ+
Γ δy〉 =
∑
k∈Γ\Λ+,|k−x|=1
〈δk, (HΓ\Λ+ − z)
−1δk〉 if x = y and x ∈ ∂Λ+ =
{−1, 4n}, and zero else. Similarly, by another application of the Schur complement
formula
PΛ(HΛ+ −B
Λ+
Z
− z)−1P ∗Λ =(
HΛ − z − PΛ∆P
∗
∂Λ+
(
P
Λ+
∂Λ+
(HΛ+ −B
Λ+
Z
)
(
PΛ∂Λ+
)∗
− z
)−1
P∂Λ+∆P
∗
Λ
)−1
,
and consequently
PΛGω(z)P
∗
Λ =
(
HΛ − z − PΛ∆P
∗
∂Λ+ (K − z)
−1 P∂Λ+∆P
∗
Λ
)−1
(37)
where
K = P
Λ+
∂Λ+
(HΛ+ −B
Λ+
Z
)
(
P
Λ+
∂Λ+
)∗
.
Note that B
Λ+
Z
is independent of ωk, k ∈ {−1, . . . , 3n + 1}, and K is independent
of ωk, k ∈ {0, . . . , 3n}. Thus, in matrix representation with respect to the canonical
basis, the operator K : ℓ2(∂Λ+)→ ℓ2(∂Λ+) may be decomposed as
[K] =
(
ω−1u(0) 0
0 ω3n+1u(n− 1)
)
−
(
f1 0
0 f2
)
where f1 :=
∑
k∈Z\{−1} ωku(−1−k)−〈δ−1B
Λ+
Z
δ−1〉 and f2 :=
∑
k∈Z\{3n+1} ωku(4n−
k)− 〈δ4nB
Λ+
Z
δ4n〉 are independent of ω−1 and ω3n+1. Standard spectral averaging or
Lemma 3.1 gives for all t ∈ (0, 1)
E{−1,3n+1}
{∥∥(K−z)−1∥∥t} ≤ (|u(0)|−t+|u(n−1)|−t)‖ρ‖t∞2tt−t
1− t
.(38)
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Now, the operator HΛ can be decomposed as HΛ = A +
∑3n
k=0 ωkuk where A :=
HΛ −
∑3n
k=0 ωkuk is independent of ωk, k ∈ {0, . . . , 3n}. Let α := (αk)
3n
k=0 ∈ [0, 1]
3n+1
with α0 6= 0. Similarly to the proof of Lemma 5.2, we use the substitution ω0 = α0ζ0
and ωi = αiζ0 + α0ζi for i ∈ {1, . . . , 3n} and obtain from Eq. (37)
E := E{0,...,3n}
{∥∥PΛGω(z)P ∗Λ∥∥s/(4n)}
≤ ‖ρ‖3n+1∞
∫
[−R,R]3n+1
∥∥∥(A+ 3n∑
k=0
ωkuk − z − PΛ∆P
∗
∂Λ+(K − z)
−1PΛ∂Λ+∆P
∗
Λ
)−1∥∥∥ s4n dω0 . . . dω3n
≤ ‖ρ‖3n+1∞
∫
[−S,S]3n+1
∥∥∥(A′ + ζ0 3n∑
k=0
αkuk
)−1∥∥∥s/(4n)|α0|3n+rdζ0 . . . dζ3n
where A′ = A + α0
∑3n
k=1 ζkuk − z − PΛ∆P
∗
∂Λ+
(K − z)−1 P∂Λ+∆P
∗
Λ and S = R(1 +
maxi∈{1,...,3n} |αi/α0|)/|α0|. Since
⋃3n
i=0 suppui = Λ, there exists an α ∈ [0, 1]
3n+1
such that
∑3n
k=0 αkuk is invertible on ℓ
2(Λ), compare the proof of Lemma 5.2 and
Figure 2. Thus we may apply Lemma 6.2 and obtain
E ≤ ‖ρ‖3n+1∞
∫
[−S,S]3n
2s−sS1−s
1− s
(
‖A′‖+ S‖
∑3n
k=0 αkuk‖
) s(4n−1)
4n
∣∣∣det(∑3nk=0 αkuk)∣∣∣s/(4n)
dζ1 . . . dζ3n (39)
Using ζk ∈ [−S, S] for k ∈ {1, . . . , 3n}, ωk ∈ [−R,R] for k ∈ Z \ {0, . . . , 3n} and
αk ∈ [0, 1] for k ∈ {0, . . . , 3n}, the norm of A′ can be estimated as
‖A′‖ =
∥∥∥HΛ − 3n∑
k=0
ωkuk + α0
3n∑
k=1
ζkuk − z − PΛ∆P
∗
∂Λ+ (K − z)
−1 P∂Λ+∆P
∗
Λ
∥∥∥
≤ 2 + (n− 1)R ‖u‖∞ + 3Sn‖u‖∞ +m+ 4
∥∥(K − z)−1∥∥ . (40)
All terms in the sum (40) are independent of ζk, k ∈ {0, . . . , 3n}. Using (
∑
|ai|)t ≤∑
|ai|t for t < 1 we see from Ineq. (39) and (40) that there are constants C1 and C2
such that E ≤ C1 + C2‖(K − z)−1‖s(4n−1)/(4n). If we average over ω−1 and ω3n+1,
Ineq. (38) gives the desired result.
7. Localization
In this section we discuss exponential localization for the discrete alloy-type model.
In particular,
• we prove Theorem 2.3 on exponential localization in the one-dimensional discrete
alloy-type model for large disorder, see the end of the section.
• we establish a criterion for exponential localization using fractional moment bounds
only, see Theorem 7.5.
• we discuss why previous papers on fractional moment bounds do not imply
immediately spectral localization for our model.
The existing proofs of localization via the fractional moment method use either the
Simon Wolff criterion, see e. g. [23, 2, 4], or the RAGE-Theorem, see e. g. [24, 25], or
eigenfunction correlators, see e. g. [15]. Neither dynamical nor spectral localization
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can be directly inferred from the behavior of the Green’s function using the existent
methods. The reason is that the random variables Vω(x), x ∈ Z, are not independent,
while the dependence ofHω on the i. i. d. random variables ωk, k ∈ Z, is not monotone.
However, for the discrete alloy-type model it is possible to show localization
using the multiscale analysis. The two ingredients of the multiscale analysis are the
initial length scale estimate and the Wegner estimate, compare assumptions (P1)
and (P2) of [28]. The initial length scale estimate is implied by the exponential
decay of an averaged fractional power of Green’s function, i. e. Theorem 4.3 and 5.3,
using Chebyshev’s inequality. A Wegner estimate for the models considered here was
established in [20]. Thus a variant of the multiscale analysis of [28] yields pure point
spectrum with exponential decaying eigenfunctions for almost all configurations of the
randomness. We say a variant, since in our case the potential values are independent
only for lattice sites having a minimal distance. It has been implemented in detail in
the paper [29] for random Schro¨dinger operators in the continuum, and holds similarly
for discrete models.
In this section we conclude localization from bounds on averaged fractional powers
of Green’s function without using the multiscale analysis. Roughly speaking, we skip
over the induction step of the multiscale analysis and directly compute the “typical
output” of the multiscale analysis, i. e. the hypothesis of Theorem 2.3 in [28]. Then
we conclude localization using existent methods.
For L > 0 and x ∈ Z we denote by Λx,L = [x − L, . . . , x + L] ∩ Z the cube of
side length 2L + 1. Let further m > 0, L ∈ N and E ∈ R. A cube Λx,L is called
(m,E)-regular (for a fixed potential), if E 6∈ σ(HΛx,L) and
sup
w∈∂Λx,L
|GΛx,L(E;x,w)| ≤ e
−mL.
Otherwise we say that Λx,L is (m,E)-singular. The next Proposition now states
that certain bounds on averaged fractional moments of Green’s function imply the
hypothesis of Theorem 2.3 in [28] (without applying the induction step of the
multiscale analysis).
Proposition 7.1. Let Θ ⊂ [0, n− 1]∩Z for some n ∈ N, I ⊂ R be a bounded interval
and s ∈ (0, 1). Assume the following two statements:
(i) There are constants C, µ ∈ (0,∞), L0 ∈ N and N ∈ N such that
E
{
|GΛk,L(E;x, y)|
s/N
}
≤ Ce−µ|x−y| for all k ∈ Z, L ∈ N, x, y ∈ Λk,L with
|x− y| ≥ L0, and all E ∈ I.
(ii) There are constants C′ ∈ (0,∞) and N ′ ∈ N such that E
{
|GΛk,L(E +
iǫ;x, x)|s/N
′}
≤ C′ for all k ∈ Z, L ∈ N, x ∈ Λk,L, E ∈ I and ǫ > 0 .
Then we have for all L ≥ max{8 ln(2)/µ, L0} and all x, y ∈ Z with |x − y| ≥ 2L+ n
that
P{∀E ∈ I either Λx,L or Λy,L is (µ/8, E)-regular} ≥ 1−K,
where K = 8
(
C|I|+ CW(2L+ 1)2
)
e−µsL/(8N
′) and CW = 4C
′/π.
Proof. Fix L ∈ N with L ≥ max{8 ln(2)/µ, L0} and x, y ∈ Z such that |x−y| ≥ 2L+n.
For ω ∈ Ω and k ∈ {x, y} we define the sets
∆kω := {E ∈ I : sup
w∈∂Λk,L
|GΛk,L(E; k, w)| > e
−µL/8},
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∆˜kω := {E ∈ I : sup
w∈∂Λk,L
|GΛk,L(E; k, w)| > e
−µL/4}, and
B˜k := {ω ∈ Ω : L{∆˜
k
ω} > e
−5µL/8}. (41)
Here L denotes the Lebesgue measure. For ω ∈ B˜k we have∑
w∈∂Λk,L
∫
I
|GΛk,L(E; k, w)|
s/NdE ≥
∫
I
sup
w∈∂Λk,L
|GΛk,L(E; k, w)|
s/NdE
> e−5µL/8e−µLs/(4N) > e−7µL/8.
By assumption (i) this implies for k ∈ {x, y}
P{B˜k} < 2|I|Ce
−µL/8.
For k ∈ {x, y} we denote by σ(HΛk,L) = {E
i
ω,k}
2L+1
i=1 the spectrum of HΛk,L . We claim
that for k ∈ {x, y},
ω ∈ Ω \ B˜k ⇒ ∆
k
ω ⊂
2L+1⋃
i=1
[
Eiω,k − δ, E
i
ω,k + δ
]
=: Iω,k(δ), (42)
where δ = 2e−µL/8. Indeed, suppose that E ∈ ∆kω and dist
(
E, σ(HΛk,L)
)
> δ.
Then there exists w ∈ ∂Λk,L such that |GΛk,L(E; k, w)| > e
−µL/8. For any E′ with
|E − E′| ≤ 2e−5µL/8 we have δ − |E − E′| ≥ e−µL/8 ≥ 2e−3µL/8 since L ≥ 8 ln(2)/µ.
Moreover, the first resolvent identity and the estimate ‖(H−E)−1‖ ≤ dist (E, σ(H))−1
for selfadjoint H and E ∈ C \ σ(H) implies
|GΛk,L(E; k, w) −GΛk,L(E
′; k, w)| ≤ |E − E′| · ‖GΛk(E)‖ · ‖GΛk(E
′)‖ ≤
1
2
e−µL/8,
and hence
|GΛk,L(E
′; k, w)| >
e−µL/8
2
≥ e−µL/4
for L ≥ 8 ln(2)/µ. We infer that [E − 2e−5µL/8, E +2e−5µL/8]∩ I ⊂ ∆˜kω and conclude
L{∆˜kω} ≥ 2e
−5µL/8. This is however impossible if ω ∈ Ω \ B˜k by (41), hence the claim
(42) follows.
In the following step we use assumption (ii) to deduce aWegner-type estimate. We
denote by P[a,b](HΛx,L) the spectral projection corresponding to the interval [a, b] ⊂ R
and the operator HΛx,L . Since we have for any a, b ∈ R with a < b, any λ ∈ R and
0 < ǫ ≤ b− a
arctan
(
λ− a
ǫ
)
− arctan
(
λ− b
ǫ
)
≥
π
4
χ[a,b](λ),
one obtains an inequality version of Stones formula:
〈δx, P[a,b](HΛx,L)δx〉 ≤
4
π
∫
[a,b]
Im
{
GΛx,L(E + iǫ;x, x)
}
dE
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for all ǫ ∈ (0, b−a]. Using triangle inequality, |Im z| ≤ |z| for z ∈ C, Fubini’s theorem,
|GΛx,L(E + iǫ;x, x)|
1−s/N ′ ≤ dist (σ(HΛx,L), E + iǫ)
s/N ′−1 ≤ ǫs/N
′−1 and assumption
(ii) we obtain for [a, b] ⊂ I and all ǫ ∈ (0, b− a]
E
{
TrP[a,b](HΛx,L)
}
≤ E
{ ∑
x∈Λx,L
4
π
∫
[a,b]
Im
{
GΛx,L(E + iǫ;x, x)
}
dE
}
≤
4ǫs/N
′−1
π
∑
x∈Λx,L
∫
[a,b]
E
{∣∣GΛx,L(E + iǫ;x, x)∣∣s/N ′}dE
≤ 4π−1ǫs/N
′−1(2L+ 1) |b− a|C′.
We minimize the right hand side by choosing ǫ = b−a and obtain the Wegner estimate
E
{
TrP[a,b](HΛx,L)
}
≤
4C′
π
|b− a|s/N
′
(2L+ 1)
=: CW|b − a|
s/N ′(2L+ 1). (43)
Now we want to estimate the probability of the event Bres := {ω ∈ Ω : I ∩ Iω,x(δ) ∩
Iω,y(δ) 6= ∅} that there are “resonant” energies for the two box Hamiltonians HΛx,L
and HΛy,L . For this purpose we denote by Λ
+
x,L the set of all lattice sites k ∈ Z whose
coupling constant ωk influences the potential in Λx,L, i. e. Λ
+
x,L = ∪x∈Λx,L{k ∈ Z :
u(x − k) 6= 0)}. Notice that the expectation in Ineq. (43) may therefore be replaced
by EΛ+
x,L
. Moreover, since |x− y| ≥ 2L+n and Θ ⊂ [0, n− 1]∩Z, the operator HΛy,L
and hence the interval Iω,y(δ) is independent of ωk, k ∈ Λ
+
x,L. We use the product
structure of the measure P, Chebyshev’s inequality, and estimate (43) to obtain
PΛ+
x,L
(Bres) =
2L+1∑
i=1
PΛ+
x,L
{
ω ∈ Ω : Tr
(
PI∩[Eiω,y−2δ,Eiω,y+2δ](HΛx,L)
)
≥ 1
}
≤
2L+1∑
i=1
EΛ+
x,L
{
Tr
(
PI∩[Eiω,y−2δ,Eiω,y+2δ](HΛx,L)
)}
≤ (2L+ 1)2CW(4δ)
s/N ′ . (44)
Consider now an ω 6∈ B˜x ∪ B˜y. Recall that (42) tell us that ∆xω ⊂ Iω,x(δ) and
∆yω ⊂ Iω,y(δ). If additionally ω 6∈ Bres then no E ∈ I can be in ∆
x
ω and ∆
y
ω
simultaneously. Hence for each E ∈ I either Λx,L or Λy,L is (µ/8, E)-regular. A
contraposition gives us
P
{
∃E ∈ I, Λx,L and Λy,L is (µ/8, E)-singular
}
≤ P(B˜x) + P(B˜y) + P(Bres)
≤ 4|I|Ce−
µL
8 + (2L+ 1)2CW(4δ)
s
N′ ,
which proves the statement of the proposition.
Remark 7.2. In the proof of Proposition 7.1 assumption (ii) is only used to get a
Wegner estimate, see Ineq. (43). Hence, if we know that a Wegner estimate holds
for some other reason, we can drop assumption (ii) and skip a part of the proof of
Proposition 7.1. In the situation where ρ ∈W 1,1(R), a Wegner estimate for our model
was established in [20].
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Remark 7.3. Note that the conclusions of Proposition 7.1 tells us that the probabilities
of {∀E ∈ I either Λx,L or Λy,L is (µ/8, E)-regular} tend to one exponentially fast as
L tends to infinity. In particular, for any p > 0 there is some L˜ ∈ N such that for all
L ≥ L˜:
P{∀E ∈ I either Λx,L or Λy,L is (m,E)-regular} ≥ 1− L
−2p.
To conclude exponential localization from the estimate provided in Proposition
7.1 we will use Theorem 2.3 in [28] in the 1d situation. Since the potential values at
different lattice sites are not necessarily independent in our model we need a slight
extension which can be proven with the same arguments as the original result.
Theorem 7.4 ([28]). Let I ⊂ R be an interval and let p > 1, L0 > 1, α ∈ (1, 2p),
m > 0, n ∈ N. Assume that Θ ⊂ [0, n− 1] ∩ Z. Set Lk = Lαk−1, for k ∈ N. Suppose
that for any k ∈ N0
P{∀E ∈ I either Λx,Lk or Λy,Lk is (m,E)-regular} ≥ 1− L
−2p
k
for any x, y ∈ Z with |x− y| > 2Lk + n.
Then for almost all ω ∈ Ω there is no continuous spectrum of Hω in I and the
eigenfunctions of all eigenvalues of Hω in I decay exponentially at infinity with mass
m.
Putting together Proposition 7.1 and Theorem 7.4 we obtain the statement that
exponential decay of fractional moments of the Green’s function implies exponential
localization.
Theorem 7.5. Let n ∈ N, Θ ⊂ [0, n− 1] ∩ Z, s ∈ (0, 1), C, µ ∈ (0,∞), N ∈ N, and
I ⊂ R be a bounded interval. Assume that E
{
|GΛk,L(E;x, y)|
s/N
}
≤ Ce−µ|x−y| for all
k ∈ Zd, L ∈ N, x, y ∈ Λk,L and all E ∈ I. Then for almost all ω ∈ Ω there is no
continuous spectrum of Hω in I and the eigenfunctions of all eigenvalues of Hω in I
decay exponentially at infinity.
We now verify the hypotheses of Propositions 7.1. The next lemma shows that for
finite box restrictions of our model the resolvent is well defined at almost all energies.
Lemma 7.6. Let minΘ = 0 and maxΘ = n − 1 for some n ∈ N. Let further F
denote the set of all finite connected subsets of Z. Then, for each E ∈ R the set⋃
Γ∈F
{
ω ∈ Ω | E ∈ σ(HΓ)
}
has P-measure zero.
Proof. Let Λ = {0, 1, . . . ,m} for some m ∈ N. The potential VΛ depends on the
random variables ωk, k ∈ {−n+1,−n+2, . . . ,m} = Λ
+. For computing the probability
P = P
{
det(HΛ − E) = 0
}
we have the estimate
P ≤ ‖ρ‖m+n∞
∫
Rm+n
χ{
ω∈Ω|det(HΛ−E)=0
}(ω)dω
where ω = (ωk)k∈Λ+ and dω =
∏
k∈Λ+ dωk. We introduce the linear transformation
ωk = rk for k ∈ {−n+1, . . . ,−1}, ω0 = α0r0 and ωk = αkr0+α0rk for k ∈ {1, 2, . . . ,m}
with α0 = 1. With this transformation we can rewrite the potential as
VΛ =
−1∑
k=−n+1
ωkVk +
m∑
k=0
ωkVk =
−1∑
k=−n+1
rkVk +
m∑
k=1
α0rkVk + r0
m∑
k=0
αkVk,
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where Vk, k = −n+ 1, . . . ,m, are diagonal matrices with diagonal elements u(i− k),
i = 0, . . . ,m. We introduce the notation
A = −∆Λ +
−1∑
k=−n+1
rkVk +
m∑
k=1
α0rkVk − E and V =
m∑
k=0
αkVk,
transform the integral and obtain
P ≤ ‖ρ‖m+n∞
∫
Rm+n
χ{
r∈Ω|det(A+r0V )=0
}(r)dr, (45)
where r = (rk)k∈Λ+ and dr =
∏
k∈Λ+ drk. For the determinant of V we have
det(V ) =
m∏
i=0
(
m∑
k=0
αku(i− k)
)
=
m∏
i=0
〈α, ui〉,
where we have used the notation ui = (u(i− k))mk=0 and α = (αk)
m
k=0. From u(0) 6= 0
we conclude that ui 6≡ 0 for all i ∈ {0, . . . ,m}. We choose the vector α with α0 = 1
such that 〈α, ui〉 6= 0 for all i ∈ {0, . . . ,m}. With this choice of α the matrix
V is invertible. Thus, for any fixed collection of rk, k ∈ Λ+ \ {0}, the mapping
R ∋ r0 7→ det(A+ r0V ) is a polynomial of order m+ 1. Therefore, the set
{r0 ∈ R | det(A+ r0V ) = 0}
is a finite set. From this property, Fubini’s theorem and Ineq. (45) we obtain P = 0.
By translation this gives for arbitrary finite connected set Λ ⊂ Z and each E ∈ R that
P
{
E ∈ σ(HΛ)
}
= 0. Since the union (7.6) is countable, we obtain the statement of
the lemma.
Remark 7.7. Lemma 7.6 allows us to obtain the results of Theorem 4.3, 5.3 and 6.1
also for real energies z in the case where Γ is a finite set. For sets of measure zero,
the integrand may not be defined. However, for the bounds on the expectation value
this is irrelevant.
Proof of Theorem 2.3. Since R = ∪M∈Z[M,M + 1] is a countable union of compact
intervals, it is sufficient to show that the assumptions of Theorem 7.4 hold for each
interval [M,M + 1] individually. The assumptions of Proposition 7.1 are fulfilled by
Theorem 2.2, Theorem 6.1 and Remark 7.7. Hence we obtain the statement of the
theorem if ‖ρ‖∞ is sufficiently small.
Appendix A. Reduction to the monotone case
This appendix concerns the last statement of Remark 2.4. First we discuss a criterion
which ensures that an appropriate one-parameter family of positive potentials can be
extracted from the random potential Vω.
Lemma Appendix A.1. Let u =
∑n−1
k=0 u(k)δk:Z → R. Then the following
statements are equivalent.
(A) There exists an N ∈ N and real λ0, . . . , λN such that w := u ∗ λ := λ0u0 + . . .+
λNuN is a non-negative function and w(0) > 0, w(N + n− 1) > 0 hold.
(B) There exists an M ∈ N and real γ0, . . . , γM such that v := u ∗ γ := γ0u0 + . . .+
γMuM is a non-negative function and supp v = {0, . . . ,M + n− 1} holds.
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(C) The polynomial C ∋ z 7→ pu(z) :=
∑n−1
k=0 u(k)z
k has no roots in [0,∞).
Note, if u(0) 6= 0 and u(n− 1) 6= 0, then {0, . . . ,M + n − 1} is the union of the
supports of u0, . . . , uM . If (A) or (B) hold we may assume that |λ0|, respectively |γ0|,
equals one.
Proof. If (A) holds, one may choose v(x) =
∑N+n−2
j=0 w(x − j) to conclude (B). Thus
it is sufficient to show (B)⇔(C). Using Fourier transform and the identity theorem for
holomorphic functions one sees that (B) is equivalent to
(D) There exists an M ∈ N and real γ0, . . . , γM such that all coefficients of the
polynomial pu(z) ·
∑M
j=0 γjz
j are strictly positive.
If (D) holds, pu(x)·
∑M
j=0 γjx
j is strictly positive for x ∈ [0,∞). Thus its divisor pu has
no root in [0,∞) and one concludes (C). Assuming (C), one infers from Corollary 2.7
of [30] that there exists a polynomial p such that pu ·p has strictly positive coefficients.
Choosing M = deg(p) and γ0, . . . , γM to be the coefficients of p leads to (D).
If the random potential Vω contains a positive building block w as in (A) of the
previous lemma, one obtains Theorems 2.2 with [15], as we outline now. The crucial
tool is Proposition 3.2 of [15]. Here are two direct consequences of the latter:
Lemma Appendix A.2. Let H be bounded, selfadjoint on ℓ2(Z), φ, ψ:Z → [0,∞)
bounded, z ∈ C with Im z > 0, and t, S ∈ (0,∞). Then there is a universal constant
CW ∈ (0,∞) such that for all x, y ∈ Z
(i)
√
φ(x)ψ(y)L
{
v1, v2 ∈ [−S, S] : |〈δx, (H + z − v1φ− v2ψ)
−1δy〉| > t
}
≤ 4CW
S
t
where L denotes Lebesgue measure.
(ii) If φ(x)ψ(y) 6= 0 and s ∈ (0, 1):∫
[−S,S]2
|〈δx, (H + z − v1φ− v2ψ)
−1δy〉|
sdv1dv2 ≤
4
1− s
(
CW√
φ(x)ψ(y)
)s
S2−s .
To obtain statement (ii) from (i) use the layer cake representation∫
[−S,S]2
|f(v1, v2)|
sdv1dv2 =
∫ ∞
0
L{|v1|, |v2| ≤ S : |f(v1, v2)|
s > t}dt
and decompose the integration domain into [0, κ] and [κ,∞) where κ =(
Cw/S
√
φ(x)ψ(y)
)s
.
Proposition Appendix A.3. Let Γ ⊂ Z be connected, Θ ⊂ Z with minΘ = 0
and maxΘ = n − 1 for some n ∈ N. Assume that u satisfies condition (A)
in Lemma Appendix A.1 and that supp ρ is compact. Set Λx = {x, . . . , x + N}
and Λj = {j − n + 1 − N, . . . , j − n + 1}. Then we have for all x, j ∈ Γ with
|j − x| ≥ 2(N + n)− 1 and all z ∈ C with Im z > 0
EΛ
{
|GΓ(z;x, j)|
s
}
≤ C
where C is defined in Eq. (A.1) and Λ = Λx ∪ Λj.
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Proof. Without loss of generality we assume j − x ≥ 2(N + n) − 1 and λ0 = 1. By
assumption Γ ⊃ {x, x+1, . . . , j}. Note that the operator A′ := HΓ−z−
∑
k∈Λx
ωkuk−∑
k∈Λj
ωkuk is independent of ωk, k ∈ Λ. To estimate the expectation
E := EΛ
{∣∣GΓ(z;x, j)∣∣s}
=
∫
[−R,R]|Λ|
∣∣∣〈δx,(A′ + ∑
k∈Λx
ωkuk +
∑
k∈Λj
ωkuk
)−1
δj
〉∣∣∣s ∏
k∈Λ
ρ(ωk)dωk
we use the substitutions

ωx
ωx+1
...
...
ωx+N

 = T


ζx
ζx+1
...
...
ζx+N

 and


ωj−n+1−N
ωj−n+2−N
...
...
ωj−n+1

 = T


ζj−n+1−N
ζj−n+2−N
...
...
ζj−n+1


where the matrix T is the same as in Lemma 5.1 with αk replaced by λk, k = 0, . . . , N .
This gives the bound
E ≤ ‖ρ‖|Λ|∞
∫
[−S,S]|Λ|
∣∣∣〈δx,(A+ ζx ∑
k∈Λx
λk−xuk + ζj−n+1−N
∑
k∈Λj
λk−(j−n+1−N)uk
)−1
δj
〉∣∣∣sdζΛ.
where dζΛ =
∏
k∈Λ dζk, S = R(1 + maxi∈{1,...,N} |λi|), and
A := A′ +
∑
k∈Λx\{x}
ζkuk +
∑
k∈Λj\{j−n+1−N}
ζkuk
is independent of ζx and ζj−n+1−N . By assumption the functions φ :=
∑
k∈Λx
λk−xuk
and ψ :=
∑
k∈Λj
λk−(j−n+1−N)uk are bounded and non-negative, with φ(x) = u(0) >
0 and ψ(j) = λNu(n− 1) > 0. Using Lemma Appendix A.2 we obtain
E′ :=
∫
[−S,S]2
∣∣∣〈δx, (A+ ζxφ+ ζj−n+1−Nψ)−1δj〉∣∣∣sdζxdζj−n+1−N
≤
4
1− s
(
CW√
φ(x)ψ(j)
)s
S2−s.
Thus the original integral is estimated by
E ≤ ‖ρ‖|Λ|∞ (2S)
|Λ|−2 4
1− s
(
CW√
φ(x)ψ(j)
)s
S2−s
=
4
1− s
(
CW√
u(0)λNu(n− 1)
)s (
2S‖ρ‖∞
)2(N+1) 1
Ss
=: C. (A.1)
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The last proposition and a formula analogous to (17) now give for j = x+2(N +
n)− 1 and x+ 2(N + n) ≤ y
EΛ
{∣∣GΓ0(z;x, y)∣∣s} = EΛ{∣∣GΓ0(z;x, x+ 2(N + n)− 1)∣∣s}∣∣GΓ1(z;x+ 2(N + n), y)∣∣s
≤ C
∣∣GΓ1(z;x+ 2(N + n), y)∣∣s
where Γ0 = Z and Γ1 = {x+2(N +n), x+2(N +n)+ 1, . . .}. In an appropriate large
disorder regime, where the constant C in (A.1) is smaller than one, exponential decay
now follows by iteration, similarly as in Theorem 4.3.
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