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Recently, a minimal membrane description of the entanglement dynamics of large regions in generic
chaotic systems was conjectured in [1]. Analytic results in random circuits and spin chain numerics
support this theory. We show that the results found by the author in [2] about the dynamics
of entanglement entropy in theories with a holographic dual can be reformulated in terms of the
same minimal membrane, providing strong evidence that the membrane theory describes all chaotic
systems. We discuss the implications of our results for tensor network approaches to holography
and the holographic renormalization group.
‘
I. INTRODUCTION
The dynamics of entanglement entropy in closed quan-
tum systems out of equilibrium is among the most fun-
damental aspects of thermalization, which has been a
subject of recent intense activity in many branches of
physics [3–7]. One may wonder, if there exists an ef-
fective theory describing this process. Chaotic systems
unitarily evolving from a homogenous short-range entan-
gled high energy initial state are expected to “erase the
memory” of the fine details of the initial state at the lo-
cal thermalization timescale tloc, hence universality may
emerge in the scaling limit
R, t tloc , (1)
where R is the characteristic length scale of the subre-
gion A whose entanglement entropy S[A(t)] we want to
determine. We imagine that similar to the gradient ex-
pansion of hydrodynamics, the effective theory will have
the expansion parameter tloc/R. In this paper, we will
study strongly interacting theories, where tloc ∼ β, where
β is the inverse temperature. Henceforth we will replace
tloc with β. The quasiparticle model of entanglement
growth [3] is often used in the literature as an effective
model, but it has recently become clear that, apart from
special setups and integrable models, it cannot reproduce
the entanglement dynamics of chaotic systems [8–11].
Holographic duality is a powerful framework to study
real time dynamics of certain strongly coupled chaotic
quantum field theories in d spacetime dimensions. On
the gravitational side of the duality, the computation
of entanglement entropy reduces to extremization of a
codimension-2 surface in d+1-dimensional Lorentzian ge-
ometry [12–14], and entropy growth was studied in many
important papers [8, 15–21]. In [2], the author simplified
the holographic prescription in the scaling limit (1) even
further, which enabled the analytic computation of the
entropy in some symmetric setups.
Recently, based on earlier analytic results in random
circuits [22] and spin chain numerics, Jonay, Huse, and
Nahum proposed a minimal membrane theory of entropy
growth in chaotic systems [1]. In this model, the entropy
S[A(t)] is given by the energy of a minimal codimension-
1 membrane with angle dependent tension E (v), where v
stands for the angle with the vertical direction, stretching
between two faces of a slab of d-dimensional Minkowski
spacetime of height t. The lower face of the slab repre-
sents the initial state and the membrane end perpendic-
ularly to it, while the upper face represents the timeslice
at t and the boundary condition for the membrane is that
it is anchored to the entangling surface ∂A(t).
In this paper, we show that the holographic results
of [2] can be exactly reformulated in this language, by
partially solving the holographic extremization problem
which reduces it to a membrane minimization prob-
lem. This result provides strong evidence for the mem-
brane theory of entropy growth, and unifies high energy
and condensed matter approaches to entropy dynamics.
Holography enables us to prove various properties of the
membrane tension E (v), and allows for a determination
of E (v) in terms of final equilibrium state properties
encoded in the dual equilibrium black brane geometry.
E (v) depends on the system and on the value of con-
served densities, but it is manifestly independent of the
details of the initial state.
Intuitively, one can think of the slab of Minkowski
spacetime of width t, in which the membrane is stretch-
ing, as a tensor network representation of the evolving
state. In this analogy, the minimal membrane is a coarse
grained minimal cut through the tensor network. For
any tensor network, the number of legs cut by a minimal
cut provides an upper bound on the entanglement en-
tropy. In the coarse grained description, the membrane
tension E (v) is a proxy for the density of legs cut, and
the minimal membrane computes the area instead of just
providing an upper bound. By reformulating the holo-
graphic entropy computation precisely in terms of the
membrane theory, we hope to learn about the relation
between tensor network descriptions, entanglement, and
the dual gravitational dynamics [23–26].
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2II. MEMBRANE PICTURE FROM
HOLOGRAPHY
In recent work [2, 19–21] it was understood that in
the small β/R expansion, the leading order contribution
to the entropy comes from the part of the extremal sur-
face behind the horizon of the black brane created in a
quench or representing the dual geometry of to the ther-
mofield double state that can also be used to compute
the operator entanglement of the time evolution operator.
Furthermore, it turns out that only the final state black
brane geometry matters [2], the quench is accounted for
only as a boundary condition on the extremal surface.
For these reasons, we study the scaling limit of extremal
surfaces in static black branes below.
The static geometry of the most general translation
and rotation invariant asymptotically AdS black brane
in infalling coordinates can be written as
ds2 =
1
z2
[
−a(z)dt2 − 2
b(z)
dtdz + d~x2
]
, (2)
where the boundary is at radial position z = 0, ~x is
the field theory spatial coordinate, and t is the infalling
time. Without loss of generality we set the horizon loca-
tion zh = 1, hence a(1) = 0, and to get an asymptotically
AdS spacetime we impose a(0) = b(0) = 1. In terms of
these data the two speeds associated with the spreading
of quantum information are vE =
√
− a(z)
z2(d−1)
∣∣
max
1 deter-
mining the early time linear growth of entanglement [19–
21], and vB =
√
− a′(1)2(d−1) related to out-of-time order
correlators [27, 28].
We want to understand extremal surfaces in the geom-
etry (2) in a particular scaling limit corresponding to the
regime (1) in field theory. It will be convenient to switch
to polar coordinates d~x2 = dr2 + r2dΩ2. We consider t
and the angular coordinates Ω = {θ1, . . . , θd−2} as inde-
pendent variables, and the codimension-2 extremal sur-
face will be given by two functions r(t,Ω) and z(t,Ω).2
It was understood in [2] that to get the leading order
entropy we have to implement the rescaling
t ≡ Rτ , r(t,Ω) ≡ Rρ(τ,Ω) , z(t,Ω) ≡ ζ(τ,Ω) . (3)
In the limit β/R→ 0 the action simplifies, and takes the
1max stands for the first local maximum behind the horizon, which
we denote by z∗.
2For complicated enough entangling surfaces these functions may
not be single valued. In such cases we can work in coordinate
patches and match these patches together to get the full surface.
form in the scaled variables:
S = sthR
d−1
∫
dτdΩ
ρd−2
ζd−1
√
Q ,
Q ≡ (∂τρ)2 − a(ζ)
(
1 +
(∂Ωρ)
2
ρ2
)
,
(4)
where (∂Ωρ)
2 is a shorthand for gij
Sd−2(∂θiρ)(∂θjρ) with
gij
Sd−2 the metric on a unit S
d−2.3 Note that the large
R limit brings major simplification: no derivatives of ζ
appear in the action. Hence the equation of motion for
ζ is algebraic:
(∂τρ)
2
1 + (∂Ωρ)
2
ρ2
= a(ζ)− ζa
′(ζ)
2(d− 1) . (5)
We make the definitions LHS ≡ v2 and RHS ≡ c(ζ),
with these new notations (5) takes the form v2 = c(ζ).
Assuming the Null Energy Condition, c(ζ) is a monoton-
ically decreasing function until its first zero ζ∗ as shown
in Appendix A. Because the LHS is positive semidefinite,
the relevant regime of ζ is 0 ≤ ζ ≤ ζ∗, where (5) can be
symbolically inverted. Plugging back into the action the
solution of the ζ equation of motion, ζ = c−1(v2), we
can rewrite the extremization problem (4) as a minimal
membrane problem of the form proposed in [1] with ac-
tion:
S = sthR
d−1
∫
dτdΩ ρd−2
√
1 +
(∂Ωρ)2
ρ2
E (v) ,
= sthR
d−1
∫
darea
E (v)√
1− v2 ,
(6)
where the “speed” v = ∂τρ/
√
1 + (∂Ωρ)
2
ρ2 was defined be-
low (5), see also Fig. 1 for the geometric meaning of v for
the membrane.4 The membrane tension is given by
E (v) ≡
√
−a′(ζ)
2(d− 1)ζ2d−3
∣∣∣∣∣
ζ=c−1(v2)
. (7)
Note that E (v) is independent of the metric function b(ζ)
in (2), hence different spacetimes can give rise to the
same entropy dynamics. We emphasize that by solving
the algebraic equation of motion (5), we reduced the holo-
graphic extremization problem of a spacelike codimesion-
3The entropy in quantum field theory is divergent, and here we are
implicitly working with the entropy from which we subtracted the
vacuum contribution to make it finite. Because the entropy obeys
area law in the vacuum, for a finite cutoff the subtracted term can
be regarded to be subleading in β/R.
4Note that the
√
1− v2 factor in the second line accounts for the
fact that the area element in Minkowski spacetime in coordinates
(τ, Ω) is ρd−2
√
1 +
(∂Ωρ)
2
ρ2
− (∂τρ)2 = ρd−2
√
1 +
(∂Ωρ)
2
ρ2
√
1− v2.
32 surface in curved space, to a minimization problem of a
timelike codimension-1 surface in Minkowski spacetime.5
The minimization problem does not make reference to the
holographic extra dimension, the black brane spacetime
has been repackaged into the membrane tension function
E (v). Recasting the entropy as a minimization problem,
through the familiar holographic argument [29] immedi-
ately implies that strong subadditivity is satisfied.
FIG. 1. Left: A minimal membrane (blue) stretching be-
tween the two faces of a slab of Minkowski spacetime of width
t. On the upper boundary it is an ellipse. Right: At the red
point we drew a tangent plane (green), its angle with the ver-
tical plane is arctan(v). For this membrane v = vB at every
point, and we will refer to such membranes as “light sheets”
of slope vB .
E (v) is an even function of v. In the speed regime
0 ≤ v ≤ vB , which as we discuss below is the dynamically
relevant one,
E (0) = vE , E ′ (0) = 0 , E (vB) = vB , E ′ (vB) = 1 ,
E ′ (v) ≥ 0 , E ′′ (v) ≥ 0 .
(8)
E (v) is also defined for vB < |v| ≤ 1, but curiously it
is not necessarily convex in that regime. For v > vB it
obeys the following properties
E (1) =∞ , E ′ (v) > 0 , E ′ (v) v − E (v) > 0 . (9)
Note that it follows from (8) that E ′ (v) v − E (v) ≤ 0
for |v| ≤ vB , for example E (v) functions that mani-
festly obey these properties see Fig. 2. For a proof of
(8) and (9), see Appendix A. The convexity and the spe-
cial behavior for v = 0, vB were argued for on physical
grounds in [1]; in this paper we provide a holographic
5That we can talk about minimal (instead of extremal) membranes
in Minkowski spacetime is a consequence of the form of the mem-
brane tension function to be discussed below: for constant mem-
brane tension E0, for which E (v) = E0
√
1− v2 there does not exist
a timelike minimal area membrane because of the zero area of light-
like membrane segments.
proof of them and point out possible convexity violations
for |v| > vB .
In a holographic conformal field theory for an equilib-
rium state with zero chemical potential,
E (v) = vE
(1− v2)(d−2)/(2d) , vE =
(
d−2
d
)(d−2)/(2d)(
2(d−1)
d
)(d−1)/d .
(10)
E (v) is plotted in Fig. 2 for different values of the chem-
ical potential. Note that the d = 2 limit of (10) is
E (v) = 1.
-1.0 -0.5 0.5 1.0v
0.2
0.4
0.6
0.8
1.0
ℰ(v)
FIG. 2. E (v) for different values of the chemical potential
in d = 3. The black brane metrics are given by (2), with
a(z) = 1−(1+3q)z3+3qz4 and b(z) = 1, where the dimension-
less boundary theory chemical potential is β µ ∝ q/(1− q).
We chose q = 0, 1/4, 1/2, 3/4, 15/16 for this plot, larger q cor-
responds to smaller vE = E (0). The black dashed lines are
at 45◦, at v = vB , E (v) by (8) is equal to and tangent to this
line. For v ≤ vB we use solid, for v > vB dotted lines, as the
latter regime is not important for the dynamics.
The above discussion misses static extremal surfaces
that in the scaling limit β/R → 0 lie on the horizon
ζ = 1, because these surfaces remain at a constant value
of τ , and one has to use ρ and Ω as independent vari-
ables to describe them. They can be incorporated into
the membrane theory as an extra point with v =∞ and
E(v)√
1−v2
∣∣
v=∞ = 1,
6 costing the same amount per unit hor-
izontally projected area as a section of slope vB . Hori-
zontal sections of the membrane can be connected with
sections with finite v.
6For such membranes we have to use the second line of (6) to cal-
culate the entropy as they do not extend in time.
4III. DYNAMICS, BOUNDARY CONDITIONS,
AND APPLICATIONS
We now show that minimal membranes obey |v| ≤ vB ,
and hence E (v) for |v| > vB is unimportant for the dy-
namics, as was noted in [1]. Tracing back through the
formulas,7 this means that the scaling extremal surfaces
stay behind the horizon forever.
Let us consider a minimal surface with spherical sym-
metry. Generic shapes are treated in Appendix B. Be-
cause the Lagrangian (6) is independent of τ , we have a
conserved energy,
H
sth area(∂A)
= ρd−2 [E ′ (v) v − E (v)] , v(τ) = ρ′(τ) .
(11)
If at τ0 v(τ0) ≤ vB , then using the properties (8) and
(9), conservation of energy implies that v(τ) ≤ vB for
all times. Just as for any conservative one-dimensional
mechanics problem, (11) allows for the solution of the
minimal surfaces, and the determination of the entropy,
see Figs. 3, 4 for examples.
The scaling surfaces do not reach the boundary of
AdS space. The complete extremal surfaces in the scal-
ing limit consist of a part that skims the scaling surface
(given by the membrane theory) and another that shoots
out to the boundary in a way that only the radial coor-
dinate, ζ changes, while ρ and τ stay constant [2]: this
latter portion can be understood as an unstable mode
around the scaling surface and does not contribute to
the leading order entropy. Thus, on the scaling surface
we simply have to impose the boundary condition
ρ (τf ,Ω) = ρbdy(Ω) , (12)
where T = Rτf is the time at which we want to com-
pute the entanglement entropy across the entangling sur-
face given in polar coordinates by rbdy(Ω) = Rρbdy(Ω).
The knowledge of the boundary condition (12) allows us
to compute the two-sided entanglement entropy in the
thermofield double state dual to the AdS eternal black
brane [19, 30], where the entangling region consists of
(0, rbdy,L(Ω)) ∪ (T, rbdy,R(Ω)): we have to compute the
minimal membrane area stretching in a slab of width
τ = T/R between ρbdy,L(Ω) on the lower and ρbdy,R(Ω)
on the upper boundary. This computation is equivalent
to the computation of the operator entanglement entropy
of O = e−iH(T−iβ/2) [31]. For two half-spaces offset by
X we get [1]:
S(T,X) = sth area(∂A)
{
T E (XT ) (X ≤ vBT ) ,
X (X > vBT ) ,
(13)
7Note from (5) that v = vB corresponds to ζ = 1, hence v ≤ vB
means 1 ≤ ζ.
where the first line gives the area of flat membranes with
v = X/T , while the second line is the area of a mem-
brane composed of a part with slope vB and horizontal
segments.8 For spheres the result follows from (11), see
Fig. 3 for an example first solved in [2].
1 2 3 4 5
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FIG. 3. Entropy growth in the thermofield double state in
d = 4 for two concentric spheres with RR/RL = 2 as a func-
tion of T . The entropy is normalized by the thermal entropy
of the left sphere. Representative snapshots of membranes
(blue) and the boundaries of the slab (black) are included at
different times marked with gray gridlines. There are four
regimes drawn by different colors matching the color coding
used in [2]. In the black regime the membrane consists of a
horizontal and a “light sheet” section that has slope vB . In
the blue section the membrane has increasing cross section as
it interpolates between L and R, while in the orange section it
reaches a minimum in between. Finally, it transitions through
a “light sheet” of slope vB to a disconnected membrane in the
red region.
In a quench, a short range entangled initial state is
prepared and time evolved; by holography a quench is
dual to black brane formation from collapse. Fast local
thermalization in holography implies that the resulting
spacetime only differs from the equilibrium black brane
(2) for times t = O(1) (at z = O(1)), and taking the
scaling limit (3) reduces these geometries to the equilib-
rium black brane with a boundary at τ = 0. Extremal
surfaces computing the entanglement entropy obey Neu-
mann boundary conditions,
∂τρ (τ,Ω) |τ=0 = 0 (14)
on this boundary. In the end of the world brane quench
[19] (dual to the boundary state quench model [3]) this
can be obtained by scaling the arbitrary boundary con-
ditions one could impose on the brane [2].9 If the quench
8There are many such membranes all giving equal area. At sublead-
ing orders in β/R this degeneracy is lifted, and a membrane with
reflection symmetry is the minimal membrane.
9The result remains true for more general branes considered in [32,
33].
5protocol instead involves dumping an incoherent energy
density into the system in its vacuum state, the dual ge-
ometry is a collapsing shell of matter. For τ < 0 the ge-
ometry is that of pure AdS, and an explicit matching pro-
cedure can be executed for the extremal surface [20, 21],
which after scaling again leads to (14) [2]. As the τ < 0
geometry represents the short range entangled vacuum,
the contribution from this part of the extremal surface
can be dropped at leading order in β/R, and we sim-
ply cut the membrane at the τ = 0 wall. We conclude
that there is universality in entropy growth in quenches:
no matter what initial short range entangled state (or
quench protocol) we choose, the chaotic evolution will
erase the memory of it, and give rise to the same time evo-
lution of entanglement entropy. The membrane tension
function E (v) is manifestly independent of the details of
the initial state and only depends on the final equilibrium
state fixed by the value of the conserved charges. For a
strip geometry the entropy after a quench grows linearly
with slope sth vE area(∂A). For a spherical geometry we
show a representative result in Fig. 4 obtained using (11).
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FIG. 4. Entropy growth in a charge neutral quench in d = 4.
Representative membranes shapes are included at different
times marked with gray gridlines. The membranes end per-
pendicular to the lower green end of the time slab, which rep-
resents the initial state. Note that at saturation, T = R/vB
the membrane forms a cone.
Another application of the membrane reformulation of
the holographic entropy computation is the holographic
proof of an inequality proven for a quench for an arbitrary
chaotic quantum system in [34]:
S[A(t)] ≤ S[A′(t′)] + sth (vol(A)− vol(A′(t′))) , (15)
where A′(t′) is obtained by intersecting a past pointing
“light sheet” of slope vB starting from ∂A(t) with the
time slice at t′. Let us consider a candidate membrane
that is a “light sheet” of slope vB between the time slices
t′ and t, and a true minimal membrane between 0 and
t′. This candidate membrane has area equal to the RHS
of (15). Its area is by definition greater than equal to
the true minimal area giving S[A(t)], hence (15) follows.
Another inequality was proposed in [34],
dS
dt
≤ sth vE area (rbdy(Ω)) . (16)
Using Hamilton-Jacobi theory, one can show that the
entropy growth from the functional (6) with boundary
conditions (12) and (14) obeys10
dS
dt
= sth vE area (rim(Ω)) , (17)
where rim(Ω) = r (τ = 0,Ω) is the image of the mem-
brane on the initial time slice. Using that area (rim(Ω)) <
area (rbdy(Ω)) (16) follows.
There is another way of obtaining the combination of
bounds (15) and (16). Fixing vE and vB , we get the max-
imum possible entropy growth in the membrane model,
if we choose the membrane tension to be Emax (v) =
vE +
(
1− vEvB
)
|v| for |v| ≤ vB .11 The minimal mem-
branes in the Emax (v) model are built from a “light sheet”
part of slope vB and a vertical tube, with the joining
time determined by minimizing the total area.12 From
this, we can verify that the entropy growth from Emax (v)
saturates the combination of bounds (15) and (16) [1], so
they are obeyed in any membrane model with arbitrary
E (v). See [34] for the worked out example of the sphere.
In analogy, there exists a minimal tension
Emin (v) =
{
vE (|v| ≤ vE) ,
|v| (vE < |v| ≤ vB) . (18)
The entropy growth from Emin (v) results in minimal
membranes that are “light sheets” of slope vE , and the
entropy is given simply by
Smin[A(t)] = sth
(
vol(A)− vol(Aˆ(t))
)
(19)
where Aˆ(t) is obtained by intersecting a past pointing
“light sheet” of slope vE starting from ∂A(t) with the
initial time slice. Smin[A(t)] ≤ S[A(t)], hence in (19) we
provided a simple lower bound on the entropy for fixed
vE . One consequence of these considerations is that the
saturation time is bounded by the times it takes Aˆ(t) and
A′(t) to shrink to zero size respectively:
Rinsc
vE
≤ tS ≤ Rinsc
vB
, (20)
10This result was shown in [2] for the more complicated Lagrangian
(4), the proof for (6) is a straightforward adaptation of the deriva-
tion there.
11While this membrane tension does not satisfy the derivative con-
ditions in (8), we can get arbitrary close to Emax (v) with an E (v)
that satisfies all the conditions.
12This is easiest to see, if we smooth out Emax (v) by a small amount.
6where Rinsc is the radius of the largest inscribable ball
inside the region A.13
IV. CONCLUSIONS AND OUTLOOK
The main result of this paper is the rewriting of the
holographic results of [2] about the dynamics of entan-
glement entropy in the scaling limit (1) into the mem-
brane theory form proposed by [1]. The membrane ten-
sion function E (v) is determined by the equilibrium state
dual to a static black brane, and we proved its proper-
ties (8) and (9). We showed that the resulting entropy
satisfies the bounds discussed in [34]. Besides unifying
high energy and condensed matter approaches to entan-
glement dynamics, this reformulation also has many ad-
vantages: it allows a proof of new bounds (19) and (20),
should make the problem numerically more tractable for
arbitrary shapes, and provides a more intuitive picture
than the results of [2] given in (4).
An intriguing qualitative connection between the ge-
ometry of tensor networks and spatial slices of dual bulk
spacetimes has been pointed out in [19, 23, 28, 35]. The
minimal membrane can be thought of as a coarse grained
minimal cut through the tensor network representation
of the evolving wave function [1]. Hence, by deriving
the membrane theory from holography, we put the con-
nection between holography and tensor networks on a
firm footing. Together with the difficulties in interpret-
ing the whole spacetime as a tensor network [36], our
results suggest that only after reducing the time direc-
tion in spacetime does the tensor network description
emerge. In our setup, extremal surfaces that compute
the entanglement entropy for different shapes (but at the
same time) do not lie on the same spacelike surface. In-
stead, we obtained the tensor network like description by
solving for the trajectory of the extremal surface in the
timelike direction z using (5), and obtained an effective
geometry. It would be interesting to see whether the ge-
ometry encoded in E (v) determines quantities other than
the entanglement entropy and whether the knowledge of
some set of nonequilibrium observables determines E (v).
An early indication that this may be the case is the
appearance of vB , encoded in out-of-time order corre-
lators [27, 28], in the dynamics of entanglement.
In holography, it is useful to think about the bulk radial
direction z as the field theory renormalization scale [37–
41]: the horizon at z = 1 should be identified with the
β. The geometry behind the horizon should encode de-
grees of freedom at wavelengths longer than β. From the
study of entanglement growth at the largest scales (1),
we conclude that the entire region 1 ≤ z ≤ z∗ is equally
important, hence the foliation of spacetime according to
13Strips always saturate the lower bound in (20); in fact they saturate
(19) for all times. For many holographic E (v) functions, spheres
saturate the upper bound [2, 34].
field theory scale breaks down behind the horizon (where
z is now timelike).
Extending the membrane theory to inhomogeneous
and slow quenches, studying the holographic results for
operator entanglement of local operators and joining
quenches (for which the membrane proposal already ex-
ists [1]), incorporating finite coupling and “finite N” cor-
rections to the holographic result, and including β/R cor-
rections are all exciting problems. Another promising fu-
ture direction is to test the membrane theory in other
examples, and to possibly derive it. A strong test of the
membrane theory in d = 2 is to study the operator entan-
glement of O = e−iH(T−iβ/2) for two intervals of length L
displaced byX, as in [10]. The membrane theory predicts
maximal entanglement scrambling for all chaotic theo-
ries: for intervals separated by X > L the entropy is pre-
dicted to be time independent. Re´nyi entropies (except
for the entanglement entropy) in all two-dimensional con-
formal field theories (including chaotic ones) are known
to violate this prediction [10], and hence the membrane
theory in its current form does not apply to Re´nyi en-
tropies.14 Following the philosophy of [34], the mem-
brane theory could also turn out to provide only an up-
per bound on the entropy in generic chaotic systems, then
random circuits and holographic theories could be special
systems saturating the upper bounds.
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Appendix A: Technical results about c(ζ) and E (v)
Preparation: In the Supplemental Material we switch
notation ζ → z. We assume that the black brane geom-
etry (2) obeys the Null Energy Condition (NEC),which
implies that
d
dz
(
b(z)a′(z)
zd−1
)
≡ s(z) ≥ 0 ,
b′(z) ≡ t(z) ≥ 0 ,
(1)
where we defined the positive functions s(z) and t(z). We
follow the proof technique developed in [2] to write the
14Random circuits instead do not show difference between how Re´nyi
and entanglement entropies behave.
7metric functions a(z) and b(z) in terms of these sources:
b(z) =1 +
∫ z
0
dz′ t(z′) ,
a(z) =
(
1− B(z)
B(1)
)(
1−
∫ 1
0
dz′ B(z′)s(z′)
)
+
∫ z
1
dz′ (B(z)−B(z′)) s(z′) ,
(2)
where we defined B(z) ≡ ∫ z
0
dz′ z
′d−1
b(z′) . It is easy to
check that (2) satisfy the differential equations (1) and
the boundary conditions discussed below (2).
Properties of c(z): We denote the first zero of c(z) by
z∗.15 We prove below that in the regime relevant for the
membrane theory, 0 ≤ z ≤ z∗, c(z) is invertible, because
it is monotonically decreasing from c(0) = 1, through
c(1) = v2B , to c(z∗) = 0.
Let us write:
c′(z) = − 1
2(d− 1) (z a
′′(z)− (2d− 3)a′(z))
= − 1
2(d− 1)
[
zd−2
b(z)
s(z) +
(
d− 2 + t(z)
z b(z)
)
(−a′(z))
]
,
(3)
where we used the definition of c(z) given below (5) and
the NEC inequalities (1) (written as equalities). c′(z) ≤ 0
would follow, if −a′(z) ≥ 0 were true, as then all terms
in products above would be positive.
It is easy to prove that a′(z) ≤ 0 for 1 ≤ z ≤ z∗. The
positivity of c(z) is equivalent to
a′(z) ≤ 2(d− 1)a(z)
z
≤ 0 , (4)
where we used that a(z) ≤ 0 behind the horizon. Thus,
we established a′(z) ≤ 0 in this regime.
For 0 ≤ z < 1 the proof has a different flavor. Using
(2), we can write
a′(z) =−B′(z)
[
1
B(1)
(
1−
∫ 1
0
dz′ B(z′)s(z′)
)
+
∫ 1
z
dz′s(z′)
]
.
(5)
We now have to use the fact that there is no horizon
in the range 0 ≤ z < 1, hence a′(1) < 0 has to hold.
Plugging z = 1 into (5) then implies
∫ 1
0
dz′ B(z′)s(z′) <
1, which then establishes a′(z) < 0 outside the horizon.
We conclude that c(z) is monotonically decreasing on the
entire 0 ≤ z ≤ z∗ interval of interest.
Properties of E (v): We now turn our attention to
showing (8) and (9). To obtain information about the
derivatives of E (v) we compute:
E ′ (v) = 1
zd−1
√
1− 2(d− 1)a(z)
z a′(z)
∣∣∣∣∣
z=c−1(v2)
, (v ≥ 0) .
(6)
The positivity of the expression under the square root
follows from a′(z) < 0 outside the horizon, and from
(4) for 1 ≤ z ≤ z∗. E ′ (v) is manifestly positive. The
first line of (8) follows straightforwardly using that v =
0, vB corresponds to z = z∗, 1 respectively. For v > vB ,
corresponding to 0 ≤ z < 1
E ′ (v) > 1 , (v > vB) , (7)
as in (6) it is given by a product of two numbers both
greater than 1. To investigate the convexity properties
of E (v) we compute for v ≥ 0:
E ′′ (v) =[2(d− 1)/(−a
′(z))]3/2
zd+1/2 (−c′(z))
× [(−a(z))(−c′(z)) + 2(−a′(z))c(z)] ∣∣
z=c−1(v2) ,
(8)
where the prefactor is positive. For 1 ≤ z ≤ z∗ both
terms in the square bracket are positive, because they are
products of positive terms. Hence we established E ′′ (v)
for |v| ≤ vB . For 0 ≤ z < 1 the proof breaks down, and
we can find counterexamples where E ′′ (v) < 0: let us
take t(z) = 0 and s(z) = 
zd0
δ(z − z0), then
[(−a(z))(−c′(z)) + 2(−a′(z))c(z)]
= − (1− z
d
0)(d− )
2d(d− 1)  δ(z − z0) + const ,
(9)
which for small  is negative, taking E ′′ (v) negative.16
Finally, we demonstrate that for v > vB , E ′ (v) v >
E (v). Equivalently, we want to show that the following
combination is positive definite for 0 ≤ z < 1:
15Note that z∗ is where the function
√
− a(z)
z2(d−1) reaches its max-
imum value vE . This is the location of the Hartman-Maldacena
surface [19].
16A potential worry in postulating and arbitrary s(z) is that it can
create a horizon at some z < 1. Here we found an effect for small
, which only changes a(z) by O(), hence we found a valid coun-
terexample. We have also constructed examples with smooth s(z),
which lead to E ′′ (v) < 0.
8[E ′ (v) v]2 − [E (v)]2 = 2a(z)
z2d−1B′(z)
zB′(z) + (d− 1) B(1)
(
C +
∫ 1
z
dz′ B(z′)s(z′)
)
−B(z)
(
C +
∫ 1
z
dz′ B(1)s(z′)
)
C +
∫ 1
z
dz′ B(1)s(z′)
 ,
C ≡ 1−
∫ 1
0
dz′ B(z′)s(z′) > 0 ,
(10)
where C > 0 was shown below (5), a(z) > 0 in this
regime of z, and B(z) is a positive and monotonically
increasing function. We then decrease the RHS by using∫ 1
z
dz′ B(z′)s(z′) > B(z)
∫ 1
z
dz′ s(z′) and get
[E ′ (v) v]2 − [E (v)]2 > 2a(z)
z2d−1B′(z)
[
zB′(z) + (d− 1) (B(1)−B(z))C
C +
∫ 1
z
dz′ B(1)s(z′)
]
, (11)
which is now manifestly positive. This concludes the
proof of the relevant properties of E (v).
Appendix B: Minimal membranes have |v| ≤ vB, or
scaling surfaces do not cross the horizon
Let us assume that there exists a membrane, which has
a point whose slope v crosses vB as a function of τ . For
simplicity, we will restrict to d = 3. We series expand
ρ(τ, θ) as
ρ(τ, θ) = ρ0 + vB τ +
[
a2,0τ
2 + a1,1τθ + a0,2θ
2
]
+
[
a3,0τ
3 + a2,1τ
2θ + a1,2τθ
2 + a0,3θ
3
]
+ . . . ,
(1)
where by choosing the origin of polar coordinates appro-
priately, we set θ = 0 at the candidate point and we got
rid of the linear in θ term. If we compute v, we get
v(τ, θ) =vB + [2a2,0τ + a1,1θ] +O
(
(τ, θ)2
)
, (2)
and requiring that at τ = 0 there is no point that has
v > vB sets a1,1 = 0. Having a2,0 > 0 gives a membrane
that at θ = 0 has v < vB for τ < 0, and surpasses vB for
τ > 0. However, plugging into the equation of motion,
we get that a2,0 = a3,0 = a2,1 = 0. Thus (2) reduces to
v(τ, θ) =vB +
[
a1,2 −
2vBa
2
0,2
ρ20
]
θ2 +O
(
(τ, θ)3
)
, (3)
implying that instead of changing speed the θ = 0 point
stays at v = vB . In fact the pure τ
3 term also vanishes,
and any other time dependent term appearing at higher
orders cannot overcome the θ2 term, making it impossible
for the speed to cross vB away from θ = 0 within the
range of validity of the expansion. One can perform this
exercise to high orders without a change in conclusions.
What we found above is that the minimal surface lo-
cally become a “light sheet” of slope vB . A “light sheet”
shot from any entangling surface is always minimal: the
above perturbative discussion can be reinterpreted as a
proof of this fact. One can also verify this by plugging
an arbitrary “light sheet” into the equation of motion.
Minimal membranes and “light sheets” in particular in
general become cuspy, due to the familiar phenomenon of
swallowtail singularities in propagating wave fronts. See
Figure 1 for an example of a “light sheet” of slope vB
that becomes cuspy at some finite depth in τ . An impor-
tant observation is that even for such a cusp on a “light
sheet” v = vB , as can be easily verified from considering
two planes of slope vB intersecting at an angle and using
the definition of v below (5).
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