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Abstract
Most existing person re-identification (Re-ID) approaches follow a supervised learn-
ing framework, in which a large number of labelled matching pairs are required for train-
ing. Such a setting severely limits their scalability in real-world applications where no
labelled samples are available during the training phase. To overcome this limitation, we
develop a novel unsupervisedMulti-taskMid-level FeatureAlignment (MMFA) network
for the unsupervised cross-dataset person re-identification task. Under the assumption
that the source and target datasets share the same set of mid-level semantic attributes,
our proposed model can be jointly optimised under the person’s identity classification
and the attribute learning task with a cross-dataset mid-level feature alignment regular-
isation term. In this way, the learned feature representation can be better generalised
from one dataset to another which further improve the person re-identification accuracy.
Experimental results on four benchmark datasets demonstrate that our proposed method
outperforms the state-of-the-art baselines.
1 Introduction
Person Re-identification (Re-ID) is the problem of identifying the re-appearing person in a
non-overlapping multi-camera surveillance system. Two primary tasks in person Re-ID are
learning the subjects’ features and developing new similarity measurements, which should
be invariant to the viewpoint, pose, illumination and occlusion. Due to its potential applica-
tions in security and surveillance, person Re-ID has received substantial attention from both
academia and industry. As a result, the person Re-ID performance on existing datasets has
been significantly improved in the recent years. For example, the Rank-1 accuracy of a sin-
gle query search on the Market1501 dataset [45] has been pushed from 44.4% [45] to 91.2%
[17]. The Rank-1 accuracy of the DukeMTMC-reID dataset [46] released in 2017 has been
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quickly improved from 30.8% [19] to 81.8%[30]. However, most of these approaches follow
supervised learning frameworks which required a large number of manually labelled images.
In real-world person Re-ID deployment, typical video surveillance systems usually consist
of over one hundred cameras. Manual labelling all those cameras is a prohibitively expensive
job. The limited scalability severely hinders the applicability of existing supervised Re-ID
approaches in the real-world scenarios.
One solution to make a person Re-ID model scalable is designing an unsupervised algo-
rithm for the unlabelled data. In recent years, some unsupervised methods have been pro-
posed to extract view-invariant features and measure the similarity of images without label
information [12, 34, 35, 40]. These approaches only analyse the unlabelled datasets and gen-
erally yield poor person Re-ID performance due to the lack of strong supervised tuning and
optimisation. Another approach to solve the scalability issue of Re-ID is unsupervised trans-
fer learning via domain adaptation strategy. The unsupervised domain adaptation methods
leverage labelled data in one or more related source datasets (also known as source domains)
to learn models for unlabelled data in a target domain. However, most domain adaptation
frameworks[23, 24] assume that the source domain and target domain contain the same set
of class labels. Such assumption does not hold for person Re-ID because different Re-ID
datasets usually contain completely different sets of persons (classes). Therefore, most un-
supervised cross-dataset Re-ID methods proposed in recent years [3, 27, 36] did not use
conventional domain adaptation mechanisms. For example, [3] uses image-to-image trans-
lation to transfer the style of images in the target domain to the source domain images for
generating a new training dataset. These newly generated samples which inherit the iden-
tity labels from the source domain and the image style of the target domain can be used for
supervised person Re-ID learning. [36] trains two individual models: identity classification
and attribute recognition and performs the domain adaptation between two models.
In our work, we rethink the assumption made for the unsupervised cross-dataset Re-ID.
Although the identity labels of the source and target datasets are non-overlapping, many of
the mid-level semantic features of different people such as genders, age-groups or colour/texture
of the outfits are commonly shared between different people across different datasets. Hence,
these mid-level visual attributes of the people can be considered as the common labels be-
tween different datasets. If we assume these mid-level semantic features are shared between
the different domains, we can then treat the unsupervised cross-dataset person Re-ID as
a domain adaptation transfer learning based on the mid-level semantic features from the
source domain to the target domain. Therefore, we propose a Multi-task Mid-level Feature
Alignment network (MMFA) which can simultaneously learn the feature representation from
the source dataset and perform domain adaptation to the target dataset via aligning the dis-
tributions of the mid-level features. The contributions of our MMFA model are summarized
below:
• We propose a novel unsupervised cross-dataset domain adaptation framework for per-
son Re-ID by minimising the distribution variation of the source’s and the target’s
mid-level features based on the Maximum Mean Discrepancy (MMD) distance [8].
Due to the low dimensionality of attribute annotations, we also include mid-level fea-
ture maps in our deep neuron network as additional latent attributes to capture a more
completed representation of mid-level features of each domain. In our experiments,
the proposed MMFA method surpasses other state-of-the-art unsupervised models on
four popular unsupervised benchmarks datasets.
• The existing unsupervised domain adaptation Re-ID approaches based on deep learn-
LIN ET AL.: MID-LEVEL FEATURE ALIGNMENT FOR UNSUPERVISED PERSON RE-ID 3
ing [3, 36] require two-stage learning processes: supervised feature learning and unsu-
pervised domain adaptation. Different from those methods, Our MMFA model intro-
duce a new jointly training structure which simultaneously learns the feature represen-
tation from the source domain and adapts the feature to the target domain in a single
training process. Because our model does not require two-step training procedure, the
training time for our method is much less than many other unsupervised deep learning
person Re-ID approaches.
2 Related Work
Most existing Re-ID models are supervised approaches focusing on features engineering
[7, 19, 37, 43], distance metrics development [14, 19, 26, 38] or creating new deep learn-
ing architectures [1, 17, 20]. However, in real-world person Re-ID deployment, supervised
methods suffer from poor scalability due to the lack of subject’s identity for each camera
pair. Therefore, some unsupervised person Re-ID methods have been developed based on
hand-crafted features learned from a single unlabelled dataset [12, 34, 42]. However, due to
the absence of the pairwise identity labels, these unsupervised methods cannot learn robust
cross-view discriminative features and usually yield much weaker performance compared to
the supervised learning approaches.
Because of the poor person Re-ID performance of the single dataset unsupervised learn-
ing, many of recent works are focusing on developing cross-dataset domain adaptation meth-
ods for a scalable person Re-ID system [15, 25, 27, 36]. These approaches leverage the pre-
trained supervised Re-IDmodels and adapt these models to the target dataset. Early proposed
cross-dataset person Re-ID domain adaptation approaches rely on weak label information in
target dataset [15, 25]. Therefore, these methods can only be considered as semi-supervised
or weakly-supervised learning. The recent cross-dataset works such as UMDL [27], SPGAN
[3] and TJ-AIDL [36] do not require any labelled information from the target dataset and can
be considered as fully unsupervised cross-dataset domain adaptation learning. The UMDL
method tries to transfer the view-invariant feature representation via multi-task dictionary
learning on both source and target datasets. The SPGAN approach uses the generative ad-
versarial network (GAN) to generate new training dataset by transferring the image style
from the target dataset to the source dataset while preserving the source identity information.
Hence, the supervised training on the new translated dataset can be automatically adapted
to the target domain. The TJ-AIDL approach individually trains two models: an identity
classification model and an attribute recognition model. The domain adaptation in TJ-AIDL
is achieved by minimising the distance between inferred attributes from the identity classi-
fication model and the predicted attributes from the attribute recognition model. Compared
to the previous single dataset unsupervised approaches, the recent cross-dataset unsuper-
vised domain adaptation methods yield much better performance. Our work improved upon
these cross-dataset unsupervised methods by introducing a more intuitive domain adapta-
tion mechanism and proposing a novel jointly training framework for simultaneous feature
learning and domain adaptation.
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(a) Person ID 0585 (b) Person ID 0646 (c) Person ID 1091
Figure 1: In each of these three pairs of images, the one on the left-hand side is randomly
selected from the Market1501 dataset while the other one shows the attention regions from
highest activated featuremaps (1749th, 511th and 1091th) of the last convoltional layer. These
feature maps highlight distinctive semantic features such as green shorts, red backpack, red
T-shirt. Best view in colour.
3 The Proposed Methodology
One basic assumption behind domain adaptation is that there exists a feature space which
underlying both the source and the target domain. Although high-level information like
person’s identity is not shared between different Re-ID datasets, the mid-level features such
as visual attributes can be overlapped between persons. For example, the people in dataset A
and dataset B can be different, but some of mid-level semantic information like genders, age-
groups, colour of clothes or accessories may be the same. Hence, in our proposed method
MMFA, we assume that the source and target datasets contain the same set of mid-level
attribute labels. As a result, the unsupervised cross-dataset person Re-ID can be transformed
into an unsupervised domain adaptation problem by regularising the distribution variance of
the attribute feature space between the source domain and the target domain.
Currently, there are a few attribute annotations available for some Re-ID datasets. How-
ever, the number of these attribute labels are limited. There are 27 attribute labels for the
Market1501 dataset and 23 for the DukeMTMC-reID dataset [21]. The features from 27 or
23 user-defined attributes alone cannot give a good representation of the overall mid-level
semantic features for both source and target datasets. There may exist many shared mid-
level visual clues between domains which cannot fully captured by those 27/23 user-defined
annotations. To obtain more attributes for representing the shared mid-level features, we
start to consider the feature-maps generated from the different convolutional layers. In our
experiment, we observed that most feature maps from the last convolutional layer of an
attribute-identity multi-task classification model are able to capture many distinctive seman-
tic features of a person, see Figure 1 for example. Hence, we treat those feature maps as the
attribute-like mid-level deep features in our proposed MMFA model.
3.1 Architecture
Our model is optimised using stochastic gradient descent (SGD) method on mini-batches.
Each mini-batch consists nS number of labelled images [IS,1,IS,2, ...,IS,nS ] from a source
dataset S and nT number of unlabelled images [IT,1,IT,2, ...,IT,nT ] from a target dataset T .
Each labelled image IS,i is associated with an identity label yS,i and a set of M attributes
AS,i = [a
1
S,i,a
2
S,i, ...,a
M
S,i]. Our model consists of one pre-trained ResNet50-based backbone
network [10] as the feature extractor with 1 fully connected layer for identity classification
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Figure 2: In the proposed MMFA model, the source and target images will undergo two
networks with shared weights. The global max-pooling will extract the most sensitive fea-
ture maps from the last convolutional layer and feed them into each independent softmax
classifier for classifying the identity or attributes of the person. In order to generalise the
feature representation to the target dataset, we also regularised our network by aligning the
distribution of the pre-defined attributes and mid-level deep features from the source to the
target domain.
and M individual fully connected layers for single attribute recognition. The overview of our
architecture is shown in Figure 2. We change the last average pooling layer from ResNet50
to a global max-pooling (GMP) layer to emphasise the semantic regions from the feature
maps of the last convolutional layer.
HS = [hS,1,hS,2, ...,hS,nS ] and HT = [hT,1,hT,2, ...,hT,nT ] are the mid-level deep features
of the source domain and the target domain obtained after the GMP layer, respectively. The
identity features HidS = [h
id
S,1,h
id
S,2, ...,h
id
Sn,S
] and HidT = [h
id
T,1,h
id
T,2, ...,h
id
T,nT
] are the outputs
from the fully connected layer with HS and HT as input for identity classification (shown as
ID-FC in Figure 2). For a specific m-th attribute where m ∈ M, the m-th attribute features
H
attrm
S = [h
attrm
S,1 ,h
attrm
S,2 , ...,h
attrm
S,nS
], HattrmT = [h
attrm
T,1 ,h
attrm
T,2 , ...,h
attrm
T,nT
] can be obtained from its
corresponding fully connected layer withHS andHT as input (shown as Attr-FC-m in Figure
2). Our model can be jointly trained in a multi-task manner: two supervised classification
losses for identity classification and attribute recognition, one adaptation losses based on the
attribute features and another adaptation loss based on the mid-level deep features.
3.2 Multi-task Supervised Classification for Feature Learning
The view-invariant feature representations are learned from amulti-task identity and attribute
classification training. The additional attribute annotations provide further regularisation and
additional supervision to the feature learning process
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Identity Loss: We denote that pid(h
id
S,i,yS,i) is the predicted probability on the identity fea-
ture hidS,i with the ground-truth label yS,i. The identity loss is computed by softmax cross
entropy function:
Lid =−
1
nS
nS
∑
i=1
log(pid(h
id
S,i,yS,i)) (1)
Attribute Loss: We denote that pattr(h
attrm
S,i ,m) is the predicted probability for the m-th at-
tribute feature h
attrm
S,i with ground-truth label a
m
S,i. The overall attributes loss can be expressed
as the average of sigmoid cross entropy loss of each attribute:
Lattr =−
1
M
1
nS
M
∑
m=1
nS
∑
i=1
(amS,i · log(pattr(h
attrm
S,i ,m))+ (1− a
m
S,i) · log(1− pattr(h
attrm
S,i ,m))) (2)
3.3 MMD-based Regularisation for Mid-level Feature Alignment
As we make a shared mid-level latent space assumption in our MMFA model, the domain
adaptation can be achieved by reducing the distribution distance of attribute features between
the source domain and the target domain. Based on the attribute features {Hattr1S , ..,H
attrM
S }
and {Hattr1T , ..,H
attrM
T } obtained from the supervised classification learning, we use the Max-
imum Mean Discrepancy (MMD) measure [8] to calculate the feature distribution distance
of each attribute. The overall attribute distribution distance is the the mean MMD distance
of all attributes:
LAAL =
1
M
M
∑
m=1
MMD(HattrmS ,H
attrm
T )
2 =
1
M
M
∑
m=1
∥∥∥∥∥
1
nS
nS
∑
i=1
φ(hattrmS,i )−
1
nT
nT
∑
j=1
φ(hattrmT, j )
∥∥∥∥∥
2
H
(3)
φ(·) is a map operation which project the attribute distribution into a reproducing kernel
Hilbert space (RKHS)H [9]. nS and nT are the batch sizes of the source domain images and
target domain images. The arbitrary distribution of the attribute features can be represented
by using the kernel embedding technique [31]. It has been proven that if the kernel k(·, ·) is
characteristic, then the mapping to the RKHS H is injective [32]. The injectivity indicates
that the arbitrary probability distribution is uniquely represented by an element in RKHS.
Therefore, we have a kernel function k(hattrmS,i ,h
attrm
T, j ) = φ(h
attrm
S,i )φ(h
attrm
T, j )
⊺ induced by φ(·).
Now, the average MMD distance between the source domain’s and the target domain’s at-
tribute distributions can be re-expressed as:
LAAL =
1
M
M
∑
m=1
[ 1
(nS)2
nS
∑
i=1
nS
∑
i′=1
k(hattrmS,i ,h
attrm
S,i′
)+
1
(nT )2
nT
∑
j=1
nT
∑
j′=1
k(hattrmT, j ,h
attrm
T, j′
)
−
2
nS ·nT
nS
∑
i=1
nT
∑
j=1
k(hattrmS,i ,h
attrm
T, j )
]
(4)
In our MMFAmodel, we decided to use the well-know RBF characteristic kernel with band-
width α:
k(hattrmS,i ,h
attrm
T, j ) = exp(−
1
2α
∥∥∥hattrmS,i −hattrmT, j
∥∥∥
2
) (5)
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Due to the limited size of available attribute annotations, these attributes alone cannot give
a good representation of all domain shared mid-level features. By assuming the last fea-
ture maps after the feature extractor are attribute-like mid-level features, we introduce the
additional mid-level deep feature alignment to our model. The mid-level deep features adap-
tation loss LMDAL is the MMD distance between the source and target mid-level deep feature
HS,HT , similar to our attributes features adaptation loss:
LMDAL = MMD(HS,HT )
2 =
∥∥∥∥∥
1
nS
nS
∑
i=1
φ(hS,i)−
1
nT
nT
∑
j=1
φ(hT, j)
∥∥∥∥∥
2
H
(6)
Finally, we formulate the overall loss function by incorporating the weighted summation of
above components Lid , Lattr , LAAL and LMDAL:
Lall = Lid +λ1Lattr +λ2LAAL +λ3LMDAL (7)
4 Experiments
4.1 Datasets and Settings
Person Re-ID Datasets: Four widely used person Re-ID benchmarks are chosen for exper-
imental evaluations: Market1501, DukeMTMC-reID, VIPeR and PRID. The Market1501
dataset [45] contains 32,668 images of 1,501 pedestrian. 751 identities are selected for train-
ing and 750 remaining identities are for testing. Each identity was captured by at most
6 non-overlapping cameras. The DukeMTMC-reID dataset [46] is the redesign version of
pedestrian tracking dataset DukeMTMC [29] for person Re-ID task. It contains 34,183 im-
age of 1,404 pedestrians. 702 identities are used for training and the remaining 702 are for
testing. Each identity was captured by 8 non-overlapping cameras. The VIPeR dataset [6]
is one of the oldest person Re-ID dataset. It contains 632 identities, but only two images for
each identity. Due to its low resolution and large variation in illumination and viewpoints,
the VIPeR dataset is still a very challenging dataset. The PRID dataset [11] consists of 934
identities from two camera views. There are 385 identities in View A and 749 identities in
View B, but only 200 identities appear in both views.
Evaluation Protocol: We follow the proposed single-query evaluation protocols for Mar-
ket1501 and DukeMTMC-reID [45, 46]. For the VIPeR dataset, we randomly half-split the
dataset into training and testing sets. The overall performance on VIPeR is the average re-
sults from 10 randomly 50/50 split testing. For the PRID dataset evaluation, we follow the
same single-shot experiments as [41]. Similar to the VIPeR dataset setting, the final perfor-
mance is the average of the experimental results based on 10 random split testing. Since the
VIPeR and PRID datasets are too small for training the deep learning network, our MMFA
model only trains on the Market1501 or the DukeMTMC-reID datasets. We adopted the
commonly used Cumulative Matching Characteristic (CMC) and mean Average Precision
(mAP) as performance metrics.
Implementation Details:The input images are randomly cropped and resized to (256,128,3).
All the fully-connected layers after global max-pooling layer are equipped with batch nor-
malization, the dropout rate of 0.5 and the leaky RELU activation function. λ1, λ2 and λ3
in the final loss function (Equation 7) are empirically fixed to 0.1,1,1. For all the adapta-
tion losses, we adopted the mixture kernel strategy [16, 18] by averaging the RBF kernels
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Dataset VIPeR PRID Market1501 DukeMCMT-reID
Metric (%) Rank-1 Rank-1 Rank-1 mAP Rank-1 mAP
SDALF [5] 19.9 16.3 - - - -
CPS [2] 22.0 - - - - -
DLLR [12] 29.6 21.1 - - - -
GL [13] 33.5 25.0 - - - -
ISR [22] 27.0 17.0 40.3 14.3 - -
GTS [34] 25.2 - - - - -
SDC [44] 25.8 - - - - -
AML [39] 23.1 - 44.7 18.4 - -
UsNCA [28] 24.3 - 45.2 18.9 - -
CAMEL [40] 30.9 - 54.5 26.3 - -
PUL [4] - - 44.7 20.1 30.4 16.4
AdaRSVM [25] 10.9 4.9 - - - -
UDML [27] 31.5 24.2 - - - -
SSDAL [33] 37.9 20.1 39.4 19.6 - -
TJ-AIDLDuke [36] 35.1 34.8 58.2 26.5 - -
SPGANDuke [3] - - 51.1 22.8 - -
TJ-AIDLMarket [36] 38.5 26.8 - - 44.3 23.0
SPGANMarket [3] - - - - 41.1 22.3
MMFADuke 36.3 34.5 56.7 27.4 - -
MMFAMarket 39.1 35.1 - - 45.3 24.7
Table 1: Performance comparisons with state-of-the-art unsupervised person Re-ID meth-
ods.The best and second best results are highlighted by bold and underline receptively. The
superscripts: Duke and Market indicate the source dataset which the model is trained on.
with the bandwidth α = 1,5,10. We use the stochastic gradient descent (SGD) optimizer
with batch size 32 for both source domain images and the target domain images. We set the
learning rate to 0.01 and the nesterov momentum to 0.9 with the weight decay of 5× 10−4.
The learning rate will decrease by 10 after the 20-th epoch. The person Re-ID evaluation of
the target domain is measured by the L2 distance of the 2048-D mid-level deep features HT
after the global max-pooling layer.
4.2 Comparisons with State-of-the-art Methods
The performance of our proposed MMFA model is extensively compared with 16 state-of-
the-art unsupervised person Re-ID methods as shown in Table 1. These methods include:
view-invariant feature learning methods SDALF [5] and CPS [2], graph learning method GL
[13], sparse ranking method ISR [22], salience learning methods GTS [34] and SDC [44],
neighbourhood clustering methods AML [39], UsNCA [28], CAMEL [40] and PUL [4],
ranking SVM method AdaRSVM [25], attribute co-training method SSDAL [33], dictionary
learning method DLLR [12] and UDML [27], id-to-attribute transfer method TJ-AIDL [36]
and image style transfer method SPGAN [3]. These methods can be categorised into three
groups:
1. hand-craft features approaches: SDALF,CPS,DLLR,GL,ISR,GTS,SDC
2. clustering approaches: AML, UsNCA, CAMEL, PUL
3. domain adaptation approaches: AdaRSVM, UDML, SSDAL, TJ-AIDL, SPGAN
Our MMFA method outperforms most existing state-of-the-art models on VIPeR, PRID,
Market1501 and DukeMTMC-reID datasets. the Rank-1 accuracy increases from 38.5% to
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39.1% in VIPeR, from 34.8% to 35.1% in PRID and from 44.3% to 45.3% in DukeMTMC-
reID. The mAP performance of our approach surpasses all exiting methods by a goodmargin
from 23.0% to 24.7% and 26.5% to 27.4% in DukeMTMC-reID andMarket1501 receptively.
Although, the Rank-1 accuracy of our MMFA model on the Maket1501 dataset did not sur-
pass the TJ-AIDL method, our mAP score and the overall performance (Rank-5 to Rank-10
accuracy) are better than TJ-AIDL. The complete comparisons with TH-AIDL and SPGAN
are shown in Table 2. It is worth noting that the performance of our MMFA is achieved in
one single end-to-end training session with only 25 epochs. Our performance can be further
improved by implementing any pre- and post-processing techniques such as part-based local
max pooling (LMP), attention mechanisms or re-ranking. For fair comparisons, the perfor-
mance results shown the Table 1 and Table 2 are all based on the basic models without any
pre or post-processing.
Source→Target Market1501 → DukeMTMC-reID DukeMTMC-reID → Market1501
Metric (%) Rank1 Rank5 Rank10 mAP Rank1 Rank5 Rank10 mAP
SPGAN 41.1 56.6 63.0 22.3 51.5 70.1 76.8 22.8
TJ-AIDL 44.3 59.6 65.0 23.0 58.2 74.8 81.1 26.5
MMFA 45.3 59.8 66.3 24.7 56.7 75.0 81.8 27.4
Table 2: Detail Comparison with SPGAN and TJ-AIDL
4.3 Component Analysis and Evaluation
We also analysed each component of our MMFA model based on their contributions to the
cross-domain feature learning. The first set of experiments is the unsupervised performance
based on the feature representation learned from the source domain attributes or identity,
without any domain adaptation. In the top section of Table 3, the attribute annotations alone
cannot give a good representation of a person due to its low dimensionality, only 6.4% and
19.2% Rank1 accuracy achieved. The features from identity labels on the other hand yield
much better performance compared to attributes. When attribute and identity information
are jointly trained as a multi-objective learning task, the feature representations show a bet-
ter generalization-ability. This experiment shows that the attribute annotations do provide
extra information to the system which serves as additional supervision for learning more
generalised cross-dataset features.
Source → Target Market1501 → DukeMTMC-reID DukeMTMC-reID → Market1501
Metric (%) Rank1 Rank5 Rank10 mAP Rank1 Rank5 Rank10 mAP
Attribute Only 6.4 14.4 18.6 2.3 19.2 34.8 45.1 6.2
ID Only 37.6 54.9 61.6 22.6 48.2 66.1 73.3 21.6
Attribute+ID Only 41.7 57.5 63.6 23.3 52.2 69.1 75.7 23.5
Attribute with Attribute Feature Adaptation 15.8 26.0 48.2 5.7 35.5 55.3 64.0 12.7
ID with Mid-level Deep Feature Adaptation 42.1 57.7 63.9 24.3 53.4 70.2 76.4 25.2
Mid-level Deep Feature + Attribute Adaptation 45.3 59.8 66.3 24.7 56.7 75.0 81.8 27.4
Table 3: Adaptation performance on each model components
The lower section of Table 3 shows the unsupervised re-id performances after aligning
the mid-level feature distribution. After aligning the source and target distributes of attributes
features, mid-level features or both, we can see a large performance increase when compared
with previously non-adapted features. It shows that the proposed mid-level feature distribu-
tion alignment strategy is a feasible approach for the unsupervised person Re-ID task.
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5 Conclusion
In this paper, we presented a novel unsupervised cross-dataset feature learning and domain
adaptation frameworkMMFA for person Re-ID task. We utilised the multi-supervision iden-
tity and attribute classifications to learn a discriminative feature for person Re-ID on the la-
belled source dataset. With a shared mid-level feature space assumption, we proposed the
mid-level feature alignment domain adaptation strategy to reduce the MMD distance based
on the source domain’s and the target domain’s mid-level feature distributions. In contrast to
most existing learn-then-adapt unsupervised cross-dataset approaches, our MMFA is a one-
step learn-and-adapt method which can simultaneously learn the feature representation and
adapt to the target domain in a single end-to-end training procedure. Meanwhile, our pro-
posed method is still able to outperform a wide range of state-of-the-art unsupervised Re-ID
methods.
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