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ABSTRAKT
V úvodu práce jsou uvedeny základní principy vizualní teleprezence spolu s rozborem
důležitých aspektů při návrhu tohoto zařízení. Dále je uveden krátký přehled některých
aplikací teleprezenčních systémů. Následně jsou popsány základní parametry a funkce
lidského zraku včetně parametrů pohybů hlavy. Praktická část práce se zabývá vytvo-
řením teleprezenčního zařízení umožňující vnímání obrazu na dálku za použití kamery s
velkým FOV umístěné na posledním článku servoramene se 3 stupni volnosti jejíž obraz
je promítán do trojrozměrné scény na relativní pozici vyčtenou z aktuálního natočení
jednotlivých servomotorů. Scéna je vnímána skrze headset Oculus Rift (DK1, DK2),
kdy aktuální směr pohledu hlavy vyčtený z inerciálních senzorů Riftu je žádanou hod-
notou pro natočení jednotlivých motorů. Pro ovládání a nastavení motorů byl vytvořen
program v jazyce C# (WPF) zpracovávající byte-ovou komunikaci skrze RS485-USB roz-
hraní jež spouští a umožňuje nastavovat parametry teleprezence. Scéna je vykreslována
skrze wrappery knihoven DirectX a LibOVR a to sice SharpDX a SharpOVR.
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ABSTRACT
The introduction of this document presents some basic principles of visual telepresence
with analysis of important aspects of the design. Afterwards there is a brief ovrewview of
some of the applications of telepresence systems. Subsequently there is a description of
the basic parameters and functions of the human visual perception system including the
head motion parameters. This document examines the creation of telepresence apparatus
through which is the user able to percieve visual stimuli accross distance. The device
consist of camera with wide FOV positioned on the last link of the servo-motor chain
with 3 DOF. Camera view is projected into scene in position read from actual motor
posture. The scene is perceived through the HMD Oculus Rift (DK1, DK2) where the
actual head-orientation read from the HMD inertial sensors is the entered end value for
the rotation angles of the servomotors. A C# (WPF) program was developed for the
controling and setting of motors which handles the byte communication through RS485-
USB converter and also conĄgures and starts the telepresence mode. The telepresence
scene is drawn with help of SharpDX and SharpOVR - the C# wrappers of DirectX and
LibOVR.
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ÚVOD
Jako teleprezenci můžeme označit soubor technologií, které v člověku vzbuzují do-
jem, že se nachází, popřípadě že vykonává činnost, na jiném místě, než se v daném
okamžiku skutečně vyskytuje. [39]
Tato deĄnice vystihuje kompletní formu teleprezence, tedy komplexní ošálení
všech smyslových orgánů, které poskytují našemu vědomí informace z okolního pro-
středí a zdání přítomnosti.
S teleprezencí je spojen i pojem virtuální realita. Nazýváme tak technologie, které
umožňují uživateli interagovat se simulovaným prostředím. Tyto technolgie vytvářejí
iluzi skutečného nebo Ąktivního světa. [40]
Tato práce se zabývá vytvořením Teleprezenčního systému EyeOut obsahujícího
kameru umístěnou na servoramenu se třemi stupni volnosti. Elektro-mechanický
systém je propojen skrze vytvořenou počítačovou .NET aplikaci s headsetem Oculus
Rift DK2 tak, aby sloužil k co nejvěrnější vizuální teleprezenci.
V prvních kapitolách práce jsou popsány základní principy vizuální teleprezence,
její realizované a vyvíjené aplikace v průzkumné mobilní robotice a v jiných oborech.
Dále jsou vyjmenovány základní funkce a parametry pohybu lidské hlavy a lidského
vidění. Následuje popis elektro-menachické a programové části vytvořeného telepre-
zenčního zařízení, na kterém byly sérií experimentů změřeny základní parametry
systému. V závěru je potom uvedeno zhodnocení realizace jednotlivých bodů zadání
a jsou navrženy možnosti dalšího vývoje projektu.
Vysvětlení používaných pojmů pro rotaci hlavy
Pro základní rotace hlavy, tedy pravolevé otáčení, kývání hlavou a úklony na stranu,
jsou z důvodu jednotnosti v celé práci používány anglické ekvivalenty základních
Eulerových rotačních úhlů. Anglické ekvivalenty názvů rotace hlavy jsou spolu s
Eulerovými úhly naznačeny v tabulce tab. 1.
Tab. 1: Používané názvy Eulerových úhlů pro rotace hlavy
Česky Anglické obdoby Eulerovy úhly
Pravolevé otáčení Pan, Azimuth Yaw
Kývání Tilt, Altitude Pitch
Úklony do stran Roll Roll
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Zdroje informací
Jelikož jsou technologie teleprezence a virtuální reality v dnešní době pod rapidním
vývojem, nejsou informace mnohdy dostupné z odborné literatury, přesto bylo vždy
vyvinuto maximální úsilí o nalezení relevantních zdrojů.
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1 HISTORIE REALIZACE TELEPREZENCE
Jelikož se obě tyto aplikační disciplíny pokoušejí vnořit vnímání člověka do jiného
místa, ať už reálného či nereálného, mají společné nebo podobné prostředky tech-
nické realizace.
1.1 Historie zobrazení virtuální reality
Už od dob, kdy první lidé malovali na stěnu jeskyně obrazy či symbolické znázornění
zvířat, má člověk potřebu vykládat příběh vizuální cestou a předávat ho tak, aby
se do něj ostatní vžili. Tedy tak, aby se vytvářená, či zaznamenaná realita, stala
realitou virtuální, pokud možno nerozeznatelnou od skutečnosti.
Od dob Římské říše jsou známy malby, v baroku pojmenované Ďtrompe l’oeilŞ,
tedy v překladu z francoužštiny Ďklamající okoŞ, v nichž jsou využity výtvarné tech-
niky, díky kterým vzniká optická iluze třetí dimenze a je tak dosaženo realistického
ztvárnění obrazu. Například malba okna na zeď, jež zobrazuje výhled do zahrady.
Další snahou o napodobení skutečnosti jsou panoramata, tedy malby okolí, které
jsou naneseny na stěnu válcové místnosti. Pozorovatel tak může nabýt dojmu, že se
nachází skutečně na místě, které obraz znázorňuje. Irský malíř Robert Baker, jenž dal
tomuto typu maleb jméno, v roce 1792 předváděl své 21 metrů dlouhé panoramatické
dílo s 180° pohledem na město Edinburg.
alším příkladem je dílo Hendrika W. Mesdaga ĎPanorama MesdagŞ z roku
1881, které nabízí panoramatický pohled z nizozemského pobřeží. Dojem přítom-
nosti umocňuje pomocí skutečného písku a tamní Ćóry[10]..
Zmíněné příklady jsou však pouze ĎstatickouŞ virtuální realitou. Scéna je bez
pohybu a jakmile se divák pohledem dostane mimo ĎrámečekŞ, iluze vnoření poleví,
zmizí.
1.1.1 Vnímání všemi smysly
V roce 1962 patentoval Ąlozof, vynálezce a Ąlmař Morton L. Heilig svůj Sensorama
Simulator. Tento systém měl vtáhnout uživatele do děje simulací podnětů mnoha
smyslů (3D širokoúhlý barevný obraz, stereo zvuk, vůně, vítr a vibrace). Tento záži-
tek byl však neovlivnitelný vstupem uživatele, jelikož se jednalo pouze o promítání
3D Ąlmu doplněného o další smyslové vjemy. Přesto byla využitá technologie po-
zoruhodná, zvláště vzhledem k dostupným technologiím šedesátých let [10]. Kvůli




HMD1 byl jako koncept patentován již roku 1960 opět Heiligem pod názvem Stereoscopic-
Television Apparatus For Individual Use nebo zkráceně Telesphere Mask [6]. Ná-
vrh Telesférické masky počítá se dvěma obrazovkami a optickou aparaturou což
připomíná koncept dnešních headsetů, jak je vidět na obr. 1.1. Naneštěstí se, stejně
jako Sensorama, dostala i Telesphere Maska pouze do stádia prototypu z důvodů
nedostatečných Ąnančních prostředků.
Obr. 1.1: Nákres ĎprvníhoŞ HMD dle patentu Mortona L. Heiliga (TelesphereMask)
[6]
1.1.3 První teleprezenční systém
Pokud je žádoucí, aby se vývoj posunout dál, je nutné, aby se uživatel, do té doby
pouhý pozorovatel, stal aktivním. Je nutné tedy nejen obelstít jeho smysly, ale nechat
ho samotného určovat, co uvidí. To se povedlo americký počítačovému vědci Ivan Su-
therland, často nazývaný otec Virtuální reality, vytvářel v roce 1962 doktorandskou
práci o počítačovém programu Sketchpad [2]. Ten pomocí počítačového sledování
dráhy Ďsvětelného peraŞ nad dvourozměrným vektorovým displejem umožňoval uži-
vateli vytvářet v počítači jednoduché tvary. Tato aplikace je pravděpodobně prvním
interaktivním počítačovým graĄckým rozhraním. O dva roky později popsal Suther-
land ultimátní počítačový zobrazovač, Ďmístnost, ve které by mohl počítač ovládat
existenci hmotyŞ [4]. Sutherland dále popsal: ĎŽidle zobrazená v této místnosti by
umožňovala sedět, pouta by byla opravdová a kulka smrtelná.Ş, což naskýtá pohled
na nebezpečnou formu dostatečně vyvinuté teleprezenční technologie [3].
Tento vizionář, spolu se svým studentem Bobem Sproullem, byl i prvním kon-
struktérem toho, co je běžně označováno za první teleprezenční HMD. Systém patrný
1 Náhlavní displej Ű Head mounted display
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z obr. 1.2 umožňoval binokulární vidění skrze teleskopický světlovod umístěný na
otáčecím závěsném ramenu, jež vykresloval scénu korektně vzhledem k pozici a orien-
taci hlavy snímané ultrazvukovými čidly. tento systém také první svého druhu, který
umožňoval člověku nahlédnout do jiných virtuálních světů. To dnes označujeme jako
VR [4].
Obr. 1.2: FotograĄe ĎprvníhoŞ teleprezenčního systému s HMD Ivana Sutherlanda
[5]
1.1.4 Alternativy HMD
Existují různé stupně vnoření se do vizuální teleprezence, do některých není HMD
potřeba.
Alternativu skýtá například systém CAVE . V tomto systému je pro vytváření
dojmu virtuálního prostředí pozorovatel umístěn doprostřed kulového či krychlového
prostoru, na jehož stěny jsou ze všech stran promítány obrazy virtuálního prostředí.
[10] Jedni z prvních tvůrců standardního CAVE systému byli vědci z Illinoiské uni-
verzity v Chicagu, na které byl systém zdokonalován a vyvíjen (1992-2002) [13].
Dne 26.9˙.2˙014 na Fakultě informatiky Masarykovy univerzity v Brně proběhlo,
v rámci akce ĎNoc vědcůŞ, představení podobného CAVE systému široké veřejnosti.
Projekt Nukleus [14], vyvinutý skupinou studentů v rámci semestrálního projektu,
se skládá ze čtveřice projektorů promítajících obraz na 4 stěny kvádru o straně 2
×3 metry a z audiosystému s podporou prostorového zvuku 5+1. Projekce se skládá
z videa vytvořeného tak, aby si pozorovatel uvnitř připadal jako na jiném místě.
Není ale zakomponována žádná detekce výstupů uživatele uvnitř, a proto je zařízení
pouze jakýmsi panoramatickým projektorem videa.
Další alternativou je obyčejný monitor , popřípadě obrazovka s nějakou tech-
nologií pro trojrozměrné vidění pomocí 3D brýlí (polarizovaných nebo synchronizo-
vaně zatmavovacích). Tato možnost však neposkytuje plný rozhled uživatele, protože
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se opět musí dívat do ĎrámečkuŞ displeje, což nedovoluje vyšší formu pocitu pří-
tomnosti.
HolograĄcké displeje , v současné době pouze v prototypovém stádiu, vyvíjené
například na americké univerzitě MIT [15], jsou dalším stupněm trojrozměrných
projekčních technologií, jež umožňují, na rozdíl od konvenčních Ď3DŞ televizí, kde
prostorovou dimenzi vnímají všichni pozorovatelé ze stejného úhlu, a to sice z úhlu




2.1 Princip vizuální teleprezence
Pokud bude pozornost zaměřena pouze na vzdálené zprostředkování zrakového vjemu,
je možné stanovit základní ideu vizuální teleprezence.
Princip vizuálního teleprezenčního zařízení tkví v dokonalém oklamání našeho
zrakového vnímání tak, abychom v ideálním případě nemohli rozpoznat zda se na
realitu díváme skrze teleprezenčni systém nebo ne.
K problematice vizuální teleprezence existuje nejen množství odborných zdrojů,
které jsou zmíněné v seznamu literatury, ale i značný počet videí a příspěvků méně
erudovaného rázu (Oculus Forum, engadget, youtube, TED), jež jsou však velmi
insiprativní. Po takto získaném přehledu a po zralém úsudku a přehodnocení rele-
vantnosti nabytých informací lze deĄnovat některé základní problémy, se kterými je




Optická aparatura musí být navržena tak, aby bylo dosaženo pokrytí celého zorného
pole uživatele obrazem z displeje. Aparatura by měla být kalibrována pro daného
uživatele, a to vzhledem k jeho fyzickým parametrům a zrakovým vadám, může tak
být uskutečněno například volbou ohniskové vzdálenosti čoček vzhledem ke krátko-
zrakosti (myopii) pozorovatelne, nebo nastavením IPD.1
Optickou soustavou je obraz z displeje zkreslený, proto je nutné aby s tím vykres-
lovací software počítal a provedl před vykreslením na displej inverzní transformaci
ke zkreslení optické soustavy. Oculus SDK využívá vzhledem k použitým čočkám
headsetu barelové zkreslení obrazu na displeji. Protože jde o práci s viditelnou částí
elektromagnetického spektra a pravděpodobně skleněné čočky, je třeba uvážit také
vliv rozdílné rychlosti šíření světla v různých otpických prostředích v závislosti na
vlnové délce. Je tedy nutné opět zavést inverzní obrazovou transformaci tak, aby
jednotlivé barevné složky světla (běžně RGB displej), po průchodu z displeje skrze
optickou soustavu, nezpůsobily chromatickou aberaci.
1 Vzdálenost mezi středy zorniček Ű Inter Pupilary Distance
21
Displej
Displej musí splňovat parametry srovnatelné s lidským zrakem. Jde zejména o co
nejvyšší rozlišení a obnovovací frekvenci. Dále se jedná také o velikost jednotlivých
pixelů a o velikost mezery mezi nimi. V neposlední řadě je nutné věrné podání barev,
tedy jejich hloubku a dynamický rozsah displeje. Vhodné je tím pádem použití dis-
pleje, jenž má pixely rozmístěny v Bayerovské matici [67]. V této je zastoupena zelená
barva dvakrát více než červená a modrá tak, jak je tomu i u vnímaní lidským okem.
Dalším sledovaným parametrem může být také persistence displeje, tedy schopnost
rychle měnit výstupní jas pixelu. Na stránkách Blur Busters je persistence displeje
popsána jednoduše:
Displej s persistencí 1ms bude mít 1 rozmazaný pixel při pohybu rychlostí
1000 pixelů za sekundu. 2
U HDM je navíc možné snížit persistenci displeje prokládáním vykreslovaných
snímků černým snímkem. Naše oči totiž v helmě tolik nevnímají blikání, jelikož jsou
odděleni od okolních zdrojů světla, dochází tak k podobnému efektu jako v kině.
Příklad prokládání spolu s deĄnicí můžeme najít na stránkách Blur Basters [20].
2.1.2 Výstupy uživatele
Aby mohl být snímač obrazu nastaven tak, aby zaznamenával obraz scény identicky,
jako kdyby se na daném místě nacházel člověk, je potřeba zjistit jednotlivé parametry
tohoto nastavení.
Rotace hlavy
Rotace hlavy může být snímána inerciálními senzory přímo v helmě. HMD Oculus
Rift využívá gyroskopů, akcelerometrů a kompasu, jak je popsáno v článku [35].
V takovém případě je možné, i bez vnějšího měření polohy hlavy, simulovat také
natáčení krku, pokud jsou k dispozici informace o jeho velikosti, tak jak to například
dělalá Oculus Rift DK1 nebo Oculus DK2 bez připojené poziční kamery.
Poloha hlavy
Pokud je cílem věrnější zrakový vjem, je nutné si uvědomit, že člověk ve stabilní
scéně používá k vnímání hloubky také mechanizmus pohybové paralxy. Ještě více
je to vidět u zvířat, jejichž zorná pole jednotlivých očí se neprotínají (ptáci atp.).
2Předpokladem je synchronizované vykreslování, tzn. frekvence vykreslování je shodná s frek-
vencí vzorkování zobrazovače.
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Proto zvířata pohybují hlavou tak, aby docílila jiného úhlu pohledu a mohla tak
vnímat prostorovou hloubku [23][22][21].
Z tohoto důvodu je vhodné snímat nejen rotaci hlavy, ale i její polohu. Existuje
velké možností způsobů jak měřit pohybu hlavy.
Oculus Rift DK2 využívá externí kameru snímající infračervené spektrum a IR
diody na headsetu, viz [36], tak, jak je popsáno v sekci 2.4.2 na straně 34.
HTC Vive využívá přistupu lokalizace pomocí dvou bázových stanic, které jsou
umístěny u horní hrany stěny čtvercové místnosti, asi 90° od sebe, okolo pozorovatele.
Samotná poloha hlavy je potom měřitelná v rozsahu asi 4.5 na 4.5 metru. HMD je
taktéž opatřeno diodami, avšak přesná funkce senzorů ještě není známa, jelikož HTC
dosud headset neprodává. [38]
Pohyb oka
Chceme-li dosáhnout ještě větší věrohodnosti je vhodné snímat i pohyb zorniček a
podle toho vykreslovat různé rozlišení a detaily 3D scény v částech displeje, na které
je oko zrovna zaměřeno, čímž ulehčíme zátěž graĄckého výpočetního čipu. Popřípadě
lze vypočítávat, do jaké vzdálenosti je oko zrovna zaostřeno a podle toho rozostřovat
vykreslovanou scénu mimo fokus oka.
2.1.3 Snímač obrazu
Pokud je žádoucí zachovat stereovizní vidění, je nutné použít 2 kamery, které by v
ideálním případě svými parametry odpovídaly parametrům oka. Zejména je v tomto
ohledu důležité rozlišení, frekvence snímaní kamery a objektiv, který by kopíroval
zorné pole člověka. Dále by kamery mohly disponovat ostřením v rozsahu podobném
lidskému oku, které by bylo nastavováno na základě výpočtu zaostření pozorovatele.
Aktuátory snímače obrazu
Jako aktuátory snímače obrazu by bylo vhodné použít pro každou kameru vlastní
systém upevnění nejméně se dvěma, ideálně pak se třemi stupni volnosti. Například
pomocí Kardanova závěsu. Jak už bylo řečeno, člověk při rozhlížení využívá i pohybů
hlavy, a proto by v ideálním případě měl být systém doplněn o minimálně další 3
stupně volnosti, které by simulovaly pohyb hlavy v závislosti na krčních obratlích.
Oba tyto elektromechanické systémy by svými parametry měly být ideálně lepší než
parametry pohybů a rotací očí a hlavy (vyšší rychlost, větší rozsah).
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2.1.4 Vykreslovací software
Korekce zkreslení optické cesty
Jak již bylo zmíněno, vykreslovací program si musí poradit s korekcí optické apara-
tury nad displejem. To také platí pro objektiv kamery, který může zkreslovat sní-
maný obraz, a proto by aplikace měla toto zkreslení invertovat. V aplikaci by mělo
být zaručeno vykreslení pořízené scény na displej tak, aby byly zachovány dimenze
objektů v obrazu, respektive aby se rozměry obrazu daného objektu promítaného na
sítnici při normálním pozorování rovnaly rozměrům daného objektu při pozorování
skrze teleprezenční systém.
HUD
Smyslové vnímaní zrakem nám poskytuje pouze obraz, avšak pokud chceme cíleně
teleoperovat, je vhodné mít v zorném poli dodatečné informace o vzdáleném místě,
tzv. HUD3. Ať už je to údaj o aktuálním času, nebo prostý ukazatel severního směru,
je vhodné, aby daný zobrazovač uživatele nerušil, ani mu nezpůsoboval nevolnost.
Může být tedy předmětem diskuze, zda zobrazovač umisťovat klasicky na Ąxní sou-
řadnice displeje, nebo ho zakomponovat do případného virtuálního 3D panelu, který
by byl, vzhledem ke scéně, zobrazený na Ąxních souřadnicích.
2.1.5 Transport signálu
Senzorická data z výstupu uživatele je, kvůli správnému nastavení, nutné zasílat jako
žádanou hodnotu aktuátorům snímače obrazu a kamerám. Snímaná data z kamery
musí být transportována na displej headsetu pokud možno v minimálním čase, ide-
álně intrinzickém. V reálných systémech to však není možné. Časové zpoždění vzniklé
režií protokolů jednotlivých datových toků se v systému sčítá.
Extrapolace dat
Pro vyšší komfort uživatele je vhodné senzorická data interpolovat, například je
možné vyčítat z aktuální rychlosti otáčení hlavy její rotační úhel v dopředném čase.
Pokud by tento čas odpovídal součtu transportního zpoždění a iniciačního času
aktuátorů, mohlo by se, v ideálním případě, dosáhnout ĎbezchybnéŞ extrapolace,
tedy velmi nízkého až neznatelného zpoždění ovládání aktuátorů kamery.
3 Zobrazovač v zorném poli pozorovatele Ű Heads-Up Display
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Bandwidth obrazového toku dat
Propustnost obrazového datového toku může být zlepšena pomocí využití kompres-
ních algoritmů videa. Pro jisté situace je také vhodné snížit snímané rozlišení kamery
a tím rozšířit propustnost linky například při komunikaci na dálku v zarušeném pro-
středí.
2.2 Využití teleprezenčních systémů
Teleprezenční systémy ze své podstaty umožňují člověku vnímat na dálku. Pokud
jsou uživateli poskytnuty kontroléry a robot je doplněn o aktuátory například ve
formě robotického ramene, je možné pomocí vizuální zpětné vazby dálkově ovládat
úkony daného robotu. Konání, kdy operátor na dálku ovládá nástroj v tzv. master-
slave konĄguraci, je nazýváno teleoperace, kdy se regulační smyčka kontrolérů a
aktuátorů, uzavře pomocí vizuální či jiné zpětné vazby vstupem člověka. Pomocí
teleprezence je tedy možné prozkoumávat místa ve kterých by reálná přítomnost
člověka nemusela být možná, ať už kvůli nebezpečí pro zdraví či život nebo z dů-
vodů ekonomických. Příkladem jsou potom vesmírné a podvodní průzkumné sondy,
medicínské operace jež by tímto způsobem byly pro organizmus méně invazivní.
Dále je možné využít teleprezenci například na místech živelných aj. katastrof či v
hazardních situacích ohrožujících zdraví a život[10].
2.2.1 Komunikace
První využití teleprezence v telekomunikaci se promítlo do vzniku videotelekomuni-
kátoru, jenž představila Ąrma AT&T Bellových laboratoří již roce 1960 pod názvem
picturefon. Proncip spočívál v tom, že se skrze několik telefoních linek posílalo, v té
době ještě nekomprimované, video. Nápad byl však příliš nepraktický a nevhodný ke
komerčnímu použití vzhledem k tehdejšímu stavu technologií. Komerčního zařazení
se dočkala videokonference od roku 1992, kdy stejná Ąrma, která vyvinula picture-
fon, uvedla na trh zařízení VideoPhone 2500. Avšak kvůli nedostatku zájmu a příliš
vysokým cenám byla schopna prodat pouze cca 30 tisíc kusů [11].
Další Ąrma která pronikla do komerčního sektoru komunikační teleprezence byla
Ąrma Teleport, později přejmenovaná na TeleSuite, jež poskytovala dojem přítom-
nosti například byznysmenům jež měli svůj rozvrh tak nabytý, že se nestíhali účastnit
všech zasedání [39] [10].
Další využití telekonference je například v medicíně, kdy slouží k audio vizualní
výměně informací mezi odborníky či chirurgy z celého světa.
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2.3 Teleprezence v mobilní robotice
2.3.1 Telekonferenční roboty
Pokud je umístěno telekonferenční zařízení na mobilní robot (létající, pozemní či
vodní), můžeme umožnit uživateli nejen audiovizuální pocit přítomnosti, ale i mož-
nost dálkově ovládat polohu robota. Tato zařízení často bývají vybavena obousměr-
ným tokem vizuálních dat, tedy jsou opatřena kamerou i displejem zobrazující obraz
volajícího. Mobilní teleprezenční zařízení jsou dnes komerčně dostupná, ale jejich vý-
znam může být často více reprezentační než funkční. Příklady komerčně dostupných
mobilních telekonferenčních zařízení jsou k nalezení například zde [12].
2.3.2 Bojové nasazení
Aplikací teleprezence bylo například dálkově ovládané pásové vozidlo Goliath, jež
sloužilo Němcům za druhé světové války jakožto dálkově ovládaná výbušné miny
[16] Jeho nástupcem bylo vozidlo Borgward IV, které bylo vybaveno zařízením pro
položení bomby tak aby při detonaci nedošlo ke zničení vozidla [?].
2.3.3 Medicína
Chirurgická operace prováděná na dálku doktorem je zajímavou oblastí, která se už
brzy může stát realizovatelnou. Již v devadesátých letech byly prováděny pokusné
ĎteleoperaceŞ na prasatech [?] [42]. Nyní díky snížené latenci a zvýšené kvalitě te-




V roce 1970 byla Sovětským svazem vyslána na měsíc sonda Lunochod 1. Toto za-
řízení bylo prvním dálkově ovládaným systémem na povrchu jiného astronomického
tělesa. Lunochod byl vybaven čtyřmi televizními kamerami, zařízením pro zkou-
mání vlastností měsíční půdy, rentgenovým spektrometrem a teleskopem a detekto-
rem kosmického záření. Pohyb modulu byl umožněn osmikolovým podvozkem a jako
zdroj energie sloužila baterie, která se v době lunárního dne mohla dobíjet solárními
panely.
Po dobu své funkce Lunochod 1 nasbíral více než 20 tisíc snímků v televizní
kvalitě, 206 panoramat a ujel 10 kilometrů. [18]
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Pro ovládání byl Lunochod vybaven senzorem pro rotaci roll a pitch, jenž navi-
gátorům umožňoval spolu se signálem z televizních kamer, určovat, jestli se modul
nachází ve svahu nebo na rovině a podle toho určovat další dráhu. Průměrná rych-
lost pohybu byla přibližně 1 km
h
. Lunochod po dobu lunárního dne (tedy přibližně 27
pozemských dní) ovládal ze Země vždy jeden tým pěti odborníků. Jednotlivé týmy
se střídaly na směny. [19]
Mars
Dalším vesmírným tělesem, na které člověk vyslal teleprezenční sondu, je Mars. Na
něm od roku 1971 přistálo již 9 robotických modulů [45]. Poslední znich, sonda
Curiosity, Mars Science Laboratory vyslaná americkou vesmírnou agenturou NASA
přistála na povrchu Marsu 6.8.2012 a k dnešnímu dni je stále v provozu.
Curiosity je vybavena širokou škálou senzorů pro chemické, meteorologické, fy-
zikální a mineralogické průzkumy [46].
Všechny tři hlavní kamery na sondě mají osazena čip s rozlišením 2MP a velikostí
čipu 11.8 ×8.9 [mm]. Hlavní kamera je opatřena standardním Bayesovým Ąltrem a
další dvojice kamer má Ąltry výměnné. Kamery jsou schopny snímat obraz v rozlišení
1200 ×1200 px, nebo nahrávat video 720p s přibližně 7 snímky za sekundu [47].
Protože je však Mars mnohem dál než měsíc, není možné sondu teleprezenčně
ovládát zcela přímo, a proto dálkové ovládání spočívá v spouštění sekvencí automa-
tizovaných úkonů. Důležité je uvědomit si, že časový interval mezi odesláním dat ze
sondy a příjmu na Zemi činí kvůli konečné rychlosti světla a času zpracování prů-
měrně 13 minut a to jen v případě že na sebe jednotlivé datové uzly vidí, což není
zaručeno po celých 24 hodin denně.
Sonda Curiosity komunikuje se zemí skrze satelit Mars Reconnaissance Orbiter.
Celkový datový tok z Curiosity na Zem se pohybuje mezi 500 bps až 32 kbps, což
není dostatečna velikost pro přenos streamu videa. [48]
Roboty Orpheus
Na Ústavu Automatizace a Měřící Techniky VUT v Brně byl v roce 2002 započat
projekt vývoje teleprezenčního robotického průzkumného robotu Orpheus. První
verze, Orpheus X1, vyhrála v roce 2003 soutěž záchranářské ligy - Rescue Robot
League [49]. Od tohoto roku je projekt dále vyvíjen.
Vojenská verze, Orpheus-AC, která splnila vojenské certiĄkace NATO - STANAG
pro vibrace, vlivy prostředí, elektromagnetickou kompatibilitu a další, je světovým
unikátem v oblasti průzkumných robotů, jelikož poskytuje možnost kompletní de-
kontaminace robotu po navrácení ze zamořeného prostředí a opětovné použít. [50].
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Robot se pohybuje na čtyřkolovém podvozku poháněném dvěma AC motory,
tedy kola na každé straně robotu jsou hnány ozubenými pásy. Orpheus obsahuje
čelní kameru se 2 stupni volnosti (pitch a yaw), Ąxní zadní kameru a jeden stupeň
volnosti pro senzorické rameno obsahující mimo jiné senzory Rabbit.
Robot je ovládán z operátorské stanice pomocí joysticku a tlačítek, obsahuje také
displej zobrazující snímky z kamer a další senzorické informace. Operátorská stanice
běží na dvoujádrovém procesoru skrze systém Linux s upraveným kernelem.
Robot může být ovládán skrze ethernetový kabel až do vzdálenosti 100m, nebo
skrze bezdrátové ovládání až do přímé viditelné vzdálenosti 1km.
Účelem robotu Orpheus-AC je měření a průzkum v prostředí s radiační, chemic-
kou či biologickou kontaminací. Disponuje mimo jiné senzory beta a gama záření.
Orpheus-AM, který je upravenou verzí AC, má za úkol vyhledat případné lidské
oběti při živelných a jiných katastrofách a zjistit jejich zdravotní stav. Pro tento
účel je vybaven dalšími senzory pro dálkové měření teploty, detektorem emisí oxidu
uhličitého pro zjištění dýchání aj. [50]
2.3.5 Projekty imitující lidské vizuální vnímání
Pro samotné porovnání parametrů byla pozornost zaměřena především na menší
projekty často jednotlivých Univerzit.
Pokud byly v článcích uvedených k jednotlivým projektům popsány parametry
teleprezenčních systémů, byly pro porovnání zaneseny do tab. 2.1 na straně 31.
Tam jsou uvedeny i nalezené a naměřené parametry hlavy člověka. Pro porovnání je
tabulka doplněna o naměřené parametry vyvinutého systému EyeOut z této práce,
viz v sekci 6 na straně 87.
V této tabulce jsou ve sloupci ĎČlověkŞ uvedeny, pro realizaci teleprezenčního
systému, nejnepřívětivější parametry (např. u rychlosti maximální možné) získané
z tabulky parametrů hlavy viz tab. 2.2 na straně 31. Hodnoty, jež nejsou v tabulce
2.2 vypsány, jsou převzaty z [53].
[P1] Binokulární model hlavy univerzity v Tohoku
V tomto projektu se vědci z japonské univerzity snažili vytvořit binokulární kame-
rový systém, který by napodoboval fyzikální parametry lidské hlavy, jakožto plat-
formu pro vývoj humanoidních mobilních robotů. Model hlavy má jeden stupeň
volnosti rotace v ose pitch procházející kamerami a dvě kamery s možnou rotací
kolem své vlastní osy yaw. Celkový počet stupňů volnosti je tedy 3. Článek se za-
bývá návrhem a vývojem modelu hlavy a metodami inverzní a dopředné kinematiky
použitými při návrhu[54].
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[P2] Humanoidní robot Romeo
Humanoidní bipedální robot Romeo je vytvářen jako hardwarová platforma pro
aplikace, kde se do kontaktu s robotem dostává člověk. Proto byl mechatronický
systém hlavy a krku navržen tak, aby jeho parametry byly porovnatelné s parametry
člověka[53]. Každé ĎokoŞ má 2 stupně volnosti. Obě oči jsou umístěny na ĎkrkuŞ
s dalšími 4 stupni volnosti. jež obsahují jeden stupeň volnosti pro osy rotace yaw a
roll a dva stupně volnosti ve dvou osách rotace pitch tak jak je vidět na obr. 2.1.
Obr. 2.1: Hlava humanoidního robota Romeo [53]
[P3] Hlava robotu iCub
Humanoidní robotická platforma iCub je navržena tak, aby měla rozměry a formu
srovnatelnou s 2 ročním dítětem, tedy výšku asi 90 cm, hmotnost přibližně 23 kg a
celkově 53 stupňů volnosti a je vyvíjen Universitou polytechniky v Madridu. Návrh
hlavy a vizuálního systému je popsán v článku [55]. Každé ĎokoŞ robota se může
otáčet ve své ose yaw. Dále se obě oči mohou protáčet ve společné ose pitch. Hlavou
je možné rotovat v ose yaw a ve dvou osách pitch umístěných v půlce a vespod
krčního kloubu. Celkový počet stupňů volnosti je tedy 6.
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Obr. 2.2: Hlava robotu iCub [?]
[P4] interaktivní robotická hlava
Muthugala a kolektiv vytvářeli v roce 2013 Interaktivní robotickou hlavu (IRH)
s pohybovými parametry člověka. V článku popisujícím vývoj tohoto zařízení[56]
se po zevrubné diskuzi funkce lidského vidění a pohybu hlavy, dostávají autoři k
samotnému popisu zařízení. TO obsahuje dvojici kamer, z nichž každá má svůj
stupeň volnosti v ose yaw. Dohromady závěs obou očí může vykonávat rotaci v ose
pitch. Krční mechanizmus IRH má 3 stupně volnosti.
Obr. 2.3: Interaktivní Robotická Hlava [?]
4
4 1 Teoretická maximální hodnota vzhledem k parametrům motoru.
2 Pouze váha kamery, objektivu a nástavce.
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Tab. 2.1: Porovnání parametrů jedntolivých teleprezenčních systémů
Člověk Tohoku IRH iCub Romeo EyeOut
citace [54] [56] [55] [53] tato práce
projekt Vybrané 4 [P1] [P4] [P3] [P2]
poznámka hodnoty
Celkový počet stupňů volnosti 9 3 6 6 8 3
Oko Ű kamerový systém
Stupňů volnosti 2 ×3 1 + 2×1 1 + 2×1 1 + 2×1 2 ×2 0
Pohyblivá hmotnost 7.5 9 150 2 [g]
FOV (kamera) 90 °
Rozlišení 640 ×480 640 ×480 1280 ×960 2048 ×2040 px
Obnovovací frekvence 30 30 50 (90 max) Hz
Počet snímačů 2 2 2 2 1
FOV (oko neĄxovaně)
pravo 75 60 °
levo 60 55 °
nahoru 65 50 °
dolů 65 50 °
Rozsah pohybu oka
pravo 60 50 45 90 25 - °
levo 60 50 45 90 20 - °
nahoru 20 55 40 80 15 - °
dolů 29 55 40 80 15 - °
Maximální nekontrolovaná rychlost 500 1000 - °/s
Maximální kontrolovaná rychlost 400 600 4 180 450 - °/s
Hlava
Stupňů volnosti 6 3 0 3 3 2 ×2 3
Pohyblivá hmotnost 4.5 0.3 1.42 1.5 1.9 0.58 [kg]
Maximální kontrolovaná rychlost
yaw 562 90 250 378 1 °/s
pitch 357 73.6 - - °/s
roll 360 - - °/s
Rozsah pohybu
pravo 110 88 110 90 180 °
levo 110 88 110 90 180 °
nahoru 84 59 90 40 90 °
dolů 103 84 90 40 90 °
pravý úklon 64 50 40 45 °
levý úklon 77 50 40 45 °
Čas iniciace 250 100 83∘ 14 ms
Kombinované parametry
Binokulární vidění
horizontálně 125 50 - °
vertikálně 135 50 - °
Celkový rozhled
horizontálně 190 150 - °
vertikálně 135 90 - °
Tab. 2.2: Přehled parametrů hlavy dle uvedených zdrojů
Člověk Člověk Muži Muži Ženy Ženy Žena Muž Ženy Muži
citace [53] [55] [56] [56] [56] [56] [100] [100]
projekt [P2] [P3] [P4] [P4] [P4] [P4] EyeOut EyeOut
poznámka min-max �0.05 �0.95 �0.05 �0.95 25%-75% 25%-75%
Max. kontrolovaná rychlost
yaw 467 23-352 424∘ 90 = 563-590 = °/s
pitch - 350∘ 70 = 358-525 = °/s
roll - 240∘ 70 = 360-439 = °/s
Rozsah pohybu
pravo 79 110 73.3 99.6 74.6 108.8 89∘ 15 60∘ 5 74,8-95,9 69,3-87,2 °
levo 79 110 74.3 99.1 72.2 109 89∘ 13 61∘ 8 81,5-100,4 70,6-87,0 °
nahoru 61 80 34.5 71 46 84.4 66∘ 7 46∘ 4 53,7-89,9 56,1-68,1 °
dolů 60 80 65.4 103 64.9 103 81∘ 5 70∘ 7 50,2-66,5 46,9-50,8 °
pravý úklon 40 34.9 63.5 37 63.2 58∘ 6) 36∘ 3 47,5-69,1 48,8-54,3 °
levý úklon 40 35.5 63.5 29.1 77.2 58∘ 6 34∘ 3 49,9-70,9 47,1-56,8 °
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2.4 Helmy virtuální reality
O znovuobnovéní zájmu o helmy virtuální reality, který upadl po neúspěšném pokusu
zavést VR do běžného života v devadesátých letech [9], se postaral úspěšný crowd-
sourcingově sponozorvaný projekt Oculus Rift. Jelikož byly při vývoji této práce
dostupné dvě doposud vydané verze, Oculus Rift DK1 a DK2, jsou zevrubně popsány
v následujících sekcích a jejich parametry jsou vypsané v tab. 2.3 na straně 35.
Existují i další alternativy vyvíjené jinými Ąrmami, jež využily znovuobnovení zájmu
o VR v komerční sféře. Ty jsou uvedeny v následujícím seznamu [8].
• Project Morpheus - Sony
• Gear VR - Samsung
• re Vive - HTC & Valve
• HoloLens - Microsoft
• VR One - Carl Zeiss
• Glyph - Avegant
• OSVR - Razer
• Cardboard - Google
2.4.1 Oculus Rift DK1
V prvním vývojovem kitu nalezneme headset s TFT displejem, propojený s krabič-
kou ovládacího modulu napevno připojeným kabelem. Ovládací modul obsahuje po
dvou tlačítkách pro změnu kontrastu a světelnosti a tlačítko pro zapnutí. Na zadní
straně modulu se nacházejí celkem 4 konektory:
• HDMI - pro propojení s PC - obrazový signál
• DVI - pro propojení s PC - obrazový signál
• USB - pro propojení s PC - signál akcelerometrů a ostatní data
• Power - připojení napájecího adaptéru 5V, 1000mA
Kromě kabelů a adaptéru jsou v soupravě obsaženy i tři páry čoček. Rozměrově
nejvyšší čočky jsou pro uživatele bez oční vady, nebo pro ty, kteří trpí dalekozrakostí.
Druhé dva páry čoček jsou určeny pro uživatele s různým stupněm krátkozrakosti.
Vzdálenost displeje s optickou soustavou od očí je nastavitelná otočnými boč-
ními šrouby. S displejem nastaveným do vzdálenější polohy je možné použít zároveň
i brýle. Vhledem ke snížení FOV a možnosti poškrábání optické soustavy je doporu-
čeno brýle neužívat a v případě krátkozrakosti raději využít vhodných párů čoček.
3 Počet stupňů volnosti je určen součtem základních 3 rotačních (yaw, pitch, roll) a 3 pohybových.
Jednotlivé stupně krční páteře nejsou uvažovány. 4 Při rozsahu 15°/s viz [54].
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Měření orientace hlavy
Oculus využívá inerciálních senzorů (gyroskopů, akcelerometrů a kompasu) pro zjiš-
tění směru natočení hlavy, jak je popsáno v článku [35]. Ve verzi DK1 nebyl dostupný
systém pro sledování pozice hlavy v prostoru.
Obr. 2.4: Oculus DK1: headset and control box
2.4.2 Oculus Rift DK2
Oproti první vývojové verzi je použito pro teleprezenci vhodnějšího AMOLED dis-
pleje s vyšším rozlišením a obnovovací frekvencí. Kromě inerciálního sledování ori-
entace hlavy byla přidána externí IR-kamera, která pokud snímá uživatele, zaručuje
poziční měření v prostoru. Žádná elektronika již není umístěna v samostatné kra-
bičce, ale vše se nachází přímo v headsetu a pro funkci není nutné ani separátní
napájecí adaptér. Není však již možnost posílat obrazová data přímo skrze kabel
typu DVI. Pro připojení a používání nyní slouží odnimatelný oculus-headset kabel,
který slučuje funkci HDMI a USB2.0 kabelu v jednom plášti. Na kabelu je navíc ve
vzdálenosti 30 cm od konce vedoucího do počítače umístěn malý modul pro připo-
jení synchronizačního 2.5mm jack-konektoru poziční kamery a druhý konektor pro
napájecí adaptér 5V, 1500mA, jenž umožňuje využít USB port umístěný přímo na
headsetu pro další USB-kompatibilní zařízení.
Balení obsahuje již pouze jeden pár výměnných čoček pro uživatele s dalekozra-
kostí.
Oproti předchozí vývojové verzi nabízí DK2 mimo jiné následující vylepšení:
• Vyšší rozlišení a obnovovací frekvence.
• Nízkoperzistentní OLED Display odstraňuje rozmazání pohybem a vibrace,
čímž výrazně zlepšuje kvalitu obrazu a předchází případným pocitům nevol-
nosti.
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• Přesné měření pozice pomocí externí kamery s rychlou odezvou umožňuje nově
sledování pohybů hlavy v prostoru.
• Vestavěný tester zpozdění nepřetržitě měří odezvy systému a tím napomáhá
optimalizaci předpovědi pohybu a snižuje zpoždění vnímané.
[33]
Poziční měření
Pro nedostatky Linuxového SDK se skupina lidí rozhodla zpětně analyzovat funkci
pozičního sledování hlavy headsetu DK2 [36]. Kamera, která je opatřená Ąltrem pro-
pouštějícím pouze infračervenou složku světla, zabírá prostor, ve kterém se nachází
uživatel s headsetem. Ten má na sobě pod plastovým obalem, jenž umožňuje prů-
chod IR záření, umístěnou matici IR světelných diod, které blikají určitou frekvencí.
Tato frekvence je v kameře detekována a slouží k rozpoznaní jednotlivých diod v
obrazu kamery. Tímto je možné snímat pozici hlavy v prostoru.
Zabudovaný měřič latence
Součástí headsetu DK2 je také elektronika pro automatické měření časového zpož-
dění mezi pohybem hlavy a upravením scény zobrazované na displeji tak, aby bylo
možné kopírovat novou orientaci (motion-to-photon). Jelikož je Oculus stále ve vý-
vojové fázi, ucelená dokumentace této části dosud není zveřejněna. Pro dostatečně
věrné podání přítomnosti musí být hodnota Ďzpoždění displejeŞ menší než 20ms[37].
2.5 Posouzení stupně přítomnosti
Ze všech smyslů, jež je nutné pro teleprezenční vnímání oklamat, je zrak pravděpo-
dobně tím nejsložitějším, jak je diskutováno v sekci 3 na straně 37. Avšak aby bylo
dosaženo plného ĎvnořeníŞ a pocitu absolutní prezence, je nutné ĎoklamatŞ i jiné
smysly. Sluch pomocí reproduktorů s prostorovým zvukem, hmat pomocí taktilních
zpětnovazebních kontrolérů, či obleků a čich s chutí pomocí chemických generátorů,
či zásobníků aromatických látek. Dalším problémem je lokomoce. Pokud není uživa-
telská část teleprezenčního systému mobilní, je nutné simulovat ubíhající terén pro
navození pocitu chůze či běhu. Pro měření výstupu operátora je také nutné zavést
kontroléry, jež by byly dostatečně přesné a zároveň neinvazivní, tedy aby člověk
nepoznal, zda je používá nebo ne.
5Gyroskop, Akcelerometr, Magnetometr
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Tab. 2.3: Přehled parametrů jednotlivých HMD
Název Oculus DK1 Oculus DK2
Datum uvedení 26-09-2012 14-07-2014
Cena (v době uvedení) 300 350 [$]
Obrazovka
Poměr stran 16:10 16:9
Plné rozlišení 1280×800 1920×1080 [px]
Rozlišení pro jedno oko 640×800 960×1080 [px]
Poměr stran pro 1 oko 4:5 8:9
Rozměry 7 5.7 [inch]
Hustota pixelů 216 388 [ppi]
Technologie TFT-LCD IPS AMOLED
Subpixelová technologie RGBG - Pentile
Obnovovací frekvence 60 75, 72, 60 [Hz]
Persistence - stálost 16 2, 3, full [ms]
Barevná hloubka 8 8 [bpch]
Rozhraní
Obrazový signál DVI, HDMI HDMI 1.4b
Ostatní USB 2.0 USB 2.0
FOV (Výhled, rozsah vidění Ű Field of Vision)
horizontální ~90 ~84 [°]
diagonální ~110 ~100 [°]
Inerciální senzory
G,A,M 5 ano ano
Vzorkovací frekvence 1 1 [kHz]
Sledování pozice
Kamera ne Near Infrared CMOS
infra-LED ne v přední části
Vzorkovací frekvence - 60 [Hz]
Další vybavení
Náhlavní sluchátka ne ano
Náhlavní kamera ne ne
Náhradní optické čočky 3 2 [páry]
Měřič odezvy ne ano
Další parametry
Váha headsetu 379 440 [g]
Kabel 1.8 (napevno) 3 [m]
DOF 3 6 [°]
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2.5.1 Stupnice ponoření do simulované přítomnosti
Protože nebyl nalezen žádný podobný přehled, byla, na základě částečné orientace
v problematice teleprezence, která byla získána během tvorby této práce, sestavena
stupnice ponoření se do simulované přítomnosti. Pořadí jednotlivých stupňů bylo
zvolenou dle předpokládaného chronologického vývoje.
1. stupeň: oklamání zraku. Uživatel si není vědom, nebo nevnímá, že se na svět dívá skrze
vizuální teleprezenční systém.
2. stupeň: průzkum. Uživatel může volně prozkoumávat prostor virtuálního světa pomocí
chůze, běhu nebo jiných pohybových úkonů.
3. stupeň: oklamání sluchu. Uživatel je schopný vnímat směr zdroje zvuku. Základní fy-
zikální zákonitosti zvuku jsou věrně simulovány (např. Dopplerův jev) a jeho
zvukové projekce interagují věrně s prostředím (ozvěna atp.)
4. stupeň: oklamání rukou. Uživatel je schopen manipulovat skrze kontroléry teleprezenč-
ního systému s hmotným prostředím tak, že si prakticky není vědom, že ma-
nipulace provádí skrze kontroléry, a ne přímou vazbou.
5. stupeň: oklamání hmatu. Na uživatele působí vnější síly způsobené objekty virtuální
reality tak, že není schopen rozpoznat, zda na něj mechanicky působí předmět
reálný nebo simulovaný.
6. stupeň: kompletní oklamání smyslů. Uživatel si žádným smyslem neuvědomuje, že vy-
užívá teleprezenční systém, necítí tím pádem potřebu hledat důkazy svědčící
o opaku.
7. stupeň: oklamání inteligence. Uživatel si je naprosto jistý, že vjem přítomnosti simu-
lovaný skrze teleprezenční systém je realitou. Není schopný detekovat že užívá
teleprezenční systém s využitím prostředků svého těla (končetiny atd.) dete-
kovat.
Jednotlivé stupně nejsou přesně vymezeny. Například ve stupni 2 není deĄno-
váno v jak členitém terénu se může operátor pohybovat, u stupně 5 chybí, v jakém
jsou simulované objekty skupenství. Stupnice nebyla sestavena za účelem posouzení
dnešních teleprezenčních zařízení, ale pouze za účelem přehledu možných milníků
budoucího vývoje teleprezenčních systémů.
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3 PARAMETRY VIZUÁLNÍ PERCEPCE ČLO-
VĚKA
K teleprezenčnímu pocitu přítomnosti pravděpodobně největším poměrem přispívá
lidské vidění. Skrze oči proudí nejrychlejší a největší tok informací z vnějšího pro-
středí. Celkový objem dat za jednotku času je přibližně 3Ö106bps [24].
3.1 Parametry lidského vidění
Tab. 3.1: Parametry pohybů lidské hlavy a očí dle [53], přehled všech zjištěných
parametrů hlavy v tab. 2.2 na straně 31
Oči
Průměr 24 mm
Pohyblivá hmotnost 7.5 g
Směr pravo levo nahoru dolů
FOV včetně pohybu, pro pravé oko 75 60 65 65 °
Rozsah pohybu oka 60 60 20 29 °
Maximální nekontrolovaná rychlost 500 °/s
Maximální kontrolovaná rychlost 400 °/s
Čas iniciace 200 ms
Hlava
Hmotnost 4.5 kg
Maximální kontrolovaná rychlost YAW 467 °/s
= 1.29 ot/s
Směr pravo levo nahoru dolů roll
Rozsah pohybu 79 79 61 60 40 °
Čas iniciace 250 ms
Kombinace
Směr Horizontální Vertikální
Binokulární vidění 125 135 °
Celkový rozhled 190 135 °
3.1.1 Oko a jeho části
Základní schéma bulvy oka vidíme na obr. 3.1 na následující straně. Skrze zornici,
jež svým měnitelným průměrem určuje množství světla, které se skrze zaostřovací
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čočku dostane na světločivou sítnici, která tvoří zadní stěnu vnitřního povrchu oka.
Obr. 3.1: Schematický diagram lidského oka [52]
Smyslový epitel povrchu sítnice je tvořen tyčinkami (bacilli), kterých má oko
průměrného člověka cca 130 milionů a čípky (coni), kterých má oko přibližně 7
milionů [21] [26].
3.1.2 Princip a typy vidění
Intenzita vnímaného obrazu je detekována tyčinkami, čípky se naopak starají o ba-
revný vjem. Na tyčinkách a čípcích dochází k chemické reakci, jež způsobí elektrický
impulz při dopadu viditelného světla. Tento signál je dále transportován optickým
nervem k dalšímu zpracování.
Fotopické (denní) vidění je zajištěno čípky. Při denním vidění vnímáme jas
od 100 cd/m a jsme schopni rozlišovat barvy. Adaptace na světlo je rychlá, v rozsahu
20-60 sekund. Vnímané vlnové délky se pohybují od 400-750nm s maximální citlivostí
pro zelenou barvu vlnové délky 555nm.
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Při skotopickém (nočním) vidění vnímáme pouze jasovou složku obrazu a k
vnímání přispívají prakticky pouze tyčinky. Jas dokážeme vnímat již od 10× 10⊗3 cd/m
a nejcitlivější jsme na modrou barvu vlnové délky 500 nm. Plná adaptace je dvou-
fázová a trvá 40 až 60 minut.
Mezopické (soumračné) vidění je stav, kdy k vizuálnímu vjemu přispívají
jak tyčinky, tak čípky [26].
Rozložení hustoty očního epitelu Hustota tyčinek není rovnoměrná, největší
koncentrace tyčinek i čípků je v prohlubni o průměru 3mm ve vrcholu optické osy
oka, která díky tomu poskytuje nejostřejší vidění. Tato oblast se nazývá fovea cen-
tralis (žlutá skvrna), avšak žluté barvy je pouze u oka mrtvého. Přibližně 4mm od
žluté skvrny se vyklenuje bělavé políčko o průměru 1.5mm, skrze něj ústí zrakový
nerv. Tato oblast se nazývá macula caeca a projevuje se jako fyziologická slepá
skvrna [21].
Stabilizovaný obraz na sítnici Rhodopsin, látka způsobující chemické reakce v
epitelu při zrakovém vjemu, musí být po elektrickém vybuzení znovu doplněna. To
způsobuje jev, jenž při Ąxaci oka na statickou scénu způsobí po 1 až 3 sekundách
vymazání částí obrazu. K obnovení skutečného obrazu je potřeba přesunout obraz
na ploše 30-50 čípků pro trvalé vysílání signálů o obraze. Díky tomuto jevu, tedy ne-
vnímání zrakového podnětu s neměnnou polohou vůči sítnici, nevnímáme například
nehybné stíny sítnicových cév [21][25].
3.1.3 Pohyby oka
Jak bylo řečeno, obraz vnímaný na sítnici nesmí být nikdy v klidu, jinak by zanikl.
Fixační pohyby
Pokud je tedy oko Ąxováno na objekt nejsou oči nikdy v absolutním klidu a vyko-
návají 3 zakladní typy Ąxačních pohybů[21][27].
• Mikrokaskády (Ćicks) Nepravidelné rychlé pohyby oka o amplitudě 2-50′
a trvání 10-20ms.
• Klouzavé pohyby Pomalé pohyby oka při kterých se v průběhu 200msse
osa vychýlí o přibližně 6′, to odpovídá 10-15 čípkům.
• Oční třes (drifts, tremors) nebo též fyziologický nystagmus Je Ąxační
pohyb s nejmenší amplitudou 20-30′′ a vysokou frakvencí 70-90Hz. Funkční
význam očního třesu není znám.
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Velké oční pohyby
Pro sledování objektu ve scéně existují v oku následující pohyby[21][27][25][29]:
• Sakády (saccades) jsou volní nebo reĆexní pohyby vyšší rychlosti přímo
úměrné velikosti sakády. Trvají přibližně 150mss rychlostí 600 až 700 °/s. Mají
za úkol udržet obraz objektu zájmu ve žluté skvrně.
• Hladké sledovací pohyby (slow drifts, pursuits) mají taktéž za úkol
Ąxaci obrazu v žluté skvrně, ale jsou pomalejší (průměrně 15°/s), trvají při-
bližně 800msa jsou zpožděné oproti změně obrazu o 125 až 160ms. Projevují
se pouze pokud je rychlost pohybu obrazu objektu menší než 25-30°/s
• Torzní pohyb (rolling) [28] Je rotace oka kolem osy procházející žlutou
skvrnou a zornicí. Je nedobrovolný a nastává mimo jiné při pohybu krkem.
Vergenční systém
Pro správný vizuální stimul je nutné, aby se obraz v obou očích zobrazoval na
správné místo sítnice v závislosti na jeho vzdálenosti a zaostření oka. Systém, jenž
pomocí pohybů očí zaručuje, aby měly jejich optické osy správné směry, se nazývá
optokinetický (nebo též okulomotorický) vergenční reĆex. Tento systém například
natáčí oči k sobě při zaostřování Ďdo blízkaŞ [27][25]. Automatický protipohyb očí,
který se děje jako reĆexní následek otáčení hlavy detekovaný akcelerometrem vnitř-
ního ucha, nebo při Ąxaci na objekty ubíhající scény při pohybu pozorovatele, se
nazývá Nystagmus. Skládá se z plynulého hladkého sledovacího pohybu ve směru
ubíhající scény a z rychlého sakadického pohybu ve směru opačném pro Ąxaci na
nový bod [28].
Verengenční reĆex také způsobuje vestibulární nystagmus, kdy po například roz-
točení a zastavení se pozorovatele v otočném křesle, je jeho zrak ještě 20 až 40 sekund
unášen nystagmickým pohybem ve směru původní rotace.
3.1.4 Parametry oka
Rozlišovací schopnost oka
Prostorová Ďrozlišovací schopnost oka tzv. minimum separabile, je schopnost oka
rozlišit dva co nejblíže ležící bodyŞ [26]. Aby byly dva obrazy vnímány odděleně,
je nutné aby mezi nimi byl alespoň jeden čípek nezasažený obrazem ani jednoho z
nich. Z rozměru čípku a vzdálenosti od čočky lze vypočítat úhlovou vzdálenost ještě
rozlišitelných bodů, která u lidského oka činí 1′.
Jasová Rozlišovací schopnost v jasu má absolutní práh citlivosti 10⊗19 J, což od-
povídá energii jednoho jediného fotonu [26]. Ačkoliv energie fotonu umožní čípku
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nebo tyčince vybudit elektrický signál, je pravděpodobné, že při dalším zpracování
bude tato informace komprimována s ostatními, tedy i s šumem, a proto vědomě
detekovat okem jediný foton není prakticky možné.
Rozsah a rychlost očních pohybů
Rozsahy rychlostí jednotlivých pohybů jsou uvedeny v jejich výčtu v sekci 3.1.3 na
straně 39. Pro jejich měření se využívají následující metody:
• ElektrookulograĄe s rozlišovací schopností 1-2°- dostatečně citlivá na sle-
dovací pohyby - například [29].
• Kontaktní čočka a zrcátko s nejvyšší přesností 1′.
• VideookulograĄe tehdy, když je oko snímáno kamerou a v obrazu je dete-
kována změna polohy zornice.
3.1.5 Zorné pole
Zorným polem (FOV) označujeme část pohledu vnímanou při Ąxaci očí přímo vpřed.
Nejširší je zevně (do stran) 90°. Nahoře i dole bývá zpravidla zorné pole přibližně
60°. Nazálně, tedy směrem k nosu, to závisí na výšce nosního hřbetu 50°[21].
3.1.6 Interpupilární vzdálenost
Pupilární vzdálenost (IPD) je vzdáleností středů zornic a má průměrnou hodnotu
65mm u mužů a 62 mm u žen [21].
3.2 Binokulární vidění
Zorná pole obou očí se překrývají a tím umožňují stereopsii, tedy binokulární vní-
mání hloubky.
3.2.1 Monokulární mechanizmy trojrozměrného vnímání pro-
storu
Existují však i další způsoby prostorového vidění, které nevyžadují protnutí zorných
polí očí. Některé z nich využívají pro prostorové vidění zvířata, například ptáci [21].
• Zraková zkušenost
Dle detekce typu objektu je mu přiřazena relativní velikost ve scéně. Například
rozlišení velikosti velblouda a jehly.
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• Lineární perspektiva
Detekcí sbíhání lineárních objektů ve scéně do úběžníku, může být vnímána
vzdálenost.
• Překrývání objektů
Objekty jež se ve scéně nachází dál budou překryty bližšími objekty.
• Změna barvy se vzdálenosti Vzdálenější objekty ztrácejí barvu, například
proto, protože z nich nepřichází dostatek světla vlivem útlumu v hmotném
prostředí.
• Rozložení stínů
Dle detekce směru a povahy zdroje světla můžeme usuzovat na relativní roz-
položení objektů vrhajících stíny ve scéně.
• Pohybová paralaxa
Při pohybu kupředu se blízké objekty pohybují do protisměru, vzdálené se
jeví, že se (relativně k nám) nehýbou, nebo že se (absolutně) hýbou naším
směrem. Pokud při jízdě vlakem zaostříme na statický objekt, například strom
v půlce louky, zdá se nám, že objekty ve scéně od stromu blíže k nám ubíhají
v protisměru, a naopak objekty za stromem se pohybují stejným směrem jako
my.
3.3 Vyšší stupně mechanizmu vidění
Po vyslání elektrického vzruchu ze sítnicového epitelu signál putuje optickým nervem
do očního kortexu, jenž pro mozek předzpracovává obrazové informace .
3.3.1 Oční kortex (visual cortex)
Vizuální kortex je složen z jednotlivých vrstev optických receptorů sloužících k roz-
poznávání základních obrazových charakteristik jako jsou hrany a čáry. Do jednotli-
vých vrstev jsou přivedeny signály z pravého a levého oka tak, že jednotlivé, na sebe
přilehlé vrstvy, dostávají signály střídavě z pravého a levého oka. Blízké body na
sousedících vrstvách potom odpovídají signálům z místa na sítnici, které odpovídá
průmětu stejného bodu objektu, na který jsou oči Ąxovány, jak je vidět na obrázku
obr. 3.2 na následující straně[30]. Díky tomu jsou už v tomto stupní realizovány
základní funkce stereoptického vidění.
3.4 Parametry pohybů lidské hlavy
Pohyby hlavy jsou limitovány zejména návazností lebky a jednotlivých krčních ob-
ratlů. Nejvíce k pohyblivosti hlavy přispívají poslední dva obratle: atlas (C1) a axis
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Obr. 3.2: Zobrazení cesty optického signálu z očí do vrstev vizuálního kortexu[30]
(C2), které se od ostatních obratlů liší svým tvarem [26]. Atlas a Axis svou odlišnou
stavbou umožňují širší pohyb lebky vůči tělu, než jsou tomu schopny ostatní krční
obratle, a proto jsou zodpovědné za umožnění kývání a pravolevé rozhlížení hlavy
[31].
Podrobný rozpis rozsahů pohybu umožněných jednotlivými krčními obratli je k
nalezení například v [56]. Pro účely této práce jsem se omezil na parametry pohybů
hlavy udávané v projektech vizuální teleprezence uvedených v tab. 2.2 na straně 31.
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3.5 Ověření parametrů lidské vizuální percepce
Pro orientační ověření parametrů pohybů hlavy byla provedena měření maximální
úhlové rychlosti a rozsahu kontrolovaných úhlů hlavy na dvou subjektech. Subjekty
byli ve věku 18 až 25 let. Subjekt 1 byla žena, subjekt 2 byl muž.
3.5.1 Měření maximální rychlosti [H1]
Popis měření
Subjekt byl usazen na pevnou neotáčecí židli s rovným zádovým opěradlem. S rov-
nými zády a stabilní polohou ramen otáčel subjekt co nejvyšší rychlostí hlavou z
jedné maximální polohy do druhé, a to ve třech základních rotačních směrech yaw,
pitch a roll.
Měřící aparatura
Subjekt měl pevně nasazenou čepici na níž byl připevněn gyroskop LY530, jehož
charakteristiky a parametry jsou popsány v tab. 6.2 na straně 91, v sekci 6.1.3 na
straně 89 a v sekcích následujících. Hmotnost gyroskopu a čepice byla zanedbatelná,
a proto nebyla uvažována.
Pro měření byl využit výstup OUT-Z, který dává nezesílený signál s rozsahem
±1200°, což by dle odborných zdrojů (viz tab. 3.1 na straně 37) mělo postihnout
rychlost hlavy bez saturace. Mezi jednotlivými měřenými osami byl gyroskop na
hlavě umísťován tak, aby měřil danou rotaci.
Postup měření
Signál z gyroskopu byl přiveden na osciloskop UNI-T (viz [59]). Po pohybu hlavou na
obě strany byl průběh signálu na osciloskopu zastaven a pomocí volby Measure byla
odečtena maximální a minimální hodnota napětí. Bez rotace bylo potom odečteno
klidové napětí, které činilo 608mV. Pro každý směr bylo měřeno 10 maximálních a
10 minimální hodnot úhlové rychlosti.
Výpočet měření
OOd maximálního a minimálního napětí bylo odečteno napětí klidové a výsledná
delta napětí byla převedena, dle charakteristiky gyroskopu, na úhlovou rychlost.




Pro nejistotu typu [b] byla zvolena hodnota 16mV, dle normálního rozdělení
pravděpodobnosti podělena 2. Tato hodnota byla minimální změnou napětí na da-
ném rozsahu. Další chyby nebyly uvažovány, jelikož nejistota typu [a], tedy rozptyl,
dosahoval vysokých hodnot (relativně 10% k průměrné hodnotě měření).
Výsledná vypočtená úhlová rychlost pro oba směry v každé jedné ose je uvedena
pod tabulkou každého subjektu a je vypočtena průměrem obou hodnot s maximální
vypočtenou rozšířenou nejistotou. Výsledná vypočtená úhlová rychlost pro jednu
rotaci ze všech subjektů je počítána stejně - tedy průměrem ze všech výsledků pro
jednu rotaci a maximální rozšířenou nejistotou.
Výsledky měření
Naměřené hodnoty a výpočty můžeme vidět v tab. 3.2, tab. 3.3 na následující straně
a tab. 3.4 na následující straně. Výsledné hodnoty úhlových rychlostí zprůměrova-
ných jsou následující:
æ��� = (424± 90)°/s
æ����ℎ = (350± 70)°/s
æ���� = (240± 70)°/s
Tab. 3.2: Měření rychlosti hlavy v ose rotace Yaw
Yaw č.m. �min �max �pravo �levo pravo levo
subjekt # [mV] [mV] [mV] [mV]
A 1 184 1030 424 -422 �max,1 16 16 [mV]
žena 2 208 1100 400 -492 rozdělení normalní normalní
3 264 1090 344 -482 �B(�) 8 8 [mV]
4 264 1140 344 -532 �A(�) 100 97 [mV]
5 80 1240 528 -632 �C(�) 100 97 [mV]
6 64 1180 544 -572 ÛU 486 -552 [mV]
7 88 1030 520 -422 �C(æ) 83 81 [°/s]
�klid 8 0 1280 608 -672 rozložení normální P = 68%
[mV] 9 16 1290 592 -682 �(æ) 83 81 [°/s]
608 10 48 1220 560 -612 æ 404 -458 [°/s]
æyaw,A 431 83 [°/s]
B 1 224 1020 384 -412 �max,1 16 16 [mV]
muž 2 112 1150 496 -542 rozdělení normalni normalni
3 56 1130 552 -522 �B(�) 8 8 [mV]
4 64 1140 544 -532 �A(�) 54 38 [mV]
5 72 1110 536 -502 �C(�) 54 39 [mV]
6 80 1100 528 -492 ÛU 498 -509 [mV]
7 136 1140 472 -532 �Cæ 45 32 [°/s]
�klid 8 72 1140 536 -532 rozložení normální P = 68%
[mV] 9 120 1130 488 -522 �(æ) 45 32 [°/s]
608 10 168 1110 440 -502 æ 413 -422 [°/s]
æyaw,B 418 45 [°/s]
æyaw = (424∘ 90)°/s
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Tab. 3.3: Měření rychlosti hlavy v ose rotace Pitch
Pitch č.m. �min �max �dolu �nahoru dolu nahoru
subjekt # [mV] [mV] [mV] [mV]
A 1 264 976 344 -368 �max,1 16 16 [mV]
žena 2 288 976 320 -368 rozdělení normalni normalni
3 256 1000 352 -392 �B(�) 8 8 [mV]
4 160 1000 448 -392 �A(�) 74 37 [mV]
5 160 1050 448 -442 �C(�) 75 38 [mV]
6 112 1080 496 -472 ÛU 401 -409 [mV]
7 184 976 424 -368 �C(æ) 62 31 [°/s]
�klid 8 184 1050 424 -442 rozložení normální P = 68%
[mV] 9 336 1040 272 -432 �(æ) 62 31 [°/s]
608 10 128 1020 480 -412 æ 333 -339 [°/s]
æpitch,A 336 62 [°/s]
B 1 120 1020 496 -404 �max,1 16 16 [mV]
muž 2 160 1010 456 -394 rozdělení normalni normalni
3 232 1020 384 -404 �B(�) 8 8 [mV]
4 160 1050 456 -434 �A(�) 47 25 [mV]
5 168 1020 448 -404 �C(�) 48 27 [mV]
6 216 1020 400 -404 ÛU 457 -421 [mV]
7 176 1080 440 -464 �Cæ 39 22 [°/s]
�klid 8 88 1070 528 -454 rozložení normální P = 68%
[mV] 9 176 1060 440 -444 �(æ) 39 22 [°/s]
616 10 96 1020 520 -404 æ 379 -349 [°/s]
æpitch,B 364 39 [°/s]
æpitch = (350∘ 70)°/s
Tab. 3.4: Měření rychlosti hlavy v ose rotace Roll
Roll č.m. �min �max �pravýúklon �levýúklon doprava uklon doleva uklon
subjekt # [mV] [mV] [mV] [mV]
A 1 256 944 360 -328 �max,1 16 16 [mV]
žena 2 296 896 320 -280 rozdělení normalni normalni
3 408 920 208 -304 �B(�) 8 8 [mV]
4 400 952 216 -336 �A(�) 78 32 [mV]
5 304 912 312 -296 �C(�) 78 33 [mV]
6 368 896 248 -280 ÛU 260 -306 [mV]
7 288 864 328 -248 �C(æ) 65 27 [°/s]
�klid 8 392 920 224 -304 rozložení normální P = 68%
[mV] 9 328 960 288 -344 �(æ) 65 27 [°/s]
616 10 520 960 96 -344 æ 216 -254 [°/s]
æroll,A 235 65 [°/s]
B 1 312 896 304 -280 �max,1 16 16 [mV]
muž 2 328 832 288 -216 rozdělení normalni normalni
3 296 936 320 -320 �B(�) 8 8 [mV]
4 224 984 392 -368 �A(�) 47 40 [mV]
5 360 904 256 -288 �C(�) 48 40 [mV]
6 344 904 272 -288 ÛU 286 -292 [mV]
7 320 920 296 -304 �Cæ 40 34 [°/s]
�klid 8 360 920 256 -304 rozložení normální P = 68%
[mV] 9 392 872 224 -256 �(æ) 40 34 [°/s]
616 10 368 912 248 -296 æ 237 -242 [°/s]
æroll,B 240 40 [°/s]
æroll = (240∘ 70)°/s
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3.5.2 Měření kontrolovatelného rozsahu rotace hlavy [H2]
Popis měření
Subjekt byl usazen na pevnou neotáčecí židli s rovným zádovým opěradlem. S rov-
nými zády a stabilní polohou ramen otáčel subjekt normální rychlostí hlavou z jedné
maximální polohy do druhé, a to ve třech základních rotačních směrech yaw, pitch
a roll, kdy na konci každého otočení setrval pro odečtení měřených hodnot.
Měřící aparatura a postup
Subjekt měl nasazen headset Oculus Rift DK2. V teleprezenční aplikaci EyeOut byl
před každým měřením vycentrován úhel yaw pro přímý pohled, aby dával hodnotu
0°, poté byly v maximálních rotacích hlavy do základních směrů (s rovnými zády a
bez pohybu ramen) odečteny úhly udávané inerciálními senzory Oculu skrze aplikaci
EyeOut. Pro každý z šesti směrů bylo odečteno 10 hodnot pro každý subjekt.
Výpočet měření
Pro nejistotu typu [b] byla maximální dílčí chyba 2° dle normálního rozdělení
podělena dvěma. Tato hodnota byla přibližnou chybou při odečtu úhlu, jenž nebyl
v krajních polohách stálý.
Výsledky měření
Naměřené a vypočtené výsledky jsou v tab. 3.5 na následující straně, a samotné
závěrečné výsledky se správným zaokrouhlením v tab. 3.6 na následující straně.
Je nutné podotknout, že subjekt 2 se v poslední době nevěnuje sportům, proto
jsou také rozsahy jeho maximálních úhlů menší než jsou průměrné hodnotytab. 3.1
na straně 37.
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Tab. 3.5: Měření úhlu maximálního otečení hlavy ve směrech rotací yaw, pitch a roll
Yaw Pitch Roll
doprava doleva dolu nahoru levý úklon pravý úklon
i Ði Ði Ði Ði Ði Ði
# [°] [°] [°] [°] [°] [°]
1 98 -93 -79 -60 55 -53 ������1 2 [°]
2 90 -94 -84 -68 60 -58 rozdělení normální
3 99 -94 -82 -62 60 -54 �BÐ 1
4 96 -94 -82 -69 54 -58 Rozšířená
5 91 -94 -80 -71 59 -57 rozdělení normální
6 89 -83 -83 -68 61 -60 P 95 [%]
7 80 -80 -83 -68 58 -55
8 82 -80 -76 -68 59 -60
9 84 -86 -81 -66 54 -59
10 79 -93 -82 -63 58 -60
�A(Ði) 7.4 6.2 2.3 3.5 2.6 2.6
�C(Ði) 7.5 6.3 2.6 3.6 2.8 2.8
�(Ði) 15 13 5 7 6 6
Ûαi 89.0 -89.2 -81.2 -66.3 57.8 -57.4
1 56 -54 64 -46 33 -34
2 60 -61 68 -48 36 -33
3 60 -62 66 -45 37 -34
4 57 -63 69 -47 36 -34
5 56 -56 70 -41 37 -35
6 64 -64 72 -44 37 -34
7 59 -58 70 -45 36 -33
8 60 -65 71 -46 34 -35
9 60 -58 73 -47 37 -33
10 62 -55 74 -47 35 -33
�A(Ði) 2.5 3.9 3.1 2.0 1.4 0.8
�C(Ði) 2.7 4.0 3.3 2.2 1.7 1.3
�(Ði) 5 8 7 4 3 3
Ûαi 59.4 -59.6 69.7 -45.6 35.8 -33.8
Tab. 3.6: Měření maximálního úhlu otočení hlavy
č. Subjektu 1 2
pohlaví žena muž
P 95 % 95 %
Ð��ě� Ð��ě�
směr [°] [°]
doprava 89± 15 60± 5
doleva 89± 13 61± 8
dolu 81± 5 70± 7
nahoru 66± 7 46± 4
levý úklon 58± 6) 36± 3




Po konzultaci s vedoucím práce byly objednány 3 kusy servo-motorů Dynamixel MX-
64AR, viz sekce 4.1, spolu s konstrukčními prvky umožňujícími sestavit robotické
rameno se třemi stupni volnosti, viz sekce 4.2. Dále byla zakoupena kamera Basler
řady ace (skece 4.3) spolu s optikou Kowa. Pro vývoj byly k dispozici HMD Oculus
Rift verze DK1 a DK2 (sekce 4.5).
4.1 Servomotor
Po konzultaci s vedoucím práce byly vybrány servomotory Dynamixel korejské Ąrmy
ROBOTIS řady MX-64AR s hliníkovými bočními proĄly pro rovnoměrnou disipaci
akumulovaného tepla. Jsou střední cestou (viz obr. A.3 na straně 132) mezi dosta-
tečným momentem a rychlostí a kvalitním kompromisem mezi cenou a parametry.
Jejich úhlová rychlost 1.050 ot/s (viz tab. A.2 na straně 130) je srovnatelná s úhlovou
rychlostí hlavy 1.29 ot/s (viz tab. 3.1 na straně 37).
Servomotor je opatřen mikrokontrolérem STM32 Cortex M3 pro nastavení pra-
covních parametrů, obsluhu komunikačního protokolu linky RS-485 2.0 a ovládání
regulační elektroniky zprostředkovávající zpětnovazební kaskádní PID regulaci rych-
losti, polohy a proudu vnitřního motoru Maxon RE-MAX.
Konstrukce motoru je navržena tak, aby bylo možné motory propojovat do ši-
roké škály sestav pomocí mnoha typů propojovacích dílů. Spolu s kvalitní kovovou
převodovkou do pomala s převodovým poměrem 1 : 200, zaručuje přesnou funkci
i dvanácti bitový bezkontaktní absolutní enkodér polohy. To umožňuje motoru do-
sáhnout regulovatelného kroku 0.088° v rozsahu (0 ∼ 360)°, nebo je možné motor
přepnout do módu bez regulace polohy, pouze s regulací úhlové rychlosti (enldess-
turn).
Motory Dynamixel jsou využívány v mnoha projektech ať už komerčních či ote-
vřených, některé příklady lze vidět v tab. A.1 na straně 129
Motory jsou ovládány z počítače zasíláním instrukčních paketů po sériové lince.
Hardwarová realizace převodníku USB na RS485 je obstarána skrze převodník s čipy
FT232RL a 75176 (náhrada MAX485), jež byly v rámci práce osazeny a oživeny na
DPS zapůjčené z ÚAMT.
Motory jsou ovládány z počítače zasíláním instrukčních paketů po sériové lince.
Hardwarová realizace převodníku USB na RS485 je obstarána skrze převodník s čipy
FT232RL a 75176 (náhrada MAX485), jež byl v rámci práce osazen a oživen na DPS
zapůjčené z ÚAMT.
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Obr. 4.1: Motor Dynamixel MX-64AR, převzato z [60]
4.2 Robotické rameno
Se třemi motory byly realizovány základní 3 stupně volnosti modelu hlavy: yaw,
pitch a roll (viz sekci na straně 15).
Robotické rameno je sestaveno ze servomotorů propojující motory s dalšími díly
tak, aby průměty do půdorysu všech tří os procházely jedním bodem. To zjedno-
dušuje výpočty při ovládání. Zároveň jsou spodní dva motory orientovány na výšku
tak, aby bylo dosaženo maximálního možného rozsahu v rotaci ukotveného vyššího
stupně.
Zvolené pořadí jednotlivých os motorů respektuje úhlové rychlosti pohybů hlavy,
respektive nejčastější viz tab. 3.1 na straně 37.
Nejrychlejší a nejfrekventovanější pohyb hlavy je pravolevé rozhlížení, a proto je
motor s vertikální osou v základní poloze ramene umístěn jako poslední - nejvyšší
článek řetězce. Naopak první motor (směrem od podložky) servoramene musí pře-
konávat veškerý moment setrvačnosti zbytku ramene, Osa prvního motoru je volena
tak, aby motor otáčel zbytkem ramene v základním pohledu kamery v rotaci roll,
která má zároveň nejnižší rozsah pohybu 40°. Střední motor ramene tedy v základní
pozici kamery odpovídá kývání hlavy (pitch).
Samozřejmě pokud je spuštěna teleprezence a uživatel se otočí o 90° doleva,
nastavované úhly pro natočení osy pitch a roll už neodpovídají zmíněným moto-
rům, respektive funkce motorů se ĎprohodíŞ. Při pohledu vlevo bude střední motor
obstarávat rotaci hlavy roll a nejnižší bude umožňovat kývání hlavy (pitch).
4.2.1 Ukotvení ramene k podložce
Původní upevnění spodního motoru přímo na desku bylo po připevnění kamery
nevyhovující z hlediska přesahu kamerového kabelu až pod úroveň desky, jež by
způsobovala nadměrné namáhání a v krajních polohách až možnou destrukci ukot-
vení micro-USB 3.0 kabelu. Proto bylo celé rameno umístěno na vyvýšenou pod-
50
stavu, která byla přizpůsobena nastaveným rozsahům pohybu jednotlivých motorů,
viz sekci 5.9.2 na straně 72.


































Střed CMOS snímače v kameře
Střed vykreslované plochy textury
Těžiště kamery s objektivem
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Obr. 4.2: Kótované znázornění robotického ramene s kamerou v jednotkách mm
4.2.2 Bezpečnost a ochrana zdraví při používání zařízení
EyeOut
Výstražné symboly
Jelikož by robotické rameno při spuštěné teleprezenci mohlo být nebezpečné svému
okolí, byly vytvořeny výstražné tabulky ĎPozor - samočinný strojŞ, viz obr. A.6
na straně 134 a ĎRobotické rameno, Dodržujte vzdálenost!Ş, viz obr. A.4.1 na
straně 133, ve vektorovém formátu programu Inkscape. Pro bezpečnostní znamení
na zařízení jsou doporučeny i další výstražné tabulky ĎNebezpečí stisku rukyŞ,
ĎNebezpečí úrazuŞ a ĎPozor nebezpečí úrazu pohybující se částíŞ dostupné v sekci A.4
na straně 133.
Dále byla navržena tabulka se základními pokyny pro užívání teleprezenčního
zařízení, viz tab. A.4 na straně 135.
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Bezpečná vzdálenost
Pokud bude někdy v budoucnu rameno umístěno na stabilním pracovišti, je na-
vrženo, aby byla podkladová deska dostatečně dimenzována tak, aby na ní mohl
být viditelně vyznačen půdorys dosahové vzdálenosti teleprezenčního zařízení. Viz
nákres obr. A.8 na straně 134.
Kabeláž
Přívodní dráty datové komunikace a napájení motorů spolu s USB kabelem kamery
byly připevněny k podstavě tak, aby bylo zamezeno potencionálním nebezpečným
kontaktům s okolím.
4.3 Kamera
Použitá vysokorychlostní kamera Ąrmy Basler aceA2040-90uc s rozlišením 2040 ×
2046px poskytuje skrze USB 3.0 rozhraní až dvanácti bitovou hloubku barev.
Barevné sub-pixely formátu Bayer BG jsou na CMOS senzoru kamery uspořá-
dány ve stylu Bayerova Ąltru, tedy 2 zelené pixely na každý červený a modrý pixel.
Toto rozdělení věrněji imituje vyšší citlivost lidského oka na zelené odstíny barev viz
v sekci 3.1.2 na straně 38. Jednotlivé pixely jsou na senzoru rozmístěny v Bayerově
uspořádání, jak je vidět na obr. 4.3.
Obr. 4.3: Bayerovo uspořádání barevných pixelů, převzato z [67]
Všechny parametry kamery jsou vypsány v tab. A.3 na straně 131.
4.3.1 Nastavene parametry kamery
Při měřeních a používání teleprezenčního zařízení uvnitř bylo vždy nastaveno nej-
vyšší možné rozlišení. Expoziční doba byla ve vnitřních prostorách nastavena na
hodnotu 10ms, pokud není uvedeno jinak.
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4.3.2 Objektiv
Na kameru byl vybrán a nakoupen ze stránek kamer Basler kompatibilní objektiv
Ąrmy Kowa, jenž má z nabízených optik nejnižší ohniskovou vzdálenost (1.8mm)





Obr. 4.4: Objektiv pro kameru Basler Ąrmy Kowa [65]
4.4 Propojení kamery a ramene
V programu Blender byl navržen model nástavce pro ukotvení kamery k hřídeli
motoru tak, aby změřené těžiště kamery s objektivem leželo přímo v ose otáčení
motoru. Tím je minimalizován moment setrvačnosti působící na hřídel motoru, je
tedy snížen nutný moment, jenž motor musí vyvinout k otáčení kamery. Plastová
čtvercová podložka s dírami v rozích je přišroubována k hřídeli a vytištěný nástavec
je přišroubován ke kameře. Oba tyto kusy jsou sešroubovány k sobě šrouby M3 s po-
užitím gumových podložek, které mohou napomoci případnému tlumení motorových
nárazů.
Model byl navržen tak, aby bylo možné uvolnit kamerové šrouby, aniž by se
musely oba díly rozpojovat, viz obr. A.3.1 na straně 133. Po demontáži kamery se
může odšroubovat středový šroub hřídele motoru a vyjmout celý kamerový nástavec
spolu s přišroubovaným hřídelovým nástavcem, tak jak je vidět na obr. A.3.1 na
straně 133.
Materiál nástavce je PLA a byl vytištěn na 3D tiskárně REBEL II tryskou
0.4mm, pro dostatečnou pevnost s výplní 50%. Podstavec je vyrobený pro pou-
žití objektivu Kowa, pokud by byl využit jiný, nemusel by se do nástavce vlézt,
popřípadě by společné těžiště neleželo v ose motoru, což by způsobovalo nadměrné
namáhání hřídele. Rozměry jsou viditelné na obr. 4.6 na následující straně. Kótování
polohy děr není zobrazeno, jelikož odpovídá dokumentaci kamery.
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Obr. 4.6: Nadhled modelu nástavece v jednotkách mm
4.5 HMD Oculus Rift
Při vývoji byly používány headsety Oculus Rift DK1 a Oculus Rift DK2. Tyto vý-
vojová stádia Ďhelem virtuální realityŞ z roku 2012 a 2014 jsou velkým pokrokem v
porovnání s lety dřívějšími, kdy výroba displejů s danými parametry a váhou nebyla
prakticky možná, respektive nerentabilní pro širokou produkci[9], Jelikož se stále
jedná o Development Kity tedy verze pro vývojáře, jsou některé parametry HMD
dosud nedostatečné pro standardní komerční využití např. v domácnostech. Para-
metry headsetů a jejich popisy jsou uvedeny v tab. 2.3 na straně 35 a v sekci 2.4.1
na straně 32.
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4.6 Celkové zapojení teleprezenčního systému
Z obrázku 4.7 jsou patrné datové a napájecí toky teleprezenčního systému. Oculus
kamera pro poziční sledování nakonec využita nebyla, jelikož samotná orientace
hlavy má 3 stupně volnosti a rameno nám umožňuje pohyb ve třech osách. S danou
soustavou je tak nemožné s danou sestavou nastavovat kameře další 3 stupně volnosti
pozice hlavy v prostoru. Teoretické využití má pozice hlavy v teleprezenční aplikaci,













































PIN2 - VDD (12-24)V
PIN3 - DATA







Basler acA2040 - 90uc
3x Dynamixel MX-64AR
cam = min usb3.0
Obr. 4.7: Celkové zapojení hardwareové části teleprezenčního systému EyeOut
Inventář teleprezenčního systému EyeOut je spolu s potřebnými prostředky uve-
den v tab. 4.1 na následující straně.
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Tab. 4.1: Inventář potřebné techniky pro teleprezenční systém EyeOut




1 - Převodník USB ⇒RS485
1 - Oculus datakabel [ks]
1 Ű Klávesnice
1 - Myš
1 - Oculus kamera
USB 2.0 (celkem) 2 (+ 3)
USB 3.0 1 Ű Basler
GraĄcká karta DirectX 11 (doporučeno)
HDMI Oculus Rift HDMI Ű HDMI
Jiný graĄcký port Monitor
Další přístroje
Převodník USB do RS485 Prodlužka USB
Stejnosměrný zdroj (Molex PC 12V)
Napětí 12 V
Proud (max) 12 A
Kamera Basler ac A2040-90uc USB 3.0 Ű microUSB 3.0
Objektiv Kowa f6mm F1.8
Servorameno motor ⇒12V, RS485
Motory 3 - Dynamixel MX-64AR [ks] kabely na propojení motorů
Nástavec na kameru
Podložka
Pevnící svorka 1 ≍ 2 [ks]
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5 TELEPREZENČNÍ APLIKACE EYEOUT
Aplikace je napsána s využitím .NETFrameworku 4.5 v jazyce C#. Pro psaní zdro-
jového kódu bylo využito prostředí Microsoft Visual Studio 2012. Z hlediska uži-
vatelského rozhraní aplikace obsahuje část pro nastavování parametrů jednotlivých
komponent, tedy GUI, které je napsáno za pomoci systému WPF. Díky tomu je
GUI snadno rozšiřitelné skrze soubor XAML, jenž deĄnuje celý uživatelský kon-
text, včetně jednoduchých i složitých vazeb mezi prvky (binding), v jednom souboru
strukturovaném ve formátu podobném XML.
Druhou částí aplikace je 3D scéna zprostředkovávající vlastní vizuální telepre-
zenci.
Komentáře v kódu jsou napsány v angličtině, stejně jako graĄcké uživatelské
rozhraní, a to kvůli tomu, aby byl použitý jazyk aplikace jednotný a srozumitelný i
pro případné zahraniční uživatele, studenty atp.
5.1 Využité prostředky jazyka C#
V této sekci jsou popsány některé v programu opakovaně používané prostředky ja-
zyka C#, které jsou také popsány například v [32].
ObservableCollection je kolekce jako například List, která navíc obsahuje au-
tomatické zasílání eventů rozhraní INotifyPropertyChanged, jež umožňuje automa-
tické aktualizace bindovaných GUI a jiných elementů.
Singleton je způsob návrhu konstruktoru třídy tak, aby byla instanciována pouze
jednou při prvním volání, při dalších použitích je potom předáván odkaz na onu
jedinou instanci.
Lock neboli zámek je formou mutexu pro bezpečné vícevláknové sdílení datových
prostředků. V rámci celé aplikace jsou využívány locky na místech, kde by mohlo
dojít k současnému čtení a zápisu více vláken z jednoho datového prostředku.
Pro názvy GUI elementů jsou užívány běžné anglické výrazy, jež je možné najít
na stránkách podpory Microsoft [70].
5.2 Využité knihovny a SDK pro vykreslování scény
Pro vykreslování scény v prostředí C# bylo využito wrapperu DirectX graĄcké
knihovny. Managed DirectX (MDX) poprvé vydané v roce 2002 [72], které bylo
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původním oĄciálním wrapperem DirectX pro .NET, bylo v roce 2004 vystřídáno
projektem XNA Game Studio Express [73]. Od 31. ledna 2013 přestalo být XNA
aktivně vyvíjeno, a tudíž není podporováno v novém prostředí ĎMetroŞ operačního
systému Windows 8. Pro využití nejnovějších technologií DirectX a pro podporu do
budoucna se tedy nabízely níže uvedené alternativy.
5.2.1 C# frameworky pro vývoj 3D aplikací
Unity [75] vývojové prostředí pro vytváření multiplatformních 2D i 3D her je
kompletním prostředím poskytujícím ĎvšeŞ, co potřebuje herní vývojář při práci:
od nahrávání a editace 3D modelů, textur a audio souborů či fyzikálních modelů, až
po připravené třídy pro herní mechanizmy a vykreslovací struktury pro vykreslování
skrze Direct3D i OpenGL a jiné graĄcké knihovny.
Přestože licence platící pro nově vydanou verzi 5.0 umožňuje i využití zdarma,
pokud nepřesáhnou roční komerční či nekomerční výdělky za vyvinutý software sumu
sto tisíc amerických dolarů, nebylo Unity použito, protože existují vhodnější alter-
nativy s licencí plně otevřenou.
MonoGame [76] Open Source implementace Microsoft XNA 4 Frameworku umož-
ňuje multiplatformní vývoj graĄckých aplikací a her. Tato knihovna byla vyzkoušena,
ale její využití bylo posléze zavrhnuto ve prospěch níže zmíněného frameworku.
SharpDX.Toolkit [78] je API knihovna pro vývoj herních a jiných graĄckých
aplikací postihující běžné úkony jako načítání textur, modelů a audia, herní a vy-
kreslovací smyčku atd. Pro vykreslování je zde využita knihovna SharpDX. Toto
prostředí bylo nakonec zvoleno kvůli freeware MIT licenci (stejná jako SharpDX),
jednoduchosti použití a rychlosti používaného Managed wrapperu pro DirectX - více
v sekci 5.2.2 na následující straně.
5.2.2 GraĄcké C#wrappery
Media Foundation je infrastruktura pro digitální média pod OS Windows [74].
Ačkoliv umožňuje zobrazení snímků z kamery, není vhodná z důvodu nemožnosti
propojení s Oculus SDK. Navíc podporuje pouze ainní transformaci videa a ne-
podporuje vykreslování 3D scény skrze knihovnu Direct3D.
DirectX C#wrappery
Pro vykreslování skrze Direct3D v managed C# kódu jsou dva nejpoužívanější pro-
jekty SlimDX a SharpDX.
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SlimDX [77] je free vývojový systém pro vytváření DirectX aplikací s pomocí
.NET technologií. Je licencován MIT open source licencí, ale poslední vývoj na jeho
repozitáři byl v lednu roku 2012, od této doby nebyla vydána žádná nová verze.
SharpDX [78] je aktivně vyvíjené knihovna poskytující nejnovější DirectX a mul-
timediální API v prostředí .NET technologií. Je přeložitelná pro oběh hlavních CPU
architekturách (x86 i x64) v prostředí nativního .NETu nebo v Mono [83]. SharpDX
podporuje nové verze i.e DirectX 11.2 a platformy Windows 8.1. Jeho licence je také
MIT, tedy open source. Dle benchmarku [82] (2011) vyšel z možných variant jako
nejrychlejší. Oproti nativnímu C++DirectX buildu má pouze 1.5 násobný rychlostní
hendikep. Testovaná verze SharpDX 1.3 už byla nahrazena novější verzí 2.6.2, jež je v
tomto projektu používána. Dne 1. 4. 2015 byla uvolněna alpha verze SharpDX 3.0.0,
která přidává podporu Direct3D12, tato verze však není do programu zapracována.
Z benchmarku také vychází, že při propojení SharpDX vykreslování s framewor-
kem MonoGame byl výkon horší, a to s rychlostním hendikepem circa 6 oproti na-
tivnímu C++DirectX buildu. Protože byl benchmark měřen s verzí MonoGame 2.1 a
k dispozici je dnes verze 3.4, byla vytvořena pokusná aplikace vykreslující SharpDX
scénu v MonoGame. Avšak při dalším kroku, kdy se měla scéna Ďpromítnout na
displej OculuŞ, se nepodařilo skloubit funkci třetího potřebného elementu, a to sice
wrapperu pro knihovnu libOVR z SDK Oculus.
Stejně tak byla na základě tutoriálů Rastertek přepsaných pro SharpDX [81] se-
stavena zkušební aplikace se základními graĄckými prostředky postačujícímu pro vý-
voj teleprezenční aplikace (načítání textur, výpis textu atd.) bez SharpDX.Toolkitu.
Avšak nastavení pro vykreslování pomocí Oculus SDK skrze SharpOVR se nepoda-
řilo napsat tak aby běželo ani po opakovaných pokusech.
Základní nastavení pro vykreslování skrze SharpDX, SharpDX.Toolkit a Shar-
pOVR vychází z tutoriálu Erica Vogela [89]. Zkušenosti se SharpDX a jeho Toolkitem
byly získány z originálních examplů z oĄciálního repozitáře SharpDX [79] a dále ze
série DirectX tutoriálů Rasterteku přepsaných do jazyka C# [81].
Ve verzi SharpDX 3 (1. 4. 2015) bylo od vývoje Toolkitu upuštěno a bylo do-
poručeno použít nově vzniklý projekt Paradox Game Engine. Tato skutečnost je
diskutována v závěru práce v sekci 7.2.4 na straně 111.
5.2.3 Oculus SDK
Pro inicializaci HMD, vyčítání dat o orientaci a pozici hlavy a aktualizaci displeje
headsetu je nutné použít funkci knihovny libOVR z Oculus SDK. Knihovna stále
nemá verzi 1.0, jedná se tedy o vývojovou řadu. V době výběru knihovny byla
nejvyšší dostupná verze 0.4.4. Ta podporovala DirectX 9, 10 i 11. Nejnovější verze
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0.5.0.1, jež vyšla 26. 3. 2015, zrušila podporu DirectX 10 a přestala vyvíjet podporu
DirectX 9. S nejnovější verzí je tedy možné vyvíjet pouze pro DirectX 11 a vyšší.
Jelikož je tato knihovna napsána pro jazyk C a C++, potřebujeme C# wrapper.
5.2.4 C#wrappery Oculus SDK
RiftDotNet [87] přestal být vyvíjen 10. 4. 2013.
OpenTK.Rift [88] byl naposledy aktualizován 10. 4. 2014.
OculusSharp [85] podporuje libOVR 0.4, ale přestal být vyvíjen v srpnu 2014,
jelikož jeho vývojář SebbyLive čeká na stabilnější verzi SDK.
OculusWrap [86] podporuje i OpenGL a dne 29. 4. 2015 podpořil nejnovější verzi
0.5.0.1. Není závislý na knihovně ShaprDX ani jiných.
SharpOVR [84] má vyšší stahovanost oproti OculusWrap knihovně. Je vyvíjen od
verze Oculus SDK 0.3.1 až po nejnovější podporu 0.5.0 (1. 5. 2015). V době vývoje
byla nejvyšší dostupnou verzí Oculus SDK 0.4.4, kterou SharpOVR podporoval.
Knihovna SharpOVR je vyvíjena Guy Godinem, jenž stojí za úspěšnou aplikací
Virtual Desktop. SharpOVR není navržen, aby využíval OpenGL podporovanou
Oculus SDK, využívá pouze DirectX, a to sice skrze SharpDX s minimální verzí 2.6.
Při rozhodování mezi OculusWrap a SharpOVR padla volba na SharpOVR, jeli-
kož dostupný SharpDX a SharpDX.Toolkit byli vhodně doplněny touto knihovnou.
Pod OculusWrap byla sprovozněna demo-scéna. Protože však knihovna nebyla na-
vázána přímo na nějaký framework vyššího stupně, musela by být napsána veškerá
mediální obsluha od začátku (načítání textur, modelů atp). To by však byla zbytečná
práce jelikož existují už jiné funkční framework knihovny, jež tyto funkce poskytují.
5.3 Další knihovny a SDK
5.3.1 Pylon SDK
Pylon SDK for Windows [71] je knihovna, balíček nástrojů a příkladů programového
kódu, jenž slouží jako rozhraní k široké škále kamer Basler a jiných. Podporuje
standardy GiGE Vision, IEEE 1394, Camera Link a nové USB3 Vision Standard pro
komunikaci s kamerami. Je možné ho vyžívat na operačních systémech Windows až
do verze 8.1 (32bit i 64bit). Nejnovější verze 4.2.1 je podporována v .NET jazycích
včetně C# a nově obsahuje Easy SDK, což je soubor obecných .NET API rozhraní
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a modulů s jednoduchým použitím. Dále Pylon SDK obsahuje kolekci .NET WPF
gui elementů, jež ještě více ulehčují využití modulů pro výběr kamery, nastavování
jejich parametrů a streaming videa či jednotlivých sekvencí v graĄckém rozhraní
aplikace.
5.3.2 Dynamixel SDK for Windows
SDK knihovna pro ovládání motorů Dynamixel s BSD licencí [92]. Protože k při-
pojení motorů linkou RS485 bylo využito obyčejného převodníku a ne speciálního
Robotis USB2Dynamixel adaptéru, nebylo možné danou knihovnu využít, respek-
tive ani po opakovaných pokusech se to nezdařilo. Z toho důvodu byl vyvinut téměř
kompletní modul pro ovládání motorů. Slovem téměř je myšleno, že modul nemá
předdeĄnovány některé funkce implicitně. Například není deĄnována funkce pro při-
řazení maximální funkční teploty motoru s detekcí správného rozsahu, ale je deĄ-
nována adresa daných bytů v registru motoru a funkce pro změnu hodnoty registru
v motoru. Teplotu tedy skrze vytvořený modul nastavit lze. Modul má deĄnovány
zejména funkce potřebné pro teleprezenční aplikaci, více v sekci 5.9.2 na straně 73.
5.4 Seznam použitých knihoven
Pro vývoj byla využita knihovna SharpDX, jež obsahuje modul vyšších programo-
vých funkcí API SharpDX.Toolkit. Dále potom SharpOVR wrapper a rozhraní pro
kamery Pylon, spolu s dalšími nativními C# .NET knihovnami. Jejich seznam je
společně s licencemi uveden v tab. 5.1.
Tab. 5.1: Seznam použitých knihoven
název verze license popis citace
SharpDX 2.6.2.0 MIT C# DirectX wrapper [78]
SharpOVR 0.4.1.1 Oculus VR Rift SDK Software License C# Oculus SDK libOVR wrapper [84]
Pylon4 SDK 4.2.1 LWIP TCP/IP Basler Camera SDK [71]
5.5 GraĄcké uživatelské rozhraní
GraĄcké rozhraní využívá k oddělení jednotlivých funkčních ovládacích panelů zá-
ložkový list, který je ve spodní části posuvně oddělen záznamovým log panelem.
Přehledově jsou jednotlivé záložky zobrazeny ve složeném obr. B.1 na straně 136.
61
5.5.1 Logovací panel
Logovací panel je tvořen statusbarem a Ąltrovacím listem a DataGridem zobrazu-
jícím jednotlivé log zprávy. Je viditelný ve spodní části všech záložek, a je u něj
možná změna výšky.
Statusbar obsahuje informace o připojení sériového rozhraní a kliknutím aktua-
lizovatelný čítač logovaných zpráv.
Filtrovací list obsahuje názvy všech typů logovacích zpráv. Pouze vybrané zprávy
jsou zobrazeny v logovacím datagridu. Je možné označit nebo odznačit všechny
pomocí dvojkliku pravým nebo středním tlačítkem.
Logovací datagrid zobrazuje seznam zpráv seřazený sestupně dle času zalogování
zprávy. Jednotlivé sloupce odpovídají struktuře třídy logovací zprávy viz 5.9. Panel
je nastaven bindingem na zobrazování zpráv uložených ve třídě Logger 5.9
5.5.2 Záložka Dynamixel Motor
Jak vidíme na obr. 5.1 na následující straně, záložka je rozdělena do následujících
částí seřazených zleva doprava:
• Úplně vlevo vidíme ĎConnection controlŞ, tedy nastavení sériové linky a roz-
hraní pro odesílání zkušebních byte sekvencí.
• Dále vidíme groupbox ĎReading from motorsŞ, jenž umožňuje označením na-
stavit, ze kterých motorů a jak často jsou vyčítána data. Je možné vyčítat
data o pozici rychlosti atd., anebo vyčítat celý registr.
• V dolní části vidíme tabulku, jež ve sloupcích rozlišuje jednotlivé motory a
v řádcích vidíme slider pro nastavení aktuální polohy a rychlosti jednotlivých
motorů. Dále je tu tlačítko pro resetování do defaultní pozice a tlačítko pro za-
slání aktuální pozice v případě, že není zatržen checkbox, jenž zasílá nastavení
již při posunu slideru.
• Ve střední části vidíme seznam s ĎExample commandsŞ, tedy příkladové pří-
kazy, jež jsou dvojklikem zaslány motoru zvolenému v horní části. Příkazy
obsahují některé příkladové příkazy z dokumentace motorů a další vhodné
instrukce použité při vývoji.
• V pravo poté vidíme tabulku obsahující tzv. Shadow register, tedy kopii byto-
vého registru motoru. Více v sekci 5.9.2 na straně 74
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Obr. 5.1: Záložka Dynamixel motor pro ovládání a nastavení motorů
5.5.3 Záložka Basler camera
Tato záložka obsahuje 4 WPF GUI elementy z Pylon4 Easy SDK.
CameraLister je nalevo a obstarává automatický pooling pro detekci připojených
kamer. Po připojení konektoru kamery je možné kameru otevřít, což aktivuje další
tři GUI elementy.
StreamController je uprostřed nahoře a stará se o jednoduché spouštění video
akvizice, pořizování jednotlivých snímků a jejich ukládání na disk, a také o změnu
relativní velikosti zobrazovaného obrazu kamery z elementu ImageViewer.
ImageViewer je plochou, do které se vykresluje obraz z kamery.
ParameterTreeControl je list napravo, jenž obsahuje výpis jednotlivých mož-
ných parametrů kamery spolu s možností jejich nastavení.
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5.5.4 Záložka Webcam
Při vývoji aplikace bylo uvažováno i použití obrazu z dalších pomocných kamer, jak
je popsáno v sekci 7.1.3 na straně 109. Pomocí ne-freewareového wrapperu knihovny
OpenCV (EmguCV) byl vyčítán obraz z webkamery. Později však bylo od dalšího
vývoje vyčítání obrazových dat z jiných zdrojů prozatím upuštěno, a to v zájmu
kvalitnějšího zpracování dat z kamery Basler.
5.5.5 Záložka Logger
Tato záložka obsahuje nastavení a informace pro logovací systém aplikace.
Ořezávání délky listu zpráv je vytvořeno za účelem zamezení přílišného počtu
jednotlivých zpráv uložených v listu zpráv třídy logger, dojde tak k úspoře využité
operační paměti programem.
Ukládání zpráv do textového souboru je vždy aktivní a je možné zde nastavit
cestu k textovému souboru, na jehož konec jsou zprávy ihned po svém zaregistrování
připisovány. Na ukládané zprávy nemá vliv nastavení ořezávání délky logovacího
listu.
5.5.6 Záložka EyeOut Teleprezence
Je rozdělena na levou polovinu, ve které jsou informace ohledně běhu teleprezenční
aplikace a některé klávesové zkratky pro její ovládání a na pravou polovinu ve které
se nachází checkboxy k nastavení konĄgurace teleprezence dělené. Například zda
mají být při startu ihned odesílána data o poloze motorům, či zda má být na pozadí
scény zobrazena Oblohová kostka. Kompletní seznam nastavení je zobrazen v obr. 5.5
na straně 79. V záložce je také tlačítko pro spuštění teleprezenční scény, kterou lze
spustit také tlačítky [F5] a [F1] stisknutými kdekoliv v GUI aplikaci.
5.5.7 Záložka About
Mimo autora a další údaje o původu programu obsahuje také tabulku použitých
knihoven, která je podobná tab. 5.1 na straně 61, ale obsahuje navíc knihovny, jež
ve Ąnální aplikaci nejsou použity - např. EmguCV pro vyčítání dat z webKamery.
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5.6 Teleprezenční 3D scéna
KonĄgurací teleprezenční aplikace lze měnit, které její funkce budou při spuštění
zapnuté viz obr. 5.5 na straně 79. Při běžící aplikaci potom může uživatel tato
nastavení měnit pomocí klávesových zkratek.
5.6.1 Ovládání aplikace
Informační panely
Použitelné klávesové zkratky jsou vypsány v informačním panelu zobrazitelném po
stisku [F1]. Spolu s nimi se na panelu nachází některé další údaje, například stavy
připojené kamery, sériové linky a motorů, jednotlivé úhly yaw, pitch a roll vyčítané
z headsetu atp.
Druhý panel vyvolatelný stiskem klávesy [F2] zobrazuje na dvou řádcích infor-
mace o aktuálním čase, FPS a intervalu měřeném od stisku klávesy [X], jež může
iniciovat měření času. Klávesou [F3] se zobrazí třetí panel, který poskytuje další
údaje o umělém zpomalení scény.
ModiĄkátory slouží k ovlivnění rychlosti provádění některých úkonů. Pomocí
současného stisku modiĄkátorů Shift, Control a Alt a dané klávesy můžeme změnit
rychlost nebo charakter prováděného úkonu. Jednoznakové symboly modiĄkátorů
jsou převzaty ze zkratkovacího programu AutoHotKey, viz tab. 5.2. Například sou-
časné stisknutí modiĄkátoru [Alt] a klávesy [R] je zapsáno zkratkou [!R].
Tab. 5.2: Tabulka charakteru ovlivnění jednotlivých modiĄkačních kláves
Shift zrychlení čtení [+]
Control zpomalení ovládání [^]
Alt jiné jiné [!]
Super jiné jiné [#]
Pozice scénické kamery
Odkud scénu vidíme vykreslenou, je ovlivněno pozicí a orientací uloženou ve třídě
player. Ta se skládá ze tří částí skaut, hmd a body.
• hmd - je aktualizováno při vyčítání dat z headsetu a odpovídá natočení hlavy,
v případě připojení Oculus kamery obsahuje i data pozičního sledování
• skaut (scaut) - určuje pozici tzv. průzkumného skauta, která je ovladatelná
ve všech směrech, jak je popsáno v sekci 5.6.1 na následující straně
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• body - je základní pozice, vůči které se počítá poloha scénické kamery, v
aplikaci je nastavena na souřadnice počátku [0,0,0], v případě rozšíření te-
leprezence o pohyb celého ramene, například pokud by bylo připevněno na
mobilního robota, může být body využito pro nastavení například GPS loka-
lizované pozice robota tak, aby případně vykreslovaná mapa prostředí měla
stálý počátek.
Ovládání skauta relativně k otočení hlavy je možné klávesami [W]-dopředu, [A]-
úkrok doleva, [S]-dozadu, [D]-úkrok doprava a absolutně klávesami [E]-nahoru a
[Q]-dolu. Pro zrychlení je možné použít modiĄkátorů, viz v sekci 5.6.1 na předchozí
straně.
Uzamčení pozice scénické kamery
Zamezuje ovládání skauta a je ovládáno klávesou [Tab]. Pokud je uzamčení ak-
tivní, není poloha skauta ovladatelná uživatelem, ale je nastavována aplikací. Možné
uzamčení pozice je volitelné mezi pozicí v podstavě modelu robotického ramene
[F10], v určité Ąxní výšce nad středem podstavy [F11], anebo může být kamera
ĎpřilepenaŞ do bodu, jenž odpovídá poloze středu kamerového CMOS snímače v
modelu servoramene (viz bod E na obr. 4.2 na straně 51). V posledním případě je
poloha scénické kamery přepočítávána v každém kroku, dle aktuální pózy modelu
robotického ramene.
Resetování orientace headsetu
Pomocí klávesy [R] lze vyresetovat nulový úhel natočení kamery. Pokud se například
díváme jižním zeměpisným směrem a kamera je otočená doleva, po stisku klávesy [R]
bude úhel natočení kamery přímo kupředu. Jih tedy bude naším novým ĎnulovýmŞ
směrem. Tato klávesa nastavuje relativní orientaci Yaw struktury Body. Pokud jsou
s klávesou [R] přidrženy i modiĄkátory, je možné měnit zda bude resetováno nejen
natočení, ale i pozice skauta. Pokud tedy budeme uzamčeni k póze ramene, vypneme
uzamčení a posuneme klávesami skauta tak, abychom získali přehled o scéně, mů-
žeme klávesou R vyresetovat i pozici skauta opět do středu CMOS snímače modelu.
Stiskem zkratky [!R] je možné resetovat pozici udávanou hmd pomocí Oculus
SDK příkazu hmd.RecenterPose().
Vykreslování modelů
Do scény jsou volitelně vykreslovány následující elementy.
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Skybox neboli obloha slouží k orientaci v prostoru při volném prohlížení scény
například pomocí skauta. Je možné ji zapnout nebo vypnout pomocí zkratky [Jˆ].
Střed souřadnic na pozici [0,0,0] je pro orientaci vykreslován model letadla obí-
hajícího kolem počátku souřadnic tak, že vektor úhlové rychlosti ukazuje vzhůru,
víme proto, zda se nacházíme nad, nebo pod XZ-rovinou .
Skelet ramene je možné zobrazit pomocí klávesy [F]. Je složen z malých mo-
delů konviček, jež byly zvoleny z toho důvodu, že jako u jediných ze základních
ĎGeometricPrimitiveŞ SharpDX.Toolkitu je u nich určitelná orientace, u ostatních
(válec, krychle atp.) to nelze. Konvičky jsou barevně rozlišeny. Pozice jednotli-
vych konviček a jejich rotace odpovídá jednotlivým bodům na modelu servoramene
obr. 4.2 na straně 51, což lze vidět, pokud je pozice odemčená (klávesa [Tab]) a
podíváme se na model ramene z větší dálky. Pokud by místo konviček byly nahrány
modely jednotlivých motorů, aplikace by byla schopna vykreslovat je na správné
pozice. Bylo by tedy dosaženo věrného ztvárnění reálného modelu ramene.
Aktuální póza ramene je vykreslována dle úhlů jednotlivých motoru. Je
možné vybrat si ze 3 možnosti. [F5] vykresluje rameno na pozici určenou vypočítanou
hodnotou jednotlivých úhlů motorů. [F6] vykresluje na úhly zaslané motorům, tzn.
s malým časovým zpožděním. [F7] vykresluje na aktuální pozici vyčtenou z motorů,
pokud je zapnuto vyčítání dat z motorů.
Basler Kamera surface je povrchem, na který je vykreslována textura snímků
obrazu kamery. V aplikaci je použit prostý čtverec (Plane), který je vykreslován
relativně k póze ramene (do bodu F na obr. 4.2 na straně 51). Velikost a vzdálenost
této plochy je volena tak, aby byl zachován FOV kamery s daným objektivem.
Pomocí měření skrze viditelný rozsah kamery byl potvrzen FOV 90°. Možnost volby
jiného tvaru povrchu je rozebírána v závěru v sekci 7.2.3 na straně 111.
Ovládání kamery
Expoziční čas lze nastavovat pomocí kolečka myši v rozsahu daném parametry
kamery a lze modiĄkovat rychlost změny.
Grabbing kamerových snímků lze spustit nebo zastavit klávesovou zkratkou [+C].
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Zasílání žádané hodnoty úhlu motorům můžeme zapnout či vypnout stiskem
[Mˆ]. Při zapnutí je z bezpečnostních důvodů vždy resetována poloha ramene.
Žádaná rychlost otáčení motorů může být ovlivněna zapnutím nebo vypnutím
regulace rychlosti tlačítkem [M]. Pokud je regulace vypnutá, je při zasílání polohy
nastavena nejvyšší rychlost. To však při malých změnách úhlu (cca do 10°) může
způsobovat trhaný pohyb motoru. Tomuto může být zabráněno změnou požadované
rychlosti v závislosti na velikosti intervalu delta, tedy rozdílu nového žádaného úhlu
oproti předchozímu.
Zavedená regulace nastavuje rychlost dle grafu na obr. 5.2.
Ve třídě C_Value realizující uložení žádané hodnoty motorů, je vytvořena fronta
nastavovaných hodnot o délce 40 prvků. Tato fronta je při každém zasílání žádaného
úhlu motorům odečtena od aktuální žádané hodnoty úhlu a je vybrán v absolutní
hodnotě maximální rozdíl. Ten je potom brán za aktuální deltu tohoto kroku. Dle
vypočtené delty je potom motorům přiřazena rychlost dle obr. 5.2. Frontou je tedy
vytvářeno zpoždění tak, aby dojezdy při velké změně nebyly zpomalené. Toto řešení
však není optimální, lepšího výsledku by mohlo být dosaženo například použitím
delty vypočtené z hodnoty žádaného úhlu s časově jasně daným zpožděním - tedy
odhadem rychlosti, nebo nastavením rychlosti přímo podle rychlosti hlavy vypočtené
z dat Oculus SDK.
Trvání vyšších rychlostí hlavy by však vzhledem k tomu, že jsou motory o něco
pomalejší, muselo být uměle prodlouženo tak, aby nenastala následující situace:
rychlý pohyb hlavy z vysokou změnou úhlu způsobí pohyb ramene maximální rych-
lostí, ta je ale menší než rychlost hlavy. Proto i když už je hlava otočena na konečnou
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pozici a její úhlová rychlost je prakticky nulová, motory nesmí kopírovat tuto rych-
lost, protože se na cílové pozici ještě nenachází.
Vyčítání aktuálního úhlu motorů se skládá ze zasílání požadavku (instruction
paket) pro čtení úhlu a odpovědi motoru (status paket) s aktuální polohou.
Protože je bandwidth sériové linky už tak téměř úplně vyčerpán zasíláním žá-
daného úhlu, způsobí zapnutí vyčítání aktuálního úhlu zvýšení trhavých pohybů
jednotlivých stupňů z důvodu menší frekvence nastavování úhlů. Vyčítání je prová-
děno periodicky s periodou nastavitelnou v GUI záložce ĎDynamixel MotorŞ
Proto, pokud je vykreslování ramene přepnuto na [F7], je pohyb čtverce kame-
rového obrazu příliš trhaný a jelikož je frekvence vyčítání obrazu z kamery mnohem
vyšší, není takto zvolené nastavení komfortní pro uživatele. Možné alternativy k
vyčítaní polohy jsou diskutovány v sekci 7.2.5 na straně 112.
Umělé opoždění obrazu z kamery , tedy zapnutí fronty vstupních snímků, je
ovladatelné tlačítky čísel 1 až 6 na alfanumerické klávesnici. Tlačítkem 1 je umělé
opoždění zcela vypnuto a ostatními klávesami je nastavena vzrůstající délka fronty,
tedy i času zpoždění. Tato nastavení byla vytvořena pro měření latence na člověku,
viz v sekci 6.4 na straně 108
5.7 Nastavení regulátoru motoru
Elektronika motoru zaručuje regulaci úhlu tak, jak je vidět na obr. 5.3 na násle-
dující straně, pomocí nastavení hodnot Délka hrany (Compliance Slope - A, D),
Odstup hrany (Compliance Margin - B, C) a Momentový skok (Punch - E). Hodnoty
regulátoru byly nastaveny tak, aby při dané konĄguraci byly motory co nejrychlejší,
ale zároveň, aby nevznikaly zákmity polohy při žádné póze servoramene. Zvolené
hodnoty jsou vidět v tab. 5.3.
Tab. 5.3: Nastavení parametrů regulátoru mototorů Dynamixel
Překlad Původní název Oba směry
Délka hrany Compliance Slope 0x10 = 16
Odstup hrany Compliance Margin 0x00 = 0
Momentový skok Punch 0x0020 = 32
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Obr. 5.3: Průběh aplikovaného momentu (Y-Output Torque) v závislosti na aktuální
poloze (X-Position) vůči poloze chtěné (Goal Position) převzato z [63]
5.8 Strom programových souborů
Kompletní seznam souborů je vidět na obr. 5.4 na straně 78. Aby nebyly funkce
všech GUI elementů v jednom souboru, jsou pro jednotlivé části programu vytvořeny
soubory zdrojových kódů s předponou Main_ obsahující částečnou deĄnici třídy
MainWindow a deĄnující funkce pro danou část programu. Stejně tak, aby nebyly
funkce obsluhující jednotlivé části teleprezenční aplikace v jednom souboru, jsou
děleny podle svého zaměření do souborů, jež nemají žádnou předponu, ale obsahují
částečnou deĄnici třídy TelepresenceSystem.
5.9 Třídy programu
Třída Logger - C_Logger
Tato třída je napsána jako stagický singleton, aby bylo umožněno zasílání logovacích
zpráv ze všech částí aplikace.
Obsahuje funkce pro logování, které obsluhují přiřazení nových zpráv do listu
zpráv a jejich ukládání do logovacího souboru. Současně obstarávají ořezávání listu
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zpráv (viz sekci 5.5.5 na straně 64.
List logovacích zpráv je kolekce ObservableCollection tříd logovacích zpráv a
slouží pro uložení jednotlivých zpráv v rámci aplikace.
Třída Logovací zprávy
DeĄnuje jednotnou strukturu pro všechny logovací zprávy:
• time - lokální čas zalogování zprávy pořízený skrze funkci DateTime.Now()
volanou v konstruktoru.
• queue - pokud více zpráv dorazí ve stejný čas, jsou dodatečně očíslovány.
• src - neboli zdroj (source) zprávy. Umožňuje jednodužší Ąltraci v rámci da-
tagridu zpráv.
• type - určuje druhy zpráv. Zpráva je buďto informační, nebo chybová (error).
• msg - textový řetězec obsahující samotný text zprávy.
Obsahuje také přepsanou (override) funkci ToString() pro jednodužší exporto-
vání listu zpráv do textového souboru.
5.9.1 Třída stavu programu C_State
Tato třída obsahuje proměnné s deĄnicí vztahu jednotlivých částí programu. Kupří-
kladu stav sériové linky je deĄnován pomocí enumerace proměnných (noPortAvai-
lible, disconnected, connecting a connected). Dále třída obsahuje statické funkce pro
porovnávání aktuálního a dotazovaného stavu z jakéhokoliv místa v programu, aby
bylo například možné se před odesláním paketu motoru ujistit, že sériová linka je
připojena. Dále obsahuje funkce pro přiřazení nového stavu. Všechny funkce jsou
ošetřeny lockem pro vícevláknovou bezpečnost.
5.9.2 Obsluha Motorů
Jak již bylo řečeno, byla vytvořena kompletní knihovna pro obsluhu motorů. Návrh
byl realizován dle dokumentace Dynamixel motorů, viz [60] a [61], kde jsou také k
nalezení jednotlivé adresy bytového registru motoru, nastavitelné hodnoty spolu s
tvary a příklady instrukčních a status paketů (třída C_Packet). Knihovna také v
samostatném vlákně přijímá a dekóduje status pakety odesílané motory a získává
z nich potřebná data, aniž by zdržovala čekáním na odezvu vlákno, z něhož byl
odeslán instrukční paket. Odesílání instrukčních paketů běží také v samostatném
vlákně, takže je snížena režie i při odesílání příkazů.
Komunikace s motory probíhá zasláním instrukčního paketu obsahujícím mimo
jiné i ID motoru, prováděnou instrukci (READ, WRITE, WRITE_SYNC atd.) a
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samotné parametry instrukce doplněné o byty checksumu, délky paketu atd. dle do-
kumentace. Motor potom odpoví, pokud je jeho parametr ĎStatus Return LevelŞ
vhodně nastaven, status paketem, ve kterém potvrdí přijmutí instrukce, nebo na-
hlásí chybu v instrukčních bytech. Status paket také obsahuje byty registru vyčítané
pomocí instrukce READ.
Knihovna umožňuje vytváření instrukčních paketů pro zasílání dat s automatic-
kým doplňováním bytů délky instrukce, checksumu atp. a taktéž obsahuje zjedno-
dušené funkce pro nastavování potřebných parametrů.
Třída motoru - C_Motor
Motory jsou modelovány třídou C_Motor, jež obsahuje proměnné angle a speed, a to
ve variantách Wanted (vypočtená pro nastavení), Sent (zaslaná do motoru) a Seen
(vyčtená z motoru). Tyto proměnné jsou typu C_Value, jež obsahuje metody pro
konverzy z dekadické hodnoty na hodnotu pole bytů pro zaslání do motoru, taktéž
obsahuje převody z radiánů do stupňů a hodnoty pro limitování velikosti úhlu a
rychlosti do daných mezí a defaultní ĎnulovacíŞ hodnoty.
Jednotlivé motory mají potom limitovanou velikost softwarově nastavitelných
úhlů a rychlostí.
Pro rychlost jsou to hodnoty 0 až 101, kdy 0 z dokumentace motoru znamená
neregulovanou rychlost a hodnoty do 101 nastavují lineárně vzrůstající rychlost od
nejmenší regulovatelné po nejvyšší možnou, viz tab. A.2 na straně 130.
Limitní hodnoty úhlů motorů jsou závislé na umístění motoru.
• Motor Yaw nemá žádné omezení a je nastavitelný v úhlech 0-360°, kdy po-
čáteční (nulovací) hodnotou je 180°, to znamená regulaci (+180 ∼ −180)° do
stran od pohledu vpřed.
• Motor Pitch má v úhlech rozsah 111-292°, kdy počáteční (nulovací) hodnotou
je 201°, to z montáže vyššího stupně na motor odpovídá pohybu (+90 ∼ −90)°
dopředu a dozadu.
• Motor Roll je omezen v úhlech 156-248°, kdy počáteční (nulovací) hodnotou
je 203°, to z montáže motoru odpovídá (+45 ∼ −45)° v úklonech na strany.
Motor Roll je omezen v úhlu pouze pro rozsah 90° stupňů, jelikož hýbe celým
zbytkem ramene. Proto, kvůli velikosti rázů působících na kotvení ramene při rych-
lém pohybu z jedné strany na druhou a taktéž z hlediska schopnosti motoru dosta-
tečně rychle zastavit celý moment setrvačnosti ramene, není nastaven plný možný
rozsah motoru roll (+90 ∼ −90)°.
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Úhly motoru yaw jsou regulovatelné v rozsahu daném použitým motorem, tedy
0-360°, viz tab. A.2 na straně 130. Proto, pokud se uživatel teleprezenčního systemu
otočí o více než 360 stupňů, se kamera po přechodu uživatele z 359.9° na 0°, nebo
naopak, otočí zpět přes celou otočku (359.9 ⇒180 ⇒0)°. Pokud má tedy uživatel
zapnutou volbu vykreslování na zaslanou polohu, a ne na vyčtenou polohu motorů,
vidí obraz z kamery, který se přetáčí, na poloze modelu ramene, které počítá s
kontinuální regulací úhlu bez limitu. Tomuto může být zabráněno různými způsoby
diskutovanými v sekci 7.2.5 na straně 112.
Příklad zaslání polohy je v kódu 5.4. Vidíme funkce pro přímé nastavení (WRITE)
a takzvané zaslání do registru (odložené nastavení - REGISTER), jež nenastaví data
ihned ale čeká na zaslání instrukce akce. Obě funkce volají funkci SETUP s daným
parametrem instrukce. Ve funkci SEND_packet poté vidíme vytvoření třídy paketu
z instrukčního bytu a listu parametrů obsahujících adresu, která určuje odkud se
májí zapisovat ostatní datové byty k zapsaní.
.
Tab. 5.4: Příklad zaslání příkazu pro nastavení polohy a rychlosti na hodnoty pa-










public void SETUP_move(byte INSTRUCTION_BYTE)
{
if ( (angleWanted.Dec != angleWanted.DecLast)
|| (speedWanted.Dec != speedWanted.DecLast))
{
LOG_moveSpeed(INSTRUCTION_BYTE, angleWanted, speedWanted);





public void SEND_packet(byte INSTRUCTION_BYTE, List<object> _lsParameters = null)
{
C_Packet.SEND_packet( new C_Packet( this.mot, INSTRUCTION_BYTE, _lsParameters ) );
}
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Shadow registry Ve třídě C_Motor je také deĄnována instance struktury
C_ByteRegister, jež slouží jako stínový registr bytového registru v motoru. Pro
každou bytovou adresu obsahuje 3 typy bytů. Def byte, který obsahuje defaultní při
restartovaném motoru, vážně defaultní pře? nechybí ti tam nějaké slovo? sent byte,
jehož hodnoty jsou aktualizovány při zaslání požadavku na změnu daného bytu do
motoru a seen byte, který obsahuje byty vyčtené z motoru pomocí instrukce READ.
Byty seen a sent jsou poté vypsány v listu v záložce ĎDynamixel MotorŞ.
5.9.3 Obsluha Kamery
Po zapnutí teleprezence je zvolena první dostupná připojená kamera, která je ná-
sledně ĎotevřenaŞ a je zahájena kontinuální akvizice dat. Z kamery je v separátním
vlákně periodicky vyčítáno bytové pole, které obsahuje na lichých řádcích opakovaně
byty modré a zelené a na sudých řádcíh byty zelené a červené barvy. Pro převod a
vykreslení ve scéně je tedy nutné texturu konvertovat. V knihovně Pylon existuje
třída PixelDataConverter, jež umožňuje konverzi tohoto bytového pole z formátu
BayerBG8 (viz v sekci 4.3 na straně 52) do formátu BGRA8packed, který obsahuje
v každém řádku jednotlivé barevné [BGR] byty a byt prúhlednosti [A]. Z tohoto
konvertováného bytového pole je poté možné přímo nastavovat byty textury pro
vykreslování do scény.
5.9.4 Třída SharpDX.Toolkit Game
Pro obsluhu scény a vykreslování byl použit SharpDX.Toolkit, který deĄnuje třídu
Game. Zavoláním funkce Run() instance třídy Game je po stisknutí tlačítka Start
Telepresence v GUI záložce Teleprezence zahájena hlavní supersmyčka teleprezenč-
ního programu.
Následující seznam chronologicky zobrazuje volání jednotlivých funkcí třídy Game.
• Konstruktor
Je volán při vytvoření instance třídy Game.
• Initialize
Je zavolána po konstruktorech Game a GraphicsDevice, ale před zavoláním
LoadContents. Obsahuje funkce inicializací jednotlivých komponent.
• LoadContent
Obsahuje funkce načítající modely a textury pro jednotlivé komponenty.
• Run
Zavolání této funkce inicializuje hru, spustí supersmyčku a započne zpracování
eventů. Supersmyčka obsahuje volání funkce Tick.
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Ű BeginRun
Zavolání po inicializaci všech komponent, ale před prvním Update herní
smyčky.
Ű Tick
Aktualizuje čítač herního času a zavolá funkce Update a Draw.
∗ Update




Volá funkce pro vykreslování jednotlivých komponent.
∗ EndDraw
Ukončí vykreslování scény a zašle obraz do Oculu.
Ű EndRun
Volán potom, co je herní smyčka ukončena, ještě předtím, než je celá
třída Game uvolněna.
Následuje popis jednotlivých přetížených (override) základních funkcí.
Konstruktor třídy game
Je volán s parametrem třídy TelepresenceSystemConfiguration. Vstupní konĄ-
gurace je zkopírována a použita pro nynější relaci. V těle konstruktoru je volána
funkce konstruktor kamery, která se stará o připojení kamery Basler a její otevření
a spuštění threadu UpdateTexture_DoWork. Vytváří graphicsDeviceManager - pro
vykreslování DirectX scény.
Dále volá konstruktory komponent pro počítání FPS, zpracovávání klávesni-
cového a kurzorového vstupu, inicializuje knihovnu SharpOVR a vytváří instanci
HMD.
Inicializace - Initialize
Nastavuje a inicializuje instanci třídy HMD, vytváří a přiřazuje pro ni Windows.Forms
okno, nastavuje textury do kterých bude vykreslována scéna a které jsou zasílány
do headsetu pro zobrazení. Inicializuje a nastavuje DirectX scénu.
LoadContents
• LoadContent_Font()
Načítá bitmapové fonty pro vykreslování textu.
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• LoadContent_Sound()
Načítá zvukové soubory pro zvukovou odezvu spuštění teleprezence a možných
dalších výstrah.
• LoadContent_BaslerCamera()
Načítá defaultní texturu, která je vykreslována pokud obraz z kamery není
dostupný.
• LoadContent_RoboticArm()
Načítá jednotlivé modely pro vykreslování konstrukčních bodů servoramene a
vytváří instanci třídy RoboticArm.
• LoadContent_SkySurface()
Načítá model oblohy a krajiny spolu s texturou, který byl vytvořen a otextu-
rován v programu Blender.
Aktualizace na počátku každé herní smyčky - Update
Resetuje globální matice Pohledu, Projekce a Světa (eyeView, eyeProjection, eyeWorld)
na počáteční hodnoty.
• Update_Sound()
Nastavuje pozici 3d zvuku.
• Update_Input()
Vyčítá aktuální stav všech tlačítek klávesnice a myši a podle něj aktivuje
jednotlivé ovládací funkce popsané v sekci 5.6.1 na straně 65.
• Update_ScoutPosition()
Pokud je aktivní poziční zámek na koncový bod ramene, nastavuje polohu
skauta do bodu F viz obr. 4.2 na straně 51.
• SETUP_eyeRender()
Vyčítá data orientace a pozice z headsetu a připravuje dle nich vykreslovácí
matice projekce a pohledu (eyeProjection, eyeView).
• Update_RobotArmWantedAnglesFromPlayer()
Nastavuje jednotlivé úhly modelu servoramene podle dat orientace hlavy zís-
kaných v předchozím kroku.
• Update_MotorWantedAnglesFromRobotArmWantedAngles()
Nastavuje požadované úhly motorů do modelů motoru tříd C_Motor podle
úhlů robotického ramene vypočtených v předchozím kroku.
• Update_RoboticArmDrawnPosture()
Nastavuje matice transformací jednotlivým částem modelu robotického ra-




Konvertuje aktuální data pro jednotlivé informační tabule do textových řetězců
připravených k vykreslení.
Funkce Update_RobotArmWantedAnglesFromPlayer() nastavuje úhly motorů
modelu servoramene, které jsou nasledně zasílány skrze modely motorů reálným mo-
torům, je velmi jednoduchá. Problém jak z dané pózy vypočítat nastavení soustavy
tuhých těles spojených klouby snižujících počet stupňů volnosti na jednu volnost v
rotaci, spadá do kategorie inverzní kinematiky. Avšak vzhledem k tomu, že servo-
rameno je nastaveno tak, že půdorysný průmět os všech motorů prochází jedním
bodem, je možné úlohu zjednodušit zanedbáním vzdáleností jednotlivých os mo-
torů. Pokud tak učiníme, máme model se třemi rotačními stupni volnosti s pevnými
osami, čili bázovými vektory, danými orientací těchto os.
Nyní je úloha zjednodušena prostým přepočtem rotační matice z bázových vek-
torů headsetu do bázových vektorů motorů. Dalším zjednodušením je fakt, že orien-
tace hlavy je uložena v třídě deĄnující kvaternion (vysvětlení pojmu viz [94]). Tato
třída je deĄnována v knihovně SharpOVR a obsahuje také funkci na výpočet eule-
rových úhlů. Úhly pro nastavení motorů jsou tedy vypočteny jako eulerovy úhly z
kvaternionu orientace.
Začátek vykreslování scény - BeginDraw
Resetuje FPS časovač, nastaví renderTarget graĄckého zařízení na počáteční hod-
noty před vykreslováním a zavolá SharpOVR funkci pro počátek nového snímku
(hmd.BeginFrame()).
Vykreslování scény - Draw
Přemaže celou scénu zvolenou barvou pozadí a poté ve smyčce pro obě oči spustí po-
stupně vykreslování jednotlivých komponent do pole o dvou texturách eyeTexture[].
Každá z textur představuje polovinu plochy displeje.
• SETUP_eyeRender()
Vyčte data orientace a pozice z headsetu a připravuje dle nich vykreslovácí
matice projekce a pohledu (eyeProjection, eyeView).
• Draw_SkySurface()
Vykreslí oblohu na relativní pozici totožnou s Ąnální pozicí kamery pro iluzi
nekonečné vzdálenosti.
• Draw_BaslerCamera()
Vykreslí plochu obrazu kamery otexturovanou snímkem kamery na pozici F,
viz obr. 4.2 na straně 51.
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• Draw_RoboticArm()
Vykreslí jednotlivé součásti robotického ramene transformovaná dle vypočte-
ného modelu ramene.
• Draw_Font(eyeIndex)
Vykreslí všechny textové řetězce viditelných informačních panelů pomocí bitma-
pových fontů.
• CONTROL_interface();
Nakonec zavolá funkci, která obstarává pozicování motorů (CONTROL_motors(),
konverzi snímku kamery na texturu (CAPTURE_cameraImage() a zaslání poža-
davku na čtení aktuální pozice motoru podle toho, jestli jsou dané funkce v
dané konĄguraci zapnuté.
Konec vykreslování scény - EndDraw
V závěru se odešle daná vyčtená orientace a pozice obou očí renderPose[] a textury
pro obě oči eyeTexture[] pomocí funkce SharpOVR do Oculu hmd.EndFrame(renderPose,
eyeTexture); Před vlastním zobrazením na displeji se SDK postará o vhodné ba-
relové zkreslení vzhledem k nastavenému FOV rozlišení a dalších parametrů vychá-
zejících ze zvoleného headsetu a redukci chromatické aberace čoček.
Obr. 5.4: Stromová struktura programových souborů
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Obsahuje deĄnice příkladů příkazů, které jsou při inicializaci GUI aplikace
načteny do listu v záložce ĎDynamixel motorŞ.
Ű V prvním sloupci je posloupnost dvojznakových bytů v šestnáctkové sou-
stavě reprezentující každý instrukci a parametry paketu.
Ű Ve druhém sloupci je potom název daného příkazu.
• registerByteDefault.txt
Obsahuje deĄnici bytového registru motoru MX-64AR.
Ű V prvním sloupci je dvojznakový byt v šestnáctkové soustavě reprezen-
tující defaultní hodnotu bytu.
Ű Druhý sloupec obsahuje informaci o vstupně výstupním přistupu ([R]ead
- pouze pro čtení, [W]rite - pouze pro psaní, [B]oth - pro čtení i psaní,
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[X] - není možné číst ani zapisovat).
Ű Třetí sloupec obsahuje pouze adresu bytu v rámci registru. Protože však
nejsou žádné řádky vynechány, je adresa totožná s číslem řádku, a proto
je tento sloupec pouze pro orientaci.
Ű Čtvrtý sloupec obsahuje název daného bytu.
• aboutLibraries.txt
Obsahuje informace o knihovnách, jež byly při vývoji používány.
5.10.2 Zvuky
Volně šiřitelné pípající zvuky pro upozornění ve scéně z [90].
5.10.3 Modely
Model letadla pro zobrazení počátku scény, volně šiřitelný, převzatý z [89]. Model
oblohy vytvořený podle [91].
5.10.4 Textury a obrázky
Obsahují defaultní texturu pro kameru, logo aplikace, které bylo ručně kresleno dle
předlohy a nakreslené logo VUT_grid pro texturu jednotlivých konvicových bodů
skeletu servoramene. Dále obsahuje volně šiřitelné obrázky z tutoriálu k vytváření
oblohy (skySphere) v Blenderu [91]
5.11 Jednotlivá programová vlákna
5.11.1 Vlákno GUI aplikace
MainWindow GUI thread je spuštěno jako první, obsluhuje veškeré vstupně výstupní
operace graĄckého uživatelského rozhraní. Po jednotlivých uživatelových úkonech
jsou spouštěny ostatní vlákna.
5.11.2 Vlákno obsluhy zasílání paketů motorům
Po prvním spuštění aplikace se ve třídě C_MotorControl vytvoří jednotlivé modely
motorů třídy C_Motor, nastaví se jim softwarová omezení v úhlu a zašlou se jim
počáteční nastavení (Status Return Level = OnRead) a nastavení Compliance. Ná-
sledně se vyčte obsah celého registru. Při prvním pokusu o zaslání paketu se aktivuje
a připojí sériová linka s baudrate 1MHz, žádnou paritou, 8 datovými bity a jedním
stop-bitem tak, jak je nutné pro připojení k motorům. Je nastaven event-handler
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pro příchozí zprávy, jak je popsáno níže. Poté při samotném volání funkce pro za-
slání paketu, jež vytvoří instanci třídy C_Packet, je aktivováno vlákno, respektive
backgroundWorker MotorWritingLoop_DoWork, který obsluhuje zasílání paketů.
Toto vlákno ve smyčce kontroluje frontu příkazů k odeslání queueToSent. Pokud
není prázdná, vyjme z jejího počátku první paket k odeslání, zkontroluje zda je linka
otevřená a zapíše byty paketu na sériovou linku. Zároveň je odeslaný paket přidán
do fronty queueSent, aby bylo možné při příchozím status paketu rozpoznat, k jaké
instrukci se váže.
Pokud uživatel skrze GUI zadává polohu motorům pomocí sliderů, je při každé
změně hodnoty slideru odeslán paket danému motoru s žádanou polohou a rychlostí.
Při běhu teleprezenční sceny se poloha zasílá všem motorům zaráz ve funkci
CONTROL_motors() pomocí jedné instrukce SYNC_WRITE, která je vyslána broad-
castem, avšak obsahuje parametry, které umožní identiĄkovat žádané polohy a rych-
losti pomocí parametru ID motoru. Žádané polohy jsou zasílány dle angleWanted a
speedWanted modelu motoru, vždy jednou za průběh smyčky třídy Game (na konci
metody Draw()), jak bylo diskutováno sekci 5.9.4 na straně 78.
Obsluha příjmu paketů
Motor na příjem instrukčního paketu odpovídá (dle nastavení bytu Status Return
Level) zasláním zpětného status paketu, jenž je identický paketu instrukčnímu. Po-
kud je přijatá instrukce typu READ, po ĎopakovacímŞ status paketu je odeslán
druhý status paket, jenž obsahuje požadovaná vyčtená data.
V handleru eventu DataReceived sériové linky se vyčtou přijaté byty a zařadí se
do fronty vstupních bytů. Tato fronta je následně parsována stavovým automatem.
Ten funguje i pokud byty jednoho status paketu nepřijdou všechny v jedné skupině.
Přijaté byty částí status paketu jsou zapsány do buferu přijatých dat a parser čeká
na zbytek bytů paketu do příštího vyvolání eventu DataReceived. Stavový automat
detekuje nový paket startovací bytovou posloupností, jež se skládá ze dvou následu-
jích bytů o hodnotě 255 (0xFF). Tato posloupnost se díky návrhu komunikačního
protokolu motorů Dynamixel nemůže vyskytnout nikde jinde než na začátku no-
vého paketu. Žádný 16 bitový, tedy dvou bytový, parametr nemůže nabýt hodnoty
0xFFFF.
Po detekci startovacích bytů je nastaven příznak příchozího paketu, avšak de-
tekce nového paketu je stále aktivní, jelikož na lince může teoreticky dojít k překří-
žení dvou zpráv. Pokud je tomu tak, je nedokončený status paket přepsán byty
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nového paketu. Pokud je tedy příznak příchozího paketu aktivní, čeká se na čtvrtý
byte, který označuje délku zprávy. Po vyčtení posledního bytu paketu je rozsah bu-
feru od startovácích bytů až po poslední byte předán k dalšímu zpracování funkcí
PROCESS_receivedPacket(statusBytes). Zároveň je detekována maximální povo-
lená délka paketu a pokud je překročena, je status paket ignorován, příznak vyčíta-
ného paketu nastaven na false a čeká se na další startovací byty.
Funkce pro zpracování příjmutých bytů PROCESS_receivedPacket(statusBytes)
se pokusí z bytů vytvořit instanci třídy C_Packet. V konstruktoru jsou zapraco-
vány veriĄkační funkce, které ověřují konzistenci paketu, zda je poslední CheckSum
byte korektně vypočten, jestli je ID byte v povolených mezích atd. Paketu je přiřa-
zen čas příjetí a je postoupen dalšímu zpracování ve funkci
PAIR_andProcessStatusPacket(receivedPacket).
Funkce PAIR_andProcessStatusPacket(statusBytes) se snaží najít optimální
dvojicí právě přijatého status paketu a některého odeslaného instrukčniho paketu
z fronty odeslaných queueSent, ze které jsou vyjmuty pouze odeslané instrukční
pakety se stejným ID motoru jako má daný status paket.
Porovnávání se provádí za prvé na základě přímého porovnávání jed-
notlivých bytů , pokud jsou s jedním paketem úplně stejné, jedná se o echo
tohoto paketu. Je zkontrolováno, zda na daný instrukční paket má být přijata ještě
jiná odezva, například zda se jedná o READ příkaz, na který se předpokládá odezva
status paketem s vyčtenými hodnotami. Pokud má přijít další odezva, paket je po-
nechán ve frontě odeslaných paketů queueSent, pokud na zaslanou instrukci nemá
přijít další odezva (není typu např. READ) je z ní vyjmut, protože již byl zpracován
(příjmutím svého echa).
Zadruhé se kontroluje čerstvost instrukčního paketu , tj. časový interval
od odeslání kontrolovaného instrukčního paketu po přijetí daného status paketu.
Pokud je tato hodnota příliš vysoká, předpokládá se, že instrukční paket ve frontě
queueSent už není aktuální, a proto je z ní odebrán na základě předpokladu, že
jeho status paket byl ztracen, nebo nebyl přijat. Tato funkce slouží k promazávání
vstupní fronty odeslaných paketů, aby nedocházelo k jejímu přeplnění, v teoretickém
případě ztráty status paketu. Pokud není instrukční paket příliš starý a vyhovoval i
podmínce stejného bytu ID, je vybrán jako nejlepší pár k danému status paketu a
je postoupen dalšímu zpracování.
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Ve funkci C_Packet.PROCESS_statusPacket , do které je jako vstupní parametr
vložen pár received status paketu a jeho zpárovaného pairedLastSent instrukč-
ního paketu, je zjišťováno kontrolou 5tého bytu, zda status paket obsahuje signály
o chybě. Ta je signalizována nenulovými bity tohoto error-bytu dle tabulky tab. 5.5.
Pokud je status paket bezchybný, je spolu se svým párem poslán do funkce
ACTUALIZE_motorRegistersFromStatusPacket, která se stará o aktualizaci sha-
dow registru v modelu motoru. Funkce zjistí, ze kterého bytu bylo čteno, popřípadě
na který byt bylo zapsáno, a podle status paketu rozpozná vyčtená data, respek-
tive přiřadí zapsaná data do shadow registru, jež jsou bezchybným status paketem
potvrzena. Při přiřazování do shadow registru v modelu motoru jsou aktualizovány
hodnoty angleSeen a speedSeen a další podle toho, které adresy bytů byly čteny.
Tímto jsou pro zbytek aplikace vyčtená data dostupná.




Pokud je použita nedeĄnovaná instrukce,
nebo je příkaz Action zaslán bez instrukce
zápisu do registru reg_write
5 Chyba přetížení
Pokud není možné s nastaveným maximálním
momentem regulovat aktuální zatížení motoru
4 Chyba kontrolního součtu
Pokud je kontrolní součet přijatého
instrukčního paketu neplatný
3 Chyba rozsahu
Při pokusu o přiřazení hodnoty mimo
povolený rozsah
2 Chyba přehřátí
Když je vnitřní teplota mimo nastavenou
operační teplotu
1 Chyba limitu úhlu
Pokud je žádaná poloha mimo limity
nastavené v registru
0 Chyba vstupního napětí
Pokud je připojené napájecí mimo limity
nastavené v registru
5.11.3 Vlákno Teleprezence
Teleprezenční scéna běží v samostatném vlákně START_TP_DoWork, jež je spuštěno po
kliknutí na tlačítko Start Telepresence, nebo po zmáčknutí klávesové zkratky [F1]
nebo [F5]. V tomto vlákně je zavolána funkce Run() třídy TelepresenceSystem,
která dědí od SharpDX.Toolkit třídy Game. Její průběh je popsán v sekci 5.9.4 na
straně 74.
5.11.4 Vlákno načítající snímky pro texturu kamery
Po otevření kamery při spuštění Teleprezence je zapnuto kontinuální vyčítání snímků.
Na event kamery StreamGrabber.ImageGrabbed je nastavena handler funkce OnI-
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mageGrabbed, jež vytváří klon datového bloku přijatého z kamery
storedGrabResult = grabResult.Clone();
a nastavuje příznak storedNewGrabResult na hodnotu true.
BackgroundWorker UpdateTexture_DoWork, který je aktivován v konstruktoru
třídy Teleprezence, periodicky kontroluje storedNewGrabResult a pokud je nasta-
ven na true, kontroluje zda je na true nastaven příznak drawNewCameraTextureFrame.
drawNewCameraTextureFrame je aktivován na konci vykreslovací smyčky ve funkci
EndDraw.
To znamená, že funkce pro konverzi obrazových dat z kamery na texturu kame-
rového čtverce scény UpdateTextureFromGrabResult() je volána pouze tak často,
jak je vykreslována scéna a nedochází tedy ke zbytečné zátěži konverzí snímků, které
se do scény nedostanou.
5.12 Diskuze vývojové verze Oculus SDK
Ačkoliv je kompletní aplikace navržena s důrazem na thread-safety, tedy jsou použity
metody pro zabránění přístupu více vláken ke stejnému zdroji v jeden okamžik
(sekci 5.1 na straně 57), je důležité zdůraznit, že používané SDK je stále ve vývojové
fázi, důsledkem čehož není aplikace zatím nasaditelná pro reálné použití, jelikož
dochází k situacím uvedeným níže.
Vykreslování teleprezenčního scény je prováděno skrze volání funkce
hmd.EndFrame(renderPose, eyeTexture); z ShaprOVR wrapperu Oculus SDK,
jež je uvedena sekci 5.9.4 na straně 78. Časově nedeterministicky dochází k zasta-
vení provádění threadu
START_TP_DoWorkprávě na řádku odesílajícím obraz pro vykreslení na displej. Ostatní
vlákna v pořádku pokračují ve svých funkcích. Druhým projevem je úplný pád apli-
kace. Analýzou logovacího souboru se došlo k názoru, že aplikace padá při provádění
stejné funkce. Opakovaně se bylo pokoušeno zamezit tomuto stavu, ale bezvýsledně.
Veškeré sdílené prostředky, které funkce využívá, jsou chráněny proti přístupu do
paměti z více vláken v jeden okamžik. Došlo se k závěru, že chybou je SDK, které
není dosud v plné verzi a tudíž není ještě zcela odladěné. Časy vlastního běhu před
zastavením se pohybují mezi 5 až 50 minutami.
5.13 Oculus SDK
Pro komunikaci knihovny libOVR, respektive SharpOVR, s hardwarem je nutné,
aby běžela aplikace Oculus ConĄguration Utility, která obsarává službu OVRservice,
která je navázána na hardware. Tato aplikace je nainstalována s Oculus Runtime,
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respektive Oculus SDK. Protože byla použita SharpOVR verze 0.4.4, je i nainstalo-
vaná verze SDK 0.4.4.
Oculus ConĄguration Utility
Tato aplikace běžící na pozadí, jež detekuje připojení HMD, zobrazuje model a
verzi Ąrmware. Dále umožňuje kalibraci skrze volbu typu použitých čoček, nastavení
zvolené polohy šroubu displeje a volbu proĄlu uživatele.
Demo scéna je mini 3D scéna zobrazující pracovní desku, u které se sedí nebo
stojí. Slouží pro ověření nastavení a funkce Oculu Riftu.
ProĄl uživatele
Pro každého uživatele mohou být nastaveny fyzické proporce, které umožňují věrněji
simulovat jeho přítomnost ve virtuální scéně.
• Eye To Neck Distance, vzdáleností oko - krk je deĄnován vektor, který
simuluje pohyb hlavy a krku. Jeho počátek leží v simulovaném středu krku a
jeho konec ve středu spojnice očí. Horizontální vzdálenost odpovídá přibližně
výšce vzdálenosti od koutku oka do středu ucha a vertikální vzdálenost je cca
vzdálenost od koutku oka ke spodní části dolní čelisti.
• IPD, neboli Interpupilární vzdálenost, je vzdáleností středů očí.
• Eye Relief je nastavitelná vzdálenost oka od čočky. Je závislá na IPD a
nastavení bočních šroubů headsetu.
• Measure Utilita obsahuje i miniaplikaci sloužící ke změření Eye Relief vzdá-
lenosti.
Rift Display Mode
Součástí nastavení je v OS Windows také možnost volby takzvaného módu displeje.
• Mód připojení displeje Výběr jedné ze dvou možností:
Ű Direct HDM Acces form Apps
Umožňuje aplikacím, aby mohly vykreslovat přímo do Oculu, aniž by byl
jeho displej připojen jako externí Windows monitor. Snižuje to latency a
zjednodušuje použití.
Ű Extend Desktop to the HMD
Nastaví displej Oculu jako součást Windows plochy - externí monitor. Je
nutné nastavovat orientaci displeje a kopírování nebo rozšíření plochy. Je
doporučenou požívat pouze pokud se u první volby projevují problémy.
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• DK1 Legacy App Support
Pokud je toto nastavení zapnuto, umožňuje využívat Oculus Rift DK1 apli-
kacím sestaveným s Oculus SDK ve verzi 0.3 a nižším. Je nutné tuto volbu
vypnout pro SDK 0.4+. (Tato možnost nastaví DK1 do Extended Módu, ale
na DK2 nemá žádný vliv.)
• Rift Saver
Umožňuje nastavit čas, po kterém se displej Oculu vypne, pokud není zařízení
headsetu používáno.
Při měřeních a vývoji byla použita volba ĎDirect HMD Access from AppsŞ,
podpora DK1 Legacy byla vypnuta a spořič byl nastaven na 10 minut. Nastavené
proĄlové parametry jsou vidět v tab. 5.6.









6 MĚŘENÍ PARAMETRŮ TELEPREZENČNÍHO
SYSTÉMU
Teleprezenční program nastavuje koncové polohy motorů tak, aby kamera zabírala
stejný směr, jakým se dívá uživatel s HMD, avšak získávání dat z inerciálních sní-
mačů Oculu, jejich následné zpracování a odeslání do servomotorů přidává, spolu se
samotnou konečnou rychlostí pohonu, do teleprezenčního systému časové zpoždění.
Pro zjištění tohoto zpoždění byla provedena série měření popsaných v sekci 6.1.
Kromě zpoždění způsobeného motory sledujícími vektor pohledu uživatele, exis-
tuje v systému také zpoždění samotného obrazu zobrazeného na displeji. To závisí
na frekvenci překreslování scény, času expozice kamery a dalších vlivech měřených
v sekci 6.2 na straně 97.
Pro ověření vlastností systému byla provedena ve spoluprácí s diplomantkou An-
nou Cheparukhina série měření jednotlivých časových zpoždění teleprezenční apa-
ratury. Při prováděných měřeních běžela obsluhující aplikace EyeOut na herním
stolním počítači s parametry uvedenými v tab. 6.1 na následující straně. Při měře-
ních nezahrnujících obraz z kamery byl použit laptop s parametry uvedenými opět
v tab. 6.1 na následující straně, který však pro měření s kamerou nebyl dostačující,
jelikož neobsahuje potřebný port USB v3.0.
Při měřeních byl využit headset Oculus Rift DK2. Kamera byla nastavena na
maximální rozlišení, viz tab. A.3 na straně 131. Všechna měření byla zpracovávána
v souladu s postupem uvedeným v příloze sekci C na straně 137.
6.1 Zpoždění HMD - motor
Maximální rychlost otáčení motorů při doporučeném napájecím napětí je 1.050 ot/s
(viz tab. A.2 na straně 130). Porovnáme-li ji s maximální úhlovou rychlostí hlavy při
pravolevém otáčení 1.29 ot/s (viz tab. 3.1 na straně 37), můžeme předpokládat, že při
rychlém pohybu hlavy směr pohledu po jistý časový interval neodpovídá orientaci
kamery, jak je vidět z obr. 6.1 na následující straně. Dále je důležité zmínit, že
odezva motorů není okamžitá, jelikož data o poloze hlavy musí být nejprve vyčtena
z Oculu, přepočítána a teprve poté zaslána motorům pro jejich nastavení.
Pro zjištění zpoždění zavedeného motory byly provedeny dvě série měření.
6.1.1 M1: Zpoždění pohyb hlavy - pohyb aktuátoru
Při spuštěné teleprezenci je při každém vykreslení scény vyčten z Oculu kvater-
nion orientace. Ten je přepočítán na jednotlivé Eulerovy úhly, jež jsou potřebné pro
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Tab. 6.1: Tabulka parametrů počítačových sestav
Stolní PC Laptop
Výrobce Gigabyte Technology ASUSTeK Computer
Typ − U30JC
OS Windows 7 SP1 64bit Windows 7 SP1 64bit
Výpočetní jednotka CPU
Procesor Intel Core i5-3340P Intel Core i5 M540
Frekvence jader @ 3.10GHz 3.30 GHz @ 2.53GHz 2.53GHz
Počet jader 2 2
GraĄcká výpočetní jednotka GPU
Technologie NVIDIA NVIDIA Ű Optimus
GraĄcká karta Intel HD Graphics Intel HD Graphics
Dedikovaná karta GeForce GTX 760 GeForce 310M
DirectX GPU podpora DirectX 11 DirectX 10.1
Operační paměť RAM
Kapacita 8 GB 4 GB
Vstupně výstupní porty
USB 2.0 4 3
USB 3.0 4 0

























nastavení žádaného úhlu jednotlivých motorů. Následně je všem motorům zaslán
packet pro nastavení této pozice. Podrobnější informace v sekci 5.11.2 na straně 80
Ačkoliv je baudrate RS485 linky nastaven na 1MHz, což je téměř nejvyšší pod-
porovaná rychlost použitého USB-RS485 převodníku, je do systému i kvůli času
zpracování zavedeno malé časové zpoždění - interval mezi prvním pohybem hlavy a
prvním pohybem motoru [��1], viz obr. 6.1 na předchozí straně.
6.1.2 M2: Zpoždění pohyb hlavy - nulová odchylka motoru
Druhým problémem je maximální rychlost motoru při daném doporučeném napětí.
Kontrolní smyčka požaduje po akčním členu stejnou úhlovou rychlost a zrychlení ja-
kou má naše hlava, respektive je po motoru požadováno, aby sledoval natočení hlavy,
které mění své koncové polohy s vyšší rychlostí, než je motor schopný stíhat. Tato
nelinearita typu nasycení způsobuje druhé časové zpoždění, a to sice interval mezi
prvním pohybem hlavy a momentem, kdy odpovídá natočení servoramene natočení
hlavy.
6.1.3 Senzory
Detekce začátku pohybu servoramene Pro detekci začátku pohybu servo-
ramene byl použit výstup analogového gyroskopu umístěného v ose otáčení yaw-
motoru.
Detekce začátku pohybu hlavy Stejně tak i prvotní pohyb hlavy byl detekován
výstupním signálem analogového gyroskopu, jenž byl připevněn na popruhu Oculu
tak, aby byl přibližně v ose yaw-otáčení hlavy.
Detekce konce pohybu servoramene Pro detekci konce pohybu serovramene
bylo využito optického enkodéru. Bílé kruhové stínítko s černým pruhem bylo při-
pevněno k yaw-motoru tak, aby se při dosažení konečné pozice hlavy černý pruh
dostal přímo nad reĆexní optočlen. Na výstupu optočlenu se nachází napětí úměrné
odrazivosti světla od povrchu kruhového stínítka, jak lze vidět na obr. 6.2 na násle-
dující straně.
Analogové gyroskopy
Analogové gyroskopy LISY300AL a LY530AH, zapůjčené z Ústavu automatizace a
měřící techniky VUT, dávají na svém výstupu při nulových otáčkách klidové napětí.
Při naměřené úhlové rychlosti se dle její orientace toto napětí zvyšuje nebo snižuje.
Pro detekci začátku pohybu hlavy byl použit výstup OUT gyroskopu LISY300AL
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Obr. 6.2: Aparatura s reĆexním čidlem pro detekci konce pohybu motoru
a pro detekci začátku pohybu servoramene výstup 4xOUTZ gyroskopu LY530AH.
Parametry použitých gyroskopů jsou uvedeny v tab. 6.2 na následující straně.
ReĆexní čidlo a optická závora
Pro snímání konce pohybu motoru bylo využito reĆexního čidla CNY70. Tento typ
čidla bývá často využíván v mých školních i mimoškolních projektech pro svou jed-
noduchost a funkčnost. Senzor je tvořen budící IR diodou a fototranzistorem sníma-
jícím reĆektované světlo od povrchu a Ąltrem který nepropouští viditelnou složku
světla. Proto je napětí na výstupu dle použitého zapojení nepřímo úměrné reĆexivitě
snímaného povrchu, tzn. odrazivá či světlá znamená nižší výstupní napětí, a naopak
matná ne-reĆexní způsobí vyšší napětí, což se výtečně hodí pro optický enkodér.
Čidlo bylo napájeno napětím 5V. Použité zapojení je vidět v příloze na obr. A.1 na
straně 129.
Optická závora byla vyrobena z bílého kartonu a černé izolační pásky. Napěťový
výstup z reĆexního čidla byl pro zvolené světelné podmínky dostatečně citlivý. V
klidovém stavu tedy, pokud čidlo snímalo bílou barvu, byla na výstupu měřena hod-
nota klidového napětí 0V. V koncovém natočení, kdy bylo reĆexní čidlo zaměřeno
na černou izolační pásku, byl výstup 4.5V.
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Tab. 6.2: Parametry použitých analogových gyroskopů
Senzor LISY 300AL LY530AH
počet detekovaných os 1 2
napájecí napětí 2.7 ∼ 3.6 2.7 ∼ 3.6 [V]
proud 4.8 5 [mA]
Výstup OUT
Rozsah ±300 ±1200 [°/s
Citlivost 3.33 0.83 [mV/°/s]
klidové napětí 1.65 1.23 [V]
Zesílený výstupu 4xOUT
Rozsah - ±300 [°/s
Citlivost - 3.33 [mV/°/s]
klidové napětí - 1.23 [V]
Propojení senzorů
Pro čipy gyroskopických senzorů, které již byly osazeny na své DPS a pro reĆexní
čidla byly z důvodu snadnějšího zapojení vytvořeny malé DPS. Tyto obsahovali
zásuvné konektory a potřebné pasivními součástkami na ústřižcích univerzální tes-
tovací desky.
Pro datové a napájecí propojení gyroskopu umístěného na vršku hlavy s měřící
aparaturou bylo použito stíněného kabelu dostatečné délky.
6.1.4 Měřící přístroje
Měření [M1] a [M2] byla prováděna na DSO HMO1002 značky Rohde & Schwarz,
jehož parametry jsou k nalezení na [58].
Jak můžete vidět na obr. 6.4 na straně 96, byl signál z gyroskopu umístěného
na motoru, díky nevyhlazenému řízení, nehladký. Průběh výstupu motorového gy-
roskopu byl proto zaznamenán na USB disk spolu s průběhem hlavového gyroskopu
a dané časové zpoždění bylo vypočteno dodatečně tak, jak je popsáno v sekci 6.1.7.
Při měření s optickým čidlem byl signál hladký, a proto byly údaje měřeny kur-
zorem.
6.1.5 Měřící aparatura
Propojení jednotlivých senzorů a měřících přístrojů je zřejmé z obr. 6.3 na následující
straně.
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Měření [M1] a [M2] byla prováděna pouze na motoru nejvyššího stupně servora-
mene kopírující pravolevou rotaci hlavy (Yaw). Ačkoliv dosažitelná rychlost motoru
nejnižšího stupně servoramene je pravděpodobně nižší než u ostatních motorů, kvůli
zatížení momentem setrvačnosti zbytku ramene a kamery, bylo přesto zvoleno mě-
ření na stupni rotace Yaw, jelikož v této ose má hlava největší rozsah pohybu, viz







































Obr. 6.3: Schéma zapojení pro měření M1 a M2
6.1.6 Popis měření
Popis měření M1: Zpoždění pohyb hlavy - pohyb aktuátoru
Čas ��1 je vlastností systému, a proto nebylo potřebné měřit na více subjektech. Na
počátku měření byly jak motory, tak hlava s nasazeným HMD v klidu. Poté subjekt
pohnul hlavou v pravolevém směru.
Měření časového intervalu bylo prováděno osciloskopem, do kterého byly přive-
deny signály z gyroskopu umístěném na hlavě i na motoru. Osciloskop byl nastaven
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v módu trigger single na sestupnou hranu vstupního signálu z hlavového gyroskopu.
Po pohybu hlavou byl průběh obou výstupních gyroskopických signálů zaznamenán
na USB disk. Pokus byl 10krát opakován. Jeden ze zaznamenaných průběhů lze vidět
na obr. 6.4 na straně 96.
Popis měření M2: Zpoždění pohyb hlavy - nulová odchylka motoru
Měření závisí na rozsahu pohybu hlavy člověka a individuální rychlosti otáčení hlavy,
proto bylo měření prováděno na vzorku deseti subjektů. Měřené osoby byly muži
a ženy ve věku 18-30 let. Výběr subjektů byl neselektivní, protože nešlo o měření
biologických parametrů hlavy, ale o ověření zpoždění zavedeného motory při rychlých
pohybech do stran. Pro největší citlivost měření byl vybrán pohyb yaw z jedné krajní
polohy do druhé. V tomto směru je dosažitelná rychlost hlavy nejvyšší, to znamená,
že i projev zpoždění způsobeného pomalejší rychlostí motory bude nejznatelnější.
Před začátkem měření M2 byla pro každý subjekt nastavena optická závora tak,
aby detekovala maximální natočení hlavy doprava. Měření v opačném směru ne-
bylo prováděno z důvodu symetrie pravolevého rozhledu tab. 3.1 na straně 37. Po
počátečním nastavení subjekt otočil hlavu úplně doleva. Následně byl zaznamenán
časový interval měření [M2] při pohybu z jedné krajní polohy do druhé. Pro každý
subjekt bylo naměřeno 10 opakování, jak je patrné z tab. 6.4 na straně 96.
Měření časového intervalu bylo prováděno osciloskopem, do kterého byly při-
vedeny signály z gyroskopu na hlavě a z optického enkodéru.
Osciloskop byl nastaven v módu trigger single na sestupnou hranu vstupního
signálu z hlavového gyroskopu. Po pohybu hlavou byl z průběhu pomocí kurzorů
odečten čas mezi 90% sestupné hrany signálu z hlavového gyroskopu a 90% signálu
z reĆexního čidla optického enkodéru.
Rozsah napětí signálu z gyroskopu a jeho charakter je obdobný jako při mě-
ření [M1], tedy klidové napětí 1.6V až k saturaci na 0V, jelikož měřící rozsah gyro-
skopu činí 300 ot/s (viz tab. 6.2 na straně 91), ale hlava dokáže vyvinout v ose yaw
rychlost až circa 470 ot/s (viz tab. 3.1 na straně 37). Sestupná hrana trvala 25ms
(90⇒ 10)%.
Rozsah napětí signálu z gyroskopu a jeho charakter je obdobný jako při mě-
ření [M1], Klidové napětí činí 1.6V a klesání signálu dochází až k saturaci na úrovni
0V. Protože měřící rozsah gyroskopu činí 300 ot/s (viz tab. 6.2 na straně 91), ale
hlava dokáže vyvinout v ose yaw rychlost až circa 470 ot/s (viz tab. 3.1 na straně 37).
Sestupná hrana trvala 25ms (90⇒ 10)%.
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Saturaci je možné mohli zabránit použitím gyroskopu LY530AH, jež má na pinu
OUT rozsah 1200 ot/s, avšak to by bylo proti smyslu měření, kterým je změřit čas.
Zmíněný vyšší rozsah je vykoupen nižší citlivostí, tedy nižší strmostí nástupné hrany,
což by zmenšilo i možnou citlivost měření v čase.
Rozsah napětí signálu z reĆexního čidla je uveden v sekci 6.1.3 a jeho ná-
stupná hrana trvala 5ms (90⇒ 10)%.
Ačkoliv byly nástupné hrany signálů, mezi nimiž byl měřen časový interval, roz-
dílných veličin (æhlava a Ðmotor), byla hrana signálu optického enkodéru dostatečně
krátká vůči celkovému měřenému času. Případná derivace pro dosažení jednotnosti
veličin mezi nimiž byl čas měřen by tedy výsledky měření neovlivnila, respektive
ovlivnila pouze zanedbatelně, hodnotou o řád menší, než je Ąnální nejistota měření,
viz tab. 6.4 na straně 96.
6.1.7 Zpracování měření
Zpracování měření M1: Zpoždění pohyb hlavy - pohyb aktuátoru
Jak lze vidět na obr. 6.4 na straně 96, na osciloskopu nebylo možné jednoznačně určit
začátek, respektive změnu o 10% sestupné hrany signálu, z motorového gyroskopu.
Proto byl čas vypočten při následném zpracování, kdy byly naměřené průběhy prolo-
ženy v programu LibreOice polynomiální křivkou vypočtenou metodou nejmenších
čtverců (v aplikaci: Trendline - Polynomial) vyššího řádu tak, aby i po vizuální
stránce co nejvěrněji kopírovala průběh při sestupné hraně signálu.
Výpočet křivky nebyl prováděn z celého zaznamenaného průběhu, ale pouze z
kratší části lineární sekce před sestupnou hranou, samotnou sestupnou hranou a
lineární částí po sestupné hraně, jak lze také vidět na obr. 6.4 na straně 96. Pro
křivku byl zvolen devátý řád polynomu, jelikož nižší řády vizuálním porovnáním
neodpovídaly skutečnému průběhu signálu.
Pro výpočet nejistoty typu [b] byly určeny maximální chyby 2 dílčích nejistot.
�max,1 byla určena jako časový interval mezi prvním a posledním výskytem hledané
napěťové úrovňě, čili 10%�max. Jelikož rozlišení signálu osciloskopu v napětí na
daném rozsahu byl 20mV nevyskytuje se toto hledané napětí pouze v jednom čase,
ale vícenásobně a tvoří tak řídké klastry se stejnou hodnotou, jejichž časová šířka
je právě dílčí nejistotou �max,1 Pro každý z 10-ti naměřených průběhů jiná hodnota
této maximální chyby jiná, její rozložení nelze jednoduše zjistit proto volím klasické
normální rozložení.
Druhou dílčí nejistotou bylo rozlišení v čase, kdy byla brána největší zazname-
naná skoková hodnota mezi následujícími vzorky, jež byla pro všechna měření stejná,
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jelikož se měřilo se stejným nastavením na jediném DSO. Hodnota této nejistoty činí
0.11ms a její rozložení je rovnoměrné v celém časovém intervalu měřéní.
Zpracování měření M2: Zpoždění pohyb hlavy - nulová odchylka motoru
Pro individuální subjekty byl spočítán aritmetický průměr. Poté byl vybrán subjekt
s nejvyšším naměřeným zpožděním a k němu byla vypočtena standardní rozšířená
nejistota, kdy maximální chyba odečteného údaje byla vzhledem k danému rozsahu
a rozlišení displeje DSO stanovena na 5ms.
Tato nejistota vypočtená z nejvyššího naměřeného zpoždění je potom uvažována
pro všechna měření, jelikož je to nejhorší možná varianta.
Tab. 6.3: M1: Zpoždění pohyb hlavy - pohyb aktuátoru
j �� �max,1 �max,2 �2B(��) veličina hodnota
# [ms] [ms] [ms] [ms] [ms]
1 99.3787 5.8699 0.11 8.62 �A(�) 6.576
2 78.5310 4.8580 0.11 5.90 �B(�) 2.986
3 83.7930 4.2500 0.11 4.52 �C(�) 7.222
4 82.7820 5.1610 0.11 6.66
5 82.1740 5.7690 0.11 8.32 rozložení normální
6 76.9120 5.9710 0.11 8.92 P 95.5%
7 79.7460 4.5540 0.11 5.19 �(�) 14
8 77.9245 4.8580 0.11 5.90 Ût 83.354
9 84.1980 5.7690 0.11 8.32




��1 = (83± 14)msrozložení normální rovnoměrné
6.1.8 Výsledky a závěr měření [M1] & [M2]
Naměřené a vypočtené hodnoty můžeme vidět v tab. 6.3, tab. 6.4 na následující
straně a na obr. 6.4 na následující straně.
Nejmenší naměřený čas nastavení motorů na žádanou polohu při rychlém pohybu
hlavy ze strany na stranu je min ��2 = (360 ± 60)ms, maximální naměřený čas je
skoro dvakrát větší max ��2 = (630 ± 60)ms. Z toho lze usuzovat, že při rychlých
pohybech hlavy nelze toto zpoždění zanedbat, avšak toto zpoždění nemusí uživateli
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Měření zpoždění hlava - motor start
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Obr. 6.4: M1: Zpoždění pohyb hlavy - pohyb aktuátoru
Tab. 6.4: M2: Zpoždění pohyb hlavy - nulová odchylka motoru
Sub. 1 2 3 4 5 6 7 8 9 10 Nejlepší a nejhorší případ
�M2 min max
# [ms] [ms] [ms]
1 596 544 572 406 528 620 584 566 468 504 �A(�M2) ⇒ 56.02
2 598 556 652 398 526 712 542 564 452 462 rozložení ⇒ normální
3 604 572 614 370 532 570 538 630 450 444 ä ⇒ 2
4 568 576 718 354 534 586 536 668 458 444 �max,i ⇒ 5
5 536 548 700 354 550 586 534 650 440 452 �B(�M2) ⇒ 2.5
6 622 532 672 392 560 586 518 670 430 438 �C(�M2) ⇒ 56.07
7 550 564 596 344 562 564 506 682 506 450 rozložení ⇒ normální
8 526 543 608 344 584 570 510 706 502 438 k ⇒ 1
9 522 544 594 342 588 640 538 570 514 452 P ⇒ 68%
10 578 516 568 338 604 534 516 564 506 466 �(�M2) 60 60
ÛtM2 570 550 629 364 557 597 532 627 473 455 ÛtM2 364 629
�µtM2
35 18 53 26 28 50 22 56 31 20 �M2 (360∘ 60)ms (630∘ 60)ms
teleprezenčního systému způsobovat nevolnost, pokud je poloha, na kterou se vy-
kresluje obraz z kamery, určena aktuálním nastavením motorů při pořízení snímku
a ne aktuální orientací hlavy. V aplikaci EyeOut je tato poloha nastavitelná tak, jak
je popsáno v sekci 5.6.1.
Velikost naměřeného zpoždění prvního pohybu motoru oproti pohybu hlavy je
��1 = (83± 14)ms.
Obě zpoždění samozřejmě závisí na nastavení regulátoru motoru, které je zmí-
něno v sekci 5.7 na straně 69.
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6.2 Zpoždění snímaná scéna - vnímaný obraz
Zpoždění HMD - motor je nejvíce znatelné při dynamické změně pohledu člověka,
avšak i při nezměněném natočení hlavy se projevuje zpoždění, které možná ještě
více ovlivňuje teleprezenční vnímání. Při běžící teleprezenci je na kameře zapnuto
kontinuální vyčítání snímků. Aktuálně vyčtený kamerový snímek je konvertován na
texturu a ta je následně ve vykreslovací části přiřazena kamerovému povrchu, který
se poté překreslí do obrazu scény, který se periodicky zasílá do Oculu pro aktualizaci
displeje.
6.2.1 M3: Zpoždění kamera - displej
V centru zájmu tedy stojí celková doba mezi pořízením snímku kamerou a jeho
vykreslením na displej headsetu. Snad nejjednodušším způsobem, jak tento efekt
změřit, je opět externě obejít veškeré vnitřní zpracování a měřit časový interval
od změny ve scéně zaznamenávané kamerou do stejné změny promítnuté na displej
Oculu.
6.2.2 Senzory
Detekce změny na displeji Pro detekci změny na displeji je vhodné, aby změna
obrazu byla senzorem detekována co nejrychleji a bez zbytečných zpoždění, tedy
aby charakter změny co nejvíce vyhovoval senzoru. Pro detekci změny byl původně
zamýšlený fototranzistor vyměněn za reĆexní čidlo CNY70, pro jeho jednodušší a
již použité zapojení. Při použití reĆexního čidla detekujícího rozdíl mezi nízkou a
vysokou reĆexivitou je potřeba, aby se barva vykreslovaná na displeji měnila z vysoce
matné - tedy černé, na velmi reĆexní - tzn. bílou.
Detekce změny ve scéně snímané kamerou Pro docílení rychlé změny displeje
z černé na bílou (nebo naopak) je nasnadě použití světelného zdroje, jehož zapnutí
je snadno detekovatelné nejen na displeji, ale i u snímací kamery. Pro detekci změny
ve scéně, tedy zapnutí světelného zdroje před kamerou, byla zvolena hrana signálu
z reĆexního čidla CNY70 nasměrovaného na zdroj světla, namísto detekce sepnutí
tlačítka pro rozsvícení. A to z důvodu jistého nenulového zpoždění při rozsvěcení
každého světelného zdroje.
ReĆexní čidlo
Popis čidla byl zmíněn výše v sekci 6.1.3. Čidlo bylo napájeno napětím 5V. Použité
zapojení je také stejné, viz příloha obr. A.1 na straně 129.
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6.2.3 Měřící aparatura
Pro detekci počátku byl těsně před objektivem kamery umístěný světelný zdroj, na
který bylo nasměrováno i startovací reĆexní čidlo. Aby bylo zamezeno poškrábání

















Obr. 6.5: Schéma apartary pro měření M3: Zpoždění kamera - displej
Pro detekci změny na displeji byla z Oculu vyňata optická čočka a koncové
reĆexní čidlo bylo Ąxováno v kolmé vzdálenosti, přibližně půl centimetru nad dis-
plejem, jak je vidět na obr. 6.6 na následující straně. Tato vzdálenost byla zvolena
s důrazem na citlivost tak, aby napěťová odezva čidla na kontrastní změnu obrazu
displeje byla co největší.
Celkové schéma zapojení můžeme vidět na obr. 6.5.
6.2.4 Světelný zdroj
Z podstaty měření je potřeba, aby zdroj světla měl velmi rychlý nástup intenzity,
proto se jako první dere na mysl použití fotograĄckého blesku, který touto charak-
teristikou disponuje.
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Obr. 6.6: Umístění čidla nad displejem Oculu
FotograĄcký blesk
Pokud se však zamyslíme, shledáme, že při použití blesku by mohla být na škodu
krátká délka trvání signálu, jež se pohybuje v rozmezí cca (5 ∼ 10)ms, viz [41].
A to ne kvůli tomu, že by kamera blesk nezvládla zachytit, ale kvůli překreslovací
frekvenci 3D scény, respektive kvůli periodě vytváření textury z kamerových dat,
která se pohybuje při průměrné hodnotě 50 FPS okolo 20ms. Pokud by tedy délka
trvání blesku byla oněch výše zmíněných 5ms, mohlo by se stát, že se blesk rozsvítí
a vyhasne, aniž by snímek z kamery, na kterém byl jeho jas zachycen, stihl dostat
do textury kamerového obrazu vykreslovaného v 3D scéně.
LED-žárovka
Z výše uvedeného důvodu padla volba na jiný zdroj světla s rychlým nástupem in-
tenzity, a to sice na LED-žárovku. Po připravení aparatury, jak je vidět na obr. 6.7
na následující straně a obr. 6.8 na následující straně, však došlo k interferenci sním-
kovací frekvence kamery, respektive displeje, s budícím napětím LED na žárovce,
respektive světelnou odezvou LED na toto napájení.
Ačkoliv je žárovka napájená ze sítě střídavého napětí, obsahuje měnič a stabilizá-
tor pro napájení stejnosměrných LED. Stabilizátor však pravděpodobně nevyhladil
napětí dokonale, a proto bylo na displeji jasně patrná periodická změna intenzity
světla žárovkových diod s frekvencí cca 2Hz při nejnižším možném expozičním času
kamery, viz sekce 6.2.6.
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Obr. 6.7: LED žárovka umístěná ve snímané scéně kamery spolu s reĆexním čidlem
Obr. 6.8: Obraz kamery zobrazený na displeji HMD
Pro vlastní měření by se tedy měnila velikost napěťového signálu při zapnutém
světelném zdroji koncového reĆexního čidla, protože by změna obrazu na displeji
nebyla stabilní, ale měnila by se v čase.
Bíla LED
Od LED-žárovky bylo tedy upuštěno a měření bylo provedeno s obyčejnou bílou,
vysoce svítivou LED diodou. Dioda byla napájena stejnosměrným napětím 5V s
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přídavným odporem 400Ω.
LED byla situována tak, aby emitované světlo proudilo přímo do středu objektivu
kamery. ReĆexní čidlo potom snímalo LED z boku a pro nasměrování jinak odpad-
ního světla do reĆexního senzoru byl použit pásek aluminiové folie. Celý senzor byl
uchycen na pomocné Ďtřetí ruceŞ pro snadnou manipulaci, viz obr. 6.9.
Obr. 6.9: Zapojení reĆexního čidla, vysoce svítivé diody a aluminiového proužku
před kamerou pro měření M3: Zpoždění kamera - displej
6.2.5 Měřící přístroje
Propojení obou reĆexních čidel, měřících přístrojů a aparatury je zřejmé z obr. 6.5
na straně 98. Při měření nebylo na motory přivedeno napájecí napětí, ale počítačový
program data pro nastavení polohy po sériové lince do motorů odesílal, aby nedošlo k
umělému snížení času zpracování. Pro měření byl využit osciloskop UNI-T UT2042c,
jehož parametry jsou k nalezení v [59].
6.2.6 Popis měření
Nastavení 3D scény Při vlastním měření jsem využil kontrastní změnu celé ob-
razovky, kdy jsem plochu na kterou jsou v 3D scéně vykreslovány snímky z kamery
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uměle přiblížil tak, aby při rozsvícení diody byl obraz na celé ploše displeje jednolitě
světlý.
Nastavení osciloskopu Na kanálu kamerového čidla byl nastaven coupling DC
a na kanálu, k němuž bylo připojeno čidlo od displeje, byl vzhledem k charakteru
výstupu, nastaven coupling AC.
Průběh signálu z displejového čidla je patrný z obr. 6.12 na straně 104. Jednotlivé
špičky reĆektují povahu AMOLED technologie vykreslování displeje. Mají periodu
rovnu obnovovací periodě displeje, jež je reciproká hodnotě obnovovací frekvence
75Hz, viz 6.3.
Osciloskop byl nastaven do módu trigger single na sestupnou hranu vstupního
signálu z kamerového reĆexního čidla. Po rozsvícení světla byl kurzory odečten čas
mezi sestupnou hranou signálu z kamerového čidla a nástupnou hranou první vyšší
špičky signálu z displejového reĆexního čidla, jak je vidět na obr. 6.10 na následující
straně.
Rozpětí signálu z kamerového čidla byl ovlivněn reĆexní aluminiovou páskou.
Při nesvítící diodě činila hodnota signálu cca 5V, při zapnutí potom klesla hodnota
pouze o necelý 1V. Pro detekci sestupné hrany je tento pokles dostačující.
Rozpětí signálu z čidla displejového , který měl na vstupu zapnutý AC coupling,
bylo cca (20 ∼ 80)mV při tmavé obrazovce a 450mV při zobrazeném obrazu rozsví-
cené diody.
Rozsahy obou signálů lze vidět na obr. 6.10 na následující straně.
Nastavení kamery bylo před měřením upraveno tak, aby byla kontrastní změna
scény co největší. Objektivová clona proto byla nastavena na nejmenší průchod,
takže obraz byl bez zapnutého světla, až na šum, téměř černý.
Expozice kamery byla nastavena na nejnižší možnou hodnotu 42 ns. Protože
měříme časový interval od změny ve scéně zachycené kamerou chceme, aby tato
změna byla zachycena co nejrychleji, proto volíme nejnižší možnou expozici.
Parametry kamery a objektivu jsou vypsány v tab. A.3 na straně 131.
6.2.7 Diskuze nastavení expozičního času
Pokud by expozice byla nastavena na vyšší hodnotu, například pro vnitřní podmínky
přijatelných 10ms nebo více, mohlo by se stát, že by při rozsvěcení diody nastala
následující situace, která by kompromitovala měření.
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Obr. 6.10: Průběh kamerového [CH2] (původně modrý) a displejového [CH1] (pů-
vodně červený) čidla při rozsvícení světla
Tři snímky kamery následující po sobě by zachytily zhasnuté světlo, ještě ne zcela
rozsvícený zdroj a plně svítící LED. Pokud by se tyto tři snímky dostaly postupně
na obrazovku Oculu, vypadal by výstupní signál z displejového čidla tak, jak je vidět
na obr. 6.11.
Obr. 6.11: Výstup z reĆexního čidla na displeji, zaznamenávající změnu kontrastu
displeje při vysokém expozičním času kamery 100ms.
Je možné si všimnout, že signál [CH1] z displejového čidla zobrazuje v levé části
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klidovou hodnotu, vpravo od osy hodnotu zpola rozsvíceného zdroje a poslední
špička odpovídá signálu při plně rozsvícené diodě. Pokud by tento efekt nastal i
v čase, kdy je světlo rozsvícené ještě méně, mohla by se stát celá druhá část neroze-
znatelná od části klidové.
To je důvodem volby co nejmenšího času expozice při měření. Vidíme, že výsledek
se může posouvat o celou délku expozice vůči času sepnutí a relativně k periodě
vykreslování scény.
Frekvence obnovení displeje a relativní čas obnovení displeje vůči rozsvícení
světla taktéž ovlivňuje naměřený interval ��3. Protože je obnovovací perioda �disp =
13.3ms (viz sekce 6.3) stejného řádu jako měřené minimální zpoždění ��3, byla
provedena série dvaceti měření.
Obr. 6.12: Průběh displejového reĆexního čidla při konstantním obrazu displeje
6.2.8 Zpracování měření
Ze série dvaceti naměřených hodnot přímého měření ��3 byl vypočten aritmetický
průměr a následně nejistoty. Pro referenci je tabulka doplněna o jednotlivé obnovo-
vací frekvence.
FPS Scény je frekvence obnovování DirectX scény - nezávisle na kameře.
FPS Grabbing je frekvence vyčítání hodnoty z kamery - maximální hodnota i při
minimálním expozičním čase je skrze USB 3.0 rozhraní (50.8± 2.1)Hz, � = 95.5%,
což jistě odpovídá kapacitě přenosového kanálu při daném rozlišení a nastavení
kamery. Tato hodnota byla vypočtena ze všech zaznamenaných měření s kamerou.
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Hodnota FPS Grabbing se stoupající hodnotou expozičního času klesá, jak je patrné
ze samotného fyzikálního principu. Kamera musí po expoziční čas zachytávat světlo,
než může odeslat obrazová data.
FPS Texturingje frekvence, se kterou se konvertuje obraz z kamery na texturu,
viz sekci 5.9.3 na straně 74.
Pro výpočet nejistoty typu [b] byly určeny maximální chyby dvou dílčích ne-
jistot. �max,1 byla zvolena jako chyba odečtu operátora. Jelikož čas byl odečítán
pomocí kurzorů na DSO, byla stanovena chyba 2 px pro každý ze dvou kurzorů v
součtu s chybou 2 px na šířce každé s obou sestupných hran signálu. Dohromady
tedy �max,1 = 6px.
Druhou dílčí nejistotou byla polovina �disp, jelikož o tuto hodnotu se může měření
lišit v závislosti na relativním čase rozsvícení diody vůči obnovení displeje Oculu,
jak bylo diskutováno v sekci 6.2.7 na předchozí straně.
6.2.9 Výsledky
Z tab. 6.5 na následující straně vidíme, že minimální systémové zpoždění kamera -
displej je ��3 = (72± 20)ms� = 95.5%. Tato hodnota platí pro nejmenší expoziční
čas kamery 42 ns. V porovnání s �disp je tato hodnota přibližně pětkrát větší.
Při použití ve dne ve vnitřních prostorách , kdy může být čas expozice kamery pro
věrohodné podání scény běžně 10ms, bude celkové zpoždění kamera - displej ��3 =
(82 ± 20)ms. Tato hodnota poskytuje náhled na častější případ, než na minimální
změřené zpoždění systému.
6.3 Měření obnovovací frekvence displeje
Se stejnou aparaturou jako v měření [M3] byla pro porovnání změřena frekvence
obnovování displeje Oculu. Dle dokumentace, viz tab. 2.3 na straně 35, je její hodnota
75Hz. To bylo také potvrzeno výsledkem měření.
Pro výpočet nejistoty typu [b] pro měření několika period obnovovací frek-
vence byla uvažována stejná chyba odečtu operátora jako při měření [M3] �B(��) =
2.4ms. Následně spolu s nejistotou typu [a] opakovaného měření �� se vypočte vý-
sledná nejistota typu [c] �C(��) = 7ms
Pro nejistotu typu [c] nepřímého měření jedné periody obnovovací frekvence
využijeme vzorce C.7 (přílohy), tedy pouze podělíme, a to počtem čar pro výsle-
dek nejméně příznivým, tedy minimální zaznamenanou hodnotou 14. �C(�disp) =
0.18ms.
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Tab. 6.5: Měření minimálního zpoždění kamera - displej [M3] při expozici 42 ns a
rozsahu 10ms
FPS
� �j Scéna Grabbing Texuturing
# [ms] [Hz] [Hz] [Hz]
1 65.60 111.9 50.3 55.95 Chyba operátora při odečtu
2 72.80 112.6 50.9 56.30 �max,1 6 [px]
3 70.80 112.5 50.8 56.25 Rozsah 250 [px]
4 59.60 112.4 50.3 56.20 Rozsah 200 [ms]
5 68.00 112.3 51.3 56.15 �max,1 4.8 [ms]
6 66.00 111.3 51.4 55.65 rozložení normální
7 73.60 112.4 50.3 56.20 �B,1 2.4 [ms]
8 74.00 112.9 50.9 56.45 Chyba poloviny �disp
9 70.00 113.0 50.9 56.50 �max,2 6.66 [px]
10 68.40 114.4 51.4 57.20 rozložení normální
11 63.20 114.5 50.0 57.25 �B,2 3.33 [ms]
12 77.60 111.8 50.8 55.90 Nejistoty měření
13 67.60 112.4 50.8 56.20 �A(�M3) 8.7 [ms]
14 67.60 114.6 50.3 57.30 �B(�M3) 4.1 [ms]
15 88.00 112.6 50.9 56.30 �C(�M3) 9.6 [ms]
16 92.80 114.2 49.9 57.10 rozložení normální
17 76.80 110.8 50.5 55.40 k 2
18 87.60 112.8 50.2 56.40 P 95.5%
19 75.20 114.9 50.8 57.45 �(�M3) 19.3 [ms]
20 64.00 111.9 50.3 55.95 ÛtM3 72.5 [ms]
Ûx 72.46 112.81 50.65 56.41 �M3 = (72∘ 20)ms
Tab. 6.6: Měření obnovovací frekvence displeje, ����� = 42 ns, posouzení viz 6.3.1
FPS
� �j Scéna Grabbing Texturing čar �disp
# [ms] [Hz] [Hz] [Hz] [1] [ms]
1 186.4 111.8 50.9 55.9 15 13.31 �B(�j) 2.4 [ms]
2 173.6 112.6 50.9 25.5 14 13.35 �B(�disp) 0.17 [ms]
3 172.8 112.5 50.4 25.2 14 13.29 �A(�disp) 0.03 [ms]
4 172.8 111.7 50.9 56.3 14 13.29 ÛTdisp 13.33 [ms]
5 186.4 109.8 50.3 54.9 15 13.31 �C(�disp) 0.174 [ms]
6 186.4 112.4 50.3 56.2 15 13.31 �C(�disp) 979.710
−9 [Hz]
7 186.4 112.9 51.3 56.5 15 13.31
8 186.4 111.8 50.4 55.9 15 13.31 rozložení normální
9 187.2 112.9 50.3 56.5 15 13.37 k 5
10 187.2 122.6 55.7 61.3 15 13.37 P 99.999 %
�(�M3) 4.89810
−6 [Hz]
Ûx 182.56 113.1 51.14 50.4 ÛTdisp 13.33 �disp 75.045357 [Hz]
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Pokud chceme přepočíst nejistotu typu �C(�disp) přímého měření periody na










Respektive za hodnoty veličin jsou dosazeny jejich aritmetické průměry.
6.3.1 Posouzení výsledku
Tímto postupem, jenž je v souladu s [98] a [97], bylo vypočítáno, že frekvence obno-
vování displeje je (75.045357 ± 0.000005)Hz. Ačkoliv se jedná o opakované měření,
jež bylo velmi opakovatelné (�A(�disp)
ÛTdisp
= 0.2%) a jedná se o měření nepřímé kdy jsme
měřili součet až 15-ti period, což dále snižuje hodnotu uvažované systémové nejistoty
�B(�disp), je nutné podotknout následující. Z výsledku vidíme, že hodnota obnovo-
vací frekvence displeje odpovídá dokumentaci a je velmi stabilní, avšak tvrdit že s
danou aparaturou jsme změřili časový údaj s přesností na 8 platných číslic je mírně
nejisté. Je pravděpodobné, že jsem neuvažoval nějakou dílčí systémovou nejistotu,
jež by nemusela působit na opakovatelnost, ale mohla by způsobit ofset hodnoty či
zvýšení řádu nejistoty. Předmětem měření taktéž nebylo obnovovací frekvenci po-
rovnávat tak přesně s dokumentací, ale pouze dokázat že špičky signálu reĆexního
čidla jsou způsobeny obnovováním displeje a ne například jiným vnějším rušením.
a jedná se o měření nepřímé, kdy byl měřen součet až patnácti period, což dále
snižuje hodnotu uvažované systémové nejistoty �B(�disp), je nutné podotknout ná-
sledující. Z výsledku vidíme, že hodnota obnovovací frekvence displeje odpovídá
dokumentaci a je velmi stabilní, avšak tvrdit, že s danou aparaturou byl změřen
časový údaj s přesností na 8 platných číslic, není pravděpodobné. Je pravděpo-
dobnější, že nebyla uvažována nějaká dílčí systémová nejistota, která by nemusela
působit na opakovatelnost, ale mohla by způsobit ofset hodnoty, či zvýšení řádu ne-
jistoty. Předmětem měření taktéž nebylo obnovovací frekvenci porovnávat tak přesně
s dokumentací, ale pouze dokázat, že špičky signálu reĆexního čidla jsou způsobeny
obnovováním displeje a ne například jiným vnějším rušením.
Výstupní tvar signálu reĆexního čidla naznačuje, že v HMD Oculus DK2 je pou-
žito snížení rozmazání pohybem (motion blur) pomocí problikávání displeje černou
barvou tak, jak je popsáno v sekci 2.1.1 na straně 22.
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6.4 Vliv zpoždění teleprezenčního systemu na člo-
věka
Ve spolupráci s kolegyní Annou Cheparukhina byla provedena série experimentů
vlivu umělého teleprezenčního zpoždění na člověka. Do teleprezenčního systému
EyeOut bylo zavedena několik stupňů umělého zpoždění formou různě dlouhé FIFO
fronty příchozích snímků z kamery. Snímek byl tedy po zachycení z kamery nejprve
umístěn na konec fronty a z jejího začátku byl současně jeden snímek konvertován
na zobrazovanou texturu. Pro jednotlivé délky fronty bylo měřeno zpoždění kamera-
displej stejnou metodou jako při měření [M3].
Samotné měření na lidech poté probíhalo formou motorické reakce na vizuální
podněty při různém stupni zpoždění teleprezenčního systému, které byly evaluovány
výsledným skóre ve hře Subway Surfers na tabletu s OS Android. Hra byla zvolena
pro svou lehkou ovladatelnost, leč současně kladla důraz na rychlé reakce hráče.
Každý z deseti subjektů opakoval pro každé zpoždění systému deset her. Kromě do-
saženého skóre, jež odpovídalo času, po který se hráč udržel ve hře, byly zapisovány
i počty nasbíraných mincí, které odpovídaly schopnosti hráče riskovat a přitom se
udržet ve hře.
Hra spočívala v ovládání avatara, který utíkal koridorem stále kupředu v jedné
ze tří drah. Dráhu, ve které avatar běžel, bylo možné měnit smýknutím prstu po
obrazovce doprava nebo doleva. Dále se v koridoru vyskytovali překážky, které bylo
nutné přeskočit či podběhnout. Tyto akce byly aktivovány smýknutím prstu po
obrazovce nahoru nebo dolů. Některé překážky, nebylo možné přeskočit a jedinou
možností bylo se jim vyhnout.
Subjekt si mohl zvolit dle svého uvážení taktiku hry, zda se bude snažit pouze co
nejdéle udržet ve hře běháním po bezpečných trasách, nebo se pokusí sesbírat více
bodů za sbírání mincí, které byly vždy umístěny na nebezpečných trajektoriích.
Při měření byl také zaznamenáván celkový čas, kdy měl subjekt nasazenu helmu
a po skončení měření odpovídal na otázky z dotazníku, který zkoumal nevolnost,
individuální pocity a zrakové vady.
Výsledky jednotlivých měření budou k dispozici v práci kolegyně Anny Chepa-
rukhina [100].
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7 ROZBOR VÝSLEDKŮ PRÁCE
7.1 Elektro-mechanický systém
V této sekci jsou uvedeny návrhy pro možný další vývoj hardwaru teleprezenčního
systému.
7.1.1 Servorameno
Rameno poskytuje kameře 3 stupně volnosti, avšak ty ne zcela odpovídají vlast-
nostem lidského vizuálního vnímaní. Ačkoliv osa motoru pitch je vzdálena přibližně
120mm od středu kamerového senzoru, což dle dokumentace Oculus SDK odpo-
vídá průměrné EyeToNeck vzdálenosti, platí to pouze při pohledu vpřed. Pokud
se podíváme například vlevo, vykonává kývání hlavy nejspodnější motor. Proto by
pro věrnější teleprezenci bylo vhodné upravit rozložení aktuátorů do formy více při-
pomínající lidký zrak. Například umístit kameru do aktivního Karadanova závěsu,
jenž by byl umístěn na posledním článku ramene. Zvýšený počet stupňů volnosti by
poté mohl být použit pro využití výstupních dat pozičního sledování pomocí Oculus
kamery.
7.1.2 Bezpečnost a prevence opotřebení
Připomínky k bezpečnosti byly zmíněny v sekci 4.2.2 na straně 51 a sekci 5 na
straně 57. Do budoucna je doporučeno vytisknout či vyrobit přídavnou mechanickou
podporu konektoru kabelu kamery, a to kvůli snížení jejího případného namáhání.
7.1.3 Rozšíření vizuálního vnímání
Použití pouze jedné kamery zamezuje stereoskopickému vnímání prostoru, přidání
druhé kamery by zvýšilo věrohodnost teleprezence.
Pokud by ve středu zájmu nebylo vnímání hloubky, ale spíše přehled ve scéně, je
možným řešením přidání dalších kamer směřujících v jiných směrech než primární
Basler kamera. Ty by pomohly například v případě, pokud bychom chtěli snímat
objekt zájmu kvalitní kamerou, přesto by nás zajímalo co se děje na opačné straně. V
aplikaci by se zastavilo odesílání polohy motorům a otočením se na opačnou stranu
bychom ve scéně uviděli texturu se snímky jiné kamery. Další kamery by nemuseli
dosahovat tak kvalitních parametrů jako kamera primární, přesto by napomáhali ke
vnímání scény.
Je možné se vydat i jiným směrem, a to sice k rozšíření vidění na jinou část elek-
tromagnetického spektra. Připojením kamery vnímající blízké či daleké infračervené
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záření a následnou fůzí s obrazem kamery Basler můžeme efektivně zvýšit možnost
používání teleprezence pro viditelné světlo nepříznivých podmínkách.
Jinou možností je připevnit na kameru směrové světlo, jež by mohlo sloužit
podobnému účelu při nízkém osvětlení.
Audio
K rozšíření vnímání teleprezence je možné přispět také přidáním podnětů pro další
ze smyslů. Doplnění mikrofonu a reproduktoru by ulehčilo případnou vzdálenou
komunikaci.
7.2 Návrhy pro další vývoj aplikace
7.2.1 Komunikace
U Ąnálního návrhu hardwaru teleprezenčního zařízení EyeOut je nutné být od počí-
tače na vzdálenost kabelů, což platí jak pro uživatele s nasazeným headsetem, tak
pro rameno s kamerou.
Nahrazením drátové komunikace za komunikaci bezdrátovou, či za virtualizaci
datového toku do prostředí internetu by mohla být teleprezence pomocí systému
uskutečňována na vyší vzdálenosti. Musí však být bráno v potaz, že tato akce by
nutně zvýšila zpoždění odezvy systému.
7.2.2 Scéna
Pro rozšíření vnímání scény je možné zamezit ztrátě starých snímků tím, že by se
staré zaznamenané snímky kamery promítaly na sférické pozadí ve scéně. Pokud by
rameno bylo stále na stejném místě a ne například na mobilním robotu, bylo by




Rychlost vyčítání obrazu z kamery v aplikaci EyeOut se pohybuje kolem hodnoty
50Hz. Kamera je však dle parametrů schopná dosáhnout až 90Hz. Tato hodnota
může být pravděpodobně zvýšena, využitím nástrojů (USB3 Bandwidth Manager
a pylon USB ConĄgurator) pro správné nastavení komunikačního datového kanálu
USB3 dodávaného Ąrmou Basler [71].
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Kamerová plocha
Plocha, na kterou jsou vykreslovány snímky z kamery, je v aplikaci nastavena na
jednoduchý čtverec. Volbou jiného tvaru je možné efektivně měnit vnímané zkres-
lení obrazu uživatelem. Například pokud se použije plocha směrem k pozorovateli
konkávní, vytvoří se efektivní dojem barelového zkreslení. Tímto postupem, pokud
bude zkalibrován, může být nulováno případné zkreslení objektivu kamery. Další ka-
libraci je třeba provést proto, aby objekty ve scéně odpovídaly svou pozicí a rozměry
objektům skutečným.
Tohoto je částečně dosaženo umístěním pozorovatele do Ąxní výšky nad střed
kamery. Naopak pokud by bylo záměrem ve scéně přiblížit vzdálený nebo malý
objekt tak, aby bylo možné vnímat jeho detaily, dosáhne se toho snížením vzdálenosti
scénické kamery od vykreslované textury. Kamera má totiž o něco vyšší rozlišení
(2048 ×2040) než displej použitý v HMD (1920 ×1080)
7.2.4 Využité knihovny
Obsluha motorů
Pro ovládání motorů byla vyvinuta samostatná knihovna, jelikož originální knihovna
[92] nespolupracovala s použitým převodníkem USBtoRS485. Do budoucna je možné
rozšířit stávající vytvořenou knihovnu, pořídit originální převodník Ąrmy ROBOTIS
a sestavit wrapper pro originální knihovnu, nebo pokusit zprovoznit freewarové al-
ternativy knihovny, například [93], jež poskytuje přinejmenším stejné možnosti.
GraĄcká knihovna
Jelikož podpora využitého SharpDX.Toolkit s verzí SharpDX 3.0 vydanou 1.5.2015
skončila, je do budoucna nutné vybrat alternativní postup. Existuje možnost přepsat
celou aplikaci do čistého SharpDX, ale to znamená spoustu kódu jež by byl složitě
aktualizovatelný. Další možností je využít jinou high-level API knihovnu pro graĄcké
prostředí, než je SharpDX.Toolkit. Nabízí se Monogame, jež má otevřenou licenci
a komplexní framework Unity, anebo vývojáři knihovny SharpDX doporučený, nově
ve spolupráci s SharpDX vyvíjený Paradox Game Endgine, který svou licencí
umožňuje využití i v komerčních aplikacích, pokud je použita podepsaná binární
verze knihovny [80].
Oculus SDK
Jak bylo diskutováno v sekci 5.12 na straně 84, je nutné pro zvýšení stability aplikace
využít do budoucna novějších a stabilnějších verzí Oculus SDK.
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7.2.5 Regulace motoru
Alternativy k určení aktuální polohy motoru
Pokud není žádoucí zatěžovat datovou linku RS485 signály pro vyčítání aktuálního
úhlu motorů, kvůli tomu, aby byla linka volná pro zasílání signálů pro nastavení
žádané pozice, nabízí se možnost modelovat aktuální polohu motoru softwarově.
IdentiĄkací systémových přenosů jednotlivých motorů při daném nastavení jejich
regulátorů by následně bylo možné, ze znalosti žádaných hodnot rychlosti a polohy,
určovat v reálném čase skutečné natočení motorů. Takto vzniklý simulátor by navíc
mohl průběžně zasíláním příkazů nastavovat parametry motorových regulátorů, aby
bylo dosaženo rychlejšího, stabilnějšího a hladšího průběhu výstupního natočení.
Případná teoretická integrační chyba, jež by mohla v modelu motoru nastat, by
mohla být korigována občasným vyčtením skutečné polohy motoru.
Měření a identiĄkace motorů a návrh modelu a regulátoru však není předmětem
této diplomové práce. Toto řešení je zde uvedeno pouze z důvodu, že by mohlo zvýšit
věrnost vnímání uživatele teleprezenčního systému.
Otáčení v ose yaw o více než 360 stupňů
Nejjednodušším řešením pro regulaci otáčení kamery v rozsahu vyšším než 360
stupňů je použití jiného servomotoru s podobnými parametry, který by umožňo-
val kontinuální regulaci polohy. Vyvstal by tím však problém s kabeláží kamery,
jelikož při vícenásobném otočení by mohlo dojít k ukroucení či vytrhnutí kabelu.
Tomu by mohlo být zabráněno například nastavením maximálního počtu otáček
tak, aby délka kabelu vystačila. Řešení problému kontinuální regulace s použitím
stávajícího motoru je také možné. Motor umožňuje přepnutí do režimu, ve kterém
se reguluje pouze stálá rychlost otáčení, bez polohy (endless-turn). Pokud by byl
tento typ regulace zapnut po krátkou dobu potřebnou pro překonání úhlu 360 ⇒0
stupňů, bylo by možné se stávajícím motorem nastavovat i více otáček. Další možné
řešení je přidat jeden stupeň volnosti v rotaci yaw, který by umožnilo otáčení celým
ramenem.
U všech navržených řešení však vyvstává problém s kabeláží, tedy pokud by se
celá počítačová sestava, na které teleprezenční systém běží, neotáčela taky. Tento
problém by řešil jedině bezdrátový přenos informací, jenž by zvýšil systémové zpož-
dění, nebo nějaká forma rotačního konektoru, která by v případě vysokého datového
toku obrazového konektoru USB3, nemusela být realizovatelná.
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7.3 Parametry teleprezenčního systému EyeOut
Z tab. 2.1 na straně 31 vidíme, že v porovnání s ostatními teleprezenčními zaříze-
ními vyjmenovanými v sekci 2.3.5 na straně 28 má teleprezenční systém EyeOut
srovnatelne parametry co se týče rozsahu pohybů ĎhlavyŞ, vyniká použitím vysoko-
rychlostní kamery Basler s vysokým rozlišením, ale vzhledem k použití pouze jedné
kamery nemůžou být srovnávány parametry rychlosti pohybu a rozsahu natočení
ĎočíŞ.
Pokud by našim cílem bylo navrhnout systém vizuální teleprezence s věrnějším
pocitem přítomnosti, bylo by vhodné použít druhou kameru a zamyslet se nad hlav-
ními problémy vizuální teleprezence uvedenými v sekci 2.1 na straně 21.
Vytvořený systém se však nepochybně hodí pro další laboratorní zkoumání aspektů
vizuální teleprezence.





• Byly popsány základní principy a problémy při realizaci pokročilého vizuál-
ního teleprezenčního systému. Na základě průzkumu vyvíjených a používaných
řešení, došlo k obeznámení s využitím teleprezence a vizuální teleprezence v
mobilní robotice i v ostatní oborech.
• Parametry pohybu lidské hlavy a lidského vidění zjištěné průzkumem lite-
ratury byly porovnány nejprve mezi sebou, dále s nalezenými realizovanými
systémy a nakonec s vytvořeným systémem EyeOut.
• Realizovaný elektro-mechanický systém ve formě sestaveného a oživeného ser-
voramene má 3 stupně volnosti. Byl navrhnut a vytisknut nástavec na kameru
tak, aby měla kamera těžiště v ose motoru. Spolu s bezpečnostními prvky
a opatřeními (rozsahy pohybu ramene, výstražné tabulky), je tento systém
z hlediska bezpečnosti připraven pro laboratorní zkoumání aspektů vizuální
teleprezence.
• Pro zvolenou kameru Basler byla vytvořena v jazyku C# aplikace zobrazující
v DirectX scéně aktuální snímky s frekvencí 50Hz na polohu odpovídající
aktuálnímu natočení ramene. Servorameno je kontinuálně ovládáno signálem
z headsetu Oculus tak, aby směr pohledu kamery odpovídal orientaci hlavy.
• Po konzultaci s vedoucím byla provedena experimentální měřéní základních
parametrů systému.
Ű [M1] Začátek pohybu hlavy ⇒začátek pohybu servomotoru.
Ű [M2] Začátek rychlého pohybu hlavy zleva doprava ⇒konec pohybu ser-
vomotoru (nulová odchylka od žádané hodnoty).
Ű [M3] Zpoždění snímek kamery ⇒změna na displeji.
• Spolu s diplomantkou Annou Cheparukhina[100] byla provedena série měření
vlivu umělého zpoždění obrazového toku teleprezenčního systému na člověka.
• Byly naznačeny další možné směry vývoje projektu, spolu s diskuzí o jejich
realizovatelnosti.
8.2 Vize budoucnosti teleprezence
Podle mého názoru nebudou již v blízké budoucnosti teleprezenční zařízení jako
je EyeOut poskytující skrze HMD věrný pocit přítomnosti na jiném místě ničím
nevídaným. Použití pro prohlížení kultury v muzeích, ve vesmírném průzkumu nebo
pro zábavu a komunikaci se již brzy stane součástí běžného života.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ppi Pixelů na palec Ű Pixels per inch
DPI Bodů na palec Ű Dots per inch
DK Vývojová souprava Ű Development kit
DOF Stupně volnosti Ű Degrees of freedom
FOV Výhled, rozsah vidění Ű Field of Vision
VR Umělá skutečnost Ű Virtual reality
AR Rozšířená zkutečnost Ű Augmented reality
HMI Rozhraní člověk-stroj Ű Human-machine interface
HCI Rozhraní člověk-počítač Ű Human-computer interface
HMD Náhlavní displej Ű Head mounted display
IMU Inerciální měřící jednotka Ű Intertial measurement unit
bpp Bitů na pixel Ű bits per pixel
bpch Bitů na kanál (RGB) Ű bits per channel (RGB)
HRTF Přenosová funkce závisla na poloze hlavy Ű Head-related transfer
function
�vz frekvence vzorkování
WPF Systém pro vytváření klientských aplikací Windows Ű Windows
Presentation Foundation
GUI GraĄcké uživatelské rozhraní Ű Graphical User Interface
XML Rozšiřitelný značkovací jazyk ŰExtensible Markup Language
XAML Deklarativní značkovací jazyk pro jednoduché vytváření uživatelského
rozhraní Ű Declarative markup language for Application creation DSO
DSO Číslicový signálový osciloskop Ű Digital Signal Osciloscope
FIFO Typ fronty první dovnitř první ven Ű First in First out
GPIO Obecné vstupně výstupní rozhraní Ű General Purpose Input/Output
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CAVE CAVE automatické virtuální prostředí (Reference Platovy Jeskyně z
díla Republika) Ű CAVE Automatic Virtual Enviroment
IPD Vzdálenost mezi středy zorniček Ű Inter Pupilary Distance
HUD Zobrazovač v zorném poli pozorovatele Ű Heads-Up Display
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Obr. A.1: Použité zapojení reĆexního čidla CNY70
Obr. A.2: Foto a vnitřní zapojení reĆexního čidla CNY70 [57]
A.2 Motor Dynamixel
Tab. A.1: Příklady projektů využívajících motory Dynamixel
Původce Název Odkaz
ROBOTIS Bioloid Robotic Kit www.robotis.com/xe/bioloid_en
LabVIEW Robotics MiNI-HUBO Series: LabVIEW Driver labviewrobotics.wordpress.com/tag/dynamixel/
HumaRobotics Robotic arm to control a smarphone www.humarobotics.com/en/services/business-cases/4g-sfr-robot.html
Let’s Make Robots Giger: Custom Humanoid Robot letsmakerobots.com/robot/project/giger-custom-humanoid-robot
Let’s Make Robots AX-12 Robot Arm letsmakerobots.com/node/32398
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Rozměry 40.2× 61.1× 41 [mm]




Frekvence a architektura 72MHZ,32BIT
Komunikace
Protokol Asynchroní sériová RS485 2.0
BaudRate 8� ∼ 3� [bps]
Možných koncových jednotek 254 0 ∼ 253 ID
Regulace úhlu
Senzor polohy Contactless absolute encoder
Rozlišení 12 [ ���360° ]
Kroků na otočku 4096 [1]
Rozlišení v úhlu 0.088 [°]
Převodový poměr 200 [1/X]
Regulátor PID
Módy 0 ∼ 360° / endless-turn
Rozsah napájecího napětí
min doporučené max
Napětí 10 12 14.8 [V]
Maximální proud 4.1 [A]
Standby proud 100 [mA]
Parametry bez Momentové zátěže
Napájecím napětí 11.1 12 14.8 [V]
Proud 150 [mA]
Rychlost 58 63 78 [ otmin ]
Úhlová rychlost 0.967 1.050 1.300 [ot/s]
Parametry zádržného momentu
Napájecím napětí 11.1 12 14.8 [V]
Napájecí proud 3.9 4.1 5.2 [A]
Statický moment 5.5 6 7.3 [Nm]
= 56 61 74 [kg cm]
= 778 849 1033 [oz ∈]
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Tab. A.3: Parametry kamery Basler ace dle [66]
Název Basler acA2040 - 90uc
Rozlišení obrazu 2040× 2046 px
Rozměry pixelu ( š ×v ) 5.5× 5.5 µm
Frekvence snímání 90 Hz
Mono/Barevná Barevná
Rozhraní USB 3.0
Formát výstupu video Bayer BG 8, Bayer BG 12, Bayer BG 12p





- programovatelné skrze API
- signál externího triggeru
Šasi
Tvar krychle
Velikost (d x š x v) 29.3 x 29.0 x 29.0 mm
Povolená teplota 0 ≍ 60 ◇C





Napájecí požadavky Via USB 3.0 rozhraní
Spotřeba (typická) 2.6 W




Technologie Progresivní Scan CMOS
Závěrka globální
Max. Obrazový kruh 1 in
Typ CMOS




Max. Obrazový kruh 1 [∈]
Ohnisková vzdálenost 6 mm
Clona �1.8 ≍ �16
Typ clony manuální
Min. vzdálenost objektu 100 mm
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Obr. A.3: Motory dynamixel vzhledem k parametrům (X-rychlosti [ot/min], Y-































6- 2.7 HOLE THRU






Obr. A.4: Rozměry motoru Dynamixel MX-64AR [64]
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Obr. A.5: Nástavec pro upevnění kamery na motor: [A]Pohled z boční strany;
[B]Odpojení kamery bez demontáže od motoru; [C]Podhled (od motoru); [D]Nadhled
(od kamery)
A.3 Kamera Basler
A.3.1 Nástavec pro propojení kamery a servomotoru
A.4 Bezpečnost a ochrana zdraví při práci
A.4.1 Vytvořené výstrtažné tabulky
ĎPozor - samočinný strojŞ viz obr. A.6 na následující straně a ĎRobotické rameno,
Dodržujte bezpečnou vzdálenost!Ş viz obr. A.4.1 ve vektorovém formátu programu
Inkscape.
A.4.2 Doporučené výstrtažné tabulky
A.4.3 Doporučené rozměry pro podkladovou desku ramene
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Obr. A.6: Navržené výstražné tabulky: Vlevo [Pozor - samočinný stroj], vpravo [Ro-
botické rameno, Dodržujte bezpečnou vzdálenost!]
Obr. A.7: Doboručené výstražné tabulky. Z leva: [Nebezpečí stisku ruky [69]], [Ne-























Dosah kamery s kabelem
[mm]
Obr. A.8: Půdorysný dosah ramene s kamerou (zelená) a kamerového kabelu (Ąa-
lová) pro všechny polohy ramene v jednotkách mm
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Tab. A.4: Tabulka doporučení a varování pro užívání teleprezenčního zařízení
Zdravotní varování
Instrukce Přečtěte si všechny varování a instrukce v manuálu použitého headsetu!
Děti Zákaz používání dětmi do 13ti let věku.
Kalibrace Headset by měl být zkalibrován pro každého uživatele zvlášť.
Nevolnost Přestaňte zařízení užívat v případě nevolnosti nebo jakýchkoliv zdravotních komplikací!
Před zapnutím zdroje motorů
Ukotvení Podkladová deska musí být před spuštěním motorů pevně ukotvena ke stolu či jinému
Místo V dosahové vzdálenosti teleprezenčního zařízení musí být dostatek prostoru
Lidé V dosahové vzdálenosti se nesmí vyskytovat žádný člověk nebo jeho část
Napájení Motory musí být napájeny stejnosměrným zdrojem 12V s maximálním proudem 4A.
Krytka Pokud při používání nebude potřeba kamera, nechej krytku objektivu nasazenou.
Aretace Zašroubuj aretační šrouby na cloně a zaostřovači objektivu.
Kamera Zašroubuj Ąxační šrouby kamerového kabelu.
Aretace Zkontroluj zašroubování objektivu do těla kamery!
Při běhu teleprezenční aplikace
Vzdálenost Dodržuj bezpečnou vzdálenost od běžícího servoramene.
Zdroj Nevypínej napájení, mohlo by dojít k poškození motorů!
Zdroj Nepřerušuj ani nevypojuj žádný z napájecích vodičů mohlo by dojít k poškození motorů!
Před vypnutím zdroje motorů
Krytka Zakryj krytku objektivu pro zamezení poškození.
Pozice Programově nastav rameno do nejnižší polohy.
Skluz Po vypnutí bezpečně zachyť ramenu při skluzu, aby nedocházelo ke zbytečným nárazům o stěnu motoru
Po vypnutí
Krytka Ujisti se že krytka objektivu je nasazena!
Před transportem
Transport Transportujte v rozloženém stavu, pro zamezení zničení ložisek motorů
Demontáž Dbejte zvýšené opatrnosti pro zamezení poškození optiky kamery či jiných částí ramene
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B PŘÍLOHY APLIKACE EYEOUT
Obr. B.1: Pouze přehledově jednotlivé záložky GUI a ukázka z teleprezenční scény,
číslováno čtecí posloupností: [1-Motor], [2-Kamera], [3-Logger], [4-Teleprezence], [5-
About], [6-Scéna]
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C VZTAHY PRO STATISTICKÉ VÝPOČTY
Převzato a doplněno z [98] a [97].
C.1 Základní statistické výpočty






Výběrový rozptyl výběrového průměru = Rozptyl = Střední kvadratická
odchylka / Ćuktuace = Disperze = Variance





(�� − Ûx)2 (C.2)
Směrodatná odchylka = Odmocnina z rozptylu = Standartní Deviace





(�� − Ûx)2 (C.3)










Zavedena tzv. Besselova korekce (�− 1).
Nejistota nepřímého měření











�^ = ��^ (C.7)








�C(��) = ���⊗1�C(�) (C.11)
(C.12)
viz [] str. 13 1b)
C.2 Výpočty neurčitosti
Při měření veličiny �.
Výpočet nejistoty typu [a] při přímém měření �A(�)
Při opakovaném přímé měření platí pro výpočet nejistoty typu a stejný vztah jako
pro výpočet výběrového rozptylu výběrového průměru





(�� − Ûx)2 (C.13)
Dílčí nejistota typu [b] �B,i(�)
Dílčí nejistota typu [b] je určena pro každý ze zdrojů systematické nejistoty při mě-
ření. Tzn. chyba metody, přístrojů, způsobená okolím, operátorem při odečtu atp.
Kdy se pro tento zdroj chyby zvolí maximální možná chyba �max,i pro níž platí:
� ∈ ±�max,i. Dále se posoudí dle charakteru chyby její rozdělení a přiřadí se hod-
nota rozdělení náhodné veličiny ä. Pro normální rozdělení ä = 2, pro rozdělení
rovnoměrné ä =
√
3. Následně se z daných hodnot vypočítá pro každou systematic-





Výpočet nejistoty typu [b] �B(�)










Kombinovaná standardní nejistota �C(�)
Kombinací nejistot �A() a �B() získáváme pro měření veličiny � kombinovanou ne-






Rozšířená standardní nejistota �(�)
Pokud chceme znát nejistotu s jistou pravděpodobností, musíme nejistotu typu
�C(�) vynásobit koeĄcientem � pro danou pravděpodobnost. Pro koeĄcient � odpo-
vídá pravděpodobnost přepočtené hodnotě distribuční funkce normálního rozložení
� (�) = �(� (�; 0, 1)). Ze vzdálenosti � na obě strany od počátku je integrál od −�
po � Gaussovy křivky normálního rozložení roven � (�) dle vztahu equation (C.18).
� (�) = � (�)− � (−�) = � (�)− (1− � (�)) (C.17)
� (�) = 2� (�; 0, 1)− 1 (C.18)
Je nutné podotknout, že uvedené pravděpodobnosti platí pro měření s 10 resp.
11 měřenými hodnotami. Další vysvětlení je možné najít v [99]
Tab. C.1: Hodnoty koeĄcientu � pro výpočet rozšířené nejistoty typu
� normální trojúhelníkové rovnoměrné
1 68 %
2 95,44 96,6 100 %
3 99,73 %
4 99,993 6 %
5 99,999 994 %
�(�) = ��C(�) (C.19)
Zápis výsledku měření
Výsledek zapíšeme ve tvaru:
� = (Ûx ± �(�))[��������]� = ##.#% (C.20)
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Kdy rozšířenou nejistotu �(�) zaokrouhlujeme nahoru na jednu platnou číslici,
v případě že je její hodnota menší než 3 ponecháme dvě platné číslice (např. (1,2);
(2,1); (2,9) ale jinak (3); (4) atd.). Aritmetický průměr potom zaokrouhlíme na
počet desetinných míst daný platnou číslicí nejnižšího řádu rozšířené nejistoty (např.
(42.3± 1.2); (42.3± 1.0); (42.3± 2.9) a dále (42± 3); (42± 10); (40± 30) atp.).
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D OBSAH PŘILOŽENÉHO DISKU
Na elektronickém datovém nosiči se nacházejí následující soubory a složky:
1. elektronická verze práce ve formátu pdf
2. ve složce PROG jsou umístěny zdrojové kódy aplikace EyeOut1 včetně souborů
nastavení a dalších mediálních souborů, které jsou uvedeny v sekci 5.10 na
straně 79 a na obr. 5.4 na straně 78
3. návrhy výstražných bezpečnostních tabulek ve vektorové formě formátu svg
jsou ve složce OBR
4. 3D model navrženého nástavce kamery ve formátu blend je uložen ve složce
MODEL
1Aplikace EyeOut byla vyvíjena v prostředí MS Visual Studiu 2012, aplikace neobsahuje všechny
potřebné knihovny, jež jsou dostupné ze stránek jednotlivých knihoven uvedených v sekci 5.2 na
straně 57, nebo skrze balíčkovací systém NuGet
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