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Comments on “Growth of Covariant Perturbations in the Contracting Phase of a
Bouncing Universe” by A.Kumar
N. Pinto-Neto1, ∗ and S. D. P. Vitenti1, †
1Centro Brasileiro de Pesquisas F´ısicas, Rua Dr. Xavier Sigaud 150
22290-180, Rio de Janeiro – RJ, Brasil
(Dated: June 25, 2018)
A recent paper by Kumar (2012) (hereafter K12) claimed that in a contracting model, described by
perturbations around a collapsing Friedmann model containing dust or radiation, the perturbations
can grow in such a way that the linearity conditions would become invalid. This conclusion is not
correct due to the following facts: first, it is claimed that the linearity conditions are not satisfied, but
nowhere in K12 the amplitudes of the perturbations were in fact estimated. Therefore, without such
estimates, the only possible conclusion from this work is the well known fact that the perturbations
indeed grow during contraction, which, per se, does not imply that the linearity conditions become
invalid. Second, some evaluations of the linearity conditions are incorrect because third other
terms, instead of the appropriate second order ones, are mistakenly compared with first order terms,
yielding artificially fast growing conditions. Finally, it is claimed that the results of K12 are in sharp
contrast with the results of the paper by Vitenti and Pinto-Neto (2012) (hereafter VPN12), because
the former was obtained in a gauge invariant way. However, the author of K12 did not realized
that the evolution of the perturbations were also calculated in a gauge invariant way in VPN12, but
some of the linearity conditions which are necessary to be checked cannot be expressed in terms of
gauge invariant quantities. In the present work, the incorrect or incomplete statements of K12 are
clarified and completed, and it is shown that all other correct results of K12 were already present in
VPN12, whose conclusions remain untouched, namely, that cosmological perturbations of quantum
mechanical origin in a bouncing model can remain in the linear regime all along the contracting
phase and at the bounce itself for a wide interval of energy scales of the bounce, ranging from the
nucleosynthesis energy scale up to some few orders of magnitude below the Planck energy.
PACS numbers: 98.80.Es, 98.80.-k, 98.80.Jk
I. INTRODUCTION
We comment on the paper by Kumar 2012 recently
published in [1]. This paper discusses the evolution of
perturbations around a Friedmann model during a con-
tracting phase, using the covariant gauge invariant ap-
proach described in [2]. From gauge invariant equations
of motion, the author extracted the linearity conditions
by comparing the second order terms (in most of the
examples) with the first order ones, in the cases of cos-
mological models with matter content described by dust
and radiation. He then shows that the second order terms
grow faster than the first order ones, and from this cal-
culation alone he seems to conclude that near the bounce
the linear regime becomes invalid. More specifically, in
the abstract of K12 it is said that the linearity conditions
are not satisfied in the bounce phase, while in the section
V and in the Conclusion of this paper a softer statement
is made, namely, that the linearity conditions may be
invalidated at this phase. While the former claim would
be a new, important but erroneous conclusion, the later
is a general remark already present in virtually any pa-
per considering contracting phases in Friedmann models.
In this comment we will show in detail why the former
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conclusion cannot be sustained, and that the results pre-
sented in our work VPN12 [3] are strictly correct.
II. LINEARITY CONDITIONS
In our paper VPN12, we have obtained a full set of lin-
earity conditions for the evolution of cosmological pertur-
bations in a Friedmann background space-time. This set
have been obtained through the analysis of the equations
of motion of all relevant geometrical objects and their
perturbative expansions, and by comparing the back-
ground with first order terms. We have also shown, how-
ever, that the perturbative hypothesis must be checked
in other fundamental places, like in the expansion of the
physical metric gµν in terms of the perturbations δgµν .
For such quantities, it is not possible to obtain a gauge
invariant condition. Therefore, even if one can combine
many linearity conditions in order to express them di-
rectly in terms of gauge invariant variables, one still has
to show that there is at least one gauge where the re-
maining conditions are valid.
Even though the conditions obtained in K12 were cal-
culated in the covariant formalism, it is easy to translate
such conditions to the usual gauge invariant formalism
based on the Bardeen’s gauge invariant variables [4]. In
order to do so, we constructed a map between the so
called covariant perturbation variables and the Bardeen
variables. In order to facilitate the comparison, we used
2the notation of [5] for the Bardeen gauge invariant vari-
ables, and we took from [6] the expressions relating the
metric perturbations and the other perturbed tensors.
A. General Expressions
In this section we will summarize some results from [6]
which are necessary to perform the comparison with the
results from K12. We take a Lorentizian metric gµν with
signature (−1, 1, 1, 1) to represent the physical metric,
and we define
ξµν ≡ gµν − g¯µν = 2φv¯µv¯ν + 2B(µv¯ν) + 2Cµν , (1)
where
φ ≡ 1
2
ξµν v¯
µv¯ν , Bµ ≡ −γ¯ [ξνµv¯ν ] , Cµν ≡ γ¯ [ξµν ]
2
,
v¯µ is the normal vector field (v¯µv¯µ = −1) representing
the Friedmann’s isotropic observers, γ¯µν = g¯µν + v¯µv¯ν
is the projector on the background space-like hyper-
surfaces, and γ¯
[
T ν1...µ1...
]
= γ¯µ1
α1 . . . γ¯β1
ν1 . . . T β1...α1... .
The over-bar designates the background variables. The
physical tensors will have their indices raised and low-
ered by gµν , and the background ones by g¯µν . Using
the scalar, vector and tensor decomposition (see [7]) we
rewrite the metric perturbations as
Bµ = B‖µ + Bµ,
Cµν = ψγµν − E‖µν + F(ν‖µ) +Wµν ,
where Bµ‖µ = F
µ
‖µ =Wµ
ν
‖ν =Wµ
µ = 0.
For a global foliation described by a normal vector field
vµ (vµvµ = −1) we have
∇µvν = Kµν − vµaν , (2)
where∇µ is the covariant derivative compatible with gµν ,
i.e., ∇αgµν = 0, Kµν is the extrinsic curvature, and aµ is
the normal acceleration, i.e., aµ ≡ vγ∇γvµ. The extrinsic
curvature is decomposed as
Θ ≡ Kµµ, σµν ≡ Kµν − Θ
3
γµν , (3)
where σµν is the shear tensor, and Θ is the expansion
factor. Note that we are considering global foliations, and
therefore we have zero vorticity (see [6]). However, since
the vorticity is influenced only by vector perturbations,
this restriction will not affect the evaluation of the scalar
perturbations. The spatial covariant derivative is thus
defined by
DαM
ν1...
µ1... = γ
[∇αM ν1...µ1... ] , (4)
where the projector is defined analogously to the back-
ground one defined above, and will shall call spatial any
geometrical object which satisfies γ [Aµ] = Aµ. The spa-
tial covariant derivative compatible with γµν defines the
spatial Riemann curvature tensor
[DµDν −DνDµ]Aα ≡ RµναβAβ , (5)
where Aβ is an arbitrary spatial field. For a Friedmann
background we have that the extrinsic curvature and the
spatial Ricci tensor are diagonal
sKµν =
sΘ
3
γ¯µν , sRµν = 2 sKγ¯µν ,
with the expansion factor and the function sK being ho-
mogeneous, i.e. sDµsΘ = 0 = sDµ sK.
We define the spatial component of the perturbed nor-
mal field vµ as vµ ≡ γ¯ [δvµ], where the δ of a geometrical
object T is defined as δT = T − T¯. For scalar pertur-
bations, vµ = sDµV . Using these definitions, it is easy to
show that for any scalar quantity ϕ, its gradient Dµϕ at
first order can be expressed as
δ(Dµϕ) = vµ ˙¯ϕ+ sDµδϕ = sDµ (V ˙¯ϕ+ δϕ) , (6)
where the dot represents the time derivative, i.e.,
ϕ˙ ≡ γ¯ [£v¯ϕ] = v¯µ s∇µϕ,
and the quantity in parenthesis is automatically gauge
invariant. Using the result above, it is easy to calculate
the covariant defined gauge invariant variables
Xµ ≡ κDµρ, Yµ ≡ κDµp, Zµ ≡ DµΘ,
where κ ≡ 8piG/c4, and G is the gravitational constant.
For a barotropic perfect fluid, the Mukhanov-Sasaki
equation [5] is enough to describe the dynamics. How-
ever, since this is a second order time derivative equation,
we need two variables to completely describe the state of
the system. The Mukhanov-Sasaki variable is defined as
ζ = U − 2
sKΨ
κ(ρ¯+ p¯)
, (7)
where
U ≡ ψ +
sΘV
3
, Ψ ≡ ψ −
sΘδσs
3
, (8)
and the scalar shear potential is defined through
δσµν =
(
sD(µ sDν) −
γ¯µν sD
2
3
)
δσs
+ δσv(ν‖µ) + W˙µ
αγ¯αν ,
(9)
reading,
δσs ≡
(
B − E˙ + 2
3
sΘE
)
, δσvα ≡ Bα + F˙α. (10)
The perturbation on the expansion factor gives
δΘ = sD2δσs + sΘφ+ 3ψ˙. (11)
3The perturbation on the spatial curvature scalar is
δR = −4 sD2Kψ,
where we have defined the operator sD2K ≡ sD2 + 3 sK.
Finally, the acceleration of the normal flow defined by v¯µ
is
δaµ = − sDµφ. (12)
The kinematic variables above are defined in the back-
ground foliation frame and are discussed in details in [6].
For the barotropic perfect fluid models we have
ζ˙ =
2c¯2s sΘ
3κ(ρ¯+ p¯)
sD2Ψ. (13)
Then, recasting the covariant defined gauge invariant
variables in terms of ζ and Ψ allows us to map the lin-
earity conditions of K12 directly to our approach. First
of all, since in K12 the author only considered spatially
flat background models, we put sK = 0.
The kinematic perturbations δR, δσs and δΘ are de-
fined in the background frame. Using the results from
Appendix A of [6], it is easy to obtain the same variables
in the fluid frame,1
δfR = δR− 4
sΘ sD2V
3
= −4 ( sD2U + 3 sKψ) , (14)
δfσs = δσs + V , (15)
δfΘ = δΘ+ sD2V = 3ψ˙ + sΘφ+ sD2δfσs, (16)
δfaµ = δaµ + sDµV˙ = sDµ(V˙ − φ), (17)
For null spatial background curvature, the spatial curva-
ture scalar and shear perturbations in the fluid frame are
gauge invariant since their background values are null.
In order to obtain the gauge invariant variable associated
with δfΘ, we could calculate Zµ directly. However, it is
easier to use the time-space projection of the Einstein´s
equation, i.e.,
γ [Gvµ] = Dνσ
ν
µ − 2
3
DµΘ = 0, (18)
where the right hand side is null because we are in the
fluid frame. Therefore, at first order we have
Zµ =
3
2
Dνσ
ν
µ ≈ sDµ sD2δfσs. (19)
The acceleration can also be simplified by using the spa-
tial projection of the energy momentum conservation,
i.e.,
γ [∇νT νµ] = (ρ+ p)aµ +Dµp = 0. (20)
1 The fluid frame is defined by the time-like eigenvector of the
energy momentum tensor. The expressions for the perturbations
in an arbitrary frame are given by Eqs. (A7), (A14), (A16) and
(A30) of [6] respectively for acceleration, shear, expansion factor
and spatial curvature scalar.
Hence, we have
aµ = − c
2
sXµ
κ(ρ+ p)
, (21)
where we used that, for a barotropic fluid, Yµ = c
2
sXµ
where c2s is the fluid speed of sound, i.e.,
c2s ≡
∂p
∂ρ
.
From the expressions above, we see that the only variable
left to close the set is Xµ. Again, using the time-time
projection of the Einstein equation we obtain,
R
2
− σ2 + Θ
2
3
= κρ. (22)
Thus, at first order Xµ can be expressed as
Xµ ≈ −2 sDµ sD2
(
U −
sΘ
3
δfσs
)
. (23)
Finally, in K12 it is also used the following first order
variable:2
R = −R
2
+Dµa
µ − 3σ2. (24)
Using the above results, we can write all the kinematic
variables in terms of ζ and Ψ as follows,
δfR = −4 sD2ζ, δfσs = 3
sΘ
(ζ −Ψ) ,
Zµ ≈ 3
sDµ sD
2
sΘ
(ζ −Ψ), aµ ≈ 2c¯
2
s
sDµ sD
2Ψ
κ(ρ¯+ p¯)
,
Xµ ≈ −2 sDµ sD2Ψ, Yµ ≈ −2c¯2s sDµ sD2Ψ,
R ≈ 2 sD2
(
ζ +
c¯2s
sD2Ψ
κ(ρ¯+ p¯)
)
.
(25)
III. LINEARITY CONDITIONS
Using the tools developed in the previous section, we
can reanalyze the linearity conditions obtained in K12.
Note, however, that the meaning of some expressions in
K12 are not precisely defined. For example, the condition
ε2 given in Eq. (56) of K12 is written as
ε2 ≡ |σ
ν
µXν |
|κ(ρ+ p)Zµ| ≪ 1.
We understand that |Vα| is defined as |Vα| ≡
√
γµνVµVν
for any spatial vector field Vα. This is possible since the
spatial metric is positive definite and, as such, γµνVµVν ≥
0, where the inequality is saturated only when Vα is null.
2 This expression was originally defined in Eq. (32) of [2]. This
variable is first order only when the background is considered
flat.
4A. Conditions for Scalar Perturbations
Using Eqs. (25), we can map the conditions directly
in terms of ζ and Ψ. However, we still need to deal
with the additional spatial derivatives of ζ and Ψ. The
eigenfunctions Qi of the Laplace-Beltrami operator sD
2,3
provide a natural basis for the decomposition of these
functions. Thus, decomposing both functions we have
Ψ =
∑
i
ΨiQi, ζ =
∑
i
ζiQi,
where
∑
i represent all sums and integrals necessary.
Their Laplacian can be calculated as follows,
sD2Ψ = −
∑
i
k2iΨiQi,
sD2ζ = −
∑
i
k2i ζiQi,
where k2i ≡ γ¯µνkµi kνi , and kµi is the wave vector. The first
order shear perturbation δσµν has its norm given by
|δσµν |2 =
∑
ij
(
(kiµkj
µ)2 − k
2
i k
2
j
3
)
δfσsiδ
fσsjQiQj,
≤
∑
ij
(
2k2i k
2
j
3
)
δfσsiδ
fσsjQiQj =
2
3
( sD2δfσs)2,
where we used the Cauchy-Schwarz inequality to write
(kiµkj
µ)2 ≤ k2i k2j . Thus, we can substitute δσµν by√
2γ¯µν sD
2δfσs/3 when comparing second and first order
terms. Using this result and the map given by Eqs. (25),
the condition ε2 can be written as
ε2 ≤
2
√
2
∣∣ sD2 (ζ −Ψ) sDµ sD2Ψ∣∣
3
∣∣ sDµ sD2(ζ −Ψ)κ(ρ¯+ p¯)∣∣ . (26)
If we are working with an explicit cut-off in the modes,
we define kimax as the largest eigenvalue. Without a cut-
off, we take in the sums above the values of i which give
the maximum value of |k2iΨiQi| and |k2i ζiQi|. From these
two values, we choose the one which gives the largest
eigenvalue as kimax . Note also that k˙
2
i = −2sΘk2i /3, and
for this reason we define
k2imax0 ≡ x−2k2imax , k˙imax0 = 0,
where x = a0/a, a is the background scale factor, 3a˙/a =
sΘ, and a0 is the scale factor at a fixed time. We say that
a mode i is in super Hubble evolution when the potential
that drives its evolution becomes larger than k2i . Since
the eigenvalues are arranged in a monotonically increas-
ing sequence we say that a perturbation is in a super
3 The eigenfunctions are defined by sD2Qi = −k
2
i
Qi, where i rep-
resents the collection of indexes for the mode functions and ki
their eigenvalues.
Hubble evolution when the largest mode kimax enters in
super Hubble evolution.
In order to evaluate the super Hubble behavior of
Eq. (26), and recalling that the square spatial norm of
any vector field Vµ, |Vµ|2 = VµVν γ¯µν , contains a γ¯µν
which evolves proportionally to x2, we write ε2 as
ε2 ≤ f2
∣∣ sDµ sD2Ψ∣∣
|κx(ρ¯+ p¯)| , f2 ≡
2
√
2
∣∣x sD2 (ζ −Ψ)∣∣
3
∣∣ sDµ sD2(ζ −Ψ)∣∣ , (27)
where the function f2 in super Hubble evolution is con-
stant in time. From Eqs. (10), (14), (18) and (40) in
VPN12, we have the evolution of Ψ and ζ in super Hub-
ble scales for a single fluid, i.e.,
Ψ = Ψ0x
(5+3w¯)/2, ζ = ζ0x
3(1−w¯)/2, (28)
where w¯ is the equation of state parameter of the fluid
(w¯ = p¯/ρ¯), and the subscript 0 refers to the function
calculated at that same instant as a0. Hence, for these
models we obtain
ε2 ≤ f2
∣∣( sDµ sD2Ψ)0∣∣
|κ(ρ¯0 + p¯0)| x
3(1−w¯)/2. (29)
For radiation we have ε2 ∝ x ∝ a−1, the same result
as K12. This is exactly what we have already obtained
in VPN12. There we have also shown that if ζ ≪ 1, then
it would be enough to have Eq. (29) and all other linear
conditions satisfied in order to keep the linear regime
valid. For radiation, we have ζ = ζ0x. Hence, it is a
crucial step to estimate whether ζ ≪ 1 cease to be valid
in bouncing models in order to check the validity of the
linear regime. The maximum value of ζ happens at the
bounce. In that case, from Eqs. (12, 13, 18, 41) of VPN12
and from Ref. [9], one obtains that the modes of ζ during
the super Hubble evolution have their power spectrum
given by
∆2ζib = n
2
(
lp
RH
)2
kns−1i x
3(1−w¯)
b ,
where n is a mode independent constant, lp ≡
√
κ~c is the
Planck length, RH = c/H0 is the present Hubble radius,
ns is the scalar spectral index, and ki is in Hubble radius
units.
The constant n depends on the equation of state pa-
rameter w0 of the matter content which is dominating
the background when the scales of cosmological inter-
est today are getting bigger than the curvature scale
of the universe in the contracting phase. In order to
have ns ≈ 1, one has to have |w0| ≈ 0, and the matter
content should be like cold dark matter. If this mat-
ter content is described by a hydrodynamical fluid, then
n ≈ w3(w0−1)/[4(1+3w0)]0 ≈ w−3/40 ≫ 1.4
4 For an asymmetric bounce, the constant n can also be large if
the contracting Hubble rate is larger then the expanding one at
the same value of the scale factor, or if there is particle creation
near the bounce.
5The variance of ζ at a given point at the bounce can
be evaluated from the above expression, and it is given
by
〈
ζ2
〉
b
=
∫ kimax
kimin
∆2ζib
dki
ki
,
≈ n
2
|ns − 1|
(
lp
RH
)2
x
3(1−w¯)
b
∣∣kns−1imax − kns−1imin ∣∣ ,
≈ n
2
|ns − 1|x
3(1−w¯)
b
(
lp
RH
)2
,
(30)
where kimin represents the largest observable wavelength.
In the last line above we considered ns ≈ 1 but smaller,
as observations indicate, and kimin ≈ 1. Then we expect
that
ζb ≈ nx
3(1−w¯)/2
b√
|ns − 1|
lp
RH
≈ n√|ns − 1|10−60x3(1−w¯)/2b ,
within some standard deviations. As ζ remains constant
afterwards, ζb is its maximum value then, and it is con-
strained by observations to be ζo ≈ 10−5 ≈ ζb. Hence,
if this condition is satisfied, we are guaranteed that per-
turbations remain linear all along.
We must now see what constraints on the bouncing
background this condition implies. For the case of a ra-
diation dominated bounce, one has that
ζb ≈ n√|ns − 1|
xblp
RH
≈ 10−5
⇒ xb ≡ a0
ab
≈ 1055
√
|ns − 1|
n
,
(31)
where ab is the value of the scale factor at the bounce.
Hence we have a0/ab < 10
54/n, where we have assumed
the observed value |ns − 1| ≈ 10−2. As we have seen
above, for a dust dominated contraction n ≫ 1 (|w0| ≈
0). Hence, depending on the value of w0, one can obtain
the reasonable interval 1012 < a0/ab < 10
33, where the
bounce happens at energy scales above nucleosynthesis
and below Planck energy scales.
The discussion above shows that the amplitude of ζ is
controlled even for very deep bounces. In fact, contrary
to usual intuition, if it were not for the factor n above,
even a bounce at Planck energy scale would lead to per-
turbation amplitudes much less then the ones observed
from the CMB anisotropies, ζo ≈ 10−5. Hence, all lin-
earity conditions will be largely satisfied at the bounce
itself and for any x = a0/a smaller than xb. Such dis-
cussion is missing in K12, where the value of ε2 is not
estimated at any time, only the growth rate is obtained
for the super Hubble scales. Then, from this result it is
mistakenly concluded, in the abstract of K12, that the
linearity conditions will not be satisfied near the bounce
phase.
Note also that with the scale factor behavior of σS
given in Eq. (94) of K12,
σS = Σ
(1)
S a
−1 +Σ
(2)
S a
2,
one would not have obtained the correct scale factor de-
pendence of ε2. In fact, Eq. (94) of K12 is not correct
because it is in contradiction with the constraint given
in Eq. (18) [Eq. (53) in K12], which implies that
σS =
Z(1)
k
a−3 +
Z(2)
k
.
However, as K12 considered all kinds of perturbations
(scalar, vector and tensor) when calculating the shear,
and, since the tensor part grows as a−3, he finally ob-
tained the correct result for ε2 in the radiation case.
For the dust fluid, we calculated above that ε2 ∝ a−3/2,
while in K12 it was obtained that ε2 ∝ a−3/2 ln(a). How-
ever, it is easy to see that K12 is not correct: as in the
radiation case, the scale factor dependence of σS was also
mistakenly calculated in K12,
σS = Σ
(1)
S a
−3 ln(a) + Σ
(2)
S a
1/2,
which is in sharp contradiction with the constraint
σS =
Z(1)
k
a−3 +
Z(2)
k
a−1/2,
which would give the correct growth rate for ε2 ∝ a−3/2
for the dust fluid.
Note also that, for both matter contents, the growth
rate of the shear is a−3. This is exactly what one obtains
from Eq. (25) and Eq. (28), which gives δfσs ∝ x and,
therefore, δσµν ∝ δσµν (a0)a−3.
This growth rate for the shear tensor is commonly
called anisotropy problem in bouncing models (see, for
instance, [8] and references therein). The problem ap-
pears when one confront the growth rate of Θ2 ∝ x3(1+w¯)
and σ2 ∝ x6. Hence, for any contracting phase, the shear
grows faster if the fluid has equation of state less than
that of a stiff matter, i.e., w¯ < 1.
However, when the shear arises from perturbations
generated by quantum vacuum fluctuations, this problem
does not appears. In this case, σ2 is a second order vari-
able, while Θ2 is a zero order one. Hence, using Eqs. (25)
and (28), one obtains that (for the case of radiation dom-
ination at the bounce, which implies Θ2 ∝ x4)
σ2
Θ2
≈
(
lp
RH
)2
x2 ≈ 10−120x2, σ
2
Θ2
∣∣∣∣
b
≤ 10−8.
Hence, with respect to the shear, a Friedmann back-
ground plus initial quantum vacuum perturbations can
accommodate a wide class of bouncing models without
appealing to any fine tuning.
The next condition ε3 can be written as
ε3 ≡ 2|Raµ||Xµ| =
∣∣∣∣ 4c¯2s sD2κ(ρ¯+ p¯)
(
ζ +
c¯2s
sD2Ψ
κ(ρ¯+ p¯)
)∣∣∣∣≪ 1.
It provides a much less stringent constraint on the con-
tracting phase. Using Eq. (28), we obtain
ε3 =
∣∣∣∣
[
4c¯2s
sD2
κ(ρ¯+ p¯)
(
ζ +
c¯2s
sD2Ψ
κ(ρ¯+ p¯)
)]
0
∣∣∣∣x(1−9w¯)/2.
6In the radiation case, we have ε3 ∝ a. These results do
not agree with that of K12. This mistake of K12 happens
because in Eq. (106) of K12 the second order term in R
was used to calculate its growth. However, this is the
same as comparing a third order term σ2aµ with a first
order one Xµ, which leads naturally to a faster growth
rate. If one had used the correct first order term A¯a−3 (in
the notation of K12), the correct growth rate of ε3 ∝ a
would have been obtained.
The conditions ε5 and ε7 are closely related,
5 i.e.,
ε5 ≡ |4Dµσ
2|
|Xµ| ≤
12
sΘ2
| sDµ sD2(ζ −Ψ) sD2(ζ −Ψ)|
| sDµ sD2Ψ|
,
ε7 ≡ |2σµ
νZν |
|Xµ| ≤
3
√
2
sΘ2
| sDµ sD2(ζ −Ψ) sD2(ζ −Ψ)|
| sDµ sD2Ψ|
.
For the two cases analyzed here, dust and radiation, Ψ
grows faster than ζ and sΘ2 ∝ ρ¯. In this case, both con-
straints are proportional to ε2, i.e.,
ε5 ∝ ε7 ∝ ε2 ∝ x3(1−w¯)/2.
For this reason, these constraints do not add new restric-
tions to the gauge invariant variables.
The other set of constraints in K12 were obtained
by comparing the second order with DµDνa
ν instead of
Xµ/2. Since these two quantities are proportional to each
other, we can write
ε˜a =
|Xµ|
2|DµDνaν |εa, (32)
for a = 3, 5, 7. This add an additional factor of∣∣∣∣κ(ρ¯+ p¯) sDµ sD2Ψ2c¯2s sDµ sD2 sD2Ψ
∣∣∣∣ =
∣∣∣∣
[
κ(ρ¯+ p¯) sDµ sD
2Ψ
2c¯2s
sDµ sD2 sD2Ψ
]
0
∣∣∣∣x1+3w¯.
This implies an additional factor in the constraint pro-
portional to a−2 and a−1 for radiation and dust, respec-
tively. These conditions grow faster than the first set.
Notwithstanding, only one set must be fulfilled, since one
must compare the second order terms with the largest
first order ones.
The calculations above showed that the original con-
clusions of VPN12 are correct. The value of ζ (or the
constant mode of Ψ) do not get larger than one near the
bounce, and there is a gauge in which all perturbations
remain small.
B. Conditions for Vector and Tensor Perturbations
In K12 the author also considered conditions mix-
ing scalar, vector and tensor perturbations. These con-
straints are originated by the presence of vector and ten-
sor perturbations in both the shear σµν and the vorticity.
For the tensor perturbations, it is easy to show that it
also contributes to the shear with a factor which grows
with a−3. When considering the vacuum initial condi-
tions for both scalar and tensor perturbations, the ten-
sor contribution to the shear will also be of first order.
In addition, for some class of models it is shown that
the tensor amplitude is indeed smaller than the scalars’
(see, for instance [9, 10]), hence, even if we consider its
contribution to the shear, the constraints remain valid.
On the other hand, the vector perturbations have a
very simple evolution. However, this fact makes the
quantization and the imposition of similar initial condi-
tions for the vector modes a non straightforward proce-
dure. Without a theory of initial conditions for them, the
growth rate for the vector perturbations it is not of much
use. Notwithstanding, one can heuristically assume that
the initial conditions for the vector perturbations are also
of the same order of the scalar and tensor perturbations.
Then, in this case, the growth rate are not larger than
that of ζ and, therefore, one can still use the value of ζ
as a measure of the validity of the perturbative series.
IV. CONCLUDING REMARKS
We have shown in this comment that the constraints
obtained by the comparison between second order and
first order terms in the K12 paper reduce to those ob-
tained in VPN12. The difference in the calculations arises
from the complication introduced by the presence of spa-
tial derivatives in the K12 constraints, which we have
treated. The idea of this comparison is interesting as a
natural extension of our work VPN12. However, the con-
clusions of K12 are not new and some of them are not
correct because estimates of the amplitudes of the per-
turbations are missing in K12, as we discussed throught
this paper. Hence, the conclusions of VPN12 are correct,
namely, that cosmological perturbations of quantum me-
chanical origin in the contracting phase of a bouncing
model can remain in the linear regime for a wide interval
of energy scales of the bounce, ranging from the nucle-
osynthesis energy scale up to some few orders of magni-
tude below the Planck energy.
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5 Note that in Eqs. (110) and (112) of K12 there are typos, Ωba should read Σba in the expression for ε7 and ε˜7.
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