Comparing with other biometrics, gait has advantages of being unobtrusive and difficult to conceal. Inertial sensors such as accelerometer and gyroscope are often used to capture gait dynamics. Nowadays, these inertial sensors have commonly been integrated in smartphones and widely used by average person, which makes it very convenient and inexpensive to collect gait data. In this paper, we study gait recognition using smartphones in the wild. Unlike traditional methods that often require the person to walk along a specified road and/or at a normal walking speed, the proposed method collects inertial gait data under a condition of unconstraint without knowing when, where, and how the user walks. To obtain a high performance of person identification and authentication, deep-learning techniques are presented to learn and model the gait biometrics from the walking data. Specifically, a hybrid deep neural network is proposed for robust gait feature representation, where features in the space domain and in the time domain are successively abstracted by a convolutional neural network and a recurrent neural network. In the experiments, two datasets collected by smartphones on a total of 118 subjects are used for evaluations. Experiments show that the proposed method achieves over 93.5% and 93.7% accuracy in person identification and authentication, respectively.
I. INTRODUCTION
B IOMETRICS refers to the automatic identification of a person based on his or her physiological or behavioral characteristics. With the increasing demands of person identification and verification in the era of big data and artificial intelligence, the research and development of biometric systems have attracted wide attention from both the academia and the industry. Up to date, many biometrics have been commercially used, e.g., the fingerprint, iris, face, and voice, etc. Among these biometrics, some are obtrusive to users as they require the cooperation of users to collect the data. For example, users are asked to place the finger on the device to have their fingerprints captured, or to look at the camera close enough to have their irises imaged. In such cases, the users may feel offended, and can easily realize that their identities are being checked. Meanwhile, some biometrics may easily be forged and attacked. For example, the face recognition can be cheated by using an image or a video storing the target face. Q. Zou As a result, less obtrusive and more robust biometrics are still in strong desire in the current stage.
A property of being unobtrusive is especially important for a biometric system that is required to work in a hidden way, e.g., to recognize the identity of a person but not to let him/her know he/she is being identified. Among various biometrics, gait is such a biometric that not only satisfies the requirement of being unobtrusive but also has the advantage of being difficult to conceal [1] - [3] .
Gait biometric refers to identifying a person based on his/her walking manner. Generally, the gait recognition can be performed on two types of data. One is a sequence of silhouette images, and the other is an inertial gait time-series. In the scenario that we can capture the gait silhouette images or inertial gait time-series, we can perform gait recognition and hence person identification.
For silhouette image based methods, as the segmentation of a walking person from arbitrary background is still an unsolved open problem, it is only effective when performing gait recognition in some constrained environments [4] , e.g., in a room or along a corridor with simple image background. While for inertia-based methods, inertial sensors such as accelerometer and gyroscope are used to record the inertial data generated by the movement of a walking body. These inertial data capture the gait dynamics in a general way and have been proofed to be useful for extracting the walking patterns [5] . In the past decade, a number of methods have been developed for inertia-based gait recognition [6] - [10] . However, most of these methods require the inertia sensors be fasten to some specific joints of the human body, which brings inconveniences for gait data collection.
Nowadays, smartphones have been widely used by average person, and many advanced inertial sensors including accelerometer and gyroscope have been commonly integrated into the smartphones. As a result, it is very convenient and inexpensive to collect inertia gait data, which inspired a number of methods to use smartphones for gait recognition [11] - [13] . In order to improve the accuracy of person identification, these methods often require the person to walk along a specified road such as a straight lounge and/or at a normal walking speed. These constrains heavily limit the application. To loosen the constraints and expand the application scenario, more robust gait-recognition algorithms are demanded.
In recent years, deep learning has demonstrated state-ofthe-art, human-competitive, and sometimes better-than-human performance in solving many cognitive problems such as speech recognition [14] and visual perception [15] . There are mainly two types of deep neural networks. One is the arXiv:1811.00338v1 [cs. LG] 1 Nov 2018 deep convolutional neural network (DCNN), and the other is the deep recurrent neural network (DRNN). The former convolves the input signals in the space domain and is talent in handling two dimensional signals such as the images. The later processes the input signals in a recursive way, and is skilled in handling time-series such as the voices. For the data produced by accelerometer and gyroscope, they can be naturally arranged into a two-dimension time-series. Hence, the DCNNs can place a strength to represent the inertial data with convolutional feature maps, and the DRNNs can exert their advantages by processing them as time-series. However, how to combine the two types of neural networks for effective gait representation is lack of study.
In this paper, we study gait recognition using smartphones in the wild, and propose an effective and seamless combination of DCNN and DRNN for robust inertial gait feature representation. In gait data collection, the smartphones are assumed to be used in a condition of unconstrained, and they don't record when, where, and how the user walks. Under this assumption, firstly, the inertial data collected by smartphones is partitioned into the walking session and the non-walking session by a fully convolutional neural network, where hierarchical convolutional features are fused together to accurately extract the walking session. Then, gait features are extracted on the walking data by the proposed hybrid deep learning technique. Specifically, the three-dimension data (in X, Y and Z axis) of the accelerometer and the gyroscope are put together to form a six-dimension time-series. Then, a convolutional neural network with one-dimension kernels is designed to convolve the input time-series into convolutional feature maps, which can still hold the property of time-series. After that, the time-series convolutional features are processed by a recurrent neural network for robust gait feature extraction. Based on the above operations, person identification and authentication models can finally be constructed in a supervised training manner. The experiments on two datasets demonstrate the effectiveness of the proposed method in terms of person identification and authentication.
The main contributions of this paper lie in three-fold: • First, for the problem that inertia-based gait recognition is only effective in restricted environments and has the inconvenience of binding the sensors to the specified joints, a new inertia-based gait recognition method is proposed to use the smartphone as a gait-data collector in a condition of unconstraint, which can largely expand the application scenario of gait recognition. To the best of our knowledge, this is the first work studying gait recognition using unconstrained smartphones. • Second, for the problem that traditional methods can hardly achieve high performance in inetia-based gait recognition, and DCNN and DRNN often function in different domains in separated ways, a novel deep-learning architecture is designed to seamlessly integrate the two networks for gait feature representation. Specifically, a DCNN with onedimension kernels convolves the input time-series into convolutional feature maps, and then an LSTM (Long Short-Term Memory) network processes the resulted feature maps for gait feature extraction. The extracted features are found to be very discriminative for person identification and authentication. • Third, two main datasets are collected for performance evaluation. One dataset collected on 20 subjects with each subject containing thousands of samples. The other dataset is collected on 118 subjects with each subject containing hundreds of samples. Based on the two datasets, six subdatasets are constructed, which can be used for quantitative evaluation and performance comparison for different gaitrecognition methods.
The remainder of this paper is organized as follows. Section II reviews the related work. Section III describes the gait-data collection and preprocessing. Section IV introduces the proposed approach, including the network design and network integration. Section V reports the experiments and results. Section VI concludes our work and briefly discusses the possible future work.
II. RELATED WORK

A. Gait Recognition Using Inertial Sensors
Inertia-based human activity recognition is attractive due to the fact that the inertial sensors can capture the details of the movement characteristics [16] - [19] in terms of timeseries, and these time-series data can be effective for gait-based person identification and authentication [10] , [20] .
In early research of inertia-based gait recognition, Ailisto et al. proposed a signal-correlation method, where the recognition was performed in means of template matching and cross-correlation computation [21] , [22] . Following this work, Gafurov et al. made many significant improvements [6] , [23] - [27] . In [24] , they analyzed the minimal-effort impersonation attack and the closest person attack on gait biometrics. In [25] , they collected 300 gait sequences from 50 subjects by placing an accelerometer sensor in user's pocket, and achieved an equal error rate (EER) of 7.3%. In [6] , they tried foot-, pocket-, arm-and hip-based user authentication and found that a sideways motion of the foot provides the most discrimination, and a different segment of the gait cycle often leads to a different level of discrimination.
Beside the above work, many other gait-recognition methods have been developed since 2007. In [28] , Liu et al. employed the dynamic time warping (DTW) as a tool for gait-curve matching. This work was improved in [29] , where the wavelet denoising and gait-cycle segmentation algorithms were introduced for data preprocessing. In [30] , Trivino et al. proposed an approach using a fuzzy finite state machine (FFSM) to model the perception of the signal evolution, which achieved superior results to that of Gafurov and Liu. In [9] , Zhang et al. proposed a novel algorithm that avoided cycle detection failures and inter-cycle phase misalignment. In [31] , Derawi et al. provided a stable cycle detection mechanism and improved the gait-based authentication. In [32] , an overview of the inertia-based gait recognition methods was given with extensive comparisons.
In [8] , [33] , [34] , a research team from Osaka University conducted extensive research on gait recognition, including the video-based and sensor-based methods. In their sensorbased approach, up to date they have provided the largest inertial sensor-based gait dataset in the world, including 744 subjects (389 males and 355 females) with ages ranging from 2 to 78 years [35] , which is a significant contribution to the community of gait research [36] . In their research, the acceleration was found to be better than angular velocity for gait recognition, and the case with distance-normalized obtained significantly better results than that with distanceunnormalized [8] .
In recent years, due to the rapid development of smartphones, acceleration sensors and gyroscopes are integrated into the smartphone hardware, which makes it possible to use smartphones for gait recognition. Due to the low cost and super convenience, it is a trend to research gait recognition with smartphones [7] , [11] - [13] .
B. Deep Learning for Gait Recognition
Due to the property of non-replaceability and unique, gait has a wide range of applications in authentication and access control [10] , [37] , [38] . Meanwhile in recent years, deep learning has made great progress in the field of human gait activities recognition [39] , [40] . Unlike traditional machine learning methods, e.g., PCA, MCA [41] , SVM [37] , [42] , [43] , etc., deep learning methods perform gait behavior features extraction in a supervised and automatic way and can significantly improve the accuracy of recognition.
We can use a simple deep neural network to extract the motion characteristics of data which is collected from inertial sensors or images, or we can also combine DNN with other traditional machine learning methods [44] - [46] . Deep CNN is a kind of deep network that often consists of several convolutional layers, ReLU layers, pooling layers and full connection layers. CNN can extract the abstract features of images and has achieved great success in image recognition processing [47] . Most of the data input for gait recognition is two-dimensional or multi-dimensional data such as images and motion signals.
Due to the outstanding ability of CNN in image processing, many researchers used CNN for gait or activity recognition [39] , [48] - [50] . In [39] , CNN-based gait recognition was performed by constructing three deep convolutional networks, using the users' gait energy images as input. The gait features were extracted from the bottom, top, and global of the network, which greatly improves the accuracy of the classification. In [51] , cross-view gait recognition was studied using CNNs constructed with contrastive loss and triplet ranking loss, which achieved high performance in person verification and identification.
CNN can also be combined with traditional machine learning methods such as PCA, MCA [52] , Bayesian classifier [53] and SVM [54] . In [54] , CNN was used as a feature extractor, then the extracted features were classified by SVM. At the same time, there are also some researches using CNN to extract three-dimensional data consisting of images and optical flow information for gait and activity recognition [54] , [55] .
Meanwhile, researchers find that human activities have obvious temporality which contains useful feature for identifi-cation, whereas CNN that only processes single time-stamp data tends to ignore it. Therefore, [40] used the 3D data formed from the time-series of 2D images as the input to the CNN, and used 3D convolution kernels to extract feature for activity recognition. In this way, temporal characteristics were also taken into account when extracting the spatial features. It is more common practice to introduce RNN, which records the temporal information of the sequential signal by passing the previous hidden layer state to the current hidden layer. LSTM [56] network is a variation of the RNN. The hidden layer is specially designed and can extract the features of the time-series more effective. [15] proposed to combine LSTM and CNN for activity identification. In this way, it is common to use CNN as a feature extractor, and then use LSTM to further process the gestural features extracted by the CNN [57]- [59] . Many application scenarios and comparisons of DNN, CNN, and RNN in the field of gait recognition have been introduced in [60] .
In addition to the commonly used CNN and LSTM network models, in order to solve the effects of perspective, weight, clothing and other issues on the extraction of gait intrinsic features, [61] designed a gait feature extractor based on the generative adversarial nets [62] . Sometimes, gait datasets may contain many subjects while each of these subjects only has a small amount of data, which may not support the training of deep models. [63] tried to solve this problem using Siamese neural networks.
The existing researches have proven the effectiveness of deep learning in gait and behavior recognition. However, the data of these works are mostly collected under limited and excellent road conditions. Identification of gait in the wild or living environment remains challenging and the ability to combine both CNN and LSTM to extract spatial and temporal information is not powerful enough yet.
III. GAIT DATA COLLECTION IN THE WILD
In this section, we introduce how to collect gait data using smartphones in the wild. First, we will introduce the inertial sensors in the smartphones, then describe the algorithm that partitions the inertial data into walking and non-walking sessions, and finally elaborate the segmentation of gait cycles on the inertial time-series.
A. Inertial Sensors in the Smartphones
Accelerometer and gyroscope are the typical inertial sensors that have been equipped by most smartphones nowadays. Either an accelerometer or a gyroscope measures the inertial dynamics in three directions, namely along the X, Y and Z axis, as illustrated by Fig. 1 . The three-axis accelerometer is based on the basic principle of acceleration, and is used to measure the smartphone's acceleration (including the gravity) in X, Y and Z. The accelerations in the three directions reflect the change of smartphone's linear velocity in the 3D space, and hence reflect the movement of the smartphone users. The three-axis gyroscope captures the angular velocity of a smartphone during its rotation in the space, which can also describe the movement pattern of a user. When an user is walking, the smartphone generates accelerations and rotates around different directions applying with the movements of the user. These data are assumed to be individually different, so we collect them as the source data of gait dynamics.
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B. Gait Data Extraction
The accelerometer and the gyroscope of smartphones are used to collect the inertial gait data. However, without any constrains on the users, we do not know when, where and how the smartphone is used. Consequently, the captured data would consist of the walking session and the non-walking session. While only the walking data are desired for gait feature extraction and person identification, the continuous inertial sequence collected by smartphones in the wild should be partitioned.
Considering that the walking data and non-walking data are semantically different, and the inertial time-series are continuous in both the space domain and time domain, we model the partitioning problem as a time-series segmentation problem. Inspired by U-Net [64] , we build a semantic segmentation algorithm with one-dimensional deep convolutional neural networks. The architecture of the proposed network is shown in Fig. 2 . In order to improve the accuracy of segmentation, we fuse hierarchical convolutional features at multiple stage together in the network.
C. Gait Cycle Segmentation
As has been observed by many previous work, cyclepartitioned gait data can often generate improved performance over non-cycle-partitioned ones [5] . We also validate this point in our experiments, which will be introduce in section V. Therefore, it is necessary to segment the extracted gait data by walking steps.
Once gait data are extracted by the proposed deep semantic segmentation network, we divide the continuous ones into separate steps. Note that, in this paper, a complete step refers to touching the ground with the same foot twice in succession. A sample gait data is shown in Fig. 3 , which includes three accelerometer curves and three gyroscope curves. Without loss of generality, we select accelerometer data as a basis for the partitioning task. As the smartphone can be placed in random directions by the user, one single axis of the acceleration or gyroscope cannot stably reflect the fluctuations of the gait curve. Meanwhile, the absolute acceleration value of the axis perpendicular to the ground is the largest among the three values. In order to remove the influence of the phone's posture, we process the triaxial acceleration data to get ACC o as the basis for gait cycle segmentation. The ACC o is calculated by Eq. (1),
where ACC x , ACC y and ACC z denote the data values of the acceleration value in x, y, and z, respectively. Figure 4 (a) shows the ACC o calculated based on ACC x , ACC y and ACC z in Fig. 3 . Finally, we find the step-separation points on the local maximums on the ACC o curve. Specifically, based on our analysis of human steps, the step-separation points are recognized by the following rules:
• The point is a local maximum on the ACC o curve, at a range of 0.8s. • The ACC o value is larger than 10m/s 2 . It is because that the acceleration of a falling movement when a person walks should be at least greater than the gravity acceleration. • The time gap between two consecutive local maxima should be between 0.8s and 1.6s. It is because that, it takes about 0.8s to 1.6s for a normal person to complete one single step.
IV. GAIT RECOGNITION WITH DEEP NEURAL NETWORKS
In biometrics, gait recognition has meanings of two-fold. One is gait identification, which identifies the identity of a sample within a given number of candidate identities. The other is gait authentication, which judges if two samples belong to the sample identity or not. Usually, the former can be modeled as an n-class classification problem, while the latter is often modeled as a binary-classification problem. As have been discussed in the Section I, we investigate deep learning based techniques for solving these two problems. To be specific, we first present deep neural networks for gait identification, and then for gait authentication in this section.
A. Neural Network for Identification
At present, there are mainly two types of deep neural networks that have powerful performance and wide application. One is the deep convolutional neural network (DCNN), and the other is the deep recurrent neural network (DRNN). DCNNs are built on the convolution and pooling operations, often in an alterative way. The feature maps will become smaller but more concise, which makes the DCNNs be very effective in feature abstraction from arrayed signals such as an image. DRNNs process the input signal in a recursive way, in which the information at a later time-stamp can be related to the information at an earlier time-stamp for prediction. This characteristic makes the DRNNs very talent in handling time-series signals such as voice and speech. A representative DRNN model is the LSTM (Long Short-Term Memory), which has a memory gate and a forget gate to control the extent of information interaction.
For the tri-axis accelerometer gait data and gyroscope gait data, they can be arranged together into a six-axis inertial gait data. Then, the six-axis gait data are featured both as arrayed signals and as time-series signals. As a results, both DCNN and DRNN can process them effectively. In order to fully use the strengths of DCNN and DRNN, we purposely employ the CNN and LSTM for effective learning of the spatial feature and temporal feature, respectively, and perform information fusion to improve the gait feature representation and gait classification.
Specifically, in the proposed architecture, the fusion of DCNN and DRNN is performed in a feature-concatenation way. The inertial data are processed by a DCNN and an LSTM, independently. The extracted features are concatenated, and linked to a successive layer in a full-connection manner for gait classification. Figure 5 shows the proposed network architecture.
1) Problem formulation: Given an inertial gait curve x with a sampling length of T , then x can be expressed as
where (acc t x , acc t y , acc t z ) and (gyr t x , gyr t y , gyr t z ) denote the accelerometer and gyroscope components in the X, Y and Z axis at time-stamp t, respectively. Then the problem is how to recognize the identity of the subject based on the input data x.
To formulate this problem, let's suppose s=(s 1 , s 2 , ..., s n ) be a number of n candidate subjects, s i be the ith subject, then the output can be represented as an n-dimension vector,
where o i =P (s i |x), i.e., the possibility that x belongs to s i . Let's further suppose s be the identity of the input data x, then it is formulated as As a result, to solve the problem of gait identification, we have to associate the maximum possibility values to the corresponding subjects.
2) Network structure: As illustrated by Fig. 5 , the gaitidentification network consists of a CNN and an LSTM, which are parallel to each other. The CNN and LSTM work as two feature extractors which get the corresponding features f eat cnn and f eat lstm . The CNN and LSTM are followed by a full connection layer, which works as a classifier and uses the feature vector concatenated by f eat cnn and f eat lstm as the input.
LSTM network. LSTM is an improvement to RNN and still has the basic structure of RNN. For an RNN network with L hidden layers, given a gait sequence x = (x 1 , x 2 , ..., x T ), a state h l t will be generated for each layer at time t:
where h l t is the state of layer l at time t, x t is input at time t, W l xh is the weight matrix of the input x t to the lth hidden layer, W tl hh is the weight matrix of state at time t-1 to state at time t at the same layer l, W ll hh is the weight matrix of state at layer l-1 to state at layer l at the same time t, b l h is the bias of layer l, and σ(·) is the activation function.
For an LSTM network, the basic unit is composed of a cell, an input gate, an output gate and a forget gate. Similar to RNN, we can also examine the LSTM network with a state h l t . In order to obtain a better memory effect for information interaction along the time-series, an input gate i, an forgetting gate f, a state vector c, and an output gate o are added to the hidden layer state. Then, the h l t can be updated as follows:
where all the W , σ, i t , f t , c t , o t are the parameter of layer l, as all of them have a hidden superscript 'l'. W xi is the weight matrix of the input x t to the input gate. σ i is the activation function of the input gate. b i is the bias of the input gate. The meaning of other W , b, and σ can be inferred from the above rule. Given the LSTM network is constructed with L hidden layers, with each containing N hidden nodes, then, for each input x = (x 1 , x 2 , ..., x T ), the output feature can be formulated as
CNN network. Considering that the input signals are the time-series, a number of one-dimension kernels are used in the convolution operations in the proposed CNN network. Specifically, the proposed CNN network is constructed with 4 convolution layers and 2 max-pooling layers. The convolution kernel abstracts the feature of gait curve along the time-series and the max-pooling downsamples the feature map in the pooling window. Table I describes the detailed structure of the proposed CNN network. Following the CNN structure, the output feature has a dimension of 1×16×128. Then, we flatten the output convolutional feature map to a one-dimension feature vector f eat cnn .
Fully Connected Layer. The fully connected layer is the concatenation of the features extracted by LSTM and CNN, i.e., f eat f ull =(f eat lstm ; f eat cnn ). Then, a softmax operation is applied to produce the classification output, as formulated by Eq. (8),
where W o is the weight matrix of the output layer, b o is the bias of the output layer. conv1 1  1×9  32  2  6×64×32  pool1  1×2  2  6×32×32  conv2 1  1×3  64  1  6×32×64  conv2 1  1×3  64  1  6×32×64  pool2  1×2  2  6×16×64  conv3 1  6×1  128  1  1×16×128 value, the greater the probability that x belongs to s i . Based on the output o, we can get the class label as
where
Then, we can construct the training loss with cross entropy, as formulated by Eq. (11),
As can be seen from Eq. (11) that, the cross entropy is a positive number. When o i ≈ 0, o i = 0, or o i ≈ 1, o i = 1, the cross entropy will be small. In other words, a larger difference between o i and o i will result in a larger cross-entropy value. This property will help the convergence of the network in the training. Meanwhile, using the cross-entropy cost function instead of the variance cost function can speed up the training procession.
B. Neural Network for Authentication
Let two sequences of gait data x a and x b be the input of the authentication network, which are expressed as x a = (x a,1 , x a,2 , ..., x a,T ),
and T is the length of the input sequence. As discussed in the beginning of Section IV, the authentication is formulated as a binary-classification problem. The output of the network is set as two dimensions. We use 'True' and 'False' to denote the input data are from the same subject and different subjects, respectively.
In order to fully use the advantage of CNN and RNN, we use the CNN as a feature extractor which maps the input inertial signals into lower-dimension abstractions. In our design, we use the CNN trained on a large dataset in the classification in Section IV-A as the feature extractor. Figure 6 shows the structure of the authentication network, where the CNN is fixed as a feature extractor. Given the size of the input gait signal is 6×128, then the output of the CNN is 1×16×128. For the consequent LSTM computation, we have to make sure that the input signals have the property of timeseries. Therefore, we rearrange the CNN feature into 16×256 features, which are divided into 16 blocks, with each block contains a 256-dimension feature vector. The 16 blocks of features are then fed into a double-layer LSTM for training and prediction. For the CNN network, the weights are fixed as that have been trained in the identification network.
V. EXPERIMENTS AND RESULTS In this section, we first introduce six datasets that contain inertial gait data collected using smartphones in the wild. Then, we will describe the experimental settings, including the way of data alignment, the selection of comparison methods, and the strategy of training, etc. And finally, we will report the evaluation results for both the identification case and the authentication case.
A. Datasets
We collect the inertial gait data in the wild, where the subjects are not limited to walking on specific roads or speeds. Data are collected in daily life, such as walking after meals. Note that, all the data collected have been pre-processed by the gait-extraction algorithm introduced in Section III-B. A number of 118 subjects are involved in the data collection. Among them, 20 subjects collect a larger amount of data, with each has thousands of samples, and 98 subjects collect a smaller amount of data, with each has hundreds of samples. Each data sample contains the 3-axis acceleromter data and the 3-axis gyroscope data. According to the different evaluation purposes, we construct six datasets 1 based on the collected data. 1) Dataset #1: This dataset is collected on 118 subjects. Based on the step-segmentation algorithm introduced in Section III-B, the collected gait data can be annotated into steps. Following the findings that two-step data have a good performance in gait recognition [5] , we collected gait samples by dividing the gait curve into two continuous steps. Meanwhile, we interpolate a single sample into a fixed length of 128. In order to enlarge the scale of the dataset, we make a one-step overlap between two neighboring samples for all subjects. In this way, a total number of 36,884 gait samples are collected. We use 33,104 samples for training, and the rest 3,740 for test.
2) Dataset #2: This dataset is collected on 20 subjects. We also divide the gait curve into two-step samples and interpolate them into the same length of 128. As each subject in this dataset has a much larger amount of data as compared to the that in Dataset #1, we do not make overlap between the samples. Finally, a total number of of 49,275 samples are collected, in which 44,339 samples are used for training, and the rest 4,936 for test.
3) Dataset #3: This dataset is collected on the same 118 subjects as in Dataset #1. Different from Dataset #1, we divide the gait curve by using a fixed time length, instead of a step length. Exactly, we collect a sample with a time interval of 2.56 seconds. While the frequency of data collection is 50Hz, the length of each sample is also 128. Also, we make an overlap of 1.28 seconds to enlarge the dataset. A total number of 38,062 samples are collected, in which 34, 196 6) Dataset #6: This dataset is also used for authentication. The authentication samples are constructed as the same as in Dataset #5. The only difference is that, in authentication sample construction, two data samples from two subjects are vertically aligned instead of horizontally aligned. Table II shows the detail information of these six datasets.
B. Implementation Details 1) Data collection: We develop an APP and installed it on the smartphone with Android platform. Several brands of smartphones have been used in our experiment, including the Samsung, Xiaomi and Huawei. The frequency of the accelerometer and the gyroscope is set to 50Hz. At the same time, it records the data of these two sensors in real time. When using the APP, the user inputs his own identity information and start the data collection process. The users can put the phone in his/her trouser pocket, play it in hand, or place it on the desk, without any constrains. It is worth noting that the APP have to collect data for a long period of time, making sure that the captured data contain enough walking data. Meanwhile, the APP will automatically get rid of the data if the smartphone is static within a period of 3 seconds. The captured data have seven dimensions, including the time stamp, the triaxial values of the acceleration sensor and the triaxial values of the gyroscope.
2) Experimental Settings: In gait classification, a number of network structures have been designed, including the LSTMbased, the CNN-based, and the 'CNN+LSTM' based, and their performances have been compared under an evaluation metric of accuracy. For LSTM-based methods, each hidden layer in the LSTM has a number of N =64 hidden nodes. The learning rate is set to 0.0025, and the number of epoches for training is 200.
For CNN-based methods, the six-axis interpolation data are used as the input, with the data shape of 6×128. The classification experiments are conducted on the first four datasets as introduced in Section V-A. In training the CNN, the learning rate is 0.0025, and the number of epoches for training is 200.
3) Authentication experiment: As has been introduced in Fig. 6 , the authentication network contains a CNN and an LSTM. In the training process, parameters of CNN are frozen, and the LSTM network equipped with 64-node hidden layers is trained with a learning rate of 0.0025, an epoch number of 300 and a batch size of 1,500.
C. Performance of LSTMs at Different Data Settings
In this experiment, we examine how the network structures influence the performance of LSTMs, and how effective the different data settings are for classification.
1) Different LSTM networks: The layers of LSTM can be constructed with information propagation in forward direction only or in both forward and backward directions. In this experiments, we test three LSTM network architectures, that are:
• SL-LSTM: an LSTM with one single hidden layer. • Bi-LSTM: a bi-directional LSTM, with a layer forward and a layer backward. • DL-LSTM: an LSTM with two hidden layers.
2) Different data settings: The original data contain six channels. We will investigate how the combination of channel(s) will affect the performance. These data will be constructed based on Dataset #1, Dataset #2, Dataset #3 and Dataset #4. Specifically, we build three network structures, with each evaluated on 8 different combinations of data channels, i.e., 4 for the interpolated data and 4 for the timefixed data. The four interpolated data are:
• interp 6: three-axis accelerometer data and three-axis gyroscope data of Dataset #1 and Dataset #2, as have been sampled in a interpolation way, with data shape of 6*128. • interp acc: three-axis accelerometer data of Dataset #1 and Dataset #2, with data shape of 3×128. • interp gyr: three-axis gyroscope data of Dataset #1 and Dataset #2, with data shape of 3×128. • interp sqrt: the mean square root of the three-axis accelerometer data of Dataset #1 and Dataset #2, with data shape of 1×128.
And the four time-fixed data are:
• fixed 6: three-axis accelerometer data and three-axis gyroscope data of Dataset #3 and Dataset #4, as have been sampled in a time-fixed way, with data shape of 6×128. • fixed acc: three-axis accelerometer data of Dataset #3 and Dataset #4, with data shape of 3×128. • fixed gyr: three-axis gyroscope data of Dataset #3 and Dataset #4, with data shape of 3×128. • fixed sqrt: the mean square root of the three-axis accelerometer data of Dataset #3 and Dataset #4, with data shape of 1×128.
3) Experimental details and results: For the above LSTM networks, the number of nodes for the hidden layer is set to 64. The last hidden layer is followed by a fully connected layer, which is used as a classification output layer. The size of the fully connected layer is 64×20 for the case of 20 subjects or 64×118 for the case of 118 subjects. All networks are trained with a learning rate of 0.0025, and a training epoch of 300. Figure 7 shows the results of the three LSTM networks at eight different data settings. The data are all constructed based on the Dataset #1 and Dataset #3, which have 118 subjects. It can be found from Fig. 7 that, the results on accelerometer data are better than that on gyroscope data, and the results on gyroscope data are better than that on the mean square root data. It simply indicates that, the accelerometer sensor can better capture the gait feature than the gyroscope sensor.
From Fig. 7 we can also observe that, results on interpolated data are slightly better than that on time-fixed at the according settings. The best results on both the interpolated data and the time-fixed data are obtained on the six-axis cases by the double-layer LSTM -DL-LSTM. It indicates that, the accelerometer data and the gyroscope data can be complementary to each other to better represent the gait features. While DL-LSTM gets the highest classification accuracy of 91.88% at the interp 6, we will use DL-LSTM and the interp 6 data in our later experiments for comparison.
D. User-Identification Performance
In this subsection, we introduce several experiments that evaluate the performance of various methods in gait identification. As a classification problem, we use the accuracy as a metric in performance evaluation. The accuracy is defined as,
Correctly Classified Samples Total Testing Samples .
1) Comparison methods: To evaluate the proposed methods in gait-based person identification, a number of six methods are included for comparison, that are: • Fourier [65] : the gait data is first processed by an autocorrelation operation, and then the results are converted into the frequency domain using FFT. In identification, the first 40 FFT coefficients per channel are selected as the gait features. A one-vs-all SVM is employed for classification. • Wavelet [7] : the gait data are decomposed by using the Mexican Hat Wavelet [7] , and the low-frequency part of the results are used as gait feature for person identification. A one-vs-all SVM classifier is employed. • EigenGait [5] : the inertial gait data are decomposed in the eigen space, and the principle components are taken as gait features for person identification [5] . A one-vs-all SVM classifier is employed. • LSTM: it is the DL-LSTM introduced in Section V-C, and has to be trained from scratch. • CNN: it is the convolutional neural network introduced in Section IV-A, and has to be trained from scratch. • CNN+LSTM: it is the network introduced in Fig. 5 , which combines the above two networks. The whole network has to be trained from scratch. • CNN f ix +LSTM: it is also the network introduced in Fig. 5 .
When training, the parameters of CNN are fixed as that in the CNN model that has been trained independently, and the parameters of the LSTM and fully connected layer have to be trained from scratch. • CNN+LSTM f ix : it is also the network introduced in Fig. 5 .
When training, the parameters of LSTM are fixed as that in the LSTM model that has been trained independently, and the CNN and fully connection layer have to be trained from scratch. The information of the above three 'CNN+LSTM' models have been summarized in Table III for both 20 and 118 subjects. 2) Performance of traditional methods: The classification results of three traditional methods, i.e., Fourier, Wavelet and EigenGait, have been shown in Table IV . It can be observed that, the Fourier-transform-based method gets the best performance among the three methods, on both Dataset #1 and Dataset #2, where the accuracy values are 81.55% on Dataset #1 and 93.64% on Dataset #2. These best performances are obtained on the interpolation data with six-axis inertial inputs.
3) Performance of deep-learning methods: The interpolated six-axis inertial data are used to evaluate the LSTM, CNN, and three 'CNN+LSTM' methods. The classification results of them are shown in Table V . It can be seen from Table V that, all the five deep-learning methods achieve over 91.8% accuracy on Dataset #1 (with 118 subjects), and over 96.8% accuracy on Dataset #2 (with 20 subjects), which are much higher than that obtained by the traditional methods. It can also be observed that, the CNN obtains higher performance than the LSTM, on both Dataset #1 and Dataset #2. For the 118 subject case, the CNN outperform LSTM by about 1% in accuracy. It indicates that, the CNN can better extract the gait features from the inertial gait curves. The results show that the 'CNN+LSTM' trained from scratch will not guarantee an improve performance than CNN or LSTM. One possible reason may be that, the CNN and LSTM are parallel in the identification network, and one final loss may not reflect the real status of one single network. That is to say, in the training process, the gradient back-propagation may be right for one network while be wrong for the other.
When fixing the weight parameters of one network and training the other, we get improved performance over single network based methods. This is because, the final loss can directly reflect the status of the unfixed network, and the two types of features are complementary to each other in the classification. We can also see that, 'CNN+LSTM f ix ' achieves the highest performance among the methods, and outperforms the 'CNN f ix +LSTM' by about 0.3% and 0.6% on Dataset #2 and Dataset #1, respectively. This may be because the LSTM is much more difficult to train than the CNN in a parallelstructured network. 2) Metric: The accuracy is also employed as a metric to evaluate the performance of various methods. Meanwhile, the ROC curve is also employed for the comparison. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at varying threshold settings. The TPR and FPR are defined as,
3) Performance: Note that, for all authentication methods, except the EigenGait 2 , the input data can be aligned in two manners. One is in horizontal, and the other is in vertical. For example, with two 6×128 samples, the input data can be 6×256 as aligned in horizontal or 12×128 as aligned in vertical. 2 It can only decompose feature vectors that have a pre-defined dimension. Table VI shows the authentication results obtained by three deep-learning-based methods, i.e., LSTM, CNN and 'CNN+LSTM', and three traditional methods, i.e., EigenGait, Wavelet and Fourier. Note that, the Dataset #5 and Dataset #6 are constructed on the same 118 subjects and the same samples. The only difference is that, the input data have been aligned in two different manners. Exactly, the samples are aligned in horizontal for Dataset #5 and in horizontal for Dataset #6. First, we have to figure out which data-alignment manner can get better authentication performance.
It can be seen from Table VI, for the deep-learning based methods, results obtained on vertically aligned data are much better than that on horizontally aligned data. The improvements are about 9%, 9% and 8% for the CNN, LSTM and 'CNN+LSTM', respectively. The reason may be that, a pair of samples vertically aligned is also aligned along the time. Since the input data are time-series, the data aligned along the time will facilitate the comparison, for both the LSTM and the 1-D CNN. It can also be observed that, 'CNN+LSTM' achieves better results than LSTM, and LSTM achieves better results than CNN. It indicates that LSTM is more sophisticated in handling the authentication problem than the 1D-CNN, and the CNN and LSTM can be complementary to further improve the performance. Figure 8 shows the ROC curves of six deep-learning authentication methods. The three deep learning methods are plotted in three different colors, while the data difference is indicated by solid line and dash line. It can be clearly observed that, the deep learning methods obtain much higher performance on vertically aligned data than on horizontally aligned ones.
For the three traditional methods, all of them obtain much lower results than the deep learning based methods, on the vertically aligned data. However, it is surprising that the Fourier-transform-based method achieves an accuracy of 92.70% on the horizontally aligned data. Although it is 1% lower than 'CNN+LSTM' on vertical, it is a high performance. It indicates that, the frequency-domain transformation is also an effective mean to capture the difference in the concatenated time-series of two inertial gait.
VI. CONCLUSION
In this paper, gait recognition using smartphones in the wild was studied. A hybrid deep learning method was proposed to seamlessly combine the DCNN and DRNN for robust inertial gait feature representation. In gait data collection, the smartphones were used in a condition of unconstrained, and information of when, where, and how the user walks was totally unknown. A fully convolutional neural network was presented to partition the inertial data into the walking session and the non-walking session, where hierarchical convolutional features are fused together for accurate semantic segmentation. Then, a CNN with one-dimension kernels was used to transform the input time-series into convolutional feature maps, which were then carefully rearranged as time-series feature maps and fed into an LSTM for gait feature extraction. In the experiments, the extracted features obtained by the proposed method were found to be very discriminative for person identification and authentication.
In the experiments we found that the performance on accelerometer data is generally better than that on gyroscope data, and the accelerometer data and gyroscope data can be complementary to further improve the performance. We also found that, the inertial data aligned in vertical are much more helpful than that aligned in horizontal for person authentication in the proposed deep-learning framework. In the near future, we will study to improve our work in two directions. One is to enlarge our dataset and share it to the community to promote the inertia-based gait recognition, and the other is to design better networks and fully train them to get better results.
