In this paper we consider a Timoshenko beam with variable physical parameters, we prove that the model can be stabilize by one control force for both internal and boundary cases.
Introduction
The equations of motion of a Timoshenko beam are
Here, t is the time variable and x the space coordinate along the beam. The function w is the transverse displacement of the beam and ϕ is the rotation angle of a filament of the beam. The coefficients α, β, γ and δ are the mass per unit length, the polar moment of inertia of a cross section, Young's modulus of elasticity, the moment of inertia of a cross section and the shear modulus respectively. The natural energy of the beam is
The aim of this paper is to study the internal and the boundary stabilization of this beam. For the internal stabilization we will assume that α, β, γ and δ are positive C 1 functions of x.
We will first prove that it is possible to stabilize uniformly this nonuniform beam, by using a unique internal feedback acting only on the rotation angle, namely:
w(x, 0) = w 0 , w t (x, 0) = w 1 , ϕ(x,0) = ϕ 0 and ϕ t (x, 0) = ϕ 1 , and we consider two boundary cases w(0, t) = w(1, t) = 0; ϕ(0, t) = ϕ(1, t) = 0,
w x (1, t) = 0; w(0, t) = ϕ(0, t) = ϕ(1, t) = 0,
where a 0 is a continuous function of the space variable. Second we will prove that it is possible to stabilize uniformly this nonuniform beam by using a one boundary feedback, more precisely we consider system (1) under the following boundary conditions:
w(0, t) = w(1, t) = 0, ϕ x (0, t) = cϕ t (0, t), ϕ x (1, t) = −dϕ t (1, t),
where c and d are positive real numbers. Let us mention some known results related to the stabilization of the Timoshenko beam. Kim and Renardy [6] proved the exponential stability of the Timoshenko beam under two boundary controls. Soufyane [10] showed the exponential stability of the uniform Timoshenko beam by using one distributed feedback. Shi et al. [3] considered the case of the uniform Timoshenko beam under two locally distributed feedbacks. Ammar-Khodja et al. [2] studied the stabilization of the uniform Timoshenko beam of memory type. Soufyane and Wehbe [11] proved the uniform stabilization of the Timoshenko beam under one locally distributed feedback. Xu and Yung [4] proved an exponential stability of the uniform Timoshenko beam by two pointwise controls. The first analysis for a Timoshenko beam with variable physical parameters seems to be the one of Taylor [12] . He studied the boundary control of system (1) under two feedbacks. Yan et al. [5] studied the case of the nonuniform Timoshenko beam under two locally distributed feedbacks.
The main result of this paper is that the energy of the nonuniform beam (4), (5), or (4), (6), or (1), (7) decays exponentially if the wave speeds δ γ and β α are the same on the whole interval. Also we prove that if the wave speeds are different on the whole interval, we prove the asymptotic stability and the nonuniform stability.
The plan of the paper is the following. In Section 2, the uniform stabilization of (4), (5), or (4), (6) is proved under the condition δ γ = β α on the whole interval, using multipliers techniques and Neves et al. [8] results. Section 3 is devoted to the proof of the uniform stability of (1), (7), using eigenvalue system and Ammar-Khodja and Bader [1] results.
Preliminaries
We need to recall some definitions and results in view of the proof of some of our results. First, for a continuous linear operator T from a Banach space into itself, we define its essential spectral radius r e (T ) to be r e (T ) = inf R > 0: μ ∈ σ (T ), |μ| > R implies μ is an isolated eigenvalue of finite multiplicity ,
where σ (T ) denotes the spectrum of T . It is well known (see, for instance, [7] ) that if r(T ) is the spectral radius of T , then
Now, if e Lt is a C 0 -semigroup generated by L, let us recall here that:
• 
r e e Lt = e ω e t ∀t ∈ R + ,
ω is often called the type and ω e the essential type of the semigroup. A third real number which plays an essential role in stability theory is the spectral abscissa s(L) of L defined by
One has the following relation between these three real numbers:
Clearly, the uniform stability of e Lt is equivalent to ω(L) < 0 and, if L has a compact resolvent, the asymptotic stability is equivalent to s(L) < 0.
On the other hand, we introduce the Riemann invariants
Then system (4), (5) transforms into
where M is the diagonal 4 × 4 matrix given by
and C = C 0 + C 1 with
and C 1 is the skew-symmetric matrix whose entries are
The boundary conditions (5) become:
the boundary conditions (4), (6) transforms into
and last, the boundary conditions (7) transforms into
Let us define, on the new energy space G = (L 2 (0, 1)) 4 , the operators
where "boundary conditions" refers to one the group of boundary conditions (15), (16) or (17).
It is easy to check that solutions of (11) in G correspond to solutions of (1) or (19) in H and the converse holds true.
Uniform stability of (4), (5) or (4), (6)
In the sequel, we assume that α, β, γ and δ are positive C 1 functions of the space variable. The energy space H associated to system (4), (5) will be
where
we deal with (6). In each case, H is equipped with the inner product:
The system (4), (5) or (4), (6) can be put in the abstract form
and
with domain
With our assumptions in hand, L is maximal dissipative and so, by the Lumer-Philips theorem, it is the infinitesimal generator of a C 0 -semigroup (e Lt ).
We are now ready to state our first result.
Theorem 1. Under assumption (3) and assume that
then:
Proof. We prove the asymptotic stability in the last section. We deal now with the proof of the second claim.
(1) The stability is non-uniform if
. We work with the transformed system (11) . Noting that the eigenvalues of M (see (12) 
and α 0 = s(A 0 ) (see the definition of this number in the previous subsection). If we set U = (u 1 , u 2 ) and V = (v 1 , v 2 ) and if
then a straightforward computation (it is a diagonal differential system) leads us to the following equations for the eigenvalues of A 0 :
Therefore, the eigenvalues of A 0 are, if we assume (5):
and, if we assume (6):
and it follows that [2, 10] . The main idea is to construct a Lyapunov functional L 1 that is a function which has the form
where Y = (w, w t , ϕ, ϕ t ) is a solution of (4), (5) or (4), (6) and V a functional from H into R + , such that for some positive constants c 1 , c 2 and c 3 :
for any solution of (4), (5) or (4), (6) . A careful choice of multipliers and the sequence of estimates in the energy method will give the result. Let
With the Poincaré constant, we conclude that there is a constant C > 0 such that
Let us define the function f by
if we deal with (5), and by
if we deal with (6).
We treat here the case if we deal with (5) but the reader should see that minor changes in this proof lead to the same result.
We consider 
In order to deal with the boundary terms appearing in d dt I 3 , we consider the following multipliers, let
2 ), N 1 large number and N 2 sufficiently small. Then we obtain
Now we consider
and observing that
for some positive constant C 2 , ε, ε i sufficiently small, we have for 0 ≺ μ ≺ 1 and some C μ , C 3 positives, such that
Finally, we consider
The Lyapunov functional is now defined by
choosing ε i (i = 1, 2), μ 1 sufficiently small and N sufficiently large, then we get the uniform stability. 2
Uniform stability of (1), (7)
In this section, we assume also that α, β, γ and δ are positive C 1 functions of the space variable.
Again, we denote by L the operator associated with system (1), (7) and it is easy to check that it is the infinitesimal generator of a C 0 -semigroup e Lt in the space H defined as in the previous section by taking into account (7).
We state and prove our second result. Proof. We work with the transformed system (11), (17). In the present case, we just have to put a = 0 in the expression of C 0 and C 1 .
( 
where U = (u 1 , u 2 ) and V = (v 1 , v 2 ), are easily computed (recall that we work here with (17)):
Therefore ω(L) = ω(A) = 0 and the claim is proved.
(2) The stability is uniform if
In this case, M has two double eigenvalues and we apply the result in [1] which asserts that r e e At = r e e A 0 t , with, this time, setting 2s :
where 0 2 denotes the 2 × 2 null matrix. Here K and −K are the 2 × 2 matrices extracted from C by taking K = (c ij ) 1 i,j 2 and −K = (c ij ) 3 i,j 4 as asserted in [1] . We first compute the eigenvalues of A 0 . In order to do this, we introduce some reformulations and notations. If we set U = (u 1 , u 2 ), V = (v 1 , v 2 ) and
then the boundary conditions (17) may be reformulated in the following way:
We also introduce
The eigenvalue system of A 0 ,
writes, with the notations we have introduced:
), and (21). (22)
Introducing the new unknown functions U = P −1 U and
From and since the two first equations in systems (23) are diagonal differential systems, we get the solutions:
and the boundary conditions lead to
It follows that the eigenvalue equation is
which, after some computations, writes h e 
,
where v 1 = 2cs(0) and v 2 = 2 ds(1). The simplified discriminant of (25) is computed as
Thus, there are two cases: First case: Δ(v 1 , v 2 ) 0. In this situation, we get the sequence of eigenvalues:
A simple computation shows that
which implies, assuming this condition, that
Re λ
Second case: Δ(v 1 , v 2 ) < 0. We get the sequence of eigenvalues:
where θ = arg(
. Again, it is not difficult to verify that
We conclude with the help of the following result. 
Then ω e (L) s(L).
Applying this lemma to A 0 and taking into account the previous computations of its eigenvalues and the definition of ω e , we get that s(A 0 ) = ω e (A 0 ) and uniform stability occurs if we prove the asymptotic stability of our initial system: this will be done in the next section. 2
Asymptotic stability
In this section, we have:
Then e Lt is asymptotically stable.
Proof. Returning to system (4), (5) and differentiating the energy given by (2) one gets:
From Lasalle's invariance principle, the asymptotic stability holds true if the unique solution of the system:
completed with the boundary conditions in (4), (5) , is the trivial one. But, the third equation in (27) implies that ϕ is independent of t and, thus, from the second equation in (27) one deduces that w is also independent of t. We are lead to the system:
From the first equation of the last system, there exists a constant a 1 ∈ R such that β(ϕ + w x ) = a 1 .
If we let
and if we denote, u = 
We will end the proof of the asymptotic stability by showing that this last identity is impossible.
The following lemma allows to achieve this contradiction: 
But integrating by part, one can derive the following identities: which is equivalent to the desired inequality (30). 2
