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THE ELLIPTIC LAW
HOI H. NGUYEN AND SEAN O’ROURKE
Abstract. We show that, under some general assumptions on the entries of a random
complex n × n matrix Xn, the empirical spectral distribution of 1√nXn converges to the
uniform law of an ellipsoid as n tends to infinity. This generalizes the well-known circular
law in random matrix theory.
1. Introduction
Let Xn be a n× n matrix with complex eigenvalues λ1, λ2, . . . , λn. The empirical spectral
measure µXn of Xn is defined as
µXn :=
1
n
n∑
i=1
δλi
and the corresponding empirical spectral distribution (ESD) FXn(x, y) is given by
FXn(x, y) :=
1
n
#{1 ≤ j ≤ n : Re(λj) ≤ x, Im(λj) ≤ y}.
Here #E denotes the cardinality of the set E. In the case when the eigenvalues of Xn are
real, we write the ESD FXn as just a function of x,
FXn(x) :=
1
n
#{1 ≤ j ≤ n : λj ≤ x}.
A fundamental problem in random matrix theory is to determine the limiting distribution
of the ESD as the size of the matrix tends to infinity. In certain cases when the entries have
special distribution, such as Gaussian, the joint distribution of the eigenvalues can be given
explicitly, and so the limiting distribution can be derived directly. However, these explicit
formulas are not available for many random matrix ensembles, and so the problem of finding
the limiting distribution becomes much more difficult. On the other hand, the well-known
universality phenomenon in random matrix theory predicts that the limiting distribution
should not depend on the distribution of the entries. We give two famous examples below.
In the 1950s, Wigner studied the limiting ESD for a large class of random Hermitian matrices
whose entries on or above the diagonal are independent [52]. In particular, Wigner showed
that, under some additional moment and symmetry assumptions on the entries, the ESD
of such a matrix converges to the semi-circular law Fsc with density given by
F ′sc(x) :=
{
1
2pi
√
4− x2, −2 ≤ x ≤ 2
0, otherwise
.
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The most general form of the semi-circular law assumes only the first two moments of the
entries [2].
Theorem 1.1 (Semi-circular law for Wigner matrices). Let ζ be a real random variable,
and let ξ be a complex random variable with variance one. For each n ≥ 1, assume Xn is
a n× n Hermitian matrix whose entries on or above the diagonal are independent. Further
assume that the diagonal entries are i.i.d. copies of ζ and those above the diagonal are i.i.d
copies of ξ. Then the ESD of the matrix 1√
n
Xn converges almost surely to the semi-circular
law as n→∞.
The ESD for non-Hermitian random matrices with i.i.d. entries was first studied by Mehta
[29]. In particular, in the case where the entries of Xn are i.i.d. complex normal random
variables, Mehta showed that the ESD of 1√
n
Xn converges, as n → ∞, to the circular law
Fcir given by
Fcir(x, y) :=
1
pi
mes
(
|z| ≤ 1 : Re(z) ≤ x, Im(z) ≤ y
)
.
In other words, Fcir is the two-dimensional distribution function for the uniform probability
measure on the unit disk in the complex plane.
Mehta used the joint density function of the eigenvalues of 1√
n
Xn which was derived by
Ginibre [11]. The real Gaussian case was studied by Edelman in [8]. For the general
(non-Gaussian) case when there is no formula, the problem appears much more difficult.
Important results were obtained by Girko [12, 13], Bai [1, 3], and more recently by Go¨tze
and Tikhomirov [19], Pan and Zhou [36], and Tao and Vu [45]. These results confirm the
same limiting law under some moment or smoothness assumptions on the distribution of
the entries. Recently, Tao and Vu (appendix by Krishnapur) were able to remove all these
additional assumptions, establishing the law under the first two moments [46].
Theorem 1.2 (Circular law for non-Hermitian i.i.d. matrices). Let ξ be a complex-valued
random variable with mean zero and variance one. For each n ≥ 1, assume that the entries
of the n× n matrix Xn are i.i.d. copies of ξ. Then the ESD of the matrix 1√nXn converges
almost surely to the circular law as n→∞.
The two celebrated results above provide a somewhat complete picture of the limiting law
for the ESD of Hermitian and non-Hermitian i.i.d matrices. In the 1980s, Girko initiated
a study of the limiting distribution for more general matrices which interpolate between
Hermitian and non-Hermitian models.
Definition 1.3 (Condition C0). Let (ξ1, ξ2) be a random vector in C2 where both ξ1 and ξ2
have mean zero and unit variance. Let {xij} be an infinite double array of random variables
on C. For each n ≥ 1 we define the random n×n matrix Xn = (xij)1≤i,j≤n. We say that the
sequence of random matrices {Xn}n≥1 satisfies condition C0 with atom variables (ξ1, ξ2) if
the following conditions hold:
(i) (Independence) {xii : i ≥ 1} ∪ {(xij , xji) : 1 ≤ i < j} is a collection of independent
random elements,
(ii) (Common distribution) each pair (xij , xji), 1 ≤ i < j is an i.i.d. copy of (ξ1, ξ2),
(iii) (Flexibility of the main diagonal) the diagonal elements, {xii : i ≥ 1}, are i.i.d. with
mean zero and finite variance.
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It is clear that many Hermitian and non-Hermitian i.i.d matrix ensembles belong to the
above class. In fact, it also consists of linear combinations of independent Hermitian and
non-Hermitian i.i.d. matrices.
Over the past thirty years, Girko has established a number of results for the limiting law
of random matrices satisfying condition C0. We refer the reader to [14, 15, 16, 17, 18] and
references therein. To our best understanding, Girko’s proofs are incomplete and lack rigor.
The familiar reader may also relate this to Girko’s controversial works on the circular law
(see the discussions in [1, 8]).
When {Xn}n≥1 is a sequence of random matrices that satisfy condition C0 with jointly
Gaussian atom variables (ξ1, ξ2), the joint eigenvalue density can be derived explicitely and
the limiting ESD can be computed directly; see [23, 24, 26] and references therein. Recently,
Naumov [31] has been able to verify the same limiting law for a much more general class of
real random matrices whose entries have finite fourth moment.
For −1 < ρ < 1, denote by Eρ the ellipsoid
Eρ :=
{
z ∈ C : Re(z)
2
(1 + ρ)2
+
Im(z)2
(1− ρ)2 ≤ 1
}
.
Theorem 1.4 (Naumov [31]). Let {Xn}n≥1 be a sequence of real random matrices that
satisfy condition C0 with real atom variables (ξ1, ξ2) where E[ξ1ξ2] = ρ, −1 < ρ < 1. Also,
assume that max(E|ξ1|4,E|ξ2|4) < ∞. Then the ESD of the matrix 1√nXn converges in
probability as n→∞ to the elliptic law Fρ with parameter ρ given by
Fρ(x, y) :=
1
pi(1− ρ2) mes
(
z ∈ Eρ : Re(z) ≤ x, Im(z) ≤ y
)
.
In conjunction with Theorems 1.1, 1.2, and with the universality phenomenon, it is tempting
to conjecture that Theorem 1.4 should hold without any further moment assumption. One
of the main goals of this paper is to resolve this conjecture for the real case.
For any matrix M , we define the Hilbert-Schmidt norm ‖M‖2 by the formula
‖M‖2 :=
√
tr(M∗M) =
√
tr(MM∗). (1)
Theorem 1.5 (Elliptic law for real random matrices). Let {Xn}n≥1 be a sequence of real
random matrices that satisfy condition C0 with real atom variables (ξ1, ξ2) where E[ξ1ξ2] =
ρ, −1 < ρ < 1. Assume that {Fn}n≥1 is a sequence of deterministic matrices such that
rank(Fn) = o(n)
1 and supn
1
n2
‖Fn‖22 <∞. Then the ESD of 1√n(Xn + Fn) converges almost
surely to the elliptic law with parameter ρ as n→∞.
In fact, we are able to extend Theorem 1.5 to the following more general setting.
Definition 1.6 ((µ, ρ)-family). Given parameters 0 ≤ µ ≤ 1 and −1 < ρ < 1, we say that
the complex random variable pair (ξ1, ξ2) belongs to the (µ, ρ)-family if the following holds.
1We use asymptotic notation under the assumption that n → ∞. See Section 1.11 for a complete
description of the asymptotic notation used here and throughout the paper.
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(i) Both ξ1 and ξ2 have mean zero and unit variance;
(ii) E[(Re(ξ1))
2] = E[(Re(ξ2))
2] = µ and E[(Im(ξ1))
2] = E[(Im(ξ2))
2] = 1− µ;
(iii) E[Re(ξ1)Re(ξ2)] = µρ and E[Im(ξ1)Im(ξ2)] = −(1− µ)ρ;
(iv) E[Re(ξi)Im(ξj)] = 0 for any i, j ∈ {1, 2}.
Remark 1.7. If (ξ1, ξ2) belongs to the (µ, ρ)-family, then the covariance matrix of ξ =
(Re(ξ1), Im(ξ1),Re(ξ2), Im(ξ2))
T is given by
EξξT =

µ 0 µρ 0
0 1− µ 0 −(1− µ)ρ
µρ 0 µ 0
0 −(1− µ)ρ 0 1− µ
 .
Notice that if (ξ1, ξ2) belongs to the (µ, ρ)-family then E|ξ1|2 = E|ξ2|2 = 1 and E[ξ1ξ2] = ρ.
More importantly, we do not require the imaginary and real parts of ξ1, ξ2 to be independent.
Theorem 1.8 (Elliptic law for complex random matrices). Let 0 ≤ µ ≤ 1 and −1 < ρ < 1 be
given. Let {Xn}n≥1 be a sequence of complex matrices such that {Xn}n≥1 satisfies condition
C0 with atom variables (ξ1, ξ2) from the (µ, ρ)-family. Assume furthermore that {Fn}n≥1
is a sequence of deterministic matrices such that rank(Fn) = o(n) and supn
1
n2
‖Fn‖22 <∞.
Then the ESD of 1√
n
(Xn + Fn) converges almost surely to the elliptic law with parameter ρ
as n→∞.
In light of the universality phenomenon, we conjecture that Theorem 1.8 continues to hold
when E|ξ1|2 = E|ξ2|2 = 1 and E[ξ1ξ2] = ρ, where ρ is a complex number satisfying |ρ| < 1.
In this optimal setting, the ESD of 1√
n
Xn is conjectured to converge to the elliptic law
associated with the rotated ellipsoid Eρ given by
Eρ :=
{
z ∈ C :
(
Re(z) cos θ2 − Im(z) sin θ2
)2
(1 + |ρ|)2 +
(
Re(z) sin θ2 + Im(z) cos
θ
2
)2
(1− |ρ|)2 ≤ 1
}
,
where θ = Arg(ρ). (This formula for the rotated ellipsoid can be derived by multiplying
the matrix by e−iθ/2 so that the resulting atom variables have a real-valued correlation.)
One of the key ingredients in the proof of Theorems 1.5 and 1.8 is a lower bound on the
least singular value of Xn. If M is a n× n matrix, we let
σ1(M) ≥ σ2(M) ≥ · · · ≥ σn(M) ≥ 0
denote the singular values of M . In particular, the largest and smallest singular values
satisfy
σ1(M) = sup
‖x‖=1
‖Mx‖
and
σn(M) = inf‖x‖=1
‖Mx‖,
where ‖v‖ denotes the Euclidean norm of a vector v.
In particular, we will verify the following polynomial bound for the smallest singular value.
THE ELLIPTIC LAW 5
Theorem 1.9 (Bound on the least singular value for pertubed random matrices). Assume
that Mn = Fn + Xn, where the entries of the given complex matrix Fn are bounded by n
α
in absolute value, and Xn is a random matrix from Theorem 1.8 for given 0 ≤ µ ≤ 1 and
−1 < ρ < 1. Then for any B > 0, there exists A > 0 and n0 > 0 (both depending on
B,α, µ, ρ, and the distribution of (ξ1, ξ2) and x11) such that
P(σn(Mn) ≤ n−A) ≤ n−B
for all n > n0.
Our polynomial bound here is motivated by [45, Lemma 4.1] of Tao and Vu, which plays
a fundamental rule in their establishment of the circular law (Theorem 1.2). We also refer
the reader to the work [38] of Rudelson and Vershynin for an almost complete treatment
for the least singular values of random non-Hermitian matrices with independent entries.
Similar techniques have also been used by Go¨tze and Tikhomirov [19] to prove a version
of Theorem 1.2. Recently, a similar study for random real symmetric matrices has been
carried out independently by Vershynin in [51] and by the first author in [34].
1.10. Overview and Outline. Because of its importance, we prove Theorem 1.9 first.
Indeed, in Section 2, we outline the proof of Theorem 1.9. We then complete the proof in
Sections 3–6. In Section 7, we use Theorem 1.9 to prove our main results, Theorems 1.5
and 1.8. In particular, Section 7 is independent of Sections 2–6 and can be read separately.
The appendix contains a number of auxiliary results.
1.11. Notation. For a m× n matrix M , we let
σ1(M) ≥ · · · ≥ σmin{m,n}(M) ≥ 0
denote the singular values of M . We use the notations ri(M) and cj(M) to denote its i-th
row vector and its j-th column vector respectively; we use the notation (M)ij and Mij to
denote its (i, j) entry. We let ‖M‖2 denote the Hilbert-Schmidt norm of M (defined in (1))
and let ‖M‖ := σ1(M) denote the spectral norm of M .
We consider n an asymptotic parameter tending to infinity. We use Z  Y , Y  Z,
Y = Ω(Z), or Z = O(Y ) to denote the bound |Z| ≤ CY for all sufficient large n for some
constant C. Notations such as Z k Y , Z = Ok(Y ) mean that the hidden constant C
depends on another constant k. Z = o(Y ) or Y = ω(Z) means that Z/Y → 0 as n → 0.
We write Z = Θ(Y ) or Z  Y for Y  Z  Y .
As customary, we use η to denote a Bernoulli random variable (thus η takes values ±1
with probability 1/2). For a given 0 ≤ µ ≤ 1, we use η(µ) to denote a modified-Bernoulli
random variable of parameter µ (thus η(µ) takes values ±1 with probability µ/2 and zero
with probability 1− µ).
Let A be an event. Sometimes we will write Py1,...,yk(A) to emphasize that the probability
under consideration is taken with respect to the specified random variables y1, . . . , yk (while
fixing all other random variables).
We write a.s., a.a., and a.e. for almost surely, Lebesgue almost all, and Lebesgue almost
everywhere respectively.
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We use
√−1 to denote the imaginary unit and reserve i as an index.
2. The least singular value problem
In this section, we begin the proof of Theorem 1.9. Broadly speaking, our proof follows the
approach of [34]. Nevertheless, because the matrix Xn under consideration is much more
complicated than a Hermitian matrix, it is of great necessity to generalize and string a series
of previous results [35, 33, 34] together. As a result, our ideas will not be fully original but
a highly non-trivial generalization of existing ones. The rest of this section is devoted to
sketching our approach; complete details of the proofs will be presented subsequently.
First of all, we will assume n to be sufficiently large. For the sake of simplicity, we will
prove our result under the following condition.
Condition 1. With probability one, |xij | ≤ nB+1 for all i, j.
In fact, because all xij have bounded variance, we have P(|xij | ≥ nB+1) = O(n−2B−2).
Thus, we can assume that |xij | ≤ nB+1 at the cost of an additional negligible term o(n−B)
in probability.
We next assume that σn(Mn) ≤ n−A. Thus Mnx = y for some ‖x‖2 = 1 and ‖y‖2 ≤ n−A.
There are two cases to consider.
2.1. Case 1. Mn has full rank. This is the main case to consider as most of random
matrices are non-singular with very high probability.
Let C(Mn) = (cij(Mn)), 1 ≤ i, j ≤ n, be the matrix of the cofactors of Mn. By definition,
C(Mn)y = det(Mn) · x, and thus we have ‖C(Mn)y‖2 = | det(Mn)|.
By paying a factor of n in probability, without loss of generality we can assume that the
first component of C(Mn)y is greater than det(Mn)/n
1/2,
|c11(Mn)y1 + . . . c1n(Mn)yn| ≥ |det(Mn)|/n1/2. (2)
Note that ‖y‖2 ≤ n−A, it thus follows
n∑
j=1
|c1j(Mn)|2 ≥ n2A−1| det(Mn)|2. (3)
For j ≥ 2, we write
c1j(Mn) =
n∑
i=2
mi1cij(Mn−1),
where Mn−1 is the matrix obtained from Mn by removing its first row and first column,
and cij(Mn−1) are the corresponding cofactors of Mn−1, and mij are the entries of Mn.
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Hence, by the Cauchy-Schwarz inequality, by Condition 1, and by the bounds fij ≤ nα for
the entries of Fn, we have
|c1j(Mn)|2 ≤
∑n
i=2 |mi1|2
∑n
i=2 |cij(Mn−1)|2
≤ n2B+2α+3∑ni=2 |cij(Mn−1)|2. (4)
Similarly, for j = 1 we write c11(Mn) =
∑n
i=2mi2ci2(Mn−1), and thus,
|c11(Mn)|2 ≤ n2B+2α+3
n∑
i=2
|ci2(Mn−1)|2. (5)
It follows from (3), (4), and (5) that
2
∑
2≤i,j≤n
|cij(Mn−1)|2 ≥ n2A−2B−2α−4|det(Mn)|2.
Hence, for proving Theorem 1.9, it suffices to justify the following result (after an appro-
priate modification for A).
Theorem 2.2. For any B > 0, there exists A > 0 such that
P
(
(
∑
2≤i,j≤n
|cij(Mn−1)|2)1/2 ≥ nA| det(Mn)|
) ≤ n−B.
To see why the assumption (
∑
2≤i,j≤n |cij(Mn−1)|2)1/2 ≥ nA| det(Mn)| is useful, we next
express det(Mn) as a bilinear form of its first row and column,
det(Mn) = c11(Mn)m11 +
∑
2≤i,j≤n
cij(Mn−1)m1imj1.
In other words, with c := (
∑
2≤i,j≤n |cij(Mn−1)|2)1/2 (which is nonzero as Mn has full rank)
and with aij := cij(Mn−1)/c we have
1
c
det(Mn) =
1
c
m11c11(Mn) +
∑
2≤i,j≤n
aijm1imj1. (6)
Intuitively, if we condition on Mn−1 and m11, then the right hand side of (6), as a bilinear
form of the random variables x1i, xi1, 2 ≤ i, is comparable to 1 in absolute value with
probability extremely close to one. Thus the assumption P(| det(Mn)|/c ≤ n−A) ≥ n−B of
Theorem 2.2, with appropriately large A, must yield a high cancelation of the bilinear form.
Basing on this intuition, our rough approach will consist of two main steps below.
• Step 1 (Inverse step). Assume that for appropriately large A we have
Px11,...,x1n,x21,...,xn1
∣∣∣∣∣∣(c11(Mn)/c)m11 +
∑
2≤i,j≤n
aijm1imj1
∣∣∣∣∣∣ ≤ n−A|Mn−1
 ≥ n−B.
Then there must be a strong structure among the cofactors cij of Mn−1.
• Step 2 (Counting step). The probability, with respect to Mn−1, that there is a
strong structure among the cij is negligible.
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Before stating the steps above in greater detail, we pause to introduce the structure ap-
pearing in our analysis.
A set Q ⊂ C is a generalized arithmetic progression (GAP) of rank r if it can be expressed
as in the form
Q = {g0 + k1g1 + · · ·+ krgr|ki ∈ Z,Ki ≤ ki ≤ K ′i for all 1 ≤ i ≤ r}
for some {g0, . . . , gr}, {K1, . . . ,Kr} and {K ′1, . . . ,K ′r}.
It is convenient to think of Q as the image of an integer box B := {(k1, . . . , kr) ∈ Zr|Ki ≤
ki ≤ K ′i} under the linear map
Φ : (k1, . . . , kr) 7→ g0 + k1g1 + · · ·+ krgr.
The numbers gi are the generators of Q, the numbers K
′
i and Ki are the dimensions of
Q. We say that Q is proper if this map is one to one, or equivalently if |Q| = |B|. For
non-proper GAPs, we of course have |Q| < |B|. If −Ki = K ′i for all i ≥ 1 and g0 = 0, we
say that Q is symmetric.
We refer the reader to Sections 3 and 4 for further explanation as to why GAPs are the
right object to study here. In the sequel we state our main steps rigorously with the help
of GAPs.
Theorem 2.3 (Step 1). Let 0 <  < 1 be a given constant. Assume that Mn−1 is fixed and
sup
a
Px2,...,xn,x′2,...,x′n
∣∣∣∣∣∣
∑
2≤i,j≤n
aij(xi + fi)(x
′
j + f
′
j)− a
∣∣∣∣∣∣ ≤ n−A
 ≥ n−B
for some sufficiently large integer A, where
• aij = cij(Mn−1)/c,
• fi = f1i, f ′i = fi1 are the entries of Fn, and thus fixed,
• (xi, x′i) are i.i.d copies of (ξ1, ξ2) of a given (µ, ρ)-family with 0 ≤ µ ≤ 1 and
−1 < ρ < 1.
Then there exists a complex vector u = (u1, . . . , un−1) which satisfies the following proper-
ties.
• (orthogonality) ‖u‖2  1 and either |〈u, ri(Mn−1)〉| ≤ n−A/2+OB,(1) for n−OB,(1)
rows of Mn−1 or |〈u, ci(Mn−1)〉| ≤ n−A/2+OB,(1) for n−OB,(1) columns of Mn−1;
• (additive structure) there exists a generalized arithmetic progression Q of rank OB,(1)
and size nOB,(1) that contains at least n− 2n components ui;
• (controlled form) all the components ui, and all the generators of the generalized
arithmetic progression are rational complex numbers of the form pq +
√−1p′q′ , where
|p|, |q|, |p′|, |q′| ≤ nA/2+OB,(1).
In the second step of the approach, we show that the probability for Mn−1 having the above
properties is negligible.
Theorem 2.4 (Step 2). With respect to Mn−1, the probability that there exists a vector u
as in Theorem 2.3 is exp(−Ω(n)).
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2.5. Case 2. Mn does not have full rank, which is the case to consider if ξ1, ξ2 have discrete
distribution. We show that for any fixed B > 0 this event holds with probability less than
n−B for large enough n depending on B.
First, instead of the entries xij of Xn, consider x
′
ij := (1 − 2)xij + ξij , where ξij are
independently uniform on the interval [−1, 1] and  is very small, say n−1000An. It is clear
that the continuous matrix M ′n = X ′n + Fn, where X ′n is formed by the x′ij above, has full
rank with probability one. By applying Theorem 1.9 obtained from Case 1 for the matrix
M ′n, with probability at least 1− n−B one has σn(M ′n) ≥ n−A, and thus
|det(M ′n)| ≥ n−An. (7)
Next, because M ′n = Mn − (xij + ξij) and as |xij | ≤ nB+1, by the Brunn-Minkowski
inequality and Hadamard’s bound we have
| det(M ′n)| ≤ (|det(Mn)|1/n +O(n−500A))n,
where we use the fact that A is chosen sufficiently large compared to B.
Combining with (7), we then infer that |det(Mn)| ≥ n−(1+o(1))An, and thus det(Mn) 6= 0
with probability at least 1− n−B, concluding the treatment for this case.
The proof of Theorem 2.3 will be given in Section 5 thanks to useful tools from Sections 3
and 4. Theorem 2.4 will be concluded in Section 6.
3. Anti-concentration, a warm-up
Recall that in the inverse step, Theorem 2.3, we assumed that
sup
a
Px2,...,xn,x′2,...,x′n
∣∣∣∣∣∣
∑
2≤i,j≤n
aij(xi + fi)(x
′
j + f
′
j)− a
∣∣∣∣∣∣ ≤ n−A
 ≥ n−B. (8)
This can be considered as a high concentration of the bilinear form
∑
2≤i,j≤n aij(xi+fi)(x
′
j+
f ′j) on a small ball of radius n
−A, where xi and x′i are not necessarily jointly independent.
The main idea to extract this bit of information is to relate it to a high concentration of an
appropriate linear form. This step is postponed until Section 4. Our goal now is to focus
on linear forms.
A classical result of Erdo˝s [10] and Littlewood-Offord [28] in the 1940s asserts that if ai
are complex numbers of magnitude |ai| ≥ 1, then the probability that the linear form∑n
i=1 aixi concentrates on a disk of radius one is of order O(n
−1/2), where xi are i.i.d. copies
of a Bernoulli random variable. Recently, motivated by inverse theorems from additive
combinatorics, Tao and Vu studied the underlying reason as to why the concentration
probability of
∑n
i=1 aixi on a small ball is large. They call this the inverse Littlewood-Offord
problem. A closer look at the definition of generalized arithmetic progressions defined in
Section 2 reveals that if ai are very close to the elements of a GAP of rank O(1) and
size nO(1), then the probability that
∑n
i=1 aixi concentrates on some small ball is of order
n−O(1), where xi are i.i.d. copies of a Bernoulli random variable.
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It was shown implicitly by Tao and Vu in [42, 45, 48] that these are essentially the only
examples that have high concentration probability. An explicit and somewhat optimal
version has been proved in a recent paper by the first author and Vu in [35]. Before stating
this result, we pause to introduce some terminology.
We say that a real random variable ξ is anti-concentrated if there exist positive constants
α1, α2, α3 such that P(α1 < |ξ − ξ′| < α2) ≥ α3, where ξ′ is an i.i.d. copy of ξ. (Note that
the requirement of anti-concentration is somewhat weaker than having mean zero and unit
variance.) We say that a complex number a ∈ C is δ-close to a set Q ⊂ C if there exists
q ∈ Q such that |a− q| ≤ δ.
Theorem 3.1 (Inverse Littlewood-Offord theorem for linear forms, [35]). Let 0 <  < 1
and B > 0. Let β > 0 be an arbitrary real number that may depend on n. Suppose that∑n
i=1 |ai|2 = 1, and
sup
a
Px
(
|
n∑
i=1
ai(xi + fi)− a| ≤ β
)
= γ ≥ n−B,
where x = (x1, . . . , xn), and xi are i.i.d. copies of a real random variable ξ satisfying the
anti-concentration condition. Then, for any number n′ between n and n, there exists a
proper symmetric GAP Q = {∑ri=1 kigi : ki ∈ Z, |ki| ≤ Li} such that
(i) (control of rank and size) Q has small rank, r = OB,(1), and small cardinality
|Q| ≤ max
(
OB,
(
γ−1√
n′
)
, 1
)
;
(ii) (control of the steps) there is a non-zero integer p = OB,(
√
n′) such that all steps gi
of Q have the form gi = β
pi
p , with pi ∈ Z and pi = OB,(β−1
√
n′);
(iii) (good approximation) at least n− n′ elements of ai are β-close to Q.
Here and later, if not specified, the implied constants are allowed to depend on the distribu-
tion of the random variables under consideration. Thus, for instance the implied constants
in Theorem 3.1 also depend on α1, α2 and α3. The interested reader is also invited to read
[38] for a similar but milder setting of the inverse Littlewood-Offord for linear forms.
To attack Theorem 2.3, the first step is to study the concentration of a more general linear
form
∑
i aixi+bix
′
i, where (xi, x
′
i) are i.i.d copies of a pair random complex variables (ξ1, ξ2)
from a given (µ, ρ)-family. Intuitively, as E|ξ1|2 = E|ξ2|2 = 1 and |Eξ1ξ2| = |ρ| < 1, the
random variables ξ1 and ξ2 are not totally dependent on each other. (See for instance Claim
A.2 of Appendix A for a more precise statement.) This fact may suggest a way to apply
Theorem 3.1 with respect to x2, . . . , xn while holding x
′
2, . . . , x
′
n “fixed”, and vice versa.
One of the main results is to justify this intuition.
Theorem 3.2 (Inverse Littlewood-Offord theorem for mixing linear forms). Let 0 ≤ µ ≤
1,−1 < ρ < 1 and 0 <  < 1, B > 0 be given. Let β > 0 be an arbitrary real number that
may depend on n. Suppose that ai, bi ∈ C such that
∑n
i=1 |ai|2 +
∑n
i=1 |bi|2 = 1 and
sup
a
Px,x′
(∣∣∣∣∣
n∑
i=1
(aixi + bix
′
i)− a
∣∣∣∣∣ ≤ β
)
= γ ≥ n−B,
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where (xi, x
′
i) are i.i.d copies of (ξ1, ξ2) from a given (µ, ρ)-family. Then there exist positive
constants α, c0, C0 depending on (ξ1, ξ2) and two pairs of complex numbers (c1, c2) and
(c′1, c′2) (which may depend on n) such that
• |c1|, |c2|, |c′1|, |c′2| are bounded from below and above by c0 and C0 respectively,
• |c1/c2 − c′1/c′2| > α,
• for any number n′ between n and n, there exists a proper symmetric GAP Q =
{∑ri=1 kigi : ki ∈ Z, |ki| ≤ Li} ⊂ C whose parameters satisfy (i) and (ii) of Theorem
3.1 and for at least n− n′ indices i, the pairs c1ai + c2bi, c′1ai + c′2bi are β-close to
Q.
As Theorem 3.2 can be shown by modifying the proof of Theorem 3.1 from [35], we postpone
its proof until Appendix A. We now introduce several useful corollaries.
Firstly, by choosing bi = 0, Theorem 3.2 immediately implies the following version of
Theorem 3.1.
Corollary 3.3. The conclusion of Theorem 3.1 also holds if xi are i.i.d. copies of a complex
random variable ξ satisfying E|ξ|2 = 1 and Eξ = E[Im(ξ)Re(ξ)] = 0.
Secondly, if we β-approximate the components of ci, c
′
i by rational numbers of the form
p/q, |p|, |q| = O(β), then we obtain the following.
Corollary 3.4. Assume as in Theorem 3.2. Then there exist two pairs of complex numbers
(c1, c2) and (c
′
1, c
′
2) for which |ci|, |c′i| are bounded from below and above by c0 and C0, |c1/c2−
c′1/c′2| > α, and the components of ci, c′i are rational numbers of the form p/q, |p|, |q| = O(β)
such that for any number n′ between n and n, there exists a proper symmetric GAP Q =
{∑ri=1 kigi : ki ∈ Z, |ki| ≤ Li} ⊂ C whose parameters satisfy (i) and (ii) of Theorem 3.1
and for at least n− n′ indices i the following holds:
• ai are O(β)-close to the GAP P1 := c2c1c′2−c′1c2 ·Q+
c′2
c1c′2−c′1c2 ·Q;
• bi are O(β)-close to the GAP P2 := c1c1c′2−c′1c2 ·Q+
c′1
c1c′2−c′1c2 ·Q;• consequently, ai and bi are O(β)-close to the combined GAP P = c2c1c′2−c′1c2 · Q +
c′2
c1c′2−c′1c2 ·Q+
c1
c1c′2−c′1c2 ·Q+
c′1
c1c′2−c′1c2 ·Q.
Notice that the rank of P is OB,(1) and the size of P is n
OB(1). Roughly speaking, the
fact that the parameters involved in P are rational numbers will enable us to control the
number of such GAPs easily. We will exploit this pleasant fact in Sections 4 and 6.
We remark that the assumption −1 < ρ < 1 is necessary because Theorem 3.2 is not valid for
the boundary case |ρ| = 1. For instance, if ξ is a symmetric random variable and if x′i = −xi
(in which case ρ = −1), then the assumption Px,x′(|
∑n
i=1 aixi + bix
′
i − a| ≤ β) ≥ n−B is
equivalent to Px(|
∑n
i=1(ai − bi)xi − a| ≤ β) ≥ n−B. From here, only information for the
ai − bi can be deduced but not for the individual ai and bi separately.
Finally, the conclusion of Theorem 3.2 is somewhat optimal. Indeed, assume that there
exist (c1, c
′
1), (c2, c
′
2) with c
2
1 + c
′2
1 = c
2
2 + c
′2
2 = 1 and c1c
′
2 6= c′1c2 such that ξ1 = c1ψ1 + c′1ψ2
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and ξ2 = c2ψ1 + c
′
2ψ2, where ψ2 is an independent copy of ψ1. Then the assumption
Px,x′(|
∑n
i=1(aixi + bix
′
i) − a| ≤ β) ≥ n−B becomes Pψij (|
∑n
i=1(c1ai + c2bi)ψ1i + (c
′
1ai +
c′2bi)ψ2i)−a| ≤ β) ≥ n−B. So, as ψij are independent, structural information for c1ai+ c2bi
and c′1ai + c′2bi can be deduced using Theorem 3.1, in the same way as we concluded using
Theorem 3.2.
4. Anti-concentration of bilinear forms
We will next apply Corollary 3.4 to infer an inverse version for the concentration of the
bilinear form
∑
1≤i,j≤n aij(xi + fi)(x
′
j + f
′
j) appearing in Theorem 2.3.
Theorem 4.1. Let 0 <  < 1, |ρ| < 1 and B > 0 be given. Let β > 0 be an arbitrary real
number that may depend on n. Assume that
∑
i,j |aij |2 = 1 and
sup
a
Px,x′
∣∣∣∣∣∣
∑
1≤i,j≤n
aij(xi + fi)(x
′
j + f
′
j)− a
∣∣∣∣∣∣ ≤ β
 = γ ≥ n−B,
where (xi, x
′
i) are i.i.d copies of (ξ1, ξ2) from a given (µ, ρ)-family.
Then, there exist an integer k 6= 0, |k| = nOB,(1), a set of r = O(1) rows ri1 , . . . , rir of the
array An = (aij)1≤i,j≤n, and set I of size at least n − 2n such that for each i ∈ I, there
exist integers kii1 , . . . , kiir , all bounded by n
OB,(1), such that the following holds.
Pz
∣∣∣∣∣∣
〈
z, kri(An) +
r∑
j=1
kiijrij (An)
〉∣∣∣∣∣∣ ≤ βnOB,(1)
 ≥ n−OB,(1), (9)
where z = (z1, . . . , zn) and zi are i.i.d. copies of η
(1/2)(ξ2 − ξ′2), where ξ′2 is an i.i.d. copy
of ξ2 and η
(1/2) is a modified-Bernoulli random variable of parameter 1/2 independent of ξ2
and ξ′2.
We remark that this result is an analogue of [33, Theorem 1.8] in which case we studied the
concentration of the quadratic forms of type
∑
ij aijxixj . It seems plausible that after an
appropriate linear transform we can trap most of the entries aij of An into a GAP of small
size and small rank (in the spirit of [32]). However, we do not consider this matter here.
Roughly speaking, in order to justify Theorem 1.9, we just need the conclusion of Theorem
4.1 for only one row.
To prove 4.1, we will follow the machinery from [33] with some extra twists. As the first
step, we free the dependencies between x and x′.
4.2. Decoupling lemma. Let U be an arbitrary subset of {1, . . . , n} such that both of U
and U¯ are of size Θ(n). Let AU be a matrix of size n× n defined as
AU (ij) =
{
aij if i ∈ U and j ∈ U¯ or i ∈ U¯ and j ∈ U,
0 otherwise,
where we denoted by AU (ij) the ij entry of AU . We prove the following lemma by a series
applications of the Cauchy-Schwarz inequality.
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Lemma 4.3. Assume that
γ = sup
a,bi,b′i
Px,x′
∣∣∣∣∣∣
∑
i,j
aijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i − a
∣∣∣∣∣∣ ≤ β
 ≥ n−B,
where x,x′ are defined as in Theorem 4.1. Then,
Pv,w
∣∣∣∣∣∣
∑
1≤i,j≤n
AU (ij)viwj
∣∣∣∣∣∣ = OB(β√log n)
 = Θ(γ4), (10)
where v = (v1, . . . , vn), w = (w1, . . . , wn), and (vi, wi) are i.i.d copies of a vector (ξ1 −
ξ′1, ξ2 − ξ′2), where (ξ′1, ξ′2) is an independent copy of (ξ1, ξ2).
An advantage of considering the sum
∑
1≤i,j≤nAU (ij)viwj over the original form
∑
ij aijxix
′
j
is that we can rewrite the former as
∑
i∈U (
∑
j∈U¯ aijwj)vi +
∑
i∈U (
∑
j∈U¯ ajivj)wi. Thus,
if all vj , wj , j ∈ U¯ are held fixed, Theorem 3.2 applied to (10) allows us to extract useful
information on
∑
j∈U¯ aijwj and
∑
j∈U¯ ajivj . As the proof of Lemma 4.3 is standard, we
postpone it until Appendix B.
We next apply Theorem 3.2 to obtain the following key structure for the entries of AU .
Lemma 4.4. There exist a set I0(U) of size OB,(1) and a set I(U) of size at least n− n,
and a nonzero integer k(U) bounded by nOB,(1) such that for any i ∈ I, there are integers
kii0(U), i0 ∈ I0(U), all bounded by nOB,(1), such that
Py
∣∣∣∣∣∣
〈
k(U)ri(AU ) +
∑
i0∈I0
kii0(U)ri0(AU ),y
〉∣∣∣∣∣∣ ≤ βnOB,(1)
 = n−OB,(1), (11)
where y = (y1, . . . , yn) and yi are i.i.d copies of ξ2 − ξ′2.
As the deduction of Theorem 4.1 from Lemma 4.4 is quite straightforward (by gathering the
structural information from (11) for each U carefully), we refer the reader to [33, Section
4] for a complete treatment.
For the rest of this section we prove Lemma 4.4 using Lemma 4.3. First of all, as AU =
AU¯ , it is enough to verify (11) for any index i from U . Also, it suffices to assume ξ to
have discrete distribution. The continuous case can be recovered by approximating the
continuous distribution by a discrete one while holding n fixed.
We begin by applying Corollary 3.4.
Lemma 4.5. Assume as in the conclusion of Lemma 4.3 where (without loss of generality)
β
√
log n and Θ(γ4) are replaced by β and γ respectively. Then, the following holds with
probability at least 3γ/4 with respect to vU¯ and wU¯ . There exist a proper symmetric GAP
PwU¯ ⊂ C of rank OB,(1) and size nOB,(1), and an index set IwU¯ ⊂ U of size |U | −n such
that 〈ri(AU ),wU¯ 〉 is β-close to PwU¯ for all i ∈ IwU¯ .
14 HOI H. NGUYEN AND SEAN O’ROURKE
Proof. (of Lemma 4.5) Write∑
i∈U,j∈U¯
aijviwj +
∑
i∈U¯ ,j∈U
aijviwj =
∑
i∈U
(
∑
j∈U¯
aijwj)vi + (
∑
j∈U¯
ajivj)wi
=
∑
i∈U
〈ri(AU ),wU¯ 〉vi +
∑
i∈U
〈ri(AUT ),vU¯ 〉wi.
We say that a pair vector (vU¯ ,wU¯ ) is good if
PvU ,wU
(∣∣∣∣∣∑
i∈U
〈ri(AU ),wU¯ 〉vi +
∑
i∈U
〈ri(AUT ),vU¯ 〉wi − a
∣∣∣∣∣ ≤ β
)
≥ γ/4.
We call (vU¯ ,wU¯ ) bad otherwise.
Let G denote the collection of good pairs. We are going to estimate the probability p of a
randomly chosen pair (vU¯ ,wU¯ ) being bad by an averaging method.
PvU¯ ,wU¯ ,vU ,wU
(∣∣∣∣∣∑
i∈U
〈ri(AU ),wU¯ 〉vi +
∑
i∈U
〈ri(AUT ),vU¯ 〉wi − a
∣∣∣∣∣ ≤ β
)
= γ
pγ/4 + 1− p ≥ γ
(1− γ)/(1− γ/4) ≥ p.
Thus, the probability of a randomly chosen (vU¯ ,wU¯ ) belonging to G is at least
1− p ≥ (3γ/4)/(1− γ/4) ≥ 3γ/4.
Consider a good vector (vU¯ ,wU¯ ) ∈ G. By definition, we have
PvU ,wU
(∣∣∣∣∣∑
i∈U
〈ri(AU ),wU¯ 〉vi +
∑
i∈U
〈ri(AUT ),vU¯ 〉wi − a
∣∣∣∣∣ ≤ β
)
≥ γ/4.
Next, if 〈ri(AU ),wU¯ 〉 = 0 for all i, then the conclusion of the lemma holds trivially for
PwU¯ := 0. Otherwise, we apply the last conclusion of Corollary 3.4 to the sequence
{〈ri(AU ),wU¯ 〉, 〈ri(AUT ),vU¯ 〉, i ∈ U} (after a rescaling). As a consequence, we obtain an
index set IwU¯ ⊂ U of size |U | − n and a proper symmetric GAP PwU¯ ⊂ C of rank OB,(1)
and size nOB,(1), together with its elements qi(wU¯ ), such that |〈ri(AU ),wU¯ 〉 − qi(wU¯ )| ≤ β
for all i ∈ IwU¯ . 
4.6. Property of the qi(wU¯ )’s. We now work with the GAP elements qi(wU¯ ), where
wU¯ ∈ G. Because these points occupy a large part of an integer box, we can infer a great
deal of structural relation among them. To do this, we first pause to introduce a pleasant
property of generalized arithmetic progressions.
Assume that P = {k1g1 + · · · + krgr| −Ki ≤ ki ≤ Ki} is a proper symmetric GAP, which
contains a set U = {u1, . . . .un}. We consider P together with the map Φ : P → Rr which
maps k1g1 + · · ·+ krgr to (k1, . . . , kr). Because P is proper, this map is bijective. We know
that P contains U , but we do not know yet that U is non-degenerate in P in the sense that
the set Φ(U) has full rank in Rr. In the later case, we say U spans P . The following lemma
states that we can always assume this without loss of any additive structure.
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Lemma 4.7. Assume that U is a subset of a proper symmetric GAP P of rank r, then
there exists a proper symmetric GAP Q that contains U such that the followings hold.
• rank(Q) ≤ r and |Q| ≤ Or(1)|P |.
• U spans Q, that is, φ(U) has full rank in Rrank(Q).
We refer the reader to [33, Theorem 2.1] for a short proof of this lemma.
Common generating indices. By Lemma 4.7, we may assume that the qi(wU¯ ) span
PwU¯ . We choose s indices iw1 , . . . , iws from IwU¯ such that qiyj (wU¯ ) span PwU¯ , where s is
the rank of PwU¯ . Note that s = OB,(1) for all wU¯ ∈ G.
Consider the tuples (iw1 , . . . , iws) for all wU¯ ∈ G. Because there are
∑
sOB,(n
s) = nOB,(1)
possibilities these tuples can take, there exists a tuple, say (1, . . . , r) (by rearranging the
rows of AU if needed), such that (iw1 , . . . , iws) = (1, . . . , r) for all wU¯ ∈ G′, a subset G′ of
G which satisfies
PwU¯ (wU¯ ∈ G′) ≥ PwU¯ (wU¯ ∈ G)/nOB,(1) = γ/nOB,(1). (12)
Common coefficient tuple. For each 1 ≤ i ≤ r, we express qi(wU¯ ) in terms of the
generators of PwU¯ for each wU¯ ∈ G′,
qi(wU¯ ) = ci1(wU¯ )g1(wU¯ ) + · · ·+ cir(wU¯ )gr(wU¯ ),
where ci1(wU¯ ), . . . cir(wU¯ ) are integers bounded by n
OB,(1), and gi(wU¯ ) are the generators
of PwU¯ .
We will show that there are many wU¯ that correspond to the same coefficients cij .
Consider the collection of the coefficient-tuples
((
c11(wU¯ ), . . . , c1r(wU¯ )
)
; . . . ;
(
cr1(wU¯ ), . . . crr(wU¯ )
))
for all wU¯ ∈ G′. The number of possibilities these tuples can take is at most
(nOB,(1))r
2
= nOB,(1).
There exists a coefficient-tuple, say
(
(c11, . . . , c1r), . . . , (cr1, . . . crr)
)
, such that((
c11(wU¯ ), . . . , c1r(wU¯ )
)
; . . . ;
(
cr1(wU¯ ), . . . crr(wU¯ )
))
=
(
(c11, . . . , c1r), . . . , (cr1, . . . crr)
)
for all wU¯ ∈ G′′, a subset of G′ which satisfies
PwU¯ (wU¯ ∈ G′′) ≥ PwU¯ (wU¯ ∈ G′)/nOB,(1) ≥ γ/nOB,(1). (13)
In summary, there exist r tuples (c11, . . . , c1r), . . . , (cr1, . . . crr) (where we recall that r =
O(1) is the rank of the GAP) whose components are integers bounded by nOB,(1), such
that the following holds for all wU¯ ∈ G′′.
• qi(wU¯ ) = ci1g1(wU¯ ) + · · ·+ cirgr(wU¯ ), for i = 1, . . . , r.
• The vectors (c11, . . . , c1r), . . . , (cr1, . . . crr) span Rrank(PwU¯ ).
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Next, because |IwU¯ | ≥ |U | − n for each wU¯ ∈ G′′, by an averaging argument using Cheby-
shev’s inequality, there exists a set I ⊂ U of size |U | − 2n such that for each i ∈ I we
have
PwU¯ (i ∈ IwU¯ ,wU¯ ∈ G′′) ≥ PwU¯ (wU¯ ∈ G′′)/2. (14)
From now on we fix an arbitrary row r of index from I. We will focus on those wU¯ ∈ G′′
where the index of r belongs to IwU¯ .
Common coefficient tuple for each individual. Because q(wU¯ ) ∈ PwU¯ (q(wU¯ ) is the
element of PwU¯ that is β-close to 〈r,wU¯ 〉), we can write
q(wU¯ ) = c1(wU¯ )g1(wU¯ ) + · · ·+ cr(wU¯ )gr(wU¯ )
where ci(wU¯ ) are integers bounded by n
OB,(1).
For short, for each i we denote by vi the vector (ci1, . . . , cir), we will also denote by vr,wU¯
the vector (c1(wU¯ ), . . . cr(wU¯ )).
Because PwU¯ is spanned by q1(wU¯ ), . . . , qr(wU¯ ), we have k = det(v1, . . .vr) 6= 0, and by
basic linear algebra
kq(wU¯ ) + det(vr,wU¯ ,v2, . . . ,vr)q1(wU¯ ) + · · ·+ det(vr,wU¯ ,v1, . . . ,vr−1)qr(wU¯ ) = 0. (15)
It is crucial to note that k is independent of the choice of r and wU¯ .
Next, because each coefficient of (15) is bounded by nOB,(1), there exists a subset G′′r of G′′
such that all wU¯ ∈ G′′r correspond to the same identity, and by (14)
PwU¯ (wU¯ ∈ G′′r) ≥ (PwU¯ (wU¯ ∈ G′′)/2)/(nOB,(1))r = γ/nOB,(1) = n−OB,(1). (16)
In other words, there exist integers k1, . . . , kr depending on r, all bounded by n
OB,(1), such
that
kq(wU¯ ) + k1q1(wU¯ ) + · · ·+ krqr(wU¯ ) = 0 (17)
for all wU¯ ∈ G′′r .
4.8. Passing back to AU . Because qi(wU¯ ) are β-close to 〈ri,wU¯ 〉, it follows from (17)
that∣∣∣〈kr,wU¯ 〉+ 〈k1r1,wU¯ 〉+ · · ·+ 〈krrr,wU¯ 〉∣∣∣ = ∣∣∣〈kr + k1r1 + · · ·+ rr,wU¯ 〉∣∣∣ ≤ nOB,(1)β.
Furthermore, as PwU¯ (wU¯ ∈ G′′r) = n−OB,(1), we have
PwU¯
(
|〈kr + k1r1 + · · ·+ krrr,wU¯ 〉| ≤ nOB,(1)β
)
= n−OB,(1). (18)
As (18) holds for any row r indexing from I, this completes the proof of Lemma 4.4.
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5. Random matrix: the inverse step
We now give a proof of Theorem 2.3. We first apply Theorem 4.1 to aij to obtain
Pz
∣∣∣∣∣∣
〈
z, kri(An−1) +
∑
j
kiijrij (An−1)
〉∣∣∣∣∣∣ ≤ n−A+OB,(1)
 ≥ n−OB,(1),
where An−1 = (aij)2≤i,j≤n.
For short, we denote by r′i the vector kri(An−1) +
∑
j kiijrij (An−1). Thus, for any i ∈ I,
Pz
(
|〈z, r′i〉| ≤ n−A+OB,(1)
)
≥ n−OB,(1). (19)
Set
K = n−A/2.
We consider two cases.
Case 1.(non-degenerate case). There exists i0 ∈ I such that ‖r′i0‖2 ≥ K. Because r′i0 =
kri0(An−1) +
∑
j∈I0 ki0jrj(An−1y), r
′
i0
is orthogonal to n − |I| − 1 = n − OB,(1) column
vectors of Mn−1.
Set
v := r′i0/‖r′i0‖2.
Hence, 〈v, ci(Mn−1)〉 = 0 for at least n−OB,(1) column vectors of Mn−1.
Also, it follows from (19) that
Pz
(
|〈z,v〉| ≤ n−A/2+OB,(1)
)
≥ n−OB,(1). (20)
Next, Corollary 3.3 applied to (20) implies that v can be approximated by a vector u as
follows.
• |ui − vi| ≤ n−A/2+OB,(1) for all i.
• There exists a GAP of rank OB,(1) and size nOB,(1) that contains at least n − n
components ui.
• All the components ui, and all the generators of the GAP are rational complex
numbers of the form pq +
√−1p′q′ , where |p|, |q|, |p′|, |q′| ≤ nA/2+OB,(1).
Note that, by the approximation above, we have ‖u‖2  1 and |〈u, ci(Mn−1)〉| ≤ n−A/2+OB,(1)
for at least n−OB,(1) column vectors of Mn−1.
Case 2.(degenerate case) ‖r′i‖2 ≤ K for all i ∈ I. Hence, with I0 := {i1, . . . , ir}∥∥∥∥∥∥kri(An−1) +
∑
j∈I0
kijrj(An−1)
∥∥∥∥∥∥
2
= ‖r′i‖2 ≤ K. (21)
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Without loss of generality we can assume that I and I0 are disjoint. Next, because∑
j ‖cj(An−1)‖22 = 1, there exists an index j0 such that ‖cj0(An−1)‖2 ≥ n−1/2. Consider
this column vector.
It follows from (21) that for any i ∈ I,∣∣∣∣∣∣kcj0(i) +
∑
j∈I0
kijcj0(j)
∣∣∣∣∣∣ ≤ K.
The above inequality means that the components cj0(i) of cj0(An−1) belong to a GAP
generated by cj0(j)/k, j ∈ I0, up to an error K. This suggests the following approximation.
For each j /∈ I, we approximate cj0(j) by a number vj of the form (1/b2K−1c) · Z2 such
that |vj − cj0(j)| ≤ K. We next set
vi :=
∑
j∈I0
kijvj/k
for any i ∈ I. Thus, vi belongs to a GAP of rank OB,(1) and size nOB,(1) for all i ∈ I.
With v = (v1, . . . , vn−1), we have
‖v − cj0(An−1)‖2 ≤ KnOB,(1).
Furthermore, by Condition 1, and because 〈cj0(An−1), ri(Mn−1)〉 = 0 for i 6= j0, we infer
that
|〈v, ri(Mn−1)〉| ≤ KnOB,(1).
Note that ‖v‖2  n−1/2. Set u := b1/‖v‖2c · v, we then obtain
• |〈u, ri(Mn−1)〉| ≤ n−A/2+OB,(1) for n− 2 rows of Mn−1.
• There exists a GAP of rank OB,(1) and size nOB,(1) that contains at least n− 2n
components ui.
• All the components ui, and all the generators of the GAP are rational complex
numbers of the form pq +
√−1p′q′ , where |p|, |q|, |p′|, |q′| ≤ nA/2+OB,(1).
6. Random matrix: the counting step
We now give a proof of Theorem 2.4. Without loss of generality, we assume  to be suffi-
ciently small. Our argument, which follows the “divide and conquer” strategy, is simple and
purely combinatorial. We note that a similar but simpler treatment for symmetric matrices
has appeared in [34, Section 5].
For convenience, let us replace Mn−1 by Mn. We will consider the case |〈u, ri(Mn)〉| ≤
n−A/2+OB,(1) for n−OB,(1) rows ofMn only, the remaining case |〈u, ci(Mn)〉| ≤ n−A/2+OB,(1)
can be treated identically.
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Let N be the number of such structural vectors u. Because each GAP is determined by its
generators and dimensions, the number of Q’s is bounded by
#{Q, there exists u ∈ N such that u ∈ Q} = (n2A+OB,(1))OB,(1)(nOB,(1))OB,(1) = nOA,B,(1).
Next, for a given Q of rank OB,(1) and size n
OB,(1), there are at most nn−2n |Q|n−2n =
nOB,(n) ways to choose the n− 2n components ui that Q contains. Because the remaining
components belong to the set {pq + ip
′
q′ , |p|, |q|, |p′|, |q′| ≤ nA/2+OB,(1)}, there are at most
(n2A+OB,(1))2n

= nOA,B,(n
) ways to choose them.
Hence, we obtain the key bound
N ≤ nOA,B,(1)nOB,(n)nOA,B,(n) = nOB,(n). (22)
Set β0 := n
−A/2+OB,(1), the bound obtained from the conclusion of Theorem 2.3. For a
given vector u, we define Pβ0(u) as follows
Pβ0(u) := P
(
|〈u, ri(Mn)〉| ≤ β0 for n−OB,(1) rows of Mn−1
)
.
For the sake of discussion, let us pretend for now that the rows of Xn are independent. By
definition, the vector u is orthogonal to almost every row of Mn. Thus, if u is fixed, the
probability of this event is bounded by
Pβ0(u) ≤ (Px(|u1x1 + · · ·+ unxn| ≤ β0))n−O(1) := γn−O(1),
where x1, . . . , xn are i.i.d. copies of ξ.
Now, if γ is small, say n−Ω(1), then Pβ0(u) is n−Ω(n). Thus the contribution of these Pβ0(u)
in the total sum
∑
u Pβ0(u) is negligible, taking into account of the bound n
O(n) of N .
Next, if γ is comparably large, γ = n−O(1), then by Theorem 3.1, most of the components
ui are close to a new GAP of rank O(1) and of size O(γ
−1/
√
n). This would then enable us
to approximate u by a new vector u′ in such a way that |〈u′, ri(Mn)〉| is still of order O(β0)
and the components of u′ are now from the new GAPs. The number N ′ of these u′ can be
bounded by (γ−1/n)n, while we recall that Pβ0(u′) is of order γ−n. Thus, summing over
u′ we obtain the desired bound∑
u′
Pβ0(u
′) ≤ #{ new GAPs }(γ−1/n)nγ−n = O(n−n+O(1)).
To our model Mn = Fn +Xn, we will mainly follow the heuristic above. Our strategy is to
classify u into two classes:
(i) B′ contains those u for which Pβ0(u) is very small, and thus
∑
u∈B′ Pβ0(u) is negligible;
(ii) the other class B contains of u of relatively large Pβ0(u). To deal with those u of
the second type, we will not control
∑
u∈BPβ0(u) directly but pass to a class of new
vectors u′ that are also almost orthogonal to many rows of Mn, while the probability∑
u′ Pβ0(u
′) is of order O(n−n).
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What makes our analysis harder is that the estimate Pβ0(u) ≤ (Px(|u1x1 + · · · + unxn| ≤
β0))
n−O(1) is no-longer valid for our random matrix model.
6.1. Technical reductions and upper bounds for Pβ0(u). By paying a factor of n
OB,(1)
in probability, we may assume that |〈u, ri(Mn)〉| ≤ β0 for the first n−OB,(1) rows of Mn.
Also, by paying another factor of nn

in probability, we may assume that the first n0
components ui of u
2 belong to a GAP Q, and un0 ≥ 1/2
√
n− 1 (recall that u  1), where
n0 := n− 2n.
We refer to the remaining ui’s as exceptional components. Note that these extra factors do
not affect our final bound exp(−Ω(n)).
For given β > 0 and i ≤ n0, we define
γ
(i)
β (u) := sup
a
Pxi,...,xn0 (|xiui + · · ·+ xn0un0 − a| ≤ β),
where xi, . . . , xn0 are i.i.d copies of ξ.
A crucial observation is that, by exposing the rows of Mn−1 one by one, and due to sym-
metry (i.e. xij is independent from all other entries except xji), the probability Pβ(u) that
|〈u, ri(Mn−1)〉| ≤ β for all i ≤ n−OB,(1) can be bounded by
Pβ(u) ≤
∏
1≤i≤n−OB,(1)
sup
a
Pxi,...,xn−1(|xiui + · · ·+ xn−1un−1 − a| ≤ β)
≤
∏
1≤i≤n0
sup
a
Pxi,...,xn0 (|xiui + · · ·+ xn0un0 − a| ≤ β)
=
∏
1≤i≤n0
γ
(i)
β (u). (23)
Also, because un0 ≥ 1/2
√
n− 1, there exist absolute positive constants c1, c2 such that
c2 < 1 and for any β < c1/2
√
n− 1 we have
γ
(k)
β (u) ≤ sup
a
Pxn0 (|xn0un0 − a| ≤ β)
≤ 1− c2. (24)
Thus,
Pβ(u) ≤ (1− c2)n0 = (1− c2)(1−o(1))n.
6.2. Classification. Next, let C be a sufficiently large constant depending on B and  but
not A. We classify u into two classes B and B′, depending on whether Pβ0(u) ≥ n−Cn or
not.
2Roughly speaking, in later analysis we will be fixing the columns of Mn that correspond to the unstruc-
tured components of u. Thus the assumption that the first n0 components of u come from a GAP is slightly
more difficult than other cases as it involves more dependencies and less structural components. However,
there is no major difference among the treatments.
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Because of (22) and with C sufficiently large,∑
u∈B′
Pβ0(u) ≤ nOB,(n)/nCn ≤ n−n/2. (25)
For the rest of this section, we focus on u ∈ B.
6.3. Approximation for vectors of “low complexity”. Let B1 be the collection of
u ∈ B satisfying the following property: for any n′ components ui1 , . . . , uin′ among the
u1, . . . , un0 , we have
sup
a
Pxi1 ,...,xin′
(∣∣ui1xi1 + · · ·+ uin′xin′ − a∣∣ ≤ n−B−4) ≥ (n′)−1/2+o(1). (26)
Here we set
n′ := n1−.
For concision we set β = n−B−4. It follows from Theorem 3.1 that, among any ui1 , . . . , uin′ ,
there are, say, at least n′/2 + 1 components that belong to a ball of radius β (because our
GAP now has only one element). A simple covering argument then implies that there is a
ball of radius 2β that contains all but n′ − 1 components ui.
Thus there exists a vector u′ ∈ (2β) · (Z +√−1Z) satisfying the following conditions.
• |ui − u′i| ≤ 4β for all i.
• u′i takes the same value u for at least n0 − n′ indices i.
In other words, u can be approximated by a vector of “low complexity”. Because of the
approximation and Condition 1, whenever |〈u, ri(Mn−1)〉| ≤ β0, we have
|〈u′, ri(Mn−1)〉| ≤ n(nB+1 + nα)(4β) + β0 := β′.
It is clear from the bound on β and β0 that β
′ ≤ c1/2
√
n− 1, and thus by (24),
Pβ′(u
′) ≤ (1− c2)(1−o(1))n.
Now we bound the number of u′ obtained from the approximation. First, there are
O(nn−n0+n′) = O(n2n1−) ways to choose those u′i that take the same value u, and there
are just O(β−1) ways to choose u. The remaining components belong to the set (2β)−1 ·
(Z+
√−1Z), and thus there are at most O((β−1)n−n0+n′) = O(nOA,B,(n1−)) ways to choose
them.
Hence we obtain the total bound
P(∃u ∈ B1 such that for all i ≤ n−OB,(1), 〈u, ri(Mn−1)〉 ≤ β0)
≤
∑
u′
Pβ′(u
′)
≤ O(n2n1−)O(nOA,B,(n1−))(1− c2)(1−o(1))n
≤ (1− c2)(1−o(1))n.
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6.4. Approximation for vectors of “high complexity”. Assume that u ∈ B2 := B\B1.
By exposing the rows of Mn−1 accordingly, and by paying an extra factor
(
n0
n′
)
= O(nn
1−
)
in probability, we may assume that the components un0−n′+1, . . . , un0 satisfy the property
sup
a
Pxn0−n′+1,...,xn0
(|un0−n′+1xn0−n′+1 + · · ·+ un0xn0 − a| ≤ n−B−4) ≤ (n′)−1/2+o(1)
≤ n−1/2+/2+o(1). (27)
Preparation. Next, define a radius sequence βk, k ≥ 0 where β0 = n−A/2+OB,(1) is the
bound obtained from the conclusion of Theorem 2.3, and
βk+1 := (n
B+2 + nα+1 + 1)2βk.
Recall from (23) that
Pβk(u) ≤
∏
1≤i≤n0−n′
γ
(i)
βk
(u) =: piβk(u).
Roughly speaking, the reason we truncated the product here is that whenever i ≤ n0 − n′
and βk is small enough, the terms γ
(i)
βk
(u) are smaller than (n′)−1/2+o(1), owing to (27). This
fact will allow us to gain some significant factors when applying Theorem 3.1.
Observe that if |〈u, ri(Mn)〉| ≤ βk and if u′ is an approximation of u such that |ui−u′i| ≤ βk
for all i, then
piβk(u) =
∏
1≤i≤n0−n′
sup
a
Pxi,...,xn0
(
|uixi + · · ·+ un0xn0 − a| ≤ βk
)
≤
∏
1≤i≤n0−n′
sup
a
Pxi,...,xn0
(
|u′ixi + · · ·+ u′n0xn0 − a| ≤ (n(nB+1) + nα)βk + βk
)
=
∏
1≤i≤n0−n′
sup
a
Pxi,...,xn0
(
|u′ixi + · · ·+ u′n0xn0 − a| ≤ (nB+2 + nα+1 + 1)βk
)
≤
∏
1≤i≤n0−n′
sup
a
Pxi,...,xn0
(
|uixi + · · ·+ un0xn0 − a| ≤ (nB+2 + nα+1 + 1)2βk
)
= piβk+1(u). (28)
Naturally, we hope that after the approximation P(nB+2+nα+11)βk(u
′) does not increase much
compared to the original Pβk(u), where we recall that n
α is the upper bound for the entries
of Fn. That motivates us to consider a special radius βk0 with respect to u defined below.
Note that the bounded sequence piβk(u) increases with k, and recall that piβ0(u) ≥ n−Cn
for u ∈ B. Thus, by the pigeonhole principle, there exists k0 := k0(u) ≤ C−1 such that
piβk0+1(u) ≤ n
npiβk0 (u). (29)
It is crucial to note that, since A was chosen to be sufficiently large compared to OB,(1)
and C, we have
βk0+1 ≤ n−B−4.
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Having mentioned the upper bound of γ
(i)
βi
(u), we now turn to its lower bound. Because
of Condition 1, and ui ≤ 1 for all i, and by the pigeonhole principle, the following trivial
bound holds for any β ≥ β0 and i ≤ n0 − n′,
γ
(i)
β (u) ≥ βn−B−2 ≥ β0n−B−2 = n−A/2+OB,(1).
Subclasses of u in terms of the sequence (γ(i)(u)). Set
I := [n−A/2+OB,(1), n−1/2+/2+o(1)] := [lI , rI ].
We next divide it into K = (A/2 + OB,(1))
−1 sub-intervals Ik = [lInk, lIn(k+1)]. For
short, we denote by lk the left endpoint of each Ik. Thus lk = n
−A/2+OB,(1)+k.
With all the necessary settings above, we now classify u based on the distribution of the
γ
(i)
βk0
(u), 1 ≤ i ≤ n0 − n1− .
For each 0 ≤ k0 ≤ C−1 and each tuple (m0, . . . ,mK) satisfying m0 + · · ·+mK = n0−n′, we
let B(m0,...,mK)k0 denote the collection of those u from B2 that satisfy the following conditions.
• k0(u) = k0.
• There are exactly mk terms of the sequence (γ(i)βk0 (u)) that belong to the interval Ik.
In other words, if m0 + · · ·+mk−1 + 1 ≤ i ≤ m0 + · · ·+mk then γ(i)βk0 (u) ∈ Ik.
The approximation. Now we will use Theorem 3.1 to approximate u ∈ B(m0,...,mK)k0 as
follows.
• First step. Consider each index i in the range 1 ≤ i ≤ m0. Because γ(1)βk0 ∈ I0, we
apply Theorem 3.1 to approximate ui by u
′
i such that |ui − u′i| ≤ βk0 and the u′i
belong to a GAP Q0 of rank OB,(1) and size O(l
−1
0 /
√
n′) = O(l−10 /n
1/2−) for all
but n1−2 indices i. Furthermore, all u′i have the form βk0 · (pq +
√−1p′q′ ), where
|p|, |q|, |p′|, |q′| = O(nβ−1k0 ) = O(nA/2+OB,(1)).• k-th step, 1 ≤ k ≤ K. We focus on i from the range n0 + · · · + nk−1 + 1 ≤ i ≤
n0 + · · ·+nk. Because γ(n0+.···+nk−1+1)βk0 ∈ Ik, we apply Theorem 3.1 to approximate
ui by u
′
i such that |ui − u′i| ≤ βk0 and the u′i belong to a GAP Qk of rank OB,(1)
and size O(l−1k /n
1/2−) for all but n1−2 indices i. Furthermore, all u′i have the form
βk0 · (p/q +
√−1p′/q′), where |p|, |q|, |p′|, |q′| = O(nβ−1k0 ) = O(nA/2+OB,(1)).• For the remaining components ui, we just simply approximate them by the closest
point in βi0 · (Z +
√−1Z).
We have thus provided an approximation of u by u′ satisfying the following properties.
(i) |ui − u′i| ≤ βk0 for all i.
(ii) u′i ∈ Qk for all but n1−2 indices i in the range m0 + · · ·+mk−1 +1 ≤ i ≤ m0 + · · ·+mk.
(iii) All the u′i, including the generators ofQk, belong to the set βk0 ·{p/q+
√−1p′/q′, |p|, |q|, |p′|, |q′| ≤
nA/2+OB,(1)}.
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(iv) Qk has rank OB,(1) and size |Qk| = O(l−1k /n1/2−).
Property of u′. Let B′(m1,...,mK)k0 be the collection of all u′ obtained from u ∈ B
(m1,...,mK)
k0
as above. Observe that, as |〈u, ri(Mn)〉| ≤ βk0 for all i ≤ n−OB,(1), we have
|〈u′, ri(Mn)〉| ≤ (nB+2 + nα+1 + 1)βk0 . (30)
Hence, in order to justify Theorem 2.4 in the case u ∈ B2, it suffices to show that the
probability that (30) holds for all i ≤ n−OB,(1), for some u′ ∈ B′(m1,...,mK)k0 , is small.
Consider a u′ ∈ B′(m1,...,mK)k0 and the probability P(nB+2+nα+1+1)βk0 (u
′) that (30) holds for
all i ≤ n−OB,(1). By the discussion about (28), we have
P(nB+2+nα+1+1)βk0
(u′) ≤ piβk0+1(u) ≤ n
npiβk0 (u),
where in the second inequality we used (29).
We recall from the definition of B(m1,...,mK)k0 that
piβk0 (u) ≤
K∏
k=1
lmkk+1 = n
(m1+···+mk)
K∏
k=1
lmkk
≤ nn
K∏
k=1
lmkk .
Hence,
P(nB+2+nα+1+1)βk0
(u′) ≤ n2n
K∏
k=1
lmkk . (31)
The size of B′(m1,...,mK)k0 . In the next step of the argument, we bound the size of B′
(m1,...,mK)
k0
.
Because eachQk is determined by itsOB,(1) generators from the set βk0 ·{pq+ip
′
q′ , |p|, |q|, |p′|, |q′| ≤
nA/2+OB,(1)}, and its dimensions from the integers bounded by nOB,(1), there are nOA,B,(1)
ways to choose each Qk. So the total number of ways to choose Q1, . . . , QK is bounded by
(nOA,B,(1))K = nOA,B,(1).
Next, after locating Qk, the number N1 of ways to choose u′i from each Qk is
N1 ≤
K∏
k=1
(
mk
n1−2
)
|Qk|mk−n1−2
≤ 2m1+···+mK
K∏
k=1
|Qk|mk
≤ (O(1))n
K∏
k=1
l−mkk /n
(1/2−)(m1+···+mk)
≤
K∏
k=1
l−mkk /n
(1/2−−o(1))n,
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where we used the bound |Qk| = O(l−1k /n1/2−) for each k.
The remaining components u′i can take any value from the set βk0 ·{pq +ip
′
q′ , |p|, |q|, |p′|, |q′| ≤
nA/2+OB,(1)}, so the number N2 of ways to choose them is bounded by
N2 ≤ (nA+OB,(1))2n+Kn1−2 = nOA,B,(n1−2).
Putting the bound for N1 and N2 together, we obtain a bound N ′ for |B′(m1,...,mK)k0 |,
N ′ ≤
K∏
k=1
l−mkk /n
(1/2−−o(1))n. (32)
Closing the argument. It follows from (31) and (32) that∑
u′∈B′(m1,...,mK )k0
P(nB+2+nα+1+1)βk0
(u′) ≤ n2n
K∏
k=1
lmkk
K∏
k=1
l−mkk /n
(1/2−−o(1))n
≤ n−(1/2−3−o(1))n.
Summing over the choices of k0 and (m1, . . . ,mK) we obtain the bound∑
k0,m1,...,mK
∑
u′∈B′(m1,...,mK )k0
P(nB+2+nα+1+1)βk0
(u′) ≤ n−(1/2−3−o(1))n,
completing the treatment for incompressible vectors, and hence the proof of Theorem 2.4.
7. Proof of the elliptic law, Theorems 1.5 and 1.8
This section is devoted to the proof of Theorems 1.5 and 1.8. We introduce the following
notation. Given a n × n matrix An, we let µAn denote the empirical measure built from
the eigenvalues of An and νAn denote the empirical measure built from the singular values
of An. That is,
µAn :=
1
n
∑
i≤n
δλi(An)
and
νAn :=
1
n
∑
i≤n
δσi(An),
where λ1(An), . . . , λn(An) ∈ C are the eigenvalues of An and σ1(An) ≥ · · · ≥ σn(An) are
the singular values of An.
In order to prove Theorems 1.5 and 1.8, we will show that, with probability one,
µ 1√
n
(Xn+Fn)
−→ µρ (33)
as n → ∞, where µρ is the uniform probability measure on the ellipsoid Eρ. In particular,
(33) implies the almost sure convergence of the ESD of 1√
n
(Xn+Fn) to the elliptic law with
parameter ρ.
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To this end, let P(C) be the set of probability measures on C which integrate log | · | in a
neighborhood of infinity. If µ ∈ P(C), we define the logarithmic potential to be the function
Uµ(z) := −
∫
C
log |z − λ|dµ(λ).
We will make use of the following uniqueness property [4, Lemma 4.1]: if µ, ν ∈ P(C) and
Uµ(z) = Uν(z) for a.e. z ∈ C, then µ = ν.
We say a Borel function f is uniformly integrable for a sequence of probability measures
{µn}n≥1 if
lim
t→∞ supn≥1
∫
{|f |>t}
|f |dµn = 0.
For a complex n × n random matrix An, there is a connection between the measure µAn
and the family of measures {νAn−zI}z∈C. In particular,
UµAn (z) = −
1
2n
log det(An − zI)∗(An − zI) = −
∫ ∞
0
log(s)dνAn−zI(s).
The work of Goldsheid and Khoruzhenko [20] is one of the first rigorous uses of the loga-
rithmic potential to study random matrices. We also refer the reader to the survey [4] for
more details. A key tool in the proof of Theorems 1.5 and 1.8 is the following result from
[4].
Lemma 7.1 (Hermitization lemma, [4]). Let {An}n≥1 be a sequence of complex random
matrices where An is of size n × n for every n ≥ 1. Suppose that there exists a family of
(non-random) probability measures {νz}z∈C such that for a.a. z ∈ C, a.s.
(i) νAn−zI → νz as n→∞
(ii) log is uniformly integrable for {νAn−zI}n≥1.
Then there exists a probability measure µ ∈ P(C) such that
(i) a.s. µAn → µ as n→∞
(ii) for a.a. z ∈ C,
Uµ(z) = −
∫ ∞
0
log(s)dνz(s).
Remark 7.2. Since the singular values (and eigenvalues) of (An − zI)∗(An − zI) are just
σ21(An − zI), σ22(An − zI), . . . , σ2n(An − zI), it follows that
ν(An−zI)∗(An−zI)(−∞, x) = νAn−zI(−∞,
√
x)
for all x ≥ 0. As a consequence, Lemma 7.1 can be equivalently formulated with the family
of measures {ν(An−zI)∗(An−zI)}z∈C rather than {νAn−zI}z∈C. We will take advantage of this
fact below.
In conjunction with Remark 7.2, we define the matrix
Hn :=
(
1√
n
Xn − zI
)∗( 1√
n
Xn − zI
)
.
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For our purposes, we will need to show that the limiting measure µ ∈ P(C) in Lemma 7.1 is
given by µρ. Fix −1 < ρ < 1. We say the family of measures {νz}z∈C determine the elliptic
law with parameter ρ by Lemma 7.1 if
Uµρ(z) = −
∫ ∞
0
log(s)dνz(s)
for all z ∈ C. The existence of this family of measures was verified and used in [31].
The key tool we use to prove Theorems 1.5 and 1.8 is the following comparison lemma.
Lemma 7.3. Let 0 ≤ µ ≤ 1 and −1 < ρ < 1 be given. Let {Xn}n≥1 and {Yn}n≥1 be
sequences of random matrices that satisfy condition C0 with atom variables (ξ1, ξ2) and
(η1, η2), respectively. Assume (ξ1, ξ2) and (η1, η2) are from the (µ, ρ)-family. Assume for
a.a. z ∈ C that a.s.
ν 1√
n
Yn−zI −→ νz
as n→∞ for a family of deterministic measures {νz}z∈C. Assume {Fn}n≥1 is a sequence
of deterministic matrices such that rank(Fn) = o(n) and supn
1
n2
‖Fn‖22 <∞. Then a.s.
µ 1√
n
(Xn+Fn)
− µ 1√
n
Yn
−→ 0
as n→∞.
Lemma 7.3 is useful when we know the limit of µ 1√
n
Yn
. For our purposes, we will take
{Yn}n≥1 to be a sequence of matrices that satisfy condition C0 with jointly Gaussian
entries. In the real case, the limiting ESD of 1√
n
Yn was computed in [31].
We divide the proof of Theorems 1.5 and 1.8 into a number of lemmas organized below by
sub-section.
(1) In order to apply Lemma 7.1, we need to show that log is uniformly integrable for
{ν 1√
n
(Xn+Fn)−zI}n≥1. We prove this statement in sub-section 7.4. The arguments
in this section are based on [4, 31, 46]. We will also require the use of Theorem 1.9
to control the least singular value.
(2) In sub-section 7.12 we prove a replacement lemma using a moment matching argu-
ment. The lemma will allow us to compute the limit of ν 1√
n
Xn−zI by comparing the
Stieltjes transform of this measure to the corresponding Stieltjes transform in the
Gaussian case. In order to prove this lemma, we will first need to bound the vari-
ance of the resolvent (sub-section 7.8) and apply a truncation argument (sub-section
7.10).
(3) In sub-section 7.15, we prove Lemma 7.3. We then apply the results of [31] and
Lemma 7.3 to prove Theorem 1.5.
(4) In sub-section 7.16, we prove Theorem 1.8.
7.4. Uniform Integrability. In this sub-section, we prove the following Lemma.
Lemma 7.5. Let 0 ≤ µ ≤ 1 and −1 < ρ < 1 be given. Let {Xn}n≥1 be a sequence of
random matrices that satisfies condition C0 with atom variables (ξ1, ξ2) from the (µ, ρ)-
family. Assume {Fn}n≥1 is a sequence of deterministic matrices such that rank(Fn) =
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o(n) and supn
1
n2
‖Fn‖22 < ∞. Then for a.a. z ∈ C a.s. log is uniformly integrable for
{ν 1√
n
(Xn+Fn)−zI}n≥1.
The proof of Lemma 7.5 is based on the arguments of [4, 31, 46]. In order to prove Lemma
7.5, we will need the following bound for small singular values.
Lemma 7.6. There exists c0 > 0 and 0 < γ < 1 such that the following holds. Let {Xn}n≥1
be a sequence of random matrices that satisfies condition C0. Then a.s. for n 1 and for
all n1−γ ≤ i ≤ n− 1 and all deterministic n× n matrices M ,
σn−i(n−1/2Xn +M) ≥ c0 i
n
.
Proof. Let σ1 ≥ σ2 ≥ · · · ≥ σn denote the singular values of A = 1√nXn +M . It suffices to
prove the lemma for 2n1−γ ≤ i ≤ n − 1 for some 0 < γ < 1 to be chosen later. Let A′ be
the matrix formed from the first m = dn − i/2e rows of √nA. Let σ′1 ≥ · · · ≥ σ′m denote
the singular values of A′. From eigenvalue interlacing it follows that
1√
n
σ′n−i ≤ σn−i.
By [46, Lemma A.4],
σ′−21 + · · ·+ σ′−2m = dist−21 + · · ·+ dist−2m
where disti = dist(ri, Hi), ri is the i-th row of A
′, and
Hi = Span{rj : j = 1, . . .m; j 6= i}.
Since
σ−2n−i ≤ nσ′−2n−i
it follows that
i
2n
σ−2n−i ≤
i
2
σ′−2n−i ≤
m∑
j=n−i
σ′−2n−j ≤
m∑
j=1
dist−2j . (34)
We now wish to estimate dist(rj , Hj). However, rj and Hj are not independent. To work
around this problem, we define the matrix A′j to be the matrix A
′ with the j-th column
removed. Let Yj be the j-th row of A
′
j and let
H ′j = Span{rk(A′j) : k = 1, . . . ,m; k 6= j}.
Note that Yj and H
′
j are independent for each j = 1, . . . ,m.
We also have
dist(rj , Hj) = inf
v∈Hj
‖rj − v‖ ≥ inf
v∈H′j
‖Yj − v‖ = dist(Yj , H ′j)
where
dim(H ′j) ≤ dim(Hj) ≤ n− 1−
i
2
≤ n− 1− (n− 1)1−γ .
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By Lemma 7.7 below and the union bound, we obtain
∞∑
n=1
P
 n⋃
i=2n1−γ
m⋃
j=1
{
distj ≤ co
√
i
} <∞.
Thus, by the Borel-Cantelli lemma, for all 2n1−γ ≤ i ≤ n− 1 and all 1 ≤ j ≤ m
distj ≥ c0
√
i a.s.
The proof of Lemma 7.6 is then complete by the above estimate and (34). 
Lemma 7.7 (Distance of a random vector to a subspace). Let x and y be complex-valued
random variables with unit variance. Then there exists γ > 0 and ε > 0 such that the
following holds. Let (ξ1, ξ2, . . . , ξn) be a random vector in Cn with independent entries.
Assume further that for each 1 ≤ i ≤ n, ξi is equal in distribution to either x or y.
Then for all n  1, any deterministic vector v ∈ Cn and any subspace H of Cn with
1 ≤ dim(H) ≤ n− n1−γ, we have
P
(
dist(R,H) ≤ 1
2
√
n− dim(H)
)
≤ exp(−nε)
where R = (ξ1, ξ2, . . . , ξn) + v.
Proof. Let H ′ be the subspace spanned by H, v, and E[R]. Then dim(H ′) ≤ dim(H) + 2
and dist(R,H) ≥ dist(R,H ′) = dist(R′, H ′) where R′ = R−E[R]. Thus it suffices to prove
the lemma when v = 0 and E[x] = E[y] = 0.
We now perform a truncation. By Chebyshev’s inequality,
P(|ξi| > nε) ≤ n−2.
Furthermore, by Hoeffding’s inequality
P
(
n∑
i=1
1{|ξi|≤n} < n− n1−ε
)
≤ exp(−n1−2ε)
where we take ε ∈ (0, 1/3). Therefore we will prove the lemma by conditioning on the event
Ωm = {|ξ1| ≤ nε, . . . , |ξm| ≤ nε}
with m = dn− n1−εe.
We now deal with the fact that on the event Ωm, the random vector (ξ1, . . . , ξm) may have
non-zero mean. Let Em denote the conditional expectation with respect to the event Ωm
and the σ-algebra Fm = σ(ξm+1, . . . , ξn). Let W be the subspace spanned by H, u, and w
where
u = (0, . . . , 0, ξm+1, . . . , ξn), w = (Em[ξ1], . . . ,Em[ξm], 0, . . . , 0).
Clearly W is Fm-measurable. Moreover, dim(W ) ≤ dim(H) + 2. Define
Y = (ξ1 −Em[ξ1], . . . , ξm −Em[ξm], 0, . . . , 0) = R− u− w.
Then dist(R,H) ≥ dist(R,W ) = dist(Y,W ). By construction each entry of Y has mean
zero. Since each entry of the original vector R is equal in distribution to either x or y, it
follows that
sup
1≤i≤m
|σ2i − 1| = o(1)
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where σ2i = Em|Yi|2.
By Talagrand’s concentration inequality [39],
Pm(|dist(Y,W )−Mm| ≥ t) ≤ 4 exp
(
− t
2
16n2ε
)
(35)
where Mm is the median of dist(Y,W ) under Ωm. Using (35) one can verify that
Mm ≥
√
Emdist
2(Y,W )− Cn4ε
for some positive constant C (see for instance [49, Lemma E.3]). Let P denote the orthogonal
projection onto W⊥. Then
Emdist
2(Y,W ) =
m∑
k=1
Em[Y
2
k ]Pkk ≥ c
(
n∑
k=1
Pkk −
n∑
k=m+1
Pkk
)
≥ c(n− dim(H)− (n−m))
for any 1/2 < c < 1 and nc 1. Thus
Mm ≥ c
√
n− dim(H)
for n sufficiently large. Finally, we choose 0 < γ < ε/2 and the proof of the lemma is
complete by taking t = (c− 1/2)√n− dim(H) in (35). 
We now prove Lemma 7.5.
Proof of Lemma 7.5. By Markov’s inequality, it suffices to show that there exists p > 0
such that for a.a. z ∈ C a.s.
lim sup
n→∞
∫
s−pdν 1√
n
Xn−zI <∞ and lim sup
n→∞
∫
spdν 1√
n
Xn−zI <∞.
Fix z ∈ C. Then∫
spdν 1√
n
Xn+
1√
n
Fn−zI ≤ 1 +
1
n
tr
(
1√
n
Xn +
1√
n
Fn − zI
)∗( 1√
n
Xn +
1√
n
Fn − zI
)
for p ≤ 2. We expand out the right-hand side and consider three separate terms. First, by
the law of large numbers,
1
n
tr
(
1√
n
Xn − zI
)∗( 1√
n
Xn − zI
)
≤ 1 + 1
n2
n∑
i,j=1
|xij |2 − 2Re
(
z
n3/2
n∑
k=1
xkk
)
+ |z|2
−→ 2 + |z|2
a.s. as n → ∞. Here, we first divide the sums into three parts in order to apply the law
of large numbers. The first when i < j, the second when i > j, and the third when i = j.
In this way the summands in each sum are i.i.d. random variables and the law of large
numbers applies.
Second,∣∣∣∣ 1ntr
(
1√
n
F ∗n
)(
1√
n
Xn +
1√
n
Fn − zI
)∣∣∣∣ ≤ 1 + 1 + |z|2n2 ‖Fn‖22 +
∣∣∣∣ 1n2 tr(F ∗nXn)
∣∣∣∣ .
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Since supn
1
n2
‖Fn‖22 <∞ by assumption, it suffices to show that lim supn→∞ 1n2 tr(F ∗nXn) <∞ a.s. We apply the bounds∣∣∣∣ 1n2 tr(F ∗nXn)
∣∣∣∣ ≤ 1n2 ‖Fn‖2‖Xn‖2 ≤ 1n2 ‖Fn‖22 + 1n2 ‖Xn‖22.
By the law of large numbers (again considering three separate terms), it follows that a.s.
lim sup
n→∞
1
n2
tr(X∗nXn) <∞.
Similarly, for the third term, we have that a.s.
lim sup
n→∞
∣∣∣∣ 1ntr
(
1√
n
Xn +
1√
n
Fn − zI
)∗( 1√
n
Fn
)∣∣∣∣ <∞.
We simplify our notation for the remainder of the proof and write σ1 ≥ σ2 ≥ · · · ≥ σn for
the singular values of 1√
n
(Xn + Fn)− zI. By Theorem 1.9, we have that for some A > 0,
σn > n
−A a.s.
Thus,
1
n
n∑
i=1
σ−pi ≤
1
n
n−n1−γ∑
i=1
σ−pi +
1
n
n∑
i=n−n1−γ
σ−pi
≤ 1
n
n−1∑
i=n1−γ
σ−pn−i +
1
n
n1−γnAp
≤ 1
cp0
[
1
n
n∑
i=1
(n
i
)p]
+ nAp−γ
a.s. by Lemma 7.6. The remaining sum is just the Riemann sum of the integral
∫ 1
0 u
−pdu.
Therefore, we have that
1
n
n∑
i=1
σ−pi <∞ a.s.
for p < min{1, γ/A}. 
7.8. Variance Bound. In this sub-section, we prove the following lemma.
Lemma 7.9. There exists a positive constant C such that the following holds. Let {Xn}n≥1
be a sequence of random matrices that satisfies condition C0 with atom variables (ξ1, ξ2).
Define
Rn :=
(
1√
n
Xn − zI
)
, Hn(α) := (R
∗
nRn − αI)−1 ,
where α ∈ C with Im(α) 6= 0. Then
E
∣∣∣∣ 1ntrHn(α)−E
[
1
n
trHn(α)
]∣∣∣∣4 ≤ C c4αn2 (36)
uniformly for z ∈ C where
cα =
1
|Im(α)| +
|α|
|Im(α)|2 .
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Moreover, for every fixed α,
1
n
trHn(α) = E
[
1
n
trHn(α)
]
+O(n−1/8) a.s. (37)
uniformly for z ∈ C.
Proof. Let E≤k denote conditional expectation with respect to the σ-algebra generated by
r1(Xn), . . . , rk(Xn), c1(Xn), . . . , ck(Xn). Define
Yk := E≤k
1
n
trHn(α)
for k = 0, 1, . . . , n. Clearly {Yk}nk=0 is a martingale. Define the martingale difference
sequence
αk := Yk − Yk−1
for k = 1, 2, . . . , n. Then by construction
n∑
k=1
αk =
1
n
trHn(α)−E 1
n
trHn(α).
We will bound the fourth moment of the sum, but first we obtain a bound on the individual
summands. Let Xn,k denote the matrix Xn with the k-th row and k-th column replaced by
zeros. Let
Rn,k :=
1√
n
Xn,k − zI, Hn,k(α) :=
(
R∗n,kRn,k − αI
)−1
.
It follows that
E≤k
1
n
trHn,k(α) = E≤k−1
1
n
trHn,k(α)
and hence
αk = E≤k
[
1
n
trHn(α)− 1
n
trHn,k(α)
]
−E≤k−1
[
1
n
trHn(α)− 1
n
trHn,k(α)
]
.
By the resolvent identity,
|trHn(α)− trHn,k(α)| = |tr[Hn(R∗nRn −R∗n,kRn,k)Hn,k|.
Since R∗nRn −R∗n,kRn,k is at most rank 4, it follows that
|trHn(α)− trHn,k(α)| ≤ 4‖Hn(R∗nRn −R∗n,kRn,k)Hn,k‖.
We then note that
‖Hn(α)R∗nRn‖ ≤ sup
t≥0
t
|t− α| ≤ 1 + supt≥0
|α|
|t− α| ≤ 1 +
|α|
|Im(α)|
since the eigenvalues of R∗nRn are non-negative. Similarly,
‖Hn,k(α)R∗n,kRn,k‖ ≤ 1 +
|α|
|Im(α)| .
Since we always have the bound ‖Hn(α)‖ ≤ |Im(α)|−1, it follows that
|trHn(α)− trHn,k(α)| ≤ 8cα.
Thus we conclude that
|αk| ≤ 16cα
n
.
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By the Burkholder inquality (see [3, Lemma 2.12] for a complex martingale version of the
Burkholder inequality), there exists an absolute constant C > 0 such that
E
∣∣∣∣∣
n∑
k=1
αk
∣∣∣∣∣
4
≤ CE
(
n∑
k=1
|αk|2
)2
≤ C
(
n
162c2α
n2
)2
≤ 164C c
4
α
n2
.
The proof of (36) is complete.
To prove (37), we use Markov’s inequality and (36) to obtain
P
(∣∣∣∣ 1ntrHn(α)−E 1ntrHn(α)
∣∣∣∣ > ε) ≤ C c4αn2ε4 .
The result follows by taking ε = n−1/8 and applying the Borel-Cantelli Lemma. 
7.10. Truncation. Given a sequence of random matrices {Xn}n≥1 that satisfies condition
C0, we define the sequences {Xˆn}n≥1 and {X˜n}n≥1 where for each n ≥ 1, Xˆn = (xˆij)1≤i,j≤n
and X˜n = (x˜ij)1≤i,j≤n with
xˆij =
{
xij1{|xij|≤nδ} −E[xij1{|xij|≤nδ}], i 6= j
0, i = j
and
x˜ij =
{
xˆij√
E|xˆij |2
, i 6= j
0, i = j
for some δ > 0, which we will choose later. For each n ≥ 1, define the matrices
Hˆn =
(
1√
n
Xˆn − zI
)∗( 1√
n
Xˆn − zI
)
and
H˜n =
(
1√
n
X˜n − zI
)∗( 1√
n
X˜n − zI
)
.
We let L(µ, ν) denote the Levy distance between the probability measures µ and ν. We
prove the following truncation lemma.
Lemma 7.11. Let {Xn}n≥1 be a sequence of random matrices that satisfies condition C0.
Then uniformly for any |z| ≤M , we have that
L(νHn , νH˜n) = o(1) a.s.
Moreover,
E[Re(x˜ij)
kIm(x˜ij)
lRe(x˜ji)
mIm(x˜ji)
p] = E[Re(xij)
kIm(xij)
lRe(xji)
mIm(xji)
p] + o(1) (38)
uniformly for i 6= j and all non-negative integers k, l,m, p such that k + l +m+ p ≤ 2.
Proof. By [3, Corollary A.42],
L4(νHn , νHˆn) ≤
2
n3
[
tr(Hn + Hˆn)tr
(
(Xn − Xˆn)∗(Xn − Xˆn)
)]
. (39)
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By the law of large numbers,
1
n
trHn =
1
n2
n∑
i,j=1
|xij |2 − 2Re
(
z
n3/2
n∑
k=1
xkk
)
+ |z|2
−→ 1 + |z|2
a.s. as n→∞. Here, we first divide the sums into three parts in order to apply the law of
large numbers. The first when i < j, the second when i > j, and the third when i = j. In
this way the summands in each sum are i.i.d. and the law of large numbers applies.
Similarly,
1
n
trHˆn −→ 1 + |z|2
a.s. as n→∞.
For the remaining terms, we note that
1
n2
tr
(
(Xn − Xˆn)∗(Xn − Xˆn)
)
≤ 2
n2
∑
1≤i<j≤n
[
|xij |21{|xij>nδ} + E|xij |21{|xij |>nδ}
]
+
2
n2
∑
1≤j<i≤n
[
|xij |21{|xij>nδ} + E|xij |21{|xij |>nδ}
]
+
1
n2
n∑
i=1
|xii|2.
By the law of large numbers, each sum on the right-hand side converges to zero a.s. as
n→∞. Combining these estimates into (39), yields
L(νHn , νH˜n) = o(1) (40)
a.s. as n→∞.
Again using [3, Corollary A.42],
L4(νHˆn , νH˜n) ≤
2
n3
tr(Hˆn + H˜n)tr
(
(Xˆn − X˜n)∗(Xˆn − X˜n)
)
.
It then follows that
L(νHˆn , νH˜n) = o(1) (41)
a.s. since
1−
√
E|xˆij |2 = o(1)
uniformly for all i 6= j by the identical distribution assumption of condition C0. The result
then follows from estimates (40) and (41).
(38) can be obtained from the dominated convergence theorem; the identical distribution
portion of condition C0 gives uniform control for all i 6= j. 
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7.12. Replacement. In 1922, Lindeberg [27] gave an elegant proof of the central limit
theorem using a replacement method. Recently, this technique has also been applied to
study random matrices with exchangeable or independent entries (see, for example, [5, 47]
and references therein). In this sub-section, we prove a comparison lemma for sequences of
random matrices that satisfy condition C0 using this method. We begin with a definition.
Definition 7.13 (Moment matching). Let (ξ1, ξ2) and (η1, η2) be two random vectors in
C2. We say that (ξ1, ξ2) and (η1, η2) match to order k if
E[Re(ξ1)
iIm(ξ1)
jRe(ξ2)
lIm(ξ2)
m] = E[Re(η1)
iIm(η1)
jRe(η2)
lIm(η2)
m]
for all non-negative integers i, j, l,m with i+ j + l +m ≤ k.
The goal of this sub-section is to prove the following lemma.
Lemma 7.14. Let {Xn}n≥1 and {Yn}n≥1 be sequences of random matrices that satisfy con-
dition C0 with with atom variables (ξ1, ξ2) and (η1, η2), respectively. Assume the moments
of (ξ1, ξ2) and (η1, η2) match to order 2. Then for a.a. z ∈ C a.s.
ν 1√
n
Xn−zI − ν 1√nYn−zI −→ 0
as n→∞.
We proceed using the Stieltjes transform. For a n× n matrix A, we define the matrices
Rn(A) =
1√
n
A− zI, Gn(A) = (Rn(A)∗Rn(A)− αI)−1
where z, α ∈ C with Im(α) > 0. Using the resolvent identity, we can compute
∂(Gn(A))ij
∂Re(Ast)
= − 1√
n
[(Gn(A)Rn(A)
∗)is(Gn(A))tj + (Gn(A))it(Rn(A)Gn(A))sj ] (42)
and
∂(Gn(A))ij
∂Im(Ast)
= −
√−1√
n
[(Gn(A)Rn(A)
∗)is(Gn(A))tj − (Gn(A))it(Rn(A)Gn(A))sj ] . (43)
Fix the indices a 6= b. Let V1 = eae∗b and V2 = ebe∗a where e1, . . . , en is the standard basis
in Cn. Let x1, x2, x3, x4 be real variables. We define the function
f(x1, x2, x3, x4) =
1
n
trGn(A+ x1V1 +
√−1x2V1 + x3V2 +
√−1x4V2).
Using the derivatives above, we write out the power series
f(x1, x2, x3, x4) = f(0, 0, 0, 0) +
4∑
k=1
∂f
∂xk
(0, 0, 0, 0)xk +
4∑
i,j=1
∂2f
∂xi∂xj
(0, 0, 0, 0)xixj + ε (44)
where |ε| ≤ CM(|x1|3 + |x2|3 + |x3|3 + |x4|4) with M defined by
M = sup
1≤i,j,k≤4
sup
x1,x2,x3,x4
∣∣∣∣ ∂3f∂xi∂xj∂xk (x1, x2, x3, x4)
∣∣∣∣ .
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We now obtain a bound for M and the partial derivatives of f . Note that the bounds we
derive below hold uniformly for any matrix A. We can write Rn(A) = U
√
Rn(A)∗Rn(A)
where U is a partial isometry. So
‖Rn(A)Gn(A)‖ ≤ ‖U
√
Rn(A)Rn(A)(R
∗
nRn(A)− αI)−1‖
≤ ‖
√
Rn(A)Rn(A)(R
∗
nRn(A)− αI)−1‖
≤ sup
t≥0
∣∣∣∣ √tt− α
∣∣∣∣
≤ 1|Im(α)| + supt≥0
∣∣∣∣ tt− α
∣∣∣∣
≤ 1 + |α|+ 1|Im(α)|
and similarly
‖Gn(A)Rn(A)∗‖ ≤ 1 + |α|+ 1|Im(α)| .
Thus, by (42), (43), and the bounds above, it follows that
∂f
∂xk
= Oα
(
1
n
)
,
∂2f
∂xk∂xi
= Oα
(
1
n
)
,
∂3f
∂xk∂xi∂xj
= Oα
(
1
n
)
(45)
uniformly for 1 ≤ i, j, k ≤ 4, any x1, x2, x3, x4 ∈ R, and any A.
We are now ready to prove Lemma 7.14. By Lemma 7.11 and Remark 7.2, it suffices to
show that a.s.
νRn(X˜n)∗Rn(X˜n) − νRn(Y˜n)∗Rn(Y˜n) −→ 0. (46)
as n → ∞. So, without loss of generality, we assume ξ1, ξ2, η1, η2 have mean zero, unit
variance, and are bounded almost surely in magnitude by nδ for some 0 < δ < 12 .
By [3, Theorem B.9], we can equivalently state (46) as
1
n
trGn(X˜n)− 1
n
trGn(Y˜n) −→ 0
a.s. for each fixed α with Im(α) > 0. However by Lemma 7.9, this reduces to showing that
E
1
n
trGn(X˜n)−E 1
n
trGn(Y˜n) −→ 0. (47)
We will verify (47) by showing that for each fixed α with Im(α) > 0,
Ef
(
Re(ξ1)√
n
,
Im(ξ1)√
n
,
Re(ξ2)√
n
,
Im(ξ2)√
n
)
= Ef
(
Re(η1)√
n
,
Im(η1)√
n
,
Re(η2)√
n
,
Im(η2)√
n
)
+ oα(n
−2)
(48)
where we take A to be any matrix independent of (ξ1, ξ2) and (η1, η2). Indeed, by allowing
a and b to range over all O(n2) indices, and by the triangle inequality, we obtain
E
1
n
trGn(X˜n) = E
1
n
trGn(Y˜n) + oα(1)
as desired.
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It suffices to verify (48) for the off-diagonal entries (a 6= b). Indeed, all diagonal entries are
assumed to be zero by our previous application of Lemma 7.11.
Using (44), (45), and the independence assumption from condition C0, we obtain
E[f(x1, x2, x2, x4)] = E[f(0, 0, 0, 0)] +
4∑
i,j=1
E
∂2f
∂xi∂xj
(0, 0, 0, 0)E[xixj ] + E[ε]
where
x1 =
Re(ξ1)√
n
, x2 =
Im(ξ1)√
n
, x3 =
Re(ξ2)√
n
, x4 =
Im(ξ2)√
n
,
and
E|ε| = Oα
(
nδ
n2.5
)
for some 0 < δ < 1/2 from Lemma 7.11.
We repeat the same procedure for (η1, η2) and obtain
E[f(y1, y2, y2, y4)] = E[f(0, 0, 0, 0)] +
4∑
i,j=1
E
∂2f
∂yi∂yj
(0, 0, 0, 0)E[yiyj ] +Oα
(
nδ
n2.5
)
where
y1 =
Re(η1)√
n
, y2 =
Im(η1)√
n
, y3 =
Re(η2)√
n
, y4 =
Im(η2)√
n
.
By (38), we have that E[xixj ] = E[yiyj ] + o(n
−1) uniformly for 1 ≤ i, j ≤ 4. Combining
this with (45) yields
E[f(y1, y2, y2, y4)] = E[f(x1, x2, x2, x4)] + oα(n
−2)
and the proof of Lemma 7.14 is complete.
7.15. Proof of Lemma 7.3 and Theorem 1.5. This sub-section is devoted to Lemma
7.3 and Theorem 1.5. The proof of Lemma 7.3 relies on Lemmas 7.14, 7.5, and 7.1.
Proof of Lemma 7.3. Assume µ, ρ, {Xn}n≥1, {Yn}n≥1, {Fn}n≥1 satisfy the assumptions in
the statement of Lemma 7.3. By [3, Theorem A.44], it follows that for a.a. z ∈ C a.s.
ν 1√
n
(Xn+Fn)−zI − ν 1√nXn−zI −→ 0
as n → ∞. Since both (ξ1, ξ2) and (η1, η2) are from the (µ, ρ)-family, then (ξ1, ξ2) and
(η1, η2) match to order 2. Thus by Lemma 7.14, for a.a. z ∈ C a.s.
ν 1√
n
Xn−zI −→ νz
as n→∞. Therefore, for a.a. z ∈ C a.s.
ν 1√
n
(Xn+Fn)−zI −→ νz
as n→∞.
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Furthermore, by Lemma 7.5, for a.a. z ∈ C a.s. log is uniformly integrable for {ν 1√
n
(Xn+Fn)−zI}n≥1,
{ν 1√
n
Xn−zI}n≥1, and {ν 1√nYn−zI}n≥1. The result then follows by Lemma 7.1 and the unique-
ness of the logarithmic potential [4, Lemma 4.1]. 
We can now prove Theorem 1.5.
Proof of Theorem 1.5. Let {Xn}n≥1 be a sequence of real random matrices that satisfies
condition C0 with atom variables (ξ1, ξ2) and ρ = E[ξ1ξ2] for some −1 < ρ < 1. Let
{Yn}n≥1 be the sequence of random matrices that satisfies condition C0 with atom variables
(η1, η2) where η1 and η2 are jointly Gaussian and E[η1η2] = ρ. In [31, Theorem 5.2], it is
shown that
Eν 1√
n
Yn−zI −→ νz
as n→∞ where the family {νz}z∈C determines the elliptic law with parameter ρ by Lemma
7.1. In fact, using the variance bound in Lemma 7.9 and [3, Theorem B.9] it can be shown
that a.s.
ν 1√
n
Yn−zI −→ νz
as n→∞. By Lemma 7.5, for a.a. z ∈ C a.s. log is uniformly integrable for {ν 1√
n
Yn−zI}n≥1
and hence by Lemma 7.1, we conclude that
µ 1√
n
Yn
−→ µρ
a.s. as n→∞.
Since both (ξ1, ξ2) and (η1, η2) are from the (1, ρ)-family, the proof of the theorem is complete
by an application of Lemma 7.3. 
7.16. Proof of Theorem 1.8. In the proof of Theorem 1.5 above, we relied on the previous
results in [31], where the entries are assumed to be real. In order to prove Theorem 1.8, we
first need to study the complex Gaussian case.
Lemma 7.17. Let 0 ≤ µ < 1 and −1 < ρ < 1 be given. Assume {Xn}n≥1 is a sequence
of complex matrices that satisfy condition C0 with atom variables (ξ1, ξ2) from the (µ, ρ)-
family, where Re(ξ1), Im(ξ1),Re(ξ2), Im(ξ2) are jointly Gaussian. Then for a.a. z ∈ C
a.s.
ν 1√
n
Xn−zI −→ νz
as n→∞ where {νz}z∈C determines the elliptic law with parameter ρ by Lemma 7.1.
Let us assume Lemma 7.17 for now and complete the proof of Theorem 1.8.
Proof of Theorem 1.8. Let {Xn}n≥1 be a sequence of complex random matrices that satisfy
condition C0 with atom variables (ξ1, ξ2) from the (µ, ρ)-family. Let {Yn}n≥1 be the se-
quence of complex random matrices that satisfy condition C0 with atom variables (η1, η2)
from the (µ, ρ)-family, where Re(η1), Im(η1),Re(η2), Im(η2) are jointly Gaussian. By Lemma
7.17, for a.a. z ∈ C a.s.
ν 1√
n
Yn−zI −→ vz
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as n→∞ where the family {vz}z∈C determines the elliptic law with parameter ρ by Lemma
7.1. Moreover, log is uniformly integrable for {ν 1√
n
Yn−zI}n≥1 by Lemma 7.5. Therefore, by
Lemma 7.1, it follows that a.s.
µ 1√
n
Yn
−→ µρ
as n→∞. The proof of Theorem 1.8 is now complete by Lemma 7.3. 
All that remains is to prove Lemma 7.17. Let {Xn}n≥1 be the sequence of random matri-
ces defined in Lemma 7.17 with jointly Gaussian off-diagonal entries. We follow [31] and
introduce the following notation.
For n× n matrices A and B, we define the 2n× 2n bock matrices
V :=
[
1√
n
A 0
0 1√
n
B∗
]
, Jz :=
[
0 zI
z¯I 0
]
and set
V (z) := V J1 − Jz,
where
J1 :=
[
0 I
I 0
]
.
We let R denote the resolvent of V (z). That is,
R := [V (z)− αI]−1
for α ∈ C.
Using the resolvent identity, we can compute
∂Rab
∂Re(Acd)
= − 1√
n
RacRd+n,b,
∂Rab
∂Im(Acd)
= −
√−1√
n
RacRd+n,b,
∂Rab
∂Re(Bcd)
= − 1√
n
Ra,d+nRcb,
∂Rab
∂Im(Bcd)
=
√−1√
n
Ra,d+nRcb,
for 1 ≤ c, d ≤ n and 1 ≤ a, b ≤ 2n. For the remainder of the paper, we will takeA = B = Xn.
We will make use of the multivariate Gaussian decoupling formula [37]. That is, if Y =
{ξi}pi=1 is a real random Gaussian vector such that
E[ξj ] = 0, E[ξjξk] = Cjk
for j, k = 1, 2, . . . , p and if Φ : Rp → C has bounded partial derivatives, then
E[ξjΦ] =
p∑
k=1
CjkE[(∇Φ)k].
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Using the partial derivatives above and the Gaussian decoupling formula, we obtain
E[Rabxcd] = − 1√
n
E[Ra,d+nRcb]− ρ√
n
E[RadRc+n,b] (49)
+
1− 2µ√
n
E[Ra,cRd+n,b] +
(1− 2µ)ρ√
n
E[Ra,c+nRdb]
and
E[Rabx¯cd] = − 1√
n
E[RacRd+n,b]− ρ√
n
E[Ra,c+nRdb] (50)
+
(1− 2µ)ρ√
n
E[Ra,dRc+n,b] +
1− 2µ√
n
E[Ra,d+nRcb]
for 1 ≤ c, d ≤ n, c 6= d, and 1 ≤ a, b ≤ 2n.
Following [31], we define the functions
sn := sn(α, z) =
1
2n
E[trR] =
1
n
n∑
i=1
E[Rii] =
1
n
n∑
i=1
E[Ri+n,i+n]
and
tn := tn(α, z) =
1
n
n∑
i=1
E[Ri+n,i], un := un(α, z) =
1
n
n∑
i=1
E[Ri,i+n].
We now fix z, α ∈ C with Im(α) > 0. In the definitions above, we deal with the expectation
of the summands instead of the random elements. In order to justify this, we need control
of the variance, which we obtain in the following lemma.
Lemma 7.18.
Var
(
1
2n
trR
)
= Oα,z
(
1
n
)
, (51)
Var
(
1
n
n∑
i=1
Ri+n,i
)
= Oα,z
(
1
n
)
, (52)
Var
(
1
n
n∑
i=1
Ri,i+n
)
= Oα,z
(
1
n
)
. (53)
Proof. We begin by noting that
1
n
n∑
i=1
Ri+n,i =
1
n
tr(P2RP1)
and
1
n
n∑
i=1
Ri,i+n =
1
n
tr(P1RP
∗
1 )
where P1 and P2 are partial isometries. Thus, it suffices to prove
Var
(
1
n
tr(PRQ)
)
= Oα,z
(
1
n
)
for arbitrary partial isometries P and Q.
THE ELLIPTIC LAW 41
Let E≤k denote conditional expectation with respect to the σ-algebra generated by the
random vectors
r1(Xn), . . . , rk(Xn), c1(Xn), . . . , ck(Xn).
Define
Yk := E≤k
1
n
tr(PRQ)
for k = 0, 1, . . . , 2n. Clearly {Yk}2nk=0 is a martingale. Define the martingale difference
sequence
αk := Yk − Yk−1
for k = 1, 2, . . . , 2n. Then by construction
2n∑
k=1
αk =
1
n
tr(PRQ)−E 1
n
tr(PRQ).
Thus we need to show that
E
∣∣∣∣∣
2n∑
k=1
αk
∣∣∣∣∣
2
= Oα,z
(
1
n
)
.
Again we introduce the notation Xn,k to denote the matrix Xn with the k-th row and k-th
column replaced by zeros. Let
Vk :=
[
1√
n
Xn,k 0
0 1√
n
X∗n,k
]
and define
Rk := [VkJ1 − Jz − αI]−1 .
Since
E≤k
1
n
tr(PRkQ) = E≤k−1
1
n
tr(PRkQ)
it follows that
αk = E≤k
[
1
n
tr(PRQ)− 1
n
tr(PRkQ)
]
−E≤k−1
[
1
n
(PRQ)− 1
n
trPRkQ)
]
.
Because Vk − V is at most rank 4, we have that
|tr(PRQ)− tr(PRkQ)| ≤ 4‖R((VkJ1 − Jz)− (V J1 − Jz))Rk‖.
We now claim that
‖R((VkJ1 − Jz)− (V J1 − Jz))Rk‖ = Oα,z(1) (54)
uniformly in k. Indeed,
‖R(V J1 − Jz)Rk‖ ≤ 1|Im(α)|‖R(V J1 − Jz)‖ ≤
1
|Im(α)| supt∈R
|t|
|t− α| = Oα,z(1)
since V J1 − Jz is Hermitian. Similarly,
‖R(VkJ1 − Jz)Rk‖ = Oα,z(1)
and (54) follows. Thus
αk = Oα,z
(
1
n
)
uniformly in k.
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By the Burkholder inequality (see [3, Lemma 2.12] for a complex martingale version of the
Burkholder inequality), there exists an absolute constant C > 0 such that
E
∣∣∣∣∣
2n∑
k=1
αk
∣∣∣∣∣
2
≤ CE
2n∑
k=1
|αk|2 = Oα,z
(
1
n
)
.

We are now ready to prove Lemma 7.17.
Proof of Lemma 7.17. Fix z, α ∈ C with Im(α) > 0. By the resolvent identity,
1 + αsn =
1
2n
Etr(RV J1)− z¯
2
un − z
2
tn.
We decompose,
1
2n
Etr(RV J1) =
1
2
A1 +
1
2
A2
where
A1 =
1
n
E
n∑
i=1
(RV J1)ii and A2 =
1
n
E
n∑
i=1
(RV J1)i+n,i+n.
By (50) and Lemma 7.18, we have
A1 =
1
n3/2
E
n∑
i,j=1
Ri,j+nx¯ij
= − 1
n2
E
n∑
i,j=1
[RiiRj+n,j+n + ρRi,i+nRj,j+n − (1− 2µ)ρRi,jRi+n,j+n
− (1− 2µ)Ri,j+nRi,j+n] + oα,z(1)
= −s2n − ρu2n + oα,z(1).
For the second line, we used that the diagonal entries i = j give total contributionOα,z(n
−1/2)
which we write as the oα,z(1) term. For the third line, we used that if
R =
[
R1 R2
R3 R4
]
where R1, R2, R3, R4 are n× n matrices, then∣∣∣∣∣∣ 1n2
n∑
i,j=1
Ri,jRi+n,j+n
∣∣∣∣∣∣ =
∣∣∣∣ 1n2 tr(RT1 R4)
∣∣∣∣ ≤ 1n‖R‖2 ≤ 1n|Im(α)|2
and ∣∣∣∣∣∣ 1n2
n∑
i,j=1
Ri,j+nRi,j+n
∣∣∣∣∣∣ =
∣∣∣∣ 1n2 tr(RT2 R2)
∣∣∣∣ ≤ 1n|Im(α)|2 .
Similarly (using (49) and Lemma 7.18),
A2 = −s2n − ρt2n + oα,z(1).
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Thus
1 + αsn = −s2n −
ρ
2
u2n −
ρ
2
t2n −
z¯
2
un − z
2
tn + oα,z(1). (55)
We now obtain an equation for tn. Again by the resolvent identity
αtn =
1
n3/2
E
n∑
i,j=1
Ri+n,j+nx¯ij − z¯ 1
n
E
n∑
i=1
Ri+n,i+n = A3 − z¯sn,
where
A3 =
1
n3/2
E
n∑
i,j=1
Ri+n,j+nx¯ij .
We repeat almost exactly the same procedure as above (using (50) and Lemma 7.18) and
obtain
A3 = − 1
n2
E
n∑
i,j=1
[Ri+n,iRj+n,j+n + ρRi+n,i+nRj,j+n
− (1− 2µ)ρRi+n,jRi+n,j+n − (1− 2µ)Ri+n,j+nRi,j+n] + oα,z(1)
= −tnsn − ρsnun + oα,z(1).
Again we used the fact the the diagonal entries give contribution Oα,z(n
−1/2) and control
the remaining error terms by writing each as a trace of products of R1, R2, R3, R4. Thus
we conclude
αtn = −tnsn − ρsnun − z¯sn + oα,z(1).
Similarly, we obtain an equation for un:
αun = −unsn − ρsntn − zsn + oα,z(1).
Combining the above equations for tn and un with (55), we arrive at the following system
of three equations:
1 + αsn = −s2n −
ρ
2
u2n −
ρ
2
t2n −
z¯
2
un − z
2
tn + oα,z(1)
αtn = −tnsn − ρsnun − z¯sn + oα,z(1) (56)
αun = −unsn − ρsntn − zsn + oα,z(1).
We note that the system of equations above does not depend on µ. In addition to the case
above, we also consider the case when µ = 1. This corresponds to the real Gaussian case
studied in [31]. Repeating the same calculations as above, we obtain the following system
of equations in the real Gaussian case:
1 + αsˆn = −sˆ2n −
ρ
2
uˆ2n −
ρ
2
tˆ2n −
z¯
2
uˆn − z
2
tˆn + oα,z(1)
αtˆn = −tˆnsˆn − ρsˆnuˆn − z¯sˆn + oα,z(1) (57)
αuˆn = −uˆnsˆn − ρsˆntˆn − zsˆn + oα,z(1).
One can also check that this system matches (5.4), (5.5), and (5.6) from [31]. In [31], it is
shown that for every α, z ∈ C with Im(α) > 0,
lim
n→∞ sˆn = s0
44 HOI H. NGUYEN AND SEAN O’ROURKE
where s0 = s0(α, z) is given by
s0 =
1
2
∫
R
dνz(x)
x− α −
1
2
∫
R
dνz(x)
x+ α
and the family {νz}z∈C determines the elliptic law with parameter ρ by Lemma 7.1.
By Lemma 7.18 and [3, Lemma B.9], it suffices to show that for every α, z ∈ C with
Im(α) > 0,
lim
n→∞ sn = s0 (58)
in order to complete the proof of Lemma 7.17.
Since ‖R‖ ≤ 1Im(α) , it follows that |sn|, |tn|, |un| ≤ 1Im(α) . Similarly, |sˆn|, |tˆn|, |uˆn| ≤ 1Im(α) .
So by Vitali’s convergence theorem, it suffices to show that for any fixed z ∈ C, (58) holds
for any α ∈ C with Im(α) sufficiently large.
Taking Im(α) > 1, we subtract the last two equations of (56) and (57) to obtain
|tn − tˆn| ≤ 1
Im(α)2 − 1 |un − uˆn|+
1 + ρ+ Im(α)|z|
Im(α)2 − 1 |sn − sˆn|+ oα,z(1)
|un − uˆn| ≤ 1
Im(α)2 − 1 |tn − tˆn|+
1 + ρ+ Im(α)|z|
Im(α)2 − 1 |sn − sˆn|+ oα,z(1).
Taking Im(α) sufficiently large (in terms of ρ and |z|) we can write (say)
|tn − tˆn| ≤ 1
100
|un − uˆn|+ 1
100
|sn − sˆn|+ oα,z(1)
|un − uˆn| ≤ 1
100
|tn − tˆn|+ 1
100
|sn − sˆn|+ oα,z(1)
and hence
|tn − tˆn| ≤ 2
99
|sn − sˆn|+ oα,z(1)
|un − uˆn| ≤ 2
99
|sn − sˆn|+ oα,z(1).
We now subtract the first equations of (56) and (57) and apply the bounds above to obtain
|sn − sˆn| ≤ 8
99
|sn − sˆn|+ oα,z(1)
for Im(α) > max{99, |z|}.
This implies that for any α, z ∈ C fixed with Im(α) sufficiently large,
sn = sˆn + o(1)
and the proof of Lemma 7.17 is complete. 
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Appendix A. Proof of Theorem 3.2
Our first step is to obtain the following.
Claim A.1 (upper bound for small ball probability). We have
sup
a
P
(∣∣∣∣∣∑
i
(aixi + bix
′
i)− a
∣∣∣∣∣ ≤ r
)
≤ exp(pir2)
∫
C
exp
(
−
n∑
i=1
Eξ1,ξ2,ξ′1,ξ′2‖Re(2(ξ1 − ξ′1)ait+ 2(ξ2 − ξ′2)bit)‖2R/Z − pi|t|2
)
dt,
where ‖z‖R/Z is the distance from a real number z to its nearest integer.
Proof. (of Claim A.1) First of all, we have
P
(
n∑
i=1
(aixi + bix
′
i) ∈ B(a, r)
)
= P
∣∣∣∣∣
n∑
i=1
aixi + bix
′
i − a
∣∣∣∣∣
2
≤ r2

= P
(
exp(−pi|
n∑
i=1
aixi + bix
′
i − a|2) ≥ exp(−pir2)
)
≤ exp(pir2)E exp
−pi ∣∣∣∣∣
n∑
i=1
aixi + bix
′
i − a
∣∣∣∣∣
2
 .
Note that for any z ∈ R2, exp(−pi|z|2) = ∫C e(zt) exp(−pi|t|2)dt, where e(u) := exp(2pi√−1Re(u)).
Thus,
P
(
n∑
i=1
aixi + bix
′
i ∈ B(a, r)
)
≤ exp(pir2)
∫
C
Ee
((
n∑
i=1
aixi + bix
′
i
)
t
)
e(−at) exp(−pi|t|2)dt.
Next, because of independence we have |Ee((∑ni=1 aixi+ bix′i)t)| = ∏ni=1 |Ee(xiait+x′ibit)|,
and so
|Ee(xiait+ x′ibit)| ≤ |Ee(xiait+ x′ibit)|2/2 + 1/2
= Eξ1,ξ2,ξ′1,ξ′2e
(
(ξ1 − ξ′1)ait+ (ξ2 − ξ′2)bit
)
/2 + 1/2
= Eξ1,ξ2,ξ′1,ξ′2 cos
(
2piRe
(
(ξ1 − ξ′1)ait+ (ξ2 − ξ′2)bit
))
/2 + 1/2
≤ exp
(
−Eξ1,ξ2,ξ′1,ξ′2‖Re
(
2(ξ1 − ξ2)ait+ 2(ξ′1 − ξ′2)bit
)‖2R/Z),
where the random vector (ξ′1, ξ′2) is an identical independent copy of (ξ1, ξ2), and in the last
inequality we estimated crudely | cospiz| ≤ 1− sin2(piz)/2 ≤ 1− 2‖z‖2R/Z < exp(−‖z‖2R/Z).

Observe that, as (ξ1, ξ2) belongs to a given (µ, ρ)-family, so does the pair (ω1, ω2) := ((ξ1 −
ξ′1)/2, (ξ2 − ξ′2)/2). Intuitively, for E|ψ1|2 = E|ψ2|2 = 1 and |ρ| = |E[ψ1ψ2]| < 1, these two
random variables are essentially not multiples of each other. We summarize this useful fact
as a claim below.
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Claim A.2. Assume that (ω1, ω2) belongs to a given (µ, ρ)-family. Then there exist posi-
tive numbers α, δ, c0, C0 and two Lebesgue-measurable sets R1 and R2 in the set {(x, y) ∈
C2, c0 < |x|, |y| < C0} such that P((ω1, ω2) ∈ R1),P((ω1, ω2) ∈ R2) ≥ δ and |a/b−c/d| > α
for any (a, b) ∈ R1 and (c, d) ∈ R2.
Proof. (of Claim A.2) Let 0 be a sufficiently small positive constant to be chosen. There
exist positive numbers c0, C0 depending on ω1, ω2 and on 0 such that the truncated random
variables ψ1 := ω11c0<|ω1|<C0 , ψ2 := ω21c0<|ω2|<C0 satisfy the following
(1) 1− 0 ≤ E|ψ1|2,E|ψ2|2 ≤ 1 + 0,
(2) |ρ| − 0 ≤ |E[ψ1ψ2]| ≤ |ρ|+ 0.
Observe that it suffices to justify the claim for the truncated pair (ψ1, ψ2). Set k to be
a sufficiently large integer. We divide the square Q := {z ∈ C, |Im(z)|, |Re(z)| ≤ C0/c0}
into k2 closed smaller squares Q1, . . . , Qk2 of size 2C0/kc0 each, and then divide the region
R := {(x, y) ∈ C2, c0 < |x|, |y| < C0} into k2 closed regions Ri, i = 1, . . . , k2 depending on
whether x/y belongs to Qi or not. Note that if (x, y) ∈ R then the complex number x/y
has absolute value bounded from above and below by C0/c0 and c0/C0 respectively, and so
x/y ∈ Q.
We next claim that for sufficiently small δ > 0 (depending on c0, C0, k), there are squares
Qi0 , Qj0 that are not adjacent (i.e. sharing a common edge) and that P(ψ1/ψ2 ∈ Qi0) ≥ δ
and P(ψ1/ψ2 ∈ Qj0) ≥ δ. Indeed, assuming otherwise, P(ψ1/ψ2 ∈ Qi) < δ holds for all but
at most 9 adjacent squares. The larger square Q′ formed by these adjacent ones has size at
most 6C0/kc0 which satisfies
P(ψ1/ψ2 ∈ Q′) ≥ 1− (k2 − 9)δ.
We now concentrate on the event ψ1/ψ2 ∈ Q′. Because of the definition, there exists a
number c such that if x/y ∈ Q′ then the difference |x/y − c| can be bounded crudely by
6C0/kc0. Without loss of generality, we assume that |c| ≥ 1. (Otherwise we consider the
ratio ψ2/ψ1 instead). Clearly,
|E[ψ1ψ2]| ≥ |E[ψ1ψ21ψ1/ψ2∈Q′ ]| − |E[ψ1ψ2(1− 1ψ1/ψ2∈Q′ ]|.
The expectation of the second term can be bounded crudely from above by C20 (k
2 − 9)δ,
while the expectation of the first term can be bounded from below by (|c|−6C0/kc0)E|ψ1|2−
C20 (k
2−9)δ, which is at least (1−6C0/kc0)(1−0)−C20 (k2−9)δ because |c| ≥ 1 and E|ψ1|2 ≥
1−0 from item 1 above. Finally, by choosing k to be large enough (depending on 0, c0, C0)
and then δ to be small enough (depending on 0, C0 and k), we obtain a lower bound 1−20
for |E[ψ1ψ2]|. This is impossible as from item 2 we have |E[ψ1ψ2]| ≤ |ρ|+ 0 < 1− 20.
In summary, we have obtained two closed sub-regions Ri0 , Rj0 of R such that the cor-
responding squares Qi0 and Qj0 are not adjacent and that both P(ψ1/ψ2 ∈ Qi0) and
P(ψ1/ψ2 ∈ Qj0) are greater than δ. By definition, as Qi0 and Qj0 are not adjacent, we have
|a/b− c/d| ≥ 2C0/kc0 as long as (a, b) ∈ Ri0 and (c, d) ∈ Rj0 , completing the proof. 
We now apply Claim A.1 and A.2 to prove Theorem 3.2. Our method here follows [35] with
non-trivial modifications.
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Proof. (of Theorem 3.2) For short, set a′i := β
−1ai, b′i := β
−1bi. Also, we will denote by
z and z′ the random variables 2(ξ1 − ξ2) and 2(ξ′1 − ξ′2) respectively, where (ξ′1, ξ′2) is an
identical independent copy of (ξ1, ξ2). By definition, we have
γ = sup
a
P
(∣∣∣∣∣∑
i
(aixi + bixi)− a
∣∣∣∣∣ ≤ β
)
= sup
a
P
(∣∣∣∣∣∑
i
(a′ixi + b
′
ix
′
i)− a
∣∣∣∣∣ ≤ 1
)
= n−O(1).
Set M := 2A log n where A is large enough. From Claim A.1 and the fact that γ ≥ n−O(1)
we easily obtain
γ
2
≤
∫
|t|≤M
exp
(
−
n∑
i=1
Eξ1,ξ2,ξ′1,ξ′2
∥∥∥Re(2(ξ1 − ξ′1)a′it+ 2(ξ2 − ξ′2)b′it))∥∥∥2
R/Z
− pi|t|2
)
dt
=
∫
|t|≤M
exp
(
−
n∑
i=1
Ez,z′
∥∥∥Re(za′it+ z′b′it)∥∥∥2
R/Z
− pi|t|2
)
dt. (59)
Large level sets. For each integer 0 ≤ m ≤M we define the level set
Sm :=
{
t ∈ C :
n∑
i=1
Ez,z′
∥∥∥Re(za′it+ z′b′it)∥∥∥2
R/Z
+ |t|2 ≤ m
}
.
Then it follows from (59) that
∑
m≤M µ(Sm) exp(−m2 + 1) ≥ γ, where µ(·) denotes the
Lebesgue measure of a measurable set. Hence there exists m ≤ M such that µ(Sm) ≥
γ exp(m4 − 2).
Next, since Sm ⊂ B(0,
√
m), by the pigeon-hole principle there exists an absolute constant
c and a ball B(x0,
1
2) ⊂ B(0,
√
m) such that
µ
(
B
(
x0,
1
2
)
∩ Sm
)
≥ cµ(Sm)m−1 ≥ cγ exp
(m
4
− 2
)
m−1.
Consider t1, t2 ∈ B(x0, 1/2)∩Sm. By the Cauchy-Schwarz inequality (note that Ez,z′‖Re(za′it+
z′b′it)‖2R/Z satisfies the triangle inequality in t) we have
n∑
i=1
Ez,z′
∥∥∥Re(za′i(t1 − t2) + z′b′i(t1 − t2))∥∥∥2
R/Z
≤ 2
(
n∑
i=1
Ez,z′
∥∥∥Re(za′it1 + z′b′it1)∥∥∥2
R/Z
+
n∑
i=1
Ez,z′
∥∥∥Re(za′it2 + z′b′it2)∥∥∥2
R/Z
)
≤ 4m.
Since t1− t2 ∈ B(0, 1) and µ(B(x0, 12)∩ Sm−B(x0, 12)∩ Sm) ≥ µ(B(x0, 12)∩ Sm), if we put
T :=
{
t ∈ B(0, 1) :
n∑
i=1
Ez,z′
∥∥∥Re(za′it+ z′b′it)∥∥∥2
R/Z
≤ 4m
}
,
then
µ(T ) ≥ cγ exp
(m
4
− 2
)
m−1.
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Discretization. Choose N to be a sufficiently large prime (depending on the set T ). Define
the discrete box
B0 :=
{
k1/N +
√−1k2/N : k1, k2 ∈ Z,−N ≤ k1, k2 ≤ N
}
.
We consider all the shifted boxes z +B0, where (Re(z), Im(z)) ∈ [0, 1/N ]2. By the pigeon-
hole principle, there exists z0 such that the size of the discrete set (z0 +B0) ∩ T is at least
the expectation, |(z0 +B0)∩ T | ≥ N2µ(T ) (to see this, we first consider the case when T is
a box itself).
Let us fix some t0 ∈ (z0 +B0) ∩ T . Then for any t ∈ (z0 +B0) ∩ T we have
n∑
i=1
Ez,z′
∥∥∥Re(za′i(t− t0) + z′b′i(t− t0))∥∥∥2
R/Z
≤ 2
n∑
i=1
Ez,z′
∥∥∥Re(za′it+ z′b′it)∥∥∥2
R/Z
+ 2
n∑
i=1
Ez,z′
∥∥∥Re(za′it0 + z′b′it0)∥∥∥2
R/Z
≤ 16m.
Notice that t0− t ∈ B1 := B0−B0 = {k1/N +
√−1k2/N : k1, k2 ∈ Z,−2N ≤ k1, k2 ≤ 2N}.
Thus there exists a subset S of size at least cN2γ exp(m4 − 2)m−1 of B1 such that the
following holds for any s ∈ S
n∑
i=1
Ez,z′
∥∥∥Re(za′is+ z′b′is)∥∥∥2
R/Z
≤ 16m.
Double counting and separation. By definition of S, we have
Ez,z′
∑
s∈S
n∑
i=1
∥∥∥Re(za′is+ z′b′is)∥∥∥2
R/Z
≤ 16m|S|.
Notice that, for z = 2(ξ1 − ξ′1) and z′ = 2(ξ2 − ξ′2), (z/4, z′/4) belongs to the (µ, ρ)-family.
By Claim A.2, there exist (c1, c2) ∈ R1 and (c′1, c′2) ∈ R2 such that∑
s∈S
n∑
i=1
∥∥∥Re((4c1a′i + 4c2b′i)s)∥∥∥2
R/Z
≤ 16δ−1m|S|
and ∑
s∈S
n∑
i=1
∥∥∥Re((4c′1a′i + 4c′2b′i)s)∥∥∥2
R/Z
≤ 16δ−1m|S|.
From now on, for brevity, we denote by vi the complex number 4c1a
′
i + 4c2b
′
i for 1 ≤ i ≤ n,
and by vn+i the complex number 4c
′
1a
′
i + 4c
′
2b
′
i for 1 ≤ i ≤ n. We then have∑
s∈S
2n∑
i=1
‖Re(vis)‖2R/Z ≤ 32δ−1m|S|.
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Switching to R2. Next, for convenience, we view each vi as the vector (Re(vi), Im(vi))
and each s ∈ S as the vector (Re(s),−Im(s)) of R2. So we can write Re(vis) as 〈vi, s〉, and
thus obtain the new estimate in R2,∑
s∈S
2n∑
i=1
‖〈vi, s〉‖2R/Z ≤ 32δ−1m|S|.
Let n′ be any number between n and 2n. We say that an index 1 ≤ i ≤ 2n is bad if∑
s∈S
‖〈vi, s〉‖2R/Z ≥
32δ−1m|S|
n′
.
Then the number of bad indices is at most n′. Let V be the set of remaining vi’s. Thus V
contains at least 2n− n′ elements (counting multiplicities). In the rest of the proof, we are
going to show that the set V is close to a GAP.
Dual sets. Consider an arbitrary good index i, we have∑
s∈S
‖〈s, vi〉‖2R/Z ≤ 32δ−1m|S|/n′.
Set k :=
⌊√
n′
2048pi2δ−1m
⌋
and let Vk := k(V ∪{0}), the Minkowski sum of k copies of V ∪{0}.
By the Cauchy-Schwarz inequality, for any v ∈ Vk we have∑
s∈S
2pi2‖〈s, v〉‖2R/Z ≤
|S|
2
,
which implies ∑
s∈S
cos(2pi〈s, v〉) ≥ |S|
2
.
Observe that for any x ∈ C(0, 1512) (the ball of radius 1/512 in the ‖ · ‖∞ norm) and any
s ∈ S ⊂ C(0, 2) we always have cos(2pi〈s, x〉) ≥ 1/2 and sin(2pi〈s, x〉) ≤ 1/12. Thus for any
x ∈ C(0, 1512), ∑
s∈S
cos (2pi〈s, (v + x)〉) ≥ |S|
4
− |S|
12
=
|S|
6
.
On the other hand one can easily check that∫
x∈[0,N ]2
(∑
s∈S
cos(2pi〈s, x〉)
)2
dx ≤
∑
s1,s2∈S
∫
x∈[0,N ]2
exp
(
2pi
√−1〈s1 − s2, x〉
)
dx
 |S|N2.
Hence we deduce the following
µx∈[0,N ]2
((∑
s∈S
cos(2pi〈s, x〉)
)2 ≥ ( |S|
6
)2
)
 |S|N
2
(|S|/6)2 
N2
|S| .
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Now using the fact that S has large size, |S|  N2γ exp(m4 − 2)m−1, and N was chosen to
be large enough so that Vk + C(0,
1
512) ⊂ [0, N ]2, we have
µ
(
Vk + C
(
0,
1
512
))
 γ−1 exp
(
−m
4
+ 2
)
m.
Thus, we have obtained the following
µ
(
k(V ∪ {0}) + C
(
0,
1
512
))
 γ−1 exp
(
−m
4
+ 2
)
m. (60)
Let D := 2048×16× δ−1 = Θ(δ−1). We approximate each vector v of V by a closest vector
in ( ZDk )
2, ∥∥∥v − u
Dk
∥∥∥
2
≤
√
2
Dk
, with u ∈ Z2.
Let U be the union of the collection of all such u with {0}. Since ∑v∈V ‖v‖22 = O(β−2), we
have ∑
u∈U
‖u‖22 = Oδ−1(k2β−2). (61)
It follows from (60) that
|k(U + C0(0, 1))| = O
(
γ−1(Dk)2 exp(−m
4
+ 2)m
)
= O
(
γ−1k2 exp(−m
4
+ 2)m
)
, (62)
where C0(0, r) is the discrete cube C0(0, r) = {(x, y) ∈ Z2, |x|, |y| ≤ r}.
We next pause to recall some useful results from [35] and [41]. For any integer t ≥ 1, we
say that a symmetric GAP Q = {k1g1 + · · ·+ krgr, ki ∈ Z, |ki| ≤ Ni} is t-proper if the GAP
tQ = {k1g1 + · · ·+ krgr, ki ∈ Z, |ki| ≤ tNi} is proper.
Lemma A.3. [41, Theorem 1.21, also Theorem 1.17] Let A > 0 be a constant. Assume
that X is a subset of integers such that |lX| ≤ lA|X| for some number l ≥ 2. Then lX is
contained in a symmetric 2-proper GAP Q of rank r = OA(1), and of cardinality OA(|lX|).
Lemma A.4. [35, Lemma A.2] Assume that 0 ∈ X and that P = {∑ri=1 xiai : |xi| ≤ Ni}
is a symmetric 2-proper GAP that contains kX. Then X ⊂ {∑ri=1 xiai : |xi| ≤ 2Ni/k}.
Thus by (62) and Lemma A.3, there exists a 2-proper symmetric GAP R = {∑ri=1 xigi :
|xi| ≤Mi} that contains k(U + C0(0, 1)) and
r = O(1) and |R| = O(γ−1k2 exp(−m
4
+ 2)m). (63)
Furthermore, by Lemma A.4
U + C0(0, 1) ⊂ P :=
{
r∑
i=1
xigi : |xi| ≤ 2Mi/k
}
.
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We remark that as k(U + C0(0, 1)) is a dense copy of R, there exist m1,m2 = O(1) such
that the dilated GAP m1 ·R can be contained in the set m2k(U +C0(0, 1)) (see for instance
[40, Lemma B.3]). Using (61), we conclude that all the generators gi of P are bounded,
‖gi‖2 = O(kβ−1).
Next, since C0(0, 1) ⊂ P , the rank r of P (and R) is at least 2. We consider the following
two cases.
Case 1: r ≥ 3. Recall that |P | = O(γ−1k(2−r) exp(−m4 + 2)m) = O(γ−1/
√
n′). Let
Q :=
β
Dk
· P.
It is clear that Q satisfies all of the conditions of Theorem 3.2. (Note that, in this case, we
obtain a stronger approximation; almost all elements of V are O(β
√
logn′√
n′
)-close to Q.)
Case 2: r = 2. Because the unit vectors e1 = (1, 0), e2 = (0, 1) belong to P = {
∑2
i=1 xigi :
|xi| ≤ 2Mi/k} ⊂ Z2, the set of generators g1, g2 forms a basis with unit determinant in R2.
In this case we will be making use of R. Note that by definition C0(0, k) ⊂ R.
Let r0 be the smallest positive number such that
|6R ∩ C0(0, r0k)| ≥ 50|R|/k. (64)
By definition,
|6R ∩ C0(0, r0k/2)| < 50|R|/k. (65)
Now let p ∈ P be an arbitrary element of P , then one has
‖p‖∞ ≤ 2r0k.
Indeed, assume otherwise, then the sets jp + (6R ∩ C0(0, r0k)),−k ≤ j ≤ k are disjointly
sitting inside 2R+ 6R = 8R; thus
2k|6R ∩ C0(0, r0k)| ≤ |8R| < 100|R|,
where we used the fact that R has rank 2 in the last estimate, a contradiction against (64).
For later use, we record a useful fact as follows.
Fact A.5. For any z0 ∈ R2 we have
|3R ∩ (z0 + C0(0, r0k/4))| ≤ 50|R|/k.
Proof. (of Fact A.5) By the elementary bound |X| ≤ |X −X| and by (65),
|3R ∩ (z0 + C0(0, r0k/4))| ≤ |[3R ∩ (z0 + C0(0, r0k/4))]− [3R ∩ (z0 + C0(0, r0k/4)]|
≤ |6R ∩ C0(0, r0k/2)|
≤ 50|R|/k.

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We next consider two subcases.
Subcase 1. Suppose r0 < 10. Then as P ⊂ C0(0, 2r0k) ⊂ C0(0, 20k), it is easy to find a
GAP S of size O(1) which is k-close to P (and hence k-close to U because U ⊂ P ).
Subcase 2. Suppose r0 ≥ 10. Note that P ⊂ R ∩ C0(0, 2r0k). With room to spare, let Z
be the intersection of 2R ∩ C0(0, (2r0 + 1)k) with the lattice Γ := {(ki, kj), i, j ∈ Z}. Note
that Z in non-empty. We next state some nice properties about Z.
Claim A.6. We have
(1) P (and hence U) are O(k)-close to Z.
(2) There is a GAP S of small rank and size O(|Z|) that contains Z.
(3) The size of Z is O(γ−1/
√
n′).
Proof. (of Claim A.6) For part 1, note that
P + C0(0, k) ⊂ [R ∩ C0(0, 2r0k)] + C0(0, k) ⊂ 2R ∩ C0(0, (2r0 + 1)k).
Thus (P + C0(0, k)) ∩ Γ ⊂ Z. In other words, for every element p ∈ P , there exists z ∈ Z
such that ‖z − p‖2 ≤
√
2k.
For 2, because the generators g1, g2 of Q form a basis with unit determinant in R
2, we can
view Z as the intersection between Γ and the symmetric convex body in R2 that corresponds
to conv(2R ∩ C0(0, (2r0 + 1)k)). Thus Z can be contained in a GAP S of rank 2 and size
|S| = O(|Z|) by [50, Lemma 3.36].
For 3, note that the sets z+(R∩C0(0, k/4)), z ∈ Z are disjointly lying inside 3R∩C0(0, 3r0k),
and so
|Z| ≤ |3R ∩ C0(0, 3r0k)||R ∩ C0(0, k/4)| =
|3R ∩ C0(0, 3r0k)|
|C0(0, k/4)| ≤
O(|R|/k)
k2
= O(γ−1 exp(−m
4
+2)m/k) = O(γ−1/
√
n′),
where in the third estimate we decomposed C0(0, 3r0k) into disjoint copies of C0(0, r0k/4)
and applied Fact A.5, and we used the bound in (63) for |R| in the second to last estimate.

Therefore, in both subcases P is O(k)-close a GAP S of small rank and size O(1+γ−1/
√
n′).
To obtain Q as concluded in Theorem 3.2 we just set
Q :=
β
Dk
· S.

Appendix B. Proof of Lemma 4.3
Set a′ij := aij/β. By definition,
γ = sup
a,bi,b′i
Px,x′
(
|
∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i − a| ≤ 1
)
≥ n−B.
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By Markov’s inequality we have
Px,x′
(|∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i − a| ≤ 1
)
= P
(
exp(−pi
2
|
∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i − a|2 ≥ exp(−
pi
2
)
)
≤ exp(pi
2
)Ex,x′ exp
(− pi
2
|
∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i − a|2
)
≤ exp(pi
2
)
∫
C
∣∣Ex,x′e[(∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i) · t]
∣∣ exp(−pi
2
|t|2)dt
≤ exp(pi
2
)(
√
2pi)2
∫
C
∣∣Ex,x′e[(∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i)) · t]
∣∣ exp(−pi
2
|t|2)/(
√
2pi)2dt
where in the fourth equation we used the identity exp(−pi2 |x|2) =
∫
C e(xt) exp(−pi2 |t|2)dt.
Consider x = (x1, . . . , xn) as (xU ,xU¯ ) and x
′ = (x′1, . . . , x′n) as (x′U ,x
′¯
U
), where xU ,x
′
U and
xU¯ ,x
′¯
U
are the vectors corresponding to i ∈ U and i /∈ U respectively. After a series ap-
plications of the identity
∫
C exp(−pi2 |t|2)/(
√
2pi)2dt = 1 and the Cauchy-Schwarz inequality,
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we obtain
[∫
C
∣∣∣Ex,x′e((∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i) · t
)∣∣∣ exp(−pi
2
|t|2)/(
√
2pi)2dt
]4
≤
[∫
C
∣∣∣Ex,x′e((∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i)) · t
)∣∣∣2 exp(−pi
2
|t|2)/(
√
2pi)2dt
]2
≤
[∫
C
ExU ,x′U
∣∣∣ExU¯ ,x′¯U e((∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i)) · t
)∣∣∣2 exp(−pi
2
|t|2)/(
√
2pi)2dt
]2
=
[∫
C
ExU ,x′UExU¯ ,x
′¯
U
,yU¯ ,y
′¯
U
e
(( ∑
i∈U,j∈U¯
a′ijxi(x
′
j − y′j) +
∑
i∈U¯ ,j∈U
a′ij(xi − yi)x′j +
∑
j∈U¯
bj(xj − yj)
+
∑
j∈U¯
b′j(x
′
j − y′j) +
∑
i∈U¯ ,j∈U¯
a′ij(xix
′
j − yiy′j)
) · t) exp(−pi
2
|t|2)/(
√
2pi)2dt
]2
≤
∫
C
ExU¯ ,x′¯U ,yU¯ ,y
′¯
U
∣∣∣ExU ,x′U e(( ∑
i∈U,j∈U¯
a′ijxi(x
′
j − y′j) +
∑
i∈U¯ ,j∈U
a′ij(xi − yi)x′j) +
∑
j∈U¯
bj(xj − yj)
+
∑
j∈U¯
b′j(x
′
j − y′j) +
∑
i∈U¯ ,j∈U¯
a′ij(xix
′
j − yiy′j)
) · t) exp(−pi
2
|t|2)/(
√
2pi)2dt
∣∣∣2
=
∫
C
ExU ,yU ,xU¯ ,yU¯ ,x′U ,y
′
U ,x
′¯
U
,y′¯
U
e
(( ∑
i∈U,j∈U¯
a′ij(xi − yi)(x′j − y′j)
+
∑
i∈U¯ ,j∈U
a′ij(xi − yi)(x′j − y′j)
) · t) exp(−pi
2
|t|2)/(
√
2pi)2dt
=
∫
C
Ev,we
(
(
∑
i∈U,j∈U¯
a′ijviwj +
∑
i∈U¯ ,j∈U
a′ijviwj) · t
)
exp(−pi
2
|t|2)/(
√
2pi)2dt
= (1/
√
2pi)2Ev,w exp(−pi
2
|
∑
i∈U,j∈U¯
a′ijviwj +
∑
i∈U¯ ,j∈U
a′ijviwj |2), (66)
where (yU ,y
′
U ) and (yU¯ ,y
′¯
U
) are independent identical copies of (xU ,x
′
U ) and (xU¯ ,x
′¯
U
)
respectively, and v := x− y,w := x′ − y′.
Thus
γ4 =
(
Px,x′(|
∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i − a| ≤ 1)
)4
≤ exp(4pi)(2pi)4
(∫
C
∣∣∣Ex,x′e[(∑
i,j
a′ijxix
′
j +
∑
i
bixi +
∑
i
b′ix
′
i)) · t
]∣∣∣ exp(−pi
2
|t|2)/(
√
2pi)2dt
)4
≤ exp(4pi)(2pi)3Ev,w exp(−pi
2
|
∑
i∈U,j∈U¯
a′ijviwj +
∑
i∈U¯ ,j∈U
a′ijviwj |2).
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Because γ ≥ n−B, the inequality above implies that
Pv,w
(
|
∑
i∈U,j∈U¯
a′ijviwj +
∑
i∈U¯ ,j∈U
a′ijviwj | = OB(
√
log n)
)
≥ 1
2
γ4/((2pi)3 exp(4pi)).
Scaling back to aij , we thus obtain
Pv,w
(
|
∑
i∈U,j∈U¯
aijviwj +
∑
i∈U¯ ,j∈U
aijviwj | = OB(β
√
log n)
)
≥ 1
2
γ4/((2pi)3 exp(4pi)),
completing the proof.
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