Support vector machine is a well-known and computationally powerful machine learning technique for pattern classification and regression problems, which has been successfully applied to solve many practical problems in a wide variety of fields. Nonparallel Support Vector Machine (NPSVM) which is an extension of Twin-SVMs, is proved to be theoretically and practically more flexible and superior than TWSVMs and also it overcomes several drawbacks of the existing typical SVMs in order to be applicable in large-scale data sets. However, one of the difficulties in successful implementation of NPSVM is its different parameters, which should be well adjusted during the training process. In fact, the generalization power, robustness and sparsity of NPSVM are extremely depended on well setting of its parameters. In this paper, we propose a hybrid approach for parameter determination of the NPSVM by Particle Swarm Optimization techniques. Furthermore, in order to increase the sparsity of NPSVM and to reduce the training time, we take into account the number of support vectors (SVs) along with classification accuracy as a weighted objective function. Our experiments on several public datasets show that the proposed method can achieve better classification accuracy compare to that of TWSVM and NPSVM with less computational time.
Introduction
Support vector machines (SVMs) are outstanding machine learning methods proposed by Vapnik [1] which is applied in many real-life problems. SVM is based on Statistical Learning Theory (SLT) that tries to minimize the structural risk instead of minimize the empirical risk. This characteristic gives a good robustness and generalization power to the SVM. In a binary and linearly separable classification problem, SVM tries to find the separating hyper-plane by maximizing the margin between the separating hyper-plane and the closest data points of each class [1, 2] . In a case that the data points are not linearly separable, some kernel functions have been introduced to the SVM to map the original data to a high dimensional feature space in which the problem becomes linearly separable [1] [2] [3] [4] [5] .
In the recent years, some new extensions of SVM such as Bounded SVM [6] , v-SVM [7] , least squares SVM [8] , Twin SVM [9] and NPSVM [10] has been proposed. Among these models of SVM, nonparallel hyperplane SVM includes; the generalized eigenvalue proximal support vector machine (GEPSVM) [11] , the twin support vector machine (TWSVM) [9] and Nonparallel Support Vector Machine (NPSVM) [10, 12] has attracted many interests. In a binary case, these group of SVMs have some advantages over the conventional SVMs, so that by seeking the two nonparallel proximal hyperplanes such that each hyperplane is closer to one of the two classes and is at least one distance far from the other. For example, TWSVM by solving two smaller quadratic programming problems (QPPs) instead of a larger one, increases the training speed by approximately fourfold compared to that of standard SVM. Although TWSVM has been studied extensively by many researchers, a good review on application of TWSVM from 2007 to 2014 is provided in [13] , this classifier suffers from some problems and shortcoming [14] . Among the extensions of TWSVMs, the nonparallel support vector machine (NPSVM) [10, 12] is theoretically and empirically superior to the TWSVM and overcomes several drawbacks of the existing TWSVMs [15] .
Because of different parameters applied in NPSVM, which their values should be defined by the user, the generalization power, robustness and sparsity of Nonparallel Support Vector Machine will be affected if they do not well set. The parameters of NPSVM include 0, = 1, . . ,4 which is penalty constant, in theinsensitive loss function, parameters used in the Kernel function. The penalty constant affects the trade-off between model complexity and the proportion of nonseparable samples. The parameter , or , , is the weighting factor which determines the trade-off between the regularization term and the empirical risk [13] . The value of determines the smoothness of the SVM's decision boundary and the number of support vectors, so that the bigger , the fewer support vectors are selected. Different value for will directly affect the flexibility of separating hyper-plane, and it is caused shifting in the resulting decision boundary. All these parameters have considerable effect on the generalization power of NPSVM, which this issue shows the significant role of a proper model parameter setting to improve the NPSVM classification accuracy. Although the most common technique for SVM parameters selection is grid algorithm, time-consuming and local optimality are the most drawbacks of this method [4] . In this study, we try to provide parameters sensitivity analysis of NPSVM and instead of using the grid search algorithm to find the optimal value for the NPSVM parameters, a hybrid approach based on particle swarm optimization (PSO) [16] has been proposed. PSO is a population-based search algorithm that inspired by social behaviour in nature. It is a powerful, easy to implement, and computationally efficient optimization technique [17] .
The remainder of this paper is organized as follows. In section 2, we present the related works. Section 3 gives a brief overview of NPSVM, PSO then in section 4, explanation of proposed PSO-NPSVM is presented. The experimental results and discussion are presented in section 5. Finally, we conclude and provide future works in section 6.
Related Works
In the recent years, with the promising results gained by Swam intelligence techniques, especially Particle Swarm Optimization (PSO), this approach has been widely used to solve complex problems in a variety of domains such as computer science, medicine, finance and engineering [18] . PSO is a population-based intelligent optimization technique which tries to simulate the social behaviour of individuals such as a flock of birds, a school of fish swims or a colony of ants. As discussed by the authors in [16, 19, 20] , PSO compares with the other algorithms in this group has several advantages such as simple to implement, scalability, robustness, quick in finding approximately optimal solutions and flexibility. Combining the SVM with PSO for improving its performance attracts the attention of many researchers. In Table 1 , we summarized the proposed approaches applied in different domains. [21] Multidimensional time series CPSO-g-SVRM Instead of e-insensitive loss function, Gaussian loss function proposed to the SVR in order to reduce the effect of noises on the regression estimates. The Chaotic PSO is utilized to setting the parameters of proposed g-SVRM.
Liu & Zhou [22] Chemometrics data CPSO-LS-SVM A hybrid methodology based on least square-support vector machine (LS-SVM) optimized by CPSO named "CPL-SVM" is proposed in order to improve the classification accuracy.
Zhai & Jiang [23] Sense-throughfoliage target detection DEPSO-SVM A new hybrid differential evolution and self-adaptive particle swarm optimization (DEPSO) algorithm are adopted to optimize the parameters of SVM. The author used four variant radar target echo signals for evaluation of proposed method and the comparison among DEPSO-SVM, PSOSVM, canonical SVM, BPNN and KNN is done.
Zhai & Jiang [24] Target Detection ACPSO-SVM An adaptive chaos particle swarm optimization (ACPSO) is proposed to determine the optimal parameters for SVM.
Dong et al [25]
Hourly solar irradiance forecasting
PSO-SVR
The authors proposed a hybrid forecasting method to predict hourly resolution solar irradiance data using self-organizing maps, support vector regression and particle swarm optimization. PSO is utilized to setting the parameters of SVR.
Kuo et al [21] Radio frequency identification HIP-SVM Optimizing the SVM parameters by a hybrid method consist of artificial immune system (AIS) and particle swarm optimization (PSO).
Jian et al [11] Forecast largescale goaf instability PSO-SVM A model based on SVM and PSO are developed to build a model for the determination of large-scale goaf instability from various underground metal mines.
Chen & Kao [14] TAIEX PSO-SVM The proposed method is based on fuzzy time series, particle swarm optimization techniques and support vector machines for forecasting the TAIEX.
Chen et al [4] Fault diagnosis CPSO-MSVM A hybrid method based on multi-kernel support vector machine (MSVM) with chaotic particle swarm optimization (CPSO) for roller bearing fault diagnosis. In this method local tangent space alignments (LTSA) adopted as a feature selection method.
Background

Nonparallel Support Vector Machine (NPSVM)
Let's consider the training set = {( , +1), … . , , +1 
where ( . ) is the dot product between and . In NPSVM, the two convex quadratic programming problems (QPPs) formulate as following [10, 26] :
, , ) , In order to get the solutions of problems (2) and (3), we need to solve their dual problems:
In the above formulation the variables defined as follows:
And
Denote the optimal solution of the dual problem (4) and (7) as and respectively. The decision functions of these two models defined as:
Where b+ ,b-can be obtained based on the complementary slackness conditions.
Separately, a new point is therefore predicted to the class ( , +) by arg | ( )|.
In the nonlinearly separable cases, some kernel functions , have been proposed to map ( . ) in the original input space to ( ) ( ) in some high-dimensional feature space, the most widely used kernel function introduced as follows:
Radial-Basis function (RBF): =
Where p is the polynomial order and is the predefined parameter controlling the width of the Gaussian kernel. By adopting RBF kernel in this study, the number of parameters in NPSVM which need to be tuned during the training process consist of: as penalty constants, include , and , in model 2 and 3 respectively, as an insensitivity parameter in the -insensitive loss function, as RBF kernel parameter.
Different values for the above parameters will directly affect the generalization power, robustness and sparsity of Nonparallel Support Vector Machine and it is caused shifting in the resulting decision boundary. The effect of different values for NPSVM's parameters on the separating hyper-plane and decision boundary has been shown in Figure 1. 
Particle swarm optimization
The particle swarm optimization was firstly introduced by Kennedy and Eberhart in 1995 [16] . It is a population based meta-heuristic method categorized in the Swarm intelligence techniques which were inspired by animal's collective behavior such as bird flocking, fish schooling or an ant colony. Each individual in the search space called a "particle" and the population of particles is called "swarm". PSO compares with the other algorithms in this group demonstrates higher efficiency and flexibility, easy implementation and powerful in both global and local exploration abilities [16, 19, 20] . [ ]} represents as the position and the velocity of i th particle at t th iteration of algorithm. PSO is an interactive algorithm which at the end of each iteration, the solution is evaluated by a pre-defined fitness function. After the initialization of the population, each particle moves iteratively around in the search space to update its velocity and its position based on two factors, its own best previous experience (pbest) and the best experience of all particles (gbest) as shown in Eq. 14 & 15. The best previously position that particle has obtained in iteration is presented by vector
[ ]} represents the global best position of whole particle until iteration . The movement of particle in each iteration is based on three component, at first particle moves slightly toward the front in the previous direction. Then, it moves slightly toward the previous itself best position and then it moves toward the global best position. These three movement formulated in Eq. 14.
Where, = 1,2, … , , N is the number of swarm population. [ ] is the velocity vector in [ ] iteration and [ ] represents the current position of the th particle. is the nonzero inertia weight factor to control the pressure of local and global search. In fact, by decreasing the inertia weight over time, the PSO will shift from the global exploration to local exploitation [27, 28] . To control the pressure of local and global search, has been used.
are positive acceleration coefficients which respectively called cognitive parameter and social parameter.
are random number between 0 and 1. Furthermore, in order to address the undesirable dynamical properties of standard PSO [29] proposed a constriction coefficient to limit the particles' velocities in their trajectories. Les considering and as constants which , > 0 and + > 4. The constriction coefficient termed defined as following: = , = , = and =
The developed PSO-NPSVM
In the following steps we describe the procedure for our hybrid approach, PSO-NPSVM:
Step 1: Training data preparation: here = ( , , … , ) represents an n-dimensional input features, and 1, +1} denoted as the class label.
Step 2: Particle initialization and PSO parameters setting: in this paper we, adopted RBF kernel function for the NPSVM classifier as it has more abilities to analysis higher dimensional data [17] . The detail of parameters setting for PSO-NPSVM is presented in Table 2 . Step 3: The classification accuracy rate of NPSVM (ACC) and the number of Support Vectors (SVs) are the two factors used to design the fitness function. Hence, those particles with high classification accuracy and the small number of Support Vectors produce a high fitness value. The small number of SVs increase the sparsity of NPSVM and reduce the model training time. A single weighted objective function is defined to consider these two criteria.
Fitness=
. + .
Here, here the ratio of correct predicted records to the entire records considered as an accuracy, in fact; accuracy = ( ) , defined as the number of training samples. and are predefined weights for accuracy and number of SVs, respectively.
Step 4: Increase the number of iteration.
Step 5: Train the NPSVM model with parameters set in step 2.
Step 6: Calculate the fitness function according to Eq. (16).
Step 7: Update the global and personal best according to the Step 6 results. Evaluate the fitness of each particle according to Eq.16 and then compare the evaluated fitness value of each particle (personal optimal fitness (pfit)) to its personal best position ( Step 8: Update the velocity and position of each parameters ( , = 12,3,4 ) according to Eq. 14 and Eq. 15.
Step 9: Terminate the PSO iteration by satisfying the stopping criteria, otherwise go to the Step 4. The termination criteria defined as the algorithm reached the maximum predefined iterations.
Step 10: Recall the optimized parameters saved in the stopping iteration, and build the well-tuned NPSVM classifier.
Experimental setting and results
In order to evaluate the performance of proposed method, we implemented our hybrid method PSO-NPSVM in a MATALAB 2010, on a platform with Windows 7 OS, Intel® Core™ i5 CPU @ 1.70GHz and 4.00 GB RAM. Several benchmarks form UCI machine learning repository is chosen to measure the performance of the proposed method, the description of chosen data sets provided in Table 3 . To prevent the dominance of feature values in greater numeric ranges to those in smaller numeric ranges, all the data points scaled into the range of [0, +1]. K-fold cross validation was used to divide the dataset into the training and testing sets. In this research we set k=5, 4 parts as training sets and one part as testing set. In order to validate the performance of proposed method, we compared the PSO-NPSVM with NPSVM and TWSVM which their parameters defined by grid search method. It should be noted that we adopted the same experimental setup for NPSVM and TWSVM as used in [10] . In this research we chose some of the benchmark datasets which used in [10] .
The average accuracy (ACC) of 5 fold cross-validation is presented in Table 4 . From the results shown in Table 4 , it can be observed that in most of cases the accuracy of proposed PSO-NPSVM is better than those method which their parameters have been adjusted by other methods such as grid search. However, it need to mention that the performance of the PSO depends on the pre-set parameters and it often suffers the problem of being trapped in local optima. Hence, is some cases this drawback of PSO affect the performance of proposed hybrid PSO-NPSVM. Moreover, some feature selection methods, can be used to further improve the PSO-NPSVM method [30] . 
Conclusion
Nonparallel support vector machine (NPSVM) is an extension of Twin-SVM which theoretically and empirically is superior to the TWSVM and also it overcomes several drawbacks of the existing TWSVMs. Although, NPSVM shows good sparsity and generalization power in most of cases, the performance of this classifier significantly depends on well setting of its parameters. The parameters of NPSVM include 0, = 1, . . ,4 which are penalty constants, sensitivity parameter and parameter used in the Kernel functions. In this research we proposed a hybrid method such that particle swarm optimization method has been used to find the optimal value for the NPSVM's parameters during the training process. In order to further improve the performance of nonparallel support vector machine we plan to propose a multikernel nonparallel SVM. Furthermore, as mentioned in the discussion section is some cases the standard PSO, may trap into the local optimum which this problem needs to be addressed.
