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Resumo 
Robôs móveis autônomos são plataformas com poder de processamento embarcado, capa-
zes de tomar decisões de forma independente frente a situações diversas impostas pelo ambiente 
sobre o qual operam. Têm sido muito usados em pesquisa e ensino, permitindo o desenvolvi-
mento de aplicativos, experimentos e aprimoramento de conhecimentos. Programar um robô 
para ele haja forma autônoma, geralmente envolve a definição de estados de predicado, 
a dos quais ele possa inferir alguma ação dentro das suas possibilidades e limitações, que 
responda de melhor forma à situação que o ambiente lhe proporcionou. O desenvolvimento 
de ferramentas para comunicação, controle e navegação (esta, incluindo posicionamento, ori-
entação e deslocamentos no ambiente), torna-se essencial para que um robô possa realizar, de 
forma autônoma, missões em ambientes adversos, geralmente hostis, onde mobilidade seja uma 
necessidade inerente. 
Neste contexto, o presente trabalho discute e propõe ferramentas computacionais para robôs 
móveis autônomos, que podem ser utilizadas, principalmente, no contexto multi-robôs, in-
cluindo detalhes das implementações e uma série de experimentos e testes. São apresentados 
os conceitos e a arquitetura da plataforma LEGO, ressaltando suas potencialidades e problemas, 
bem como uma análise detalhada de alguns de seus compiladores e outros softwares. F oi de-
senvolvido um protocolo de controle (ou de comandos), ou seja, uma ferramenta que permita 
que programas escritos em linguagem 'C' (executando em um PC), possam escrever nas saídas 
e ler as entradas de uma unidade de controle localizada no robô. É apresentado um estudo e 
análise do tempo de comunicação do referido protocolo de comandos. Foi desenvolvida uma 
ferramenta para determinação da localização atual do robô, composta por odometria e por um 
sistema de localização visual. Esta ferramenta usa medidas esparsas da localização absoluta 
dadas pelo sistema de localização visual, para corrigir o sistema de odometria do robô. Fi-
nalmente, foi implementada e testada uma segunda ferramenta de localização, a qual utiliza-se 
somente de um sistema de localização visual baseado em marcos. 
Como principais contribuições deste trabalho, podem ser citadas essas ferramentas desen-
volvidas, os conhecimentos adquiridos e disponibilizados à comunidade, a partir das pesquisas 
realizadas no intuito de formalizar conceitos e metodologias para a linha LEGO de mini-robôs. 
Os conhecimentos, bem como as ferramentas estão sendo essenciais à realização de vàrios tra-
X 
balhos e aplicações, tendo gerado publicações em eventos nacionais e internacionais de quali-
dade, além de uma publicação em revista nacional sobre o potencial e limitações da platafonna 
usada para os desenvolvimentos. 
Xl 
Abstract 
Autonomous mobile robots are hardware platforms with embedded processing power, which 
are able to take decisions, independently, in front of severa! situations imposed by the environ-
ment where lhey operate. They have been most used in research and education, allowing the 
development o f applications, experiments and improvement o f knowledge. Progranuning aro-
bot to act in autonomous way generally involves the definition o f predicate states, from which 
it can some regarding its possibilities and limitations, in order to give the best 
answer to the situation imposed by its environment. The development of tools for comrnuni-
cation, contro! and navigation, the last including positioning, orientation and movements in the 
environment, becomes essentia! for a robot to realize missíons in autonomous way in adverse 
environments, generally hostile, where mobílíty is an inherent necessity. 
In lhis context, the present work discusses and proposes computatíonal tools for autonomous 
mobile robots, that can be used mainly in the contexto f multi-robots, including details o f lhe 
implementations, experiments and tests. The concepts and lhe architecture of LEGO platform 
are presented standing out its potentialities and problems as well as a detailed analysis o f some 
o f its compilers and olhers softwares. A control ( or commands) protocol was developed. That 
is, a tool that allows programs written in 'C' language running in a PC to write in the outputs and 
to read from lhe inputs o f a control unit located in the robot. It ís presented a study and analysis 
o f the communication time o f this commands protocol. A tool for determination o f the actual 
localization o f the robot was also developed, composed o f odometry and o f a visuallocalízation 
system. This tool uses sparse measurements of the absolute localization given by the visual 
system to correct the odometry system o f the robot. Final!y, it was implemented and tested a 
second tool for localízation, which uses a visuallocalization system based on landmarks. 
As maín contributions oflhis work, we cite these deve!oped tools and the knowledge acqui-
red and made available to the community tbrough the research carried wilh intention to forma-
lize the concepts and melhodologies of LEGO line mini-robots. The knowledge as well as the 
tools are being essential in lhe development o f some works and applications, having generated 
publications in national and intemational events, besides a publication in a national magazine 
about the potential and limitations o f the platform used for the developments. 
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Capítulo 1 
Introdução 
O advento da tecnologia digital modificou vários segmentos da vida moderna, refletindo 
principalmente em processos de controle industrial, tomando-os cada vez mais complexos e 
exigindo alta flexibilídade. diversos tipos e modelos de plataformas de prototipagem, 
visando desenvolvimento de aplicativos, experimentação, treinamento e aprimoramento do co-
nhecimento principalmente no contexto industrial. Estas plataformas passaram a ser muito utili-
zadas por pesquisadores, cientistas, professores e alunos em diversas áreas de pesquisa e ensino, 
por darem um enfoque prático às questões que antes eram meramente virtuais [ ll]. Atualmente, 
tornam-se imprescindíveis para o ensino e pesquisa, em diversas áreas de tecnologia de ponta, 
como por exemplo em robótica, a área de trabalho a ser explorada neste trabalho. 
A palavra robótica, derivada do Tcheco 'robota', foi primeiramente empregada por Isaac 
Asimov, para denominar a ciência que trata dos robôs. A robótica proporciona uma ampla 
integração de metodologias ou técnicas de diversas áreas do conhecimento, como: percepção 
(sensores, fusão sensorial, visão computacional, dentre outros), meta-heurísticas (Algoritmos 
Genéticos, Computação Evolutiva, Inteligência Social, Redes Neurais, Lógica Difusa, dentre 
outros), navegação, raciocínio e ação [33, 21, 6, 40, 16]. Podem ser assim citados os robôs mó-
veis como exemplos atuais de plataformas viáveis, que permitem o desenvolvimento de aplica-
tivos, experimentos, aprimoramento de conhecimentos e a verificação da aplicabilidade dessas 
integrações, Além de estarem vinculados às necessidades do meio industrial, por serem siste-
mas mais adaptativos, flexíveis, com maior espaço de trabalho e proporcionarem um maior grau 
de autonomia. 
É dentro deste contexto que é apresentado este trabalho. Discutindo sobre ferramentas com-
putacionais atuais, para robôs móveis autônomos e apresentando algumas implementações e 
testes de ferramentas, as quais podem ser utilizadas principalmente no contexto multi-robôs. 
1 
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1.1 Motivação e Justificativas 
Dentre alguns dos robôs móveis comerciais utilizados em pesquisas pode-se citar a linha de 
robôs da como: o Khepera, o K-alice e o Koa/a [24], a linha de robôs da Activ Media 
Robotics, como: o Pioneer (2-DXe e 2-AT) e o AmigoBot [I] e os andarilhos da Lynxmotion 
[32]. 
Recente:mtmte, os lcits da linha LEGO 1'>1INDSTORMS [25], começaram a ser utilizados como 
uma boa opção de mini-robôs móveis para pesquisa e ensino, destacando-se pelo baixo custo, 
flexibilidade e grande velocidade de prototipagem. Podem ser citadas algumas discipli-
nas ministradas recentemente como: "Robótica: Sistema Sensorial e Motor" na UNICAMP e 
UFMS [ J 9], "Percepção Robótica" na UFRN [20], "Sistemas Robóticos Autônomos" na UFR.t'-; 
[2]" e "Introdução à Engenharia de Controle e Automação" na lJNICAMP [lO]. 
Nota-se que os alunos usuários desta plataforma, vêem-se necessitados de ferramentas de 
programação, que lhes explorar ao máximo o potencial da mesma e que lhes se-
jam familiares [12]. Estes fatos foram observados principalmente em disciplinas ministradas 
em cursos de Engenharia e de Ciência de Computação [9, 2, 34, 20, 19], tomando-se assim, 
necessário e cabível estudar esta plataforma, bem como seus compiladores e seus sistemas ope-
racionais, executar testes e comparações e analisar e apontar ferramentas que atendam aos re-
quisitos acima. E, principalmente, desenvolver novas ferramentas que possibilitem transformar 
um brinquedo educativo, simples, de adolescentes em um robô adequado à pesquisa. 
Convém ressaltar ainda que, geralmente, as ferramentas desenvolvidas nesta plataforma, 
poderão ser usadas em outras plataformas robóticas móveis, dotadas de câmeras (simples) e 
que sejam capazes de processar esses dados sensoriais em tarefas de navegação e percepção do 
ambiente. 
Para justificar a realização deste trabalho, podem ser citados inúmeros tópicos de pesquisas, 
que podem ser explorados com a utilização dessas ferramentas aliadas à plataforma da LEGO, 
como por exemplo: autonomia robótica, navegação, inteligência computacional, aprendizado 
de máquina, sistemas multi-robôs, sistemas embarcados e uma série de outros. 
1.2 Estado da Arte 
Muitos brinquedos têm atraído a atenção de pesquisadores. Projetados para serem brinque-
dos, essas máquinas estão, atualmente, sendo mais utilizadas para o ensino de conceitos básicos 
de programação e robótica do que simplesmente para a diversão. Como exemplo desses brin-
quedos pode-se citar o cachorro robô AIBO da Sony [44], que inclui algumas ferramentas de 
programação e acessórios para diversas funções, o pequeno robô pessoal RlOO da NEC [36], o 
qual pode reconhecer pessoas, entender comandos de voz e conversar com os donos, por fim, 
os kits da linha LEGO MINDSTORMS [25], destinados à construção de pequenos robôs. Esses 
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brinquedos têm se mostrado verdadeiras plataformas de ensino sem, no entanto, apresentar-se 
como tal. Essa transformação de brinquedo em plataforma deve-se, principalmente, ao desen-
volvimento de diversas ferramentas, pela comunidade científica, através de re-engenharias (ou 
engenharia reversa) do hardware e software, 
Existem outros trabalhos, que como a presente proposta, disponibilizam algumas ferramen-
tas ou utilizam-se de plataformas como as mencionadas anteriormente, A seguir, apresenta-se 
uma breve análise de algumas das mais significativas delas: 
" os times de futebol de cachorros robôs AIBO, que participam da liga Quadruped Robot-
soccer Tournament (QuadroSot), categoria de robôs quadrúpedes criada pela Federation 
o f lnternational Robot-soccer (FIRA) [ 18]; 
" os robôs desenvolvidos, com peças dos kits da linha LEGO, pelo laboratório LEGO-Lab, 
do departamento de Ciência da Universidade de Aarhus [26]; 
" os compiladores, as linguagens e os sistemas operacionais para os kits da linha 
como o NQC [5], BRICKOS [8], LEJOS [28], emuladores como emulegOS, converso-
res musicais e muitas outras ferramentas essenciais, para criação de programas de alta 
performance; 
" os mini-robôs móveis Manuelzão e Miguilim do Laboratório de Visão Computacional e 
Robótica- VERLab [48] do Departamento de Ciência da Computação da UFMG, contro-
lados por uma HandyBoard 1 e construídos com peças da linha LEGO, 
• o projeto SIROS (Sistemas Robóticos com Super Logo), um ambiente em desenvolvi-
mento no NIED!UNICAt'\1P, que tem como objetivo implementar no software Super Logo 
recursos que possibilitem o controle de dispositivos mecânicos automatizados, estes dis-
positivos podem ser construídos com kits da linha LEGO, o controle pode ocorrer no 
modo presencial ou no modo á distância, utilizando a rede Internet, dessa forma, o SI-
ROS comporta-se como um Ambiente de Telerobótica [43]; 
e uma ferramenta de comunicação e envio de comandos (semelhante a que foi desenvol-
vida neste trabalho), biblioteca desenvolvida e disponibilizada pela LEGO, a qual segue a 
tecnologiaActivex 2, porém, ela se restringe a compiladores proprietários que disponibili-
zem esta tecnologia (como o Visual Basic da Microsoft) e possui um tempo de transmissão 
muito alto, fator este prejudicial à construção de controladores, 
1 HandyBoard é um sistema de controle para robôs desenvolvido em uma pequena placa. Este sistema é baseado 
no processador Motorola MC68HC11, constando de 32k de memória RAM, 4 saídas PWM, 7 entradas analógicas 
e 9 entradas digitais. 
2Tecnologia Activex é um recurso, que permite criar programas os quais funcionam como plug-in em outros 
programas. 
1.3. 4 
Podem se destacar as disciplinas que utilizam ou utilizaram a plataforma LEGO, como por 
exemplo: "COMI20" da Universidade de Lancaster, "6.270" do MIT [34], "Robótica: Sistema 
Sensorial e Motor" da \JNICAMP e UFMS [19], "Percepção Robótica" da UFR.N [20], "Siste-
mas Robóticos Autônomos" da UFRN [2]", "Introdução à Engenharia de Controle e Automa-
ção" da UNICAl\1P "Introdução à Robótica" da UFMG [9] e "Introdução à Engenharia de 
Controle e Automação- DAS-54!1" da UFSC [17], 
Há outros trabalhos, que apesar de não serem desenvolvidos em plataformas semelhantes 
(brinquedos), apresentam algumas caracteristicas ou idéias comuns com às ferramentas propos-
tas, como: 
e o trabalho de Lora, Hemerly e Lages [30, 31] desenvolve um sistema de localização, 
utilizando-se de odometria, implementado em threads (tarefas), semelhante à implemen-
tação do sistema de localização proposto neste trabalho; 
" os trabalhos que abordam o de localização de rótulos em imagens, como por 
exemplo os sistemas de localização de robôs utilizados em partidas de futebol de robôs, 
promovidos por organizações internacionais com a Robot World Cup Jnitiative (Robo-
Cup) e aFederation oflnternational Robot-soccer (FIRA) [41, 18], as quais estão dividi-
das em várias ligas/categorias. Em algumas ligas, a localização de rótulos é tratada com 
visão local, ou seja, câmera acoplada ao robô, utilizando-a para localização da bola por 
exemplo, semelhante ao sistema de localização visual proposto. 
1.3 Objetivos 
O objetivo geral deste trabalho é estudar e propor algumas ferramentas computacionais para 
robôs móveis autônomos, para uso acadêmico tanto em pesquisa quanto em ensino de gradua-
ção. 
Como objetivos específicos podem ser citados: 
e revisão bibliográfica, estudo, teste, comparações e análise das ferramentas disponíveis 
para a plataforma da LEGO; 
• desenvolvimento de um protocolo de controle, que permita a um computador controlar 
remotamente robôs móveis (plataforma da LEGO); 
" estudo e implementação de um sistema de localização, que corrija os erros de odometria, 
baseando-se em um sistema de localização visual; 
" implementação de um sistema de localização visual, móvel e na horizontal. 
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1.4 Estrutura do Trabalho 
Este trabalho está organizado da seguinte fonna: 
no Capítulo 2, discute-se a platafonna da LEGO, apresentando conceitos e arquitetura, elu· 
cidando seus problemas e potenciais, comparando dois compiladores e dois sistemas opera· 
cionais, levando em consideração fatores, como: a potencialidade, velocidade, tamanho em 
memória, complexidade aprendizado, dentre outros; 
no Capítulo 3, foi proposta uma ferramenta, que pennite controlar remotamente robôs "em· 
barcados" com a unidade controle da platafonna da isto é, um protocolo de conmni-
cação, apresentando estudos e análises do tempo de comunicação deste protocolo; 
no Capítulo 4, foi proposta uma ferramenta de localização constituída de um sistema de 
localização visual e de odometria, apresentando estudos e análises da correção do erro deste 
sistema de localização; 
no 5, foi proposta uma ferramenta de localização visual, isto é, uma ferramenta 
que identifica rótulos (esferas) em imagens, detenninando a posição e o tamanho (diâmetro) 
dos rótulos, os quais poderão ser usados por um controlador; 
no Capítulo 6, foram realizados vários experimentos e testes para validar as ferramentas 
disponíveis e as ferramentas desenvolvidas neste trabalho; 
no Capitulo 7, foram apresentadas as principais contribuições, pontos e extensões, propondo 
melhoras e novos trabalhos, que venham contribuir para os resultados obtidos. 
Capítulo 2 
Plataforma Robótica 
Neste trabalho adotou-se a plataforma LEGO (kits robótícos), Estes kits são compostos 
por pequenos blocos de plástico (peças tradicionais e por outras peças como: motores, 
sensores de toque, de luz, de temperatura, de rotação, câmera de vídeo e engrenagens, Os 
kits possuem ainda uma unidade de controle programável chamada de RCX, a partir da qual 
pode-se fazer a leitura dos dados sensoriais ou gerar corrente para mover os motores (de forma 
independente) e uma torre de transmissão, que permite comunicação entre o computador e o 
RCX Como exemplo destes kits pode ser citado o kit 9790 (ver Figura 2, l), 
Figura 2.1: Kit 9790 da linha LEGO MlNDSTORMS, 
Neste Capítulo serão apresentados os conceitos e a arquitetura da unidade de controle RCX, 
procurando ressaltar seus potenciais e seus problemas e uma análise dos dois compiladores de 
programas para RCX. mais usados pela comunidade de pesquisa, o NQC e o BRlCKOS (outros 
existentes são apenas citados), bem como os respectivos sistemas operacionais a! vos, Também 
serão apresentadas análises comparativas entre eles, levando em consideração vários aspectos. 
como: potencialidade, velocidade, tamanho em memória, complexidade de aprendizado, den-
tre outros, Esta análise se baseia em inúmeros testes e implementações (incluindo mais de 
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200 horas de execução de programas), além de compilação de experiências coletadas, a partir 
de usuários dos compiladores e seus sistemas operacionais, atuais estudantes de Engenharia de 
Computação e de Ciência de Computação, à nível de pós-graduação (doutorado e mestrado) 
e de graduação, em disciplinas ministradas, usando os kits da LEGO, levadas a efeito na 
versidade Estadual de Campinas (UNICAMP), Universidade Federal do Mato Grosso do Sul 
(UFMS) e Universidade Federal do Rio Grande do Norte (UFRN). 
2.1 Arquitetura do RCX 
O Robotic Contrai eXplorer (RCX), é um computador embarcado de propósito específico 
(uma unidade de controle), sua forma aproxima-se a de um paralelepípedo de dimensões 95mm 
x 63mm x 40mm (ver Figura 2.2). O RCX é um produto da linha LEGO MINDSTORlvlS [25], 
com finalidade de controlar os dispositivos elétricos (motores e sensores) de mini-robôs cons-
truídos com blocos de plástico da LEGO. A característica "embarcado" permite criar programas 
em um computador, compilá-lo e transferi-lo para o RCX, usando uma interface de comuni-
cação (torre de transmissão). Assim, o robô pode executar o programa de forma autônoma, 
a partir do acionamento de um botão no RCX. Nesse caso, o robô opera sem a intervenção 
humana, característica essencial a um robô móvel autônomo. 
-
Figura 2,2: Unidade de Controle RCX. 
O RCX usa a arquitetura RISC (conjunto reduzido de instruções), possuindo 32 registra-
dores de propósito geral, um microcontrolador Hitachi, mais especificamente o HS/3292, de 
161\II H z e palavra com 8 bits de tamanho. O microcontrolador é responsável por tarefas como 
o controle lógico, incluindo entrada e saída serial (serial I/0), conversão de analógico para di-
gital e vice-versa, relógios internos dentre outros. A memória disponível no RCX é constituída 
por l6K de memória ROM e 32K de memória RAM, sendo esta última destinada a parte do 
sistema operacional e a programas do usuário. A quantidade de memória RAM total (32K) 
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menos a quantidade ocupada pelo sistema operacional é toda a memória disponível, que pode 
ser manipulada pelos programas. A alimentação do RCX ocorre através de 6 pilhas do tipo AA 
\p<oqlJeJJa,;y de 1 ligadas em série ou através de uma entrada para conversores de energia. 
xtem11ment.e, o RCX apresenta 3 saídas de tensões B e C), onde podem ser conectados 
dispositivos eletrônicos (motores, buzinas, lâmpadas, dentre outros), 3 entradas(!, 2 e 3), onde 
podem ser conectados sensores (temperatura, toque, luz, dentre outros), uma tela de cristal 
a 4 m,Ju, onde serão exibidas pequenas mensagens e quatro botões ( On·Off, Prgm e Run) 
(ver diagrama da Figura 2.3). 
ínfu,·ennelho 
Figura 2.3: Diagrama Externo do RCX. 
2.1.1 Torre de Transmissão IR (Infravermelho) 
A torre de transmissão é uma ferramenta em hardware disponibilizada junto ao RCX com a 
função de transferência de programas implementados e compilados no computador, para serem 
executados pelo sistema operacional presente na memória do RCX. A torre é responsável por 
converter dados digitais em analógicos, codificando-os em um sinal a ser transmitido ao RCX 
em forma de luz infravermelha. A torre é também responsável pelo oposto, ou seja, receber da· 
dos analógicos codificados em forma de luz infravermelha e transformá-los para a forma digital, 
em seguida, repassá-los à memória do computador. Uma outra função que pode ser destacada 
apesar de não fornecida pelo fabricante é a viabilidade de comunicação entre o computador e o 
RCX, através da utilização de protocolos especiais discutido adiante. 
2.2 Histórico dos Softwares 
A linguagem de programação fornecida pela LEGO é muito simples, porém limitada. Mo· 
tivados por essa limitação, usuários com conhecimentos avançados em programação de baixo 
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nível, como assembly, resolveram dedicar-se ao desenvolvimento de ferramentas mais podero-
sas e eficientes, de modo que o potencial oferecido pelo hardware da LEGO possa ser melhor 
explorado. 
Um manual minucioso, detalhando os componentes internos do RCX foi disponibilizado 
por um aluno de graduação da Universidade de Stanford, Califórnia, Kekoa Proudfoor. A partir 
deste acesso ao interior do RCX, foi possível conhecer quais comandos o sistema operacional 
da LEGO pode suportar. 
David Baum, um engenheiro de software da Mo toro la S/ A, descobriu como driblar o proto-
colo de comunicação do transmissor/receptor de infravermelho. Assim, David Baum e Markus 
Noga, em alguns dias de trabalho coletivo, desenvolveram um protocolo para carregar (baixar) 
programas para o RCX, com velocidade de transmissão quatro vezes superior ao originaL Não 
demorou muito para que David Baum implementasse um novo sistema de programação (um 
compilador), para o desenvolvimento de código para o RCX, em um dialeto da linguagem 'C', 
chamada NQC (Not Quite Ao mesmo tempo, Markus Noga decidiu abandonar o sistema 
operacional da LEOO e escrever o seu próprio, com um conjunto de rotinas mais eficientes para 
o controle do RCX, o qual chamou LEGOS [27]. 
Desde então, outros sistemas operacionais e compiladores para linguagens de programação 
foram desenvolvidos, principalmente, a partir de utilização de técnicas de engenharia reversa 
do hardware, feitas pela comunidade científica, usando ambientes e códigos, principalmente 
software livre (open-source) [37, 45]. 
2.3 Sistemas Operacionais 
O sistema operacional (SO) é uma das camadas de software mais importantes em sistemas 
computacionais. Ele não apenas gerência recursos como CPU, memória e periféricos, mas 
também estende a funcionalidade do hardware, para suportar softwares aplicativos. Ou seja, 
na prática, o SO é a interface entre os programas de usuário e o hardware, que é controlado 
pela parte do SO executado em baixo nível. O SO do RCX é dividido em duas partes. Uma 
destas fica armazenada na memóriaROM, sempre presente, chamada de micro-programa e outra 
armazenada na memória RAM chamada defirmware. 
A primeira parte, o micro-programa, é responsável por controlar as saídas, fazer leitura de 
sensores, controlar os relógios internos, controlar um pequeno display (tela de cristal líquido), 
controlar quatro botões para interação direta com o usuário, fazer transferência de dados, con-
trolar o infravermelho para comunicação com um computador ou com outro RCX, controlar um 
alto falante, dentre outras. Tais funções são implementadas em um nível mais baixo. Essa parte 
do SO apresenta algumas semelhanças com o programa armazenado no ElOS de um computa-
dor pessoal (PC). 
Já a segunda parte, ofirmware, "pode" prover uma interface mais fácil com a primeira parte, 
23. Sistemas Operacionais lO 
permitir gerenciamento de memória (como paginação), implementar o controle de processos, 
implementar semáforos, implementar escalonador de processos, fornecer suporte ao fluxo de 
controle (como controle condicional e laços), permitir uso de operações básicas (uso da ULA), 
dentre outras funcionalidades. O firmware deve ser transferido para o RCX na primeira vez em 
que ele é ligado, após a troca de pilhas e quando a memória Ri\M for inicializada ("zerada"). 
Como mencionado anteriormente, alguns exímios programadores e grupos de usuários cri-
aram novosfirmwares, como o (nova versão do LEGOS), o LEJOS, dentre outros. 
O firmware da LEGO, oufirmware padrão, é um SO simples, o qual basicamente é consti-
tuído por uma máquina virtuaL Uma das vantagens da máquina virtual é a abstração da arquite-
tura, com isso, caso a arquitetura seja modificada, ofirmware ainda poderá manter compatibili-
dade com programas escritos antes das modificações, perante nova implementação da máquina 
virtua.L Outra vantagem é que a máquina virtual apresenta alta estabilklade. 
Uma das principais desvantagens da virtual é a redução da velocidade de execução 
(apesar da utilização de diversas técnicas de otimização) e a ocupação de uma área de memória a 
ela destinada, que poderia ser utilizada por outros programas. A tarefa básica da máquina virtual 
consiste em interpretar os bytecodes (códigos de programas), isto é, os bytecodes são reduzidos 
a uma série de instruções e dados apropriados para a máquina alvo, no caso o microcontrolador 
Hitachi HS/3292 do RCX. Os bytecodes são constituídos pelo opcode (código da operação) 
seguido por zero ou mais operandos. O opcode indica a ação a ser tomada. Se mais informações 
forem requeridas, estarão codificadas em um ou mais operandos os quais seguem imediatamente 
o opcode. 
Atualmente, existem duas versões do firmware da LEGO para o RCX chamadas de RCXl 
e RCX2. Na versão RCX2 foram feitas diversas melhorias na máquina virtuaL Tais melhorias 
permitem funcionalidades extras aos programas, isso sem perder a compatibilidade com pro-
gramas escritos anteriormente para o RCX l. Dentre os compiladores que geram bytecode para 
a máquina virtual do firmware da LEGO destacam-se o Robolab, o R!S e o NQC 
2.3.2 O Firmware BRICKOS 
O BRICKOS [8] (nova versão do LEGOS [27]) é um projeto- código fonte aberto. Ele é um 
SO preemptivo, padrão POSIX, multi-tarefa escrito para o RCX. Ele implementa gerenciamento 
de memória (como paginação), controle de processos, comunicação inter-processos, semáforos, 
escalonador de processos com prioridade, suporte ao fluxo do controle e controle total sobre o 
display, dentre outras funcionalidades. Além disso, o BRICKOS permite amplo uso da memória, 
sendo que o limite para o número de variáveis, de funções, de processos e de sub-rotinas é o 
próprio tamanho da memória. 
2.3. 
Atualmente existem compiladores para 'C'I'C++' (compilador BR!CKOS) e para Pascal 
(em fase de teste), que geram programas executáveis para o SO BR!CKOS. Notam-se que es-
ses compiladores, na realidade, suportam um 'dialeto' de 'C'/'C++' e de Pascal, é, eles 
suportam um conjunto restrito de funções. Além dos compiladores, há também um simulador 
(emulegOS) e um protocolo de troca de mensagens chamado de LNP (ver detalhes do LNP no 
Capítulo 
emulegOS 
O emulegOS é uma ferramenta desenvolvida para simular parcialmente o hardware do 
RCX, executando o SO BRICKOS. Seu principal objetivo é propiciar um ambiente mais con-
fortável para testar e eliminar erros dos programas em desenvolvimento. O emulegOS é um 
software inicialmente escrito para o SO Linux, o qual interpreta códigos 'C' !'C++', escritos 
para o BRICKOS, emulando o comportamento destes códigos, em uma janela (ver Figura 
tal qual ocorreria em um sistema reaL 
rola!Jon 
WlJCH 
j}JSs.!V!! i 
~'íw!i 
" 
""'w l'tJI"' 
-
o.. ou ... 
-"" 
Figura 2.4: Simulador para RCX (emu!egOS). 
Algumas características principais: 
e a interface visual é bem simples, permitindo que o usuário configure e interaja com os 
sensores, com o programa em funcionamento, para simular eventos externos, além de 
mostrar os estados atuais dos motores (virtualmente) conectados às saídas A, B, e C; 
e existência de uma camada (APl) para emular as rotinas do SO B RICKOS, desta forma, a 
maioria do código é executado numa máquina virtual, simulando o BR!CKOS no Linux, 
incluindo a sustentação multi-tarefa e troca de mensagens; 
e "emulação do mundo real", o emulegOS simula algumas características mecânicas de um 
robô, como um sensor de rotação girar, quando um motor funcionar ou um motor ligar 
'x' segundos após um sensor de toque ser tocado, dentre outras; 
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" ganho de tempo e facilidade na eliminação de erros, 
2.4 Compiladores 
O nome compilador, criado nos anos 50, significa um programa, cuja função principal é o 
processo de tradução de uma linguagem fonte para uma linguagem objeto, Pode-se dizer que o 
compilador traduz um programa descrito em uma linguagem de alto nível, para um programa 
equivalente em código de máquina de um processador (baixo nível), Os cross-compilers são 
compiladores, que são executados em uma determinada arquitetura, mas que geram códigos 
para serem executados em uma outra arquitetura alvo, Os compiladores existentes para o RCX 
são na verdade todos cross-compilers, mas para simplificação serão denominados simplesmente 
de compiladores, A seguir serão discutidos alguns desses compiladores, 
2.4.1 O Compilador Robolab 
O Robolab [ 42] é um compilador integrado a um ambiente de programação visual fornecido 
pela LEGO e desenvolvido para o SO Windows, Ele gera código para ser interpretado pela 
máquina virtual do firmware da LEGO, 
Utilizar o Roboíab é relatívamente fácil, nele a programação é baseada em ícones ou com-
ponentes (ver Figura 25), ou seja, a programação é feita dispondo esses componentes em uma 
seqüência lógica e conectando-os através de fios (ver Figura 2.6), 
Figura 2.5: Alguns Compo-
nentes Disponíveis no Robolab. 
Figura 2.6: Um Programa Desenvolvido no Robolab. 
O Robolab foi inspirado no Lab VIEW (um produto da National lnstrument), ele é bem 
didático e possibilita a usuários sem conhecimento profundo de programação desenvolverem 
programas para controlar o RCX com facilidade e rapidez, Porém, essa simp!ícidade acaba 
limitando todo o potencial oferecido pelo RCX que pode ser explorado, As linguagens gráficas 
2.4. 13 
são freqüentemente mais fáceis de aprender (nenhum erro de sintaxe), mas são geralmente mais 
tediosas de usar do que uma linguagem textual. Ainda, as metáforas gráficas de codificação des-
sas linguagens podem limitar significativamente os tipos de programas, que podem ser escritos, 
bem como a utilização completa de todo o potencial do hardware. 
2.4.2 O Compilador NQC 
O "Not Quite C" (NQC) [5, 4, 3, 38] é um compilador para uma linguagem simples com 
sintaxe semelhante à linguagem 'C'. Pode-se dizer que sua linguagem é um dialeto do . O 
compilador NQC gera códigos para as máquinas virtuais presentes nosjirmwares da LEGO para 
RCX, Scout e CyberMaster, produtos da linha LEGO MJNDSTORMS. 
O compilador NQC é desenvolvido e mantido sem qualquer suporte da LEGO. Teudo Dave 
Baum como idea!izador e principal mantenedor. O NQC é um software livre licenciado pela 
Mozilla License (MPL) [35]. Possui versões oficiais até o momento, para os sistemas 
operacionais Windows (95/98/ME e NT 4,0) e Mac X, bem como versões não oficiais para 
Linux, Solaris, FreeBSD, WinCE e agendas PDA. Devido ao fato da sintaxe do NQC ser muito 
similar à linguagem de programação 'C', a tarefa de programar toma-se fácil para programa-
dores com pequena experiência em 'C'. Como o NQC gera código para osjirmwares da LEGO. 
significa que é possível armazenar no RCX programas, que foram gerados tanto pelo Robolab 
quanto pelo NQC. 
A vantagem do NQC gerar código para os firmwares da LEGO é que ele se beneficia da 
estabilidade oferecida por essesfirmwares. No entanto, os programas gerados pelo NQC esta-
rão sujeitos a restrições impostas pelos firmwares da LEGO. Por exemplo, se o jirmware não 
fornece suporte a ponto flutuante, o NQC também não poderá fornecê-lo. Outras alternativas 
de compiladores sem tais limitações são as que geram código para outrosfirmwares, como os: 
BRICKOS, LEJOS e o pbforth. 
A interface do NQC perrnite compilação apenas através de linha de comando. Mas exis-
tem programas que fornecem ambientes integrados para construir, compilar, carregar (baixar) 
programas e receber dados, utilizando o NQC, sendo que o mais conhecido deles é o RCXCC. 
RCXCC 
O RCX Comand Center (RCXCC) é um ambiente de programação, desenvolvido para o SO 
Windows (95/98 e NT) [39]. A janela principal do RCXCC (ver Figura 2.7) é umfront-end para 
o NQC. O editor possui a ferramenta color-code, que destaca palavras reservadas da linguagem, 
além de possibilitar a edição de vários arquivos de uma vez. Desse editor, pode-se invocar o 
compilador, bem como invocar o programa que transmite o código para execução ao RCX. 
Dentre as propriedades mencionadas, o RCXCC possui ainda uma janela que perrnite mo-
nitorar o que está ocorrendo com recursos do RCX, como memória e sensores em tempo reaL 
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Figura 2.7: Janela Principal do RCXCC. 
Nesta é possível controlar o robô diretamente ou através de joystick. Janelas de diag-
nóstico e de composição de músicas para o RCX também estão disponíveis (ver Figura 2.8). 
A versão mais recente possui uma documentação on-line completa tanto do RCXCC como da 
linguagem do NQC. 
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Figura 2.8: Outras Ferramentas do RCXCC. 
2.4.3 0 Compilador BRICKOS 
O BR!CKOS [8] é um compilador para linguagem 'C'I'C++', que contém uma parte das 
bibliotecas padrão do 'C' implementadas e suporta programação orientada a objetos, utilizando 
'C++'. Com isso, basicamente qualquer programa em 'C'i'C++', que seja pouco menor que 
32K e com algumas restrições de sintaxe devido ao hardware dedicado podem ser escritos, 
utilizando tais bibliotecas e compilados pelo BR!CKOS. Desta forma, o BR!CKOS torna-se uma 
boa opção para programadores de 'C'/'C++' que desejam ingressar na programação do RCX 
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sem a necessidade de aprendizado de uma nova linguagem. 
O compilador BRJCKOS gera códigos nativos para serem executados nojirmware BR!CKOS. 
Assim como o compilador NQC, o compilador BRlCKÜS e o jirmware BRlCKOS são desenvol-
vidos sem qualquer suporte da LEGO. Eles são softwares lívres licenciados pela GNU General 
License Public (GPL) [22]. No momento, possui versão oficial somente para Linux, sendo 
possível recompilá-lo para executar sob o Windows. 
Como os programas compilados BRJCKOS serão executados no jirmwore 
BRlCKOS, tais programas se beneficiarão de todas as facilidades oferecidas pelo firmware 
BRICKOS, como: ponto flutuante emulado, semáforos, de array (vetores) com capa-
cidade limitada somente pela memória, número de variáveis globais e locais limitado somente 
pela memória, dentre outras. Essas características tanto do jirmware quanto do compilador 
BRJCKOS fazem deste pacote de software, um dos mais poderosos, dentre os pacotes alternati-
vos destinado ao RCX. 
2.5 Considerações sobre Hardware e Software 
O hardware LEGO permite prototipagem muito rápida de veículos robóticos, robôs e peque· 
nas máquinas. No contexto deste trabalho, foram utilizados principalmente veículos robóticos 
autônomos, com processamento embarcado ou não. A realização de pesquisas em altos níveis 
toma-se muito mais rápida, mudando-se o hardware, se necessário, em tempo de desenvolvi-
mento. 
Os compiladores e jirmwares foram testados exaustivamente, como será visto no Capítulo 6 
que elucida os testes e experimentos, principalmente através de tabelas comparativas. Pode se 
adiantar que o compilador NQC foi, inicialmente, o preferido dos alunos, pela sua facilidade. 
Mas, posteriormente, o compilador BRICKÜS mostrou-se mais plausível para pesquisas, fatores 
também discutidos no Capítulo 6. 
Capítulo 3 
Protocolo RemoteRCX 
Apesar do ótimo aproveitamento do potencial do RCX, pelo SO BR!CKOS (ver Capítulos 2), 
este não ser para implementar objetivos que, por uma gama de 
cálculos ou uma capacidade enorme de armazenamento de dados ou análise e processamento 
de imagens. Sendo assim, torna-se viável a implementação desses objetivos em máquinas com 
maior poder de processamento e armazenamento, como por exemplo, em computadores pesso-
ais (PC). 
Neste Capítulo, foi proposta uma ferramenta que permite que programas escritos em lingua-
gem 'C' executados em um PC, possam escrever nas saídas e ler as entradas de um determinado 
RCX. Isso de forma transparente, sem que os desenvolvedores dos mesmos tenham que de-
ter grande conhecimento do processo de comunicação entre um PC e um RCX. Basicamente, 
foi desenvolvido e implementado um protocolo de controle, que permite que um PC controle 
um RCX (ou vários), utilizando-se da torre de infravermelho. Também serão apresentados os 
conceitos, formato e funcionamento desse protocolo. 
3.1 O Protocolo de Troca de Mensagens 
O LegOS Networking Protocol (LNP) [29] é um protocolo de troca de mensagens presente 
no kernel do SO BRICKOS. Ele permite que dois ou mais RCX troquem mensagens de texto 
empacotadas. Os pacotes são transmitidos através de uma codificação, usando luz infraver-
melha. O protocolo LNP possui dois tipos de pacotes: um chamado de LNP-integrity e outro 
chamado de LNP-addressing. 
O pacote LNP-integrity, garante que os dados foram transferidos sem alteração de seus 
valores, mantendo a integridade da mensagem. Isso é possível, porque o protocolo utiliza-
se de um byte chamado de checksum (soma de controle) para verificar erros. Assim, quando é 
constatado um erro, o pacote é descartado sem nenhum aviso. As especificações de seus campos 
são (ver Figura 3.1): 
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3.1: Pacote LNP-integrity, 
" ID: é o identificador do tipo de pacote, seu tamanho é de l byte e o valor do campo é 
OxFO para indicar que o pacote é do tipo LNP-integrity; 
" LEN: é o comprimento do campo 
" IDATA: esse campo é a carga útil, o campo de dados, ou seja, é o campo destinado à 
mensagem propriamente dita, seu tamanho varia entre l a 255 bytes; 
" CHK: checkswn campo responsável pela integridade do pacote, seu tamanho é de 1 byte. 
O pacote LNP-addressing, simplesmente adiciona endereçamento ao primeiro, de forma que 
o pacote passa a ser direcionado. Na verdade, ele encapsula os dados e os endereços no campo 
I DATA do pacote LNP-integrity. Assim, o pacote LNP-addressing tem funcionalidade similar 
ao UD P, o qual não garante que os pacotes cheguem, mas caso cheguem, garante a inexistência 
de erros. As especificações de seus campos são (ver Figura 3.2): 
Figura 3.2: Pacote LNP-addressing. 
e ID: é o identificador do tipo de pacote, seu tamanho é de 1 byte, o valor do campo é OxF! 
para indicar que o pacote é do tipo LNP-addressing; 
" LEN: é o comprimento do campo I DATA, seu tamanho é de l byte; 
" DEST: é o endereço do destinatário (destino), seu tamanho é de l byte; 
" SRC: é o endereço do remetente (fonte), seu tamanho é de 1 byte; 
" ADATA: esse campo é a carga útil, o campo de dados, ou seja, é o campo destinado à 
mensagem propriamente dita, seu tamanho varia entre I a 253 bytes; 
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"' CHK: checksam campo responsável pela integridade do pacote, seu tamanho é de I byte. 
O Li'<t' também foi implementado para computadores pessoais. A implementação desse 
protocolo é chamado de LNPd e consta basicamente de um daemon (um tipo de software) 
e uma biblioteca, que possui a mesma interface da biblioteca lnp do compilador BR!CKOS, 
ou seja, com os mesmas funções, porém ela pode ser utilizada por um compilador como por 
exemplo o 'gcc' no SO possibilitando assim, que softwares escritos na linguagem 'C', 
executados em um computador, troquem pacotes com um ou mais RCX. O daemon, também de 
nome LNPd, controla a torre de infravermelho conectada à porta PS2 ou serial do computador, 
tratando colisões e gerenciando a fila de pacotes. 
3.2 Protocolo RemoteRCX 
RemoteRCX foi o nome dado ao protocolo proposto e implementado, Ele permite que pro-
gramas executados em um PC, possam escrever nas saídas e ler as entradas de um determinado 
RCX. Dessa forma é possível controlar um determinado RCX (ou mais de um), utilizando-se 
da torre de infravermelho, pode-se dizer que o RemoteRCX exerce basicamente a função de um 
protocolo de controle. 
Ele utiliza-se do protocolo LNP, na verdade implementa uma camada de rede, sobre o LNP 
O protocolo RemoteRCX possui dois tipos de pacotes: o rr-PC/RCX e o rr-RCX/PC Os pacotes 
rr-PC/RCX e rr-RCX/PC, na verdade, encapsulam todos os seus campos no campo ADATA do 
pacote LNP-addressing. 
3.2.1 Pacotes 
O pacote rr-PC/RCX, como seu nome sugere, armazena os dados, código/controle a serem 
transmitidos e executados por um determinado RCX. As especificações dos campos de controle 
são (ver Figura 3.3): 
I. 
.lillATA 
Figura 3.3: Pacote rr-PC/RCX. 
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e DA, DC e DB: são os sinais do valor das tensões a serem aplicados nas saídas A, C e B, 
respectivamente, do RCX, o tamanho de cada campo é de I byte e os valores dos campos 
podem ser OxO l para positivo ou Ox02 para negativo: 
" TA, TC e TB: são os valores das tensões em módulo a serem aplicados nas saídas 
C e B, respectivamente, do RCX, o tamanho de cada campo é de I byte e os valores dos 
campos podem assumir valores OxOO a OxFF; 
" Pite h: é nota musical (cifra européia), a ser aplicada ao alto falante do RCX, o tamanho 
do campo é de l byte; 
" Length: é a duração da nota musical (o tempo da nota), o tamanho do campo é de I 
byte; 
" ACK: (acknowledgement), tem por objetivo confirmar que o pacote de dados foi rece-
bido. Nesse caso especifico, o campo ACK é um contador, um identificador do pacote, o 
tamanho do campo é de l byte. 
O pacote rr-RCX/PC, também, como seu nome sugere, armazena os dados, valores dos 
sensores, a serem transmitidos e disponibilizados para um programa em execução em um PC. 
As especificações dos campos de sensores são (ver Figura 3.4): 
Figura 3.4: Pacote rr-RCXIPC. 
" TLl, TL2 e TL3: são os valores lidos nas entradas l, 2 e 3, respectivamente, do 
RCX. Analisados, como se nessas entradas estivessem conectados sensores de toque ou 
sensores de luz (infravermelho), o tamanho de cada campo é de l byte; 
" Rl, R2 e R3: são os valores lidos nas entradas l, 2 e 3, respectivamente, do RCX. 
Analisados, como se nessas entradas estivessem conectados encoders (sensores de rota-
ção), o tamanho de cada campo é de 2 bytes; 
s B: é o valor da tensão da bateria em milivolts (mv ), o tamanho do campo é de 2 bytes; 
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o ACK: (acknow/edgement), tem por objetivo confirmar que o pacote de dados foi rece-
bido. Nesse caso especifico, o campo ACK é um contador, um identificador do pacote, o 
tamanho do campo é de J byte. 
3.2.2 Implementação 
A implementação do protocolo RemoteRCX consta de uma biblioteca em 'C', para ser 
compilada pelo 'gcc' do SO Linux e um interpretador de comandos escrito em 'C' para ser 
cornpilad.opelo BR!CKOS e executado em um RCX com SO BR!CKOS. 
A biblioteca tem como função permitír que os programas desenvolvidos possam escrever nas 
saídas e ler as entradas de um determinado RCX. Isto de forma transparente, sem necessidade 
que os programadores detenham grande conhecimento do processo de comunicação entre um 
PC e o RCX. Ela apresenta uma interface simples, com quatro funções (ver Figura 3 .5), as 
qums: 
void Star!Remote(unsigned char por!RCX, 
unsigned char portTower, 
c h ar * hos!Name): 
i nt Connect (); 
void ClosedConnection (); 
rcxResult Se!Outputs( lnt outA, in! ouiB, int oulC, 
unsigned char pitch, 
unsigned char lenglh): 
Figura 3.5: Funções da Biblioteca RemoteRCX. 
" StartRemote: inicializa o valor da porta do RCX o qual será controlado, o valor da 
porta da torre e o nome da máquina a qual a torre está conectada; 
., Connect: abre uma conexão com o daemon LNPd; 
• ClosedConnection: fecha a conexão com o daemon LNPd; 
" SetOutputs: incrementa o sinal ACK, empacota os comandos de escrita (saída do 
RCX) junto com um sinal de ACK no pacote rr-PC/RCX. Envia o pacote ao RCX especi-
ficado no comando StartRemote. Aguarda em espera ocupada, até que uma resposta 
do RCX (pacote rr-RCXJPC) chegue ou até que um determinado tempo expire- chamado 
de Tempo de Espera (TE). Caso a espera tenha terminado, porque o pacote rr-RCX/PC 
chegou, ela compara o ACK deste pacote com o ultimo ACK enviado e se forem iguais, 
Protocolo RemoteRCX 21 
ela desempacota o pacote rr-RCX/PC e disponibiliza os valores de leitura dos sensores 
desempacotados em variáveis globais (ver Figura 3.6). 
li Senso r iouch. (O o r 1) 
ex te rn unsigned c h ar touch 1 , 
ex te rn unsigned c h ar touch_2; 
extern unsigned char touch_3; 
11 Sensor lighl. (O- 100) 
extern unsigned char lighl_ 1; 
extern unsigned char light_2; 
extern unsigned char light_3; 
/I Sensor ro!ation. ( position) 
extern short int rolation_1; 
extern sllort in! rotat10n 2; 
extern shor! in! rola!io 
li Batlery. (In mv) 
extern in! ba!lery; 
Figura 3.6: Variáveis Globais da Biblioteca RemoteRCX. 
Denominou-se o interpretador de comandos simplesmente de Shell. Este é um programa 
executado em um RCX com SO BRJCKOS. Basicamente, sua função é verificar continuamente 
se chegou algum pacote rr-PC/RCX para o RCX. Caso seja afirmativo, a Shell desempacota o 
pacote rr-PCIRCX e interpreta os comandos, executando-os logo em seguida. Depois, ela lê 
os sensores, empacota os valores lidos juntamente com o sinal de ACK do pacote rr-PC/RCX 
no pacote rr-RCX/PC e envia este pacote ao PC. A biblioteca da Shell apresenta uma interface 
simples, com três funções (ver Figura 3.7) as quais: 
void Star!Shell (unsigned char portRCX, 
unsigned char por!Tower); 
in I in e voíd RelreshSensors (); 
void RunShell (); 
Figura 3.7: Funções do Interpretador Shel!. 
o StartShell; inicializao valor da porta do RCX e o valor da porta da torre da qual 
receberá os comandos; 
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e RunShell: verifica constantemente a chegada de um pacote rr-PC/RCX. caso afir-
mativo, desempacota o pacote rr-PC/RCX, interpreta os comandos e chama a função 
RefreshSensors; 
e RefreshSensors: lê os sensores, empacota os valores lidos juntamente com o sinal 
de ACK do pacote rr-PCíRCX no pacote rr-RCX/PC e envia este pacote ao PC. 
3.2.3 Perda de Pacotes 
Apesar do LNP possuir boas implementações tanto para PC como para o RCX, elas estão 
sujeitas à perda de pacotes devido às sombras (obstáculos que impedem a transmissão do sinal). 
Como o RemoteRCX utiliza dessas implementações, ele também está sujeito à perda de pacotes. 
Porém, ao contrário o LNP, o RemoteRCX pode detectar se um determinado pacote foi entregue, 
uma vez que o mesmo utiliza-se do campo ACK. 
Analisando a implementação do RemoteRCX, na o PC envia um comar1do a um RCX 
e fica aguardando as leituras dos sensores como confirmação, observam-se dois casos, quando 
esta confirmação não chegou e o Tempo de Espera expirou: 
J. o pacote rr-PC/RCX não chegou ao RCX, assim o RCX não enviou o pacote de confir-
mação; 
2. o pacote rr-PC/RCX chegou ao RCX, os comandos foram executados, o RCX enviou o 
pacote de confirmação (rr-RCX/PC), mas este, por algum motivo não chegou ao PC. 
Para não ocorrer perda de pacotes, uma alternativa seria reenviar o pacote rr-PC/RCX, quan-
tas vezes necessário, até receber o pacote rr-RCX/PC, o problema desta solução é que aumen-
taria o tempo médio de envio de pacotes e se caso ocorrer o Caso 2, o RCX poderá executar 
várias vezes o mesmo comando, o que para algumas aplicações seria inconveniente. Uma outra 
alternativa, seria fixar o número máximo de vezes de reenvio de um pacote da primeira alter-
nativa, isso diminuiria a incidência de perda de pacotes. Dessa forma, o tempo médio de envio 
de pacotes não teria aumento significativo, mas caso ocorra o Caso 2, da mesma forma que na 
primeira, o RCX poderá executar várias vezes o mesmo comando. Por fim, também tem-se 
como alternativa não tomar nenhuma providência. Esta alternativa, foi a adotada uma vez que 
não aumenta o tempo médio de envio e como a torre tem maior poder de transmissão do que o 
RCX, os pacotes perdidos são em maior proporção os do Caso 2, assim, o número de comandos 
não executados é baixo em relação aos pacotes perdidos. 
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3.3 Considerações 
No Capítulo 6, será apresentado um estudo e análise do tempo de comunicação do protocolo 
proposto, uma vez que se pretende que sua utilização seja em aplicações que exigem respostas 
em tempo hábil (aplicações de tempo real). O protocolo RemoteRCX mostrou-se eficiente 
em vários projetos discutidos no Capítulo 6. Sua implementação foi essencial para que vários 
trabalhos ser realizados e deles publicados em eventos na área de Robótica [ 46, 
47]. Assím, considera-se que seu desenvolvimento seja uma das contribuições mais importantes 
deste traoaJ.no. 
Capítulo 4 
Sistema de Localização 
A navegação permite aos robôs móveis se movimentarem livremente no seu ambiente de 
trabalho ora alcançando metas ora desviando de obstáculos. Isso é obtido através de um sistema 
de navegação. Tal sistema de navegação pode ser dividido em duas tarefas básicas: a de se loca-
lizar e a de evitar obstáculos [14]. Este capítulo dá ênfase à tarefa de se localizar (localização) 
devido ao fato de poder ser usada como retro-alimentação para controladores de trajetória. 
Localizar um robô móvel consiste em determinar a sua posição e orientação no espaço 
em um determinado instante de tempo. Os métodos de localização de robôs móveis podem 
ser classificados em duas grandes categorias: métodos de localização relativa e métodos de 
localização absoluta [7]. Os métodos de localização relativa utilizam a localização do robô 
obtida no instante anterior, para estimar a atual, sendo a odometria e a navegação inercial, 
por exemplo, dois métodos baseados nesse princípio. Já os métodos de localização absoluta, 
utilizam apenas as informações atuais dos seus sensores, para determinar a localização do robô 
em relação a um referencial fixo absoluto. Exemplos desse tipo de localização são: o uso de 
balizas ativas, map-matching (casamento de mapas), marcos artificiais ou naturais e sistema de 
localização visuaL 
Neste Capítulo, foi proposta uma ferramenta de localização que utiliza-se de odometria e de 
um sistema de localização visuaL Basicamente, pretende-se usar medidas esparsas de localiza-
ção absoluta, dadas pelo sistema de localização visual, para corrigirem o sistema de odometria 
do robô. Porém, foi considerado que a câmera do sistema de localização visual deve estar livre 
a maior parte do tempo, para realizar outras operações, tais como em sistemas de percepção 
robótica. O propósito principal da ferramenta é requerer o uso da câmera, para corrigir os erros 
de odometria apenas em momentos no qual a mesma esteja ociosa. Uma característica essencial 
da ferramenta é permitir que o robô eventualmente saia do campo de visão da câmera ou passe 
por áreas de sombra (túneis, por baixo de cadeiras, de mesas, dentre outros), isso por um curto 
espaço de tempo sem perder sua localização. Este tempo sem correção será determinado a partir 
de uma análise do erro de odometria do sistema. 
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4.1 Odomet:ria 
Je•nclc ao baixo custo da odometria, esse método de localização é bastante utilizado em 
robôs com rodas. Ele utiliza encoders (sensores de rotação), os quais medem a rotação 
das rodas, pennitindo calcular a localização do robô a partir de seu modelo cinemático. Esse 
método pennite detenninar a localização do robô, integrando os seus movimentos a partir de 
um referencial 
Como já mencionado, a odometria utiliza a localização do robô obtida em instantes anteri-
ores, para estimar a atual, isto é, ela é um método de integração. Nesse ocorrer 
erros devido ao escorregamento das rodas do robô, a arredondamento dos valores lidos pelos 
encoders e as medidas erradas das dimensões fisicas do robô. Como esses erros na maioria 
das vezes ocorrem em uma mesma direção, isto é, os erros são polarizados, possuindo média 
diferente de zero, eles são propagados e acumulados com o tempo. Com isso, o uso de odome-
método para a correção desses erros. 
Os erros de odometria podem ser classificados como erros sistemáticos ou erros não sistemá-
ticos [ 13, 7]. Erros sistemáticos são causados por imperfeições no modelo cinemático do robô. 
Suas conseqüências podem ser desastrosas, uma vez que eles ocorrem durante a navegação do 
robô e se acumulam, gerando distorções na determinação da localização atuaL Já os erros não 
sistemáticos são imprevisíveis, causados por situações que surgem inesperadamente. Ao con-
trário dos erros sistemáticos, esse tipo de erro não ocorre constantemente durante a navegação. 
Abaixo alguns exemplos de erros sistemáticos e não sistemáticos: 
• erros sistemáticos: 
desalinhamento das rodas; 
diâmetros das rodas esquerda e direita diferentes; 
- erro das medidas dos diâmetros das rodas; 
- erro do comprimento do eixo; 
- resolução limitada dos encoders; 
- taxa de amostragem dos encoders limitada; 
- atrito. 
e erros não sistemáticos: 
- terrenos irregulares; 
derrapagem das rodas causada por: 
* terrenos escorregadios; 
42. Sü;teJTia de Localização Visual 
* aceleração linear acentuada; 
* forças externas e internas; 
* falta de contato entre a roda e o chão. 
4.2 Sistema de Localização Visual 
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Um sistema de localização visual geralmente fornece posição absoluta global baseado em 
análise de imagens. O sistema usado é composto por uma câmera colorida localizada a 255cm 
do solo (ver Figura 4.1) e um software de processamento de imagens, responsável por calibrar 
tonalidades de cores e identificar e localizar rótulos. Este software foi desenvolvido no LabSís 
(Laboratório de Sistemas Inteligentes da Universidade Federal do Rio Grande do Norte- UFILN) 
por Anfranseraí, semelhante ao software utilizado nos experimentos de sua dissertação [15]. 
Figura 4.1: Câmera do Sistema de Localização Visual. 
Este software analisa a seqüência de imagens quadro a quadro e em cada quadro procura 
dois rótulos, pequenas circunferências (ver Figura 4.2). Logo depois ele determina o centro de 
cada circunferência e através desses centros é calculado a posição X e Y, em pixel, na imagem 
e a orientação em graus. A captura de um quadro (imagem) junto à determinação da localiza-
ção demora em media 33ms, isto é, o software fornece aproximadamente 30 localizações por 
segundo. 
Por ser um sistema de localização absoluta, este sistema fornece a posição calculada ape-
nas por informações atuais, não ocorrendo erros acumulativos, porém uma desvantagem é o 
ambiente de trabalho ser limitado ao campo de visão da câmera. 
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Figura 4.2: Rótulos para Localização do Robô. 
4.3 Modelo Cinemático 
A partir das informações medidas pelos encoders e conhecendo alguns parâmetros cínemá-
ticos do robô, é possível deduzir as equações que irão determinar a sua posição e orientação em 
um dado instante. Isto é geralmente feito, incrementalmente, a partir de uma localização inicial 
conhecida. Veja o modelo cinemático ilustrado na Figura 4.3. 
Figura 4.3: Mode!o Cinemático. 
Para descrever o modelo cinemático do robô, foi adotada a seguinte nomenclatura para as 
suas variáveis cinemáticas: 
" b é o comprimento do eixo, ou seja, a distância entre as duas rodas; 
" r e é o raio da roda esquerda; 
" r d é o raio da roda direita; 
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" Ne e Nd são as variações do números de pulsos lidos pelos sensores esquerdo e direito 
respectivamente; 
" Nr é a resolução dos sensores de rotação vezes eventuais reduções, isto é, Nr é o número 
de pulsos lidos pelo senso r de rotação, para o eixo da roda executar exatamente urna volta. 
Corno dito antes, a localização será calculada integrativarnente~ Para isso, basta calcular a 
variação do deslocamento linear, decompô-la em componentes, somá-las aos valores anteriores 
e depois calcular a variação da orientação e somá-la à orientação anterior. 
Para calcular a variação do deslocamento linear do robô, aproxima-se o seu movimento (em 
um intervalo de tempo) a um arco de circunferência ilustrado na Figura 4.4, onde: 
Figura 4.4: Variação do Deslocamento Linear do Robô. 
o DL e é a variação do deslocamento linear da roda esquerda; 
e D Ld é a variação do deslocamento linear da roda direita; 
o DL é a variação do deslocamento linear do centro do eixo; 
e a é o ângulo de giro. 
Calculando DL: 
(4.1) 
(4.2) 
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Analisando o arco menor: 
21f -+ (4.3) 
An:alisar1do o arco mmor: 
a -+ DL, 
ag =DL, 
21f -+ 21f(g+b) 
a -+ DLd 
+b) = DLd 
ag+ab = DLd 
Substituindo a Equação 4.5 na Equação 4.9: 
Analisando o arco médio: 
DL,+ab = DLd 
ab = DLd-DL, 
21f --7 21f ( g + D 
a --7 DL 
DL 
DL 
= a(g+Ü 
ab 
= ag+-
2 
Substituindo as Equações 4.5 e 4.11 na Equação 4.15: 
DL = DL , DLd- DL, e T 2 
DL DL,+ DLd 
2 
(4.6) 
(4.7) 
(4 10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
(415) 
(4.16) 
(4.17) 
Para calcular a variação da orientação do robô, aproxima-se o seu movimento (em um in-
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tervalo de tempo) a um arco de circunferência ilustrado na Figura 45, onde 6B é a variação da 
orientação. 
Figura 4.5: Variação da Orientação do Robô. 
Analisando o quadrilátero cinza: 
a= 6B 
Substituindo a Equação 4.18 na Equação 4.11 e isolando 60: 
t:::JJb 
!:::.(} 
DLd- DL, 
DLd- DLe 
b 
Assim, as equações finais de odometria são: 
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X,+ DL, cos (!:::.!it) 
Y,+l - Y, + DL, sin ( 611,) 
11t+ 1 - 11, + 6(), 
(4.18) 
( 4.19) 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
Dentre algumas plataformas com rodas, optou-se pela plataforma de Acionamento Diferen-
cial, que com informações obtidas pelos encoders e pelo modelo cinemático, permite o cálculo 
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de sua posição e orientação relativas, utilizando-se de simples equações. Nessa plataforma 
existem duas rodas dispostas em cada lado do robô, acionadas por motores independentes. Ve-
locidades distintas nas rodas proporcionam uma rotação no veículo de certo ângulo e velocida-
des iguais movem o robô em linha reta para frente ou para traz. Tal configuração provê a tal 
plataforma três graus de liberdade. 
Após cinco protótipos, o protótipo final (ver Figura 4.6) consta de: duas rodas, de raio 
40.8mm, acionadas cada uma por um motor (da redução entre os motores e essas rodas 
de 1/45 (através de jogos de engrenagens); dois encoders (da LEGO) de pulsos de resolução 
e duas rodas pequenas unidas por um mesmo eixo (rodas de apoio) desprezadas pelo modelo 
cinemático descrito na Seção 4.3. 
Figura 4.6: Protótipo com Acionamento DiferenciaL 
As variáveis cinemáticas deste protótipo são: 
b = 135mm 
Te 40.8mm 
T'd 40.8mm 
Nr 16.45 = 720 
4.5 Descrição do Sistema 
Foi desenvolvida uma parte da ferramenta para o SO Linux (cálculo de odometria e Re-
moteRCX) e a outra parte para o SO Windows (sistema de localização visual). Desta forma, 
foi desenvolvido e utilizado um sistema de comunicação inter-sistemas. Este sistema de co-
municação constitui-se de uma arquitetura mestre-escravo (servidor-cliente) implementada via 
sockets. Desenvolveu-se o servidor para o SO Linux, responsável pela odometria, controle do 
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robô (utilizando-se do RemoteRCX), correção da odometria e recepção de localizações calcu-
ladas pelo sistema de localização visual. Já o cliente foi desenvolvido para o SO Windows, 
responsável pelo sistema de localização visual e responsável por enviar as localizações para o 
servidor. Um esboço desse sistema pode ser visto na Figura 4.7. 
Torre 
IRA 
• 
Remo teR~ 
Transmissào 
via sockecs 
Figura 4.7: Sistema de Comunicação da Ferramenta de Localização. 
No cliente, quando a câmera esta ociosa, isto é, não esta sendo utilizada para outros fins, o 
sistema de localização visual captura um quadro (imagem) calcula a localização como descrito 
na Seção 4.2 e envia esses dados ao servidor. São eles: o identificador do robô, a posição (X, Y) 
e a o orientação. Para evitar o overhead na transmissão, o cliente empacota todos esses dados 
em urna string e os envia de urna só vez ao servidor, que desempacota os mesmos, corrigindo a 
odornetria. 
O servidor foi implementado em três threads (tarefas): a primeira, responsável pela odo-
metria; a segunda, responsável em receber os dados do cliente e a terceira, responsável pelo 
controlador, semelhante ao trabalho de Lora, Hemerly e Lages [30, 31]. 
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A thread responsável pela odometria (a primeira) utiliza o protocolo RemoteRCX (ver Ca-
pítulo 3), para ler os dados dos encoders, realiza a odometria como elucidado na Seção 4.1, 
disponibiliza a localização calculada, além de gravá-la em arquivo para posterior análise; a 
thread responsável em receber os dados do cliente (a segunda), quando os recebe, sobrepõem 
os valores atuais da odometria e a thread responsável pelo controle (a terceira) possui um con-
trolador proporcional simples, com o intuito de descrever trajetórias simples, poligonais, como: 
quadrados, triãngulos, hexágonos, dentre outros. Esse controlador é alimentado pelas localiza-
ções disponibilizadas pela thread, responsável odometria e controla o robô, utilizando o 
RemoteRCX. 
4.6 Correção de Erros Sistemáticos- UMBmark 
Antes de realizar testes com o sistemas de localização proposto, foi realizado um procedi-
mento para correção de erros sistemáticos sistema odometria, chamado de of 
Michigan Benchmark {UMBmark) desenvolvido por Borenstein [7] e sucintamente detalhado a 
segurr. 
O UMBmark destaca dois tipos de erros, os quais são passíveis de correção: o primeiro é 
chamado de erro tipo b, é a incerteza da distância entre as rodas, isso pode ocorrer, porque as 
rodas não tocam o chão em somente um ponto, mas em uma superfície que pode variar durante 
o deslocamento; o segundo é chamado de erro tipo d, é o erro devido a uma diferença entre os 
diâmetros das rodas, isso pode ocorrer, porque uma roda pode desgastar mais que a outra. 
Conhecendo o valor desses erros é possível modificar o valor das variáveis cinemáticas, 
segundo as Equações 4.24 e 4.25, para correção dos mesmos, onde Eb é o erro do tipo b e Ed 
é o erro do tipo d, bnominal é o valor do tamanho do eixo medido e batual será o novo valor do 
tamanho do eixo. 
Eb Td (4.24) = 
Te 
Ed batual (4.25) = 
bnominal 
Nesse procedimento, o robô deve descrever 2n trajetórias quadradas, no mínimo 10 traje-
tórias, sendo uma metade (n) em sentido horário e a outra metade (n) em sentido anti-horário. 
Das trajetórias realizadas são retiradas as localizações finais calculadas (cale) e as localizações 
finais reais (abs). Com essas localizações são calculados os erros ex, ey e as médias dos erros 
(centro de gravidade horário (cgh) e anti-horário (cgah)) conforme as Equações 4.26, 4.27, 4.28 
e a 4.29: 
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BXcghjcgah Xabs- X cale (4.26) 
eycghjcgah Yabs- Ycatc ( 4.27) 
n 
LYcghjcgah 12..: - (ex)i,cghjcgah (4<28) 
-n i=l 
1 n 
Yc_ghjcgah = ;; 2) ey kcgh/cgah (4<29) 
i=l 
Posteriormente são calculados os dois raios dos centros de gravidade: 
X 2-Lv 2 Tcghjcgah = cghjcgah 1 1 cghjcgah (00) 
As trajetórias feitas pelo robô ficam inclinadas ou desajustadas em relação a um quadrado 
nominaL E, também, os lados das mesmas não são retas e sim aproximações de arcos" Veja 
Figura 4"8, onde: a e f3 são os ângulos de inclinação, R é o raio de curvatura do arco uv e L é 
o lado do quadrado nominal, os quais são dados pelas Equações 431,432 e 433: 
Figura 4.8: Ângulos a, /3 e o Raio de Curvatura. 
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o = 
Xcgh + Xcgah 180° 
-4L 7r 
f3 = Xcgh - Xcgah 180° 
-4L 7r 
r 
~ 
R 2 (B) sin 2 
Com o raio R é calculado a razão entre os raios das rodas, ou seja, é calculado Ed: 
Por fim, é calculado Eb: 
batual 
-
goo 
bnominal 
-
90°- o 
h atual goo 
= 
bnominal 90°- a 
Eb 
goo 
= 90°- a 
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(4.31) 
(4 -2 
.. j ) 
(4.33) 
(4.34) 
(4.35) 
( 4.36) 
(4.37) 
(4.38) 
Apesar de todas as tentativas de correções realizadas, ainda existem erros consideráveis nas 
localizações fornecidas pelo sistema de odometria. Como proposto, um sistema de localização 
visual fornecerá uma correção para o sistema de odometria. A questão é definir se esta correção 
deve ser contínua no tempo ou não. No caso em questão, deseja-se que a câmera esteja livre 
para executar outras tarefas de percepção robótica, tais como atenção visual e reconhecimento 
de objetos. Portanto, a correção deve ser realizada esporadicamente. 
4. 7 Considerações 
O sistema de localização foi exaustivamente testado e esses testes serão mostrados no Capí-
tulo 6. A utilização da técnica UMBmark não produziu resultados significativos, devido a erros 
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não sistemáticos. A determinação empírica de parâmetros proporcionou uma melhora razoável 
para o sistema de odometria. Porém, foi somente com a inclusão da correção de erro, usando o 
sistema de que minimizaram de forma substancial os erros, como será visto 
no 6, 
Capítulo 5 
Sistema de Localização Visual (Horizontal) 
Como descrito anteriormente (ver Capítulo 4) um Sistema de Localização Visual é um mé-
todo de localização absoluta, que se utiliza apenas das informações atuais dos seus sensores 
para determinar a localização. Sua principal caracteristica é a necessidade de extrair infonna-
ções visuais relevantes da cena (imagem), em tempo hábil, determinando com estas informações 
orientação e posição. 
Como o Sistema de Localização Visual apresentado no Capítulo 4 possuía a desvantagem da 
limitação do ambiente de trabalho, pelo campo de visão da cãmera, neste Capítulo, é proposta 
uma ferramenta (um Sistema de Localização Visual), que pode amenizar essa desvantagem. 
Basicamente, esse sistema terá mobilidade e a visão será na horizontal e não mais na vertical 
como a do anterior. Assim, nesse sistema, a câmera estará acoplada a um robô móvel, na posição 
horizontal, permitindo a localização de demais robôs móveis em relação ao primeiro. 
Neste Capítulo, foi proposta uma ferramenta de localização visual. Basicamente, essa ferra-
menta identificará rótulos/marcos (esferas), em quadros (imagem) capturados por uma cãmera 
e determinará a posição e o tamanho (diâmetro) dos rótulos, disponibilizando estes dados os 
quais poderão ser usados por um controlador. 
5.1 A Arquitetura de Controle Proposta 
O sistema inicialmente proposto consistia de um robô dotado de sensores como câmeras e 
odômetros, chamado de robô Mestre (ver Figura 5.1) e um ou mais robôs sem sensores, cha-
mados de robôs Escravos (ver Figura 5.2), sendo estes, controlados/guiados pelo robô Mestre, 
a partir do protocolo RemoteRCX, descrito no Capítulo 3. Assim, o sistema transmitiria co-
mandos do computador para os vários robôs presentes no ambiente. Esses comandos também 
podem ser enviados do robô Mestre aos Escravos diretamente, mas isso não foi testado no pre-
sente trabalho. 
A arquitetura de controle proposta é basicamente composta por três módulos de baixo nível 
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Figura 5.1: Robô Mestre. Figura 5.2: Robô Escravo. 
e um módulo de alto nível, como pode ser visto na Figura 5.3. O primeiro módulo, o módulo 
"Aquisição", é responsável pela aquisição de imagens de dispositivos (câmeras) e a disponibili-
zação dessas imagens. Esse módulo é executado no computador central e sua estrutura depende 
do tipo de câmera usada para aquisição das imagens. Sua saída é um array de pixels que codi-
fica a imagem. Isto é transparente ao módulo "Visão", segundo módulo, o qual processa uma 
imagem codificada em um array de pixels e calcula a posição e orientação de cada robô dentro 
do campo de visão da câmera. O terceiro módulo, o módulo "Comunicação" é responsável por 
receber comandos de alto nível e por enviá-los a todos os robôs, isto é, ele provê comunicação 
entre o computador e os robôs. 
Aquisição 
(Imagens) 
Visão 
(Processamento) 
Figura 5.3: Arquitetura do Sistema. 
Comunicação 
(Robôs) 
Já o módulo de alto nível, o módulo "Controle" é responsável na prática por mapear o 
mundo real, em uma representação geométrica interna, gerando trajetórias e passando comandos 
de movimentos aos robôs. Isto é, dada uma localização (posição e orientação) atual e uma 
localização alvo, ele gera todos os comandos necessários, para que um robô específico se mova 
do atual para o alvo. Fatores como desvio de obstáculos e planejamento de trajetórias não serão 
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explanados aqui, uma vez que foge do escopo do presente trabalho. 
5.2 Visão Robótica 
Dentre os sentidos disponíveis em seres biológicos, a visão é um dos mais poderosos. Atra-
vés dela é possível captar uma grande quantidade de informações do meio, possibilitando inte-
ragir com este meio de forma inteligente, tudo sem nenhum contato físico direto (pelo menos 
na fase adulta), aprendendo as posições e formas dos objetos e as relações entre eles. Tentativas 
de dar às máquinas o sentido da visão, a partir de imagens fornecidas por câmeras, levaram à 
definição de técnicas, que se aglomeraram sob as áreas de visão robótica ou visão computacio-
nal. 
5.2.1 Câmera 
Neste trabalho, a câmera utilizada é do tipo webcam, fornecida pela LEGO (ver Figura 5.4). 
Câmeras do tipo webcam apresentam algumas vantagens, como: o preço, não necessitam de 
hardware adicionais para aquisição de imagens, peso reduzido, simplicidade, baixo consumo de 
energia e alguns modelos podem atingir valores de 30 quadros por segundo. Porém, a qualidade 
de imagem é baixa, mas é suficiente para aplicações de controle e posicionamento. 
Figura 5.4: Câmera da LEGO. 
O uso de câmeras como sensores possibilita a extração de sinais e características do ambi-
ente, sem a necessidade de haver contato físico [23]. Uma das tarefas abordadas em robótica, 
utilizando-se de uma câmera como sensor, que interessa a este trabalho, é o controle e posicio-
namento em relação ao ambiente, para navegação de robõs móveis. 
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5.3 O Sistema de Localização por Marcos 
Como já mencionado a ferramenta de localização visual é responsável por identificar rótu-
los/marcos nos quadros capturados pela câmera. Estes marcos (landmarks) presentes no espaço 
de trabalho do robô podem ser naturais ou artificiais. 
5.3.1 Definindo Marcos Visuais 
Definiram-se como marcos quaisquer objetos que possam ser identificados em uma imagem 
e que possuam coordenadas de mundo conhecidas. Após a aquisição da imagem e da localiza-
ção do marco na imagem, uma transformação de coordenadas de imagem em coordenadas de 
mundo (Cord.rmagem-+ Cord.Mundo) permite localizar a posição do robô no mundo real. 
Existem basicamente dois tipos de marcos: os marcos naturais e os marcos artificiais. Os 
naturais são marcos que se encontram no espaço de trabalho do robô (como por exemplo: as 
linhas formadas pelas lajotas no chão, as luzes no teto, dentre outros), enquanto os artificiais 
foram inseridos. Como os marcos naturais se encontram no espaço de trabalho do robô, não há 
necessidade de alterações do espaço de trabalho. Já, com o uso dos marcos artificiais há neces-
sidade de alterações do espaço de trabalho do robô, porém, esses marcos apresentam vantagens 
da fácil localização dos mesmos na imagem, já que são projetados para esse propósito. 
Inicialmente, foram escolhidos marcos artificiais, esferas brancas com 6cm de diãmetro 
(ver Figura 5.5). Essas esferas permitem determinar apenas a posição de cada um dos robôs 
Escravos. Os centros das esferas são colocados sobre os robôs Escravos, na mesma altura 
que se encontra o centro de projeção da câmera do robô Mestre, por isso, a altura do marco na 
imagem pode sempre ser recuperada a menos que hajam distorções causadas por deslocamentos 
rápidos do robô Mestre. 
Figura 5,5: Esfera com Uma Cor. 
Para se obter também a orientação, pode-se melhorar o marco, substituindo a esfera de uma 
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cor, por uma esfera com duas cores, também com 6cm de diâmetro (ver Figura 5.6). Essa esfera 
é dividida ao meio na posição vertical, em dois hemisférios, sendo um de cada cor. Com isso, a 
orientação de um robô Escravo pode ser determinada, respeitando alguma precisão. Mas nesse 
trabalho não foram recuperadas orientações. 
Figura 5.6: Esferas com Duas Cores, 
Inicialmente, foi utilizado o robô Mestre, porém, o robô Escravo foi simulado por um pe-
destal com uma esfera tal como na Figura 5.7, mantendo o diâmetro e a cor da esfera bem como 
a altura de seu centro ao solo, igual a altura do centro de projeção da câmera do robô Mestre ao 
solo. Essa esfera é o marco que ficaria sobre os robôs Escravos, conforme visto na Figura 5.5. 
Figura 5.7: Imagem IniciaL 
5.3.2 Localizando Marcos Visuais na Imagem 
Na primeira implementação, considerou-se uma esfera com apenas uma cor. Como já men-
cionado, este marco possibilita determinar apenas a posição e não a orientação dos robôs. Ainda 
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se trabalhou em um ambiente controlado, tendo como plano de fundo um tecido da cor preta. 
Após aquisição da imagem pelo módulo de "Aquisição", o módulo "Visão" basicamente 
segmenta a imagem, determinando o centro e o diâmetro da circunferência (projeção 2D da 
esfera) em coordenadas de imagem. Ressalta-se que na verdade a projeção da esfera na imagem 
é uma elipse, mas devido a grande proximidade de uma circunferência, será tratada como tal. 
Para isso, o histograma é calculado e uma segmentação é feita da seguinte forma: pixels, que 
poss11arn um acima da média histograma em r, g e b mais uma constante, ficam com o 
valor 255 e pixels, que possuam valores abaixo com valor O. Assim, é possível com certa 
facilidade isolar a circunferência como pode ser visto na Figura 5.8. 
Figura 5.8: Imagem Filtrada. 
Posteriormente, começa a determinação do centro e do diâmetro da circunferência, os quais 
são detenminados conforme o processo ilustrado na Figura 5.9. Como o centro da esfera esta à 
mesma altura que o centro de projeção da câmera, espera-se encontrar a circunferência cortada 
por uma linha central e horizontal da imagem, que será chamada de "Equador". Assim, uma 
busca por um pixel branco é feita nas proximidades do Equador. Na verdade, essa busca ocorre 
sobre o Equador de forma intervalar, ou seja, de 6 em 6 pixels, uma vez que o limite estipulado 
para a menor projeção da esfera (circunferência) é de 11 pixe/s, garantindo que pelo menos 
um pixel dentro da circunferência seja analisado. Quando esse pixel é encontrado obtém-se 
o ponto a, cujo valor de sua ordenada é incrementado e decrementado até serem encontrados 
pixels que não sejam de cor branca, determinado assim os pontos b e c, que estão na borda da 
circunferência. Fazendo uma média das ordenadas de b e c obtém-se o ponto d, que possui a 
mesma ordenada do centro da circunferência. 
Da mesma forma, o valor da abscissa de d é incrementado e decrementado até encontrarem-
se os pontos e e f, também sobre a borda da circunferência. E com uma média das abscissas de 
e e f obtém-se o ponto g, o ponto central da circunferência. 
A subtração dos pontos e e f fornece o diâmetro (D) da circunferência. Essa abordagem 
encontra os valores do diâmetro e do centro para a circunferência. Através do diâmetro da 
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Figura 5.9: Procura da Circunferência. 
circunferência é possível obter-se uma noção de distância (no eixo z) entre os robôs e através do 
valor do centro da circunferência é possível obter-se a distância em relação ao eixo y, pelo uso 
de uma equação de inversão de projeção simples. Para calcular a posição no mundo real, uma 
melhor calibração de câmera se faz necessária, porém, para os propósitos deste trabalho, não 
é necessário que seja de forma precisa. Foram desenvolvidos dois programas, que realizavam 
esse cálculo da imagem. Um deles com interface gráfica e outro com interface modo texto, a 
fim de diminuir a latência causada pela exibição da imagem. 
Com a abordagem de colocar uma esfera branca em cima do robô Escravo para localização 
surgiram alguns problemas descritos a seguir: 
" apenas um identificador sobre o alvo, não é possível estimar orientação; 
" ambiente deve ser controlado para o algoritmo funcionar, ou seja, o chão bem como o 
fundo do ambiente tem de ser na cor preta, impedindo que o robô tenha uma liberdade 
maior; 
" o controle torna-se mais complexo computacionalmente, sendo necessário um mapea-
mento de coordenadas para realizá-lo de melhor forma. 
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5.3.3 Determinando Efetivamente a Posição 3D da Esfera 
Como descrito anteriormente, é possível determinar o diâmetro (D) e o centro da circunfe-
rência na imagem (g), para os diferentes marcos (esferas com duas cores ou com apenas uma 
cor). Como a câmera é calibrada, o tamanho do diâmetro fornece uma estimativa da distância 
entre a esfera e o robô Mestre. E a coordenada x do ponto g na imagem, permite calcular uma 
boa aproximação das coordenadas da esfera em relação ao robô Mestre. Na Figura 5.1 O, o X é a 
ordenada de g da circunferência na imagem e D é o diâmetro da circunferência, x é a ordenada 
do centro da esfera e d é o diâmetro da esfera. Os valores e D são os valores fornecidos pelo 
Sistema de Visão. 
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Figura 5.10: Projeção da Esfera. 
Como f é conhecido com uma certa precisão através da execução de um procedimento 
grosseiro de calibração, a seguinte equação pode ser conseguida para se obter uma aproximação 
da coordenada z: 
z = Ld-D' (5.1) 
E a equação seguinte pode ser usada para determinação de x: 
(5.2) 
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Note que essas equações são aproximações um pouco pobres dos valores reais de x e z, mas 
são suficientes para as necessidades em questão, supondo-se que os robôs podem ser controla-
dos baseado em erro visual. 
5.4 Tronco ou Cone de Visibilidade 
O cálculo do tronco ou cone de visibilidade é muito importante para a parte de controle, 
pois através deste podem se definir os limites onde os robôs Escravos podem andar, para es-
querda, para direita, para trás e para frente. Na verdade, o cálculo foi realizado de maneira bem 
empírica. Com a câmera ligada foi colado ao chão duas fitas adesivas pretas de forma que elas 
ficassem no limite esquerdo e direito da imagem. Logo depois foi definida e marcada com fita 
uma distância máxima do robô Escravo para o robô Mestre, para que a circunferência não fi-
casse muito pequena, e definida e marcada com fita uma distância mínima do robô Escravo para 
o robô Mestre, para que a imagem não contivesse uma esfera nn~1r~, acabando com a visibili-
dade dos outros robôs. Estas fitas adesivas delimitaram assim, um tra.pé:zio o qual 
de tronco ou cone de visibilidade. 
5.5 Considerações 
chamado 
No Capítulo 6, será discutida a precisão na determinação do diâmetro da circunferência, bem 
como outros resultados sobre esse esquema, usando câmera horizontal para posicionamento. 
Convém ressaltar que o esquema descrito resolve apenas o problema de determinação de 
posição dos robôs Escravos. Porém, caso sejam conhecidas as posições de dois robôs Escravos, 
pode ser determinada a posição e orientação do robô Mestre. Um sistema, usando esferas com 
duas cores, está sendo planejado e discutido no Capítulo 7. 
Capítulo 6 
Testes e Resultados 
Vários experimentos foram realizados a fim de testar as ferramentas disponíveis e as de-
senvolvidas. os compiladores e firmwares usados foram testados. Os experimen-
tos seguintes foram visando as ferramentas F oram feitos testes 
com o protocolo de comandos e com os sistemas de localização propostos. Convém ressaltar 
que esses últimos foram desenvolvidos através de implementações realizadas sobre o protocolo 
RemoteRCX. 
6.1 Testes e Comparações de Softwares para LEGO 
Para efetivar a análise comparativa entre os compiladores NQC e BRJCKOS e seus respecti-
vos SO, realizou-se alguns testes de instalação, verificando potencialidades das linguagens e o 
desempenho dos programas por eles gerados. 
Para os testes de instalações do NQC foram utilizados os SO Windows (95 e 98) e Linux. 
No Windows, foi instalada a versão nqc-2.lrl, juntamente com o RCXCC, versão rcxcc-3.1, 
os quais mostram-se relativamente fáceis, bastando desempacotar e utilizar. A versão nqc-
2.2.r2 para Linux, também mostrou-se muito fácil de instalar, bastando utilizar comandos como: 
. /configure e . /make e modificar permissões de escrita na porta de conexão da torre 
de infravermelho. 
Quanto aos testes de instalação do BRICKOS, foram feitos apenas no SO Linux, nas versões 
brickos-0.2.6.10, legos-0.2.6 e legOS-0.2.5. Exigindo mais tempo para instalar o cross-compi/er 
do microcontrolador Hitachi HS/3292, essencial ao BRICKOS. 
Além dos testes de instalação, foram escritos um total de 40 programas para ambos os 
compiladores, com o objetivo de descobrir as potencialidades de cada uma das linguagens, 
tais como: comandos para controle de motores, leitura dos sensores, gerência de processos, 
semáforos e comunicação. 
46 
6. L Testes e Comparações Softwares para LEGO 47 
Para finalizarem os testes, foram idealizados quatro objetivos, com diferentes níveis de di-
ficuldade, a serem cumpridos por um robô com o RCX "embarcado". Cada objetivo foi imple-
mentado em ambos os compiladores com a finalidade de comparar o desempenho dos progra-
mas gerados. Os objetivos propostos são que um robô: 
l. pare assim que detectar qualquer obstáculo; 
2. navegue sobre uma mesa, detectando e desviando-se das bordas da mesma; 
3. tenha dois comportamentos básicos: desviar de obstáculos e seguir duas linhas no chão; 
4. resgate objetos de isopor, de uma cor previamente determinada, localizados em uma pe-
quena arena retangular. 
Nos Objetivos 1 e 2, os quatro programas gerados, para cumprí-los, tiveram aproximada-
mente o mesmo tamanho e seus respectivos códigos tiveram o mesmo número de linhas. Cons-
tataram, ainda, que os mesmos foram de fácil implementação e atingiram os objetivos da forma 
esperada. 
Quanto ao Objetivo 3 (ver Figura 6.1), devido ao BR!CKOS utilizar semáforos e tratar multi-
tarefa de forma muito elegante, a implementação ficou extremamente fácil e trivial. O contrário 
ocorreu com o NQC. 
Figura 6.1: Robô Seguidor (Objetivo 3). 
O Objetivo 4 foi pensado a partir de um exercício proposto para as disciplinas: "Robótica: 
Sistema Sensorial e Motor", na UNICAMP e UFMS [19], e "Percepção Robótica", na l.JFRN 
[20]. Tal exercício é uma competição entre dois robôs, onde vence o robô que resgatar mais 
objetos de isopor, de uma cor previamente determinada, localizados em uma pequena arena 
retangular. De posse dos códigos fonte, escrito pelos alunos das referidas disciplinas, foram 
escritos dois novos códigos: um para o NQC e outro para BR!CKOS, e construídos dois robôs 
,, \-·-
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idênticos. Constatou-se que o código gerado pelo BRICKOS para esse Objetivo ficou menor 
do que o gerado pelo NQC, como esperado, devido ao NQC gerar código para uma máquina 
virtual, o que não ocorre com o BRICKOS. Também observou-se que o programa escrito para o 
BR!CKOS privilegiou-se da capacidade do mesmo em suportar maior número de variáveis, bem 
como vetores de maiores dimensões. Após realizadas as competições os dois robôs obtiveram 
números de vitórias parecidas (12 para o robô com código gerado pelo BR!CKOS e 8 para o 
com código gerado NQC). No ano de 2003, essa competição foi incorporada ao Latin 
American IEEE Student Robottics Competition e chamada de Lego Rescue. 
6.1.1 Comparando os Firmwares 
Algumas comparações entre os firmwares da LEGO e BR!CKOS são apresentadas na Ta-
bela 6.1, que elucida caracteristicas e limitações dos mesmos. 
Tabela 6.1: Comparando os Firmwares. 
RCXl RCX2 BR!CKÜS 
Programas interpretado interpretado nativo 
Paginação de memória não não Slm 
Emulação de ponto flutuante não não Slm 
Multi-tarefa Slm Slm S!m 
N° de tarefas lO lO a memória é o limite 
N° de sub-rotinas 8 8 a memória é o limite 
N° de variáveis globais 32 32 a memória é o limite 
N° de variáveis locais/tarefa o 16 a memória é o limite 
N° de loop aninhados 4 4 a memória é o limite 
N° de programas armazenados 5 5 8 
Variáveis compartilhadas não Sffil Slm 
Monitoramento de eventos não Slm s1m 
Suporte nativo a semáforos não não Slm 
Licença proprietária proprietária GPL 
Da Tabela 6.1, podem ser observadas inúmeras vantagens do BR!CKOS sobre o RCXl e 
RCX2, tais como: emulação de ponto flutuante, maior velocidade de execução (programa exe-
cutado em código nativo), possibilidade de maior número de sub-rotinas, de variáveis globais, 
de tarefas, de loops (laços) aninhados, de programas. As duas principais vantagens que podem 
ser destacadas, são: o suporte do BR!CKOS aos semáforos e paginação de memória, sem a qual 
não seria possível aumentar a quantidade de variáveis, de tarefas, dentre outras. Em implemen-
tações que exijam bastante memória para armazenar tabelas de estado, corno, por exemplo, em 
algoritmos de aprendizado por reforço, o BR!CKOS se torna a opção viável e plausível, já que 
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o mesmo implementa paginação de memória. Algumas deficiências do RCXI, já superadas no 
RCX2, são o compartilhamento de memória entre processos e o monitoramento de eventos. O 
fato do RCXJ e RCX2 interpretarem o código fonte pode significar alguma vantagem sobre o 
BR!CKOS, ou seja, o mesmo programa pode executar em várias arquiteturas diferentes. Isso 
pode ser útil por exemplo, no caso em que o hardware seja modificado pelo fabricante. A li-
mitação de memória no RCXl e RCX2 deve-se ao fato de terem sido desenvolvidos para um 
público alvo nada exigente ou que não de tantos recursos de programação. 
Com base em em experimentos realizados e em análises obtidas no decorrer das 
disciplinas citadas na Seção constatou-se que os firmwares da LEGO apresentaram alta 
estabilidade, enquanto o firmware BRlCKOS ficou inoperante por dezesseis vezes. Isso pode 
ser significante na escolha da plataforma se estabilidade for uma condição básica. Verificou-se 
que tanto o RCX2 quanto o BRICKOS conseguem imprimir o valor de variáveis no display, o 
que é essencial na depuração de programas. 
Comparações entre os compiladores são apresentedas na Tabela 6.2 e na Tabela 6.3. 
Tabela 6.2: Comparando os Compiladores. 
NQC BRICKÜS 
Orientação a Objetos não Sim 
Bibliotecas padrão 'C' não Sim 
Velocidade de compilação boa boa 
Arquitetura alvo 4 l 
Licença Mozilla GPL 
A Tabela 6.2 mostra uma comparação entre os compiladores NQC e BRICKOS, apontando 
algumas características e limitações importantes. Pode-se ver que algumas das vantagens do 
BR!CKOS são a implementeção de algumas das bibliotecas padrões da linguagem 'C' (stdio, 
conio, math, etc.) e o suporte à orienteção a objetos. O BRICKOS não gera código 
executável para outras plataformas que não o RCX com o SO BRlCKÜS. Isso não vem ao caso, 
uma vez que estão sendo discutidas ferramentas para o RCX. Quanto às licenças, GPL provê 
mais liberdade de mudanças, o que pode ser uma vantagem. 
Quanto a compilação, no BRICKOS é um pouco mais lenta, o que não acarreta em proble-
mas, uma vez que isso é feito oj}line (antes do robô entrar em execução). Pode-se considerar 
ambas compatíveis. Em compensação, a transferência de programas do computador para o 
RCX é mais rápida com o BRlCKOS. 
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Tabela 6.3: Pesquisa. 
NQC 
Instalação * * * * 
Usabi!idade * * * 
Disponibilidade Documentação * * * * 
Aprendizado * * * * 
Estabilidade * * * 
BRICKOS 
*** 
**** 
** 
***** 
** 
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A Tabela 6.3 compara os compiladores com base em informações coletadas a partir de 
amostragem feita com os alunos das disciplinas citadas na Seção 6.1. Os resultados mostrados 
(estrelas) foram obtidos a partir da média ponderada de respostas aos questionários por mais de 
50 alunos: categorizadas como fácil, normal e difícil. 
Os ítens analisados foram: 
.. usabilidade: esse ítem se refere a facilidade de uso dos compiladores, bem como outros 
software de apoio, como: emuladores, editores, ambiente de programação dentre outros; 
.. disponibilidade de documentação: número e facilidade de documentações para as lingua-
gens e para os compiladores; 
., aprendizado: nível de facilidade para o aprendizado das linguagens suportadas pelos com-
piladores; 
" estabilidade: estabilidade dos softwares gerados pelos compiladores. 
6.1.3 Considerações sobre os Compiladores e Firmwares Testados 
Constatou-se que o NQC foi o preferido pelos alunos das disciplinas citadas na Seção 6.1, 
quanto aos critérios instalação, usabilidade, disponibilidade de documentação e estabilidade. 
Fato justificado pelo grau de dificuldade dos exercícios propostos, que nessas disciplinas não 
exigia alto desempenho tanto do hardware quanto do software. Por outro lado, o aprendizado do 
BRICKOS foi o quesito melhor apontado, devido à sua proximidade da linguagem 'C' !'C++·. 
A partir das análises realizadas, não se pode generalizar, dizendo que o BR!CKOS seja o 
melhor em todos os aspectos que o NQC. Porém, analisadas as tabelas comparativas, a pesquisa 
de campo e os testes realizados, pode-se, "hoje", destacar o BRICKOS como opção mais apro-
priada para trabalhar com o RCX em pesquisas. Seu uso por programadores experientes pode 
compensar sua falta de estabilidade. Além disso, falta de estabilidade é um preço que se paga 
pelas características essenciais à pesquisa (paginação, mais memória, dentre outras). 
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Finalmente, pode-se destacar o LNP como um fator diferencial na escolha do BRlCKOS, o 
qual permitiu implementar o protocolo de controle RemoteRCX (ver Capitulo 3). 
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6.2 Testes com o Remote=RCX 
Uma característica importante para o Protocolo RemoteRCX, já que este visa o controle de 
robôs móveis, é o tempo. Quanto menor o tempo de envio dos comandos, menos erros terá o 
controle. Assim, faz-se necessário o estudo do tempo de comunicação. 
Fisicamente, no RCX e na torre, um bit O é codificado por um pulso com duração de 417us 
e com freqüência de 38kHz, já um bit 1 é codificado por uma ausência com duração de 417us. 
Assim, o tempo para a codificação de um byte é 3.336ms. Porém, a transmissão envolve outros 
fatores, como: conversão de sinal digital para analógico e analógico para digital, cálculos para 
manter a integridade dos dados, tratamento de colisões, interrupção de processos, dentre outros. 
Tais aspectos influenciam o tempo de transmissão. 
6.2.1 Estimativa do Tempo de Transmissão do LNP 
Para mensurar o tempo de transmissão de bytes do LNP realizou-se um teste, utilizando o 
pacote LNP-addressing. Neste teste foram transmitidos pacotes com carga útil u, onde u = 
1, 2, 3, ... , 253 bytes. Para cada valor de u, foram transmitidos !O pacotes com carga útil u, 
mensurados os tempos de ida e volta e calculado a média. Os resultados do teste podem ser 
vistos no gráfico da Figura 6.2. 
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Analisando o gráfico da Figura 6.2, observou-se que o tempo é linear em função da carga 
útiL Assim, foi aplicado o método dos mínimos quadrados, nos dados do gráfico da Figura 6.2, 
para obter-se uma função com boa representatividade desses dados. Os resultados podem ser 
vistos na função da Equação 6.1 e no gráfico da Figura 6.3. 
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A função obtida é linear, do tipo f(x) = ax + b, onde: f(x) é o tempo de transmissão (ida 
e volta) do pacote LNP-addressing, x é a carga útil em bytes, a é o tempo de transmissão (ida e 
volta) de um byte de carga útil e b é o tempo de transmissão (ida e volta) do cabeçalho do pacote 
LNP-addressing, da verificação de integridade, da verificação do endereço, das interrupções de 
sistema, dentre outras funções necessárias. 
Como a é o tempo de transmissão (ida e volta) de um byte, o tempo para transmitir um byte 
(somente ida ou volta) é de 5.25ms valor próximo ao de 3.336ms, calculado anteriormente. 
Essa diferença se deve, como já citado antes, a fatores como a conversão de sinais, cálculos 
para manter a integridade, tratamento de colisões, interrupção de processos, dentre outros. 
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6.2.2 Estimativa do Tempo de Transmissão do RemoteRCX 
Como os dois pacotes do protocolo RemoteRCX encapsulam todos seus dados no pacote 
LNP-addressing e os pacotes são de tamanhos diferentes (rr-PC/RCX encapsula 9 bytes e rr-
RCXIPC encapsula 12 bytes), pode-se estimar que o tempo de transmissão médio, pertença ao 
intervalo [f(9), f(l2)], ou pode-se estimar que o tempo de transmissão médio seja a média de 
f(9) e f(l2), onde f é a da Equação 6.1, obtendo-se assim: 
f(9) - 177.74ms 
f(l2) 209.24ms 
f(9) + f(12) 
= l93A9ms 2 
Assim, o tempo médio estimado de transmissão (ida e volta) do RemoteRCX, é de 193A9ms. 
Mas como nesses cálculos não foram inclusos os que o PC gasta para empacotar o rr-
PC/RCX e desempacotar o rr-RCXIPC e os tempos que o RCX gasta para desempacotar o 
rr-PC/RCX, interpretar e executar os comandos, ler os sensores e empacotar essas leituras no 
rr-RCXIPC, realizou-se um teste, no qual, foi estabelecido um Tempo de Espera muito alto 
e feito e cronometrado n transmissões, para ser estimado o tempo médio de transmissão do 
RemoteRCX, que leve em conta esses fatores. 
Ressalta-se que nesse teste foram descartados os pacotes perdidos ou dados como perdidos. 
Os resultados desse teste podem ser vistos no Histograma da Figura 6.4 e na Tabela 6.4, onde a 
unidade de tempo é dada em milisegundos, x é a média, mo é a moda, f p( mo) é a freqüência 
porcentual da moda, md é a mediana, Xmin é o menor tempo de transmissão e Xmax é o maior 
tempo de transmissão. 
Tabela 6.4: Medidas de Tendência CentraL 
TE 9999 
n 10000 
x 204.75 
mo 189 
fp(mo) 38% 
md 190 
Xmin 165 
Xmax 650 
De posse dos dados da Tabela 6.4 é possível escolher um Tempo de Espera (TE) para 
o RemoteRCX, ressaltando que um TE alto implica em um Xmax alto, o que compromete 
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Figura 6.4: Histograma. 
aplicações de controle, porém, um TE baixo pode aumentar o número de pacotes perdidos 
ou dado como perdidos, o que também compromete aplicações de controle. Assim, torna-se 
necessário estimar um bom TE, 
6.2.3 Estimativa do Tempo de Espera 
O Tempo de Espera (TE) é o tempo máximo que a implementação do RemoteRCX deve 
esperar por uma resposta de confirmação, ou seja, a implementação deve transmitir o pacote rr-
PC/RCX e receber o pacote rr-RCXIPC como confirmação, em tempo menor ou igual ao TE, 
para não dar o pacote rr-PC/RCX como perdido. 
Como mencionado anteriormente, a aplicação do RemoteRCX necessita de um bom TE. 
Para melhorar a visualização de candidatos aTE integrou-se o gráfico da Figura 6A, obtendo-
se assim, o gráfico da Figura 65. Neste gráfico, observa-se uma forte inclinação, devido a alta 
freqüência da moda e de vizinhos da moda, como o TE escolhido precisa minimizar o número 
de pacotes perdidos (ou dado como perdidos), este TE, deve se encontrar fora desta inclinação, 
ou melhor, deve se encontrar em um dos patamares desse gráfico. Assim, foram escolhidos al-
guns candidatos aTE, dispostos nos patamares, os quais foram 200, 250, 300, 350,450, 550, 650. 
De posse dos candidatos a TE foi realizado um teste, no qual para cada candidato a TE 
foram transmitidos n pacotes, cronometrados os tempos de transmissão (ida e volta) desses 
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pacotes, a fim de se estimar o tempo médio de transmissão, calculando a média x, a moda mo, 
a freqüência porcentua1 da moda fp(mo), a mediana md, o menor tempo de transmissão Xmin• 
o maior tempo de transmissão Xmax e o número de pacotes perdidos (ou dado como perdidos) 
pp, tais resultados podem ser vistos na Tabela 6.5, onde a unidade de tempo é em milisegundos. 
Tabela 6.5: Tempo de Espera. 
TE 200 250 300 350 450 550 650 
n 10000 10000 10000 10000 10000 10000 10000 
i; 190.59 194.11 193.43 194.26 199.69 199.61 196.73 
mo 191 191 191 191 191 190 190 
fp(mo) 39% 39% 41% 41% 32% 42% 44% 
md 190 190 190 190 191 190 190 
Xmin 165 165 166 !66 165 165 165 
Xmax 200 250 300 350 450 550 650 
pp 740 650 264 118 94 60 30 
7.40% 6.50% 2.64% l.l8% 0.94% 0.60% 0.30% 
Analisando a Tabela 6.5, observa-se que a i;, a mo, a fp(mo), a md e o Xmin tiveram 
valores próximos para todos os testes. Essas variações de TE não influenciaram o tempo médio 
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de transmissão, mas influenciaram o número de pacotes perdidos e o Xmax• como já mencionado 
anteriormente. 
Para facilitar a escolha de um TE adequado, foram relacionados os candidatos a com 
os respectivos pp da Tabela 6.5, obtendo-se assim o gráfico da Figura 6.6. 
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Figura 6.6: Pacotes Perdidos. 
Analisando o gráfico da Figura 6.6 e a Tabela 6.5 foi escolhido para a implementação do 
RemoteRCX um TE padrão de 350ms, devido a esse TE proporcionar um baixo número de 
pacotes perdidos (ou dado como perdidos), próximo a 1%, e um tempo de transmissão máximo 
de 350ms. Porém, ressalta-se que esse valor pode ser facilmente alterado, dependendo das 
necessidades das aplicações que se utilizarem do RemoteRCX. 
6.2.4 Considerações sobre o RemoteRCX 
Constatou-se que o RemoteRCX, obteve um bom desempenho. Aplicações, utilizando-se 
do RemoteRCX, obtiveram êxito, e ficaram viáveis. Como exemplo de aplicações e projetos 
que utilizaram do RemoteRCX pode-se citar: 
" construção de controladores cinemáticos para um mini-robô móvel (plataforma LEGO), 
por grupos de alunos da disciplina 'Sistemas Robóticos Autônomos', do curso de Enge-
nharia de Computação - UFRN [2]. Esses controladores mostraram-se eficientes e aten-
Testes com o Remote-RCX 58 
deram as expectativas. Dessa forma, o protocolo mostrou-se uma ferramenta educacional, 
que permitiu implementar de forma concreta os conceitos elucidados na disciplina; 
., construção de um sistema de localização, constituído por odometría e alimentação visual 
(Capítulo 4); 
., projeto integrando, robôs, pessoas, mundo real, mundo virtual e realidade mista, o qual 
culminou no a.rtigo - An Environment for Contra! o f Multi-
User Agents in Mixed Reality Space" [47] e no artigo "A Real Time Platfonn for nccvut>e 
Robots and Avatars in Mixed Rea!ity Space" [46]; 
" projeto "Protocolos Sociais de Comunicação em Ambientes Virtuais Multiusuário", tese 
de doutorado em andamento, pela aluna Tatiana Aires Tavares do programa de Pós-
Graduação em Engenharia Eléttica da Universidade Federal do Rio Grande do Norte -
UFRN. 
As aplicações acíma foram todas feitas para computadores com SO Linux, a maioria dos 
robôs foram imersos em um mundo real (urna sala de 20m2, com obstáculos reais, como cadei-
ras, mesas, cesto de lixo, pessoas, dentre outros) e, mesmo assim, as perdas de pacotes foram 
baixas. O alcance da comunicação foi alto e semelbante ao radial (apesar da comunicação ocor-
rer por infravermelho), uma vez que a luz reflete nas paredes e obstáculos do ambiente, atin-
gindo quase todos os pontos do mesmo. O tempo de transmissão do RemoteRCX foi um fator 
limitante nesses projetos, mas solucionado com redução da velocidade dos robôs, utilizando-se 
de jogos de engrenagens. Outras versões do protocolo com otimizações para diminuir o tempo 
de transmissão estão sendo implementadas e testadas. 
Todos os testes de comunicação desse capítulo foram feitos com baterias em máxima carga. 
Assim, os resultados desses testes podem variar com baterias com cargas mais baixas. 
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6.3 Testes com o Sistema de Localizacão 
• 
6.3.1 Aplicando o UMBma:rk 
Nos testes, consideram-se os valores do sistema de localização visual (câmera vertical) 
como "valores reais", já que este sistema possui um erro pequeno e não acumulativo como 
descrito na Seção 4.2 do Capítulo 4. Nesse teste o robô (protótipo da Figura 4.6 do Capítulo 4) 
realizou dez trajetórias quadradas de lado 600mm aproximadamente. Os dados gerados pelo 
sistema de localização visual e pela odometria foram armazenados em arquivos e a partir dos 
mesmos foram construídos lO gráficos de trajetória apresentados nas Figuras 6.7 e 6.8. Nesses 
gráficos podem-se fazer uma analogia na qual, a trajetória 'Odometro' é a localização calcu-
lado pela odometria, ou seja, é onde o robô pensa que está e a trajetória 'C ame r a' é onde ele 
"realmente" está. 
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Figura 6.8: Trajetórias de Sentido Anti-horário. 
Gerados os dez gráficos, calcularam-se os erros de acordo com a Equação 4.26 em relação ao 
eixo X e com a Equação 4.27 em relação ao eixo Y. Tais erros são apresentados nas Tabelas 6.6 
e 6.7. 
Tabela 6.6: Erros nas Trajetórias de Sentido Horário. 
Trajetória erro X mm 
l 37.55 
2 5Ll4 
3 52.53 
4 38.84 
5 39.0! 
erro Ymm 
119.23 
!22.ül 
114.9 
12!.76 
124.27 
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Tabela 6.7: Erros nas Trajetórias de Sentido Anti-horário. 
Trajetória erro Xmm erro Ymm 
l -75.52 101.46 
2 -71.86 76.02 
3 -78.84 97.97 
4 -75.34 91.29 
5 -74.23 106.54 
Com os erros das Tabelas 6.6 e 6.7 calcularam-se os centros de gravidade (média dos erros) 
usando as Equações 4.28 e 4.29: 
Centro de gravidade de sentido horário: 
Xcgh = 43.814mm 
Yc9h - 120.434mm 
Centro de gravidade de sentido anti-horário: 
Xcgah = -75.158mm 
Ycgah - 94.656mm 
Calcularam-se o a, o (3 e o R, através das Equações 4.31, 4.32 e 4.33: 
a = 0.7482829 
(3 = -2.84024 73 
R = -6054.323 
Finalmente, utilizando-se as Equações 4.25 e 4.24, foram calculados Ed e Eb: 
Ed 0.9779477 
Eb = 1.008384 
Com Ed e Eb modificaram-se os valores das variáveis cinemáticas do protótipo (descritas 
na Seção 4.3) para: 
b = l36.13mm 
Te = 4L72mm 
rd = 40.8mm 
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Após as correções acima, realizaram-se novas trajetórias. A Figura 6.9 mostra as trajetórias 
realizadas, com a correção (' Odometro-UMBmark' ), sem a correção ( 'Odometro') e a 
"real" (' Camera' ). 
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Figura 6,9: Trajetórias Após Correção UMBmark. 
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6.3.2 Correções Empíricas no Sistema de Localização 
Analisando as trajetórias da figura 6.9, verifica-se que a técnica de correção UBMmark 
não produziu resultados satisfatórios, isto é, o utilizando as variáveis cinemátícas após a 
correção UBMmark, teria em mente uma trajetória (' Odometro- UMBrnark') mais longe da 
"real" (' Camera') do que se não a estivesse utilizando (' Odometro' ). Pode se atribuir esse 
fato, a escorregamento das rodas acima do que seria aceitável. 
Uma forma empírica para de tais erros fui determinada. Analisando as tra-
jetórias mostradas nas Figuras 6.7 e 6.8, observa-se que as trajetórias dadas pelo sistema de 
odometria ( 'Odometro') são "aproximadamente" uma redução (mesma forma, porém, em 
escalas menores) das trajetórias do sistema de localização visual (' Camera' ). Isso indica que 
os valores das variáveis cinemátícas r e e rd (usados pelo sistema de odometria) podem ser au-
mentados, porém, isso acarretaria mudança na variação angular, logo, precisa-se de uma relação 
que aumente o valor destas variáveis, mas não altere o b.B. Analisando as equações do modelo 
cinemático obter tal relação. 
Assumindo que os raios são iguais: 
(6.2) 
Substituindo a Equação 6.2 nas Equações 4.1 e 4.2: 
DLe 
N, 
= 2r.rV 
1 r 
(6.3) 
DLd Nd = 2r.rN 
• r 
(6.4) 
Agora substituindo as Equações 6.3 e 6.4 na Equação 4.20: 
M= (6.5) 
M= (6.6) 
(6.7) 
(6.8) 
Como o objetivo é manter !;,.(} sem alteração e aumentar o r. Analisando a Equação 6.8 
observa-se que a relação procurada é: 
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r atual 
batual 
i nominal 
= 
bnominal 
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(6.9) 
Assim, foram rea!ízadas novas trajetórias com valores de r aumentados gradativamente em 
cada uma delas, com seus respectivos valores de b (estabelecido pela Equação 6.9), até a obten-
ção de uma trajetória 'boa', a qual pode ser vista na Figura 6.1 O. 
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Figura 6.10: Trajetória Após Correção Empírica. 
Confrontando a trajetória, cujos erros foram aferidos pelo método Empírico (ver Figura 6. 10) 
com as 10 trajetórias iniciais (ver Figuras 6.7 e 6.8), observam-se expressivas melhoras. Esta 
solução foi para uma classe específica do problema, ou seja, funcionou bem para um caso es-
pecífico, o caso deste protótipo. Mas, como houve uma melhora expressiva, os valores das 
variáveis cínemáticas utilizados serão os aferidos pelo método Empírico, sendo: 
b 14558824mm 
re - 44.00mm 
rd - 44.00mm 
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6.3.3 Experimentos de Correção da Odometria 
ReaEzaram-se experimentos para determinação de um intervalo de tempo em função de um 
erro suportáveL Estes experimentos consistem, basicamente, no cálculo do erro acumulado 
em trajetórias retilíneas em função do tempo. Os resultados desses testes podem ser vistos 
no gráfico mostrado na Figura 6.1 ! , o qual ilustra o crescimento médio do erro ao longo de 
cinco trajetórias realizadas pelo robô. A partir desse gráfico, podem-se determinar intervalos de 
tempo plausíveis para evitar que o robô perca sua referência. 
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Figura 6.11: Erro Acumulado. 
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Ressalta-se que o erro médio obtido nesse experimento depende do tipo do piso do ambiente 
de trabalho do robô. Um teste desse pode ser realizado automaticamente pelo robô, assim, ele 
poderá adaptar-se a pisos diferentes. 
Analisando o gráfico da Figura 6.11, observa-se que para se obter um erro médio máximo 
menor que 40mm (erro considerado plausível para nossa aplicação) é preciso que a localiza-
ção dada (pelo sistema de localização visual) ocorra em intervalos menores que lõs. Assim, 
escolhem-se os intervalos de ls, 4s, 7s, lOs e 13s, para realização de testes. E para cada in-
tervalo foi realizada uma trajetória. Essas trajetórias são apresentadas nas Figuras 6.12, 6.13, 
6.14, 6.15 e 6.16. 
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Figura 6.14: Trajetória com Correção (Intervalo 7s). 
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Figura 6.15: Trajetória com Correção (lntervaio lOs). 
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Figura 6.16: Trajetória com Correção (Intervalo 13s). 
6.3.4 Considerações sobre o Sistema de Localização 
Foi a partir da inclusão da correção de erro, usando o sistema de localização visual, que 
houve redução significativa do erro de odometria. Com a utilização da técnica de correção 
intermitente, a câmera foi liberada para execução de outras tarefas, permitindo que o robô possa 
inclusive sair do campo visual da câmera. Observa-se que em um caso especifico o robô podê 
ficar intervalos de 13 segundos, sem perda significativa de localização (ver Figura 6.16). 
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6.4 Testes com o Sistema de Localização Visual (Horizontal) 
O Sistema de Visão Horizontal, descrito no Capítulo 5, com a câmera colocada no robô 
Mestre, foi também testado. Inicialmente, foram conduzidos experimentos, a fim de se obter a 
transformação entre (D, X) --t x). A Figura 6.17 mostra algumas imagens adquiridas para 
determinação da função f. 
(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
Figura 6.17: Imagens Adquiridas para Determinar uma Aproximação para f. 
A função f é responsável pela transformação. Basicamente, têm-se 12 variáveis e cada 
imagem fornece 2 equações mais uma restrição (uma matriz transformada ortonormal). Então, 
4 imagens seriam suficientes para encontrar todos os coeficientes. Como foram tomadas 9 
imagens, usou-se a abordagem dos mínimos quadrados, para se determinar a função f. A 
Tabela 6.8 resume os dados mensurados. 
Para validar a função f obtida, foram escolhidos 9 pontos previamente conhecidos e em cada 
ponto foi colocado e retirado o pedestal com a esfera. Utilizando o Sistema de Visão obteve-se 
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Tabela 6.8: Dados Mensurados. 
Figura 6.l7(b) 78 o 33 
Figura 6.17(c) 49 o 69 
Figura 30 o 1!4 
6.17(e) 24 o 147 
Figura 6.17(f) 57 160 47 
Figura 6.l7(g) 33 290 86 
Figura 6.l7(h) 22 500 143 
Figura 6.17(i) !lO o 15 
o diâmetro (D) e ponto g (centro da circunferência) de coordenadas X e Y. Com esses valores, 
a f retoma a coordenada x da esfera, denominada de x c e a coordenada z da esi<era, 
denominada de Zc. Como esses pontos eram previamente conhecidos pode-se comparar tais 
coordenadas, calculadas pela função, com as coordenadas conhecidas dos pontos denominadas 
dexr ezr. 
A Figura 6.18 mostra as imagens capturadas e a Tabela 6.9 resume os dados corresponden-
tes, calculados pelo Sistema de Localicação (X, Y, e D), pela função f (x, e z,) e os valores 
reais (X r e Zr) 
Tabela 6.9: Comparando os Dados. 
Image X y D Zc X c Zr X r 
Figura 6.18(a) 233 154 28 88 -13 87 -15 
Figura 6.18(b) 173 152 28 88 -1 87 o 
Figura 6.18(c) 95 152 24 85 14 87 15 
Figura 6.18( d) 264 !52 36 53 -14 57 -15 
Figura 6.18(e) 171 151 38 56 o 57 o 
Figura 6.18(f) 63 !51 34 59 16 57 15 
Figura 6.18(g) 294 !51 46 45 -17 42 -15 
Figura 6.!8(h) 167 149 46 45 1 42 o 
6.1 32 149 42 41 14 42 15 
Analisando a Tabela 6.9 observou-se que o erro máximo encontra-se em tomo de 10%. 
Notou-se também, que esse erro aumenta conforme a distância entre o robô Mestre e o robô 
Escravo. 
Num dos testes práticos realizados, o robô Mestre foi colocado em frente a uma esfera 
posicionada sobre o pedestaL Caso o diâmetro da circunferência seja menor que determinado 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
Figura 6.18: Imagens das Esferas Sobre os Pontos Conhecidos. 
valor, o robô irá ao encontro da esfera, caso contrário, o robô irá para mais longe da esfera. 
Convém lembrar que até então, não houve nenhum controle efetivo no robô. 
Também foi testada a performance do Sistema de Visão Horizontal, em termos de tempo 
gasto para todos os cálculos. Para o sistema determinar apenas posição (esfera branca), pode 
ser executado em tempo real, até 30 quadros por segundo. Essa taxa é bem superior à taxa do 
RernoteRCX. 
Capítulo 
Conclusões Finais e Perspectivas 
Neste trabalho vários experimentos foram realizados, visando detenninar os potenciais e li-
mitações dos sistemas operacionais e compiladores disponíveis para o processador que controla 
o da LEGO. Este trabalho foi essencialmente importante, uma vez que pe1mitiu 
avaliar os melhores softwares e descobrir o potencial não explorado da tecnologia LEOO, in-
cluindo seus compiladores, sistemas operacionais e do próprio hardware. Vários cursos de gra-
duação estão adotando esta tecnologia, variando desde Engenharia Mecânica até Computação. 
Acredita-se que a utilização do compilador e sistema operacional BRICKOS seja uma tendência 
futura, na área de pesquisa, uma vez que testes atuais mostraram que eles permitem melhor ex-
plorar o hardware, com técnicas como: semáforos, multi-tarefas, paginação de memória, dentre 
outras, que tornam mais simples a implementação de tarefasíobjetivos (programação). 
Ainda, vários métodos e técnicas foram descritos e propostos neste trabalho, visando prover 
ferramentas para serem utilizadas em robôs. Os robôs usados podem agir de forma autônoma, 
executando procedimentos que foram apenas desenvolvidos (programados) em computadores e 
transferidos para as suas unidades de controle, a fim de sua execução autônoma, ou podem ser 
controlados a partir de um computador central, que recebe informações de uma câmera insta-
lada sobre um robô Mestre e transmite comandos, usando um protocolo de comandos também 
proposto e desenvolvido neste trabalho. Esse protocolo de comandos, o RemoteRCX, permite 
a operação conjunta de vários robôs. Isso pode ser usado, por exemplo, para implementar um 
time de futebol de robôs. 
Foram ainda realizados vários testes como a determinação dos erros de odometria (relativo) 
os quais, permitiram perceber que um método de correção visual (absoluto) é necessário para 
ratificar os mesmos. 
Como mostrado no Capítulo 6, o método visual de localização proposto no Capítulo 5, 
mostrou-se eficiente para detecção dos marcos, provendo a posição dos robôs. A taxa de pro-
cessamento necessária para localizar as esferas está muito além da taxa de operação do link 
de comunicação (protocolo RemoteRCX), permitindo tempo suficiente para que o robô possa 
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ainda realizar a segunda etapa do processo (raciocínio), caso seja necessário. Esses requisitos 
são essenciais para aplicações, onde se faz necessário o processamento em tempo real, como 
ocorre em problemas de navefsaç:ão de um robô móveL Os experimentos realizados, visando 
determinar a precisão da metodologia, dizem que a proposta é exeqüível do ponto de vista de 
precisão e robustez, isto é, o método permite que o robô consiga operar com uma margem de 
erro pequena e a busca pelos marcos conseguida com sucesso em todos os experimentos 
realizados. 
Contribuições 
Acredita-se que as técnicas desenvolvidas sejam de extrema valia a quem trabalha com a 
plataforma LEGO. Todas ferramentas ficaram disponibilizadas, sem restrições e serão cadas-
tradas como de open-source [37, 45]. Acredita-se que o protocolo de comandos desenvol-
(RemoteRCX), uma das principais contribuições deste trabalho. Convém ressaltar 
que vários trabalhos estão sendo desenvolvidos atualmente (na UFRN e lJNICAMP) sobre o 
RemoteRCX. Num desses trabalhos, um protótipo está sendo usado num museu para guiar pes-
soas ou seus avatares quando estiverem conectadas pela Internet. 
Uma aplicação interessante, parcialmente realizada, é dotar vários robôs (sem câmeras) 
com marcas. Nesse caso, as marcas desses robôs sem câmera (robôs Escravos) servem para 
determinar a localização de um robô dotado de câmera (robô Mestre), desde que as posições 
de pelo menos dois desses robôs Escravos (visíveis) sejam conhecidas a um dado momento 
(denominou-se isso de interseção a ré). As mesmas marcas podem servir como identificadores 
ao robô Mestre, para determinar a localização dos robôs Escravos, desde que a posição e ori-
entação do Mestre seja conhecida (a esta técnica denominou-se de interseção avante). Assim, 
podem-se alternar entre essas duas situações, para se ter a localização de todo o conjunto num 
determinado instante, com urna certa precisão. O tipo e magnitude do erro inerente à técnica 
deverá ser estudado futuramente 
As Figuras 7.1 e 7.2 ilustram a aplicação desta técnica, com um robô Mestre, realizando o 
acompanhamento de dois robôs Escravos dentro de seu campo de visão. Nessa execução ideal, 
a ser ainda implementada (em trabalhos posteriores), o robô Mestre seria colocado em uma po-
sição arbitrária e os robôs Escravos poderiam se mover somente dentro do cone de visibilidade 
do robô Mestre. Esses dados seriam fornecidos como retro-alimentação para o procedimento de 
controle, rodando em um computador host. Com isso, seria possível enviar os robôs Escravos a 
posições restritas ao campo de visão do Mestre, mantendo o acompanhamento da posição deles, 
executando a 10 quadros por segundo. Os procedimentos e ferramentas desenvolvidos serão de 
extrema valia na execução deste experimento futuro. 
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Figura 7.1: Robô Mestre e os Robôs Escravos. 
Figura 7.2: Visão do Robô Mestre. 
7.2 Limitações 
Os kits LEGO são extremamente limitados às operações ou aplicações, onde robôs mais ro-
bustos são necessários. Porém, na área de pesquisa, eles são ferramentas extremamente úteis, 
pela fácil prototipagem que permitem. Acredita-se que as ferramentas desenvolvidas e pesqui-
sas condensadas neste contexto poderão ser largamente utilizadas por pesquisadores na área de 
robótica. Neste sentido, muitos trabalhos atuais são ainda utilizados sobre plataformas de si-
mulação. Acredita-se que com estas ferramentas e alguns kits, a simulação pode deixar vez à 
execução em robôs "pseudo-reais". Ainda, as ferramentas desenvolvidas podem ser adaptadas 
ligeiramente para serem utilizadas por robôs mais robustos. 
7.3 Perspectivas 
Para testes futuros, planeja-se o desenvolvimento de um controlador posicional-derivativo, 
Uma nova versão de hardware e software para esferas com duas cores está sendo planejada na 
UFIL'N, Nesta nova versão, generalizaram-se as suposições anteriores, para encontrarem esferas 
de duas cores. Um algoritmo similar pode ser executado para encontrarem esferas, que possuam 
as cores branca e azuis/vennelhas, Nesse caso, podem-se aplicar filtros passa-banda na imagem, 
realçando os pixels vennell:ios e/ou azuis e brancos. O treshold acima pode ser então aplicado, 
nesse caso, procurando por pixels, em duas imagens binárias que satisfaça um 'ou' entre as 
cores, vermelho ou branco e depois azul ou branco. Esse realce, a fim de fornecer orientação, 
certamente toma o algoritmo um pouco mais lento, mas, ainda, pennitindo processamento em 
tempo real. O próximo passo seria encontrar um ponto interno à projeção da esfera e o algoritmo 
age então de mesma fonna que no método anterior. A seguir, o diâmetro pode ser encontrado 
de fonna provendo os parâmetros necessários para que se tenba posição. Para prover 
oríertta•;:ã<), té:m··se. apenas que achar as bordas ou separações entre azul/vennelho e branco. 
Isto pode ser após a detenninação do centro e diâmetro da projeção da esfera na imagem, 
procurando na linha horizontal central da esfera localizada por mudanças abruptas na imagem 
original. 
Serão feitos experimentos em que dois robôs Escravos tenham sua posição detenninada a 
partir do robô Mestre e, então, este se movimente e ratifique sua posição, a partir dos dois robôs 
Escravos e, assim, sucessivamente. Denominando esta técnica de localização dinâmica, o que 
exige a implementação de um método robusto para calibração de câmera, que será avaliado, 
bem como os métodos de interseção para detenninar a posição tanto dos Escravos a partir do 
Mestre quanto do Mestre a partir dos Escravos. Dessa fonna, poder-se-a testar a fonna dinâmica 
da proposta, verificando o crescimento do erro de localização. 
V árias das ferramentas propostas nesta dissertação poderão ser testadas em um robô que 
está sendo construído atualmente no Laboratório de Sistemas Inteligentes (LabSis) da UFRN. 
Pretende-se, ainda, implementar e testar, nesta nova platafonna, procedimentos de baixo nivel, 
como: levantar objetos, seguir linhas e outros mais. Dependendo do problema proposto ao 
Mestre, cada robô Escravo, com comportamentos especializados, podem ser enviados a uma 
detenninada posição. É iminente definir uma metodologia para calcular e modelar o erro da 
fonna dinâmica do sistema (robôs móveis com marcas), 
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