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Abstract
There is a great deal of literature regarding the asymptotic properties
of various approaches to estimating simultaneous space-time panel models,
but little attention has been paid to how the model estimates should be in-
terpreted. The motivation for use of space-time panel models is that they
can provide us with information not available from cross-sectional spatial
regressions. [8] show that cross-sectional simultaneous spatial autoregressive
models can be viewed as a limiting outcome of a dynamic space-time autore-
gressive process. A valuable aspect of dynamic space-time panel data models
is that the own- and cross-partial derivatives that relate changes in the ex-
planatory variables to those that arise in the dependent variable are explicit.
This allows us to employ parameter estimates from these models to quantify
dynamic responses over time and space as well as space-time diffusion im-
pacts. We illustrate our approach using the demand for cigarettes over a 30
year period from 1963-1992, where the motivation for spatial dependence is
a bootlegging effect where buyers of cigarettes near state borders purchase
in neighboring states if there is a price advantage to doing so.
JEL Classification: C11, C23
Keywords : Dynamic space-time panel data model,MCMC estimation, dy-
namic responses over time and space.
a. Nicolas Debarsy is research fellow at the F.R.S - FNRS and gratefully acknowledges
their financial support.
∗. Corresponding author.
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Résumé
La littérature économétrique récente fait une place croissante à l’étude
des propriétés asymptotiques des différentes méthodes d’estimation des mo-
dèles de données de panel spatio-temporels. Toutefois, force est de consta-
ter que peu d’attention est consacrée à l’interprétation économique de tels
modèles malgré leur grand intérêt pour la modélisation des phénomènes éco-
nomiques dans une dimension spatio-temporelle et le rôle qu’ils pourraient
jouer dans l’évaluation des politiques économiques dans cette même dimen-
sion. Nous montrons dans ce papier que les coefficients estimés de ces modèles
permettent d’expliciter non seulement la dynamique temporelle des impacts
mais également leur dynamique spatiale et surtout de quantifier la diffusion
spatio-temporelle de l’impact d’une variation d’une variable explicative. La
méthode proposée est illustrée par une étude de la demande de cigarettes
dans 46 Etats américains sur la période 1963-1992 en utilisant une base de
données bien connue dans la littérature économétrique. La présence d’au-
tocorrélation spatiale est ici motivée par un effet de " contrebande ". Les
consommateurs proches des frontières d’un état achèteront en effet leurs ci-
garettes dans les états voisins si le prix des cigarettes y est inférieur à celui
pratiqué dans leur propre Etat.
Classification JEL : C11, C23
Mots clés : Modèles de données de panel dynamiques spatio-temporels, Es-
timation par MCMC, Réponses dynamiques temporelles et spatiales.
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1 Introduction
There are obvious linkages between cross-sectional and dynamic models.
[8] begin with the relationship in (1), where the time lag of spatially weighted
neighboring valuesWyt−1 is introduced, in addition to a matrix of explana-
tory variables Xt.
yt = ρWyt−1 +Xtβ + εt (1)
The N ×N matrix W is a spatial weight matrix whose i, jth element takes
some positive value if regions i and j are neighbors and zero otherwise. Main
diagonal elements are set to zero and the matrix is normalized to have row
sums of unity. This means that the vector Wyt−1 represents a linear com-
bination of previous period values from neighboring regions. The N × K
matrix Xt on the right-hand-side of (1) (which might include an intercept)
is assumed to represent explanatory variables in the relationship that do not
change over time (or more generally follow some deterministic time path).
Recursive substitution of yt−1 in (1) over q periods leads to:
yt =
(
IN + ρW + ρ
2W2 + . . .+ ρq−1Wq−1
)
Xβ
+ ρqWqyt−q + ut (2)
ut = εt + ρWεt−1 + ρ
2W2εt−2 + . . .+ ρ
q−1Wq−1εt−(q−1) (3)
[8] show that when q is large, the expected value of (2), shown in (5), cor-
responds to the mean of the cross-sectional simultaneous spatial lag model,
expressed in (4), which can be viewed as the outcome of a long-run equilib-
rium or steady state.
y = ρWy +Xβ + ǫ (4)
lim
q→∞
E(y) = (IN − ρW)
−1Xβ (5)
The model in (4) has been labeled a SAR model in the spatial econo-
metrics literature and it serves as the workhorse of cross-sectional spatial
regression modeling. In our application, cigarette sales in state i depend on
those of neighboring states because of the “bootlegging” phenomena, where
buyers of cigarettes near state borders purchase in neighboring states if there
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is a price advantage to doing so. This provides a motivation for the spatial
lag variable Wy.
The own- and cross-partial derivatives: ∂y/∂x′r for the SAR model take
the form of an N ×N matrix that can be expressed as:
∂y/∂x′r = (IN − ρW)
−1INβr (6)
These partial derivatives show how changes in say the price of cigarettes
(xjr) in state j inﬂuence cigarette sales in state i. [8] propose using the aver-
age of the main diagonal elements of this N ×N matrix as a scalar summary
measure of the own-partial derivatives that they label a direct (own-region)
eﬀect. 1 As in the case of regression coeﬃcients, the direct eﬀect averages
over all observations/regions to produce a scalar summary measure of the
own-partial derivative for all regions. They also propose an average of the
(cumulative) oﬀ-diagonal elements over all rows (observations) to produce a
scalar summary that corresponds to the cross-partial derivative or indirect
(other region) eﬀect associated with changes in the rth explanatory vari-
able. In our application this would measure the average magnitude of the
bootlegging eﬀect.
In addition to proposing scalar summary measures for the eﬀects, [8] pro-
vide a computationally eﬃcient approach to determining measures of disper-
sion for these scalar summary eﬀects estimates. These can be used to draw in-
ferences regarding the statistical signiﬁcance of the direct and indirect eﬀects
estimates for the explanatory variables in the model. Since the matrix inverse
(IN − ρW)
−1 from (6) can be expressed as: (IN + ρW + ρ2W2 + ρ3W3 . . .),
the partial derivatives can also be used to investigate what [8] label marginal
effect/impacts which show how spillovers decay with respect to order of the
neighbors. In these models, W represents (ﬁrst-order) neighboring observa-
tions while W2 reﬂects neighbors to these neighbors (second-order), and so
on for higher powers Wp.
Our focus is on extending this reasoning to the case of dynamic space-
time panel data models. This speciﬁcation allows us to compute own- and
cross-partial derivatives that trace the eﬀects (own-region and other-region)
through time and space. Space-time dynamic models produce a situation
where a change in the ith observation of the rth explanatory variable at
1. The direct effect for region i includes some feedback loop effects that arise as a result
of impacts passing through neighboring regions j and back to region i.
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time t will produce contemporaneous and future responses in all regions’
dependent variables yit+T as well as other region future responses yjt+T . This
is due to the presence of an individual time lag (capturing time dependence),
a spatial lag (that accounts for spatial dependence) and a cross-product term
reﬂecting the space-time diﬀusion.
To the best of our knowledge, [9] is the only study dealing with impacts
coeﬃcients for both space and time. They consider a time-space dynamic
model that relates commuting times to highway expenditures. It seems clear
that expenditures for an improvement in a single highway segment at time
t (say segment i) will improve commuting times for those traveling on this
highway segment (say yit). 2 Improvements in the segment i will also produce
future beneﬁts of improved travel times to those using segment i (yit+T , T =
1, . . .). Equally important is the fact that commuting times on neighboring
roadways will also improve in current and future time periods, which we
might denote as: yjt and yjt+T where j 6= i. This is because less congestion
on one highway segment will improve traﬃc ﬂow on neighboring segments.
It might also be the case that commuters adjust commuting patterns over
time to take advantage of the improvements made in highway segment i and
their impact on lessening congestion of nearby arteries.
Dynamic space-time panel data models have the ability to quantify these
changes which should prove extremely useful in numerous applied modeling
situations. We show that the partial derivatives ∂yt/∂x′rt for these models
take the form of an N × N matrix for time t and those for the cumulative
eﬀects of a change taking place in time t at future time horizon T take the
form of a sum of T diﬀerent N × N matrices. We derive explicit forms for
these as a function of the dynamic space-time panel data model parameter
estimates. This allows us to calculate the dynamic responses over time and
space that arise from changes in the explanatory variables. In addition to
setting forth expressions for the partial derivatives we also propose scalar
summary measures for these and take up the issue of eﬃcient calculation of
measures of dispersion.
Section 2 of the paper describes the dynamic space-time panel data model
along with Bayesian Markov Chain Monte Carlo (MCMC) estimation proce-
dures. Section 3 sets forth analytical expressions for the partial derivatives
2. We abstract from the issue of time scale here and assume that measurements are
taken over a sufficient period of time (say one year) to allow the improvements to be made
in time t and for commuters to travel on the highway segment during some part of the
year (time t).
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along with our proposed scalar summary measures for the own- and cross-
partials. We also discuss interpretative considerations related to whether one
is interested in responses to one-period changes in the explanatory variables
or permanent changes in the level of these variables. Section 4 illustrates our
approach using a panel dataset from [4] that relates state-level cigarette sales
to prices and income over time. A ﬁnal section contains our conclusions.
2 The dynamic space-time panel data model
[1] and [14] consider a dynamic spatial lag panel model that allows for both
time and spatial dependence as well as a cross-product term reﬂecting spatial
dependence at a one-period time lag. We add spatially lagged exogenous
variables to the set of covariates, leading to a dynamic spatial Durbin model
shown in (7).
yt = φyt−1 + ρWyt + θWyt−1 + ιNα+ xtβ +Wxtγ + ηt
ηt = µ+ εt t = 1, . . . , T, (7)
Where yt is the N -dimensional vector of the dependent variable, xt the N ×
K matrix of explanatory variables, and β and γ, K-dimensional vectors of
coeﬃcients associated with the covariates and their spatial lag (Wxt).W is
the N × N spatial weight matrix that identiﬁes neighboring regions, ιN is
an N × 1 column vectors of ones with α the associated intercept parameter,
ρ the spatial dependence parameter, φ the autoregressive time dependence
parameter, and θ the spatio-temporal diﬀusion parameter. We assume εt is
i.i.d. across i and t with zero mean and variance σ2εIN . The N × 1 column
vector µ represents individual eﬀects with µi ∼ N(0, σ2µ), and it is typically
assumed that µ is uncorrelated with εt.
In this paper, we use a one way error component to model individual het-
erogeneity. However, our results would also apply to a (time-space dynamic
panel) model with ﬁxed eﬀects such as that from [14]. [9] and [10] propose
a general framework for specifying space-time dependence that involves ap-
plying space and time ﬁlter expressions to the dependent variable vector Y
or the disturbances.
LetYa = (y′0, . . . ,y
′
T )
′, andA be the T+1×T+1 time ﬁlter matrix shown
in (8), which includes the term ψ from the Prais-Winsten transformation for
the initial period.
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A =


ψ 0 . . . 0
−φ 1 . . . 0
...
. . . . . .
...
0 . . . −φ 1

 (8)
Speciﬁcation of ψ, the (1,1) element in A depends on whether the ﬁrst period
is modeled or assumed to be known. We will not model this but rather condi-
tion on the initial period, since our focus is on interpretation not estimation
of these models. 3 Assuming the process is stationary, ψ is given by:
ψ =
√
1− φ2, |φ| < 1. (9)
The ﬁlter for spatial dependence is deﬁned as a nonsingular matrix B =
(IN − ρW). As already noted, W deﬁnes dependence between the cross-
sectional (spatial) observations. We will also assume thatW is row-normalized
from a symmetric matrix, so that all eigenvalues are real and less than or
equal to one.
The two ﬁlter expressions are combined using the Kronecker product of
the matrices A and B:
A⊗B = IN,T+1 − ρIT+1 ⊗W − φL⊗ IN + (ρ× φ)L⊗W (10)
where L is the (T +1)× (T +1) matrix time-lag operator. This ﬁlter implies
a restriction that θ, the parameter associated with spatial eﬀects from the
previous period (L⊗W) is equal to−ρ×φ. [10] show that applying this space-
time ﬁlter to the error terms greatly simpliﬁes estimation and [9] illustrate
that interpretation of these models is also simpliﬁed by this restriction. The
restriction produces a situation where space and time are separable, leading
to simpliﬁcations in the space-time covariance structure as well as the own-
and cross-partial derivatives used to interpret the model. We will have more
to say about this later.
We consider the more general case shown in (11), where the simplifying
restriction is not imposed, leading to three parameters φ, ρ, θ which will be
estimated.
A⊗B = IN,T+1 − ρIT+1 ⊗W − φL⊗ IN − θL⊗W, (11)
3. See [11] for a discussion of issues pertaining to this.
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Applying the ﬁlter to the dependent variable results in a model speciﬁca-
tion:
(A⊗B)Ya = ιN,T+1α + Zβ +WZγ + η (12)
η ∼ N(0, Ω˜)
Ω˜ = σ2µ(JT+1 ⊗ IN) + σ
2
εIN,T+1
JT+1 = ιT+1ι
′
T+1
where Z = (x′0, . . . ,x
′
T )
′, and we note that all model parameters are assumed
to be constant across time and spatial units.
For the case we deal with here where we condition on initial period ob-
servations, we work with the new ﬁlter P shown in (13), which corresponds
to the ﬁlter in (12) where explanatory variable observations for the ﬁrst time
period are deleted:
PNT,N(T+1) =


−(φIN + θW) B 0
. . . . . .
0 −(φIN + θW) B

 , (13)
which allows us to rewrite the model in terms of: e = (PYa−Xβ−WXγ−
ιNTα), with X = (x′1, . . . ,x
′
T )
′ so the log-likelihood function of the complete
sample size (NT ) is given by: 4
lnLT (υ) = −
NT
2
ln(2π)−
1
2
ln |Ω|+ T
N∑
i=1
ln[(1− ρ̟i)]−
1
2
e′Ω−1e
Ω = (Tσ2µ + σ
2
ε )(J¯T ⊗ IN) + σ
2
ε
[
(IT − J¯T)⊗ IN
]
(14)
J¯T = JT/T
where υ = (β ′, γ′, α, σ2ε , σ
2
µ, φ, ρ, θ), and̟i, i = 1, . . . , N represent eigenvalues
of the matrix W which are real and less than or equal to one given our
assumptions regarding the row-stochastic matrix W.
4. The random effects parameters have been integrated out and we use the decompo-
sition proposed by [13] to replace JT by its idempotent counterpart.
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For this speciﬁcation, stationary conditions are satisﬁed only if |AB−1| < 1,
which requires [10]:
φ+ (ρ+ θ)̟max < 1 if ρ+ θ ≥ 0
φ+ (ρ+ θ)̟min < 1 if ρ+ θ < 0
φ− (ρ− θ)̟max > −1 if ρ− θ ≥ 0
φ− (ρ− θ)̟min > −1 if ρ− θ < 0
(15)
where ̟min and ̟max are the minimum and maximum eigenvalues of W
respectively.
This speciﬁcation where the ﬁrst period is not modeled allows us to use
conventional matrix expressions and decompositions from the panel data lit-
erature that reduce the dimensionality of matrices requiring manipulation
during estimation. As indicated, we will rely on a Bayesian Markov Chain
Monte Carlo estimation scheme to produce estimates of the parameters in
the model. Complete details can be found in [11], but we make note of one
issue that arises here. The priors for the space-time parameters φ, ρ and
θ should be deﬁned over the stationary interval in (15). A uniform joint
prior distribution over this interval does not produce vague marginal priors.
[12] propose diﬀerent approaches to deﬁne priors on a constrained parameter
space. Since we are concerned with the parameter vector (ρ, φ, θ), a prior
can be constructed that takes the form p(ρ, φ, θ) = p(ρ) p(φ|ρ) p(θ|ρ, φ).
Assuming that the parameter space for ρ is a compact subset of (-1,1), we
can deﬁne the following conditional prior p(φ|ρ, θ) ∼ U(−1+|ρ−θ|, 1−|ρ+θ|)
based on the stationary interval deﬁned in (15). 5 Then focusing only on the
parameters θ and ρ it is easy to show that the conditional prior p(θ|ρ) ∼
U(−1 + |ρ|, 1 − |ρ|). The last prior is therefore p(ρ) ∼ U(−1, 1). Note that
the joint prior is a uniform distribution and equal to 1/2 over the parameter
space deﬁne by stationary interval (15).
For estimation purposes, we assign a prior distribution p(α, β, γ, σ2u, σ
2
ε , ρ, φ, θ)
such that all parameters are a priori independent. Concerning the parameters
(α, β ′), we estimate separately the intercept term α and the parameters β as-
suming a non-hierarchical prior of the independent Normal-Gamma variety.
Thus,
5. This assumption is also used in [14], and [6] discuss transformations that can be
applied to the matrix W to produce this restricted parameter space for ρ.
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α ∼ N(α0,M
−1
α ) (16)
β ∼ N(β0,M
−1
β )
σ−2ε ∼ G(v0/2, S0/2) (17)
σ−2µ ∼ G(v1/2, S1/2)
We use diﬀuse priors with prior means α0 and β0 set to zero, the precision
parameter M−1α set to 10
12 and M−1β to 10
12IK . Parameters for the Gamma
priors are all set to 0.001. Having the posterior distribution of the explanatory
variables β conditional on the random eﬀects µ is not desirable because these
two sets of parameters tend to be highly correlated which can create problems
with mixing for the Markov Chain estimation procedure. We use the method
proposed by [5] who suggest ﬁrst sampling β marginalized over µ and then
sampling µ conditioned on β. Posterior distributions are standard and can
be found in [7].
3 Interpreting the model estimates
Our focus here is on the partial derivative eﬀects associated with changing
the explanatory variables in model (7). This model has own- and cross-partial
derivatives that measure the impact on yit that arises from changing the value
of the rth explanatory variable at time t in region i. Speciﬁcally, ∂yit/∂Xrit,
represents the contemporaneous direct eﬀect on region i’s dependent variable
arising from a change in the rth explanatory variable in region i. There is
also a cross-partial derivative ∂yjt/∂Xrit that measures the contemporaneous
spatial spillover eﬀect on region j, j 6= i.
We are most interested in partial derivatives that measure how region
i’s dependent variable responds over time to changes in the initial period
levels of the explanatory variables. The model allows us to calculate par-
tial derivatives that can quantify the magnitude and timing of dependent
variable responses in each region at various time horizons t + T to changes
in the explanatory variables at time t. Expressions for these are presented
and discussed in the sequel. We simply note here that we are referring to
∂yit+T /∂X
r
it which measures the T−horizon own-region i dependent variable
response to changes in own-region explanatory variable r, and ∂yjt+T/∂Xrit,
that reﬂects spillovers/diﬀusion eﬀects over time that impact the dependent
10
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variable in other regions when region i’s initial period explanatory variables
are changed. We distinguish between two diﬀerent interpretative scenarios,
one where the change in explanatory variables represents a permanent or
sustained change in the level and the other where we have a transitory (or
one-period) change.
We condition on the initial period observation and assume that this pe-
riod is only subject to spatial dependence. This implies that the dependent
variable for the whole sample is written asY = (y′1, . . . ,y
′
T )
′. In this case, the
data generating process (DGP) for our model can be expressed by replacing
the NT ×N(T +1) space-time ﬁlter P by the NT ×NT matrix Q as in (18),
with H = ιT ⊗ IN , a matrix that assigns the same N random eﬀects to each
region for all time periods.
Y = Q−1[ιNTα +Xβ +WXγ +Hµ+ ε] (18)
Y =
K∑
r=1
Q−1(INTβr +Wγr)X
(r) +Q−1[ιNTα +Hµ+ ε] (19)
Q =


B 0 . . . 0
A B 0
0 A
. . .
...
...
. . .
0 . . . A B


(20)
A = −(φIN + θW)
B = (IN − ρW)
In (19) we let X(r) denote the rth column from the NT ×K matrix X,
allowing us to express this DGP in a form suitable for considering the partial
derivative impacts that arise from changes in the rth explanatory variable.
For future reference we note that the matrix Q−1 takes the form of a lower-
triangular block matrix, containing blocks with N ×N matrices.
Q−1 =


B−1 0 . . . 0
D1
...
D2 D1
. . .
...
. . . 0
DT−1 DT−2 . . . D1 B
−1


(21)
11
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Ds = (−1)
s(B−1A)sB−1, s = 0, . . . , T − 1
One implication of this is that we need only calculate A and B−1 to
analyze the partial derivative impacts for any time horizon T . This means
we can use a panel involving say 10 years to analyze the cumulative impacts
arising from a permanent (or transitory) change in explanatory variables at
any time t extending to future horizons t + T .
The one-period-ahead impact of a (permanent) change in the rth variable
at time t is:
∂Yt+1/∂X
r′
t =
(
D1 +B
−1
)
[INβr +Wγr] (22)
and more generally, the T -period-ahead (cumulative) impact arising from a
permanent change at time t in Xrt takes the form in (23). Note that we are
cumulating down the columns (or rows) of the matrix in (21). 6
∂Yt+T /∂X
r′
t =
T∑
s=0
Ds[INβr +Wγr] (23)
Ds = (−1)
s(B−1A)sB−1
By analogy to [8], the main diagonal elements of the N×N matrix sums in
(23) for time horizon T represent (cumulative) own-region impacts that arise
from both time and spatial dependence. The sum of oﬀ-diagonal elements
of this matrix reﬂect diﬀusion over space and time. We note that it is not
possible to separate out the time from space and space-time diﬀusion eﬀects
in this model.
Of course, the T−horizon impulse response to a transitory change in the
rth explanatory variable at time t would be given by the main- and oﬀ-
diagonal elements of:
∂Yt+T /∂X
r′
t = DT [INβr +Wγr] (24)
DT = (−1)
T (B−1A)TB−1
We note that (24) also corresponds to the marginal eﬀect in period t+ T
of a permanent change in the rth explanatory variable in time t.
6. Since row-sums and columns-sums of our matrix are the same, we can do either.
However, for interpretative purposes we follow [8] who note that the columns represent a
partial derivative change arising from a change in a single region, whereas the rows reflect
changes in all regions.
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A special case of the model and associated eﬀects estimates was considered
by [9] where the restriction −φρ = θ holds. This allows the matrix Q−1 to
be expressed as:
Q−1 =


B−1 0 . . . 0
D1
. . .
...
D2 D1
. . .
...
. . . . . . 0
DT−1 DT−2 . . . D1 B
−1


Ds = φ
s ×B−1, s = 0, . . . , T − 1 (25)
In this case, we have simple geometric decay over time periods of the
spatial eﬀects captured by the matrix B−1. The computationally eﬃcient ap-
proach to calculating the eﬀects for cross-sectional spatial regression models
described in [8] can be used in conjunction with a scalar weighting term:
φs, s = 0, . . . , T − 1.
In any application of the model it is possible to test if the restriction
−φρ = θ holds, which suggests that the sample data is consistent with a
model based on space-time separability. We illustrate this in our application
in the next section.
4 Application to state-level smoking behavior
We use a panel consisting of 45 (of the lower 48) states plus the District
of Columbia covering 30 years from 1963-1992 taken from [4]. The model is
a simple (logged) demand equation for (packs of) cigarettes as a function
of the (logged) cigarette prices (per pack) and (logged) state-level income
per capita. 7 We have observations for 30 years on (logged) real per capita
sales of cigarettes measured in packs per person aged 14 years or older (the
dependent variable). The two explanatory variables are the (logged) average
retail price of a pack of cigarettes and (logged) real per capita disposable
income in each state and time period.
Their motivation for spatial dependence (in their model disturbances) was
a bootlegging eﬀect where buyers of cigarettes near state borders purchase in
7. Colorado, North Carolina and Oregon are the three missing states.
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Table 1: Dynamic space-time model parameter estimates
Parameters lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
φ 0.8099 0.8125 0.8326 0.8554 0.8584
ρ 0.2825 0.2855 0.3040 0.3299 0.3333
θ -0.2801 -0.2751 -0.2511 -0.2293 -0.2211
−φρ -0.2758 -0.2734 -0.2531 -0.2367 -0.2353
σ2µ 0.0006 0.0007 0.0011 0.0018 0.0021
σ2ε 0.0012 0.0012 0.0013 0.0014 0.0015
Variables lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
price -0.3540 -0.3406 -0.2982 -0.2555 -0.2432
income 0.0348 0.0500 0.0989 0.1479 0.1645
W× price 0.1216 0.1376 0.1862 0.2323 0.2464
W× income -0.0883 -0.0717 -0.0206 0.0324 0.0492
neighboring states if there is a price advantage to doing so. They did not allow
for time dependence in the model disturbances. [3] use a panel covering the
period from 1963 to 1980 to estimate a non-spatial dynamic demand equation
for cigarettes and ﬁnd a signiﬁcant negative price elasticity of -0.2 but no
signiﬁcant income elasticity. This model accounted for the bootlegging eﬀect
by incorporating the lowest price for cigarettes from neighboring states as an
explanatory variable. Bootlegging was found to be statistically signiﬁcant.
We report estimates for the model parameters in Table 1 based on 200,000
MCMC draws with the ﬁrst 100,000 discarded to account for burn-in of the
sampler. The table reports the posterior mean as well as lower 0.01 and 0.05
and upper 0.95 and 0.99 percentiles constructed using the retained draws. 8
Large variances were assigned to the prior distributions so these estimates
should reﬂect mostly sample data information and be roughly equivalent to
those from maximum likelihood estimation. 9
The estimates for the parameters of the space-time ﬁlter indicate strong
time dependence using the 0.01 and 0.99 intervals and weaker spatial depen-
dence whose 0.01 and 0.99 intervals point to positive dependence. The cross
8. Every tenth draw from the 100,000 retained draws was used to construct the posterior
estimates reported in the tables to reduce serial dependence in the sampled values.
9. This was checked and found to be the case.
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product term θ is negative and the 0.01 and 0.99 intervals point to a dif-
ference from zero. We report the posterior distribution for the product −φρ
constructed using the draws from the MCMC sampler. This distribution ap-
pears consistent with the restriction that can be used to simplify the model
along with the eﬀects estimates. It appears the sample data and model are
consistent with space-time separability.
The coeﬃcients associated with price, income and their spatial lags cannot
be directly interpreted as if they were partial derivatives that measure the
response of the dependent variable to changes in the regressors. As already
shown, the partial derivatives take the form of N ×N matrices for each time
horizon and are non-linear functions of these coeﬃcient estimates and the
space-time ﬁlter parameters.
Table 2 shows the direct effect estimates for the contemporaneous time
period out to a time horizon T of 29 years. 10
Except for the ﬁrst row of both panels that show pure feedbacks eﬀects,
these eﬀects should capture mostly impacts arising from time dependence of
region i on changes in its own explanatory variables plus some of the feedback
loop (spatial) eﬀects, which will be fed forward in time. Since all variables in
the model have been log-transformed, we can interpret our direct, indirect
and total eﬀects estimates in elasticity terms. The table reports the posterior
mean of the period-by-period eﬀects along with credible intervals for these
constructed from the MCMC draws. The column labeled ‘Cumulative’ shows
the cumulation of these period-by-period eﬀects that would reﬂect the time
horizon t + T response to a permanent change in the explanatory variables
at time t. Since our estimates for the the space-time ﬁlter parameters are
consistent with model stability (the sum of the spatial ﬁlter parameters being
less than one), we will see the (period-by-period) direct eﬀects die down to
zero over time.
Consistent with microeconomic theory we see a greater long-run elasticity
response of cigarettes sales to both price and income. 11 The direct eﬀect
period 0 price elasticity estimate of -0.29 is consistent with the estimate of
-0.2 from [3]. The high level of time dependence in the estimate for φ leads
10. The general expressions in (22) were used to produce these effects estimates despite
the fact that the space-time separability restriction appears consistent with the model and
data. These expressions collapse (approximately) to the simpler expressions in (25) in this
case.
11. Since it takes time for people to adjust behavior in response to price and income
changes, the long-run elasticity is larger than short-run.
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Table 2: Space-time direct eﬀect estimates
Price (elasticity)
Horizon T Cumulative lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
0 -0.2898 -0.3432 -0.3302 -0.2898 -0.2494 -0.2378
1 -0.5311 -0.2821 -0.2725 -0.2412 -0.2096 -0.2001
2 -0.7318 -0.2341 -0.2259 -0.2007 -0.1755 -0.1675
3 -0.8990 -0.1959 -0.1888 -0.1671 -0.1461 -0.1394
4 -1.0381 -0.1651 -0.1586 -0.1391 -0.1209 -0.1152
5 -1.1541 -0.1400 -0.1340 -0.1159 -0.0996 -0.0948
6 -1.2507 -0.1192 -0.1135 -0.0966 -0.0817 -0.0777
7 -1.3312 -0.1017 -0.0964 -0.0805 -0.0669 -0.0635
8 -1.3983 -0.0870 -0.0821 -0.0671 -0.0547 -0.0518
9 -1.4543 -0.0745 -0.0699 -0.0559 -0.0446 -0.0422
10 -1.5010 -0.0638 -0.0597 -0.0466 -0.0364 -0.0344
15 -1.6412 -0.0298 -0.0272 -0.0189 -0.0131 -0.0122
20 -1.6982 -0.0141 -0.0125 -0.0077 -0.0047 -0.0043
25 -1.7216 -0.0067 -0.0058 -0.0031 -0.0016 -0.0015
29 -1.7299 -0.0037 -0.0031 -0.0015 -0.0007 -0.0006
Income (elasticity)
Horizon T Cumulative lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
0 0.0996 0.0391 0.0536 0.0996 0.1460 0.1618
1 0.1825 0.0327 0.0449 0.0829 0.1207 0.1334
2 0.2515 0.0275 0.0376 0.0689 0.1000 0.1104
3 0.3089 0.0230 0.0314 0.0574 0.0831 0.0916
4 0.3567 0.0192 0.0262 0.0477 0.0692 0.0763
5 0.3965 0.0161 0.0218 0.0397 0.0578 0.0638
6 0.4296 0.0134 0.0182 0.0331 0.0483 0.0533
7 0.4573 0.0112 0.0151 0.0276 0.0404 0.0447
8 0.4803 0.0093 0.0126 0.0230 0.0339 0.0376
9 0.4995 0.0078 0.0105 0.0191 0.0285 0.0317
10 0.5155 0.0065 0.0087 0.0160 0.0240 0.0268
15 0.5635 0.0025 0.0033 0.0064 0.0103 0.0118
20 0.5830 0.0009 0.0012 0.0026 0.0045 0.0053
25 0.5910 0.0003 0.0004 0.0010 0.0020 0.0024
29 0.5939 0.0001 0.0002 0.0005 0.0010 0.0013
to a much more responsive long-run price elasticity of -1.73. The would be
close to the long-run value, since at a time horizon of 29 years, the period-
by-period eﬀects appear to have nearly died down to zero (the upper 0.99
16
ha
l-0
05
25
74
0,
 v
er
sio
n 
1 
- 1
2 
O
ct
 2
01
0
interval value is -0.0006). Similarly for the income elasticity we see a period
zero value of 0.10 and a thirty-year horizon value of 0.59, where again this is
close to the long-run elasticity (since the lower 0.01 interval value is 0.0001
at the T = 29 horizon).
These results suggest that a 10 percent increase in (per pack) cigarette
prices would lead to a short-run decrease in sales (of packs per capita) by 3
percent, but a long-run decrease in sales of 17.3 percent. Since the income
elasticity is positive, increases in state-level per capita income leads to in-
creased sales of cigarettes. 12 In the short-run a 10 percent increase in income
leads to a 1 percent increase in cigarette sales, whereas in the long-run sales
are more responsive showing a 6 percent increase.
Table 3 shows the indirect effects in a format identical to that of Table 2.
These eﬀects represent spatial spillovers plus contagion or diﬀusion that takes
place over time. The magnitude of these eﬀects is likely to be small since the
estimate for the spatial dependence parameter ρ was small. Following [3], one
motivation for the presence of spatial spillover and contagion eﬀects is the
bootlegging phenomena where buyers of cigarettes living near state borders
purchase these at lower prices when possible.
The indirect eﬀects for price are positive and diﬀerent from zero up to
a time horizon of 14 years using the 0.01 and 0.99 intervals. The positive
sign is consistent with bootlegging since the (scalar summary) indirect ef-
fects estimates tell us that a positive change in own-state prices will lead
to increased cigarette sales in neighboring states. Recall, this is cumulated
over all ﬁrst- second- and higher-order contiguous neighbors to each state
and averaged to produce the scalar summary eﬀects reported in the table.
Since the marginal or period-by-period positive spillover eﬀects die down to
zero by year T = 15, where the cumulative eﬀects take a value of 0.71, we
can conclude that bootlegging serves to oﬀset a substantial portion of the
cumulative negative own-price elasticity eﬀect of -1.64 that we see for year
15. A 10 percent increase in own-state cigarette prices would lead to a 7.1
percent increase in bootleg sales from neighboring states. The cumulative
spillover/bootlegging impact is around 0.75 which in conjunction with the
negative cumulative direct price impact of -1.72 suggests a long-run total
impact from price changes that would be close to unit-elastic. This means a
10 percent increase in price would lead to a 10 percent decrease in cigarette
sales. Ignoring the spatial spillover/bootlegging impact would lead to an over-
12. Economists label commodities having positive income elasticities normal goods.
17
ha
l-0
05
25
74
0,
 v
er
sio
n 
1 
- 1
2 
O
ct
 2
01
0
Table 3: Space-time indirect eﬀect estimates
Price spillover (elasticity)
Horizon T Cumulative lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
0 0.1290 0.0630 0.0786 0.1290 0.1759 0.1897
1 0.2361 0.0577 0.0694 0.1071 0.1437 0.1547
2 0.3250 0.0502 0.0595 0.0889 0.1181 0.1272
3 0.3988 0.0420 0.0495 0.0737 0.0977 0.1055
4 0.4600 0.0339 0.0405 0.0611 0.0818 0.0886
5 0.5107 0.0267 0.0325 0.0507 0.0694 0.0756
6 0.5528 0.0208 0.0257 0.0420 0.0596 0.0657
7 0.5877 0.0159 0.0201 0.0348 0.0516 0.0579
8 0.6166 0.0119 0.0155 0.0288 0.0450 0.0513
9 0.6405 0.0087 0.0118 0.0239 0.0394 0.0455
10 0.6603 0.0062 0.0089 0.0198 0.0346 0.0403
15 0.7186 -0.0000 0.0013 0.0077 0.0182 0.0214
20 0.7412 -0.0015 -0.0006 0.0029 0.0093 0.0111
25 0.7499 -0.0015 -0.0008 0.0011 0.0046 0.0056
29 0.7527 -0.0012 -0.0007 0.0005 0.0026 0.0032
Income spillover (elasticity)
Horizon T Cumulative lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
0 0.0127 -0.0540 -0.0379 0.0127 0.0660 0.0825
1 0.0235 -0.0435 -0.0302 0.0108 0.0533 0.0667
2 0.0327 -0.0351 -0.0243 0.0091 0.0434 0.0543
3 0.0405 -0.0285 -0.0197 0.0077 0.0358 0.0449
4 0.0471 -0.0235 -0.0161 0.0066 0.0299 0.0373
5 0.0528 -0.0195 -0.0134 0.0056 0.0251 0.0314
6 0.0577 -0.0164 -0.0112 0.0048 0.0213 0.0267
7 0.0619 -0.0141 -0.0095 0.0042 0.0181 0.0228
8 0.0656 -0.0121 -0.0082 0.0036 0.0155 0.0195
9 0.0687 -0.0105 -0.0071 0.0031 0.0134 0.0168
10 0.0714 -0.0092 -0.0062 0.0027 0.0116 0.0145
15 0.0804 -0.0049 -0.0033 0.0013 0.0059 0.0073
20 0.0848 -0.0027 -0.0017 0.0006 0.0031 0.0040
25 0.0871 -0.0014 -0.0009 0.0003 0.0017 0.0023
29 0.0880 -0.0008 -0.0005 0.0001 0.0010 0.0014
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estimate of the sensitivity of sales to price changes.
Turning to the indirect eﬀects for the income variable, these are small
and not diﬀerent from zero based on the 0.01 and 0.99 credible intervals.
This suggests that increases in state-level income do not exert an inﬂuence
on bootlegging behavior.
One point to note regarding our dynamic space-time model compared
to models that deal with space and time dependence in the disturbances is
that we have an explicit measure of spatiotemporal spillovers. The scalar
summary eﬀects estimates we propose here can be used to produce a quan-
titative assessment of the magnitude, timing and statistical signiﬁcance of
these spillovers.
A second point is that in the general space-time dynamic model consid-
ered here, the restriction −φρ = θ is not imposed. This implies that except
from the contemporaneous eﬀects that represent pure spatial eﬀects, future
time horizons contain both time and space diﬀusion eﬀects, which cannot be
distinguished from each other. As noted by [9] when this restriction is con-
sistent with the model and sample data, it is possible to separate out spatial,
temporal and spatiotemporal impact magnitudes.
Table 4 reports the total effects/impacts estimates in a format identical
to that used for Tables 2 and 3. These eﬀects are the sum of the direct
and indirect eﬀects, so they reﬂect the long-run elasticity associated with
the price and income variables from the broader perspective of society at
large. Individual state leaders or policy makers would be interested in the
direct eﬀects on cigarette sales from changes in own-state prices and incomes.
The bootlegging spillovers impacting individual states are likely to be small
and of little consequence. However, from the broader perspective of national
policy makers the (cumulative) total eﬀects estimates would be the relevant
estimates for national policy purposes.
The total eﬀects for both price and income are diﬀerent from zero at all
29 time horizons reported in the table. However, the marginal eﬀects die
down to nearly zero based on an examination of the 0.01 and 0.99 interval
magnitudes for the horizon T = 29.
The negative direct eﬀect (elasticity) of -1.72 from changes in price are
oﬀset somewhat by the positive eﬀect of 0.75 on cigarette sales from boot-
legging, leading to a total eﬀect long-run elasticity of -0.977. Of course, this
represents a much more elastic long-run relationship relative to the short-run
elasticity of -0.16. A similar result occurs for the income elasticity where we
see the short-run elasticity of 0.11 increased to 0.68 over time.
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Table 4: Space-time total eﬀect estimates
Price total (elasticity)
Horizon T Cumulative lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
0 -0.1608 -0.2181 -0.2048 -0.1608 -0.1286 -0.1196
1 -0.2949 -0.1691 -0.1614 -0.1340 -0.1103 -0.1040
2 -0.4067 -0.1343 -0.1301 -0.1118 -0.0943 -0.0895
3 -0.5001 -0.1129 -0.1076 -0.0933 -0.0801 -0.0764
4 -0.5781 -0.0962 -0.0905 -0.0779 -0.0673 -0.0644
5 -0.6433 -0.0820 -0.0767 -0.0651 -0.0554 -0.0529
6 -0.6978 -0.0700 -0.0656 -0.0545 -0.0444 -0.0424
7 -0.7435 -0.0601 -0.0563 -0.0456 -0.0350 -0.0333
8 -0.7817 -0.0517 -0.0485 -0.0382 -0.0274 -0.0261
9 -0.8137 -0.0446 -0.0418 -0.0320 -0.0214 -0.0203
10 -0.8406 -0.0387 -0.0361 -0.0268 -0.0168 -0.0158
15 -0.9225 -0.0198 -0.0175 -0.0112 -0.0049 -0.0043
20 -0.9570 -0.0103 -0.0086 -0.0047 -0.0014 -0.0012
25 -0.9717 -0.0054 -0.0043 -0.0020 -0.0004 -0.0003
29 -0.9771 -0.0032 -0.0024 -0.0010 -0.0001 -0.0001
Income total (elasticity)
Horizon T Cumulative lower 0.01 lower 0.05 mean upper 0.95 upper 0.99
0 0.1124 0.0785 0.0860 0.1124 0.1490 0.1595
1 0.2061 0.0683 0.0737 0.0937 0.1172 0.1235
2 0.2843 0.0590 0.0630 0.0781 0.0944 0.0976
3 0.3495 0.0505 0.0535 0.0652 0.0778 0.0822
4 0.4039 0.0427 0.0453 0.0544 0.0652 0.0702
5 0.4494 0.0358 0.0378 0.0454 0.0550 0.0599
6 0.4874 0.0293 0.0310 0.0380 0.0466 0.0512
7 0.5193 0.0235 0.0248 0.0318 0.0398 0.0438
8 0.5459 0.0186 0.0195 0.0266 0.0342 0.0375
9 0.5682 0.0146 0.0153 0.0223 0.0294 0.0321
10 0.5869 0.0114 0.0120 0.0187 0.0253 0.0276
15 0.6440 0.0031 0.0035 0.0078 0.0122 0.0136
20 0.6679 0.0008 0.0010 0.0033 0.0059 0.0070
25 0.6781 0.0002 0.0003 0.0014 0.0029 0.0037
29 0.6819 0.0000 0.0001 0.0007 0.0016 0.0022
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5 Conclusion
We have extended the approach taken by [8] for measuring own- and cross-
partial derivative impacts that arise in (cross-sectional) spatial regression
models to the case of dynamic space-time panel data models. They propose
scalar summary measures along with measures of dispersion for these that
allow the N × N matrices of impacts for each explanatory variable in the
model to be summarized. Their approach is consistent with treatment of
regression coeﬃcient estimates where we view these as reﬂecting how changes
in the explanatory variables impact the dependent variable on average over
the sample. The extension results in a series of N × N matrix products for
future horizons that can be cumulated to measure the dependent variable
response over any time horizon. We follow [8] and produce scalar summary
measures using averages of the main diagonal elements of the sequence of
N × N matrices for direct or own-partial derivatives and averages of the
cumulated oﬀ-diagonal elements for the cross-partials.
A re-examination of the 30 year space-time panel data set on state-level
cigarette sales, prices and income from [3] demonstrated the usefulness of
our dynamic space-time elasticities/responses. In particular, we are able to
capture spillovers attributed to bootlegging as part of the model. We found
that over the period 1963 to 1992 positive spatial spillovers attributed to
bootlegging reduced the short-run price elasticity of sales response from -
0.29 to -0.16, and the long-run price elasticity of sales response from -1.73
to around -0.98. Spatial spillovers played no signiﬁcant role in aﬀecting the
income elasticity, which exhibited a short-run elasticity of 0.10 and a long-run
elasticity of 0.60.
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