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Abstract
An aim of this work was to investigate by detailed simulation the electric field 
dependence of intersubband optical absorption (ISBA) in deep quantum wells and its 
application to electro-optical modulation. ISBA is an attractive mechanism for high 
speed optical modulation, owing to the sub-picosecond relaxation time of an electron 
often undergoing upwards transition on the absorption a photon. Compared with 
optical modulators operating by band-to-band optical absorption, ultra-fast carrier 
relaxation will overcome the build-up of photogenerated carriers, removing a 
fundamental limitation on the electrical bandwidth of such devices.
The concept of an optical modulator based on ISBA is novel. To the best of the 
author’s knowledge, this is the first systematic study of the prospects of creating an 
optical modulator based on ISBA. To this end, the simulation of ISBA involved the 
self-consistent solution of the coupled Poisson and Schrodinger equations including 
the band nonparabolicity. The quantum wells were designed to produce transition 
energies near 0.8 eV (1.55 pm wavelength) in Ino.5 3 GaAso.4 7 /ALAs quantum wells on 
InP substrate. The electric field dependence of absorption spectra associated with 
different doping conditions were simulated for single quantum well (SQW), double 
quantum well (DQW) and triple quantum well (TQW) structures. For DQW and 
TQW, two types of structures, strongly coupled and negligibly coupled, were 
designed and compared to the SQW structure.
The analysis shows that the well and barrier width are the essential factors for 
determining the absorption spectrum whilst the doping location and density are the 
main influences on the strength of the absorption. Simulation results also indicate 
that the density and the location of modulation doped regions have significant effects 
on the device operating conditions but only a small effect on any shift in the energy
position of the absorption peak. Larger differential absorption spectra can be 
achieved by a small field change under suitable doping conditions. Moreover, the 
limitation of the selection rules in ISBA was revealed. The results demonstrate not 
only the feasibility of using ISBA as a basis for electro-optical modulation, but also 
provide a basis for optimizing the design of such a novel photonic device. The thesis 
ends with suggestions for further research in the field.
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For the secure and satisfactory use of the next generation of information and 
telecommunication networks, network nodes with data transmitted and processed in 
the 100 Tb/s range are forecast for around 2015 [1], Such systems are unlikely to be 
achieved without introducing novel devices, since signal processing in the present 
scheme based on electronic circuits fails because of the RC time constant limit of 
transition speeds. Therefore, ultrafast optoelectronic devices that can operate in the 
femtosecond time scale are greatly needed for fulfilling this future requirement. One 
of the key devices for practical applications of the systems is the femtosecond ( 1  fs = 
1x10 ' 15 s) laser source for generation and transmission [2]. The essential 
characteristics of such lasers are ultrashort pulse duration, high output power, and 
high repetition rate. Other key devices, such as all-optical switches and modulators 
for control and distribution, in which optical signals are directly processed without 
converting to electronic signals, are additional primary devices needing further 
development. An ultrafast response time, a high extinction ratio, a low insertion loss 
and a low switching energy are required of these devices [3].
1.2 Intersubband Transitions: a solution to the speed 
problem?
In the event of using a conventional optical device working on electrons and holes 
between conduction and valence bands, as illustrated in Fig. 1.1 (a) and (b) for 
band-to-band and conduction subband to valence subband transitions, respectively, 
the operational speed or response time is restricted to the range between a few 
picoseconds (1 ps = lxlO ' 12 s) and nanoseconds (1 ns = lxlO ' 9  s) [4,5] owing to the 
relatively slow interband recombination lifetimes. For instance, the fastest response 
time reported for a quantum well based electroabsorption modulator (EAM) for 
all-optical signal processing is ~5 ps [5]. This limitation of speed is due to the 
absorption saturation recovery time, which is limited by the sweep-out time of the
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photogenerated carriers. The carrier lifetime (x) in a quantum well mainly involves 
three independent physical mechanisms: recombination, thermionic emission and
tunnelling. It can be expressed as — = —  + —  + —  where t ~ r , t ~ r and t ~ r are
T  t r  t e  t t
the recombination, thermionic emission and tunnelling rates, respectively [6]. 
Although a shorter sweep-out time can be achieved by reducing the barrier width, 
increasing the applied field or selecting a lower potential barrier material [6], the 
saturation intensity will become higher and therefore impracticable for achieving 
such ultrafast all-optical switches that operate by absorption saturation [7].
It has been suggested that this difficulty can be avoided by confining electrons in a 
quantum well, then utilising the optical transition between permissible electron 
energy levels quantised in the well, i.e. between the subbands of the same generic 
band. The absorption recovery time of such process is extremely short due to the 
particularly fast carrier relaxation process [8-13]. This phenomenon is known as an 





Figure 1.1: Diagram of (a) band-to-band electronic transitions in bulk semiconductors, (b)
valence subband to conduction subband transitions (interband transition) in a 
quantum well, and (c) transitions between conduction subbands (intersubband 
transition) in a quantum well.
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For developing semiconductor high-speed devices, the relaxation mechanism of 
ISBTs has been studied theoretically [8,9] and experimentally [11-13]. If the 
comparatively slow radiative recombination process is neglected, excited carriers are 
scattered first with finite wavevector (k//) to the ground subband, then cooling within 
the lower subband can occur, as shown in Fig. 1.2. This overall relaxation time can 
be estimated by a simple equation: r  = rmtet + £’inter / r|coLO x where Tjnter is the
intersubband scattering time and Tjntra average intrasubband LO-phonon emission 
time [10]. Intersubband scattering occurs on a sub-picosecond timescale while 
intrasubband relaxation is a much faster process [8]. Akiyama et al have reported on 
an ISBT from the InGaAs/AlAs/AlAsSb quantum well system, which is 
lattice-matched to the InP substrate, with an ultrafast absorption response of 685 fs at 
1.55 pm wavelength [11]. A faster optical response is expected in GaN/AlGaN 
quantum wells because of strong coupling between electrons and LO-phonons 
enhancing the energy loss rate [12]. The recovery times at 1.55 ~ 1.73 pm 
wavelength have been measured to be 160 ~ 310 fs [13]. More details will be 








Figure 1.2: The model o f the intersubband absorption and relaxation dynamics. The carrier is
excited into the upper subband (solid up arrow). The relaxation occurs via the 
electron-LO-phonon scattering (dashed arrow) first in the time o f and then the 
intrasubband thermalisation (wavy dotted) in the time o f T jn t r a .
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Besides the ultrafast response time, there are some other unique characteristics of 
ISBTs which offer many advantages as well as novel functionalities if applied in 
optical devices. In contrast to the conventional semiconductor laser, the wavelength 
of lasers based on ISBT is essentially determined by the quantum confinement of 
carriers. As such, the wavelength can be tailored over a wide spectral range using the 
same active material by artificially engineering the thickness of the quantum well 
layers [14]. As far as intersubband lasers are concerned, they inherently produce high 
optical power because of the unipolar nature of their operation involving only a 
single type of carrier [15]. Furthermore, with a large transition dipole moment, strong 
nonlinear optical effects are achievable [16].
In addition to the desirable characteristics mentioned above, ISBTs in doped 
quantum wells have opened the possibility of high-speed photonic switches, 
modulators and lasers for use in future optical communication systems [17,18]. In 
order to establish the necessary technologies for these novel devices, it is important 
to understand the fundamentals and the underlying physics of the ISBT in greater 
depth. Once the technological requirements of these concept devices are established, 
the novel optical networks become possible.
1.3 Project Aims and Objectives
In order to insure the fast response time, structures based on ISBTs are considered. 
To date, research has focused on ultrafast devices that operate by ISBT such as 
all-optical switching and lasers. Little work has been done on the scope for using 
ISBTs as a basis for EAMs in which a high absorption saturation intensity is 
advantageous, contrary to the requirements of all-optical switching. Therefore, a 
systematic study of the feasibility o f their applications on voltage-controlled optical 
intensity modulation is necessary.
5
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The need to develop and optimise suitable structures for EAMs provides strong 
technological motivation for an accurate modelling of semiconductor 
heterostructures. The intersubband absorption coefficient needs to be derived because 
it underpins the electronic and optical properties. Theoretical calculations of 
intersubband optical transitions in quantum well structures have been discussed in 
the literature [19-21]. In these calculations, the subband energies and the envelope 
wavefunction in a quantum well were calculated by solving the Schrodinger equation 
only. However, those approximations were applicable solely when the applied 
electric field and the spatial distribution of carriers were negligible. The main target 
of this thesis is to investigate theoretically the electroabsorption properties of ISBTs, 
where a small change in the applied voltage could cause a large change in the 
absorption.
On the one hand, the influence of an external electric field on subband energies and 
corresponding wavefimctions, can dominate the variation of intersubband absorption 
(ISBA) [22]. Accurately assessing the absorption coefficient as a function of 
wavelength and electric field can provide data which can be used not only in device 
design and optimisation, but also for optical modulator operation. The differential 
absorption spectra caused by modifying electric field strength can also be used to 
calculate the real part o f the refractive index through the Kramers-Kronig relations. 
In principle, such modulators can operate by the direct influence of electroabsorption 
on a lightwave, or by phase shift arising from electrorefraction effects. As a 
consequence, effects of electric field on ISBA must be considered and form the main 
core of this work.
On the other hand, the effects of doping, notably modulation doping [23], leading to 
band bending in the potential energy profile, must also be considered. This is because 
viable operation of any device by ISBT implies that carriers, e.g. electrons, must be 
present in the structure. In the case of ISBA, the carriers will occupy a lower energy 
subband to be excited to a higher energy subband. Strong ISBA requires a high
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occupancy of the ground state energy levels of a quantum well or system o f coupled 
quantum wells. This can be achieved by modulation doping. As a consequence, the 
variation in the occupancy of the subbands with electric field is critical to device 
operation. Further, the presence of free carriers in the structure also implies the 
presence o f ionised impurities (donors or acceptors). The location and concentration 
of ionised impurities will affect the electric field distribution through the structure. In 
the case of modulation doping, the spatial separation between the charged dopant 
atoms and the free electrical carriers creates another contribution to the local 
electrical potential in the structures. This induced electrical potential will modify the 
original potential profile which includes the built-in and externally applied potentials. 
The modification of the overall potential profile leads to changes in the electron 
energy levels and envelope wavefunctions and thus changes in the electronic and 
optical properties of the quantum well.
Overall the presence of impurities and free carriers and their likely spatial separation 
give rise to a need for self-consistent solution of the coupled Schrodinger and 
Poisson equations. This work has been carried out in order to develop an 
understanding of the contributions of charge control and field-induced distortion of 
the wavefunctions to ISBA from detailed self-consistent modelling. Based on this 
understanding, the research extends to a study of the influence of these effects on the 
characteristics of prospective optical modulator structures.
In keeping with the emphasis on a realistic simulation for device design and 
optimisation in the preceding sections, this thesis is further aimed at investigating the 
influence of coupling strength of quantum wells, i.e. the probability of electrons 
tunnelling through to the adjacent wells, on the peak detection wavelength and the 
shape of the absorption spectrum. These factors can be controlled by varying the 
structural parameters of the quantum well, i.e. well width and barrier width. To 
achieve the intersubband transition energy required for useful, fine-tuned, 
communication wavelengths, the well width should be very narrow, usually from 6 to
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9 monolayer (MLs) [24-26], meaning that even one ML fluctuation in the well width 
will cause a significant shift in transition energies. Therefore, such parameters could 
have vital effects on ISBTs and will be studied in detail in this thesis.
This work also systematically extends the theoretical study o f ISBA in single 
quantum wells (SQWs) to double quantum well (DQW) and triple quantum well 
(TQW) structures. This is because the coupled quantum well structure has been 
shown to be effective for achieving a faster optical response and a shorter transition 
wavelength [17]. Moreover, the variations of optical matrix elements in DQW and 
TQW are expected to be stronger than SQW under applied bias, which provides 
another way to modify ISBA. By comparing these three types of structures, which 
have the same quantum well width, barrier thickness and doping density in each well, 
one can deduce the properties in multiple quantum well (MQW) and superlattice (SL) 
structures with corresponding parameters in every single well. Furthermore, the 
comparison of doping at different concentrations and varied positions causing the 
ISBA change is presented. Such a theoretical investigation elucidates the trends in 
the ISBA behaviour among these structures, o f which little is known.
1.4 Outline of Methods
In order to reveal the effects of the electric field, ionised impurities in the quantum 
well structures, a Poisson solver is needed, while a Schrodinger solver is required for 
considering the quantum mechanical system. However, the Poisson and Schrodinger 
solvers are interactive: the distribution of two-dimensional electrons in quantum 
wells is required in the Poisson solver for the accurate calculation of potential profile, 
while the potential profile is essential for the Schrodinger solver for calculating 
accurate subbands and wavefunctions. Under these circumstances, the potential 
profile, the electric field distribution and the carrier concentration of the quantum 
well structures are first simulated by solving the Poisson equation. Then, the electron
8
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energy levels and envelope wavefunctions are calculated by solving the Schrodinger 
equation using the electrostatic potential profile previously obtained by solving the 
Poisson equation. The influence of quantum-size effects on the charge distribution 
and the potential profile is then recalculated followed by a correction of the energy 
levels and wavefunctions. The procedure is followed iteratively until the system is 
self-consistent as illustrated in Fig. 1.3. As a consequence, a se lf consistent 
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Accordingly, a numerical Poisson solver based on the “shooting method” is 
developed to simulate field and potential distributions in III-V semiconductor diodes, 
where quantum wells are fabricated in the middle of the intrinsic region. In addition, 
the transfer matrix method [27] is used to solve the single band Schrodinger equation 
for quantum well structures in the single band envelope approximation [28,29]. This 
self-consistent Schrodinger-Poisson approach is developed using the MATLAB 
software and is simple to use in application. The software can be used to calculate the 
intersubband optical transition energies and their absorption coefficient for quantum 
wells under external electric fields and different doping conditions. Additional 
information about the characteristics of ISBT can be extracted by understanding the 
wavefunction behaviour with varying field strength and charge density.
Therefore, by taking account of the different mechanisms mentioned above, i.e. the 
interaction of quantum effects, the electric field distribution and carrier density 
modulation, a model of greater validity is considered in this work. The design of 
optoelectronic devices relies on the precise simulation of the electronic band 
structure. Thus an accurate modelling of quantum well structure ensures a precise 
and versatile way of determining the electroabsorption between different electron 
eigenstates. It is intended that the numerical simulations presented here will stimulate 
new experimental efforts to develop novel ISBT based devices.
1.5 Layout of Thesis
This thesis investigates theoretically the electric field induced modulation of ISBA 
including the effects of doping in various quantum well structures and is organised as 
follows: the background of this research and the advantageous properties of ISBT are 
reviewed in this chapter. The targets of this work and its motivation are then 




In Chapter 2, a brief overview of heterostructures and a detailed review of ISBTs are 
presented. First, the properties and the applications of semiconductor heterostructures 
are given. The physical concepts and selection rules of ISBTs are then underlined. A 
review of the literature is presented mainly concerning the ultrafast dynamics and the 
large tunability of wavelength (transition energy) of ISBTs. Two significant devices 
based on ISBTs, quantum cascade lasers and quantum well infrared photodetector are 
reviewed, to provide background to the novel application of ISBTs to optical 
modulators described in this thesis. Next, some new material systems capable of the 
range of application of ISBTs, such as highly strained InGaAs/AlAs material system 
and the group III-V nitride semiconductors, are described in detail.
In chapter 3, a detailed derivation of the self-consistent Schrodinger-Poisson scheme 
including band nonparabolicity is presented. The basic physics of quantum confined 
structures is reviewed and an investigation and comparison between one-electron and 
many-electron Schrodinger equations follow. By developing the theory, the 
numerical solver based on transfer matrix method and effective mass equation for the 
arbitrary shaped quantum well structures is presented. For taking into account the 
ionised impurities and band bending caused by the modulation doping, a numerical 
Poisson solver based on the “shooting method” is introduced. The correction for 
band nonparabolicity in subband energies, not predicted in single band solutions of 
the Schrodinger equation, is also considered. In order to model optical spectra, the 
theoretical calculation of absorption coefficient is presented. Lastly, the accuracy and 
the validity of the model developed in this chapter are investigated.
Chapter 4 contains a detailed description of the calculations of the effect of an 
electrical field on ISBA performed for the SQW, DQW and TQW structures with 
different coupling strength between the wells. The influences of modulation doping 
are also included in assuming the use of the InGaAs/AlAs material system. This 
chapter is especially dedicated to establishing theoretically different ways of 
achieving strong differential absorption spectra in the spectral range of the
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communication wavelength of 1.55 pm. The well-width dependence on the transition 
energies of ISBT in SQW is first revealed to establish the feasibility of 1.55 pm 
wavelength ISBT. Then, a detailed study in SQW of various doping conditions, 
namely changing doping location and density, is performed.
Coupled quantum well structures, which have been shown to be effective for 
achieving faster optical response and shorter transition wavelength, are potential 
device configurations to achieve strong modulation effect. The effect of the coupling 
strength in DQW is underlined by changing the barrier width. The dimensions of 
quantum wells are decided after examining the wavefunction behaviour of bound 
particle states under external electric field. Two types of DQW structures, strongly 
coupled and weakly coupled DQW, are simulated and detailed analysis of the data 
are followed. Similar simulations to the DQW cases are performed for the 
modulation doped TQW structures with applications in telecommunication in mind. 
Lastly, the comparisons of SQW, DQW and TQW are followed by a detailed 
qualitative and quantitative analysis of the data in order to assess both the feasibility 
of their application to optical modulation and as a basis for device optimisation.
Finally, in Chapter 5, a summary of the original results obtained and principal 
conclusions drawn from the simulation are consolidated and discussed. Suggestions 
regarding scope for further research are also presented.
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Quantum Heterostructures
Chapter 2 Properties and Applications of Quantum Heterostructures
2.1 Review of Quantum Well Structures
Before looking into the unique features and attractive applications of intersubband 
transitions, it is important to have a brief overview of the physics and properties of 
general quantum well structures. The development and the progress of modem 
crystal growth techniques such as molecular-beam epitaxy (MBE) [30-33] and metal 
organic chemical vapour deposition (MOCVD) [34-37] have demonstrated that it is 
possible to grow semiconductors of different atomic compositions on top of another 
semiconductor with monolayer (ML) precision. This enables the production of 
structures exhibiting quantum confinement of carriers caused by the difference of 
energy band gaps between the materials grown [38,39]. As a consequence, a wide 
variety o f novel devices based on quantum heterostructures has become possible.
When a semiconductor thin film is clad on top and bottom by a thick layer of a 
second semiconductor whose conduction band edge is larger in energy than that of 
the intervening film, confining the electronic wavefunctions and quantising the 
energy levels, a single quantum well (SQW) is formed. This is shown in Fig. 2.1 (a). 
Quantum confined structures commonly used in practical devices include multiple 
quantum wells (MQWs) and superlattices (SLs). By fabricating many such quantum 
wells on top of each other, separated by thick layers of the barrier material, so that 
the electrons wavefunctions in adjacent quantum wells do not overlap, results in an 
MQW structure, as shown in Fig. 2.1 (b). The properties of an MQW are similar to 
those found in an isolated SQW of the same materials and well width, owing to the 
negligible coupling between adjacent wells. If  the barrier layers are grown 
sufficiently thin that the probability of tunnelling between wells is significant, the 
result is a SL as illustrated in Fig. 2.1 (c) and first proposed by Esaki and Tsu in 1970 
[40]. SLs are endowed with properties which are determined by the artificial 
periodicity of the multilayer configuration.
14





Figure 2.1: Sketch o f conduction band (solid lines), subbands (dash lines) and corresponding
wavefunctions (dotted lines) in a (a) SQW, (b) MQW and (c) SL structure.
Optical measurements provide direct evidence for the low-dimensional behaviour of 
electrons and holes in a quantum well. In a semiconductor, when the photon energy 
exceeds the energy gap between the valence and conduction band, known as the 
threshold, optical absorption increases rapidly with increasing energy. However, due 
to the quantum confinement in heterostructures, discrete states are then created in 
conduction and valence bands, so that the optical absorption consists of steps 
corresponding to the two-dimensional joint density of states for the both bands. 
Experiments of quantum confinement in semiconductor material were first 
performed by Dingle et al, who showed the steps in the absorption spectra and 
confirmed the formation of quantum states in wells [41].
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2.1.1 Properties of Quantum Structures
(1) Density of states
To gain an understanding of the properties of quantum structures, a comparison with 
bulk semiconductors is necessary. The principal characteristic of quantum hetero­
structures is the restriction on dimensionality. The density of states in the energy
bands [ n{E) ] is three-dimensional in a bulk semiconductor as in Fig. 2.2 (a) [42]. In
contrast, in a compositionally modulated semiconductor, the energy barriers caused 
by the heterojunction band offset confine the freedom of movement of electrons (and 
holes in the case of the valence) in the perpendicular direction of the interfaces. As 
mentioned, if the narrow band gap regions are thin enough (less than the de Broglie 
wavelength of an electron), this transverse confinement creates discrete bound 
energy states between barriers, e.g. Ec\ and E c 2  in the Fig. 2.3 (a). In essence, 
electrons of energy outside these energy states, i.e. E ± E C\, E& are no longer free to 
propagate in a direction perpendicular to the interface between these layers.
Although, the presence of two such barriers introduces an additional quantisation 
condition in that direction, it leaves an electron wave free to propagate in the other 
two dimensions defined by the plane parallel to the interfaces, as shown in Fig. 2.3 
(b). Therefore, the corresponding density of states becomes step like in quantum 
wells, reflecting the reduced degree of freedom of motion. In SLs the density of 
states is quasi-two-dimensional. These two situations can be achieved simply by 
varying the configuration of the thickness of wells and barriers when growing 
semiconductors and their density states are shown in Fig. 2.2 (b).
If the freedom of movement is further confined by additional potential barriers, first 
quantum wires are formed in which carriers have one degree of freedom [Fig. 2.2 (c)] 
and then quantum dots in which carriers have zero degree of freedom of motion [Fig.
2.2 (d)]. The impact of the successive reductions in the degrees of freedom of motion 
on the density of state is also shown in Fig.s 2.2 (c) and (d) [42].
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Figure 2.2: Density o f states in (a) bulk semiconductor material (3D), (b) superlattice (quasi-2D)
and quantum well (2D), (c) quantum wire (ID ) and (d) quantum dot (OD).
(a) (b)
Figure 2.3: Schematic o f (a) potential well with two confined energy levels, (b) total energy
including the bound state energy and the transverse kinetic energy versus electron 
wave vector in the plane of the interfaces for each subband.
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(2) Tunnelling
Tunnelling is another fundamental but significant quantum mechanical concept in the 
field of low dimensional structures. Classically, a particle with its kinetic energy 
lower than the top of an energy barrier would not be able to pass over such barrier, 
but in quantum mechanics the particle has a finite probability to tunnel through the 
barrier. The probability for an electron to tunnel through a potential barrier decreases 
exponentially with the barrier width [43]. When the energy of the electron outside a 
quantum well is the same as any of the quantised energies of the well confined by 
two consecutive barriers, then there is a resonance between the two energies and the 
tunnelling probability is dramatically enhanced [43], an effect known as resonant 
tunnelling. If  the barriers of a quantum well on either side are thin, an electron in a 
state between the barriers can tunnel through the barrier, giving a quasi-bound or 
resonant state rather than a true bound state.
Additionally, the role of tunnelling provides the means of coupling between quantum 
wells. In the double quantum well (DQW) structure, for example, the electron 
wavefimction in one well can tunnel through the barrier region into the other well. 
This tunnelling phenomenon then brings a shift of bound energy levels compared to 
those in identical but isolated wells, and also produces a splitting of the degenerate 
states in the DQW. For the electron states n localised in coupled quantum wells, the
energies take the formE* =En- s n± tn [44]. The first term E„ is the energy of the
confined state n in an isolated well without tunnelling, sn and tn are called a shift 
integral and a transfer integral, respectively, which represent two integrals that 
characterise electron tunnelling in a double-well structure. The diagram in Fig. 2.4 
illustrates the modification of the energy levels and clarifies the meaning of the shift 
and the transfer integrals. The former indicates the energy shifting down from the 
initial energy levels in the single well, reflecting the increase in the overall width of 
the structure (effectively equivalent to two wells). The latter determines the splitting 
of the twofold degenerate level. Both shifting and splitting are caused by the overlap
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Figure 2.4: Diagram of an energy-level modification in a double-well heterostructure when shift
and transfer integrals (s„ and t„) are taken into account. The degeneracy o f levels is 
indicated in parentheses.
of wavefunctions due to tunnelling phenomenon. A logical step beyond the DQW 
structure is to increase the number of quantum wells, which forms a SL and in this 
case the tunnelling effect on the confined energies results in a miniband. The concept 
and features of a miniband can be given by the tight binding approach or the 
Kronig-Penney model [4].
(3) Electron transport
For layered structures, such as heterojunction structures, MQWs and SLs, as well as 
quantum wire-containing structures, two types of electron transport, referring to the 
motion direction of motion, can be distinguished. The first type of transport is related 
to a motion of electrons in the direction along the layers or the wire axis, as shown 
schematically in Fig. 2.5(a). One refers to this type of electron motion as parallel 
transport. Modulation doped field effect transistors operate by this type of carrier 
motion [45,46]. The second type is related to the electron transfer in the directions
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(a)
(b)
Figure 2.5: (a) Parallel electron motion along the layers o f a multiple quantum well (solid
arrows), (b) perpendicular transport over barrier (solid curved arrows) and quantum 
tunnelling (dashed arrows).
perpendicular to the layers or to the wire axis. This is called perpendicular transport, 
as depicted in Fig. 2.5 (b). An important example of perpendicular quantum transport 
is provided by resonant tunnelling, in which the double-barrier resonant-tunnelling 
structure are the most promising in this class [47].
Devices based on real-space transfer operate by both parallel and perpendicular 
motion [48]. In these devices electrons in a narrow semiconductor layer are 
accelerated by an electric field parallel to the layer, i.e. acquiring higher energy, 
known as heating, prior to transfer over the barrier. Such devices have been 
extensively investigated and show promise as logic devices, microwave sources, 
memory elements and electroluminescent devices [49,50]. Another example of the 
perpendicular transport is given by transport through superlattices and provides a 
new type of oscillations under applied electric field, known as Bloch oscillations. It 
has shown promise as a source of microwave emission up to a few terahertz [51,52].
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(4) Field effects
Much as in atomic physics, the eigenstates of quantum wells can be modified by an 
external electric field. In 1982 Mendez et al proposed and demonstrated the use of a 
field perpendicular to the well planes to change both the energy and wavefunction of 
the ground state of the quantum well [53]. The effect, called the quantum-confined 
Stark effect (QCSE) [54,55], has been extensively studied since then and is the basis 
for electrooptical modulators [56] and self electro-optic effect devices (SEED) 
[57,58]. A related effect is that of an electric field on a semiconductor SL, by which 
the quasi-continuum of states that constitutes the SL’s minibands is split into a series 
of discrete states. This is called the Wannier-Stark ladder, effectively inducing a 
transition from a quasi-three-dimensional to a two-dimensional density of states [59]. 
Although predicted long ago for solids in general, the Wannier-Stark ladder was not 
observed until 1988 when semiconductor SLs with a periodicity ten times larger than 
that o f atomic planes in bulk semiconductors were used [60]. The demonstration of 
the Wannier-Stark ladder is at the core of extensive reports on the observation of 
Bloch oscillations [51,52].
2.1.2 Modulation Doping in Heterostructures
Many devices, especially electronic devices based on parallel transport in quantum 
structures, rely on electrons or holes for conduction and these must be introduced by 
doping. Unlike conventional semiconductor devices doped in the regions where 
electrons or holes are desired, modulation doping, or selective doping, is often used 
in heterostructures where doping is grown in one region but the carriers subsequently 
migrate to another [61,62]. This is illustrated by a heterojunction between n-AlGaAs 
and undoped GaAs in Fig. 2.6. The step like profile of the bands is unstable. 
Electrons are removed from the doped region and transferred to undoped region until 
an electrostatic field, which is produced by the charge redistribution, results in band 
bending, lining up the Fermi level across the structure and forming an electron 
channel at the interface. Instead of having an energy step as in Fig. 2.6 (a), one 
obtains the situation shown in Fig. 2.6 (b) which the band edges bend with distance.
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Figure 2.6: Conduction band around a heterojunction between n-AlGaAs and undoped GaAs
showing how electrons are separated from their donors to form a 2DEG
Ionised impurities exist in the doped region and there are free electrons inside the 
potential well, known as the two-dimensional electron gas (2DEG). The 2DEG 
trapped at a modulation doped heterojunction is the most important low-dimensional 
system for electronic transport. However, in such single heterojunction, the 
conducting channel at the interface only has a constant and uncontrollable electron 
concentration. In order to change the conductivity by modulating the electron 
concentration to realize useful devices, a metal contact would normally be placed on 
top of the n+ layer of the AlGaAs barrier material, known as a gate and the structure 
so-called gated heterostructure. One also refers to the metal layer as Schottky contact. 
Such structure forms the core of heterostructure field-effect transistors (HFET) [62], 
also known as the modulation-doped field-effect transistor (MODFET) or high 
electron mobility transistor (HEMT) [45,46].
The principle of modulation doping can be applied to heterostructures with single or 
multiple quantum wells. The advantages of these types of selectively doped systems 
are a combination of electron transport in quantised states and in an undoped region 
where scattering is low, hence the mobility high [44,61]. When the thickness of the 
lower energy band gap material in a double heterojunction is sufficiently wide and 
the electrostatic potential inside the well exceeds the lowest confined state, two 
spatial regions exist in which electron wavefunction localisation arises, as shown in
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Fig. 2.7 (a). If the well is rather narrow, normally a few nanometres, a quantum well 
is formed as illustrated in Fig. 2.7 (b). Such structures form the central point of this 
work. The additional electrostatic potential inside the quantum well, which changes 
as the electron concentration increases, affects the subbands and their wavefunctions. 
To describe the behaviour of the energy levels and the corresponding wavefunctions, 
self-consistent modelling has been widely used and proved to be effective in the 
theoretical studies of modulation-doped quantum structures [63-66]. It is also the 
central scheme used in Chapter 3.
(a)
(b)
Figure 2.7: The energy-band edge for a heterostructure with two AlGaAs/GaAs junctions. The
resultant double heterostructure is asymmetric in (a) because o f an asymmetric 
doping and the wavefunctions are shown in the limit o f a thick well in which two 
electron channels appear. With a narrower well width and symmetric doping in (b), a 
non-rectangular quantum well is formed.
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2.1.3 Applications of Quantum Structures
Semiconductor quantum structures with these new electronic and optical properties 
can be custom designed for various applications. The quantum well laser is probably 
among the best examples of the numerous applications of the semiconductor 
quantum well in electronic and optoelectronic devices. The quantum well structures 
provide tunable wavelengths by varying the well width and the barrier height. The 
concept of quantum well structures for semiconductor lasers was proposed and 
realized experimentally in the late 1970s [41,67,68]. Strained quantum well lasers 
were proposed to improve the laser performance resulting in remarkable progress in 
high-performance diode lasers [69,70]. The ability to epitaxially grow a large array 
of layers of alternating and controlled alloy composition has also made possible the 
realisation of vertical quantum well lasers, in which the optical cavity is created by 
the region between two ‘dielectric’ mirrors, grown epitaxially under and above the 
active region that contains the quantum well [71]. Novel structures such as 
surface-emitting laser [71,72] and microdisk lasers have also been realized [73].
Semiconductor heterostructures have also been advantageous for devices operating 
by parallel-transport, in which electronic transport is in the plane of the 
heterostracture. Since the first report of a working MODFET in 1980s [74,75], 
technological development has continued to this day to improve its properties. In the 
most basic MODFET construction, a high bandgap material with a high doping 
concentration is grown above a low bandgap intrinsic material. It utilises a 2DEQ the 
concentration of which is modulated by the gate potential. The fundamental principle 
of the outstanding performance of MODFETs is the dopant-free nature of the 
electron channel achieved by bandgap engineering, resulting in high carrier mobility 
via reduced impurity scattering. High linearity at high efficiency is an attractive 
feature that makes MODFETs especially useful for high power applications [76]. 
Nowadays MODFETs are in commercial use as high-frequency, low-noise amplifiers 
and are actively researched for specialised digital applications.
24
Chapter 2 Properties and Applications of Quantum Heterostructures
Quantum well electroabsorption modulators (EAMs) at room temperature have been 
the subject o f intensive research subject for many years. Research in semiconductor 
quantum well structures has shown that optical absorption in quantum wells exhibits 
a dramatic change due to QCSE caused by the applied electric field [54,55]. The key 
development in these structures is the strong exciton binding energy so that 
ionisation of excitons at room temperature can be avoided. It is because the quantum 
well barriers confine both the electrons and holes within the wells. The sharp 
excitonic absorption spectrum with a small scattering line width shows the 
significant possibility of achieving a significant change in the absorption coefficient 
by an applied voltage bias [55,77]. EAMs have become an enabling technology for 
high speed optical modulation and practical applications in photonic switching, 
information processing and high data rate optical communication systems [78,79],
2.2 Intersubband Transitions in Quantum Wells
2.2.1 Optical Transitions in Quantum Wells
Optical transitions in a quantum confined semiconductor structure such as a quantum 
well can occur either between conduction and valence band, known as interband 
transition, or within the conduction or valence band only, known as intersubband 
transition (ISBT). This is illustrated in Fig. 2.8. Since ISBTs were first observed [16], 
there have been many reports on this topic related to large oscillator strength of this 
process, its large optical nonlinearity and the fast carrier relaxation time [11-16].
Compared to the conventional interband structures, ISBTs based devices have some 
inherent characteristics such as high attainable material absorption due to the large 
dipole moment and insensitivity to saturation due to the fast carrier relaxation time. 
These properties are optimal for EAMs. For instance, the dipole matrix element o f 
ISBTs is normally as large as tens e A (electron angstrom, 1 e-A = 1 .6 x 1 O' 2 9  C m), 
which is around the order of quantum well width, while the one of interband
25




Interband >  
transition
AEX
material B material A material B
Figure 2.8: Interband and intersubband transitions in a quantum well. The maximum transition
energy is mainly determined by the bandgap Eg and the conduction band offset AEc, 
respectively.
transitions is only a few e-A (of the order of a lattice width) [80]. The 10~50 times 
larger dipole matrix element in ISBTs can result in a stronger optical nonlinearity 
[80,81]. Moreover, unlike the recombination time of interband transitions at 
nanoseconds, ISBTs have very short nonradiative relaxation time, which makes them 
very attractive for possible ultra-high speed of elements in high bandwidth fibre 
optical networks [82]. More details about the advantage of ISBTs will be discussed 
in Section 2.3.
2.2.2 Various Intersubband Transitions
Different types of ISBT have been utilised to construct novel devices covering a 
wide range of wavelengths from near-infrared to far-infrared. The different schemes 
are shown in Fig. 2.9. Transitions between the ground and first excited subband in 
the conduction band of a quantum well, known as inter-conduction subband 
transition, are shown in Fig. 2.9 (a). When a very thin well is fabricated, only one 
subband in the conduction band occurs. The transitions from this subband to the 
continuum states above the barriers, as shown in Fig. 2.9 (b), are also utilised in
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Figure 2.9: Various intersubband transitions: (a) from subband 1 to subband 2 in the conduction
band; (b) from subband 1 to continuum states; (c) between hole subbands and (d) 
indirect transition in real space from hole subband to electron subband in type II 
quantum wells.
some devices as a means of achieving better collection of photogenerated carriers via 
the application of an electric field perpendicular to the heterojunction interfaces. In 
addition, ISBTs between valence bands including heavy hole (HH), light hole (LH) 
and split-off (SO) bands, such as HH-HH, LH-LH, HH-LH and HH-SO inter-valence 
subband transitions, are utilised in some laser devices based upon the band-mixing 
effects and the large effective mass of holes. Two such transitions are illustrated in 
Fig. 2.9 (c). Indirect transitions from a subband in the valence band to a subband in 
conduction band may occur in type II quantum wells. Several transitions in type II 
quantum wells may give rise to absorption and emission. This is illustrated in Fig. 
2.9 (d). In this case, the transition is interband rather than intersubband, as it occurs 
between subbands belonging to the different bands.
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O f all these different kinds of intersubband absorption (ISBA), the inter-conduction 
band absorption process, i.e. the one depicted in Fig. 2.9 (a), which may be 
alternatively called bound-to-bound transitions, is central to the study in this thesis. 
In the next chapter, an efficient method of calculation of the absorption coefficient 
for this process will be presented.
2.2.3 Selection Rules for Intersubband Transitions
As a foregoing statement, optical absorption only occurs between different subbands 
and therefore at energies given by the differences between the bound states in the 
well. However, there are limitations of absorption energies and the direction of the 
incident light in inter-conduction subband absorption, especially in symmetric 
quantum well structures [16,83]. In a theoretical study, Ahn and Chuang have 
suggested that ISBTs only occur when the polarisation vector o f the incident light has 
a component perpendicular to heterojunction interfaces [84]. When the incident light 
is along the epitaxy growth axis, that is along the 2 -axis for the coordinate system
indicated in Fig. 2.10, the polarisation unit vector ( s z) parallel to the heterointerface
of the quantum well layer, i.e. s z = 0 , does not interact with electrons in the
heterostructure. When light propagates along the layer, the light polarisation can lie
either in the x-y plane (TE polarisation), i.e. ez -  0 , so that the light does not
interact with the heterostructure, or perpendicular to this plane (TM polarisation),
s z = 1, so that the light is absorbed. Sung et at have reported that ISBA only
occurred for TM polarisation but not for TE polarised light in their experiment [85]. 
This gives an explicit polarisation dependence of the ISBT, which is considered as 
the polarisation selection rule [83].
Another important selection rule follows from the symmetry o f the quantum well. 
The wavefunctions in a symmetric potential well are either symmetric or 
antisymmetric functions in the direction of the z-axis, corresponding to the parity (the
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Figure 2.10: Different incident modes for possible photon absorption in the quantum wells.
even or odd quality) of the subscripting index number (n) of the confined state (En). 
The matrix element of optical dipole moment will be zero for transitions between 
two subbands with the same parity [83]. This is shown in the next chapter. Thus 
absorption is only permitted between states of different parity. This is called the 
parity selection rule and governs the transitions observed in optical absorption, 
irrespective of the polarisation state of the light.
For the simple isotropic band structure, as that is the assumption of III-V 
semiconductor in this work, both selection rules are essential to the occurrence of 
ISBA. However, it is important to stress that the selection rules governing the 
transitions do not hold strictly. For instance, the breakdown of polarisation selection 
can result from valence band mixing or by the use of anisotropic materials such as 
Si/SiGe [86-88]. Due to its strong dependence on the symmetry of the potential, the 
parity selection rule can be overcome by deliberately growing an asymmetric well or 
by applying bias to tilt the potential profile [15,83,84]. More detailed explanation and 
discussion of these selection rules will be provided in Chapter 3.
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2.3 Advantageous Properties of Intersubband Transitions
2.3.1 Fast Relaxation Time
The foremost advantage of ISBT for optical modulation is the intrinsically ultrafast 
carrier dynamics. This enables the development o f novel ultrafast optical devices 
which is potentially significant for advancing data rates in optical communication. 
The understanding of intersubband relaxation mechanism is particularly significant 
for ultrafast device applications.
At room temperature, the intersubband relaxation process is attributed by the rapid 
interaction between electrons and longitudinal optical (LO) phonons when the 
subband separation exceeds the LO-phonon energy [89], e.g. 36 meV for GaAs. This 
is known as Frohlich interaction. If the subband separation is less than the LO 
phonon energy, e.g. in a large well width structure, the relaxation is dominated by the 
comparatively slow interaction of electrons with longitudinal acoustic phonons [90]. 
The transition rate for the former interaction (~ps) is about two orders of magnitude 
faster than that for the latter [91].
For ISBTs around the 1.55 pm communication wavelength (0.8 eV), the subband 
separation is much higher than the LO phonon energy (normally around 30~90 meV). 
It has been generally considered that the population relaxation time of ISBTs is 
determined by a two-step-process, as shown before in Fig. 1.2. First, the electron 
scatters from the upper subband to the lower subband by means of the interaction 
with a LO phonon; then the electron cools down to the bottom of lower subband via 
intrasubband scattering [10,89]. Hence, the overall intersubband relaxation time can 
be estimated by [ 1 0 , 1 2 ]
= r to»+ ^ !S§:Lxi'im  (2-1)
n® L O
where Tjnter is the intersubband scattering time, £ i s b t  the energy of ISBTs, h 
Planck’s constant divided by 2% and culo the angular frequency of the LO phonons.
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For the InGaAs/AlAs quantum well structures, the intrasubband relaxation time (Tmtra) 
is ~0.1 ps and the AlAs-like interface mode phonon energy (hco^o) is -47  meV 
[10,92]. The intersubband scattering time can be estimated from the reciprocal of the 
scattering rate (W). The scattering rate due to Frohlich interaction of electrons with 
LO phonons is simplified to an analytical expression based on the perturbing 
potential approximation and is given by [93,94]
W = - W r
/  \ 1/2r[coLO 1
+  ■
1
4 -  (r|ft>L0 / ) 12 -  (ri<yL 0  / E x)
1 (2.2)
where
K  = Ath\
2 m* co. V'VLO 1 1 (2.3)
' s  J
is the basic rate for Frohlich interaction, and ex  and es are the optical and the static 
dielectric permittivities, respectively.
The relaxation time for Ino.5 3Gao.4 7 As/AlAs quantum wells as a function of the 
intersubband energy is calculated here from Eq.s (2.1), (2.2) and (2.3), and the result 
is given in Fig. 2.11. Measured results reported by Asano et al and Lutgen et al for 
the intersubband relaxation time of 2.7 ps and 1.3 ps for the transition at -500 meV 
and -260 meV, respectively, are also shown in Fig. 2.11 [10,95]. These theoretical 
results are in good agreement with the experimental results. However, Ghislotti et al 
observed a differential transmission decay of - 1 0  ps for a transition energy at 680 
meV, compared to the overall relaxation time expected about 3.3 ps from the 
theoretical calculation [96]. They suggested that the longer relaxation time might be 
caused by the r~X  coupling and the predominant fast r~ r  relaxation process has a 
decay constant o f 6.5 ps.
In addition, for the low doping or undoped structures, the lower energy state can be 
easily bleached even by a weak input light. The absorption cannot occur until the 
electrons relax back to the bottom of lower subband. Therefore, the total relaxation 
time is important and limits the ultimate speed of operation of such structures. On the
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Figure 2.11: The intersubband energy relaxation time as a function o f ISBT energy. The solid line 
represents as a calculation o f the intersubband LO phonon scattering time, and the 
dashed line represents a calculation including both the intersubband scattering time 
and the intrasubband energy relaxation time. The round and square dots indicate the 
data adopted from ref [10] and [95], respectively.
other hand, for strongly doped structures, the lower energy state in ISBTs is almost 
completely occupied by electrons. Once the electron in upper subband is scattered to 
the lower subband, the absorption can take place. As a consequence, the operation 
speed of the heavily doped ISBA based modulators is governed essentially by 
electron intersubbband scattering rate. The theoretical relaxation time of 2.5~4 ps at 
0.8 eV (1.55 pm wavelength) ISBT indicates its promise for ultrafast device 
applications aimed at optical communication system.
Furthermore, extensive measurements have been performed in the intersubband 
relaxation time for other group III-V semiconductors. Muller et al [97] measured the 
intersubband relaxation time of 14 ps in an undoped GaAs/AlGaAs DQW sample. 
They also suggested that the relaxation mechanism was associated with the carrier
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scattering due to the strong dependence of the intersubband relaxation time on the 
carrier density. The ISBTs in hole subbands have also caught attention for developing 
optical devices, such as THz frequency sources. Bezant et al observed hole relaxation 
lifetimes of 20 ps and 55 ps for the LH1 to HH1 transition in GaAs/AlGaAs quantum 
wells by using pump-probe technique [98]. Tan et al have measured the electron 
intersubband lifetimes as short as 1.8 ps in asymmetric stepped GaAs/AlGaAs 
quantum structures [99]. Their result also shows that the intersubband lifetimes are 
related to the construction of quantum well structures.
ISBA recovery times are even shorter in group III-V nitride semiconductors. The 
relaxation times of carrier are typically of the order of 150~400 fs due to enhanced 
electron-phonon interaction [12,100,101]. Asano et al measured an extremely fast 
carrier relaxation time (~150 fs) in GaN/AlGaN quantum well structures based on 
ISBT via femtosecond pump-probe technique [102]. Gan et al observed an ultrafast 
intersubband hole relaxation process less than 350 fs in InGaN MQW laser diodes by 
using the optical selection rules in the wurtize ciystalline structure and pump-probe 
polarisation configurations [103].
2.3.2 Wide Spectral Wavelength
ISBTs in semiconductor quantum well structures have been attracting significant 
attention because of the wide range of wavelengths over which their occurrence can 
be engineered. Inasmuch as ISBTs occur between confined electron levels in 
semiconductor heterostructures, the transition wavelength can be tailored to almost 
arbitrary wavelengths by artificially engineering the confinement of electrons, 
namely by adjusting the width and depth of the quantum wells. In other words, band 
gaps of conventional semiconductor devices are no longer limiting the design 
wavelength of a device, offering the possibility o f creating a wide range o f light 
sources or detectors using one material system. However, tuning is limited at short 
wavelengths by the band offset between the well and barrier materials limiting the 
depths of the wells that can be formed.
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Using cubic III-V semiconductors, the shortest achievable wavelength ISBT between 
the ground and the first excited electronic states that could occur theoretically is the 
range 1.3-2 pm [104]. In practice, the well depth achievable is limited by the lattice 
mismatch between alloys of different composition that can be grown by one of the 
established epitaxial growth techniques like MOCVD or MBE [30-37]. However, in 
recent years, progress in the development of semiconductor heterostructures with 
large conduction-band discontinuity has enabled near-infrared ISBT in the 
optical-communication wavelength band (1.3-1.55 pm) in various material systems 
such as InGaAs/AlAsSb/AlSb and GaN/AlGaN/AIN quantum wells [11-13,17,25,85]. 
This has opened the possibility for optical devices that are significantly faster than 
conventional interband optical devices operating at telecommunication wavelength.
Photodetectors operating in the mid- to far-infrared region have usually been based 
on the interband transitions in InAs/GaAs, InSb or HgCdTe [105,106]. However, in 
recent years, photodetectors based on electron and hole ISBTs in MQWs and SLs 
have been studied widely because of the greater flexibility in the design of operating 
wavelength compared to those based on interband transitions. The intersubband 
technology in the mid-infrared has been highly developed, especially operating in the 
3-5 and 8-12 pm wavelength ranges which have wide ranging applications 
including thermal imaging [107], medical imaging and remote temperature sensing
[108]. Photodetection in the far-infrared wavelength region using ISBT has also 
attracted interest. The longest wavelength could be up to several hundred microns
[109], where a wide range of applications include astrophysics, trace gas analysis and 
industrial process control [110,111]. The operation of quantum cascade lasers has 
been investigated and demonstrated in the far-infrared region, extending the 
operating range of these unipolar semiconductor lasers from 1 0  pm up to 8 8  pm 
[112-114]. To date, there has been very little work focusing on devices operating by 
ISBTs at the telecommunication wavelengths owing in part to limitations in materials 
technology. This is discussed in more detail in the next section.
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2.4 Advances in Intersubband Transitions
The rapid development of the field in ISBTs is the result of a combination of novel 
physics ideas, new techniques for epitaxial growth to implement them and 
applications in electronics and optoelectronics based on those concepts. Photonic 
devices based on ISBT in quantum wells, such as quantum cascade lasers and 
quantum well infrared photodetectors, are among the examples of very successful 
applications.
2.4.1 Quantum Cascade Lasers
Quantum cascade lasers (QCLs) are one of the key devices based on ISBTs. They 
were predicted theoretically in 1970s by Kazarinov and Suris [115,116] and first 
realized experimentally in 1994 by Faist et al [18]. QCLs are unipolar intersubband 
devices which work on transitions between the first excited and the ground state in 
quantum well, as illustrated in Fig. 2.12. A typical structure is made up o f periodic 
repetitions of two sections, one acting as injector-collector region, the other as active 
region. There are three important confined levels in the active region and are marked 
in the figure by 1,2 and 3. Each o f the confined states originates from one of the 
wells. To create a population inversion between two confined states, one needs to 
provide for electron injection into a higher lasing state and depletion of a lower 
lasing state. Under a voltage bias, the potential in the doped region is almost flat. 
From the injector region, the electrons are injected into the upper laser energy level 
(level 3 in Fig. 2.12) of the active section. Here population inversion occurs and the 
laser transition takes place primarily to level 2. After that, the electrons lose energy 
via a non-radiative transition (between level 2 and 1 in Fig. 2.12). After undergoing 
lasing transitions in QCL, the electrons remain inside the conduction band and enter 
the next stage by tunnelling through to next active region due to the applied electric 
field. Then the processes are repeated in each subsequent period of the superlattice. A 
number of such cascade processes multiple photons are generated by single electron, 
which provides a high quantum efficiency of QCLs.
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Figure 2.12: Schematic conduction band profile o f a portion o f a typical quantum-cascade- 
laser-structure. The wavy arrow indicates the transition responsible for the laser 
action. The solid curves represent the relevant wavefunctions.
Following these pioneering studies, the development of QCLs has been rapid. Firstly, 
QCLs have been realized in InP-based InGaAs/InAlAs and GaAs-based 
GaAs/AlGaAs multiple layer structures and these devices have become the source of 
choice in the mid-infrared wavelength range (3-20 pm) [117,118]. Recently, room 
temperature, continuous wave operation in QCLs grown by MBE has been 
demonstrated [119], and further improvements at high temperature have followed
[120]. Laser action in the terahertz range = 66 pm) has also been demonstrated
[121].
2.4.2 Quantum Well Infrared Photodetectors
The most established intersubband technology is probably the quantum well infrared 
photodetector (QWIP) for detecting, measuring and imaging the patterns of thermal 
heat radiation emitted by objects. As the device most resembling the proposed ISBA 
optical modulator in terms of operating principle, the following review of QWIPs has 
much relevance to the research of EAMs described in this thesis.
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The QWIP was first demonstrated by Levine et al in 1987 [122]. In most QWIP 
devices, a signal is generated when a quantum well absorbs infrared radiation. This 
excites electrons from the ground state to an excited state from which the excited 
electron is collected by an applied field, resulting in photocurrent, as shown in Fig.
2.13. ISBA and QWIPs for long wavelength applications have been investigated 
theoretically and experimentally [105,122,123]. The QWIP could be competitive 
with conventional detectors based on the interband transitions [105]. QWIPs have 
been designed based on transitions in the valence band as well as conduction band in 
MQWs and SLs. In general, QWIPs based on electron transitions show greater 
detectivity compared to the hole-based photodetectors. One of the reasons for this 
advantage is their lighter effective mass [123].
In addition, QWIPs are suitable for multicolour detection because their absorption 
wavelength can be tailored by varying device and material parameters and their 
intrinsic absorption line shape is narrow. QWIPs with two stacks of quantum wells, 
each designed to detect a different wavelength by varying the well width and depth, 
are the simplest two-colour detectors [124]. A four-colour QWIP has been 
demonstrated [125]. Four stacks of quantum well structures with four different 





Figure 2.13: Schematic potential profile for QWIPs.
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Peak detection wavelengths of this device are centred at 4.7, 8.5, 9, and 12.3 pm, 
respectively, and the peak detection wavelength can be tuned by the applied bias 
[125]. Since the polarisation dependence of the absorption process effectively 
requires light propagation parallel to the quantum well interfaces, the device 
sensitivity (responsivity) is not limited by the number of the quantum wells, but by 
the device length and optical confinement factor of the lightwave to the quantum 
well stacks.
2.4.3 Optical Modulators
Devices based on ISBTs in quantum wells have received considerable attention in the 
last few decades. However, most of the work has been devoted to lasers and detectors 
as specified in previous sections. Several types of ISBT based electro-optical 
modulators have been proposed and demonstrated [126,127]. For instance, one 
modulator concept is based on ISBA and a linear Stark shift. The strong ISBA is 
ensured by having a high doping density in the quantum wells, and the large linear 
Stark shift under an applied DC field is facilitated by using asymmetrical quantum 
wells which can be either in the form of a step quantum well or double quantum well 
with different well widths [128,129]. The modulation is achieved by adjusting the 
applied field to shift certain peak energies of the absorption spectra. In addition, 
another type of modulator is based on quantum interference that occurs between 
nearly resonant transitions in coupled quantum wells and can be used for modulating 
the light, known as the quantum interference modulator. This is because the oscillator 
strengths of the transitions from the two resonant states to a third state vary 
significantly and the change in oscillator strength consequently result in absorption 
that can be used for modulation.
Moreover, the EAMs which are often used in transmitters in optical fibre 
communications or to control the intensity of a laser beam via an electric voltage 
have been developed. Since the ISBA based devices have high attainable material 
absorption due to the large dipole moment and an inherent insensitivity to saturation
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due to the fast carrier relaxation time, this enables the potential applications as EAMs. 
In semiconductor phase or intensity modulators the optical waveguide structure is 
normally a p-n or p-i-n waveguide. A ridge waveguide and a cross-sectional view of 
the waveguide with the expected electromagnetic field distribution are shown in Fig.
2.14. ISBA based modulators can also have an n-n-n structure in which a 
symmetrical applied voltage swing around zero bias is feasible in order to reduce the 
driving voltage for achieving high speed modulators [129].
The operation of an EAM is based on a change of the absorption spectrum caused by 
an applied electric field. When an external bias voltage is applied through the 
quantum-well region using a diode structure, the bias field almost totally appears in 
the depletion layer, where the optical mode is confined. The potential profiles are 
tilted and the positions of the quantised subbands are shifted. Therefore, the density 
of electrons confined in the wells is modified and consequently the carrier-related 
absorption spectrum is changed as the probability of an upward transition decreases. 








Figure 2.14: Typical quantum structures used for phase or intensity modulation: (a) a ridge 
waveguide and (b) cross-sectional view with optical field distribution indicated.
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However, in actual EAMs or modulation doped heterojunctions, as mentioned in 
Section 2.1.2, the electron density and the potential profile are modified by the 
external bias in a very complicated way. Owing to the modulation doping, a 2DEG 
exists and this is altered by an external bias. The electric field in the depletion region 
is modified by the applied bias and the electron charge distribution. The charge 
distribution in turn is determined by the existing field. Therefore, the external bias, 
the applied electric field and the charge distribution are interactional. This problem 
can be solved by self-consistent modelling using the techniques described in the next 
chapter.
2.4.4 New Materials
With the conventional materials used for semiconductor optical devices, such as 
AlGaAs/GaAs, it is difficult to find a suitable material system for heterostructures in 
which the conduction band offset is large enough to accommodate ISBTs compatible 
with the optical communication wavelength band at 1.55 pm (0.8 eV). For the 
InGaAs/InALAs system lattice-matched to InP, the conduction band offset is only 
about 0.5 eV. Therefore, the development of innovative semiconductor materials or 
highly strained InGaAs/InAlAs/InP is crucial to this prospective technology.
ISBTs at 1.55 pm wavelength have been demonstrated in a number of materials 
during the last couple of years. One of the most suitable systems is InGaAs/ALAsSb 
which can have a large conduction band offset of 1.75 eV. Mozume et al reported 
1.45 pm wavelength ISBT in 2.0 nm-thick Ino.5 3 Gao.4 7 As/AlAso.5 6 Sbo.4 4  quantum 
wells grown lattice matched to InP substrates by using MBE [25]. Recently, 
InGaAs/ALAsSb has allowed the observation o f ISBTs as short as 1.3 pm in 
30-A-wide quantum wells and an ultra-fast absorption recovery time of 685 fs at 1.55 
pm was reported in coupled DQWs [11,130]. Recent publications have shown that 
short wavelength ISBTs in InGaAs/AlGaAs quantum wells can be achieved where 
room-temperature diode lasers are available [131]. These results show the potential 
o f this material system for the ultra-high speed optical devices based on ISBA for use
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in optical communication networks. However, the growth of these material systems 
requires further development.
GaN/AlGaN has drawn attention as another potential material system for the 
fabrication of devices based on ISBTs at communication wavelength because of their 
large conduction band offset (-2.0 eV) and large difference of refractive index 
between GaN and AIN [132]. The large refractive index step can result in optical 
waveguide devices with strong confinement of the optical field to the active region. 
Gmachl et al measured optical ISBA in structures specifically designed for 1.7 and 
1.55 pm wavelengths [133,134]. In addition, the nitride semiconductor has very fast 
carrier dynamics. The relaxation times of carrier are typically of the order of 
150-400 fs due to enhanced electron-phonon interaction [12,100,101]. These fast 
relaxation processes could provide the basis for optical modulators that are very 
resistant to absorption saturation (device operation at optical powers up to -100 mW). 
However, growing device structures based on the GaN/AlGaN system for ISBT is 
challenging due to the lack of a lattice-matched substrate and the large lattice 
mismatch between GaN and AlGaN. Difficulties in doping AIN and the often 
unsatisfactory crystalline quality make achieving near infrared ISBTs [133,135] 
difficult.
Other material systems with potential for ISBT switch applications include II-VI 
semiconductors such as ZnSe/BeTe and CdS/BeTe. These heterostructures have a 
huge conduction band-offsets of -2.3 eV for the former and -3.1 eV for the latter 
[136-138]. These material systems can be grown with high structure quality on GaAs 
substrates by MBE, since both ZnSe and BeTe are closely lattice matched to the 
substrate. Strong ISBA at the wavelength of 1.55pm has been demonstrated by a 
40-period (CdS/ZnSe)/BeTe quantum well [137]. Besides, the benefit from the huge 
conduction band offset the ZnSe/BeTe system has the advantage of its higher ionicity 
in ZnSe layers. Relaxation times monitored on a variety of (CdS/ZnSe)/BeTe 
quantum wells have indicated that ultrafast recovery times of - 1  ps without
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exhibiting slow tail are achieved in the wavelength range of 1.8-2.2 pm [138].
Highly strained III-V semiconductors have also caught attention. A systematic study 
in very narrow InGaAs/AlAs quantum wells has shown that ISBT at wavelengths 
less than 2 pm is possible [94]. InGaAs/AlAs heterostructures have been drawing 
much attention as a key material system to the short wavelength ISBT. More recently, 
a near-infrared wavelength (1.55 pm) ISBT in Ino.5 3 Gao.4 7 As/ AlAs single quantum 
well on an InP substrate with a well width of 3 monolayers (MLs) has been reported 
by Smet et al [139]. However, the lattice mismatch between AlAs and the InP 
substrate is as large as 3.7%. It limits the thickness of AlAs barrier layer (<10 ML) 
and number of quantum wells ( < 1 0  periods) that can be grown without significant 
formation of misfit dislocations arising from exceeding the critical thickness of 
highly strained epitaxial layers [140]. This limitation can be avoided with a novel 
growth technique of growing an InGaAs buffer layer on a GaAs substrate because 
AlAs lattice matches close to GaAs. An ISBT wavelength of 1.90 pm in 7-ML-wide 
InGaAs/AlAs multiple quantum wells grown coherently on a semi-insulating GaAs 
substrate [141]. In this material system, the AlAs barrier layer can be thick enough 
and the growth of several periods of quantum wells is much easier to achieve.
2.5 Summary
In this chapter, the background and basic physical concepts of heterostructures have 
been discussed. The principal features of electrons in different quantum structures 
were reviewed. The properties of the heterostructures associated with practical 
devices were considered and the quantum-mechanical behaviour was stressed. The 
optical transitions in quantum well structures were then analysed with emphasis on 
ISBTs. The relaxation time of ISBTs has been theoretically estimated. The 
advantages o f ISBTs were reviewed and it was shown that ISBTs make possible 
innovation and improvement in optoelectronic technologies. Finally, addition
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information on advancing the study of ISBT, including two important applications to 
optical devices and new material for improving the ISBT performance, was 
reviewed.
From this review, several conclusions can be drawn regarding the proposed 
application of ISBT to optical modulation at 1.55 pm wavelength. First, the review 
of the literature reveals the concept is novel. Next such an innovation is dependent on 
the emerging materials technologies described in section 2.4.4. This combination of 
device innovation and reliance on advance in epitaxial growth technology creates a 
need for detailed device modelling to establish the technological requirements for 
feasibility. Finally since doping must be incorporated into the device structure and 
bias voltage applied, local variation in the electrostatic potential on the scale of the 
quantum wells must be expected. This in turn will influence the wavefunctions and 
occupancy of the confined particle states and hence optical absorption. This gives 
rise to a need for fully self-consistent solution of the coupled Poisson and 
Schrodinger equations. The next chapter describes the methods of such a calculation 
and other theoretical issues underpinning the modelling o f ISBA and its potential 
application to a new type of optical modulator.
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Chapter 3 Theory and Modelling of Intersubband Absorption in Quantum Wells
3.1 Introduction
In recent years there has been great interest in studying the optical and electrical 
properties of quantum structures utilizing intersubband transitions (ISBTs). In a 
device operating by ISBT, free carriers are required, and consequently, the structures 
are usually doped [142]. Many novel devices of interest involve single or coupled 
quantum wells and narrow regions of very heavy doping, so call 5-doping [143]. The 
rapid fluctuations in local charge density that occur in such structures give rise to 
correspondingly more rapid fluctuations in the electron potential. It has led to 
investigations of the effects of the doping and the electric field on the electrooptical 
properties of quantum well structures [144,145], Therefore, for determining the 
electroabsorption spectra of these quantum well samples, the influence of doping and 
applied bias on electrostatic potential, electric field distribution and carrier 
concentration needs to be considered.
To model the effects of quantum confinement in such conditions, a self-consistent 
solution, which solves the Schrodinger equation for the wavefunctions and energy 
levels, and Poisson’s equation for the electrostatic potential simultaneously, is 
required [63-66,146-148], This solution provides calculations of the bound state 
energies (eigen values), the carrier wavefunctions (eigen functions), and carrier 
concentrations in the presence of confining potential variations. The self-consistent 
calculation is a well established technique and has been reported for a range of 
different structures. For instance, it has been widely used for modelling the 2DEG in 
HFETs [64-66,149]. It has been applied to calculate the subband structure and optical 
gain spectrum of a type-II quantum well laser by Liu et al [150] and the theoretical 
results of the modal gain of the quantum well laser showed a good agreement with 
the experimental data. It can also be used to estimate the charge control behaviour of 
a range of quantum well devices. Ramsteiner et al [151] have investigated the 
dependence of doping level on the depolarization shift o f the absorption peak in 
GaAs/AlGaAs ISBTs. Ozturk et al [148,152] have theoretically studied the
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energy-level structure in n-type 8-doped quantum wells in Si, for investigating the 
physics at extremely high doping density.
In this thesis, the theoretical investigation of ISBT in the presence of the internal 
forces due to the lattice as well as external forces due to applied voltage is primarily 
concerned with structures of the type shown in Fig. 3.1 (a). This assumed InP 
intrinsic-H-type (i-n) junction consists of an assumed Schottky contact at the surface, 
an intrinsic layer usually undoped or unintentionally doped to a very low level (n), 
and then a thick heavily doped n-type layer. The InxGai.xAs/AlAs quantum wells are 
embedded in the centre of the intrinsic region. The Schottky contact is assumed to 
simplify the modelling of the related effects of charge control and electric field 
distribution on intersubband absorption (ISBA).
The extension of the results to heterojunction p-i-n  waveguide structures is 
straightforward as can be seen in Fig. 3.1 (b). The only requirement is to add the 
band edge variation with distance over the range z  < 0 and then add this to the 
surface potential o f the equivalent Schottky contact structure. With the electric field 
strength o f potential known at z = 0, the band bending for z  < 0 can be found by 
re-applying the procedure for solving Poisson equation under the assumption of no 
current flow. In the respect of ISBA-based modulators, n-i-n or n-n-n  type structures 
are widely used and therefore a symmetrical applied voltage around zero bias swing 
is feasible [129]. This is an advantage since lower driving voltages are achievable 
compared to the conventional p-i-n structure used for interband modulators which 
usually require a reverse bias. Hence, modelling the i-n region is important, as there 
can be different options for the capping layer.
The effects on the intersubband absorption coefficient o f changing doping densities 
and the position of the doped regions, applying bias voltage, the quantum well 
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Figure 3.1: Schematic real space picture o f  (a) an InP i-n heterojunction with Schottky contact at
the surface and its conduction band edge variation with position, where fa is the 
work function o f the Schottky barrier height, (b) conduction band edge variation in a 
p-i-n  junction, where Vbi is the built-in potential and (c) conduction band edge 
variation in a n-i-n junction. The InGaAs/AlAs quantum wells are embedded in the 
centre o f the intrinsic region o f the diodes.
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were investigated. The model attempts to present a realistic description of the energy 
band structure of the quantum well including the influence of electric field and 
doping by solving Poisson equation. These band edge profile calculations are 
fundamental to this study and provide the framework necessary for the understanding 
and optimisation of the novel ISBT structures. The nature and interaction of 
subbands, which are calculated from Schrodinger equation according to the band 
structure, directly influence the optical properties of quantum well devices. Thus, an 
accurate modelling of quantum well structure ensures a precise and versatile way of 
determining the electroabsorption between different electron eigen states. In this 
chapter the basic physics necessary to describe the intersubbband transition in 
quantum wells is presented.
3.2 Schrodinger Equation for Quantum Well Structures
In dealing with quantum-mechanical systems, one aims to determine the 
wavefunction of a single electron or that of the whole system. The wavefunction in 
quantum mechanics is sufficient to describe a particle or even a system of particles. 
In other words, if the wavefunction of an electron system is determined, in principle, 
all macroscopic parameters that define the electronic performance of the device can 
be calculated.
3.2.1 Schrodinger Equation
The wavefunction ¥  of an electron or an electron system satisfies the principal 
equation of quantum mechanics, the Schrodinger equation [4],
= <r|-^-4'(r,<) (3.1)
ot
where h = h/ln  (h is Planck’s constant, h = 6.626x1 O' 3 4  J-s) and H is the Hamiltonian 
operator in the quantum mechanics system,
2
H = —-1—V 2 +U(r, t) (3.2)
2m
48
Chapter 3 Theory and Modelling o f Intersubband Absorption in Quantum Wells
In Eq. (3.2), the first term on the right hand side is the operator of the kinetic energy
d 2 d 2 d 2with the Laplacian operator (V 2 = — -H   H - ) ,  m is the mass of the particle
dx dy dz
and U(r, t ) is the potential energy. =| 'F | 2 dV  is to be identified as the
probability that the particle will be found in the spatial volume element dV. Moreover, 
the wavefunctions are normalised over the whole volume V of the crystal,
l ' ¥ \ r , t ) V ( r , t ) d V  = \ (3-3)
that is, the probability o f finding the particle in the whole space is unity.
If  U(r) is time independent, one may separate the dependences of wavefunctions 
on the time and spatial coordinates as follows,
vF (r ,0  = e",£,/V (r)  (3.4)
where <f){r) is a wavefunction of only spatial coordinates and E  is the energy of a 
particle or of a system of particles. Since the complex modulus (magnitude) of the 
time coordinate is 1 , the time-independent wavefunction ^(r) is also normalised,
i.e. J <j>*(r) • <j>{x)dV = 1 . Substituting Eq. (3.4) into Eq. (3.1), results in the
time-independent Schrodinger equation,
2
- - ^ - V 2 + f/( r )
2m
The solution of Eq. (3.5) may be in terms of quantized energy levels En with 
corresponding wavefunction (f)n (r) where n denotes the band index.
(f>{ r) = Efi(r) (3.5)
Further, a semiconductor crystal can be imagined as a set of ions located in the 
periodically arranged sites. A time-independent periodic potential U(r)  = £/(R + r ) ,
therefore, is present and derives from the periodic Coulombic force of attraction 
arising from the ion cores experienced by a free electron within the semiconductor 
(R is a vector of the Bravais lattice, R=«iai +«2 a2 +«3 a3 , ai,a 2 and a3 are the lattice
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vectors, n\,ri2 and n-i are integers). If <f>(r) describes an electron moving in the 
crystal, ^(R + r) will also be a solution to Eq. (3.5). Thus, ^(R + r)w ill differ 
from ^(r) at most by a constant. The wavefunction can be expressed as a Bloch 
function due to this periodic potential U(r) [153-155]
= (36)
where \ l j v  is the normalising constant, n refers to the band index and k is a Bloch
wavevector of the electron in the first Brillouin zone. The wavefunction (r) is
usually called the Bloch function. w„k(r) corresponds to the cell periodic part of the 
wavefunction which obeys the Bloch condition given by,
M«k(r  + R ) = M«k(r ) (3-7)
3.2.2 The One-Electron Schrodinger Equation
In order to fully understand the optical and electronic properties of semiconductors, 
the behaviour of the electrons and holes needs to be described. This is fundamentally 
a very complicated problem and it is impractical to characterize each particle since 
there are ~ 1 0 2 3  electrons/cm3, all interacting with each other and with the numerous 
phonons which are the quanta of the lattice vibrations. However, most of the 
quantum phenomena can be described using a one-electron description, where the 
problem of the electron motion is simplified as if the electron is under some average 
potential due to the vibration of the lattice and the repulsive force of other particles in 
the system [44,154]. Physically measurable quantities, such as charge density, are 
then calculated by computing an appropriate statistical average over many electrons 
[44].
Quantum mechanically, the dynamics of an individual electron, which can be 
deduced from Eq. (3.1), is described by the one-electron Schrodinger equation,
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(3.8)
where mo is free electron mass (mo = 9.109xl0'31 kg) and To(r,0 is called the 
wavefunction for the single electron. The wavefunction To is a complex quantity 
whose squared magnitude is proportional to the probability of finding the electron at
a point in space (r) at an instant of time (t). If the probability density T 0* • T 0 of a
large number of electrons is summed, for example, one can interpret the result as the 
electron density. It will be noted that this one-electron description based on Eq. (3.8) 
is really an approximation to the far more complex dynamics of the multi-particle 
system of interacting electrons and phonons. The many-particle system will be 
explored later in this chapter and the comparison and relationship between these two 
systems will be discussed.
3.2.3 Effective Mass Equation
The effective mass equation, or also known as envelope function approximation, 
forms the foundation for much of semiconductor and device analysis. It was first 
suggested by Wannier [27] and elaborated on by Slater [28]. Later, a rigorous 
development of the equation and an extension to multiple bands was given by 
Luttinger et al [29]. One o f the most substantial simplifications that has been made 
throughout the foregoing research is to assume that the band structure of the 
crystalline semiconductors can largely be ignored, retaining only the energy and 
effective mass at the extremity of each band. A spherical effective mass or an 
isotropic mass approximation, for example, is commonly used for electrons with 
energies close to the bottom of the conduction band Ec{0) with wavevector k,
£ ( k ) « £ c ( 0 ) + - ! 4 ( ^  + k] + k l )
2m
(3.9)
where m is the effective mass.
The effective mass approach, which is extremely general, has proved to be a valuable
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tool for studying electron devices by treating the problem of a crystal in a slowly 
varying external potential, ( r ) , which is superimposed on the lattice potential
f/(r) [156-158]. Under this assumption, the wavefunction is a product of the slowly 
varying envelope function and the Bloch function of the local extremum in the host’s 
band structure. Instead of solving the full Hamiltonian, including the ion cores, the 
valence and core electrons, and the external potential, one can solve a reduced 
Hamiltonian that includes only the band structure E(k) and the external potential. 
The result is [28,29]
= [^(-i'V) + Fex/( r ,0 V ( r ,0  (3.10)
at
where E ( - N )  is the kinetic energy term. E(- iV )  is further simplified to the
second-order Taylor polynomial by substituting the operator - /V  for the wave 
vector k  in the energy-wave vector dispersion relationship £(k) at Eq. (3.9), that is
ti2E(- iV )  w Ec(0)------—— V 2 . As a result, an equation similar to Schrodinger equation
2m
is obtained but in which the effective-mass m has replaced the free electron mass mo. 
The result is,
ir\^-i//(r,t) = -  -p-t  VV(r,f) + VP (r»'M r , ') (3.11)ot 2m
where Vp = £ C(0) + Fec,(r,f)  is the interaction potential energy. The wavefunction
y/(r,t) appearing in the effective mass equation is often called an envelope
wavefunction, as it describes the behaviour of an electron over a volume much larger 
than the crystal unit cell.
Apart from the substitution of the effective mass m , which is measured from the 
bottom of the conduction band as clarified in Eq. (3.9), for the free electron mass mo, 
Eq. (3.11) is mathematically identical to the one-electron Schrodinger equation (3.8). 
Note m should be considered as a material property that is analogous to the 
dielectric constant. The effective mass approximation has simplified the motion of an
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electron in a periodic system of ion centres.
It should be noted that the effective mass equation does not give good results for 
high-energy electrons which are equivalent to the observation that the bands become 
quite nonparabolic for large values of the wavevector k. Detailed study of this will be 
given in Section 3.7. Overall this approximation has been widely shown to describe 
with good accuracy the behaviour of electrons in semiconductor quantum wells. This 
is the justification for applying many of the formulas derived for the quantum 
mechanics of free particles directly to conduction band electrons by making the 
simple replacement of the free electron mass mo by the effective conduction band 
electron mass m *.
3.2.4 Many-Particle Systems
Although any semiconductor material consists of numerous electrons, holes, ions, 
etc., the major electrical and optical properties of semiconductor devices are 
generally determined by the electron subsystem. The features in many-electron 
subsystems that are absent in the classical description of the quantum physics are 
associated with the fact that particles are identical and that specifying and tracing the 
coordinates of a given electron are impractical. One approximation is to separate the 
electron subsystem and the lattice vibrations and consider them to be only weakly 
coupled. In the spirit of this approach, a many-electron subsystem which takes into 
account its interaction with the lattice vibrations needs to be studied. This is 
especially true, given that the structures considered in this work involve many 
electrons occupying the subbands of a quantum well structure.
The basic equations of quantum mechanics can be generalized to account for the 
behaviour of electrons in solids. An overview is presented here. Instead o f the 
one-particle wavefunction ^ ( r , / ) ,  a many-electron wavefunction is introduced to 
describe the system. This takes the form
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O (r1 , r 2 , r 3 ,...,r I1, 0 (3.12)
where ri, rj, ..., r„ is the set of position vectors of the N electrons comprising the 
subsystem. Under the time-independent periodical potential assumption, the 
time-dependent wavefunction of the many-particle system in Eq. (3.12) can first be 
factorized by an exponential prefactor to define a time-independent wavefunction, <p, 
such that
where E  is the total energy of the many-particle system in a stationary state. In this 
stationary case, the time-independent function (p is determined by solving the 
many-particle Schrodinger equation,
where H np is the many-particle Hamiltonian with superscript mp. In the simplest 
form, the electrons are assumed to be a set o f single, non-interacting electrons, i.e. 
there is no Coulomb interaction between the electrons. Each electron is treated as 
individual and independent of the other electrons. Therefore, the many-electron 
Hamiltonian U*13 for the system can be approximated as a sum of one-electron 
Hamiltonians. Consequently, the exact eigen function will be a product function
However, this approximation does not illuminate the interaction between electrons. 
Electron-electron interactions need to be included in the Hamiltonian by an 
additional potential energy term for the many-electron system. As a consequence, the 
many-particle Hamiltonian consists of the sum over single-particle Hamiltonians in 
the external field and the potential energy of the Coulomb interaction among these 
charged particles [44,159], yielding
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interchange of any pairs of the particle coordinates. This is equivalent to stating that 
the electron must satisfy the Pauli Exclusion Principle in the same system. Such 
requirement was rectified by the Hartree-Fock approximation. For an N-electron 
system, the wavefunction can be written as a NxN determinant, known as a Slater 
determinant [44,160],
where y/i are the normalised one-electron wavefunctions. The determinant of Eq. 
(3.17) is equal to zero unless all one-electron wavefunctions are different, i.e., each 
electron must occupy a distinct state. Substituting Eq. (3.17) into Eq. (3.14), 
multiplying each term on the left by the complex conjugate of wavefunction y/* ^ ,
and then integrating over all coordinates, a system of coupled equations for the 
one-electron wavefunctions, which has N equations (i = 1,2,...N) and are called the 
Fock equations, can be then obtained [160]
where the first term in the parentheses on the left-hand side is the single-particle 
Hamiltonian containing the kinetic energy and the external potential. The second
ensemble. The overall potential must also represent the correlation between the
of swapping the subscript label of the wavefunctions. These corrections to the 
Hartree potential are included by the third term in the parenthesis on the left-hand
V\{*\) ^ 2 (r i) A i)
V\(r2) M r2) A y N(ri) (3.17)
M M  M
¥ \(rN) V i M  A M rN)
(H  + VH - V EC)y,i( r ) = E iy,i( r) (3.18)
term in the parentheses of Eq. (3.18) for a system of electrons acting on the i* is 
given by,
(3.19)
Vh is the electrostatic potential created by all electrons except the Ith one acting on 
the electron and is called the Hartree potential. In effect Vh reflects the average 
repulsive Coulombic interaction between the ith electron and all the others in the
position of P  electron and the positions of all the other electrons (/' ^  i) and the effect
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side of Eq. (3.18), where [44,160]
y,j{r) (3.20)
This term describes the electron exchange correlation and Vec is known as the 
exchange-correlation potential. This exchange term is the manifestation of the Pauli 
Exclusion Principle. Thus the Hartree-Fock representation has described the motion 
o f a single electron in an effective potential created by all other electrons of the 
system and shows the strong correlation of the motion of all electrons.
However, the Fock equations remain difficult to apply to solid-state problems 
because of the huge numbers implied in the summations in Eq. (3.19) and Eq. (3.20) 
their extreme complexity. Equation (3.18) can be simplified if  the characteristic 
kinetic energy of electrons is much larger than the Coulomb interaction energy. 
Moreover, the electron interaction in subbands is significant essentially at high 
electron concentration [161]. The temperature effect on the Fermi energy is more 
important than the electron interaction and the latter may be considered as a small 
perturbation [162]. Besides, rectifying the electron interaction of the model would 
not introduce physics that will significantly alter the trends in the results described in 
this thesis. Therefore, the effect of exchange-correlation interaction on the subband 
energies is considered to be weak and can be neglected. As a result, instead of the 
Fock equations, the Hartree approximation for the one-electron state in a 
many-electron system is given:
{H + VH)y/i{r) = Eiyfi^ )  (3.21)
where the Hartree potential Vh is the solution from the Poisson equation. The total 
energy o f the N electron system is
E  = f JE l (3.22)
1=1
j*i
f i r > » , ( r ')|
|r -  r'l
56
Chapter 3 Theory and Modelling o f Intersubband Absorption in Quantum Wells
3.2.5 Quantum Well Structures
With the advent MOCVD and MBE, the ability to grow single atomic layers of 
semiconductor material has led to the production of abrupt heterojunctions. It is the 
band energy mismatch of the materials at the heterojunctions which creates a 
potential energy variation that acts as a quantum well and provides for confinement 
of carriers inside the well. The square quantum wells have the following idealized 
form of the conduction band potential illustrated in Fig. 3.2.
Mathematically, the potential energy in a quantum well is given by,
f  Vw for z g  well
V(z) = < w , (3.23)
\Vb =Vw + AEc for z g  barrier
where A Ec is the depth of the well. In the assumed structure shown in Fig. 3.1, the 
conduction band offsets of Ino.5 3 Gao.4 7 As/AlAs and Ino.5 3 Gao.4 7 As/InP including the 




Figure 3.2: The position-dependent potential energy [V(z)] o f a three-well structure and the
quantum confined states, E\, E2 and £ 3, with corresponding wavefunctions in 
energy-real space coordinates. Lw and Lb indicate the thickness o f  the wells and 
barriers respectively, a notation used throughout this work.
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is a function of coordinate z only. In this case, the three-dimensional problem is 
reduced to a one-dimensional Schrodinger problem. According to the Eq. (3.5) and 
(3.11), the effective mass equation for a quantum well structure in Fig. 3.2 can be 
written as a time-independent effective-mass Schrodinger equation o f the form [165]
^ ^ t / ( z )  + [ £ - r ( z ) M z )  = 0 (3.24)
2m dz
where E  is the energy of the bound particle. Two types of solution to Eq. (3.24) are 
expected. The first is characterized by a discrete-energy spectrum for E  <Vb of 
bound states of electrons. The second corresponds to a continuous spectrum for 
E  >Vb of unbound states. In addition, y/{z) vanishes for bound states at z —» ±oo 
or is finite for unbound states.
For the bound states E < Vb, the solution has the following form in the barrier
V / ( z )  = A,e~l‘z +Blei‘! (3.25)
where kb = J 2 m ’(Vb - E ) / r \ 2 and is real, and subscript i is the barrier index. In the
left-most barrier, A,=l and Bj=0, while in right-most region, Af=0 and Bf= 1. The 
solution inside the well is a simple combination of plane waves,
y/(z) = Cj cos kwz  + Dj  sin kwz  (3.26)
where k w = ■yJ2m *(E-  Vw)/r\2 , and subscript j  is the well index. Parameters A, B, C 
and D  are determined or calculated by the boundary conditions.
Due to different material composition the effective mass is different for the well and 
barrier regions. The sudden change of the effective mass at the heterojunction 
interfaces requires the use of appropriate interface conditions to ensure that the 
continuity of the envelope wavefunction y/(z) , and the effective mass weighted
gradient acrogs eacj1 heterojunction is continuous. More details will be
m dz
discussed in the following section.
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3.3 Numerical Solution for Arbitrary Shaped Quantum Well 
Structures
The solutions given in Eq. (3.25) and (3.26) are only valid for the piecewise constant 
potential V(z) and run into trouble when applied to the structures of the type shown in 
Fig. 3.1. Such a potential profile is deformed by the doping and the external electric 
field. Details of the variation in potential profile will be discussed in the section 3.4 
of Poisson solver. The aim of this work is to investigate and optimise the structures 
of the ISBTs based electroabsorption modulators which are usually modulation 
doped and operate under an applied voltage bias. Therefore, a solution for the 
arbitrary shaped quantum well structures is required. A Schrodinger solver based on 
the transfer matrix method [166-168] approach has been developed for this purpose.
3.3.1 Theory of Transfer Matrix Method
An arbitrary profile, V(z), can always be approximated by a piecewise step profile, as 
shown in Fig. 3.3 as long as the original potential profile does not have singularities. 
The arbitrary shaped quantum well potential was first divided into a number of 
regions of equal width h, i.e. the incremental step size given by zi+\-Zi. The actual 
potential energy distribution in each region was then approximated by a constant 
potential Vit as shown in Fig. 3.3. The advantage of using the approximate profile 
becomes obvious when the method is applied to deformed quantum well structures 
under the external field. The accuracy of the bound energy states in this case is 
determined by the width of the step size (h).
The whole structure is divided into n regions of equal width and the single band 
effective mass equation is then solved in each divided region for the complete 
quantum well structure consisting of small regions. Since the effective mass and the 
potential energy are piecewise constant in each of these regions, the effective mass 
equation for the *th region can be rewritten as
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Figure 3.3: The potential profile o f a quantum well structure with doping and external electric
field. The dotted bars indicate the divided regions and the height o f bars shows the 
constant potential in each region.
V ',( z )  + ( £ - K > 1.(z) = 0 (3.27)
2  mi dz
The solution of this equation is oscillatory when E > Vi, typically in the quantum well,
and exponentially decaying when E < Vi, as typically occurs in the barrier region.
This behaviour is similar to Eq. (3.25) and (3.26), and the result is given by
f A, sin (a,.z) + B, cos (a,z) E >V
y .(z )  = \ ' * ' ' (3.28)
[ 4  exp (faz) + Bt exp(-/?(.z) E <Vt
where the piecewise constant of V is estimated form the calculated potential profile 
V(z) by solving Poisson’s equation in Section 3.4, and a, and fa are
60





Equations (3.28) are the general solutions for all regions in the quantum well 
structure in the piecewise approximation. The only parameters which need to be 
changed are the effective mass and the value of the potential energy and hence the 
nature of the solution, i.e. oscillatory or exponential. The next step is to match the 
wavefunctions of the i,th and (i+1)* regions at the interface between them. The 
interface conditions required in each interface are
¥ & )  | = ¥ m (z)\ (3.30)
1 dy/^z) _  1 dy/M(z)
mt dz m»+i dz
(3.31)
Knowing the generalized solutions of the effective mass equation in the z'th and (z+1)* 
regions and also the connection between the two solutions at the interface, it is 
convenient to express the solution in a matrix notation
' A '




where Mi is a 2x2 connection matrix. The coefficients o f this matrix are obtained by 
applying Eq.s (3.30) and (3.31) and are given in appendix A.
Moreover, the wavefunction of the bound state must be well behaved. It means that 
the wavefunction must be normalizable or, in other words, the solutions are expected 
to be exponentially decaying in the two extreme ends o f the quantum well structure 
since the substrate consists of barrier material. The requirement of the well behaved 
wavefunctions determines the initial and final values of the coefficients which are 
given by
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(A.  =1 , B0 =0
• P  0 (3.33)
U = 0 , * „ = 1
Ao, Bo represent the coefficient in the left-most region and An, Bn the coefficients in 
the right-most region.
3.3.3 Searching Confined States
The problem that remains to be solved is the computation of eigen-energies, En, of 
the bound energy states. If  a value of E  equals to the «th eigen state En o f the quantum 
well structure then using Eq. (3.28) and (3.32) along with the initial conditions Ao= 1 
and Bo = 0, the corresponding wavefunction can be constructed. At the eigen-energy, 
this wavefunction must be well behaved as shown in Fig. 3.4 (a). Such a 
wavefunction is normalizable and decays exponentially in both substrate regions; in 
other words, A„ = 0 and B„ = 1 as mentioned in Eq. (3.32). However, if the energy E  
is a little too large or too small than En, the wavefunction does not tend to zero in the 
substrate but diverges to plus or minus infinity as shown in Fig. 3.4 (b) and (c), 
meaning that An *  0 and Bn *  1. Therefore, by calculating many different E, the 
correspondence relationship between E  and A„ (Bn) can be revealed, i.e. An — f A (E)
[ Bn = f B (E) ]. Theoretically, these two coefficients, An and Bn, as a function of E  can
then be plotted and all the eigen-energies can be determined by searching for values 
of E  such that /a (E ) = 0 and f  b(E) = 1 [167]. However, it can become impractical to 
determine the behaviour o f An and Bn for all values of E  by this method when there is 
only a small difference in bound energy levels, unless a careful search procedure for 
the roots of f  4(E) = 0 is applied. Therefore, a more efficient root finding procedure 
is required.
There are very simple numerical techniques which can provide the required 
information. Firstly, it is important to note that the wavefunctions consist of 
oscillatory and exponential functions, implying that each wavefunction has certain
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(c) E>En
Figure 3.4: A trial energy E (dotted line) is (a) equal to, (b) less then and (c) greater than the
bound-state energy E„ (dashed line). Only in the situation o f E=E„ a well-behaved 
wavefunction is produced. Otherwise, the wavefunction diverges to plus or minus 
infinity.
number of nodes where its value is zero along the z axis. Secondly, the «th order 
eigen state is expected to have n-1 nodes in general. The first eigen state, for example, 
has no node and its value approaches zero only at both extreme ends of the structure. 
As a consequence, for the lower and upper bound of energies [Emin , Emax\, where the 
wavefunctions at Emin and Z w  has n-1 and n nodes respectively, there must be a 
bound state, i.e. eigen-energy, inside this range.
Therefore, the shooting method [169,170] is applied to solve the eigen value problem. 
The first step is to assume any arbitrary value of energy Etriai bound between Emin and 
Emax. The wavefunction corresponding to Etriai is then calculated by using the transfer 
matrix method. The initial value for the coefficients Ao and Bo is fixed but the final
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value is determined by Eq. (3.32). At this stage the number of nodes in the 
wavefunction as well as the final value of coefficients is examined. The correct value 
of En must generate a wavefunction having (n-1) nodes and satisfying boundary 
conditions [Eq. (3.33)]. Until these two conditions are met, the value of Etriai is 
iteratively modified by a bisection algorithm, as illustrated in Fig. 3.5. Since the 
previous procedure of searching the notes can efficiently identify upper and lower 
limits [Emin , Emax], all the eigen value (root) can be found by iteration.
3.4 Poisson Equation for Quantum Well Structures
Insight into the energy distribution of charge carriers is necessary to gain an 
understanding of the optical and transport properties of semiconductors. Firstly, the 
total energy for electrons includes two terms: the kinetic energy which is given by 
the band structure and the potential energy due to the electrostatic potential. An 
accurate treatment requires a solution of Poisson’s equations for the electrostatic 
potential. Secondly, in quantum well structures, external electric fields applied 
normal to the layer boundaries can alter the band diagram and the behaviour of 
charge carriers. Moreover, in the structure with modulation doping, the electrons 
excited from the donors accumulate at one side of the heterojunction giving rise to 
band bending. The effects o f modulation doping and the applied voltage bias on the 
potential profile, electric field and the carrier concentration are studied in this section.
3.4.1 Poisson Equation
The one dimensional electrostatic potential, <f>{z) , in semiconductor heterostructure




e ( z \
dz =  - P ( z )
(3.34)
where z  is the coordinate axis perpendicular to the junction is grown, e{z) is the 
position-dependent dielectric permittivity in each layer due to the different materials
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Figure 3.5:
START
search a value o f  E
i f  y /{z )  o f  E  has (n-1) nodes
n o
yes
Emin =  E
search a value o f  E




calculate A, and 5 , in Eq. (3.31)
i f A n = 0 and Bn = 1 
or if  I Emm-Emax I < 5 mo
yes
E n =  E triai
END
Emin E/riai
Emax E tria i
yes n o
i f  y /( z )  has n nodes
___ .
Flow chart of the Schrodinger procedure with an iterative method for calculating 
energy states (E„) and wavefunctions (y/n) o f quantum wells. 5 is a small value to 
avoid overflowing, choosen as the floating point value in the program.
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chosen in the structures and p(z) is the charge density distribution given by [155], 
p{z)  = e[ N +D (z) -  N~ (z) + p(z)  -  n{z)] (3.35)
where e is the charge of an electron (e = 1.602xl0'19 C), N£(z)  and N~(z)  are 
the ionized donor and acceptor densities respectively, n(z)  and p(z)  are the 
electron and hole density in the conduction and valence bands respectively.
The electrostatic potential of the conduction band can be expressed in terms of the 
energy of an electron (Ec) found at the bottom of the conduction band
-e<f>{z) = Ec{ z ) - E F (3.36)
If there is no current flow, which is a reasonable assumption for reverse bias, the 
Fermi level, Ef, is constant through the device and can be taken as the reference level 
for the measurement of the electrostatic potential. The energy and potential are 
calculated in eV  (electron volt) and V (volt), respectively.
The Poisson equation can be rewritten in terms of the reduced potential 77 as [155], 
d7i(z)d_
dz
e { z \
dz K bT
[N +d ( z ) - N -a (2:) + p{z ) -n{z )] (3.37)
where
, N E f - E c(z) e X( x
Tl(z) = <t>(z )K bT KbT
(3.38)
is dimensionless. Kt is the Boltzmann’s constant {Kb = 1.381x10' J/K) and T  is the 
absolute temperature in Kelvin, and KbT ~ 25.8 meV at room temperature (300K). 
The effect of applied voltage (V) on the band edge variation and the electric field in 
the diode can be included by rewriting rf as
/7(z) =
E f - E c(z) + V(z)
K bT
(3.39)
where V(z)  is negative for reverse bias.
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3.4.2 Equilibrium Concentration Relationships
In order to solve Eq. (3.37), it is first necessary to deduce the distribution of carriers 
in the conduction and valance bands. The desired distribution, as shown in Fig. 3.6, 
can be obtained by establishing the energy distribution of available band states and 
the ratio of filled to total states under equilibrium conditions. The average occupation 
of electron states for a system in thermal equilibrium is governed by the Fermi-Dirac 
distribution function, f(E) [155], which is a probability density function that specifies 
the ratio of filled to total allowed states at a given energy E, and is given by
(3-4°)
The number of holes in the valence band is determined by the fraction of unoccupied 
electron states, i.e. 1 -f(E). The density of states function, g(E), defines the 
distribution of the total number of allowed states available to electrons per unit 
energy range centred at energy E  and per unit volume of the crystal. The conduction 
and valence band densities of states near the band edges in bulk semiconductors are 
given by [155]
e > e .







(a) (b) (c) (d)
Figure 3.6: Sketches o f the relationship between (a) the energy band edges, (b) density o f states,
(c) the occupancy factors and (d) the carrier distribution for a bulk semiconductor.
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where m\ and mp are the electron (n) and hole (p) density of states effective
masses, Ec is taken to be the minimum electron energy in the conduction band and Ev 
the maximum hole energy in the valence band.
The electron and hole density in the conduction and valence band is given by:
n = \ gc{E ) f (E )d E  (3.42a)
p = \ g y( E ) [ l - f { E ) V E  (3.42b)
n(z) and p{z)  can be written in terms of Fermi-Dirac integral Fl/2 as [155]
n{z) -  N c- j = F xl2(rj)
■yj7T







The Fermi-Dirac integral requires numerical evaluation;
however, several analytical approximations exist, one of which is presented in 
Appendix B and used in calculations in this thesis. The effective density of states, 
N  and N v in conduction and valence bands respectively, are given by [ 155]
N =  2
N =  2
s  * \ 3 /2
r 2imCeK bT ^
= 2.51x10
f  * T y / 2  m. T
/  * \  3 /2
f 2 nmhK bT ' = 2.51x10
ym0 300
f  * rrt




\  3 /2
cm -3 (3.44b)
where m*e and m*h are the effective mass of electrons and holes, respectively.
The ionized donor and acceptor densities are other essential terms in Eq. (3.36). In 
terms of the energy band diagram, donors and acceptors add allowed electron states 
in the band gap close to the conduction and valence band edges respectively, as 
shown in Fig. 3.7. Since the proportion of the ionized donor density to the total donor
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Figure 3.7: Energy-band diagram representation o f (a) donors and (b) acceptors.
concentration ( /  N D) represents the ratio of empty to total states at the donor 
energy E d , and the proportion of the ionised acceptor density to the total acceptor 
concentration (A^ / N A) corresponds to the ratio of electron filled to total states at 
the acceptor energy E a, the dopant ionization expressions are [155]
1K  _
N d  1
( E F- E D) ! K bT
N A _
= 2  
8  a = 4
(3.45a)
(3.45b)
1 + g AelE*-E' )IKJ
where go and gA are the donor- and acceptor- site degeneracy factors, respectively. 
These factors arise because the statistics of filling band gap levels differs slightly
from the statistics of filling energy band levels. Therefore, the ionized donor [ (z) ]
and acceptor [ N A (z) ] densities are given by [ 155]
N d ( z )
N +d ( z )  =
1 + 2 exp >7(z)+ K J
N A z )  = N A z )
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where Ed and Ea represent the ionization energy for the donors and acceptors. In InP 
the energy levels of commonly used donors and acceptors are respectively
E d = 7 meV  [171] and Ea = 31meF[172]. The doping densities in p  and n regions
are given by Na and No respectively, which are functions of position due to the 
different doping in the structure.
3.4.3 Quantum Wells in an intrinsic-n-type Junction
Now considering the structure shown in Fig. 3.1, quantum wells are embedded in the 
middle of the intrinsic layer in an i-n diode with a Schottky contact used to modulate 
the electric field (F), as shown in Fig. 3.8. The structure is shown with a negative 
bias Va on the Schottky contact, which has a work function of with respect to the 
intrinsic region. When the p-i-n junction is considered, the built-in voltage is Vu. I f  a 
high donor density (~ 1 0 18/cm3) exists in the n-type region and a low donor density
(~1015/cm3) occurs in the intrinsic region o f the diode, then p(z)  » 0 and N~A « 0
due to the «-type doping in the whole structure. Therefore, the problem is simplified 






[.N +D( z ) - n ( z )] (3.47)
For the InP, AlAs and Ino.5 3 Gao.4 7 As, the dielectric constants, e, in these materials are 
9.61, 8.16 and 11.09 [14,173,174], respectively. Since there are quantum wells 
present in the structure and the energy of the particle is quantized along one direction, 
all electrons in the wells occupy the different bound states for motion in the z 
direction but remain free in the x-y plane inside the wells. Therefore, inside the 
quantum well the two dimensional density of electrons is given by [148] 






where y/, can be obtained by solving the Schrodinger equation presented in Section 
3.3. Outside the quantum well the density of electrons n?,d is given by Eq. (3.42a).
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o o o o o o o o o
ionized donors
Li (low  n or i)
Figure 3.8: Sketch o f band diagram and carrier distribution. The solid and open circles indicate
the free electrons and ionized donors respectively.
Therefore, the Poisson equation can be written as:
where is local density of ionized donors, the 3D electron density, ri2d the 2D
electron density. Inside the wells is set to zero to account for the effect of
quantisation on the energy states available to the electron. Outside the quantum wells 
both ri3d (z) and ri2d (z) contribute to the free electron density. Note that ri2d (z) is only 
large inside the well and in those parts of the barriers closer to the wells.
3.5 Numerical Solution of Poisson Equation
The shooting method is used again for solving Poisson equation with appropriate 
boundary conditions. For a given surface potential, the surface field which yields the 
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3.5.1 Differential Equation Solver
The Runge-Kutta method for a second order equation, y"= f ( x , y , y ' ) , which was
given by Collatz [175] has been proved to be an effective method for solving 
Poisson’s equation [176]. The Runge-Kutta scheme is of fourth order locally. When 
applying this method to Poisson’s equation (3.49), this implementation has a right
hand side independent of x  and y  ’, i.e. 77"= and there is some redundancy in 
the evaluation of the terms. For the given values of tj(z0) and rf (z0), one can 
estimate the value rj(z0 +h)  and rj'(z0 +h)  as follows
K, = y / ( 7 ( z „ ) )
\  (3.50)
K, = -j/(<7(Z o) + A'7’(Zo) + * j )
tj(z0 + h) = rj(z0) + hrj'(,z„)+^(K, + K 1 + K ,)
(3.51)
7 '(z 0 + h) = T!'(zll) + ± - ( K { + 2  K 2 +2K, + K 4)
3 h
Therefore, with the given field and potential at a position zo, the next step of the 
numerical Poisson solver is to find out the reduced potential and electric field at the 
next point z\ = zo+h. Iteratively, the reduced potential and electric field can be 
determined at any point z  = z\.
3.5.2 Boundary Conditions
In order to obtain the numerical solution of the Poisson equation given by Eq. (3.49), 
the use o f boundary conditions is required. To identify these conditions one needs to 
carefully consider the behaviour of the charge distribution inside the diode. The net 
charge is zero at the extreme end of the diode in the «-type regions and therefore the 
electrostatic potential is constant. This is the first boundary condition which
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determines the maximum value for the reduced potential satisfying the Poisson’s 
equation and is given by,
(3.52)
Using the approximate function for the Fermi-Dirac integral in Appendix B, the 
solution o f Eq. (3.52) is given by
- b  + ylb2 + 4  ac






c  = - N d
Vi = K bT
Wilson et al [176] have derived a simple expression relating the electric field at point 
z  with the potential at z  by integrating the Poisson’s equation. This can improve the 
running time of the Poisson solver. It is valid for a region of n-type semiconductor 
(or p-type with suitable changes) with constant doping level and is given by
l z  = + N ° + e x p ( _ ' 7  _  ^ ) ] + c »} (3-55)
where g  is the ground state degeneracy of the donor impurity level and g  = 2  for the 
n-doped region, cn is the constant of integration and Fm  is the Fermi-Dirac integral 
(see Appendix B). Equation (3.55) is only valid for the calculation o f the initial value 
of electric field in the w-doped regions at thermal equilibrium but not a general 
solution of the field in the whole structure. Evaluating Eq. (3.55) requires an 
appropriate value for the constant cn. This is obtained by noting that in the flat-band 
region deep in the n-type layer
— L-» = 0  (3.56)
This is the second boundary condition and, as stated, is used to determine the
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constants of integration of Eq. (3.55). The values calculated from Eq. (3.53) and 
(3.56) are used to determine the first values applying to the Runge-Kutta method. 
Therefore, the shooting calculation starts from the n-type region to the Schottky 
contact through the intrinsic region as illustrated in Fig. 3.8.
Furthermore, the perpendicular electric displacement vector, Dz = eoer¥z ,must be 
continuous at every interface where no surface current flow is assumed. For this 
reason, the requirement is to match the electric displacement of the and (j'+l)th 
regions at the interface between them. The interface condition of this is given as
Di(zi) = DM {zl) (3.57)
Therefore, the interface condition required at each heterojunction is
,  dri, 
dz
= £/+ i *Zi±dz
(3.58)
3.5.3 Self-Consistent Schrodinger-Poisson Approach
The main objective of solving the Poisson equation is to calculate the carrier 
concentration and the electric field distribution in the quantum wells under external 
bias conditions. However, the individual quantum wells support a few eigen states in 
the conduction and valence band, and when occupied by carriers, their presence in 
the intrinsic region will alter the net charge distribution. This means that the Poisson 
and Schrodinger solvers are interactive: the distribution of two-dimensional electrons 
in quantum wells is required in the Poisson solver for the accurate calculation of 
potential profile, while the potential profile is essential for the Schrodinger solver for 
calculating correct wavefunctions. Thus, one needs to solve both the Poisson and 
Schrodinger equations alternately until the solution is self-consistent. Under these 
circumstances, the Poisson’s equation without any quantum wells is solved first. The 
quantum well profile is then introduced in the intrinsic region and, depending upon 
the lateral position, the field in each well is estimated from the field distribution 
calculated in the previous iteration.
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A flow chart of the numerical procedure is shown in Fig. 3.9. The electric field and 
potential distribution in an i-n diode are first simulated by the numerical solver based 
on the Poisson equation. Then, transition energy calculations using the transfer 
matrix method are performed by applying Schrodinger equation to the quantum well 
potentials that are deformed as a consequence of the total electric field. The next step 
involves updating the charge density in the Poisson solver to include the 2DEG in the 
wells and recalculating the potential profile. The iteration is stopped when the result 
approaches a constant value, i.e. the self-consistent solution.
The self-consistent Schrodinger-Poisson calculation mentioned above was developed 
in MATLAB and is simple to use. It has been applied to the design and analysis of 
various quantum well structures. The software can be used to calculate the bound 
states and corresponding wavefunctions under external field conditions and various 
doping conditions. Additional information about the physics o f quantum wells, such 
as the optical transition energies and their oscillator strengths for the structure, can be 
extracted by understanding the wavefunction behaviour with varying field strength. 
This self-consistent technique has been extensively employed here in understanding 
the physics of isolated quantum wells, and weakly and strongly coupled quantum 
well structures, as described in the next chapter.
3.6 Absorption Coefficient for the Conduction Intersubband 
Transition
With the accurate solution of bound state energies and corresponding wavefunctions 
from the self-consistent Schrodinger-Poisson solution, one can then start the 
calculation of the bound-to-bound intersubband absorption coefficient. The 
absorption process from an initial subband (i) with energy E[ to final subband if) with 
energy E f  is shown in Fig. 3.10. The transition rate W  (s'1) for the absorption or 
emission of a phonon with a given interaction potential Vp is given by the Fermi
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Figure 3.9: Flow chart o f the iterative methods o f self-consistent Schrodinger-Poisson approach
in this thesis.
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V(z)
ha
Figure 3.10: Potential energy profile for a quantum well subject to an electric field F in the 
presence of incoming radiation with photon energy hco.
golden rule as [4,43] 
2  n= ^ ' V , \ V P \%  > | 2  S(Er H r I® ) (3.59)
where the matrix element <x¥f\Vp\'¥i>=^x¥*fVpx¥idr* , S is the Dirac delta
function, £'//•= E f  - E i ,  E , and E f  are the energies of the initial and final subbands, 
respectively, the ‘ p ’ in the S function takes *-* for absorption and *+' for emission 
and co is the angular frequency of incident photon. In a one-dimensional structure, 
the wavefunctions VFI and 'Fymay be written as
%  = ^ w c(r ) exP(*k // pMOO
i
(3.60)
V f  = ^ w c,(r)exp(ik,//-p)^/ (z)
where S  is the surface area, $  and fa are envelope functions of the initial and final 
states, respectively, uc and uc‘ are Bloch functions, k// and k'// refer to the 2D wave 
vectors of an electron in the x-y plane and p refers to the in-plane position vector 
perpendicular to z  axis. Taking into account the probability that the initial state is 
occupied and the finial state is empty, the total upward transition rate /?,•_»/ and the 
total downward transition rate i?;«-/per unit volume (s' 1 cm'3) in the crystal is
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k// k'//
**-r =T, S I  -  / ( * , ) ]
(3.61)
v  k k.K// K H
where f[Ei) and f{Ej) are the Fermi-Dirac distributions given in Eq. (3.40) which 
denote the Fermi occupational probabilities for electrons in the initial and final 
subbands, respectively, the prefactor “2 ” takes into account the sum over spins.
The absorption constant, a (c m '), is the fraction of the absorbed photon energy 
versus the intensity o f the incident radiation per unit distance, and can be written as 
r|o) x number of transitions per unit volume per seconda  = (3.62)
incident photon energy per unit area per second
Now, the absorption constant must take into account all the allowed transitions that a 
photon of energy hco can undergo. The net upward transition rate (the absorption rate 
minus the emission rate) per unit volume can be written as
R — R,_+f Rn-f 
2 n= K '*7 Iv ,  I % >|2 S{E,, -  T! *>)[/•(£,)- f ( E f )\
(3.63)
The optical intensity S  (W/cm2) of the incident photons per unit area per second is 
nr(o2AI
IjJC
. Therefore, in terms of transition rates in quantum well structures, the
absorption constant must be the sum over all transitions between the occupied initial 
states and non-occupied final states and can be written as [84]
r\coR/
2 j 2 Yl Alnr<° A
2 / j c
(3.64)
where nr is the refractive index, Aq is the amplitude of the vector potential A of the 
incoming light, // is the permeability.
Since the envelope functions <fn and fa are slowly varying in comparison with the 
periodic-cell function, uc, the matrix element in Eq. (3.59) may be written 
approximately as [177,178]
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< uc4 f  I Vp I wc$  >
* <  MC I V P  I U c > c e l l <  i f  I 4  >  +  <  U c  I Wc > c e / / <  I V p  I A  >
(3.65)
where the subscript “ce ir  indicates that the scalar product has been evaluated over a
unit cell. In the case of direct interband transitions, the second term in Eq. (3.65)
point of the Brillouin zone are orthogonal, i.e. < uc, \ uc > » 0 [178]. On the other
hand, the first term becomes zero for transition within the same band, because $  and 
<f)fdiQ eigen functions of the same effective mass Hamiltonian and are orthogonal, i.e. 
< (f)f | > « 0 and < uc, | uc > »1 [177]. Therefore, for ISBTs the matrix element
reduces to
By using the electric dipole approximation associated with the k p  perturbation 
theory, the matrix element in Eq.(3.66) reduces to [4,84]
where is the polarization unit vector of the incident photon. The envelope 
functions fy and $  are functions of z  only and are orthogonal to each other. As a 
consequence, only the matrix element <(f)f \z\<pi > remains since both
<<j)f  \x\</)i > and <(f>f\y\(f>i> are zero. Therefore, ISBTs are allowed only for
radiation polarized perpendicular to the layers. This is known as the polarization 
selection rule. Thus the absorption coefficient can be simplified and expressed as
reduces to zero since the cell-periodic parts of the two different bands at the same
< ¥ f \ V p Wi  >*<<f>r \Vp \<f)i > (3.66)
(3.67)
[84]
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(EF- E , ) I K bT
(3.70)
Nj w is the electron density of i * (/**) subband, 6  is the angle between the
polarization vector e,i and normal to the quantum well.
Again, the polarization selection rule can be revealed from the value of cos2 0 . For
the polarization vectors parallel to the interface, cos2 6 = 0 ,  which means the 
transition is prohibited. However in this work, only the polarization vector 
perpendicular to quantum well is considered, i.e. cos2 6 = 1 . In a symmetric 
quantum well structure, Eq. (3.69) implies another selection rule: for transitions 
between two subbands with the same parity of the band index, the matrix element is 
zero, i.e. these transitions are forbidden. The transitions are possible only between 
states with different parity. This is known as the parity selection rule. However, it has 
to be noted that these limitations of transitions are under the assumption of simple 
isotropic bands and symmetric quantum well structures, as mainly considered in this 
work. The selection rules would break down in various situations, such as using 
anisotropic materials [87], growing asymmetric wells [99] and applying bias [84] to 
the structures, as mentioned in Chapter 2.
In addition, when one takes into account the line broadening, i.e. the scattering 
relaxation is included, the 5-function may be replaced by a normalised Lorentzian
or full-width at half-maximum (FWHM), the factor n has been included such that the
function [179], i.e. 8(E if - r j co) -» Y ! 2 n where T is the line width
(Ei f -T\ri)2 +{TI2)2
area under the function is properly normalised: -r\co)d(r]G>) = 1. Equation
(3.68) can then be written as
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a(r]&) = 0)^ ce2m*K br  y  Jh j  1 + exp[(£F — Et)J K bT] ] 
mi 2Lnr | l  + exp [(EF - E , ) / K bT] j
2 (r/2)
x  <  Z >  -------------------— ?— ------------------T(Ei f -r\a>) + ( r / 2 ) 2
For the InGaAs/AlAs material system, it has been reported that T ~  30 meV [96,130] 
and this value has been used in all simulations in this work. The peak of the 
absorption occurs therefore at a photon energy hco = E-^ i.e. the separation between 
the subbands. Parameter values in Eq. (3.71) that are generally used are [180]:
m =(m*wLw + m’mLb)/(L w + Lb) where m* = 0.043m0 and m*b = 0.15m0 [181]; 
nr =(nwL w+nbLb)/(Lw+Lb) where nw = 3.43 and nb = 2.89 [14,174].
3.7 Band Nonparabolicity Effects in ISBT
3.7.1 Band Nonparabolicity Effect
In practice, most of the electronic properties of a semiconductor are defined by the 
lowest minimum of the conduction band and the top maximum of the valence band. 
In the simplest effective mass formalism [Eq. (3.9)], the energy band variation in k  
space is treated as parabolic (dashed line Fig. 3.11), which is valid only very close to 
the high symmetry points of k  space. Electrons are assigned an effective mass that is
d 2s
the inverse of the second derivative of the energy, m = (— £~) 1, evaluated at the
dk
conduction band minimum. For low energy electrons, this single-band approximation 
is appropriate for many semiconductors. For example, the conduction band in GaAs
has a singly degenerate band minimum at the T  point, with m « 0.067m0. However,
this parabolic approximation does not give good results for narrower direct band gap 
semiconductors (Eg < 1 eV) [182,183], or in general for high-energy electrons in the 
effective mass equation [184,185]. For values o f k  far from the minimum of the 
conduction band, the energy deviates from the simple quadratic expressions and 
nonparabolicity occurs [185,186] (solid line in Fig. 3.11). The deviation of the real
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Figure 3.11: Band nonparabolicity effect on conduction band energy dispersion.
band from the parabola is called the energy band nonparabolicity. In order to obtain 
accurate eigen-energies for higher energy electrons in the effective mass 
approximation, the nonparabolicity of the conduction band must be taken into 
account.
3.7.2 Energy Dependent Effective Mass Approximation
One way to overcome this problem is to consider the electron effective mass to be a 
continuous function of electron energy [187]. The effect of band nonparabolicity is 
then taken into account by using the energy-dependent effective mass rn(E) based on 
k p  perturbation theory [188]. This is given by,
where anon is the nonparabolicity parameter, and m*0 =m* {0 ) refers to the mass when
£■=0. With this correction, the validity of the effective-mass approach can be 
extended to higher energies. In particular, it provides a reasonable approximation to 




m’(E) = m*0(l + anonE) (3.73)
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[189]. From the two-band Kane model [186], the energy scale for nonparabolicity is 
set by the bandgap, Egap, as anon =  VEgap. This expansion can be continued to higher 
orders in energy. For the correction of nonparabolicity, expressions with additional 
parameters containing terms up to fourth order in k  have been reported [184].
In this thesis, only the first-order energy correction to the effective mass in quantum 
well structures is considered. This correction depends on a single parameter, which 
can be easily determined by comparing model predictions with experimental results. 
By using the energy dependent effective mass approximation based on Bastard’s 
three band model, the energy-dependent effective masses are given by [186]
m 'J E ) = ml . J l +-=— r r r » )E , w + A„ /3
*' (3.74)
m't,(E) = m ’oA 1~  r.
E s ,b+ A b / 3
where EgtW and Egtb are the energy gaps between the conduction and the light-hole 
valence bands in the well and barrier materials, and Aw and Ab are the energy splitting 
between the light-hole and split-off valence bands in the well and barrier materials, 
respectively. For the material system chosen in this thesis, EgiW = 0.816 eV, Eg b = 
2.95 eV [190,191], Aw = 0.33 eV and A b = 0.28 eV [181].
The nonparabolicity causes a lowering of subband edge energies of higher subbands 
and the effect becomes substantial for the highest subband edges. For instance, there 
is about 60 meV less in intersubband transition energy when including the band 
nonparabolicity effect in calculations for the 5.0 nm wide InGaAs/InAlAs quantum 
well with 0.5 eV band offset. For the deeper InGaAs/ALAs quantum well, such 
effects on the transition energy will be more significant and vital. Therefore, the 
nonparabolicity need to be included as compared to the exchange-correlation or the 
depolarization shift with normally ~10 meV changes [151,161,214].
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3.8 Validity of the Model
Having developed the self-consistent Poisson-Schrodinger approach and the 
correction of nonparabolicity, the next step is to check the validity and accuracy of 
the models. The self-consistent approach is applied and compared to the case of 
Ino.5 3Gao.4 7 As/ Ino.5 2 Alo.4 8 As MQW structures [192]. It is also applied to the case of 
InGaAs/ALAs quantum structures [94]. The material parameters used in the 
calculations are the same as those used in reference 94 and 192. The objective of this 
exercise was to test the envelope-function approximation including the band 
nonparabolicity correction by investigating the discrepancy of the subband energies 
and transition energies in different material systems. The results of simulations are 
shown in Fig. 3.12. Also shown for comparison is the calculated eigen values 
reported in the literature. The model described here produced excellent agreement. 
The advantages of the model developed in this chapter are that it gives the numerical 
wavefunctions and eigen states under different conditions of applied electric field 
and doping, and accurately treats the effect of nonparabolicity of subbands on the 
effective mass.
3.9 Summary
To determine the electric field dependent effects in ISBA, a model for subband 
energy levels using an envelope-function approximation and taking band 
nonparabolicity into account is developed in this chapter. The physics of quantum 
confined structures are first discussed in Section 3.2. The effective mass 
approximation, which is widely used in device analysis, is also described in this 
section. This approach is applied to solve for the conduction band states in quantum 
wells numerically in section 3.3. The theory of the Poisson solver is described in 
Section 3.4. The model is applied to the structure above for the simulation of the net 
charge, electrostatic potential and electric field distribution in this structure and the 
numerical solver is presented in Section 3.5. In section 3.6 the method o f calculating 
the optical absorption coefficient for bound-to-bound ISBTs is presented. In addition,
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Figure 3.12: (a) The subband energies o f InGaAs/InAlAs and (b) the transition energies between 
subband levels o f InGaAs/Al As quantum well structures as a function o f well width. 
The lines are the theoretical results o f the self-consistent model taking into account 
band nonparabolicity. The solid diamonds indicate data adopted from ref. [94] and 
[192],
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nonparabolicity is included in the calculation to account for the correct dependence 
of the absorption coefficient in Section 3.7. Finally, the accuracy and validity of the 
model developed is compared to other literature results in Section 3.8.
Simulation Results
Chapter 4 Simulation Results
4.1 Introduction
Based on the model and numerical solvers developed in last chapter, the electro- 
absorption modulation of different structures is calculated and compared in this 
chapter. Briefly, the calculations were performed by iteratively solving the Poisson 
and Schrodinger equations until the result approaches stable values. Then, with the 
accurate confined energies and envelope wavefunctions, the intersubband absorption 
coefficient can be calculated by using widely accepted material parameters which 
were given in previous chapter. Thereby, the electroabsorption can be completed by 
calculating intersubband absorption (ISBA) under different external conditions.
The assumed quantum well structures used in the calculation consisted of 
Ino.5 3 Gao.4 7 As well(s) (one, two or three wells according to specified structures in the 
following sections), two thick outer AlAs barriers (spacers) with a constant thickness 
of 1 0 . 0  nm on the both sides confining all quantum wells, and may also include thin 
inner AlAs barrier(s) separating the wells in all simulations. To distinguish these two 
types of AlAs layers, hereafter, the former was called “outer barrier” and the latter 
called “inner barrier”. In the following simulations, all wells will have the same 
thickness, L Wi and all inner barriers will have the same thickness, Lb. They are the 
two free structure parameters to be optimised. The example of a three well structure 
is shown in Fig. 4.1 to demonstrate the definitions of outer barriers, quantum wells 
and inner barriers, their parameters and symbols used in later discussions.
The whole well and barrier construction was embedded in the middle of the intrinsic 
InP region [see Fig. 3.1 (a)]. Both inner and outer barriers were considered as 
prospective areas to insert modulation doping. In all simulations presented in this 
chapter, the modulation doping in the selected barrier(s) constituted an n-doped sheet 
o f 1 . 0  nm thickness with a doping density (No) and located in the centre of 
corresponding AlAs layers as shown in Fig. 4.1, i.e. the distances between the 
well-barrier interface and the centre of the doped sheet located for inner and outer
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Figure 4.1: The schematic potential profile of quantum wells embedded in the middle o f intrinsic 
region. The well width (Lw) and the inner barrier width (Lb) are variable while the 
thickness o f the outer barriers (10.0 nm) and the doping layers (1.0 nm) are constants 
in all simulations.
barrier were L J2 and 5.0 nm, respectively. The rest of the intrinsic region was 
consider to have a uniformly low /t-type doped of l x l 0 1 5/cm3 due to residual 
unintentional doping, instead of considering an ideal intrinsic region which was free 
of carriers. For the modulation doping, there are two free parameters: the doping 
density and the doping location. In the case of no modulation doping applied to any 
barrier, the structure is described as “undoped”. The «-type region of the i-n junction
1 0  o
was assumed as being uniformly doped to 1x10 donors/cm in all structures. The 
self-consistent approach was then applied to these Ino.5 3 Gao.4 7 As/AlAs quantum well 
structures, the material parameters of which were given in the Chapter 3. A step size 
of 0.1 nm was used as the distance increment in all numerical simulations. Adopting 
a smaller step size had little effect on the results discussed in this chapter.
The main objective of the Poisson solver developed in the previous chapter is to 
calculate the potential profile, the field distribution and the net charge concentration 
throughout the Schottky diode, which can be considered as a limiting case of a p-i-n




Ino.5 3 Gao.4 7 As
barrier barrier barrier barrier
optional doping regions
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or an n-i-n diode as indicated in Fig. 3.1. The reduced potential (77) and the 
conduction band profile (Ec) can be converted into each other simply by multiplying 
a constant according to Eq, (3.38). The electric field (F) is proportional to the first 
derivative of reduced potential with respect to distance while the net charge (p) to the
drj d 27jsecond derivative, i.e. F  oc — -  and p  oc — j- , respectively. These simulation
dz dz
results are variable and depend on initial conditions, such as applying external bias, 
doping locations and doping densities.
In the case of a fully depleted diode, if  heavy doping levels are assumed in the p- and 
«-type regions of the diode, a uniform electric field can be assumed throughout the 
intrinsic region and the presence of quantum wells in the intrinsic region will not 
alter the electric field distribution much compared to the case o f a diode without the 
quantum wells. But when excess carriers are present in the intrinsic region, which 
will be the focus in this work, the field distribution is non-uniform implying that 
different field strength will occur in each quantum well. For research and practical 
purposes, the field strength used in any graph is chosen as the average value inside 
the quantum wells. For simplification, the “electric field” mentioned in the following 
sections actually means the “average electric field strength across the quantum wells” 
(Fav). Since the electric field is perpendicular to the quantum well, its sign can 
indicate the direction of electric field. A positive value denotes the field directed 
towards plus infinity along z  axis (the epitaxy growth axis) while a negative field is 
one directed towards minus infinity.
A three-well structure was simulated and illustrated in Fig. 4.2 as an example for 
showing the correlation between rj, Ec, F  and p. The numerical result for the structure 
was performed under Fav equalled to 0 V/pm and -15 V/pm. As can be observed 
clearly, the reduced potential in Fig. 4.2 (a) resembles the potential profile in Fig. 4.2 
(b) but with an upside-down shape due to the negative constant factor in Eq. (3.38).
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Figure 4.2:
z  (nm)
(a) The reduced potential, rj, (b) the potential profile o f conduction band, Ec, (c) the 
electric field, F, and (d) the net charge distribution, p, under the average field 
strength across the wells (Fav) to zero (solid line) and -15 V/pm (dashed line). The 
vertical dotted line at z  = 80 nm indicates the interface o f the i-n junction.
The potential slowly attained a constant value in the n-type region. The position- 
dependent electric field in the structure is shown in Fig. 4.2 (c), and net charge 
distribution (sum of negative electron and positive ionised donor densities) in Fig.
4.2 (d). The dielectric constant steps between different materials causes the step 
changes in electric field as shown in Fig. 4.2 (c). The presence of carriers in the 
intrinsic region alters the net charge distribution significantly. The net charge curve at 
Fav = 0 V/pm in Fig. 4.2 (d) clearly demonstrates the existence of the two 
dimensional electrons in the wells. This accumulation of the carriers in the wells 
vitally affects the electric field.
There is electric field jump at the interfaces due to the piecewise constant of 
dielectric permittivity, indicating the interface condition given in Eq. (3.58). At zero
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field, the potential near the quantum wells was symmetric, but varied non-linearly 
with distance. In addition, the average electric field strength was zero only in the 
middle well, while the well on the left hand side had a positive value (~2.1 V/pm) 
and the one on the right hand side had a negative value (— 2.1 V/pm) in this 
particular case [solid line in Fig. 4.2(c)]. When the average electric field in the wells 
reached -15 V/pm, an increase in the average electron potential in the wells was 
clearly observed. The electric field in each well was approximately the same due to 
the low density of electrons gathered in the wells. In effect, the structure was fully 
depleted when this average field strength was achieved across the wells in the 
designated negative field direction.
As mentioned in Chapter 3, the numerical Poisson solver started from the n-type 
region and calculated in sequence from right to left in the scenario illustrated in Fig. 
4.2. The first input value in the solver is rjin and the last output value rjouh which is the 
reduced potential in the interface between the intrinsic region and Schottky contact. 
The value tjout can be converted into the surface potential, 7 ^  again by using Eq. 
(3.38). According to the shooting method used in Poisson solver, each different r\in 
started from the flat band condition deep inside in the n-type region of the diode will 
result in a different but physically valid surface potential (valid to within the 
numerical error). Each potential profile also corresponds to a valid average value of 
electric field inside the wells. Therefore, by choosing a series of suitable value of tjin, 
electroabsorption spectra under different electric field can be computed efficiently 
without iteration, which is unlike the case of pre-defined values of surface potential. 
This enables a computationally efficient determination of the voltage (i.e. surface 
potential) dependence of the optical and electrical properties of the various structures 
considered. Figure 4.3 shows Vsurf  and Fav as a function o f r\in o f the three-well 
structure given in Fig. 4.2. As an example, when rjin = -0.395717, Vsurf=  0.75 eV and 
Fav = -10.4 V/pm in this structure. Structure properties for a defined value of surface 
potential, e.g. corresponding to -1 V bias applied on the Schottky contact, can be
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Figure 4.3: Output surface potential (VSUr/) and average electric field across the well (Fav) as a
function o f input reduced potential (r]in).
found either by interpolation or by iteratively varying rjin until a self-consistent 
solution is obtained. Notably, the results in Fig. 4.3 show non-linear, hence nontrivial, 
relationships between Vsurf  and rjin, and Fav and rjin. This demonstrates the need for a 
robust self-consistent computational method. The detail of these non-linear 
relationships will depend on the inclusion of modulation doping.
4.2 Simulations of Single Quantum Well (SQW) Structures
The simplest structure, the single quantum well (SQW), was first investigated. The 
well width is one of the key parameters for determining the energy of the 
intersubband absorption peak. Since the 1.55 pm communication wavelength (0.8 eV) 
is at the core of this work, the influence of well width on the transition energy is 
shown in Fig. 4.4 for selecting a suitable well width. In order to achieve intersubband
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transitions (ISBTs) at 0.8 eV in a SQW structure, the required well width will be 
determined by the transition £, - Ef. Based on the band offset and effective mass data 
[163,164,181], 0.8 eV transitions can be achieved by the following well widths for 
Ino.5 3 Gao.4 7 As/AlAs SQWs pseudomorphically grown on InP substrate: 2.2 nm 
(Ex-Ei), 5.0 nm {E\-E?), 5.5 nm (E2-E4) and 7.6 nm (E1-E4). These possibilities will 
be discussed in detail in the following sections.
4.2.1 Effects of Well Width (Lw) on ISBA in SQWs
Three structures with different well width were carefully selected to investigate the 
electric-field-induced modulation of ISBTs at input photon energies of 0.8 eV. The 
structures compared in this section were 2.2 nm, 5.0 nm and 7.6 nm wide InGaAs 
SQW, all confined by two 10.0 nm wide ALAs outer barriers. These well widths were 
chosen as being representative of structures that demonstrate significant physics 
behind ISBA modulation. The 5.5 nm was not selected because of the negligible 
absorption near 0.8 eV and this justification will be given later in this section. No 
modulation doping was applied to all three structures and the whole intrinsic region 
was uniformly low n-type doped to l x l 0 15/cm3 as commented before.
SQW structures with well width of 2.2 nm, 5.0 nm and 7.6 nm, in which 2, 3 and 5 
bound states are generated, can support superficially 1, 3 and 10 different transitions 
between various pairs of confined particle states, respectively. With reference to Fig. 
4.4, it can be seen that ISBA at 0.8 eV should occur in principle between the E\ and 
E2 states, between E\ and £ 3  states and between E\ and £ 4  states in the 2.2 nm, 5.0 
nm and 7.6 nm wide well, respectively. Figure 4.5 shows the normalised absorption 
spectra of these three structures at Fav = -1 V/pm. For 2.2 nm and 5.0 nm well widths, 
there is only one peak in both absorption spectra. This arises from the £ i - £ 2  
transition. On the other hand, two absorption peaks are observed for the 7.6 nm wide 
SQW. These correspond to the transitions £ i - £ 2  and £ i-£ 4 . In these structures, it 
turns out that ISBA is significant only between certain initial and final states.
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Figure 4.4: Calculated transition energies (Ey) as a function o f  well width (Z,w) in the
Ino.53Gao.47As/AlAs SQW.
Referring to Fig. 4.4, the energy states E\ and £ 3  should provide a possibility of ~0.8 
eV transition in the absorption spectra in the 5.0 nm SQW. However, such transition 
is actually restrained and not observed in Fig. 4.5 due to the parity selection rule. The 
same restriction on ISBTs applies in the 5.5 nm SQW and therefore its simulation 
was not repeated. Unlike the 5.0 nm SQW, an observable peak near 0.8 eV is 
achieved in the 7.6 nm SQW. However, the absorption intensity at 0.793 eV {E\-E<\ 
transition) is only about one eighth of the strongest absorption at 0.204 eV (E\-Ei 
transition). The oscillator strength of E\-Ei transition is estimated about 30 times 
stronger than that of E\-E<\ transition [193]. The difference in the value of the 
absorption peaks arises from the difference in the optical matrix elements of the 
E\-Ei and E\-E<\ transitions [see Eq. (3.69)]. Similar to the E\-Ei transition in the 5.0 
nm SQW, the E\-Ei transition in the 7.6 nm SQW (-0.5 eV) was also inhibited. In 
general, the prohibition and the different strengths of the ISBA depend on the value
9 5
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of optical matrix elements between the confined particle states. In turn, the optical 
matrix elements are governed by the parity selection rule for the weak electric field 
in symmetrical structures. This is discussed further later in this section.
Moreover, Fig. 4.5 shows that dominant ISBA takes place between the lowest two 
energy states, i.e. E\-E2, and this transition energy decreases with increasing the well 
width, which occurs at 0.800 eV (1.55 pm), 0.355 eV (3.49 pm) and 0.204 eV (6.08 
pm) in the 2.2 nm, 5.0 nm and 7.6 nm SQWs, respectively. As a consequence, 
utilising the transition between the lowest two energy bands is the most efficient 
configuration in ISBA modulators. Due to the weak modification of the transition 
energies by the electric field in SQWs, the spectral position of the absorption peak, 
when determined by the well width dependent E\-Ei transition, can be estimated 
from Fig. 4.4.
  L =2.2nm
w 1
. . .  L =5.0nm
w 2
  L =7.6nm
w 3
0.6
o  0 .4
0.2
1.20.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
photon energy (eV)
Figure 4.5: Normalized absorption spectra o f three undoped structures: 2.2 nm, 5.0 nm and 7.6
nm wide SQWs. The average electric field is at -1 V/pm.
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For gaining insight into the similarities and differences in the characteristics of these 
three SQW structures relying on electric field, four important factors that contribute 
to the ISBA of 2.2, 5.0 and 7.6 nm SQW are shown in Fig.s 4.6, 4.7 and 4.8 
respectively in the range of Fav = 0 — 15 V/pm. The four sub-plot graphs in each 
figure correspond to the electric field dependence of (a) the transition energy (£//), (b) 
the maximum absorption coefficient [max(cty)], (c) the absolute value of optical 
matrix element or overlap integral (|< y/f \z\y/i >| or |< z > |) and (d) the Fermi
. f l + exp[(isF - E {) / k BT]}  . . . . .  ... , _. .
occupancy ratio (ln<  -------— £—=- >) between the initial state (1) and final
[l + exp[(EF - E f ) / k BT])
state (/) for each ISBT. The Fermi occupancy ratio is proportional to the electron 
density difference (A, - N/) with a constant o f the effective density of states [see Eq.
(3.70)] and is selected to reveal the importance of occupation of state in ISBA. Since 
the Fermi energy (EF) is chosen as the reference energy level throughout the structure, 
i.e. Ef = 0, the Fermi occupancy ratio is dominated essentially by the values of £/ and 
Ef. According to Eq. (3.71), the matrix element and Fermi occupancy ratio are the 
two governing factors in determining the value o f absorption coefficient while the 
rest are constant values. Inspection of sub-plots (c) and (d) in Fig.s 4.6 - 4.8 will 
reveal the significance of each contribution to the electroabsorption modulation.
For the 2.2 nm SQW, there was about 0.56 meV decrease (Stark shift) in the energy 
at which the maximum of the absorption peak occurs as Fav changed from 0 to -15 
V/pm as shown in Fig. 4.6 (a). This electric field dependence of the transition energy 
is very small compared to the Quantum-Confined Stark Effect (QCSE) observed for 
interband transitions in a quantum well [22,54,60]. In Fig. 4.6 (b), the maximum 
absorption decreased almost linearly on a logarithmic scale, which means a is 
exponential decay versus Fav. Moreover, the optical matrix element remained 
basically the same in Fig. 4.6 (c) while the Fermi occupancy ratio was dramatically 
changed in Fig. 4.6 (d), again almost linearly on a logarithmic scale. By comparing 
Fig.s 4.6 (b) and (d), the variations in the absorption intensity and Fermi occupancy
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Figure 4.6: The electric field dependence on (a) transition energy, (b) maximum absorption, (c)
optical matrix element and (d) Fermi occupancy ratio in an undoped 2.2nm SQW.
ratio with electric field are close to each other. Therefore, it is concluded that the 
change in the Fermi occupancy ratio with electric field is the dominant mechanism in 
the characteristics of the electroabsorption modulation in this structure.
For the 5.0 nm SQW, when the Fav increased from zero to -15 V/pm, there were 1.6 
meV blue shift, 1.4 meV blue shift and 0.2 meV red shift in the transition E\-Ej, 
E\-Ei and E2-E1, respectively, as shown in Fig. 4.7 (a). Again, compared with the 
QCSE, the field-dependent energy shift is negligible, although somewhat larger than 
for the 2.2 nm wide SQW. In Fig. 4.7 (c), the value of |< z >| for the E\-E-$ is zero at
Fav = 0, giving as a consequence the extremely weak absorption strength near zero 
electric field shown in Fig. 4.7 (b). Although the matrix element of E\-Ei transition 
appears to increase dramatically depending on the raise of field strength, it is in fact a 
very small change when compared to the |< z >1 for E\-Ei and E2-E1 (note the scale
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Figure 4.7: The electric field dependence on (a) transition energy, (b) maximum absorption, (c)
optical matrix element and (d) Fermi occupancy ratio for different ISBTs in an 
undoped 5.0nm SQW.
change). As a consequence, the trend of the maximum absorption for the E\-E3 
transition first increases with increasing electric field and then decreases at higher 
field in Fig. 4.7 (b). However, its contribution to absorption is always several orders 
of magnitude smaller than that of the dominant E 1-E2 transition.
For the 7.6 nm SQW, there are 10 possible transitions between two different states. In 
order to clearly show the dominant mechanism, the absorption between excited states 
(*'/> 1) is much weaker than that from the ground state ( i=  1) to excited states (f>  1) 
and hence is neglected in Fig. 4.8. Over the same range of applied electric field as in 
the two structures above, the transition energies of E\-Ej, E\-Ei, E\-E<\ and E\-E$ 
were increased by 5.80, 5.15, 4.90 and 3.21 meV, respectively. By associating with 
the results in 2.2 and 5.0 nm SQW, it shows that the energy shift caused by the 
applied electric field is stronger in the wider well structure. This arises from the
9 9
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Figure 4.8: The electric field dependence on (a) transition energy, (b) maximum absorption, (c)
optical matrix element and (d) Fermi occupancy ratio in an undoped 7.6nm SQW. 
Only the transitions from ground state (£]) to excited states (£ 2, £ 3, £4 and £ 5) are 
shown.
greater freedom of the envelope wavefiinctions to distort in a wider well as an 
electric field is applied. The enhanced wavefimction distortion reflects the increase in
stored electrical energy (— D F ,  where D is the displacement vector and F  the
2
electric field) that arises from the effective charge distribution in the well and 
rearranges itself on applying the electric field. Again in Fig. 4.8 (b), for Fav ~ 0, the 
transitions E\-E->, and E\-Es are forbidden corresponding to the zero values of |< z >|
in Fig. 4.8 (c). By comparing Fig.s 4.7 (d) and 4.8 (d), one can see that the Fermi 
occupancy is high only in the initial state at ground state {E\) in the ISBA, which is 
an important factor to achieve large absorption. Besides, with the same initial state 
(£,•), different final states (Ej) have only a slight effect on Fermi occupancy ratio 
because of the almost empty excited states. Therefore, in order to increase the 
absorption rate, making Ei smaller, i.e. closer to the Fermi energy, is a more efficient
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way in all three structures owing to the dominant contribution of the change in the 
Fermi occupancy ratio of the ground state with electric field to the absorption 
modulation.
The presence o f an assumed background doping in the i-n diode means that even 
with a zero bias applied to the structure, there is still an electric field across the SQW. 
In the structures considered in Fig.s 4.6 - 4.8, the background doping in the wide 
intrinsic region was assumed to be lxlO15 donors/cm3. With such low doping, a 
surface potential of Vsurf ~  0, or a low value, gives rise to only a very small electric 
field across the well. Consequently, the potential profile across the well is virtually 
symmetrical.
In the symmetrical quantum well structure, the envelope wavefunction is either 
symmetric or anti-symmetric function with respect to the bisection plane o f the well 
(a x-y plane parallel to the well-barrier interfaces) corresponding to the parity of the 
confined energy band’s index, as mentioned in Chapter 3. The envelope functions \f/f 
and y/i are functions of z only and are orthogonal to each other. The bisection plane 
o f the quantum wells is set as the origin for calculating the matrix element |< z > |.
Thus, the value of |< z >| is equal to zero when the index i and /  have the same
parity. This is the parity selection rule as mentioned in Chapters 2 and 3. However, 
when electric field increases and breaks the symmetrical potential profile, the 
symmetry o f the envelope functions is also broken. The examples of the low optical 
matrix elements of E\-E^ in 5.0 nm SQW, and E\-Ei and E\-Es in 7.6 nm SQW are 
the embodiment of the parity selection rule due to the unfavourable symmetry of the 
envelope wavefimctions. As a consequence, the variation of |< z >| in parity-
forbidden transitions reveals the extent in which the field effect causes the selection 
rule to break down. By the same token, electric field induced distortions of the 
envelope functions will also cause a change in the probability of parity-allowed 
transitions which normally decreases as field strength increases.
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In the SQW structures considered above, the results show that the breakdown in the 
parity selection rule for both allowed and forbidden transitions has only a small 
effect on the absorption strength of the ISBTs. In general, the behaviour of 
absorption peak within all structures shows a good agreement to the Fermi 
occupancy ratio. Only transitions forbidden by the parity selection rule near zero 
field showed significant increase in absorption strength but this absorption remained 
several orders of magnitude lower than that of the allowed transitions, even at their 
peak strength.
According to the calculations and results presented, the well width should be chosen 
near 2.2 nm, which is about 8  monolayers (MLs) in the Ino.5 3 Gao.4 7 As/AlAs material 
system, for achieving 1.55 pm wavelength ISBT. This well width is larger than the 
experimentally measured value. For instance, Smet et al [139] have reported an ISBT 
wavelength of 1.55 pm for 3 ML-thick InGaAs/AlAs quantum well but his result is 
difficult to reproduce theoretically. Sung et al have demonstrated peak energy of 
ISBA as large as 720 meV (1.72 pm) for 6  ML-thick Ino.6 Gao.4 As/AlAs MQW 
structures with a linearly graded InGaAs buffer layer [85], which is congruous with 
the result of 1.798 pm wavelength (690 meV) for 6 ML-thick Ino.5 3 Gao.4 7 As/AlAs 
previously proposed by Hirayama et al [194], and the result o f 1.72 pm wavelength 
for 6  ML-thick Ino.7 Gao.3As quantum well with composite I110.5 5 AI0 .4 5 AS-AIAS 
barriers later reported by Georgiev et al [195]. In addition, an ISBT wavelength of 
1.9 pm in 7 ML-thick [141] and a transition energy of 680 meV in 8  ML-thick [96] 
InGaAs/ALAs MQW grown coherently on a GaAs substrate have also been reported.
The difference between the measured and the calculated results could be caused by 
different degrees of strain relaxation in the strained layer structures used in the 
reported experiments. Strain relaxation will not only change the band gaps but also 
the actual band offset value (1.1 eV ~ 1.3 eV) [94] which can become less than the 
theoretical value of 1.3 eV used in this thesis. Consequently, the energy levels change 
from their theoretical values.
102
Chapter 4 Simulation Results
Also, monolayer fluctuations about the mean position of the heterojunction can occur 
at each well-barrier interface during epitaxial growth. In such narrow quantum wells, 
even monolayer fluctuations in well width can have a significant effect on the energy 
levels of the confined electron states. This could be another contributing reason for 
the discrepancies of ISBT energies between the reported measurements and the 
theory used in here. However, changing the well width from 2.2nm by ±1 ML in the 
test structures used in this work will not alter the main conclusions in the sections 
that follow, except for the exact position of the absorption peaks.
Additionally, the thin ALAs barriers in the experiments, normally 3~9 MLs in which 
the envelope wavefimctions can penetrate through, may lead to lower confined 
energies, while the thick outer barrier chosen in the simulation can confined electrons 
in the wells more completely and with comparatively larger confined energies.
Moreover, the coupling and the transfer of the indirect band-gap configuration in the 
r  conduction-band state of the InGaAs well to the X  conduction-band state of the 
ALAs barrier (T-X) on ISBT has been reported and may affect the thickness of the 
well to achieve a large transition energy [96,196]. Scattering from states derived 
from the /"-valley to states associated with the X-valley can then impacts on ISBTs. 
Further studies are necessary to clarify these points and provide a more accurate 
model to simulate the ISBT energies.
4.2.2 An Undoped SQW with Lw=  2.2 nm
The optimal well width for achieving 0.8 eV transition energy in Ino.5 3 Gao.4 7 As/AlAs 
SQW structures in the AlAs layers is 2.2 nm. The assumed undoped SQW structure 
in the simulation consisted of a 2.2 nm InGaAs well and two 10.0 nm AlAs outer 
barriers. Figure 4.9 shows the conduction band profile, confined energy states and 
their envelope wavefimctions under the field strength of 0, -5 and -10 V/pm found
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Figure 4.9: Potential profile, subband energies and envelope wavefunctions under different
average field strength across the well in the 2.2nm undoped SQW.
from the self-consistent calculation. It shows that the potential profile is lifted up 
when the reverse average electric field strength increases. This can be explained 
straightforward by considering a reverse voltage applied to the diode. With this 
reverse bias, the surface potential on the Schottky contact [or the p- («-) type region 
as shown in Fig. 3.1] increases and therefore the strength of the electric field in the 
intrinsic region rises. At stronger field strengths, i.e. higher surface bias, the energies 
of bound states (En) increase with respect to the reference level Ef, which 
corresponds to the decrease of Fermi occupancy ratio in Fig. 4.6 (d), while the shape 
of their envelope functions basically remains unchanged, which gives rise to the 
unchanged optical matrix elements in Fig. 4.6 (c).
Having calculated the subband energies and their envelope wavefunctions from the 
self-consistent model, the absorption coefficient can then be computed by applying 
Eq. (3.71). A three-dimensional plot of electroabsorption spectra versus photon
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energy versus electric field is shown in Fig. 4.10. The data were obtained for field 
strengths from OV/pm to -10 V/pm and photon energies in the range from 0.6 eV to
1.0 eV. The ISBA spectra are sensitive to the change in electric field, decaying 
dramatically and non-linearly with increasing the electric field strength. However, 
the energy o f  the absorption peak and the shape o f the spectra essentially remain 
unchanged. In other words, the electric field has a strong effect on the intensity o f 
absorption but only a weak influence on the transition energy in this SQW structure, 
as previously shown in Fig. 4.6(a). The absence o f a Stark shift originates from the 
negligible distortion o f the wavefunction with electric field in such a narrow 
quantum well, as shown in Fig. 4.9.
With this three-dimensional plot o f the variation in absorption with electric field and 
photon energy, many other results can be deduced. For example, differential
average electric field (V/pm) '1°  0  6  photon energy (eV)
Figure 4.10: A  3D  plot o f  absorption coefficient versus electric field versus photon energies o f  an 
undoped 2.2 nm-wide InG aAs/AlAs SQW.
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absorption spectra (Act) for step changes in field strength of AFav = -1 V/pm starting 
from zero to a maximum field strength of -4 V/pm are shown in Fig. 4.11. These data 
show that the changes in absorption are more pronounced at low applied electric 
fields in the structure simulated. Such plots enable the identification of optimum 
operating conditions in a possible modulator operating by ISBA. In order to utilise 
large differential absorption for a good performance of a modulator, a sensible 
threshold voltage and operating bias are necessary due to the correspondence 
between the surface potential and electric field as observed in Fig. 4.3. The structure 
considered here is suitable only for operation about a low quiescent built-in voltage 
and therefore would be effective only for structures with relatively wide depletion 
(intrinsic) regions where the built-in field at zero applied bias is low. Overall the 
large predicted absorption changes that can be induced by small changes in electric
1.4
  Aa1 =a( 0 V/pm)-a(-1 V/pm)
 Aa2 =a(-1 V/pm)-a(-2 V/pm)
  Aa3 =a(-2 V/pm)-a(-3 V/pm)







Figure 4.11: Differential absorption coefficient o f a 2.2nm SQW with no modulation doping in 
barriers. The electric field is changed from -1 V/pm to -5 V/pm with a fixed AFav = 
-lV /pm .
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field strength indicate that low voltage optical modulators operating by ISBA are 
feasible. However, optimization of the structures for practice device operation under 
low current is required. This is explored in the following sections.
4.2.3 Effects of Modulation Doping in SQWs
The studies presented above only discussed the undoped quantum well structures, or 
precisely uniform low n-doped throughout the intrinsic layers. In practice, the 
quantum well devices are often doped [142-145]. For instance, Mozume and 
Georgiev have reported the photoluminescence spectra o f InGaAs/AlAsSb SQW 
which significantly depend on the doping position and doping concentration [197]. 
Further, the results in previous section demonstrate that the variation in the electron 
occupancy of the ground state (i -  1 ) with electric field makes the dominant contri­
bution to absorption modulation. Therefore, modulation doping is likely to have a 
major effect on electric field induced variations in ISBA. This effect is now explored 
thoroughly by considering the introduction of modulation doped regions with donor 
density varying from a low doping level ( l x l 0 17/cm3) to a high one (5xl0 18/cm3) and 
also by varying positions of the doped regions in the structures.
Firstly, in order to reveal the performance of modulation doping on ISBA, 2.2 nm 
SQW structures with different doping position but with uniform doping density 
throughout the selective regions were simulated. For a SQW structure, there are two 
optional AlAs barriers for introducing modulation doping with reference to Fig. 4.1, 
resulting in three cases: doped in one (left/right) outer barrier only and both outer 
barriers, as illustrated in Fig.s 4.12 (b), (c) and (d). In all three cases, every 
modulation doping sheet was 1 . 0  nm thick and was located in the centre of 
corresponding AlAs barrier, i.e. L j=  5.0 nm, as shown in Fig. 4.12.
In order to demonstrate a reasonable comparison, the same amount of donors is 
applied to these three structures. Therefore, No = lxlO 18 donors/cm3 for doping in
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Figure 4.12: The conduction band profile (solid red line) and wavefunctions (thick dashed line) o f  
2.2 nm SQW s with (a) no modulation doping, (b) doped in the left outer barrier to 
/Vo= l x l 0 18/cm 3, (c) doped in the right outer barrier to jVD= l x l 0 l8/cm 3 and (c) doped 
in both outer barriers to A^= 5 x l 0 17/cm 3. The zero amplitude positions o f  the 
envelope functions coincide with the subband energies. The thin solid and dashed 
lines indicate the undoped case for comparisons. Each modulation doping layer (blue 
line) is 1.0 nm thick and the distance betw een the central plane o f  the doping layer 
and the well-barrier interface (Ld) is 5.0 nm. A ll structures are under Fav =  -lO V /pm  
bias.
one barrier [Fig.s 4.12 (b) and (c)], and No  = 5 x l 0 1 7  donors/cm 3 for the both outer 
barriers case [Fig. 4.12 (d)]. The resulting potential profiles and envelope functions 
for 0.8 eV ISBTs are compared with the case o f  an undoped SQW for the same 
average electric field strength across the well, here Fav = -10 V/pm. Note the surface 
potential required to achieve the -10 V/pm average field strength varies from 
structure to structure, as shown in Table 4.1.
Compared to the undoped situation in Fig. 4.12(b), it is clearly revealed that doping 
in the left outer barrier does not cause any significant change in subband energies and 
in the envelope wavefunctions when both structures at Fav = -10 V/pm. This type o f
1 0 8
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modulation doping only has a negligible effect on the conduction band profile to the 
right of the doped region, as illustrated by the difference between the red solid and 
thin solid lines in Fig. 4.12 (b). The main change in the potential profile occurs 
between the doped layer and the (assumed) Schottky contact at z  = 0, where the 
potential is raised about 0.7 eV as can be seen from Table 4.1. This reflects the higher 
surface potential needed to overcome the screening effect of the ionised donors in the 
doped layer in order to produce the same electric field strength in the well as in the 
undoped SQW case. When this raised surface potential is converted to the applied 
bias on the structure, it represents a larger reverse bias being applied.
undoped left outer right outer both outer
* W (eV ) 0.7223 1.4256 0.3554 0.8305
Table 4.1: The surface potentials o f SQW structures at different modulation doping conditions
eiven in Fie. 4.12.
Unlike the case of the left outer barrier, a doped region of the same width and donor 
density but located in the right outer barrier in Fig. 4.12 (c), has an enormous change 
of the potential profile. Under the same field strength at -10 V/pm, the conduction 
band profile is lower and the surface potential is -0.37 eV less than those in the 
undoped case. It is because the net electric field across the well is constituted by the 
applied electric field due to the reverse bias and the built-in electric field due to the 
ionised donors in the structure. Since a reverse bias is applied to this structure, the 
screening effect is significant only on the right hand side of the doped region. 
However, the quantum well is on the left-hand side of the doped region in this 
structure. As a result, the built-in electric field across the well in this structure is 
enhanced rather than depressed. In order to achieve the same net field strength as in 
the undoped structure, a lower surface potential is required to balance the 
enhancement of the built-in electric field. The descent of the potential profile will 
also result in smaller values of confined energies in the well. According to Eq. (3.71), 
the Fermi occupancy ratio is expected to rise and consequently a large absorption
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coefficient is expected in this structure.
In Fig. 4.12 (d), the same total amount of donors as in Fig.s 4.12 (b) and (c) were 
separated into two equal portions and inserted in both AlAs barriers. By comparing 
Fig.s 4.12 (c) and (d), it is found that doping in both outer barriers and the right outer 
barrier have similar effect. Although the potential profile also has a large drop around 
the well, somewhat weaker than the right outer barrier case, the change in Vsurf  is 
smallest (~0.1 eV) among these three doping cases. This is due to the mixed effects 
of the two modulation doped regions inserted in the quantum well structure. The left 
region causes the screening effect to the quantum well and raises the surface 
potential, whilst the right one induces a negative field across the well and lowers the 
potential profile throughout the structure. Therefore, these two doping layers tend to 
counteract each other at the surface potential but together drive down the potential 
energy around the well at the same field strength. Again, like the right outer barrier 
doping case, the absorption under the same field strength would be increased due to 
the depression of the conduction band edge towards the Fermi level when comparing 
to the undoped structure.
(1) Doping Locations
Although the results given above have briefly shown the effects of the doping 
location on SQW structure, they are partly caused by the rather high doping density. 
For clarifying the importance of doping regions in the effect on absorption spectra, 
the previous three cases of 1 . 0  nm wide doped regions in the left barrier, in the right 
barrier and in both barriers [Fig.s 4.12 (b), (c) and (d)] have been considered again 
but this time with a very low density of donors. The doping density chosen in all
17 lthese designated “low doped” structures was 1 x 1 0  donors/cm for the reason that 
the potential profile was basically unchanged. Therefore, the effect on ISBA of 
incorporating low levels o f modulation doping derives from the location o f the doped 
layers.
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Figure 4.13 shows the effect o f the doping position on the differential absorption 
spectrum at the change o f electric field from -1 V/pm to -2 V/pm across the well. 
Positioning the doping in the left outer barrier leaves differential absorption 
coefficient substantially unchanged compared to undoped structure. This is because 
the increased surface potential depletes the SQW of electrons in order to produce the 
same field strength as in the undoped case. The doping in the right outer and both 
outer cases have nearly the same increase and enlarge the value o f absorption peak to 
about three times stronger than the other cases. These results are implicit in Fig.s 
4.12 (c) and (d) but become explicit in Fig. 4.13. It is concluded that for the SQW 
even a low modulation doping level could remarkably affect the absorption spectra.
It is noted that, since the same three-dimensional doping density is used in all these 
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Figure 4.13: The influence o f  doping regions on the differential absorption spectra for electric 
field changed from -lV /p m  to -2V/pm . The same doping density, l x l O 17 donors/cm3, 
is applied to the three modulation doped structures.
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barriers it doubles the amount of donors compared with structures with modulation in 
only one (left/right) outer barrier. However, compared to modulation doping in right 
outer barrier only, the extra doping in the left outer barrier o f both outer barriers 
doping does not alter the absorption spectrum much. Therefore, for the bias condition 
used, it is considered that doping in the left outer barrier causes only almost no effect 
on the energies of confined states and their envelope functions, resulting in the nearly 
unchanged absorption spectrum, but causes only a small lift-up on the potential 
profile in the high energy side, resulting in the higher surface potential.
The behaviour of the absorption spectra as a function of electric field given above is 
essentially based on the view of physics. As revealed previously, the doping in the 
left outer barrier leaves the ISBA unaltered compared with the undoped cases for the 
same average applied field across the SQW, but required a higher surface potential to 
achieve this condition. In practice, modulators are worked under applied voltage. The 
relationship between the surface potential and applied bias in the Schottky diode 
considered in this work, as shown in Fig. 3.8, can be expressed as: = (<f>B - V A)e,
where fa  is the Schottky barrier height and V& applied bias on the structure. For a 
Schottky contact formed by the vacuum evaporation of gold on to the «-type InP, fa  
~ 0.5 V [198-200]. When a p-i-n or n-i-n junction is considered instead of a Schottky 
diode, fa  can be replaced by the built-in potential, Vbi, due to the electric field 
formed in the diode to prevent diffusion. If the acceptor density (Na) in p -type layer 
and the donor density (No) in n-type layer both are lxlO 18 /cm3, one can calculate Vbi 
~ 1.3 V by using Boltzmann statistics and the depletion approximation. On the other 
hand, if an n-i-n junction is assumed and both sides of n-type layers have the same 
donor density, Vbi ~ 0 V due to the symmetry of the unbiased potential profile. 
Therefore, the use of the concept of surface potential remains valid for the design of 
devices because it directly relates to the applied bias on the structures.
For comprehensively understanding the doping effect in this area, the variation in
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average electric field strength across the well with the surface potential (Fav~Vsurj) 
and the dependence o f maximum absorption coefficient on the surface [max{a)-Vsurj\ 
are plotted for several combinations of doping position and doping density in Fig. 
4.14. The vertical dotted lines in Fig. 4.14 indicate the assumed in the Schottky 
diode and the approximate Vbi in p-i-n and n-i-n junction structures. Therefore, each 
electron-volt fluctuation in the unbiased surface potential {<pB and Vbi) represents ± 1 V 
applied to the structures. In other words, Vsurf  changing from 0.5 eV to 1.5 eV is 
equivalent to bias voltage applied to the structure changing from 0 to -1 V in the case 
of a Schottky-contacted structure or from +0.8 V to -0.2 V in a p-i-n diode structure, 
containing a single isolated 2.2 nm wide Ino.5 3 Gao.4 7 As/AlAs quantum well grown on 
InP.
In these graphs, the three cases of the doping conditions considered are the same as 
in Fig. 4.12. The extra case of doping in both outer barriers to No = lxlO 18 
donors/cm3 is also shown. This is based on the view that a higher electron 
concentration is always required in a practical device to maximise the occupancy of 
the ground state energy level and thereby maximise the absorption. It is difficult to
10 1
simulate III-V semiconductors with donor densities much above ~ l x l 0  /cm using 
the model described in Chapter 3 for complex, such as numerical noise and overflow. 
Further, above such doping densities many body effects like impurity band formation 
become profound [2 0 1 ] and some of the assumptions underlying the solution of 
Poisson’s equation become invalid. Rectifying these shortcomings of the model using 
a first principles approach is beyond the scope of this project and would not 
introduce physics that will significantly alter the trends in the results described in this 
thesis. For example, since virtually all o f the donors are ionised for the bias 
conditions considered, the impact of impurity band formation on the carrier statistics 
would be minimal. Therefore, if  a high doping density can be realized in one barrier, 
it is feasible to fabricate the same density to the other barriers in order to increase the 
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Figure 4.14: The variation o f (a) average field strength across the well, Fav, and (b) the maximum 
absorption, max(a), as a function o f the surface potential, Vsurf, at different doping 
conditions. The vertical dotted line indicates the assumed barrier height for the 
metal-semiconductor junction and the built-in potential energy for p-i-n and n-i-n 
junctions.
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For all the cases in Fig. 4.14 (a), the incorporation of the modulation doping gives 
rise to a non-linear relationship between Vsurf  (equivalently the applied bias combined 
with fo  or Vbi) and Fav. The variation in electric field as a function of surface 
potential has the same form: for low Vsurf, Fav is virtually unchanged (defined as flat 
field region) whilst for high Vswf, Fav varies linearly (defined as linear field region). 
The cause of the flat field region is because the two-dimensional electron gas (2DEG) 
inside the well is sufficient large to screen the structure to the right of the SQW and 
therefore the electric field across the well remains at a constant value at the low Vsurf. 
As VSurf increases to some threshold level, the 2DEG density starts to fall and the 
electric field starts to penetrate the SQW, giving rise to a finite average field within it. 
Once some threshold surface potential is exceeded, Fav increases almost linearly with 
V^rf as the SQW is fully depleted. Also, the threshold in each structure is different 
and this could be critical for the operating condition of devices if  there are bias 
restrictions, for example as occur in high speed operation where low switching 
voltages are required.
The maximum absorption coefficient, max(a), as a function of surface potential for 
the four structures is shown in Fig. 4.14 (b). Since the absorption spectrum in the 2.2 
nm wide SQWs has a single peak, which is composed of E\-Ei transition only, and 
electric field has merely a small effect on the transition energy E\i, the variation of 
max(a) with bias can be used to estimate the change of whole spectrum. The 
m&x{a)-Vsurf characteristic has a near step shape in all structures. For the same 
amount of donors in the three cases given in Fig. 4.12 (i.e. the total donor density = 
lx lO n/cm2), the largest values of max(a) that can be achieved are almost the same. 
However, it has to be noted that these comparable values of max(a) occur at different 
average field strength. The comparisons given previously in Fig. 4.12 and Table 4.1 
were based on the same field strength, which is the horizontal dotted line in Fig. 4.14
IQ 7
(a). The additional case of doping in both barriers to 1x10 donors/cm has been 
considered in Fig. 4.14 (b). This structure has just twice the total amount of donors 
than the other three structures but the largest value of max(a) is more than six times
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the one in the lower doped devices, demonstrating once again the dominant 
contribution of the ground state occupancy in determining ISBA in modulated doped 
SQWs. Further, this result shows that the peak absorption is non-linearly 
proportional to the total number of donors incorporated in the structures. This has 
revealed the importance of the charge control in the enhancement and modulation of 
ISBA.
On the other hand, for EAMs based on the structures shown in Fig. 4.12, the 
consequence of using a Schottky contact, p-i-n junction or n-i-n junction can be 
observed clearly. The n-i-n junction can be considered as in the “o ff’ state at zero 
applied voltage, due to the large absorption at zero bias, and reverse bias is needed to 
turn the EAM “on”. On the other hand, the p-i-n junction is the other way round. The 
unbiased Schottky contacted device is in an indeterminate state somewhere between 
the “o ff’ and “on” states. A forward bias can fully turn the structure “o ff’ and a 
reverse bias for “on”. In the SQW simulated here, the Schottky contact has an 
advantageous of a smaller driving voltage by using the applied voltage swing around 
zero bias. However, one can adjust the doping density in the p- and n- type region to 
modify the built-in voltage and may even locate the unbiased condition to utilise 
symmetrical applied voltage. Since the p-i-n and n-i-n situations are analogous to the 
Schottky diode, with the only difference being in its bias condition, the Schottky 
diode is selected as the focus structure in the following simulations to simplify the 
description o f the results.
By comparing Fig. 4.14 (a) with (b), some important conclusions can be drawn. For 
the flat field region, the absorption coefficient of E\-E2 transition remains large, but 
only weak absorption modulation occurs as the Vsurf  increases due to the weak 
fluctuation in electric field in the SQW. For the linear field region, the assumed SQW 
structures are fully depleted, which means very few electrons are confined in the well 
and therefore the absorption coefficient is small and again weak modulation of ISBA 
occurs. For future discussion, these two regions are called the weak modulation
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regions. The large electroabsorption modulation takes place in the comer region of 
the characteristic between the flat field region and the linear field region in Fig. 4.14 
(a). This is revealed in Fig. 4.14 (b), as the rapid change of max(a) occurs over the 
comer between the flat and the linear field regions in Fig. 4.14(a). For future 
discussion, this is called the comer of the Fav- Vsurf  characteristic or strong modulation 
region. This is crucial to optimise the operating conditions.
(2) Doping Density
The effect of the doping density needs to be further investigated since the above 
results have shown the significance of the position of the doping in ISBA. Asai et al 
have proposed the dependence and importance of doping density on ISBA in the 
uniformly doped InGaAs/InALAs MQWs [144]. The doping level will cause the 
Fermi energy level to vary in quantum wells and consequently changes the strength 
of ISBA. For simplification, the approximation of a constant Fermi energy (no 
current flow) for all doping density is considered in this work.
For demonstrating the behaviour o f doping density in the structure, the surface 
potential dependence of the average electric field strength across the well and 
maximum absorption coefficient as a function of doping density for modulation 
doped in both AlAs barriers are illustrated in Fig. 4.15. The simulated structures have 
the same locations and thickness of the modulation doped regions as the one shown 
in Fig. 4.12 (d). There are two important results that need to be pointed out from the 
Fig. 4.15 (a). First, the field strength at which the flat field region occurs becomes 
increasingly negative as No in the modulation doped layers increases. Second, the 
comer of Fav- Vsurf  becomes more slowly varying and the linear region starts from a 
larger threshold voltage when No is raised. These are caused by the stronger internal 
electric field across the well due to the higher doping density. Further, a larger 
applied bias is required to overcome the screening effect of the higher density of 
electrons in the quantum well and hence to deplete the structure.
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Figure 4.15: The variation o f (a) average field strength across the well, Fav, and (b) the maximum
o f absorption, max(a), as a function o f  the surface potential, Vsurf> at different doping 
density (ND). All structures are doped in both outer AlAs barriers. The vertically 
dotted line indicates the barrier height ( <f>B) at the metal-semiconductor junction.
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As can be seen in Fig. 4.15 (b), increasing No causes a strong enhancement in the
IQ -J
absorption. A t No = 1 x 1 0  /cm , for example, the absorption strength is increased by 
almost three orders of magnitude compared with the undoped structure. However, 
when a very large doping density is applied to the structure, e.g. No = 5x l0 18/cm3, 
the absorption peak is large but decreases very slowly as the field strength increases. 
Consequently, achieving a large differential absorption spectrum requires the 
application of a very large reverse electric field to the most highly doped structure. 
This is not optimised for high speed electro-optic modulators. Therefore, a trade-off 
between absorption change and bias change is required for high-speed, voltage- 
induced optical modulation by ISBA in a modulation doped SQW. The donor density 
is the parameter requiring optimisation by modelling.
Finally, if the three device configurations shown in Fig. 4.14 are reconsidered in here, 
with the use of a Schottky contact at zero bias, the structure with low modulation 
doping is “on” while the one with high modulation doping is “o ff’. For very high 
doping, above l x l 0 18/cm3, a p-i-n junction appears to have a better operating 
characteristics since the built-in voltage can be placed in the strong absorption 
modulation region by selecting the suitable doping density in p-  and w-type region 
then utilising swing voltage around zero bias. Also the alloy composition in the p- 
and n- contact layers can be adjusted, which is necessary in any case to create an 
optical waveguide, so that the band offsets to the i- layer contribute favourably to the 
built-in potential. On the other hand, the unbiased n-i-n junction has opposite 
features to the p-i-n junction. Therefore, the doping density and doping location 
combined with the configuration of the SQW can optimize the performance and 
operation of the devices.
(3) Energy Shift
Further, the wavelength at which the absorption peak occurs is also critical in 
determining the behaviour of a possible optical modulator operating by ISBA 
modulation. In order to clarify the influence of doping conditions in 2.2 nm wide
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SQW, Table 4.2 shows the effect of the doping location on the energy of E\-Ei 
transitions and on their absorption strength at an average applied field of -10 V/pm 
for No = lxlO 17 and lx l0 1 8/cm3. These data reveal that the variation in doping 
condition, density and regions, only has a negligible effect on the transition energy 
but has a very strong influence on the maximum absorption coefficient in some 
certain cases such as doping in both outer barriers.
SQW, Lw = 2.2nm, Fav = -lOV/pm
transition energy 
E n  (meV)
peak absorption  
max(a) (cm-1)
undoped 799.8252 ~0
Nd = l x l 017/cm3
both sides 799.8249 0.0031
left side 799.8253 ~0
right side 799.8250 0.0031
Nd = l x l 0,8/cm3
both sides 799.7733 184.6181
left side 799.8256 ~0
right side 799.7729 184.3230
Table 4.2: The transition energy o f E]2 and the absorption strength o f the peak [max(a)] in
2.2nm SQW structures under different doping conditions at Fav =  -10 V/pm.
(4) An Optimized SQW Structure
Finally, according to the above study, a SQW structure is designed, which is
18modulation doped in both outer barriers with lnm-wide n-type layers to 1 x 1 0  
donors/cm3, and its absorption spectra is given in Fig. 4.16. Since the modulation 
doping is applied to both AlAs layers, the structure has a fine dynamic Fav-Vsurf  
characteristic, which ensures a sharp comer region for sensitive voltage control of the 
ISBA. The high doping density ensures a large absorption coefficient, which is about 
600 times larger than the undoped structure. Moreover, larger differential absorption 
spectra can be achieved by a small field change, as shown in Fig. 4.16 (b).
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Figure 4.16: (a) A 3D plot o f  absorption coefficient versus photon energy versus electric field  and 
(b) differential absorption spectra for the change o f  electric field for various field  
strengths assuming a starting field strength o f  Fav =  -1 V /pm  in a SQW  structure with  
modulation doping to l x l O 18 donors/cm3 in both outer barriers.
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4.3 Simulations of Double Quantum Well (DQW) Structures
In this section, the self-consistent Poisson-Schrodinger approach is applied to the 
design of double quantum well (DQW) structures, which have been shown to be 
significant for the flexibility in tailoring quantised energy levels, optical matrix 
elements and carrier relaxation processes [202-204]. For instance, the coupled 
quantum well concept has been demonstrated to be effective for achieving fast 
optical response [17,202,205]. Since the use o f narrow well width can result in a 
decrease in absorption intensity [141,203], DQW structure has been used to obtain a 
higher ISBT energy, i.e. shorter transition wavelength, without further reducing the 
well width in SQW structures [85]. The well width chosen for all DQW structures in 
this section was 2.2 nm, the same as in the main simulations of ISBA in SQWs, for 
the benefit of making comparisons between them later. Different inner barrier widths 
have been considered, as specified in subsequent sections. The rest o f structures had 
the same dimension as mentioned in Section 4.1.
In general, since two bound states are confined in a 2.2nm SQW, there are in total 
four energy states in a DQW and therefore six possible transitions can be produced. 
This is shown in Fig. 4.17. The transitions are classified into two groups: transitions 
from the ground states to excited states {Ex-E^ E\-E$, E^-Ei and E2-E4 transitions) 
and transitions between states of the same origin (E1-E2 and E 1-E4 transitions). Since 
the short wavelength ISBTs, i.e. large transition energies, are the focus of this work, 
the former are essential and studied in detail.
In SQW structures, ISBTs only take place inside the same well which is known as a 
vertical transition. However, in the DQW structure, due to the tunnelling of envelope 
wavefunctions, the effective charge distribution of a confined state inside a well can 
be estimated by the integrated probability of the corresponding wavefimction. In 
order to reveal the characteristics of ISBTs in DQW structure, two types of 
transitions need to be considered: the vertical transition in which the effective charge
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Figure 4.17: Different types o f ISBTs in a DQW structure under reverse field: transitions from 
ground states to excited states (solid arrows) and transitions between the states o f the 
same origin (dotted arrows). The former are classified into two groups: Vertical 
transitions {Er E2 and E2-E4) and (2) diagonal transitions (Er E4 and E2-E2).
distribution of initial and final states are mainly confined in the same well and the 
diagonal transition between the two wells. This is also shown in Fig. 4.17. In 
principle, when a reverse electric field is applied to a DQW structure, the E\ and £ 3  
states localise in the well on the right-hand (low energy) side while the E2 and £ 4  in 
the left-hand side one (high energy) in the sense illustrated in Fig. 4.17. As a result, 
the vertical transitions describe the transitions E\-E3 and E2-E4, whilst £ i - £ 4  and 
E2-E3 are diagonal transitions.
4.3.1 Effects of Barrier Width (Lb) on ISBA in DQWs
The focus of the work reported here is the feasibility of applying ultra-fast ISBTs as 
the basics of high speed optical modulation at 1.55 pm communication wavelength. 
Regarding a DQW with a constant well width of 2.2 nm in the following calculations 
of all DQW structures, the barrier width (Lb) determines the coupling between the 
wells and therefore becomes the crucial part in determining the absorption peak of 
the structure. The influence of Lb on the characteristics of the DQW was studied first.
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The transition energies of DQWs as a function of Lb is illustrated in Fig. 4.18, in 
which the electric field in the wells is assumed to be absent, i.e. Fav = 0. Firstly, the 
energies of transitions E\-E2 and E yE4 decrease to zero as the barrier width increases. 
This shows that the degeneracy of the two bound states of the same origin between 
the two wells enhances, resulting in both ground state and first excited state 
becoming two-fold. In addition, there are only three confined states when Lb < 0.7 
nm (~3MLs). This is because the E4 subband reaches the top of the barrier height at 
the barrier width of 0.7 nm and is pushed up into the continuum states if the barrier 
width is further decreased. In this circumstance, optical transition occurs between the 
bound states in the well and the extended continuum states above the top of the 
barrier. Such bound to effectively free transition, whilst contributing to absorption 
modulation, are not considered further in this work. This is because the carrier 
dynamics will involve either drift under the applied field or recapture of the free 








banier width l_b (nm)
Figure 4.18: Calculation transition energies (£,/) as a function o f barrier width (Lb) in the 
InGaAs/AlAs DQW with Lw =  2.2 nm.
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Furthermore, since the transition around 0.8 eV is at the core of this work, transitions 
from the ground states (£ 1, £ 2 ) to first excited states (£ 3 , £ 4 ) remain the attention in 
DQW structures. Owing to the results given above, absorption spectra of DWQs with 
the thickness of the inner barrier varied as a parameter from 1.0 nm to 5.0 nm with
1.0 nm step value are illustrated in Fig. 4.19 for Fav ~ 0 V/pm. With Lb -  1.0 nm, two 
peaks are observed with the higher energy peak at 0.923 eV {E\-E* transition) 
markedly more dominant than at 0.692 eV (E2-E3 transition). Increasing Lb causes the 
two peaks to move together in energy, following the trend shown in Fig. 4.18 with 
the absorption strength of the E\-E^ transition decreasing and that of the Ei-E-i 
transition increasing. For Lb = 3.0 nm, the absorption strength of these two peaks is 
pretty much equal. For Lb > 4.0 nm, the two peaks have merged into a single peak, 
indicating the quantum wells have become decoupled, again as can be inferred from
2.5
  L =1.0 nmb1
 Lb2 =2.0nm
 ......  I_b3 =3.0 nm












Figure 4.19: The influence o f barrier width, which ranges from 1.0 nm to 5.0 nm, on intersubband 
absorption spectra of DQWs with Lw =  2.2 nm for the average electric field across the 
well(s) at 0 V/pm. The solid and dotted arrows indicate the energies o f  E r E4 and 
E-l-Et, transitions respectively.
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Fig. 4.18. For all five different barrier widths, only two of the four transitions in the 
range from 0.6 eV to 1.0 eV identified in Fig. 4.18 have significant absorption 
strength. This indicates that some of the transitions in DQW structures are disallowed 
by the parity selection rule.
In general, the difference of the absorption peak and absorption intensity shown in 
Fig.4.19 is caused by the splitting of the two-fold degenerate energy levels in DQWs. 
The energy splitting as mention in Chapter 2 is determined by the overlap of the 
envelope wavefunction, which is the outcome of the inner barrier width. The two 
absorption peaks in the case of the 1 . 0  nm inner barrier have huge difference in the 
absorption energy and the absorption strength. This occurs due to the extremely 
strong coupling between the two wells. In the 2.0 nm case, two sharp absorption 
peaks are observed. The coupling is still strong in this structure and the result is 
representative. Since the two peaks occur near 0.8 eV, this structure is of interest and 
will be studied in detail later. The coupling becomes moderate in 3.0 nm barrier 
width. Although two peaks can still be observed, their spectral resolution is small. 
The structures with a 4.0 and 5.0 nm barrier width show only a weak coupling effect 
between the two wells, and only a single peak in the absorption spectra can be 
observed for the broadening parameter used, which is very similar to the SQW 
situation. However, the absorption spectra in the DQWs of 4.0 nm and 5.0 nm wide 
inner barrier have the full-width at half-maximum (FWHM) of ~38.5 meV and -32  
meV, which are larger than the assumed Lorentzian line width of 30 meV [see Eq. 
(3.71)]. For a wide FWHM in the absorption spectrum composed of E\-E* and E2-E2 
transitions, it indicates that the difference between the peak energies of the 
Lorentzian components remains significant. Therefore, the FWHM can be used as a 
guideline to evaluate the coupling strength between the two wells. One can also 
expect that the absorption spectra of the structure with a barrier width around 3.0 and
4.0 nm would have one wide peak with in some situations, a secondary shoulder. The
5.0 nm case was chosen to illustrate the negligibly coupled circumstances and will be 
described as such in later comparisons with the strongly coupled DQW with 2.0
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barrier width.
Details o f the effects of electric field and doping conditions on DQWs with 2.0 nm 
and 5.0 nm wide barriers will be given in the following sections. In order to 
distinguish the two coupled cases, the strongly coupled DQW is denoted as C-DQW 
and the weakly coupled one as 2QW.
4.3.2 An Undoped C-DQW (Lw = 2.2 nm, Lb = 2.0 nm)
The influence of electric field on the ISBA for the C-DQW structure determined 
above (Lw = 2.2 nm, Lb = 2.0 nm) is calculated and illustrated in Fig. 4.20. The Stark 
shift in the transition energy can be observed in Fig. 4.20 (a) and is much stronger 
than the case of SQW As a consequence, an absorption peak can shift with respect to 
the selected incident photon energy, contributing to the absorption modulation. 
Further, the transition energies of the diagonal ISBTs (E1-E4 and E2-E3) move away 
from the -0.8 eV whilst those of the vertical ISBTs (E1-E3 and E2-E4) approach to a 
value near 0.8 eV as the electric field increases. This is because a strong electric field 
is necessary to break the coupling effect in such a C-DQW structure. Once the field 
is strong enough and the localisation of envelope wavefunctions is significant, the 
DQW structure can then be considered as two separated SQWs and therefore the 
vertical transition become dominant as the quantum wells become decoupled, like 
the case of the SQW structure [4].
Fig. 4.20 (b) shows that the diagonal ISBTs (E1-E4 and E2-E3) are important at low 
field strength, whilst the vertical transition E\-Ei becomes the dominant ISBT when 
the field strength, |FflV|, exceeds 8 V/pm owing to the combined effect o f the variation 
with field in the overlap matrix element, as shown in Fig. 4.20 (c), and the 
continuous decrease in the Fermi occupancy ratio in Fig. 4.20 (d). At Fav ~ 0, the 
vertical transitions are forbidden and only the diagonal transitions are allowed [see 
Fig. 4.20 (c)]. This is because the optical matrix elements modify the transition
127
Chapter 4 Simulation Results













0 -5 -10 -15
-5 -10
Fav (V/pm)




(e) 3D absorption spectra
S 0 6
average electric field (V/pm) -10 0.6 photon energy (eV)
Figure 4.20: (a) The transition energy, (b) the maximum absorption coefficient, (c) the optical 
matrix element, (d) the Fermi occupancy ratio and (e) the 3D  electroabsorption  
spectra (Ecty) as a function o f  average electric field across the w ell for different 
transitions in an undoped C-DQW.
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possibility and only the transitions between two band indices with different parity (i.e. 
the diagonal transitions) have a nonzero value, in line with the parity selection rule. 
However, the matrix elements of the vertical transitions increase along the applied 
electric field whilst those of the diagonal transitions decrease. This causes the break 
down of parity-forbidden transitions and restraint of parity-allowed transitions. For 
the vertical transitions, the absorption peak increases dramatically first at a small 
range near zero of field strength, then it decreases as the field strength continuously 
increases. The behaviour of the vertical transition E\-Ej, is representative of such 
changes with the applied electric field. As Fig. 4.20 (b) shows, the intensity of the 
E\-Ei absorption starts exceeding the diagonal Ej-E^ absorption at about -5V/pm. 
Then, E 1-E3 transition becomes the dominant ISBA when field strength \Fav\ exceeds 
8  V/pm.
In order to clarify the characteristics of electroabsorption modulation of the C-DQW, 
the absorption spectra at applied field strengths of -1, -5 and -10 V/pm are shown in 
Fig. 4.21. The spectra near 0.8 eV are decomposed into its Lorentzian components so 
that the contribution of each transition to the total ISBA spectrum can be easily 
observed. In Fig. 4.21 (a), the electric field applied to the structure is relatively weak, 
which results in a fairly symmetrical potential profile as shown in the inset. 
Consequently, the values of the matrix elements of the vertical transitions are small 
owing to the parity selection rule, and the two peaks in the spectrum are then mainly 
contributed by the Lorentzian components of the diagonal E\-E\ and E2-E3 
transitions.
As the field strength increases, the symmetric character of the band profile and the 
envelope functions is lost. The originally symmetrical potential profile is tilted and 
the wavefunctions of the two lowest energy states start localising into the individual 
wells at Fgv = -5 V/pm, as shown in the inset of Fig. 4.21 (b). This then causes the 
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Figure 4.21: Decomposition o f the absorption spectra for average field strength o f (a) -1 V/pm, 
(b) -5 V/pm and (c) -10 V/pm into its Lorentzian components. The thick solid line is 
the sum o f the decomposed components. The inset shows the potential profile and the 
envelope wavefunctions o f the confined states. The zero amplitude positions o f the 
envelope functions coincide with the subband energies relative to the bottom o f the 
wells. Note the change in the scale factor o f the vertical axes o f parts (a), (b) and (c) 
o f this figure.
elements are comparable for all ISBTs. As a result, in the low energy feature (-0.75 
eV) transition E\-Ei becomes more dominant than transition E2-E3 as both absorption 
peaks decrease in strength, but at different rates as can be observed in Fig. 4.20 (b). 
The high energy feature at -0.83 eV has a low energy shoulder. When comparing to 
the -lV/pm situation in Fig. 4.21 (a), the shape of the spectrum in Fig.4.21 (b) is 
very different owing to the different rate at which the intensities of the individual 
Lorentzian components associated with the different transitions vary with changing 
the applied field.
At Fav = -10 V/pm in Fig. 4.21 (c), the localisation of the envelope wavefunctions of 
the two lowest energy states is very strong but the wavefunctions of the excited states
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still extend to the neighbouring well as shown in the inset. It implies that very strong 
field strength is required to fully decouple such a C-DQW structure. Although both 
matrix elements of the vertical transition are large, only the E\-E-$ transition is 
dominant in the absorption spectra and the diagonal transition E\-E4 still remains the 
next most prominent peak. This is because the amplitude of the Fermi occupancy 
ratio of the E2-E3 transition decreases much faster than that of the E 1-E4 transition. 
For the E2-E3 transition, the decrease of the Fermi occupancy ratio is more rapid than 
the increase of its matrix element, resulting in the strong decrease o f the maximum 
absorption. Moreover, by comparing Fig.s 4.20 (b) and (d), it can be seen that the 
Fermi occupancy ratio is the principal factor affecting the absorption in the strong 
field region.
In general, the various features of the field dependence of ISBA in the undoped 
C-DQW structures are the combined effects of the break down of parity selection due 
to the increase of matrix elements and the monotonic decrease of the Fermi 
occupancy ratio due to increasing the reverse bias applied to the structure. The E 1-E4 
and E2-E3 transitions are the major Lorentzian components contributed to the 
absorption lineshape at Fav ~  0, because of their large optical matrix elements. As the 
electric field increases, the parity selection rule is broken causing a variation in the 
optical matrix elements. Therefore, the vertical transition E 1-E3 produces the 
dominant contribution to the overall absorption spectrum. Yet, the diagonal transition 
E\-E4 remains a strong, if secondary, contribution to the overall ISBA at -10 V/pm. 
At even stronger electric fields, e.g. -20 V/pm, the structure is still not fully 
decoupled and remains a significant absorption peak owing to the size of its optical 
matrix element. It is concluded that the electroabsorption modulation in C-DQW is 
more complex than the SQW structure owing to the significant effects of the optical 
matrix elements in the ISBA. However, whilst the changes in the optical matrix 
elements of the various transitions govern the shape of the absorption band, the 
Fermi occupancy still governs its overall strength.
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4.3.3 Effects of Modulation Doping in C-DQWs
(1) Potential Profile
The C-DQW structures with same dimensions discussed in previous section were 
chosen to investigate the dependence of modulation doping on ISBA. There are 
several combinations for siting the modulation doped regions in a DQW since three 
optional doping areas can be selected. The influences on the potential profile, the 
confined state energies and the corresponding envelope wavefunctions in different 
doping situations with reference to the undoped case are shown in Fig. 4.22. In order
1 ftto show a clear separation in the potential profile, a high doping density of 1 x 1 0  
donors/cm3 was chosen for all simulations discussed here. Each modulation doping 
sheet was located in the centre of its corresponding AlAs layer, as illustrated earlier 
in Fig. 4.1.
Compared to the undoped case [Fig. 4.22 (a)] under the same field strength, the 
modulation doping in the left outer barrier in Fig. 4.22 (b) shows little influence in all 
aspects, similar to the result o f SQW in Fig. 4.12 (b). With same amount of donors 
for the modulation doping applied in the inner or the right outer barrier, as in Fig.s 
4.22 (c) and (d), the potential profile is bent downwards and consequently the 
energies of the confined states are closer to the Fermi level. In this circumstance, the 
absorption coefficient is increased, referring to Eq. (3.71). By comparing Fig.s 4.22 
(c) and (e), (d) and (g) or (f) and (h), all three groups show that modulation doping in 
the outer-left barrier has little effect on the potential profile and the envelope 
wavefunctions when the same field strength is applied. On the other hand, locating 
the modulation doping in the inner barrier or in the outer-right barrier has a strong 
effect, pulling the wells down towards the Fermi level to increase their occupancy. 
Locating the doping in the outer-right barrier has the strongest effect, but overall 
modulation doping in all three AlAs barriers gives the most promising outcome.
(2) Absorption Spectrum
In order to clarify the effect o f the position of modulation doping on the ISBA, the
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Figure 4.22: The influence o f  modulation doping locations on conduction band profile (solid  red 
line) and wavefunctions (dashed line) o f  C-DQW s. Each modulation doping layer is 
1.0 nm thick and ND =  l x l O 18 donors/cm3, as indicated by the vertical blue lines. A ll 
the structures is under Fav =  -10 V/pm . The potential profile o f  the undoped structure 
(thin solid line) is also plotted for comparisons. The zero amplitude positions o f  the 
envelope functions coincide with the subband energies.
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absorption spectra of five representative cases from Fig. 4.22 are given in Fig. 4.23 
with the locations of the modulation doping specified in the inset. Further, another 
five similar situations but with a low doping density of lxlO 17 donors/cm3 are also 
applied to the same doping locations, to explore the effect o f doping density on the 
absorption spectra o f C-DQWs. The same order in the enhancement o f the absorption 
with respect to the position of the doped regions is observed for the two different
17 ldoping densities. While the low doping density (1x10 /cm ) does not alter the 
potential profile much, the results are still significant. For example, the absorption of 
the structure with modulation doping in all three barriers is over ten times stronger 
than the undoped structure. For the high doping density cases, the enhancement in 
the absorption compared with the undoped and low doped structure is more 
remarkable. The magnitude of absorption coefficient has increased several orders of 
magnitude compared to the same doping location but with a low doping 
concentration.
By comparing the “inner” to the “left outer + inner” cases or the “inner + right outer” 
to “all barriers” cases in both doping levels, it clearly shows that the extra 
modulation doping in the left outer barrier results in an essentially unchanged 
absorption spectrum compared to just inserting doping in the inner barrier, or right 
outer barrier or both. It has to be noted that these comparisons are based on the same 
average field strength across the C-DQW, but the surface potential needed to produce 
this average field strength can be very different. Moreover, positioning the same 
amount of donors in the right outer barrier can increase the absorption coefficient 
more than putting the same sheet density of donors in the inner barrier. By combining 
these two doping locations without increasing Nd, i.e. only doubling the donors in 
the structure, one can increase the intensity of absorption spectrum by over an order 
o f magnitude. This shows that the location of the modulation doped region can 
powerfully change the strength of ISBA. The results also clearly demonstrate that 
using higher doping density in the doping regions increases the absorption intensity 
across the spectrum, as in the case o f the SQW.
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Figure 4.23: The combined influence o f  the doping location and doping concentration on the 
absorption spectra o f  C-DQ W s. Undoped and two levels o f  the doping density,
l x l O 17 donors/cm3 and l x l O 18 donors/cm3 in the lnm -w ide n-type regions, are 
considered. The absorption spectra are at Fav =  -10 V /pm  for all cases.
(3) T ransition Energy Shift
For all doping cases in Fig. 4.23 the peak absorption occurs at more-or-less the same 
energy. This shows that modulation doping has little effect on the transition energy,
which is a critical parameter for modulators. Since all the cases with low doping
density have nearly the same transition energies as in the undoped structure, only the 
influence o f doping locations on the transition energy at high doping concentration is 
listed in Table 4.3. As can be observed from the table, the maximum shift in the 
absorption peak is about 2-3  meV, compared to the undoped structure. However, 
transition energies are modified more strongly by electric field (Stark shift) in 
C-DQW structures compared with the SQW, as commented previously (Fig. 4.20). 
The influence o f modulation doping on the transition energy shift is small, compared 
with the effect o f the built-in electric field. However, designing a modulator to work
1 3 6
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C-DQW transition energy (meV)
2.2nm, 2.0nm, Fav =  -lOV/pm E n E u £23 E u
Undoped 773.0 842.8 732.5 802.3
left outer 773.0 842.8 732.5 802.3
inner 772.9 844.8 733.4 805.2
right outer 772.9 842.8 732.5 802.5
ND = l x l 0 18/cm3 left outer + inner 772.9 844.7 733.4 805.2
inner + right outer 772.1 842.8 734.2 805.0
both outer 772.9 842.8 732.5 802.3
all barriers 772.1 842.8 734.3 805.0
Table 4.3: The influence o f the location of doped regions on the transition energies o f C-DQW
structures. The doping density is l x lO18 donors/cm3 and field strength -10 V/pm for 
all structures.
at given energy, the effect of the built-in field along on the transition energy should 
be taken into account for the accurately unbiased condition.
(4) Surface Potential
Finally, for clarifying the dependence of externally applied bias on the internal 
characteristics, i.e. the electric field and the absorption spectra, the connection 
between the surface potential and the electric field {Fav-Vsurj) is shown in Fig. 4.24 (a) 
for different doping situations illustrated in Fig. 4.22. Since the diagonal transition 
E\-E4 and the vertical transition E\-Ei are the dominant ISBT in weak and strong 
field respectively, the maximum value of these Lorentzian components of the overall 
absorption spectra as a function of surface potential are illustrated in Fig.s 4.24 (b) 
and (c).
The doping location produces a strong effect on the extent of the flat field region (the 
weak modulation region) in Fig. 4.24 (a). When the doped regions are symmetrically 
sited, the structure appears to have an average applied field strength close to zero at 
the limit of this region whilst the asymmetric siting of the doped layers creates quite
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a strong built-in field. In the other weak modulation region, the slope of the linear 
field region changes considerably for the various doping conditions. The absorption 
modulation region lies between the flat field region and the linear field region. The 
onset for this modulation region and the voltage range over which it occurs varies 
considerably with the location of the modulation doping. For sensitive absorption 
modulation, sharp bending after achieving the onset voltage is required. Locating the 
doping in the inner barrier only or in one or other of the outer barriers gives rise to 
the sharpest comer in the characteristic. Hence single locations of the modulation 
doping result in a more sensitive voltage control than multi-layer doping.
Fig. 4.24 (b) shows that doping in either outer barrier has basically the same 
improvement on maximum absorption of the E\-E 4  transition [max(ai4 )]. However, 
locating the modulation doped region in the inner barrier has the strongest 
enhancement in max(ai4 ) among the structures with the same amount of donors 
added in. Doping in the left outer barrier can push the strong modulation region of 
max(ai4 ) towards the positive surface potential side, i.e. towards the negative reverse 
bias due to the barrier height of 0.5 eV for the Schottky contacted structure (indicated 
as the vertical dotted line in Fig. 4.24), whilst doping in the right one towards the 
negative side. Placing the donors at the different possible locations can affect the 
driving voltage of modulators. For example, siting the doping in the inner barrier 
only creates a device requiring forward bias to produce the “o ff’ state, whereas 
doping in the inner and right outer barriers creates a device that requires bias swings 
around zero to produce “off” and “on” state. When p-i-n and n-i-n junctions, as 
shown in Fig. 4.14, are considered, forward bias is typically necessary for the former 
one while reverse bias for the latter. Therefore, for a certain device configuration, the 
doping location is important for its desired operating conditions.
For the vertical transitions, the absorption coefficient has a maximum value at a 
certain range of electric field strength, i.e. applied bias voltage, as shown in Fig. 4.20 
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Figure 4.24: The influence o f doping locations on (a) the average field across the well (Fav- V ^ ), 
(b) the maximum absorption coefficient o f diagonal transition Er E  ^ [max(ai4)-Fru(7r] 
and (c) the maximum absorption coefficient o f vertical transition E r E) 
[m axC an)-^^  as a function o f surface potential. Each modulation doping layer in 
AlAs was assumed to be uniformly doped to l x lO18 donors/cm3 and 1.0 nm wide.
illustrated. The max(a13 )-Vsur/  characteristic is very different from the max(a]4)-Vsurf  
characteristic in Fig. 4.24 (b). The max(an) appears to have a peak at particular 
surface voltage, which shows a strong dependence on the location of the doped layer 
or layers. Moreover, the enhancement of max(ai3 ) also depends strongly on the 
doping location. This absorption peak is caused by the combination of the increase of 
the matrix element of the vertical transition and the decrease of Fermi occupancy 
ratio as reverse bias increases. In principle, the behaviour of the maximum 
absorption associated with the vertical transition E\-Ez is not straightforward and 
therefore it requires detailed simulations as used here for its evaluation.
In general, the location of the modulation doping shows significant effects on the 
Fav-VSurf and max(a,y)-F^/-characteristics especially in defining the surface potential
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for the onset of bias induced change in absorption, i.e. the comer or onset voltage in 
the average field strength versus surface potential characteristics, and the built-in 
electric field across the wells (corresponding to the flat parts of the curves). For all 
different locations for applying the modulation doping, positioning donors in all 
AlAs barriers with a large doping density appears to have the best result for 
electroabsorption modulation in terms of enhancing the absorption intensity due to 
the enhanced occupancy of the ground state, but at the cost of some reduction in 
voltage sensitivity.
(5) An Optimized C-DQW Structure
Summing up the effects of modulation doping on ISBT in C-DQWs, an example of a 
good performance structure for modulators is given in Fig. 4.25. It is an 
Ino.5 7 Gao.4 3 As/ALAs C-DQW with Lw = 2.2 nm, Lb = 2.0 nm and modulation doping 
of No = lxlO 18 donors/cm3 in all AlAs barriers. The structure has strong ISBA and its 
absorption spectra are sensitive to the electric field. This ensures large differential 
absorption spectra with respect to the change in electric field. These features can be 
easily observed from Fig. 4.25 (a). Moreover, the maximum absorption given above 
in Fig. 4.24 is a function of the certain transition, such as E\-Ez and E\-E*. However, 
these transition energies are not constant and shift according to the electric field, as 
shown in Fig. 4.25 (b).
For a practical modulator, the incident light will have specified photon energy. 
Therefore, the absorption coefficient for carefully selected photon energies versus 
electric field is given in Fig. 4.25 (c). The functions of absorption at 0.747 and 0.827 
eV show very good performance as the field strength increases. Although the vertical 
transition E\-Ej, undergoes a rapid absorption change, as seen in Fig. 4.24 (c), it in 
fact only has a small effect on the overall absorption modulation due to the extended 
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(c) absorption coefficient at a given photon energy
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  0.747 eV (E3 2  at F = -1 V/pm)
  0.772 eV (E3 1  at F = -10 V/pm)
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Figure 4.25: The 3D absorption spectra from different viewpoint: (a) isometric view and (b) top 
view with four transition energies, and (c) the absorption coefficient at certain photon 
energies as a function of electric field in a C-DQW with modulation doping to l x lO18 
donors/cm3 in all barriers.
Therefore, for the modulators based on the C-DQW, in order to achieve a large 
different absorption spectrum under a small change on the applied bias, utilising the 
ISBA modulation based on the diagonal transitions produces a superior outcome. 
Owing to the simultaneous electroabsorption from both the E\-E<\ and Ej-Ei 
transitions, which occur at weakly voltage dependent energies above and below 
0.8eV, an EAM based on this C-DQW structure will efficiently modulate a range of 
wavelengths in a narrow band about 1.55 pm (equivalent to 0.8 eV) as well at the 
designated wavelength.
4.3.4 An Undoped 2QW (Lw = 2.2 nm, Lb = 5.0 nm)
Similar studies were performed for the negligibly coupled DQW (2QW), in order to 
explore the cross-over region from strongly coupled quantum wells (SL) behaviour
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to multiple modulation doped SQWs (MQW) behaviour. Such discussion is given in 
Section 4.5. The transition energy, absorption strength, absolute value of optical 
matrix element, the Fermi occupancy ratio and the electroabsorption spectra are 
given in Fig. 4.26 for the undoped 2QW. The shift in transition energy, E 1-E4 and 
Ei-Ej,, are very sensitive to applied electric field in Fig. 4.26 (a). However, the effect 
o f these shifts on the shape of the absorption band of the modelled structure is 
insignificant for the following reasons.
First Fig. 4.26 (c) reveals that whilst the matrix elements of the E 1-E4 and E2-E5 
transitions are large at zero field across the wells, their values rapidly decline whilst 
those of the E\-Ei and E2-E4 transition rapidly grow to the extent that for |Fav| > 0.05 
V/pm the latter becomes the larger. Now, the occupancy factors for transitions from 
Ei, the lowest energy state, are consider much larger than those involving transitions 
o f E 2 for applied field of strength |Fav| > 3 V/pm as Fig. 4.26 (d) reveals. Whilst the 
matrix elements vary rapidly with field, this change, being an order of magnitude or 
so between -0.5 V/pm and -15 V/pm, becomes of only marginal significance at best 
when compared with the changes in the occupancy factors over the same range of 
applied fields. Therefore, once the initial rapid changes in the matrix elements have 
occurred, at fields strength -1 V/pm in this undoped structure, the absorption 
modulation with electric field is largely governed by the occupancy factor o f the 
dominant E 1-E3 transition, as Fig. 4.26 (e) shows.
The Fermi occupancy ratio [Fig. 4.26 (d)] has comparable value for all transitions at 
weak electric field and undergoes a difference of several orders in magnitude 
between initial states at i = 1 and / = 2 as the field strength increases. The similar 
value is caused by the degeneracy of subband energies at zero field, resulting in 
basically the same energies (two-fold) in ground states and excited states, while the 
distinct value is due to the tilted potential caused by the applied bias and results in a 
large energy difference between the two initial energy states (E\ and £ 2 ). In general, 
the phenomena presented above are owing to the minor energy split by the weak
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Figure 4.26: (a) The transition energy, (b) the maximum absorption coefficient o f  each transition, 
(c) the optical matrix elem ent, (d) the Fermi occupancy ratio and (e) the 3D  electro­
absorption spectra (IIcty-) as a function o f  electric field in an undoped 2QW.
145
Chapter 4 Simulation Results
tunnelling, and the subsequent strong localisation of the envelope wavefunctions 
together with the unequal ground state energies by the applied field.
After the envelope wavefunctions are localised, the vertical transitions E\-E-$ and 
E2-E4 dominate the ISBA. Meanwhile the transition energies E\i and £ 2 4  are almost 
equal. In this circumstance, there is only one sharp peak in the absorption spectra 
which can be considered as a superposition of the absorption strengths of two SQWs. 
This is expected due to the weak coupling effect. However, the tunnelling of 
envelope functions still results in ~0.02 eV shift of the absorption peak compared 
with the behaviour of an isolated SQW structure (Fig. 4.6). This is caused by the shift 
integral due to the overlap of envelope wavefunctions indicated in Section 2.2.1. 
Therefore, the central absorption wavelength shifts from 1.55 pm in SQW to 1.59 
pm in 2QW. This is a potentially significant detuning for device operation in 
multi-wavelength communication systems and must be taken into account in 
designing any practical device.
For clarifying the localisation dependence on the structure characteristics, an 
absorption spectrum is decomposed into its Lorentzian components arising from the 
individual ISBTs in Fig. 4.27. In the case of 2QW, the localisation of envelope 
wavefunction proceeds rapidly starting from small field strength. As can be noticed 
in the inset of Fig. 4.27, the wavefunctions of both ground states and excited states 
are strongly localised even at Fav = -2 V/pm. This is contrary to the C-DQW case 
shown in Fig. 4.21, in which the wavefunctions are not fully localised even at field 
strength as large as -10 V/pm. Only the vertical transition is important in this 
situation as can be observed from the localised wavefunctions and also from the 
negligible value of the optical matrix elements of the diagonal transitions [Fig. 4.26
(c)], and therefore the DQW structure can be considered as effectively two SQWs 
even at low field strength. However, in this two SQW structure, the vertical ISBTs 
have unequal strength in which the well at the lower potential energy side shows a
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Figure 4.27: Decomposition o f the absorption spectra into its Lorentzian components at Fav =  
-2V/pm. The inset shows the potential profile and the subband energies with their 
envelope wavefunctions. The zero amplitude positions o f the envelope functions 
coincide with the subband energies relative to the bottom o f the wells.
stronger absorption than the other one. This arises from the difference in the ground 
state energies which gives rise to a difference in the Fermi occupancy factors for the 
E\-Ei and E2-E4 transitions despite their near degeneracy from a quantum mechanical 
point of view.
4.3.5 Effects of Modulation doping in 2QWs
It has to be noted that the studies of 2QW presented above focus on the field 
dependence only. The surface potential, i.e. the applied bias, is important to 
determine the operating conditions as a function of modulation doping conditions. 
With the same regions selected in previous C-DQW (see Fig. 4.22), the effects of 
incorporating a high density of modulation doping on the ISBA in the 2QW have 
been considered. Since changing the doping density mainly results in changing the
la
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magnitude of the absorption, only the case of 1 . 0  nm wide layer(s) doped with 
lxlO 18 donors/cm3 has been considered. The results are given in Fig. 4.28.
The influence o f the location of the modulation doping on the Fav- Vsurf  characteristics 
is illustrated in Fig. 4.28 (a). When one compares Fig. 4.28 (a) to Fig. 4.24 (a), both 
C-DQW and 2QW have very similar Fav-Vsurf  curves for the corresponding doping 
locations. When the modulation doped regions are symmetrically distributed with 
respect to the central plane of the quantum wells, the field strength in flat region of 
the Fav-Vsurf curves is nearly zero. As the total number of donors in the structure 
increases, the comer of Fav-Vsurf{\hQ modulation region) moves to higher Vsurf  and is 
flatter, i.e. a larger bias voltage is required to fully deplete the 2DEG inside the wells. 
Therefore, it is concluded that the Fav-V^rf features, i.e. the low and high modulation 
regions, are essentially controlled by the doping profile.
Owing to the negligibly extended envelope wavefunctions, the energies of the two 
dominant vertical ISBTs generally remain at the same value, as Fig. 4.27 shows. 
Therefore, the two corresponding Lorentzian components have merged into a single 
peak, resulting in a similar absorption lineshape to the situation of SQWs. Due to the 
occurrence of this single absorption peak in 2QWs, the variation in its intensity 
accurately describes the overall absorption modulation (Ea,/) with applied voltage. As 
a result, only the maximum overall absorption as a function of surface potential 
[max(l.aif)-Vsurf\ is shown in Fig. 4.28 (b). The enhancement of ISBA is ~1.5 times 
greater than the diagonal transition of C-DQW for the same amount of modulation 
doping, as seen in Fig. 4.24 (b). For the same amount of donors applied to the 
structure, doping in the inner barrier improves the max(E«,/) much more than 
inserting the same amount of donors in the left/right outer barrier. Moreover, doping 
in the inner barrier combined with either outer barrier enhances the max(Ea,y) more 
than locating the doping in both outer barriers. However, with the same doping 
density, doping in all barriers has the strongest effect due to the fact that the total 
number o f donors in the structure is the highest. This is similar to the SQW and
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Figure 4.28: The influence of doping locations on (a) the electric field across the well (Fav- V ^ )  
and (b) the maximum absorption coefficient o f the total ISBA [max(La,/)- Vsurj\ as a 
function o f surface potential o f a 2QW. Each modulation doped region was assumed 
to be uniformly doped to l x lO18 donors/cm3 and 1.0 nm wide. Note, doping in two 
(three) barriers doubles (triples) the total amount o f donors in the structure.
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C-DQW cases. In general, it shows that the improvement in the absorption rate is 
crucially related to the location of modulation doped regions when having the same 
doping density.
(4) An Optimized 2QW Structure
Summarising the features of 2QW structures, an optimised structure for the EAM, 
assuming a limit of modulation doping of layers containing No = lxlO 18 donors/cm3, 
would have such doped layers in all AlAs barriers. Its electroabsorption spectra are 
illustrated in Fig. 4.29 (a). The spectra contain a single absorption peak centred on a 
photon energy o f ~0.78 eV, whose ISBA is mainly comprised by the vertical 
transitions E\ - £ 3  and E2-E4 as shown in Fig. 4.29 (b). The transition energies E\$ and 
E24 approach to the same value as the electric field increases due to the rapid 
localisation of wavefunctions to the individual wells. The intensity of the absorption 
peak declines strongly and monotonically as the applied electric field increases. As 
such, the characteristics are very different from the C-DQW (Fig. 4.25), but are very 
similar to those of the SQW (Fig. 4.16). Quantitatively, the absorption strength of the 
2QW is more than twice that of the SQW. This reflects not only the doubling of the 
number of absorption wells, but also the effect of the extra modulation doped layer 
inserted in the inner barrier enhancing the Fermi occupancy ratio of the lowest 
energy levels in the two wells.
In order to reveal the similarity and difference of the absorption features of SQW and 
2QW, the Fermi occupancy ratio of two vertical components (E1-E3 and E2-E4) in the 
2QW is compared with the only ISBT in an SQW (E1-E2) in Fig. 4.30. This 
comparison is valid because the Fermi occupancy ratio dominates the characteristics 
of the ISBA in both cases, as the optical matrix elements remain basically unchanged 
once the wavefunctions have localised in the 2QW cases. As can be seen, the Fermi 
occupancy ratio of transition E\-E$ of the DQW structure decreases gently compared 
to the others. Moreover, the values of Fermi occupancy ratio for E\-E2 in SQW and 
E2-E4 in 2QW are direct proportion in the whole range of electric field in Fig. 4.30.
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Figure 4.29: The 3D  absorption spectra from different viewpoint: (a) isometric v iew  and (b) top 
view  with four transition energies (solid  lines) as a function o f  electric field in a 
2QW  with modulation doping to l x l 0 18/cm 3 in all barriers.
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Figure 4.30: The Fermi occupancy ratio as a function o f electric field o f the transition E\-E2 in 
SQW and the vertical transitions E r Ei and E2-E  ^ in 2QW.
Therefore, for the 2QW, in the situation of strong field, the total absorption 
coefficient (2a,/) is mainly contributed by E\-Ei transition. This is because the 
screening effect of the left-hand well on the right-hand well when bias is applied to 
the contact. The left-hand well depletes more rapidly than the right-hand well as Vsurf  
increases. Consequently, it contribution to the total absorption decreases more 
quickly. This behaviour gives some insight to the ISBA behaviour of a modulation 
doped MQW. It is expected that the total absorption strength of the MQW will 
decline as the wells deplete in sequence. This behaviour contracts with that of 
interband absorption in a MQW with a constant applied electric field, where each 
well contributes equally to the total absorption. In general, controlling the electron 
density in the quantum wells by varying the depletion field will have the dominant 
effect on the absorption modulation.
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4.4 Simulations of Triple Quantum Well (TQW) Structures
In this section, the self-consistent approach is applied to the study of ISBA in triple 
quantum well (TQW) structures, which are less commonly used [206-208]. However, 
the TQW structures are investigated because of the potentially strong 
electroabsorption modulation by means of the large variation in their optical matrix 
elements, which have been observed in DQW structures. The addition of a third 
coupled well is expected to enhance this behaviour and any Stark shift. In addition, 
the possibility of TQW in multi-wavelength communication system is explored 
owing to the various transition energies that can occur in such structures. 
Furthermore, by extending the study from SQW and DQW to TQW, one can 
logically draw the estimated electroabsorption features to the SL and the MQW 
structures.
Like the DQW structures, two types of the TQW structures will be discussed, the 
strongly coupled TQW (C-TQW) with Lw = 2.2 nm and Lb = 2.0 nm, and the weakly 
coupled TQW (3QW) with Lw -  2.2 nm and Lb = 5.0 nm. Effects of different doping 
conditions on these two types of TQW structures are considered first. In addition, the 
characteristics of C-TQW and 3QW will be studied and compared with SQW, 
C-DQW and 2QW individually.
4.4.1 Effects of Modification Doping in TQWs
There are many options for inserting modulation doping in TQW structures due to 
the selection and the combination of the two inner and two outer barriers. Among all 
the options, seven representative cases were considered and compared with the 
undoped situation in Fig. 4.31. Fig.s 4.31 (b) - (e) clarify the general effects caused 
by inserting the modulation doping in each of the barriers in turn. Fig.s 4.31 (f) and 
(g) show a contrast between doping the inner and doping the outer barriers on the 
slope of the well potential, while doping in all barriers [Fig. 4.31 (h)] demonstrates 
the most substantial alteration to the potential profile. The assumed structures
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Figure 4.31: The conduction band profile (solid red line) and wavefunctions (dashed line) o f  
C-TQW s with different doping regions (vertical blue line) as indicated in legends. 
Each modulation doping layer is 1.0 nm thick and ND =  l x l O 18 donors/cm3. The 
undoped case (thin solid line) is also plotted for comparison. A ll the structures is 
under Fav =  -lO V /pm . The zero amplitude positions o f  the envelope functions 
coincide with the subband energies.
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illustrated in the charts were C-TQWs with modulation doped sheet(s) o f 1.0 nm 
width containing a doping concentration of lxlO 18 donors/cm3 at Fav = -10 V/pm. 
The high doping density was selected for the simulations in order to visibly 
distinguish the potential profiles between the doped and undoped structures. For the 
3QW, the effects on the potential profile and confined energies are analogous with 
the C-TQW cases and thereby not repeated.
As can be predicted from the conclusions given previously in SQWs (Fig. 4.12) and 
DQWs (Fig. 4.22), the potential profile has a very strong dependence on the 
positions and the number of the modulation doped regions. By comparing Fig.s 4.31
(b) - (e), doping in the right barrier, i.e. the barrier at lower potential energy, can 
bring down the potential profile more at the same field strength than the left one due 
to the screening effect. Placing donors in the inner barrier(s) [Fig.s 4.31 (c), (d), (f) 
and (h)] modifies the well potential in a non-linear manner, which means unequal 
field strength in the wells, compared to doping only the outer barrier(s) [Fig.s 4.31
(b), (e) and (g)].
Since the potential profile is shifted by the modulation doping under the same field 
strength, the confined particle energies and corresponding envelope wavefunctions 
are simultaneously affected. Consequently, the absorption coefficient will be 
modified. In order to investigate distinctly the influence of the doping conditions on 
the electroabsorption modulation, both C-TQW and 3QW structures are studied at 
the weak ( lxlO 17 donors/cm3) and strong doping density ( lx lO 18 donors/cm3) 
respectively for all the different doping locations shown in Fig. 4.31.
(1) W eak Doping Density
For clarifying individually the importance of the location of modulation doped 
regions on the absorption spectra for both C-TQWs and 3QWs, a low doping
17 lconcentration of 1 x 1 0  donors/cm that hardly alters the potential profile was 
selected to recalculate all cases shown in Fig. 4.31. The effects o f the location o f the
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modulation doping are significant, as shown in Fig. 4.32. The graphs show the 
calculated differential absorption spectra for changes in the applied electric field 
from -1 V/pm to -2 V/pm for (a) a C-TQW {Lb = 2.0 nm) and (b) a 3QW {Lb = 5.0 
nm) with the locations of modulation doped regions shown in Fig. 4.31 and with the 
same other conditions except the change in doping density.
In the C-TQW structures [Fig. 4.32 (a)], three ISBA peaks, 0.842 eV, 0.787 eV and 
0.726 eV, can be observed but the resolution of the peaks is low. The absorption band 
extends over a wider range o f photon energies when compared with SQW in Fig. 
4.13 and C-DQW in Fig. 4.23. The increased width of the absorption band arises 
from the occurrence and the superposition of multiple transitions due to the electron 
wavefunctions extending across all three wells. The low resolution of the absorption 
peaks is the result of the line broadening effects of using Lorentzian function in Eq. 
(3.71). In the case o f the weakly coupled structures {Lb = 5.0 nm), the FWHM, or line 
width, of the absorption peak is ~40 meV in Fig. 4.32 (b), which is wider than the 
theoretical value { r  = 30 meV) chosen in the Lorentzian function. This occurs 
because the peak comprises of three transitions that are too closely spaced in energy 
to be resolved for the broadening assumed in the calculation. Therefore, what appears 
as a single peak is in fact three overlapping Lorentzian components of slightly 
different central energy. More discussion about the effects of FWHM on ISBA will 
be presented in Section 4.5.1. In general, the coupling (tunnelling) phenomena play a 
major role in determining the shape of the absorption spectrum in both types of TQW: 
multiple peaks in a broad spectrum for the C-TQW, or a single peak but a larger 
amplitude for the 3QW.
By comparing all different arrangements of the modulation doping demonstrated in 
SQWs (Fig.s 4.13), DQWs (Fig.s 4.23) and TQWs (Fig.s 4.32) at the same field 
strength, it can be observed that doping in the left outer barrier hardly changes the 
absorption spectra and has little influence on the potential profile. Positioning the 





















































Figure 4.32: The differential absorption spectra o f  (a) C-TQW  and (b) 3QW  as a function o f  
doping regions for the change o f  electric field from -1 V /pm  to -2V /pm . The 
modulation doping density is l x l O 17 donrs/cm3 for all doped structures.
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spectra compared to other barriers with the same amount o f donors under the same 
field strength. Inserting the doping in one or other of the inner barriers has an effect 
between the left and right outer barriers. This corresponds to the evaluation of the 
data in Fig.s 4.12, 4.22 and 4.31 for the changes in potential profiles of the SQW, 
C-DQW and 2QW with modulation doping. In fact, the order of the effectiveness of 
the locations of the modulation doping in enhancing ISBA is the same for both TQW 
types. The strongest improvement of absorption occurs for both TQW types when the 
modulation doping is inserted in all the barriers. Further, over 10 times stronger 
absorption can be achieved by applying such a low doping density in all barriers than 
that of the undoped structure.
(2) Strong Doping Density
After considering the locations of modulation doped regions at low doping density, 
similar studies are performed for high doping density. The same locations for placing
18 tdonors but with a larger doping density ( 1 x 1 0  donors/cm ) in the inner and outer 
barriers for C-TQW structure were considered. Due to the complexity o f the 
lineshape of the absorption spectrum in the C-TQW structures, as seen in Fig. 4.32 
(a), the electroabsorption modulation is not dominated by a single transition. To 
determine the overall spectra correctly as a function of electric field or surface 
potential, several important transitions need to be considered at the same time. For 
simplified discussion, the electroabsorption modulation is studied later only in a 
particular C-TQW case in this section.
The Fav-VSurf characteristics for different C-TQWs were investigated and the results 
are shown in Fig.4.33. The Fav-Vsurf shows that the sharpness of the comer region has 
the following sequence: the undoped C-TQW has the sharpest comer, followed by 
the single barrier doping cases and the both inner/outer barrier doping cases, while 
the all barrier doping case has the more gently varying comer region. Further, when 
the modulation doping is symmetrically inserted into the structure, one can achieve 
about zero field at the flat field region, while the asymmetrically doping results in a
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Figure 4.33: The influence o f doping locations on the electric field across the well (Fav- F ^ )  as a 
function o f surface potential o f a C-TQW. Each modulation doped region was 
assumed to be uniformly doped to l x l O18 donors/cm3 and 1.0 nm wide.
large built-in electric field. Thus, the doping location and the number of doped layers 
have significant effects on the Fav- Vsurf  curves for C-TQW. This will influence any 
pre-bias that may be needed in a working modulation.
The same doping locations were considered for the 3QW and the simulation results 
are shown in Fig. 4.34. The Fav-Vsurf  curves of 3QWs in Fig. 4.34 (a) are analogous to 
those of C-TQWs in Fig. 4.33 and therefore the influence of the doping location on 
the sharpness of the comers and the strength of electric field are almost the same. 
The reason for the behaviour shown in Fig. 4.33 has already been discussed. By 
comparing the characteristics of Fav-Vsurf  in the SQW [Fig. 4.14(a) and Fig. 4.15(a)], 
the DQW [Fig. 4.24 (a) and Fig. 4.28 (a)] and the TQW [Fig. 4.33 and Fig. 4.34 (a)], 
it can be seen that the shape of the Fav-Vsurf  curves mainly depend on the location of 
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Figure 4.34: The influence o f doping locations on (a) the electric field across the well (Fav-V
and (b) the maximum absorption coefficient o f the total ISBA [max(£a,j)- Vsurf] as a 
function o f surface potential o f a 3QW. Each modulation doped region was assumed 
to be uniformly doped to l x l O18 donors/cm3 and 1.0 nm wide.
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density), rather than the structure’s configuration, i.e. width and number of well and 
barrier width.
For weakly coupled quantum well structures, the ISBTs mainly occur vertically 
within the same well. As a consequence, the transition energies of the Lorentzian 
components in 3QW are very close and merge into a single peak in the total 
absorption spectra. Therefore, the overall absorption intensity of the whole spectrum 
[max(Ea,y)] as a function of Vsurf  can be used to estimate the electroabsorption. The 
flatness or the sharpness of the comer of the curves in Fig. 4.34 (a) also reflects on 
the range of Vsurf  required to modulate max(Ea,y) from its peak value to zero, as 
shown in Fig. 4.34 (b). The increase in the largest value of max(Sa,y) is strongly 
related to the number of doped layers, i.e. the amount of the donors. However, 
increasing the number of wells from two to three does not cause a pro-rata increase 
in the total absorption. This will be discussed later in the context of an MQW. The 
positions of the doped regions also affect the absorption strength, with modulation 
doping inserted in the inner barrier generally causing the largest increase in 
absorption. In addition, the more the donors incorporated in the structure, the larger 
applied voltage is required to transform the overall absorption intensity. Therefore, 
there is a loss in the sensitivity of the electroabsorption modulation for a large 
amount of donors. Detailed comparison of the sensitivity o f applied bias for the 
weakly coupled quantum well structures will be given in Section 4.5.2.
4.4.2 Modulation doped TQWs
Based on the behaviour of modulation doped TQWs presented above, it is expected 
that increasing the total amount of donors in the structure will enhance the Fermi 
occupancy ratio and subsequently improve ISBA, as in the SQW and DQW. As a 
result, both the C-TQW and 3QW structures with a large doping concentration of
18 31x10 donors/cm in all barriers, resembling the situation in Fig. 4.31(h), has been 
studied in detail separately and the results are presented in the following sections.
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(1) An Optimized C-TQW Structure
First, the C-TQW structure which was doped to l x l 0 18/cm 3 in all barriers was 
simulated. As commented, the electroabsorption behaviour in C-TQW is complicated. 
For clarifying such behaviour, the transition energy, absorption intensity, absolute 
value of optical matrix element and the Fermi occupancy ratio as a function of 
electric field are given in Fig. 4.35.
Fig. 4.35 (a) shows the variation of the transition energies {Etj) versus applied field. 
The energy shift in the absorption peak is very sensitive to electric field, in contrast 
to the SQW which has a negligible red shift, and is much stronger than the energy 
shift in the C-DQW structure. Fig. 4.35 (b) shows the absorption intensity for each 
transition [max(a,y)] as a function o f electric field. The behaviour of max(a,y) in Fig.
4.35 (b) is the combined outcome of the contribution from the matrix elements in Fig.
4.35 (c) and the Fermi occupancy ratio in Fig. 4.35 (d). At low applied field strengths 
(|FflV| < 3 V/pm), three dominant peaks occur in the ISBA spectrum (E\-Ee, E2-E5 and 
E 3-E4). While the amplitude o f these peaks decreases dramatically with increasing 
field, the absorption amplitudes of E 1-E5 and E2-E4 transitions increase first and then 
decrease, and the absorption peak of E\-E$ transition continuously grows in strength 
as electric field increases. Due to the characteristics o f Ey  and max(a,y), 
electroabsorption modulation in a C-TQW is consequently complicated.
The breaking of the parity selection rule at higher field strengths can be observed 
clearly in Fig. 4.35 (c). The parity-forbidden (at zero field) transition E\-Es increases 
significantly in absorption strength and even dominates the absorption spectra when 
the field strength, [FflV|, is greater than 5.4 V/pm. It shows that the parity selection 
rule is important only for a weak electric field but breaks down in a strong electric 
field owing to the field induced distortion of the wavefunctions. In addition, the role 
played by the value of optical matrix element in determining the contribution of a 
given transition to the overall absorption is important not only at Fav ~ 0 but also at 
large field strengths. This contrasts with the situation in the SQW and even the
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Figure 4.35: (a) The transition energy, (b) the maximum absorption coefficient o f  each transition, 
(c) the optical matrix elem ent and (d) the Fermi occupancy ratio and as a function o f  
electric field o f  a C-TQW  structure with modulation doping to l x l 0 18/cm 3 in all 
barriers.
C-DQW where the Fermi occupancy is dominant for the well width considered. 
Absorption for transition E2-E5, for example, is forbidden at around Fav = -9.5 V/pm 
due to the zero value o f its matrix element and starts to increase when electric field 
exceed that limit. Moreover, there is another limitation o f the parity selection rule in 
which only three transitions are clearly resolved at the low field. The absorption 
strengths o f transitions E\-Ea, and E^-Ee are expected to be large according to the 
selection rule but their values o f optical matrix element are in fact very small. This 
shows that the normal parity selection rule is only obeyed in the simple symmetric 
structures like SQW and DQW and also near zero field.
Due to the multiple transition energies and the unequal absorption strength, both o f  
which non-linearly vary as a function o f the applied field, these effects result in the 
complicated lineshape and complicated evolution o f lineshape with electric field
1 6 3
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illustrated in Fig. 4.36. The three-dimensional plot of absorption coefficient versus 
photon energy versus electric field for the C-TQW is shown in Fig. 4.36 (a). The 
change of the absorption spectra as a function of electric field is dramatic and 
complex compared with that of strongly modulation doped SQWs and C-DQWs. In 
addition, Fig. 4.36 (b) shows that the spectral positions of the absorption peaks vary 
non-linearly with electric field. In order to reveal the absorption change at certain 
fixed photon energies for practical device operation, Fig. 4.36 (c) shows the electric 
dependence of absorption coefficient for the photon energy near 0.8 eV. The 
absorption coefficient at 0.79 and 0.84 eV decreases dramatically while at 0.81 eV 
the absorption coefficient rises then falls as the electric field increases. Therefore, 
multi-wavelength modulation is achievable for the C-TQW structures but only at 
specific structure dependent wavelengths.
The unique features in C-TQW are essentially caused by the unequal field strength in 
three wells because of the modulation doping placed in inner barriers. Due to the 
high doping density and the strong screening effect, the minimum average field 
strength across the wells is about -0.5 V/pm (Vsurf -  0.043eV). However, only the 
average electric field strength in the middle well is -0.47 V/pm close to the overall 
mean value, whilst the field strengths in the left and the right side well are -9.13 
V/pm and +8.1 V/pm, respectively, which is qualitatively similar to the 
circumstances shown in Fig. 4.2 (c). Therefore, it follows that the localisation of 
envelope wavefunctions in two side wells can be stronger than the middle well at the 
low field. This is especially true in the case o f weak coupling as will be seen in the 
next section.
The effect o f the electric field on the envelope wavefunctions of the three lowest 
energy states is shown in Fig. 4.37. The energy spacing of these states is not on a 
correct energy scale for the clarity of plotting the wavefunctions. As can be seen in 
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Figure 4.36: The 3D absorption spectra from different viewpoint: (a) isometric view and (b) top 
view with transition energies, and (c) the absorption coefficient at certain photon 
energies as a function o f electric field o f a C-TQW structure with modulation doping 
to l x l 0l8/cm3 in all barriers.
the electric field increases. When a small reverse bias is applied to the structure, the 
electric field in the left well increases to a larger negative value and the potential 
energy of the well is raised. Then the wavefunction of the £ 3  bound state tends to 
localise increasingly in this well. However, wavefunctions of £ 1  and £ 2  states still 
tend to remain extended across the central and right-hand wells. The increasing 
electric field modifies further the separation between subbands, and causes stronger 
localisation, and thus the transition energies and the absorption peaks change in 
magnitude. In conclusion, for thin barriers in TQW structures, the wells are strongly 
coupled and the interwell wavefunctions tend to extend across the whole three well 
structure at low applied field strength. The subsequent localisation of, in particular, 
the three lowest energy wavefunction contributes to the complex field dependence of 
ISBA in C-DQWs which are caused by these strong tunnelling phenomena and the 
modulation doping.
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Figure 4.37: The conduction band profile and the wavefunctions o f the ground states in C-TQW 
under different field strength. The confined states in this graph are not in the valid 
energy scale.
(2) An Optimized 3QW Structure
Next, the variation of the absorption spectra in a 3QW structure of modulation 
doping to a density of lxlO18 donors/cm3 in all barriers with applied electric field 
and photon energy is shown in Fig. 4.38. Due to the wide inner barriers, the wells are 
effectively decoupled and the electroabsorption behaviour approaches to that of three 
isolated SQWs. Although reasonably large differential absorption spectra can be 
anticipated from the three-dimensional absorption spectra shown in Fig. 4.38 (a), the 
decrease of the whole absorption spectra is not as sharp as in the SQW (Fig. 4.16) 
and DQW (Fig. 4.29) structures. This is because the sequential screening effect of the 
wells as each depletes in turn starting with the well nearest the Schottky contact. This 
screening results in a different field strength occurring across each well. The change 
of the confined stated by the applied bias is different in each well until the whole 
structure is fully depleted. As a consequence, the absorption contributed by each well 
differs through the structure, with the absorption strength becoming progressively
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Figure 4.38: The 3D absorption spectra from different viewpoint: (a) isometric v iew  and (b) top 
view  with transition energies o f  a 3QW structure with modulation doping to 
l x l 018/cm 3 in all barriers.
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stronger with increasing distance of the well from the Schottky contact.
By associating the transition energies in Fig. 4.38 (b), one can easily observe that 
there is always about 0.02 eV difference between the two strongest transition 
components (E\-E$ and E2-E5 at field strength from -1 to -2.5 V/pm, E\-Es and E2-E4 
from -3.3 to -10 V/pm, and E 1-E4 and E2-E5 stronger than -11 V/pm). The little 
difference in transition energies is an outcome o f the small energy splitting from the 
weak coupling. For the line broadening ( r  = 30 meV) considered in the calculations, 
all the Lorentzian components superpose on each other owing to the small energy 
difference in the vertical transitions to form a single absorption peak near 0.8 eV. 
Such small energy difference between the Lorentzian functions will create a weak 
shoulder in the single peak. As a result, the FWHM (line width) of the whole 
absorption spectrum becomes wider as commented before in relation to the results in 
Fig. 4.32.
In order to clearly demonstrate the degeneracy of subbands and localisation shift 
between the wells as the electric field changes, the potential profile and the envelope 
functions of ground states of the 3QW structure with modulation doping comprising 
lnm-wide «-type layers doped with lxlO18 donors/cm3 at field strength of -1.5, -2.7 
and -5.0 V/pm (equivalently at surface potentials of 0.551, 0.728 and 0.963 eV, 
respectively) are shown in Fig. 4.39. The energy states in the graph are not plotted on 
the correct energy scale to clarify the behaviour of the wavefunctions. Theoretically 
at zero field, the potential profile is symmetrical about the centre of the middle well 
with the two side wells having a higher potential energy than the middle well owing 
to the strong internal electric field derived from the modulation doped layers. As a 
result o f the internal field, the lowest average electric field strength is achieved at 
about -0.5 V/pm in the structure given in Fig. 4.38. Even with such a low value of 
average electric field, the symmetric potential is tilted and one of the ground states is 
already localised in the left well due to weak coupling and the unequal strength of the 
electric field in each well. When the average electric field increases from -1.5 V/pm
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Figure 4.39: The conduction band profile and the wavefunctions o f  the ground states in a 3QW 
under different field strength and corresponding surface potential. The confined states 
in this graph are not in the valid energy scale.
to -5.0 V/pm, the electric field in the left-hand well, Ft, takes a large negative value 
while Fc and FR, the field strength in the central and the right-hand wells, are more 
equal but a different direction. At a suitable field strength (around -2.7 V/pm when 
Vsurf = 0 .728 eV), Fc±Fr ~ 0, and a strong resonance tunnelling (quantum 
interference) occurs between E\ and Ei. Consequently, the optical matrix elements of 
E\ and £ 2  change rapidly at this point. Once the electric field exceed this particular 
value, the wavefunction of the lowest energy state (£ 1) localises in the right-hand 
well. However, the absorption peaks are contiguously spaced in energy, too close to 
be resolved. As a result, the absorption change in different ISBTs cannot be 
distinguished in the overall electroabsorption spectra.
In summary, like the 2QW structure, the absorption spectra in the 3QW considered 
here are largely the result of vertical transitions within the three effectively separate 
wells. The different ISBT energies and the absorption change are produced by 
degeneracy and the localisation of wavefunctions. Therefore, despite the weak
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tunnelling in the wide barrier structure, it still results in some important 
characteristics and the coupling effect has to be taken into account to reveal these 
features.
4.5 Comparisons and Discussion of Modulation Doped 
Quantum Well Structures
For the design of EAMs, large differential absorption is crucial. The strongly coupled 
and weakly coupled quantum well structures presented above shows their feasibility 
of the application to optical modulation. Although the strength of ISBA generally 
rises as the number of the well increases, the central wavelengths in strongly and 
weakly coupled structures are different from the original transition energy designed 
for SQW. In order to observe the electroabsorption at 1.55 pm communication 
wavelength (0.8 eV), the absorption coefficient of the previous optimized structures 
with modulation doped in all barriers (check Fig.s 4.16, 4.25, 4.29, 4.36 and 4.38) is 
shown in Fig. 4.40. The absorption strength is similar in all the structures. Therefore, 
increasing the number of the well cannot achieve a better absorption rate at the fixed 
wavelength without adjusting the central absorption peak by modifying other 
structural parameters. Again, the splitting and shifting of the subband energy caused 
by the tunnelling are significant and need to be considered in designing devices. 
However, both strongly and weakly coupled quantum well structures have very 
different characteristics of electroabsorption and are explored further individually.
4.5.1 Strongly Coupled Quantum Well Structures
In order to extend the understanding of SL and draw an analogy between the strongly 
coupled quantum well structures, an extra structure of five quantum wells (Lw = 2.2 
nm and Lb -  2.0 nm) are considered. The strongly coupled quintuple quantum well 
(C-QQW) structure with modulation doping to l x l 0 18/cm 3 in all barriers are 
calculated and compared with the absorption spectra of modulation doped SQW,
171














Figure 4.40: The absorption coefficient (a) at 0.8 eV photon energy (1.55 pm wavelength) as a 
function o f average field strength (Fav) in various modulation doped structures.
C-DQW and C-TQW in Fig. 4.41.
As can be seen in Fig. 4.41, the absorption spectrum extends over a wider range of 
photon energies, from ~0.7 to ~0.9 eV, as the well number increases. For all strongly 
coupled structures, there is absorption peak occurring at energy higher than 0.8 eV in 
SQW because of the splitting of confined energy states. In other words, a wider well 
width can be used for strongly coupled quantum well structures to achieve the same 
required wavelength (0.8 eV) as in SQW structures [85]. This could make the 
structure technologically easier to fabricate, as well as reduce the impact of interface 
roughness on device characteristics. For those material systems that are unsuitable 
for growing narrow wells, strongly coupled quantum well structures provides another 
option to achieve the required wavelength. However, strong coupling is necessary in 
those structures, which means a thin barrier is needed to be fabricated and the 
structures may be still challenging to grow.
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Figure 4.41: The absorption spectra o f a SQW, a C-DQW, a C-TQW and a C-QQW at Fav = -5 
V/pm. All structures are modulation doped in all barriers to l x l O18 donors/cm3.
Along with the multiple absorption peaks as the number of wells increases in Fig. 
4.41, the resolution of the peaks is diminishing. This is because of the smaller energy 
difference between the multiple transition energies. Clearly, the onset of the 
formation of a broad, near featureless absorption band will depend on the line 
broadening achieved in practice. As the number of wells increases, more transitions 
occur near 0.8 eV. When the number of strongly coupled quantum wells is sufficient 
large, a SL and its minibands are formed. From the results in Fig. 4.41, it can be 
concluded that the absorption band of SLs will be broad and featureless since the 
ISBA occurs between two minibands. In the presence of a large electric field, the 
minibands break into an energy ladder of discrete levels, which is known as a 
Wannier-Stark ladder. For clarifying such behaviour, further investigation based on 
techniques such as Kronig-Penney model or the tight banding approximation 
[4,42,44] is required, but this is beyond the scope of this thesis. Therefore, instead of 
large absorption change near a certain wavelength for a small perturbation of voltage
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bias, bipolar differential absorption spectra are anticipated for some bias conditions 
in SLs as absorption will increase in some parts of the absorption band and decrease 
in others.
As mentioned, the sharpness of the peaks that can be observed will also be limited by 
the line broadening in a strongly coupled structure. The influence of the broadening 
is shown in Fig. 4.42 for different light width in the Lorentzian function of the 
absorption spectrum of modulation doped C-TQW as an example. For a very narrow 
line width ( r  = 20 meV) for the Lorentzian function, the intensity o f absorption 
peaks is larger and the resolution of the peaks is high. With such a narrow line width, 
the contribution to the absorption band from normally forbidden transitions become 
more easily resolved even at low applied field strength. On the other hand, a large 
line width results in a low contrast absorption spectrum. For r  = 70 meV, the three 
well structure already results in a spectrum with low resolution of absorption peaks, 
which is expected to show electroabsorption behaviour similar to that o f SLs. 
Therefore, the line width is an important parameter for achieving sharp absorption 
spectra.
Since the transition energies in the coupled quantum well structure are shifted under 
an applied electric field, i.e. Stark shift, adjusting the bias applied to the structure is 
an alternative way for tuning absorption wavelength. Such an effect could open the 
possibility o f designing some infrared optical devices. Indeed, one type of 
intersubband modulator has already been proposed based on such a Stark shift 
[128,129]. However, asymmetric coupled quantum well structures are normally used 
in these Stark shift modulators to exploit a linear Stark shift.
Although the change of absorption amplitude by the applied electric field at a 
particular energy may be small, a large fluctuation in differential absorption spectra 
(Aa) can be achieved in a wide range of photon energy in modulation doped quantum
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Figure 4.42: The influence o f the line width ( f )  o f Lorentzian function on the intersubband 
absorption spectrum as for a modulation doped C-TQW at Fav = -5 V/pm.
wells. The variation in A a creates the potential for achieving a large change of 
refractive index of the medium which is called the electrorefraction effect. The 
change in refractive index An due to electrorefraction is calculated from the 
electroabsorption A a by using the Kramers-Kronig relation [4]. The Kramers-Kronig 
relation can be written as,
where, Ep is the photon energy, Aa(E) = a(E ,F 2) - a ( E ,F x), F\ and Fi are the 
initial and finial electric field strength, respectively.
The results of the electrorefraction modulation for SQW, C-DQW and C-TQW are 
demonstrated in Fig. 4.43. The An as a function of photon energies is shown in Fig. 
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Figure 4.43: (a) The change o f refractive index from ISBT (Au/sbt) as a function o f photon energy 
at electric field varied from 0 to -10 V/pm; (b) A x\ ISb t  at 0.8 eV photon energy as a 
function o f electric field for SQW, C-DQW and C-TQW.
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0.8 eV, which is the central absorption energy. The refractive index at 0.8 eV 
basically remains unchanged as seen in Fig. 4.43 (b) due to the symmetrical change 
in absorption coefficient around 0.8 eV. When the C-DQW or C-TQW is considered, 
the A« has very different characteristics. For instance, the refractive index near 0.8 
eV has a positive change while the changes around 0.77 and 0.83 eV are negative for 
the C-TQW. Also, An varies non-monotonically as a function of electric field and has 
a maximum change at a particular field strength. Therefore, strongly coupled 
quantum well structures can be used as phase or polarization modulators based on the 
electro-refractive effect associated with ISBA [209].
4.5.2 Weakly Coupled Quantum Well Structures
It has been shown that the 2QW and 3QW have wider scope than the strongly 
coupled quantum well structures for the application to EAMs. Two further weakly 
coupled quantum well structures, the five (5QW) and seven well (7QW) with Lw =
2.2 nm and Lb = 5.0 nm, are considered in here in order to analyse the behaviour of 
electroabsorption in a modulation doped MQW.
The simulated absorption spectra of the SQW and four weakly coupled quantum well 
structures comprising two, three, five and seven quantum wells are shown in Fig. 
4.44, all structures with modulation doping comprising lnm-wide n-type layers 
doped with lxlO 18 donors/cm3 in all barriers. It can be easily observed that there is 
only a single peak in all spectra, as demonstrated and commented previously for the 
2QW and 3QW. Due to the wide barrier width, the tunnelling is weak in all structures. 
The energies of dominant absorption are closely spaced in energy since the dominant 
vertical transition takes place in each well between the ground state and the excited 
state. Consequently, in the weakly coupled structures, the consequential 
characteristics of these structures approach to the SQW cases with a single somewhat 
broadened absorption peak.
Moreover, it has to be noted that the peak energies constantly shift from 0.8 eV in
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Figure 4.44: The absorption spectra o f a SQW and four weakly coupled structures (2QW, 3QW, 
5QW and 7QW) at Fav = -5 V/pm. All structures are modulation doped in all barriers 
to l x l O18 donors/cm3.
SQW to 0.76 eV in 7QW. This is caused by the lifting the degeneracy of the 
transition energies and the change in confined energies due to the coupling, which 
has been explained previously Section 2.1.1 by the shift integral and a transfer 
integral in DQW. Therefore, this changing of the position of the absorption peak is 
essentially related to the width of the barrier. Although the coupling between the 
wells is weak, it is still sufficient to engender an energy shift in the absorption peak. 
This small energy shift is important and needs to be considered when designing 
EAMs.
The variation in the intensity of the absorption peak shown in Fig. 4.44 can be used 
to estimate the performance of weakly coupled structures. In Fig. 4.45, max(Ea;/) is 
calculated as a function of Vsurf  for five different structures with modulation doped in 
all barriers. The maximum absorption, which occurs around -0.5 eV < Vsurf<  0.5 eV,
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Figure 4.45: The peak intensity o f overall absorption spectra [max(la,/)] as a function o f surface 
potential ( V ^ )  for SQW and the four weakly coupled structures (2QW, 3QW, 5QW 
and 7QW).
increases as the well number increases. However this increase is sub-linear. Such 
improvement is a combined result from increasing the amount of donors and the 
number of wells. Although the enhancement of the absorption strength is sub-linear 
with the number of wells, one should bear in mind that the overlap integral between 
the active region, where ISBA occurs and the mode profile of a guided light beam are 
different in these structures. For instance, the 2QW and 3QW would have about 
twice or three times the effective optical cross-section of the SQW. As a consequence, 
the light absorption will be stronger. In general, MQWs comprising such weakly or 
independent wells are more ideal for the application of EAMs than strongly coupled 
structures, since the peak absorption is higher and the absorption change versus 
applied voltage is well behaved, as Fig. 4.45 shows.
For the EAMs based on the MQWs, the balance between the peak absorption and 
voltage sensitivity is crucial. Table 4.4 lists the voltage change required to achieve an
179
Chapter 4 Simulation Results
80% to 20% change in the absorption strength in the structures detailed in Fig. 4.45. 
Note the absolute maximum absorption strength will vary from structure to structure, 
as will the optical confinement factor. However, given that these factors can be 
compensated by changing the length of the device, the data in Table 4.4 is 
representative of the likely voltage sensitivity of an EAM operating by ISBA using 
the types of deep, narrow quantum wells considered here. Such values clearly show 
that larger voltage bias is needed to fully deplete electrons from a large number of 
wells. However, the number of quantum wells in the MQW is important for EAM 
design since a large number will achieve a better optical overlap, or confinement 
factor. Therefore, a trade-off between absorption intensity and the operating 
sensitivity is required for high-speed, voltage-induced EAMs by ISBA in a 
modulation doped MQWs.
SQW 2QW 3QW 5QW 7QW
A V  8o*/r-2ov. (eV) 0.408 0.637 1.160 2.110 3.109
Table 4.4: The potential change from 80% to 20% of the highest absorption intensity for
different weakly coupled quantum well structures shown in Fig. 4.45.
Having raised the issue of the change of refractive index (An) for strongly coupled 
structures, the same calculation of Kramers-Kronig relation in Eq (4.1) is performed 
for the SQW and the four weakly coupled structures, corresponding to the 80% to 
20% change in the absorption strength given in Table 4.4. As can be observed in Fig. 
4.46 (a), all the An as a function of photon energy have a similar shape but shift to a 
lower energy for the larger number of wells. The function An has a zero value near 
the central absorption peak of the spectra given in Fig. 4.44.
Due to the constantly negative values of differential absorption spectra (Aa) and the 
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Figure 4.46: (a) The change o f refractive index from ISBT (AnISb t )  and (b) the chirp parameter (K ) 
as a function o f photon energy at absorption strength varied from 80% to 20% for 
modulation doped structures given in Fig. 4.45.
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coupled structures, one can expect to achieve bipolar chirp parameter around the 
wavelength of absorption peak. It has to be noted that the negative chirp is highly 
desirable from a system point of view for compensating fibre dispersion [78,210,211]. 
The chirp parameter is defined by [210]
r. An An(/l) 2 E  An( E)K  = —  x — ^ -  = —  x — —  (4.2)
X A a ( X )  T|c A a ( E )
where X and E  are the wavelength and energy o f the light. The simulation results are 
shown in Fig. 4.46 (b). The chirp parameter for all structures is basically linear as a 
function o f photon energy but with a small energy shift for different structures. This 
offset corresponds to the energy shift of the absorption peak in weakly coupled 
structures caused by the weak but not negligible tunnelling effect. As can be seen in 
Fig. 4,46 (b), one can tune EAMs based on weakly coupled structures to have a 
positive or negative chirp parameter straight forwardly, simply by adjusting the 
operating wavelength near the absorption peak. This effect provides EAMs operating 
by ISBA in weakly coupled deep narrow quantum wells a significant prospective 
advantage in fibre-based optical telecommunication networks.
4.6 Summary
A systematic study of the ISBA in various doping conditions in InGaAs/AlAs SQW, 
DQW and TQW structures is presented. To determine electronic properties such as 
the confining potential, the subband energies and the envelope wavefunctions, the 
self-consistent calculation o f Poisson-Schrodinger equations was used. The 
absorption spectra as a function of electric field were simulated for strongly coupled 
and negligibly coupled structures with different modulation doping. According to the 
calculation, the modulation doping in structures has a significant influence in their 
ISBAs. The magnitude and position of the absorption peaks for ISBTs are very 
sensitive to the applied electric field in strongly coupled structures. The negligibly 
coupled structures have similar characteristics to the SQW structure but are not
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identically same. The limitation of the parity selection rule at nonzero electric field 
and strongly coupled TQW is discussed. The internal estimated electroabsorption 
features for strongly coupled and weakly coupled quantum wells, and the cross over 
comparison between them have been studied. The results can be used in structure 
design.
183
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5.1 Conclusions
This thesis is devoted to study the modelling of electric-field-induced modulation of 
intersubband absorption (ISBA) for the application in short-wavelength near 1.55 pm. 
It has elucidated the roles of the electric field on electron occupancy in quantum 
wells and the transition energies on intersubband transitions (ISBTs) for 
Ino.5 3 Gao.4 7 As/AlAs quantum well structures with different coupling strength. Further, 
this work explores in detail the entire influence o f applied bias voltage associated 
with modulation doping on ISBA. Such a systematic study of electroabsorption 
based on ISBTs had not been investigated before the work described in this thesis.
In the first chapter of this thesis, an overview of modelling ISBT based quantum well 
structures, particularly in their applications to electroabsorption modulators (EAMs) 
and the motivation for the work, were presented. EAMs based on ISBA are starting 
to draw considerable interest for fulfilling the requirements o f ultrafast optical 
communications systems.
To assist the understanding of the methods for simulations, which were presented and 
utilised in this thesis, Chapter 2 reviewed key physics and properties of quantum well 
structures versus conventional semiconductor structures. It is required to enhance the 
absorption magnitude of the short-wavelength ISBTs in order to enable practical 
device applications. Therefore, the effects of modulation doping in quantum 
heterostructures were reviewed, since donors have to be introduced to provide 
carriers for the n-type electronic ISBTs. By focusing on the characteristics o f ISBTs, 
the various types of transition and the selection rules were described. Finally, the 
advantageous features of ISBTs, e.g. the fast relaxation time and the wide range of 
transition wavelengths, and the novel applications and the development of some 
interesting devices were presented.
The principal theory and numerical solutions used in this thesis were derived in detail
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in Chapter 3. In order to calculate the absorption coefficient of quantum well 
structures, the effects of modulation doping and applied bias on the density of 
electrons residing in the well and hence the strength of the ISBA, self-consistent 
solutions of the Poisson and Schrodinger equations are required. Firstly, a one­
dimensional model based on transfer matrix method was developed to solve the 
single electron Schrodinger equation for calculating the confined state energies and 
their envelope wavefunctions in an arbitrary potential profile. The potential profile is 
obtained by solving Poisson’s equation. A numerical model based on the Runge- 
Kutta method was then presented to calculate the potential and field distributions 
inside the device active region. By inputting the band edge profiles of the doped 
structures back into the Schrodinger solver, confined states were evaluated for 
different quantum well types, doping conditions and applied bias. Furthermore, an 
investigation into the effect o f subband nonparabolicity based on an energy- 
dependent effective mass approximation was carried out and then matched with data 
adopted from the published literature.
Finally, simulation results and comparisons between different structures were 
presented and discussed in Chapter 4. The systematic study o f ISBTs in 
InGaAs/ALAs material system has demonstrated the feasibility of ISBA based EAMs 
at communication wavelengths. Not only the absorption magnitude but also the 
transition wavelength of electric field induced modulation had been investigated in 
various quantum well structures, mainly single, double and triple quantum well 
structures with varying degrees of inter-well coupling. The essential results of the 
research can be naturally split in several major parts and summarized as follows.
First of all, the effects of modulation doping have been studied in depth. The 
absorption intensity of ISBA can be controlled simply by adjusting the electron 
density in a quantum well. Therefore, the doping density and the amount o f doping 
regions are crucial parameters because of their significant influence on the Fermi 
occupancy of confined states. Placing the modulation doped regions at different
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locations with the same amount of donors distinctly modifies the absorption-voltage 
characteristic of a given quantum well structure. This significantly affects the optical 
absorption at the same field strength but produces comparable enhancement of the 
overall absorption intensity. The transition energy shift resulting from varying the 
location of the modulation doping and density is small compared to the field effect, 
but is a notable factor in designing devices. The total amount of donors, i.e. the 
combination of doping density and doping layers, has a significant impact on the 
operating sensitivity of applied bias. Therefore, the trade-off between the absorption 
intensity and sensitivity of modulation is critical in designing devices.
Moreover, the effects of the average electric field across the quantum well(s) (Fav), or 
equivalently surface potential {Vsurj), on ISBA have been investigated. The Fav-Vsurf  
curves can be effectively used to estimate the strong electroabsorption modulation 
conditions for different structures. Also the characteristics of Fav-Vsurf  are significant 
in device operation and important in selecting the structure configuration such as 
Schottky contact, p-i-n or n-i-n junction when engineering device designs for 
particular applications, for example when accounting for the bias swing available in a 
system.
The Fermi occupancy constantly decreases as the surface potential or the negative 
field strength increases. This implies that the absorption intensity decreases in 
principle. This is also the dominant effect in determining the modulation rate of 
ISBA in the quantum well structures considered. In addition, the parity selection rule 
is broken by the applied external electric field. This is caused by the modification of 
the optical matrix elements as a result o f the asymmetric potential profile. In general, 
the absorption intensity of the ISBT can efficiently be controlled by means of 
adjusting the electron density in a quantum well or the optical matrix elements via 
applied field or bias.
The influence of applied electric field on the subband energies, which is the
187
Chapter 5 Conclusions and Scope for Further Research
well-known Stark shift, has only a weak effect on the transition energies of narrow 
isolated quantum wells, but has a large impact on strongly coupled quantum well 
structures. The Stark shift plays a significant role in determining the shape of the 
absorption band. Furthermore, the localization o f wavefunctions in different bound 
energy states is very dependent on the electric field strength and causes electrons to 
accumulate in different part o f the structure.
Last but not least, a comprehensive investigation on the effect of the structural 
parameters of quantum wells has been carried out. Selecting the suitable well width 
and the barrier width are crucial in ISBA since the former determines the central 
transition energies and the latter determines the coupling (tunnelling) strength 
between the wells. The wavefunction tunnelling introduces the splitting and shifting 
o f confined states and therefore results in determining the lineshape o f absorption 
spectra.
For the strongly coupled quantum well structures, the optical matrix elements vary, 
often rapidly, as the bias changes and therefore results in a complex absorption 
spectra. They are prospective structures for multi-wavelength absorption. Weakly 
coupled quantum well structures are more suitable for EAMs than strongly coupled 
structures because the transition energy is almost the same in each nearly isolated 
well and the absorption change per volt applied is large. The absorption edge can be 
controlled over a wide range of applied electric field, or equivalently external 
voltages.
Further investigation on electroreffaction and the chirp parameter has been 
performed for the structures up to seven wells. The strongly coupled structures show 
a significant electrorefractive effect which can be used as phase of polarization 
modulators. The bipolar chirp parameter around the central absorption peak is 
achieved in the weakly coupled quantum well structures, which shows the potential 
application in fibre-based optical telecommunication networks.
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To summarize, a comprehensive study of short-wavelength intersubband transition in 
InGaAs/AlAs system on InP substrate has been performed. The design and 
implementation of ISBT around 1.55 pm (0.8 eV) are achieved in the case of strong 
electroabsorption modulation. The theoretical research explored clearly demonstrates 
the feasibility of an intersubband modulator as a candidate for the high speed and 
low voltage modulators of the future. Further, the simulation results also provide 
insight into the optimum design of EAMs based on ISBA.
5.2 Scope for Further Research
The investigation described in this thesis has met its primary objectives, namely to 
establish the feasibility, from simulations, of strong electroabsorption modulation of 
ISBTs at telecommunication wavelengths and the role of modulation doping in 
improving the electroabsorption properties. In spite of these positive results, further 
work is needed to confirm from measurement the electroabsorption and 
electrorefraction associated with ISBA in InGaAs/AlAs quantum wells to compare 
with the simulation results.
In practice, quantum well devices are often heavily doped in order to obtain 
sufficiently large absorption coefficients. The single particle approximation breaks 
down at high carrier concentrations of a few 1012/cm2. In such case, several 
many-body effects, e.g. exchange-correlation Coulomb interaction, depolarization 
and exciton-like effects [212-214], become important for the calculation of the 
spectral position of the absorption peak and change the characteristics of modulators. 
For instance, coupling between the ISBTs at different k  wavevectors is induced by 
the Coulomb interaction between the electrons occupying different confined states. 
The Coulomb interaction also introduces an additional back-driving force for the 
carriers and therefore results in shifting the position of the transition energy towards 
the higher photon energies, i.e., the shorter peak absorption wavelength [215-217].
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These many-body effects affect the shape of the intersubband absorption band, 
narrowing the absorption line width and modifying the absorption peaks. Therefore, 
a more complete model needs to be developed for taking into account of many-body 
effects, since the future focus is likely to be on heavily doped structures to achieve 
stronger ISBA.
One o f the main simplifications in the simulation presented in this thesis is the 
assumption o f no photo-current throughout the diode. Under this assumption, the 
Fermi level in the structure is constant and was selected as the reference energy level 
in calculating the confined energy states and the absorption coefficient. With the 
assumption o f reverse bias, the currents are usually small and therefore the 
approximation is satisfactory. However, forward bias can be useful and the 
photo-current in n-i-n structures can be large for most bias conditions. Consequently, 
the model developed here, whilst useful for determining the underlying physics and 
trends, is limited for accurately simulating the device characteristics. In reality, when 
the device is under large forward bias, there is a gate current. This implies that the 
Fermi level will bend through the depleted region and is voltage dependent [218]. 
With this correction considered, the characteristics o f the electroabsorption 
modulation will vary. For instance, the shape of absorption band of strongly coupled 
quantum well structures will be modified and the electroabsorption modulation rate 
in weakly coupled structures should be milder due to the stronger contribution of left 
hand side wells to the overall ISBA of an MQW. Clarification o f such effects will 
require detailed simulation based on an improved model.
Although the strongly coupled quantum well structures show less efficient 
electroabsorption modulation than MQWs, the Stark shift is large in these structures 
and the shape of the absorption band varies dramatically. The multiple C-DQW or 
C-TQW could be useful for modulators based on the combination effect of the 
absorption lineshape and energy shift. Therefore, there are some alternative 
approaches to design and fabricate intersubband modulators, such as the Stark
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modulator, the quantum interference modulator or electro-optics modulators based on 
electrorefraction. However, asymmetric quantum well structures in which the wells 
may have either unequal thickness or different materials, or both, are more efficient 
for achieving the linear Stark shift or strong quantum interference [126-129]. In order 
to simulate multiple asymmetric C-DQW or C-TQW structures, a more flexible 
structure configuration will be needed to improve the modelling.
With a focus on achieving high modulation speeds and large absorption modulation, 
it is also important to have tight confinement of any guided lightwaves to the MQW, 
as the required interaction length (modulator length) is inversely proportional to the 
confinement factor of the optical field to the quantum well layers. For EAMs based 
on the conventional rib waveguide structures, as shown in Fig. 2.14, substrates with 
lower refractive index than the core region are required. Moreover, the number of the 
wells needs to increase to achieve tight optical confinement. Therefore, the optical 
design o f an effective single mode dielectric waveguide, for example using the 
weighted index method [219,220], will be of significant interest owing to its 
application in estimating the optical confinement. As the results have shown, 
increasing the number of quantum wells can achieve large absorption rate and but 
also results in a requirement for the applied voltage to deplete the quantum well 
structures. At high modulation speeds, voltage is a limiting factor [129,221,222]. An 
improved model that can exactly simulate the optical confinement for the quantum 
wells needs further investigation. Alternatively, Holmstrom et at have proposed two 
possibilities to achieve waveguides, one based on the plasma effect and the other 
based on surface plasmons at a metal/semiconductor interface, with a very tight 
confinement for mid-infrared wavelengths [221]. Whilst free carrier absorption will 
cause excess loss in waveguides formed by doping, surface plasmons may have 
advantages for low voltage operation. Therefore, an evaluation of a surface plasmon 
guided wave ISBA modulator would be of interest.
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Matrix Coefficients for Transfer Matrix Method
Condition I: E  < V{, E < Vi/+i
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The Fermi-Dirac integral of order j  is defined as [223]
'■'“■rrrrifr derc/ + l) Jo l + e” 1
where T is Gamma function and T(x) = J*° t x~le~‘d t . Blakemore [223,224] has given 
an approximate function for the Fermi-Dirac integral o f order 1/2
7 ]  < 1.3
Fm (rt) =
l + 0.27e"
a  2 3
4 , 2  &  . 7
The relative error of the function is within 3% of the actual integral. Similar the 
approximate function for F 3 / 2  [225] is 
1
^ 3/2 (7 ) ~ 77 < 0
1 + 0.16e7
The relative error o f the function is less than 2% for the negative values of rj.
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