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In this paper we consider Hyers–Ulam stability problems for the Pexider equation, the
Cauchy equation, and the Jensen equation in general restricted domains in a group. The
main purpose of this paper is to find restricted domains such that the functional inequality
satisfied in those domains extends to the inequality for the whole domain and such that
the Hyers–Ulam stability theorem holds for the inequalities as it does when the inequality
holds globally. We also consider a distributional version of the Hyers–Ulam stability of the
Pexider equation in restricted domains and its asymptotic behaviors.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Hyers–Ulam stability problems for functional equations were originated by S.M. Ulam in 1940 when he proposed the
following question [1]:
Let f be a mapping from a group G1 to a metric group G2 with metric d(·, ·) such that
d(f (xy), f (x)f (y)) ≤ ε.
Then does there exist a group homomorphism h and a δϵ > 0 such that
d(f (x), h(x)) ≤ δϵ
for all x ∈ G1?
One of the first assertions to be obtained is the following result, essentially due to Hyers [2], that gives an answer to the
question of Ulam.
Theorem 1.1. Suppose that S is an additive semigroup, Y is a Banach space, ϵ ≥ 0, and f : S → Y satisfies the inequality
‖f (x+ y)− f (x)− f (y)‖ ≤ ϵ (1.1)
for all x, y ∈ S. Then there exists a unique function A : S → Y satisfying
A(x+ y) = A(x)+ A(y) (1.2)
for which
‖f (x)− A(x)‖ ≤ ϵ (1.3)
for all x ∈ S.
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In 1949–1951 this result was generalized by the authors Aoki [3] and Bourgin [4,5]. In 1978 Th.M. Rassias generalized
the Hyers result to new approximately linear mappings [6]. Since then the stability problems have been investigated in
various directions for many other functional equations [7–33]. Among the results, the stability problem in a restricted
domain was investigated by F. Skof, who proved the stability problem of the inequality (1.1) in a restricted domain [32].
Developing this result, S.M. Jung, J.M. Rassias and M.J. Rassias considered stability problems in restricted domains for the
Jensen functional equation [34], quadratic type functional equations [16], mixed type functional equations [24] and Jensen
type functional equations [23]. The results can be summarized as follows: Let X and Y be a real normed space and a real
Banach space, respectively. For fixed d ≥ 0, if f : X → Y satisfies the functional inequalities (such as those of Cauchy,
quadratic, Jensen and Jensen type form, etc.) for all x, y ∈ X with ‖x‖ + ‖y‖ ≥ d (which is the case where the inequalities
are given by two indeterminate variables x and y), the inequalities hold for all x, y ∈ X . In Section 2 of the present paper we
first consider the Pexider equation, the Cauchy equation and the Jensen equation in various restricted domains in a group.
As applications, we obtain the stability problems for the above equations in restricted domains more general than that of
the form {(x, y) ∈ X : ‖x‖ + ‖y‖ ≥ d}, which also refines the stability theorems of [34,32]. In Section 3 we consider the
asymptotic behavior of the equations. In Section 4 we consider a distributional version of the Hyers–Ulam stability of the
Pexider equation in restricted domains and its asymptotic behaviors.
2. Stability of the Pexider equation in restricted domains
Let G be a group. We use the following usual notation. We denote by G× G = {(a1, a2) : a1, a2 ∈ G} the product group,
i.e., for a = (a1, a2), b = (b1, b2) ∈ G × G we define ab−1 = (a1b−11 , a2b−12 ). For a subset H of G × G and a, b ∈ G × G, we
set aH = {ah : h ∈ H},Hb = {hb : h ∈ H}, aHb = {ahb : h ∈ H}. For given x, y ∈ Gwe denote by Px,y,Qx,y, Rx,y the subsets
of points of the following forms (not necessarily distinct) in G× G, respectively:
Px,y = {(e, e), (x, e), (e, y), (x, y)},
Qx,y = {(y, e), (e, y), (x, y), (xy, e)},
Rx,y = {(x, e), (e, x), (x, y), (e, xy)},
where e denotes the identity element of G. The set Px,y can be viewed as the vertical points of a rectangle in G×G parallel to
both the x-axis and the y-axis in the sense that (x, y)(e, y)−1 = (x, e)(e, e)−1 = (x, e) and (x, y)(x, e)−1 = (e, y)(e, e)−1 =
(e, y), respectively, also Qx,y can be viewed as the vertical points of a parallelogram in G × G parallel to the x-axis in the
sense that (xy, e)(y, e)−1 = (x, y)(e, y)−1 = (x, e), and Rx,y can be viewed as the vertical points of a parallelogram in G× G
parallel to the y-axis in the sense that (e, xy)(e, x)−1 = (x, y)(x, e)−1 = (e, y).
Definition 2.1. Let U be subsets of G × G. We introduce the following conditions (C1)–(C3) on U: For any x, y ∈ G, there
exists z ∈ G such that
(C1) (e, z)Px,y(z−1, e) = {(z−1, z), (xz−1, z), (z−1, zy), (xz−1, zy)} ⊂ U,
(C2) Qx,y(e, z) = {(y, z), (e, yz), (x, yz), (xy, z)} ⊂ U,
(C3) (z, e)Rx,y = {(zx, e), (z, x), (zx, y), (z, xy)} ⊂ U,
respectively.
If G is a vector space, the sets (e, z)Px,y(z−1, e),Qx,y(e, z) and (z, e)Rx,y can be understood as the translations of Px,y,Qx,y
and Rx,y by (−z, z), (0, z) and (z, 0), respectively. There are many interesting examples of sets U satisfying some of the
conditions (C1)–(C3). We start with some trivial examples.
Example 2.1. Let G be a real normed space. For α, β, d ∈ R, let
U = {(x, y) ∈ G× G : α‖x‖ + β‖y‖ ≥ d}, (2.1)
U = {(x, y) ∈ G× G : ‖αx+ βy‖ ≥ d}. (2.2)
Then U satisfies (C1) if α + β > 0, (C2) if β > 0 and (C3) if α > 0, and V satisfies (C1) if α ≠ β , (C2) if β ≠ 0 and (C3) if
α ≠ 0.
Example 2.2. Let G be a real inner product space. For d ≥ 0, x0, y0 ∈ G,
U = {(x, y) ∈ G× G : ⟨x0, x⟩ + ⟨y0, y⟩ ≥ d}. (2.3)
Then U satisfies (C1) if x0 ≠ y0, (C2) if y0 ≠ 0 and (C3) if x0 ≠ 0.
Example 2.3. Let G be the group of nonsingular square matrices with the operation of matrix multiplication. For α, β ∈
R, δ, d ≥ 0, let
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U = {(P1, P2) ∈ G× G : | det P1|α| det P2|β ≤ δ}, (2.4)
U = {(P1, P2) ∈ G× G : | det P1|α| det P2|β ≥ d}. (2.5)
Then U satisfies (C1) if α ≠ β , (C2) if β ≠ 0 and (C3) if α ≠ 0.
In the following one can see that if Px,y,Qx,y and Rx,y are replaced by arbitrary subsets of four points (not necessarily
distinct) in G × G, the conditions become stronger, i.e., there are subsets Uj, j = 1, 2, 3, which satisfy the conditions
(C1)–(C3), respectively, but the Uj, j = 1, 2, 3, fail to fulfill the following conditions (2.6)–(2.8), respectively: For any subset
{p1, p2, p3, p4} of points (not necessarily distinct) in G× G, there exists a z ∈ G such that
(e, z){p1, p2, p3, p4}(z−1, e) ⊂ U1, (2.6)
{p1, p2, p3, p4}(e, z) ⊂ U2, (2.7)
(z, e){p1, p2, p3, p4} ⊂ U3, (2.8)
respectively.
Now we give examples of U1,U2,U3 which satisfy (C1), (C2) and (C3), respectively, but not (2.6), (2.7) and (2.8),
respectively.
Example 2.4. Let G = Z be the group of integers. Enumerate
Z× Z = {(a1, b1), (a2, b2), . . . , (an, bn), . . .}
such that
|a1| + |b1| ≤ |a2| + |b2| ≤ · · · ≤ |an| + |bn| ≤ · · · ,
and let Pn = {(0, 0), (an, 0), (0, bn), (an, bn)}, n = 1, 2, . . . . Then it is easy to see that U1 =∞n=1(Pn + (−2n, 2n)) satisfies
the condition (C1). Now let P = {(x1, y1), (x2, y2)} ⊂ Z×Zwith x2 > x1, y2 > y1, (x1+y1)(x2+y2) > 0. Then P+(−z, z) is
not contained inU1 for all z ∈ Z. Indeed, let (a, b) ∈ Pn+(−2n, 2n), (c, d) ∈ Pn+1+(−2n+1, 2n+1). Thenwehave a > c, b < d
for all n = 1, 2, . . . . Thus it follows from x2 > x1, y2 > y1 that if P + (−z, z) ⊂ U1, then P + (−z, z) ⊂ Pn + (−2n, 2n)
for some n ∈ N, which implies that the line segment joining the points of P + (−z, z) intersects the line y = −x in
R2, contradicting the condition (x1 + y1)(x2 + y2) > 0. Similarly, let Qn = {(bn, 0), (0, bn), (an, bn), (an + bn, 0)} and
Rn = {(an, 0), (0, an), (an, bn), (0, an + bn)}, n = 1, 2, . . . . Then it is easy to see that U2 =∞n=1(Qn + (0, 2n)) satisfies the
condition (C2) but not (2.7) and U3 =∞n=1(Rn + (2n, 0)) satisfies the condition (C3) but not (2.8).
Throughout this section we denote by G, X and Y , a group, a real normed space and a Banach space, respectively. We call
the functions satisfying (1.2) additive functions.
Theorem 2.2. Let U satisfy the condition (C1), and ϵ ≥ 0. Suppose that f , g, h : G → Y satisfy
‖f (xy)− g(x)− h(y)‖ ≤ ϵ (2.9)
for all (x, y) ∈ U. Then there exists a unique additive function A1 : G → Y such that
‖f (x)− A1(x)− f (e)‖ ≤ 4ϵ (2.10)
for all x ∈ G.
Proof. For given x, y ∈ G, choose a z ∈ G such that (e, z)Px,y(z−1, e) ⊂ U . Then we have
‖f (xy)− f (x)− f (y)+ f (e)‖ ≤ ‖f (xy)− g(xz−1)− h(zy)‖ + ‖ − f (x)+ g(xz−1)+ h(z)‖
+‖ − f (y)+ g(z−1)+ h(zy)‖ + ‖f (e)− g(z−1)− h(z)‖
≤ 4ϵ. (2.11)
Now by Theorem 1.1, there exists a unique additive function A1 : G → Y such that
‖f (x)− A1(x)− f (e)‖ ≤ 4ϵ
for all x ∈ G. This completes the proof. 
As a consequence of Theorem 2.1 we have the stability of the Jensen functional equation in restricted domains (cf. [34]).
Corollary 2.3. Let U satisfy the condition (C1), and ϵ ≥ 0. Suppose that f : G → Y satisfies
‖2f (xy)− f (2x)− f (2y)‖ ≤ ϵ (2.12)
for all (x, y) ∈ U. Then there exists a unique additive function A : G → Y such that
‖f (x)− A(x)− f (e)‖ ≤ 2ϵ (2.13)
for all x ∈ G.
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Proof. Replacing f (x) by 2f (x) and both g(x) and h(x) by f (2x) in (2.9) we get the result. 
Theorem 2.4. Let U satisfy the condition (C2), and ϵ ≥ 0. Suppose that f , g, h : G → Y satisfy
‖f (xy)− g(x)− h(y)‖ ≤ ϵ (2.14)
for all (x, y) ∈ U. Then there exists a unique additive function A2 : G → Y such that
‖g(x)− A2(x)− g(e)‖ ≤ 4ϵ (2.15)
for all x ∈ G.
Proof. For given x, y ∈ G, choose a z ∈ G such that Qx,y(e, z) ⊂ U . Then we have
‖g(xy)− g(x)− g(y)+ g(e)‖ ≤ ‖ − f (xyz)+ g(xy)+ h(z)‖ + ‖f (xyz)− g(x)− h(yz)‖
+‖f (yz)− g(y)− h(z)‖ + ‖ − f (yz)+ g(e)+ h(yz)‖
≤ 4ϵ. (2.16)
Now by Theorem 1.1, there exists a unique additive function A2 : G → Y such that
‖g(x)− A2(x)− g(e)‖ ≤ 4ϵ
for all x ∈ G. This completes the proof. 
Theorem 2.5. Let U satisfy the condition (C3), and ϵ ≥ 0. Suppose that f , g, h : G → Y satisfy
‖f (xy)− g(x)− h(y)‖ ≤ ϵ (2.17)
for all (x, y) ∈ U. Then there exists a unique additive function A3 : G → Y such that
‖h(x)− A3(x)− h(e)‖ ≤ 4ϵ (2.18)
for all x ∈ G.
Proof. For given x, y ∈ G, choose a z ∈ G such that (z, e)Rx,y ⊂ U . Then we have
‖h(xy)− h(x)− h(y)+ h(e)‖ ≤ ‖ − f (zxy)+ g(z)+ h(xy)‖ + ‖f (zxy)− g(zx)− h(y)‖
+‖f (zx)− g(z)− h(x)‖ + ‖ − f (zx)+ g(zx)+ h(e)‖
≤ 4ϵ. (2.19)
Now by Theorem 1.1, there exists a unique additive function A3 : G → Y such that
‖h(x)− A3(x)− h(e)‖ ≤ 4ϵ
for all x ∈ G. This completes the proof. 
Theorem 2.6. Let U satisfy the conditions (C1)–(C3), and ϵ ≥ 0. Suppose that f , g, h : G → Y satisfy
‖f (xy)− g(x)− h(y)‖ ≤ ϵ (2.20)
for all (x, y) ∈ U. Then there exists a unique additive function A : G → Y such that
‖f (x)− A(x)− f (e)‖ ≤ 4ϵ,
‖g(x)− A(x)− g(e)‖ ≤ 4ϵ,
‖h(x)− A(x)− h(e)‖ ≤ 4ϵ,
for all x ∈ G.
Proof. In view of Theorems 2.2, 2.4 and 2.5, it suffices to prove that A1 = A2 = A3. By the condition (C1), for given x, y ∈ G,
one can choose z ∈ G such that (z−1, z), (xz−1, zy) ∈ U . Thus, from (2.20) we have
‖f (xy)− g(xz−1)− h(zy)‖ ≤ ϵ, (2.21)
‖ − f (e)+ g(z−1)+ h(z)‖ ≤ ϵ. (2.22)
Also, by the inequalities (2.16) and (2.19) we have
‖g(xz−1)− g(x)− g(z−1)+ g(e)‖ ≤ 4ϵ, (2.23)
‖h(zy)− h(z)− h(y)+ h(e)‖ ≤ 4ϵ. (2.24)
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From (2.21)–(2.24), using the triangle inequality we have
‖f (xy)− g(x)− h(y)− f (e)+ g(e)+ h(e)‖ ≤ 10ϵ (2.25)
for all x, y ∈ G. Using the inequalities (2.10), (2.15), (2.18) and (2.25) and the triangle inequality we have
‖A1(xy)− A2(x)− A3(y)‖ ≤ 22ϵ. (2.26)
Putting y = e and x = e in (2.26) separately, and using the additivity of Aj, j = 1, 2, 3, we have A1 = A2 and A1 = A3. This
completes the proof. 
Theorem 2.7. Let U ⊂ G× G and ϵ ≥ 0. Suppose that f : G → Y satisfies
‖f (xy)− f (x)− f (y)‖ ≤ ϵ (2.27)
for all (x, y) ∈ U. Then there exists a unique additive function A : G → Y such that
|f (x)− A(x)| ≤ 5ϵ (2.28)
for all x ∈ G if U satisfies (C1), and
‖f (x)− A(x)‖ ≤ 3ϵ (2.29)
for all x ∈ G if U satisfies (C2) or (C3).
Proof. Putting x = y = e in (2.27) we have |f (e)| ≤ ϵ. Thus the inequality (2.28) is a consequence of Theorem 2.2. Assume
that U satisfies (C2). For given x, y ∈ G, choose a z ∈ G such that Qx,y(e, z) = {(y, z), (e, yz), (x, yz), (xy, z)} ⊂ U . Then we
have
‖f (xy)− f (x)− f (y)‖ ≤ ‖ − f (xyz)+ f (xy)+ f (z)‖ + ‖f (xyz)− f (x)− f (yz)‖ + ‖f (yz)− f (y)− f (z)‖
≤ 3ϵ. (2.30)
Assume that U satisfies (C3). For given x, y ∈ G, choose a z ∈ G such that (z, e)Rx,y = {(zx, e), (z, x), (zx, y), (z, xy)} ⊂ U .
Then we have
‖f (xy)− f (x)− f (y)‖ ≤ ‖ − f (zxy)+ f (z)+ f (xy)‖ + ‖f (zxy)− f (zx)− f (y)‖ + ‖f (zx)− f (z)− f (x)‖
≤ 3ϵ. (2.31)
Now by Theorem 1.1, there exists a unique additive function A : G → Y such that
‖f (x)− A(x)‖ ≤ 3ϵ
for all x ∈ G. This completes the proof. 
As a consequence of Theorem 2.6 we have the following.
Corollary 2.8. Let ϵ, d ≥ 0. Suppose that f , g, h : X → Y satisfy
‖f (x+ y)− g(x)− h(y)‖ ≤ ϵ (2.32)
for all x, y ∈ X, with ‖x‖ + ‖y‖ ≥ d. Then there exists a unique additive function A : X → Y such that
‖f (x)− A(x)− f (0)‖ ≤ 4ϵ,
‖g(x)− A(x)− g(0)‖ ≤ 4ϵ,
‖h(x)− A(x)− h(0)‖ ≤ 4ϵ,
for all x ∈ X.
As a consequence of Theorem 2.7, we have the following.
Corollary 2.9. Let ϵ, d ≥ 0 and α > 0 or β > 0. Suppose that f : X → Y satisfies
‖f (x+ y)− f (x)− f (y)‖ ≤ ϵ (2.33)
for all x, y ∈ X, with α‖x‖ + β‖y‖ ≥ d. Then there exists a unique additive function A : X → Y such that
‖f (x)− A(x)− f (0)‖ ≤ 3ϵ
for all x ∈ X.
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As a consequence of Corollary 2.3, Theorems 2.4 and 2.5 we have the following (cf. [34]).
Corollary 2.10. Let ϵ, d ≥ 0, α, β ∈ R. Suppose that f : X → Y satisfies2f x+ y2

− f (x)− f (y)
 ≤ ϵ (2.34)
for all x, y ∈ X, with α‖x‖ + β‖y‖ ≥ d. Then there exists a unique additive function A : X → Y such that
‖f (x)− A(x)‖ ≤ 2ϵ
for all x ∈ X if α + β > 0, and
‖f (x)− A(x)‖ ≤ 4ϵ
for all x ∈ X if α > 0 or β > 0.
3. Asymptotic behaviors of the equations
In this sectionwe discuss asymptotic behaviors of the functional equations introduced in Section 2, which also generalize
and refine the results in [34,32].
Theorem 3.1. Let U satisfy (C1). Suppose that f , g, h : X → Y satisfy the asymptotic condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.1)
as ‖x‖ + ‖y‖ → ∞, (x, y) ∈ U. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0) (3.2)
for all x ∈ X.
Proof. By the condition (3.1), for each n ∈ N, there exists dn > 0 such that
‖f (xy)− g(x)− h(y)‖ ≤ 1
n
(3.3)
for all (x, y) ∈ U with ‖x‖ + ‖y‖ ≥ dn. Let U0 = U ∩ {(x, y) : ‖x‖ + ‖y‖ ≥ dn}. Then U0 satisfies the condition (C1). By
Theorem 2.2, there exists a unique additive function An : X → Y such that
‖f (x)− An(x)− f (0)‖ ≤ 4n (3.4)
for all x ∈ X . Putting n = m in (3.4) and using the triangle inequality we have
‖An(x)− Am(x)‖ ≤ 4n +
4
m
≤ 8 (3.5)
for all x ∈ X . Using the additivity of An, Am, we have An = Am for all n,m ∈ N. Letting n →∞ in (3.4), we get the result. 
Corollary 3.2. Let α, β ∈ R with α + β > 0. Suppose that f , g, h : X → Y satisfy the asymptotic condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.6)
as α‖x‖ + β‖y‖ → ∞. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0) (3.7)
for all x ∈ X.
Proof. Fix d > 0 and let U = {(x, y) : α‖x‖ + β‖y‖ ≥ d}. Then U satisfies (C1) and α‖x‖ + β‖y‖ → ∞ implies ‖x‖ +
‖y‖ → ∞ and (x, y) ∈ U . Thus applying Theorem 3.1 we get the result. 
Using Theorem 2.4 we obtain the results.
Theorem 3.3. Let U satisfy (C2). Suppose that f , g, h : X → Y satisfy the condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.8)
as ‖x‖ + ‖y‖ → ∞, (x, y) ∈ U. Then there exists a unique additive function A : X → Y such that
g(x) = A(x)+ g(0) (3.9)
for all x ∈ X.
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Corollary 3.4. Let α ∈ R. Suppose that f , g, h : X → Y satisfy the asymptotic condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.10)
as α‖x‖ + ‖y‖ → ∞. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0) (3.11)
for all x ∈ X.
Proof. Fix d > 0 and letU = {(x, y) : α‖x‖+‖y‖ ≥ d}. ThenU satisfies (C2) and α‖x‖+‖y‖ → ∞ implies ‖x‖+‖y‖ → ∞
and (x, y) ∈ U . Thus applying Theorem 3.3 we get the result. 
Using Theorem 2.5 we obtain the results.
Theorem 3.5. Let U satisfy (C3). Suppose that f , g, h : X → Y satisfy the asymptotic condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.12)
as ‖x‖ + ‖y‖ → ∞, (x, y) ∈ U. Then there exists a unique additive function A : X → Y such that
h(x) = A(x)+ h(0) (3.13)
for all x ∈ X.
Corollary 3.6. Let β ∈ R. Suppose that f , g, h : X → Y satisfy the asymptotic condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.14)
as ‖x‖ + β‖y‖ → ∞. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0) (3.15)
for all x ∈ X.
Proof. Fix d > 0 and letU = {(x, y) : ‖x‖+β‖y‖ ≥ d}. ThenU satisfies (C3) and ‖x‖+β‖y‖ → ∞ implies ‖x‖+‖y‖ → ∞
and (x, y) ∈ U . Thus applying Theorem 3.5 we get the result. 
Using Theorem 2.6 we obtain the following.
Theorem 3.7. Let U satisfy (C1)–(C3). Suppose that f , g, h : X → Y satisfy the condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.16)
as ‖x‖ + ‖y‖ → ∞, (x, y) ∈ U. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0),
g(x) = A(x)+ g(0),
h(x) = A(x)+ h(0)
for all x ∈ X.
Proof. By the condition (3.16), for each n ∈ N, there exists dn > 0 such that
‖f (x+ y)− g(x)− h(y)‖ ≤ 1
n
(3.17)
for all (x, y) ∈ U with ‖x‖ + ‖y‖ ≥ dn. Let U0 = U ∩ {(x, y) : ‖x‖ + ‖y‖ ≥ dn}. Then U0 satisfies the conditions (C1)–(C3).
By Theorem 2.6, there exists a unique additive function An : X → Y such that
‖f (x)− An(x)− f (0)‖ ≤ 4n , (3.18)
‖g(x)− An(x)− g(0)‖ ≤ 4n , (3.19)
‖h(x)− An(x)− h(0)‖ ≤ 4n (3.20)
for all x ∈ X . Like in the proof of Theorem 3.1, we have An = Am for all n,m ∈ N. Letting n →∞ in (3.18)–(3.20) we get the
result. 
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As a direct consequence of Theorem 3.7 we have the following.
Corollary 3.8. Suppose that f , g, h : X → Y satisfy the asymptotic condition
‖f (x+ y)− g(x)− h(y)‖ → 0 (3.21)
as ‖x‖ + ‖y‖ → ∞. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0),
g(x) = A(x)+ g(0),
h(x) = A(x)+ h(0)
for all x ∈ X.
Using Theorem 2.7 we obtain the following.
Theorem 3.9. Let U satisfy one of the conditions (C1)–(C3). Suppose that f : X → Y satisfies the asymptotic condition
‖f (x+ y)− f (x)− f (y)‖ → 0 (3.22)
as ‖x‖ + ‖y‖ → ∞, (x, y) ∈ U. Then f is an additive function.
As a consequence of Theorem 3.9 we have the following.
Corollary 3.10. Let α, β ∈ R satisfy one of the conditions α > 0, β > 0, α + β > 0. Suppose that f : X → Y satisfies the
asymptotic condition
‖f (x+ y)− f (x)− f (y)‖ → 0 (3.23)
as α‖x‖ + β‖y‖ → ∞. Then f is an additive function.
Using Corollary 2.3, Theorems 2.4 and 2.5 we obtain the following.
Theorem 3.11. Let U satisfy one of the conditions (C1)–(C3). Suppose that f : X → Y satisfies the asymptotic condition2f x+ y2

− f (x)− f (y)
→ 0 (3.24)
as ‖x‖ + ‖y‖ → ∞, (x, y) ∈ U. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0) (3.25)
for all x ∈ X.
As a consequence of Theorem 3.11 we have the following.
Corollary 3.12. Let α, β ∈ R satisfy one of the conditions α > 0, β > 0, α + β > 0. Suppose that f : X → Y satisfies the
asymptotic condition2f x+ y2

− f (x)− f (y)
→ 0 (3.26)
as α‖x‖ + β‖y‖ → ∞. Then there exists a unique additive function A : X → Y such that
f (x) = A(x)+ f (0) (3.27)
for all x ∈ X.
4. Distributional stability of the Pexider equation in half-planes
LetN0 be the set of non-negative integers. Forα = (α1, . . . , αn) ∈ Nn0, we define |α| = α1+· · ·+αn and ∂α = ∂α11 · · · ∂αnn ,
where ∂j = ∂∂xj , j = 1, 2, . . . , n.
Definition 4.1. Let C∞c (Ω) be the set of all infinitely differentiable functions onΩ with compact supports. A distribution u
is a linear form on C∞c (Ω) such that for every compact set K ⊂ Ω there exist constants C > 0 and k ∈ N0 for which
|⟨u, ϕ⟩| ≤ C
−
|α|≤k
sup |∂αϕ|
holds for all ϕ ∈ C∞c (Ω)with supports contained in K . The set of all distributions is denoted byD ′(Ω).
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LetΩj be open subsets of Rnj for j = 1, 2, with n1 ≥ n2.
Definition 4.2. Let uj ∈ D ′(Ωj) and λ : Ω1 → Ω2 be a smooth function such that for each x ∈ Ω1 the derivative λ′(x)
is surjective, that is, the Jacobian matrix ∇λ of λ has rank n2. Then there exists a unique continuous linear map λ∗ :
D ′(Ω2) → D ′(Ω1) such that Λ∗u = u ◦ λ when u is a continuous function. We call λ∗u the pullback of u by λ and it is
usually denoted by u ◦ λ.
In particular, ifΩ = Rn and S(x, y) = x+ y, P1(x, y) = x, P2(x, y) = y, the pullbacks u ◦ S, u ◦ P1, u ◦ P2 can be written as
⟨u ◦ S, ϕ(x, y)⟩ =

u,
∫
ϕ(x− y, y)dy

,
⟨u ◦ P1, ϕ(x, y)⟩ =

u,
∫
ϕ(x, y)dy

,
⟨u ◦ P2, ϕ(x, y)⟩ =

u,
∫
ϕ(x, y)dx

for all test functions ϕ ∈ C∞c (R2n).
Also, if λ is a diffeomorphism (a bijection with λ, λ−1 smooth functions) the pullback u ◦ λ can be written as
⟨u ◦ λ, ϕ⟩ = ⟨u, (ϕ ◦ λ−1)(x)|∇λ−1(x)|⟩.
For more details of distributions we refer the reader to [35,36].
We employ a function δ on Rn defined by
δ(x) =

qe−
√
(1−|x|2)−1 , |x| < 1
0, |x| ≥ 1,
where
q =
∫
|x|<1
e−
√
(1−|x|2)−1dx
−1
.
It is easy to see that δ(x) is an infinitely differentiable function with support {x : |x| ≤ 1}. Let δt(x) := t−nδ(x/t), t > 0
and u ∈ D ′(Rn). Then for each t > 0, u∗ δt(x) = ⟨uy, δt(x− y)⟩ is a smooth function of x ∈ Rn and u∗ δt(x)→ u as t → 0+
in the sense that
lim
t→0+
∫
(u ∗ δt)(x)ϕ(x)dx = ⟨u, ϕ⟩
for all ϕ ∈ C∞c (Rn).
In this section we consider a distributional version of the Hyers–Ulam stability of the Pexider type functional equation
in half-planes
Uk,d := {(x, y) ∈ R2 : x+ ky > d}
for some fixed k ≠ 0, 1, d ∈ R. Like in [9–11] we prove the Hyers–Ulam stability of the inequality
‖u ◦ S − v ◦ P1 − w ◦ P2‖Uk,d ≤ ϵ (4.1)
where the inequality ‖ · ‖Uk,d ≤ ϵ in (4.1) means that |⟨·, ϕ⟩| ≤ ϵ‖ϕ‖L1 for all test functions ϕ(x, y) defined on Uk,d. As a
main result we prove the following.
Theorem 4.3. Let k ≠ 0, 1, d ∈ R. Suppose that u, v, w ∈ D ′(R) satisfy (4.1). Then there exist a, c1, c2, c3 ∈ C such that
‖u− c1 − ax‖ ≤ 4ϵ,
‖v − c2 − ax‖ ≤ 4ϵ,
‖w − c3 − ax‖ ≤ 4ϵ.
Proof. Defining δt ⊗ δs(x, y) = δt(x)δs(y) and convolving δt ⊗ δs in the left hand side of (4.1) we have
[(u ◦ S) ∗ (δt ⊗ δs)](x, y) = ⟨u ◦ (ξ + η), δt(x− ξ)δs(y− η)⟩
=

uξ ,
∫
δt(x− ξ + η)δs(y− η)dη

= ⟨uξ , δt ∗ δs(x+ y− ξ)⟩
= u ∗ δt ∗ δs(x+ y).
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Similarly we have
[(v ◦ P1) ∗ (δt ⊗ δs)](x, y) = v ∗ δt(x),
[(w ◦ P2) ∗ (δt ⊗ δs)](x, y) = w ∗ δs(y).
Thus the inequality (4.1) is converted to the classical stability problem
|u ∗ δt ∗ δs(x+ y)− v ∗ δt(x)− w ∗ δs(y)| ≤ ϵ‖δt ⊗ δs‖L1 = ϵ (4.2)
for all x+ ky > d+√1+ k2 := d1 and 0 < t < 1, 0 < s < 1. From now on, we assume that 0 < t < 1, 0 < s < 1. From
the inequality (4.2) we have
|u ∗ δt ∗ δs(x+ y+ z)− v ∗ δt(x+ y)− w ∗ δs(z)| ≤ ϵ (4.3)
for x+ y+ kz > d1,
|u ∗ δt ∗ δs(x+ y+ z)− v ∗ δt(x)− w ∗ δs(y+ z)| ≤ ϵ (4.4)
for x+ ky+ kz > d1,
|u ∗ δt ∗ δs(y+ z)− v ∗ δt(y)− w ∗ δs(z)| ≤ ϵ (4.5)
for y+ kz > d1,
|u ∗ δt ∗ δs(y+ z)− v ∗ δt(0)− w ∗ δs(y+ z)| ≤ ϵ (4.6)
for ky+ kz > d1.
For given x, y ∈ R, choose z such that x + y + kz > d1, x + ky + kz > d1, y + kz > d1 and ky + kz > d1. Using the
triangle inequality with the inequalities (4.3)–(4.6) we have
|v ∗ δt(x+ y)− v ∗ δt(x)− v ∗ δt(y)+ v ∗ δt(0)| ≤ 4ϵ (4.7)
for all x, y ∈ R. Replacing (x, t) by (y, s), (y, s) by (x, t) in (4.2) and changing the positions of v andw we have
|w ∗ δt(x+ y)− w ∗ δt(x)− w ∗ δt(y)+ w ∗ δt(0)| ≤ 4ϵ (4.8)
for all x, y ∈ R. Now we prove that
|u ∗ δt(x+ y)− u ∗ δt(x)− u ∗ δt(y)+ u ∗ δt(0)| ≤ 4ϵ (4.9)
for all x, y ∈ R. For given x, y ∈ R, choosing z ∈ R such that kx + ky + (1 − k)z > d1, kx + (k − 1)y + (1 − k)z > d1,
ky+ (1− k)z > d1 and (k− 1)y+ (1− k)z > d1, in view of the inequality (4.2) we have
|u ∗ δt ∗ δs(x+ y)− v ∗ δt(z)− w ∗ δs(x+ y− z)| ≤ ϵ, (4.10)
|u ∗ δt ∗ δs(x)− v ∗ δt(z − y)− w ∗ δs(x+ y− z)| ≤ ϵ, (4.11)
|u ∗ δt ∗ δs(y)− v ∗ δt(z)− w ∗ δs(y− z)| ≤ ϵ, (4.12)
|u ∗ δt ∗ δs(0)− v ∗ δt(z − y)− w ∗ δs(y− z)| ≤ ϵ. (4.13)
Using the triangle inequality we have
|u ∗ δt ∗ δs(x+ y)− u ∗ δt ∗ δs(x)− u ∗ δt ∗ δs(y)+ u ∗ δt ∗ δs(0)| ≤ 4ϵ. (4.14)
Letting s → 0+ in (4.14) we get the inequality (4.9).
From (4.7)–(4.9), using Theorem 1.1 we obtain that there exist unique functions Aj(·, t), j = 1, 2, 3, satisfying
Aj(x+ y, t) = Aj(x, t)+ Aj(y, t), x, y ∈ R, (4.15)
for which
|u ∗ δt(x)− A1(x, t)− u ∗ δt(0)| ≤ 4ϵ, (4.16)
|v ∗ δt(x)− A2(x, t)− v ∗ δt(0)| ≤ 4ϵ, (4.17)
|w ∗ δt(x)− A3(x, t)− w ∗ δt(0)| ≤ 4ϵ (4.18)
for all x ∈ R.
Now we prove that A1 = A2 = A3. From (4.2), using the triangle inequality we have
|v ∗ δt(x)| ≤ ϵ + |u ∗ δt ∗ δs(x+ y)| + |w ∗ δs(y)| (4.19)
for all x+ ky > d1. Since u ∗ δt ∗ δs(x)→ (u ∗ δs)(x) as t → 0+, in view of (4.19) it is easy to see that
g(x) := lim sup
t→0+
v ∗ δt(x)
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exists for all x ∈ R. Similarly we can show that
h(x) := lim sup
s→0+
w ∗ δs(x)
exists for all x ∈ R. Putting y = 0 in (4.2) and letting s → 0+ so thatw ∗ δs(0)→ h(0)we have
|u ∗ δt(x)− v ∗ δt(x)− h(0)| ≤ ϵ (4.20)
for all x > d1. Similarly we have
|u ∗ δt(x)− w ∗ δt(x)− g(0)| ≤ ϵ (4.21)
for all kx > d1. Using (4.16), (4.17), (4.20) and the triangle inequality we have
|A1(x, t)− A2(x, t)| ≤ 9ϵ + |u ∗ δt(0)− v ∗ δt(0)− h(0)| := M(t) (4.22)
for all x ≥ d1. From (4.15) and (4.22) we have
|A1(x, t)− A2(x, t)| = 1|n| |A1(nx, t)− A2(nx, t)| ≤
1
|n|M(t) (4.23)
for all x ∈ R, x ≠ 0 and all integers nwith nx > d1. Letting n →∞ if x > 0 and letting n →−∞ if x < 0 in (4.23) we have
A1(x, t) = A2(x, t) for x ≠ 0, which implies A1 = A2 since A1(0, t) = A2(0, t) = 0. Similarly, using (4.16), (4.18) and (4.21)
we can show that A1 = A3.
Finally we prove that A1 is independent of t . Fixing x ∈ R and letting t → 0+ so that v ∗ δt(x)→ g(x) in (4.2) we have
|u ∗ δs(x+ y)− g(x)− w ∗ δs(y)| ≤ ϵ (4.24)
for all x+ ky > d1. The same substitution as the inequalities (4.3)–(4.6) gives
|g(x+ y)− g(x)− g(y)+ g(0)| ≤ 4ϵ. (4.25)
Using Theorem 1.1 we obtain that there exists a unique function A satisfying the Cauchy functional equation
A(x+ y)− A(x)− A(y) = 0 (4.26)
for which
|g(x)− A(x)− g(0)| ≤ 4ϵ. (4.27)
Now we show that A1(x, t) = A(x) for all x ∈ R and 0 < t < 1. Putting y = 0 in (4.24) we have
|u ∗ δs(x)− g(x)− w ∗ δs(0)| ≤ ϵ (4.28)
for all x > d1. From (4.16), (4.27) and (4.28), using the triangle inequality we have
|A1(x, t)− A(x)| ≤ 9ϵ + |u ∗ δt(0)− w ∗ δt(0)− g(0)| (4.29)
for all x > d1. From (4.29), using the method of proving A1 = A2 we can show that A1(x, t) = A(x) for all x ∈ R and t . Thus
we have A1 = A2 = A3 = A.
Letting t → 0+ in (4.17) so that v ∗ δt(0)→ g(0), we have
‖v − A(x)− c2‖ ≤ 4ϵ (4.30)
for some c2 ∈ C. Similarly, letting t → 0+ in (4.18) so thatw ∗ δt(0)→ h(0), we have
‖w − A(x)− c3‖ ≤ 4ϵ (4.31)
for some c3 ∈ C. Now we prove the inequality
‖u− A(x)− c1‖ ≤ 4ϵ (4.32)
for some c1 ∈ C. Choosing x0 ∈ R such that (1 − k)x0 > d1 and putting x = x0, y = −x0 in (4.24) and using the triangle
inequality we have
|u ∗ δs(0)| ≤ ϵ + |g(x0)+ w ∗ δs(−x0)|. (4.33)
From (4.33) there exists a sequence sn → 0+ such that u ∗ δsn(0) converges. Letting t = sn → 0+ in (4.16) we get (4.32).
Finally we show that the solution A of the Cauchy equation (4.26) has the form A(x) = ax for some a ∈ C. Recall that g is
the supremum limit of a collection of continuous functions v ∗ δt , 0 < t < 1. Thus if we let g = g1 + ig2, then both g1 and
g2 are Lebesgue measurable functions. Now, as we see in the proof of Theorem 1.1, the function A is given by
A(x) = lim
n→∞ 2
−ng(2nx). (4.34)
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Thus, let A = A1 + iA2. Then A1 and A2 are Lebesgue measurable functions as limits of sequences of Lebesgue measurable
functions. It is well known that every Lebesguemeasurable solution A of the Cauchy functional equation (4.26) has the form
A(x) = ax for some a ∈ C. This completes the proof. 
Let Uα,β,d := {(x, y) ∈ R2 : αx + βy > d} for α, β, d ∈ R. In view of the proof of Theorem 4.3 we obtain the behaviors
of u, v, w, separately, for the inequality
‖u ◦ S − v ◦ P1 − w ◦ P2‖Uα,β,d ≤ ϵ. (4.35)
Theorem 4.4. Suppose that u, v, w ∈ D ′(R) satisfy the inequality (4.35) for some α ≠ β, d ∈ R. Then there exist a1, c1 ∈ C
such that
‖u− c1 − a1x‖ ≤ 4ϵ.
Theorem 4.5. Suppose that u, v, w ∈ D ′(R) satisfy the inequality (4.35) for some β ≠ 0, d ∈ R. Then there exist a2, c2 ∈ C
such that
‖v − c2 − a2x‖ ≤ 4ϵ.
Theorem 4.6. Suppose that u, v, w ∈ D ′(R) satisfy the inequality (4.35) for some α ≠ 0, d ∈ R. Then there exist a3, c3 ∈ C
such that
‖w − c3 − a3x‖ ≤ 4ϵ.
As a consequence of the above result we obtain an asymptotic behavior of the inequality (4.1).
Corollary 4.7. Fix k ≠ 0, 1 and d ∈ R. Suppose that u, v, w ∈ D ′(R) satisfy the asymptotic condition
‖u ◦ S − v ◦ P1 − w ◦ P2‖Uk,d → 0 (4.36)
as d →∞. Then there exist a, c1, c2, c3 ∈ C such that
u = c1 + ax,
u = c2 + ax,
w = c3 + ax.
Proof. By the condition (4.36), for each n ∈ N there exists dn such that
‖u ◦ S − v ◦ P1 − w ◦ P2‖Uk,dn ≤
1
n
. (4.37)
By Theorem 4.3, there exist a, c1, c2, c3 ∈ Cwhich are independent of n such that
‖u− c1 − ax‖ ≤ 4n , (4.38)
‖v − c2 − ax‖ ≤ 4n , (4.39)
‖w − c3 − ax‖ ≤ 4n . (4.40)
Viewing the proof of Theorem 1.1, the function A(x) in the proof of Theorem 4.3 is given by
A(x) = lim
n→∞ 2
−nu ∗ δt(2nx),
and
c1 = lim sup
t→0+
u ∗ δt(0),
c2 = lim sup
t→0+
u ∗ δt(0),
c3 = lim sup
t→0+
u ∗ δt(0).
Thus the constants a, c1, c2, c3 ∈ C are independent of n. Letting n →∞ in (4.38)–(4.40) we get the result. 
Every locally integrable function f : R→ C can be viewed as a Schwartz distribution via the correspondence
⟨f , ϕ⟩ =
∫
f (x)ϕ(x)dx, ϕ ∈ C∞c (R).
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As a consequence of Theorem 4.3 we have the following.
Corollary 4.8. Let k ≠ 0, 1, d ∈ R. Suppose that f , g, h : R→ C, j = 1, 2, 3, are locally integrable functions satisfying
‖f (x+ y)− g(x)− h(y)‖L∞(Uk,d) ≤ ϵ. (4.41)
Then there exist a, c1, c2, c3 ∈ C such that
‖f (x)− c1 − ax‖L∞ ≤ 4ϵ, (4.42)
‖g(x)− c2 − ax‖L∞ ≤ 4ϵ, (4.43)
‖h(x)− c3 − ax‖L∞ ≤ 4ϵ. (4.44)
Corollary 4.9. Fix k ≠ 0, 1 and d ∈ R. Suppose that f , g, h : R→ C, j = 1, 2, 3, are locally integrable functions satisfying the
asymptotic condition
‖f (x+ y)− g(x)− h(y)‖L∞(Uk,d) → 0 (4.45)
as d →∞. Then there exist a, c1, c2, c3 ∈ C such that
f (x) = c1 + ax, (4.46)
g(x) = c2 + ax, (4.47)
h(x) = c3 + ax. (4.48)
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