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Einstein-dilaton-Gauss-Bonnet gravity is a well-motivated alternative theory of gravity that
emerges naturally from string theory. While black hole solutions have been known in this the-
ory in numerical form for a while, an approximate analytical metric was obtained recently by some
of us, which allows for faster and more detailed analysis. Here we test the accuracy of the analytical
metric in the context of X-ray reflection spectroscopy. We analyze innermost stable circular orbits
(ISCO) and relativistically broadened iron lines and find that both the ISCO and iron lines are
determined sufficiently accurately up to the limit of the approximation. We also find that, though
the ISCO increases by about 7% as dilaton coupling increases from zero to extremal values, the
redshift at ISCO changes by less than 1%. Consequently, the shape of the iron line is much less
sensitive to the dilaton charge than expected.
I. INTRODUCTION
Einstein’s theory of gravity has been the standard framework for describing gravitational effects in our universe.
Since its proposition, it has been applied quite successfully in various astrophysical scenarios. Its predictions have
largely been validated in the so called weak field regime [1], whereas in the strong field regime it is largely untested.
Tests in strong field gravity are becoming more accessible and popular with latest technology. As one of the most
compact objects predicted by general relativity, black holes are natural laboratories for testing strong gravity. Within
general relativity, most black holes are expected to be described by the uncharged and rotating metric discovered by
Kerr [2].1 Besides charge, which is expected to be extremely small for these objects, all the deviations from a Kerr
solution are quickly radiated away [4, 5] and the no-hair theorem [6, 7] holds for these objects.
Despite its successes, there are some fundamental questions, e.g., dark matter and dark energy, that are unre-
solved within Einstein’s theory. Moreover, combining Einstein’s theory with quantum mechanics results in a non-
renormalizable effective theory, which breaks down at the Planck scale. This remains an outstanding problem in
physics and a number of alternative theories have been proposed to resolve these issues. One of the most interest-
ing alternatives is the Einstein-dilaton-Gauss-Bonnet (EdGB hereafter) theory. It has an additional (to Einstein’s
theory) term in the action which is second-order in curvature, known as the Gauss-Bonnet term, and is coupled to
a dynamical scalar field. This model emerges naturally in string theory where the scalar field is the dilaton [8, 9].
Black hole solutions in numerical form are known in this theory, for spherically symmetric [8] as well as rotating
cases [10, 11]. (See also perturbative solutions at [12, 13].) Various potentially observable properties of the EdGB
black hole have been recently studied in a number of works. Quasinormal modes were computed in [14], while the
shadows were found first in [15] for the perturbative solution and in [16] for the numerical one.
A promising technique for probing the strong field region of black holes is X-ray reflection spectroscopy. The
standard approach to analyze black holes with this technique is the disk-corona model [17]. In this model, the black
hole is surrounded by a geometrically thin and optically thick disk [18] with accreting matter and possesses a “corona”.
The disk is formed of material either from a companion star, in case of stellar-mass black holes in binary systems,
or the interstellar medium, in case of supermassive black holes at galactic centers. The disk emits like a blackbody
locally, and as a multi-temperature blackbody when integrated radially. The temperature of the inner part of the
accretion disk typically is in the soft X-ray band (0.1 – 1 keV) for stellar-mass black holes and in the optical/UV
band (1 – 100 eV) for the supermassive ones. The corona is a hotter (∼100 keV) and optically thin source near the
black hole. The morphology of the corona is not very well understood. (See, e.g., [19, 20].) Thermal photons from
the disk gain energy via inverse Compton scattering off the hot electrons in the corona, and transform into X-rays
∗ Corresponding author: sourabh.nampalliwar@uni-tuebingen.de
1 There are additional assumptions like four dimensions, aymptotic flatness, etc. See, e.g., [3].
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2with a characteristic power-law distribution. These reprocessed photons return to the disk, producing a reflection
component with fluorescent emission lines. The strongest feature of the reflection spectrum is the iron Kα line, since
the disk is usually abundant in iron and the fluorescent yield for iron is higher than lighter elements, with emission
lines at 6.4 keV in the case of neutral or weakly ionized iron but can go up to 6.97 keV for H-like ions.
While the iron Kα line is a narrow line in the rest-frame of the disk, relativistic effects due to the gravity of the
central black hole cause this line to broaden and skew for observers far away. Combination of all such broadened lines,
from different ionizations of iron as well as from other elements present in the accretion disk, produces the reflection
spectrum. With high quality observations and suitable model of the disk, corona, etc., analysis of the reflection
spectrum can be a powerful tool for probing the strong gravitational fields of accreting black holes [21–23]. For the
rest of this paper, we focus our attention on the iron line, since the phenomenologies of a single line and the complete
reflection spectrum are similar.
Iron line spectroscopy was first applied to EdGB black hole metrics in [24]. They used the numerical metric
of [10, 11] to simulate observations of iron lines with current (NuSTAR2) and future (LAD/eXTP [25]) instruments.
They tried to recover the input parameters with the standard Kerr iron line data analysis model RELLINE [26]. The
logic behind this approach is as follows: a good fit with RELLINE precludes the possibility of detecting non-Kerr
metrics (the EdGB black hole metric in this case) with iron line spectroscopy. If a good fit is not possible, it suggests
that the non-Kerr metric sufficiently alters the iron line to make this technique a useful approach for testing this
non-Kerr metric. They found some unresolved features in LAD/eXTP simulations which could not be fitted with a
Kerr model. This suggests that X-ray spectroscopy in near future would be able to test EdGB black hole metrics
with real observations.
For this proof-of-principle study a numerical metric sufficed, but there are various drawbacks in using such metrics:
1. Calculating propagation of photons along geodesics is relatively slower in numerical metrics, since metric coef-
ficients and Christoffel symbols need to be calculated through interpolation.
2. Errors due to interpolation require delicate handling to ensure they are within acceptable limits.
3. Pathologies may appear in non-Kerr metrics which would not be apparent if the metric is available only in a
numerical form.
While a numerical metric was sufficient to claim that the EdGB black holes would have observational signatures
distinct from Kerr, to quantify the differences and develop a model that can calculate the differences with real
observational data, it is crucial to have analytical expressions for the metric. Recently, some of us obtained an
approximate analytical metric for the spherically symmetric EdGB black holes [27], based on the continued fraction
expansion of [28]. The expressions are relatively compact and provide excellent accuracy for the metric components.
In the present work we test the accuracy of the approximate analytical metric for X-ray reflection spectroscopy.
We compare the radius of the innermost stable circular orbit (ISCO), which usually determines the inner edge of the
accretion disk and has a strong effect on the low energy part of the iron line, calculated with the numerical metric
and the analytical metric. We then compare the iron line with numerical and analytical metrics and show that the
analytical metric can produce the iron line with sufficient accuracy. We also discuss an interesting feature where
although the dilaton charge changes the radius of the ISCO, the change in the shape of the iron line is much weaker
than expected.
The paper is organized as follows: In Section II, we review the numerical and analytical black hole metrics in EdGB
theory. In Section III, we review the calculation of iron line and compare iron lines calculated with the numerical and
analytical metrics. An interesting feature regarding the effect of the dilaton charge on the iron line is described and
explained in Section IV. Conclusion follows in Section V. Throughout, we employ units where c = G = ~ = 1 and the
metric has the signature (−+ ++).
II. BLACK HOLE METRIC IN EDGB THEORY
Following [27], the Lagrangian in Einstein-dilaton-Gauss-Bonnet gravity is given as
L = 1
2
R− 1
4
∂µ∂
µφ+
α′
8g2
eφ
(
RµνρσR
µνρσ − 4RµνRµν +R2
)
, (1)
2 https://www.nustar.caltech.edu/
3where φ is the dilaton field and α′ and g are coupling constants. α′ has units of (length)2 while g and φ are
dimensionless. By a conformal rescaling of the dilaton field, α′/g2 → 1. To describe non-rotating black holes, a
spherically symmetric spacetime is chosen:
ds2 = −eΓ(r)dt2 + eΛ(r)dr2 + r2 (dθ2 + sin2 θ dφ2) . (2)
The dilaton field φ(r) and the metric functions are defined as follows:
φ′′(r) = −d1(r,Λ,Γ, φ, φ
′)
d(r,Λ,Γ, φ, φ′)
, (3)
Γ′′(r) = −d2(r,Λ,Γ, φ, φ
′)
d(r,Λ,Γ, φ, φ′)
, (4)
eΛ(r) =
1
2
(√
Q2 − 6φ′eφΓ′ −Q
)
, (5)
where
Q ≡ φ
′2r2
4
− 1−
(
r +
φ′2eφ
2
Γ′
)
, (6)
while the expressions for d, d1 and d2 can be referred from [8]. These equations can be solved with the following initial
conditions at the event horizon r0:
φ(r0) = φ0, (7)
φ′(r0) = r0e−φ0
√1− 6e2eφ0
r40
− 1
 , (8)
Ψ(r0) = 1, (9)
where Ψ(r) ≡ Γ′(r)(r − r0) is introduced since Γ′(r) diverges as 1/(r − r0) at the event horizon. For the rest of this
paper, we fix r0 = 1. Black hole solutions are parameterized by a dimensionless parameter p, given as
p = 6e2φ0 , 0 ≤ p < 1, (10)
so that p = 0 corresponds to the Schwarzschild black hole and p = 1 is the largest possible value of p that ensures
Eq. (8) remains real.
The analytical metric is given in terms of a compactified radial coordinate
x = 1− r0
r
, 0 < x ≤ 1, (11)
as
eΓ ≡ xA(x), eΓ+Λ2 ≡ B(x), (12)
where
A(x) = 1− (1− x) + (a0 − )(1− x)2 + A˜(x)(1− x)3, (13)
B(x) = 1 + b0(1− x) + B˜(x)(1− x)2. (14)
The coefficients a0, b0 and  are introduced to match the post-Newtonian asymptotic at infinity. It turns out that
a0 = b0 = 0, (15)
 ≈ p
11
− p
2
131
. (16)
4The functions A˜(x) and B˜(x) are given in terms of continued fractions as
A˜(x) =
a1
1 +
a2x
1 +
a3x
1 +
a4x
1 + · · ·
, (17)
B˜(x) =
b1
1 +
b2x
1 +
b3x
1 +
b4x
1 + · · ·
, (18)
(19)
where the coefficients a1, a2, . . . and b1, b2, . . . are calculated numerically. At third order of expansion, i.e.,
a4 = a5 = · · · = 0, b3 = b4 = · · · = 0, (20)
the following rational functions of p give a good fit for the remaining coefficients:
a1 =
5p
(1− p)(5− 3p)
(
p2
40
+
p
19
− 1
13
)
, (21)
a2 =
3− 11p
(1− p)(2− p)
(
15p
19
− 11
13
)
, (22)
a3 =
1
1− p
(
22
9
− 5p
7
)
, (23)
b1 = − 13p
(1− p)(13− 9p)
(
p2
8
+
5p
13
+
7
27
)
, (24)
b2 = − 1
(1− p)(5− 4p)
(
19p2
12
+
248p
19
− 151
10
)
. (25)
The fit remains accurate up to p ≈ 0.97, beyond which the continued fraction converges slowly. Thus, for a given
dilaton charge p and radial coordinate r, we can obtain A(x) and B(x) and calculate the metric coefficients using
Eq. (11) and (12).
III. IRON LINE CALCULATION
We model the accretion disk as a Novikov-Thorne [18] type geometrically thin optically thick disk in the equatorial
plane of the black hole. The inner edge is assumed to be located at the ISCO, a typical assumption since no stable
circular orbits exist for any smaller radii, and the outer disk at some large value, large enough that the shape of the
iron line is largely insensitive to the exact value. The particles on the disk follow nearly circular geodesics. The flux
received by a distant observer from such a disk around a black hole is given by
N(Eobs) =
1
Eobs
∫
Iobs(Eobs) dΩobs =
1
Eobs
∫
g3Ie(Ee) dΩobs, (26)
where Eobs and Iobs are the photon energy and the specific intensity of the radiation respectively as measured by
the distant observer, while Ee and Ie are the photon energy and the specific intensity respectively at the point of
emission in the local emitter’s frame. dΩobs is the area element on the distant observer’s plane. Iobs = g
3Ie follows
from the Liouville’s theorem, where g = Eobs/Ee is the all important redshift factor. The intensity profile Ie depends
on the details, like the morphology and the location of the corona, which is not very well understood. The standard
assumption is to consider a power-law like emissivity, and we assume
Ie ∝ 1
r3
. (27)
5To calculate the integral in Eq. (26), we discretize the integral over the observer plane. To this end, we divide the
plane of the observer in concentric ellipses, given as
X0(r, φ) = robs cosφ, Y0(r, φ) = robs sinφ cos i, (28)
where (X0, Y0) are the Cartesian coordinates and (robs, φ) are the spherical coordinates on the observer place and i
is the inclination of the observer relative to the accretion disk. The range of robs is chosen to ensure enough photons
land on every part of the disk, and is discretized in Nr values. φ varies from 0 to 2pi in Nφ steps. Photons are traced
back in time, from the observer to the point of emission. Only those photons that land between the inner and the
outer edge are included in the integral of Eq. (26). Nr and Nφ are chosen to be large enough so that the integral
changes little for larger values. For each photon, the constants of motion are calculated at its location on the observer
plane and the geodesic equations are solved using the ray-tracing method described in [29], which uses an adaptive
step-size fourth-order Runge-Kutta-Nystro¨m algorithm [30]. Once the point of emission is known, the redshift g can
be calculated. g is given by
g =
Eobs
Ee
=
νo
νe
=
−uµokµ
−uνekν
, (29)
where uµo = (1, 0, 0, 0) is the 4-velocity of the distant observer, k
µ is the photon four-momentum, and uνe = u
t
e(1, 0, 0,Ω)
is the four-velocity of the particles on the disk. Moreover, for particles on circular geodesics on the equatorial disk,
ute = t˙ =
1√−gtt − Ω2gφφ , (30)
where gtt and gφφ are the coefficients of dt
2 and dφ2 respectively in the metric, and Ω is the angular velocity, given by
Ω = ±
√
−
(
∂rgtt
∂rgφφ
)
. (31)
Thus
g =
√−gtt − gφφΩ2
1− λΩ , (32)
where λ = −kφ/kt is a constant of motion along the photon geodesic and is calculated from the initial conditions.
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FIG. 1. Top: ISCO radii, in units of the horizon radius, plotted for a range of values of p from 0 to 0.99 using the analytical
and the numerical EdGB BH metric. Bottom: Percent error in ISCO radius for same values of p as the top figure. See text for
details.
One of the crucial factors determining the shape of the iron line is the location of the inner edge, since in the case
of Kerr black holes, the region closest to the black hole suffers maximum redshift and generates the low-energy part of
6the iron line. Therefore, the shape of the iron line is quite sensitive to the location of the inner edge. Since we assume
the inner edge to be located at the ISCO, as a first test of the accuracy of the analytical metric we compare the ISCO
radius as obtained from the numerical metric and the analytical metric. Details of the calculation of the ISCO radius
are given in Appendix A. Fig. 1 shows the ISCO radius for several values of p calculated using each metric. Several
features are apparent:
1. The ISCO radius increases with p.
This can be counter-intuitive. The presence of a scalar field outside the horizon suggests the possibility
that some of the energy could be outside the ISCO region. Thus, the ISCO radius in the presence of a non-zero
dilaton charge should be smaller, for the same asymptotic mass, than its vacuum counterpart. Eq. (A14) shows
that indeed the ISCO radius, in units of the ADM (Arnowitt-Deser-Misner) mass M , decreases with dilaton
charge. (The expression in that equation is for small p, for brevity. For any p the qualitative behavior remains
the same. See, e.g., [12].) Similarly, and to a much larger extent, the energy stored in the scalar field lies outside
the horizon. Therefore, the horizon radius also reduces for a non-zero dilaton charge, for the same asymptotic
mass, relative to its vacuum counterpart. Eq. (A13) shows the same. While both ISCO radius and horizon
radius decrease, since the scalar field is concentrated close to the horizon the effect is much stronger in the case
of the horizon radius. Consequently, when calculated in units of the horizon radius, we find that the ISCO
radius increases. For small p, this relation is given in Eq. (A11).
2. The analytical metric can calculate the ISCO radius within 1% accuracy up to p = 0.97, which is the limit of
the approximation for the analytical metric.
3. For larger values of p, the continued fraction expansion converges slowly and the agreement between the ISCO
radii calculated from the numerical and the analytical metrics gets worse.
 0.01
 0.02
 0.03
N
o r
m
a l
i z
e d
 f l
u x
Numerical
Analytical
-5%
0
5%
 3  3.5  4  4.5  5  5.5  6  6.5  7  7.5
E r
r o
r
E [KeV]
 0.01
 0.02
 0.03
N
o r
m
a l
i z
e d
 f l
u x
Numerical
Analytical
-10%
0
10%
 3  3.5  4  4.5  5  5.5  6  6.5  7  7.5
E r
r o
r
E [KeV]
FIG. 2. Relativistically broadened iron lines for a viewing angle of 30 degrees, calculated using Eq. (26) for: Left: p = 0
numerical and p = 0 analytical EdGB BHs. Right: p = 0.97 numerical and p = 0.97 analytical EdGB BHs. The bottom part
in each plot shows the relative percent error. See text for details.
We now look at the iron line calculated using the two metrics. The first comparison, shown in Fig. 2 in the left
plot, is for p = 0. We see that there is good agreement of both the numerical and the analytical metric iron lines.
The percent difference between the two lines is plotted in the lower plot. We can see that the error is of the order of a
few percent, and is distributed randomly. This error is essentially acquired during the interpolation of the numerical
metric and ray-tracing. After this check of consistency, we now compare the lines for a non-zero p. The right plot in
Fig. 2 shows iron lines calculated with the numerical and the analytical metric respectively, for p = 0.97. Note that
p = 0.97 is the limit up to which the analytical approximation is reliable, so we expect largest errors in the analytical
iron line for this value of p. What the figure shows is again good agreement between the lines calculated using the
two metrics. The error is again random and can be attributed to computational precision.
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FIG. 3. Relativistically broadened iron lines for a viewing angle of 30 degrees, calculated using Eq. (26) for p = 0.97 numerical
and p = 0.97 analytical EdGB BHs, and using RELLINE for a Schwarzschild BH and an a∗ = −0.12 Kerr BH: Left: zoomed
in the high energy part between 5.5− 7 KeV, Right: zoomed in the low energy part between 3− 4 KeV. See text for details.
IV. DISCUSSION
In the previous section, we explored the accuracy of the analytical EdGB black hole metric with iron line spec-
troscopy. Now we discuss an interesting feature of the iron lines of EdGB black hole metrics. To illustrate the feature,
we plot in Fig. 3 the iron lines of p = 0.97 numerical and p = 0.97 analytical EdGB BHs with two additional lines:
a line with the Schwarzschild metric, and a line with a Kerr metric of spin a∗ = −0.12.3 The ISCO radius of this
rotating hole matches with the ISCO radius of the p = 0.97 EdGB black hole. The viewing angle is the same in all
cases. Naively, one would expect the EdGB BH iron lines to be closer to the rotating Kerr iron line, but instead we
find that the EdGB BH iron lines are much closer to the Schwarzschild iron line. Since both the numerical and the
analytical metric exhibit this feature, besides some strange coincidence, this feature cannot be attributed to either a
poor approximation of the analytical metric or a poor interpolation of the numerical metric. Rather, it seems to be
a property of the black holes of EdGB theory.
To investigate the peculiar feature of Fig. 3, we look at the expression for the flux number density in Eq. (26). For
an intensity profile of Eq. (27), the equation becomes
N(Eobs) ∝ 1
Eobs
∫
g3
r3
dΩobs. (33)
We want to focus on the effect of the black hole metric on this integral. The background metric affects the redshift
factor and the radial extent of the disk. If we restrict our disk to be very close to the inner edge, we can approximate
the above equation as
NISCO ∝ 1
Eobs
1
(rISCO)3
∫
(gISCO)
3 dΩobs(rISCO), (34)
where dΩobs(rISCO) are those area elements from which a photon lands on the ISCO. Since the low energy part of
the iron line is dominated by the radiation from the inner edge, we can use this relation to approximate the behavior
of the flux at low energies. Moreover, since the ISCO is a property of the metric, by comparing quantities at ISCO
and not at some fixed radial coordinate, we ensure that our inferences are not affected by the choice of the coordinate
system.
Now the question is, how do the redshift factors and the ISCO radii change as we go from p = 0 to p = 0.97. We
have already seen how rISCO changes, in Fig 1: there is a ∼ 7% increase in rISCO from p = 0 to p = 0.97, for both the
numerical and the analytical metric. To study the behavior of g, we trace the photon in the same way as described in
3 A negative a∗ means the accretion disk is counter-rotating relative to the black hole.
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Sec. III, but additionally, robs is adjusted in an adaptive way so that photons land precisely at rISCO, after which the
value of g can be obtained with Eq. (29).4 The redshift factors of photons associated with rISCO are shown in Fig. 4
as a function of their angular position on the observer plane, for p = 0.0 and p = 0.97 analytical metric. Also plotted
is the redshift for the a = −0.12 Kerr line, which has the same ISCO location as a p = 0.97 EdGB hole. We see
that g changes by fractions of a percent as we go from p = 0 to p = 0.97. The redshifts in the Kerr case differ much
more than the two EdGB cases, by about 15%. Since gISCO’s differ by fractions of a percent while rISCO changes by
about ten percent, Eq. (34) suggests the difference between the p = 0 and the p = 0.97 line to be of the order of ten
percent at low energies. Fig. 5 shows the difference between the two lines and we find that this is indeed the case.
The differences are computed in both the analytical and the numerical cases, to ensure that no spurious errors due
to approximation (in case of analytical metric) or interpolation (in case of the numerical metric) creep in. The same
feature is present in both the cases, indicating the robustness of the feature.
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FIG. 5. Fractional difference between iron lines calculated for p = 0 analytical and p = 0.97 analytical EdGB BHs (red crosses)
and p = 0 numerical and p = 0.97 numerical EdGB BHs (blue plusses), as function of Eobs. See text for details.
This can be compared with the results obtained by Cunha et al in [16]. They looked at the light ring size and the
black hole shadow of both non-rotating and rotating EdGB holes. They found that for a change of ∼ 4% in the light
4 A similar adaptive approach is used in the calculation of FITS files for non-Kerr metrics, and is described in [22].
9ring size, the shadow size change is much smaller than expected (∼ 1%). Here, we find that the redshift at ISCO
changes by < 1%, despite a ∼ 7% change in the ISCO radius, and consequently the change in iron line is much smaller
than what would be expected.
V. CONCLUSION
Einstein-dilaton-Gauss-Bonnet gravity is one of the most interesting models of modified gravity. Black holes of both
non-rotating and rotating type exist and are known, albeit in numerical form, making it one of the most promising
alternative theories that can be tested with observational data. An analytical approximation for the numerical black
holes of EdGB gravity was presented in [27], which allows faster computation and more detailed analysis compared
the numerical metrics. In this paper we calculate the innermost stable circular orbits and the shape of relativistically
broadened iron lines to test the accuracy of the analytical metric in the context of X-ray reflection spectroscopy. We
find that the analytical metric is able to calculate the ISCO radius within 1% accuracy and the iron line is calculated
with an accuracy of a few percent up to p = 0.97, which is the limit of the approximation.
In addition to being accurate, the analytical metric was used to find an interesting feature of EdGB black holes.
Despite the ISCO radius changing by as much as 7% from p = 0 to p = 0.97, the redshift changes by less than 1%.
Consequently, the iron line is much less sensitive to the dilaton charge than expected. Since it is known [24] that
rotating EdGB black holes have some unique features that distinguish them from Kerr black holes in the context of
X-ray reflection spectroscopy, an analytical metric for rotating black holes and a similar analysis of the rotating black
hole solutions promises to enlighten us more on this very interesting alternative theory of gravity. Work on both these
fronts is currently underway.
Recently it has been shown in [31] that the rotating analytical EdGB metric can be further simplified in such a way,
that a number of potentially observable properties (such as particle’s binding energy or ISCO frequencies) remain
almost the same. This simplified approximate metric belongs to the class for which complete separation of variable in
the Klein-Gordon and Hamilton-Jacobi equations is possible. An interesting question for further study is whether the
shape of relativistically broadened iron lines for such a rotating simplified metric would be close to the full numerical
metric.
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Appendix A: The Innermost Stable Circular Orbit
The ISCO radius of a static and spherically symmetric black holes is obtained by checking the radial stability of a
circular orbit,
∂2Veff
dr2
= 0, (A1)
where
Veff = −E
2gφφ + L
2
zgtt
gttgφφ
− 1, (A2)
and E and Lz are the two constants of motion, the specific energy and specific angular momentum at infinity
respectively, of a particle in a circular orbit on the equatorial plane. In terms of Ω, defined in Eq. (31), and metric
coefficients, these are given as
E = − gtt√−gtt − Ω2gφφ , Lz = Ωgφφ√−gtt − Ω2gφφ . (A3)
Eq. (A1) can then be rewritten as
−1
gtt + Ω2gφφ
[
g′′tt − 2
g′tt
gtt
+ Ω2
(
g′′φφ − 2
g′φφ
gφφ
)]
= 0, (A4)
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where the prime denotes differentiation with respect to r. We multiply both sides of the above equation by gtt+Ω
2gφφ.
Moreover, from the metric definition in Eq. (2), we can see that gφφ = r
2 in the equatorial plane. Thus, the above
equation becomes
g′′tt − 2
g′tt
gtt
− 6 Ω2 = 0. (A5)
Further, using Eq. (31) with gφφ = r
2, Ω becomes
Ω = ±
√
−
(
∂rgtt
2r
)
, (A6)
and after substituting this in Eq. (A5), we get
g′′tt − 2
g′tt
gtt
+ 3
g′tt
r
= 0. (A7)
The metric component gtt, obtained via the third order expansion described earlier, becomes
gtt ≈ −
(
1− r0
r
) N1
D1 , (A8)
where
N1 = 30888rr0(r + r0)(927r − 1060r0)p6 − 3r0(145693952r3 − 24067680r2r0 − 156948260rr20 − 5338905r30)p5
+ (3750946056r4 − 3062334104r3r0 − 325162656r2r20 − 1478746401rr30 − 53126788r40)p4
− 2(6293682780r4 − 7334803204r3r0 − 306613944r2r20 − 934415049rr30 + 61245382r40)p3
+ 8(1350407212r4 − 2160940683r3r0 − 64904931r2r20 − 139116640rr30 + 62251200r40))p2
+ 1048(1846581r4 + 3798205r3r0 + 155610r
2r20 + 270655rr
3
0 − 321860r40)p− 7666120r3(509r − 275r0), (A9)
D1 = 11528(1− p)(5− 3p)r3
[
117(927r − 1060r0)p2 − (74741r − 121424r0)p− 67697r + 36575r0
]
. (A10)
This expression for the metric coefficient can be substituted in Eq. (A7) and solved for r to get the ISCO radius.
To see how the ISCO radius changes with p analytically, we can expand Eq. (A7) around the Schwarzschild values,
i.e., p = 0. The computation is straightforward but tedious and we use Mathematica R© to expand this equation up
to first order in r and p. While doing this, we have two options, either set r0 = 1 (in which case rISCO is in units of
r0), or set the ADM (Arnowitt-Deser-Misner) mass M = 1 (in which case rISCO is in units of M). In the former case,
rISCO in the units of r0 is given as
rISCO = 3 +
695651545
4047687204
p+O(p2), (A11)
while in the latter case, r0 can be written, using Eq. 16 and the fact that  defines the relation between the event
horizon and the asymptotic mass M ,
 = −
(
1− 2M
r0
)
, (A12)
as
r0 =
2M
1 + p/11− p2/131 . (A13)
Thus, rISCO in the units of M is given as
rISCO = 6− 16773601476568
90201435572259
p+O(p2). (A14)
[1] C. M. Will, Living Rev. Rel. 17, 4 (2014), arXiv:1403.7377 [gr-qc].
11
[2] R. P. Kerr, Phys. Rev. Lett. 11, 237 (1963).
[3] P. T. Chrusciel, J. Lopes Costa, and M. Heusler, Living Rev. Rel. 15, 7 (2012), arXiv:1205.6112 [gr-qc].
[4] R. H. Price, Phys. Rev. D5, 2419 (1972).
[5] R. H. Price, Phys. Rev. D5, 2439 (1972).
[6] B. Carter, Phys. Rev. Lett. 26, 331 (1971).
[7] D. C. Robinson, Phys. Rev. Lett. 34, 905 (1975).
[8] P. Kanti et al., Phys. Rev. D54, 5049 (1996), arXiv:hep-th/9511071 [hep-th].
[9] P. Kanti et al., Phys. Rev. D57, 6255 (1998), arXiv:hep-th/9703192 [hep-th].
[10] B. Kleihaus, J. Kunz, and E. Radu, Phys. Rev. Lett. 106, 151104 (2011), arXiv:1101.2868 [gr-qc].
[11] B. Kleihaus et al., Phys. Rev. D93, 044047 (2016), arXiv:1511.05513 [gr-qc].
[12] D. Ayzenberg and N. Yunes, Phys. Rev. D90, 044066 (2014), [Erratum: Phys. Rev.D91,no.6,069905(2015)],
arXiv:1405.2133 [gr-qc].
[13] A. Maselli et al., Phys. Rev. D92, 083014 (2015), arXiv:1507.00680 [gr-qc].
[14] J. L. Bla´zquez-Salcedo, F. S. Khoo, and J. Kunz, Phys. Rev. D96, 064008 (2017), arXiv:1706.03262 [gr-qc].
[15] Z. Younsi, A. Zhidenko, L. Rezzolla, R. Konoplya, and Y. Mizuno, Phys. Rev. D94, 084025 (2016), arXiv:1607.05767
[gr-qc].
[16] P. V. P. Cunha et al., Phys. Lett. B768, 373 (2017), arXiv:1701.00079 [gr-qc].
[17] A. Martocchia and G. Matt, Mon. Not. Roy. Astron. Soc. 282, L53 (1996).
[18] I. D. Novikov and K. S. Thorne, in Proceedings, Ecole d’Ete´ de Physique The´orique: Les Astres Occlus: Les Houches,
France, August, 1972 (1973) pp. 343–550.
[19] D. R. Wilkins and A. C. Fabian, Mon. Not. Roy. Astron. Soc. 424, 1284 (2012), arXiv:1205.3179 [astro-ph.HE].
[20] D. R. Wilkins and L. C. Gallo, Mon. Not. Roy. Astron. Soc. 448, 703 (2015), arXiv:1412.0015 [astro-ph.HE].
[21] C. Bambi, Rev. Mod. Phys. 89, 025001 (2017), arXiv:1509.03884 [gr-qc].
[22] C. Bambi et al., Astrophys. J. 842, 76 (2017), arXiv:1607.00596 [gr-qc].
[23] Z. Cao et al., Phys. Rev. Lett. 120, 051101 (2018), arXiv:1709.00219 [gr-qc].
[24] H. Zhang et al., Phys. Rev. D95, 104043 (2017), arXiv:1704.04426 [gr-qc].
[25] S. N. Zhang et al. (eXTP), Proceedings, SPIE Astronomical Telescopes + Instrumentation 2016 : Millimeter, Submillimeter,
and Far-Infrared Detectors and Instrumentation for Astronomy VIII: Edinburgh, United Kingdom, June 28-July 1, 2016,
Proc. SPIE Int. Soc. Opt. Eng. 9905, 99051Q (2016), arXiv:1607.08823 [astro-ph.IM].
[26] T. Dauser et al., Mon. Not. Roy. Astron. Soc. 444, 100 (2014), arXiv:1408.2347 [astro-ph.HE].
[27] K. D. Kokkotas, R. A. Konoplya, and A. Zhidenko, Phys. Rev. D96, 064004 (2017), arXiv:1706.07460 [gr-qc].
[28] R. Konoplya, L. Rezzolla, and A. Zhidenko, Phys. Rev. D93, 064015 (2016), arXiv:1602.02378 [gr-qc].
[29] C. Bambi, Astrophys. J. 761, 174 (2012), arXiv:1210.5679 [gr-qc].
[30] E. Lund et al., JINST 4, P04001 (2009).
[31] R. A. Konoplya, Z. Stuchl´ık, and A. Zhidenko, (2018), arXiv:1801.07195 [gr-qc].
