interesting pattern. The attacked galls were larger on average than the unattacked. This could imply that more vigorously growing galls are more attractive. Like other gall inquilines, love vine attack on wasp galls is eventually fatal to the gall maker. This sets up the possibility that parasitic plants, like parasitoid wasps and birds, could exert selection on the gallmaker's expended phenotype.
Stone, G.N., and Schö nrogge, K. (2003).
The When neurons oscillate together in one brain area, they often synchronize to oscillations in other areas. By artificially entraining long range connections during beta oscillations, their strength is modified in the wake of that oscillation.
Brain networks adapt to ongoing tasks on multiple time-scales. On long time-scales over days, neural circuits are thought to help form long-term memories through changes in the strength of synaptic connections of cells that were active during the experience. On shorter timescales of seconds, we can keep in mind things that are not immediately before us, adapting to familiar items and sensations while attending to changes in our surroundings. This requires far more labile mechanisms, which have been observed in reduced preparations for small mammals. In such work, oscillations have been manipulated to suggest a role for network dynamics and synchrony in changes in synaptic efficacy [1, 2] , but this is typically measured for long-term effects, and has not yet been established in primates. In this issue of Current Biology, Zanos et al. [3] suggest that such shorter-term changes in synaptic efficacy are elicited by stimulating the remote inputs into a region at specific phases of local ongoing beta (15-25 Hz) frequency activity. In a first set of experiments, the authors recorded intracellularly the excitatory post-synaptic potential (EPSP) responses of neurons in the nonhuman primate motor cortex, while a nearby extracellular electrode detected the onset of an oscillatory local field potential (LFP) activation burst at the preferred beta frequency. In their closed-loop setup, this LFP burst served as trigger for subtle stimulation pulses at phases of subsequent oscillation cycles.
Zanos et al. [3] then used single test pulses a few seconds later to measure whether such cycle-triggered perturbation alters the EPSPs, as an indicator of plasticity. With this set-up, they found apparent increases in EPSPs when perturbation hit the local circuit at depolarizing phases of 3-5 successive cycles, and decreases in EPSPs when the circuit was hit at hyperpolarizing phases of 3-5 successive cycles of the oscillation. Notably, these intracellular findings of changing EPSP amplitudes were reproduced in a second set of experiments that used extracellular recordings from epidurally implanted electrodes in motor and supplementary motor area. As illustrated in Figure 1 , cycle-triggered stimulation at the depolarizing versus hyperpolarizing phase led to increased versus decreased cortical field potential responses, closely mimicking the changes seen in EPSPs in their first set of experiments.
The phase-locked stimulation effect outlasted the duration of the beta oscillation for 1-2 seconds after the triggering oscillation event ended. This finding documents a short-term change in effective synaptic connectivity. The phase-dependency of this effect argues against a general response to betalocked pulses, and indeed, pulses delivered open loop in the absence of coherent beta oscillations did not lead to changes in the evoked responses, nor did beta oscillations alone with no stimulation followed by test pulses. This indicates a transient change in cortico-cortical effective connectivity occurring in the wake of well-timed beta-cycle triggered pulses.
But how do these short-term networks arise and remain active to ensure efficient task processing? Known presynaptic mechanisms such as synaptic facilitation and depression operate at similar time intervals as those observed [4, 5] . But presynaptic mechanisms are prima facie difficult to reconcile with the effect's dependence on post-synaptic beta in the triggering network, remote from the presynaptic stimulation site (Figure 1 ). The same pulses delivered without postsynaptic beta or at gamma frequency failed to produce the effects of depolarization-timed stimulation. In light of this evidence a purely presynaptic effect could account for the effect if, for example, the beta oscillation at the trigger site was synchronized to a putative beta oscillation at the stimulating site, thereby creating shared depolarization of pre-and post-synaptic sites. Such a scenario could reconcile mechanisms of synaptic facilitation with short-term network connectivity dynamics, but it would need to be measured explicitly in future studies.
An alternative solution for short-term changes of relevant network nodes could be an activity-dependent post-synaptic 'trace' that tracks the connectivity of recently coordinated network nodes such as calcium dependent mechanisms at the dendrites [6] , or at facilitating synapses in the local circuit of the trigger network [7] . According to this latter synaptic trace model, synapses maintain a silent trace of past synaptic input in a calcium reservoir (among others, see [4, 5] ). The decay constant for depleting the reservoir reflects the trace duration, unless there is a reactivation of this silent synaptic trace [7] .
The critical condition in the Zanos et al. [3] study that made plasticity possible was the phase-locking of stimulation to beta oscillations, providing rare causal support for a direct link between synaptic weight changes and phase synchronization during oscillatory episodes (reviewed in [8] ). During an oscillation cycle, the synaptic membranes of large groups of excitatory neurons Current Biology Dispatches undergo coherent increases in depolarization levels, alternating with periods where shunting and hyperpolarizing effects of inhibitory postsynaptic potentials dominate. The depolarization phase of this depolarization-hyperpolarization cycle coincides with both enhanced sensitivity to input as well as an enhanced likelihood to produce spike output. Consequently, EPSPs arriving during the depolarizing phase are more likely to trigger activitydependent increases in calcium levels, which can lead to short-term enhancement. The duration of synaptic enhancement is thereby dependent on an oscillation-independent decay that can outlast 1 second [7] . This scenario provides a parsimonious account for the findings of Zanos et al. [3] . First, the sign of the plasticity effect is dependent on the phase of the beta oscillation and was strongest for evoked potentials at the triggering site. Second, the expression of the plasticity effect was independent of the oscillation, outlasting it by R1 second. And third, the authors found increased and decreased evoked potentials also at the non-triggering site. These effects were overall weak, but evident particularly when these nontriggering sites showed stronger phase consistency with the trigger site. In other words, these non-triggering sites showed effects when they synchronized to the trigger site. These results suggest that electrical stimulation pulses conditioned on the oscillation phases may affect all synaptically connected postsynaptic circuits that happen to synchronize to the same oscillation frequency.
The described short-term enhancement and reduction of network connections lend strong support for network models of brain functioning that exploit local oscillatory activity as well as the phase relationship between distantly occurring oscillatory events. There is welldocumented correlational evidence that interregional phase relations of synchronizing neuronal populations can impose a gain modulation on LFP power and firing rates [9, 10] . Modeling studies clarified the mechanisms how phaserelations can be instrumental for controlling the spike output of single areas and determine the flow of neural information [11, 12] . The new work of Zanos et al. [3] suggests that these farreaching effects might be triggered by subtle phase-specific input to a network at phases conducive for inducing a shortterm modification of recent input connections.
A critical, missing piece in understanding the potential impact of phase-specific plasticity is whether betalocked activity in sensorimotor cortex is linked to any meaningful neuronal representations in the local spiking activity that could be potentiated as a result. Other studies in macaques have shown that in the minutes following taskrelated activity of sensorimotor and parietal cells, these long-range assemblies reactivate, consistent with their synchrony leading to some type of potentiation [13] . In other areas, representational coding schemes have been observed in phase-specific synchronous firing [14] , and the depolarizing phase of a local beta oscillation provides a restricted temporal window when this might occur [9, 15] . Furthermore, when the local circuit is synchronized to a larger network at beta frequencies, as seen between frontal cortex and parietal or anterior cingulate cortex, information-rich spiking activity can predict forthcoming choices, working memory retention, or stimulus-response mappings [16] [17] [18] .
It is therefore likely that neurons synchronizing to the population-level beta phases are forming functionally meaningful assemblies, and in some cases may constitute hubs for network level information exchange with longrange targets [19] . In light of this evidence, it seems reasonable to predict that the phase-dependent short-term plasticity from the Zanos et al. [3] study is exploited to form and stabilize neuronal assemblies during actual goal-directed behavior consistent with recent correlational evidence [20] . Testing this prediction would require beta-phase-specific stimulation during goal-directed behavior to quantify its role in biasing behavior, decision making, and attention.
In summary, the phase-specific conditioning that led to brief scaling of interareal connectivity in the Zanos et al. [3] study may recruit a fundamental mechanism that shapes network communication through oscillatory circuit motifs [9,10]. Such interregional communication is the hallmark of adaptive behaviors. We believe that the Zanos et al. [3] findings lend strong support for approaches that causally explore the role of interregional phase synchronization to shape adaptive behaviors.
Can behavior accelerate or buffer morphological evolution? A recent experiment in a natural setting shows that selection acts on behavior and morphology, but acts on each trait independently of the other.
Behavior, like morphology, can vary among individuals, be heritable, contribute to fitness, and hence be subject to evolution by natural selection. For a long time, however, behavior has occupied a special place in the minds of evolutionary biologists, who have debated whether the evolution of behavior accelerates or inhibits the evolution of non-behavioral traits [1, 2] . Much of this attention has focused on behavior and morphology: do these features represent different facets of the phenotype that evolve together or does the evolution of one of these types of traits create the context for the subsequent evolution of the other? Lapiedra et al. [3] have shed light on these questions with a beautifully designed and executed experimental study of selection in the lizard Anolis sagrei (Figure 1) .
Any investigation of these questions must overcome some considerable challenges. The critical ingredients necessary for quantifying how behavior and morphology jointly affect fitness include identifying behaviors that potentially have a strong impact on fitness, assaying and establishing that there are repeatable differences among individuals in how these behaviors are manifested, quantifying features of morphology that also affect fitness, and analyzing the joint contribution of morphology and behavior to fitness. Quantifying behavior poses its own challenges. Behavior is phenotypically plastic [4] , often influenced by the prior experience of individuals [5] , and often sensitive to the context in which it is measured [6] .
Given these challenges, it is no surprise that questions about the joint evolution of behavior and morphology have been answered differently in different studies. Brodie's [7] study of garter snakes (Thamnophis ordinoides) pointed to the integrated evolution of morphology (color pattern) and escape behavior. He found that some combinations of behavior and color pattern had higher probabilities of survival than others. The fitness consequences of a given color pattern (behavior) depended upon the type of behavior (color pattern). On the other hand, studies of behavioral thermoregulation and habitat use in lizards pointed to how behavior acted as a buffer of selection on other traits.
Huey et al. [8] showed that individuals from high-elevation populations of the lizard Anolis cristatellus in Puerto Rico were able to reduce the effects of the cooler environment and sustain performance by spending more time in the sun. Behavior thus reduced the necessity for the evolution of metabolism. Munoz and Losos [9] extended this approach by studying habitat use and morphology in populations of Anolis lizards from low and high elevations on Hispaniola. High elevation lizards increased their exposure to sun by shifting from perching in trees to perching in boulders. This change in habitat in turn selected for the evolution of head shape and limb dimensions. Behavior thus buffered metabolic evolution while at the same time facilitating morphological evolution.
These and other studies have made compelling cases for adaptive evolution of behavior and morphology. They are limited, however, in their ability to test fully whether the evolution of behavior catalyses or retards the evolution of morphology. This is because they are retrospective in nature, which limits the ability to infer the actual cause and effect
