Because of heterogeneity across regions, economic policy measures are increasingly targeted at the regional level. As a result, the need for economic forecasts at a subnational level is rapidly increasing. The data available to compute regional forecasts is usually based on a pseudo-panel that consists of a limited number of observations over time, and a large number of areas (regions) strongly interacting with each other. In such a situation, the application of traditional time-series techniques to distinct time series of regional data may then become a sub-optimal forecasting strategy. In the field of regional forecasting of socio-economic variables, both linear and nonlinear models have recently been applied and evaluated. However, often such analyses tend to ignore the spatial structure of the data and the spatial interactions that are likely to exist among regions. In this paper, we evaluate the ability of different statistical techniques -namely spatial lag and spatial error models -to correct for misspecification due to neglected spatial autocorrelation in the data set. Our empirical application concerns short-term forecasts of employment in 326 West German labour market regions. We find that the superimposed spatial structure that is required for the estimation of spatial models improves the forecasting performance of non-spatial forecasting models.
INTRODUCTION
Nowadays there is a large body of theoretical and empirical literature concerned with forecasting macro-economic variables.
Various studies on forecasts of macroeconomic time-series have recently been carried out, among others, by Boomsma (1999) , Dua and Miller (1995) , Fauvel et al. (1999) , Partridge and Rickman (1998) , Rickman (2002) , Watson (1998, 2002) , and White (1997a, 1997b) . Such literature focuses normally on time-series data, that is, it uses a large number of observations over time to forecast the future behaviour of a given economic variable, usually at national or macro level.
Since in practice substantial labour market disparities can be found for small regions, the prediction of the future behaviour of single regions in a national economy is gaining increasing attention. It has often been noted that the variability of labour market aggregates is much higher across regions of the same country than across national economies (see, e.g., Overman and Puga, 2002 and OECD, 2000) .
Furthermore, empirical analyses show that regions are affected by local-specific shocks, and react differently to national shocks (see, e.g., Blanchard and Katz, 1992 for the US and Decressin and Fatás, 1995 for the EU). Therefore, to counteract disparities among regional labour markets, and to make an efficient use of available public funds, national governments are -for several reasons -always in need of reliable regional forecasts to complement the ones computed at national level.
In the first place, the computation of forecasts for such small, open and highly interacting regional economies represents an intriguing challenge. To better represent the similarities and differences across regions, as well as the interactions among them, panel data sets should be used. Nevertheless, the use of panel data techniques to compute economic forecasts is still not very common, as this approach incorporates advantages as well as difficulties. In the context of regional forecasting experiments, the number of regions for which the forecasts have to be made is generally much higher than the number of time periods for which regional data are available. As a result, statistical techniques that are commonly used in time-series analysisgenerally characterised by a large number of observations over time -are not easily generalised and applied to panel data.
Secondly, the problem of neglected spatial heterogeneity might arise. If labour market disturbances are asymmetrically distributed across regions (see, e.g., Blanchard and Katz, 1992 and Decressin and Fatás, 1995) , a panel estimator imposing equal slopes for coefficients that are heterogeneous across regions might lead to incorrect forecasts. On the other hand, it has been found that pooling data generated by models with similar, but non-identical parameter structure might improve the model's performance (Hoogstrate et al., 2000) .
On the third place, regions are open, small and highly interconnected economies that show a high degree of interaction with the neighbouring local economies. For this reason, the economic development of each region is probably highly affected by (and is likely to have a high impact on) the economic development of other regions. Neglecting such spatial autocorrelation and dependence might result in biased estimation coefficients and, therefore, in sub-optimal forecasts. The use of space-time data allows spatial autocorrelation and spatial spillovers to be explicitly modelled.
There is, however, a variety of statistical tools, so that the need emerges for a robustness analysis in an empirical testing. In the present paper we focus on the German regional labour market. Blien and Tassinopoulos (2001) and Bade (2005) have recently proposed new methodologies to compute labour market forecasts for German regions. Blien and Tassinopoulos (2001) suggest a combination of top-down and bottom-up techniques to compute short-term forecasts for West-German regions.
Their forecasts take into account regional autonomous trends that are then combined with expectations about the development of single industrial sectors, by means of an entropy-optimising procedure. Bade (2005) uses an extension of the ARIMA approach to forecast long-term development of regional shares in national employment. None of these analyses exploits the information about cross-regional relationships to improve the results.
In the same vein as Blien and Tassinopoulos (2001) , our study aims at computing short-term forecasts of employment at regional level, using data on WestGerman regions as an empirical case study. However, the estimations in this analysis are computed by means of panel data techniques. In this respect, our study resembles more the one by Baltagi and Li (2004) , who use panel data on individuals living in the US to predict per-capita cigarette consumption, accounting for spatial spillovers and spatial heterogeneity. However, our approach differs from Baltagi and Li (2004) in some aspects. First, our data do not refer to individuals, but to labour market aggregates, averaged at regional level. Second, while Baltagi and Li (2004) only allow for spatial heterogeneity in the intercept terms, we also allow for spatially heterogeneous slopes. Finally, while Baltagi and Li (2004) only evaluate spatial error models, we also assess and compare the results of spatial lag models.
Our findings confirm that models taking into account spatial autocorrelation by means of spatial error models tends to result in forecasts that are on average more reliable than those models accounting for spatial autocorrelation by means of spatial
lags. This will be demonstrated in the rest of our paper, which is organised as follows. Section 2 highlights the specific regional forecasting problem and suggests a range of models that can be used to compute such forecasts. Next, Section 3 estimates and compares the empirical models for German labour markets proposed in Section 2.
Finally, Section 4 offers concluding remarks.
REGIONAL FORECASTS

THE FORECASTING PROBLEM
The aim of the models estimated hereafter is to compute forecasts of the level of employment in year t, for a panel of R regions observed over T previous time periods.
Our forecasting problem may therefore be formalised in the following way: E 1r(t-1) ; E 2r(t-1) ; ... E 9r(t-1) ) + ε rt
where the dependent variable E rt is the total number of workers employed in region r at time t. The independent variables are the number of workers employed in each economic sector s (s = 1 … 9) in region r at time (t-1) (i.e., E 1r(t-1) ; E 2r(t-1) ; ... E 9r(t-1) ).
The term ε rt is the remaining disturbance terms, which is assumed to meet the usual assumptions.
1 Finally, f represents the functional form through which the set of inputs is combined to approximate the output. For this analysis we assume a linear additive 1 As a sensitivity analysis, we estimated all models also by adding the average regional wage of fulltime workers employed in region r and time (t-1) among the regressors. The resulting models are less successful in forecasting employment at time t. The reason for these result might be the rather aggregated level of the wage variable, see below. The results are not shown here but are available upon request.
relationship. In the naïve no-change forecasting model, (1) might be specified in the following standard form:
where the coefficients of E 1r (t-1) ; E 2r(t-1) ; ... E 9r(t-1) are all equal to 1. Such extrapolative forecasts are not very sophisticated and call for more advanced statistical tools.
MODEL COMPARISON
The models' performance is analysed on ex post forecasts for the last three time periods for which the data is available (see below), by means of statistical indicators common in the time-series literature (see, e.g., Swanson and White, 1997a , 1997b , and Fauvel et al., 1999 . However, given the panel structure of the data, for each time period t we have R -rather than only one -forecasts, with R being the total number of regions (i.e., 326). The above mentioned indicators are then computed on one-year ex post forecasts over all regions, separately for the three time periods for which the ex post forecasts are computed. As a result, our indicators summarise the forecasts' variability across regions, rather than across time. Thus, the forecasting error for the ex post forecast of time t is computed as the difference between the actual total number of employees in region r in the year t (E rt ) and the total number of employees in region r in the year t that is predicted by the model (E f rt ). The global error is, therefore, computed as the sum across regions of (a function of) the forecasting errors. 
In these last three formulas, E t and E f t are, respectively, the average -across regions -of the total number of people employed and of its forecast. The terms σ f and σ are the standard deviations -computed across regions -of the forecasted and observed values. Finally, ρ is the correlation coefficient between the forecasted and the observed series of values. Clearly, ρ too is computed on cross-sectional -rather than on time-series -data. 2 To be suitable for real empirical applications, a forecasting model needs to outperform the no-change-forecasting model. Such a model's characteristic can be easily analysed by means of the U-Theil inequality coefficient (the Theil statistic), which is computed as the ratio between the MSE of each model and the MSE of the no-change model (Granger and Newbold, 1986 ). The proposed model outperforms the no-change model when the U-Theil inequality coefficient is lower than 1 (see, e.g., Fauvel et al., 1999; Swanson and White, 1997a) .
To further simplify the comparison among each model's performance, we further compute the average of the above mentioned indicators over the three ex post forecasts.
NON-SPATIAL MODELS
To analyse whether taking into account spatial autocorrelation results in more reliable forecasts, we first estimate models that do not take into account any form of spatial autocorrelation. For simplicity, we label these models 'non-spatial'.
We estimate such non-spatial models by means of techniques especially designed for panel data. For more details on such techniques we refer to, among others, Baltagi (2001) and Hsiao (2003) . Such models can be formalised as:
where y rt is employment in region r at time t (the term E rt of equation (1)), Z rt contains data on employment in region r, time (t-1), and across sectors s. The components of Z rt-1 are, therefore, E 1r (t-1) ; E 2r(t-1) ; ... E 9r(t-1) , as indicated in equation
(1). The terms α r and α t are region-and time-specific characteristics, respectively, while ε rt is the remaining error term. Finally, β is the vector of parameters to be estimated.
In a recent paper, Diebold and Kilian (2000) find that, in time-series models, pre-testing for unit roots is needed for a better selection of the forecasting model. 2 Many statistical tests which have been proposed to compare models' performance (such as the test proposed by Diebold and Mariano, 1995) in time-series analysis, cannot be straightforwardly generalised to a panel data setting. In time-series analysis, the correlation runs only in one direction, from past to current and future observations, but not vice versa. When cross-sections are involved (as in the case of panel data), since each region may affect all other regions involved in the estimation, the correlation usually runs in more directions. This might eventually have an effect on the reference distribution of the tests, with the consequence that the naïve application of such tests to our forecasts would probably lead to misleading results.
Since the employment data seem to be non-stationary, 3 these panel model estimations have been computed on the growth rates -rather than on the levels -of the data.
There might be some collinearity problems among the explanatory variables in (3). Such collinearity might lead to inflated standard errors of the estimators.
However, this does not seem to be a big problem here, since the focus of this empirical exercise is on comparative forecasting, rather than interpreting.
Furthermore, from an economic point of view, forcing some of the β coefficients to be 0 (and therefore assuming that such variables do not have any economic relevance) might be a questionable choice.
The model in (3) can be estimated by means of the fixed effects (FE) estimator or by means or the random effects maximum likelihood (ML) estimator. In the first case, the region-specific characteristics are modelled by means of regional dummies, while in the second case both regional effects α r and error term ε rt are assumed to be random and normally distributed. In both cases the time-specific characteristics are modelled by means of time dummies.
By estimating a single regression coefficient for each independent variable, the above models implicitly assume the slope of the variables of interest to be invariant across regions. This estimation choice might significantly decrease the time necessary to compute such forecasts. However, in some cases, the estimation of one single region-invariant regression coefficient, which might be conceived of as the average of region-specific coefficients, might lead to misleading inference. Hoogstrate et al. (2000) analyse the problem of pooling data generated by models with a similar, but non-identical, parameter structure. They find that, for short time series, the model's performance can be improved by pooling the data.
Nevertheless, when the region-specific characteristics are very dissimilar, taking into account some sort of spatial heterogeneity might lead to improved results.
Since our data set comprises a relatively large number of regions, we can easily compute group-specific regressions, allowing for group-specific coefficients. The groups are mutually exclusive, and each region belongs to one of the nine urbanisation groups. In our empirical analysis we will group regions on the basis of their degree of urbanisation. Given the specific structure of German labour market regions, this is a meaningful choice. This information is available for our data set. Equation (3) is then estimated separately for each urbanisation group (ur = 1, …, UR):
where y ur and Z ur are all -and only -the observations of the dependent and independent variables belonging to that specific urbanisation group. The estimated parameters (α t ur and β ur ) are also group-specific. The regional intercepts, as well as the error term, remain region-specific. The results for the nine urbanisation groups are then combined to allow the computation of the statistical indicators.
In many empirical studies on labour market phenomena, the geographical unit used generally covers a small geographical area that, in many cases, may not coincide with a well-defined local labour market area. In this case, we may expect a high number of commuters between neighbouring regions, which may be one cause of regional spatial dependence and regional spatial spillovers. An increasing number of econometric techniques have been proposed to detect and remedy such difficulties. In the next section we briefly review some of them.
SPATIAL AUTOCORRELATION
In the model presented in (4) we -roughly -try to account for spatial heterogeneity by estimating the coefficients separately for the nine urbanisation groups. However, all the above-mentioned models neglect the problem of spatial dependence. In our specific data set, which consists of small, open and highly interacting regions, spatial dependence might represent a relevant problem. Because of commuting across regions, the dependent variable of our model, viz. total employment in region r at time t (E rt ), is likely to be correlated with both employment and wages of the neighbouring regions. Furthermore, other unobserved regional characteristics might cause dependence and/or spatial spillovers across regions.
An increasing number of econometric techniques have recently been proposed to deal with such misspecification problems. For more details on spatial econometrics we refer to the work by, amongst others, Anselin (1988 Anselin ( , 2001 Anselin ( , 2002 , Anselin and Bera (1998) , Anselin and Florax (1995) , Anselin et al. (2004) , and Florax and Nijkamp (2005) . We also refer here to the recent special issues of the International Regional Science Review and of Geographical Analysis on spatial econometrics (see, e.g., Anselin, 2003; Florax and van der Vlist, 2003; LeSage et al., 2004) .
The analysis of the above-mentioned model misspecification usually starts from the analysis of the model's residuals. Specific statistical tests, such as the Moran's I, can be used to formally assess the presence of spatial dependence. In such a test, the spatial structure in the data is modelled by means of a spatial weight matrix W. This matrix, which imposes a structure on the covariance matrix, defines the spatial structure of our data set by specifying the neighbourhood of each region (Anselin, 2001) . Such neighbourhood linkages can be defined in terms of Boolean (0-1) contiguity, distances, etc., between pairs of regions.
Since, according to Tobler's first law of geography, "everything is related to everything else, but near things are more related than distant things" (Anselin, 1988, p. 8), we base our choice of the spatial weight matrix on distances between contiguous regions. Each element of our spatial weight matrix is therefore proportional to the inverse of the Euclidean distance between the locations of the corresponding regional governments of contiguous regions. Following Buettner (1999) , distances between non-contiguous regions are assumed to be infinite and the correspondent elements of the spatial weight matrix are therefore 0. This is not a highly restrictive assumption.
Analogous to the case of the maximum lag length in temporal autocorrelation, some cut-off has to be assumed. The hybrid spatial weight matrix here is a good compromise between a Boolean spatial weight matrix based on contiguity and a full distance matrix. 4 More in detail, the Moran's I is computed as:
where x is a vector containing the realisations of the variable of interest; µ is its mean;
and W the spatial weight matrix. N is the number of observations; and S is a standardisation factor, coinciding with the sum of all elements in the weight matrix. When x is not normally distributed, the asymptotic distribution of Moran's I, needed to statistically test the significance of I, is unknown, and has to be approximated using a randomisation approach or to be generated using a permutation approach (see, for example, Anselin, 1988) .
If not correctly modelled, the spatial autocorrelation in the employment variable, which is the target of our forecasting experiment, might have an influence on the accuracy of the non-spatial forecasting models that we proposed in the previous sections. Using the Moran statistic, we can analyse whether the proposed models are The spatial autocorrelation of the models' residuals suggests the presence of some sort of misspecification, which might be reduced either by adding spatiallylagged variables to the initial model (spatial lag models), or by formally modelling the residual spatial autocorrelation (spatial error models). A model combining these two modelling strategies might also be estimated. Specific tests are commonly used to discriminate between these three options (see, e.g., Anselin et al., 1996) . However, as will be shown in the following sections, in our case not all these options are feasible.
SPATIAL MODELS
In this section we suggest some ways to take into account spatial autocorrelation in the forecasting process. For simplicity, we label the models in this section 'spatial'.
First, we may extend the structure of the above non-spatial models with spatial lags of the dependent and/or explanatory variable. The spatial lag model can be formalised by adding the spatially weighted variable on the right-hand side of (3), thus obtaining:
where equation (6) differs from equation (4) 
The term Σ j (w jr Wages jt-1 ) should then capture the effect that or wages in the neighbouring regions have on regional employment of the subsequent year. This specification might be seen as a special case of the model proposed by Elhorst (2001) , in which the coefficients of the spatial lags at time t are set equal to 0.
Similarly to the non-spatial case, the spatially lagged variable should not bring in additional endogeneity problems (see, e.g., Anselin, 1988) . The model in (7) can be estimated by means of the fixed effects estimator or by means of the random effects maximum likelihood. As an alternative to the estimation of the model on the complete data set, we can also in this case assume (limited) spatial heterogeneity by estimating the model separately on different groups of regions, by rewriting (7) in a 5 As a sensitivity analysis, we also computed models using the spatial lag of total employment rather than the spatial lag of average daily wages. Alternatively, we computed models using both the spatial lag of total employment and the spatial lag of average daily wages. The resulting models perform worse than the models in which we only add the spatial lag of average daily wages. The results are not shown here but are available on request. similar way as (4). The spatial lag in (7) is computed by pre-multiplying average daily wages in region r and time t by the spatial weight matrix. As a result, the term Σ j (w jr Wages jt-1 ) can be interpreted as a weighted average of the variable Wages in the neighbouring regions. Of course, this variable does not change when we compute the group estimations. Also in such a situation, all neighbours of region r, belonging to the urbanisation group ur are taken into account in the spatial lag.
The second estimation strategy consists in modelling spatial spillovers and spatial autocorrelation by means of a spatial error structure in the model, in an autoregressive way as proposed in Elhorst (2003) :
where the error term (u rt ) is assumed to be spatially autocorrelated, with spatial autocorrelation parameter λ. As before, w jr are the elements of the weight matrix W, and ε rt is the remaining disturbance. The variance-covariance matrix that can be derived from the error structure modelled in (8) assumes the presence of global autocorrelation. In such a situation, every region is assumed to be correlated with each other region in the spatial system; the correlation is assumed to be higher for regions that are closer to each other (Anselin and Cho, 2002) .
The advantage of this specification strategy, compared with the use of spatially lagged dependent or independent variables like in (7), is that in (8) we make no assumption on which variable might be responsible for the spatial autocorrelation.
Furthermore, by using (8) we can overcome the problem of the unavailability of the data needed to compute the spatial lag at time t. To estimate the spatial error model, however, we have to adopt the further assumption of normality of the residuals and to use maximum likelihood techniques (Anselin, 1988 and Elhorst, 2003) . The spatial error model is therefore estimated by means of maximum likelihood (see Elhorst, 2003) .
As before, the model can be estimated on the whole data set, under the assumption of homogeneous regression coefficients, or separately for distinct urbanisation groups. However, in this latter case the urbanisation-heterogeneous coefficients are not computed by means of separate group estimations since this strategy would make use of a modified weight matrix W, in which the neighbours that do not belong to the same group are dropped. We allow instead for heterogeneous regression coefficients by multiplying the dependent and independent variables by dummies identifying each group (see, e.g., Verbeek, 2000) .
After this review of various spatial-statistical issues, the next section will introduce the data set for our empirical analysis and will show the estimation results of the models introduced above.
EMPLOYMENT FORECASTS FOR WEST-GERMAN REGIONS
THE DATA SET
The data used in this analysis is part of a bigger data base gathered by the German
Institute for Employment Research, IAB (Institut für Arbeitsmarkt und
Berufsforschung). The information is collected from firms and contains micro-data about all workers employed in Germany who are covered by the social insurance system. Since such information was originally collected for the administrative purposes of the social security system, the measurement errors affecting our data are probably rather low and not systematic. For more information on this IAB data base, we refer to Blien and Tassinopoulos (2001) .
We use information about labour market aggregates at the regional level, represented by an index ranging from one to nine (see Table 1 ), and is computed according to the size of population and to the centrality of the location of each region (for more details we refer to Bellmann and Blien, 2001 ). In the next section we summarise the forecasting results of the non-spatial models and we compare them with the results of the models extended to take into account spatial dependence and spatial spillovers.
NON-SPATIAL MODELS
In this section we estimate the non-spatial panel models as discussed in Section 2.3, using the data on West-German regions introduced above. 8 Baltagi and Li (2004) show how to compute the predictions of both spatial and non-spatial models.
We first estimate the model in (3) using a fixed-effects estimator (FE). The results of the three ex post forecasts, as well as the average model performance are shown in the first column of Table 2 . While the model in (3) only allows for regional heterogeneity in the intercept term, the model in (4), also allows for some spatial heterogeneity in the regression coefficients. The second column of Table 2 shows the results of the model in (4) estimated separately for the nine types of regions introduced in the previous section (FE-1-9).
The random effects estimator is usually considered as an alternative to the fixed effects estimator. However, our data refer to regions rather than to individuals.
In this case the data refer to the whole population of 326 regions, and the regionalspecific effects (α r ) can hardly be interpreted as a random variable. As expected, the Hausman (1978) test rejects the random effects in favour of the fixed effects model.
Furthermore, also Baltagi and Li (2004) , using individual data to predict cigarette consumption, find that the fixed effects performs slightly better than the random effects model.
To allow an easier comparison with the spatial models, we further estimate models (3) and (4) by means of random effects maximum likelihood estimators. The results of the model computed on the whole data set (ML) are shown in column (3) of Table 2 , while the results of the model allowing for some regional heterogeneity in the regression coefficients (ML-1-9) are shown in column (4).
TABLE 2 ABOUT HERE
The results of the four models seem to exhibit a rather heterogeneous behaviour. On average the maximum likelihood estimations seem to perform better than the fixed effects estimations. The models accounting for spatial heterogeneity seem to perform slightly worse than the corresponding models assuming spatial homogeneity. This result suggests that there might not be significant differences in the behaviour of urban versus rural regions, and that pooling such heterogeneous coefficients might therefore lead to more reliable forecasts.
Most of the models offer better forecast than the naïve no-change model both This might suggest that in 2002 all models tend to overestimate (in absolute terms) the changes in regional employment, and that the trend line in the employment development might be flattening, and that it might soon change its sign. In such a situation the naïve model offers the best forecasts.
On average, the best model of Table 2 is the model estimated in column (3).
This model has the lowest absolute and squared errors. Furthermore, it seems to be the only one that, on average, is able to outperform the naïve no-change model.
By largely neglecting the presence of spatial autocorrelation and spatial spillovers, the models shown in Table 2 may represent sub-optimal solutions to the forecasting problem, at least in case of panel data. In the next section we will extend these non-spatial models to correct for spatial spillovers and spatial autocorrelation.
We start however, with an analysis of the spatial autocorrelation of the variable of interest and of the forecasting errors of the non-spatial models.
SPATIAL AUTOCORRELATION
When the data is collected at the administrative level, the actual unit of analysis might not correspond to the theoretically correct one. In our case, the 326 West German regions are likely not to correspond to a well-defined "local labour market area"
concept (see Fischer and Nijkamp, 1987) . Furthermore, local labour market areas might be subject to changes over time: for example, due to improvements in the area's accessibility level.
In our specific data set, which consists of small interacting regions, spatial dependence might represent a relevant issue. Because of commuting across regions, the dependent variable of our model, viz. total employment in region r at time t (E rt ), is likely to be correlated with both employment and wages of the neighbouring regions. Furthermore, other unobserved regional characteristics might cause dependence and/or spatial spillovers across regions. The presence of spatial dependence, represented by spatial clusters, can be easily spotted by mapping the variable of interest. 
FIGURE 1 ABOUT HERE
To statistically assess the presence of spatial autocorrelation in the variable of interest, we can compute the Moran test. Table 3 shows the Moran's I statistic computed on employment -levels, changes and growth rates -data. The x vector of equation (5), therefore, contains data on regional employment levels or regional employment growth rates, alternatively. The probabilities in Table 3 (divided by total regional employment). Table 4 shows the Moran's I statistic computed on the relative forecasting errors of the models compared in Table 2 for the three ex post forecasts. The test shows that, in many cases, the models are unable to capture the spatial autocorrelation in the employment variable, thus showing highly significant spatial autocorrelation in the relative forecasting errors. In this respect, the heterogeneous maximum likelihood model (ML-1-9) shows a slightly better performance than the other models.
The positive (and significant) coefficient of the Moran statistics in Table 4 suggest that the forecasting errors are positively correlated over space: regions for which a positive forecasting error is made, tend to be located close to other regions for which the model made a positive error, and vice versa. In the next subsection we will estimate the spatial models proposed in the previous section, and evaluate the relevance of econometric techniques in improving the forecasting performance of non-spatial models.
SPATIAL MODELS
In this section we estimate the spatial panel models as suggested in Section 3.4, starting from the spatial lag model in (7), in which we include the spatial lag of average daily wages. The models using the spatial lag of wages are denoted by the superscript 'W'. The fixed effects estimations computed on the whole data set (FE   W   ) are shown in the first column of Table 5, while The results in Table 5 show that the models accounting for spatial correlation by means of the spatial lag generally perform at most slightly better than the corresponding 'non-spatial' models. The only exception is the model in the first column of Table 5 (FE   W   ) , which seem to outperform its non-spatial counterpart for two out of three ex post forecasts. While almost all models seem to outperform the The average performance of the four models over the three ex post forecasts shows that the maximum likelihood models perform better than the fixed effects ones, and that the models assuming spatial homogeneity show better results than the models accounting for it. Also in this case the best model is the model in column (3) which seems the only one able to outperform the naïve no-change model. The general conclusion, however, is that the spatial lag models do not seem to outperform the nonspatial ones. The last two columns of Table 5 show the results of the models in which spatial autocorrelation is modelled in the error term rather than by using spatially lagged variables. While the model in column (5) is computed on the whole data set, the model in column (6) is computed separately for the nine types of regions, as explained in the previous sections. The two spatial error models clearly outperform the other model proposed, in terms of both absolute and squared errors. The spatial error models clearly outperform also the naïve no-change model in almost all cases.
Finally, these last results confirm the previous finding that pooling all regions, thus neglecting the possible spatial heterogeneity, leads to better results. The result that homogeneous models offer better forecasts than the heterogeneous ones might be due to the choice of the variable that is supposed to drive the heterogeneity (the urbanisation level of each region).
We can finally conclude that spatial econometric techniques seem to improve the forecasting performance of models using space-time data. More specifically, modelling spatial autocorrelation in the residuals appears to be a choice that produces, on average, the best results.
CONCLUDING REMARKS
In this paper we propose and evaluate different statistical techniques -namely spatial lag and spatial error models -to correct for misspecification due to neglected spatial autocorrelation, in the context of regional forecasts. We estimate and compare a number of different models designed to compute short-term ex post forecasts of regional employment in 326 West German regions. The main purpose of our analysis has been to assess whether spatial econometric techniques -namely spatial lag and spatial error models -represent a convenient way to improve the forecasting performance of non-spatial models.
Our results suggest the superimposed spatial structure that is required for the estimation of spatial lag and spatial error models -represented by means of a contiguity weight matrix -improves the forecasting performance of the non-spatial forecasting models. Furthermore, taking into account spatial autocorrelation by means of spatial error models results in forecasts that are on average more reliable than those computed by means of models using spatial lags. Therefore, the general conclusion is that in case of panels characterised by a large number of cross-sections, but a small number of observations over time, the forecasts can be improved by simply taking into account cross-sectional spatial autocorrelation.
This analysis shows that spatial econometric techniques might represent a valid tool to improve forecasts at regional level. However, our empirical application is limited to a case study of employment forecasts for West German regions, so that the results presented in this paper might be specific to the area and variables under investigation. Future research should further investigate in particular the issue of neglected spatial autocorrelation in forecasts by using simulation techniques, in order to obtain results that can be generalised to different situations. 
