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Tentative d’e´puisement de la cohomologie d’une
varie´te´ de Shimura par restriction a` ses
sous-varie´te´s
N. Bergeron
Abstract
Let G be a connected semisimple group over Q. Given a maximal compact subgroup K ⊂
G(R) such that X = G(R)/K is a Hermitian symmetric domain, and a convenient arithmetic
subgroup Γ ⊂ G(Q), one constructs a (connected) Shimura variety S = S(Γ) = Γ\X. If
H ⊂ G is a connected semisimple subgroup such that H(R) ∩ K is maximal compact, then
Y = H(R)/K is a Hermitian symmetric subdomain of X. For each g ∈ G(Q) one can construct
a connected Shimura variety S(H, g) = (H(Q) ∩ g−1Γg)\Y and a natural holomorphic map
jg:S(H, g) → S induced by the map H(A) → G(A), h 7→ gh. Let us assume that G is
anisotropic, which implies that S and S(H, g) are compact. Then, for each positive integer k,
the map jg induces a restriction map
Rg :H
k(S,C)→ Hk(S(H, g),C).
In this paper we focus on classical Hermitian domains and give explicit criterions for the
injectivity of the product of the maps Rg (for g running through G(Q)) when restricted to
the strongly primitive (in the sense of Vogan and Zuckerman) part of the cohomology. In
the holomorphic case we recover previous results of Clozel and Venkataramana [7]. We also
derive applications of our results to the proofs of new cases of the Hodge conjecture and of
new results on the vanishing of the cohomology of some particular Shimura variety.
The symmetric space X is Hermitian and the quotient S is a compact Kaehler manifold.
We relate for each of the different classical Hermitian domains the Vogan-Zuckerman’s de-
composition of the cohomology to some natural decomposition which is defined by making
use of the Chern classes of some special bundles over S, namely the bundles obtained as quo-
tients of some universal bundles over X by the action of Γ. The method used here is mainly
representation-theoretic, applying Matsushima’s formula. We are then reduce to linear al-
gebra and combinatorics. Some generalizations of the Littlewood-Richardson coefficients are
defined and used.
The proof of the criterion mentioned above is then a consequence of a recent result of
Venkataramana [24].
Introduction
Les varie´te´s de Shimura
Dans tout le texte on de´signera par G un groupe alge´brique re´ductif, connexe
et anisotrope sur Q. Les ade`les A de Q forment un anneau localement com-
pact, dans lequel Q se plonge diagonalement comme un sous-anneau. On peut
conside´rer le groupe G(A) des points ade`liques de G, qui contient G(Q) comme
sous-groupe discret.
Nous supposerons, pour simplifier et toujours dans tout le texte, que le
groupe re´ductif G est presque simple sur Q modulo son centre. Autrement
dit, il n’a pas de sous-groupe distingue´, non central et connexe de´fini sur Q.
Il de´coule de cette hypothe`se que tous les facteurs simples de l’alge`bre de Lie
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complexe g de G (modulo son centre) sont isomorphes. Nous supposerons de
plus que le groupe G(R) des points re´els est le produit (avec intersection finie)
d’un groupe compact et d’un groupe re´el non compact qui est presque simple
modulo son centre que l’on suppose compact. Nous noterons ce dernier groupe
Gnc (nc signifie ici non compact).
Un sous-groupe de congruence de G(Q) est un sous-groupe de la forme Γ =
G(Q) ∩ Kf ou` Kf est un sous-groupe compact ouvert du groupe G(Af ) des
points ade`liques finis de G. Soit XG = G(R)/K∞ l’espace syme´trique associe´
au groupe G, ou` K∞ ⊂ G(R) est un sous-groupe compact maximal. Nous
supposerons que cet espace est hermitien.
Dans cet article on e´tudie les quotients (compacts, puisque G est anisotrope)
Γ\XG, ou` Γ ⊂ G(Q) est un sous-groupe de congruence; ces quotients s’identifient
aux composantes connexes de G(Q)\G(A)/K∞.Kf = G(Q)\(XG×G(Af ))/Kf ,
ou` Kf ⊂ G(Af ) est un sous-groupe compact ouvert. Pre´cisemment, de´signons
par Gf l’adhe´rence de G(Q) dans le groupe G(Af ). Un sous-groupe de congru-
ence Γ ⊂ G(Q) s’e´crit Γ = G(Q) ∩ Kf ou` Kf est l’adhe´rence de Γ dans Gf
et,
Γ\XG = G(Q)\(XG ×Gf )/Kf . (1)
Plus exactement, on s’interesse ici a` la cohomologie a` coefficients complexes 1
H∗(Γ\XG) de ces quotients.
Une fois donne´ deux sous-groupes de congruence Γ′ ⊂ Γ ⊂ G(Q), on obtient
un reveˆtement fini
Γ′\XG → Γ\XG
qui induit un morphisme injectif
H∗(Γ\XG)→ H∗(Γ′\XG)
en cohomologie. Les groupes de cohomologies H∗(Γ\XG) (ou H∗(G(Q)\(XG ×
Gf )/Kf )) forment donc un syste`me inductif indexe´ par les sous-groupes de
congruence Γ ⊂ G(Q) (ou par les sous-groupes compacts ouverts Kf ⊂ Gf ). En
passant a` la limite (inductive) on de´finit
H∗(Sh0G) = lim
→
Γ
H∗(Γ\XG) = lim
→
Kf
H∗(G(Q)\(XG ×Gf )/Kf). (2)
La notation ci-dessus provient de ce que l’on appelle varie´te´ de Shimura l’espace
topologique
Sh0G = lim
←
Γ
Γ\XG = G(Q)\(X ×Gf ). (3)
Cet espace est un espace topologique dont on peut conside´rer la cohomologie ce
Ceˇch et il est de´montre´ dans [22] que sa cohomologie co¨ıncide avec (2). Pour ce
qui nous concerne, il sera suffisant de conside´rer que la de´nomination H∗(Sh0G)
n’est qu’une notation pour la limite inductive (2).
1Tous les groupes de cohomologie que nous conside`rerons seront a` coefficients complexes.
2
Les quotients Γ\XG sont kaehle´riens. Dans chacun des groupes Hi(Γ\XG)
pour 0 ≤ i ≤ dG2 , ou` dG est la dimension re´elle de XG, on peut conside´rer la
partie primitive de la cohomologie. En passant a` la limite inductive cela nous
de´finit la partie primitive des espaces de cohomologies
Hiprim(Sh
0G), (0 ≤ i ≤ dG
2
)
de la varie´te´ de Shimura associe´e.
Une question d’Arthur A` la toute fin de son ce´le`bre article [2], Arthur pose
la question de la possibilite´ de de´couper les espaces Hiprim(Sh
0G), (0 ≤ i ≤ dG2 ),
en morceaux identifie´s a` des sous-espaces de la cohomologie primitive en degre´
me´dian H
dH/2
prim (Sh
0H), attache´e a` des varie´te´s de Shimura Sh0H de dimension
dH plus petite que dG.
Cette belle question motive une grande part de cette article. On peut penser
a` cette question comme a` un analogue du the´ore`me de Lefschetz pour les varie´te´s
projectives. Dans son article Arthur propose des candidats pour les varie´te´s
de Shimura Sh0H de dimension plus petite. Les groupes H devraient eˆtre
des groupes endoscopiques. Il est naturel de se demander si, comme dans le
cas du the´ore`me de Lefschetz, on ne pourrait pas e´puiser une large part de la
cohomologie en se restreignant a` des sous-varie´te´s de Shimura.
Restriction a` une sous-varie´te´ de Shimura
Puisque XG de type hermitien, il existe un e´le´ment c appartenant au centre de
K∞ tel que Ad(c) induise (sur l’espace tangent p0 de XG au point base o = eK)
la multiplication par i =
√−1. Soit
g = k⊕ p+ ⊕ p− (4)
la de´composition associe´e de g = Lie(G(R)) ⊗ C, avec k = Lie(K∞)⊗ C. Alors
p+ = {X ∈ p : Ad(c)X = iX} est l’espace tangent holomorphe a` XG au point
base o.
Soit maintenant H ⊂ G un sous-groupe re´ductif connexe de´fini sur Q. On
suppose que
H(R) ∩K∞ est un sous-groupe compact maximal de H(R). (5)
Alors la restriction a` H de l’involution de Cartan θ de G est une involution de
Cartan de H(R). On a une de´composition correspondante
h = kH ⊕ pH (6)
avec pH = p ∩ h. On suppose de plus
pH est stable sous l’action de Ad(c). (7)
Alors Ad(c) de´finit une structure complexe (H(R) ∩ K∞)-invariante sur pH,0.
L’espace XH = H(R)/(H(R) ∩ K∞) est symme´trique hermitien. On a une
de´composition triangulaire
h = kH ⊕ p+H ⊕ p−H (8)
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compatible avec (4). Enfin, le plongement XH →֒ XG est holomorphe.
Conside´rons maintenant Γ = G(Q)∩Kf un sous-groupe de congruence sans
torsion de G(Q). Le quotient S(Γ) = Γ\XG est une varie´te´ kaehle´rienne qui
s’identifie a` S(Kf) = G(Q)\(X ×Gf )/Kf .
Soit KHf ⊂ H(Af ) un sous-groupe compact ouvert. Si KHf ⊂ Kf , il existe
une application naturelle j : S(KHf ) → S(Kf ). Puisque Γ est sans torsion,
l’application j est finie et non ramifie´e. On rappelle le re´sultat suivant, duˆ a`
Deligne [8].
Lemme 1 E´tant donne´ KHf ⊂ H(Af ), il existe un sous-groupe compact ouvert
K1f ⊂ G(Af ) avec KHf ⊂ K1f , tel que l’application naturelle j′ : S(KHf ) →
S(K1f ) soit injective.
En particulier, si l’on prend KHf = Kf ∩H(Af ), on obtient une application
naturelle finie j : S(KHf ) → S(Kf). Si l’on remplace Kf par un sous-groupe
suffisamment petit K1f , on obtient un diagramme
S(KHf )
j′→ S(K1f)
j
ց ↓ π
S(Kf ),
(9)
ou` π est la projection naturelle de reveˆtement et j′ est injective.
En passant a` la limite (inductive) sur les Kf , les applications j induisent
l’application de restriction
resGH : H
∗(Sh0G)→ H∗(Sh0H). (10)
Nous dirons que Sh0H est une sous-varie´te´ de Shimura de Sh0G, ce que l’on
notera Sh0H ⊂ Sh0G.
Nous aurons besoin de conside´rer e´galement la stabilisation de cette appli-
cation de restriction. Expliquons ce que cela signifie. Soit g ∈ G(Q). Fixons
KHf un compact ouvert de H(Af ), et conside´rons l’application jg : XH ×Hf →
XG × Gf donne´e par jg(x, h) = (gx, gh). Il est facile de ve´rifier que jg induit
une application injective H(Q)\(XH ×Hf )/KHf → G(Q)\(XG ×Gf )/KHf . En
supposant que KHf = Kf ∩ H(A) ⊂ Kf (ou` Kf est un sous-groupe compact
ouvert dans G(Af )), on obtient alors une application naturelle jg : S(K
H
f ) →
S(Kf ), en utilisant les notations pre´ce´dentes. Cette application est finie et
non ramifie´e. On peut e´galement de´crire jg comme l’application naturelle
(H(R) ∩ g−1Γg)\XH → Γ\XG. On obtient de cette manie`re toute une famille,
parame`tre´e par g ∈ G(Q), de sous-varie´te´s complexes de Γ\XG - les images des
applications jg. En cohomologie celles-ci induisent l’application de restriction
stable
H∗(S(Γ))→
∏
g∈G(Q)
H∗(SH(g)),
ou` SH(g) = (H(R) ∩ g−1Γg)\XH , et l’application de restriction est de´duite
de la famille d’applications (jg). En passant a` la limite (inductive) sur les
Γ, l’application de restriction stable induit l’application ResGH stabilisation de
resGH :
ResGH : H
∗(Sh0G)→
∏
g∈G(Q)
H∗(Sh0H). (11)
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Re´sultats de Venkataramana concernant la restriction et la question
d’Arthur Dans [24], Venkataramana de´montre le the´ore`me suivant 2.
The´ore`me 2 Supposons que H ⊂ G soient deux groupes alge´briques re´ductifs
connexes et anisotropes sur Q avec Gnc = U(n, 1) (resp. Gnc = O(2, n)) et
Hnc = U(n− 1, 1) (resp. Hnc = O(2, n− 1)). Alors,
ResGH : H
k(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H)
est injective pour tout k ≤ n− 1.
On en de´duit imme´diatement le corollaire suivant qui re´pond a` la question
d’Arthur dans le cas des groupes G alge´briques re´ductifs connexes sur Q avec
Gnc = U(n, 1) ou Gnc = O(2, n) et provenant, par restriction des scalaires, d’un
groupe unitaire ou orthogonal sur un corps de nombre.
Corollaire 3 Soient K un corps de nombre totalement re´el et G′ un groupe
unitaire (resp. orthogonal) anisotrope sur K compact a` toutes les places in-
finies sauf une ou` il est isomorphe a` U(n, 1) (resp. O(2, n)). Soit G le groupe
alge´brique sur Q obtenu a` partir de G′ par restriction des scalaires de K a` Q.
Alors, pour tout entier naturel k ≤ n, il existe une sous-varie´te´ de Shimura
Sh0H ⊂ Sh0G de dimension complexe k telle que la restriction stable
ResGH : H
k(Sh0G)→
∏
g∈G(Q)
Hk(Sh0H)
soit injective. De plus, l’image de la partie primitive de Hk(Sh0G) est envoye´e
dans la partie primitive de la cohomologie (de degre´ me´dian) de Sh0H.
Les groupes G alge´briques re´ductifs connexes sur Q avec Gnc ∼= U(n, 1)
a` l’oppose´e de ceux conside´re´s dans le corollaire sont les groupes qui ont la
proprie´te´ (K) de [6] . Il serait inte´ressant de voir si les techniques de [6] jointes
au the´ore`me 2 permettent de re´pondre positivement a` la question d’Arthur en
toute ge´ne´ralite´ pour les groupe unitaires de partie non compacte isomorphe a`
U(n, 1).
La de´monstration du the´ore`me 2 repose sur un beau re´sultat ge´ne´ral e´galement
duˆ a` Venkataramana [24] donnant un crite`re d’injectivite´ de l’application de
restriction stable en restriction a` certains sous-espaces. Il s’agit ensuite de com-
prendre ce crite`re ce qui nous rame`ne essentiellement a` de l’alge`bre line´aire,
facile dans le cas des groupes U(n, 1) et O(2, n). Le but de ce texte est de
comprendre ce crite`re dans le cas des domaines hermitiens classiques. C’est
exactement ce que font Clozel et Venkataramana dans [7] dans le cas de la
cohomologie holomorphe. Nous retrouverons donc leurs re´sultats, notons au
passage que nos arguments sont purement locaux alors que ceux de Clozel et
Venkataramana font intervenir des phe´nome`nes globaux.
2Remarquons que le cas de la cohomologie holomorphe e´tait de´ja` traite´ dans des travaux
ante´rieurs de Oda [18] et de Clozel et Venkataramana [7]. Enfin, l’e´nonce´ ge´ne´ral de ce
the´ore`me e´tait conjecture´ par Harris et Li dans [11] ou` des cas particuliers sont de´montre´s.
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Dans ce qui suit, Mm×n(C) de´signe l’espace des matrices avec m lignes et
n colonnes et des coefficients complexes. Nous noterons Ei,j ∈ Mm×n(C) la
matrice dont le coefficient appartenant a` la i-e`me ligne et a` la j-e`me colonne est
e´gal a` 1 et dont tous les autres coefficients sont nuls. Le groupe des matrices
carre´es p × p inversibles est note´ GLp. Le groupe des matrices unitaires p × p
est note´s U(p).
Si E est une repre´sentation d’un groupe, nous noterons E∗ sa repe´sentation
contragre´diente. Si e1, e2, . . . , em est une base de E, alors sa base duale de E
∗
est note´e e∗1, e
∗
2, . . . , e
∗
m. La r-ie`me puissance exte´rieure (resp. syme´trique) de
E est de´signe´e
∧r
E (resp. symr(E)).
Nous allons nous inte´resser tour a` tour aux diffe´rents domaines hermitiens
classiques en excluant le cas Gnc = O(2, n) de´ja` traite´ dans [24]. Le cas ou`
Gnc = U(p, q) est le plus inte´ressant. Il nous occupera une bonne partie de
l’article. Remarquons imme´diatement que meˆme lorsque G est un Q-groupe
provenant d’un groupe unitaire sur un corps de nombre on ne peut espe´rer
re´pondre positivement a` la question d’Arthur seulement a` coup de restrictions
(stables) a` des sous-varie´te´s de Shimura. Le premier a` l’avoir remarque´ est
Venkataramana dans [25], on rencontrera dans le cours du texte des contres-
exemples similaires. Une grande partie de cet article est motive´e par la volonte´
de comprendre quelle partie de la cohomologie des varie´te´s de Shimura unitaires
peut eˆtre e´puiser a` coup de restrictions (stables) a` des sous-varie´te´s de Shimura.
E´nonce´s des principaux re´sultats
Concernant la question d’Arthur, nos re´sultats nous permettrons de de´montrer
le the´ore`me suivant qui ge´ne´ralise le corollaire 3 dans le cas unitaire.
The´ore`me 4 Soient K un corps de nombre totalement re´el et G′ un groupe
unitaire anisotrope sur K compact a` toutes les places infinies sauf une ou` il
est isomorphe a` U(p, q) avec 1 ≤ p ≤ q. Soit G le groupe alge´brique sur Q
obtenu a` partir de G′ par restriction des scalaires de K a` Q. Alors, pour tout
entier naturel k < 3p− 2 si p = q et < p+ q − 1 si p < q, l’espace Hk(Sh0G)
se de´compose en une somme directe finie de sous-espaces telle que chacun de
ces sous-espaces s’injecte naturellement dans la cohomologie d’une varie´te´ de
Shimura de dimension strictement plus petite que pq.
Nous verrons de plus que les degre´s 3p− 2 et p+ q− 1 sont optimaux si l’on
suppose Sh0H ⊂ Sh0G.
Dans le cas des groupes GSpp et O
∗(2p) nos me´thodes n’apportent pas,
concernant la question d’Arthur, beaucoup plus que les re´sultats de Clozel et
Venkataramana que nous retrouverons. Nous verrons au cours du texte, qu’ils
permettent ne´anmoins de pre´ciser l’action des classes de Chern sur la cohomolo-
gie.
Revenons maintenant au cas des varie´te´s de Shimura unitaires, i.e Gnc =
U(p, q). Le the´ore`me de Lefschetz sur les classes de Hodge de bidegre´ (1, 1) est
non vide lorsque p = 1 et implique que toute classe de Hodge dans H2(Sh0G)
et donc dans H2q−2(Sh0G) est alge´brique. Lorsque q ≥ p > 1, il n’y a pas
de classes de Hodge de degre´ 2, en fait et si q > p + 1 nous verrons que toute
classe de Hodge non triviale est de degre´ ≥ 2p. En de´veloppant une ide´e de
Venkataramana, nous montrerons le nouveau cas suivant de la conjecture de
Hodge.
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The´ore`me 5 Soient K un corps de nombre totalement re´el et G′ un groupe
unitaire anisotrope sur K compact a` toutes les places infinies sauf une ou` il est
isomorphe a` U(p, q) avec 3 ≤ 2p + 1 ≤ q. Soit G le groupe alge´brique sur Q
obtenu a` partir de G′ par restriction des scalaires de K a` Q. Alors, toute classe
de Hodge dans H2p(q−1)(Sh0G) est alge´brique.
Enfin, nous de´montrerons le re´sultat d’annulation suivant.
The´ore`me 6 Supposons que Sh0G contienne une sous-varie´te´ de Shimura Sh0H,
avec H obtenu par restriction des scalaires a` partir d’un groupe U(D) ou` D est
une alge`bre a` division de degre´ premier impair sur une extension quadratique
imaginaire d’un corps de nombre totalement re´el et tel que Hnc = U(p, b) avec
b < q. Alors, Hkprim(Sh
0G) = 0 pour tout entier 1 ≤ k < min(bp, q).
Plan de l’article
La premie`re partie de l’article est consacre´e au groupe U(p, q). Dans une
premie`re section, nous e´tudions la cohomologie des varie´te´s de Shimura unitaires
a` l’aide des travaux de Vogan et Zuckermanmais en adoptant une parame´trisation
par des couples de partitions. Cette parame´trisation permet de comprendre
relativement facilement l’action des classes de Chern sur la cohomologie. Le
re´sultat principal de cette section est la proposition 11; il de´crit comple`tement
cette action. Nous appliquons a` la toute fin de la premie`re section ces ide´es a` la
de´monstration d’un the´ore`me ge´ne´ralisant le the´ore`me de Lefschetz fort. Dans
le cas holomorphe ce the´ore`me n’est pas nouveau il est l’objet de l’article [20]
de Parthasarathy.
Dans un deuxie`me section, nous classifions les types de sous-espaces hermi-
tiens syme´triques pouvant apparaitre comme sous-varie´te´ totalement ge´ode´sique
de XG. Puis nous calculons la classe de cohomologie correspondante a` chacun
de ces sous-espaces dans le dual compact de XG.
Les re´sultats des deux premie`res sections nous permettent a` l’aide du the´ore`me
principal de l’article [24] de Venkataramana de de´montrer des crite`res d’injectivite´
de l’application de restriction stable. On de´duit de ces crite`res le the´ore`me 4.
Les deux dernie`res parties (plus courtes) traitent respectivement des cas du
groupe GSpp et du groupe O
∗(2p). Nous y de´montrons les re´sultats correspon-
dant.
Concluons en remarquant que nos me´thodes ne s’e´tendent pas au cas non
isotropes (i.e. S(Γ) non compacte). Mais il est naturel de penser que les
re´sultats devraient eux s’e´tendre (en conside´rant cette fois la cohomologie L2).
Nous le montrons partiellement dans un travail en pre´paration. Enfin, nous
laissons au lecteur le soin de traduire nos re´sultats au cas des syste`mes de coef-
ficients non triviaux, les de´monstrations se transposent imme´diatement.
Remerciements Je ne saurai trop souligner ce que les re´sultats ci-dessus
doivent aux travaux de Venkataramana. La lecture de ceux de ses articles
figurant dans la bibliographie m’a incite´ a` vouloir comprendre la combinatoire de
l’application de restriction stable entre varie´te´s de Shimura. Enfin, j’ai be´ne´ficie´
de nombreuses conversations sur ce sujet avec Laurent Clozel, je l’en remercie.
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1 Cas des varie´te´s de Shimura unitaires
Dans toute cette partieG est un groupe alge´brique re´ductif connexe et anisotrope
sur Q avec Gnc ∼= U(p, q), ou` p et q sont des entiers strictement positifs avec
p ≤ q. Le rang re´el de G est donc p. On a
Gnc =
{
g =
(
A B
C D
)
: tg
(
1p 0
0 −1q
)
g =
(
1p 0
0 −1q
)}
, (12)
ou` A ∈Mp×p(C), B ∈Mp×q(C), C ∈Mq×p(C) et D ∈Mq×q(C). Soit
K =
{
g =
(
A 0
0 D
)
∈ Gnc : A ∈ U(p), D ∈ U(q)
}
.
Le complexifie´ KC de K est le groupe
KC =
{
g =
(
A 0
0 D
)
∈ GncC : A ∈ GLp, D ∈ GLq
}
.
L’involution de Cartan θ est donne´e par x 7→ −tx. Soit
T =
{
g ∈ KC : g =
(
A 0
0 D
)
avec A, D matrices diagonales
}
.
Puisque les facteurs compact deG(R) ne nous inte´resseront pas, nous noterons
g0 l’alge`bre de Lie de G
nc et k0 l’alge`bre de Lie de K. Soit g0 = k0 ⊕ p0 la
de´composition de Cartan associe´e. Si l0 est une alge`bre de Lie, nous noterons
l = l0 ⊗ C sa complexification. Rappelons que la multiplication par i =
√−1
induit une de´composition
p = p+ ⊕ p−.
Nous noterons (x1, . . . , xp; y1, . . . , yq) les e´le´ments de T ou de son alge`bre de
Lie. L’alge`bre de Lie g est bien e´videmment M(p+q)×(p+q)(C), et l’on voit ses
e´le´ments sous forme de blocs comme dans (12). On a alors,
p+ =
{(
0 B
0 0
)
avec B ∈Mp×q(C)
}
et
p− =
{(
0 0
C 0
)
avec C ∈Mq×p(C)
}
.
Soit E = Cp (resp. F = Cq) la repre´sentation standard de U(p) (resp. U(q)).
Alors, comme repre´sentation de KC, p
+ = E ⊗ F ∗.
Soient (e1, . . . , ep) et (f1, . . . , fq) les bases canoniques respectives de E et F .
Choisissons comme sous-alge`bre de Borel bK dans k l’alge`bre des matrices dans
k, qui sont triangulaires supe´rieures sur E et triangulaires infe´rieures sur F par
rapport a` ces bases. Alors l’ensemble des racines simples compactes positives
Φ(bK , t) = {xi − xj : 1 ≤ i < j ≤ p} ∪ {yj − yi : 1 ≤ i < j ≤ q}. (13)
Les racines de T apparaissant dans p+ sont les formes line´aires xi − yj avec
1 ≤ i ≤ p et 1 ≤ j ≤ q.
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1.1 De´composition “a` la Lefschetz” de la cohomologie
Puisque G est anisotrope sur Q, un the´ore`me de Borel et Harish-Chandra [3]
affirme que si Γ est un sous-groupe de congruence de G, la varie´te´ S(Γ) est
compacte.
Soit Γ un sous-groupe de congruence de G. Soit Ek(S(Γ)) l’espace des formes
diffe´rentielles de degre´ k sur S(Γ). Puisque le fibre´ cotangent T ∗S(Γ) est iso-
morphe au fibre´ Γ\Gnc ×K p∗ → Γ\Gnc/K = S(Γ), qui est associe´ au K-fibre´
principal K → Γ\Gnc → Γ\Gnc/K et la repre´sentation (re´elle) de K dans p+
donne´e par ((
A 0
0 D
)
,
(
0 B
0 0
))
7→
(
0 ABD−1
0 0
)
.
On a donc :
Ek(S(Γ)) ≃ (C∞(Γ\Gnc)⊗
k∧
p∗) ≃ HomK(
k∧
p, C∞(Γ\Gnc)) (k ∈ N). (14)
Notons ∆ le laplacien de Hodge-de Rham sur la varie´te´ riemannienne (lo-
calement syme´trique) S(Γ) (ou` la me´trique est de´duite de la forme de Killing
sur g0). L’espace des formes harmoniques de degre´ k est donne´ par
Hk(S(Γ)) := {ω ∈ Ek(S(Γ)) : ∆ω = 0}.
La the´orie de Hodge fournit un isomorphisme naturel
H∗(S(Γ)) ≃ H∗(S(Γ)).
Soit (π, Vpi) un (g,K)-module irre´ductible. A` l’aide de (14) on de´finit une ap-
plication line´aire
Tpi :
{
HomK(
∧∗
p, π)⊗Homg,K(π,C∞(Γ\Gnc)) → E∗(S(Γ)),
ψ ⊗ ϕ 7→ ϕ ◦ ψ. (15)
Soit Gˆnc l’ensemble des classes d’e´quivalence des (g,K)-modules irre´ductibles
qui sont unitarisables. Rappelons qu’Harish-Chandra a de´montre´ que Gˆnc s’identifie
naturellement au dual unitaire de Gnc. Soient U(g) l’alge`bre enveloppante de
l’alge`bre de Lie complexe g, Z(g) son centre et Ω ∈ Z(g) le casimir de´finit par
la forme de Killing sur g0. On de´finit le sous-ensemble Gˆ
nc
0 de Gˆ
nc par
Gˆnc0 := {π ∈ Gˆnc : π(Ω) = 0},
ou` l’on a conserve´ la meˆme notation π pour la repre´sentation de U(g).
L’acion de Gnc sur XG induit la repre´sentation de U(g) sur l’espace des
formes diffe´rentielles sur XG. En particulier, le casimir Ω(∈ Z(g) ⊂ U(g))
agit sur E∗(XG) comme le laplacien de Hodge-de Rham, puisque la me´trique
riemannienne sur XG est induite par la forme de Killing sur g0. Il de´coule de
tout ceci que
Image(Tpi) ⊂ H∗(S(Γ)) ≃ H∗(S(Γ)) (16)
si et seulement si π ∈ Gˆnc0 . On dit dans ce cas que le sous-espace de H∗(S(Γ))
correspondant a` l’image de Tpi est la π-composante, et on e´crit H
∗(π : Γ).
Autrement dit,
Hk(π : Γ) := Image(Tpi) ∩Hk(S(Γ)) (k ∈ N), (17)
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via l’isomorphisme (16).
Un re´sultat duˆ a` Gel’fand et Piatetski-Shapiro [10] affirme que la repre´sentation
re´gulie`re droite dans L2(Γ\Gnc) admet une de´composition en somme directe de
Hilbert discre`te
L2(Γ\Gnc) ≃
⊕∑
HomG(π, L
2(Γ\Gnc))⊗ π =
⊕∑
nΓ(π)π,
ou` π parcourt cette fois le dual unitaire de Gnc et la multiplicite´
nΓ(π) := dimCHomG(π, L
2(Γ\Gnc)) <∞.
Alors la formule de Matsushima est re´sume´e dans le lemme suivant.
Lemme 7 ([4], [17]) Sous les notations pre´ce´dentes. On a
H∗(π : Γ) ≃ nΓH∗(g,K;π), (18)
H∗(S(Γ)) =
⊕
pi∈Gˆnc0
H∗(π : Γ). (19)
En passant a` la limite (inductive) sur les sous-groupes de congruence Γ ⊂ G,
nous parlerons de π-composante de la cohomologie H∗(Sh0G) de la varie´te´ de
Shimura Sh0G, ce que nous noterons H∗(π : Sh0G). La de´composition (19) se
traduit alors en
H∗(Sh0G) =
⊕
pi∈Gˆnc0
H∗(π : Sh0G). (20)
D’apre`s Parthasarathy [19], Kumaresan [14] et Vogan-Zuckerman [27], les
(g,K)-modules unitarisables ayant des groupes de (g,K)-cohomologie non triv-
iaux peuvent eˆtre de´crit comme suit. Notons toujours t0 =Lie(T ) une sous-
alge`bre de Cartan de k0. On conside`re les sous-alge`bres paraboliques θ-stable
q ⊂ g : q = l⊕ u [27], ou` l est le centralisateur d’un e´le´ment X ∈ it0 et u est le
sous-espace engendre´ par les racines positives de X dans g. Alors q est stable
sous θ; on en de´duit une de´composition u = (u∩k)⊕(u∩p). Soit R = dim(u∩p).
Associe´ a` q, se trouve un (g,K)-module irre´ductible bien de´finiAq caracte´rise´
par les proprie´te´s suivantes. Supposons effectue´ un choix de racines positives
pour (k, t) de fac¸on compatible avec u. Soit e(q) un ge´ne´rateur de la droite∧R
(u ∩ p). Alors e(q) est le vecteur de plus haut poids d’une repre´sentation
irre´ductible V (q) de K contenue dans
∧R
p; et dont le plus haut poids est donc
ne´cessairement 2ρ(u∩p). La classe d’e´quivalence du (g,K)-module Aq est alors
uniquement caracte´rise´e par les deux proprie´te´s suivantes.
Aq est unitarisable avec le meˆme caracte`re infinite´simal que la
repre´sentation triviale
(21)
HomK(V (q), Aq) 6= 0. (22)
Remarquons que la classe du module Aq ne de´pend alors en fait que de l’intersection
u ∩ p, autrement dit deux sous-alge`bres paraboliques q = l ⊕ u et q′ = l′ ⊕ u′
ve´rifiant u∩p = u′∩p donnent lieu a` une meˆme classe de module cohomologique.
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De plus, V (q) intervient avec multiplicie´ 1 dans Aq et
∧R(p), et
Hi(g,K,Aq) ∼= HomL∩K(
i−R∧
(l ∩ p),C). (23)
Ici L est un sous-groupe de K d’alge`bre de Lie l.
Si Γ est un sous-groupe de congruence de G, la Aq-composante H
R(Aq : Γ)
de HR(S(Γ)) sera dite fortement primitive. D’apre`s ce que nous avons rappele´
ci-dessus la Aq-composante fortement primitive est donc la somme sur une base
{ϕ} de Homg,K(Aq, C∞(Γ\Gnc)) des formes diffe´rentielles ωϕ de´finies par
ωϕ(g.λ) = ϕ(ω(λ))(g) (λ ∈
R∧
p, g ∈ Gnc),
ou` ω :
∧R
p → Aq est une K-application non nulle (uniquement de´finie a` un
scalaire pre`s) qui factorise ne´cessairement via la composante isotypique V (q). De
meˆme nous parlerons de HR(Aq : Sh
0G) comme de la Aq-composante fortement
primitive.
Modules cohomologiques et diagrammes de Young
Nous avons vu comment associer une sous-alge`bre parabolique θ-stable q a` un
e´le´ment X = (x1, . . . , xp; y1, . . . , yq) ∈ it0 (les xi, yj sont donc tous re´els).
Rappelons le choix fixe´ (13) de racines simples compactes positives. Apre`s
conjugaison par un e´le´ment de K, on peut supposer, et nous le supposerons
effectivement par la suite, que X est dominant par rapport a` Φ(bK , t), i.e. que
α(X) ≥ 0 pour tout α ∈ Φ(bK , t); il satisfait alors aux ine´galite´s
x1 ≥ . . . ≥ xp et yq ≥ . . . ≥ y1.
Nous allons maintenant associer a` X un couple de diagrammes de Young
(ou, suivant la litte´rature, diagrammes de Ferrers), qui coderont comple`tement
le module cohomologique associe´. Rappelons qu’une partition est une suite
de´croissante λ d’entiers naturels λ1 ≥ . . . ≥ λl ≥ 0. Les entiers λ1, . . . , λl sont
des parts. La longueur l(λ) de´signe le nombre de parts non nulles, et le poids
|λ|, la somme des parts. On se soucie peu, d’ordinaire, des parts nulles : on se
permet en particulier, le cas e´che´ant, d’en rajouter ou d’en oˆter
Le diagramme de Young de λ, que l’on notera e´galement λ, s’obtient en
superposant, de haut en bas, des lignes dont l’extre´mite´ gauche est sur une meˆme
colonne, et de longueurs donne´es par les parts de λ. Par syme´trie diagonale, on
obtient le diagramme de Young de la partition conjugue´e, que l’on notera λ∗.
Le diagramme de Young de la partition λ = (5, 3, 3, 2) et de sa conjugue´ sont
donc :
et
λ λ∗
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Soient λ et µ deux partitions telles que µ contienne λ, ce que nous noterons
λ ⊂ µ. Notons µ/λ le comple´mentaire du diagramme de λ dans celui de µ :
c’est une partition gauche son diagramme est un diagramme gauche. Dans la
pratique les partitions λ que nous rencontrerons seront incluses dans la parti-
tion rectangulaire p × q = (q, . . . , q︸ ︷︷ ︸
p fois
), le diagramme gauche p × q/λ est alors le
diagramme de Young d’une partition auquel on a applique´ une rotation d’angle
π; nous noterons λˆ cette partition, la partition comple´mentaire de λ dans p× q.
Par exemple, la partition λ = (5, 3, 3, 2) est incluse dans le rectangle 5 × 5, et
dans ce rectangle, λˆ = (5, 3, 2, 2).
Nous associons maintenant a` notre e´le´ment X ∈ it0 un couple (λ, µ) de
partitions comme suit.
• La partition λ ⊂ p× q est associe´e au sous-diagramme de Young de p× q
constitue´ des cases de coordonne´es (i, j) telles que xi > yj .
• La partition µ ⊂ p× q est associe´e au sous-diagramme de Young de p× q
constitue´ des cases de coordonne´es (i, j) telles que xi ≥ yj .
Le lemme suivant est absolument imme´diat.
Lemme 8 Le couple de partitions (λ, µ) associe´ a` un e´le´ment X ∈ it0 ve´rifie :
1. la suite d’inclusion λ ⊂ µ ⊂ p× q, et
2. que le diagramme gauche µ/λ est une re´union de diagrammes rectangu-
laires pi × qi, i = 1, . . . ,m ne s’intersectant qu’en des sommets.
Re´ciproquement, e´tant donne´ un couple de partitions (λ, µ) ve´rifiant 1 et 2,
on peut toujours trouver un e´le´ment X ∈ it0 tel que (λ, µ) soit le couple de
partitions associe´ a` X.
Nous dirons d’un couple de partitions (λ, µ) qu’il est compatible (ou com-
patible dans p × q en cas d’ambiguite´) s’il ve´rifie les points 1 et 2 du lemme
8.
Remarquons maintenant que si X et X ′ sont deux e´le´ments de it0 de meˆme
couple de partitions associe´ (λ, µ) et de sous-alge`bres paraboliques associe´es
respectives q et q′ alors q ∩ u = q′ ∩ u′. On de´duit donc de la remarque suiv-
ant la de´finition des modules Aq et du lemme 8 que chaque couple compatible
de partitions (λ, µ) de´finit sans ambiguite´ une classe d’e´quivalence de (g,K)-
modules que nous noterons A(λ, µ). Nous nous autoriserons a` parler de “la”
sous-alge`bre parabolique q(λ, µ) = l(λ, µ) ⊕ u(λ, µ) de (g,K)-module associe´
A(λ, µ), l’important pour nous est qu’une telle sous-alge`bre existe (d’apre`s le
lemme 8). Nous supposerons de plus, ce que l’on peut toujours faire, que le
groupe L(λ, µ) associe´ a` la sous-alge`bre de Levi l(λ, µ) n’a pas de facteurs com-
pacts non abe´lien. Il est alors facile de voir que
L(λ, µ)/(L(λ, µ) ∩K) =
m∏
i=1
U(pi, qi)/U(pi)× U(qi). (24)
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Les re´sultats de Parthasarathy, Kumaresan et Vogan-Zuckerman mentionne´s
plus haut affirment alors que
GˆncVZ := {A(λ, µ) : (λ, µ) est un couple compatible de partitions}(⊂ Gˆnc0 ⊂ Gˆnc)
est l’ensemble des (g,K)-modules ayant des groupes de (g,K)-cohomologie non
nuls.
Comme repre´sentation de KC, p
+ = E⊗F ∗ et p = (E⊗F ∗)⊕ (E⊗F ∗)∗. Il
est bien connu (cf. [9]) qu’a` chaque partition λ, il correspond une repre´sentation
irre´ductible Eλ de GL(E).
Conside´rons la repre´sentation de KC
V (λ) := Eλ ⊗ (Fλ∗)∗. (25)
C’est une sous-repre´sentation irre´ductible de
∧|λ|
(E ⊗F ∗); son vecteur de plus
haut poids est
v(λ) :=
p∧
i=1
λi∧
j=1
ei ⊗ f∗j (26)
et son vecteur de plus bas poids est
w(λ) :=
p∧
i=1
λi∧
j=1
ep−i+1 ⊗ f∗q−j+1. (27)
On peut montrer, cf. [9], que la repre´sentation∧
p+ =
∧
(E ⊗ F ∗) =
⊕
λ⊂p×q
V (λ), (28)
ou` chaque sous-espace irre´ductible V (λ) apparait avec multiplicite´ un.
Soit maintenant (λ, µ) un couple compatible de partitions. Le vecteur
v(λ) ⊗ w(µˆ)∗ ∈
|λ|∧
(E ⊗ F ∗)⊗
|µˆ|∧
(E ⊗ F ∗)∗ =
|λ|,|µˆ|∧
p ⊂
|λ|+|µˆ|∧
p (29)
est un vecteur de plus haut poids 2ρ(u(λ, µ)∩p) et engendre donc sous l’action de
KC un sous-module irre´ductible que l’on note V (λ, µ). Ce module est isomorphe
a` V (q(λ, µ)).
Classes de Chern et diagrammes de Young
Soit Gp,q la grassmannienne des sous-espaces complexes de dimension p dans
Cp+q. Soit x0 ∈ Gp,q le point base correspondant au sous-espace complexe de
dimension p constitue´ des vecteurs de Cp+q dont les q dernie`res coordonne´es sont
toutes nulles. Le groupe Gnc = U(p, q) agit naturellement sur Gp,q et l’orbite
U(p, q).x0 s’identifie a` l’espace syme´trique hermitien XG.
Cette construction se comprend plus ge´ne´ralement de la fac¸on suivante. Soit
GncC le complexifie´ du groupe G
nc. Soit P−C le sous-groupe parabolique de G
nc
C
d’alge`bre de Lie p− ⊕ k. Alors, le dual compact XˆG = GncC /P−C de XG est
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e´galement un espace syme´trique hermitien et l’inclusion Gnc/K = Gnc/Gnc ∩
P−C ⊂ GncC /P−C re´alise XG comme un domaine borne´ dans XˆG. Dans notre cas
XˆG s’identifie a` la grassmannienne Gp,q et on retrouve le plongement de´crit au
pre´ce´dent paragraphe. Remarquons que si l’on introduit la sous-alge`bre de Lie
re´elle gu = k0 ⊕ ip0 de g et Gncu le sous-groupe (compact malgre´ le nc) de GncC
d’alge`bre de Lie gu, alors XˆG = G
nc
u /K.
On dispose sur la grassmannienne Gp,q d’un fibre´ tautologique Tˆ de rang p,
dont la fibre au-dessus d’un sous-espace W de Cp+q est W lui meˆme. De fac¸on
analogue, le fibre´ quotient Qˆ, de rang q, a pour fibre au-dessus de W le quotient
Cp+q/W .
Soit Γ un sous-groupe de congruence de G. Le groupe GL(p + q,C) agit
sur Tˆ et Qˆ. Par restriction, le groupe U(p, q) agit sur Tˆ|XG et sur Qˆ|XG . En
quotientant par l’action de Γ sur Tˆ|XG et sur Qˆ|XG , on obtient deux fibre´s sur
S(Γ) que nous noterons respectivement T et Q.
D’apre`s un the´ore`me classique de Cartan, l’espace H∗(Gp,q) peut eˆtre iden-
tifie´ avec l’espace des formes diffe´rentielles U(p + q)-invariantes. Soit ω une
forme diffe´rentielle U(p+q)-invariante sur Gp,q et soit ω¯ une forme diffe´rentielle
U(p, q)-invariante sur XG e´gale a` ω au point x0. Puisque ω est, en partic-
ulier, Γ-invariante elle induit une forme (ne´cessairement ferme´e) sur S(Γ) qui
de´finit donc une classe de cohomologie dans H∗(S(Γ)). On a ainsi construit une
application
η : H∗(Gp,q)→ H∗(S(Γ)). (30)
Il est bien connu que η est injective. Le lemme suivant est lui aussi classique,
on peut en trouver une de´monstration dans [20].
Lemme 9 Si Cˆ1, . . . , Cˆp (resp. Cˆ
′
1, . . . , Cˆ
′
q) sont les classes de Chern du fibre´ Tˆ
(resp. Qˆ), alors Ci := (−1)iη(Cˆi) (resp. C′i := (−1)iη(Cˆ′i)) est la i-e`me classe
de Chern du fibre´ T (resp. Q).
Nous allons relier les classes de Chern Cˆi et Cˆ
′
i a` des sous-espaces K-
invariants de
∧
p.
Remarquons d’abord qu’en utilisant (28) et son dualise´ :∧
p− =
⊕
λ⊂p×q
V (λ)∗,
on peut de´crire une base {Cν : ν ⊂ p × q} de l’espace (
∧
p)
K
des vecteurs
K-invariants de
∧
p parame´tre´e par l’ensemble des partitions ν ⊂ p × q. On
prend Cν :=
∑
l zl ⊗ z∗l ou` {zl} est une base de V (ν) ⊂
∧
p+ et {z∗l } la base
duale de V (ν)∗ ⊂ ∧ p−.
Soit ν ⊂ p×q une partition. L’e´le´ment Cν ∈
∧
p est invariant sous l’action de
K. Or le the´ore`me de Cartan mentionne´ plus haut identifie (
∧
p)
K
et H∗(Gp,q).
On peut donc voir Cν comme une classe de cohomologie dans H
∗(Gp,q). D’apre`s
un the´ore`me de Kostant [13, Theorem 6.15], Cν est un multiple non nul de la
classe de cohomologie associe´e a` la sous-varie´te´ de Schubert Xν associe´e a` la
partition ν ⊂ p× q.
Rappelons qu’une fois un drapeau complet fixe´
0 = V0 ( . . . ( Vp+q = C
p+q,
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on associe a` toute partition ν ⊂ p× q, la sous-varie´te´ de Schubert
Xν = {W ∈ Gp,q : dim(W ∩ Vn+i−νi) ≥ i, 1 ≤ i ≤ m}.
La classe de Schubert associe´e [Xν ] ∈ H2|ν|(Gp,q) ne de´pend pas du choix du
drapeau. D’apre`s le the´ore`me de Kostant cite´ au pre´ce´dent paragraphe Cν est
un multiple non nul de [Xν ].
D’un autre coˆte´, il est bien connu (cf. [9] ou [16]) que la k-ie`me classe de
Chern Cˆk (resp. Cˆ
′
k) du fibre´ Tˆ (resp. Qˆ) sur la grassmannienne, est e´gale
a` la classe [X(1k)] (resp. [X(k)]) d’une sous-varie´te´ de Schubert associe´e a` la
partition (1k) = (1, . . . , 1︸ ︷︷ ︸
k fois
) (resp. la partition dont une seule part est non nulle
e´gale a` k).
Action des classes de Chern sur la cohomologie
Soit (λ, µ) un couple compatible de partitions. Rappelons que le diagramme
gauche µ/λ est alors constitue´ de diagrammes rectangulaires pi×qi, i = 1, . . . ,m
ne s’intersectant qu’en des sommets. Par exemple si µ = (8, 8, 8, 4, 4, 2) et
λ = (4, 4, 4, 2, 2),
µ/λ =
E´tant donne´ un diagramme gauche µ/λ, nume´rotons les cases de droite a`
gauche et de haut en bas; nous appellerons cet e´tiquetage le nume´rotage inverse
du diagramme gauche. Par exemple, le numerotage inverse de (5, 4, 3, 2)/(3, 3, 1)
est
2 1
3
5 4
7 6
Nous appellerons sous-diagramme gauche d’un diagramme gauche µ/λ, tout
diagramme µ′/λ ou` µ′ est le diagramme d’une partition ve´rifiant λ ⊂ µ′ ⊂ µ.
On peut alors donner les de´finitions suivantes qui seront fondamentales dans la
suite du texte.
De´finitions
• Nous dirons d’une partition ν ⊂ p×q qu’elle est une image d’un diagramme
gauche µ/λ s’il existe une bijection entre les cases des diagrammes ν et µ/λ
telle que si une case A est au-dessus (au sens large) et a` gauche (au sens
large) d’une case B dans l’un des diagrammes, les cases correspondantes
A′ et B′ de l’autre diagramme sont dans l’ordre du nume´rotage inverse.
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• Nous dirons ensuite d’une partition ν ⊂ p×q qu’elle peut s’inscrire dans un
diagramme gauche µ/λ si elle est une image d’un sous-diagramme gauche
de µ/λ.
Nous allons maintenant tenter de donner plus de sens a` ces de´finitions. Com-
menc¸ons par dire qu’elles sont relie´es aux nombres de Littlewood-Richardson
cµλν . Nous renvoyons au livre de Fulton [9] pour un grand nombres de de´finitions
de ces nombres. En ce qui nous concerne, remarquons imme´diatement que la
notion d’image de´finie ci-dessus est due a` Zelevinsky [28] qui montre notamment
que cµλν est e´gal au nombre d’images entre ν et µ/λ
3.
Nous aurons besoin d’utiliser plusieurs caracte´risations diffe´rentes des nom-
bres de Littlewood-Richardson. Rappelons qu’un tableau de Young T est le rem-
plissage des cases d’un diagramme de Young µ par des entiers ≥ 1 de manie`re
1. croissante (au sens large) le long des lignes (de gauche a` droite), et
2. strictement croissante de haut en bas suivant chaque colonne.
E´tant donne´ une partition λ, nous noterons U(λ) le tableau de Young obtenu
a` partir du diagramme λ en remplissant toutes les cases de la i-e`me ligne par
des i. Nous parlerons e´galement de tableaux gauches, i.e. de tableaux sur des
diagrammes gauches. Nous admettrons dans cette sous-section que le lecteur
est familier avec le produit · de deux tableaux de Young ou la rectification Rect
d’un tableau gauche. Rappelons alors que le nombre de Littlewood-Richardson
cµλν est e´gal
1. au nombre de tableaux T sur λ tels que T · U(ν) = U(µ);
2. au nombre de tableaux gauches S sur µ/λ tels que Rect(S) = U(ν).
E´tant donne´ un couple compatible (λ, µ) de partitions, le diagramme gauche
µ/λ est re´union de diagrammes rectangulaires pi × qi, i = 1, . . . ,m. Si pour
chaque entier i entre 1 etm on choisit un diagramme αi ⊂ pi×qi, on peut former
un sous-diagramme gauche α1 ∗ . . . ∗ αm de µ/λ en plac¸ant les diagrammes αi
dans le coin supe´rieur gauche de chacun des diagrammes pi × qi. On notera
(de manie`re cohe´rente avec la notation des nombre de Littlewood-Richardson)
cνα1...αm le nombres d’images entre ν et le diagramme gauche α1 ∗ . . . ∗ αm.
Nous aurons besoin du lemme suivant.
Lemme 10 Soit (λ, µ) un couple compatible de partitions tel que µ/λ =
⋃m
i=1 pi×
qi. Notons Pi = pi+1 + . . .+ pm et Qi = qi+1 + . . .+ qm. Soit ν une partition.
1. On a
cµλν =
∑
βi ⊂ Pi ×Qi
i = 1, . . . , m− 2
m−1∏
i=1
c
βi−1
pi×qiβi
,
ou` on a note´ β0 = ν et βm−1 = pm × qm.
3Ici le couple de partitions (λ, µ) n’a pas besoin d’eˆtre ne´cessairement compatible.
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2. Le diagramme ν s’inscrit dans µ/λ si et seulement s’il existe des dia-
grammes αi ⊂ pi × qi, pour i = 1, . . . ,m tel que cνα1...αm 6= 0. Et
cνα1...αm =
∑
βi ⊂ Pi ×Qi
i = 1, . . . ,m− 2
m−1∏
i=1
c
βi−1
αiβi
, (31)
ou` on a note´ β0 = ν et βm−1 = αm.
De´monstration. Fixons des diagrammes αi ⊂ pi × qi, pour i = 1, . . . ,m et
βi ⊂ Pi×Qi, pour i = 1, . . . ,m−2. Nous noterons β0 = ν et βm−1 = αm. Pour
tout entier i = 1, . . . ,m− 1, notons alors E(βi) l’ensemble
{Ti tableau de Young sur αi : Ti · U(βi) = U(βi−1)} .
Le cardinal de Ei est donc e´gal a` cβi−1αiβi .
Soit T l’ensemble
{U tableau sur le sous-diagramme gauche α1 ∗ . . . ∗ αm ⊂ µ/λ : Rect(U) = U(ν)} .
Alors d’apre`s Zelevinsky, le cardinal de T est e´gal a` cνα1...αm .
Conside´rons maintenant l’application
Φ :


⋃
βi ⊂ Pi ×Qi
i = 1, . . . ,m− 2
∏m−1
i=1 E(βi) −→ T
(T1, . . . , Tm−1) 7−→ T1 ∗ . . . ∗ Tm−1 ∗ U(αm).
L’application Φ est clairement injective. Montrons qu’elle est surjective. Il est
clair qu’un tableau U dans T s’e´crit U = T1 ∗ . . . ∗ Tm−1 ∗ U(αm) ou` chaque
Ti, pour i = 1, . . . ,m− 1, est un tableau de Young sur le diagramme αi. Nous
allons montrer par re´currence que si Rect(U) = U(ν), il existe une suite de
diagrammes β1, . . . , βm−2 telle que chaque Ti appartienne a` E(βi).
Par de´finition du produit . sur les tableaux de Young, il de´coule de l’identite´
Rect(T1 ∗ . . . ∗ Tm−1 ∗ U(αm)) = U(ν)
que
T1 ·Rect(T2 ∗ . . . ∗ Tm−1 ∗ U(αm)) = U(ν). (32)
Rect(T2∗ . . .∗Tm−1∗U(αm)) est un tableau de Young sur un certain diagramme
β1 ⊂ P1 × Q1. De plus, il de´coule de (32) que Rect(T2 ∗ . . . ∗ Tm−1 ∗ U(αm))
est ne´cessairement e´gal a` U(β1). On conclut alors la construction des βi par
re´currence.
La formule (31) de´coule imme´diatement de la bijectivite´ de Φ, le point 2. du
lemme est donc de´montre´. Le cas 1. du lemme s’en suit en posant αi = pi × qi.
Ce qui conclut la de´monstration du lemme 10.
Dans la suite, notons p+L l’intersection p
+ ∩ l(λ, µ). On introduit alors
E(Gnc, L(λ, µ)) (ou juste E(G,L) lorsqu’il n’y aura pas d’ambiguite´) le sous-
espace de
∧
p+ engendre´ par les tranlate´s par K du sous-espace
∧
p+L .
Nous pouvons maintenant e´noncer et de´montrer la proposition clef de cette
section.
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Proposition 11 Soient λ, µ et ν trois partitions incluses dans p× q telles que
(λ, µ) forme un couple compatible. Notons L = L(λ, µ). Alors, les e´nonce´s
suivants sont e´quivalents :
1. Cν .V (λ, µ) 6= 0 dans
∧
p;
2. la partition ν s’inscrit dans µ/λ;
3. V (ν) ⊂ E(G,L).
De plus, les e´le´ments {Cν .v(λ) ⊗ w(µ)∗}, ou` ν de´crit l’ensemble des partitions
⊂ p× q qui s’inscrivent dans µ/λ, sont line´airement inde´pendants.
De´monstration. Pour simplier les notations, posons q = q(λ, µ), u = u(λ, µ)
et l = l(λ, µ). Rappelons que v(λ) ⊗ w(µˆ)∗ est un ge´ne´rateur de la droite∧|λ|+|µ|(u ∩ p). Le lemme suivant, simple exercice d’alge`bre line´aire, est duˆ a`
Venkataramana [23, Lemma 1.3].
L’inclusion l ∩ p → p induit par dualite´ (pour la forme de Killing) une
application p→ l ∩ p que nous dirons “de restriction”.
Lemme 12 Conside´rons l’application de restriction B : (
∧
p)
T → (∧(l ∩ p))T
et le cup-produit A : (
∧
p)
T → ∧ p donne´ par y 7→ y ∧ v(λ) ⊗ w(µˆ)∗. Alors les
noyaux de A et B sont les meˆmes.
Soit XˆL = Lu/(Lu ∩ K) le dual compact de XL = L/L ∩ K. L’espace
syme´trique hermitien compact XˆL se plonge naturellement dans la grassman-
nienne XˆG = Gp,q. En cohomologie on peut donc parler de l’application de
restriction :
res : H∗(XˆG)→ H∗(XˆL).
Rappelons que Cν s’identifie a` une classe de cohomologie dans H
∗(Gp,q) ≃
H∗(XˆG). Le lemme suivant est e´galement duˆ a` Venkataramana [23, Lemma
1.4], on en esquisse la de´monstration pour simplifier la lecture du texte.
Lemme 13
Cν .V (λ, µ) = 0⇔ Cν ∈ Ker
(
H∗(XˆG)
res−→ H∗(XˆL)
)
.
De´monstration du lemme 13. Le K-module V (λ, µ) est engendre´ par v(λ) ⊗
w(µˆ)∗, et Cν est K-invariant, on a donc :
Cν .V (λ, µ) = 0⇔ Cν .v(λ) ⊗ w(µˆ) = 0.
C’est e´quivalent au fait que Cν appartient au noyau de l’application A du lemme
12. D’apre`s ce dernier c’est donc e´quivalent au fait que Cν appartient au noyau
de l’application B. Mais B(Cν) = 0 si et seulement si Cν est dans le noyau de
l’application de restriction(∧
p
)K
→
(∧
pL
)K∩L
.
Ce qui conclut la de´monstration du lemme 13.
Remarquons imme´diatement que l’ensemble {Cν .v(λ) ⊗ w(µˆ)∗ : ν ⊂ p ×
q, Cν .V (λ, µ) 6= 0} est identique a` l’ensemble {B(Cν).v(λ) ⊗ w(µˆ)∗ : ν ⊂
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p × q, Cν .V (λ, µ) 6= 0}. Mais, via le plongement
∧
pL ⊗
∧
(p ∩ u) → ∧ p,
les e´le´ments B(Cν).v(λ) ⊗ w(µˆ)∗ sont simplement les tenseurs de´composables
B(Cν)⊗ (v(λ) ⊗ w(µˆ)∗) et sont donc line´airement inde´pendants.
Continuons la de´monstration de la proposition 11. D’apre`s le lemme 12 et
(24), et en conservant les meˆmes notations, on doit comprendre l’application
naturelle de restriction :
H∗(Gp,q)
res−→
m⊗
i=1
H∗(Gpi,qi), (33)
ou` p1 + . . . + pm ≤ p, q1 + . . . + qm ≤ q,
∏m
i=1Gpi,qi est naturellement plonge´
dans Gp,q, i.e. via l’inclusion de L dans G
nc et ou` l’on a compose´ l’application
induite en cohomologie par la restriction et l’isomorphisme de Kunneth.
Lemme 14 Soit ν ⊂ p× q une partition. Alors, l’image de Cν par l’application
de restriction (33) est :
res(Cν) =
∑
αi ⊂ pi × qi
i = 1, . . . ,m
cνα1...αmCα1 ⊗ . . .⊗ Cαm .
De´monstration du lemme 14. Supposons tout d’abord que m = 2, p1 + p2 = p
et que q1 + q2 = q. Le fibre´ tautologique Tˆ au-dessus de Gp,q induit via le
plongement Gp1,q1×Gp2,q2 ⊂ Gp,q, un fibre´ sur le produit Gp1,q1×Gp2,q2 qui est
isomorphe au produit du fibre´ tautologique Tˆ1 surGp1,q1 par le fibre´ tautologique
Tˆ2 sur Gp2,q2 . La formule de Whitney sur les classes de Chern implique alors que,
via l’isomorphisme de Kunneth, la classe de Chern totale de ce fibre´ est e´gale au
produit tensoriel des classes de Chern c(Tˆ1) et c(Tˆ2). Par fonctorialite´ des classes
de Chern, on en de´duit que la restriction de c(Tˆ ) au produit Gp1,q1 ×Gp2,q2 est
donne´e par :
c(Tˆ )|(Gp1,q1×Gp2,q2) = c(Tˆ1)⊗ c(Tˆ2). (34)
Notons dore´navant, C1α (resp. C
2
β) la classe de Schubert associe´e a` une
partition α ⊂ p1× q1 (resp. β ⊂ p2× q2) dans la cohomologie H∗(Gp1,q1) (resp.
H∗(Gp2,q2)). L’e´quation (34) implique alors que pour tout entier k ≤ p,
(C(1k))|(Gp1,q1×Gp2,q2) =
∑
a+b=k
C1(1a) ⊗ C2(1b). (35)
Notons Λm l’anneau des polynoˆmes syme´triques a` coefficients entiers de m
variables. Rappelons qu’une base de Λm est fournit par les fonctions de Schur
dont on renvoie a` [9] ou [16] pour une de´finition. Plus pre´cisemment, lorsque λ
de´crit l’ensemble des partitions de longueur m au plus, les fonctions de Schur
sλ forment une base de Λm.
Il est alors classique (cf. [9], [16]) que l’application
ϕp,q : Λp → H∗(Gp,q),
qui a` la fonction de Schur sλ associe la classe de Schubert Cλ si λ ⊂ p × q, et
ze´ro sinon, est un morphisme d’anneaux surjectif. Nous conside`rerons de meˆme
les morphismes d’anneaux surjectifs :
ϕp1,q1 : Λp1 → H∗(Gp1,q1),
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et
ϕp2,q2 : Λp2 → H∗(Gp2,q2).
Nume´rotons (x1, . . . , xp1 , y1, . . . , yp2) les p variables d’une fonction de Λp,
alors Λp s’identifie au produit tensoriel Λp1 ⊗ Λp2 et d’apre`s [9, §5.2, Exercice
4],
sν(x1, . . . , xp1 , y1, . . . , yp2) =
∑
α,β
cναβsα(x1, . . . , xp1)sβ(y1, . . . , yp2). (36)
Puisque la longueur de la partition sous-jacente a` un produit de tableaux de
Young est toujours infe´rieure a` la somme des longueurs des partitions sous-
jacentes a` ces deux tableaux, il de´coule de l’identite´ (36) et des morphismes
ϕp,q, ϕp1,q1 et ϕp2,q2 que l’application
R :
{
H∗(Gp,q) −→ H∗(Gp1,q1)⊗H∗(Gp2,q2)
Cν 7−→
∑
α,β c
ν
αβC
1
α ⊗ C2β
est un morphisme d’anneaux. Remarquons que
R(C(1k)) =
∑
a+b=k
C1(1a) ⊗ C2(1b).
Puisque les classes C(1k) pour k = 0, . . . , p engendrent l’anneau H
∗(Gp,q) et
compte tenu des relations (35), le morphisme R est ne´cessairement e´gal au
morphisme de restriction
res : H∗(Gp,q)→ H∗(Gp1,q1)⊗H∗(Gp2,q2).
Finalement, lorsque m = 2, p1+ p2 = p et q1+ q2 = q, nous avons de´montre´
que pour toute partition ν ⊂ p× q,
res(Cν) =
∑
α ⊂ p1 × q1
β ⊂ p2 × q2
cναβC
1
α ⊗ C2β . (37)
Par re´currence sur m 4, on en de´duit que si ν ⊂ p× q est une partition, alors
l’image de Cν par l’application de restriction (33) est :
res(Cν) =
∑
αi ⊂ pi × qi
i = 1, . . . ,m
βj ⊂ Pj ×Qj
j = 1, . . . , m− 2
(
m−1∏
i=1
c
βi−1
αiβi
)
Cα1 ⊗ . . .⊗ Cαm ,
ou` on a pose´ β0 = ν et βm−1 = αm. Le lemme 14 de´coule alors du lemme 10.
Concluons maintenant la de´monstration de la proposition 11. L’e´quivalence
entre les points 1. et 2. de´coule des lemmes 13 et 14. L’e´quivalence de ces
deux points avec le point 3. de´coule du lemme suivant duˆ a` Venkataramana [23,
Lemma 1.5].
4Quitte a` rajouter des facteurs Gpi,qi que l’on “oubliera” de fac¸on a` ce que p = p1+. . .+pm
et q = q1 + . . .+ qm.
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Lemme 15 En conservant les notations pre´ce´dentes, le noyau de l’application
de restriction
res : H∗(XˆG)→ H∗(XˆL)
contient la classe de Schubert Cν si et seulement si V (ν) ⊂ E(G,L)⊥, ou`
l’orthogonal est pris par rapport au produit scalaire induit par la forme de
Killing.
Puisque leK-sous-espace V (ν) de
∧
p+ est irre´ductible et de multiplicite´ 1, il
est ne´cessairement inclus dans E(G,L) ou dans son orthogonal. La proposition
11 de´coule des lemmes 13 et 15.
De´composition “a` la Lefschetz”
Fixons maintenant un sous-groupe de congruence Γ dans G. Soit (λ, µ) un
couple compatible de partition. Nous noterons Hλ,µ(S(Γ)) = H |λ|+|µˆ|(A(λ, µ) :
Γ) la A(λ, µ)-composante fortement primitive de la cohomologie de S(Γ). La
formule de Matsushima et la classification de Vogan-Zuckerman impliquent le
the´ore`me suivant.
The´ore`me 16 Soit Γ un sous-groupe de congruence dans G. Pour chaque cou-
ple d’entiers (i, j) avec i+ j ≤ pq, on a :
Hi,j(S(Γ)) =
⊕
(λ, µ) couple compatible
de partitions avec
|λ| ≤ i |µˆ| ≤ j
⊕
νi ⊂ pi × qi
i = 1, . . . , m
Eλ,µν1,...,νm(S(Γ)),
ou` le diagramme gauche µ/λ est re´union de diagrammes rectangulaires pi × qi
ne s’intersectant qu’en des sommets et chaque Eλ,µν1,...,νm(S(Γ)) est isomorphe a`
Hλ,µ(S(Γ)).
Cette de´composition est en ge´ne´ral plus fine que celle induite par l’action des
classes de Chern. Ainsi par exemple pour p = q = 3, si l’on conside´re λ1 = (2, 2),
µ1 = (3, 2, 1), λ2 = (2, 1, 1) et µ2 = (3, 2, 1). Il existe bien e´videmment une
image entre les tableaux gauches µ1/λ1 et µ2/λ2 et nous verrons au cours de la
de´monstration du the´ore`me suivant que l’action naturelle des classes de Chern
de S(Γ) sur la cohomologie ne distingue alors pas le sous-espace Hλ1,µ1(S(Γ))
du sous-espace Hλ2,µ2(S(Γ)). On peut ne´anmoins montrer le the´ore`me suivant.
The´ore`me 17 Soit Γ un sous-groupe de congruence dans G et soit η : H∗(Gp,q)→
H∗(S(Γ)) l’application de´finie en (30). Fixons λ, µ et ν trois partitions incluses
dans p× q telles que le couple (λ, µ) soit compatible. Alors,
1. pour toute classe fortement primitive s ∈ Hλ,µ(S(Γ)), η(Cν ).s = 0 si et
seulement si la partition ν ne s’inscrit pas dans µ/λ, et
2. lorsque le diagramme gauche µ/λ est rectangulaire e´gal a` a× b avec a = p
ou b = q,
Hλ,µ(S(Γ)) =
{
s ∈ H |λ|,|µˆ|(S(Γ)) : η(Cν).s = 0, ∀ν 6⊂ a× b
}
.
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3. si s ∈ Hλ,µ(S(Γ)) est une classe non nulle, les e´le´ments
{Cν .s : ν ⊂ p× q, ν s’inscrit dans µ/λ}
sont line´airement inde´pendants.
De´monstration. Soit s une classe fortement primitive dans Hλ,µ(S(Γ)). Alors
d’apre`s la formule de Matsushima,
s ∈ HomK(V (λ, µ), C∞(Γ\Gnc)).
On en de´duit que
η(Cν).s = 0⇔ Cν .V (λ, ν) = 0 dans
∧
p.
Le point 1. du the´ore`me 17 de´coule donc de la proposition 11. Le point 3. s’en
de´duit pareillement.
Supposons maintenant le diagramme gauche µ/λ rectangulaire e´gal a` a × b
et conside´rons une classe s ∈ H |λ|,|µˆ|(S(Γ)) telle que η(Cν).s = 0 pour tout
diagramme ν 6⊂ a × b. D’apre`s la formule de Matsushima, on peut supposer
que s ∈ HomK(V (α, β), C∞(Γ\Gnc)), pour un certain couple compatible de
partitions (α, β) ve´rifiant |α| = |λ| et |β| = |µ|. Alors le diagramme gauche β/α
comporte ab cases. S’il est constitue´ de plusieurs rectangles, l’une des partitions
ν = (b + 1) ou ν = (1a) s’y inscrit ne´cessairement et Cν .V (α, β) 6= 0, ce qui
est absurde puisque ν 6⊂ a× b et donc η(Cν).s = 0. Le diagramme gauche β/α
est donc rectangulaire et comporte ab cases. De la meˆme manie`re on montre
que le diagramme rectangulaire β/α est ne´cessairement e´gal a` a × b. Il reste
a` comprendre sa position dans le diagramme p × q. Mais sous l’hypothe`se du
point 2. du the´ore`me 17 celle-ci est de´termine´e par la connaissance de |λ| et
de |µˆ|. Finalement, on a ne´cessairement α = λ et β = µ. Ce qui conclut la
de´monstration du the´ore`me 17.
Le the´ore`me 17 contient la de´composition de Lefschetz usuelle 5 et implique
le corollaire suivant duˆ a` Parthasarathy [20, Theorem 2 et 3 et Corollary 2.24].
Corollaire 18 1. Le groupe H l,0(S(Γ)) est trivial si l n’est pas de la forme
pq − ab pour certains entiers a et b tels que 0 ≤ a ≤ p et 0 ≤ b ≤ q.
2. Pour l 6= pq, soit Il =
{
(a, b) ∈ N2 : 1 ≤ a ≤ p, 1 ≤ b ≤ q et pq − ab = l}.
Pour l = pq, soit Il = {(0, 0)}. Soit H(a, b) =
{
s ∈ Hpq−ab,0(S(Γ)) :
Ca+1.s = . . . = Cp.s = 0 et C
′
b+1.s = . . . = C
′
q.s = 0
}
. Alors, H l,0(S(Γ)) =⊕
(a,b)∈Il
H(a, b).
3. Pour toute classe non nulle s ∈ H(a, b) et y ∈ η(H∗(Gp,q)), y.s = 0 si et
seulement si y appartient a` l’ide´al engendre´ par Ca+1, . . . , Cp et C
′
b+1 =
. . . = C′q.
4. Soit s une classe non nulle dans H(a, b). Alors, les e´le´ments {Ck11 Ck22 . . . Ckaa .s}
(resp. {(C′1)k1 . . . (C′b)kb .s) ou` Ck11 Ck22 . . . Ckaa (resp. (C′1)k1 . . . (C′b)kb)
parcourt l’ensemble des monoˆmes de degre´ total ≤ b (resp. ≤ a) en
C1, C2, . . . , Ca (resp. C
′
1, . . . , C
′
b) sont line´airements inde´pendants.
5Et montre que celle-ci est optimale pour p = 1, ou` l’optimalite´ signifie que la
de´composition en K-types induite par l’action des classes de Chern est une de´composition
en irre´ductible. Signalons au passage l’article pre´curseur de Chern [5] sur ces questions. Les
deux the´ore`mes ci-dessus peuvent eˆtre interpre´te´ comme la comple`tion du programme de
Chern dans le cas des varie´te´s localement modele´es sur XG.
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1.2 Sous-varie´te´s de Shimura de Sh0G
Notre principal but est de comprendre l’application de restriction stable de la
cohomologie de Sh0G vers une sous-varie´te´ de Shimura. Dans cette section
nous classifions les varie´te´s de Shimura pouvant apparaitre comme sous-varie´te´
de Sh0G.
Commenc¸ons par de´crire quelques sous-groupes re´els du groupe U(p, q).
Le groupe U(p, q) pre´serve la forme hermitienne standard h(x, y) =
∑ |xµ|2−∑ |yν |2 sur la somme directe Cp ⊕ Cq. Soient a, b, i, j des entiers strictement
positifs. Supposons ia+ jb ≤ p et ib+ ja ≤ q. L’espace Cp ⊕ Cq se de´compose
en une somme directe
(Ca ⊕ Cb)⊕ . . .⊕ (Ca ⊕ Cb)︸ ︷︷ ︸
i fois
⊕ (Cb ⊕ Ca)⊕ . . .⊕ (Cb ⊕ Ca)︸ ︷︷ ︸
j fois
⊕(Cp−ia−jb⊕Cq−ib−ja).
On re´alise alors le groupe U(a, b) comme le sous-groupe du groupe U(p, q)
qui pre´serve chacun des i sous-espaces Ca⊕Cb en agissant de manie`re standard,
pre´serve les j sous-espaces Cb ⊕ Ca en agissant comme son conjugue´ complexe
apre`s permutation des facteurs Ca et Cb et agit trivialement sur Cp−ia−jb ⊕
Cq−ib−ja. Pour simplifier, nous noterons ce plongement de U(a, b) dans U(p, q) :
g ∈ U(a, b) 7→ (g, . . . , g︸ ︷︷ ︸
i fois
, g˜, . . . , g˜︸ ︷︷ ︸
j fois
, id). (38)
Rappelons que le groupe GSpa est le sous-groupe de U(a, a) de´fini par :{
g =
(
A B
C D
)
∈ U(a, a) : tg
(
0 1a
−1a 0
)
g =
(
0 1a
−1a 0
)}
.
L’application compose´e
g ∈ GSpa 7→ g ∈ U(a, a) 7→ (g, . . . , g︸ ︷︷ ︸
i fois
, g˜, . . . , g˜︸ ︷︷ ︸
j fois
, id) (39)
re´alise donc un plongement de GSpa dans U(p, q).
Rappelons enfin que le groupe O∗(2a) est le sous-groupe de U(a, a) de´fini
par : {
g =
(
A B
C D
)
∈ U(a, a) : tg
(
0 1a
1a 0
)
g =
(
0 1a
1a 0
)}
.
L’application compose´e
g ∈ O∗(2a) 7→ g ∈ U(a, a) 7→ (g, . . . , g︸ ︷︷ ︸
i fois
, g˜, . . . , g˜︸ ︷︷ ︸
j fois
, id) (40)
re´alise donc un plongement de O∗(2a) dans U(p, q).
Soient p1, . . . , pm, q1, . . . , qm des entiers strictement positifs tels que p1+. . .+
pm ≤ p et q1+. . .+qm ≤ q. On re´alise alors le groupe U(p1, q1)×. . .×U(pm, qm)
comme le sous-groupe du groupe U(p, q) qui pre´serve les sous-espaces Ei ⊕ Fi
pour chaque i et agit trivialement sur l’orthogonal de la somme directe de tous
ces sous-espaces. A` conjugaison par un e´le´ment de U(p, q) pre`s, le plongement
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ainsi de´fini ne de´pend pas du choix des sous-espaces Ei, Fi. Pour simplifier,
nous le noterons :
(g1, . . . , gm) ∈
∏
j
U(pj , qj) 7→ (g1, . . . , gm, id) ∈ U(p, q). (41)
Remarquons que les plongements (38), (39) et (40) de GSpa ve´rifient bien
la condition (7).
Proposition 19 Soit Sh0H une sous-varie´te´ de Shimura de Sh0G. Rappelons
que, par de´finition, H est alors un sous-groupe de G qui est alge´brique re´ductif
connexe de´fini sur Q et qui ve´rifie (5) et (7). Pour simplifier, nous supposerons
H maximal parmi tous les sous-groupes de G donnant la meˆme sous-varie´te´ de
Shimura. Notons Hnc le produit des facteurs non compact de H(R). Alors, le
groupe Hnc est un produit de groupes U(aj , bj), GSpaj et O
∗(2aj) et, a` conju-
gaison par un e´le´ment de Gnc pre`s, son plongement dans Gnc = U(p, q) s’obtient
en composant au produit direct des morphismes (38), (39) et (40) le morphisme
(41).
De´monstration. On voit dore´navant le R-groupeGnc = U(p, q) comme Up+q(R, h),
ou` h est la forme hermitienne standard non de´ge´ne´re´e et de signature (p, q) sur
Cp+q.
Soit A l’alge`bre sur R : Mp+q(C) munie de l’involution τ(X) =
tX. Le centre
de A est le corps C et puisque la restriction de τ a` celui-ci est non triviale,
l’involution τ est dite de deuxie`me espe`ce. L’alge`bre complexifie´e A ⊗R C =
Mp+q(C)⊕Mp+q(C) munie de l’involution τ˜(X,Y ) = (tY, tX). Le groupeGLp+q
s’identifie a` {Z ∈ A⊗R C : Zτ˜ (Z) = 1p+q} et (cf. [21]) Aut(GLp+q) s’identifie
naturellement au groupe des automorphismes de l’alge`breA⊗RC qui commutent
a` l’involution τ˜ . Le groupe Gnc est une forme re´elle du groupe GLp+q obtenue
en le tordant par un cocycle a ∈ H1(R,AutC(GLp+q)). Conside´rons a comme
un cocycle dans H1(R,AutC(A⊗R C)), nous pouvons alors construire l’alge`bre
tordue a(A ⊗R C). Puisque l’image par le cocyle a de la conjugaison complexe
(ge´ne´rateur de Gal(C/R)) est un automorphisme qui commute a` l’involution
τ˜ , l’involution de a(A⊗R C) de´duite de τ˜ commute a` la conjugaison complexe.
Notons alors B la sous-alge`bre re´elle de a(A ⊗R C) fixe´e par la conjugaison
complexe. L’alge`bre B est ne´cessairement simple sur C avec une involution de
seconde espe`ce. Plus pre´cisemment, B =Mp+q(C) munie de l’involution tordue
σ(X) = H−1tXH , ou` H est la matrice de h dans la base canonique de Cp+q.
Et,
Gnc = {X ∈ B : σ(X)X = 1p+q} . (42)
Le sous-groupe re´el Hnc de Gnc s’obtient donc en tordant un sous-groupe
alge´brique R de GLp+q invariant par la conjugaison complexe. Il correspond a`
un tel sous-groupe la sous-alge`bre de A ⊗R C pre´serve´e par AutR et e´quippe´e
de l’involution induite par τ˜ . Cette alge`bre a` involution est ne´cessairement une
somme directe de facteurs (C, ν) isomorphent (comme alge`bre a` un involution)
a` l’un des trois types suivant d’alge`bres (cf. [21]) :
1. C =Mk(C), ν(X) =
tX ;
2. C =Mk(C) avec k pair et ν(X) = Jk
tXJ−1k , ou` Jk =
(
0 1k/2
−1k/2 0
)
;
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3. C =Mk(C)⊕Mk(C), ν(X,Y ) = (tY, tX).
Dans la suite, nous supposerons pour simplifier qu’il n’y a qu’un seul facteur
(C, ν). Le cas ge´ne´ral se traiterait pareillement et explique l’existence des
plongements (41).
La torsion de l’alge`bre A ⊗R C par le cocycle a induit une torsion aC de
l’alge`bre C. Notons D la sous-alge`bre re´elle de aC fixe´e par la conjugaison
complexe. L’alge`bre D est re´elle, simple sur son centre (e´gal a` R ou C) et
e´quippe´e d’une involution θ. Donc (cf. [21]) l’alge`bre a` involution (D, θ) est
l’une des formes suivantes :
1. D =Mk(R), θ(X) = P
tXP−1 et P ∈ GLk(R) syme´trique;
2. D =Mk(R) avec k pair, θ(X) = P
tXP−1 et P ∈ GLk(R) antisyme´trique;
3. D = Mk/2(H) avec k pair, θ(X) = P
tXP−1 et P ∈ GLk/2(H) hermiti-
enne;
4. D =Mk/2(H) avec k pair, θ(X) = P
tXP−1 et P ∈ GLk/2(H) antihermi-
tienne;
5. D =Mk(C), θ(X) = P
tXP−1 et P ∈ GLk(C) hermitienne.
(Ici H de´signe l’alge`bre des quaternions sur R.)
Les deux premiers cas sont exclus puisque l’espace syme´trique associe´ a` H
doit eˆtre hermitien et ve´rifier (7).
Maintenant, les seules repre´sentations irre´ductibles de l’alge`bre Mk(C) sont
la repre´sentation standard Ck et sa conjugue´e. A` conjugaison pre`s les seuls
plongements de l’alge`bre Mk(C) dans Mp+q(C) sont diagonaux par blocs et de
la forme suivante :
X ∈Mk(C) 7→


0
X
. . .
X
X
. . .
X


∈Mp+q(C), (43)
ou` la matrice X (resp. X) apparait i (resp. j) fois sur la diagonale pour certains
entier i et j de somme i+ j ∈ [1, (p+ q)/k].
(Le seul plongement d’alge`bre deMk(C)⊕Ml(C) dansMk+l(C) est le plonge-
ment diagonal par blocs. Lorsque C a plusieurs facteurs, les diffe´rents plonge-
ments de C dans Mp+q(C) sont donc obtenus en plongeant chaque facteur de
C diagonalement par bloc et a` l’aide d’un plongement du type (43). Rappelons
que pour simplifier, nous supposons que C n’a qu’un seul facteur.)
Dans la suite, nous travaillerons toujours a` conjugaison pre`s sans le pre´ciser.
Lorsque l’alge`bre C = Mk(C) est du premier type ci-dessus, elle se plonge
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ne´cessairement dans A⊗R C =Mp+q(C)⊕Mp+q(C) comme
X 7→


0
X
. . .
X
X
. . .
X


⊕


0
X
. . .
X
X
. . .
X


,
ou` X (resp. X) apparait i (resp. j) fois sur chaque diagonale. Dans ce cas
l’alge`bre re´elle D de´duite de C est du type 3 ci-dessus (on a de´ja` vu qu’elle ne
peut pas eˆtre du type 1). L’entier k est donc ne´cessairement pair e´gal a` 2a et
le groupe re´el Hnc est alors O∗(2a). Le plongement correspondant de O∗(2a)
dans U(p, q) est le plongement (40).
Lorsque l’alge`bre C = Mk(C) est du deuxie`me type (alors k est pair), elle
se plonge ne´cessairement dans A⊗R C =Mp+q(C)⊕Mp+q(C) comme
X 7→


0
X
. . .
X
X
. . .
X


⊕


0
JkXJ
−1
k
. . .
JkXJ
−1
k
JkXJ
−1
k
. . .
JkXJ
−1
k


,
ou` X et JkXJ
−1
k (resp. X et JkXJ
−1
k ) apparaissent i (resp. j) fois chacun sur
les diagonales respectives. Dans ce cas l’alge`bre D de´duite de C est du type
4 ci-dessus (on a de´ja` vu qu’elle ne peut pas eˆtre du type 2). L’entier k est
ne´cessairement e´gal a` 2a et le groupe re´el Hnc est alors GSpa. Le plongement
correspondant dans U(p, q) est alors le plongement (39).
Enfin lorsque l’alge`bre C =Mk(C)⊕Mk(C) (troisie`me type), elle se plonge
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ne´cessairement dans A⊗R C =Mp+q(C)⊕Mp+q(C) comme
X⊕Y 7→


0
X
. . .
X
X
. . .
X


⊕


0
Y
. . .
Y
Y
. . .
Y


,
ou` X (resp. Y ) apparait i fois sur la premie`re (resp. deuxie`me) diagonale et
X (resp. Y ) apparait j fois sur la premie`re (resp. deuxie`me) diagonale. Dans
ce cas l’alge`bre D de´duite de C est du type 5 ci-dessus. Le groupe re´el Hnc est
alors U(a, b) pour deux entiers a, b de somme k. Le plongement correspondant
dans U(p, q) est alors le plongement (38).
La proposition 19 s’en de´duit en mettant bout a` bout ces diffe´rents cas.
Afin d’appliquer les re´sultats de la section pre´ce´dente, nous aurons besoin
de de´terminer la classe duale [XˆH ] dans H
∗(XˆG) associer a` chaque sous-varie´te´
de Shimura Sh0H de Sh0G. Ce calcul ne faisant, en fait, appel qu’aux groupes
re´els, d’apre`s la proposition 19 il nous suffira de de´terminer [XˆH ] dans chacun
des cas suivant :
1. Hnc = U(p1, q1) × . . . × U(pm, qm) avec pj, qj ≥ 1, p1 + . . . + pm ≤ p et
q1 + . . .+ qm ≤ q;
2. Hnc = GSpp et p = q;
3. Hnc = O∗(2p) et p = q.
C’est l’objet des trois propositions suivantes.
Proposition 20 Soient pj, qj avec j = 1, . . . ,m des entiers strictement positifs
tels que p1+ . . .+pm ≤ p et q1+ . . .+qm ≤ q. Supposons que Hnc = U(p1, q1)×
. . .× U(pm, qm). Alors, a` un multiple scalaire non nul pre`s, la classe duale
[XˆH ] =
∑
ν⊂p×q
cνp1×q1...pm×qmCνˆ ∈ Hpq−
∑
i piqi(Gp,q).
De´monstration. Notons C la classe duale [XˆH ] a` la sous-varie´te´ XˆH = Gp1,q1 ×
. . .×Gpm,qm de XˆG = Gp,q. Un classe Cν ∈ H∗(Gp,q) ve´rifie :
Cν .C = res(Cν) ∧ C, (44)
ou` res: H∗(Gp,q) → H∗(XˆH) est l’application naturelle de restriction. En par-
ticulier, Cν .C 6= 0 si et seulement si res(Cν) 6= 0. Ce qui d’apre`s le lemme 13
et la proposition 11 est e´quivalent au fait que ν s’inscrive dans le diagramme
gauche (p1 × q1) ∗ . . . ∗ (pm × qm).
Rappelons (cf. par exemple [9]) que la classe duale de Cν dans H
∗(Gp,q)
est e´gale a` Cνˆ . La classe C est donc e´gale a` une combinaison line´aire a` co-
efficients non nuls des classes Cνˆ ou` ν de´crit l’ensembles des partitions im-
ages du diagramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm) (on a ne´cessairement
|ν| = p1q1 + . . .+ pmqm).
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Finalement le lemme 14 implique que si |ν| = p1q1 + . . .+ pmqm,
res(Cν) = c
ν
p1×q1...pm×qmCp1×q1 ⊗ . . .⊗ Cpm×qm ∈ H∗(XˆH) =
m⊗
i=1
H∗(Gpi,qi).
A` l’aide de (44) on constate alors qu’a` un multiple scalaire non nul pre`s, on doit
donc ne´cessairement avoir :
C =
∑
ν⊂p×q
cνp1×q1...pm×qmCνˆ ∈ Hpq−
∑
i piqi(Gp,q).
Ce qui conclut la de´monstration de la proposition 20.
Proposition 21 Supposons p = q et Hnc = GSpp. Alors, a` un multiple scalaire
non nul pre`s, la classe duale
[XˆH ] = Cν ∈ H
p(p−1)
2 (Gp,p),
ou` ν est la partition (p− 1, p− 2, . . . , 1) de diagramme de Young
p− 1 cases


De´monstration. Supposons p = q, alors Gnc = U(p, p) et (d’apre`s la proposition
19) on peut supposer que Hnc = GSpp est donne´ par :{
g =
(
A B
C D
)
∈ U(p, p) : tg
(
0 1p
−1p 0
)
g =
(
0 1p
−1p 0
)}
.
Alors, le groupe K ∩Hnc = U(p) se plonge dans K par l’application :
g 7→
(
g 0
0 tg−1
)
,
et l’action de U(p) sur p+ = Cp⊗ (Cp)∗ est isomorphe a` la repre´sentation ρ⊗ ρ,
ou` ρ est la repre´sentation standard de U(p) sur Cp. Via le plongement de Hnc
dans Gnc, p+ ∩ h se trouve identifie´ avec
sym2(ρ) = sym2(Cp) ⊂ Cp ⊗ (Cp)∗.
(On identifie sym2(Cp) avec l’espace des matrices syme´triques.)
Fixons maintenant une partition λ de poids |λ| = p(p+1)2 . (Remarquons que
p(p+1)
2 est la dimension de p
+ ∩ h.) Notons D⊗k la repre´sentation de dimension
un de U(p) donne´e par le de´terminant a` la puissance k.
Lemme 22 L’image de V (λ)(⊂ ∧ p+) par l’application de restriction dans∧
(p+ ∩ h) est nulle sauf si λ = (p, p− 1, . . . , 1) auquel cas elle est isomorphe au
U(p)-module D⊗(p+1).
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De´monstration. Vue comme repre´sentation de U(p)(= K∩Hnc ⊂ K) le module
V (λ) = (Cp)λ ⊗ (Cp)λ∗ .
Il est classique (cf. par exemple [9]) que sa de´composition en irre´ductibles est :
V (λ) =
⊕
ν
[(Cp)ν ]⊕c
ν
λλ∗ . (45)
L’espace p+∩h = sym2(Cp) s’identifie avec l’espace des matrices syme´triques,
il est engendre´ par les matrices Ei,j + Ej,i (1 ≤ i, j ≤ p). On constate donc
que si ν 6⊂ p× (p+ 1), la partition ν ne peut pas eˆtre le poids d’un vecteur du
U(p)(= K ∩ Hnc)-module ∧(p+ ∩ h). En particulier, si ν 6⊂ p × (p + 1), ν ne
peut pas eˆtre le plus haut poids d’un sous-module irre´ductible de
∧
(p+ ∩ h).
Puisque dans la de´composition (45) chaque partition ν donnant lieu a` un
sous-module non trivial doit avoir un poids |ν| = |λ|+ |λ∗| = p(p+ 1). L’image
de chacun de ces sous-modules par l’application de restriction dans
∧
(p+ ∩ h)
est nulle sauf e´ventuellement le sous-module
[(Cp)ν0 ]⊕c
ν0
λλ∗ ,
ou` ν0 = p× (p+ 1).
Il nous faut donc comprendre pour quelles partitions λ, le coefficient de
Littlewood-Richardson c
p×(p+1)
λλ∗ est non nul. Supposons donc que la partition
λ ve´rifie que c
p×(p+1)
λλ∗ 6= 0. Commenc¸ons par remarquer que λ et λ∗ sont alors
ne´cessairement contenues dans p× (p+1). Ensuite remarquons que le calcul de
Schubert implique si λ et µ sont deux partitions contenues dans une partition
rectangulaire a× b et de somme des poids |λ|+ |µ| = ab alors :
ca×bλ,µ = δµ,λˆ.
(Ici δ est le symbole de Kronecker e´gal a` un si ses deux arguments sont iden-
tiques, a` ze´ro sinon.)
Revenons maintenant au coefficient c
p×(p+1)
λλˆ
. D’apre`s ce que nous venons de
voir, le coefficient c
p×(p+1)
λλˆ
est non nul si et seulement si c
p×(p+1)
λλˆ
= 1 ce qui est
e´quivalent a` ce que λ∗ = λˆ (ici la notation λˆ de´signe la partition comple´mentaire
de λ dans le rectangle p× (p+ 1)). Ceci se traduit en
λp+1−i +max{j : λj ≥ i} = p+ 1,
pour tout entier i = 1, . . . , p. D’ou` l’on de´duit λi = p+ 1 − i pour i = 1, . . . , p
et λ = (p, p− 1, . . . , 1).
Nous avons donc de´montre´ que l’image de V (λ) par l’application de restric-
tion dans
∧
(p+ ∩ h) est nulle sauf si λ = (p, p− 1, . . . , 1). Montrons maintenant
que lorsque λ = (p, p− 1, . . . , 1), l’image de V (λ) dans ∧(p+ ∩ h) est non nulle.
Supposons donc λ = (p, p− 1, . . . , 1). Il est clair que le vecteur
p∧
j=1
j∧
i=1
ei ⊗ f∗j ∈ V (λ).
(Appliquer la permutation (1 2 . . . p) sur les colonnes de Mp(C) = E ⊗F ∗, via
l’action d’un e´le´ment de K.)
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L’image de ce vecteur dans
∧
(p+ ∩h) = ∧ sym2(Cp) est un multiple non nul de∧
1≤i≤j≤p
(Ei,j + Ej,i)
qui engendre un U(p)-module isomorphe au module D⊗(p+1). Ce qui conclut la
de´monstration du lemme 22.
Continuons la de´monstration de la proposition 21. Notons C la classe duale
[XˆH ] a` la sous-varie´te´ XˆH de XˆG = Gp,q. D’apre`s le lemme 13 (qui reste
valable dans ce cas, cf. [23]) une classe Cν ∈ H∗(Gp,q) ve´rifie Cν .C 6= 0 si et
seulement si res(Cν) 6= 0 ou` res: H∗(Gp,q)→ H∗(XˆH) est l’application naturelle
de restriction. Mais chaque classe Cν est K-invariante et donc sa restriction a`
XˆH est (K ∩ Hnc = U(p))-invariante. Il suffit donc de ve´rifier res(Cν) 6= 0 au
point base. Ce qui nous rame`ne au lemme 22.
On conclut que si ν ⊂ p× p est une partition de poids |ν| = p(p+1)2 ,
Cν .C 6= 0⇔ ν = (p, p− 1, . . . , 1).
La classe C est donc ne´cessairement e´gale a` un multiple scalaire non nul de Cνˆ .
Ce qui de´montre la proposition 21.
Proposition 23 Supposons p = q et Hnc = O∗(2p). Alors, a` un multiple
scalaire non nul pre`s, la classe duale
[XˆH ] = Cν ∈ H
p(p+1)
2 (Gp,p),
ou` ν est la partition (p, p− 1, . . . , 1) de diagramme de Young
p cases


De´monstration. Supposons p = q, alors Gnc = U(p, p) et (d’apre`s la proposition
19) on peut supposer que Hnc = O∗(2p) est donne´ par :{
g =
(
A B
C D
)
∈ U(p, p) : tg
(
0 1p
1p 0
)
g =
(
0 1p
1p 0
)}
.
Alors, le groupe K ∩Hnc = U(p) se plonge dans K par l’application :
g 7→
(
g 0
0 tg−1
)
,
et l’action de U(p) sur p+ = Cp⊗ (Cp)∗ est isomorphe a` la repre´sentation ρ⊗ ρ,
ou` ρ est la repre´sentation standard de U(p) sur Cp. Via le plongement de Hnc
dans Gnc, p+ ∩ h se trouve identifie´ avec
2∧
ρ =
2∧
Cp ⊂ Cp ⊗ (Cp)∗.
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(On identifie
∧2
Cp avec l’espace des matrices antisyme´triques.)
Fixons maintenant une partition λ de poids |λ| = p(p−1)2 . (Remarquons que
p(p−1)
2 est la dimension de p
+ ∩ h.) La de´monstration du lemme 22 se traduit
facilement en une de´monstration du lemme suivant.
Lemme 24 L’image de V (λ)(⊂ ∧ p+) par l’application de restriction dans∧
(p+ ∩ h) est nulle sauf si λ = (p − 1, p − 2, . . . , 1) auquel cas elle est iso-
morphe au U(p)-module D⊗(p).
On conclut alors la de´monstration de la proposition 23 en suivant mot pour
mot la fin de la de´monstration de la proposition 21.
1.3 Restriction stable a` une sous-varie´te´ de Shimura
Dans cette section nous de´montrons des crite`res d’injectivite´ de l’application
de restriction stable (11) aux diffe´rentes sous-varie´te´s de Shimura de Sh0G.
Les crite`res seront inde´pendant des Q-structures des groupes alge´briques en
question. La proposition 19 permet alors de re´duire le proble`me aux trois types
suivants de sous-varie´te´s de Shimura Sh0H ⊂ Sh0G :
1. Hnc = U(p1, q1) × . . . × U(pm, qm) avec pj, qj ≥ 1, p1 + . . . + pm ≤ p et
q1 + . . .+ qm ≤ q;
2. Hnc = GSpp et p = q;
3. Hnc = O∗(2p) et p = q.
C’est l’objet des deux the´ore`mes qui suivent ainsi que d’une remarque finale
concernant le cas Hnc = O∗(2p).
The´ore`me 25 Soit Sh0H une sous-varie´te´ de Shimura de Sh0G avec Hnc =
U(p1, q1)× . . .× U(pm, qm), pj, qj ≥ 1, p1 + . . .+ pm ≤ p et q1 + . . .+ qm ≤ q.
Soient λ et µ deux partitions incluses dans p× q telles que le couple (λ, µ) soit
compatible. Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(Q)
H∗(Sh0H)
de restriction stable est injective en restriction a` Hλ,µ(Sh0G) s’il existe une
partition ν image du diagramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm) telle que νˆ
s’inscrive dans le diagramme gauche µ/λ.
De´monstration. La de´monstration repose sur un the´ore`me de Venkataramana,
sur la proposition 11 et sur la proposition 20. Plus pre´cisemment, d’apre`s
[24, Theorem 6], si s est un classe dans Hλ,µ(Sh0G) dont la restriction sta-
ble ResGH(s) a` Sh
0H est triviale, alors
[XˆH ].V (λ, µ) = 0 dans
∧
p.
D’apre`s la proposition 20,
[XˆH ] =
∑
ν⊂p×q
cνp1×q1...pm×qmCνˆ ∈ Hpq−
∑
i piqi(Gp,q).
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Puisque d’apre`s la proposition 11, Cνˆ .V (λ, µ) 6= 0 si et seulement si νˆ s’inscrit
dans le diagramme gauche µ/λ et que les e´le´ments {Cνˆ .v(λ) ⊗ w(µˆ)∗}, ou` νˆ
parcourt l’ensemble des partitions qui s’inscrivent dans le diagramme gauche
µ/λ, sont line´airement inde´pendants, on conclut que [XˆH ].V (λ, µ) 6= 0 si et
seulement s’il existe une partition ν ⊂ p× q image du diagramme gauche (p1 ×
q1) ∗ . . . ∗ (pm × qm) (autrement dit cνp1×q1...pm×qm 6= 0) telle que νˆ s’inscrive
dans le diagramme gauche µ/λ. Ce qui cloˆt la de´monstration du the´ore`me 25.
Rappelons que le sous-espace Hλ,µ(Sh0G) apparait dans la cohomologie
holomorphe si et seulement si µ = p × q. La partition λ est alors naturelle-
ment parame´tre´e par un couple d’entier (r, s) avec 0 ≤ r ≤ p et 0 ≤ s ≤ q tels
que
λ = (q, . . . , q︸ ︷︷ ︸
r fois
, s, . . . , s︸ ︷︷ ︸
p−r fois
)
de diagramme de Young : }
r cases
︸︷︷︸
s cases
(Ici p = 4 et q = 5.)
Dans ce cas (et pour souligner le fait qu’il apparait dans la cohomologie
holomorphe) nous noterons H(r,s),0(Sh0G) le sous-espace Hλ,µ(Sh0G) de la
cohomologie holomorphe de degre´ |λ| = rq+ s(p− r) (remarquons que |µˆ| = 0).
Corollaire 26 (Clozel-Venkataramana) Soit Sh0H une sous-varie´te´ de Shimura
de Sh0G avec Hnc = U(p1, q1)× . . .× U(pm, qm), pj , qj ≥ 1, p1 + . . .+ pm ≤ p
et q1+ . . .+ qm ≤ q. Soit (r, s) un couple d’entiers naturels avec r ≤ p et s ≤ q.
Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(Q)
H∗(Sh0H)
de restriction stable est injective en restriction a` H(r,s),0(Sh0G) si et seule-
ment si soit p1+ . . .+pm = p, r = 0 et s ≤ qi pour chaque i, soit q1+ . . .+qm =
q, s = 0 et r ≤ pi pour chaque i.
De´monstration. Commenc¸ons par montrer que la condition est suffisante. Ici le
diagramme gauche µ/λ est en fait le diagramme rectangulaire (p−r)(q−s). Une
partition α s’inscrit donc dans µ/λ si et seulement si l(α) ≤ p−r et l(α∗) ≤ q−s.
Quitte a` re´ordonner les facteurs U(pi, qi) on peut supposer q1 ≤ . . . ≤ qm.
Il est alors clair que la partition
ν0 = (qm, . . . , qm︸ ︷︷ ︸
pm fois
, . . . , q1, . . . , q1︸ ︷︷ ︸
p1 fois
)
est une image du diagramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm). Or,
l(νˆ0) =
{
p− pm si qm = q
p sinon
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et
l(νˆ∗0 ) =
{
q si p1 + . . .+ pm < p
q − q1 sinon.
Donc si p1+ . . .+pm = p, r = 0 et s ≤ qi pour chaque i, la partition ν0 s’inscrit
dans µ/λ et, d’apre`s le the´ore`me 25, l’application de restriction stable ResGH est
donc injective en restriction a` H(r,s),0(Sh0G) = Hλ,µ(Sh0G).
On de´montre de meˆme que ResGH est injective en restriction a` H
(r,s),0(Sh0G)
lorsque q1 + . . .+ qm = q, s = 0 et r ≤ pi pour chaque i.
Montrons maintenant que ces conditions suffisantes sont en fait ne´cessaires.
Il nous faut pour cela d’abord comprendre plus pre´cisemment l(νˆ) et l(νˆ∗)
lorsque ν est une image du diagramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm). C’est
l’objet du lemme suivant.
Lemme 27 Soient p1, . . . , pm, q1, . . . , qm des entiers ≥ 1. Soit ν une partition
image du diagramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm). Alors,
1. l(ν) ≤ p1 + . . .+ pm,
2. νp1+...+pm ≤ min qi, et
3. si νp1+...+pm 6= 0 alors ν1 < q1 + . . .+ qm.
De´monstration du lemme 27. Pour simplifier nous supposerons q1 ≤ . . . ≤ qm.
Il suffit alors de montrer que toute partition ν image du diagramme gauche
(p1 × q1) ∗ . . . ∗ (pm × qm) ve´rifie
• l(ν) ≤ p1 + . . .+ pm,
• νp1+...+pm ≤ q1, et
• si νp1+...+pm 6= 0 alors ν1 < q1 + . . .+ qm.
Puisque la longueur de la partition sous-jacente au produit de deux tableaux
de Young est toujours infe´rieure a` la somme des longueurs des partitions sous-
jacentes a` ces deux tableaux, le premier point se de´montre imme´diatement par
re´currence sur m.
Montrons les deux derniers points e´galement par re´currence sur m. Le cas
m = 1 est trivial. On passe facilement dem a`m+1 en remarquant que l’on peut
supposer pm+1 = 1 puisque le diagramme rectangulaire pm+1 × qm+1 est bien
e´videmment une image du diagramme gauche (1× qm+1) ∗ . . . ∗ (1× qm+1)︸ ︷︷ ︸
pm+1 fois
. Il
existe alors une partition α image du diagramme gauche (p1×q1)∗. . .∗(pm×qm)
telle que ν soit une image du diagramme gauche α∗(1×qm+1). Le diagramme ν
est alors obtenu en ajoutant qm+1 cases au diagramme α sans jamais en mettre
deux dans la meˆme colonne. Or d’apre`s l’hypothe`se de re´currence, αp1+...+pm ≤
q1 et si αp1+...+pm 6= 0 alors α1 < q1 + . . .+ qm. On ne peut donc pas rajouter
plus de q1 cases a` la (p1+ . . .+ pm+1)-ie`me ligne (qui est vide) du diagramme
α. Donc νp1+...+pm+1 ≤ q1. Enfin, on montre de meˆme que si νp1+...+pm+1 6= 0
alors ν1 < q1 + . . . + qm. Ce qui conclut la re´currence et la de´monstration du
lemme 27.
Continuons la de´monstration du corollaire, d’apre`s [7, Proposition 2.3] le
crite`re du the´ore`me de Venkataramana que l’on a utilise´ dans la de´monstration
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du the´ore`me 25 est, dans le cas de la cohomologie holomorphe, e´galement
ne´cessaire et e´quivalent a` ce que E(G,H) ⊃ V (λ). D’apre`s la proposition 11
cette dernie`re assertion est e´quivalente au fait que λ s’inscrive dans le diagramme
gauche (p1 × q1) ∗ . . . ∗ (pm × qm). Le lemme 27 applique´ tour a` tour a` λ et
a` son conjugue´ implique alors que soit p1 + . . . + pm = p, r = 0 et s ≤ min qi
soit q1 + . . .+ qm = q, s = 0 et r ≤ min pi. Ce qui conlut la de´monstration du
corollaire.
Remarquons que notre de´monstration du re´sultat de Clozel et Venkatara-
mana est local alors que la de´monstration de [7, Proposition 3.A.10] utilise un
argument global.
Le lemme suivant est imme´diat. Conjugue´ au the´ore`me 25 il donne un crite`re
plus simple a` ve´rifier pour l’injectivite´ de l’application de restriction stable ResGH
en restriction aux sous-espaces conside´re´s dans le the´ore`me.
Lemme 28 Tout diagramme de Young obtenu en assemblant des blocs rectan-
gulaires pi × qi est une image du diagramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm).
Remarquons ne´anmoins que l’on n’obtient pas toutes les images du dia-
gramme gauche (p1 × q1) ∗ . . . ∗ (pm × qm) de cette manie`re. Par exemple, la
partition (3, 1) est une image du diagramme gauche (1× 2) ∗ (1× 2).
La de´monstration du the´ore`me 25 en remplac¸ant la proposition 20 par la
proposition 21 implique le the´ore`me suivant.
The´ore`me 29 Soit Sh0H une sous-varie´te´ de Shimura de Sh0G avec Hnc =
GSpp et p = q. Soient λ et µ deux partitions incluses dans p × p telles que le
couple (λ, µ) soit compatible. Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(G)
H∗(Sh0H)
de restriction stable est injective en restriction a` Hλ,µ(Sh0G) si la partition
ν = (p− 1, p− 2, . . . , 1) de diagramme de Young
p− 1 cases


s’inscrit dans le diagramme gauche µ/λ.
Et comme au-dessus, on en de´duit le corollaire suivant.
Corollaire 30 (Clozel-Venkataramana) Soit Sh0H une sous-varie´te´ de Shimura
de Sh0G avec Hnc = GSpp et p = q. Soit (r, s) un couple d’entiers naturels
avec r ≤ p et s ≤ q. Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(G)
H∗(Sh0H)
de restriction stable est injective en restriction a` H(r,s),0(Sh0G) si et seule-
ment si r, s ≤ 1.
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Remarquons enfin que d’apre`s le lemme 27 la partition (p, p − 1, . . . , 1) ne
peut eˆtre image d’un diagramme gauche (p1×q1)∗ . . .∗(pm×qm) avec p1+ . . .+
pm ≤ p et q1+ . . .+qm ≤ p. Dans le cas ou` Hnc = O∗(2p), le crite`re d’injectivite´
de l’application de restriction stable que l’on obtiendrait en suivant la meˆme
me´thode serait vide, ou presque puisqu’il permet quand meˆme de retrouver le
re´sultat suivant de Clozel et Venkataramana :
Soit Sh0H une sous-varie´te´ de Shimura de Sh0G avec Hnc = O∗(2p) et p = q.
Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(Q)
H∗(Sh0H)
de restriction stable est identiquement nulle en restriction a` la cohomologie
holomorphe de degre´ strictement positif.
Concluons cette section par une re´ciproque partielle au the´ore`me 25, un
crite`re d’annulation de l’application de restriction.
The´ore`me 31 Soient Sh0H une sous-varie´te´ de Shimura de Sh0G avec H =
H1× . . .×Hm, Hnci = U(pi, qi), pi, qi ≥ 1, p1+ . . .+pm ≤ p et q1+ . . .+qm ≤ q.
Soient λ et µ deux partitions incluses dans p× q telles que le couple (λ, µ) soit
compatible. Fixons pour chaque entier i = 1, . . . ,m, un couple compatible de
partitions (λi, µi) dans pi × qi. Supposons
cλλ1...λmc
µˆ
µˆ1...µˆm
= 0.
(Autrement dit, supposons soit que λ n’est pas une image du diagramme gauche
λ1 ∗ . . .∗λm soit que µˆ n’est pas une image du diagramme gauche µˆ1 ∗ . . .∗ µˆm.)
Alors, la projection de l’image de l’application de restriction
resGH : H
λ,µ(Sh0G)→ H |λ|+|µˆ|(Sh0H)
dans la composante de Ku¨nneth
Hλ1,µ1(Sh0H1)⊗ . . .⊗Hλm,µm(Sh0Hm)
est nulle.
De´monstration. Remarquons que l’on peut supposer |λ1| + . . . + |λm| = |λ| et
|µˆ1| + . . .+ |µˆm| = |µˆ|. Supposons par exemple cλλ1...λm = 0 (la de´monstration
serait similaire dans le cas cµˆµˆ1...µˆm). D’apre`s la formule de Matsushima, si s est
une classe de cohomologie,
s ∈ HomK(V (λ, µ), C∞(G(Q)\G(A))),
ou`, rappelons le, V (λ, µ) ⊂ ∧|λ| p+ ⊗∧|µˆ| p−.
Notons p±H les espaces p
± ∩ h.
La restriction resGH(s) de s a` la sous-varie´te´ Sh
0H est (repre´sente´e par) une
forme diffe´rentielle ferme´e qui appartient a`
HomK(
|λ|∧
p+H ⊗
|µˆ|∧
p−H , C
∞(H(Q)\H(A))),
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et est obtenue par la formule :
resGH(s)(ξ) = s(prV (λ,µ)(ξ)) (pour tout ξ ∈
|λ|∧
p+H ⊗
|µˆ|∧
p−H)
ou` prV (λ,µ) :
∧|λ|
p+H ⊗
∧|µˆ|
p−H → V (λ, µ) est une projection K-e´quivariante.
La formule de Ku¨nneth correspond a` la de´composition de
∧|λ|
p+H ⊗
∧|µˆ|
p−H
en :
|λ|∧
p+H⊗
|µˆ|∧
p−H =
⊕
k1 + . . .+ km = |λ|
l1 + . . .+ lm = |µˆ|
(
k1∧
p+H1⊗
l1∧
p−H1)⊗. . .⊗(
km∧
p+Hm⊗
lm∧
p−Hm).
L’espace V (λ1, µ1)⊗ . . .⊗ V (λm, µm) est inclus dans
∧|λ|
p+H ⊗
∧|µˆ|
p−H . Le
the´ore`me 31 de´coulera de la de´monstration de
prV (λ,µ)(V (λ1, µ1)⊗ . . .⊗ V (λm, µm)) = 0. (46)
Mais pour chaque entier i = 1, . . . ,m, le sous-espace V (λi, µi) est inclus dans
V (λi)⊗ V (µˆi)∗ ⊂
|λi|∧
p+Hi ⊗
|µˆi|∧
p−Hi .
Soit F (λ1, . . . , λm) le K-module engendre´ par V (λ1) ⊗ . . .⊗ V (λm) ⊂
∧|λ|
p+.
Pour de´montrer (46), il nous suffit alors de de´montrer que :
HomK(V (λ), F (λ1, . . . , λm)) = 0. (47)
Puisque le K-module V (λ) et le KH-module V (λ1)⊗ . . .⊗V (λm) sont tous deux
irre´ductibles, (47) est e´quivalent a` :
HomKH (V (λ1)⊗ . . .⊗ V (λm), V (λ)) = 0. (48)
Or lorsque m = 2 et d’apre`s [9, (20) p.122], vu comme (KH = KH1 × KH2)-
module V (λ) contient un sous-module irre´ductible isomorphe au module V (λ1)⊗
V (λ2) si et seulement si c
λ
λ1λ2
6= 0. On conclut alors la de´monstration du
the´ore`me 31 par re´currence sur m et a` l’aide du lemme 10.
1.4 Exemples et applications
Concluons cette premie`re partie par l’e´tude de quelques familles d’exemples.
L’application de restriction stable de la cohomologie de Sh0G vers la cohomolo-
gie de ses sous-varie´te´s de Shimura est simple a` comprendre en petit degre´ en
raison du fait e´vident suivant.
Fait 32 Soit (λ, µ) un couple compatible de partitions incluses dans p × q.
Supposons le diagramme gauche µ/λ = (p1 × q1) ∗ . . . ∗ (pm × qm). Supposons
|λ|+ |µˆ| < 3p− 2 si q = p et |λ|+ |µˆ| < p+ q − 1 si q > p. Alors (l’entier m est
ne´cessairement ≤ 2 et) soit p1+ . . .+ pm = p, soit q1 + . . .+ qm = q, soit p = q,
m = 1 et p1 = q1 = p− 1.
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En effet, remarquons que puisque chaque pi et chaque qi est ≥ 1, si p1+ . . .+
pm ≤ p− 1 et q1+ . . .+ qm ≤ q− 1 nous devons avoir p1q1 + . . .+ pmqm ≤ (p−
m)(q−m)+m−1 et donc |λ|+|µˆ| ≥ pq−(p−m)(q−m)−m+1 = m(p+q)−m2−
m+1. Il est alors facile de ve´rifier que |λ|+|µˆ|(≥ m(p+q)−m2−m+1) ≥ p+q−1
avec e´galite´ si et seulement si m = 1, p1 = p− 1 et q1 = q − 1. Enfin, si p = q
et m > 1 ou p1 < p− 1 ou q1 < p− 1, |λ|+ |µˆ|(≥ 2mp−m2 −m+ 1) ≥ 3p− 2.
Ce qui conclut la de´monstration du fait.
On de´duit facilement du fait 32 et des the´ore`mes 25 et 29 la de´monstration
du the´ore`me 4 que l’on reformule de la fac¸on suivante.
The´ore`me 4’ Soient K un corps de nombre totalement re´el et G′ un groupe
unitaire anisotrope sur K compact a` toutes les places infinies sauf une ou` il est
isomorphe a` U(p, q) avec 1 ≤ p ≤ q. Soit G le groupe alge´brique sur Q obtenu a`
partir de G′ par restriction des scalaires de K a` Q. Alors, pour tout sous-espace
de cohomologie fortement primitive Hλ,µ(Sh0G), de degre´ |λ|+ |µˆ| < 3p− 2 si
p = q et |λ|+ |µˆ| < p+ q − 1 si p < q, de la varie´te´ de Shimura Sh0G, il existe
une sous-varie´te´ de Shimura Sh0H ⊂ Sh0G telle que l’application de restriction
stable
ResGH : H
k(Sh0G)→ Hk(Sh0H)
soit injective en restriction a` Hλ,µ(Sh0H).
De´monstration. Supposons comme d’habitude le diagramme gauche µ/λ e´gal a`
(p1×q1)∗ . . .∗ (pm×qm). Sous les hypothe`ses du the´ore`me sur le degre´ |λ|+ |µˆ|,
et d’apre`s le fait 32, soit p1+. . .+pm = p et dans dans ce cas d’apre`s le the´ore`me
25 on peut prendre n’importe quelle sous-varie´te´ Sh0H avec Hnc = U(p, q− 1),
soit q1 + . . . + qm = q et dans dans ce cas d’apre`s le the´ore`me 25 on peut
prendre n’importe quelle sous-varie´te´ Sh0H avec Hnc = U(p− 1, q), soit p = q
et le diagramme gauche µ/λ est rectangulaire e´gal a` (p − 1) × (q − 1) et dans
dans ce cas d’apre`s le the´ore`me 29 on peut prendre n’importe quelle sous-varie´te´
Sh0H avec Hnc = GSpp.
Remarquons avec Venkataramana que l’on ne peut espe`rer re´pondre positive-
ment a` la question d’Arthur simplement a` coup de restriction a` des sous-varie´te´s
de Shimura. On peut plus ge´ne´ralement montrer le re´sultat suivant qui montre
qu’en un certain sens le the´ore`me 4 est optimal.
Proposition 33 Soient K un corps de nombre totalement re´el et G′ un groupe
unitaire anisotrope sur K compact a` toutes les places infinies sauf une ou` il est
isomorphe a` U(p, q) avec 1 ≤ p ≤ q. Soit G le groupe alge´brique sur Q obtenu a`
partir de G′ par restriction des scalaires de K a` Q. Alors, il existe une classe de
cohomologie (holomorphe) non triviale et de degre´ 3p− 2 si p = q et p+ q− 1
si p < q, dont la restriction stable a` n’importe quelle sous-varie´te´ de Shimura
Sh0H ⊂ Sh0G soit nulle.
De´monstration. Lorsque q > p, il suffit de conside´rer une classe de cohomolologie
holomorphe non nulle dans H(1,1),0(Sh0G), une telle classe existe d’apre`s un
the´ore`me d’Anderson [1] (dans [15] Li ge´ne´ralise amplement ce the´ore`me 6). On
6Pre´cisemment, Li montre que Hλ,µ(Sh0G) est non trivial lorsque le diagramme gauche
µ/λ est rectangulaire.
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a classifie´ toutes les sous-varie´te´s de Shimura possible de Sh0G (cf. proposition
19) et d’apre`s les re´sultats de Clozel et Venkataramana rede´montre´s dans la
section pre´ce´dente, la restriction stable de cette classe a` n’importe quelle sous-
varie´te´ de Shimura est nulle.
Lorsque q = p, il suffit par exemple de conside´rer une classe de cohomologie
holomorphe non nulle dans H(2,1),0(Sh0G). La` encore, une telle classe existe
d’apre`s [1]. D’apre`s les re´sultats de Clozel et Venkataramana et la classification
des sous-varie´te´s de Shimura de Sh0G, la restriction stable de cette classe a`
n’importe quelle sous-varie´te´ de Shimura est nulle.
Remarquons maintenant qu’a` partir d’une ide´e de Venkataramana, les the´or-
e`mes 25 et 31 permettent de de´montrer le the´ore`me 5 dont nous rappelons
l’e´nonce´ ci-dessous.
The´ore`me 5 Soient K un corps de nombre totalement re´el et G′ un groupe
unitaire anisotrope sur K compact a` toutes les places infinies sauf une ou` il est
isomorphe a` U(p, q) avec 3 ≤ 2p + 1 ≤ q. Soit G le groupe alge´brique sur Q
obtenu a` partir de G′ par restriction des scalaires de K a` Q. Alors, toute classe
de Hodge dans H2pq−2p(Sh0G) est alge´brique.
De´monstration. Commenc¸ons par remarquer que si q ≥ 2p + 1, la cohomolo-
gie de bidegre´ (p, p) de Sh0G est somme directe de la cohomologie invariante
⊕|ν|=pCη(Cν) (ou` ν de´signe une partition) et de la cohomologie fortement prim-
itive H(p×1),(p×(q−1))(Sh0G).
Il est classique que les classes η(Cν) sont alge´briques. Nous ne nous occu-
perons donc que de la partie non invariante H∗n.i.(Sh
0G) (fortement primitive)
de la cohomologie.
Conside´rons une sous-varie´te´ de Shimura Sh0H ⊂ Sh0G avecH = H1×. . .×
Hp et chaque H
nc
i = U(1, 2) (une telle sous-varie´te´ existe puisque G provient
d’un groupe unitaire sur un corps de nombre). Puisque q ≥ 2p + 1 et d’apre`s
le the´ore`me 25 (et le lemme 28), l’application de restriction stable ResGH est
injective en restriction a` H(p×1),(p×(q−1)(Sh0G).
Mais, d’apre`s le the´ore`me 31, l’image ResGH(H
(p×1),(p×(q−1)(Sh0G)) est con-
tenue dans la composante de Ku¨nneth
∏
G(Q)H
1,1(Sh0H1)⊗ . . .⊗H1,1(Sh0Hp)
de
∏
G(Q)H
p,p(Sh0H). Le the´ore`me de Lefschetz sur les classes de bidegre´
(1, 1) implique alors que la restriction stable ResGH(α) de toute classe α ∈
H(p×1),(p×q−1)(Sh0G) appartient au sous-espace engendre´ par les translate´s de
Hecke de classes [S1 × . . .× Sp], ou` chaque Si est une courbe dans Sh0Hi 7.
D’apre`s l’injectivite´ de l’application de restriction stable, une classe α ∈
H(p×1),(p×(q−1))(Sh0G) est triviale si et seulement si gα ∧ [V ] = 0 pour toute
sous-varie´te´ alge´brique V de Sh0H et pour tout g ∈ G(Q). Or les G(Q)-
modules H2pn.i.(Sh
0G) et H2pq−2pn.i. (Sh
0G) sont en dualite´ (de´duite de la du-
alite´ de Poincare´). L’espace engendre´ par les translate´s de Hecke dans Sh0G
des classes [V ] de sous-varie´te´s alge´briques de Sh0H contient donc l’espace
H2pq−2pn.i. (Sh
0G)∩Hpq−p,pq−p(Sh0G). Ce qui prouve que toute classe de Hodge
dans H2pq−2p(Sh0G) est alge´brique.
Concluons cette partie en remarquant que le the´ore`me 25 implique imme´dia-
tement, a` l’aide des the´ore`mes de Clozel contenus dans [6], de nouveaux re´sultats
7Remarquons que Si n’est pas ne´cessairement une sous-varie´te´ de Shimura.
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d’annulation de la cohomologie de certaines varie´te´s de Shimura unitaires. Nous
nous contenterons d’e´noncer un re´sultat particulier mais suffisamment frappant,
renvoyant le lecteur a` [6] pour de´duire du the´ore`me 25 des e´nonce´s plus ge´ne´raux.
The´ore`me 34 Supposons que Sh0G contienne une sous-varie´te´ de Shimura
Sh0H, avec H obtenu par restriction des scalaires a` partir d’un groupe U(D)
ou` D est une alge`bre a` division de degre´ premier impair sur une extension
quadratique imaginaire d’un corps de nombre totalement re´el et tel que Hnc =
U(p− a, q) (resp. = U(p, q− b)) avec a ≥ 1 (resp. b ≥ 1). Soit (λ, µ) un couple
de partitions compatible de diagramme gauche µ/λ = (p1× q1) ∗ . . . ∗ (pm× qm).
Supposons que
• q1 + . . .+ qm = q (resp. p1 + . . .+ pm = p),
• pi ≥ a (resp. qi ≥ b) pour chaque i = 1, . . . ,m, et
• |λ|+ |µˆ| < pq − aq (resp. < pq − bp).
Alors, Hλ,µ(Sh0G) = 0.
On ve´rifiera facilement que ce dernier re´sultat implique le the´ore`me 6 an-
nonce´ en introduction.
2 Cas des varie´te´s de Shimura associe´ au groupe
GSp
Dans cette partie G est un groupe alge´brique re´ductif connexe et anisotrope sur
Q avec Gnc = GSpp, ou` p est un entier strictement positif. Rappelons alors que
Gnc =
{
g =
(
A B
C D
)
∈ U(p, p) : tg
(
0 1p
−1p 0
)
g =
(
0 1p
−1p 0
)}
. (49)
Soit K le groupe U(p) plonge´ dans Gnc via l’application
k 7→
(
k 0
0 tk−1
)
.
Le complexifie´ KC est le groupe GLp. L’involution de Cartan θ est donne´e par
x 7→ −tx. Soit T le sous-groupe de KC constitue´ des matrices diagonales.
Comme dans la premie`re partie, nous noterons g0, k0, . . . les alge`bres de Lie
deGnc,K, . . . et g, k, . . . leur complexifications. Nous noterons (x1, . . . , xp;−x1, . . .
,−xp) les e´le´ments de l’alge`bre de Lie de T (vus comme e´le´ments de g).
Dans l’alge`bre de Lie complexe g, on a :
p+ =
{(
0 B
0 0
)
avec B ∈Mp×p(C) syme´trique
}
et
p− =
{(
0 0
C 0
)
avec C ∈Mp×p(C) syme´trique
}
.
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Nous noterons E = Cp la repre´sentation standard de U(p). Alors, comme nous
l’avons de´ja` remarque´ au cours de la premie`re partie, comme repre´sentation de
KC, p
+ = sym2(E). De la meˆme manie`re, p− = sym2(E∗).
Soit (e1, . . . , ep) la base canonique de E. Choisissons comme sous-alge`bre de
Borel bK dans k l’alge`bre des matrices dans k qui sont triangulaires supe´rieures
sur E par rapport a` cette base. Alors l’ensemble des racines simples compactes
positives
Φ(bK , t) = {xi − xj : 1 ≤ i < j ≤ p} . (50)
Les racines simples positives de T apparaissant dans p+ sont les formes line´aires
xi + xj avec 1 ≤ i ≤ j ≤ p. Dans la suite nous noterons ei,j = ei.ej la base
canonique de sym2(E). (Vue comme matrice syme´trique l’e´le´ment ei,j est donc
e´gal a` Ei,j + Ej,i.)
2.1 De´composition “a` la Lefschetz” de la cohomologie
Modules cohomologiques et diagrammes de Young
Nous avons vu dans la premie`re partie comment associer une sous-alge`bre parabolique
θ-stable q a` un e´le´ment X = (x1, . . . , xp;−x1, . . . ,−xp) ∈ it0 (les xi sont donc
tous re´els). Rappelons le choix fixe´ (50) de racines simples compactes positives.
Apre`s conjugaison par un e´le´ment de K, on peut supposer, et nous le sup-
poserons effectivement par la suite, que X est dominant par rapport a` Φ(bK , t),
i.e. que α(X) ≥ 0 pour tout α ∈ Φ(bK , t); il satisfait alors aux ine´galite´s
x1 ≥ . . . ≥ xp.
Nous associons maintenant a` notre e´le´ment X ∈ it0 un couple (λ, µ) de
partitions comme suit.
• La partition λ ⊂ p× p est associe´e au sous-diagramme de Young de p× p
constitue´ des cases de coordonne´es (i, j) telles que xi + xj > 0.
• La partition µ ⊂ p× p est associe´e au sous-diagramme de Young de p× p
constitue´ des cases de coordonne´es (i, j) telles que xi + xj ≥ 0.
Il est imme´diat que le couple de partitions (λ, µ) ainsi de´fini est compatible,
que (λ∗, µ∗) = (λ, µ) et que, re´ciproquement, tout couple de partitions compat-
ible dans p × p et ve´rifiant (λ∗, µ∗) = (λ, µ) est associe´ a` un e´le´ment X dans
it0.
Nous dirons d’une partition λ qu’elle est syme´trique si λ∗ = λ. Remarquons
que si (λ, µ) est un couple compatible de partitions syme´triques dans p × p, le
diagramme gauche µ/λ est syme´trique et s’e´crit donc (a1×b1)∗ . . .∗ (am×bm)∗
(p0 × p0) ∗ (bm× am) ∗ . . . ∗ (b1 × a1) pour un certain m ≥ 1 et des entiers ai, bi
et p0 ≥ 1.
Comme dans la premie`re partie, on de´duit alors de la remarque suivant la
de´finition des modulesAq que chaque couple compatible de partitions syme´triques
(λ, µ) de´finit sans ambiguite´ une classe d’e´quivalence de (g,K)-modules que
nous noterons A(λ, µ). Nous nous autoriserons encore a` parler de “la” sous-
alge`bre parabolique q(λ, µ) = l(λ, µ)⊕u(λ, µ) de (g,K)-module associe´ A(λ, µ),
l’important pour nous est qu’une telle sous-alge`bre existe. Nous supposerons
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de plus, ce que l’on peut toujours faire, que le groupe L(λ, µ) associe´ a` la sous-
alge`bre de Levi l(λ, µ) n’a pas de facteurs compacts non abe´lien. Il est alors
facile de voir que
L(λ, µ)/(L(λ, µ) ∩K) = GSpp0/U(p0)×
m∏
i=1
U(ai, bi)/U(ai)× U(bi), (51)
ou` le plongement du groupe GSp0×
∏m
i=1 U(ai, bi) dans GSpp est (a` conjugaison
dans GSpp pre`s) induit par le plongement
U(p0, p0)× U(a1, b1)× . . .× U(am, bm) −→ U(p, p)
(g0, g1, . . . , gm) 7−→ (g0, g1, g˜1, . . . , gm, g˜m, id).
Les re´sultats de Parthasarathy, Kumaresan et Vogan-Zuckerman de´crits dans
la premie`re partie affirment alors que
GˆncVZ := {A(λ, µ) : (λ, µ) compatible et λ, µ syme´triques}
est l’ensemble des (g,K)-modules ayant des groupes de (g,K)-cohomologie non
nuls.
E´tant donne´ une partition syme´trique λ ⊂ p× p, nous noterons λ+ la parti-
tion (λ+1 , . . . , λ
+
p ) ou` pour i = 1, . . . , p
λ+i = |{j ≥ i : (i, j) ∈ λ}|,
= max(0, λi − i+ 1).
Nous noterons λ le diagramme de Young ⊂ p × (p + 1) obtenu en rajoutant
une case a` chaque ligne intersectant la diagonale. Remarquons alors que |λ| est
ne´cessairement pair e´gal a` 2|λ+|. Si (λ, µ) est un couple compatible de partitions
syme´triques ⊂ p × p dont le diagramme gauche associe´ µ/λ = (a1 × b1) ∗ . . . ∗
(am × bm) ∗ (p0 × p0) ∗ (bm × am) ∗ . . . ∗ (b1 × a1), nous noterons enfin (µ/λ)+
le sous-diagramme gauche e´gal a` (p0 × p0) ∗ (bm × am) ∗ . . . ∗ (b1 × a1).
Conside´rons maintenant la repre´sentation de KC
V (λ) := Eλ. (52)
C’est une sous-repre´sentation irre´ductible de
∧|λ+|
sym2(E); son vecteur de plus
haut poids est
v(λ) :=
p∧
i=1
λi∧
j=i
ei,j (53)
et son vecteur de plus bas poids est
w(λ) :=
p∧
i=1
λi∧
j=i
ep−i+1,p−j+1. (54)
Puisque d’apre`s [12, Lemma 3.5] il existe une correspondance bijective entre les
sous-espaces irre´ductibles de
∧
p+ et les syste`mes positifs de racines contenant
l’ensemble (50), la repre´sentation∧
p+ =
∧
sym2(E) =
⊕
λ ⊂ p× p
λ = λ∗
V (λ), (55)
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ou` chaque sous-espace irre´ductible V (λ) apparait avec multiplicite´ un.
Soit maintenant (λ, µ) un couple compatible de partitions syme´triques. Le
vecteur
v(λ) ⊗ w(µˆ)∗ ∈
|λ+|∧
(sym2(E))⊗
|µˆ+|∧
(sym2(E))∗ =
|λ+|,|µˆ+|∧
p ⊂
|λ+|+|µˆ+|∧
p (56)
est un vecteur de plus haut poids 2ρ(u(λ, µ)∩p) et engendre donc sous l’action de
KC un sous-module irre´ductible que l’on note V (λ, µ). Ce module est isomorphe
a` V (q(λ, µ)).
Classes de Chern et diagrammes de Young
Conside´rons GncC le complexifie´ du groupe G
nc = GSp. Il s’identifie au sous-
groupe de GL(2p,C) constitue´ des transformations de C2p qui pre´servent la
forme symplectique ω = z1 ∧ zp+1 + z2 ∧ zp+2 + . . . + zp ∧ z2p. Nous noterons
GSp(p) le groupe compact obtenu en intersectant GncC avec U(2p) (c’est un
sous-groupe compact maximal).
Soit toujoursGp,p la grassmanienne des sous-espaces complexes de dimension
p dans C2p. Le dual compact GSp := XˆG de XG s’identifie au sous-ensemble
de Gp,p constitue´ de tous les espaces totalement isotropes (par rapport a` la
forme symplectique ω) de C2p. Le groupe U(2p) agit transitivement sur Gp,p, le
sous-ensemble GSp est une sous-varie´te´ projective lisse de Gp,p invariante sous
l’action du groupe GSp(p) et cette action est transitive. Soit x0 ∈ GSp le point
correspondant au sous-espace de dimension p de C2p constitue´ des points dont
les p dernie`res coordonne´es sont nulles.
Soit ν ⊂ p × p une partition. On lui a associe´ dans la premie`re partie une
classe Cν ∈ H∗(Gp,p). Nous noterons dore´navant CGrν ces classes de cohomolo-
gie. Rappelons que pour tout entier k ≥ 1, la classe de cohomologie CGr(1k) (resp.
CGr(k)) est un multiple non nul de la k-ie`me classe de Chern Cˆk (resp. Cˆ
′
k) du
fibre´ Tˆ (resp. Qˆ) sur la grassmannienne Gp,p.
En utilisant (55) et son dualise´ :∧
p =
⊕
λ ⊂ p× p
λ = λ∗
V (λ)∗,
on peut de´crire une base {Cν : ν ⊂ p × p, ν∗ = ν} de l’espace (
∧
p)K des
vecteursK-invariants de
∧
p parame´tre´e par l’ensemble des partitions syme´triques
ν ⊂ p× p. On prend Cν :=
∑
l zl ⊗ z∗l ou` {zl} est une base de V (ν) ⊂
∧
p+ et
{z∗l } la base duale de V (ν)∗ ⊂
∧
p−.
Soit ν ⊂ p× p une partition syme´trique. Le the´ore`me de´ja` mentionne´ dans
la premie`re partie identifie (
∧
p)K et H∗(GSp). On peut donc voir Cν comme
une classe de cohomologie dans H∗(GSp).
Le plongement GSp → Gp,p induit l’application (de restriction) H∗(Gp,p)→
H∗(GSp) en cohomologie.
Proposition 35 Soit λ ⊂ p× p une partition. L’image de CGrλ dans H∗(GSp)
par l’application de restriction H∗(Gp,p) → H∗(GSp) est non nulle si et seule-
ment si λ ou λ∗ = ν+ pour une certaine partition syme´trique ν ⊂ p × p. Et
alors, l’image de CGrλ dans H
∗(GSp) est e´gale a` Cν .
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De´monstration. Dans la suite nous aurons a` conside´rer a` la fois le cas du groupe
U(p, p) et du groupe GSpp. Pour distinguer ces deux cas nous utiliserons les
notations e´videntes KGr, pGr, p
+
Gr, p
−
Gr et VGr(λ) ⊂
∧
p+Gr lorsque nous parlerons
du cas du groupe U(p, p).
L’inclusion de l’espace des matrices syme´triques dans l’espace de toutes les
matrices induit une inclusion p− → p−Gr qui commute a` l’action de K. Par
dualite´ (pour la forme de Killing) cette inclusion induit a` son tour l’application
p+Gr → p+ que nous dirons “de restriction”. Cette dernie`re application induit∧
p+Gr →
∧
p+. (57)
Puisque vue comme forme diffe´rentielle sur Gp,p (resp. GSp), la classe C
Gr
λ
(resp. Cν) est invariante sous l’action du groupe U(2p) (resp. GSp(p)), il nous
suffit de ve´rifier la proposition 35 au point base x0 ∈ GSp. C’est l’objet du
lemme suivant.
Lemme 36 L’image de VGr(λ) dans
∧
p+ sous l’application (57) est non triv-
iale si et seulement si λ ou λ∗ = ν+ pour une certaine partition syme´trique
ν ⊂ p× p. Et alors, son image est V (ν).
De´monstration. D’apre`s (25), VGr(λ) = E
λ ⊗ (Eλ∗)∗. Vu comme K-module,
VGr(λ) est donc e´gal a`
Eλ ⊗ Eλ∗ . (58)
Le K-module (58) se de´compose en irre´ductible comme suit :
Eλ ⊗ Eλ∗ =
⊕
µ
(Eµ)⊕c
µ
λλ∗ .
Commenc¸ons par remarquer que si ν ⊂ p × p, l’image de VGr(ν+) (resp.
VGr((ν
+)∗)) dans
∧
p+ sous l’application (57) est non triviale e´gale a` V (ν). En
effet, il est clair que le vecteur
p∧
i=1
νi∧
j=i
ei ⊗ e∗j

resp. p∧
i=1
νi∧
j=i
ej ⊗ e∗i


appartient a` VGr(ν
+) (resp. VGr((ν
+)∗)). Mais l’image de ce vecteur dans
∧
p+
est un multiple non nul de v(ν).
Il nous reste alors a` montrer que si µ ⊂ p× p est une partition telle que
• cµλλ∗ 6= 0,
• µ = ν pour une certaine partition syme´trique ν ⊂ p× p, et
• l’image de Eµ ⊂ Eλ ⊗ Eλ∗ sous l’application (57) est non triviale,
alors λ ou λ∗ = ν+.
Nous le montrons en raisonnant par l’absurde. Supposons donc la partition
µ = ν avec λ et λ∗ 6= ν. Alors, le K-module
(Eλ ⊗ Eλ∗)⊕ (Eν+ ⊗ E(ν+)∗)
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apparait comme K-sous-module de
∧
(sym2(E) ⊕∧2E). Or si un e´le´ment x ∈
Eλ ⊗ Eλ∗ et un e´le´ment y ∈ ∧(E ⊗ E) s’envoient sur un meˆme vecteur dans∧
p+ (sous l’application (57)) on a ne´cessairement y ∈ (Eλ∗⊗Eλ)⊕(Eλ⊗Eλ∗).
Le module V (µ) apparait donc dans
∧
sym2(E) avec multiplicite´ ≥ 2 (puisque
cµν+(ν+)∗ 6= 0 et cµλλ∗ 6= 0) ce qui contredit la de´composition (55).
Comme corrollaire de la proposition 35 on retrouve (avec une de´monstration
similaire) un re´sultat de Parthasarathy. Soit Tˆs le tire´ en arrie`re du fibre´ tau-
tologique sur Gp,p en un fibre´ sur GSp. Nous appellerons Tˆs le fibre´ tautologique
sur GSp. Soit ci(Tˆs) ∈ H∗(GSp) les classes de Chern de Tˆs.
Corollaire 37 La i-e`me classe de Chern ci(Tˆs) du fibre´ tautologique Tˆs sur GSp
est un multiple non nul de C(i,1i−1), ou` (i, 1
i−1) de´signe la partition syme´trique
de diagramme de Young associe´
i cases


De´monstration. La classe ci(Tˆs) est obtenue par restriction de la i-e`me classe
de Chern du fibre´ tautologique Tˆ sur Gp,p. Cette dernie`re est un multiple non
nul de CGr(i) . Puisque (i, 1
i−1)+ = (i), le corollaire 37 de´coule de la proposition
35.
Action des classes de Chern sur la cohomologie
Dans cette section on e´nonce et de´montre l’analogue de la proposition 11 dans
le cas du groupe symplectique.
Nous noterons p+L l’intersection p
+∩l(λ, µ) et E(G,L) le sous-espace de ∧ p+
engendre´ par les translate´s par K du sous-espace
∧
p+L .
Enfin, nous dirons qu’une partition syme´trique ν s’inscrit syme´triquement
dans un diagramme gauche syme´trique µ/λ = (a1 × b1) ∗ . . . ∗ (am × bm) ∗
(p0 × p0) ∗ (bm × am) ∗ . . . ∗ (b1 × a1) s’il existe une image de la partition ν+
ou de sa transpose´e (ν+)∗ dans le diagramme gauche (µ/λ)+ dont le sous-
diagramme contenu dans p0 × p0 est e´gal a` ν+0 ou (ν+0 )∗ pour une certaine
partition syme´trique ν0 ⊂ p0 × p0.
Proposition 38 Soient λ, µ et ν trois partitions syme´triques incluses dans
p× p telles que (λ, µ) forme un couple compatible. Notons L = L(λ, µ). Alors,
les e´nonce´s suivants sont e´quivalents :
1. Cν .V (λ, µ) 6= 0 dans
∧
p;
2. la partition ν s’inscrit syme´triquement dans le diagramme gauche µ/λ;
3. V (ν) ⊂ E(G,L).
De plus, les e´le´ments {Cν .v(λ) ⊗ w(µ)∗}, ou` ν de´crit l’ensemble des partitions
syme´triques ⊂ p×p qui s’inscrivent syme´triquement dans µ/λ, sont line´airement
inde´pendants.
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De´monstration. La de´monstration de la proposition 38 est similaire a` celle de la
proposition 11, les diffe´rents lemmes 12, 13 et 15 emprunte´s a` Venkataramana
sont d’ailleurs comple`tement ge´ne´raux. La seule diffe´rence est donc dans l’e´tude
de l’application naturelle de restriction de XˆG vers XˆL. Pour comprendre celle-
ci, commenc¸ons par remarquer que l’on a un diagramme commutatif :
H∗(Gp,p) −→ H∗(Gp0,p0)⊗
⊗m
i=1H
∗(Gai,bi)
↓ ↓
H∗(GSp)
res−→ H∗(GSp0)⊗
⊗m
i=1H
∗(Gai,bi),
(59)
ou` l’on a conserve´ les notations de (51) (le plongement de Gai,bi dans Gp,p n’est
donc pas standard).
Lemme 39 Soit ν ⊂ p × p une partition syme´trique. Alors, l’image de Cν
par l’application de restriction en bas du diagramme commutatif (59) est une
combinaison line´aire a` coefficients entiers strictement positifs de
Cν0 ⊗ CGrα1 ⊗ . . .⊗ CGrαm ,
ou` ν+0 ∗ α1 ∗ . . . ∗ αm ou (ν+0 )∗ ∗ α1 ∗ . . . ∗ αm, avec ν0 ⊂ p0 × p0 syme´trique et
chaque αi ⊂ ai × bi, est une image de ν+ ou de sa transpose´e (ν+)∗.
De´monstration du lemme 39. A` l’aide du diagramme (59), la de´monstration du
lemme 39 de´coule imme´diatement de la formule de Whitney sur les classes de
Chern, du lemme 14 et de la proposition 35.
De´composition “a` la Lefschetz”
Fixons maintenant un sous-groupe de congruence Γ dans G. Soit (λ, µ) un
couple compatible de partitions syme´triques. Nous noterons Hλ,µ(S(Γ)) =
H |λ
+|+|µˆ+|(A(λ, µ) : Γ) la A(λ, µ)-composante fortement primitive de la co-
homologie de S(Γ). La formule de Matsushima et la classification de Vogan-
Zuckerman impliquent le the´ore`me suivant.
The´ore`me 40 Soit Γ un sous-groupe de congruence dans G. Pour chaque cou-
ple d’entiers (i, j) avec i+ j ≤ pq, on a :
Hi,j(S(Γ)) =
⊕
(λ, µ) couple compatible
de partitions syme´triques
|λ+| ≤ i, |µˆ+| ≤ j
⊕
ν0 ⊂ p0 × p0
syme´trique
νi ⊂ bi × ai
i = 1, . . . ,m
Eλ,µν0,ν1,...,νm(S(Γ)),
ou` le diagramme gauche µ/λ = (a1 × b1) ∗ . . . ∗ (am × bm) ∗ (p0 × p0) ∗ (bm ×
am) ∗ . . . ∗ (b1 × a1) et chaque Eλ,µν0,ν1,...,νm(S(Γ)) est isomorphe a` Hλ,µ(S(Γ)).
La` encore, cette de´composition est en ge´ne´ral plus fine que celle induite
par les classes de Chern. La de´monstration du the´ore`me 17 en remplac¸ant
la proposition 11 par la proposition 38 implique imme´diatement le the´ore`me
suivant.
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Commenc¸ons par remarquer que l’orbite de x0 ∈ GSp sous l’action du groupe
GSp s’identifie a` l’espace syme´trique hermitien XG. Le groupe GSp agit sur
(Tˆs)|XG . En quotientant par l’action de Γ sur (Tˆs)|XG , on obtient un fibre´ sur
S(Γ) que nous noterons Ts.
D’apre`s un the´ore`me classique de Cartan, l’espace H∗(GSp) peut eˆtre iden-
tifie´ avec l’espace des formes diffe´rentielles GSp(p)-invariantes. Soit ω une
forme diffe´rentielle GSp(p)-invariante sur GSp et soit ω¯ une forme diffe´rentielle
GSp(p)-invariante sur XG e´gale a` ω au point x0. Puisque ω est, en partic-
ulier, Γ-invariante elle induit une forme (ne´cessairement ferme´e) sur S(Γ) qui
de´finit donc une classe de cohomologie dans H∗(S(Γ)). On a ainsi construit une
application
η : H∗(GSp)→ H∗(S(Γ)). (60)
Il est bien connu que η est injective. Enfin, la i-e`me classe de Chern ci(Ts) du
fibre´ Ts est e´gale a` (−1)iη(ci(Tˆs)).
The´ore`me 41 Soit Γ un sous-groupe de congruence dans G et soit η : H∗(GSp)→
H∗(S(Γ)) l’application de´finie en (60). Fixons λ, µ et ν trois partitions syme´triques
incluses dans p× p telles que le couple (λ, µ) soit compatible. Alors,
1. pour toute classe fortement primitive s ∈ Hλ,µ(S(Γ)), η(Cν ).s = 0 si et
seulement si la partition ν ne s’inscrit pas syme´triquement dans le dia-
gramme gauche µ/λ, et
2. si s ∈ Hλ,µ(S(Γ)) est une classe non nulle, les e´le´ments
{Cν .s : ν ⊂ p× p, ν = ν∗, ν s’inscrit syme´triquement dans µ/λ}
sont line´airement inde´pendants.
En spe´cialisant ce the´ore`me au cas de la cohomologie holomorphe, on retrouve
un the´ore`me de Parthasarathy [20, Theorem 4.1].
2.2 Restriction stable a` une sous-varie´te´ de Shimura
Comme dans la premie`re partie, nous pourrions classifier les diffe´rents types
possibles de sous-varie´te´s de Shimura. Nos me´thodes n’apporteraient pas de
re´sultats inte´ressants en dehors du cas des sous-varie´te´s Sh0H ⊂ Sh0G avec
Hnc = GSpp1 × . . .×GSppm ,
ou` p1+ . . .+ pm ≤ p et dont le plongement dans GSpp est induit par le plonge-
ment canonique (41) de U(p1, p1)× . . .× U(pm, pm) dans U(p, p).
Commenc¸ons par remarquer que la de´monstration de la proposition 20 et le
lemme 39 impliquent la proposition suivante.
Proposition 42 Soient pj avec j = 1, . . . ,m des entiers strictement positifs
tels que p1 + . . . + pm ≤ p. Supposons Hnc = GSpp1 × . . . × GSppm et plonge´
dans GSpp comme au-dessus. Alors, a` un multiple scalaire non nul pre`s, la
classe duale [XˆH ] ∈ H
p(p+1)
2 −
∑
i
pi(pi+1)
2 (GSp) est une combinaison line´aire a`
coefficients entiers strictement positifs des classes Cνˆ , ou` ν de´crit l’ensemble
des partitions syme´triques ⊂ p × p telles que ν+ soit l’image d’un diagramme
gauche α1 ∗ . . . ∗ αm ou` chaque αi est e´gal au diagramme (pi × qi)+ ou a` son
transpose´.
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L’analogue du the´ore`me 25 n’est non vide que dans le cas de la cohomologie
holomorphe. Nos me´thodes ne permettent donc pas de de´montrer de nouveaux
re´sultats, montrons ne´anmoins comment retrouver les re´sultats de Clozel et
Venkataramana.
Le sous-espace Hλ,µ(Sh0G) apparait dans la cohomologie holomorphe si et
seulement si µ = p × p. La partition λ est alors naturellement parame´tre´e par
un entier r compris entre 0 et p tel que
λ = (p, . . . , p︸ ︷︷ ︸
r fois
, r, . . . , r︸ ︷︷ ︸
p−r fois
)
de diagramme de Young : }
r cases
︸︷︷︸
r cases
(Ici p = 4.)
Dans ce cas Hλ,µ(Sh0G) = Hrp−
r(r−1)
2 ,0(Sh0G) et les espaces de cohomolo-
gie holomorphe sont triviaux dans tous les autres degre´s.
La de´monstration du corollaire 26 se traduit facilement (a` l’aide des propo-
sitions 38 et 42) pour obtenir le corollaire suivant.
Corollaire 43 (Clozel-Venkataramana) Soit Sh0H une sous-varie´te´ de Shimura
de Sh0G avec Hnc = GSpp1 × . . .×GSppm , pj ≥ 1 et p1+ . . .+ pm ≤ p. Soit r
un entiers naturel ≤ p. Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(Q)
H∗(Sh0H)
de restriction stable est injective en restriction a` Hrp−
r(r−1)
2 ,0(Sh0G) si et
seulement si p1 + . . .+ pm = p et r = 1.
3 Cas des varie´te´s de Shimura associe´ au groupe
O∗(2p)
Dans cette partie G est un groupe alge´brique re´ductif connexe et anisotrope sur
Q avec Gnc = O∗(2p), ou` p est un entier strictement positif. Rappelons alors
que
Gnc =
{
g =
(
A B
C D
)
∈ U(p, p) : tg
(
0 1p
1p 0
)
g =
(
0 1p
1p 0
)}
. (61)
Soit K le groupe U(p) plonge´ dans Gnc via l’application
k 7→
(
k 0
0 tk−1
)
.
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Le complexifie´ KC est le groupe GLp. L’involution de Cartan θ est donne´e par
x 7→ −tx. Soit T le sous-groupe de KC constitue´ des matrices diagonales.
Comme dans la premie`re partie, nous noterons g0, k0, . . . les alge`bres de Lie
deGnc,K, . . . et g, k, . . . leur complexifications. Nous noterons (x1, . . . , xp;−x1, . . .
,−xp) les e´le´ments de l’alge`bre de Lie de T (vus comme e´le´ments de g).
Dans l’alge`bre de Lie complexe g, on a :
p+ =
{(
0 B
0 0
)
avec B ∈Mp×p(C) antisyme´trique
}
et
p− =
{(
0 0
C 0
)
avec C ∈Mp×p(C) antisyme´trique
}
.
Nous noterons E = Cp la repre´sentation standard de U(p). Alors, comme nous
l’avons de´ja` remarque´ au cours de la premie`re partie, comme repre´sentation de
KC, p
+ =
∧2(E). De la meˆme manie`re, p− = ∧2(E∗).
Soit (e1, . . . , ep) la base canonique de E. Choisissons comme sous-alge`bre de
Borel bK dans k l’alge`bre des matrices dans k qui sont triangulaires supe´rieures
sur E par rapport a` cette base. Alors l’ensemble des racines simples compactes
positives
Φ(bK , t) = {xi − xj : 1 ≤ i < j ≤ p} . (62)
Les racines simples positives de T apparaissant dans p+ sont les formes line´aires
xi + xj avec 1 ≤ i < j ≤ p. Dans la suite nous noterons ei,j = ei ∧ ej la base
canonique de
∧2
(E). (Vue comme matrice antisyme´trique l’e´le´ment ei,j = ei∧ej
est donc e´gal a` Ei,j − Ej,i.)
3.1 De´composition “a` la Lefschetz” de la cohomologie
Modules cohomologiques et diagrammes de Young
Nous avons vu dans la premie`re partie comment associer une sous-alge`bre parabolique
θ-stable q a` un e´le´ment X = (x1, . . . , xp;−x1, . . . ,−xp) ∈ it0 (les xi sont donc
tous re´els). Rappelons le choix fixe´ (62) de racines simples compactes positives.
Apre`s conjugaison par un e´le´ment de K, on peut supposer, et nous le sup-
poserons effectivement par la suite, que X est dominant par rapport a` Φ(bK , t),
i.e. que α(X) ≥ 0 pour tout α ∈ Φ(bK , t); il satisfait alors aux ine´galite´s
x1 ≥ . . . ≥ xp.
Nous associons maintenant a` notre e´le´ment X ∈ it0 un couple (λ, µ) de
partitions comme suit.
• La partition λ ⊂ p× p est associe´e au sous-diagramme de Young de p× p
constitue´ des cases de coordonne´es (i, j) telles que xi + xj > 0.
• La partition µ ⊂ p× p est associe´e au sous-diagramme de Young de p× p
constitue´ des cases de coordonne´es (i, j) telles que xi + xj ≥ 0.
Il est imme´diat que le couple (λ, µ) est un couple compatible de parti-
tions syme´triques et que, re´ciproquement, tout couple compatible de partitions
syme´triques dans p× p est associe´ a` un e´le´ment X dans it0.
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E´tant donne´e une partition syme´trique λ ⊂ p × p, nous noterons λ− la
partition (λ−1 , . . . , λ
−
p ) ou` pour i = 1, . . . , p
λ−i = |{j > i : (i, j) ∈ λ}|,
= max(0, λi − i).
Nous noterons λˇ le diagramme de Young ⊂ p × p obtenu en soustrayant une
case a` chaque ligne intersectant la diagonale. Remarquons alors que |λˇ| est
ne´cessairement pair e´gal a` 2|λ−|.
Comme dans la premie`re partie, on de´duit alors de la remarque suivant la
de´finition des modules Aq que chaque couple de partitions (λ
−, µ−) associe´ a`
un couple compatible (λ, µ) de partitions syme´triques de´finit sans ambiguite´
une classe d’e´quivalence de (g,K)-modules que nous noterons A(λ−, µ−). Nous
nous autoriserons encore a` parler de “la” sous-alge`bre parabolique q(λ−, µ−) =
l(λ−, µ−) ⊕ u(λ−, µ−) de (g,K)-module associe´ A(λ−, µ−), l’important pour
nous est qu’une telle sous-alge`bre existe. Nous supposerons de plus, ce que l’on
peut toujours faire, que le groupe L(λ−, µ−) associe´ a` la sous-alge`bre de Levi
l(λ−, µ−) n’a pas de facteurs compacts non abe´lien. Il est alors facile de voir
que
L(λ, µ)/(L(λ, µ) ∩K) = O∗(2p0)/U(p0)×
m∏
i=1
U(ai, bi)/U(ai)× U(bi), (63)
ou` le plongement du groupe O∗(2p0)×
∏m
i=1 U(ai, bi) dans O
∗(2p) est (a` conju-
gaison dans O∗(2p) pre`s) induit par le plongement
U(p0, p0)× U(a1, b1)× . . .× U(am, bm) −→ U(p, p)
(g0, g1, . . . , gm) 7−→ (g0, g1, g˜1, . . . , gm, g˜m, id).
Les re´sultats de Parthasarathy, Kumaresan et Vogan-Zuckerman de´crits dans
la premie`re partie affirment alors que
GˆncVZ := {A(λ−, µ−) : (λ, µ) compatible et λ, µ syme´triques}
est l’ensemble des (g,K)-modules ayant des groupes de (g,K)-cohomologie non
nuls.
E´tant donne´e une partition syme´trique λ ⊂ p × p, conside´rons maintenant
la repre´sentation de KC
V (λ−) := Eλˇ. (64)
C’est une sous-repre´sentation irre´ductible de
∧|λ−| (∧2
(E)
)
; son vecteur de
plus haut poids est
v(λ−) :=
p∧
i=1
λi∧
j=i+1
ei,j (65)
et son vecteur de plus bas poids est
w(λ−) :=
p∧
i=1
λi∧
j=i+1
ep−i+1,p−j+1. (66)
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Puisque d’apre`s [12, Lemma 3.5] il existe une correspondance bijective entre les
sous-espaces irre´ductibles de
∧
p+ et les syste`mes positifs de racines contenant
l’ensemble (62), la repre´sentation
∧
p+ =
∧( 2∧
(E)
)
=
⊕
λ−
λ ⊂ p× p
λ = λ∗
V (λ−), (67)
ou` chaque sous-espace irre´ductible V (λ−) apparait avec multiplicite´ un.
Soit maintenant (λ, µ) un couple compatible de partitions syme´triques. Le
vecteur
v(λ−)⊗ w(µˆ−)∗ ∈
|λ−|∧ ( 2∧
(E)
)
⊗
|µˆ−|∧ ( 2∧
(E)
)∗
=
|λ−|,|µˆ−|∧
p ⊂
|λ−|+|µˆ−|∧
p (68)
est un vecteur de plus haut poids 2ρ(u(λ−, µ−)∩p) et engendre donc sous l’action
de KC un sous-module irre´ductible que l’on note V (λ
−, µ−). Ce module est
isomorphe a` V (q(λ−, µ−)).
Classes de Chern et diagrammes de Young
Conside´rons GncC le complexifie´ du groupe G
nc = O∗(2p). Il s’identifie au sous-
groupe de GL(2p,C) constitue´ des transformations de C2p qui pre´servent la
forme quadratique ω = z1zp+1 + z2zp+2 + . . . + zpz2p. Nous noterons O(2p) le
groupe compact obtenu en intersectant GncC avec U(2p) (c’est un sous-groupe
compact maximal).
Soit toujours Gp,p la grassmannienne des sous-espaces complexes de dimen-
sion p dans C2p. Le dual compact GOp := XˆG de XG s’identifie au sous-
ensemble de Gp,p constitue´ de tous les espaces totalement isotropes (par rapport
a` la forme quadratique ω) de C2p. Le groupe U(2p) agit transitivement sur Gp,p,
le sous-ensembleGOp est une sous-varie´te´ projective lisse de Gp,p invariante sous
l’action du groupe O(2p) et cette action est transitive. Soit x0 ∈ GOp le point
correspondant au sous-espace de dimension p de C2p constitue´ des points dont
les p dernie`res coordonne´es sont nulles.
Soit ν ⊂ p × p une partition. On lui a associe´ dans la premie`re partie une
classe Cν ∈ H∗(Gp,p). Nous noterons dore´navant CGrν ces classes de cohomolo-
gie. Rappelons que pour tout entier k ≥ 1, la classe de cohomologie CGr(1k) (resp.
CGr(k)) est un multiple non nul de la k-ie`me classe de Chern Cˆk (resp. Cˆ
′
k) du
fibre´ Tˆ (resp. Qˆ) sur la grassmannienne Gp,p.
En utilisant (67) et son dualise´ :∧
p =
⊕
λ−
λ ⊂ p× p
λ = λ∗
V (λ−)∗,
on peut de´crire une base {Cν− : ν ⊂ p × p, ν∗ = ν} de l’espace (
∧
p)K des
vecteurs K-invariants de
∧
p parame´tre´e par l’ensemble des partitions ν− ou` ν
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est une partition syme´trique ⊂ p× p. On prend Cν− :=
∑
l zl ⊗ z∗l ou` {zl} est
une base de V (ν−) ⊂ ∧ p+ et {z∗l } la base duale de V (ν−)∗ ⊂ ∧ p−.
Soit ν ⊂ p× p une partition syme´trique. Le the´ore`me de´ja` mentinonne´ dans
la premie`re partie identifie (
∧
p)K et H∗(GOp). On peut donc voir Cν− comme
une classe de cohomologie dans H∗(GOp).
Le plongement GOp → Gp,p induit l’application (de restriction) H∗(Gp,p)→
H∗(GOp) en cohomologie.
Proposition 44 Soit λ ⊂ p× p une partition. L’image de CGrλ dans H∗(GOp)
par l’application de restriction H∗(Gp,p)→ H∗(GOp) est non nulle si et seule-
ment si λ ou λ∗ = ν− pour une certaine partition syme´trique ν ⊂ p × p. Et
alors, l’image de CGrλ dans H
∗(GSp) est e´gale a` Cν− .
De´monstration. Dans la suite nous aurons a` conside´rer a` la fois le cas du groupe
U(p, p) et du groupe O∗(2p). Pour distinguer ces deux cas nous utiliserons les
notations KGr, pGr, p
+
Gr, p
−
Gr et VGr(λ) comme dans la deuxie`me partie.
L’inclusion de l’espace des matrices antisyme´triques dans l’espace de toutes
les matrices induit une inclusion p− → p−Gr qui commute a` l’action de K. Par
dualite´ (pour la forme de Killing) cette inclusion induit a` son tour l’application
p+Gr → p+ que nous dirons “de restriction”. Cette dernie`re application induit∧
p+Gr →
∧
p+. (69)
Comme dans la de´monstration de la proposition 35, il nous suffit de ve´rifier
la proposition 44 au point base x0 ∈ GOp. C’est l’objet du lemme suivant dont
la de´monstration est similaire a` celle du lemme 36.
Lemme 45 L’image de VGr(λ) dans
∧
p+ sous l’application (69) est non triv-
iale si et seulement si λ ou λ∗ = ν− pour une certaine partition syme´trique
ν ⊂ p× p. Et alors, son image est V (ν−).
Soit Tˆo le tire´ en arrie`re du fibre´ tautologique sur Gp,p en un fibre´ sur GOp.
Nous appellerons Tˆo le fibre´ tautologique sur GOp. Soit ci(Tˆo) ∈ H∗(GOp) les
classes de Chern de Tˆo.
Corollaire 46 La i-e`me classe de Chern ci(Tˆo) du fibre´ tautologique Tˆo sur
GOp est un multiple non nul de C(i) (ici 1 ≤ i ≤ p− 1).
De´monstration. La classe ci(Tˆo) est obtenue par restriction de la i-e`me classe
de Chern du fibre´ tautologique Tˆ sur Gp,p. Cette dernie`re est un multiple non
nul de CGr(i) . Puisque (i+1, 1
i)− = (i), le corollaire 46 de´coule de la proposition
44.
Action des classes de Chern sur la cohomologie
Comme dans les deux parties pre´ce´dentes, nous noterons p+L l’intersection p
+ ∩
l(λ−, µ−) et E(G,L) le sous-espace de
∧
p+ engendre´ par les translate´s par K
du sous-espace
∧
p+L .
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Enfin, nous dirons qu’une partition syme´trique ν s’inscrit antisyme´triquement
dans un diagramme gauche syme´trique µ/λ = (a1×b1)∗. . .∗(am×bm)∗(p0×p0)∗
(bm×am)∗ . . .∗ (b1×a1) s’il existe une image de la partition ν− ou de sa trans-
pose´e (ν−)∗ dans le diagramme gauche (µ/λ)+ dont le sous-diagramme contenu
dans p0 × p0 est e´gale a` ν−0 ou (ν−0 )∗ pour une certaine partition syme´trique
ν0 ⊂ p0 × p0.
La de´monstration de la proposition 38 se traduit facilement dans le cas du
groupe O∗(2p) pour de´montrer la proposition suivante.
Proposition 47 Soient λ, µ et ν trois partitions syme´triques incluses dans p×p
telles que (λ, µ) forme un couple compatible. Notons L = L(λ−, µ−). Alors, les
e´nonce´s suivants sont e´quivalents :
1. Cν− .V (λ
−, µ−) 6= 0 dans ∧ p;
2. la partition ν s’inscrit antisyme´triquement dans le diagramme gauche µ/λ;
3. V (ν−) ⊂ E(G,L).
De plus, les e´le´ments {Cν− .v(λ−)⊗w(µ−)∗}, ou` ν− de´crit l’ensemble des parties
ne´gatives des partitions syme´triques ν ⊂ p×p qui s’inscrivent antisyme´triquement
dans µ/λ, sont line´airement inde´pendants.
De´composition “a` la Lefschetz”
Fixons maintenant un sous-groupe de congruence Γ dans G. Soit (λ, µ) un
couple compatible de partitions syme´triques. Nous noterons Hλ
−,µ−(S(Γ)) =
H |λ
−|+|µˆ−|(A(λ−, µ−) : Γ) la A(λ−, µ−)-composante fortement primitive de la
cohomologie de S(Γ). La formule de Matsushima et la classification de Vogan-
Zuckerman impliquent le the´ore`me suivant.
The´ore`me 48 Soit Γ un sous-groupe de congruence dans G. Pour chaque cou-
ple d’entiers (i, j) avec i+ j ≤ p(p−1)2 , on a :
Hi,j(S(Γ)) =
⊕
(λ−, µ−)
(λ, µ) couple compatible
de partitions syme´triques
|λ−| ≤ i, |µˆ−| ≤ j
⊕
ν−
0
ν0 ⊂ p0 × p0
syme´trique
νi ⊂ bi × ai
i = 1, . . . ,m
Eλ
−,µ−
ν−0 ,ν1,...,νm
(S(Γ)),
ou` le diagramme gauche µ/λ = (a1× b1)∗ . . .∗ (am× bm)∗ (p0×p0)∗ (bm×am)∗
. . . ∗ (b1 × a1) et chaque Eλ
−,µ−
ν−0 ,ν1,...,νm
(S(Γ)) est isomorphe a` Hλ
−,µ−(S(Γ)).
La` encore, cette de´composition est en ge´ne´ral plus fine que celle induite
par les classes de Chern. La de´monstration du the´ore`me 17 en remplac¸ant
la proposition 11 par la proposition 47 implique imme´diatement le the´ore`me
suivant.
Commenc¸ons par remarquer que l’orbite de x0 ∈ GOp sous l’action du
groupe O∗(2p) s’identifie a` l’espace syme´trique hermitien XG. Soit Γ un sous-
groupe de congruence de G. Le groupe O∗(2p) agit sur (Tˆo)|XG . En quotientant
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par l’action de Γ sur (Tˆo)|XG , on obtient un fibre´ sur S(Γ) que nous noterons
To.
D’apre`s un the´ore`me classique de Cartan, l’espace H∗(GOp) peut eˆtre iden-
tifie´ avec l’espace des formes diffe´rentielles O(2p)-invariantes. Soit ω une forme
diffe´rentielle O(2p)-invariante sur GOp et soit ω¯ une forme diffe´rentielle O
∗(2p)-
invariante sur XG e´gale a` ω au point x0. Puisque ω est, en particulier, Γ-
invariante elle induit une forme (ne´cessairement ferme´e) sur S(Γ) qui de´finit
donc une classe de cohomologie dans H∗(S(Γ)). On a ainsi construit une appli-
cation
η : H∗(GOp)→ H∗(S(Γ)). (70)
Il est bien connu que η est injective. Enfin, la i-e`me classe de Chern ci(To) du
fibre´ To est e´gale a` (−1)iη(ci(Tˆo)).
The´ore`me 49 Soit Γ un sous-groupe de congruence dans G et soit η : H∗(GOp)→
H∗(S(Γ)) l’application de´finie en (70). Fixons λ, µ et ν trois partitions syme´triques
incluses dans p× p telles que le couple (λ, µ) soit compatible. Alors,
1. pour toute classe fortement primitive s ∈ Hλ−,µ−(S(Γ)), η(Cν−).s = 0 si
et seulement si la partition ν ne s’inscrit pas antisyme´triquement dans le
diagramme gauche µ/λ, et
2. si s ∈ Hλ−,µ−(S(Γ)) est une classe non nulle, les e´le´ments Cν− .s, ou`
ν− de´crit l’ensemble des parties ne´gatives de partitions syme´triques ν ⊂
p×p qui s’inscrivent syme´triquement dans le diagramme gauche µ/λ, sont
line´airement inde´pendants.
En spe´cialisant ce the´ore`me au cas de la cohomologie holomorphe, on corrige
tre`s le´ge`rement un the´ore`me de Parthasarathy [20, Theorem 5.1].
Corollaire 50 (Parthasarathy) Supposons p ≥ 4. Soient C1, C2, . . . , Cp−1 ∈
H∗(S(Γ)) les classes de Chern du fibre´ tautologique To au-dessus de S(Γ). Pour
j = 3, 4, . . . , p notons
Qj = {s ∈ H
p(p−1)
2 −
j(j−1)
2 ,0(S(Γ)) : Cj+1.s = Cj+2.s = . . . = 0}.
Pour i = 0, 1, . . . , p− 1 notons
Q′i =
{
s ∈ H p(p−1)2 −i,0(S(Γ)) : (C3 − C1.C2) .s = 0
}
.
Alors,
H l,0(S(Γ)) =
⊕
3≤j≤p
Qj ⊕
⊕
0≤i≤p−1
Q′i.
3.2 Restriction stable a` une sous-varie´te´ de Shimura
Comme dans la premie`re partie, nous pourrions classifier les diffe´rents types
possibles de sous-varie´te´s de Shimura. Nos me´thodes n’apporteraient pas de
re´sultats inte´ressants concernant l’injectivite´ mais en se restreignant a` la coho-
mologie holomorphe le lecteur de´duira facilement des me´thodes de la premie`re
partie le the´ore`me suivant qui renforce des re´sultats ante´rieurs de Clozel et
Venkataramana.
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The´ore`me 51 Soit Sh0H une sous-varie´te´ de Shimura de Sh0G. Alors, l’application
ResGH : H
∗(Sh0G)→
∏
G(Q)
H∗(Sh0H)
de restriction stable est identiquement nulle en restriction a` la cohomologie
holomorphe H∗,0(Sh0G).
Concluons cet article en remarquant que le sous-espaceHλ
−,µ−(Sh0G) appa-
rait dans la cohomologie holomorphe si et seulement si µ− = (p−1, p−2, . . . , 1).
On a alors deux cas possibles.
1. La partition µ = p× p. La partition λ est alors naturellement parame´tre´e
par un entier r compris entre 0 et p tel que
λ = (p, . . . , p︸ ︷︷ ︸
r fois
, r, . . . , r︸ ︷︷ ︸
p−r fois
)
de diagramme de Young : }
r cases
︸︷︷︸
r cases
(Ici p = 4.)
Dans ce cas Hλ
−,µ−(Sh0G) ⊂ Hrp− r(r+1)2 ,0(Sh0G).
2. La partition µ = (p, . . . , p︸ ︷︷ ︸
p−1 fois
, p − 1). La partition λ est alors naturellement
parame´tre´e par un entier s compris entre 0 et p− 1 tel que
λ = (p, . . . , p︸ ︷︷ ︸
s fois
, p− 1, . . . , p− 1︸ ︷︷ ︸
p−s−1 fois
, s)
de diagramme de Young : }
s cases
︸︷︷︸
s cases
(Ici p = 5.)
Dans ce cas Hλ
−,µ−(Sh0G) ⊂ H (p−1)(p−2)2 +s,0(Sh0G).
Toute la cohomologie holomorphe de Sh0G est obtenue ainsi et les seules
redondances viennent du fait que
• si r = p ou p− 1 dans le premier cas on obtient le meˆme sous-espace que
si s = p− 1 dans le deuxie`me cas, et
• si r = p − 2 dans le premier cas on obtient le meˆme sous-espace que si
s = p− 2 dans le deuxie`me cas.
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