This paper investigates the distributed solution of non-convex ac power flow optimization problems arising in electrical grids. Specifically, we consider the application of a recently proposed Augmented Lagrangian Based Alternating Direct Inexact Newton (aladin) scheme to ac optimal power flow problems. Using standard reformulations, we show how aladin can be applied to electrical grids of generic topology. We draw upon an ieee 5-bus system to demonstrate that aladin offers the potential to outperform common admm schemes.
INTRODUCTION
The electrical energy production is currently undergoing a paradigm shift: few large-scale centralized energy producers are being replaced by small-scale distributed generation units. In view of this transition, various challenging control problems arise that call for the development of distributed optimization methods suitable for large-scale non-convex optimization problems. In the case of electrical grids, ac optimal power flow (opf) problems are of particular interest. In these problems, one determines optimal power injections for all power generation units such that operation cost is minimized.
The present paper investigates the distributed solution of ac opf problems. Early works by Baldick (1997, 2000) are motivated by computational benefits of parallelized and distributed solution schemes. The numerical results are promising, yet no statements on convergence guarantees are made. Furthermore, three main directions of research on distributed ac opf can be distinguished: Optimality Condition Decomposition (ocd), Alternating Direction of Multipliers Method (admm), and convex relaxations relying on Semidefinite Programming (sdp).
The ocd method was introduced by Conejo et al. (2002 Conejo et al. ( , 2006 and is used in Nogales et al. (2003) ; Arnold et al. (2007) . In these works, nonlinear coupling constraints TF is indebted to the Baden-Württemberg Stiftung for the financial support of this research by the Elite Programme for Postdocs. TF and BH are supported by the Deutsche Forschungsgemeinschaft, Grants WO 2056/1 and WO 2056/4-1. YJ and BH are supported by the National Natural Science Foundation China (NSFC), Nr. 61473185, as well as ShanghaiTech University, Grant-Nr. F-0203-14-012. This work was also supported by the Helmholtz Association under the Joint Initiative "Energy System 2050 -A Contribution of the Research Field Energy". are directly handled by receiving optimal decision values and Lagrange multipliers from all neighboring regions and considering these values as fixed numbers in each local optimization. Conejo et al. (2002) state a necessary condition for convergence to a kkt point. However, it is unclear whether this condition holds for opf problems in any case (Erseghe, 2015) .
The application of admm schemes to ac opf problems has been investigated in different papers (Erseghe, 2014a,b; Liu et al., 2015) . However, admm is a distributed scheme for convex problems (Bertsekas and Tsitsiklis, 1989) , while the power flow equations in ac opf are non-convex. Nevertheless, admm works well in several non-convex cases. Erseghe (2015) proposed a parameter update rule to enforce convergence for non-convex ac opf. Another extension, relying on sequential convexification and admm, was proposed by Magnússon et al. (2015) . While convergence conditions are investigated therein, the convergence rate appears to be slow.
A third line of research applies admm to a convex relaxation of the original non-convex ac opf solved by sdp (Low, 2014a; Zhang et al., 2015; Dall'Anese et al., 2013; Peng and Low, 2014; Bai et al., 2008) . For the relaxed problem, admm has guaranteed convergence properties. However, the difficulty lies in recovering the solution of the original problem from the solution of the relaxed problem. Low (2014b) showed that the recoverability can only be guaranteed for radial grids, which is a strong restriction with respect to the grid topology. Recently, Madani et al. (2015) have shown that under certain technical conditions the sdp approach may yield near optimal solutions for meshed grids.
Finally, one could also attempt to parallelize or even distribute many operations of an existing large-scale opti-mization method. There exists a large number of articles proposing such methods, which could also be applied to ac opf-at least in principle. For example, most of the operations of standard sequential quadratic programming methods can be distributed (Necoara et al., 2009; Tran-Dinh et al., 2013) , although in this case a coupled largescale QP (or another type of convex optimization problem) needs to be solved in every iteration. Similarly, standard augmented Lagrangian methods have been used for largescale optimization for a long time (Powell, 1969) and there exist mature optimization software packages implementing these methods, also for multi-core architectures (Conn et al., 1992; Gould et al., 2004) . A more complete review of decomposition methods for convex and non-convex optimization algorithms can be found in Hamdi and Mishra (2011) . Hours and Jones (2015) have proposed yet another way to distribute certain operations of a trust-region algorithm in context of ac opf with promising results.
Recently, Houska et al. (2016) developed the Augmented Lagrangian Based Alternating Direction Inexact Newton (aladin) method for solving distributed non-convex optimization problems. Instead of attempting to parallelize as many operations as possible of an existing nlp solver, aladin solves-similar to admm-decoupled nlp problems as part of its iteration. In contrast to admm, aladin has favorable local and global convergence properties for nonconvex problems (Houska et al., 2016) .
The contribution of this paper is two-fold: first, in Sections 2 and 3 we reformulate the ac opf problem in a way such that aladin can be applied. Second, in Section 4, we present simulation results, which show that for meshed grids aladin converges faster and more reliably than admm-at least for our case study. From the viewpoint of distributed optimization algorithm development, this paper contributes a relevant case study that is inspired by power grid applications of current interest.
PROBLEM STATEMENT
This section introduces the ac opf problem and a reformulation thereof that is amenable to distributed optimization algorithms.
Optimal Power Flow
Consider an electrical grid described by a node index set N = {1, . . . , N }, a line index set L ⊆ N × N , a generator index set G ⊆ N , line conductances g kl and line susceptances b kl , for all (k, l) ∈ L. For non-connected nodes {(k, l) ∈ N × N | (k, l) / ∈ L} the parameters g kl , b kl are zero. Shunt elements of lines are neglected-the error is expected to be small since shunt currents are much smaller than currents flowing across the line. The nodal steady state χ n k for all nodes k ∈ N is described by four physical values
namely the voltage angle θ k , voltage magnitude v k , injected active and reactive power p k , q k at node k. We collect all nodal (steady) states in the vector
The elements of the nodal steady states χ n k are coupled by the power flow equations in polar form
where θ kl = θ k − θ l . The power demands for active and reactive power, i.e. p d k and q d k , are assumed to be constant and given.
In opf problems one tries to minimize the cost of energy production and grid operation while satisfying the power flow equations (3) and ensuring certain technical operation constraints. Hence, we deal with an optimization problem min
We assign nodal cost functions
Active and reactive power injections p k and q k for all generators k ∈ G are restricted to stay in certain bounds
due to the technical limits of the generators. Voltage magnitudes for all nodes k ∈ N have to remain bounded as well, i.e. v k ≤ v k ≤v k .
(8) Constraints (7) and (8) are collected in the inequality constraint h of optimization problem (4). As the power flow equations (3) depend on voltage angle differences θ kl , one reference bus r ∈ N with θ r = 0, (9) is needed to avoid multiple solutions of the power flow equations. Furthermore, one voltage magnitude reference bus r ∈ N with v r = const, (10) is considered. The injected powers p i and q i for all nongenerator nodes i ∈ N \ G are fixed to zero. These constraints together with the reference constraints (9) and (10), as well as the power flow equations (3) are stacked to the equality constraint function g : R 4N → R L of optimization problem (4), where L is the number of equality constraint functions. For sake of compact notation, we consider all constraints as inequality constraints in the remainder.
Distributed opf Formulation
First, we recall distributed consensus optimization problems. Second, we formulate ac opf in this form.
For the scope of this work, a problem in consensus form is defined as, cf. (Boyd et al., 2011, Sec. 7) ,
The cost function f should be separable, i.e. a sum of (local) cost functions f i that depend only on
, where each h i depends only on x i , and M i is the number of inequality constraints in region i. Coupling between the subsystems is due to the consensus constraint Ax
with A i ∈ R K×Ri and K is the number of consensus constraints. The right-hand side of the consensus constraint b ∈ R K is a constant.
To obtain the desired consensus form (11) from the centralized opf problem (4), we partition the node index set of the grid, N , into geographically motivated regions
Furthermore, the local node index sets are disjoint, i.e. N i ∩ N j = ∅, i, j ∈ R, i = j. The local (physical) state χ i is composed of the nodal steady states χ n k of all nodes k in region i, i.e.
with χ n k from (1) for all nodes k ∈ N i . The local objective function f i from (11) is composed of the nodal cost functions (5), namely
which remains quadratic and positive semidefinite in χ. In contrast, the inequality constraint function h cannot be expressed in the desired separable form from (11) directly, as each power flow equation for node k depends on the state of its own node and on the states of all neighboring nodes. One common approach to overcome this difficulty is introducing auxiliary variables for states that appear as argument in more than one h i , and adding corresponding consensus constraints.
Note that applying this directly to the unmodified problem can lead to difficulties: if a variable involved in a local cost 1 Note that there is no consensus on how to write an optimization problem in consensus form. For example, Boyd et al. (2011) refers to the setting x 1 = x 2 = . . . = xn, which is a special case of (11). 2 There exist also other motivations besides geographical location to partition the grid, e.g. computational aspects (Guo et al., 2015) . function is doubled, this destroys the separability of the global cost function (6). 3
Auxiliary Nodes
In view of the above, we introduce auxiliary nodes with the corresponding index set C = {1, . . . , C} at each border between two regions as shown in Fig. 1 . We split lines connecting two regions
} in two parts of equal lengths, hence the parameters for each line segment b kl , g kl are half the value of the whole crossregion line (Fig. 1) . The index set of the auxiliary nodes belonging to region i ∈ R is given by C i = {c 1 , . . . , c Ci } ⊆ C. We denote the augmented nodal index set of region i by N c i . It is obtained from N c i = N i ∪ C i for all i ∈ R, i.e. the union of the local node index set and the index set of the auxiliary nodes belonging to that region (Fig.  1 ). Furthermore, we introduce consensus constraints for all auxiliary nodes m ∈ C that force the states of the auxiliary nodes to be consistent in both regions i and j 
The augmented state x i is obtained from stacking χ i from (12) and ζ i , i.e.
The global augmented state is thus given by
Based on the above reformulations we obtain the local cost functions f i and the local inequality constraints h i from (11), i ∈ R. Specifically, the nodal cost (5) becomes a local cost f i (χ i ), cf. (13), and the local inequalities h i (x i ) follow from the power flow equations (3) and box constraints (7) and (8) for the augmented grid, i.e. the original grid together with the auxiliary nodes. Crucially, the introduction of the auxiliary nodes allows for separable local inequality constraint functions h i . The consensus constraint depends only on the local auxiliary state ζ i and becomes Ax = 0.
ALADIN
Next, we recall the Augmented Lagrangian Alternating Direction Inexact Newton method (aladin), introduced by Houska et al. (2016) .
The aladin method-shown in Algorithm 1-is a distributed optimization method for non-convex problems. It is initialized with a guess of the primal solution z 0 of (11), a Lagrange multiplier vector for the consensus constraint λ 0 , a penalty parameter ρ > 0, positive definite weighting matrices Σ i , and a penalty parameter µ > 0. In Step 1), all local subproblems i ∈ R are solved, i.e. the decoupled parts of the Powell-Hestenes augmented Lagrangian function of Problem (11) subject to local inequality constraints h i (x i ). This yields local solutions x k i and Lagrange multipliers κ i corresponding to the local inequality constraints h i (x i ). 4 In Step 2), a quadratic approximation of the local augmented Lagrangian composed of a gradient g k i and a Hessian H k i is computed. Furthermore, linear approximations of the active inequality constraint vectors C * k i are calculated. In Step 3), a centralized quadratic program (qp) is composed as follows: Upon receiving all local approximations, the Hessian approximations H k i as well as the gradients g k i and the approximation of the active inequality constraints C * k i are used to obtain a quadratic approximation of the global augmented Lagrangian around x k . The Hessian H k , the gradient g k , and the inequality constraint approximation C * k are given by
. For numerical reasons, the consensus constraint Ax = 0 is not directly treated as an equality constraint (Houska et al. (2016) ). Instead, a slack variable s containing the constraint residual is introduced and relaxed to the objective function. After a line search in Step 4), the global variable z and the Lagrange multiplier are updated using the solution of the qp in Step 5). A detailed description of the line search rule in Step 4) is left out due to space limitations. Houska et al. (2016) provide a proof of global convergence to local minimizers for aladin applied to general nonconvex problems under certain non-restrictive conditions (Thm. 2). These convergence properties are a major advantage of aladin compared to most other distributed optimization algorithms like admm. For special choices of
admm is almost recovered as a special case of aladin. The algorithms differ only slightly in the parameter update rule for λ and the fact that for admm several multiplier vectors λ i are maintained instead of one for aladin (Houska et al., 2016) .
Note that the computational effort for each step and the communication need of the above variant of aladin is higher compared to admm. The centralized step in admm is just an averaging step compared to the need for solving a linear equation system of the qp in aladin. In the local Algorithm 1: aladin Algorithm.
Result: x * Input: z 0 , λ 0 , ρ, Σ i , µ, k = 0, x 0 = ∞;
while Ax − b 1 > and ρ Σ i (x i − z i ) 1 > do 1) Solve local NLPs
steps the gradient and Hessian approximations have to be computed and sent to the central entity, which takes more communication effort than just sending the local solutions and the local multipliers for admm. Note, however, that there are variants of aladin with fixed Hessian matrix approximations, in which all linear algebra operations are prepared in an initialization or pre-conditioning step such that aladin has the same communication cost as admm, cf. Houska et al. (2016) . The disadvantage of fixing the matrices H i is that aladin in that case converges at most linearly.
SIMULATION
We consider the modified ieee-5 bus systems shown in Fig. 2 . The grid is clustered into three regions R = {1, 2, 3} connected by four auxiliary nodes C = {I, . . . , IV}. Despite its small size, this grid poses an interesting benchmark problem for distributed opf algorithms: First, the grid is strongly meshed, which can drive distributed algorithms to divergence. Hence, often radial grids are used for testing the algorithms (Peng and Low, 2014) . Second, as there is no consumer in region 1, we have a generation center in the west and a consumption center in the east with borders between regions separating the centers. This unbalanced distribution of loads results in large amounts of exchanged power between regions, which is an additional difficulty for distributed algorithms as consensus on the amount of exchanged powers is required. We remark a difference to the original test case from Li and Bo (2010) . Therein, two generators at node 1 are considered, while we consider (Li and Bo, 2010) .
only one generator here for symmetry reasons. Moreover, we consider quadratic cost functions instead of linear ones. Furthermore, shunt elements of the lines and line congestion constraints are neglected.
We rely on the symbolic framework CasADi (Andersson (2013) ) and Matlab R2016a. As mentioned in (Houska et al., 2016, Thm. 2) , the penalty parameters ρ and µ have to be large enough to obtain a convergence guarantee for aladin. As in our case large penalization parameters cause numerical problems in the beginning of a simulation, we introduce parameter update rules
with r µ , r ρ > 1. The update factors p µ and p ρ are chosen to p µ = p ρ = 5, the maximum values toρ = 5 · 10 3 ,μ = 150 · 10 3 and the initial values µ 0 and ρ 0 are assigned to 1 · 10 3 . It is advisable to penalize the components of the decision vector inversely proportional to their range of deviation from the nominal value. Here, the normalized deviations for the injected active and reactive powers p k and q k are in the range of [1, 10] p.u., the values for the voltage angles and magnitudes θ k and v k in the range of [10 −3 , 10 −2 ] rad and [10 −2 , 10 −1 ] p.u., respectively. Hence, we choose the diagonal entries of the Σ i 's related to p i and q i to 1 and the entries related to θ and v to the value of 100. All other entries of the Σ i 's are set to zero. The penalty parameter for admm is chosen as ρ = 10 3 . Fig. 3 shows the injected active and reactive powers p i , q i in p.u. for aladin and admm over the iteration index k. 5 For aladin, all values converge to their optimal value in around 7 iterations. By contrast, it takes admm 20 iterations for the active power and at least 25 iterations for reactive power to converge to an acceptable level. Fig. 4 shows the progress of the 2-norm of the primal residual Ax k 2 , the global objective residual (f (x k ) − f (x * )), the 2-norm of the deviation of the decision vector from the optimal value x − x * 2 , and the 2-norm of the violation of the first order necessary kkt-conditions for a minimum r = ∇f (x k ) + A λ k + ∇h(x k )κ k 2 . For admm, the convergence behavior is depicted for three different values of the penalty parameter ρ. For large ρ = 10 4 , admm reaches a fast consensus but the convergence to the optimal value x * is slow. Similarly, the kkt residual decreases slowly. On the other hand, for ρ = 5 · 10 2 admm 5 The nominal values are Vnom = 230 kV and Snom = 100 MVA. takes more iterations, yet the distance to the optimal value x * decreases faster.
Thus, admm struggles to converge to the exact solution. This can be seen from the rather big gap between admm and aladin in the deviation of the actual solution x k from the optimal value x * and especially in the kkt residual (Fig. 4) . This behavior is a typical drawback of admm and also observed in other applications of admm (Boyd et al., 2011, Sec. 3.2.2) . Hence, the penalty parameter is chosen to ρ = 10 3 to obtain fast convergence. In comparison, the convergence rate of aladin seems relatively insensitive to the choice of ρ (not shown here due to space limitations).
Apart from the existence of convergence guarantees for aladin the question arises, whether the faster convergence justifies the additional cost for communication and computation per step. Note that any attempt to answer this question based on a single case study would be ambiguous and could lead to wrong conclusions. Both aladin and admm are generic optimization algorithms offering the potential to scale-up well and work for a large class of power grids.
The purpose of this case study is to show that aladin is a promising alternative to admm for solving non-convex ac opf problems. Thus, future work will focus on larger grids, refined models with additional non-convex line congestion constraints, and tailored variants of aladin.
CONCLUSIONS & FUTURE WORK
This paper investigates the application of aladin to distributed opf problems involving grids of generic topology, i.e. we consider the general case of meshed grids. The advantages of aladin are its convergence guarantees and the expected fast convergence behavior for general non-convex problems. In a comparative case study on a modified ieee 5-bus test case aladin converges faster than commonly employed admm schemes. Future work will evaluate the performance of the algorithm for larger grids and it will involve highly non-convex line congestion constraints.
