In the simplest form of signal-detection theory (SDT), all stimuli give rise to equalvariance Gaussian probability-density functions (PDFs) of sensation, with means proportional to stimulus intensity. As this simple SDT cannot accurately describe psychometric functions for two-alternative forced-choice (2AFC) detection experiments, it is commonly modified in one of two ways: with a non-linear transducer or intrinsic uncertainty. Most results can adequately be explained by either modification, but Swets et al.'s (1961) two-response 4AFC (2R4AFC) detection experiment is an exception. Simple SDT cannot predict the relationship between first-and second-response accuracies and non-linear transduction does not help. A previously unacknowledged facet of intrinsic uncertainty is that the same uncertainty required to fit 2AFC psychometric functions also produces an excellent fit to Swets et al.'s 2R4AFC results, without requiring any additional assumptions. This result is derived within the context of a primer on SDT.
Swets et al's 2R4AFC detection experiment
In an ordinary 4AFC detection experiment, observers are asked to decide which of four temporal intervals contains a dim light. If the light were very dim, performance would be less than perfect. A priori, there are two reasons why an observer might make an error with a dim light. One reason is that the observer hallucinated a dim light, and that hallucination was more intense than the actual light. The other possibility is that the observer didn't see anything, was forced to guess and guessed wrong. Swets et al. (1961) described the result of a unique 4AFC detection experiment. What made the experiment unique was that each observer gave two responses. The first indicated which of the four intervals he/she thought most likely to contain a light; the second indicated which of the remaining three intervals might contain that light if his/her first response were wrong. This experiment provides a rigourous test of the "guessing theory."
According to the "guessing theory," if the observer's first response were wrong, then he/she must not have seen anything and the probability of a correct second response should be exactly 1/3, as indicated by the thick dashed line in Fig. 1 . The actual data (boxes) indicate a higher success rate for second responses than predicted by the guessing theory. Since the guessing theory is wrong, at least some of the 4AFC detection errors must have been caused by hallucinations. The thin dashed curve shows that a similarly good fit can be obtained by modifying simple SDT with the assumption of intrinsic uncertainty. The level of uncertainty used to produce the thin dashed curve is identical to that used to produce the curve in Fig. 6 . The dotted curve shows the best fit obtainable with Low Threshold Theory.
Simple SDT Swets et al. (1961) proposed that all of these detection errors were caused by hallucinations, and adopted SDT to quantify this proposal. SDT typically adopts the assumption of univariance, i.e. that all responses in a detection experiment are based on the perceived intensities along a single sensory dimension. Each sensation is random, and each can be described with a PDF on the relevant sensory dimension. in this paper) can be considered to illustrate SDT for a 2AFC detection experiment. Random variables S and N describe the sensations arising from the target and its absence (or "non-target"), respectively. Since the target is physically more intense than the non-target, it is natural to assume that S is at least usually greater than N. Thus, the PDF of S needs to be positioned to the right of the PDF of N on the relevant stimulus dimension x. Whenever the sensation arising from the target is more intense than the sensation arising from the non-target, the observer will respond correctly. Thus, if € S = x , the probability of a correct response is P N < x ( ) .
SDT asserts that the sensations S and N are independent. In particular,
We can calculate the expected response accuracy Ψ , by integrating this (joint) probability over all possible values of x:
Here I've used (capital) F and (lower case) f to denote the distribution and density functions, respectively; i.e. F X x
( ) we can calculate Ψ , the expected response accuracy.
For a correct response in a 4AFC detection experiment, the sensation arising from the target must be more intense than the sensations arising from each of the three non-targets, thus accuracy is given by the formula
If we assume that all four sensations N 1 , N 2 , N 3 and S, are independent, then we can write
Finally, if the sensation arising from each nontarget has a distribution identical to N's, then this expression becomes simpler:
NB: I've used the subscript 1 to denote that this equation applies to the first response in a 4AFC experiment. I'll reserve € Ψ (no subscript) for 2AFC experiments. Now that I have established initial response accuracy, I would like to establish an expression for the probability of a correct second response, given that the first response was incorrect. There are three equally likely ways that exactly one of the sensations elicited by the non-targets is greater than that elicited by the target: (i)
Since these three possibilities are all equally likely, we can assign each of them probability q. Let p denote the probability that any of these conditions is met.
Since we're assuming that all four sensations are independent, this expression can be simplified to
, and since we're also assuming that each sensation arising from each non-target has a distribution identical to N's, this expression further simplifies to:
Since we are using € Ψ 1 to denote the probability of a correct first response, the probability of an incorrect first response must be € 1− Ψ 1 . Thus the probability of a correct second response, given an incorrect first response is
For reasons of mathematical convenience and the central limit theorem, sensory random variables are typically assumed to be normal, i.e.
and
for X = N, S . Note that when I use F or f without subscript, I mean the normal distribution and density, respectively. SDT typically quantifies all signals with respect to the average hallucination. Specifically, and with no loss of generality, we can declare that
The simplest form of SDT makes an even stronger assumption, which is that the observer's perceptions of target and non-target are similarly random. That is, their PDFs have the same width:
Substituting these parameter values into Equations (4) and (5), and then substituting the result into Equations (2) and (3), allows computation of first-and second-response accuracies for various values of µ S . These computations are illustrated by the thick solid curve in Fig. 1 . The simplest SDT clearly over-estimates the accuracy of second responses.
This is a good moment for reflection. So far, I have described two assumptions. First, there was the basic tenet of SDT, that all 4AFC detection errors are due to hallucinations. That could be wrong. Indeed, it is clear from the Fig. 1 that most of the data lie between SDT's predictions and those of the "guessing theory" (thick dashed line), which asserts that NONE of the errors are due to hallucinations. Another was that S and N had equal variance (i.e. their PDFs had the same width).
The increasing variance assumption Swets et al. (1961) opted to tinker with this second assumption, rather than reject their whole theory outright. They proposed that real targets could produce more varied sensations than non-targets. Specifically, they considered what would happen if the width of S's PDF increased as it got further and further away from N's PDF. To implement this idea of increasing variance, they set 
Psychometric functions
Note that the physical intensities of the target lights played no part in the preceding discussion. Now I would like to consider how response accuracy varies with physical intensity. As noted above, the PDF of S should be positioned to the right of the PDF of N, so µ S should be greater than µ N . The question is, how much greater? Clearly, the easiest thing to do is to have the difference between the perceived intensities reflect the difference between the physical intensities, i.e.
where € t X is the physical intensity of the stimulus and a is some arbitrary positive number.
Note first that
This means that, in a detection experiment, where the physical intensity of a non-target is 0, this new assumption will not interfere with our earlier assignment that € µ N = 0, regardless which value we use for the scaling parameter a. The scaling parameter itself is necessary for us to retain our other earlier assignment that 6). I will relax it later. Substituting Equations (6) and (8) into Equation (5) yields:
describing the density of any sensation, along the sensory dimension x. ( ) can now be defined using Equation (9), SDT's prediction for the probability a correct response in a 2AFC detection experiment (Equation 1) can be rewritten as a one-parameter psychometric function of target intensity t:
Once the physical intensity t, is specified, and the scaling parameter a, Equations (9) and (10) can be used to compute the expected response accuracy. Fig. 3 represents a subset of results from a 2AFC experiment conducted in my laboratory. The target was a peripherally viewed Gabor pattern. Instead of luminance intensity, the pattern's contrast was manipulated. The curves represent SDT's predictions of the psychometric function for various values of a. Note that all of these curves are too shallow to fit the data. This is usually the case (Nachmias, 1966) . Recall that Swets et al. (1961) were able to fit their 2R4AFC data with the increasing variance assumption (Equation 7). Substituting Equations (7) and (8) into Equation (5) yields: ( ) are defined using Equation (11), the prediction of SDT becomes a two-parameter psychometric function of target intensity t: Fig. 4 shows how the predicted psychometric function is affected by the parameter a, when € r = 0.25 (this value produced a good fit to the 2R4AFC data, as described above). With the equal-variance assumption, SDT's psychometric functions were too shallow. Here, with the increasing-variance assumption, they are even shallower. . Psychometric function for 2AFC detection with the predictions of SDT using the increasing-variance assumption, for various sensory gains a. These curves are even shallower than those in Fig. 3 . proposed that sensory signals might increase faster than the intensities of the stimuli that give rise to them. This is usually called the non-linear-transducer assumption, because the relationship between signal intensity t, and average sensation € µ S , cannot be described by a straight line. That is, instead of Equation (8), he proposed a power-law non-linearity:
The non-linear-transducer assumption
with which the PDF of perceived intensities becomes:
It should be reiterated here that this non-linear-transducer assumption will have no effect on SDT's predictions for the relationship between first-and second-response accuracies; signal intensity plays no part in those predictions. Fig. 5 shows that my data can be wellfit with p = 3.3. 
Intrinsic uncertainty
Intrinsic-uncertainty models posit that perceptions reflect the maximum activity in several independent sensory mechanisms, only one of which is actually sensitive to the stimulus. Since these mechanisms are presumed to be independent, the distribution for the maximum activity can be obtained by multiplying the distributions for each individual activity. For example, consider M independent mechanisms. Assuming that, in the absence of any stimulus, the activity in each mechanism can be described by the standard normal distribution, then the distribution for the maximum response can be described by
. Now consider what happens when a target appears. The activities in M − 1 of the mechanisms can still be described by € F x;0,1 ( ) , but activity in the remaining mechanism will have a different distribution, e.g. € F x;at,1 ( ) , where t is the intensity of the target and a is a scaling parameter. The distribution for the maximum response is now
To get the PDF, this needs to be differentiated:
). An observer will respond correctly when the maximum of the M responses to the target exceeds the maximum of the M responses to the non-target, ie.
( ) dx . This is the simplest possible intrinsic-uncertainty theory. No nonlinear transduction, no increasing variance; just M independent mechanisms, only one of which is actually sensitive to the stimulus. Fig. 6 shows that 2AFC detection data can be well-fit when M = 280. This value for M is not atypical (Pelli, 1985) . Fig. 1 shows that intrinsic uncertainty provides a good account of the 2R4AFC data as well as the psychometric function when M = 280. Thus, whereas most contemporary theorists use 3 parameters to explain second responses and the psychometric function (the scaling parameter a, r for increasing variance, and p for nonlinear transduction), it is possible to do it with just two (a and M). . Psychometric function for 2AFC detection with the predictions of SDT using the intrinsic-uncertainty assumption. The level of uncertainty M, used to produce this curve is identical to that used to produce the dashed thin curve in Fig. 1 . The fit is good.
Low Threshold Theory
Now, for completeness, I am going to describe one further modification of SDT, which can be used as a model both for psychometric steepness and second responses. Low Threshold Theory is similar to SDT, except it posits a minimum sensory intensity c. Above c, the rules of SDT apply. When, in a 2AFC detection experiment, neither target nor non-target elicits a sensation above the sensory threshold c, observers merely guess. Note that if c were sufficiently large, non-targets would never elicit any sensation. Thus no 2AFC errors would be due to hallucinations. Unsurprisingly, this extreme version of Low Threshold Theory is called High Threshold Theory. It is identical to the "guessing theory" discussed above.
The PDFs for Low Threshold Theory are shown in Fig. 2b . Non-target sensations € N ≥ c form the right tail of the standard normal density function. However, the rest of the standard normal density is collected at 0. Thus
For target sensations S, the PDF is similar, but the underlying distribution is shifted to the right. As usual, we will assume that it is shifted by some arbitrary multiple a, of the target intensity t. Thus
In an 2AFC experiment, Low Threshold Theory offers two ways to make a correct response: the sensation elicited by the target could be bigger than c and bigger than any sensation elicited by a non-target or no sensations exceed the sensory threshold c and the observer makes a lucky guess. Thus, probability correct is The dotted curve in Fig. 1 illustrates the low-threshold fit ( € c = 0.1) to the 2R4AFC data. Note that whereas increasing variance (thin solid curve) and intrinsic uncertainty (thin dashed curve) both produce similar predictions, Low Threshold Theory is different. For one thing, it is the only theory that can predict second responses having less than 33% accuracy when the first response is incorrect. Any data points lying below the dashed line thus constitue evidence for Low Threshold Theory. One of Swets et al's (1961) does, but just barely. Increasing variance and intrinsic uncertainty seem to produce better fits.
Difference discrimination
Now consider a 2AFC difference discrimination, in which each interval is accompanied by a light. One light has intensity t P , the other has intensity t P + Δt . The observer's task is to select this latter light. For various pedestals t P , accuracy can be measured as a (psychometric) function of the test To illustrate the way that psychometric functions change with pedestal intensity, some criterion response accuracy, say 0.75, is selected, and this performance threshold is tracked as a function of t P . In Fig. 8 each threshold is indexed by its corresponding pedestal contrast. When these thresholds are plotted against pedestal intensities, the result resembles a characteristically shaped curve called a dipper.
Figs. 9, 10, 11 and 13 show a more complete dataset from Foley (1994) . As € t P increases from zero, any given increment becomes easier to see and the threshold drops. As the pedestal continues to increase, test detection becomes more and more difficult and threshold rises steadily. The left part of the dipper is commonly called the facilitatory region or simply the dipper region. The right part is called the masking region. Fig. 9 shows that Low Threshold Theory predicts facilitation. The same curve can also be produced with intrinsic uncertainty. What neither theory can explain is the masking portion of the dipper. Even less like a real dipper function is the behaviour of a power-law transducer (Fig. 10) . Whereas Low Threshold Theory and intrinsic uncertainty predict that threshold should fall to some minimum value and stay there, a power-law transducer predicts that threshold should continue to decrease as the pedestal increases. Of course, we have already seen that, if we were going to use power-law transduction to explain the slope of the psychometric function for detection, then we would also need to invoke increasing variance to explain the results of second-response experiments. Fig. 11 shows how well these two assumptions (power-law transduction and increasing variance) are able to explain the dipper function. That is, the curve reflects the best possible fit, minimizing root-mean-squared log error. In the PRO column, we now have a masking region; in the CON column, it is a little too steep. Also, the values of p and r need to be much higher than those that best fit the 2R4AFC data and the psychometric function for detection. Otherwise, the fit will be poor (not shown). Fig. 12a shows these densities when the observer is performing at threshold accuracy. Fig. 12b shows the same picture, assuming increasing variance. Since the positions of the densities are determined by the physical intensities of the stimulus, they don't change. However, the spreads of the densities are now also determined by the physical intensities of the stimulus. The target has a greater intensity so the PDF of the sensations it elicits has a greater spread. With more overlap between target and non-target distributions, there is less of a chance that the sensation elicited by the target will be more intense than the sensation elicited by the non-target. Thus the observer will not be able to attain threshold accuracy unless the intensity of the target is increased further. One way to better account for the empirical dipper's shallow masking region is to modify the increasing variance assumption so that the width of S's PDF does not increase so quickly as it gets further and further away from N's PDF. One way to implement this idea of deceleration, is to set € σ S = rµ S q + 1, 0 < q < 1. That's right. We add yet another parameter. When combined with power-law transduction, the PDF over perceived intensity x, can be written:
where t is the intensity of the stimulus and a, r, p and q are all free parameters.
The dashed curve in Fig. 13 shows the best possible fit of this four-parameter model to Foley's (1994) data. Its rms log error is 31% smaller than that of the fit shown in Fig. 11 . Foley's (1994) data (solid curve). This alternative fit was obtained using intrinsic uncertainty instead of an accelerating transducer. One of the two is necessary to obtain facilitation. In this case, the curve does not show the best possible fit. A better fit could be obtained if M were allowed to be greater than 1,000,000. However, computation with such large exponents is difficult. Nonetheless, the fit is quite good; almost as good as that shown by the dashed curve.
I wondered whether I could fit Foley's (1994) data using just intrinsic uncertainty (to get a dip) and a decelerating (i.e. p < 1) power-law transducer (to get a masking region increasing variance. However, without increasing variance, intrinsic uncertainty or a low threshold, there is no way to explain second-response accuracy.
Conclusion
As no sufficiently complete set of data from a single observer yet exists, we cannot know which-if any-combination of assumptions can simultaneously explain results from 2R4AFC detection, 2AFC detection and 2AFC difference-discrimination experiments. However, I have shown that certain assumptions cannot by themselves explain certain features of existing experimental results. These features and assumptions are summarized in Table 1 . 
