A real x is called h-bounded computable, for some function h : N → N, if there is a computable sequence (x s ) of rational numbers which converges to x such that, for any n ∈ N, at most h(n) non-overlapping pairs of its members are separated by a distance larger than 2 −n . In this paper we discuss properties of h-bounded computable reals for various functions h. We will show a simple sufficient condition for a class of functions h such that the corresponding h-bounded computable reals form an algebraic field. A hierarchy theorem for h-bounded computable reals is also shown. Besides we compare semi-computability and weak computability with the h-bounded computability for special functions h.
Introduction
In computable analysis, we often consider a computable sequence (x s ) of rational numbers which converges to a real x in order to discuss the effectiveness of x (see, e.g., [12, 14, 15] ). In the optimal situation, the sequence (x s ) converges to x effectively in the sense that |x s − x s+1 | 2 −s for all s ∈ N. In this case, the limit x can be effectively approximated with an effective error estimation. According to Alan Turing [13] , such kind of reals are called computable. We denote by EC (for Effectively Computable) the class of all computable reals. As shown by Robinson [8] , x is computable iff its Dedekind cut L x := {r ∈ Q : r < x} is a computable set and iff its binary expansion 1 x A := i∈A 2 −(i+1) is computable (i.e., A is a computable set). Of course, not every real is computable, because there are only countably many computable sequences of rational numbers and hence there are only countably many computable reals, while the set of reals is uncountable. Actually, as shown by Ernst Specker [12] , there is an increasing computable sequence which converges to a non-computable real. The limit of an increasing computable sequence of rational numbers is called left computable (or computably enumerable, c.e., for short, see [2, 4] ) and LC denotes the class of all left computable reals. Thus, we have EC LC. Similarly, the limit of a decreasing computable sequence of rational numbers is called right computable. Left and right computable reals are called semi-computable. The classes of right and semi-computable In Section 3 we prove the hierarchy theorem for the h-bounded computable reals. In Section 4, we compare the h-bounded computability with semi-computability and weak computability.
Divergence bounded computability
In this section, we introduce the definition of the h-bounded computability of reals and investigate the basic properties of h-bounded computable reals. Especially, we show a simple condition on the function class C such that the corresponding h-bounded real class is closed under the arithmetical operations. In the following, two pairs (i 1 , j 1 ) and (i 2 , j 2 ) of indices are called non-overlapping if either i 1 < j 1 i 2 < j 2 or i 2 < j 2 i 1 < j 1 .
Definition 2.1. Let h : N → N be a total function, x be a real and let C be a class of total functions f : N → N.
(1) A sequence (x s ) converges to x h-bounded effectively if there are at most h(n) non-overlapping pairs (i, j ) of indices such that |x i − x j | 2 −n for all n ∈ N. (2) x is h-bounded computable (h-bc, for short) if there is a computable sequence (x s ) of rational numbers which converges to x h-bounded effectively. (3) x is C-bounded computable (C-bc, for short) if it is h-bc for some function h ∈ C.
The classes of all h-bc and C-bc reals are denoted by h-BC and C-BC, respectively. Especially, if C is the class of all computable total functions, then C-BC is denoted also by -BC. Notice that, if x is h-bc, then it is also h 1 -bc for the increasing function h 1 defined by h 1 (n) := max{h(i) : i n}. Reasonably, we often consider only the h-bounded computability for non-decreasing functions h : N → N. The next lemma is straightforward from the definition.
Lemma 2.2. Let x be a real and let f, g : N → N be total functions.
(1) x is rational iff x is f -bc and lim inf n→∞ f (n) < ∞. (2) If x is computable, then x is id-bc for the identity function id(n) := n.
The next lemma shows that a constant distance between two functions f and h does not suffice to separate the class f -BC from h-BC.
Lemma 2.3. Let h : N → N be a function and c ∈ N a constant. Then we have (h + c)-BC = h-BC.
Proof. By a simple induction, it suffices to show that (h + 1)-BC = h-BC. Suppose that x is an (h + 1)-bc real and (x s ) is a computable sequence of rational numbers which converges to x (h + 1)-bounded effectively. If for all n ∈ N, there are at most h(n) non-overlapping index pairs (i, j ) such that |x i − x j | 2 −n , then x is in fact h-bc and we are done. Otherwise, choose a least n ∈ N such that there are h(n) + 1 pairs of indices (i, j ) with |x i − x j | 2 −n . Let (i 0 , j 0 ) be the first of such kind of pairs and i 0 < j 0 . Define a computable sequence (y s ) of rational numbers by y s := x s+j 0 for any s. The sequence (y s ) has at least one jump of size 2 −m less than the sequence (x s ) for all m n. Then (y s ) converges to x h-bounded effectively and hence x ∈ h-BC.
The next theorem gives a sufficient condition for a class C of functions such that C-BC is closed under the arithmetical operations.
Theorem 2.4. Let C be a class of total functions. If, for any f, g ∈ C and c ∈ N, there is a function h ∈ C such that h(n) f (n + c) + g(n + c) for all n, then the class C-BC is an algebraic field.
If (x s ) and (y s ) are computable sequences of rational numbers which converge to x and y f -and gbounded effectively, respectively, then by triangle inequalities the computable sequences (x s +y s ) and (x s −y s ) converge to x + y and x − y h 1 -bounded effectively, respectively, for the function h 1 defined by h 1 (n) := f (n + 1) + g(n + 1).
For the multiplication, choose a natural number N such that |x n |, |y n | 2 N and define h 2 (n) := f (N + n + 1) + g(N + n + 1) for any n ∈ N. If |x i − x j | 2 −n and |y i − y j | 2 −n , then we have
This means that (x s y s ) converges to xy h 2 -bounded effectively. Now suppose that y = 0 and w.l.o.g. that y s = 0 for all s. Let N be a natural number such that |x s |, |y s | 2 N and |y s | 2 −N for all s ∈ N. If |x i − x j | 2 −n and |y i − y j | 2 −n , then we have
That is, the sequence (x s /y s ) converges to (x/y) h 3 -bounded effectively for h 3 (n) := f (3N + n + 1) + g(3N + n + 1).
Since the functions h 1 , h 2 , h 3 are bounded by some functions of C, the class C-BC is closed under arithmetical operations +, −, × and ÷.
As a simple example, let C be the class of all constant functions f c (n) = c for c ∈ N. Then C-BC is a field. Actually, C-BC is the class of rational numbers in this case. Some other examples are listed in the following corollary.
Corollary 2.5. The classes C-BC are fields for any classes C of functions defined in the following:
Hierarchy theorem
In this section we will prove a hierarchy theorem for the h-bounded computable reals. By definition, the inclusion f -BC ⊆ g-BC holds obviously, if f (n) g(n) for almost all n. On the other hand, as shown in Lemma 2.3, it does not suffice to separate the class f -BC from g-BC if the functions f and g are at most at a constant distance from each other. The next hierarchy theorem shows that more than a constant distance suffices for the separation. 
Then there exists a g-bc real which is not f -bc, i.e., g-BC f -BC.
Proof. We will construct a computable sequence (x s ) of rational numbers which converges g-bounded effectively to a non-f -bc real x. That is, x satisfies, for all e ∈ N, the following requirements:
where ( e ) is an effective enumeration of the partial computable functions e :⊆ N → Q. The idea to satisfy a single requirement R e is easy. We choose an interval I and a natural number m such that f (m) < g(m). Choose further two subintervals I e , J e ⊂ I such that I e and J e are at least at a distance 2 −m apart. Then we can find a real x either from I e or J e to avoid the limit y e of the sequence ( e (s)). To satisfy all requirements simultaneously, we use a finite injury priority construction. In the following construction, we use a second index s to denote the parameters constructed up to stage s. For example, I e,s denotes the current value of I e at stage s; and e,s (n) = m means that the Turing machine M e which computes e outputs m in s steps with the input n. However, if it is clear from the context, we often drop the extra index s. Notice that the intervals I 0 and J 0 have the same length 2 −(m 0 +1) and the distance between them is 2 −m 0 . The rational number x 0 is the middle point of I 0 . We need another parameter t e to denote that e (t e ) is already used for our strategy. At this stage, let t e,0 := −1 for all e ∈ N. 
Let R e be the requirement of highest priority (i.e., of minimal index) which requires attention and let t be the corresponding natural number. Then we exchange the intervals I e and J e , that is, define I e,s+1 := J e,s and J e,s+1 := I e,s . All intervals I i and J i for i > e are set to be undefined. Besides, define x s+1 := mid(I e,s+1 ), t e,s+1 := t and k s+1 := e. In this case, we say that R e receives attention and the requirements R i for e < i k s are injured at this stage.
Otherwise, suppose that no requirement requires attention at this stage. Let e := k s and let n s be the maximal m i,t which were defined so far for some i ∈ N and t s. Denote by j (s) the number of non-overlapping index pairs (i, j ) such that i < j s and |x i − x j | 2 −n s . Then define
Choose five rational numbers a i (for i 4) by a 0 : By Claims 3.1.2 and 3.1.3, the real x is g-bounded computable but not f -bounded computable. This completes the proof of the theorem.
Semi-computability and weakly computability
This section discusses the relationship between h-bounded computability and other known computability notions of reals. Our first result shows that the classical computability notion of reals cannot be described directly by h-bounded computability for any monotone function h.
Theorem 4.1. Let h : N → N be an unbounded non-decreasing computable function. Then EC h-BC.
Proof. Suppose that the computable function h is non-decreasing and unbounded. Then we can define a strictly increasing computable function g : N → N inductively by
This implies that, for any natural numbers n, m,
If x is a computable real, then there is a computable sequence (x s ) of rational numbers which converges to x such that |x t − x s | < 2 −(s+1) for all t s. Suppose without loss of generality that |x 0 − x| < 1. Define a computable sequence (y s ) by y s := x g(s) for any s ∈ N.
For any natural number n, we can choose
is a pair of indices such that i < j and |y i −y j | = |x g(i) −x g(j ) | 2 −n , then, by the assumption on (x s ), this implies that g(i) < n and hence i < i 0 . This means that there are at most i 0 non-overlapping pairs of indices (i, j ) such that |y i − y j | 2 −n . Therefore, the sequence (y s ) converges to x h-bounded effectively and hence x is an h-bc real.
To show the inequality, we can construct a computable sequence (x s ) of rational numbers which converges h-bounded effectively to a non-computable real x, i.e., x satisfies, for all e ∈ N, the following requirements:
, where ( e ) is an effective enumeration of partial computable functions e :⊆ N → Q. This construction can be easily implemented by a finite injury priority technique. We omit the details here because this result can also be deduced directly from a more general result that h-BC SC of Theorem 4.3.
To prove h-BC SC, we use a necessary condition of semi-computability as follows. Here A ⊕ B := {2n : n ∈ A} ∪ {2n + 1 : n ∈ B} is the join of two sets A and B. [9] , the set A must be n(2 n )-c.e. if x A is a semi-computable real. Here, when a set A ⊆ N is called h-c.e. for some function h, this means that there is a computable sequence (A s ) of finite sets such that lim s→∞ A s = A and, for any n ∈ N, there are at most h(n) stages s with n ∈ A s+1 \ A s or n ∈ A s \ A s+1 . This implies immediately that SC ⊆ n(2 n )-BC.
On the other hand, the next result shows that if f is a computable function such that f ∈ o(2 n ), then SC is not contained completely in the class f -BC any more.
Theorem 4.4. Let o e (2 n ) be the class of all computable functions
Proof. We will construct an increasing computable sequence (x s ) of rational numbers which converges to some real x and x satisfies, for all natural numbers e = i, j , the following requirements:
i and j are total functions and j ∈ o(2 n ) ( i (s)) converges j -bounded effectively
where ( e ) and ( e ) are effective enumerations of all partial computable functions e :⊆ N → Q and e :⊆ N → N, respectively. To satisfy a single requirement R e (e = i, j ), we choose a rational interval I e−1 of length 2 −m e−1 for some natural number m e−1 and look for a "witness" interval I e ⊆ I e−1 such that every element of I e satisfies R e .
Firstly, the interval I e−1 is divided into four equidistant subintervals J t e for t < 4 and let I e := J 1 e as the (default) candidate of witness interval of R e . If the function j is not a total function such that j ∈ o(2 n ), then R e is satisfied trivially and I e is already a correct witness interval. Otherwise, there exists a natural number m e > m e−1 + 2 such that 2( j (m e ) + 2) · 2 −m e 2 −(m e−1 +2) . In this case, we divide the interval J 3 e (which is of length 2 −(m e−1 +2) ) into subintervals I t e of length 2 −m e for t < 2 m e −(m e−1 +2) and let I e := I 1 e as the new candidate of witness interval of R e . If the sequence ( i (s)) does not enter the interval I 1 e at all, then we are done. Otherwise, suppose that i (s 0 ) ∈ I 1 e for some s 0 ∈ N. Then we change the witness interval to be I 3 e . If i (s 1 ) ∈ I 3 e for some s 1 > s 0 , then let I e := I 5 e , and so on. This can happen at most j (m e ) times if the sequence ( i (s)) converges j -bounded effectively. This means that a correct witness interval of R e can be eventually found in finitely many steps.
To satisfy all requirements R e simultaneously, we apply a finite injury priority construction described precisely as follows. . Set the requirement R 0 into the "default" state and all other requirements R e for e > 0 into the "waiting" state.
Stage s + 1: Given a natural number e s such that, for all e e s , the natural number m e , the rational intervals I e and J k e for k < 4 (if R e is in the "default" state) or I t e for some t's (if R e is in the "waiting" or "satisfied" state) are defined. A requirement R e for e = i, j requires attention if e e s and one of the following situations appears.
(R1) R e is in the "default" state and there is an m ∈ N such that . Finally, set R e s+1 into the "default" state. Otherwise, let R e (e = i, j ) be the requirement of highest priority (i.e., of minimal index e) which requires attention and consider the following cases. and I t+1 e,s is not defined any more, then set simply the requirement R e into the "satisfied" state and go directly to the next stage.
In both cases, we say that the requirement R e receives attention.
At the end of stage s + 1, we define x s+1 as the left endpoint of the rational interval I e s+1 . This ends the construction. To show that our construction succeeds, it suffices to prove the following claims. and R e remains in the "ready" state. Of course, this can happen at most T /2 times. Namely, either R e will remain in the "ready" state after some stage and never require attention again, or it will be set into the "satisfied" state.
Claim 4.4.1. Each requirement requires and receives attention only finitely many times and hence the limits
Case C: R e is in the "satisfied" state at stage s 0 . Then R e will remain in this state and never require attention after stage s 0 any more.
In all above cases, the requirement R e requires and receives attention only finitely often totally. if I e,v t = I k e and k + 2 < T . However, at stage v N + 1, R e should be set into the "satisfied" state. This means that I e,v N = I k e for some k such that k < T k + 2. Then, by a simple induction, we can show that I e,v t = I 2t+1 e for any t < N and N = T /2 − 1. Because of the requiring condition (R2), there are natural numbers n t , for t < N, such that i (n t ) ∈ I e,v t = I 2t+1 e and hence | i (n t )
not converge j -bounded effectively. This contradicts the hypothesis on R e and implies that this case does not occur actually either. Therefore, x satisfies all requirements R e .
By Claim 4.4.2, x is left computable but not o e (2 n )-bounded computable.
It is worth noting that the class o e (2 n ) is only the part of o(2 n ) where only the computable functions are considered. For the class o(2 n ) the situation is different as shown in the next results.
Lemma 4.5. If x is a semi-computable real, then there is a function
Proof. We consider only the left computable x. For right computable reals the proof is similar. Let (x s ) be a strictly increasing computable sequence of rational numbers which converges to x. Define a function g : N → N by
. Then the sequence (x s ) converges h-bounded effectively. It remains to show that h ∈ o(2 n ). Given any constant c > 0, there is an N 1 N 0 such that g(n) c/4 · 2 n for all n N 1 . Thus, for any n large enough such that 2 n 2(
Thus, h ∈ o(2 n ) and the sequence (x s ) converges h-bounded effectively. Hence x is a h-bc real. Proof. We construct a computable sequence (x s ) of rational numbers and a (not necessarily computable) function h : N → N such that the sequence (x s ) converges h-bounded effectively to a non-weakly computable real x. That is, x satisfies all the following requirements:
e is a total function, and s∈N | e (s) − e (s + 1)| 1
where ( e ) is an effective enumeration of all partial computable functions e :⊆ N → Q.
The strategy to satisfy a single requirement R e is quite simple. Namely, we choose two rational intervals I e and J e such that their distance is 2 −m e for some natural number m e . Then we choose the middle point of I e as x whenever the sequence ( e (s)) does not enter the interval I e . Otherwise, we choose the middle of J e . If the sequence ( e (s)) enters the interval J e at a later stage, then define x as the middle point of I e again, and so on. Because of the condition s∈N | e (s) − e (s + 1)| 1, we need at most 2 m e changes. By a finite injury priority construction, this works for all requirements simultaneously. However, the real x constructed in this way is only a 2 n -bounded computable real. To guarantee the o(2 n )-bounded computability of x, we need several m e 's instead of just one. That is, we choose at first a natural number m e > e, two rational intervals I e and J e and implement the above strategy, but at most 2 m e −e times. Then we look for a new m e > m e and apply the same procedure up to 2 m e −e times, and so on. This means that, in worst case, we need 2 e different m e 's to satisfy a single requirement R e . We can see that the finite injury priority technique can still be applied. More precisely, we have the following formal construction. . Furthermore, we define t e := 0 for all natural numbers e. Here, we use the counter c e to denote how many times the current parameter m e is used for R e , and t e denotes that e (t e ) is just considered. 
Let R e be the requirement of highest priority which requires attention and t the least natural number which satisfies condition (4). We consider the following cases. In both cases, we say that the requirement R e receives attention, or more precisely, receives m e,s+1 -attention. For all i > e, we initialize the requirements R i by setting the intervals I i , J i and parameters m i , t i , c i to be undefined. These requirements R i are said to be injured by R e if e < i < k s .
If no requirement requires attention at this stage, then we define k s+1 := k s + 1 and act similarly to case 2 above. Namely, for e = k s+1 , we define c e,s+1 := 0 and m e,s+1 := n s + e + 3 where n s is the maximal natural number which is used as m i,v for some i and v s. Then we define two rational intervals I e := [a 7 ; a 9 ] and J e := [a 13 ; a 15 ] where a = a 0 < a 1 < · · · < a 16 = b is an equidistant division of the interval I k s = [a; b]. In this case, we say that the requirement R e receives default attention.
In all cases, we define x s+1 := mid(I k s+1 ) and all other parameters which are not explicitly defined remain the same as in stage s. This ends the construction. To show that our construction succeeds, we prove the following claims. Proof. We prove the claim by induction on e ∈ N. Suppose by induction hypothesis that, for all i < e, the requirement R i requires and receives attention only finitely many often. Then there is a minimal stage s 0 such that no requirement R i for i < e requires and receives (normal or default) attention after stage s 0 . By the minimality of s 0 , we have either s 0 = 0 or k s 0 = e − 1. Thus, at stage s 0 + 1, the requirement R e receives default attention. Namely, we define a new m e , and two intervals I e and J e of length 2 −(m e +1) such that they are separated by a distance d (I e , J e ) = 2 −m e . In this case, the counter c e is set to be 0. Every time, if R e receives attention with this m e , then the counter c e increases by 1 until c e = 2 m e −e . This means that the requirement R e can receive attention with this m e at most 2 m e −e times according to case 1. After that, if it is necessary, a new m e will be defined according to case 2 and the counter is set to be 0 again. However, if R e receives attention for the same m e at stages v 0 < v 1 Since the function h constructed in the above proof is not necessarily computable, it is not clear whether the class o e (2 n ) is contained properly in WC or incomparable with WC.
