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Abstract
We present the first estimation of the mass and spin of Kerr black holes
resulting from the coalescence of binary black holes using a deep neural
network. The network is trained on the full publicly available catalog of
numerical simulations of gravitational waves emission by binary black hole
systems. The network prediction for non-precessing binaries as well as pre-
cessing binaries is compared with existing fits in the LIGO-Virgo software
package when existing. For the non-precessing case, the absolute error dis-
tribution has a root mean square error of 2.6 · 10−3 for the final mass (twice
lower than the existing fits) and 3 · 10−3 for the final spin (similarly to the
existing fits). We also estimate of the final mass in the precessing case,
where we obtain a RMSE of 1 · 10−3 of the absolute error distribution. It is
8·10−3 when predicting the spin of the black hole resulting from a precessing
binary, against 1.1 · 10−2 for the existing fits.
1 Introduction
General relativity predicts that binary systems of black holes (BHs) coalesce
by emitting gravitational waves (GWs). During the first two observational
runs of advanced LIGO [1, 2] and advanced Virgo [3], GWs from ten binary
black holes (BBHs) mergers have been detected [4]. Current GW instru-
ments detect solar-masses BBHs in their late inspiral and merger phase of
the coalescence, resulting in a Kerr BH characterized by its final mass Mf
and final spin Sf . While the GW emission during the inspiral phase where
the black holes separation is large can be computed in the post-Newtonian
(PN) formalism [5], such perturbative methods are inadequate for the merg-
ing part that must be determined using numerical relativity (NR). Due to
the high computational cost of NR simulations, a limited catalog of BBH
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configurations is currently available. The information of the NR simulation
must then be interpolated to cover the parameter space of the BH remnants
detected by advanced LIGO and advanced Virgo. The relation between
the initial BBH parameters and the remnant properties can be determined
in fits based on the available NR simulations and interpolated to a wider
range of parameters [6], that are notably necessary for the development of
the phenomenological fits of full gravitational waveforms [7, 8]. The exist-
ing fits rely on explicit ansa¨tz that may not capture fully the relationship
between the initial and remnant properties, and may not be extendable to
the high number of dimensions required to describe precessing BBHs. An
accurate estimation of the remnant properties is of interest for fundamental
physics, such as inspiral-merger-ringdown consistency tests aiming at test-
ing the nature of the resulting BH [9]. They can also provide an estimate
on the remnant parameters when only the inspiral part of the waveform is
detected and the merger is outside the detection range, such as the case of
small-masses BBHs for LIGO and Virgo.
In this article, we study the feasibility of using a deep neural network
(DNN) to infer the relation between the initial BBHs parameters and the
remnant final mass Mf and final dimensionless spin χf = Sf/M
2
f . In addi-
tion to the interest in accurate models for the final state of BBH mergers,
the present work can serve as an example of how to model other quantities
of interest, and in principle the whole waveform, directly or in terms of the
coefficients of some phenomenological model.
DNN are networks of nodes organized in layers, each node being assigned
a weight that is propagated to the next layer according to a non-linear acti-
vation function. The first layer has the dimension of the input parameters
size, while the last layer consists of one node returning the predicted output
parameter. The weights of the DNN are adjusted with a backpropagation
algorithm based on a stochastic gradient descent until the prediction is op-
timized. DNN have been shown to be powerful in extracting features from
large datasets with high dimensionality, enabling to deliver accurate predic-
tions on new data [10].
We train a DNN to estimate the final properties of the remnant for
two sets of configuration, the first being non-precessing BBHs to compare
the accuracy of the DNN prediction with the explicit fits, the second being
precessing BBHs in order to estimate its accuracy on a parameter space of
larger dimension. While the current remnant properties fits for precessing
configurations available in the LIGO software library rely on aligned-spin
configurations augmented by the in-plane spin component for the precessing
case, our work is also motivated by the fact that Gaussian processes have
shown to be powerful tools in estimating the remnant BH properties from
the totality initial parameters, namely the masses and spin components [11].
Section 2 describes the NR and extreme mass ratio data used as input of
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the DNN, while the fit procedure and results are given on Section 3 and
discussed on Section 4.
2 Input data
2.1 Numerical relativity catalogs
The DNN are trained and tested with data from NR catalogs, in which
the initial BBHs are characterized by their individual masses m1 and m2
with the convention m1 > m2. Since for BHs in general relativity the
total mass acts as a simple scale factor, for simplicity we choose m1 +
m2 = 1, and we parameterise the masses by the symmetric mass ratio
η = (m1m2)/(m1 +m2)
2. For the individual spins we introduce the dimen-
sionless spins χ1,2 = S1,2/m
2
1,2 where S1 and S2 are the individual angular
momenta. The remnant BH is defined by its final mass Mf and spin χf .
In the non-precessing case we follow [12] in parameterising the 2-dimensional
spin parameter space by a dominant (“effective”) spin parameter Seff =
(S1 + S2)/(1 − 2η) with the property −1 ≥ Seff ≥ 1, and the spin differ-
ence ∆χ = χ1 − χ2. In the precessing case, we use two different sets of
parameters. In what will be referred bellow as the 6d-parameterization, we
follow [13] where the input parameters are η, the total spins χ1 and χ2, the
tilt angles θ1 and θ2 and the planar spin projection angle difference φ12 as
defined in equations (1) and (2):
cos θ1,2 =
−−→χ1,2 · −−→L1,2
||−−→χ1,2|| ||−−→L1,2||
, (1)
cosφ12 =
−−−→
χplane1 ·
−−−→
χplane2
||
−−−→
χplane1 || ||
−−−→
χplane2 ||
, (2)
where
−−−→
χplane = −→χ −
(−→χ · −→L)−→L and −→L is the angular momentum. We also
train a DNN as a function of η, χ1{x,y,z} and χ2{x,y,z}, set referred to as the
7d-parameterization, in order to compare the prediction as a function of the
input parameters.
DNNs are known to perform better when trained with large datasets, there-
fore all the publicly available NR catalogs have been used for the non-
precessing fits, i.e. from the SpEC [11, 14–33], LaZev [34–44], MayaKranc [45]
and BAM [46, 47] codes. In total, 1044 non-precessing NR simulations
are used as summarized in Table 1. The following parameter ranges are
covered: η ∈ [0.050, 0.250], Seff ∈ [−0.970, 0.999], ∆χ ∈ [−1.900, 1.861],
Mf ∈ [0.883, 0.997], χf ∈ [−0.527, 0.951]. The distributions of the remnant
parameters as a function of the symmetric mass ratio and effective spin is
shown in Figure 1.
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Figure 1: Final properties of the remnant BH as a function of η and Seff for
the non-precessing cases of Table 1. The GaTech caption corresponds to the
MayaKranc code. The η → 0 case is described in Section 2.2.
For the precessing case, the input data consisted in the full SpEC catalog,
consisting in 2015 NR simulations. They cover the following parameter
range: η ∈ [0.12, 0.25], χ1 ∈ [0, 0.99], χ2 ∈ [0, 0.90], θ1 ∈ [0, pi], θ2 ∈ [0, pi],
φ12 ∈ [0, pi], Mf ∈ [0.92, 0.99], χf ∈ [0.03, 0.9].
For the demonstration of the feasibility of the method, the parameters
have been extracted for the metadata of the NR simulations for both the
DNN evaluation and its comparison with the LIGO software fits [48]. The
LIGO fits also includes a method to evolve the initial spins to the innermost
stable circular orbit (ISCO) using post-Newtonian expression to increase the
prediction agreement with the NR remnant parameters [49].
NR code non-precessing precessing
SpEC 592 2015
LazEv 280 0
MayaKranc 125 0
BAM 47 0
η → 0 300 0
Total 1344 2015
Table 1: Summary of the NR simulations used to train the DNN in predicting the
BH remnant properties. The η → 0 row corresponds to the analytically known
extreme mass ratio case described in Section 2.2.
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2.2 Extreme mass ratio limit
In the extreme mass ratio limit of η → 0, the BBH system can be approx-
imated by a particle orbiting around a Kerr BH. The radiated energy and
orbital momentum of the non-precessing system is known analytically [50]
at the inner stable closest orbit (ISCO) as given in equations 3 and 4:
EISCO(η, χ) = η
(
1−
√
2
3ρISCO(χf )
)
(3)
LorbISCO(η, χ) =
2η
(
3
√
ρISCO(χ)− 2χ)
)
√
(3ρISCO(χ))
(4)
where ρISCO is the radius at the ISCO :
ρISCO(χ) = 3 + Z2 − sign(χ)
√
(3− Z1)(3 + Z1 + 2Z2)
Z1 = 1 + (1− χ2)1/3
[
(1 + χ2)1/3 + (1− χ2)1/3
]
Z2 =
√
3χ2 + Z21
The particle plunging into the BH after the ISCO, the final radiated energy
is Erad = EISCO leading to a final mass value of Mf = 1−EISCO. The final
spin is obtained by solving numerically equation 5:
χf =
Lorb + S1 + S2
M2f
(5)
Following the approach in [6], we use the analytical results described above
to add 300 points in the η → 0 limit to the NR samples shown in Table 1.
This additional sample enables to enhance the volume of the parameter
space on which the DNN is trained, as well as better extrapolate the pre-
diction at high mass ratio where little NR simulations are available due to
the high computational cost in this regime.
3 Predicting the remnant mass and spin
3.1 Deep Neural Network
The DNN is built with the TensorFlow software version 1.13.1 [51]. The
non-precessing and precessing datasets described in Section 2 are separated
into three subsets: the training, validation, and testing samples containing
respectively 80%, 10% and 10% of the full datasets. Each sample spans a
similar range in the parameter space and is standardized in order to obtain
a mean value of 0 and a standard deviation of 1 on the training dataset to
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ensure a proper convergence of the algorithm. The DNN is trained on the
training samples with its hyperparameters tuned heuristically, and the best
hyperparameters were selected by comparing the prediction performance on
the validation dataset. All DNN contains an input layer followed by four
hidden layers with respectively 512, 256, 64, 32 nodes, activated by a recti-
fied linear unit function. The last output layer ends with a linear activation
function resulting in the prediction of the output value Mf or χf . The
loss function is the mean absolute error, minimized using the adaptative
stochastic gradient optimizer Adam [52]. The validation sample is not only
used to select the best hyperparameters but also to avoid overfitting during
the training phase, that is characterised by a decreasing loss on the training
sample while all the information contained in the data have been processed
into tuning the DNN. This is avoided by implementing a stopping proce-
dure quitting the training phase when the loss is constant on the validation
sample, on which the DNN is not trained. In order to ensure a correct
estimation of the DNN prediction performance, the final results shown on
Section 3.2 are then obtained on the testing dataset that is not used during
the training and validation procedures. As DNNs are known to have limited
extrapolation outside the parameter space where they have been trained,
theit robustness is tested by generating 105 BBHs with random initial pa-
rameters and verifying that the predicted remnant BH properties are below
the Kerr limit.
3.2 Results
Non-precessing case The DNN correctly captures the relationship be-
tween the initial BBH parameters and the remnant properties as shown on
the remnant mass and spin residual error distribution of Figure 2. We com-
pare our results with the existing remnant mass and spin fits available in
the nrutils.py code of the LALInference package of the LALSuite soft-
ware used by the LIGO-Virgo collaborations [48]. For the non-precessing
BBHs, nrutils includes the three-dimensional remnant fits of in [34], [13]
and [6], as well as the two-dimensional fit in [12] where the spin difference
is not included. The DNN improves the prediction of the final mass Mf , as
the standard deviation of the absolute error distribution for the test sample
is 2.6 · 10−4, to compare with the range [4, 5 · 10−4] for the other methods
shown. The prediction of the final spin is similar for the remnants fits and
the DNN, as the residuals root mean square (RMS) is 3 · 10−3 for all three-
dimensional methods. It is found to be 7 · 10−3 for the two-dimensional fit
in [12], indicating as expected that the initial spin difference impact the final
spin value.
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Figure 2: Residual error on the remnant mass Mf (η, Seff ,∆χ) (a) and spin
χf (η, Seff ,∆χ) (b) as predicted by the DNN for the non-precessing BBHs. Our
error is compared with the fits performed by the UIB group in 2016 [6], Healy et
al [34], Husa et al [12] and Hofmann, Barausse and Rezzolla (HBR) [13].
Precessing case The DNN predicts the remnant mass with a similar
accuracy in the 6-d and 7-d parameterizations as shown on the absolute
error distribution of Figure 3. The RMS of the distribution is 1 · 10−3, 80%
of the values have an error inferior to 1 · 10−3 while the maximal absolute
error is 4 · 10−3. This analysis presents a generalization of the remnant
mass fits to precessing binaries that is not available in the nrutils package,
where only aligned-spins fits are available for the final mass. The package
includes remnant spin fits for precessing BBHs based on aligned-spins bi-
naries ”augmented” with the in-plane spin contribution added to the final
spin, as in [6], [34] and [12], and in one case an additional parameter cap-
tures the precession dynamics [13]. The currently available fits have shown
to give an absolute residual error on less than 1% on the remnant mass and
less than 2% on the remnant spin when using the ”augmented” parameteri-
zation and spin evolution to the ISCO [49]. We compare their results on our
precessing catalog with the 6d-parameterization trained DNN, as shown on
Figure 4. The absolute error distribution has a RMS of 8 ·10−3 for the DNN
against 1.1 · 10−2 for the other methods. Similarly, the prediction of the
7d-parameterization trained DNN provides a similar accuracy, demonstrat-
ing the the reparameterization into the tilt angles and spin planar difference
correctly captures the dynamics of precession.
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Figure 3: Residual error MDNNf −MNRf on the prediction of the remnant mass for
precessing BBHs. The legend refers to the 6d and 7d-parameterizations used to
train the DNN.
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Figure 4: Residual error χDNNf − χNRf on the remnant spin as predicted by the
DNN for the precessing BBHs. Our error is compared with the fits performed by
the UIB group in 2016 [6], Healy et al [34], Husa et al [12] and Hofmann, Barausse
and Rezzolla (HBR) [13].
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4 Conclusion
We demonstrate that DNNs trained on NR data are competitive with other
approaches to predict the mass and spin of the remnant BH in a BBH
merger, which suggests that DNN methods can be used in a similar way to
more general applications in waveform modelling, e.g. to model the coeffi-
cients of a phenomenological waveform model across the parameter space,
including in the presence of precession. The prediction of the final mass
in the non-precessing case is about twice more accurate than the existing
fits available in the public library of the LIGO software. The prediction of
the final spin has a similar accuracy than the existing fits, showing that the
dynamics of non-precessing BBHs are correctly captured by explicit ansatz.
The DNN is shown to be a specifically powerful tool in generalizing the
remnant prediction to the fully spinning case, where it provides a prediction
on the final mass with an error of the order of 10−3 while no fit is currently
available in the public LIGO software library. We also estimated the final
spin magnitude for precessing binary black holes with an error of the order
of 10−1, and verified that the reparameterization of the projected spins used
by LIGO correctly captured the precession.
The optimization of the DNN has shown that the final results have little
dependency on the hyperparameters, implying that the current limitations
of the prediction are due to the limited size of the NR catalogs. While
our current analysis already spans a large parameter space by using all the
publicly available NR catalogs, the DNN accuracy will certainly be improved
as more NR simulations become available for training.
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