A variety of powerful results have been shown for the chromatic number of triangle-free graphs. Three noteworthy bounds are in terms of the number of vertices, edges, and maximum degree given by Nilli (2000) , Gimbel & Thomassen (2000) , and Johansson. There have been comparatively fewer works extending these types of bounds to graphs with a small number of triangles. One noteworthy exception is a result of Alon et. al (1999) bounding the chromatic number for graphs with low degree and few triangles per vertex; this bound is nearly the same as for triangle-free graphs. This type of parametrization is much less rigid, and has appeared in dozens of combinatorial constructions.
Introduction
In this paper, we will show bounds on the chromatic number of undirected graphs G = (V, E) which have relatively few triangles (a triangle is a triple of vertices x, y, z ∈ V where all three edges (x, y), (x, z), (y, z) are present in G).
A variety of powerful results have been shown for the chromatic number of triangle-free graphs. Two noteworthy bounds, which we explore further in this paper, are in terms of the number of vertices and edges. These bounds are much smaller than would be possible for a generic graph (with no restriction on the number of triangles); in those cases one can only show the bounds
The requirement that a graph has no triangles is quite rigid. There have been comparatively fewer works which relax the triangle-free condition to allow a small number of triangles. One noteworthy exception to this is the result of [2] :
Theorem 1.4 ([2]). Suppose G is a graph with maximum degree d and each vertex incident on at most y triangles, where
Thus, for instance, if y < d 2−Ω(1) , then χ(G) is roughly the same as if G had no triangles at all. The result of [2] has been used in dozens of combinatorial constructions. Roughly speaking, if G is produced in a somewhat "random" or "generic" way, then G will have relatively few triangles; only a few extremal cases (such as a graph containing a d-clique) give the full triangle count.
In this paper, we show upper bounds for χ(G) as a function of the number of vertices n, the number of edges m, as well as the triangle count. Our results smoothly interpolate between the generic bounds true for all graphs, and the triangle-free bounds of Theorems 1.1 and 1.2. We will see here as well that graphs with few triangles have nearly the same behavior as graphs with no triangles. This is convenient because triangle counts (local and global) can be computed easily in polynomial time; this is quite different from computing χ(G) directly (which is NP-hard). Definition 1.5. We say that a vertex v ∈ V has local triangle count y, if there are y pairs of vertices u, w ∈ V such that (v, u), (v, w), (u, w) ∈ E. We say that G has local triangle bound y if every vertex has local triangle count at most y.
We shall show the following bounds on the chromatic number: 
Furthermore, colorings with the indicated bounds can be constructed by a randomized polynomial-time algorithm.
We show in Section 4 that the bounds a 1 , a 2 are tight up to constant factors, and the bounds a 5 , a 6 are tight up to second-order terms. The bounds a 3 , a 4 are tight up to factors of log log(t 2 /y 3 ); we will show in Section 6 that this small gap can be resolved via a conjecture of Johnson [6] .
Note on constructive algorithms
All our bounds on chromatic number can be realized constructively; that is, there are randomized algorithms which construct such colorings in expected polynomial time. Our proofs will use a few previous results on chromatic number, which did not have constructive algorithms stated directly. For completeness, we state these here with a proof sketch. Proof. The original proof of Theorem 1.4 uses a result on constructing coloring with O(d/ log d) colors for triangle-free graphs. This has been made into a constructive algorithm in [12] . The other main probabilistic tool used in Theorem 1.4 is the Lovász Local Lemma; the algorithm of Moser & Tardos [10] makes this constructive in a fairly straightforward way.
Vu [13] 
Notation
We use ln to refer to the natural logarithm, while the expression log always refers to the truncated logarithm, i.e.
We write f g to mean that f = O(g). We write f ≈ g if f = Θ(g). Given a graph G on a vertex set V and a subset B ⊆ V , we use χ(B) as a shorthand for χ (G[B] ), where G[B] denotes the subgraph induced on B. We let N (v) denote the neighborhood of v, i.e. the set of vertices w such that (w, v) ∈ E. The degree of v is deg(v) = |N (v)|.
Bounds in terms of n
We begin by showing bounds of χ(G) as a function of triangle information (local and global) as well the vertex count n. These generalize a result of [1] , which show a similar bound for chromatic number as a function of the vertex count for triangle-free graphs. All of these bounds will have the following form: we show
where f is a function which depends on n as well as y and/or t; when y, t are sufficiently small, f (n, y, t) has a negligible contribution. This shows that, as long as the number of triangles is sufficiently small, then χ(G) will have approximately the same behavior as if G had no triangles at all.
Theorem 2.1. Suppose G has n vertices and local triangle bound y. Then
Further, such a coloring can be produced in expected polynomial time.
2
Proof. Let f = log(n 2 /y). Simple analysis shows that it suffices to show that χ(G) n/ log n for y ≤ √ n log n and χ(G) (ny)
for y ≥ √ n log n. Our plan is to repeatedly remove independent sets from G, as long as its maximum degree exceeds d, where d is some parameter to be chosen.
Initially let G 0 = G. Now, repeat the following for i = 0, 1, 2, . . . , k: if all the vertices of G i have degree ≤ d, then abort the process and color the residual graph G i using Theorem 1.7; this requires O(
Otherwise, select some vertex v i which has degree > d in G i , and let I i be a maximum independent set of the neighborhood of v in G i . Color all the vertices of I i with a new color, and let
The total number of colors used during this process is at most O( 
. It remains now to select the parameter d. First let us suppose that y ≤ √ n log n. In this case, take d = √ n log n. Then
log n + √ n log n log n log n y n log n Next, suppose that y > √ n log n. In this case, take d = (nyf ) 1/3 . As y > √ nf we have
Next, we will show bounds on χ(G) given information both about the global triangle count and the local triangle bound. We begin with a useful lemma.
Lemma 2.2. Suppose that a graph G has local triangle bound y, and there is a partition of the vertices
Then
furthermore, such a coloring can be found in polynomial time.
In particular, if
Proof. Define f = log(d 2 /y). We will first show that this result hold for x ≥ f . In this case, we want to show that χ(G) d/f .
We will allocate a palette of size cd/f to each vertex v, where c is a constant to be determined. We proceed for j = k, k − 1, . . . , 1, attempting to list-color G[A j ]. Let us consider the state at a given value j and for a given v ∈ A j . At this stage, only the neighbors of v in A j+1 , A j+2 , . . . , A k have been colored so far; the total number of such neighbors is at most
Thus, the vertex v remains with cd/f − 2d/f = (c − 2)d/f colors in its palette. So every vertex in A j has a residual palette of size (c − 2)d/f . If c is a sufficiently large constant, then Theorem 1.8 allows us to extend the coloring to A j . Now that we have shown this result holds for x = f , let us show that it holds for an arbitrary value x < f . Set s = ⌈log x f ⌉ and for each i = 1, . . . , s define
satisfies the hypotheses of this Lemma with the vertex-partition A i , A i+s , A i+2s , . . . and with parameters
Theorem 2.3. Suppose a graph G has n vertices, t triangles, and local triangle bound y. Then
Proof. Let f = log(t 2 /y 3 ). We begin by showing the following slightly weaker bound:
Let A i denote the set of vertices in G with between 2 i and 2 i+1 triangles and let d be a parameter which we will specify shortly.
Let k = log 2 d. Suppose that for i ≥ k there is a vertex v ∈ A i with more than 2 (i−j)/2 d neighbors in A j where j ≥ i. Then apply Theorem 1.9 to N (v) ∩ A j . This yields an independent set I of size |I| ≥
Assign each vertex in I to one new color and remove I from the graph. Since each w ∈ I is incident on at least 2 j triangles, this removes Ω(d 2 ) triangles. Note that this process of removing vertices may cause the membership of the sets A l to change. Overall the total number of new colors that can be produced this way is O(t/d
2 ). Next, suppose that this process has finished, and there no more vertices v ∈ A i which have more than
this satisfies the requirements of that theorem with the parameter x = √ 2. So it can be colored using O(
per vertex, hence it can be colored using O(
Putting all these terms together,
f . Similarly, log(n 2 /d) log n. Then we compute these terms in turn.
We see that
Observe that when t ≤ n 3/2 √ log n, we have
Thus, either way,
log 2/3 n is dominated by the other two terms. So we have shown that (1) holds. We now show the result claimed by the theorem. Let z = t/n, let A denote the vertices of G which are incident on at least z triangles, and let B denote the vertices incident on at most z triangles.
As |A| t/z, Proposition 6.6 gives
By the bound (1) we have
Now observe that n 3 /t ≥ n 3 /(ny) = n 2 /y ≥ t 2/3 /y, and so log 2/3 (n
f 2/3 . Putting these terms together,
A result on independence number
Recently, Bohman & Mubayi [4] have investigated the relation between independence number and the number of copies of K s . In particular, for s = 3, they discuss extremal bounds relating α(G) and triangle count.
In this section, we show that the results may be obtained as immediate corollaries of Theorem 2.1. Note however that Theorem 2.1 requires the use of heavy-duty results of Johansson and [2] , whereas [4] uses more elementary methods.
Corollary 2.4 ([4]). If G has n vertices and at most t triangles, then
Furthermore, this bound is tight up to constant factors for any value of n, t.
Proof. Set f = log(n/t 1/3 ). To show the upper bound, let S denote the set of vertices which are incident upon at most y = 10t/n triangles. Clearly, |S| n. Applying Theorem 2.1 to G[S], we have
Therefore, G[S] has an independent set of size at least |S|/χ(G[S]). As |S| ≈ n, this achieves lower bound on α(G).
To show tightness for t ≥ n 3/2 √ log n, use Proposition 4.2 (which we defer to Section 4) with param-
It is clear that k 1, and the fact that i 1 follows from t ≥ n 3/2 √ log n. Property (B4) ensures that the resulting graph has independence number O(
f . Therefore, the resulting graph has independence number O( 
Bounds in terms of m
In this section, we show some bounds in terms of the edge count m, as well as triangle count (local and global). These generalizes results of [11] and [5] , which show similar bounds for the chromatic number as a function of m for triangle-free graphs. As for the vertex-based bounds, all our bounds will have the form
for some function f . When t, y are small, then f (m, t, y) is negligible and so this estimate is essentially the same as if G had no triangles at all. 
By Theorem 1.7 we have
as y > (mf )
Next, suppose that y ≤ (m log m) 1/3 . Then y ′ = (m log m) 1/3 is also a valid upper bound on the local triangle count, and so (as we have already shown) this gives 
Proof. Let f = log(t 2 /y 3 ). Let A denote the set of vertices incident on at least z =
triangles, and let B denote the remaining vertices; here z is a parameter to be determined.
Then |A| t/z. By Theorem 2.3, we have χ(A)
log(t/z) . Here t/z = (mt/ log m) 1/3 and hence log(t/z) log m so We now claim that m 1/6 t 1/6 /(log m)
log 2/3 m , which will give the result of this theorem. 
Lower bounds
We next show matching lower bounds. We will show that Theorems 2.1 and 3.1 are asymptotically tight for all admissible values of m, n, y, while Theorem 2.3 is tight up to factors of log log(t 2 /y 3 ) for all admissible values of m, n, y, t. The situation for Theorem 3.2 is slightly more complicated; in general, the bounds given by Theorem 3.2 and Theorem 3.1 are incomparable. For a given value of m, n, y, t, we show that either Theorem 3.2 or Theorem 3.1 is asymptotically tight (the latter up to a factor of log log(t 2 /y 3 )). The lower bounds apply even for the fractional chromatic number (this is always less than or equal to the ordinary chromatic number; see Section 6 for more details).
We begin by recalling a result of [7] :
). For any integer n ≥ 1, there exists a graph H n on n vertices with the following properties:
√ n log n) (where α(G) denotes the size of the maximum independent set of G)
(We note that item (A2) is not stated explicitly in the paper [7] , but can be deduced in terms of "Property 1" in that paper.)
Following a strategy of [2] , we may construct a blow-up graph, which is an version of H n inflated to have a small number of triangles, using the following construction:
Proposition 4.2. For any real numbers k, i 1, there is a graph H k,i with the following properties: (B1) H k,i contains O(ki) vertices (B2) Each vertex has triangle count at most O(i
2 √ k log k).
(B3) Each vertex has degree at most O(i
Proof. We first show this assuming that k, i are integers. We replace each vertex of H k with a clique on i vertices. For every edge (x, y) ∈ H n , we place an edge between all the corresponding copies of x, y in H k,i , a total of i 2 edges. Now (B1) follows immediately from the fact that H k contains k vertices and (B3) follows immediately from (A2).
To show (B2). Suppose that x ′ , y ′ , z ′ form a triangle of H k,i , where x ′ is some fixed vertex of H k,i . These vertices correspond to vertices x, y, z of H k . If x, y, z are distinct, then this would imply that there are edges (x, y), (y, z), (x, z) in H k which is impossible as H k is triangle-free. In the next case, suppose that y = z = x. The total number of such triangles is at most i 2 (since x is fixed from x ′ and y ′ , z ′ must lie in the same clique as x ′ ). In the next case, suppose y = z = x. Then there must be an edge in H k from x to y. There are at most O( √ k log k) choices of y and once y is fixed, at most i 2 choices for y ′ , z ′ . In the final case, suppose y = x = z. Again there must be an edge in H k from x to z. There are at most O( √ k log k) choices for z and at most i 2 choices for y ′ , z ′ . Adding all these cases, we see that there are O(i 2 √ k log k) triangles. To show (B4). Observe that if I is an independent set of H k,i , then all of its vertices must correspond to distinct vertices of H k , and it must correspond to an independent set of H k . So |I| ≤ O( √ k log k).
The bound (B5) follows from (B1), (B4) and the general bound on fractional chromatic number χ f (G) ≥
When k, i are not integers, then apply the above construction using ⌈i⌉, ⌈k⌉ in place of i, k. The condition that i, k 1 ensures that ⌈i⌉ ≈ i and ⌈k⌉ ≈ k. Proposition 4.3. For any integers n, y ≤ n 2 , t ≤ ny, there is a graph G with at most n vertices, at most t triangles, local triangle bound y, and such that
Proof. By rescaling, it suffices to show that a graph has this value of χ f (G) and O(n) vertices, O(t) triangles, and O(y) local triangle bound. We will break this into a number of cases. Define f = log(t 2 /y 3 ). If f = 1, then we need to construct a graph G with χ f (G) n log n + t 1/3 and O(n) vertices. If n/ log n > t 1/3 , then simply take G = H n . If n/ log n < t 1/3 , take G to be the complete graph on t 1/3 vertices. This clearly has O(t) triangles and O(n) vertices. Also, it has a local triangle bound of t 2/3 < y.
So we suppose that f ≥ 1. If n/ log n > t 1/3 f 2/3 , this is easily achieved by taking G = H n . Thus we assume throughout that n/ log n ≤ . We thus claim that y ≥ √ n log n. For,
is an increasing function of y, and so if y < √ n log n then we would have
f 2/3 , which we have already ruled out.
Then apply Proposition 4.2 with
We must first show that i, k 1.
Observe that y f 1/3 t 1/3 is a decreasing function of t, and as t ≤ ny this implies that
n 1/3 log(n 2 /y) 1/3 . Our assumption that y ≥ √ n log n implies that this is at least 1. Similarly, the assumption that t 2 ≥ y 3 implies that 
Finally, observe that H k,i has O(ik) ty n vertices.
Corollary 4.4. For any integers n, y ≤ n 2 , there is a graph G with at most n vertices and local triangle bound y, such that
Proof. Apply Proposition 4.4 with t = ny.
We next show a lower bound on χ(G) as a function of t, m, y. We first observe a simple relationship that must hold between these quantities: 
Note that min(
Proposition 4.6. Given any integers m, y ≤ m, t ≤ m √ y, there is a graph G with at most m edges, at most t triangles, local triangle bound y, and
Proof. Let f = log(m/y) and let g = log(t 2 /y 3 ).
Case I: t ≥ g 2 (my)
. Then we need to construct G such that χ f (G) We must show that i, k
1; otherwise, then f ≈ log m. Using the bound y ≥ 1. One may easily verify that this graph has m edges and local triangle bound y. It has at most iky triangles. As t ≥ g 2 (my)
, it suffices to show that iky g 2 (my)
. This reduces to showing that f g.
To see this, observe that
f 9/2 . This implies that log(t 2 /y 3 ) log(e f /2 ) f as desired.
Case II: t ≤ g 2 (my)
. Then we need to construct G such that χ f (G)
. We can construct a triangle-free graph with Ω(m 1/3 / log 2/3 m) edges, so we may assume that t ≥ 1. Let us thus assume that y ≤ m 0.51 , in which case f = log(m/y) ≈ log m. Note that we have the two bounds
These together imply that y ≥
We easily verify that this graph has O(t) triangles and local triangle bound O(y). Finally, we need to verify that G has O(m) edges. Property (B3) implies that G has at most ik × O(i √ k log k) edges. Note that
So, we need to show that g f ; we assume without loss of generality that g is large than any fixed constant. Now observe that t 2 /y 3 ≤ g 4 (m/y)
≤ 2g 4 exp(f ). Taking logarithms (and noting that log agrees with ln for g sufficiently large), we see that g ≤ log 2 + 4 log g + f . As g − 4 log g − log 2 ≈ g for g sufficiently large, this implies that g f as desired.
5 Getting the correct coefficient of t
1/3
Suppose we have no information on the local triangle counts; in this case, Theorem 2.3 would give us a bound (solely in terms of n and t) of the form
for a graph with n vertices and t triangles. This bound is clearly tight up to constant factors. In this section, we compute a more exact formula, which gives us the correct coefficient of the term t 1/3 . The correct coefficient of the term n log n is not currently known even for triangle-free graphs. We begin by showing a weaker bound.
Proposition 5.1. If G has n vertices and t triangles, then χ(G) ≤ 100
Proof. Let us define f (x, y) = 100 √ n + (6t) 1/3 , and let d = ⌊f (n, t)⌋. Suppose that some vertex v of G has degree strictly less than d. In that case, apply the induction hypothesis to G − v, obtaining a coloring using at most ⌊f (n − 1, t)⌋ ≤ d colors. At least one of those colors does not appear in a neighbor of v, so we can extend the coloring to v as desired.
So we suppose that G has minimum degree d. . Assign all vertices in I one new color, and recurse on G − I. As v is chosen to be incident on the minimum number of triangles, every vertex of I is itself incident on at least y triangles; furthermore as I is independent these triangles are all distinct. So I is incident on at least ys triangles, which are all removed in G − I. Thus G − I has at most n − s vertices and at most t − ys triangles. By induction hypothesis χ(G − I) ≤ f (n − s, t − ys) and so
We want to show that χ(G) ≤ f (n, t); thus, it suffices to show that
Substituting in the value for s, simple algebraic manipulations show that this is equivalent to showing:
Now, observe that the LHS and RHS of (3) are both linear functions of y. As y is a non-negative real number, it suffices to show that (3) holds at the extreme values y = 0, y → ∞ respectively. When y = 0, then (3) reduces to:
We have d ≥ ⌊100 √ n⌋ ≥ 50 √ n. Thus (4) easily holds. When y → ∞, then (3) reduces to:
Note that d ≥ (6t) 1/3 , and so again this is easily seen to hold. This completes the induction.
Theorem 5.2. Suppose that G contains t triangles and n vertices. Then
Proof. Let y = t 1/3 log 2 n. Let A denote the vertices of G which are incident on at least y triangles, and let a be the number of triangles contained in G 
Putting these terms together, we have
Our next task is to show an upper bound on the quantity
If b ≤ t/ log 3 n, this this is clearly at most
log n . Otherwise, we have b 2 /y 3 ≥ t/ log 12 n. Again, if t ≤ n then Theorem 5.2 easily holds, so log(b 2 /y 3 ) log n, and
and simple calculus shows that is bounded by O(
log n ). Substituting this bound into (6) gives the claimed result. 
Proof. The proof is nearly identical to Theorem 5.2, except that we apply Theorem 3.2 instead of Theorem 2.3.
By considering a clique of (6t) 1/3 vertices or a triangle-free graph, we can easily see that Theorems 5.2 and 5.3 are tight up to lower-order terms.
Conjectured tight bounds
The following conjecture seems natural: Conjecture 6.1. Suppose G has n vertices, t triangles, and local triangle bound y. Then
This conjecture would strengthen Theorem 2.3, would give Proposition 2.1 as a special case (as t ≤ ny), and would match the lower bound Proposition 4.3.
As further evidence for Conjecture 6.1, we show that it relates to an open problem of Johnson [6] regarding fractional chromatic number and Hall ratio, two graph parameters we will define next.
For any graph G and any weight function w : V → R + on its vertices, one may define the weighted independence number α(G, w) as the largest possible value of v∈I w(v) over all independent sets I; note that when w is the constant function this is the ordinary independence number. We may then define the fractional chromatic number of G as χ f (G) = sup
where the supremum is taken over all such weighting functions and we define w(V ) := v∈V w(v).
A similar graph parameter is the Hall ratio, which is defined as
where the supremum is taken over all vertex subsets U .
Note that every subset U ⊆ V corresponds to a weighting function w which is the indicator function of U ; thus ρ(G) ≤ χ f (G). Also, given a weighting function w and an r-coloring of G, the lowest-weight color class is an independent set of weight at most w(V )/r; thus χ f (G) ≤ χ(G).
In [6] , Johnson investigated the relation between χ f (G) and ρ(G); further details appear in [3] . One intriguing open problem of that paper is whether χ f (G)/ρ(G) is unbounded. Johnson conjectured that it was not, but did not have any counterexamples. Motivated by this conjecture (and the failure to find a counter-example), we make the opposite conjecture to Johnson.
By construction, G[W ] is triangle-free and has an orientation with maximum out-degree d/ √ y. Therefore, G[W ] is r-degenerate for r = O(d/ √ y). Using Conjecture 6.4, select an independent set I ⊆ W wherein every vertex w ∈ W has P (w ∈ I) log r r . Consider now some vertex v ∈ V . This will survive to W if v ∈ U , and v has no triangles in G[U ], and v has at most d/ √ y out-neighbors also in U . The probability that v ∈ U is 0.1/ √ y. Conditional on this event, the expected number of out-neighbors of v going into U is at most 0.1d/ √ y and the expected number of triangles of v surviving to G[U ] is at most y × (0.1/ √ y) 2 . Therefore, by Markov's inequality, the probability that v is discarded from U is at most 1/10 + 1/100. In total, we see that P (v ∈ W ) 1/ √ y.
Conditional on v ∈ W , we have P (v ∈ I) Proof. We will show that
by induction on n, where C is some sufficiently large universal constant. Let us set f = log(t 2 /y 3 ) and d = (tf ) 1/3 + √ n. We may assume that n, t, and f are larger than any needed constant; otherwise, this follows from Theorem 2.3 if the constant C is sufficiently large.
We will first show that there is an independent set I of G which is incident upon either Ω( √ n) vertices or Ω((tf ) 2/3 ) triangles. In order to show this, we consider two cases: whether G is or is not d-degenerate. CASE I: G is not d-degenerate. Then there is some set of vertices U such that G[U ] has minimum degree at d. Let w ∈ U be the vertex of U which is incident upon the fewest triangles of G; suppose that w is incident upon k triangles and has degree at least d. If k ≤ d, then Turán's Theorem gives an independent set I ⊆ N (w) ∩ U with |I| ≥
