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WEAK IDENTITIES IN THE ALGEBRA
OF SYMMETRIC MATRICES OF ORDER TWO
VESSELIN S. DRENSKY
Abstract. We describe the weak polynomial identities of the Jordan algebra
of symmetric 2×2 matrices over a field of characteristic zero. The correspond-
ing weak verbal ideal is generated by the standard identity of degree four and
the metabelian identity.
Let K2 be the algebra of 2 × 2 matrices over a field K and let H(K2) be the
Jordan algebra of the symmetric matrices in K2. A.M. Slinko [2, Problem 2.96]
stated the problem to find the basis of the weak identities in the pair (K2, H(K2))
in the case of a field of characteristic zero. A partial answer was given in [5]
where the description was given of the module structure of the relatively free pair
corresponding to the weak T-ideal T (K2, H(K2)). The main purpose of the present
paper is to give the complete answer to the problem of A.M. Slinko:
Theorem. Let K be a field of characteristic 0. Then the basis of the weak identities
of the pair (K2, H(K2)) consists of the standard identity
(1) S4(x1, x2, x3, x4) = 0
and the metabelian identity
(2) [[x1, x2], [x3, x4]] = 0.
1. Preliminaries
In the sequelK will be a fixed field of characteristic 0. All associative and Jordan
algebras will be unitary and overK. The existence of the unit does not decrease the
generality of the considerations because both algebras K2 and H(K2) are unitary.
All necessary information on identities of Jordan algebras can be found in [11]. The
notation is similar to that in [5] and [6].
Let us denote by Am be the free associative algebra A(x1, . . . , xm) with free
generators x1, . . . , xm and let A = A∞. Additionally,
x1 ◦ x2 = x1x2 + x2x1, x1 ◦ · · · ◦ xn−1 ◦ xn = (x1 ◦ · · · ◦ xn−1) ◦ xn,
[x1, x2] = x1x2 − x2x1, [x1, . . . , xn−1, xn] = [[x1, . . . , xn−1], xn].
Let B
(n)
m be the vector subspace of Am spanned by the products of commutators
[xi1 , . . .] · · · [. . . , xin ], Bm =
∑
n≥0
B(n)m , and let Pn be the set of multilinear poly-
nomials of degree n in An. Then Γn = Pn ∩ B
(n)
n is the subset of the proper
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polynomials in Pn. The vector spaces Pn and Am have, respectively, the struc-
ture of left Sym(n)- and GL(m,K)-modules (see e.g. [3, §1]), where Sym(n) is the
symmetric group acting on the set {1, . . . , n} and GL(m,K) is the general linear
group. The subspaces Γn and B
(n)
m are, respectively, submodules of Pn and Am.
The irreducible Sym(n)- and GL(m,K)-modules are described by Young diagrams
and partitions λ = (λ1, . . . , λr) of n. We shall denote the corresponding modules
by M(λ) and Nm(λ).
The algebra Am is the universal enveloping algebra of the free Lie algebra Lm.
Using the Poincare´-Birkhoff-Witt theorem it is easy to show that if fks(x1, . . . , xk),
s = 1, . . . , γk, is a basis of the vector space Γk, then Pn has a basis
xi1 · · ·xin−kfks(xj1 , . . . , xjk ), i1 < · · · < in−k, j1 < · · · < jk,
{i1, . . . , in−k, j1, . . . , jk} = {1, . . . , n}, s = 1, . . . , γk, k = 0, 1, . . . , n.
Similarly, if gks(x1, . . . , xm), s = 1, . . . , βk, is a basis of B
(k)
m , then Am has a basis
xα11 · · ·x
αm
m gks(x1, . . . , xm), αi ≥ 0, i = 1, . . . ,m, s = 1, . . . , βk, k = 0, 1, 2, . . . .
The algebra Am has an involution ∗ defined by the equality
(xi1 · · ·xin)
∗ = xin · · ·xi1 .
The Jordan algebra of the symmetric elements H(Am, ∗) contains the free special
Jordan algebra SJm. By the theorem of P.M. Cohn [11, p. 76 of the Russian
original] H(Am, ∗) = SJm for m ≤ 3.
In the sequel we shall use that
[x1, . . . , xn]
∗ = (−1)n−1[x1, . . . , xn]
and the commutators of odd length are Jordan elements, i.e. belong to SJ = SJ∞.
Let G be a special Jordan algebra and let R be its associative enveloping algebra.
By analogy with [8, Definitions 1–3] the polynomial f(x1, . . . , xn) in A is a weak
identity for the pair (R,G) if f(g1, . . . , gn) = 0 for all g1, . . . , gn ∈ G. The set
T = T (R,G) of all weak identities of the pair (R,G) is a weak T-ideal (or a weak
verbal ideal) in A. The polynomials {fi(x1, . . . , xni)} generate T as a weak T-
ideal (i.e. are a basis of T ), if T is generated as an ordinary ideal by the set
{fi(u1, . . . , uni) | uj ∈ SJ}. If follows from the unitarity of the algebras R and
G and from the above comments on the bases of Pn and Am that the basis of the
identities of T can be chosen in
⋃
(Γn ∩ T ), n ≥ 2. Similarly, all identities in m
variables in T follow from
⋃
(B
(n)
m ∩ T ), n ≥ 2. By [6, Lemma 2.3] the Sym(n)-
module Γn/(Γn ∩ T ) and the GL(m,K)-module B
(n)
m /B
(n)
m ∩ T ) have the same
structure: If
Γn/(Γn ∩ T ) ∼=
∑
kλM(λ),
then
B(n)m /B
(n)
m ∩ T )
∼=
∑
kλNm(λ).
(In all the paper the sums of modules are direct.)
The proof of the next lemma repeats the proof of [5, Lemma 1]:
Lemma 1. Let G be a Lie algebra with an ordered basis g1 < g2 < · · · and let
U(G) be its universal enveloping algebra. Then U(G) has a basis
gi1 ◦ gi2 ◦ · · · ◦ gir , i1 ≥ i2 ≥ · · · ≥ ir.
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Corollary 2. As a vector space the algebra A3 is spanned by the elements u and
u[v, w], where u, v, w ∈ SJ3.
Proof. We choose an ordered basis of leftnormed commutators in the free Lie alge-
bra L3, u1 < u2 < · · · < v1 < v2 < · · · , where ui (respectively vj) are commutators
of even (odd) length (i.e. u∗i = −ui, v
∗
j = vj). By Lemma 1 the algebra A3 has a
basis consisting of the polynomials
t = vj1 ◦ · · · ◦ vjn ◦ ui1 ◦ · · · ◦ uim , j1 ≥ · · · ≥ jn, i1 ≥ · · · ≥ im.
If m is even, then t∗ = t and by the theorem of P.M. Cohn t ∈ SJ3. If m is odd,
then t = t1 ◦ uim , t1 ∈ SJ3. Therefore t is a Jordan evaluation of x1 or x1 ◦ [x2, x3]
(instead of x1 we may have 1). But
x1 ◦ [x2, x3] = −[x1, [x2, x3]] + 2x1[x2, x3]
and [x1, [x2, x3]] ∈ SJ3 which completes the proof. 
2. Weak Capelli identities
Recall that the k-th weak Capelli identities are polynomials in Pn, n ≥ k, which
are alternating in the variables x1, . . . , xk. The Capelli identities are linear combi-
nations of multilinear polynomials of the form∑
(−1)σu1xσ(1)u2xσ(2) · · ·ukxσ(k)uk+1, σ ∈ Sym(k),
and u1, . . . , uk+1 are monomials.
Lemma 3. Let (R,G) be a pair and let T be the corresponding weak T-ideal, let
Fm = Am/(Am ∩ T ) and let B˜m and Γ˜n be the images of Bm and Γn under the
canonical homomorphism Am → Fm. Let all polynomials in Γ˜n with k alternating
variables, n ≥ k, are equal to 0. Then
(i) B˜m ∼=
∑
Nm(λ1, . . . , λk−1);
(ii) F˜m ∼=
∑
Nm(µ1, . . . , µk);
(iii) The pair (R,G) satisfies all (k + 1)-th weak Capelli identities.
Proof. (i) By [9, Theorem 2] the condition that all polynomials with k alternating
variables disappear means that the irreducible components of the Sym(n)-module
Γ˜n correspond to Young diagrams with not more than k − 1 rows, i.e. Γ˜n ∼=∑
M(λ1, . . . , λk−1). In virtue of the correspondence between the module structures
of Γ˜n and B˜
(n)
m we obtain that B˜m ∼=
∑
Nm(λ1, . . . , λk−1).
(ii) It follows from [6, Theorem 2.6] and [5, Proposition 2] that
Fm ∼= K[x1, . . . , xm]⊗K B˜m,
where K[x1, . . . , xm] is the ordinary polynomial algebra. But
K[x1, . . . , xm] ∼=
∑
Nm(n), n ≥ 0.
Using the rule for the tensor product of GL(m,K)-modules [1, Chapter 8] we obtain
that
Nm(n)⊗Nm(λ1, . . . , λk−1) ∼=
∑
Nm(λ1 + n1, . . . , λk−1 + nk−1, nk),
where 0 ≤ n1, 0 ≤ ni ≤ λi−1 −λi, 2 ≤ i ≤ k− 1, 0 ≤ nk ≤ λk−1, n1+ · · ·+nk = n.
Hence the irreducible submodules of Fm have Young diagrams with not more than
k rows.
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(iii) The statement follows from [9, Theorem 2] and the correspondence between
the Sym(n)- and GL(m,K)-module structure of Pn(Pn ∩ T ) and Fm [3, §1]. 
Till the end of the paper we shall denote by T the weak T-ideal generated by
the identities (1) and (2). It follows from [4, Proposition 2.1] that
(3) Γ4 ∼=M(3, 1) +M(2
2) +M(2, 12) +M(14).
From here it is easy to see that the identities (1) and (2) generate M(2, 12) and
M(14) in this decomposition and are equivalent to the identity
(4)
∑
(−1)σ[xσ(1), xσ(2)][xσ(3), x4] = 0, σ ∈ Sym(4).
The pair (K2, H(K2)) satisfies the weak identities (1) and (2). It is well known
for (1) and (2) can be checked directly because the commutator of two symmetric
matrices is skew-symmetric and is proportional to e12 − e21. Hence
(5) T ⊆ T (K2, H(K2)).
The theorem will be established if we show that in (5) there is an equality.
In the sequel we shall work in F = A/T .
Proposition 4. All polynomials in three alternating variables in Γ˜n are equal to
zero.
Proof. We shall proceed by induction on n. The base of the induction n = 4
holds because in the decomposition (3) the modules M(2, 12) and M(14) belong
to T . Let f(x1, . . . , xn) ∈ Γ˜n is alternating in x1, x2, x3. First we shall consider
the case n = 5. By [3, Theorem 2.3] the Sym(5)-module of the Lie elements in Γ5
decomposes as
P5(L) ∼=M(4, 1) +M(3, 2) +M(3, 1
2) +M(22, 1) +M(2, 13).
By [3, Remark 2.8] the sum of the latter three submodules is generated by the
identity [[x1, x2], [x3, x4], x5] = 0 which is a weak consequence of (2). Hence, if the
considered polynomial f is a Lie element, then it vanishes in Γ˜5. By [4, Remark
1.2 and Proposition 2.4] we can work in Γ5 modulo P5(L) and
Γ5/P5(L) ∼=M(3, 2) +M(3, 1
2) +M(22, 1) +M(2, 13).
We substitute in (2) x1 by the Jordan element x
2
1 and obtain the consequence
0 = [[x1, x2] ◦ x1, [x3, x4]] = [[x1, x2], [x3, x4]] ◦ x1 + [x1, x2] ◦ [x1, [x3, x4]],
i.e. F satisfies
(6) [x1, x2] ◦ [x3, x4, x1] = 0.
In the proof of [4, Lemma 3.2] we established that modulo P5(L) the identities from
the submodules M(3, 12), M(22, 1) and M(2, 13) of Γ5 follow from (6). In this way
we complete the proof for n = 5. Later we shall need also that the identity
(7) [x2, x1, x1] ◦ [x2, x1] = 0
is also a consequence of (6).
Now we shall consider the general case. By [7, page 154 of the Russian original]
every element of Γ˜n can be written as a linear combination of products of canonical
commutators [xi1 , xi2 , . . . , xik ], i1 > i2 < · · · < ik. Besides∑
(−1)σ[xσ(1), xσ(2), xσ(3)] = 0,
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∑
(−1)σ[xi, xσ(1), xσ(2)] = [xi, x1, x2]− [xi, x2, x1]
= −[x1, x2, xi] = −
1
2
∑
(−1)σ[xσ(1), xσ(2), xi],
∑
(−1)σ[xi1 , xi2 , xσ(1), xσ(2)] =
1
2
∑
(−1)σ[[xi1 , xi2 ], [xσ(1), xσ(2)]].
Hence we may assume that the alternating variables are in the most left position in
two or three commutators and f(x1, . . . , xn) is a linear combination of polynomials
of the following kinds:
(8)
∑
(−1)σu1[xσ(1), xσ(2), xi, . . .]u2[xσ(3), xj , . . .]u3,
∑
(−1)σu1[xσ(1), xi, . . .]u2[xσ(2), xσ(3), xj , . . .]u3,
∑
(−1)σu1[xσ(1), xi, . . .]u2[xσ(2), xj , . . .]u3[xσ(3), xk, . . .]u4.
Here the summation is on σ ∈ Sym(3) and u1, u2, u3, u4 are products of commuta-
tors. We shall consider the first and the third cases. The second case is similar. We
express the commutators u1, u2, u3, u4 as a linear combination of monomials and
in [xσ(1), xσ(2), xi, . . .], [xσ(3), xj , . . .], [xσ(1), xi, . . .], [xσ(2), xj , . . .], [xσ(3), xk, . . .] we
leave only the inner commutators of length 2. In this way we write (8) as a linear
combination of
(9)
∑
(−1)σv1[xσ(1), xσ(2)]v2[xσ(3), xj ]v3,
∑
(−1)σw1[xσ(1), xi]w2[xσ(2), xj ]w3[xσ(3), xk]w4,
where v1, v2, v3, w1, w2, w3, w4 are monomials. Without loss of generality we may
assume that v1 = v3 = w1 = w4 = 1. The degree of the monomials v2, w2 and
w3 is lower than n. Hence, by the inductive assumption, modulo the fourth Cap-
peli identity (Lemma 3 (iii)), v2, w2 and w3 are equivalent to identities in three
variables. By Corollary 2, in (9) we may assume that v2 and w2 are replaced by
1, y1, [y1, y2], [y1, y2]y3, and w3 is replaced by 1, y4, [y4, y5], y4[y5, y6]. It follows from
(2) that [x1, x2][x3, x4] = [x3, x4][x1, x2] and we can move the commutator [y1, y2]
to the first position, e.g.∑
(−1)σ[xσ(1), xσ(2)][y1, y2][xσ(3), xj ] = [y1, y2]
∑
(−1)σ[xσ(1), xσ(2)][xσ(3), xj ].
Using arguments for symmetry instead of (9) it is sufficient to consider the cases
(10) z =
∑
(−1)σ[xσ(1), xσ(2)]y[xσ(3), x4],
(11) z1 =
∑
(−1)σ[xσ(1), x4][xσ(2), x5][xσ(3), x6],
(12) z2 =
∑
(−1)σ[xσ(1), x4]y1[xσ(2), x5][xσ(3), x6],
(13) z3 =
∑
(−1)σ[xσ(1), x4]y1[xσ(2), x5]y2[xσ(3), x6].
Since the statement of the proposition is true for polynomials of degree 4 and 5, we
obtain that in F
z = y
∑
(−1)σ[xσ(1), xσ(2)][xσ(3), x4] +
∑
(−1)σ[xσ(1), xσ(2), y][xσ(3), x4] = 0.
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We shall write (10) in a more detailed form:
2([x1, x2]y[x3, x4] + [x2, x3]y[x1, x4]− [x1, x3]y[x2, x4]) = 0,
(14)
∑
(−1)σ[xσ(1), x3]y[xσ(2), x4] =
1
2
∑
(−1)σ[xσ(1), xσ(2)]y[x3, x4].
Similarly, for y = 1 (or from (4)) we obtain
(15)
∑
(−1)σ[xσ(1), x3][xσ(2), x4] =
1
2
∑
(−1)σ[xσ(1), xσ(2)][x3, x4].
We apply the identities (14) and (15) to (11), (12) and (13) and obtain that they
follow from the identities (4) and (10), e.g.
z2 =
1
2
(∑
(−1)σ[xσ(1), x4]y1[xσ(2), xσ(3)]
)
[x5, x6] = 0.
The proof of the proposition is completed. 
Corollary 5. The weak identity
(16)
[x1, x2, x4, . . .] · · · [x3, x5, . . .]
= [x1, x3, x4, . . .] · · · [x2, x5, . . .]− [x2, x3, x4, . . .] · · · [x1, x5, . . .].
holds in the algebra F .
Proof. The corollary follows immediately from Proposition 4 because the variables
x1, x2, x3 alternate in the identity (16). 
3. Weak identities in two variables
In the proof of [5, Proposition 3] it was established that
(17) B2/(B2 ∩ T (K2, H(K2))) ∼=
∑
N2(p+ q, p), p > 0, q ≥ 0.
In virtue of Proposition 4 and the embedding (5) the main theorem will be proved
if we show that the Hilbert series of the modules B2/(B2 ∩ T (K2, H(K2))) and B˜2
coincide. Hence till the end of the paper it is sufficient to work in B˜2.
Proposition 6. B˜
(n)
2
∼= B
(n)
2 /(B
(n)
2 ∩ T (K2, H(K2))), n ≤ 6.
Proof. It follows from the decomposition into a sum of irreducible submodules of
B
(2)
2 , B
(3)
2 and B
(4)
2 and from (17) that B
(2)
2 , B
(3)
2 and B
(4)
2 intersect trivially with
T . The identity (7) generates a GL(2,K)-module isomorphic to N2(3, 2). Since
B
(5)
2
∼= N2(4, 1)+ 2N2(3, 2), we obtain that (7) is the only identity in two variables
in B
(5)
2 . It follows from [4, Propositions 2.5 and 2.6] that
B
(6)
2
∼= N2(5, 1) + 3N2(4, 2) + 2N2(3
2)
and the corresponding submodules are generated by the polynomials
N2(5, 1): w1 = y(adx)
5;
N2(4, 2): w2 = [[y, x, x, x], [y, x]], w16 = [y, x][y, x, x, x], w25 = [y, x, x]
2;
N2(3
2): w9 = 2[[y, x, x], [y, x, y]], w13 = [y, x]
3.
The commutator [x1, x2, x3] is a Jordan element and as a consequence of (2) we
obtain the weak identity [[[x1, x2, x3], x4], [x5, x6]] = 0. Hence the commutators of
even length commute in F :
(18) [x1, . . . , x2k][y1, . . . , y2l] = [y1, . . . , y2l][x1, . . . , x2k].
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In particular
(19) [[y, x, x, x], [y, x]] = 0.
It follows from the identities (7) and (18) that
0 = [[y, x, x] ◦ [y, x], x] = [y, x, x, x] ◦ [y, x] + [y, x, x] ◦ [y, x, x],
(20) [y, x, x]2 = −[y, x, x, x][y, x].
We linearize (7) in y:
[y, x, x] ◦ [z, x] + [z, x, x] ◦ [y, x] = 0
and replace z by y2:
0 = [y, x, x] ◦ [y2, x] + [y2, x, x] ◦ [y, x]
= [y, x, x] ◦ (y ◦ [y, x]) + ([y, x, x] ◦ y + 2[y, x]2) ◦ [y, x].
Working modulo (18) we obtain
g(x, y) = [y, x, x, y][y, x] + [y, x, y][y, x, x] + 2[y, x]3 = 0.
In the latter equation we change the places of x and y and subtract
g(x, y)− g(y, x) = [[y, x, y], [y, x, x]] + 4[y, x]3 = 0;
(21) [[y, x, y], [y, x, x]] = −4[y, x]3.
It follows from (19), (20) and (21) that B
(6)
2 ∩ T
∼= 2N2(4, 2) +N2(3
2), i.e.
B˜
(6)
2
∼= B
(6)
2 /(B
(6)
2 ∩ T (K2, H(K2))).

Proposition 7. The vector space B˜2 is spanned by
([y, x](adx)k(ady)l)[y, x]q−1, k, l ≥ 0, q ≥ 1.
Proof. Let us consider the Sym(5)-submoduleM of Γ5 generated by the polynomial
[x1, x2, x3] ◦ [x4, x5]. By [4, Proposition 2.4] M ∼=M(3, 2) +M(3, 1
2) +M(22, 1) +
M(2, 13). It follows from Section 2 that M is equal to 0 in Γ˜5 and in Γ˜5
[x1, x2][x3, x4, x5] = −[x3, x4, x5][x1, x2].
As in (18) we obtain
(22) [x1, . . . , x2k][y1, . . . , y2l+1] = −[y1, . . . , y2l+1][x1, . . . , x2k].
Similarly, let M1 be the Sym(6)-submodule of Γ6 generated by the polynomials
[x1, x2, x3][x4, x5, x6] and [x1, x2][x3, x4, x5, x6]. Then
M1 ∼=
∑
M(k1, k2) +
∑
M(l1, l2, . . . , lm), m > 2,
is the decomposition of M1 into a sum of irreducible components. The second
summand ofM1 is equal to zero in Γ˜6 in virtue of Proposition 4. It follows from (19),
(20) and (21) that the components M(k1, k2) are expressed as linear combinations
of [xi1 , xi2 , xi3 , xi4 ][xi5 , xi6 ] and [xi1 , xi2 ][xi3 , xi4 ][xi5 , xi6 ]. Hence in Γ˜6
[x1, x2, x3][x4, x5, x6] =
∑
αi[xi1 , xi2 , xi3 , xi4 ][xi5 , xi6 ]
+
∑
βi[xi1 , xi2 ][xi3 , xi4 ][xi5 , xi6 ]
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for suitable αi, βi ∈ K. By analogy with (18) and (22) we derive that
(23) [x1, . . . , x2k+1][x2k+2, . . . , x2l] =
∑
γ[xi1 , . . . , xi2p ] · · · [xj1 , . . . , xj2q ].
(All commutators in the right hand side are of even length.)
By Lemma [10, Lemma 1.5] the vector space B2 is spanned by
(24) ([y, x](adx)k1 (ady)l1) · · · ([y, x](adx)km (ady)lm), ki, li ≥ 0.
Using the identities (22) and (23) we may assume that B˜2 is spanned only by the
elements from (24) with even km+ lm when m > 1. The commutators of odd length
are in SJ2 and from the identity (16) we obtain that
[y, x, t1, . . .][y, x, z1, x2, . . .] = [y, x, t1, . . .][[y, x, z1], z2, . . .]
= [[y, x, z1], x, t1, . . .][y, z2, . . .]− [[y, x, z1], y, t1, . . .][x, z2, . . .],
i.e. the elements in B˜2 are linear combinations of those elements in (24) with
km = lm = 0 when m > 0. The proof is completed by easy induction on the degree
of the elements (24). 
Proposition 8. The Hilbert series of B2/(B2 ∩ T (K2, H(K2))) and B˜2 coincide.
Proof. It follows from [6, Theorem 2.2] and [5, Proposition 2] that
H1(t) = H(B2/(B2 ∩ T (K2, H(K2))), t) = 1 + t
2(1− t)−2(1− t2)−1.
On the other hand, it follows from Proposition 7 that the coefficients of the Hilbert
seriesH2(t) = H(B˜2, t) are bounded from above by the coefficients of the Hilbert se-
riesH3(t) of the vector subspace ofA(x, y) with basis 1 and ([y, x](adx)
k(ady)l)[y, x]q−1,
k, l ≥ 0, q ≥ 1. For the series H3(t) we have
H3(t) = 1 + t
2
∑
tk+l(t2)q−1 = 1 + t2(1 − t)−2(1− t)−2 = H1(t).
Since H1(t) ≤ H2(t) by (5) and H2(t) ≤ H3(t) we derive that H1(t) = H2(t). This
completes the proof of the proposition and hence also of the main theorem. 
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