Abstract. The main aim of this paper is to generalize the classical concept of positive operator, and to develop a general extension theory, which overcomes not only the lack of a Hilbert space structure, but also the lack of a normable topology. The concept of anti-duality carries an adequate structure to define positivity in a natural way, and is still general enough to cover numerous important areas where the Hilbert space theory cannot be applied. Our running example -illustrating the applicability of the general setting to spaces bearing poor geometrical features -comes from noncommutative integration theory. Namely, representable extension of linear functionals of involutive algebras will be governed by their induced operators. The main theorem, to which the vast majority of the results is built, gives a complete and constructive characterization of those operators that admit a continuous positive extension to the whole space. Various properties such as commutation, or minimality and maximality of special extensions will be studied in detail.
Introduction
One of the most natural questions that arises when someone dealing with partially defined objects in mathematics is whether there exists an extension sharing some prescribed properties. A great many authors have studied abstract extension problems for operators on Hilbert spaces, that go at least back to M. G. Krein [17] and J. von Neumann [19] . (For various different developments of their groundbreaking work see e.g. [4-6, 8, 12, 13, 22, 26] , and the references therein.) The following extension problem was posed by P. R. Halmos [11] (For a more general completion problem for block operators see [7] .) This form helps us to demonstrate also that such an extension need not exist even in the most simple case. Indeed, assume that H is of the form H = K ⊕ K with a complex Hilbert space K and assume that A 11 is the zero operator, while A 21 = A * 21 is any positive but nonzero bounded operator on K. Then an elementary calculation shows that there is no positive completion at all.
The main aim of this paper is to develop a general extension theory which overcomes the problem of not having orthogonal decomposition when we drop the Hilbert space structure. This level of generality is indeed necessary in our considerations, because we intend to investigate extendibility of "positive" mappings acting on spaces without inner product. In order to introduce the appropriate analogues of standard operator classes, that cover the original Hilbert space setting, and is general enough to be applicable for objects like operator kernels and representable functionals, we are going to consider anti-dual pairs. That is, two appropriately chosen complex linear spaces intertwined by a sesquilinear and separating map, called anti-duality. This is a slight modification of the well known dual pair setting (see [21, Chapter IV]), the only difference we make is the conjugate linearity in the second variable. Having an anti-duality at hand also allows us to introduce various topologies, and hence continuity and boundedness of maps acting between the spaces in question.
The organization of the paper is as follows. Section 2 contains a short overview of concepts that are needed in later sections of the paper. In particular, we are going to introduce the notions of positivity and symmetry of operators in context of anti-dual pairs. It will turn out that these operators are weakly continuous, which suggests that the most adequate topologies for our investigations are the weak topologies.
In Section 3 we present a quite general extension theorem, which can be considered as the main result of the paper. In fact, this result will serve as the base of our further investigations throughout. Roughly speaking, we are going to characterize (in both topological and algebraic ways) operators possessing positive extension to the whole space. In addition, the construction which is based on the ingenious paper of Z. Sebestyén [24] has some useful theoretical consequences, including an explicit formula for the obtained positive extension, as well as for its "quadratic form". Also, it will turn out that this extension is minimal in some sense, thus we shall call it Krein-von Neumann extension, in accordance with the classical literature. We emphasize that in this paper we restrict ourselves to continuous extensions, and thus the operators we are going to deal with are typically not densely defined.
Hence, the maximal (Friedrichs) extension, apart from trivial cases, does not exist. Nevertheless, we will show that the set of positive extensions bounded by a fixed positive operator always possesses a maximal element. Closing that chapter we will also show how the abstract result can be used for positive definite operator functions. The special case when the anti-duality is the evaluation on the pair of a fixed Banach space and its conjugate topological dual will be considered in Section 4. On the one hand, we will obtain a strengthening of the main result of [26] , on the other hand, we will conclude that Halmos' original result follows indeed as an immediate consequence of our main theorem. Finally, we apply our results to obtain representable positive extensions of linear functionals given on a left ideal of an involutive algebra.
Preliminaries
In this section we collect all the necessary ingredients from the theory of topological vector spaces, anti-dual pairs, and their special linear operators which we are going to use throughout.
2.1. Anti-dual pairs and related topologies. We start by recalling the notion of anti-duality, which is just a slight (and technical) modification of dual pairing. Although there is no crucial difference between these two notions, we choose antiduality in order to stay formally as close as possible to the Hilbert space case. Let E, F be complex vector spaces. A function ·, · : F × E → C is called anti-duality if it is sesquilinear (that is to say, linear in the first argument and conjugate linear in the second one) and ·, · separates the points of F and E (that is to say, if f, x = 0 for all x ∈ E then f = 0 F and if f, x = 0 for all f ∈ F then x = 0 E ). The triple ((E, F ), ·, · ) is called an anti-dual pair, and it is denoted shortly by F, E . Observe that if F, E is an anti-dual pair then E, F ′ is also an anti-dual pair where ·, · ′ : E × F → C is given by
The most natural anti dual pair is a linear space and a linear subspace of its conjugate algebraic dual, intertwined by the evaluation as anti-duality. In fact, every anti-dual pair can be written in the above form. Indeed, if F, E is an antidual pair, then due to the identification
E may be regarded as a linear subspace of F * , the algebraic dual of F . Similarly, due to the mapping
F can be identified as a linear subspace ofĒ * , the algebraic anti-dual space of E. Our prototype of anti-dual pairs is the system ((H, H), (· | ·)) where H is a Hilbert space with inner product (· | ·). This particular anti-dual pair has the useful feature that H can be identified with its topological dual along the maps x → ϕ x and f → ψ f , according to the Riesz representation theorem. A similar feature is obtained in the general setting if we endow E and F with appropriate topologies. For this purpose the most natural at hand are the weak topologies σ(E, F ) and σ(F, E) on E and F , respectively: σ(E, F ) is the smallest topology making ϕ x continuous for all x ∈ E, and similarly, σ(F, E) is the smallest topology on F such that all the functionals of the form ψ f (f ∈ F ) are continuous. Both (E, σ(E, F )) and (F, σ(F, E)) are locally convex Hausdorff spaces such thatĒ ′ = F and F ′ = E, whereĒ ′ and F ′ refer to the topological anti-dual and dual spaces of E and F , respectively. We call an anti dual pair F, E w * -sequentially complete, if F is σ(F, E) sequentially complete. In order to demonstrate that being w * -sequentially complete does not mainly depend on the spaces but on the way of how to intertwine them, we cite an example of Wilansky.
Example 2.1. Let us denote by c and ℓ 1 the spaces of convergent and absolute summable complex sequences, respectively. Define an anti-duality by
Clearly, ℓ 1 , c 1 is an anti-dual pair, which is not w * -sequentially complete, as the sequence of Kronecker delta's (δ n (n) = 1 and δ n (k) = 0 if k = n) is a w * -Cauchy but not w * -convergent sequence in ℓ 1 . On the other hand, the anti-dual pair ℓ 1 , c 2 with
is w * -sequentially complete according to the Banach-Steinhaus theorem (for the details see Example 7 of 8-2 and Problem 108-109 of 8-2 in [30] ).
We remark also here that a linear space and its algebraic conjugate dual intertwined by evaluation is always w * -(sequentially) complete. A Banach space and its topological conjugate dual form also a w * -sequentially complete anti-dual pair, according to the Banach-Steinhaus theorem. More generally, a barrelled space and its topological conjugate dual form a quasi-complete, and hence a w * -sequentially complete anti-dual pair. Nevertheless we mention that the a Banach space is w * -complete if and only if the space is finite dimensional.
Besides the weak topology, the strong topology will be particularly important for our investigations. Recall that if F, E is an anti-dual pair, then the polar of A ⊆ F is the absolutely convex set
The strong topology β(E, F ) on E is obtained as the linear topology induced by polars of σ(F, E)-bounded subsets of F . Similarily, the strong topology β(F, E) on F is induced by polars of σ(E, F )-bounded subsets of E. Now we turn to investigate special linear operators acting between two sides of anti-dual pairs.
2.2.
Positive-and symmetric operators on anti-dual pairs. If an anti-dual pair F, E is given, we will use the short notation A : E ⊇ dom A → F for linear operators acting on a subspace dom A of E with values in F . We prefer this setting instead of considering duality with conjugate linear operators as in [1] . An operator
Ax, x ≥ 0 for all x ∈ dom A, and symmetric if
It is obvious that these are direct generalizations of the well-known notions of Hilbert space theory. The main advantage is that this setting allows us to handle structures without Hilbert space structure analogously. As the next example will illustrate, operators on anti-dual pairs appear very naturally for example in noncommutative integration theory.
Example 2.2. Let A be a * -algebra with algebraic conjugate-dualĀ * , and let I ⊆ A be a left-ideal. Then Ā * , A is an anti-dual pair with f, a := f (a). If a positive linear functional f : I → C is given, we can associate a positive operator
It will turn out later that positive extendibility of f to the whole algebra can be characterized by means of A f . Furthermore, the canonical extension of f itself will be gained from the canonical extension of A f .
Recall one of the main advantages of weak topology, namely that a linear operator T acting on a topological vector space (V, T V ) with values in (F, σ(F, E)) is continuous if and only if the linear functionals
are continuous for each x ∈ E. For the sake of simplicity we introduce the following terminology: if two anti-dual pairs F 1 , E 1 1 and F 2 , E 2 2 are given, we will call a map T :
The set of weakly continuous linear operators T :
) one can characterize weak continuity of an operator T : E 1 → F 2 . Indeed, according to (2.2), T is weakly continuous if and only if for all x 2 ∈ E 2 there exists f 1 ∈ F 1 such that
The (necessarily weakly continuous) operator
is called the adjoint of T . In particular, the adjoint A * of an operator A ∈ L (E; F ) belongs again to L (E; F ) and satisfies Ax, y = A * y, x for all x, y ∈ E. Hence it makes sense to speak about self-adjointness A = A * of an operator A ∈ L (E; F ). An everywhere defined symmetric operator (that is, an operator S : E → F such that Sx, y = Sy, x , x, y ∈ E) is automatically weakly continuous, and hence self-adjoint. If A : E ⊇ dom A → F is an operator such that Ax, x is real for all x ∈ dom A then the sesquilinear form t A (x, y) := Ax, y (x, y ∈ dom A) is hermitian, thus A is symmetric. Indeed, Ax, y = t A (x, y) = t A (y, x) = Ay, x holds for all x, y ∈ dom A. Let us summarize these observations in the following proposition. As our main interest in this paper lies in positive extensions, we present a prototype of positive operators. In rest of the paper we are mainly interested in positive operators on an anti-dual pair. In the next example we present the prototype of such positive operators. Example 2.3. Let F, E be an anti-dual pair and H a Hilbert space. If
We will see later that, under some natural conditions on F , each positive operator A ∈ L (E; F ) possesses a factorization of the form A = T * T with a suitable T and H of Example 2.3.
Main theorem -Extensions of positive operators
The central problem of this section is to provide necessary and sufficient conditions under which a linear operator A : E ⊇ dom A → F possesses a positive extension to the whole E. The following set associated to A will play a key role in our treatment:
The construction below is motivated by the work of Sebestyén [24] . Here we emphasize that no topological conditions on dom A are assumed.
Theorem 3.1. Let F, E be a w * -sequentially complete anti-dual pair and let A : E ⊇ dom A → F be a linear operator with domain dom A, which is assumed to be only a linear subspace. Then the following statements are equivalent.
If one (and hence all) of the above conditions is satisfied then there exists a distinguished extension called the Krein-von Neumann extension which is minimal in the following sense:
Proof. We start by proving that (iv) implies (i). Let us consider the following inner product on the range space ran A of A:
First of all note that (· | ·) A is well defined: if Ax = Ax ′ and Ay = Ay ′ , then
Furthermore, if Ax, x = 0 for some x ∈ dom A then (iv) implies Ax, y = 0 for all y ∈ E, hence Ax = 0, which means that (ran A, (· | ·) A ) is a pre-Hilbert space. Consider now the completion H A of ran A equipped with that inner product. Let us consider the densely defined canonical embedding operator
For any y in E, we see by (iv) that
hence the linear functional
is continuous with respect to the norm induced by (· | ·) A . That means that J is σ(ran A, H A )-σ(F, E) continuous and thus it admits a unique continuous extension to H A by w * -sequentially completeness of F . As it will not cause ambiguity, this extension will be denoted by the same symbol J ∈ L (H A ; F ). The adjoint operator
for every x, x ′ ∈ dom A, whence we gain the useful identity
And here we have arrived: for any x in dom A we find that Hence, to see that (i) implies (ii) we may assume that A is everywhere defined, i.e., A ∈ L (E; F ). We have to show that W (A) is bounded in the β(F, E) topology, that is, B
• absorbs W (A) for each σ(E, F )-bounded subset B of E. Note that we have A = JJ * and that W (A) ⊆ J B A , where B A refers to the closed unit ball in H A . Since B A is weakly compact, J B A is absorbed by the barrel B
• , according to the absorbing lemma. Hence B
• absorbs W (A) as well, proving that (i)⇒ (ii). As the topology β(F, E) is stronger then σ(F, E), (ii) implies (iii) obviously. Assume now that W (A) is weak-* bounded in F and take y from E. By continuity we see that ·, y is bounded on W (A) whence we conclude that
which clearly implies (iv). The equivalence of (i)-(iv) has been proved. In order to prove minimality of A N , we are going to show first that
Indeed, using density of ran A in H A , we conclude for all y ∈ E that
Consider now a positive extension A ∈ L (E; F ) of A. Then
≤ sup Ax, x Ay, y x ∈ E, Ax, x ≤ 1 = Ay, y , holds for any y ∈ E. Hence JJ * ≤ A, indeed.
For the sake of brevity and clarity we introduce now a short term to express that F, E is a given anti-dual pair where the topological space (F, σ(F, E) ) is sequentially complete, dom A is a linear subspace of E, and A : dom A → F is a linear operator that satisfies one (and hence all) of the properties (i)-(iv) in Theorem 3.1. Following Halmos' terminology we will say shortly that A is a subpositive operator on the w * -sequentially complete anti-dual pair F, E . Observe that (3.6) provides a useful explicit formula for the "quadratic form" of A N . From the density of ran A in H A we can establish another one, namely,
for every y ∈ E, which gives us
after rearrangement.
The simple example below demonstrates that w * -sequentially completeness of F was really essential in the main theorem.
Example 3.1. Let H be a Hilbert space and let A be an unbounded positive self-adjoint operator in H, with (dense) domain dom A. Let E denote the domain of A 1/2 , i.e., E := dom A 1/2 . Then clearly, H, E forms and anti-dual pair with respect to the duality induced by the inner product, but H is not sequentially complete with respect to the corresponding weak topology. It is readily seen that A : dom A → H fulfills condition (iv) of Theorem 3.1: indeed, for y ∈ E,
Although condition (iv) is satisfied, the implication of Theorem 3.1 does not remain true because of the lack of w * -sequentially completeness. Indeed, assume that A extends to a positive operator A : E → H. Recall that a self-adjoint operator may not have any proper symmetric extension, hence A = A and, in particular, dom A = dom A 1/2 . But thus is impossible because dom A dom A 1/2 whenever A is unbounded (see [28, Corollary 2.4 
]).
Notice that the set of positive extensions of a given positive operator A has no maximal element (unless dom A is dense): for example, in the trivial case when dom A = {0}, every positive operator is an extension of A. However, the next theorem says that we will get a maximum among positive extensions, bounded by a positive operator B. . Take x ∈ dom A, then for every y ∈ E we have
Furthermore, a positive operator 0 ≤ A ≤ B is an extension of A if and only if
The next theorem tells us that the Krein-von Neumann extension preserves certain commutation properties as well. We remark in advance that the proof is a bit unusual: although the claim concerns continuous operators, the proof itself applies unbounded operator techniques. We see therefore that B and C are closable operators and their closures satisfy
We are going to prove first that B * * and C * * are adjoints of each other, i.e.,
By [25, Theorem 3.1] that will be shown once we prove that the operator matrix
has full range, i.e., ran Π = H A × H A , for some t ∈ R, t = 0 (here I A stands for the identity operator of H A ). From (3.10) it is easy to deduce that
and since Π is a closed operator, its range is closed. On the other hand, with
we have Π = Π * * 0 , hence it suffices to show that Π 0 has dense range. To do so observe that
and here the latter one has range
By assumption, we have that the restriction t 2 I + BC| dom A : dom A → dom A is weakly continuously invertible whenever t is large enough. The same holds true for t 2 I + CB because of the Jacobson lemma. Hence we conclude that the set in (3.11) is identical with ran A × ran A, and therefore ran A × ran A ⊆ ran Π 0 , which proves our claim.
Next we show that ran J * ⊆ dom( B * * ) and J * B = B * * J * . Let y ∈ E and x ∈ dom A, then ( C(Ax) | J * y) A = ACx, y = Ax, By = (Ax | J * By) A , whence we have J * y ∈ dom( C * ) and C * J * y = J * By. Since we have C * = B * * , this proves J * B = B * * J * . Similarly, J * C = CJ * . And now we have arrived:
and similarly, A N C = B * A N . The proof is complete.
We have proved above that the auxiliary operators B and C (more precisely, their closures) are adjoint of each other, but we do not know whether they are bounded or not. If the underlying anti-dual pair comes from a Banach space E and its conjugate dual space F =Ē ′ then one can imitate the proof of [14, Theorem 2.2] to show that B, C are bounded operators with common norm bound r(BC), the spectral radius of BC.
We close this section by a quick application of our main theorem. Namely, we are going to deal with so called positive definite operator functions see e.g. [3, 27] for the Hilbert space case, and [15, 18] for the Banach space setting. As these frameworks were too restrictive for various applications, many authors dealt with the case of functions taking values in a locally convex topological vector spaces in duality (see for example [4] and the references therein). Our setting is as follows: let F, E be a w * -sequentially complete anti-dual pair and Z be a non-void set. Let us denote by F the vector space of functions u : Z → E which have finite support, and denote byF * the algebraic conjugate dual of F . A function K : Z × Z → L (E; F ) is called a positive definite function (or shortly, a kernel ) if it satisfies (3.12)
We can naturally associate a positive operator A K : F →F * with K by setting
For given two kernels K, L we write K L if their associated positive operators satisfy A K ≤ A L . Using this correspondence one can consider a kernel K as subspace of F ×F * of the form {(u, A K u) | u ∈ F }, say the graph of K. In the following theorem we will characterize whether a subspace implemented by an operator A : F 0 →F * can be extended to be a graph of a kernel. 
Proof. It is obvious that (i) implies (ii). For the converse observe that F andF * intertwined by the evaluation form a w * -sequentially complete anti-dual pair, thus we can apply Theorem 3.1. Therefore the smallest (Krein-von Neumann) extension A N of A exists. Our only duty is to show that A N is induced by a suitable kernel K. To this aim, for any fixed s ∈ Z and x ∈ E introduce the function u s,x ∈ F by setting
where δ s is the usual Dirac-function concentrated at s. For s, t ∈ Z define a linear operator K(s, t) : E → F by
By the symmetry of A N we conclude that
whence it is clear that K(s, t) ∈ L (E; F ) (and also that K(s, t) * = K(t, s)). Finally, since every u ∈ F can be expressed as u = s∈Z u s,u(s) we have
which means that A N is induced by the kernel K.
The Banach space setting
In this section we are going to investigate the special case when the anti-duality is the evaluation on the pair of a fixed Banach space E and its conjugate topological dualĒ ′ . We will obtain a strengthening of the main result of [26] , and we will show that Halmos' original result is indeed a corollary of our main theorem.
We remark that the Banach-Steinhaus theorem forcesĒ ′ to be weakly sequentially complete, and hence everything has been proved in the preceding sections remains valid also for the anti-dual pair Ē ′ , E . We start our investigations with a suitable generalization of the Schwarz inequality (cf. Kadison [16, Theorem 1] , and also Lemma 2.1 and Corollary 2.2 in [29] ). Proposition 4.1. Let E be a Banach space and let A i : E →Ē ′ (1 ≤ i ≤ n) be positive operators. Then for every set of vectors x i ∈ E 1 ≤ i ≤ n the following inequality holds
Moreover, C := n j=1 A j is the smallest constant satisfying (4.1).
Proof. Consider the direct sum Hilbert-space K := n j=1 H Aj , and define a linear operator V : E → K by V x := (A 1 x, A 2 x, . . . , A n x) for x ∈ E. It is easy to check that V is continuous by norm bound
A j . A straightforward calculation shows that its adjoint acts as
In order to prove minimality, let us fix a constant C ≥ 0 that satisfies (4.1) with n j=1 A j replaced by C. Then for x ∈ E the following inequalities hold
thus we have
As an immediate consequence of the preceding proposition (n = 1) we have Proof. The equivalence between (i) and (iii) is clear from Theorem 3.1. That (i) implies (ii) follows from (4.2) with M = A . To see that (ii) implies (iii), fix y ∈ E and observe that
In any case, there exists the Krein-von Neumann extension
Hence (iii) holds with M y = M · y 2 . To prove (4.4), let M A denote the corresponding infimum. It follows from (4.2) that M A ≤ A N . To see the converse, take y ∈ E, y ≤ 1, then for every
hence Ay, y ≤ M , according to formula (3.6). Consequently,
The rest of the statement follows immediately from Theorem 3.3.
We remark here that implication (ii)⇒(iii) could be deduced also from (iii)⇒(iv) of 
In any case, there exists is the Krein-von Neumann extension A N of A whose norm satisfies
As a concluding result of this section we prove Halmos' result on positive completions of incomplete matrices (see [11, §5, Corollary 2] 
Since A 2 11 ≤ A 11 · A 11 , this obviously gives (ii). The equivalence of (ii) and (iii) follows immediately from the Douglas factorization theorem [9] . Finally, assuming (ii) we clearly have
hence A fulfills (ii) of Corollary 4.3. Consequently, A has a bounded positive extension, or equivalently, A can be filled in to get a positive operator.
Finally we mention that Friedrichs extension of unbounded operators acting between reflexive Banach spaces and their duals has been investigated by Farkas and Matolcsi in [10] .
Functional extensions on *-algebras
The goal of this section is to show that how abstract operator extensions can be applied for positive functionals on a *-algebra.
Let A be a not necessarily unital complex * -algebra. Recall that a linear functional f on A is called representable if there exist a Hilbert space H, a *-representation (that is, a *-homomorphism) π : A → B(H) and a vector ξ ∈ H such that f (a) = (π(a)ξ | ξ), a ∈ A . It is clear that every representable functional is positive, nevertheless the converse is not true in such generality.
Consider now a left ideal I of A and a linear functional f : I → C. In this section we provide necessary and sufficient conditions under which f admits a representable extension to A (cf. also [26] for the Banach-* algebra setting). Recall that if f : I → C is a linear functional, then we can associate an operator A : I →Ā * to f by setting
Clearly, A is positive if and only if f is positive, i.e., f (a * a) ≥ 0 holds for all a ∈ I . In what follows we are exclusively interested in representable extensions of functionals. Recall that f is said to be Hilbert bounded if there is constant M ≥ 0 such that
and admissible if for any x in A there exists λ x ≥ 0 such that
for all a ∈ I . In the next theorem we provide the analogue of Theorem 3.2. 
for some M ′ ≥ 0, because of Hilbert boundedness. Hence f ⊂ f , which completes the proof.
