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1. INTRODUCTION 
Let A be a bounded linear operator on a Hilbert space 2, and B a 
bounded linear operator from a Hilbert space F to Z. In system theory 
context 2 is a state space and A is a state operator, while F is an input 
space and B is an input operator. Such a pair (A, B) is called a (linear) 
system. A feedback for a system (A, B) is a bounded linear operator from X 
to .Y. A system (A, B) is called exactly controllable if every vector of Z 
belongs to Ckm,O AkB(Y), the algebraic linear span of AkB(Y), k = 0, I,... . 
Recall, in this connection, that a system (A, B) is called controllable if 
Ck”_,AkB(S’) ’ d is ense in Z. It is a classical theorem of Wonham [7] that a 
system (A, B) with finite-dimensional state space is exactly controllable if 
and only if for each n-tuple (Izi,..., A,} of complex numbers (where 
n = dim(X)) there is a feedback F such that the eigenvalues of A + BF 
consist exactly of {A,,..., A,} (Pole Assignment Theorem). An infinite- 
dimensional version of this theorem was recently established by Eckstein [3], 
but his proof seems quite involved. In this paper we present a transparent 
proof to Eckstein’s result as well as proofs for the equivalence of various 
other conditions to exact controllability. 
In the infinite-dimensional case we have to consider the spectrum of a 
bounded linear operator T instead of its eigenvalues. Let o(T) denote the 
spectrum of T, and ]I T/I the operator norm of T. As a measure for the size of 
a bounded non-empty set /i of the complex plane 6, we shall use 
/IAl), :=sup{l2l:AE/i}. 
By a gauge function we mean a non-negative, non-decreasing function 
defined on the half-line [0, co). 
THEOREM. The following conditions for a system (A, B) are mutually 
equivalent. 
(a) (A, B) is exactly controllable. 
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(b) There exists n E N, the set of natural numbers, such that 
n-l 
2 AkB(F) =z. 
k=O 
(c) (Pole Assignment): there exist n E N and a gauge function 4(t) 
such thatfor each n-tuple A = {A, ,..., A,,} of complex numbers (with repetition 
admitted ) there is a feedback F = FA such that 
]]F]] < $(]]A I],) andfi (A + BF-SI)= 0. 
j=l 
(c’) (Spectrum Assignment): there exists a gauge function d(t) such 
that for each bounded non-empty set A of the complex plane, with cardinality 
not greater than dim(z), there is a feedback F = F* for which 
IIFII G !+w IL> and a(A +BF)=/I (the closure of A ). 
(d) (Spectrum Separation): there exist feedbacks F, and F, such that 
a(A + BF,) n o(A + BP,) = 0. 
(e) (Pole Removal): for each 1 E C there exists a feedback F = FJ 
such that L is not in the spectrum a(A + BF). 
(f) For every 1 E C 
(A - /U)(R) + B(Y) = R’. 
Some remarks are in order. Part (b) means that the linear operator 
[B, AB,..., A”-‘B] from the direct sum F @ .‘F @ . . . @ F (n copies) to z is 
surjective, and likewise (f) means the surjectivity of the linear operator 
[A - AI, B] from 3 @ F to GF for every 1 E 6. Therefore, when X is finite 
dimensional, (b) is equivalent to the condition 
= dim@??‘), rank [B, AB,..., A”- ‘B 
and (f) is equivalent to that 
rank [A - kZ, B] = dim(z) 
In these forms the equivalence of (b) and 
obtained by Hautus [4]. 
for all L E C. 
f) for finite-dimensional 3 was 
When X’ is infinite dimensional, we use the following variants for surjec- 
tivity (see [2]): a bounded linear operator T from a Hilbert space X to 3 is 
surjective if and only if it is right-invertible, that is, there is a bounded linear 
operator S from X to X such that TS = I. The right invertibility can be 
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characterised by the invertibility of TT*, hence by the existence of 6 > 0 
such that TT* > 61. Here T, > T, for self-adjoint Ti, i = 1,2, means that 
T, - T, is positive semi-definite. Therefore (b) means that there exist il E N 
and 6 > 0 such that 
n-1 
z. ((B*A*k~((2>/d((~(12 for all xE0Y. 
Similarly (f) means that for each A E C there exists E,, > 0 such that 
ll(A -w*412 + lP*xl12 > “,l /141Z for all x E R. 
2. PROOF OF THEOREM 
(a) 3 (b) is a consequence of the Baire category theorem. Indeed, since Z 
is of the second category, for some n E&N the span C~:~AkB(.F) must be 
of the second category. But the range of the bounded linear operator 
[B, A&..., A”-‘B] can be of the second category only if the operator is 
surjective (see [S, p. 471). 
Before entering the proof of (b) * (c) and (b) 3 (c’), let us first show, as 
in Eckstein [3], that in (b) the range of i? can be assumed to be closed. As 
remarked in Section 1, (b) implies that there is a bounded linear operator Q 
from Z to F @ .F @ . . e @ F (n copies) such that 
[B, AB ,..., An- ‘B] . Q = I. 
Let 
B”B = 
5 
* tdE(t) 
0 
be the spectral representation of the positive semi-definite operator B*B (see 
[5, p. 348]), and let 
B, = B . (Z - E(E)). 
Then 
so that 
IIB - Bell = IIB . E(&)ll G 6, 
II [BE, AB,,..., A”-‘B,]. Q-Zjl-0 as E+O. 
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This implies that for sufficiently small E>O the operator 
[B,, AB,,..., A”-‘B,] . Q is invertible, hence 
n-1 
2 AkB,(3’) =&“. 
k=O 
Let Jr := B,(g). Then A, is a closed subspace, and there is a bounded 
linear operator C from A, to 59 such that BC = I,, where I, is the identity 
operator of Jr. Thus it follows from (b) that there are a closed subspace AI 
of R and a bounded linear operator C from AI to Y such that 
n-1 
BC= I, and c Ak(&)=R. (1) 
k=O 
Consider the decomposition 
GT=&q @A*, 
where -,& is the orthogonal complement of 4, and represent A by an 
operator matrix 
A= [Ii:: :::J 
where A, is a bounded linear operator from 4 to 4. For each bounded 
linear operator D form dz to AI and each bounded normal operator N, i.e., 
N*N = NN*, on Jr, consider the feedback F = [F, , F2] from R = ,aV, @.A& 
to Y determined by 
F,=C.(DAzl+N-AI1) and F,=C.(DA,,-ND-A,,). 
This feedback will be denoted by F = F(D, N). Since 
IlFll G IIF1 II + IlFzll and ll4ll G IV IL i,j= 1,2 
and for normal N (see [5, p. 238)) 
IlNll = II Wllm, 
the norm of F admits the estimate 
IlFli G II Cl1 . 12 IIA II + 2 IP II . IIDII + IlW)llm + IIDII . II4WlcnI~ (2) 
Simple calculations will show 
DA,,+N DA,,-ND 1 
:“:A D][” -“] 22 21 0 I, ’ 
EXACT CONTROLLABILITY 541 
where Ii is the identity operator on 4, i = 1,2. Since 
A + BF is similar to 
N 0 
A*, I A,*+-A*,D ’ 
hence obviously 
a(A + BF) G o(N) U a(A,, t A,,D). 
If A is not in the spectrum a(A + BF), N - 111, is surjective, hence injective 
by the normality of N, so that N - lZI, is invertible. Then simple calculations 
will show that A,, + A,,D - AZzI, is invertible too. When combined with the 
above, this leads to the relation 
u(A+BF)=a(N)uo(A,,+A,,D). (3) 
Now let us prove by induction on n that (b) implies (c) (with the same n 
as in (b)) and (c’). Here (b) will be used in the form (1). In case n = 1, let 
and take N = A, Z for (c), and normal operator N with u(N) = 2 for (c’). In 
view of (2) and (3) both (c) and (c’) are satisfied with the feedback 
F = C. (N-A) because in this case 4 =R and .,& = (O}. Suppose that 
n > 1 and the implications (b) * (c) and (b) * (c’) have been generally 
proved for all cases with n - 1 instead of n. In (1) we can assume without 
loss of generality that LM, # (0} and J& # (0). Then it follows from (1) 
n-2 
1 ‘4:2A,,C4)=.4, 
k=O 
which means that (b) is satisfied if A, B and it are replaced by A22, A,, and 
n - 1, respectively. According to induction assumption, (c) and (c’) are valid 
if A, B, n and 4(t) are replaced by A,,, Azl, n - 1 and a certain gauge 
function v(t), respectively. Define a new gauge function 4(t) by 
4(f) = II Cl1 . P IP II + 2 IV II v(t) + t + ~(01. (4) 
Let us show that (c) and (c’) are valid with this choice of 4(t). To see (c), 
take /i = {A, ..., A,,) (with repetition admitted). By (c) for the system 
(A**, A,,) there is a bounded linear operator D from -H2 to Mi such that 
n-1 
IIDII G VW II,> and ,g (A22 +A,,D--jZ2)=0* 
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Let N = A,I, . Then with suitable choice of operators X, Y 
,,,:AzlD] -‘j[ ‘d I] 1 
=[ 
x 
Y np: 
which implies that 
0 I[ 0 0 (A22+A21D-ljI2) ’ A,, Azz+A,,D-1,1, 
for the feedback F = F(D, N) 
The estimate 
follows from (2) and (4). This proves (c). 
To see (c’), take a bounded non-empty set A with cardinality not greater 
than dim(R). If dim(R) = co, (1) implies dim(J) = co, so that there is a 
normal operator N on Mi such that a(N) = 2. Fix a point I E A. By (c’) for 
the system (A,,,A,,) there is a bounded linear operator D from .A1 to ,& 
such that 
Then the feedback F = F(D, N) has the properties by (2), (3) and (4): 
IIFII G fw II,) and a(A + BF) = 2. 
If dim(Z) < co, A is a finite set, say, A = (A, ,..., A,]. Let m = m, + m2 with 
1 < mj < dim(.J), j = 1,2. Take a normal operator N on OH, such that 
4-V = (4 ,..., A,,,, 1. 
By (c’) for the system (Az2, A,,) there is a bounded linear operator D from 
Mz to A, such that 
IIDII G VW lIcDo> and 4Au +A,,D)= bLl+w.,~m~. 
Then by (2), (3) and (4) the feedback F = F(D, N) has the properties 
IIF‘ Q 4W II,) 
This proves (c’). 
and a(A +BF)=A =/i. 
To see (C)S- (d) and (c’) 3 (d), it suffices to take the feedbacks F, and F, 
corresponding, for instance, to A, = (O} and A, = { 1 }, respectively. (d) * (e) 
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is obvious because, under (d), each L E C is not in a(,4 + BF,) or 
~$4 + BF,). (e) * (f) is seen as follows. The invertibility of A + BF - AI 
implies 
A?- = (A + BF - U)(R) 
c (x4 - AI)(Z) + BF(A?) c (A - U)(Z) + B(Y). 
The implication (f) * (b) was proved in a previous paper [6] based on a 
result of operator-valued analytic functions. Here let us present a more 
linear-algebraic proof based on the ultra-power construction. Though this is 
now a well-established technique (see [ l]), let us indicate the points for the 
sake of completeness. 
Fix a free ultra-filter .F on N. For each Hilbert space 3, let Im(j% ) 
denote the pre-Hilbert space of bounded sequences of .3’, equipped with 
inner product 
(WY (Y,)) = W&, y Y,>. 
Here the right-hand side indicates the limit along the free ultra-filter Y, the 
existence of which is guaranteed by the boundedness of the numerical 
sequence ((x,, y,)}. Denote by .Y? the associated Hilbert space, that is, the 
completion of the quotient space E”(Z’)/~~(X) where 
i?(n) = {(x,): lim,, I/x, ]] = 0). 
If 2 is the canonical image of (x,) in ,2?, (x,) is called a representutiue of 2, 
in symbols x 2: (x,). Then by definition the set of vectors with representative 
is dense in .y. Each bounded linear operator T from a Hilbert space CXi to 
another .YY; produces a bounded linear operator f from $ to Y?* by the 
following formula: 
f? N (TX,) 
f is well defined, because 
whenever ,? N (x,). 
Ilm>ll G II TII . Il(-%)ll for all (x,) in P(Xi) 
and (Ty,) belongs to eF(,r,) whenever (JJ,) does to Zr(Zi). The correspon- 
dence TM f is linear and commutes with adjoint formation, that is, 
f* = (F)*. It is multiplicative in the sense that if T, is from 4 to Z2 and 
T, from 3, to 3; then (G) = f2 f, . As a consequence, T > S on 3. 
implies p> 3 on 2. Further the identity operator on .Z is transformed to 
the identity operator on 3?. 
Now let us turn to the proof of (f) =z- (b). As remarked in Section 1, (f) 
implies that for each A E C there exists e1 > 0 such that 
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This implies, as mentioned above, that 
or equivalently 
IICA -@*“y^ll* -I- ll~*~ll’ 2 &A lI.Jll’ for all j&P. (5) 
Suppose by contradiction that (b) is not valid for any n E N. Then, as 
remarked in Section 1, there is a sequence (x,) of unit vectors of A? such 
that 
n-1 
2 IIB”A *kX,ll* + 0 as n 3 0, 
k=O 
hence for 2 N (x,) 
B”A*ki= 0 , k = 0, 1, 2,... (6) 
Consider the closed a *-invariant subspace of J? 
.I= fi ker(fi*A*k), 
k=O 
which contains the non-zero vector x^ by (6) and is contained in ker(B*). 
Then it follows from (5) that for each A E C and all y^ E .I 
l&i* -a)pIl’=Il(A -G)*y^ll* t IIs*$II’>E~ lIplIz, 
which implies that no A can be approximate point spectrum of a* ( /, the 
restriction of A* to .H. But this is possible only when .d = (O), a 
contradiction (see [ 11). This contradiction proves (b). 
Since (b) * (a) is trivial, the proof of the theorem is now complete. 
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Note added in prooj The equivalence of (b), (d), and (f) in the theorem is also obtained in 
a recent paper by M. A. Kaashoek, C. V. M. van der Mee, and L. Rodman (Analytic operator 
functions with compact spectrum. III. Hilbert space case: Inverse problem and applications. 
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that the equivalence of (b) and (c) in the theorem gives better solutions to the inverse problem 
and extension problem for spectral pairs considered in their paper. 
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