We present an application of gesture recognition using an extension of dynamic time warping (DTW) to recognize behavioral patterns of attention deficit hyperactivity disorder (ADHD). We propose an extension of DTW using one-class classifiers in order to be able to encode the variability of a gesture category, and thus, perform an alignment between a gesture sample and a gesture class. We model the set of gesture samples of a certain gesture category using either Gaussian mixture models or an approximation of convex hulls. Thus, we add a theoretical contribution to classical warping path in DTW by including local modeling of intraclass gesture variability. This methodology is applied in a clinical context, detecting a group of ADHD behavioral patterns defined by experts in psychology/psychiatry, to provide support to clinicians in the diagnose procedure. The proposed methodology is tested on a novel multimodal dataset (RGB plus depth) of ADHD children recordings with behavioral patterns. We obtain satisfying results when compared to standard state-of-the-art approaches in the DTW context. Index Terms-Attention deficit hyperactivity disorder (ADHD), convex hulls, dynamic time warping (DTW), Gaussian mixture models (GMMs), gesture recognition, multimodal RGB-depth data.
this problem. Current methodologies have shown preliminary results on very simple scenarios, but they are still far from human performance.
In the gesture recognition field there exists a wide number of methods based on dynamic programming algorithms for both alignment and clustering of temporal series [30] . Probabilistic methods such as hidden Markov models or conditional random fields are also very usual in [28] . Nevertheless, one of the most common methods for human gesture recognition is dynamic time warping (DTW) [3] , [23] . It offers a simple yet effective temporal alignment between sequences of different lengths. However, the application of such methods to gesture detection in complex scenarios becomes a hard task due to the high variability of the environmental conditions among different domains. Some common problems are: wide range of human pose configurations, influence of background, continuity of human movements, spontaneity of human actions, speed, appearance of unexpected objects, illumination changes, partial occlusions, or different points of view, just to mention a few. These effects can cause dramatic changes in the description of a certain gesture, generating a great intraclass variability. In this sense, since usual DTW is applied between a sequence and a single pattern, it fails to take into account such variability. In this sense, some methods to tackle this problem have recently appeared in [9] , [17] , and [29] .
In addition, the release of the Microsoft Kinect sensor in late 2010 has allowed an easy and inexpensive access to synchronized depth imaging with standard video data. This data combines both sources into what is commonly named RGB-D images (RGB plus depth). This data fusion, very welcomed by the computer vision community, has reduced the burden of the first steps in many pipelines devoted to image or object segmentation and opened new questions such as how this data can be effectively described and fused. This depth information has been particularly exploited for human body segmentation and tracking. Shotton et al. [25] introduced one of the greatest advances in the extraction of the human body pose using RGB-D, which is provided as part of the Kinect human recognition framework. The method is based on inferring pixel label probabilities through Random Forest from learned offsets of depth features. Girshick et al. [8] proposed later a different approach in which they directly regress the positions of the body joints, without the need of an intermediate pixel-wise body limb classification as in [25] . The extraction of body pose information opens the door to develop more accurate gesture recognition methodologies [7] , [19] .
In particular, there is a growing interest in the application of gesture recognition methods in the clinical context. Concretely, gesture recognition methods can be even more valuable on psychological or psychiatric scenarios where the diagnostic of a certain disease is based on the interpretation of certain behavioral patterns of the subject. Up-to-date, video sequences were analyzed on a frame-by-frame fashion by experts which were typically trained for several months to achieve a good performance on the analysis. Of course, this situation is not applicable to large amounts of data since it is a very time consuming procedure and its automatization is highly desirable. Specifically, the case of attention deficit hyperactivity disorder (ADHD) is one of the most notable scenarios, since it is the most commonly studied and diagnosed psychiatric disorder in childhood, globally affecting about five percent of children [16] . In this line of research some works can be found in [11] and [27] , which develop tools to assist children with autism-related disorders. Nevertheless, one of the main problems that clinicians experiment when diagnosing ADHD is the huge subjective component of the interpretation of symptoms, because their definition is either ambiguous or inaccurate. In this sense, an objective gesture recognition tool which is able to detect behavioral patterns defined by a set of psychiatric/psychological experts will be of great value in order to help the clinicians with ADHD diagnose. This paper pretends to be a study on a concrete set of ADHD patterns, which aims to be extended in future works.
We propose to use an extension of the DTW method, that is able to perform an alignment between a sequence and a set of N pattern samples from the same gesture category. The variance caused by environmental factors is modeled using either a Gaussian mixture model (GMM) [26] or an approximation of a convex hull [5] . Consequently, the distance metric used in the DTW framework is redefined in order to provide a probabilitybased measure. The proposed method is evaluated in a novel ADHD behavioral pattern dataset, in which both subject diagnosed with ADHD and a control group where recorded in a class-room environment, obtaining satisfying results. Our list of contributions is as follows.
1) An extension of classical DTW by modeling the intraclass variability of gestures is proposed. 2) GMMs and approximated convex hulls are embedded in the DTW by defining novel distances. 3) A novel multimodal ADHD behavioral pattern dataset is presented. 4) We test our proposal in the novel ADHD behavioral patterns dataset obtaining very satisfying results. The rest of this paper is structured as follows. Section II presents the gesture recognition proposal. Section IV presents a novel ADHD dataset and shows the experimental results on a novel ADHD behavioral pattern dataset. Finally, Section V summarizes the conclusion.
II. DEFINITION OF ADHD BEHAVIORAL PATTERNS
AND FEATURE EXTRACTION We split the methodology of the proposal in different stages. First, we define the ADHD behavioral patterns to be learnt.
Second, the considered set of multimodal features for each frame is described, and finally, the novel DTW extension based on GMM and convex hull modeling is presented.
A. Definition of ADHD Behavioral Patterns
ADHD is one of the most common childhood disorders and can continue through adolescence and adulthood. Symptoms include difficulty staying focused and paying attention, difficulty controlling behavior, and hyperactivity. ADHD has three subtypes, defined by the diagnostic and statistical manual of mental disorders (DSM IV) and CIE X [14] , [18] .
1) Predominantly hyperactive-impulsive.
2) Predominantly inattentive.
3) Combined hyperactive-impulsive and inattentive.
In addition children who have symptoms of inattention may: 1) be easily distracted, miss details, forget things, and frequently switch from one activity to another; 2) have difficulty focusing on one task; 3) become bored with a task after only a few minutes, unless they are doing something enjoyable; 4) have difficulty focusing attention on organizing and completing a task or learning something new. Children who have symptoms of hyperactivity may: 1) fidget and squirm in their seats; 2) dash around, touching, or playing with anything and everything in sight; 3) have trouble sitting still during dinner, school, and story time; 4) be constantly in motion. Children who have symptoms of impulsiveness may: 1) have difficulty waiting for things they want or waiting their turns in games; 2) often interrupt conversations or other activities. In order to develop a system that automatically detects ADHD behavioral patterns, first we have to define a set of ADHD behavioral patterns (gestures to detect) that are both objective and descriptive yet discriminable. In other words, the set of patterns has to be descriptive enough to provide an ADHD profile of the subject, and simple enough in order to be able to automatize the detection. Furthermore, the symptoms depicted in the DSM [18] , were strictly followed, and the set of behavioral patterns was designed in conjunction with a team of experts in ADHD.
In order to define the behavioral patterns to be automatically detected, an analysis of the context in which the video sequences take place has to be performed. Taking into account that video sequences were recorded in a school class context, including mathematical exercises and computer gaming, with no disturbing events taking place, the set of defined ADHD behavioral patterns is the following (an example is shown in Fig. 1 ).
1) Head Turning Behavioral Pattern: The definition of this behavioral pattern takes its reason from the different symptoms in the inattention branch. Behaviors like be easily distracted, miss details, forget things, and frequently switch from one activity to another, or have difficulty focusing on one thing have a close relationship with turning the head from the goal task to other unrelated task. Therefore, this indicator is defined as a head turn to either right or left sides. 2) Torso in Table Behavioral Pattern: The Torso in table behavioral pattern is related to hyperactive symptoms such fidget and squirm in their seats and have trouble sitting still during dinner, school, and story time.
3) Classmate's Desk Invasion Behavioral Pattern: This
behavioral pattern takes is root from the impulsive symptoms like often interrupt conversations or others' activities or have difficulty waiting for things they want or waiting their turns in games.
4) Movement With/Without a Pattern Behavioral Pattern:
The last pattern aims to provide a detection for those symptoms across all ADHD branches (inattentiveness, hyperactivity, and impulsiveness) that involve a high quantity of motion. This set of behavioral patterns is representative enough of the different symptoms of ADHD and provides a generalization analysis of the feasibility of our approach for supporting diagnosis.
B. Image Acquisition, Preprocessing, and Feature Extraction
We use the Kinect sensor in order to capture video sequences in which subjects diagnosed with ADHD and subjects not diagnosed with ADHD (control group) were recorded. In this sense, we use the depth information provided by the Kinect sensor to obtain a segmentation of the subjects in the scene obtaining a complete segmentation of their upper-body limbs. Given a frame I t , t = 1, . . . , T, the corresponding segmentation S t on the depth map is computed by Otsu [20] method, keeping the biggest convex unconnected components, that is, the components with a larger number of pixels. In this sense, if three subjects appear on the scene, the three biggest components were kept. Otherwise, if two subjects appear on the scene, the two biggest convex unconnected components are kept as the segmentation. Moreover, Random Forest segmentation is applied over the foreground objects [25] in order to segment the regions corresponding to different subjects.
1) Head Turning Behavioral Pattern Feature: The features for the head rotation detection are computed for each frame t as follows. First of all, we obtain the bounding box B t containing the head, by means of GrabCut segmentation [24] . As GrabCut is a semi-automatic method, a manual bounding box has to be provided by the user at the first frame. With the resulting segmentation mask, the bounding box for that frame can be easily computed. Additionally, some morphological operations are applied on the segmentation mask in order to initialize the segmentation of the following frame, as in [12] . Once a bounding box B t is detected for one frame, a color-based descriptor FHead t is extracted from the pixels inside it. The bounding box is firstly divided inŌ × O cells, and each one of them is described with a label γ ∈ {1, . . . , G} corresponding to the most frequent color as follows:
where B t i,j is the (i, j)th cell of the head bounding box at time t. In addition, ColorName(x) is a function which returns the color name of an RGB pixel x, and δ(·) is a Dirac delta function. The color-naming data with G = 11 basic colors (red, orange, brown, yellow, green, blue, purple, pink, white, gray, black) presented in [22] has been used. An example of the feature computation procedure is shown in Fig. 2 .
2) Torso on Desk Behavioral Pattern Feature: The torso on desk feature computes the relative distance of the subject's torso to the desk, in order to provide a measure of how close the torso is in relation to the desk. In this sense, this distance is computed as the Euclidean distance of the top pixel of the segmentation mask of the subject to the closest desk pixel. This distance can be easily computed by finding the uppermost pixel
(
An example of the feature calculation is shown in Fig. 3 .
3) Classmate's Desk Invasion Feature:
In order to compute the classmate's desk invasion feature, we also use the segmentation mask S t . For a given subject, the feature is basically defined as the minimum distance between the pixels in the subject's unconnected components of the mask S t , and the pixels in the neighbor classmate's components S t ne (ne = 1, 2 in our case)
An example of this computation is shown in Fig. 3 .
4) Movement With/Without Pattern Feature:
In the movement with/without a pattern feature we want to describe general movements of the subject. Subjects that are diagnosed with Hyperactivity often perform two different types of motion patterns: random movements, which is often denoted as agitation, and movements that follow a pattern, as in the case of nervous tics, in which a group of muscles moves in a repetitive fashion. This feature is designed in order to cope with both cases. In this sense, we first compute the optical flow [15] between current and next frames. Then, we compute the average optical flow magnitude over the pixels belonging to the segmentation mask of the subject
where u x and v x are the components of the flow vector between current frame I t and I t+1 , and | · | computes the number of elements of the set.
III. DTW BASED ON ONE-CLASS CLASSIFIERS
The original DTW algorithm was defined to match temporal distortions between two models, finding an alignment/warping path between the two time series Q = {q 1 , . . . , q n } and C = {c 1 , . . . , c m }. In order to align these two sequences, an M m×n matrix is designed, where the position (i, j) of the matrix contains the alignment cost between c i and q j . Then, a warping path of length τ is defined as a set of contiguous matrix elements, defining a mapping between C and Q: W = {w 1 , . . . , w τ }, where w i indexes a position in the cost matrix. This warping path is typically subjected to several constraints.
Boundary conditions: w 1 = (1, 1) and w τ = (m, n). Continuity and monotonicity: Given
This condition forces the points in W to be monotonically spaced in time.
We are generally interested in the final warping path that, satisfying these conditions, minimizes the warping cost
where τ compensates the different lengths of the warping paths. This path can be found very efficiently using dynamic programming. The cost at a certain position M(i, j) can be found as the composition of the Euclidean distance d(i, j) between the feature vectors of the sequences c i and q j and the minimum cost of the adjacent elements of the cost matrix up to that point, i.e.,
Given the streaming nature of our problem, the input vector Q has no definite length and may contain several occurrences a gesture class, namely C. At that point the system considers that there is correspondence between the current block k in Q and a gesture if satisfying the following condition, M(m, k) < β, k ∈ [1, . . . , ∞] for a given cost threshold β.
This threshold is estimated in advance using leave-one-out cross-validation strategy on the training set. This involves using a single observation from the original sample as the validation data, and the remaining observations as the training data. This is repeated such that each observation in the sample is used once as the validation data. At each iteration, we evaluate the similarity value between the candidate and the rest of the training set. Finally, we choose the threshold value which is associated with the largest number of hits.
Once the threshold is defined and a possible end of pattern of gesture is detected, the working path W can be found through backtracking of the minimum path from M(m, k) to M(0, z), being z the instant of time in Q where the gesture begins. Note that d(i, j) is the cost function which measures the difference among our descriptors c i and q j .
An example of a begin-end gesture recognition together with the warping path estimation is shown in Fig. 5 .
A. Handling Temporal Deformation in Sequences
Consider a training set of N sequences {S 1 , S 2 , . . . , S N }, where all sequences belong to a certain gesture class. Then, each sequence S g is composed by a set of feature vectors at each time t, S g = {s in frames of sequence S g . Let us assume that sequences are ordered according to their length, so that L g−1 ≤ L g ≤ L g+1 , ∀g ∈ [2, . . . , N − 1], and the median length sequence is S = S N 2 . The sequence with median lengthS is obtained from the training set of a certain behavioral pattern (e.g., head turn), and the rest of sequences in the training set of such behavioral pattern are aligned with respect to the median length sequence (using standard DTW). After this process, all sequences in the training set of the same behavioral pattern have the same length. Thus, avoiding the temporal deformations of different samples from the same behavioral. Therefore, after the alignment process, all sequences have length L N/2 . We define the set of warped sequences as {S 1 ,S 2 , . . . ,S N }.
Once all samples are aligned, the feature vectors corresponding to a certain time t among all sequencess g t ∀g ∈ [1, . . . , N] are modeled by means of one-class classifiers (i.e., GMMs) in order to encode intraclass variability. An example of the process using GMMs is shown in Fig. 4 .
B. Embedding One-Class Classifiers in DTW
In the classical DTW, a pattern and a sequence are aligned using a distance metric, such as the Euclidean distance. Since our pattern is modeled by means of one-class models, if we want to use the principles of DTW, the distance needs to be redefined. Next, we propose two cost distances, one based on GMM and the other on approximated convex hull.
1) GMMs: Following [3] , we use GMMs to learn the features among all sequence samples (of a gesture category) at a certain time t,s g t ∀g ∈ [1, . . . , N]. Since after the alignment step all the sequences have the same length, L N/2 , we learn L N/2 GMMs, one per each component.
In this sense, a G−component Gaussian mixture model, is defined as, λ t = {α t k , μ t k , t k }, k = 1, . . . , G, where α is the mixing value and μ and are the parameters of each of the G Gaussian models in the mixture. As a result, each one of the GMMs that model each set of tth componentss t , among all warped sequence samples, is defined as follows:
The resulting model is composed by a set of L N/2 GMMs corresponding to the modeling of each one of the component elements of the warped sequences t for each gesture pattern.
In this paper, we consider a soft-distance based on the probability of a point belonging to each one of the G components in the GMM, i.e., the posterior probability of q ∈ Q is obtained according to (6) . In addition, since k 1 α k = 1, we can compute the probability of x belonging to the whole GMM λ as follows:
which is the sum of the weighted posterior probability of each component. However, an additional step is required since the standard DTW algorithm is conceived for distances instead of similarity measures. In this sense, we use a soft-distance-based measure of the probability, which is defined as
An example of the use of GMMs framework to detect a given gesture is shown in Fig. 5 .
2) Convex Hulls and Approximate Convex Polytope Decision Ensemble (APE):
In addition to the use of GMMs as one-class classifiers, we also propose to use convex hulls to model the set of features,s g t ∀g ∈ [1, . . . , N] . The underlying idea of convex hulls is to model the boundary of the set of points defining the problem. If the boundary encloses a convex area, then the convex hull, defined as the minimal convex set containing all the training points, provides a good general tool for modeling the target class, which in our case will be the set of features of all sequence samples at a certain time.
The convex hull of a set C ⊆ R , denoted conv C, is defined as the smallest convex set that contains C and is defined as the set of all convex combinations of points in C
In this scenario, the one-class classification task is reduced to the problem of knowing if test data lie inside or outside the hull. Although the convex hull provides a compact representation of the data, a small amount of outliers may lead to very different shapes of the convex polytope. Thus, a decision using these structures is prone to over-fitting. Casale et al. [5] showed that it is useful to define a parameterized set of convex polytopes associated with the original convex hull of the training data. This set of polytopes are shrunk/enlarged versions of the original convex hull governed by a parameter ϕ. The goal of this family of polytopes is to define the degree of robustness to outliers. The parameter ϕ defines a constant shrinking (− ℘ − ς ≤ ϕ ≤ 0) or enlargement (α ≥ 0) of the convex structure with respect to the center c. If ϕ = 0 then ℘ 0 = conv C.
However, the creation of high-dimensional convex hulls is computationally intensive. In general, the cost for computing a -dimensional convex hull on N data examples is O (N /2 +1 ) . This cost is prohibitive in time and memory and, for the classification task, only checking if a point lies inside the multidimensional structure is needed. Instead, we propose to use the APE of [5] . This method consists in approximating the decision made using the extended convex polytope in the original -dimensional space by aggregating a set of F decisions made on low-dimensional random projections of the data. As shown in Fig. 6 .
Since the projection matrix is created at random, the resulting space does not preserve the norm of the original space. Hence, a constant value of the parameter ϕ in the original space corresponds to a set of values γ i in the projected one. As a result, the low-dimensional approximation of the expanded polytope is defined by the set of vertices as follows: whereς = ρς represents the projected center,℘ i is the set of vertices belonging to the convex hull of the projected data and γ i is defined as follows:
where ρ is the random projection matrix, ς is the center and ℘ i is the ith vertex of the convex hull in the original space. Note that there exist a different expansion factor for each vertex ℘ i belonging to the projected convex hull. Thus, we defined an APE model as
where f ∈ [1, . . . , F], and F is the number of total random projections used to approximate the original convex hull. In this sense, to obtain the probability of a point belonging to the extended/shrunken convex polytope ensemble we compute the proportion of low-dimensional random projections in which the testing point q lies inside the extended convex polytope. In this sense, we get an approximate measure of how probable is the point to be inside the original convex hull. The calculation of the proportion is as follows:
Following the same scheme used with GMM, we compute a soft distance based on the proportion of random projections in which the testing point q lies inside the extended convex polytope. This soft-distance is defined as follows:
Finally, Table I shows the proposed DTW algorithm for begin-end gesture detection, where the compute distance D is computed from APE models. 
IV. EXPERIMENTAL RESULTS
In order to present the experimental results, first, we introduce the data, methods, and evaluation measurements of the experiments.
A. ADHD Behavioral Patterns Dataset
In this section, we introduce the novel dataset in which the experiments are performed. The ADHD behavioral patterns dataset is composed of 18 video sequences in which both, a group of three subjects diagnosed with ADHD and three control subjects are recorded in a scholar context, performing recreational and mathematical tasks. These video sequences were recorded using the Kinect sensor, which is able to obtain RGB and depth information at 24 frames/s. The features of the dataset are the following.
1) There is an equal proportion of video sequences of ADHD subjects and the control group. 2) There is an equal proportion of video sequences in which the subjects were performing recreational tasks and mathematical tasks.
3) The mean length of the video sequences was approximately 5 min each. 4) Outlier events taking place during the recording sessions were manually filtered from the sequences. For each one of the video sequences a manual labeling process was performed, in which two independent observers labeled the start and ending points of each one of the four behavioral patterns defined in Section II-A (head turn, torso in table, classmate desk invasion, and movement with/without pattern). The agreement of the labeling of the independent observers was measured with the well-known Cohen's Kappa coefficient for interannotator agreement [4] . In order to obtain this measure, we used the GSEQ software presented in [2] . Finally, the mean Cohen's Kappa statistic of the labeling TABLE II NUMBER OF SAMPLES PER SUBJECT AND BEHAVIORAL PATTERNS procedure was 0.93, which follows in the interval defined as almost perfect agreement in [13] , and thus, this labeling is used as the ground truth for evaluating the performance of the proposed methodologies. Table II shows a summary of the number of samples per subject and behavioral pattern. In addition, in Fig. 7 some samples of the ADHD behavioral pattern dataset are shown. The overall number of frames in the dataset is approximately 50 000.
B. Methods
We compare the following methods, which have been proposed in this paper.
1) DTW Random: Aligning the streaming sequence Q with a sample selected randomly from the training set of gesture samples for a certain behavioral pattern, using the standard Euclidean distance. 2) DTW Mean: Aligning the streaming sequence Q with the mean of the samples S for a certain behavioral pattern, using also the Euclidean distance. Note that, we can compute the mean of a certain behavioral pattern since all samples have the same length after being aligned. 3) DTW GMM: The streaming sequence Q is aligned to a certain behavioral pattern by taking into account the probability of a element in Q to belong to a GMM which is learned using all the samples of such behavioral pattern, as proposed in Section III-B1. 4) DTW APE: The sequence Q is aligned to a certain gesture category by modeling the probability of an element in Q of belonging to such behavioral pattern as the proportion of random projections in which the point lies inside a projected convex hull, as proposed in Section III-B2.
C. Evaluation Measurements
The evaluation measurements are overlapping and accuracy recognition (in percentage). For the accuracy analysis, we consider that a gesture is correctly detected if overlapping in the gesture sub-sequence is greater than 60% (the standard overlapping value [1] ). The overlapping measure is defined by (g p)/(g p), where g is the ground truth and p the prediction. The cost threshold β for all methods was obtained by means of a stratified five-fold cross-validation, as well as, the number of components in the GMM and the number of projections in APE. In addition, we apply the Nemenyi apost-hoc test [6] in order to look for statistical significance among the obtained performances.
Furthermore, to allow a deeper analysis of the proposed methodologies and their clinical impact, in our evaluations we use a "don't care" value which provides a more flexible interpretation of the results. Consider the ground truth of a certain gesture category in a video sequence as a binary vector, which activates when a sample of such category is observed in the sequence. Then, the don't care value is defined as the number of bits (frames) which are ignored at the limits of each one of the ground truth instances. Thus, by using this approach we can compensate the pessimistic overlap metric in situations when the detection is shifted some frames. An example of this situation is shown in Fig. 8 . Fig. 9 shows the overlapping and accuracy percentages of each one of the compared methods and for each one of the defined behavioral patterns.
D. Experimental Results
In order to present a more reduced and understandable version of the results, we selected specific don't care values and performed an analysis on those cases. In Tables III and IV, we show the overlapping and accuracy values per behavioral pattern and method for certain don't care values.
Finally, Table V shows the mean rank per each methodology and the final mean rank.
Once all the rankings are computed, in order to reject the null hypothesis that the measured performance ranks differ from the mean performance rank, and that the performance ranks are affected by randomness in the results, we use the Friedman test. Thus, with h = 4 methods to compare and U = 4 behavioral patterns × 4 don't care values (1,50,100,150) × 2 metrics (overlapping and accuracy) = 32, the Friedman statistic value is computed as follows, where V is the mean rank:
In our case, with h = 4 DTW methods to compare, X 2 F = 14.8875. Since this value is undesirable conservative, Iman and Davenport [6] proposed a corrected statistic
Applying this correction we obtain F F = 5.68. With four methods and 32 experiments, F F is distributed according to the F distribution with 3 and 91 degrees of freedom. The critical value of F(3, 93) for 0.05 is 0.12. As the value of F F is higher than 0.12 we can reject the null hypothesis.
Furthermore, we perform a Nemenyi test in order to check if any of these methods can be singled out [6] , the Nemenyi statistic is obtained as follows: they supports the fact that the proposed methodologies obtain a statistically significant improvement in performance when compared to standard DTW approaches. For completion, we also compute the CD 0.90 and CD 0.75 ; results are shown in Fig. 10 . These results support the fact that our proposal DTW APE is statistically better than the standard DTW approaches since the CD for a 95% is smaller than the difference in ranking between the proposed DTW APE method and standard DTW, thus obtaining very satisfying results while keeping similar computational complexity. In addition, though our contribution can be applied to any general purpose gesture recognition system, from a clinical point of view, the presented analysis were reported as relevant by physicians involved in the project and specialists on ADHD from hospitals in the area of Catalonia.
V. CONCLUSION
In this paper, we presented an extension of the DTW algorithm in order to handle the intraclass variability of a gesture class. This variability was encoded using one-class classifiers, such as, GMMs and APEs. In order to be able to embed these classifiers in the DTW context, the association cost was redefined to take into account the properties of such classifiers. We applied this extension in a real world problem, detecting ADHD behavioral patterns to support clinicians in diagnose purposes. In our experiments, on a novel multimodal ADHD dataset, the proposed methodology obtained statistically significant improvements with respect to DTW techniques while obtaining relevant classification rates from a clinical point of view.
The results of this paper motivate the use of the proposed techniques with a much broader set of ADHD behavioral patterns in order to provide additional information to the clinician. Moreover, the presented methodology represents a significant contribution for general purpose human behavior analysis systems.
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