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CHAPTER I. INTRODUCTION 
Throughout much of human history man has kept deprivation at bay 
primarily by moving from one piece of land to another as soils In the 
former were exhausted. Asia and South America supply a record of an­
cient civilizations that lived where desert conditions prevail today 
(Gustafson, 21). The disappearance of these civilizations resulted 
largely from the destructive effects of wind erosion. Today, however, 
movement from depleted soils to virgin, high-quality soils Is Infeasl-
ble, for few of these remain In the world. Much of the remaining new 
land is of marginal quality and would require expensive improvements 
before it could be made agriculturally productive. Meanwhile, the de­
mand for food soars as the world's population Increases by about 80 
million persons per year (Brink, Densmore and Hill, 5). 
The subject of soil loss has been attracting Increased attention 
in recent years. Journals, newspapers, and magazines supply volumes of 
literature on the Importance of conserving soil resources, and the 
dire consequences of erosion. In fact, erosion was accepted as an in­
herent part of farming and received little attention until Hugh Hammond 
Bennett began drawing attention to it in 1918. In 1928 in a USDA pub­
lication, Bennett estimated the annual loss of soil to be 1.5 billion 
tons (U.S. Department of Agriculture, 66). Expanded agricultural pro­
duction over the years has been accompanied by soil erosion losses and 
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water runoff, cropland deterioration and environmental degradation. A 
recent study by the General Accounting Office (GAO) concluded that the 
U.S. is losing topsoil from cropland at a "frightening" pace. The 
study warns that erosion is taking place at a rate that threatens the 
nation's future food production and emphasizes that productive agricul­
tural soil must be protected if the United States is to continue to 
meet domestic food needs and help alleviate world food shortages. In 
spite of such warnings, 42 percent of the cropland nation-wide has no 
conservation treatment (Cory and Timmons, 12). 
Not less than one-third of the valuable topsoil on U.S. croplands 
has been lost during the last 200 years. About 200 million acres In 
the U.S. were ruined or seriously impoverished for crop cultivation by 
soil erosion before 1940. America's land, however, continues to be 
eroded. Pimentai et al. (53) estimated that water runoff and wind ero­
sion result in a gross annual transfer of 5 billion tons of soil loss 
to streams etc. This is the equivalent of about 7 inches of soil from 
about 5 million acres. Estimates of the average annual loss of topsoil 
from agricultural cropland range from 6 tons per acre to 12 or 14 tons 
per acre. 
Shifting the focus to Iowa, in the spring of 1974 Iowa farmers 
were plowing all the way to their fences. During the ensuing rains, a 
loss of 15 to 20 tons per acre was not unusual on unprotected land and 
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many farms lost in excess of 50 tons. Soil loss in Iowa in 1974 was at 
the highest level in 25 years, with 4.5 million acres having a gross 
loss of more than ten tons per acre (Iowa Department of Environmental 
Quality, 37). Gross loss of 40 to 50 tons per acre was not uncommon 
and reached levels as high as 200 tons per acre in some areas. 
While soil is lost to erosion each year, it is also continuously 
being formed. The rate of soil formation is difficult to measure and 
depends on many factors such as climate, vegetation, soil disturbances, 
and the nature of subsoil. Under ideal soil management conditions, 
soil may be formed at a rate of 1 inch in about 30 years and under 
natural conditions at a rate of 1 inch in 300 to 1000 years. McCracken 
estimated that under normal agricultural conditions soil is formed at a 
rate of 1 inch in 100 years. That is about 1.5 tons of topsoil formed 
per acre per year (Pimentai et al., 53). 
Obviously, therefore, soil is being eroded at a rate exceeding the 
natural replinishment rate. While it is true that the nomads were not 
concerned about soil loss, this made sense since land was a free good. 
Today, however, land is no longer scarce. Economic theory is concerned 
with the optimal allocation of scarce resources. Farmers are essen­
tially rational economic agents. The fundamentals of economic theory 
lead one to the realization that any rational economic agent will nec­
essarily be concerned with maximizing the present value of future net 
returns from the resources available to him/her. In a perfectly com-
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petltlve economy, with perfect information, the rational economic agent 
will or will not conserve soil depending on several factors, such as: 
1) current crop prices; 
2) future crop prices; 
3) current factor prices; 
4) future factor prices; 
5) the farmer's capital position; 
6) the farmer's rate of time preference; 
7) the farmer's time horizon, and associated with it, the desire 
to deplete the soil completely, or conserve it for heirs, or 
sell the land; etc. 
It makes perfect economic sense for the agent to erode less soil 
today if current crop prices are low, future crop prices are high, cur­
rent factor prices are high, future factor prices are low, or different 
combinations of these. By analogy then, it is also perfectly rational 
for the farmer to erode more soil today if current crop prices are 
high, or factor prices low. Again, if the land owner does not charge 
his tenant for a decrease in the quantity or quality of the soil on his 
farm it makes sense for the tenant not to concern himself with it. Ob­
viously, therefore, high rates of soil erosion in and of themselves do 
not imply irrationality of farmers. Instead, they imply that the high 
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rates of erosion result either from a rational response to market or 
government generated economic factors, or from lack of Information per­
taining to the effect of different conservation practices on soil 
depth, and of soil depth on the value of land (McConnell, 46, Burt, 7). 
In reality, the agricultural sector of the economy Is character­
ized by Imperfect Information as well as by risk and uncertainty relat­
ed to Income, yield, weather, and price variations. Further, the indi­
vidual's rate of discount often differs that of society. Lack of capi­
tal can also result in a higher rate of individual time preference. If 
the existing rate of soil erosion exceeds the optimal rate, various 
measures can be taken to reduce soil loss. These include. Improving 
the Information network pertaining to future crop and factor prices; 
providing land owners with information regarding the effects of differ­
ent conservation practices on soil depth, the quality of their soil and 
therefore on the value of their land; ensuring that rental arrangements 
account for soil eroded by the tenant, taxes on soil loss, governmental 
mandatory restrictions on the amount of legally allowable soil loss, 
etc. 
This dissertation is not advocating adoption of one policy rather 
than another. Additional information would be necessary before that 
could be done. The agricultural sector In the U.S. has been and still 
is characterized by the existence of several government policies. The 
objective is to analyze the extent to which four different policy meas­
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ures can decrease soil loss on Iowa farms, and thereby help sustain ag­
ricultural production levels in the state over time. 
The dissertation is based on a joint project between the Inter­
national Institute of Applied Systems Analysis (IIASA), Laxenburg, 
Austria; and the Center for Agricultural and Rural Development (CARD), 
Iowa State University. IIASA has initiated a series of case studies 
directed at examining the Impact on agricultural productivity of soil 
erosion and energy limitations on regions in the U.S., Hungary, 
U.S.S.R., Czechoslovakia, Italy, Bulgaria, and Japan. The studies are 
however designed to address problems important to the respective areas. 
Soil conservation Is the primary concern in the Iowa model; Hungary fo­
cuses on energy availability; the Stavropol region of the U.S.S.R. and 
northeastern region of Bulgaria stress wind erosion; the Netra region 
of Czechoslovakia analyzes the agronomic aspects of sustained crop 
yields; the Tuscany region of Italy looks at abandonment of hillsides, 
while Japan studies tenure arrangements. The research methodology re­
quires formulation of a relatively loose-knit series of region-specific 
case studies within a general recursive programming framework. Each 
case study is formulated and developed by a team of researchers from a 
collaborating institution within the particular region (Langley, Heady, 
and English, 42). 
In what follows. Chapter II emphasizes the fact that both neo­
classical analysis and linear programming are based on the same funda-
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mental principles of economics. Neoclassical analysis Is used to pro­
vide the theoretical economic rationale for rational farmer behavior. 
The model Is used to determine optimal farmer behavior In static, mul­
ti-period, and dynamic situations. Finally, the chapter provides a 
brief exposition of linear programming, recursive programming, and dy­
namic programming models. 
Chapter III describes the methodological base of the dissertation. 
It explains why the hybrid of an econometric model and a programming 
model has been used; how the model differs from the Intertemporal dy­
namic optimization approach described in Chapter II; and finally, it 
presents a detailed exposition of the regional linear programming, na­
tional econometric, and linkage components of the model. The model is 
used to determine the net returns maximizing combination of crop pro­
duction practices, and associated soil loss levels for the 12 producing 
areas of Iowa; estimate the levels of crop production and prices for 47 
other states in the U.S.; and adjust crop yields between time periods 
based on soil erosion and conservation tillage practices. 
Solutions to the linear programming model are obtained once every 
five years over the 1980-2000 period, while the econometric model is 
solved every year. Apart from the baseline solution, four other solu­
tions are obtained based on four alternative policies aimed at control­
ling soil loss. Analysis of all the above results and a comparison of 
the five different situations under consideration is presented in 
8 
Chapter IV. 
Chapter V provides a conclusion to the dissertation. 
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CHAPTER II. THE THEORETICAL BASE 
The central formal problem of economics Is the problem of allocat­
ing scarce resources so as to maximize the attainment of some predeter­
mined objective. The standard formulation of this problem - the so-
called marginal analysis - has led to conclusions of great Importance 
for the understanding of many questions of social and economic policy. 
But, as Dorfman (18) points out, it is a fact of common knowledge that 
this mode of analysis has not recommended Itself to men of affairs for 
the practical solution of their economic and business problems. Mathe­
matical programming is based on a restatement of this same formal prob­
lem In a form which Is designed to be useful in making practical deci­
sions in business and economic affairs. While economic theory has in­
spired linear programming, it antedates the latter as a formal disci­
pline of study and research and so this is In a sense natural and to be 
expected. However, linear programming has succeeded in tackling empir­
ically many of the general problems that the theorist has always talked 
about. 
Marginal Analysis and Linear Programming: 
Some Similarities 
Marginal analysis and linear programming models of the theory of 
the firm are both similar In terms of assuming a profit maximizing firm 
and in terms of the rules required for determination of the optimal so­
lution. The basic difference between the two lies in the fact that 
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marginal analysis Is based on smooth, continuous twice dlfferentlable 
functions, while linear programming or LP models are based on func­
tions with linear segments. 
The production possibility curve, TT', depicted in Figure 2.1, 
shows the various combinations of two products, com (C) and soybeans 
(S), that the firm can produce while fully utilizing all its resources 
and using the best technology available. The slope of the curve at a 
particular point gives the marginal rate of transformation of S for C 
at that point. This measures how much the economy must decrease pro­
duction of C in order to release enough resources to produce an addi­
tional unit of S. Imperfect factor substitutability between the two 
products, would mean increasing costs associated with additional pro­
duction of S. This means we have an increasing marginal rate of trans­
formation and, therefore, a production possibility curve that is con­
cave to the origin. For an optimal solution in terms of the product-
product relationship, the continuous model requires that the marginal 
rate of transformation between the two products be equal to the ratio 
of their prices. The optimal product-mix is determined at the point of 
tangency between the production possibility curve and the price line. 
The ratio ^  is the slope of the production possibility curve, and is 
dS 
called the marginal rate of product transformation. The slope of the 
net revenue or net price line = - Price of Soybeans = - Pg, At point Z 
Price of Com Pg 
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Corn 
Price Line 
Production Possibility 
[ Curve 
Soybeans 
Figure 2.1. Determination of the optimal production levels of corn 
and soybeans, using a Neoclassical Model 
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dC P 
we have — =» - s and therefore corn and soybeans should be produced 
dS p7 
in amounts OA and OB, respectively. Net price is defined as price net 
of variable cost. 
The linear programming model has the same decision rule with the 
difference that we have a bracketed inequality Instead of an equality. 
Given the linear constraint on land availability, Figure 2.2 shows that 
at most OA of com or OB of soybeans or combinations of the two depict­
ed by AB, can be produced. Similarly, the labor availability constraint 
indicates that at most OC of com or OD of soybeans can be produced. 
Capital availability constrains maximum corn production at OF and maxi­
mum soybean production at OH. Obvious from the figure is the fact that 
the two products use the Inputs in different proportions. The feasible 
production set is represented by area OFGLD. 
Given the slope of the price line, the optimal solution is deter­
mined at G, and requires that 
^2^-Za.>dl3 (2.1) 
dX'' P dX^  
c 
where = slope of the production possibility frontier between points 
dx2 
id 
dx3 
F and G and = slope between G and L. OX of S and OY of C will be 
produced. 
13 
Corn 
Constraint on 
V Labor 
Constraint on 
\ Land 
Constraint on Capital 
Price Line 
Soybeans 
Figure 2.2. Determination of the optimal production levels of corn 
and soybeans, using a Linear Programming Model 
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In other words, this requires that the slope of the feasible set 
frontier be less negative to the left of the optimal point i.e. greater 
than the slope at G. 
If the slope of the price line equals that along segment FG then 
production could occur anywhere between F and G. Similarly, if the 
price line is steeper and coincides with GL, the optimal production 
point will not be unique and production could occur anywhere between G 
and L. If the slope of the price line lies between the slopes of seg­
ment GL and LD, production at L would be optimal. 
Given perfect factor substltutablllty between the two products, 
and given that both products use the Inputs in the same proportion, 
yields Figure 2.3. The production possibility curve, TT' is a straight 
line. This implies a constant marginal rate of transformation. Pro­
duction would occur at T, anywhere along TT' or at T' according as the 
slope of the price line is more negative, equal to or less negative 
than the slope of TT'. 
Obvious from all the above is the fact that Figure 2.3 depicts a 
special case of neoclassical analysis in which we have both linearity 
and use of Inputs In the same proportion in the two industries. Obvi­
ous, also. Is the fact that linear programming is a special case of 
neoclassical analysis in which each individual resource is substituta-
ble between two products at a constant rate. However, the proportions 
in which Inputs are combined to produce a unit of output, differs be­
tween the two products. 
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Corn 
Price Line .1 
Price Line II 
Soybeans 
Figure 2.3. Determination of the optimal production levels of corn 
and soybeans, given a constant marginal rate of trans­
formation 
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Given a profit maximizing firm in a perfectly competitive economy 
using a single variable input to produce corn, profit, (ir), is deter­
mined by the equation: 
P^C - P^L - F (2.2) 
where F = Fixed factor cost 
Pg = Price of output, corn 
Pl = Price of variable input, labor. 
In terms of the factor-product relationship, the continuous model 
p 
requires that the condition ^  ^  hold at the optimal level of 
P 
resource use. In Figure 2.4, ^  at point X. Therefore, the firm 
should use OA amount of the variable input labor, to produce OB amount 
of corn. Linear programming requires that the same condition hold as a 
bracketed inequality, 2^2 ^3 ™"st hold at the level of re­
source use. refers to the segment of the production function be-
dL? 
tween D and E and to the segment EF in Figure 2.5. 
dL^ 
The factor-factor relationship in marginal analysis requires that 
the optimal choice of input proportions be determined at the point of 
tangency between the highest attainable isoquant given the iso-cost 
MP dK MRTS L line» The slope of the Isoquant = = LK » rrr—. The slope of the 
uL 
p 
iso-cost line is given by - Total S!tlay/PL " " P^ * therefore, equi-
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Corn 
Output Price Line 
Production 
Function 
Variable Input 
Labor 
Figure 2.4. Determination of the optimal level- of use of a variable 
factor in the production of output in the Neoclassical 
Model 
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Corn 
Output 
Price Line 
Production 
Function 
Variable Input 
Labor 
Figure 2.5. Determination of the optimal level of use of a variable 
factor in the production of output in the Linear Pro­
gramming Model 
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MPL h  
llbrlum occurs at point A in Figure 2.6 where • •=-. OK, of capital 
MPr i'K 
and OL, of labor will be used in the optimal solution. 
As can be seen in Figure 2.7, the linear programming model has 
segmented isoquants based on process rays, 2 and 3. Points A, B, and C 
represent different combinations of labor and capital that can produce 
the same quantity of output. The line segment AB represents production 
based on combinations of processes 2 and 3. The decision rule in this 
case requires that: 
^2 ~ ^ — ^ 3 for equilibrium to occur at A, where ^ 2 refers to 
the slope of segment AB and to the slope of segment BC. 
dL3 
Therefore, AB should be steeper or more negative than the slope of 
the isocost line. 
Marginal analysis can be applied to any problem where a maximiza­
tion or minimization goal is established, whether the functional 
changes in the dependent variable are infinitesimal (as is the case 
with continuous functions) or are finite. With the former, derivatives 
can be calculated and a maximization or minimization solution pinpoint­
ed. With the latter, discrete changes can be measured by means other 
than differentiation. It is the latter to which linear programming is 
the counterpart (McCorkle, 47). 
It can, therefore, be concluded that the two methods of analysis 
are based on the same fundamental principles of economics, with linear 
20 
Capital 
Isoquant 
Isocost Line 
Labor 
Figure 2.6. Determination of optimal factor use by the Neoclassical 
Model 
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Capital 
Process Ray 3 
Process Ray 2 
Process Ray 1 
Isoquant 
Isocost Line 
Labor 
Figure 2.7. Determination of optimal factor use by the Linear Pro­
gramming Model 
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programming simply being a special case or subset of neoclassical anal­
ysis. 
From Static to Dynamic in the Two Methods of Analysis 
Neoclassical Analysis 
Assume a perfectly competitive farm-firm, such that it neither 
generates nor receives any externalities. In a static one-period model 
the farmers will seek to maximize profits, such that: 
T= P • Q (X, S. Ô) - RX - FC (2.3) 
where TT = profit 
Q = output or production of an aggregate crop 
P = price of output 
X = variable input 
R = price of the variable input 
S = stock of topsoil on the farm 
0 = exogenous weather conditions 
FC = fixed cost. 
The first order conditions for profit maximization are; 
|î.P-||-R.O (2.4) 
B"' ' « «.5) 
In other words, the farmer will employ each factor up to the point 
at which the marginal value product of the factor equals the cost of 
acquiring an additional unit of it. 
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The second order conditions for profit maximization require that 
at the point at which the first order conditions hold we have 
P . be < 0 (2.6) 
0X2 3x2 
= P . ^  be < 0 (2.7) 
ÔS2 ÔS2 
iv. /p. . /p 
sx2 ôs2 yôsôxy y 3x2 I ( ôs2 j . / P . 2 
( 2 . 8 )  
P • be > 0 
axas/ 
All three conditions are sufficient in order to ensure concavity, 
and therefore a profit-maximum. The first two conditions ensure that 
marginal productivity increases at a decreasing rate. The third condi­
tion ensures that if changes in one factor affect marginal products of 
other factors, the overall effect on all marginal products will be akin 
to diminishing marginal productivity (Silberberg, 63). 
The first order conditions can be solved in order to determine the 
optimal amounts of inputs, X* and S*, to use in order to produce the 
profit maximizing output level, Q*. 
A multi-period discrete time generalization of the above would in­
volve choosing the amount, Q^, of the crop to be produced and sold in 
each period t: 
Maximize TT^ = ^  [p^ ^t ° t^" ^  t^ t" t] [ ife] 
(2.9) 
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The first order conditions for profit maximization are; 
a Pi­
ca.10) 
(2.11) 
where the subscript t refers to each period of time from 1 to T. 
in any period affects profit in that period only so that the problem 
gets reduced to a sequence of static problems, concerned with choosing 
the production level in each period in order to maximize profits in 
that period alone. Therefore, the set of first order conditions sepa­
rate into T separate sets of conditions, one set for each period. 
The problem becomes truly dynamic if the production level affects 
not only current profit but profit in future periods as well. The idea 
would be to maximize the present value of future net returns. Future 
profits could be discounted at some rate of discount, r. In this case, 
the T first order conditions would not separate, but would have to be 
solved simultaneously. The problem could be set up as follows. 
Consider the case of a perfectly rational economic agent in a per­
fectly competitive economy with no externalities. The agent wants to 
maximize 
(1) the present value of the cash flow from using the soil on his farm 
for T periods and 
* 
The optimal solution is a set of T numbers Q^. Output 
* 
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(2) the present value of the amount for which the resource could be 
sold in period T+1. 
We define: 
Q; - f; (X;, S^, 0^) (2 .12 )  
+ SG^ - SLj. (2.13) 
where = topsoil at time t+1 
SG^ = exogenously determined soil gain in period t 
SLj. = soil loss In period t 
SL^ = h^ (X^, S^, 0^) (2.14) 
ir^ = 0^ - - FC^ is the profit function for each period of 
time, t (2.15) 
The present value of the profits stream over the entire time frame 
is: 
Z T," (2.16) 
The terminal value of the stock of soil is V (S.j.^j)» (2.17) 
The agent is concerned with maximizing the value of the 
Lagrangean: 
26 
T 
Maximize L - É 0, - R, + V 
- ^  Vi [®t+i - ^  - ^ t] 
The first order conditions for an optimal solution are: 
H » f P. ^  - R.U-r^l - - 0 for t - 0 T (2.19) 
t • ('' ft ' ? 
ftL 34» / 1 \C 3SL 
Bs; = ft asT [t^I - \ + \+l - Vl Ofor 1 T  ( 2 . 2 0 )  
Q. / , t
7 
|r^ = - - SL + SG^ > 0 for t = 0 T (2.21) 
t+1 t t t — 
For period T+1 we have 
<0 (2.22) 
^^T+1 ^^T+1 y 
A. is the Lagrangean multiplier and measures the sensitivity of L 
to changes in the value of the constraint. In other words, it is the 
imputed value or shadow price of a unit of topsoll at time t. An 
additional unit of current topsoll or else another unit of soil gain 
today increase the value of the Lagrangean function by We have 
an array of X's since X is a discounted value and so varies over time. 
A unit decline in next period's soil stock or this period's soil loss 
increase the value of L by ^t+l* 
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The first of the first order conditions requires that we set: 
/ 1 /  i \ ^  
^ ôx; (T^I " ^  ( 1+F) + \+i -giÇ ^2.23) 
In other words at any point in time, use resource up to the 
point at which its discounted marginal value product equals its 
ÔSL^ ÔSL^ 
discounted cost plus a positive term X , . » is the increase 
t + l OA^ 
in soil loss due to use of an additional unit of X^. &t+l is the shad-
/ 1 \^ > ^^t / 1 
ow price of the soil lost. \ ^ l+rj ^t+1 — 
5 SL for given Sj-, Tç— is positive. Therefore, use of X will be less (and 
t 
its marginal value product higher) than it would be if the additional 
term did not take into account the interaction between the variable 
factor and soil loss. This assumes that ^t+1» the shadow price of soil 
at t+l, is positive. 
The second condition requires that we have; 
ôQt / J âSL^ 
\ 0S7(TT?) - At + ^ t+l - ^ t+l -gs; = 0' (2-24) 
ôQt / 2 ôSL^ 
or =• ^ ^t+1 ~ ^ t+l (2.25) 
But + SG^ - SL^, from (2.13). 
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or SL^ = + SG^ - (2.26) 
ÔSL as 
-as; = 1 - (2.27) 
00. / 1 \t / as \ 
Therefore, =» (l+r) ^t+1 " ^t+1 M " as^ 1 (2.28) 
30. / 1 as + 
°r = ft a^(l+?') ^^t+1 "as;-' (2.29) 
Let = ^ t (1 + r)^ for all t. (2.30) 
Substituting into the preceding equation yields: 
K{-à^) "^t as; (rk") +^t+i (l^) "aif- (2.31) 
\ = \ iâs; + ^ t+i (l&) "al^- (2.32) 
This equation determines the shadow price or value of topsoil at 
time t. It requires that (&%) equal the marginal value product of 
aQt 
soil, P r-z—, plus the present discounted value of topsoil at time 
t O 
%c+i aSc+ 1  
t+1, , , times the depreciation rate, -r^— . 
® t 
The third condition simply ensures that the constraint imposed on 
the model is met. 
The solution also requires that in period T+1, the present dis­
counted value of a marginal unit of topsoil equal the present dis­
counted value of its shadow price. 
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(2.33) 
The second order conditions for a maximum require that the border 
preserving principal minors of order k > 2u alternate in sign starting 
with (-i)m-u where u = number of bordering rows or columns or con-
In other words, the optimal solution requires that the profit 
function be quasi concave and the constraint set closed and bounded. 
Consider a simple example of the maximization problem described 
above. Suppose we are concerned with production only in two periods, 
i.e. periods 0 and 1. The farmer will, therefore, be concerned with 
maximizing: 
straints; m = 1 + 2u n + u; k Is the order of the minor of size 
k + u. 
L - 4. - *0 *0 - PC. + "l - "l *1 -
+ Xg [- Sg + - SLj^ + SGj]. (2.34) 
For simplicity, set SG^ = 0. 
Let the production function be specified by: 
Qt " x" where o^a^land o^/3£landa+/3 < I (2.35) 
SL^ - a + bX^ (2.36) 
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Therefore, S, -S -SL -S - a S -bX = (1-a) S - bX (2.37) 
1 0  o o o o o o 
Sg = - SLj - Sj - a Sj - bX^ = (1-a) - bX^ 
» (1-a)2 S - b (1-a) X - bX, (2.38) 
o o 1 
Let V (S^) - V * $2 (2.39) 
Substituting, we get; 
I - p. A» < i - *0 X. -  ^S "î 1(1-') S. -
- "i - '<=1 TÏF+ ' s„ - - ""il (TT?) (2-4°) 
The first order conditions for profit maximization are: 
""o \ "o""' - ». * *1 *!" '('-») ». - ,,, 
O  (2.41) 
(-b) -Vb ( 1-a) ^Y+pj " 0 
- aPj Aj I (1-a) - bX^f-y^ - *1 TfF - ^ (TTr) 
The second order conditions require that 
= 0. 
(2.42) 
" (O'-l) p„ X;-2 sf + b^^C^-OPjAjX" 
[(1-a) - bX^l^'Z < 0 (2.43) 
2 
= 0!(a-l) Pj x""^ [(1-a) - bx^l^ -^ < 0 (2.44) 
ÔX^ 
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and given 
2 
1^. .  ^b(3 O f  P, A, X«-' l(l-a) S_ - bx/-' < 0 (2.45) 
o 1 
that 
s2, \ / .2. \ .2 
^ be > 0. (2.46) 
ôx^ôxi 
Total differentials of the first order conditions yield: 
ak dP +0! (a-l) A P x""^ dX - dR 
o o  o o  o o o  o o  o  
a-l 
and 
- 1Î? " ^  *1 - ""o'"'" dPi - TiT k P ?! Al* 4 
[(1-a) - bX^l'^'^dXj + ^  /3 (p-1) Pj Aj X^ [(1-a) 
S - bX l^'^dX = 0 (2.47) 
0 0 0 
i t ^ A j  X^ - ^  [( 1 - a )  -  bX, ] f  d P j  +  or ( a - 1 )  P ^  A ^  
[(1-a) - bX^J^dXj - b a /3 Pj Aj x" ^ [(1-a) - bX^]^ ^ 
^*o " T+r (2.48) 
In matrix form we have: 
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«(a-DA P 
o o o o 
^bQ^P^A^X«-h(l-a) -bx/-^ 
[(l-a)S^ - bX^] 
bfP,A,ax{%-l 
P-2 
Y^Q,(o,_l)PiAiX*-2[(l-a)S, -bXjf 
[(1-a) - bX^]^"^ 
-îî?CAjX^((l-a) - bX^l^-lq 
dX 
dX, 
dP, 
- TT?'*!""''"'-»' ®0 - •"'i 
From the second order conditions we know that the determinant of 
(2.49) 
the hessian, or | H | is > 0; a^^ < 0; a^^ < 0; and a^^ < 0. 
For simplicity, let the above be represented by: 
- » n  ® 1 2  .
1
 
F  
' n  ® 2 2  d X i  G  
Therefore, | H | = a^^ > 0 
dX = 
o 
dXi = 
^*22 ~ ^®12 
ir| 
*llG - *21? 
(2.50) 
(2.51) 
(2.52) 
(2.53) 
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^ &-(^=22 - ^ =12) 
Ô R  °  I  „  I  
l'*22 - ^  
< 0 (2.54) 
5  
9R, 
o ^ ÔRj (Pagg - Ga^J = g _ i+r ^12 > 0 (2.55) 
H  
+  
ÔP 
o - ÔPQ (^*22 " ^^12) = - - 0 
a-1 i3 
o"o o "22 '> 0 (2.56) 
ax 
ÔP 
o ^ ÔPj (Pagg - Ga^J 
H  
- *22 "ife " *I ""J' 
/3 -1 
- a 
1 2  [-Tî7*i''r'(<'-'>v ""J 
H  
+  
(2.57) 
and Is < 0. 
Ô 
ax 
M 
= (*11^ ~ *21^) = ^11 l+r " ° < 0 (2.58) 
H  H  
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iV'u" -'21 
+ 
(n-a)S„ - bxj] - - "ofl 
(2.59) 
+ 
and is > 0. 
3X, axi 
•rr— and •^— are both negative as expected, implying that an increase ÔRq ÔRj 
in the price of the variable factor results in decreased use of it in 
each period . Since S, = (1-a) S - bX , an increase in R will de-1 o o o 
crease X^ and so decrease soil loss in period 0, thereby Increasing the 
stock of soil available in period 1, (S^). Similarly, increase in R^, 
the price of the variable factor in period 1, will decrease the level 
of its use in that period, (i.e. X^), thereby decreasing soil loss in 
period\l and increasing the stock of soil available in period 2, (Sg,). 
ax ôXj 
and are both positive, implying that increase in the price of ÔPq OPj 
the product in any period will increase the use of the variable factor, 
thus increasing soil loss in that period. This would decrease the 
size of soil stock available in the next period. 
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ax© 
However, is negative, Implying that if future product price 
® 1 
increases the entrepreneur will use less of the variable factor and, 
therefore, produce less today, thus reducing soil loss today and con­
serving more soil for the future. 
ax 
On the other hand, -rr— is positive, so if future factor price in-
creases, more of the variable factor will be used today, resulting in 
increased production, and soil loss, and reducing the stock of soil 
available for future production. 
The above example can be made more complex by increasing the num­
ber of factors and products, and by using a production function and 
soil loss function that more closely approximate reality. 
Linear Programming, Recursive Linear Programming, 
and Dynamic Linear Programming Models; 
A Brief Exposition 
The static linear programming model deals with optimum allocation 
of scarce resources. It has been used as a research tool by agricul­
tural economists to specify the optimum organization of resources and 
enterprises on farms, to suggest desirable farm adjustments, to specify 
profit maximizing mixes of commodities produced by marketing firms to 
specify cost minimizing methods of processing products such as fertil­
izer or mixed feeds, to specify spatial equilibrium patterns in the 
flow of agricultural products, to Indicate optimum interregional pat­
terns of resource use and product specialization In agriculture, and to 
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lolve related types of problems (Heady and Candler, 26). The central 
idea is that of choosing nonnegative values of certain variables, in 
order to maximize or minimize a given linear objective function subject 
to a set of given linear inequality constraints. It consists of three 
segments: 
1. An objective function which defines the goals over which the 
optimization is to be performed; 
2. A set of linear inequality constraints; and 
3. A set of nonnegativity restrictions. 
Linearity is Imposed on both the objective function and the 
constraints - hence the term linear programming. 
The general algebraic expression of the linear programming model 
is given below: 
n 
Maximize Z = ^ C X (2.60) 
j=l ^ J 
subject to 
a., X, < b. (2.61) 
Ij j — i 
and Xj > 0. (2.62) 
where, 
Z = net income or profits accruing to the enterprise. Maximizing 
this is the objective of the model. 
Cj = net return or profit per unit of the jth activity, where we 
have j = 1 - - - n activities. 
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Xj " level of the .1th process or activity. 
aij = amount of the 1th resource required per unit of the jth 
activity, and we have 1 =• 1 - - - n resources. 
= amount of the 1th resource available. 
Any set of Xj that satisfies constraints (2) and (3) is a feasi­
ble solution. If we have a feasible solution with m activities enter­
ing the basis, we have a nondegenerate basic feasible solution. If 
fewer than m activities enter the basis, a degenerate basic feasible 
solution occurs. It may be noted that m is the number of resource con­
straints specified in the model. 
A feasible solution that maximizes the value of the objective 
function is an optimal feasible solution. The idea, therefore, is to 
determine the optimal feasible solution In order to maximize profits, 
subject to the resource and nonnegativlty conditions specified in (2) 
and (3) above. 
Given that the farmer wants to maximize profits from the 
production of crops X^ and X2, with constraints on the availability 
of factors b^ and b2, the problem can be set up as: 
Maximize Z = X^ + Cg Xg (2.63) 
subject to 
(2.64) 
(2.65) 
and 
> 0, Xg > 0 (2 .66)  
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Graphically, the feasible region is 
the area OABD, bounded by the two con­
straints and the axes. This region in­
cludes all possible combinations of Xj 
ans Xp which violate neither the con­
straint conditions nor the nonnegativity 
conditions. 
bj bj ^2 
OE  = OD = —; OA = -=^; OF 
®11 ®12 ®21 '22 
b^ constraint 
bg constraint 
F X2 
The optimal or profit maximizing solution is the point in the feasible 
region, OABD, that lies on the highest possible iso-profit line. An 
iso-profit line is the locus of combinations of the two crops that 
yield the same level of profit. The slope of the iso-profit lines = - T T  
and becomes steeper as profits per unit of X2 Increase relative to 
those per unit of Xj. If the iso-profit line has a slope equal to that 
of GG', production will occur at B. If C2 decreases relative to C% so 
that the slope of the iso-profit line equals that of AA', production 
will occur at A. An increase in C2 relative to Cj until the iso-profit 
line becomes steeper than BD will result in production at D. Production 
will generally occur at A, B, or D unless the slope of the iso-profit 
line coincides with that of AB or BD, in which case the optimal solu­
tion will not be unique. 
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The model assumes linearity of the objective function, additivity 
of resources and activities, divisibility of activities and resources, 
linear relationships between activities and resources, single valued 
expectations and finiteness of the number of activities and resource 
restrictions. 
Several attempts have been made to model soil loss using the stat­
ic linear programming technique. Campbell (8) used a linear program­
ming model to investigate changes in agricultural production, costs, 
and soil loss emanating from two alternative demands for U.S. exports. 
In addition, he viewed sediment as a negative externality on society, 
and studied the effect of regulatory policies on sediment control. 
Walker (68) built a linear programming model for a representative 
320-acre farm in southwestern Iowa to evaluate the effects of alterna­
tive policies aimed at controlling soil loss and sedimentation from ag­
riculture. 
English (20) set up a national linear programming model incorpo­
rating 28 market regions and 105 producing areas to consider the long-
term impacts of soil erosion. For the year 2030, English examined the 
impacts on U.S. agriculture, of several levels of allowed soil loss. 
The objective was to provide a measure of opportunities forgone if soil 
erosion was not arrested. 
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Heady and Vocke (28) estimated trade-offs between Interregional 
erosion controls and production costs using a linear programming model 
for 105 producing regions of the U.S. The objective was to consider 
the degree of competition between production cost objectives and soil 
conservation objectives In U.S. agriculture. The analysis employed a 
linear programming model with a two-goal objective function. 
Maasen (45) used a linear programming model to examine the effects 
of different policies on soli erosion In the Four Mile Creek watershed. 
He concludes his work by stating that further research needs to be done 
In a multi-period framework, because the soil erosion problem Is truly 
a dynamic one, and Is not best analyzed In a one- period framework. 
The above constitutes a very small segment of the work done In the 
field using this technique. Management of the soil resource Is Inher­
ently dynamic, and the benefits from conservation essentially accrue 
over time. Single period linear programming models are essentially 
static, and cannot trace the path of the optimal solution. 
Linear programming Is simply a subset or a special case of mathe­
matical programming. Mathematical programming Is concerned with deter­
mining the values of certain variables, subject to a given set of con­
straints and nonnegatlvlty conditions. In order to maximize the value 
of a given objective function. Various subsets of mathematical pro­
gramming have been applied. Integer programming, nonlinear programm-
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mlng, separable programming, quadratic programming, dynamic linear 
programming, and recursive programming by no means form an 
all-encompassing list. 
Recursive programming Is a tool that could be used to model 
behavior over time. A recursive programming model is a sequence of 
constrained optimization problems in which one or more objective func­
tions, constraints, or limitation coefficients of a given problem de­
pend functionally on the optimal primal and/or dual solution vectors of 
one or more problems earlier in the sequence. The recursive dependence 
of the coefficients on preceding solutions is determined by a set of 
feedback functions or, more generally, by a feedback operator (Richard 
H. Day, 16). Like dynamic programming, it deals with the dynamics of 
decision-making; but unlike dynamic programming. It uses sequential op­
timizing to explain behavior and does not attempt to devise optimal de­
cision rules which lead to optimal policies over the time period con­
sidered (Heidhues, 29). 
A linear recursive programming model can be expressed as: 
n 
Maximize Z = C X (2.67) 
j=l ^ ^ 
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subject to 
'ijt "it 1 'it 
and Xj^ > 0. (2.69) 
where = net returns accruing to the enterprise in year t; and 
t=l T 
= net return per unit of the jth activity in year t; 
j = 1 n 
= level of the jth activity in year t 
b^^ = constraint on availability of the ith resource in year t; 
i = 1 m 
a^j^ = quantity of the ith resource technologically required per 
unit of the jth activity in year t. 
Therefore, a linear recursive programming model is basically a 
series of linear programming models, one for each time period, t. The 
solutions to the models would vary over time according as availability 
of resources, expected net returns associated with each activity, and 
the technological coefficients matrix change over time. Availability 
of resource i, at time t, is determined recursively by the activities 
entering the optimal solution and the associated resource use level at 
time t-1. 
Day (15) constructed and applied a recursive programming model to 
the problem of predicting and explaining historical patterns of field 
crop production in the Delta area of the Mississippi. Upper and lower 
flexibility constraints were imposed on the output of each crop in 
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order to limit the extent to which the production response could vary. 
Day felt these provided a simple and plausible means of describing the 
effect of uncertainty on farmers' plans to change existing cropping 
patterns. In addition, constraints limiting investment in technologi­
cal stage capacities at maximal growth rates; fixed constraints on 
stocks of three soil classes ; regional supply constraints for unskilled 
labor in the cotton harvesting season, and constraints on available ni­
trogen, were applied. Farmers were considered to choose various proc­
ess levels for each year with reference to their contribution in making 
the most total net return possible on the basis of net return expecta­
tions indicated by the preceding year's expected average profits. 
Day feels that the results obtained from the model justify the 
conclusion that farmers do not - cannot - act so as to optimize their 
income stream over time. They do, however, act so as to optimize their 
current position with the benefit of experience accumulated over time, 
and with prudent caution in the face of an uncertain future. 
Sahi and Craddock (57) estimated the flexibility coefficients used 
in recursive programming models so that they were dependent on levels 
of economic and noneconomic forces prevailing over time. They conclud­
ed that the results obtained were substantially more accurate than 
those from models assuming flexibility coefficients were Immune to 
year-to-year changes in economic and noneconomic variables. 
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More recently, recursive hybrid models have been developed by 
Baum (3), Huang et al., (34 and 35), and Langley and Heady (41). The 
hybrid model is described at length in Chapter III. 
Dynamic linear programming is a special case or a subset of mathe­
matical programming that includes time explicitly. The objective is to 
provide an inter-temporal foundation for farm planning. Linear pro­
gramming models are static or single-period models, whereas dynamic 
linear programming models provide an optimum inter-temporal farm plan. 
However, the main difference between dynamic programming and recursive 
programming is that in the former a single optimizing decision is made, 
while the latter is characterized by a series of optimizing decisions. 
Dynamic linear programming is concerned with solving for the best plan 
over a series of years, such that the plan for each year is the most 
profitable in terms of the entire time frame under consideration. 
Therefore, all the time periods under consideration are drawn together 
in order to determine an interrelated optimum plan. 
In other words, the idea is to maximize the present value of net 
returns accruing over the entire time period under consideration, with 
future returns being discounted at the rate of interest or else some 
other rate of discount. 
A dynamic linear programming model could be set up as: 
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Maximize: 
1 1  1 1  2 2  9 7  T T  T T  
z = c,x, +...+ c X + c,x, +...+ c^x +...+ c:x: +...+ c x (2.70) 
11 n n 11 nn 11 nn 
subject to: 
, 1  y l  .  .  I  3.1X| ••••r di m X N D« 11 1 in n — 1 
a^.xj +...+ ai,X^ < b^ 
ml 1 mn n — m 
all*! +---+ al.*! i 
a^.x'f +...+ a^ X^ < b^ 
ml 1 mn n — m 
(2.71) 
and X} > 0, xl > 0, ... X? > 0, ..., X? > 0. (2.72) 
1 — n — 1— n — 
where t represents the time periods 1, ..., T 
and 
Z is the maximum present value of future net returns subject to 
the resource restraints and nonnegativity conditions specified above. 
Xj = level of the j=l ... n activities for each of the time 
periods t=l ... T 
Cj =» net return associated with each activity for each time 
period, discounted by multiplying the undiscounted return by j_t-l^ 
1+r 
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bj = the 1=1 ... m resource availability constraints for each 
of the t=l ... T time periods. 
ajj = the quantity of input i required to produce product j at 
time t. Nonnegativity constraints are Imposed on the activity levels, 
X j ,  entering the solution. 
The values of b^ could differ from one year to the next as 
scarce resources get used up or added over time. 
The input-output coefficients matrix. A, can be divided into sub-
matrices with each submatrix covering one time period. Overlapping 
rows and columns may exist. 
The model assumes prices, yields, etc. are known or can be deter­
mined for each of the future time periods. The solution to the model 
provides a single optimum program for the entire period. 
Loftsgard and Heady (44) were among the earliest to use dynamic 
linear programming to make farm planning more realistic by incorporat­
ing time as well as farm-household interdependence. Instead of a plan 
for some future point in time, they solved for the best plan over a 
series of years. The optimum for any year depended on the optimum in 
other years, availability of and returns to capital in other years, 
need for household consumption at different points in time, etc. The 
model is dynamic in the sense that Inputs and outputs are dated. The 
results pertain to a 300-acre farm in central Iowa. 
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Kay (40) developed a dynamic linear programming growth model for a 
farm firm in north central Iowa. He used the model to study the 
effects of selected factors on farm firm growth, growth rates, and 
growth paths. 
One of the earliest of the few models concerned with the applica­
tion of dynamic linear programming to soil conservation, was that de­
veloped by Smith (64). He used a dynamic linear programming model to 
determine optimum farm plans for two owner-operated farms in western 
Iowa. Three conservation alternatives were considered. The objective 
was to maximize the present value of incomes of five future years, af­
ter considering household consumption. Future returns were discounted. 
The amount of capital available in year one was arbitrarily set at an 
amount sufficient to provide for consumption in the first year, with 
enough left to allow all land to be cropped. Capital borrowing activi­
ties were not included. The amount of capital available in years 2 to 
5 depended on the total returns from crop and livestock production in 
the preceding year. 
Smith reiterates the fact that in contrast to static linear pro­
gramming, where usually a single year is considered, dynamic linear 
programming provides a single optimum plan for the entire time period 
under consideration. 
However, Smith's results have limited relevance in that he assumed 
a single price over the five-year time horizon considered in his study. 
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Further, his objective was to choose rotations and conservation prac­
tices maximizing net returns. No attempt was made to measure levels of 
soil loss associated with the different alternatives. 
Shortle (62) used a multi-period linear programming model of crop 
production. The objective function attempted to maximize the present 
value of cash flow from production over fifty years, less present value 
of a penalty function, and other adjustments. The penalty function re­
flected costs imposed on future years by soil loss resulting from pro­
duction during the period under consideration. He assumed that product 
and factor prices, production technology, and environmental conditions 
were invariant over time. Since changes in product and factor prices 
have a considerable effect on soil loss levels, this obviously detracts 
from the analysis. 
Dynamic linear programming is a powerful tool for purposes of de­
termining optimal intertemporal plans. However, this dissertation uses 
a recursive linear programming-econometric model to estimate the effect 
of different policies on the levels of production and soil loss in Iowa 
over a 20-year period. Instead of assuming that prices are invariant 
over time, as has been done in several of the studies referred to 
above, prices are estimated annually for the U.S. by the econometric 
section of the model. These prices are used to determine the levels of 
optimal production and associated soil loss in 12 producing areas in 
Iowa. The model is described at length in Chapter III. 
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CHAPTER III. THE METHODOLOGICAL BASE 
An Overview of the Regional-National Recursive Hybrid Model 
"Economic theory is basically concerned with explaining the rela­
tionships among economic variables and using this information within a 
general theory of choice to explain production, allocation, and distri­
bution decisions that must operate in a world facing the restriction of 
scarcity" (Judge et al., 38). Therefore, a major objective of economic 
theory is to identify possible inter-relationships among economic vari­
ables. 
In this context econometric models are used to determine the rela­
tionship between economic variables, as well as the signs and magni­
tudes of the relevant endogenous variables. In general, econometric 
models are effectively used for predicting the levels of economic vari­
ables and for positive policy analysis. A limitation of these models, 
however, is that they are inefficient in analyzing inter- and intra-
regional competition for market shares and resources, and in incorpo­
rating environmental, resource, and institutional restraints. 
Programming is a mathematical technique concerned with determining 
the optimal allocation of limited resources in order to maximize or 
minimize the value of a given objective function. Linear programming 
imposes the additional condition of linear relationships among all var­
iables specified in the objective function and in the inequality con­
straints. These models describe what ought to be and so are used pri­
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marily for normative policy analysis. This technique is extremely 
effective in analyzing spatial problems of resource allocation and in 
estimating potential production capacity given resource and environ­
mental constraints. However, it is not designed for prediction pur­
poses. 
Obvious from the above is the fact that while each technique is 
effective in handling certain aspects of policy analysis, its area of 
effectiveness is limited by the methodological structure associated 
with It, As Wen-Yuan Huang et al. (34 and 35) correctly assert, "while 
there are policy Issues that can be best analyzed either through an 
econometric or programming model, there are also policy issues that can 
be best analyzed through a linked or hybrid model which combines an 
econometric model with a programming model. Linking an econometric 
component with a programming component allows one component to provide 
policy variables. Information, and analytical structure that could not 
be specified in the other component". 
Whereas econometric models are used for positive and programming 
models for normative economic analysis, linking the two can result in 
various types of analyses. For instance, a hybrid prograraming-econo-
metric model with values determined in the former being used in the 
latter, would qualify as positive analysis with prior normative assump­
tions. 
Different types of hybrid models can be set up according to the 
emphasis on model use. One possibility is to have a regional-national 
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recursive hybrid model. This allows two-way interactions between the 
econometric and programming components. In particular, the model 
allows interface between market activities at the national level and 
production activities at the regional level. 
The model under consideration is a regional-national recursive hy­
brid model built as part of a cooperative project with the Internation­
al Institute for Applied Systems Analysis (IIASA) and seven other coun­
tries. The major objective of IIASA's Food and Agriculture program 
(PAP) is to evaluate the nature and dimensions of the world food situa­
tion, to identify factors affecting it, and to suggest policy alterna­
tives at the national, regional, and global levels to alleviate current 
food problems and prevent future ones. FAP's Task 2 is the focus of 
the current project. Task 2 is concerned with the long run sustaina-
bility of agricultural production. Questions of availability of re­
sources to produce adequate food, efficiency of techniques, and envi­
ronmental consequences become important. 
All eight countries are conducting regional-national studies be­
cause some of the countries lack the data required for a detailed na­
tional LP model. While we at CARD have the data to set up a national 
LP, we will be concentrating on the region of Iowa in order to maintain 
comparability with the other seven countries involved in the project, 
as well as for several reasons specified below. 
Choice of method depends on the actual causality relations among 
regional and national economic variables. The objective in the present 
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case is to consider the Impact of soil loss controls on agricultural 
production from the regional (i.e., Iowa's) perspective. Therefore, a 
bottom up approach is used, i.e. outputs of the regional programming 
model are used as inputs to the national econometric model in the same 
time period. Output of the national model is then fed back to the re­
gional model in the next time period. 
In recent years, Iowa has produced about 20 percent of the U.S. 
corn and similarly large proportions of the nation's soybeans, pork and 
fed beef. Obviously, then, tight environmental controls in Iowa could 
have heavy impacts on national supplies and prices and the distribution 
of farm income and asset values among states and locations (Heady, 25). 
Further, Iowa serves an important role in national goals revolving 
around food production, exports, resource conservation, and environ­
mental quality. A large portion of the nation's food output is pro­
duced in this state since it has productive land resources for doing 
so. The pressures on production, however, have been causing increased 
soil erosion. Hence, the focus on Iowa. 
The obvious advantage of building a regional-national model as 
compared to a multi-regional national model is that detailed evaluation 
of the impact of a policy change on a specific region becomes feasi­
ble. 
The central purpose in developing a hybrid of two completely dif­
ferent modeling techniques, is to overcome the shortcomings and high­
light the strengths of each. For instance, conventional linear pro­
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gramming models assume single-valued expectations with respect to 
prices, input-output coefficients and resource supplies. In other 
words, the model assumes that these are given or known with certainty. 
The hybrid, however, is able to use the econometric component to pre­
dict the values of the variables for each of the 20 years under consid­
eration. These are then used to adjust the levels of prices, yields, 
and resources assumed by the linear programming models over time. Fur­
ther, yield is assumed to be a function of technology changes over time 
and of soil depth. In turn, soil depth is assumed to be a function of 
the types of crops produced and the conservation-tillage practices used 
in producing them. This is incorporated in the adjust sector of the 
model, which revises the relevant variables in the linear program. 
On the other hand, the econometric model does not account for the 
existence of institutional, environmental or resource constraints. The 
hybrid takes these Into account in the programming component. It is, 
therefore, capable of analyzing the impact of specific regional policy 
programs such as a regionally imposed constraint on the allowable level 
of soil loss. 
Virtually every model has limitations associated with it. And so 
does the hybrid. For one thing, the linear programming component 
assumes constant returns to scale and does not allow for either in­
creasing or decreasing returns to scale. More seriously, the structure 
of the hybrid is such that if the programming model is solved first, 
the model will tend to overestimate production and so underestimate 
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prices. This results from the fact that the programming model deter­
mines the profit maximizing crop mix based on the assumption of effi­
cient resource use. 
Briefly, therefore, the model under consideration is a regional-
national recursive hybrid model that traces the path of various eco­
nomic variables over the time period 1980 through 2000. The model is 
regional because the linear programming model is set up for the region 
or state of Iowa. It is national because the econometric model is 
solved for the U.S. excluding Iowa. It is recursive due to the sequen­
tial nature of the solution. And hybrid, since a combination of two 
techniques is used. 
The focus of the term 'recursive' is on the hybrid model as a 
whole. The linear programming solution at time t determines production 
levels in Iowa. These values together with production levels estimated 
for the rest of the U.S. in the econometric model, determine prices, 
acreage allocations, and production levels at time t + 1. Further, 
each crop rotation-management system in the linear programming solution 
at time t has a soil loss level associated with it. This differs on 
the basis of the producing area and land class under consideration. 
Decrease in soil depth and yield is estimated accordingly. (Details 
are specified in the section on the linkage component.) Therefore, the 
estimated production patterns determined by the linear programming mod­
el at time t affect soil depth, yield levels, and hence the optimal 
production pattern at time t + 1. 
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It can be concluded that the hybrid model is recursive in the 
sense that the solution at any point in time, is dependent on, or a 
function of, or affected by the solution pertaining to the preceding 
period. 
The programming model is solved once every five years starting 
with the year 1980. The optimal farm production plan is, therefore, 
assumed to remain optimal for five years. The econometric model is 
solved for each year over the time period under consideration. On the 
basis of the values of the economic variables estimated in the econo­
metric component of the model, the optimal farm plan determined in the 
programming component is revised once in five years. 
The model differs from the intertemporal dynamic optimization 
approach in that: 
1, We do not have a single optimal program determined for the en­
tire period under consideration. Instead, static solutions are deter­
mined sequentially for each period of time, such that each of these is 
affected by the preceding solution. 
2. Future returns are not discounted to the present. We are not 
maximizing the 'present value' of future net returns. The recursive or 
sequential pattern of decision-making requires that at each point in 
time, decision-makers choose the profit maximizing product mix for that 
period alone. 
56 
3. Only the 'flow effect' Is accounted for by the objective func­
tion. The stock effect of changes in soil depth on the value of land, 
is ignored. 
The deviation between the two approaches can be accounted for by 
several factors. 
Firstly, it could be argued that in reality "economic decisions 
are taken not all at the same time but sequentially and suboptlmally, 
that each decision is conditioned by previous decisions" (Day and 
Cigno, 17). To the extent that this is true, the model under consider­
ation would predict results closer to reality. 
Secondly, the model has been set up in consonance with the guide­
lines set up by IIASA for all eight countries involved in the project. 
Thirdly, this is a relatively new field of work. The very size of 
the model prohibits undertaking a single optimal solution for all time 
periods. The computer linkages necessarily required by the hybrid make 
this approach currently infeasible. 
However, it would be interesting to compare the results of this 
study with those of a dynamic hybrid model. It is hoped that the fu­
ture will bring with it the possibility of attempting that exercise. 
The three main components of the hybrid model under consideration 
are: 
1) a regional linear programming model for Iowa; 
2) a national econometric simulation model for the U.S. excluding 
Iowa ; and 
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3) a linkage procedure which transfers Information between the 
programming and econometric components and adjusts the relevant varia­
bles. 
Detailed descriptions of each of the above components of the model 
are given below. 
The Regional Linear Programming Model For Iowa 
In the regional component of the regional-national model, we have 
a linear programming model In which the State of Iowa Is divided Into 
12 producing areas. Each producing area or region Is an aggregation of 
contiguous counties based on similarities of soil, etc. characteris­
tics. These regions are consistent with Iowa's soil conservancy dis­
tricts and were used Initially by Nagadevara, Heady, and Nlcol (49). 
(See Figure 3.1) Land In each producing area Is further divided Into 
five land classes. These five land groups represent an aggregation of 
the 29 class-subclasses In the National Inventory of Soil and Conserva­
tion Needs, 1967 (Conservation Needs Inventory Committee, 11). The 
Conservation Needs Inventory Committee places all soils In eight capa­
bility classes. The risks of soli damage or limitations In use become 
progressively more severe from Land Class I (few limitations) to Land 
Class VIII (no beneficial agricultural uses). Four land capability 
subclasses are defined according to the general kinds of limitations 
upon agricultural use. These are susceptibility to erosion (e), drain­
age problems or excess water (w), soil limitations within the rooting 
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Figure 3.1. Map of Iowa delineating the 21 Principal Soil Association 
Areas (letters) and 12 Producing Areas (numbers) 
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Table 3.1. Organization of land capability class-subclasses into the 
land groups defined for the Iowa model 
Land group in 
Iowa model Land capability class-subclasses 
I I 
II He, w, s, c; IIIw, s, c; IVw, s, c; Ve, 
III Hie 
IV IVe 
V Vie, w. s, c; Vile, w. s, c; Vllle, w, s, c 
rooting zone (s), and climatic conditions preventing normal crop pro­
duction (c) (Heady and Langley, 27). The organization of the 29 land 
capability class-subclasses into the five land groups defined for the 
Iowa model can be seen in Table 3.1, above. 
The objective function in this model is defined to maximize the 
net returns or profit from crop production in Iowa subject to the 
availability of land, nitrogen fertilizer, and restrictions placed on 
levels of soil erosion. The objective function is of the form: 
Max z -Çf - F "ît 
i = 1 to 12 for the producing areas; 
j = 1 to 8 for the crops produced; 
k = 1 to 9 for the conservation-tillage practices; 
1 = 1 to 30 for the crop rotations in each producing area; 
m = 1 to 5 for the land classes ; 
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t = 1 to T for the time period in which optimization occurs. 
where: 
is the gross return received by farmers for selling 
crop j (C®) at price (P®) in producing area (1) in period (t); 
^iklmt ^iklmt the cost of production (T), dollars per acre 
of rotation (1) with conservation-tillage practice (k) on land 
class (m) in producing area (1) in period (t), multiplied by the 
level of crop production activity (L); and 
p" ^it price of nitrogen fertilizers (p") multiplied by 
the quantity of nitrogen purchased (0^^) In producing area (1) 
In period (t). 
Crop production, crop selling and nitrogen purchasing activities 
are considered. Crop production activities simulate rotations produc­
ing corn grain, corn silage, leguminous and nonlegumlnous hay, oats, 
sorghum grain, soybeans, and wheat, in crop management systems incorpo­
rating rotations of one to four crops (see Table 3.2). Each rotation 
is defined for three conservation methods: straight-row, strip crop­
ping and contour plowing. Each conservation method Is associated with 
three tillage practices: conventional tillage, residue management, and 
reduced tillage. Each of these combinations is defined on the land 
class to which it applies. Thus, each rotation combined wlh a specific 
conservation-tillage practice defines a unique crop management system 
(see Table 3.3). Coefficients defined for each activity Include the 
61 
Table 3.2. Crop rotations defined in the Iowa LP component (percent®) 
Rotation Corn Oats 
Grain 
sorghum 
Leguminous 
hay 
Non-
leguminous 
hay Soybeans Wheat 
ae 0 0 100 0 0 0 0 
ao 50 0 0 0 0 0 50 
br 60 20 0 0 20 0 0 
bs 50 25 0 0 25 0 0 
bt 40 20 0 20 0 0 0 
bv 34 33 0 0 33 0 0 
bx 20 20 0 60 0 0 0 
cd 17 16 0 0 67 0 0 
ch 50 0 0 0 0 25 25 
cj 50 0 0 0 0 50 0 
cl 50 0 0 0 25 0 25 
cm 25 25 0 0 50 0 0 
cn 20 0 0 0 60 0 20 
cs 67 0 0 0 0 33 0 
cu 34 33 33 0 0 0 0 
cz 20 20 0 0 60 0 0 
db 17 16 0 50 0 17 0 
dc 40 20 0 0 20 20 0 
df 0 14 28 44 0 14 0 
dg 0 0 0 100 0 0 0 
dh 40 0 0 0 20 20 20 
dl 34 0 0 0 33 0 33 
dy 0 0 0 0 25 50 25 
hn 50 25 0 0 0 25 0 
ho 40 20 0 20 0 20 0 
hq 28 0 0 30 0 14 28 
hs 28 28 0 44 0 0 0 
kf 0 0 67 0 0 33 0 
kg 0 20 40 0 40 0 0 
Ot 100 0 0 0 0 0 0 
^Numbers indicate the percentage of each rotation made up of the 
particular crop. For example, ae is 100% grain sorghum, cj is 50% 
corn - 50% soybeans (i.e., a corn-soybean rotation), etc. 
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Table 3.3. Conservation-tillage practices defined in the Iowa LP compo­
nent 
Conservation-tillage practice 
Land group 
1 * * * - - - - - -
2 * * - * * * - - -
3 * * * - - - * - * 
4 * * * - - - * * * 
5 * * * - - - - - -
Conservation-tillage practices defined as: 
a = straight row, residue removed; 
b = straight row, residue left; 
c = straight row, reduced tillage; 
d = contour, residue removed; 
e = contour, residue left; 
f = contour, reduced tillage; 
g = strip cropping, residue removed; 
h = strip cropping, residue removed; and 
i = strip cropping, reduced tillage. 
A indicates that the conservation-tillage practice is defined 
for the particular land group. 
cost of production, land use (one acre), the quantity of nitrogen re­
quired, the yield adjusted for conservation-tillage practice, and the 
average level of gross soil-loss leaving the field during a one-year 
period. 
Crop yields are estimated using 1970-75 average county yields af­
ter accounting for trends. These yields are then weighted by average 
production to get PA yields. Yields are adjusted for land class and 
conservation tillage practice. 
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Constraints are incorporated at both producing area (PA) and state 
levels. Land Is used solely for crop production activities. Five land 
classes are defined for each of the 12 PAs. Constraints are, there­
fore, imposed on availability of each of the five land categories for 
each of the 12 PAs. Crop transfer rows are used to transfer output of 
the eight endogenous crops listed above from production activity to 
sale. The transfer rows for each crop for each PA take the form: 
where = yield per acre of crop (j) with conservation-tillage 
practice (k) on land class (m) in PA (1) in period (t); 
^ijkmt activity level of crop (j) using conservation-till­
age practice (k) on land class (m) in PA (1) in period (t); and 
cf. is the gross return per unit of crop (j) sold in PA (i) in 
1J c 
period (t). 
Statewide constraints are imposed on nitrogen used for crop pro­
duction. The nitrogen constraint at the state level takes the form: 
^ilkmt ^ilkmt 2 0 (3.3) 
where is the quantity of nitrogen fertilizer purchased for use in 
crop production in PA (1) in period (t). 
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^llkmt nitrogen requirement from commercial sources neces­
sary for rotation (1) with conservation-tillage practice (k) on land 
class (m) In PA (1) In period (t). 
^ïlkmt the level of crop rotation (1) using conservation-till­
age practice (k) on land class (m) in PA (i) in period (t). 
The soil loss rows are accounting rows that determine the quantity 
of soil lost in the production of crop commodities on each land class 
in each PA. The form of the soil loss equation is : 
gpiklmt \kl.t ".4) 
where is the quantity of soil loss associated with crop rotation 
activity (1) used with conservation-tillage practice (k) on land 
class (m) in PA (1) in period (t) In tons per acre. 
^Iklmt defined as before. 
SLPL is the total soil loss in PA (1) on land class (m). 
The livestock industry forms a crucial part of Iowa's agricultural 
output. However, the linear programming model does not explicitly take 
livestock production and selling activities into account. In order to 
ensure that the solution to the model is realistic, Iowa's livestock 
activities are accounted for in the programming model by imposing lower 
bounds on production levels of silage, leguminous hay, and nonleguml-
nous hay. For each of the 12 PAs the value of the constraint is set at 
existing levels of use of each of these inputs by the livestock indus­
try. 
65 
Selected coefficients in the LP matrix are revised periodically 
through the linkage component. 
The LP matrix is presented in Table 3.4, 
Nonnegativity restrictions are imposed on the relevant variables 
specified above. 
The U.S. Econometric Simulation Component 
The purpose of the U.S. econometric simulation component of the 
model is to estimate resource use and commodity output originating in 
the U.S., excluding Iowa. These estimates are summed with those origi­
nating in Iowa (from the programming component) to determine economic 
variables in the national market. 
The econometric component of the hybrid model is based on the Cen­
ter for Agricultural and Rural Development National Agricultural Econo­
metric Simulation Model (CARD-NAES) originally specified by Ray and 
Heady (55), Schatzer et al., (59 and 60), and Roberts and Heady (56), 
with some restructuring done for this study. 
There are eleven submodels in the CARD-NAES model. These Include 
five major crop commodity sectors, five livestock commodity sectors and 
a submodel that aggregates components from the ten submodels above and 
sums those with the endogenously determined variables for the rest of 
the U.S. agricultural sector. The five crop submodels Include feed-
Table 3.4 A schematic diagram of the Iowa linear programming component 
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grains (i.e., corn, sorghum, oats, and barley), wheat, soybeans, cot­
ton, and tobacco. The five livestock submodels are beef, pork, lamb 
and mutton, chicken and turkey. 
Annual time series data are used to estimate the structural param­
eters of the model by regression techniques. Most equations are esti­
mated using a sample period 1949 through 1976. However, portions of 
the beef, pork, lamb, chicken, and turkey submodels are estimated with 
data from 1953 through 1976. In some cases, shorter time series are 
used where data were not available. 
The model is generally recursive in structure. However, there are 
portions of the model which fail to meet all the criteria for recur­
siveness. For a model to be recursive, two conditions must prevail. 
First, the matrix of coefficients of endogenous variables must be tri­
angular. If this condition prevails, the structural equations of the 
model can be solved sequentially without the use of iterative tech­
niques or reduced form equations. Second, the variance-covariance ma­
trix of structural equation disturbances must be diagonal. This im­
plies that the disturbance term of any one equation must not be corre­
lated with the disturbance of any other equation in the model. 
There are portions of the output section which do not meet the 
first criterion. These portions are therefore block recursive, which 
means that they have both recursive and simultaneous portions. There 
are also portions of the model that do not meet the second criterion 
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for recursiveness. These violations Imply certain statistical estima­
tion techniques are more appropriate than others. 
Six regression techniques are used to estimate the model param­
eters. Ordinary least squares Is used for those equations which proved 
to be recursive. Those recursive equations which had autocorrelated 
errors are estimated by autoregresslve least squares. The farm-retail 
margin equations in the output section of the beef, pork, chicken, and 
turkey submodels are estimated by two-stage least squares because they 
are simultaneously determined with their respective farm prices. These 
equations violated the first criterion for recursiveness, i.e., the 
matrix of endogenous variable coefficients Is not triangular. 
Three-stage least squares or autoregresslve three-stage least squares 
are used on those equations which are not simultaneous but which are 
determined to have disturbances correlated with disturbances of other 
equations in the model. These equations violated the second condition 
for recursiveness, i.e., the variance-covarlance matrix of equation 
disturbances is not diagonal. 
The CARD-NAES model is divided into pre-input, input, and output 
sections for each of 11 crop and livestock submodels. In view of the 
complexity of the hybrid model, the pre-input and input sections of the 
econometric model were deleted. 
The output section of the wheat submodel is presented below in 
order to Illustrate the structure of the model being used. 
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PACR(I,WHEAT) = 115.8103 - 0.96 * WDIV - 0.63 * WSBAR 
-16.26 * WALL + 6.56 * WVOL 
- 4.59 * PRIPBF(II.SOYBEANS) + 0.56 *[6.56 * WVOLL 
PRIPBFCII,WHEAT) 
- 0.96 * WDIVL - 0.63 * WSBARL - 16.26 * WALLL 
- 4.59 * PRIPBFC12.SOYBEANS) - PACR(II,WHEAT)] (3.5) 
PRIPBF(12,WHEAT) 
WAC47 = 0.998 * PACR(I, WHEAT) (3.6) 
PYD (I,WHEAT) = 24.9 + 0.3 * TIME (3.7) 
PPRO (I,WHEAT) = WAC47 * PYD (I,WHEAT) + WHTQOl (3.8) 
PSUPLY (I,WHEAT) = PPRO (I,WHEAT) + PTINV (II,WHEAT) 
+ WHEAT IMPORTS (3.9) 
PPR (I,WHEAT) = 3.07 + 1.19 * FREEl + 0.18 WLR 
-0.0007 PSUPLY (I,WHEAT) - 0.0004 * PSUPLY 
(I,WHEAT) * EX (1,19) + 0.0005 * WHEAT EXPORTS (3.10) 
PFOOD (I,WHEAT) = 464.17 + 20.5 * FREEl + 15.92 * WARI 
-15.4 * [PPR (I,WHEAT) + EX (1,16)] + 
0.3 * POPING (3.11) 
PCDEM (I,WHEAT) = 43.8 + 42.89 * FREEl + 4.44 * PLVPR (I) 
-95.04 * PPR (I,WHEAT) +0.51 * PCDEM (II,WHEAT) (3.12) 
PTDEM (I,WHEAT) = PCDEM (I,WHEAT) + PFOOD (I,WHEAT) 
+ WHEAT EXPORTS (3.13) 
PTINV (I,WHEAT) = PSUPLY (I,WHEAT) - PTDEM (I,WHEAT) (3.14) 
PVALPR (I,WHEAT) = PPRO (I,WHEAT) * PPR (I,WHEAT) (3.15) 
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PCAR (I,WHEAT) - -184.77 + 0.90 PVALPR (I,WHEAT) 
+ 64,96 * LTIME +0.59 * [0.90 * PVALPR 
(II,WHEAT) + 64.96 * LTIMEL - PCAR (II,WHEAT)] (3.16) 
PGINC (I,WHEAT) = PCAR (I,WHEAT) + EX (1,41). (3.17) 
where : 
CPIP = Consumer Price Index with 1967 = 1.0/index of prices 
paid by farmers. 
EX(I,16) = Wheat Marketing Certificates value. 
EX(I,19) = Wheat Loan Rate Dummy 1964-76 = 1.0. 
EX(I,41) =» Wheat government payments. 
FREEl = Free market dummy variable with 1.0s for 1973-76. 
I = Current year. 
II = One year lag. 
12 = Two yéar lag. 
LTIME = Natural log of the TIME variable. 
LTIMEL == One year lag of the natural log of the TIME variable. 
PACR = Harvested wheat acreage. 
PCAR = Cash receipts 
PCDEM = Commercial demand for wheat. 
PFOOD = Demand for wheat as food. 
PGINC = Cash receipts plus government payments or gross 
income. 
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PLVPR = Weighted average livestock and poultry farm price. 
POPINC = Personal disposable income of population. 
PPR = Wheat price. 
PPRO = Wheat production. 
PRIPBF = (PPR * CPIP). 
PSUPLY = Wheat supply. 
PTDEM = Total demand. 
PTINV = Total Inventory. 
PVALPR = Value of production. 
PYD = Yield. 
TIME = Time trend with 1949 = 1, 1950 =2, ..., 1976 = 2.8. 
WALL = Wheat acreage allotment dummy, 1950, 1954-70 = 1.0. 
WALLL = Lagged WALL. 
WARI = Post war dummy for World War II with 1.0s for 1949-51. 
WDIV = Wheat diverted acres. 
WDIVL = Lagged wheat diverted acres. 
WHTQOl = Wheat production In Iowa. 
WLR = Wheat loan rate. 
WSBAR =» Wheat soil bank acres. 
WSBARL = Lagged wheat soil bank acres. 
WVOL = Wheat voluntary program dummy, 1965-70 = 1.0. 
WVOLL = One year lagged WVOL. 
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Equation 3.5 estimates wheat acreage harvested in the U.S. as a 
function of the ratio of lagged soybean price to lagged wheat price. 
Relative price is an important determinant in decisions pertaining to 
acreage allocation. Lagged prices are used as rough proxies for ex­
pected prices. The other variables included represent the different 
government programs that affected wheat acreage allocation during the 
sample period. 
Equation 3.7 estimates yield as a positive function of time. U.S. 
wheat production is the sum of wheat produced in the U.S., excluding 
Iowa, (determined sequentially by using equations 3.5, 3.6, and 3.7) 
and Iowa wheat production determined by the LP model. In turn, produc­
tion, imports and beginning inventories add up to wheat supply in equa­
tion 3.9. Supply, together with exports, loan rate, and dummy varia­
bles determines wheat price in equation 3.10. 
As pointed out by Schatzer et al., (59) the recursive structure of 
the output sector complies with the biological production process of 
many agricultural commodities. When farmers plant their crops, they do 
not know what the price will he at harvest time. Therefore, they use 
an expected price in making their planting decisions. In the model 
presented, lagged prices are assumed to be rough proxies for expected 
prices. As a result, given supply, current year's price adjusts to 
clear the market. 
Demand for wheat as food is a negative function of price, positive 
function of personal disposable income, value of wheat marketing cer-
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tiflcates and the war and free market dummy variables. Commercial non­
food demand for wheat, on the other hand, depends positively on live­
stock price, one year lagged commercial nonfood demand and the free 
market dummy variable, and negatively on the price of wheat. 
Total wheat demand is an identity determined by the sum of domes­
tic food and nonfood demand and exports. On the other hand, total end­
ing year inventories are determined residually as the difference be­
tween supply and total demand. The value of wheat production is com­
puted by multiplying wheat production by price of wheat. Cash receipts 
from the sale of wheat are estimated as a function of the current and 
lagged value of production, current, and lagged log of time, and lagged 
cash receipts. Finally, gross Income from wheat Is the sum of cash re­
ceipts from wheat and government payments pertaining to wheat. 
Similar submodels are used to determine acreage harvested in the 
U.S., excluding Iowa, production in the U.S., supply, price, commercial 
demand, total demand, total inventories, value of production, cash re­
ceipts, etc. for corn and other feedgralns, soybeans, wheat, cotton, 
and tobacco as well. Further, the livestock submodels in the economet­
ric model estimate the levels of production, inventories, prices, etc. 
in the U.S. for pork, chicken, beef, turkey, and lamb. 
The Linkage Component 
The linkage component of the Iowa regional-national system 
(1) transfers information between the programming and econometric com­
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ponents and (2) revises and adjusts selected variables between time 
periods to simulate the recursive sequence of agricultural production 
and Its Interaction with the environment. 
As can be seen In Figure 3.2, the regional LP component is first 
solved for the profit maximizing level of crop production and resource 
use for the State of Iowa. These values are summed with estimates of 
production and input use occurring in the U.S., excluding Iowa, (esti­
mated from the national econometric simulation component) to obtain na­
tional totals. Commodity prices and other Important economic variables 
are estimated in the econometric component. Crop yield adjustment fac­
tors are determined based on inches of topsoil lost, and are used to 
revise the crop yields in the LP sector. The newly estimated commodity 
prices are used to revise the coefficients associated with the crop 
selling activities in the LP objective function in the next time per­
iod. After the LP input data matrix is revised, the programming compo­
nent is solved for the next time period, thus repeating the entire 
process again until the predetermined number of simulations are com­
pleted. 
The linkage component can be decomposed into three subsectors: 
Retrieval, Adjustment, and Revision. Information retrieval from the 
Iowa LP component includes production levels of endogenous crops, soil 
loss, nitrogen fertilizer use, and land use in each of five land groups 
for each of 12 producing areas. Crop production and fertilizer use are 
Inputs to the econometric component while soil loss and land use are 
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account for soil loss 
Period _ t _+_2 y 
Figure 3.2. Structure of the Hybrid Recursive Regional-National Model 
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inputs to the Adjustment and Revision subsectors of the linkage compo­
nent. 
The Adjustment subsector adjusts the estimated crop yields for the 
effects of soil loss. A definite and unmistakable tendency for yields 
to increase with depth of surface soil up to eight to ten inches has 
been observed. For depths over ten inches, there is apparently no 
clearly defined relationship between depth and yield (Murray, 
Englehorn, and Griffin, 48). As noted by Peterson (52), Wischmeier 
found a highly significant inverse correlation between crop yields and 
erosion losses. Based on 8,000 plot years of soil loss data from 21 
states, he found a marked inverse relationship between the yield of 
com and erosion. This relationship was curvilinear, however. The 
correlation between yield per acre and soil loss was much closer at 
lower yields; it diminished markedly as a level of approximately 70 
bushels per acre was reached. 
At a conference on Conservation Tillage in Iowa, Larson presented 
estimates of the magnitude of the long-time potential productivity loss 
from erosion in the soils of Iowa. Briefly, where favorable surface 
and subsurface horizons exist, crop yields are not greatly different on 
soils with different degrees of erosion especially if good management 
and fertilizer are used. Erosion on soils with favorable surface hori­
zons will initially show only slight reductions in yields. With con­
tinued erosion, yields will decline progressively. If erosion occurs 
on soils with limited surface horizon thickness overlying coarse frag­
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mented material, crop yields may continue at reasonable levels for a 
short time and then drop sharply. 
Obvious from all the above is the fact that crop yields decrease 
as soil depth decreases. The shape of the graph depicting the rela­
tionship differs depending on soil type. Soil depths of 1.5, 5, and 
9.5 inches correspond to average soil depths of erosion phases 3, 2, 
and 1, i.e., slightly, moderately, and severely eroded, respectively. 
Given com yields corresponding to each of the above three soil depths, 
the corn yield - soil depth relationship can be graphed by joining 
these points on the assumption that the relationship between these 
points can be depicted by a linear approximation. For soil depth 
greater than 9.5 or less than 1.5 inches, the function could be assumed 
to be horizontal. Figure 3.3 depicts this. The graph depicts the de­
cline in com yield that occurs as erosion decreases soil depth. At 
any point in time, given soil depth, the corresponding yield can be de­
termined. 
Based on the principal soil association areas in each PA, USDA 
dominant soil classification by land class for each LRA, and informa­
tion on 18 Iowa farms obtained by the CARD BMP Study, 60 such benchmark 
com yield - soil depth functions were estimated for each of five land 
classes for 12 PAs. 
Data for the five-year period 1970-1975 published in the Iowa 
Agricultural Statistics were used to obtain average yields for the 
eight crops for the 12 PAs. This was then adjusted by land class. 
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Figure 3.3. The relationship between corn yield and topsoil depth 
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These average yields (or YBARYLDS) were used in conjunction with the 
benchmark corn yield - soil depth graphs obtained above to adjust 
yields of each crop from one year to the next based on changes in soil 
depth. 
Tons of soil loss associated with each activity are estimated by 
the universal soil loss equation. These are then converted to inches 
of soil loss using the equation: 
ISL = TSL (3.18) 
SBD * TACRE 
where : 
ISL = Inches of soil loss. 
TSL = Tons of soil loss. 
SBD = Soil bulk density. 
TACRE = Total acres. 
Revised soil depth is then determined as: 
SOILD^  = SOILD^  , - ISL 
t t-1 
where SOILD^ . is the average soil depth at time period t. 
The methodology to be used to adjust crop yields is presented 
below; 
Using Figure 3.3, let Yl, Y2, and Y3 be the corn yields corre­
sponding to soil depths of 9.5, 5.0, and 1.5 Inches, respectively. 
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Set slope over AB = m(l) = 0 (3.19) 
Y1 - Y2 
over BC = m(2) Y1 
9.5-5 4.5 
Y2 - Y3 Y2 - Y3 
over CD = m(3) Y1 Y1 
5-1.5 3.5 
over DE = m(4) =• 0 
(3.20) 
(3.21) 
(3.22) 
Based on the benchmark graphs, the yield adjustment factors or 
YADJ will be computed: 
If SOILDt >_ 9.5 yield adjustment = 1 (3.23) 
If 5 < SOILD < 9.5 yield adjustment = m(2) * (SOILD - 5.0) + Y2 
t  ^ Y1 
(3.24) 
If 1.5 £ SOILD <5.0 yield adjustment = m(3) * SOILD - 1.5) + Y3 
t  ^ Y1 
(3.25) 
If SOILDf <1.5 yield adjustment = Y3 (3.26) 
Y1 
Using the appropriate yield adjustment factor on the basis of soil 
depth determined above, at time t, yield will be determined for crop j 
in land class m in PA 1 as follows : 
CHNGYLD = YBARYLD * (1 - YADJ); (3.27) 
YIELDt - INITIAL YLD - [CHNGYLD * WGT]. (3.28) 
where CHNGYLD = change in yield; 
YBARYLD = Average yield per crop by Land Class and PA based on 
agricultural statistics data corresponding to the base year, 1980; 
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YADJ = Yield adjustment factor; 
YIELDj- = Crop yield at time t; 
WGT = weight of crop in a rotation; 
INITIALYLD = YBARYLD adjusted by conservation-tillage practice. 
Once this is determined, the crop yield used in the LP model in 
the next time period is adjusted. 
The Revise subsector of the linkage component takes Information 
from the Retrieval and Adjustment subsectors and revises prices and 
crop yields in the LP component for the next time period. 
The hybrid model specified above is used to study the impact of 
alternative erosion control policies on increasing the long-run sus-
talnability of agricultural production in Iowa over the 20-year span 
from 1980 to 2000. 
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CHAPTER IV. AN ANALYSIS OF RESULTS 
The regional-national hybrid model described in the preceding 
chapter was used to study the effect of erosion control policies on 
land use, production levels and net returns to Iowa farmers over the 
twenty year span from 1980 to the year 2000. The focus of the analysis 
is on studying the economic impact of alternative policies directed at 
increasing the long-run sustalnabllity of agricultural production 
through erosion control. 
Very briefly, the regional linear programming model determines 
crop production in Iowa at time t. The econometric model determines 
crop production levels for the U.S., excluding Iowa, and livestock pro­
duction for the U.S., at time t. Iowa crop production, determined by 
the regional linear programming model, is added to production in the 
U.S. to determine prices at time t. These prices affect next year's 
production levels, or determine production at time t + 1. The econo­
metric model is solved once every year over the 1980-2000 period. The 
linear programming model is solved once every five years over this per­
iod. The solution to the linear programming model also estimates the 
extent of soil loss in Iowa, based on the crop rotations and associated 
conservation-tillage systems entering the basis. 
Apart from the baseline solution, four other solutions were ob­
tained, based on alternative policies aimed at controlling soil loss. 
The idea, therefore, is to analyze the effectiveness of four different 
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policy alternatives, In terms of their effectiveness In attaining 
decreased soil loss. 
1. The baseline solution (or BASE) Is concerned with determining 
the pattern of resource allocation that will maximize profits for Iowa 
farmers in the absence of any erosion control policy for the state. 
2. Policy alternative I (or 10 TON), prohibits engaging in any 
agricultural production activity that results in more than 10 tons of 
soil loss per acre. On the average this could be considered to be 
approximately twice the "T" level of soil loss per cultivated acre in 
Iowa. "T" level is the "tolerance" level and specifies the maximum 
allowable amount of annual soil loss per acre that can be tolerated 
while still maintaining productive capacity with present technology. 
This is generally considered to be 5 tons per acre per annum. 
3. Policy alternative II (or 5 TON), requires mandatory Imposi­
tion of the 5 ton maximum level of soil erosion In Iowa. Therefore, 
any agricultural production activity that results in more than 5 tons 
of soil loss per acre per annum, would not be legally allowable. Adop­
tion of such a policy would ensure attainment of erosion control by 
law. 
4. Policy alternative III determines a system of tax on produc­
tion activities based on levels of soil loss associated with them, such 
that it would yield exactly the same levels of net returns, resource 
allocation and soil loss as a) the 10 TON mandatory maximum soil loss 
solution, and b) the 5 TON mandatory maximum soil loss solution. 
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5. Policy alternative IV (or NITR) considers the extent to which 
a restriction on the availability of nitrogenous fertilizer would con­
trol soil loss. Availability of nitrogenous fertilizer is restricted 
at the use-level in 1980 in the BASE solution. 
The Effect of Time and Policy Measures on Net Returns 
to Land and Management on Iowa Farms 
Time and soil conservation policies both have a significant impact 
on net returns to Iowa land and management in Iowa, as can be seen from 
Table 4.1 and Figure 4.1. If the objective is solely to maximize net 
returns in 1980, this would be met by adopting the solution determined 
by the BASE (or no policy) alternative. The 5 TON alternative yields 
the lowest net returns for that year. For 1980, the NITR solution 
yields the same results as the BASE, since nitrogen levels are 
restricted at 1980 BASE use levels. 
By 1985, the order gets reversed and net returns are highest with 
the 5 TON alternative, followed by 10 TON, BASE, and NITR, in that 
order. A reduction in net returns is experienced with the BASE alter­
native by 1990, while marginal increases of 0.17 and 3.49 percent occur 
with the NITR and 10 TON solutions, respectively. However, a 13 per­
cent increase in net returns accrues between 1985-1990 with the 5 TON 
restriction on soil loss. Net returns increase In all four alterna­
tives over the 1990-2000 period. By the year 2000, the 5 TON solution 
yields a net return that is 98.13 percent greater than that in the 
BASE, 78.01 percent above that in the NITR, and 33.69 percent higher 
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Figure 4.1. Net returns to land and management in the four 
alternatives 
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Table 4.1. Projected net returns to land and management on Iowa farms 
In the four alternatives (in million dollars). Estimates 
are in constant 1975 dollars 
Year BASE NITR 10 TON 5 TON 
1980 293.64 293.64 261.95 196.92 
1985 1,582.65 1,547.48 1,661.11 1,805.02 
1990 1,454.55 1,550.15 1,719.04 2,050.74 
1995 2,157.66 2,334.54 2,613.54 3,069.19 
2000 3,427.14 3,814.47 5,079.28 6,790.26 
than that in the 10 TON solution. Further, while net returns Increase 
2.17 times, from 1,582 million dollars in 1985 to 3,427 million dollar 
in the year 2000 in the BASE, they Increase 3.76 times from 1,805 
million dollars to 6,790 million dollars over the same period in the 
5 TON alternative. It needs to be noted that the above values are in 
constant dollars and are not discounted. 
Changes in the Allocation of Iowa Land 
Among Crops Over Time 
The econometric simulation component of the hybrid model is used 
to determine acreage harvested and levels of production of feedgrains, 
soybeans, wheat, cotton, and tobacco. These estimates are added to 
Iowa production levels determined by the linear programming model to 
estimate U.S. production, supply, price, demand, inventories, value of 
production, etc. Feed grains include corn, sorghum, oats, and barley. 
In addition, the econometric model estimates the levels of production 
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inventories, prices, imports, exports, etc., for the U.S. for beef, 
pork, lamb, chicken, and turkey. 
Tables 4.2, 4.3, 4.4, and 4.5 present national estimates of pro­
duction and prices of beef, pork, lamb, chicken, and turkey over the 
1980-2000 period, as determined by the BASE, 10 TON, 5 TON, and NITR 
alternatives. Also presented are some estimates of U.S. crop prices, 
levels of crop production in Iowa, and in the U.S. excluding Iowa. 
The regional linear programming model for Iowa determines optimal 
production levels of eight crops at time t based on price levels deter­
mined by the econometric model at time t - 1. The eight crops are 
corn, soybeans, wheat, sorghum, oats, corn silage, and nonleguminous 
and leguminous hay. Silage and both types of hay have minimum con­
straints imposed on them at existing production levels. This is done 
to ensure realistic results, since the model does not take livestock 
activities specifically into account for Iowa. Oats are a nursery crop 
for hay. 
The analysis presented below is concerned primarily with analyzing 
results obtained with respect to allocation of Iowa cropland to corn, 
soybeans, sorghum, and wheat. The price levels estimated by the econo­
metric model are presented in tables 4.2 to 4.5 and are In 1967 dol­
lars. These values have been revised to 1975 dollars in order to com­
pute the net returns per bushel and per acre estimates presented In 
Tables 4.6, 4.7, 4.8, and 4.9. 
Table 4.2. BASE livestock production, crop production, and price levels. The prices are de­
flated by setting the consumer price index for 1967 = 100 
Production levels 
1980 1985 1990 1995 2000 
U.S. beef production 
U.S. pork production 
U.S. lamb production 
U.S. chicken production 
U.S. turkey production 
Feedgrain production In 
the U.S. excluding Iowa 
Iowa com production 
Iowa oats production 
Iowa sorghum production 
Wheat production in the 
U.S. excluding Iowa 
Iowa wheat production 
Soybean production in the 
U.S. excluding Iowa 
Iowa soybean production 
U.S. cotton production 
22,380.92 
14,453.47 
306.42 
11,710.67 
2,186.85 
233.76 
672.61 
27.61 
222.66 
2,205.09 
19.79 
1,952.58 
305.42 
28,396.87 
13,264.81 
260.51 
12,625.78 
2,365.06 
(in million Ibs.)-
31,892.47 
14,035.95 
298.65 
14,504.79 
2,563.58 
35,470.63 
14,840.45 
392.94 
16,165.53 
2,724.76 
-(in million short tons)-
264.29 290.87 
(in million bushels) 
312.64 
897.41 
17.17 
188.00 
2,163.94 
11 .81  
901.19 
16.07 
304.25 
2,335.49 
10.89 
12.95 
2,241.15 2,511.80 
327.93 346.19 
(in million bales) 
14.30 13.76 
38,565.95 
15,479.40 
444.07 
17,830.74 
2,917.65 
338.07 
1,106.39 1,444.54 
14.61 12.75 
247.00 48.97 
2,434.07 2,558.49 
10.15 10.52 
2,836.26 3,158.66 
365.91 384.19 
13.64 14.59 
Table 4.2. (continued) 
One year lagged retail price 
1980 1985 1990 1995 2000 
Beef 
Pork 
Lamb 
Chicken 
Turkey 
Feedgrain 
Com 
Oats 
Sorghum 
Wheat 
Soybeans 
Cotton 
(dollars per cwt.)— 
106.34 103.26 
79.08 83.25 
119.45 124.86 
31.46 27.26 
43.03 38.31 
(in dollars per ton) 
45.86 40.55 
(dollars per bushel)— 
1.38 1.22 
0.51 0.43 
1.15 1.02 
1.35 1.48 
4.34 3.97 
(in dollars per pound) 
33.86 32.71 
102.93 
85.54 
125.90 
27.08 
34.82 
41.16 
108.22 
95.16 
130.75 
31.36 
34.26 
46.75 
1.24 1.41 
0.41 0.44 
1.03 1.17 
1.71 2.15 
4.53 5.35 
33.36 35.61 
Table 4.3. 10 TON livestock production, crop production, and price levels. The prices are de­
flated by setting the consumer price index for 1967 = 100 
Production levels 
1980 1985 1990 1995 2000 
U.S. beef production 
U.S. pork production 
U.S. lamb production 
U.S. chicken production 
U.S. turkey production 
Feedgrain production in 
the U.S. excluding Iowa 
Iowa corn production 
Iowa oats production 
Iowa sorghum production 
Wheat production in the 
U.S. excluding Iowa 
Iowa wheat production 
Soybean production in the 
U.S. excluding Iowa 
Iowa soybean production 
U.S. cotton production 
22,380.92 
14,453.47 
306.42 
11,710.67 
2,186.85 
232.20 
681.87 
19.35 
162.42 
2,203.24 
17.93 
1,939.07 
291.91 
(in million lbs.)-
28,360.21 31,685.09 
13,131.22 
255.47 
12,572.54 
2,360.38 
13,777.96 
275.04 
14,415.96 
2,560.99 
34,993.44 
14,498.57 
338.42 
16,039.24 
2,730.15 
•(in million short tons)-
262.19 288.65 
(In million bushels) 
310.86 
882.91 
25.62 
121.99 
2,157.04 
11.93 
974.42 
18.43 
130.44 
2,324.80 
11.06 
2,225.56 
308.75 
12.95 
2,495.65 
323.51 
(in million bales) 
14.30 13.70 
37,828.45 
15,025.32 
359.11 
17,560.02 
2,923.27 
364.68 
1,183.32 1,682.81 
18.74 42.63 
54.64 — 
2,420.98 2,551.37 
10.35 9.18 
2,81R.07 3,038.98 
340.68 , 292.91 
13.54 14.58 
Table 4.3. (continued) 
One year lagged retail price 
1980 1985 1990 1995 2000 
Beef 
Pork 
Lamb 
Chicken 
Turkey 
Feedgrain 
Com 
Oats 
Sorghum 
Wheat 
Soybeans 
Cotton 
(in dollars per cwt.)— 
106.49 
79.83 
119.76 
31.99 
43.22 
104.59 
85.45 
126.20 
28.36 
39.02 
(in dollars per ton)— 
47.41 43.64 
(in dollars per bushel) 
1.43 1.31 
0.53 0.46 
1.19 1.10 
1.38 1.55 
4.49 4.26 
(in dollars per pound)-
33.84 32.74 
106.35 113.85 
89.13 100.28 
128.70 135.20 
28.69 33.58 
36.31 36.60 
45.80 65.93 
1.38 2.01 
0.46 0.63 
1.15 1.64 
1.83 2.40 
4.99 6.02 
33.59 36.13 
Table 4.4. 5 TON livestock production, crop production, and price levels. The prices are de­
flated by setting the consumer price index for 1967 = 100 
Production levels 
1980 1985 1990 1995 2000 
U.S. beef production 
U.S. pork production 
U.S. lamb production 
U.S. chicken production 
U.S. turkey production 
Feedgrain production in 
the U.S. excluding Iowa 
Iowa corn production 
Iowa oats production 
Iowa sorghum production 
Wheat production in the 
U.S. excluding Iowa 
Iowa wheat production 
Soybean production in the 
U.S. excluding Iowa 
Iowa soybean production 
U.S. cotton production 
22,380.92 
14,453.47 
306.42 
11,710.67 
2,186.85 
227.76 
548.99 
31.21 
129.98 
2,242.39 
57.09 
1,912.21 
265.05 
28,270.09 
12,840.12 
243.is 
12,466.40 
2,352.09 
-(in million Ibs.)-
31,373.85 
13,408.79 
252.87 
14,231.32 
2,554.78 
34,414.00 
13,983.67 
289.10 
15,854.13 
2,733.85 
-(in million short tons)-
267.41 284.72 
(in million bushels) 
310.73 
1,083.15 
37.68 
58.14 
2,129.51 
23.58 
1,131.14 
23.93 
36.19 
2,318.61 
38.74 
2,174.98 
250.88 
12.95 
2,476.20 
273.90 
(in million bales) 
14.37 13.71 
36,934.15 
14,303.83 
272.29 
17,242.51 
2,927.24 
387.13 
1,305.43 2,372.72 
26.14 42.98 
2,418.09 2,572.53 
40.57 28.04 
2,781.01 2,807.59 
284.04 59.99 
13.47 14.57 
Table 4.4. (continued) 
One year lagged retail price 
1980 1985 1990 1995 2000 
Beef 
Pork 
Lamb 
Chicken 
Turkey 
Feedgrain 
Com 
Oats 
Sorghum 
Wheat 
Soybeans 
Cotton 
(in dollars per cwt.) 
106.87 106.97 110.52 
«1.58 88.64 94.45 
120.50 128.18 132.05 
33.08 30.31 31.13 
43.64 40.11 38.05 
(in dollars per ton) 
50.95 46.58 50.79 
— (in dollars per bushel) 
1.54 1.40 1.54 
0.56 0.49 0.51 
1.27 1.17 1.27 
1.37 1.70 1.98 
4.79 4.99 5.75 
(in dollars per pound) 
35.74 32.23 32.27 
120.47 
108.64 
140.59 
37.02 
39.31 
81.61 
2.50 
0.78 
2.02 
2.86 
7.16 
36.66 
Table 4.5. NITR livestock production, crop production, and price levels. The prices are de­
flated by setting the consumer price index for 1967 = 100 
Production levels 
1980 1985 1990 1995 2000 
U.S. beef production 
U.S. pork production 
U.S. lamb production 
U.S. chicken production 
U.S. turkey production 
Feedgrain production in 
the U.S. excluding Iowa 
Iowa corn production 
Iowa oats production 
Iowa sorghum production 
Wheat production in the 
U.S. excluding Iowa 
Iowa wheat production 
Soybean production in the 
U.S. excluding Iowa 
Iowa soybean production 
U.S. cotton production 
22,380.92 
14,453.47 
306.42 
11,710.67 
2,186.85 
233.76 
672.61 
27.61 
222.66 
2,205.09 
19.79 
1,952.58 
305.42 
28,396.87 
13,264.81 
260.51 
12,625.78 
2,365.06 
"(in million Ibs.)-
31,848.43 
13,930.55 
289.56 
14,474.32 
2,561.54 
35,262.71 
14,683.14 
364.59 
16,114.51 
2,727.62 
-(In million short tons)— 
261.61 288.97 
(in million bushels) 
309.92 
756.23 
16.89 
233.65 
2,173.82 
21.69 
822.49 
15.81 
260.57 
2,337.48 
23.83 
2,235.73 
322.52 
12.95 
2,504.91 
338.70 
(in million bales) 
14.30 13.77 
38,185.83 
15,233.43 
393.15 
17,734.79 
2,922.74 
338.39 
914.79 1,119.99 
14.69 14.18 
255.48 136.97 
2,439.08 2,562.82 
27.75 30.81 
2,828.02 3,142.02 
356.32 370.53 
13.62 14.59 
Table 4.5. (continued) 
One year lagged retail price 
1980 1985 1990 1995 2000 
Beef 
Pork 
Lamb 
Chicken 
Turkey 
Feedgrain 
Corn 
Oats 
Sorghum 
Wheat 
Soybeans 
Cotton 
-(in dollars per cwt.)-
106.34 103.42 104.32 111.00 
79.08 83.92 87.12 97.80 
119.45 125.20 127.19 133.15 
31.46 27.62 27.75 32.46 
43.03 38.49 35.48 35.49 
(in dollars per ton) 
45.86 42.05 43.59 52.52 
(in dollars per bushel) 
1.38 1.26 1.31 1.59 
0.51 0.45 0.44 0.50 
1.15 1.06 1.09 1.31 
1.35 1.47 1.73 2.20 
4.34 4.05 4.69 5.64 
(in dollars per pound) 
33.86 32.69 33.36 35.70 
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Table 4.6. BASE estimates of acres allocated, yield, net returns per 
bushel and net returns per acre pertaining to corn, sor­
ghum, soybean, and wheat production In Iowa over time 
1980 1985 1990 1995 2000 
Acres allocated 
(In 000) 
Corn 
Sorghum 
Soybean 
Wheat 
6,240 
2,677 
8,695 
530 
7,724 
1,981 
9,004 
339 
7,025 
2,944 
9,122 
303 
8,079 
2,161 
9,266 
274 
9,986 
460 
9,367 
277 
Yield (In 
bushels per 
acre) 
Corn 
Sorghum 
Soybeans 
Wheat 
107.78 
83.15 
35.13 
37.3 
116.01 
94.45 
36.33 
34.6 
128.07 
102.89 
37.85 
35.71 
136.72 
113.54 
39.38 
36.8 
144.32 
104.81 
40.89 
37.75 
Net returns per 
bushel (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
1.47 
1.34 
5.20 
0.93 
1.33 
1.17 
4.69 
1.18 
1.36 
1.23 
5.63 
1.58 
1.67 
1.40 
7.00 
2.32 
Net returns per 
acre (In 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
170.53 
126.56 
188.92 
32.18 
170.33 
120.38 
177.52 
42.14 
185.94 
139.65 
221.71 
58.14 
241.01 
146.73 
286.23 
87.58 
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Table 4.7. 10 TON estimates of acres allocated, yield, net returns per 
bushel and net returns per acre pertaining to corn, sor­
ghum, soybean, and wheat production in Iowa over time 
1980 1985 1990 1995 2000 
Acres allocated 
(in 000) 
Corn 
Sorghum 
Soybean 
Wheat 
6,316 
1,890 
8,226 
475 
7,586 
1,209 
8,362 
322 
7,679 
1,173 
8,401 
287 
8,705 
467 
8,495 
260 
11,815 
6,877 
271 
Yield (in 
bushels per 
acre) 
Corn 
Sorghum 
Soybeans 
Wheat 
107.94 
85.93 
35.48 
37.71 
116.25 
100.83 
36.86 
36.6 
126.73 
111.14 
38.44 
38.0 
135.77 
116.99 
40.03 
39.29 
144.1 
42.53 
33.6 
Net returns per 
bushel (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
— 
1.56 
1.43 
5.46 
1.05 
1.42 
1.33 
5.17 
1.36 
1.58 
1.44 
6.39 
1.13 
2.62 
8.12 
2.59 
Net returns per 
acre (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
— 
181.35 
144.19 
201.26 
38.43 
179.96 
147.82 
198.74 
51.68 
214.52 
168.47 
255.79 
44.39 
377.54 
345.34 
87.02 
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Table 4.8. 5 TON estimates of acres allocated, yield, net returns per 
bushel and net returns per acre pertaining to corn, sor­
ghum, soybean, and wheat production in Iowa over time 
1980 1985 1990 1995 2000 
Acres allocated 
(In 000) 
Corn 
Sorghum 
Soybean 
Wheat 
5,097 
1,499 
7,442 
1,529 
9,384 
571 
6,760 
623 
8,980 
312 
7,104 
1,015 
9,724 
7,065 
1,025 
16,294 
1,406 
678 
Yield (in 
bushels per 
acre) 
Corn 
Sorghum 
Soybeans 
Wheat 
107.7 
86.71 
35.61 
37.33 
115.26 
101.71 
37.07 
37.52 
125.84 
115.95 
38.50 
37.91 
135.91 
40.15 
39.31 
146.98 
42.54 
41.14 
Net returns per 
bushel (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
— 
1.73 
1.56 
5.95 
1.09 
1.57 
1.45 
6.33 
1.63 
1.85 
7.6 
2.11 
3.41 
9.91 
3.55 
Net returns per 
acre (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
— 
119.4 
158.67 
220.57 
40.9 
197.57 
168.13 
243.71 
61.79 
251.43 
305.14 
82.94 
501.20 
421.57 
146.05 
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Table 4.9. NITR estimates of acres allocated, yield, net returns per 
bushel and net returns per acre pertaining to corn, sor­
ghum, soybean, and wheat production in Iowa over time 
1980 1985 1990 1995 2000 
Acres allocated 
(in 000) 
Corn 
Sorghum 
Soybean 
Wheat 
6,240 
2,677 
8,695 
530 
6,400 
2,444 
8,819 
580 
6,388 
2,454 
8,873 
611 
6,578 
2,234 
8,964 
688 
7,671 
1,083 
8,954 
740 
Yield (in 
bushels per 
acre) 
Corn 
Sorghum 
Soybeans 
Wheat 
107.78 
83.15 
35.13 
37.3 
118.04 
95.35 
36.49 
37.10 
128.62 
105.88 
38.09 
38.7 
138.94 
113.92 
39.66 
40.02 
146.91 
126.01 
41.29 
41.34 
Net returns per 
bushel (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
— 
1.49 
1.35 
5.21 
1.02 
1.35 
1.25 
4.82 
1.26 
1.49 
1.33 
5.90 
1.71 
1.98 
1.72 
7.47 
2.48 
Net returns per 
acre (in 
dollars) 
Corn 
Sorghum 
Soybean 
Wheat 
—— 
175.88 
128.72 
190.11 
37.84 
173.64 
132.35 
183.59 
48.76 
207.02 
151.51 
233.99 
68.43 
291.00 
216.74 
308.44 
102.52 
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The BASE 
Analysis of Table 4.6 and Figure 4.2 shows that in the no policy 
measures BASE solution, soybean acreage increases gradually over the 
1980-2000 period, and wheat acreage decreases gradually from 1980-1995, 
increasing marginally thereafter. However, considerable changes in the 
opposite direction occur with respect to acreage allocated to corn and 
sorghum. As expected com and soybeans are the major crops in Iowa in 
the BASE solution with 6.24 and 8.69 million acres, respectively, in 
1980. Sorghum and wheat are allocated 2.68 and 0.53 million acres, re­
spectively. Soybean acreage increases over the entire period under 
consideration. This results from the fact that while net returns per 
acre increase over time for all crops, the estimates are highest for 
soybeans over the entire period. Also, net returns per bushel are 
higher for soybeans than for any other crop. Acreage allocated to 
wheat declines gradually until 1995, and then increases marginally in 
the year 2000, since the net returns per bushel and per acre of wheat 
Increase relative to com and beans compared with the 1995 estimates. 
Further, it can be concluded from Figure 4.2 that sorghum competes with 
com for land. Acreage allocated to com increases over the 1980-85 
period while that to sorghum decreases. Acreage allocated to sorghum 
Increases over the 1985-90 period, while com acreage declines. Net 
returns per acre of sorghum increase relative to soybeans over this 
period. Subsequently, com acreage Increases to over 9.98 million 
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Figure 4.2. Acreage allocated to the four crops in the BASE 
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acres by the year 2000, while sorghum acreage decreases to 0.46 million 
acres by that year. 
10 TON 
The 10 TON alternative makes It legally unallowable to engage in 
any activity requiring greater than 10 tons of soil loss. A comparison 
of Figures 4.2 and 4.3 indicates that the main effects of this restric­
tion are decreased production of soybeans and sorghum and increased 
production of corn. Further, more of the less erosive conservation-
tillage practices are used to produce the crops. 
Acreage allocated to beans Increases gradually from 8.22 million 
in 1980 to 8.49 million In 1995, and then decreases sharply to 6.87 
million in the year 2000. The decline occurs both because the relative 
net returns per bushel and per acre of com increase relative to beans, 
and because the absolute net returns per acre from corn production are 
higher, instead of lower, than those from beans in that year. In gen­
eral, however, a comparison of Tables 4.6 and 4.7 shows that soybean 
production is lower in the 10 TON than in the BASE due to the eroslvity 
of the crop. Acreage allocated to corn Increases over the entire per­
iod, though the rate of Increase is lowest during 1985-1990 and highest 
between 1995-2000. The lower rate of Increase over 1985-1990 can be 
explained by the fact that the net returns per bushel of corn relative 
to beans, sorghum, and wheat decline over this period. By 2000, the 
net returns per acre of com are higher than from any other crop, and 
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Figure 4.3. Acres allocated to the four crops in the 10 TON 
solution 
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the corn-beans ratio of net returns per acre moves In favor of com, so 
that corn wipes out sorghum production and gets substituted on soybean 
land as well. Sorghum acreage decreases over the 1980-1995 period and 
falls to zero in the year 2000. Returns per acre are the lowest for 
wheat. The net returns per acre and per bushel of wheat decrease rela­
tive to corn and beans over the 1990-1995 and increase over the 1995— 
2000 periods, respectively. Correspondingly, wheat acreage decreases 
gradually to 0.26 million acres in 1995 and increases marginally to 
0.27 million acres in 2000. 
5 TON 
The 5 TON alternative bars all production activities that have 
more than 5 tons of soil loss associated with them. While the overall 
pattern of results obtained is similar to that in the 10 TON alterna­
tive, a comparison of Figures 4.3 and 4.4 reveals that the shifts in 
land allocation between the crops are much sharper in the present case, 
and occur at earlier points in time. The net returns per acre of sor­
ghum decrease relative to corn and beans and this explains the reduc­
tion in acreage allocated to sorghum over time. Table 4.8 shows that 
by 1995, sorghum acreage drops to zero. Net returns per bushel of 
wheat increase relative to com over the 1985-1995 period and decrease 
during 1995-2000. Correspondingly, acreage allocated to wheat 
increases from 0.62 million in 1985 to 1.02 in 1995, and then decreases 
to 0.67 million. Net retums per acre of wheat increase relative to 
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Figure 4.4. Acreage allocated to the four crops in the 5-TON 
solution 
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corn between 1985 and 1990, increase relative to beans between 1990 and 
1995 and decrease between 1995 and 2000. Absolute net returns per acre 
are highest from beans production until 1995, after which com yields 
$79.63 per acre more than beans. This explains the sharp reduction in 
beans production from 7.06 million acres in 1995 to 1.40 million acres 
in 2000. Meanwhile, corn acreage increases substantially from 9.72 
million acres to 16.29 million acres. The corn-beans ratio of relative 
net returns per acre moves steadily in favor of corn over the 1985-2000 
period, thus explaining the higher com acreage relative to beans over 
the entire period. 
NITR 
Availability of nitrogenous fertilizer is restricted at the 1980 
use level of 719,600 tons in the BASE solution for Iowa. As a result 
the solution is identical to that in the BASE in 1980. The major dif­
ference between the results obtained from NITR and those in the 5 TON 
or 10 TON solutions is that land allocated to soybeans does not decline 
sharply and that to com does not increase as much in the former. Soy­
bean acreage increases gradually from 8.69 million acres in 1980 to 
8.96 million acres in 1995, after which it declines marginally to 8.95 
million acres in 2000. Estimates presented in Table 4.9 indicate that 
the net returns per acre of beans are higher than from any other crop 
over the entire period. This explains the fact that beans remain the 
main crop in terms of land allocated over the entire period. The mar-
108 
•H 
•H 
Soybeans 
u 
Corn 
Sorghum 
Wheat 
1980 1985 1990 1995 2000 TIME 
Figure 4.5. Acreage allocated to the four crops in the NITR 
solution 
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glnal decline In bean production in Figure 4.5 can be explained by the 
change In the relative net returns per acre in favor of corn and 
against beans in the year 2000. This also explains the increase in 
corn acreage from 6.57 to 7.67 million acres and the decrease in sor­
ghum acreage from 2.23 to 1.08 million acres between 1995 and 2000. On 
the other hand, wheat acreage Increases steadily from 0.53 million 
acres in 1980, to 0.74 million acres in 2000. This results partly from 
the fact that net returns per acre allocated to wheat Increase relative 
to com and beans over the entire period under consideration. Further, 
the higher levels of soybean and wheat production In the NITR solution 
occur because they require only 1.44 and 49.85 pounds of nitrogenous 
fertilizer per acre, compared with 156.47 required by corn and 116.62 
by sorghum. 
The Aggregate Soil Loss and Nitrogenous 
Fertilizer Use Picture 
Aggregate estimates of soil loss in Iowa evidence considerably 
higher levels of erosion associated with the crop-management systems 
entering the basis in the BASE and NITR solutions, compared with the 5 
TON and 10 TON alternatives. In 1980, the BASE and NITR solutions are 
characterized by annual soil loss of as much as 158.13 million tons on 
21.68 million acres of Iowa cropland. Imposition of the mandatory 10 
TON restriction on soil loss reduces this estlmte by 43.46 percent to 
89.4 million tons on 20.41 million acres of land. The 5 TON restrlc-
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tlon on soli loss further diminishes soil loss to 65.98 million tons on 
19.95 million acres of land. Therefore, soil loss In the 5 TON solu­
tion Is 58.28 percent lower than In the BASE. The soil loss estimates 
are depicted In Tables 4.10, 4.11, 4.12, 4.13, and 4.14. 
Table 4.10. Total soil loss and nitrogen purchases In Iowa in the 
four alternatives 
Soil loss in Iowa 
1980 1985 1990 1995 2000 
BASE 
10 TON 
5 TON 
NITR 
BASE 
10 TON 
5 TON 
NITR 
(in million tons) 
158.13 170.02 176.09 182.44 189.48 
89.40 96.32 97.33 103.84 107.09 
65.98 74.91 74.79 75.97 64.66 
158.13 139.82 140.13 141.96 135.49 
Nitrogen purchase in Iowa 
(in thousand tons) 
719.60 778.28 785.02 813.00 837.67 
675.32 727.42 727.47 756.34 937.02 
590.21 826.72 786.66 809.25 1,300.11 
719.60 719.60 719.60 719.60 719.60 
Whereas total annual soil loss increases to 189.48 million tons in 
the BASE and 107.09 million tons in the 10 TON, by the year 2000 a decline in 
soil loss levels manifests Itself in the 5 TON and NITR solutions, the levels 
decreasing to 64.66 and 135.49 million tons, respectively. 
Ill 
Table 4.11. BASE tons of 
Ing Area 
soil loss per acre over time in Iowa by Produc-
Producing 
area 1980 
BASE Soil Loss 
1985 1990 1995 2000 
-(tons per acre)-
1 9.68 8.21 8.68 8.7 8.96 
2 3.54 3.59 3.64 3.68 3.71 
3 3.74 3.92 3.95 3.98 4.01 
4 4.41 5.39 5.30 5.35 5.51 
5 18.13 14.98 17.22 17.5 17.73 
6 5.37 5.5 5.61 5.18 5.31 
7 6.31 5.98 6.12 6.39 6.49 
8 5.42 5.56 5.69 6.03 6.13 
9 4.61 5.83 6.04 6.14 6.61 
10 16.89 18.72 19.37 19.63 20.21 
11 5.76 6.17 6.56 7.16 7.38 
12 11.0 15.04 13.6 14.55 15.48 
Total soil loss 
(in million 
tons) 158.13 170.02 176.09 182.44 189.48 
Total cropped 
acres (in 
millions) 21.68 22.23 22.37 22.65 22.83 
Average soil loss 
per acre in 
Iowa 7.29 7.65 7.87 8.06 8.30 
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Table 4.12. 10 TON tons of 
ducing Area 
soil loss per acre over time in Iowa by Pro-
10 TON Soil Loss 
Producing 
area 1980 1985 1990 1995 2000 
per acre) 
1 3.02 2.98 2.78 2.83 3.97 
2 3.44 3.49 3.54 3.57 3.47 
3 3.74 3.79 3.82 3.86 3.8 
4 4.41 4.58 4.50 4.57 2.92 
5 3.84 3.01 3.01 3.42 6.45 
6 4.82 4.94 5.05 4.76 4.73 
7 5.33 5.42 5.51 5.70 5.68 
8 5.39 5.53 5.66 6.0 6.03 
9 4.03 5.29 5.46 5.98 6.12 
10 3.95 3.63 3.18 3.64 4.58 
11 5.59 5.94 6.15 6.59 4.13 
12 4.35 4.44 4.52 4.47 5.10 
Total soil loss 
(in million 
tons) 89.4 96.32 97.33 103.84 107.09 
Total cropped 
acres (in 
millions) 20.41 21.85 22.01 22.65 22.78 
Average soil loss 
per acre in 
Iowa 4.38 4.41 4.42 4.58 4.70 
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Table A.13, 5 TON tons of 
ducing Area 
soil loss per acre over time in Iowa by Pro-
5 TON Soil Loss 
Producing 
area 1980 1985 1990 1995 2000 
1 3.02 3.22 
'v^ cons pet acre J" 
2.78 2.78 2.74 
2 3.04 3.06 3.09 3.11 1.98 
3 3.47 3.51 3.53 3.55 2.15 
4 3.45 3.62 3.67 3.68 2.67 
5 2.71 2.63 2.40 2.40 3.22 
6 3.08 3.26 3.47 3.40 2.61 
7 4.28 4.15 4.35 4.41 3.28 
8 3.25 3.58 3.76 3.76 3.09 
9 3.02 3.53 3.78 3.85 3.63 
10 2.96 3.34 3.02 3.03 3.73 
11 2.53 2.69 2.78 3.29 3.21 
12 3.61 3.73 3.55 3.48 3.95 
Total soil loss 
(in million 
tons) 65.98 74.91 74.79 75.97 64.66 
Total cropped 
acres (in 
millions) 19.95 21.85 21.85 22.01 22.05 
Average soil loss 
per acre in 
Iowa 3.31 3.43 3.42 3.45 2.93 
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Table 4.14. NITR tons of soil loss per acre over time In Iowa by Pro­
ducing Area 
NITR Soil Loss 
Producing 
area 1980 1985 1990 1995 2000 
1 9.68 6.04 
vuons per acre/ 
6.02 5.71 3.78 
2 3.54 3.57 3.59 3.62 3.64 
3 3.74 3.86 3.87 3.88 3.76 
4 4.41 5.14 5.0 5.01 5.02 
5 18.13 14.41 14.39 13.58 10.2 
6 5.37 4.72 4.80 4.87 4.78 
7 6.31 5.91 5.97 6.03 6.11 
8 5.42 5.49 5.53 5.68 5.73 
9 4.61 4.65 4.22 4.29 4.41 
10 16.89 15.9 15.95 15.56 14.95 
11 5.76 5.86 5.99 6.19 5.98 
12 11.0 7.85 7.95 7.64 7.69 
Total soil loss 
(in million 
tons) 158.13 139.82 140.13 141.96 135.49 
Total cropped 
acres (in 
millions) 21.68 21.82 21.85 22.31 22.66 
Average soil loss 
per acre in 
Iowa 7.29 6.41 6.41 6.35 5.98 
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However, Table 4.10 Indicates that the lower soli loss level In 
the 5 TON solution, Is accompanied by Increased use of nitrogenous fer­
tilizer from 590,210 tons to 1,300,110 tons over the 1980-2000 period. 
Analysis of Table 4.8 and Figures 4.6, 4.7, 4.8, and 4.9 leads to the 
conclusion that the reduction In soil loss Is attained by much lower 
levels of soybean and sorghum production compared to the other alterna­
tives, combined with higher levels of com and wheat production based 
on less erosive conservation-tillage practices. Since corn uses more 
nitrogenous fertilizer than the other crops, massive Increases in use 
of this input manifest themselves. 
The 10 TON solution follows the same basic pattern as the 5 TON 
solution, but diverges less from the BASE. Soil loss levels Increase 
from 89.4 million tons to 107.09 million tons between 1980 and 2000, 
while nitrogenous fertilizer use levels rise from 675,320 to 937,020 
tons over the same period. Less of soybeans and sorghum is produced 
than in the BASE, but the levels lie well above those in the 5 TON. On 
the other hand, more corn is produced than in the BASE after 1990, but 
the level lies below that in the 5 TON after 1985. The lower level of 
fertilizer use than in the 5 TON can be attributed to the fact that 
more of soybeans are produced, and they use extremely low quantities of 
fertilizer. 
The NITR solution attempts to control erosion by decreasing avail­
ability of nitrogenous fertilizer to Iowa farmers, to 719,600 tons. 
While soil loss levels decrease from the 1980 BASE level of 158.13 mil-
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Figure 4.6. Acreage allocated to corn in the four alternatives 
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lion tons to 135.49 million tons in 2000, the estimate is still more 
than twice the 5 TON level for that year. In comparison, the BASE so­
lution experiences an increased level of nitrogenous fertilizer use 
from 719,600 tons in 1980 to 837,670 tons in 2000. However, soil loss 
levels evidence an increase from 158.13 million tons to 189.48 million 
tons over the same period. Analysis of Figures 4.6, 4.7, 4.8, and 4.9 
Indicates that both the NITR and BASE solutions are characterized by 
higher levels of soybean and sorghum production, and lower levels of 
com production than the 5 TON and 10 TON alternatives. However, con­
siderably higher levels of the low nitrogenous fertilizer using wheat 
crop occur in the NITR as compared with the BASE solution. 
On the average, Tables 4.11, 4.12, 4.13, and 4.14 show that be­
tween 1980 and 2000, average soil loss per cropped acre Increases from 
7.29 to 8.30 tons in the BASE, and from 4.38 to 4.70 tons in the 10 TON 
situation. In contrast, the corresponding estimates decline from 3.31 
to 2.93 tons in the 5 TON and 7.29 to 5.98 tons in the NITR solution. 
The Impact of policy controls on levels of soil loss is obviously 
substantial. This is clearly indicated by a glance at Figure 4.10 
which shows that on the average, over the 1980-2000 period, soil loss 
levels are high and increasing in the BASE, high but decreasing in the 
NITR, almost halved but increasing in the 10 TON, and more than halved 
and decreasing in the 5 TON solution. 
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Analysis of Soil Loss Estimates for Iowa After Disaggre­
gation to the Producing Area (or PA) Level 
As can be seen from Table 4.11, disaggregation to the producing 
area (PA) level, clearly indicates that the problem of soil loss in the 
no erosion control policy or BASE situation, is substantially worse in 
some parts of the state than in others. PAs 5 and 10 in the western 
segment of the state have average soil loss levels as high as 18.13 and 
16.89 tons per acre in 1980. The northwestern and southwestern regions 
of Iowa comprised of PAs 1 and 12, have average levels of soil loss of 
9.68 and 11 tons per acre. The central and south central region of 
Iowa consisting of PAs 6, 7, 8, and 11 is characterized by soil loss 
levels of 5.37, 6.31, 5.42, and 5.76 tons per acre. The lowest soil 
loss levels exist in the northern, northeastern, and far eastern re­
gions of the state, i.e. PAs 2, 3, 4, and 9, with levels of soil loss 
of 3.54, 3.74, 4.41, and 4.61 tons per acre, respectively. Table 4.11 
also indicates, however, that the severity of the problem of erosion in 
the western segment of Iowa, does not diminish with the passage of time 
in the absence of measures directed at erosion control. 
Estimates of soil loss for PAs 1, 5, 10, and 12 in the year 2000, 
stand at 8.96, 17.73, 20.21, and 15.48 tons per cropped acre. 
Once the mandatory maximum soil loss restriction is Imposed at 10 
tons per acre, average soil loss levels decrease in all producing 
areas, and decrease sharply in the western PAs 1, 5, 10, and 12, A 
comparison of Tables 4.11 and 4.12 shows that soil loss per acre de-
123 
dines from 9.68, 18.13, 16.89, and 11.0 tons in the BASE to 3.02, 
3.84, 3.95, and 4.35 tons in the 10 TON solution for PAs 1, 5, 10, and 
12, respectively. In the 10 TON solution, average erosion is maximum 
on land in PA 11, where soil loss increases from 5.59 tons per acre in 
1980 to 6.59 in 1995, after which it declines to 4.13 tons per acre. 
PA 5 has the maximum erosion in the year 2000, at 6.45 tons per acre. 
This figure, however, is well below the maximum BASE estimate for that 
year. 
In sharp contrast to the soil loss estimates depicted in Table 
4.11 pertaining to the BASE solution, are those in Table 4.13, pertain­
ing to the 5 TON mandatory control situation. Soil loss per acre de­
clines in each of the 12 PAs in Iowa. Especially noteworthy, are the 
soil loss reduction in PAs 1, 5, 10, and 12, from 9.68, 18.13, 16.89, 
and 11.0 tons per acre, respectively, in the BASE, to 3.02, 2.71, 2.96, 
and 3.61 tons per acre in the 5 TON in the year 1980. More Important­
ly, the low levels of soil loss are maintained over time, with the max­
imum soil loss in any PA declining from 4.28 in PA 7 in 1980, to 3.95 
in PA 12 in 2000. 
While the PA-wise estimates of soil loss in Table 4.14 pertaining 
to the NITR solution are identical to those in Table 4.11 for the BASE 
for 1980, the restriction in nitrogen availability in the NITR solution 
reduces soil loss on the average for Iowa, as well as for each PA over 
time. 
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BASE tons of soil loss per acre over time In Iowa by Pro­
ducing Area and Land Class 
BASE Soil Loss over time 
Land 
class 1980 1985 1990 1995 2000 
(tons per acre) 
1 4.35 4.66 4.55 4.66 4.66 
2 1.68 1.95 1.95 1.95 1.95 
3 32.64 25.48 27.67 27.61 28.8 
4 — 7.35 7.35 7.35 7.35 
5 — — — — 3.79 
1 0.36 0.36 0.36 0.36 0.36 
2 3.12 3.11 3.11 3.11 3.11 
3 6.64 7.03 7.39 7.71 7.98 
4 19.01 19.01 19.01 19.01 19.01 
5 2.98 2.98 2.98 2.98 2.98 
1 4.09 4.15 4.20 4.24 4.31 
2 2.94 2.94 2.94 2.94 2.94 
3 6.51 6.86 6.97 7.05 7.12 
4 — 17.62 17.62 17.62 17.62 
5 — — — — 4.20 
1 5.75 6.08 3.97 4.09 4.82 
2 3.23 3.23 3.57 3.57 3.57 
3 5.76 6.25 6.40 6.51 6.61 
4 — 17.55 17.55 17.55 17.55 
5 — — — — 6.45 
1 6.15 6.20 6.61 6.61 6.61 
2 1.45 1.97 1.97 1.97 1.97 
3 37.88 30.09 30.69 31.19 31.61 
4 — — 35.02 35.91 36.67 
5 — — — —— — 
1 3.6 3.83 4.02 5.97 5.97 
2 3.55 3.55 3.55 3.55 3.55 
3 8.8 8.96 9.11 3.95 4.49 
4 21.03 21.03 21.03 21.03 21.03 
5 — — — 6.19 6.19 
1 4.48 6.84 6.84 6.84 6.84 
2 4.86 4.86 4.86 4.86 4.86 
3 9.42 5.54 6.06 7.10 7.49 
4 12.25 12.25 12.25 12.25 12.25 
5 —— — — 5.58 5.58 
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Table 4.15. (continued) 
BASE Soil loss over time 
Producing Land 
area class 1980 1985 1990 1995 2000 
per acre) 
8 1 6.69 6.69 6.69 6.68 6.68 
8 2 5.08 5.08 5.08 5.08 5.08 
8 3 3.97 4.45 4.93 6.11 6.50 
8 4 9.52 9.52 9.52 9.52 9.52 
8 5 — — — 6.26 6.26 
9 1 5.02 0.75 1.47 1.66 3.56 
9 2 2.09 4.89 4.80 4.89 4.89 
9 3 5.32 8.56 8.78 8.86 8.93 
9 4 11.79 11.79 11.79 11.79 11.79 
9 5 — — — — 7.15 
10 1 5.99 7.01 7.01 7.01 7.01 
10 2 2.09 2.09 2.09 2.09 2.09 
10 3 30.67 32.69 33.68 32.84 34.76 
10 4 — 24.9 27.21 34.08 35.66 
10 5 — — — 6.85 
11 1 0.55 1.9 3.40 6.08 6.76 
11 2 5.52 5.42 5.18 5.14 5.14 
11 3 8.34 8.81 9.23 9.55 9.81 
11 4 — 7.99 7.99 7.99 7.99 
11 5 — — — 6.37 7.71 
12 1 5.67 5.17 7.49 7.49 7.49 
12 2 3.11 3.11 3.11 3.11 3.11 
12 3 19.99 24.99 26.99 28.55 24.65 
12 4 — 37.84 8.11 12.13 37.84 
12 5 — 6.37 6.37 6.37 6.37 
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Analysis of Soil Loss Estimates for Iowa After Disaggre­
gation by Land Class (LC) and Producing Area (PA) 
Tables 4.15, 4.16, 4.17, and 4.18 depict detailed estimates of 
soil loss by land class and producing area associated with the solu­
tions to the four alternatives under consideration, over time. Table 
4.17, pertaining to the 5 TON solution, is characterized by the lowest 
levels of soil loss. The maximum level of soil loss in any year in 
this table is 4.90 tons per acre of land in land class 4 in PA 1. Land 
class 2 in PA 7 has the maximum level of soil loss in 1980 at 4.86 tons 
per acre. Therefore, it can be concluded that the 5 TON solution suc­
ceeds in maintaining soil loss well below the "tolerance" level over 
time. 
Table 4.16 depicts soil loss estimates for the 10 TON solution and 
indicates that in comparison with the 4.90 maximum in the 5 TON solu­
tion, the maximum level of soil loss in any year in the 10 TON solu­
tion, is 9.73 tons per acre in PA 5 on land class 3. In 1980, soil 
loss is above the 5 ton tolerance level but below twice the tolerance 
level In several PAs. These Include land class 1 in PAs 4, 5, 7, 8, 9, 
10, 11, and 12; land class 2 in PAs 7, 8, and 11; land class 3 in PAs 
2, 3, 4, 6, and 9; and land class 4 in PAs 4, 8, and 11. 
Table 4.15 portrays BASE estimates of soil loss in Iowa over time 
by land class and PA. The table clearly brings out the fact that not 
only is erosion more of a problem in some PAs than in others, but more 
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10 TON tons of soil loss per acre over time in Iowa by Pro­
ducing Area and Land Class 
10 TON Soil Loss over time 
Land 
class 1980 1985 1990 1995 2000 
(tons per acre) 
1 4.66 4.66 4.66 4.66 4.66 
2 2.19 2.10 2.22 2.22 1.95 
3 2.52 2.78 1.69 1.65 7.12 
4 
c 
— — — 7.35 7.35 
J 
1 0.36 0.36 0.36 0.52 2.40 
2 3.12 3.11 3.11 3.11 3.0 
3 6.87 7.25 7.62 7.86 6.92 
4 2.85 2.85 - 2.85 2.85 2.85 
5 2.98 2.98 2.98 2.98 2.98 
1 4.09 4.22 4.28 4.34 4.06 
2 2.94 2.94 2.94 2.94 2.94 
3 6.51 6.62 6.72 6.80 7.31 
4 — 2.64 2.64 2.64 2.64 
5 — — — 4.20 6.31 
1 5.75 7.64 5.54 5.54 3.69 
2 3.23 3.23 3.57 3.57 1.8 
3 5.76 5.80 5.95 6.10 3.85 
4 — 2.63 2.72 3.13 2.63 
5 — — 9.68 
1 6.61 6.61 6.61 6.61 6.61 
2 2.17 2.15 2.15 2.17 1.97 
3 3.53 1.83 1.82 1.76 9.73 
4 
C 
— 
— — 7.53 7.53 
J 
1 4.0 4.22 4.41 5.97 5.58 
2 3.55 3.55 3.55 3.55 3.55 
3 8.25 8.42 8.56 4.62 5.01 
4 3.15 3.15 3.15 3.15 3.15 
5 — — — 6.19 9.29 
1 6.45 6.45 6.45 6.45 6.54 
2 5.11 5.11 5.11 5.11 4.86 
3 4.87 5.18 5.50 6.20 6.11 
4 1.83 1.83 1.83 1.83 1.83 
5 — — — 5.58 8.38 
8 
8 
8 
8 
8 
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9 
9 
9 
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10 
10 
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1 2  
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(continued) 
10 TON Soil Loss over time 
Land 
class 1980 1985 1990 1995 2000 
per acre)-
1 6.20 6.20 6.20 6.20 6.37 
2 5.44 5.43 5.43 5.43 5.08 
3 3.97 4.45 4.93 6.11 6.5 
4 9.52 9.52 9.52 9.52 9.52 
5 — — — 6.26 6.26 
1 5.02 2.36 3.02 4.93 5.53 
2 2.09 4.89 4.89 4.89 4.89 
3 5.32 8.18 8.26 8.32 8.38 
4 — 1.76 1.76 1.76 1.76 
5 — — — 7.15 7.15 
1 7.01 7.01 7.01 7.01 7.01 
2 2.30 2.09 2.35 2.39 2.09 
3 2.94 3.06 1.99 1.88 4.19 
4 
C 
— — 8.51 8.51 
J 
1 6.37 8.81 9.19 9.19 2.67 
2 5.64 5.64 5.64 5.63 3.27 
3 4.25 3.79 4.18 5.48 5.96 
4 7.99 7.99 7.99 7.99 1.19 
5 — — — 6.37 7.71 
1 7.49 7.49 7.49 7.49 7.49 
2 3.19 3.11 3.11 3.42 3.11 
3 2.74 3.37 3.0 2.64 4.95 
4 — — 6.75 6.75 4.5 
5 — — — — 6.37 
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Table 4.17. 5 TON tons of soil loss per acre over time in Iowa by Pro­
ducing Area and Land Class 
5 TON Soil Loss over time 
Producing Land 
area class 1980 1985 1990 1995 2000 
(tons per acre) 
1 1 4.66 4.66 4.66 4.66 3.28 
1 2 2.19 2.05 2.22 1.95 1.95 
1 3 2.52 3.92 1.69 2.24 3.61 
1 
1 
4 
C 
— 
— 
— 
— 4.90 
i 
2 
D 
1 4.13 4.13 4.13 4.13 2.46 
2 2 3.04 3.04 3.04 3.04 1.73 
2 3 2.63 2.79 2.96 3.12 3.33 
2 4 2.85 2.85 2.85 2.85 1.90 
2 5 2.98 2.98 2.98 2.98 2.98 
3 1 4.44 4.5 4.5 4.5 2.51 
3 2 2.99 2.99 2.99 2.99 1.70 
3 3 1.96 2.23 2.44 2.63 2.98 
3 4 — 2.64 2.64 2.64 1.76 
3 5 — — — — 4.20 
4 1 2.23 4.07 4.07 4.07 2.98 
4 2 3.35 3.35 3.35 3.35 1.85 
4 3 4.21 4.05 4.21 4.21 4.0 
4 4 — 2.63 2.63 2.83 2.14 
4 5 — — — — — 
5 1 3.42 4.89 3.91 3.91 4.65 
5 2 2.15 2.15 2.15 2.15 1.38 
5 3 4.41 1.83 1.82 1.81 3.96 
5 4 — — — — — 
5 5 — — — — — 
6 1 3.2 3.99 3.87 4.0 3.04 
6 2 3.7 3.69 3.69 3.69 2.30 
6 3 2.0 1.40 2.52 2.01 2.26 
6 4 3.15 3.15 3.15 3.15 3.15 
6 5 — — — — — 
1 4.56 4.69 4.76 4.76 3.63 
2 4.86 4.86 4.86 4.86 2.71 
3 3.55 2.75 3.11 3.33 3.41 
4 1.83 3.06 4.90 4.90 4.90 
5 — — — — —— 
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8 
8 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
11 
11 
11 
11 
11 
12 
12 
12 
12 
1 2  
130 
(continued) 
5 TON Soil Loss over time 
Land 
class 1980 1985 1990 1995 2000 
per acre)-
1 3.64 4.49 4.58 4.58 3.49 
2 3.18 3.74 3.69 3.74 2.84 
3 3.07 2.51 3.15 3.07 3.11 
4 
C 
1.42 1.42 1.42 1.42 1.42 
J 
1 2.23 2.34 2.25 2.29 4.77 
2 2.52 4.29 4.29 4.29 4.39 
3 3.98 3.89 4.02 4.19 2.61 
4 — 1.76 4.71 4.71 1.76 
5 — — — — — 
1 3.63 4.93 4.15 4.15 4.93 
2 2.33 2.09 2.09 2.09 2.09 
3 3.60 3.38 3.08 3.09 4.19 
4 — — — — —— 
5 
1 4.32 2.07 2.81 3.27 4.29 
2 3.32 3.78 3.78 3.78 2.87 
3 0.94 1.89 1.70 2.50 2.45 
4 1.97 3.19 3.19 4.38 4.50 
5 — — — — — 
1 3.88 4.44 4.44 4.44 4.44 
2 3.12 3.11 3.11 3.11 2.18 
3 3.96 3.69 3.28 2.87 4.72 
4 —— — — 4.50 4.50 
5 — — — —— 
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NITR tons of soil loss per acre over time in Iowa by Pro­
ducing Area and Land Class 
NITR Soil Loss 
Land 
class 1980 1985 1990 1995 2000 
(tons per acre) 
1 4.35 4.39 4.42 4.58 4.66 
2 1.68 1.97 1.97 2.00 2.14 
3 32.64 16.49 16.36 14.67 5.91 
4 
C  
— — — 7.35 7.35 
J  
1 0.36 0.36 0.36 0.36 0.36 
2 3.12 3.11 3.11 3.11 3.11 
3 6.64 6.86 7.06 7.23 7.38 
4 19.01 19.01 19.01 19.01 19.01 
5 2.98 2.98 2.98 2.98 2.98 
1 4.09 4.15 4.20 4.24 4.72 
2 2.94 2.94 2.94 2.94 2.94 
3 6.51 6.24 6.10 5.98 2.71 
4 — 17.62 17.62 17.62 17.62 
5 — — — — 
1 5.75 6.08 3.97 4.09 4.19 
2 3.23 3.23 3.57 3.57 3.57 
3 5.76 5.41 5.37 5.34 5.32 
4 
C  
— 17.55 17.55 17.55 17.55 
J 
1 6.15 6.20 6.24 6.61 6.61 
2 1.45 1.97 1.97 2.17 1.97 
3 37.88 28.77 26.71 26.72 19.63 
4 
C  
— — 
— 7.53 6.53 
J 
1 3.60 5.92 5.96 5.97 5.44 
2 3.55 3.55 3.55 3.55 3.55 
3 8.80 2.13 2.40 2.66 3.10 
4 21.03 21.03 21.03 21.03 21.03 
5 — — — —— 6.19 
1 4.48 6.84 6.84 6.84 6.84 
2 4.86 4.86 4.86 4.86 4.86 
3 9.42 5.29 5.53 5.72 6.06 
4 12.25 12.25 12.25 12.25 12.25 
5 — — — — 5.58 
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(continued) 
BASE Soil Loss 
Land 
class 1980 1985 1990 1995 2000 
per acre) 
1 6.69 6.69 6.69 6.68 6.68 
2 5.08 5.08 5.08 5.08 5.08 
3 3.97 4.20 4.44 4.82 5.02 
4 9.52 9.52 9.52 9.52 9.52 
5 — — — 6.26 6.26 
1 5.02 5.02 0.97 1.25 1.68 
2 2.09 2.21 3.47 3.49 3.46 
3 5.32 5.32 5.32 5.32 5.32 
4 11.79 11.79 11.79 11.79 11.79 
5 — — — — 7.15 
1 5.99 7.01 7.01 7.01 7.01 
2 2.09 2.09 2.09 2.09 2.09 
3 30.67 28.21 28.3 28.01 28.03 
4 — —— — 8.51 6.52 
5 — — — — 
1 0.55 1.90 5.40 6.08 5.42 
2 5.22 5.42 5.18 5.14 5.14 
3 8.34 7.93 7.6 6.56 6.30 
4 7.99 7.99 7.99 7.99 7.99 
5 — — — 6.37 6.37 
1 5.67 7.49 7.49 7.49 7.49 
2 3.11 3.11 3.11 3.11 3.11 
3 19.99 11.54 11.64 11.23 11.95 
4 — — — 6.33 4.50 
5 — — — — 6.37 
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than that it is certain land classes that are severely hit by the prob­
lem. Whereas Table 4.11 brought out the fact that in 1980 PAs 1, 5, 
10, and 12 experience soil loss levels of 9.68, 18.13, 16.89, and 11.0 
tons per acre, respectively. Table 4.15 reveals that the problem is 
actually concentrated on certain land classes within these PAs. For 
instance, in 1980, land class 3 in PAs 1, 5, 10, and 12 is character­
ized by soil loss levels of 32.64, 37.88, 30.67, and 19.99 tons per 
acre, respectively. These are obviously excessively high by any stan­
dards. In addition, land class 4 in PAs 2, 6, 7, and 9 experiences 
soil loss levels of 19.01, 21.03, 12.25, and 11.79 tons per acre, re­
spectively. In addition, several PAs experience soil loss levels in 
the 5-10 tons per acre range. 
Since the controls on nitrogenous fertilizer availability are set 
at the 1980 use level in the BASE, all 1980 estimates are identical for 
both. However, the control on nitrogenous fertilizer availability does 
yield substantial reductions in soil loss in some areas, while esti­
mates remain fairly high for others. For instance, comparison of 
Tables 4.15 and 4.18 shows that massive reductions in soil loss are ex­
perienced in the year 2000, on land class 3 in PA 1 from 28.8 tons per 
acre in the BASE to 5.91 in the NITR; land classes 3 and 4 in PA 5 from 
31.61 and 36.67, respectively in the BASE, to 19.63 and 6.53 in the 
NITR; on land class 3 and 4 in PA 10, from 34.76 and 35.66, respective­
ly, in the BASE to 28.03 and 6.52 in the NITR; and on land classes 3 
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and 4 in PA 12 from 24.65 and 37.84 in the BASE to 11.95 and 4.5 in the 
NITR alternative. 
Tax as an Alternative to Mandatory Controls 
The 10 ton mandatory limit on soil loss legally prohibits any pro­
duction activity that results in greater than 10 tons of soil loss. 
Instead of mandatory controls, the same result could be attained by 
taxing production activities engaged in by farmers, according to soil 
loss (above 10 tons per acre) associated with them. An attempt was 
made to derive a tax scheme that would result in the same net returns, 
crop production, and soil loss pattern as the 10 TON solution. 
After subtracting 10 tons of soil from the soil loss associated 
with each crop producing activity, these coefficients were used in de­
veloping "T" rows. These T rows were constrained at zero. Thus, any 
activity that produced less than 10 tons of soil loss, was given a 
value of zero, while those activities with greater than 10 tons of soil 
loss received a positive value. The shadow prices resulting from these 
rows were then used to estimate the tax required in each land class and 
producing area to meet the 10 TON solution. 
The estimated shadow prices of soil and associated tax levels on 
soil loss causing production activities required to get the same re­
sults as in the 10 TON solution are presented in table 4.19. There is 
considerable variation in the shadow price of soil between land classes 
and producing areas. The marginal value product of a ton of soil, 
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Table 4.19. 10 TON Shadow Price of a ton of Iowa topsoll over time 
by Producing Area and Land Class 
Producing Land 
area class 1980 1985 1990 1995 2000 
1 
1 
1 
0 
— 
— 
— — 
i 
1 
i, 
3 5.74 5.71 1.50 3.88 8.32 
1 4 — — 0.27 1.46 3.66 
1 5 — — — — — 
2 1 —— — — — — 
2 2 — — — — — 
2 3 — — — — — 
2 4 0.51 0.52 0.45 0.6 0.3 
2 5 — — — — — 
3 1 — — — — — 
3 2 — — — — — 
3 3 — — — — — 
3 4 — 0.98 0.8 0.59 0.25 
3 5 — — — — — 
4 1 
0 
— — — — — 
4 3 — — — — 
4 4 — 0.95 2.7 2.96 
4 5 — — — — 
5 1 — — — — 
5 2 — — — — — 
5 3 5.69 1.37 0.85 2.12 5.58 
5 4 — 0.02 0.27 1.44 9.29 
5 5 — — — — — 
6 1 — — — — — 
6 2 — — — — — 
6 3 — — — — — 
6 4 0.07 0.04 0.02 0.01 — 
6 5 — — — — — 
1 2.51 2.47 2.49 2.48 — 
z 
3 42.68 61.85 59.21 72.14 10.28 
4 0.98 1.41 1.34 1.64 0.22 
5 — — — — — 
8 
8 
8 
8 
8 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
11 
11 
11 
11 
11 
12 
12  
12  
12 
12  
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(continued) 
Land 
class 1980 1985 1990 1995 2000 
(tons per acre) 
1 2.42 2.34 2.37 2.35 0.9 
2 — — — — — 
3 — — — — — 
4 — — — — — 
5 — — — — — 
1 — 0.13 — — — 
2 — — — — — 
3 — — — — — 
4 3.05 4.43 3.37 2.10 1.15 
5 — — — — — 
1 — — — — — 
2 — — — — — 
3 3.42 19.42 6.0 9.77 105.82 
4 — 0.27 0.46 1.58 4.21 
5 
1 0.48 0.47 0.48 0.48 4.81 
2 — — — — — 
3 9.04 13.54 17.26 21.55 — 
4 1.33 1.84 2.55 3.33 — 
5 — — — —— — 
1 — — —— — 
2 
3 4.9 14.31 14.11 18.23 37.95 
4 — 2.05 2.61 3.28 5.61 
5 — —— — — — 
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after subtracting 10 tons of soil loss, varies from $0.07 on land class 
4 in PA 6, to $42.68 on land class 3 in PA 7 in the year 1980. The 
shadow price of a ton of soil loss (above 10 tons) is zero in PAs 3 and 
4, thereby implying that no taxes would be required in these areas. 
Production activities on land class 1 need to be taxed only in PAs 7, 
8, and 11, while production on land classes 3 and 4 needs to be taxed 
most often. The tax level ranges from $0.22 on land class 4 in PA 7, 
to $105.82 on land class 3 In PA 10, by the year 2000. 
Similarly, the 5 TON mandatory limit on soil loss legally pro­
hibits any production activity that results in greater than 5 tons of 
soil loss. Production activities could be taxed on the basis of soil 
loss in excess of 5 tons per acre generated by them. The tax would be 
based on the shadow price of the additional unit of soil. Table 4.20 
shows the extreme variation in marginal value product of soil from 
$0.03 per ton of soil loss (above 5 tons) on land class 4 in PA 12, to 
$85.13 on land class 1 in PA 9 in 1980. The range increases further by 
the year 2000. 
However, the results obtained for the 1995-2000 period may not oc­
cur. The reason they do, is due to the historical state share assump­
tion made by the econometric component of the model. In reality, na­
tional shifts in production may occur between the regions of the U.S. 
It is also necessary to bear in mind the fact that the results 
specified above derive essentially from the assumptions implicit in the 
model used to determine them. A change in the specification of the ob-
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Table 4.20. 5 TON Shadow Price of a ton of Iowa topsoil over time, by 
Producing Area and Land Class 
Producing 
area 
Land 
class 1980 1985 1990 1995 2000 
1 
1 
1 
1 
2 
3 0. 8 1. 79 2. 11 3. 84 14. 28 
1 
1 
4 
C 
— 0. 22 0. 69 5. 53 5. 63 
1 
2 
3 
1 9. 05 10. 93 11. 3 12. 22 42. 61 
2 2 26. 29 42. 58 60. 76 66. 19 
2 3 3. 00 22. 78 8. 65 22. 15 — 
2 4 
C 
0. 33 1. 21 0. 84 1. 40 — 
z 
3 
D 
1 2. 72 3. 32 4. 26 4. 27 19. 08 
3 2 51. 93 72. 52 100. 57 105. 86 1. 20 
3 3 0. 52 29. 92 8. 05 32. 71 — 
3 4 — 0. 76 0. 46 0. 97 — 
3 5 — — 4. 15 
4 1 1. 05 17. 43 24. 53 25. 6 6. 70 
4 2 5. 08 8. 12 13. 32 13. 99 2. 12 
4 3 0. 59 68. 88 23. 07 81. 27 — 
4 4 0. 26 1. 88 3. 23 
4 5 — — — — 95. 43 
5 
C  
1 
O  
5. 5 16. 20 16. 00
 
21. 4 
J 
5 
Z 
3 8. 93 1. 61 1. 46 3. 06 12. 08 
5 
C  
4 — 0. 29 0. 65 5. 69 2235. 56 
J 
6 
5 
1 18, 17 32. 95 42. 18 45. 31 7. 
00 
6 2 5. 32 7. 81 10. 41 11. 13 — 
6 3 12. 23 34. 64 39. 70 44. 87 175. 84 
6 4 0. 54 1. 51 1. 73 1. 95 4. 75 
6 5 — — — 12. 05 107. 04 
7 1 8. 05 17. 2 15. 42 19. 65 45. 51 
7 2 10 .06 25 .87 21 .76 30. 44 61 .77 
7 3 10 07 20. 56 29 .56 29. 55 114. 37 
7 4 1 .47 3. 41 4 .18 4 .20 12 .21 
7 5 — — 14. 29 210. 96 
jective function in the unconstrained situation, or else a dynamically 
optimal solution would alter the results obtained considerably. 
8 
8 
8 
8 
8 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
11 
1 1  
11 
11 
11 
12 
12 
12 
12 
12 
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(continued) 
Land 
class 1980 1985 1990 1995 2000 
1 7.35 18.59 16.91 20.42 49.19 
2 47.99 198.67 256.39 276.47 53.33 
3 20.34 31.2 41.5 45.08 174.42 
4 3.38 5.09 6*66 7.18 18.37 
5 — — — 13.0 102.26 
1 853.13 1348.14 1836.72 1917.37 20.53 
2 5.68 30.73 34.86 61.40 123.33 
3 57.93 86.63 118.23 123.75 1361.85 
4 0.8 4.32 5.05 4.92 6.02 
5 —— — — — 42.2 
1 
0 
5.9 14.79 16.52 19.69 0.21 
z 
3 3.25 1.95 2.06 3.31 11.41 
4 
C  
— 0.46 0.75 3.19 75.88 
D 
1 13.08 65.08 37.75 32.66 607.61 
2 55.53 82.72 111.02 118.68 16.51 
3 600.66 337.43 568.88 730.95 1423.35 
4 4.43 5.95 7.45 7.66 34.81 
5 —— — — 20.73 100.64 
1 4.07 11.26 10.02 12.04 217.74 
2 16.11 — 1.14 0.9 —— 
3 3.36 8.82 8.87 11.88 17.42 
4 0.03 1.78 2.5 2.91 5.88 
5 — 2.11 43.17 
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CHAPTER V. SUMMARY AND CONCLUSIONS 
The subject of soil loss has attracted increasing attention in 
recent years. There has been an abundance of literature on the impor­
tance of conserving this resource, and the dire consequences of 
erosion. Historical evidence shows that in the past the human being 
solved the problem by simply moving from depleted soils to virgin high 
quality land. However, this is no longer feasible. The high rate of 
population increase only serves to heighten the Importance of the 
problem. 
While soil Is being eroded at a rate exceeding the natural replen­
ishment rate, the high rates of erosion in and of themselves do not 
imply irrationality of farmers. Farmers in any country, whether devel­
oped or underdeveloped, are essentially rational agents, as has been 
proved time and time again. The high rates of erosion imply a rational 
response by the economic agent to market determined or government gen­
erated economic factors, or else to lack of adequate information relat­
ing to the effect of different conservation practices on soil depth, 
and of soil depth on the value of land. Soil has both stock and flow 
dimensions. Management of the soil resource is Inherently dynamic. 
Some of these results have been derived in Chapter II, which develops 
the theoretical base of the dissertation. 
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Assuming that the existing rate of soil erosion exceeds the opti­
mal rate, various measures can be taken to reduce soil loss. Govern­
ment policies are one among several possibilities. This study attempts 
to analyze the extent to which four different policy measures can de­
crease soil loss on Iowa farms, and thereby help sustain agricultural 
production levels over time. 
The regional-national recursive hybrid model described in Chapter 
III was used to trace the path of net returns, crop production, and 
soil loss levels on Iowa farms over the twenty year period under 
consideration. The model is regional because the linear programming 
model pertains to 12 producing areas in the region of Iowa. It is 
national because the econometric model solves for levels of crop 
production in the U.S. excluding Iowa, livestock production levels in 
the U.S., and prices of crops and livestock in the U.S. It is 
recursive due to the sequential nature of the solution. And hybrid, 
since a combination of two techniques is used. 
While there are policy Issues that can best be analyzed using an 
econometric or else a programming model, there are also policy issues 
that can be best analyzed through a linked or hybrid model. Linking an 
econometric component with a programming component allows one component 
to provide policy variables, information, and analytical structure, 
that could not be specified in the other component. 
The logic in developing a hybrid of two completely different 
modeling techniques, is to overcome the shortcomings and highlight the 
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strengths of each. Linear programming models assume prices, input-
output coefficients, and resource supplies are given, or known with 
certainty. The hybrid, however, is able to use the econometric compo­
nent to predict prices, yields, etc. over time, and use these levels in 
the regional programming model. Further, yield is assumed to be a 
function of technology changes over time, and of soil depth. In turn, 
soil depth is assumed to be a function of the types of crops produced 
and the conservâtion-tillage practices used in producing them. This is 
incorporated in the adjust sector of the model, which revises the 
relevant variables in the linear program. 
On the other hand, the econometric model does not account for the 
existence of institutional, environmental, and resource constraints. 
The hybrid takes these into account in the programming component. It 
is, therefore, capable of analyzing the impact of specific regional 
policy programs such as a regionally imposed constraint on the allow­
able level of soil loss. 
The hybrid model was used to study the impact of alternative ero­
sion control policies on increasing the sustainability of agricultural 
production in Iowa over the twenty-year span from 1980 to 2000. 
The baseline solution (or BASE) determines the pattern of resource 
allocation that will maximize net returns to land and management on 
Iowa farms, in the absence of any erosion control policy for the state. 
Policy alternative I (or 10 TON) prohibits engaging in any agricul­
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tural production activity that results in more than 10 tons of soil 
loss per acre. Policy alternative II (or 5 TON) legally limits allow­
able soil loss per acre at 5 tons. Policy alternative III determines a 
tax scheme based on levels of soil loss associated with each activity, 
in order to get the same results as the 10 TON and 5 TON alternatives. 
Policy alternative iV (or NITR) imposes a restriction on the availa­
bility of nitrogenous fertilizer. 
As can be seen from figure 4.1 and table 4.1, time and soil con­
servation policies both have a significant impact on net returns to 
land and management in Iowa. Whereas the no erosion control policy 
BASE solution yields higher net returns in 1980, by 1985 the highest 
returns accrue to the stringent erosion control 5 TON solution. Net 
returns increase in all four alternatives over the 1990-2000 period. 
However, by the year 2000, the 5 TON solution yields a net return that 
is 98.13 percent greater than that in the BASE, 78.01 percent above 
that in the NITR, and 33-69 percent higher than that in the 10 TON 
solution. 
The econometric simulation component of the model is used to 
determine acreage harvested and levels of production of feedgrains, 
soybeans, wheat, cotton, and tobacco. These estimates are added to 
Iowa production levels determined by the linear programming model, to 
estimate U.S. production, supply, price, demand, inventories etc. In 
addition, the econometric model estimates levels of national pro­
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duction, inventories, prices, imports, exports, etc. of beef, pork, 
lamb, chicken, and turkey. 
The linear programming model for Iowa determines production levels 
of corn, soybeans, sorghum, wheat, oats, silage, nonleguminous hay, and 
leguminous hay over time. Silage and hay have minimum constraints 
imposed on them at existing production levels. 
As expected, corn and soybeans are the major crops produced in 
Iowa in all four alternatives, while sorghum and wheat have relatively 
lower levels of acreage allocated to them. For instance, in 1980, the 
BASE allocates 6.24 million acres to corn, 8.69 million acres to soy­
beans, 2.67 million acres to sorghum, and 0.53 million acres to wheat. 
For the year 1980, acreage allocated to soybeans is greater than that 
to corn in all four alternatives. However, whereas acreage allocated 
to soybeans remains greater than that to com over time in the NITR 
solution, the pattern reverses itself in the other three alternatives. 
The reversal occurs between 1980-85 in the 5 TON, between 1990-95 in 
the 10 TON, and between 1995-2000 in the BASE. 
Sorghum and wheat are relatively minor crops, but sorghum acreage 
drops to zero by 1990 and 1995 in the 5 TON and 10 TON alternatives 
respectively. However, acreage allocated to sorghum remains greater 
than that to wheat in the BASE and NITR. Sorghum acreage is always 
less than wheat acreage in the 5 TON alternative. 
The crops obviously compete for land, and temporal variation in 
acreage allocation in the four alternatives has been explained at 
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length in Chapter IV, on the basis of changes in relative net returns. 
Associated with the crop production levels and the related conser-
vation-tillage practices, are different levels of soil loss. Aggregate 
estimates of soil loss are considerably higher for the BASE and NITR 
than for the 10 TON and 5 TON. In 1980, as much as 158.13, 89.4, 
65.98, and 158.13 million tons of soil loss occur in the BASE, 10 TON, 
5 TON, and NITR alternatives, respectively. The corresponding esti­
mates for the year 2000 are 189.48, 107.09, 64.66, and 135.49. Between 
1980 and 2000 the average level of soil loss per cropped acre increases 
from 7.29 to 8.3 tons in the BASE and from 4.38 to 4.7 tons in the 10 
TON. On the other hand, average soil loss per acre declines from 3.31 
to 2.93 tons in the 5 TON and 7.29 to 5.98 tons in the NITR 
alternative. 
Obviously, therefore, policy controls have a considerable impact 
on the levels of soil loss. Average soil loss per acre is high and in­
creases over time in the BASE, high but decreases in the NITR, almost 
halves but increases in the 10 TON, and more than halves and decreases 
in the 5 TON. 
While controls on the availability of nitrogenous fertilizer do 
succeed in reducing soil loss over time, the total level of soil loss 
is more than twice the 5 TON level in 1980 and almost twice the 5 TON 
level in 2000. Lower nitrogen availability also results in lower lev­
els of corn production and higher levels of soybean and sorghum produc­
tion than in the alternatives requiring mandatory controls on soil loss. 
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Another interesting result that emerges from the BASE solution, is 
that the problem of erosion is significantly worse in the western, 
northwestern and southwestern parts of Iowa then in the rest of the 
state. Producing areas 5, 10, 1, and 12, have average levels of soil 
loss of 18.13, 16.89, 9,68 and 11 tons per acre respectively, in 1980. 
Further disaggregation reveals excessively high levels of soil loss of 
32.64, 37.88, 30.67, and 19.99 tons per acre on land class 3 in PAs 1, 
5, 10, and 12 respectively. Soil loss levels above 20 tons per acre 
are also experienced on land class 4. In contrast, the maximum level 
of soil loss per acre in any of the land classes or regions of the 
state is 4.90 tons in the 5 TON and 9.73 tons in the 10 TON. Controls 
on nitrogen reduce soil loss in some areas but the levels remain fairly 
high in others. The tax policy alternative to attaining the 10 TON or 
5 TON solution requires the imposition of taxes that differ 
considerably between land classes and producing areas. The feasibility 
of applying the tax in terms of its acceptance by farmers is therefore 
extremely weak. The administrative problem of imposing the tax would 
pose an additional problem. The shadow prices on which these taxes 
would be based are presented in tables 4.19 and 4.20. 
It needs to be noted however, that the 1995-2000 results may not 
occur. The reason that they do, is because of the historical state 
share assumption made by the econometric component of the model. In 
actuality, national shifts in production may occur between the regions. 
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Virtually every model has limitations associated with it. And so 
does the hybrid. For one thing, the linear programming component 
assumes constant returns to scale. More seriously, the structure of 
the hybrid is such that if the programming model is estimated first, 
the model will tend to overestimate production, and so underestimate 
prices. This results from the fact that the programming model deter­
mines the profit maximizing crop mix assuming efficient resource use. 
While the model improves on the constant prices over time assump­
tion made in most Intertemporal work in this field, lagged prices rath­
er than expected prices are used. To the extent that these lagged 
price levels deviate from actual behavior, this will detract from the 
results obtained. Further, the model does not determine a single opti­
mal program for the entire period under consideration. Instead, static 
solutions are determined sequentially for each period of time, such 
that each solution is affected by the preceding one. 
A change in the specification of the objective function would 
yield substantially different results. The current specification of 
the objective function in the baseline solution assumes that farmers 
are myopic, and are solely concerned with maximizing net returns at 
each point in time. No provision is made for including a soil loss 
function in the objective function. Therefore, while the BASE solution 
yields higher net returns than the other alternatives in 1980, by 1985 
the ordering is reversed. The unconstrained 1980 BASE solution obvi-
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ously yields higher net returns than the restrictive 5 TON alternative. 
However, the higher net returns are associated with a more erosive 
product-mix than that yielded by the other alternatives. This implies 
greater reduction of soil depth and crop yields associated with the 
baseline solution. The reversal in the ordering of net returns by 
1985, with the 5 TON solution yielding the highest and the BASE the 
lowest returns, is a natural consequence of the myopic behavior implic­
itly assumed by the objective function. 
A dynamic solution would obviously yield maximum returns in the 
unconstrained situation, since that necessarily has the constrained so­
lution available to it. Of course, the unconstrained optimum may be 
identical to the restrictive 5 TON solution, but that cannot be estab­
lished unless the dynamically optimal solution is obtained. Unfortu­
nately, the computer linkages required by the hybrid, and the size of 
the model, currently prohibit attempting a single optimal solution for 
the entire time period under consideration. However, this is a first 
generation model, and it is hoped that the future will bring with it 
the possibility of attempting that exercise at CARD. Also, the present 
model is constrained by the guidelines determined by IIASA for the 
eight countries Involved in the joint project. 
In conclusion, there is reason to believe that levels of soil loss 
have increased in most of the Corn Belt, and in the U.S. in recent 
years. Volumes of literature exist on the need for public policy to 
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ensure the conservation of the soil resource. However, there is a 
distinct dearth of theoretically accurate literature on the economics 
of optimal use of the soil resource. Further, most of the empirical 
work in the field is based on projections of future soil loss levels 
using a one period static model; or effect of public policy measures 
aimed at controlling soil loss using one period static models; or 
dynamic models that assume constant prices over time. There is a 
definite need for micro and macro models that closely approximate the 
complex nexus of factors that characterize farmer behavior with respect 
to soil use and soil conservation. This dissertation makes no pretense 
of meeting these needs. However, it does constitute a step in the 
right direction. 
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