Abstract. The provenance of a data product contains information about how the product was derived, and is crucial for enabling scientists to easily understand, reproduce, and verify scientific results. Currently, most provenance models are designed to capture the provenance related to a single run, and mostly executed by a single user. However, a scientific discovery is often the result of methodical execution of many scientific workflows with many datasets produced at different times by one or more users. Further, to promote and facilitate exchange of information between multiple workflow systems supporting provenance, the Open Provenance Model (OPM) has been proposed by the scientific workflow community. In this paper, we describe a new query model that captures implicit user collaborations. We show how this model maps to OPM and helps to answer collaborative queries, e.g., identifying combined workflows and contributions of users collaborating on a project based on the records of previous workflow executions. We also adopt and extend the high-level Query Language for Provenance (QLP) with additional constructs, and show how these extensions allow non-expert users to express collaborative provenance queries against this model easily and concisely. Furthermore, we adopt the Provenance Challenge 3 (PC3) workflows as a collaborative and interoperable usecase scenario, where different stages of the workflow are executed in three different workflow environmentsKepler, Taverna, and WSVLAM. Through this usecase, we demonstrate how we can establish and understand collaborative studies through interoperable workflow provenance.
Introduction
As scientific knowledge grows and the number of studies that require access to knowledge from multiple scientific disciplines increase, the complexity of scientific problems amplifies. To cope with this complexity, scientists use computational methods that are evolving almost daily. However, the basic scientific method remains the same while being continuously transformed from manual to automated with the advances in computer science and technology. This gradual shift from manual process execution to automation of repeatable patterns resulted in the creation of scientific workflow systems.
Scientific workflow management systems [1, 2, 3, 4] are critical to the way a modern scientist conducts studies today by making technological advances more approachable through integrative interfaces and abstractions for underlying computational and data resources. Scientific workflow systems allow scientists to develop formal, customizable, reusable and extensible definitions for all or part of a scientific process and execute them efficiently. In addition, using scientific workflows to perform computational experiments on data unleashes the possibility to maintain its provenance [5] . Typically designed iteratively by a user and ran multiple times by one or more users, the provenance of a scientific workflow provides a rich source for conducting similar future scientific studies [6] . However, this is still only a partial solution to the modern scientific process that relies on multi-disciplinary collaborative teams working on different parts of scientific studies. Currently, provenance support in workflow systems are mostly designed to capture the information related to a single workflow run by a user. On the other hand, the collaborative process often involves design and execution of multiple workflows [7] where different members of a team conceptualize their contribution as workflows and make it available through a common infrastructure. A scientific discovery is the result of methodical execution of many of these workflows with many datasets at different times by one or more users.
Community portals [8] , virtual laboratories [9] , and Web2.0-based social networking and sharing environments [10] are popular platforms to establish a common infrastructure where community members can contribute to data, workflows and projects through their user spaces under generic governance rules. Workflows could be executed multiple times by one or more scientists, potentially from an end-user interface that combines several workflows. In addition, the executed workflows use data from external data resources and the scientific outputs are saved in data repositories, optionally along with intermediate results and the process provenance. A typical set of components for such an infrastructure is illustrated in Fig. 1 . The discussion in this paper lies in the heart of these sharing and execution practices in e-science projects where the overall execution of a set of workflows can result in an overarching model of the scientific process leading to data artifacts. All the observables in such a project within a three-dimensional space of users, workflows and data are illustrated in Fig. 2 . The history of workflow runs in different user spaces {u 1 , u 2 , u 3 } depicted in Fig. 2(c) shows the usage of published data in Fig. 2 (a) and workflows in Fig. 2(b) . Users who performed the workflow runs or used published data start an "implicit collaboration". In Fig. 2(c) , a run node identifies the provenance of a previous workflow run and the fine-grained data dependencies are shown by dashed links between data nodes. One can identify the flow of workflow executions leading to a data artifact that is published as a "scientific discovery" by chaining together the runs performed by users. This chaining happens through data artifacts consumed and produced by workflow runs, e.g., in Fig. 2 A goal of this approach is to extend the current single-workflow and single-user targeted provenance approach to a number of workflow runs within a controlled environment such as a website community portal for sharing data and workflows. In this paper, we assume that the data store is publicly shared between users. Using this extended information, one can generate views of data dependencies, related workflow executions and user collaborations, as seen in Fig. 3(a), Fig. 3(b) and Fig. 3(c) respectively. In addition, it becomes possible to answer queries for potential acknowledgements of a scientific result and the correction trail of a faulty data item. Another important goal is to propose and demonstrate an architecture that facilitates the interoperability of different workflow systems through provenance of workflow runs and related data. We assume the model of provenance is shared between different workflow systems and provides a global repository of data artifact identifiers, i.e., an artifact produced by one workflow system and consumed by another can be uniquely identified. The design of this repository is not in the scope of this paper. This new approach puts user actions and collaborations in the center of the conducted research independent of computational technologies used to generate results.
Contributions.
We investigate the implicit user collaborations in a QLP-based [11] query model that maps to OPM [12] using observables in an e-science infrastructure (Fig. 2) and for generating views on top of them (Fig. 3) . This approach links OPM graphs for workflow runs that have an input or output data dependency and helps to answer queries such as identifying data connections between workflow runs and contributions of users collaborating on a project based on the records of past executions. We adopt and extend a high-level query language for provenance, QLP, to express complex collaborative provenance queries. We also establish a mapping between QLP and OPM. Furthermore, through the PC3 (http://twiki.ipaw.info/bin/view/Challenge/) usecase scenario, we demonstrate the feasibility of how our approach will lead to development of systems that increase interoperability and reusability of workflow results by integrating provenance coming out of different workflow systems and, in turn, enhancing efficiency in modern collaborative research.
Outline. The organization of this paper is as follows. In Section 2, we introduce the concept of collaborative views and queries over interoperable provenance data. Section 3 explains QLP and the extensions we build on top of QLP that map to OPM constructs along with the QLP expressions of queries defined in Section 2. A feasibility study for the explained techniques is provided in Section 4, based on PC3 workflows. We review background work in Section 5 and conclude in Section 6.
Building Collaborative Views
The lifecycle of scientific workflows-which includes the design, execution, sharing, and management of data and provenance products-depends not only on the workflow itself, but also the overall scientific research infrastructure and scientific collaborations within which scientists use these workflows. In this section, we introduce the concept of collaborative views based on the provenance of workflows and user actions within a scientific infrastructure (see Fig. 2 ). We also present example queries that are enabled by our provenance model, including those that allow scientists to determine implicit collaborative relationships. The basic relations we use to develop collaborative views are shown in Fig. 4 . We first describe these relations, and then show how they enable the construction of both standard and collaborative provenance views.
The relation Run(r, w) states that r is a run (i.e., execution) of a workflow w (shown using rounded boxes in Fig.4 ). We assume every run is of exactly one workflow. Each run Although not shown directly in Fig. 4 , we assume a relation DerivedFrom(d out , r, d in ) for capturing causal dependencies between input and output data items of a run r. Given a fact DerivedFrom(d out , r, d in ), we say that d out was derived from r using d in . Each derivation also implies that d in was an input to r, i.e., Input(r, d in ), and d out was an output of r, i.e., Output(r, d out ). This constraint is captured in first-order logic (FO) as
We define the relation DDep(d out , d in ) as the set of all immediate data dependencies given by DerivedFrom, where d out is said to depend on d in . We can easily compute DDep using the following Datalog rule.
We write DDep * to denote the transitive closure of the DDep relation. The Used and Produced relations (as shown in Fig. 4 ) are variants of Input and Output that additionally imply a derivation relationship. These relations are defined as views over Input and Output using the following Datalog rules.
The first rule states that a data artifact d in was used by a run r if d in derived an output d out of r. The second rule states that a data artifact d out was produced by a run r if it was derived by an input d in of r. Note that these relations do not explicitly link the inputs and outputs of a derivation, which is only done through the DerivedFrom relation.
We define the relation RDep(r 2 , r 1 ) as the set of all immediate run dependencies, where r 2 is said to depend on r 1 . The RDep relation is defined as the following view in Datalog.
Specifically, a run dependency is established between a run r 2 and r 1 whenever the output of r 1 is used by r 2 to derive a data artifact.
We assume the relation Published(u, w) records the case when a user u published a workflow w to the workflow repository; and similarly, Published(u, d) records the case when u published a data artifact d to the shared data store (see Fig. 2 ). A user u may also perform, i.e., execute and then publish, a workflow run r, which is captured by the relation Performed(u, r). When a user performs a run, we assume all outputs of the run are published to the data store, which is captured by the following FO constraint.
As shown in Fig. 4 , we consider three variants of collaboration, which we define as views using the following Datalog rules.
The first rule states that a workflow collaboration (WFCollab) is established between two users whenever the second user executes a workflow that is publishes by the first user. The second rule states that a data collaboration (DataCollab) is established between two users whenever a data artifact published by the first user was used as an input by a run that is performed by the second user. The third rule states that a run collaboration (RunCollab) is established between two users whenever a run performed by the second user uses the output of a run by the first user.
A collaboration dependency CDep(u 2 , u 1 ) between two users is established whenever they participate in one of the three collaborations defined above (where u 2 depends on u 1 ). The CDep relation is easily defined in Datalog as follows. Each of the views shown in Fig. 3 can be reconstructed from the provenance model described here. The relations DDep and RDep defined above can be used to construct the standard data and run dependency graphs shown in Fig. 3(a) and 3(b) , respectively. More importantly, using the CDep relation, we can also construct user collaboration views (i.e., the collaboration dependency graph) as in Fig. 3(c) . With these three dependency graphs, it becomes possible to answer both standard provenance queries as well as queries that involve user collaborations. In the following section we extend the model presented here (with respect to the three dependency graphs) to addtionally support lineage-based path queries. Our approach provides a simple mechanism for filtering dependency graphs to answer provenance queries such as those in Table 1 .
Expressing Collaborative Queries
We use QLP (the Query Language for Provenance) [11] for expressing lineage queries, and in particular, to filter the dependency graphs described in Section 2. In general, answering standard provenance questions (including those of Table 1 ) requires the generation of recursive queries over lineage graphs. Such queries are often complex to express and expensive to evaluate [12, 13, 14, 15] . QLP provides a simple, declarative, path-based language (similar, e.g., to XPath) for expressing such queries, and optimization techniques have been developed that make answering QLP queries over large provenance repositories feasible [16] . QLP queries work over sets of lineage edges, e.g., represented by the DerivedFrom relation. A QLP path query p can be viewed as a filter that selects matching paths within the lineage graph induced by the underlying edges. The result of a QLP query is the set of edges along matching paths of the induced graph. Thus, QLP is a closed language that returns a subset of a given set of lineage edges. Closed languages such as QLP have a number of benefits including the ability to construct views, "incremental" querying, and visualization [17, 18] .
QLP queries are expressed and evaluated against a selected provenance view, which can be a single workflow run, the entire repository of runs, or the provenance view resulting from a previous query. In the collaborative provenance query scenario, users can use QLP expressions to filter the various dependency views of Fig. 3 . Below we present the basic constructs of QLP and show how QLP can be used to filter dependency graphs (and subsequently answer the queries of Table 1; see Table 2 ).
In the scenario illustrated by Fig. 2 , the lineage information is recorded at a "coarsegrain" level, where only the lineage relationships between inputs and outputs of a run Lineage-preserving path queries (examples) * .. e n Lineage graph that resulted in nodes in e n . e n .. * Lineage graph for nodes derived from nodes in e n e n 1 .. e n 2 Lineage graph for paths from nodes in e n 1 to nodes in e n 2 e n 1 .. r i .. e n 2 Lineage graph for paths from nodes in e n 1 to e n 2 passing through run r i Functions over lineage path queries exists(p) True if the selected view contains a path defined by path query p
runs(p)
The runs of the lineage graph returned by path query p
workflows(p)
The workflows of the lineage graph returned by path query p
artifacts(p)
The data nodes of the lineage graph returned by path query p
inputs(p)
The source nodes of the lineage graph returned by path query p
outputs(p)
The sink nodes of the lineage graph returned by path query p Views over lineage path queries
DATA-DEP(p)
Data dependencies (Fig. 3(a) ) of the lineage graph selected by path query p
RUN-DEP(p)
Run dependencies (Fig. 3(b) ) of the lineage graph selected by path query p COLLAB-DEP(p) Collaborations (Fig. 3(c) ) of the lineage graph selected by path query p Fig. 5 . Basic QLP constructs and functions, where e n is a node expression comprised of either a data artifact identifier, a run identifier, a data artifact type (denoting the set of artifacts having that type), or a workflow (denoting the set of runs of the workflow). We use p to denote a QLP path query, and r i to denote a run.
are stored. In the following, we restrict the underlying lineage model of QLP to be over workflow runs, as opposed to the standard use of QLP that supports queries over indidvidual processes within runs (thus modeling lineage at a "fine-grain" level). Table 5 introduces some of the basic constructs and functions of QLP, together with the extensions described here, including the DATA-DEP, RUN-DEP, and COLLAB-DEP functions. As a simple example of a QLP path query, the expression "* .. d 7 " returns lineage edges denoting paths starting from any node in the lineage graph and ending at node d 7 . Similarly, the query "d 2 .. *" returns lineage edges denoting paths starting at node d 2 and ending at any node in the lineage graph. Both "ends" of a path can be fixed in QLP, e.g., the query "d 5 .. d 9 " returns all edges on paths in the lineage graph that start at d 5 and end at d 9 . QLP queries can restrict paths to include intermediate objects, e.g., the query "#r 2 .. d 6 .. #r 5 .. *" returns the set of lineage edges denoting paths that start at run r 2 , go through artifact d 6 followed by (via one or more lineage edges) run r 5 , and end at any node.
Filtering Dependency Views Using QLP
The DATA-DEP, RUN-DEP, and COLLAB-DEP functions construct data, run, and collaboration dependency graphs, respectively, that result from evaluating a QLP query over the current provenance view. Thus, these functions, unlike the DDep, RDep, and CDep relations defined in Section 2, create views purely out of lineage relations.
Filtering Data Dependency Views. We write v(p) to denote the set of lineage edges of the form d 2 , r, d 1 ∈ L returned after evaluating a QLP path query p over a set of lineage edges L [16] . We directly use this evaluation to define the DATA-DEP function as follows.
As shown in Table 2 , we can use the DATA-DEP function to answer Q1 of Table 1 , which returns the subset of the data-dependency graph that ends at artifact d. Note that the DATA-DEP function computes a subset of the DDep relation restricted to lineage edges.
Filtering Run Dependency Views. Similarly, to construct a filtered run-dependency graph, we again use the evaluation function as follows.
Note that each output of a run within a lineage graph returned by a QLP query is required to be dependent on some input (since only derivation edges are considered). Thus, the run dependencies returned by the RUN-DEP function have the additional constraint that each output is dependent on some input (within the query result) of the run. This can be viewed as restricting the RDep relation to only selecting from Produced edges instead of Output edges. We can use the RUN-DEP function to answer Q2 and Q3 of Table 1 , as shown in Table 2 .
Filtering User Collaboration Views. Let DATA-DEP * (p) be the set of edges of the transitive closure of the edges returned by DATA-DEP(p). We define the COLLAB-DEP function as:
where the functions C-DEP W F , C-DEP DATA , and C-DEP RUN are defined as follows.
The COLLAB-DEP function can be used to answer queries Q4-Q6 of Table 1 , as shown in Table 2 .
Relation between the Collaborative Model and OPM
The Open Provenance Model (OPM) [12] has emerged from the e-science community, and has evolved as a standard representation to facilitate the exchange of information between multiple provenance systems. OPM is based on a model and set of inference rules for directed acyclic provenance graphs, which represent casual dependencies between data products and processes. OPM defines three primary entities (nodes): (1) Table 2 . Example queries expressed using the dependency functions defined for QLP
Artifacts: immutable piece of data; (2) Processes: actions or series of actions performed on or caused by artifacts; and (3) Agents: entities that enable, facilitate, control, or affect execution of processes. OPM also defines five primary types of causal dependencies (edges) that comprise provenance graphs: (1) used: a process used artifact(s); (2) wasGeneratedBy: an artifact was generated by a process; (3) wasTriggeredBy: a process was triggered by another process(es); (4) wasDerivedFrom: an artifact was derived from another artifact(s); and (5) wasControlledBy: a process was controlled by an agent. The collaborative model, e.g., as in Fig. 4 , roughly contains the same entities and five causal dependencies of OPM. A lineage (i.e., DerivedFrom) relation is of the form d out , r, d in for data nodes (artifacts in OPM) d in and d out and run (or processes in OPM) r. For example, in Fig. 3(b) d 4 , r 1 , d 1 1 . Similarly, users in the collaborative model can be viewed as a form of agents in OPM, where Performed edges are similar to wasControlledBy edges in OPM. To the best of our knowledge, OPM does not provide support for recording when users publish data and workflows, which is essential in the collaborative model proposed here for creating the various types of user collaborations described in Section 2.
Conceptual Interoperability Scenario
To further illustrate our approach, we describe (i) an interoperability scenario, derived from the Third Provenance Challenge (PC3), (ii) some prototypical collaborative queries, and (iii) an architecture for its implementation. A similar example based on the First Provenance Challenge is currently being implemented in the context of a DataONE 1 student project.
Usecase. The workflows selected for PC3 are part of an image-processing pipeline in the Pan-STARRS 2 project. A next generation panoramic telescope surveys the sky looking for asteroids or comets that may impact the Earth. The telescope may generate several TBs of data nightly, which must be reduced and stored into an object data management framework that is publicly accessible by astronomers. Based on this usecase, the main PC3 workflow ingests CSV files containing readings from the telescope into an SQL database and the plotting workflow creates histograms of the ingested data.
To build a collaborative workflow environment, we assume that we executed the fragments of these PC3 workflows in three different workflow systems as shown in Fig. 6 . In this scenario, Taverna [19] performs the initialization and pre-loading checks, WS-VLAM [20] loads the CSV files into the database and updates the column counts, and Kepler [21] creates the histograms. We chose this division of the PC3 workflows to evenly and logically divide the tasks among the workflow engines.
An example history of observables and actions within this usecase is shown in Table 3 . In this scenario, all three workflow engines use the same MySQL database when executing their subset of the PC3 workflows. In the pre-load tasks, Taverna verifies the contents of the input CSV files and creates the tables in the database. Next, WS-VLAM reads the contents of the CSV files into these tables, and verifies the row counts and data values. Finally, Kepler produces histograms from these data. For example, the second row refers to run 1 performed by u 2 using w f preload published by u 1 . In run 1 , u 2 used d J062941 as an input and the run produced d J062941−1 as its output.
Collaborative PC3 Queries. The following are example queries on Table 3 expressed using the QLP functions defined in Section 3. QLP-based Interoperable Query Framework. Fig. 7 shows the design of an end-toend framework that can be plugged into any scientific infrastructure with the ability to publish data and workflows, to execute workflows using different workflow engines, to collect workflow provenance and to express and evaluate QLP queries. In this architecture, workflows use a shared data space with common data identifiers. To generate data dependency views, using the QLP mapping to OPM, the QLP Querying Engine transforms users QLP queries into OPM queries. In addition, the same querying engine routes the mapped queries to distinct provenance stores using the developed SQL (RDBMS), XQuery (XML) and SPARQL (RDF) interfaces.
Q1. What data contributed to

Related Work
The ideas presented in this paper depend on previous work in scientific workflow provenance and collaborative scientific platforms. Below we present the related work.
Provenance in Scientific Workflows. Scientific workflow systems are being used in many scientific domains, and many approaches have been proposed recently for representing and storing workflow provenance [5, 6] . However, most of the existing provenance approaches store provenance for a single runs, and do not capture or maintain associations across runs [22, 23, 24, 25] . The framework described in [7] records associations between multiple related workflow runs. Vistrails provides a spreadsheet where users can compare the results of multiple workflows, or multiple workflow runs [26] . However, our work is based on capturing associations not only across workflow runs, but also across users, where users play an active role of publishing data, or publishing workflows, or executing workflow runs. Our work captures these associations and establishes user collaboration views based on provenance.
Querying Provenance. Approaches for querying provenance are largely based on physical data representations [14] , e.g., relational, XML, or RDF schemas, where users express provenance queries through corresponding query languages, i.e., SQL, XQuery, or SPARQL. Provenance queries often require computing transitive closures over dependency relations, and expressing such queries using standard approaches is typically done using recursion or stored procedures [15, 16, 27] . Expressing such queries is both cumbersome and error-prone, and requires considerable user expertise. High-level languages such as QLP provide a separation between the logical provenance model and its underlying physical representation, which allows for the use of different representation schemes and additional optimization techniques. Also, QLP is closed under lineage relations, where answers to lineage queries are sets of lineage dependencies (edges) forming provenance subgraphs, i.e., provenance preserving.
Collaborative Applications in E-Science. Since collaborative research studies require substantial infrastructure, we often see infrastructure projects that facilitate conducting a number of these multi-disciplinary scientific studies for a particular domain, e.g., Virolab [28] , VL-e [9] and CAMERA [8] . In the VL-e project, the WFBus focuses on the execution of workflows developed in various workflow management systems. Collaborative views through provenance covers both the execution and provenance aspects of an aggregate workflow. In the context of the CAMERA project, workflow-related scientific products and their provenance are stored in data repositories that are accessible through the project portal, allowing for collaborative views and queries over these runs. In the ViroLab virtual laboratory, scientific applications are executed as scripts and their provenance is recorded by collecting events emitted by the GridSpace engine that executes the experiment scripts. Collaborative views over the provenance of these executing scripts can be captured by explicit reuse of results from previous experiments. An interesting opportunity arises from the support for Scientific Research Objects [29] by myExperiment [10] . Applications such as portal environments can deploy the content of SROs in new ways and collaborative views over them.
Conclusion
In this paper, we introduced the concept of collaborative views and queries over interoperable provenance data in a collaborative scientific research. We adopted and extended a high-level query language for provenance, QLP, to express complex collaborative provenance queries. We also established a mapping between QLP and OPM. Finally, we showed the feasibility of our approach on collaborative queries through PC3-inspired usecase workflows and described our planned architecture for its future implementation. The contributions of this paper tie together users actions with multiple workflow executions that create a chain of custody for data generated by collaborations. This is the right time to introduce such provenance models and query languages as collaborative research projects are ever growing and Web2.0-oriented scientific sharing environments, e.g., myExperiment, are being introduced to allow for sharing and execution of workflows in different workflow system by groups of users. Thanks to Provenance Challenge efforts, OPM is starting to be adopted by workflow systems participating in the challenge pushing OPM as a standard for provenance data.
Future Work. In the future, we plan to publish an implementation of the QLP based collaborative query engine based on the PC3 workflow using workflows in Kepler, Taverna and WSVLAM. We are currently conducting a larger bioinformatics usecase from the CAMERA project where users share data, workflows and runs through shared stores. We also intend to work on aspects of restricted user spaces and optimization of collaborative query evaluation.
