Abstract-This paper presents robot-aided intraocular laser surgery using a handheld robot known as Micron. The micromanipulator enables visual servoing of a laser probe, while maintaining a constant distance of the tool tip from the retinal surface. Automated, semiautomated, and unaided manual performance in patterned laser retinal photocoagulation is compared.
Comparative Evaluation of Handheld Robot-Aided Intraocular Laser Surgery

I. INTRODUCTION
Intraocular laser photocoagulation is used to treat conditions such as diabetic retinopathy and retinal tears [1] , to impede the growth of abnormal vessels or to affix the retina in place. For optimal outcomes, high accuracy is required, since photocoagulation of unintended structures can cause permanent vision loss [2] . To improve accuracy and reduce operating time in laser photocoagulation, systems have been developed, such as a semiautomated system that delivers multiple burns to target patterns with short pulses using a galvanometric scanner [1] and an automated system that incorporates retinal tracking to account for eye movement [3] . These systems treat through the pupil, in the outpatient clinic; however, photocoagulation is also often needed during surgery, e.g., for intraoperative retinal tears [4] . Manipulation of an intraocular probe for precise and efficient laser treatment is tedious and is challenging due to constrained maneuverability, hand tremor, and the kinematic coupling of the instrument and eyeball motion.
Therefore, robot-assisted techniques have been introduced to intraocular laser surgery using an active handheld robot known as Micron [4] , [5] , developed originally for active tremor cancellation; it senses its own handle motion and deflects the tool tip to compensate for involuntary motion. The recent efforts of the Micron development have been made to increase the degrees of freedom (DOFs) in actuation and its workspace. It can, thus, aid fine manipulation of surgical tools during ophthalmic surgery, which is one of most challenging microsurgeries.
Since Micron incorporates a miniature micromanipulator that can maneuver surgical tools, such as a laser probe, lesions can also be treated automatically via visual servoing of the aiming beam emitted from the probe. The first demonstration used a 3-DOF prototype of Micron [4] , whose limited range of motion required a semiautomated coarse/fine approach, with the operator moving the laser probe to within a few hundred micrometers of each target. Moreover, the distance between the laser probe and the retinal surface was manually controlled, relying on the operator's depth perception, since the axial range of motion was even smaller than the lateral. Recently, we proposed automated intraocular laser surgery using an improved 6-DOF prototype of Micron [5] . Since the new system provides much greater range of motion, intraocular laser treatment can be automated, eliminating the necessity of the manual coarse scanning, while also automatically maintaining a constant distance from the retina. The automated depth regulation ensures consistent burns and improves safety. In addition, the added DOFs enable use through a fulcrum. Thus, the operator only needs to hold the instrument without further deliberate maneuver. The micromanipulator is then entirely responsible for positioning the aiming beam on each predefined target, and a retinal-tracking algorithm is included to compensate for eye motion. Consequently, automated laser photocoagulation was demonstrated in a realistic eye phantom.
However, the initial prototype of the automated system still had several drawbacks. First, the system requires accurate camera calibration and stereo reconstruction for position-based visual servoing; performance can vary substantially depending on the calibration accuracy. Furthermore, the automated system is susceptible to actuator saturation, since manual drift is compensated and thus invisible to the operator. Accordingly, the preliminary work was limited to a single demonstration in the eye phantom without further quantitative evaluation. This paper, therefore, provides important improvements over the work in [5] . It introduces a hybrid visual servoing solution to mitigate calibration problems and to improve control. It also provides an informative experimental comparison of three modes: automated (all motion automated, with tracking of eye movement), semiautomated (manual coarse motion between targets, with automated "snapping to" each target as it is approached), and unaided manual performance. Hand-eye coordination is maintained by providing the operator with overlaid graphical cues in the display. 
II. MATERIALS AND METHODS
A. Robot-Aided Laser Photocoagulation System
The robot-aided intraocular laser photocoagulation system primarily comprises the active handheld robot, Micron, the vision system, and the laser with the endoprobe, as shown in Fig.  1(a) . Micron, presented in Fig. 1(b) , incorporates a miniature micromanipulator that provides 6-DOF actuation of an endeffector within a cylindrical workspace 4 mm in diameter and 4 mm high [6] . It thus allows for a remote center of motion (RCM) at the point of entry through the sclera. Micron is also equipped with a custom-built optical tracking system ("Apparatus to Sense Accuracy of Position," or ASAP). ASAP tracks the position and orientation of the end-effector and handles for control at a sampling rate of 1 kHz with less than 10-μm RMS noise [7] . Hence, the laser probe attached to the micromanipulator can be controlled accurately according to a specified 3-D goal position for the laser tip, regarding undesired handle motion as a disturbance. The remaining DOFs in actuation are independently controlled at the RCM by the operator. The vision system consists of a stereomicroscope, two CCD cameras, and a desktop PC. A pair of images are captured by the CCD cameras at 30 Hz and streamed to the PC for further processing. The 2-D tip and aiming-beam positions are found via colorblob detection. The 2-D tip position is then used for system calibration between the cameras and the Micron control system. The laser aiming beam is used for visual servoing of the tip. In addition, the vision system is capable of tracking the retinal surface using the "eyeSLAM" algorithm [8] for compensation of eye movement. For laser photocoagulation, an Iridex 23-gauge EndoProbe is attached to the tool adaptor of Micron, and an Iridex Iriderm Diolite 532 Laser is interfaced with the Micron controller.
Once patterned targets are placed on a preoperative image, the laser probe is then deflected to correct error between the aiming beam and the given target. During the operation, the system also maintains a constant standoff distance of the laser probe from the retinal surface. As the distance between the aiming beam and the target comes within a specified targeting threshold, the laser is triggered. Once laser firing is detected via image processing, the procedure is repeated until completion of all targets. Alternatively, the robot-aided execution can use a fixed repeat rate in place of a targeting threshold, as is normally used for manual operation. This control mode thus allows direct comparison with unaided operation. For this comparative study, we also implemented the semiautomated control algorithm used in [4] , in which automatic control engages whenever the aiming beam comes within 200 μm of an untreated target.
To maintain hand-eye coordination during the time of robotaided operation, two guidance cues are overlaid on the monitor screen, as shown in Fig. 1(c) . The first circular cue on the top of the screen represents the current displacement of the tool tip with respect to the nominal position in the manipulator. Hence, the cue is useful to prevent the manipulator from being saturated by reaching out of its workspace. The second cue shows the location of the null position of the manipulator with respect to the initial location of the null position at the beginning of the pattern. The second cue, thus, facilitates maintenance of hand-eye coordination, providing the operator with a virtual representation of the displacement of the instrument. Each circle encodes 3-D displacement, as a combination of the 2-D location and diameter of the circle; these correspond to lateral and vertical displacements, respectively. For seamless robot-aided operation, the operator is instructed to perform a holding-still task by keeping the second red circle centered as much as possible and maintaining a fixed size of the circle, with the blue circle as a reference. However, following these instructions is not strictly required as long as the manipulator is operating inside its workspace, as indicated in the first cue.
B. Hybrid Visual Servoing
We propose a hybrid control scheme. This addresses problems encountered by position-based visual servoing due to inaccurate stereo reconstruction. Any large error in the calibration procedure may lead to failure of the servoing, which is a weakness of such position-based visual servoing [9] . In the hybrid control, only selected DOFs are controlled using visual servo control, and the others use position servo control. Castaño and Hutchinson introduced a hybrid vision/position control structure called visual compliance [10] . Specifically, the 2-DOF motion parallel to an image plane is controlled using visual feedback, and the remaining DOF (perpendicular to the image plane) is controlled using position feedback provided by encoders.
To apply such a partitioned control scheme to our system, the 3-DOF motion of the tool tip is decoupled into the 2-DOF planar motion parallel to the retinal surface and the 1-DOF motion along the axis of the tool. The decoupled 2-DOF motion is then controlled via image-based visual servoing, to locate the laser aiming beam onto a target position using a monocular camera. The 1-DOF axial motion is controlled to maintain a constant standoff distance from the estimated retinal surface.
The first step is to register the CCD cameras with the Micron control coordinates (called herein the "ASAP coordinates") by sweeping the tool above the retinal surface, as described in [5] . Given multiple correspondences between 2-D and 3-D tip positions, projection matrices are obtained for the left and right cameras M c as
where p image tip and P
ASAP tip
are 2-D and 3-D ASAP tip positions, respectively. We also reconstruct the 3-D beam points that belong to the retinal surface via triangulation of aiming beams detected on images. The retinal surface is then described as a plane by linear least-squares fitting on the 3-D points, assuming a small area of interest within the eyeball. The resulting plane is, thus, defined in the ASAP coordinates in terms of a point P 0 belonging to the surface and principal components u, v, and n. The orthonormal vectors u and v lies on the plane, and n indicates a surface normal.
For image-based visual servoing, we formulate an analytical image Jacobian instead of using image feature points, since it is extremely challenging to robustly extract the feature points during intraocular operation. We first assume that the image plane is parallel to the retinal surface (regarded as a task plane), resulting in an interaction matrix for differential motions, as
where Δx image and ΔΘ task are differential motions in image and task planes, respectively. To derive the interaction matrix J p , two differential motions are taken in the task plane with respect to the 3-D point P 0 lying on the surface, using the orthonormal bases of the plane, u and v, as follows:
The corresponding differential motions in the image plane Δp u and Δp v are then defined, using the projection matrix of the left camera in (1) as To control the tool tip in the ASAP coordinates, we extend the 2-D vector ΔΘ task to the 3-D vector ΔX plane using the orthonormal bases of the plane described in the ASAP coordinates 
Since the tool tip is located above the plane by d surf , the actual displacement of the tool tip, corresponding to the motion of the aiming beam on the plane, is scaled down by the ratio of the lever arms, 
The goal position of the tool tip is set by a PD controller as in (10), subject to minimizing the error between the current aiming beam and the target positions
When the aiming beam reaches the target via visual servoing, a DOF remains along the axis of the tool. Hence, this 1-DOF motion is regulated to maintain a specific distance d lim between the tool tip and the retinal surface. Consequently, we incorporate a depth-limiting feature with image-based visual servoing to fully define the 3-DOF motion of the tool tip as
where n tool is a unit vector describing the axis of the tool. As a result, 2-D error is minimized via the visual servoing loop, while the distance of the tool tip from the retinal surface is regulated by the position control loop, as depicted in Fig. 2 .
C. Image Jacobian Update
Our control scheme also incorporates an image Jacobian update during control to compensate any error in deriving such an analytical and static Jacobian. Although image-based visual servoing is achievable with an inaccurate Jacobian, the update framework is still beneficial to increase speed and particularly to avoid erroneous movement of the tool tip in microsurgery.
An initial goal position for the tip is set primarily by the image Jacobian derived as in (8) , which acts as an open-loop controller. The feedback controller in (10) is then applied, in order to correct the remaining error between the target and current beam positions. This switching scheme is particularly crucial to address issues raised by unreliable beam detection, especially saturation in images at the instant of laser firing. Accordingly, accurate Jacobian mapping would reduce error in the open-loop control, leading to minimal closed-loop control. In addition, the accurate Jacobian allows us to apply high gains without losing stability.
Hence, we update the inverse of the partial Jacobian J 
The actual displacement of the tool tip is also defined as ΔP actual tip in the ASAP coordinates as
Using Broyden's method [11] , a new inverse Jacobian
III. EXPERIMENTS AND RESULTS
We investigated the performance of robot-aided intraocular laser surgery for both automated and semiautomated operations with one nonsurgeon subject under a board-approved protocol. Performance was evaluated in terms of accuracy and speed of operation, compared with unaided operation (with Micron turned OFF). The aided operation was controlled by setting a targeting threshold or a fixed repetition rate. There were two test conditions: unconstrained ("open-sky") and constrained (eye phantom). The open-sky test focuses primarily on the control performance of the robot-aided operation itself, while eliminating effects caused by the retinal tracking algorithm. On the other hand, the eye phantom is much closer to real surgery: Performance may be affected by disturbance at the eye entry point, and error in retinal tracking, and the fact that instrument motion often moves the eyeball, causing targets to move also.
Experiments involved triple-ring patterns typical for treatment of diabetic retinopathy [12] . Targets formed three circles 1, 2, and 3 mm in diameter, with 600 μm between targets. Paper slides with printed 200-μm green dots were used for targeting cues in unaided trials. Fiducials at the four corners were introduced to align the preoperative targets with the printed green dots before the procedure and also served postoperatively as ground truth for analysis, taking into account error resulting from both the servo control and the retinal tracking. The laser power was 3.0 W with a duration of 20 ms. Resulting images were binarized to find black dots and then underwent K-means clustering to find the center of each burn, for measurement of error between each burn and its target.
A. Open-Sky
A slip of paper was fixed on a flat surface under the operating microscope. Unaided, semiautomated, and automated trials were performed at fixed laser repeat rates (as in clinical surgery); repetition rates were 0.5-2.5 Hz at an increment of 0.5 Hz, as acceptable results were unattainable at higher rates. Additional automated and semiautomated trials were performed for fixed targeting thresholds: five targeting thresholds were set, ranging 30-200 μm. Each type of trial was performed four times, resulting in a total of 128 burns as a basis for statistical analysis.
Mean error in automated operation increases slightly as the threshold increases, whereas execution time drops significantly from 29.4 to 14.3 s with higher thresholds. Similar trends are also found in the automated trials with fixed repeat rates. However, in semiautomated operation, error increases exponentially as execution time decreases (see Fig. 3 ). Whereas unaided operation at 2.5 Hz was marginally possible, semiautomated operation was not, because hand-eye coordination was lost in the rapid transitions between the automated deflection for each burn and the manual gross scanning.
Representative results for the 1.0-Hz repetition rate are presented in Fig. 4(a)-(c) . The overall results are summarized in Table I , including ANOVA analysis for three possible combinations: automated/semiautomated, automated/unaided, and semiautomated/unaided. Statistically significant differences between the automated and the unaided trials are found across all repetition rates (p < 1.0 × 10 -20 ).
B. Eye Phantom
We used a hollow polypropylene ball 25 mm in diameter. The portion presenting the cornea was open, and the sclerotomy locations for insertion of a light-pipe and the tool were formed by rubber patches. In addition to the targets, artificial blood vessels were also printed on the paper, in order to track the movement of the eye using the eyeSLAM algorithm [8] . In the eye phantom task, we selectively adopted a few control settings from the open-sky task, considering the effectiveness of operation in terms of accuracy and execution time. As a result, the targeting thresholds were set to 50 and 100 μm for automated and semiautomated trials, respectively. The repetition rate was varied up to 2.0 Hz, at which the unaided operation could marginally be performed in the eye phantom, since maneuverability of the tool was limited by the fulcrum at the scleral entry.
The interruption of hand-eye coordination became pronounced, specifically, in semiautomated operation, as the operation speed increased, due to limited dexterity in the eye phantom. As a result, semiautomated trials were possible only up to 1.0 Hz. Noticeably, the mean error is increased in both automated and semiautomated trials, compared with the results obtained in the open-sky tests, whereas the errors in the unaided operation are lower. It is considered that the fulcrum supports the laser probe during the unaided operation, resulting in stabilization of the tool. On the other hand, the fulcrum degrades control performance in the aided operation by applying external force to the tool, creating a disturbance to the control system. Due to these effects, the semiautomated trials do not show any statistically significant difference from the unaided trials. On the other hand, high accuracy is still achieved in the automated trials, all of which were significantly better than unaided performance.
Representative results for the 1.0-Hz repetition rate in the eye phantom are shown in Fig. 4(d) -(f), and the overall results are summarized in Table II .
IV. DISCUSSION
The proposed hybrid control scheme is well suited to robotaided intraocular laser surgery, as it deals well with inaccuracy in 3-D reconstruction. The image Jacobian update also improves the control performance by allowing the increment of gains used for visual servoing. As a result, it is found that the hybrid control approach improves the accuracy of robot-aided operation, compared with the position-based visual servo control [5] ; the average error is reduced by 26.2%. The visual cues designed to maintain hand-eye coordination were useful in the robotaided operation, allowing repeatable experiments in both in the open-sky and eye phantom tasks, alleviating the limitations of previous work [5] .
The fixed-repeat-rate control in aided operation allowed direct comparison with the unaided operation. The automated operation yields significantly lower errors, compared with the unaided operation, although in the eye phantom, the performance is slightly degraded by the constraints.
Compared with semiautomated laser surgery using the 3-DOF Micron [4] , the performance was significantly improved in terms of the mean error: from 129 to 39 μm at the 1.0-Hz repeat rate. As a result, the error is reduced by 53.1% compared with the open-sky unaided operation, whereas the error reduction with the 3-DOF Micron was only 22.3%.
Development of techniques for operation under the nonlinear optics of the real eye, which is a significant challenge for stereo vision, will be an important aspect of future work.
