I. INTRODUCTION
The phenomenon of hyper-Raman scattering (HRS) was first proposed theoretically in the late 1950s. 1 It is a nonlinear scattering process where two incident photons of frequency ω stimulate the emission of a photon of frequency 2ω ± ω t , where ω t is a frequency associated with a vibrational transition in the system being studied. The process can thus be considered an inelastic scattering process related to the second-harmonic generation effect. In non-resonant HRS, which is the subject of this work, the frequency 2ω ± ω t is well separated from any electronic transitions in the system. Hyper-Raman scattering was first observed experimentally in the 1960s. 2 Because it is the geometrical variations of the molecular first hyperpolarizability that govern the HRS spectral intensities, HRS represents a scattering process with different selection rules than that of regular Raman spectroscopy. For the latter spectroscopy, the geometrical variations of the molecular polarizability is the governing quantity. The scattering process and the involvement of the first hyperpolarizability in HRS allow for the enhancement of other vibrational modes than those observed, for instance, in infrared absorption or Raman spectroscopy. [3] [4] [5] Furthermore, HRS is well suited for the study of low-frequency vibrational modes, which has traditionally been a difficult region for other spectroscopies because of instrumental limitations, although we note that these limitations are gradually being lifted in the case of (chiroptical) Raman spectroscopy. 6 Hyper-Raman scattering is not as well known or frequently used as, e.g., infra-red (IR) or Raman spectroscopy, mainly because the signal is significantly weaker than the corresponding Raman signal due to its multiphoton nature (it is typically several orders of magnitude weaker than nonresonant Raman scattering 7 ). Furthermore, the experimental setup for the HRS is more complicated than a regular Raman instrument. The literature on experimental HRS is therefore rather limited, though it is in principle accessible with any experimental equipment designed to measure hyper-Rayleigh scattering.
The calculation of hyper-Raman cross sections requires the calculation of first-order geometrical derivatives of the molecular first hyperpolarizability with respect to displacements along the normal coordinates of the system. This corresponds to a fourth-order quasi-energy derivative and carries substantial computational complexity. A few theoretical studies of HRS have been presented in the literature, and in particular Champagne and co-workers [8] [9] [10] have pioneered the theoretical calculation of HRS spectra. More recently, Ågren and co-workers have also presented theoretical studies of HRS. 5 However, all analytic calculations of the hyperpolarizability gradients in previous studies have been restricted to the Hartree-Fock (HF) level of theory.
In this work, we use recent developments in the analytic calculation of molecular properties [11] [12] [13] to present the first analytic calculations of hyperpolarizability gradients at the density-functional theory (DFT) level. We apply the new methodology to the calculation of hyper-Raman spectra for the all-trans and 11-cis isomers of retinal. These systems have been selected in part because of the availability of experimental data for the all-trans isomer, 14 but also because these systems would allow us to theoretically explore the sensitivity of HRS to structural differences, in this particular case to cis/trans isomerism. We will also explore the importance of electron correlation effects, as described by DFT, for the HRS scattering cross sections.
The rest of the paper is organized as follows: We first give an introduction to the theory of HRS and the computational approach used to calculate the required first-order geometrical derivatives of the first hyperpolarizabilities, with special emphasis on the exchange-correlation (XC) contributions. We then give some details of the hyper-Raman calculations on the retinal isomers studied, before turning to a discussion of the results of the calculations. Finally, we give some concluding remarks.
II. THEORY
The foundations of hyper-Raman spectroscopy, the calculation of HRS cross sections, and the evaluation of the relevant geometrical hyperpolarizability derivatives have been discussed previously. 5, [8] [9] [10] As the main difference between DFT and HF will be in the evaluation of the exchangecorrelation contributions, we will here follow our earlier exposition of the analytic evaluation of the gradients of the first hyperpolarizability at the HF level, 5 providing an outline of the general energy-derivative theory framework but with the main focus given to the new and nontrivial exchangecorrelation contributions. However, in order to establish the notation and provide the background for the quantities we need to evaluate, we first give a brief introduction to the expressions for the HRS cross sections.
A. Hyper-Raman scattering cross sections
When a sample is exposed to an incident laser field of frequency ω and intensity I 0 , the Stokes hyper-Raman intensity at the frequency (2ω − ω t ) for a vibrational transition t of frequency ω t is given by [8] [9] [10] 
where we have introduced the initial and final states of the system | init and | fin , respectively, N denoting the population of the ground state. β(ω, Q) is here the first hyperpolarizability at the frequency ω, and it is a function of the nuclear displacements along the normal coordinates Q. We use the Born-Oppenheimer approximation to write the initial and final states as products of pure vibrational and electronic states, neglecting vibronic couplings which may, however, be important close to or at electronic resonances. If (2ω − ω t ) is detuned from electronic resonance, the electronic state of both the initial and final state can be taken to be the ground state, so that we can integrate over the electronic degrees of freedom to obtain
In Eq. (2), the initial and final vibrational states are denoted by |n and |p , respectively. Also introduced is the electronic first hyperpolarizability β of the electronic ground state, where we have indicated that the electronic hyperpolarizability is a function of the frequency of the incoming light ω and the nuclear positions Q. The vibrational potential and geometry dependence of the first hyperpolarizability can be expanded in a Taylor series around the equilibrium geometry with respect to displacements along the normal modes Q i of the system. Using Greek subscripts for Cartesian axes, the expansions around the equilibrium geometry can be written
and
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where the ith order derivative of the energy at the equilibrium geometry is V (i) eq,··· . We note that V
eq, a = 0 since the expansion is carried out at the equilibrium geometry. In the present work, we use the double-harmonic approximation, 8 where the expansions in Eqs. (3) and (4) are truncated after the firstand second-order derivatives, respectively. The latter truncation means that the vibrational wavefunctions correspond to harmonic oscillator wavefunctions.
With these expansions and truncations, Eq. (2) can in the double-harmonic approximation be written as
From the properties of the harmonic oscillator vibrational wavefunctions, the only nonzero contributions in Eq. (5) come from transitions between neighboring vibrational states, 15 i.e., states that differ by at most one vibrational quantum. By considering the polarization of the incoming and scattered light, Eq. (5) can be further specialized to the final expressions 9, 10 for the hyper-Raman scattering cross sections for either vertically (V) or horizontally (H) plane-polarized incident light, respectively, at the frequency (2ω − ω a ) (6) and
where the second index in VV and HV means that we consider only the vertically plane-polarized scattered light. Here, k denotes the Boltzmann constant and T the temperature, which enter into the Boltzmann term in Eqs. (6) and (7) in order to take the population of the excited vibrational states into account. In Eqs. (6) and (7), we have also introduced the averages β 2 ααα (ω, Q a ) and β 2 αββ (ω, Q a ) , which, defining 
From these equations, it is clear that in order to perform a hyper-Raman analysis by Eqs. (6) and (7), the normal modes of the system and their (harmonic) fundamental vibrational frequencies must be determined. Furthermore, the hyperpolarizability derivatives appearing in Eqs. (8)- (10) must be calculated. We now turn to the analytic evaluation of the gradient of the first dipole hyperpolarizability in an atomic-orbital-based approach.
B. The gradient of the first hyperpolarizability
In earlier theoretical studies of hyper-Raman spectra, 5, 8, 9 with the exception of one study in which also the (static) first hyperpolarizability gradients were calculated at the Møller-Plesset (MP) level of theory, 10 HRS spectra have been calculated using gradients of the first hyperpolarizability calculated at the HF level. We here extend these earlier studies to evaluate the importance of electron correlation effects on the hyper-Raman scattering cross sections as described by DFT, presenting the first analytic implementation of the first hyperpolarizability gradient at the DFT level. The implementation is formally an extension to the DFT level of theory of the approach we have used for HF wave functions. 5 However, we have recently implemented an open-ended formulation 16 of response theory. The theoretical treatment of the routines in this implementation 11 allows the identification and evaluation of contributions to perturbed Fock and density matrices and the various contributions to a given response property in a recursive manner, where the principal limitation on which properties that can be calculated stems from the limitations of associated routines for perturbed 1-electron and 2-electron integrals and routines for exchange-correlation contributions. Thus, even though we here for simplicity will present the working equations for the first hyperpolarizability gradients, with a particular emphasis on the exchange-correlation contributions, the theoretical treatment of the routines in the present implementation is much more generic and does not require a tailored routine for the evaluation of this property.
A linear response property A; B ω b can be expressed as a time-averaged quasienergy Lagrangian perturbationstrength derivative 16 
where b denotes a perturbation strength, superscripts denote perturbation-strength differentiation with respect to perturbations a and b (and in general also other perturbations) with associated frequencies ω a and ω b ,D is the density matrix considered at general perturbation strengths (in general, a tilde will be used when considering a quantity at general perturbation strengths, and no tilde is used when the quantity is evaluated at zero perturbation strengths). The braces {} T denote time-averaging over a full period of the applied perturbation. In Eq. (11), we have introduced the quasi-energy Lagrangian gradientL
where {Tr} T = is used to denote that we take the trace of the matrix products on the right-hand side and perform time averaging of the quantities over a period of the applied perturbation. In Eq. (12), the overlap integral matrix S and generalized energyweighted density matrix W were also introduced, wherẽ
Here, the dot inḊ denotes time differentiation, and the KohnSham matrixF in the presence of an external electric field was introduced, and is given bỹ
In Eq. (12), the Kohn-Sham energyẼ in the presence of an external electric field F was also introduced, and is given as
The energyẼ is dependent on the density matrix,D, and both E and D are in general dependent on the applied perturbations, and any differentiation of the energy may therefore entail applications of the chain rule involvingD. It is for this purpose that the zero superscript inẼ 0,a is introduced, denoting the number of such applications of the chain rule, so that, in general
In Eqs. (14) and (15), we introduced the one-electron integral matricesh and F ·μ, where μ is the electric dipole integral matrix. We have also introduced the two-electron integral matrix with γ -scaled exchange contributioñ
the nuclear potential contributionh nuc , and the exchangecorrelation potential matrixF xc , in the adiabatic approximation connected to the exchange-correlation energy densitỹ xc (ρ(r)) through
We also introduced the exchange-correlation energỹ 
We note that the expressions for the response properties in Eqs. (19)- (21) are said to follow the (n + 1) rule. Other choices of rule are in general possible, 17, 18 but are not the best choice for the first-order geometrical derivative of the molecular first hyperpolarizability β(−2ω; ω, ω), which is the pertinent property in the present work. This is due to the fact that the n + 1 rule allows us to avoid evaluating perturbed densities with respect to nuclear displacements. This is advantageous in cases where a different level of theory is used for determining the molecular force field and the hyperpolarizability gradients for large molecules, because the number of atomic displacements grows linearly with the number of atoms in the molecule, whereas the number of electric-fieldperturbed densities that need to be determined remains fixed.
In this work, we will, for instance, for the HF calculations use different levels of theory for the force field (B3LYP) and the hyperpolarizability gradients (HF). Moreover, we note that basis set requirements for force fields may differ from those of the hyperpolarizability gradients.
Let us denote a geometrical perturbation arising from the Cartesian displacement of one of the atoms by g, and let f i denote an electric dipole perturbation i. Furthermore, letẼ HF denote the HF energy, wherẽ can then be written as
where
where simplifications due to the fact that some of the contributions are independent of the electric dipole perturbations have been made, and f 1 , f 2 , and f 3 represent electric dipole perturbations of frequency −2ω, ω, and ω, respectively, and
The differentiation and subsequent evaluation of W f 1 f 2 f 3 in Eq. (23) is handled with the use of recursion in the openended response property implementation. 11 The appropriate terms can be obtained from a straightforward differentiation of Eq. (13). We will not present here the method for the evaluation of the perturbed density and Fock (and overlap) matrices used in the evaluation of the terms in Eq. (23), but we note that they are readily obtained. 11, 16 In the following, we will show how the exchange-correlation contribution
C. Exchange-correlation contributions to the gradient of the first hyperpolarizability
We define the XC energy E xc [ρ(r)] as the integral over a local function xc (r) that depends on the density n(r) and its Cartesian gradient ∇n(r) according to E xc = dr xc (n(r), ∇n(r)).
To simplify the notation, we collect the density variables
in a generalized density vector ρ(r). The XC energy and the XC potential matrix in Eq. (18) are integrated on a numerical grid defined by a set of suitably chosen grid points r i and grid weights w i according to
The generalized overlap distribution vector ( ρ ) μν contains in our case
where χ μ is a Gaussian basis function. When differentiating the XC energy and the XC potential matrix, we ignore the contributions from grid-weight derivatives.
For the implementation of analytic hyperpolarizability gradients using Kohn-Sham DFT, we form the XC energy density derivative
This expression is not explicitly programmed, but we obtain the contributions directly from the XCFUN program 12, 13 by forming a generalized density Taylor series expansion which is internally contracted with the Taylor expansion of the XC functional.
In order to construct the generalized density Taylor series expansions, we evaluate the following generalized perturbed densities for a block of grid points:
These generalized perturbed densities are internally contracted with the XC functional expansion. This approach is also used to form differentiated v xc contributions.
III. COMPUTATIONAL DETAILS
To illustrate the performance of the code and investigate the importance of electron correlation effects, we consider the hyper-Raman spectra of two isomers of retinal: all-transretinal and 11-cis-retinal. These systems were studied at both the HF and DFT levels of theory using the Turbomole-TZV2P basis set. 19 For DFT, the functionals BLYP, 20-22 B3LYP, 23, 24 PBE, 25, 26 and PBE0 27 were used. The geometry optimizations of the two systems were carried out using the DAL-TON quantum chemistry program. 28 The molecular Hessians were calculated at the optimized geometries, from which the harmonic vibrational frequencies and normal modes of the systems were identified. Due to the well-known deficiencies in the prediction of harmonic vibrational frequencies at the HF level of theory, we have for the HF calculations used the B3LYP geometry and B3LYP harmonic frequencies, and we have used the B3LYP normal modes in the transformation of the calculated HF hyperpolarizability Cartesian geometrical derivatives into the normal-mode basis (vide infra).
Calculations of the first-order geometrical derivatives of the molecular first hyperpolarizability using Cartesian displacements were carried out using the aforementioned general open-ended response code, which in the present implementation utilizes the general framework of the DALTON program in the determination of, for instance, the perturbed density matrices using the linear response solver of Jørgensen et al. 29 One-electron integral contributions were provided by the GEN1INT program. 30, 31 Two-electron contributions were obtained using the existing functionality of DALTON. For the DFT calculations, exchange-correlation contributions were provided by the XCFUN program, 12, 13 using an in-house integrator. However, the exchange-correlation contribution to the unperturbed density and Fock matrices was calculated using the existing functionality of DALTON. The Cartesian gradients of the first hyperpolarizability were transformed to normal-mode basis and subsequently used for the calculation of hyper-Raman scattering cross sections. For the HF response property calculations, the B3LYP geometries were used, and the B3LYP normal modes were used for the transformation to normal-mode basis, as mentioned above, whereas for the DFT calculations, the response property calculations and normal mode transformations were done with optimized geometries and vibrational analyses using the specific DFT exchange-correlation functional.
IV. RESULTS AND DISCUSSION
Before discussing the HRS spectra, let us first consider the excited states and absorption spectrum of the all-transretinal. The experimental absorption spectrum of all-transretinal shows a maximum at about 375 nm with a tail extending as far into the long wavelength region as 425 nm.
14 Our DFT calculations all predict two low-lying excited states, of which one of the states is one-photon forbidden. In the case of the hybrid functionals B3LYP and PBE0, the lowest state at about 420 nm (417 nm and 420 nm for B3LYP and PBE0, respectively) has a high oscillatory strength, whereas for the non-hybrid functionals, the second state absorbs strongly at 502 nm for both BLYP and PBE. The underestimation of the excitation energies for the non-hybrid functionals and the (slight) overestimation of the excitation energies for the hybrid functionals is in agreement with the expected performance of DFT in predicting excitation energies. 32, 33 Indeed, to some extent the hybrid functionals perform better than could have been expected for such a highly conjugated system as all-trans-retinal, as we see no signs of the hyperpolarizability breakdown often observed with non-hybrid or hybrid functionals for conjugated systems. 34 Since our theoretical calculations show that the first absorption band corresponds to an isolated electronic state, the tail observed in the experimental absorption spectrum is due to either vibronic or solvent effects. Indeed, the experimental HRS profiles at the double wavelength show no signs of resonance for wavelengths longer than 790-800 nm. As such, the experimental HRS spectra recorded at 800 nm are offresonance HRS spectra and well suited for comparison with our calculated spectra if these are also calculated off resonance. Because of the errors in our calculated excitation energies, our calculations would display two-photon resonance effects at an excitation energy of 800 nm, and we have for this reason calculated the HRS spectra for incident wavelengths of 946 and 1064 nm, respectively, corresponding to a dualwavelength laser based on Nd:YAG and Nd:YVO 4 crystals, respectively. 35 In Figure 1 , the results of the hyper-Raman calculations assuming VV polarization for a wavelength of 946 nm are shown for all-trans-retinal. Included in the figure is also the experimental HRS spectrum in cyclohexane, obtained at an incident wavelength of 800 nm. We have also performed calculations assuming HV polarization and observe no significant differences in the calculated relative scattering cross sections, though there are differences in the absolute scattering cross sections. As our calculations are performed without taking solvent effects into consideration, there are limitations on how directly we can compare the theoretical and experimental spectra. Nevertheless, the comparison may give some indication of the accuracy that can be expected for different computational levels.
From Fig. 1 we see that there is, to a somewhat varying extent, qualitative agreement between experiment and our theoretical results, both for HF and DFT, irrespective of the choice of XC functional. It is worth noting that the HF results are closest to experiment, being almost in quantitative agreement with the experimental results. However, this is likely to be fortuitous, and may be due to accidental cancellation of errors arising, for instance, from the neglect of solvent effects. We emphasize that these results have been obtained using B3LYP harmonic vibrational frequencies, and the accuracy probably would be poorer had the HF normal modes been used instead.
Of the DFT functionals, the functionals that include orbital exchange (B3LYP and PBE0) show the best agreement with experiment. Indeed, the largest difference between the B3LYP and the HF results is the appearance of a high-frequency shoulder (not observed experimentally) on the strongly scattering vibrational band around 1600 cm −1 in the B3LYP calculations. In the case of the non-hybrid generalized gradient approximation (GGA) functionals used (BLYP and PBE), the agreement is at best qualitative. For these functionals, several strong features appear around 1600 cm −1 , observed neither experimentally nor for the HF and hybrid functional results, and the agreement with experiment for lower-frequency features is also poorer than for the HF and hybrid functional calculations. The origin of these differences could either be in the calculated harmonic force field 11 or be due to near-resonance effects since the second and onephoton active excited state at 502 nm corresponds to an incoming one-photon wavelength of about 1000 nm for these GGA functionals. Nevertheless, these results suggest that the non-hybrid GGA functionals are not suitable for reproducing the hyperpolarizability gradients needed for the calculation of the hyper-Raman scattering cross sections.
DFT has been shown to have problems for calculating electric hyperpolarizabilities of conjugated systems. 34 However, it has been shown that these problems can to a large extent be mitigated by the use of long-range-corrected functionals. 36 The good agreement between our B3LYP and PBE0 results and experiment for the HRS spectra suggests that hybrid functionals are capable of accounting for the changes in the electronic structure of the molecule as probed by the HRS scattering cross sections. This may be due to the fact that the HRS scattering cross section probes the variation in the first hyperpolarizability during a vibrational motion and not the first hyperpolarizability itself. Thus, even though the first hyperpolarizability itself may be overestimated by DFT, the changes in the hyperpolarizability during a vibrational motion are qualitatively correct, thus leading to good results for the calculated HRS scattering cross sections. In Figure 2 , results for all-trans-retinal in the VV polarization obtained with an incident wavelength of 1064 nm are presented. We note that only minor differences compared to the 946 nm results of Figure 1 can be seen, suggesting that the choice of frequency for the incident light under nonresonant conditions only has a minor effect on the spectral intensities. However, there are changes in the relative intensities of the (artificial) bands that in the DFT calculations constitute the spectral features around 1600 cm −1 in the case of BLYP, even changing which peak in this band is the most intense. From Eq. (6), we note that the intensity scales as (ω − ω a ) 4 , suggesting that for even longer wavelengths of the incident light, the relative intensity of the peaks would be expected to favor low-energy vibrational transitions due to the quenching of the high-energy modes, assuming that the hyperpolarizability derivatives do not change significantly, which is not expected as electronic resonances are less likely for longer wavelengths of the incident light. In Tables I and II, we have collected and classified the normal modes of all-trans-and 11-cis-retinal that have the largest intensities in the calculated hyper-Raman spectra in Figures 1-3 . It is clear that the majority of the most intense bands arise from vibrations involving the conjugation pathways. In the cases involving methyl group torsions or hydrogen wiggles, these are also attached to the conjugation pathway.
For 11-cis retinal, there are no experimental results to which we can compare our computed results. Nevertheless, considering the importance of this structural isomerism in biological systems, 37 it is of interest to explore to what extent HRS will be sensitive to these structural differences. We report our calculated results at the HF, B3LYP, and BLYP levels of theory at a wavelength of ω = 946 nm with VV polarization in Figure 3 . The computed spectra show roughly the same variation in features as the corresponding spectra for the all-trans isomer. Using the HF results as a basis for comparison, we note that the spectra for the two isomers are fairly similar, except for the 1000-1400 cm −1 region which appears more sensitive to the structural characteristics of the two isomers and thus might be used as a fingerprint region. However, for the most interesting, dominant HRS cross sections, the intensity pattern remains invariant to the cis/trans isomerism for all functionals, further supporting that this insensitivity to cis/trans-isomerism in a conjugated backbone may be a general characteristic of the HRS spectra.
V. CONCLUDING REMARKS
We have presented the first analytic implementation and calculations of the gradients of the first electronic hyperpolarizability at the density-functional level of theory. We have used a recent implementation of the open-ended, atomicorbital-based quasienergy derivative framework of Thorvaldsen et al. 16 implemented using recursive programming techniques. 11 In combination with a flexible scheme for evaluating differentiated one-and two-electron integrals 30, 31, 38, 39 and derivatives of the exchange-correlation functionals based on automatic differentiation, 12 this allows for a very flexible framework for the evaluation of high-order molecular properties.
We have applied the new code to the study of the hyperRaman spectra of all-trans and 11-cis retinal. The best agreement with the experimental, resonant HRS spectrum is obtained using B3LYP vibrational analysis in combination with HF hyperpolarizability gradient calculations, transforming the HF hyperpolarizability Cartesian gradients to the normalmode basis using the B3LYP normal modes, and using these transformed quantities in the calculation of the HRS cross sections. However, the high level of agreement shown for this method is likely to be accidental, and may in part be due to cancellation of errors stemming from our neglect of anharmonicities and solvent effects. Nevertheless, the rather minor differences observed between the HF and B3LYP results suggest that correlation effects, as described by DFT, in general are rather modest for the HRS cross sections, assuming that the B3LYP vibrational analysis is used with the HF hyperpolarizability gradients as done in this work. This finding lends support to the quality of the results and conclusions drawn in earlier studies in the literature using HF HRS intensities. 5, [8] [9] [10] The performance of the non-hybrid GGA functionals BLYP and PBE is in general poorer, but the origin of this poorer performance is not clear. It has previously been noted that the quality of harmonic frequencies and normal modes calculated with GGAs in general is worse than those obtained using hybrid functionals. 40 However, using the B3LYP force field with the BLYP hyperpolarizability gradients (not shown) does not lead to qualitative improvements, suggesting that the GGA hyperpolarizability gradients are of poorer quality than hybrid functionals (and Hartree-Fock) when compared to the experimental observations.
The hyper-Raman spectra of the two isomers are quite similar, but show differences in the 1000-1400 cm −1 region. Nevertheless, it is not likely that HRS will be a very attractive approach for the study of isomerism in these molecules. The lack of structural specificity in the HRS spectra of these retinal molecules is due to the fact that the HRS cross sections are governed by a property that largely probes the conjugation pathways during the molecular vibrations, and the cis/transisomerism in the middle of the conjugated backbone does not induce large changes in the conjugation pathways and thus the gradient of the first hyperpolarizability.
The availability of analytic geometrical derivatives of the first hyperpolarizability also enables the exploration of pure vibrational corrections to higher-order polarization properties such as the second hyperpolarizability. We note that correlation effects have been found to be significant for pure vibrational contributions to the first hyperpolarizability, 34, [41] [42] [43] [44] [45] suggesting that the availability of these analytic derivatives at the DFT level of theory are more important for pure vibrational corrections than for the case of HRS cross sections.
