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Аннотация
Рассматривается компактное метрическое пространство с ограниченной бо-
релевской мерой. Под r-кластером понимается любое измеримое множество диа-
метра не более r. Исследуется взаимосвязь мер кластерных структур — наборов
попарно отделенных друг от друга кластеров, — и распределения расстояний.
Показано, что полученная ранее нижняя оценка меры максимальной кластер-
ной структуры является неулучшаемой в асимптотическом смысле. Предлагается
ввести дополнительные ограничения на распределение расстояний, позволяющие
улучшить оценку меры максимальной кластерной структуры.
Ключевые слова: кластеризация, компактное метрическое пространство, бо-
релевская мера, метрика Хаусдорфа, теорема Бляшке.
1 Введение
Мы рассматриваем компактное метрическое пространство с ограниченной борелев-
ской мерой (компактная метрическая тройка Громова [8, 9]). С точки зрения задачи
кластеризации интересен случай, когда существует кластерная структура, мера ко-
торой близка к мере всего пространства. В данном случае можно утверждать, что
метрическое пространство представляется в виде объединения кластеров.
В предыдущей статье [11] предлагались следующие ограничения на распределе-
ние расстояний, соответствующие интуитивному представлению метрики, являющей-
ся объединением кластеров. Вначале все расстояния разделяются на короткие, сред-
ние и длинные ребра в зависимости от параметра r, отвечающего за диаметр кла-
стеров. Короткие ребра соответствуют внутрикластерным расстояниям, а длинные
ребра — межкластерным расстояниям соответственно. Первое ограничение состоит в
том, что мера средних ребер должна быть мала. Второе ограничение обусловливается
тем, что мы ищем кластерную структуру из ровно k кластеров: среди любых k + 1
точки какие-то две должны попасть в один кластер, поэтому мы требуем, чтобы мера
1
k+1-антиклик — наборов из k+1 точки без коротких ребер, — также была мала. Оба
ограничения формулируются параметрически.
В описанных выше ограничения была получена нижняя оценка на меру кластерной
структуры максимальной меры, которая стремится к мере всего пространства (при
стремлении соответствующих параметров к нулю). Основной проблемой является то,
что сходимость медленная: оценка содержит коэффициент вида β
1
k+1 (β — один из
параметров).
В данной статье мы покажем, что с асимптотической точки зрения предыдущая
оценка неулучшаема, однако, если дополнительно предположить, что мера k-антиклик
отделена от нуля, то можно значительно улучшить оценку. Техника доказательства
будет аналогична предложенной в [11]. Сперва мы получим искомый результат для ко-
нечного полуметрического пространства с равномерной мерой. Вместо максимальной
кластерной структуры будем оценивать жадную кластерную структуру, построение
которой вполне конструктивно (хотя апеллирует к поиску максимальной клики в гра-
фе). Завершающим шагом будет обобщение на случай произвольного компактного
пространства с помощью теоремы Бляшке [10].
2 Постановка задачи
Пусть дано компактное метрическое пространство (X, ρ) с ограниченной борелевской
мерой µ. Любое борелевское подмножество X диаметра не более r будем называть r-
кластером.
Определение 1. Семейство 2r-кластеров X = {X1, . . .Xk} будем называть r-кластерной
структурой порядка k, если ρ(Xi, Xj) > r при всех 1 6 i < j 6 k, где ρ(A,B) =
inf{ρ(x, y) : x ∈ A, y ∈ B}. Мерой X назовем величину µ(X ) def=
k∑
i=1
µ(Xi).
Пару точек (x, y) ∈ X2 будем называть ребром, длина ребра — это ρ(x, y). Если
ρ(x, y) 6 r, то будем называть ребро (x, y) r-коротким; если ρ(x, y) > 3r, то бу-
дем называть ребро (x, y) r-длинным; все остальные ребра — r-средние. Набор точек
(x1, . . . , xk) назовем r-антикликой порядка k, если ρ(xi, xj) > r при всех 1 6 i < j 6 k.
Если понятно, о каком r идет речь, то приставка r будет опускаться.
В предыдущей статье рассматривались следующие параметрические ограничения
на меру средних ребер и антиклик порядка k + 1:
M(X) =
1
2
µ{(x, y) ∈ X2 : r < ρ(x, y) 6 3r} 6 1
2
δµ(X)2, (1)
Tk+1(X) =
1
(k + 1)!
µ{(x1, . . . xk+1) ∈ Xk+1 : ρ(xi, xj) > r, 1 6 i < j 6 k+1} 6 βµ(X)
k+1
(k + 1)!
,
(2)
2
где δ, β > 0 — параметры. Была получена следующая оценка на меру r-кластерной
структурой порядка k максимальной меры X ∗:
µ(X ∗) > µ(X)(1−
√
δ(2k + 1)− (k(e+ 1) + 1)β 1k+1 ) (3)
Следующее утверждение показывает, что по параметру β с асимптотической точки
зрения данная оценка принципиально улучшена быть не может.
Утверждение 1. Пусть фиксированы r > 0 и 0 < β < 1. Существует конеч-
ное метрическое пространство (X, ρ) с равномерной мерой такое, что M(X) = 0,
Tk+1(X) 6
1
(k + 1)!
β|X|k+1 и |X| − µ(X ∗) > 1
k + 1
β
1
k .
Доказательство. ПустьX = B0⊔B1⊔. . .⊔Bk, |Bj| = λ|X| при 1 6 j 6 k, и λ(k+1) 6 1.
ρ(x, y) =
{
r, x, y ∈ Bj
4r, x ∈ Bi, y ∈ Bj , i 6= j
Тогда Tk+1(X) = |X|k+1(1 − kλ)λk и |X| − µ(X ∗) = λ|X|. Если взять λ = β
1
k
k + 1
, то
получаем требуемое утверждение.
В вышеописанной конструкции при малых λ фактически присутствует один кла-
стер, а не k. Иными словами, меры кластеров в кластерной структуре могут сильно
различаться.
Предлагается ввести дополнительной ограничение, которое будет балансировать
меры кластеров. Мы потребуем, чтобы мера антиклик порядка k была ограничена
снизу в следующем смысле
Tk(X) =
1
k!
µ{(x1, . . . xk) ∈ Xk : ρ(xi, xj) > r, 1 6 i < j 6 k} > αµ(X)
k
k!
. (4)
Далее будет показано, как, используя условие (4), можно улучшить оценку на µ(X ∗).
Как и ранее, мы будем рассматривать конечное полуметрическое пространство с рав-
номерной мерой, а затем обобщим оценку на случай произвольного компактного про-
странства. Вместо кластерной структуры максимальной меры рассмотрим жадную
кластерную структуру.
3 Жадная кластерная структура
Пусть X1 — множество максимальной мощности среди всех 2r-кластеров (если таких
множеств несколько, то выберем любое). Обозначим его окрестность r за Z1, т.е.
Z1 = {x ∈ X : ρ(x,X1) < r}
3
Пусть у нас есть попарно непересекающиеся множества Z1, . . . , Zm. Тогда Xm+1 —
множество максимальной мощности среди всех 2r-кластеров в X \
m⋃
i=1
Zi, а множество
Zm+1 — r-окрестность Xm+1 во множестве X \
m⋃
i=1
Zi, т.е.
Zm+1 =
{
x ∈ X \
m⋃
i=1
Zi : ρ(x,Xm+1) < r
}
Так как мощность X конечна, то процедура оборвётся не некотором шаге.
Определение 2. Построенное разбиение X =
n⊔
i=1
Zi мы назовем жадным кластер-
ным разбиением, а семейство 2r-кластеров {X1, . . .Xk} назовем жадной r-кластерной
структурой порядка k.
Рассмотрим множества Zi и Xi ⊂ Zi. Для любых x ∈ Xi и z ∈ Zi выполнено
ρ(x, z) 6 3r, поэтому концы всех длинных ребер лежат в Zi \ Xi. Рассмотрим во
множестве Zi \Xi максимальное паросочетание из длинных ребер, которое покрывает
множество Ui. Пусть Yi = Zi \ (Xi ∪ Ui), тогда Xi ∪ Yi является 3r-кластером.
Утверждение 2. Пусть (A, ρ) — конечное полуметрическое пространство диамет-
ра не более 3r, и множество B является 2r-кластером максимальной мощности.
Тогда число средних ребер не менее M(A) > 1
2
max{|A|, 2|B|}|A \B|.
Доказательство этого утверждения можно найти в [12]
Также для любого ребра (u1, u2) из паросочетания, покрывающего Ui, и точки
x ∈ Xi хотя бы одно из ребер (x, uj) является средним. В купе с утверждением 2
получаем следующее неравенства
M(Zi) >
1
2
(|Xi|+ |Yi|)|Yi|+ 1
2
|Ui||Xi| (5)
M(Zi) > |Xi||Yi|+ 1
2
|Ui||Xi| (6)
Пусть L(Zi) — количество длинных ребер во множестве Zi, тогда
L(Zi) 6 |Ui||Yi|+ 1
2
|Ui|2 6 |Ui||Xi|M(Zi)
Пусть I1 — множество индексов 1 6 i 6 n таких, что |Xi|(k + 1) 6 |Zi|.
Если i /∈ I1, то L(Zi) 6 kM(Zi) и
∑
i/∈I1
L(Zi) 6 kM(X) 6
1
2
kδ|X|2.
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Утверждение 3. ∑
i∈I1
|Zi| 6 (k + 1)β
α
|X|
Доказательство. Рассмотрим произвольную антиклику порядка k (a1, . . . , ak). Пусть
Br(aj) — замкнутый шар радиуса r с центром aj . Тогда |Br(aj)∩Zj | 6 |Xj|, и при i ∈ I1
имеем
∣∣∣∣∣Zi \
k⋃
j=1
Br(aj)
∣∣∣∣∣ > 1k + 1 |Zi|. Таким образом, для любой точки b ∈ Zi \
k⋃
j=1
Br(aj)
(b, a1, . . . , ak) — антиклика порядка k + 1. Так как каждую антиклику порядка k + 1
можно получить подобным построением не более k + 1 раза, то, используя неравен-
ства 2 и 4, получаем
β|X|k+1
(k + 1)!
> Tk+1(X) >
1
(k + 1)2
∑
i∈I1
|Zi|Tk(X) > α|X|
k
k!(k + 1)2
∑
i∈I1
|Zi|
4 Оценки числа антиклик
Пусть {Wi}ni=1 упорядоченные по убыванию мощности множеств Zi. Введем обозна-
чение для симметрического многочлена от n переменных
σs(y1, . . . yn)
def
=
∑
16i1<...<is6n
s∏
j=1
yj,
Мы имеем следующую оценку снизу на число антиклик порядка k + 1, доказан-
ную в [11].
Утверждение 4.
Tk+1(X) >
1
(k + 1)!
σk+1(W1, . . . ,Wn)
Далее мы получим верхнюю оценку числа антиклик порядка k в терминах сим-
метрических многочленов от Wi.
Утверждение 5. Пусть δ +
(k + 1)β2
α2
6
2
(k + 1)3
, тогда
Tk(X) 6 σk(W1, . . . ,Wn) +
kλ|X|k
2(k − 2)! ,
где λ =
k + 1
2
δ +
(k + 1)2β2
2α2
5
Доказательство. Рассмотрим произвольную антиклику порядка k (a1, . . . , ak). Про-
делаем с ней следующую процедуру. Изначально все точки ai не отмечены. Пока
существуют i и j такие, что ai и aj лежат в одном Zl и не отмечены, мы отмечаем
ai и aj вместе с ребром (ai, aj). В конце процедуры мы получим набор ai, попарно
лежащих в разных Zl и набор средних или длинных ребер из множества
Λ =
n⋃
i=1
{(x, y) ∈ Z2i : ρ(x, y) > r},
где пары (x, y) считаются неупорядоченными. Таким образом каждую, антиклику
порядка k можно закодировать s ребрами из Λ и k−2s токами из попарно различных
Zi, и
Tk(X) 6
∑
s
σk−2s(W1, . . . ,Wn)|Λ|s
|Λ| =
n∑
i=1
(L(Zi) +M(Zi)) =
∑
i∈I1
(L(Zi) +M(Zi)) +
∑
i/∈I1
(L(Zi) +M(Zi)) 6
6
1
2
∑
i∈I1
W 2i + (k + 1)
∑
i/∈I1
M(Zi) 6
1
2
(∑
i∈I1
Wi
)2
+ (k + 1)M(X)
Используя утверждение 3 и неравенство (1), получаем
|Λ| 6 k + 1
2
δ|X|2 + (k + 1)
2β2
2α2
|X|2 def= λ|X|2
Так как λ 6
1
(k + 1)2
и
σs(W1, . . . ,Wn) 6
(
n
s
) |X|s
ns
6
|X|s
s!
,
то
Tk(X) 6 σk(W1, . . . ,Wn) +
∑
s≥1
|X|k−2s
(k − 2s)!λ
s|X|2s 6 σk(W1, . . . ,Wn) + k
2
λ|X|k
(k − 2)!
Далее мы будем предполагать, что условия утверждения 5 выполнены. Используя
неравенства (4) и (2), а также утверждения 4 и 5 получаем
σk+1(W1, . . . ,Wn) 6 β|X|k+1 (7)
σk(W1, . . . ,Wn) >
1
k!
(
α− 1
2
λk3
)
|X|k def= 1
k!
α′|X|k (8)
Теперь мы можем получить простую оценку на
k∑
i=1
Wi
6
Утверждение 6.
k∑
i=1
Wi >
(
1− (k + 1)!β
α′
)
|X|
Доказательство. Пусть J — семейство всех k-элементных подмножеств множества
N = {1, 2, . . . , n}. Так как последовательность {Wi}ni=1 монотонно убывает, то
n∑
i=k+1
Wiσk(W1, . . . ,Wn) =
∑
J∈J
∏
j∈J
(
Wj
n∑
i=k+1
Wi
)
6
6
∑
J∈J
∏
j∈J

Wj ∑
i∈N\J
Wi

 = (k + 1)σk+1(W1, . . . ,Wn)
k∑
i=1
Wi = |X| −
n∑
i=k+1
Wi >
(k + 1)σk+1(W1, . . . ,Wn)
σk(W1, . . . ,Wn)
>
(
1− (k + 1)!β
α′
)
|X|
5 Оценка мощности кластерной структуры
Пусть I0 — множество индексов, соответствующих k наибольшим по мощности мно-
жествам Zi. Нам осталось оценить величину
∑
i∈I0
|Zi| −
∑
i∈I0
|Xi|.
Если i ∈ I0 ∩ I1, то по утверждению 3∑
i∈I0∩I1
|Zi| 6 (k + 1)β
α
|X|
Если i ∈ I0 \ I1, то (k + 1)|Xi| > |Zi| и, используя неравенство (5), получаем
M(Zi) >
1
2(k + 1)
|Zi|(|Yi|+ |Wi|) = 1
2(k + 1)
|Zi|(|Zi| − |Xi|)
|Zi| − |Xi| 6 2(k + 1)M(Zi)|Zi|
Пусть I2 — множество индексов таких, что |Zi| >
√
δ|X|, тогда∑
i∈I0\I1
(|Zi| − |Xi|) 6
∑
i∈I0∩I2\I1
(|Zi| − |Xi|) + k
√
δ|X| 6
6 k
√
δ|X|+ 2(k + 1)M(X)√
δ|X| 6 (2k + 1)
√
δ|X|
7
Наконец, ∑
i∈I0
|Zi| −
∑
i∈I0
|Xi| 6 (2k + 1)
√
δ|X|+ (k + 1)β
α
|X|
В сочетании с утверждением 6 имеем
|X| −
∑
i∈I0
|Xi| 6 (2k + 1)
√
δ|X|+ (k + 1)β
α
|X|+ (k + 1)!β
α′
|X| 6
6 (2k + 1)
√
δ|X|+ k!(k + 2)β
α− 1
2
k3λ
|X|
Так как система множеств {Xi}i∈I0 является r-кластерной структурой порядка k, то
мы получаем следующий результат.
Теорема 1. Пусть (X, ρ) конечное полуметрическое пространство с равномерной
мерой µ, а X ∗ — r-кластерная структура максимальной меры. Тогда, если выполне-
ны неравенства (1), (2), (4) и δ +
(k + 1)β2
α2
6
2
(k + 1)3
, то
µ(X ∗) > Ψ(α, β, δ)|X|, (9)
где
Ψ(α, β, δ) = 1−
√
δ(2k + 1)− k!(k + 2)β
α− 1
2
k3λ
λ =
k + 1
2
δ +
(k + 1)2β2
2α2
6 Обобщение на случай произвольного компактного
пространства
Нам осталось обобщить предыдущую теорему на случай произвольного компактного
пространства.
Теорема 2. Пусть (X, ρ) компактное метрическое пространство с ограниченной
борелевской мерой µ, X ∗ — r-кластерная структура максимальной меры, и функция
распределения величины ρ(x, y) непрерывна. Тогда, если выполнены неравенства (1), (2), (4)
и δ +
(k + 1)β2
α2
6
2
(k + 1)3
, то выполнено неравенство (9).
Доказательство. Доказательство почти дословно повторяет доказательство анало-
гичного результата из [11].
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Фиксируем произвольное 0 < ε < r. В X существует конечная ε-сеть, а значит и
разбиение X на конечное число Nε ε-кластеров {Ai}Nεi=1. Выберем Nε положительных
рациональных чисел q1, . . . qNε так, что µ(Ai) > qi при 1 6 i 6 Nε и qi > µ(Ai)(1− ε).
Рассмотрим полуметрическое пространство конечной мощности Xε = B1⊔ . . .⊔Bs,
где
|Bi|
|Bj| =
qi
qj
, а функция расстояния ρε определяется следующим образом:
ρε(x, y) =
{
0, x, y ∈ Bi
ρ(Ai, Aj), x ∈ Bi, y ∈ Bj , i 6= j
Отметим, что
(1− ε)µ(Ai)|Xε|
µ(X)
6 |Bi| = qi|Xε|Nε∑
j=1
qj
6
µ(Ai)|Xε|
(1− ε)
Nε∑
j=1
µ(Aj)
=
µ(Ai)|Xε|
(1− ε)µ(X)
Чтобы завершить доказательство достаточно показать, что
Tk(Xε) >
1
k!
αε|Xε|k,
где αε → α при ε→ 0.
Tk(Xε) =
∑
16i1<···<ik6Nε
∏
16j<l6k
[ρ(Aij , Ail) > r]
k∏
j=1
|Bij | >
>
(1− ε)k|Xε|k
µ(X)k
∑
16i1<···<ik6Nε
∏
16j<l6k
[ρ(Aij , Ail) > r]
k∏
j=1
µ(Aij ) >
(1− ε)k|Xε|k
µ(X)k
T εk (X),
где T ε(X)—мера r−2ε-антиклик порядка k вX. Рассмотрим множество r−2ε-антиклик
порядка k в X, не являющихся r-антикликами
T = {(x1, . . . , xk) ∈ Xk : ρ(xi, xj) > r − 2ε, 1 6 i < j 6 k + 1, ∃l, s ρ(xl, xs) 6 r}
Заметим, что в силу непрерывности функции распределения ρ(x, y) при ε→ 0
µ(T ) 6 k
2
2
µ(X)k−2µ{(x, y) ∈ X2 : r − 2ε < ρ(x, y) 6 r} → 0.
Тогда
T εk (X) > Tk(X)−
1
k!
µ(T ) > 1
k!
αµ(X)k− k
2
2k!
µ(X)k−2µ{(x, y) ∈ X2 : r− 2ε < ρ(x, y) 6 r}
Tk(Xε) >
1
k!
|Xε|k
(
α− k
2
2µ(X)2
µ{(x, y) ∈ X2 : r − 2ε < ρ(x, y) 6 r}
)
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