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1 Introduction
A Poincare´–Einstein manifold is a compact manifold with boundary equipped with a negative
scalar curvature Einstein metric that is “conformally compact”; that is, it has a certain confor-
mal scale singularity at the boundary. The model that this generalises is the dimension n + 1
hyperbolic ball with the sphere Sn as the conformal boundary at infinity. As in the model case,
the Poincare´–Einstein boundary has a conformal structure and a central theme in the study
of these is to relate this to the Riemannian geometry of the interior. Much of the motivation
has come from physics, in particular in connection with the so-called AdS/CFT (Anti-de Sit-
ter/Conformal Field Theory) correspondence suggested by Maldacena [41, 49]. A number of
purely geometric questions arise and these have generated significant mathematical interest, see
for example [1, 2, 14].
In the seminal work [34] Graham and Zworski developed the scattering theory for (asymptoti-
cally) Poincare´–Einstein manifolds and its use for describing conformal objects on the bound-
ary. This exploited the available picture for the scattering theory of infinite volume hyperbolic
quotients (see e.g. [45] and references therein), and for asymptotically hyperbolic manifolds
(e.g. [39]) as well as the results for the spectrum of the Laplacian on these due to Mazzeo and
Mazzeo–Melrose [42, 43, 44].
A focus of [34] was to extract and study, via the scattering machinery, the conformal Laplacian
type operators of [32] as well as Branson’s Q-curvature [5]. However the scattering operator they
construct is an essentially global object and, as they point out, may be viewed as a generalised
Dirichlet–to–Neumann map. This picture of the operator is especially relevant for certain real
values of the spectral parameter and this is a point we wish to underscore here. In particular
one aim here is to shed light on the relationship between the Graham–Zworski construction
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and the conformal Dirichlet–to–Neumann maps constructed by Branson with the author [6].
In the spirit of the standard Dirichlet–to–Neumann construction the latter are based around
elliptic source problems and target problems; the interior operators are conformal Laplacian
type operators of the form ∆k + lower order terms, developed with Eastwood [20], and the
the boundary operators are derived from the conformal tractor calculus of hypersurface type
submanifolds. Both the scattering operator and the Dirichlet–to–Neumann maps of [6] are
conformally invariant. In the homogeneous setting this translates to the fact that they intertwine
principal series representations and so, by naturality and the uniqueness of the intertwinors
concerned [8], it would seem that in this setting they should agree. Here we make steps toward
an explicit matching of the constructions. As background, the basic conformal machinery is
revised in the next section and then, in Section 3, we outline the construction of the conformal
Dirichlet–to–Neumann operators from [6].
Let M be a compact smooth manifold with boundary Σ = ∂M . A metric g+ on the inte-
rior M+ of M is said to be conformally compact if it extends (with some specified regularity)
to M by g = x2g+ where g is non-degenerate up to the boundary, and x is a non-negative
defining function for the boundary (i.e. Σ is the zero set for x, and dx is non-vanishing on Σ).
In this situation the metric g+ is complete and the restriction of g to TΣ in TM |Σ determines
a conformal structure that is independent of the choice of defining function x; the latter is
termed the conformal infinity of M+. If the defining function is chosen so that |dx| = 1 (with
respect to g) along Σ then the sectional curvatures tend to −1 at infinity [42] and the structure
is said to be asymptotically hyperbolic. The manifold is said to be a Poincare´–Einstein struc-
ture if, in addition, the interior metric g+ is Einstein, with Ric(g+) = −ng+. For simplicity of
presentation, we shall treat all structures as smooth. It is straightforward to adapt the results
to the case of limited regularity. We shall also confine our discussion to metrics and conformal
structures of positive definite signature.
Since the “boundary singularity” of the metric g+ is conformal in nature, it is natural to
explore the meaning of the Poincare´–Einstein structure in terms of the conformal geometry ofM .
An elegant picture emerges, and this is the subject of Section 4. The equation controlling whether
or not a metric is conformally Einstein is a second order overdetermined partial differential
equation, see expression (8). A solution of this determines an Einstein metric only if it is non-
vanishing. In fact any solution is non-vanishing on an open dense set [23] and so we say that,
when equipped with such a solution, a conformal, or (pseudo-)Riemannian, manifold is almost
Einstein [21]. This notion is given a geometric interpretation via the conformal tractor calculus.
The conformal tractor connection [48] is a canonical and conformally invariant vector bundle
connection; it is equivalent [10] to the conformal Cartan connection of [9]. From the development
of the tractor connection as a prolonged differential system in [4] we see that a manifold is almost
Einstein if and only if there is a parallel section of the standard tractor bundle. (A link between
the Cartan connection and Einstein metrics has been known for some time [46]). We establish in
Section 4.2 that a Poincare´–Einstein structure is simply a special case of such a structure where
the solution x to (8) is a defining function for boundary, in fact a special defining function in
the sense of Graham–Lee [33, 30]. We shall show that along the boundary the parallel tractor
recovers the normal tractor from [4] which controls the relationship between the boundary and
interior conformal geometry; further details will follow in [25]. From this we recover the (well
known) total umbillicity of the boundary as an immediate consequence. Finally in section 4.3 we
describe the flat model of this picture as a hyperbolic hemisphere with the equator as boundary.
In this setting we see, for example, that SO(n+ 1, 1), which acts transitively on the interior of
the homogeneous model, arises as an isotropy subgroup of the conformal group acting on the
sphere; it is exactly the subgroup fixing the parallel tractor.
In Section 5 we discuss the specialisation to Poincare´–Einstein manifolds of the Dirichlet–
to–Neumann machinery. Except in the simplest case (and there following Guillarmou and Guil-
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lope´ [37]), the picture is incomplete and so this should be viewed as an exploration and develop-
ment of an emerging picture. We see in Section 5.1 that the Laplacian operator (∆− s(n− s)),
which controls the scattering construction in [34], arises from a conformal operator on the al-
most Einstein structure. On the other hand on the Poincare´–Einstein interior we find that the
GJMS conformal powers of the Laplacian of [32] are compositions of such Laplacians (see expres-
sion (15)). This suggests a relationship between the scattering construction and Dirichlet–to–
Neumann operators along the lines of [6], but where the interior operator is a GJMS operator Pk.
The main link is developed in Section 5.3, we see in Proposition 7 that on a Poincare´–Einstein
space, the solution space for these is a direct sum of Laplacian (generalised) eigenspaces.
In Section 6 we sketch some new ideas for a construction of Dirichlet–to–Neumann type
operators between tensor bundles. This is partly inspired by related ideas involving the “curved
translation principle” for the construction of invariant differential operators, that arose in the
pioneering article [18] of Eastwood and Rice. This idea has been significantly developed and
adapted over the years [17, 13, 29, 47].
Finally it should be pointed out that many of the ideas and contructions developed below
generalise, with some weakening, to the case of conformally compact manifolds which are only
asymptotically Einstein, or with further weakening to asymptotically hyperbolic structures. Here
we have specialised to Poincare´–Einstein structures since in this case the picture seems especially
appealing.
2 Tractor calculus and hypersurfaces
Let M be a smooth manifold. To simplify the discussion we shall assume throughout that d ≥ 4
(with minor modifications the treatment can extended to include d = 3). It will be convenient
to use some standard structures from conformal geometry, further details and background may
be found in [11, 24]. Recall that a (Riemannian) conformal structure on M is a smooth ray
subbundle Q ⊂ S2T ∗M whose fibre over p consists of conformally related positive definite
metrics at the point p. Sections of Q are metrics g on M . So we may equivalently view
the conformal structure as the equivalence class [g] of these conformally related metrics. The
principal bundle pi : Q → M has structure group R+, and so each representation R+ 3 t 7→
t−w/2 ∈ End(R) induces a natural line bundle on (M, [g]) that we term the conformal density
bundle E [w]. In general each vector bundle and its space of smooth sections will be denoted in
the same way.
We write g for the conformal metric, that is the tautological section of S2T ∗M [2] := S2T ∗M⊗
E [2] determined by the conformal structure. This will be henceforth used to identify TM with
T ∗M [2]. For example, with these conventions the Laplacian ∆ is given by ∆ = −gab∇a∇b =
−∇b∇b where ∇ (or sometimes we will write ∇g) is the Levi-Civita connection for some choice
of metric g from the conformal class. Note E [w] is trivialised by a choice of metric, and we
write ∇ (or again sometimes ∇g) for the connection corresponding to this trivialisation. It
follows immediately that the (coupled) connection ∇a preserves the conformal metric. The
conformal metric g and its inverse will henceforth be the default object used used to contract
indices on tensors even when we have fixed a metric from the conformal class.
The Riemann curvature tensor Rabcd is given by
(∇a∇b −∇b∇a)V c = RabcdV d, where V c ∈ Ec.
This can be decomposed into the totally trace-free Weyl curvature Wabcd and the symmetric
Schouten tensor Pab according to
Rabcd =Wabcd + 2gc[aPb]d + 2gd[bPa]c.
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Thus Pab is a trace modification of the Ricci tensor Ricab = Rcacb. We write J for the conformal
metric trace of Pab.
For a given choice of metric g, the tractor bundle T , or using an obvious abstract index
notation T A, may be identified with a direct sum
T A g= E [1]⊕ Ea[1]⊕ E [−1].
Thus a section U of T may be identified with a triple (σ, µa, ρ); we will write simply UA =
(σ, µa, ρ). The conformal transformation of these components is described in, for example, [4]
and [22]. From this, for example, one sees that the map T A → E [1] is conformally invariant
and may be regarded as a preferred element XA ∈ ΓTA[1] so that, with UA again as above, we
have σ = UAXA. It also describes the invariant injection E [−1] → TA according to ρ 7→ ρXA.
In computations, it is often useful to introduce the remaining ‘projectors’ from T A to the
components Ea[1] and E [−1] which are determined by a choice of scale. They are denoted by
ZAa ∈ EAa[1] and YA ∈ TA[−1], where EAa[w] = TA ⊗ Ea ⊗ E [w], etcetera.
We describe any tensor product (or symmetric tensor product etcetera) of the tractor bundle
and its dual as tractor bundles. If such a bundle is tensored with some bundle of densities E [w]
then we shall describe the result as a weighted tractor bundle. In many cases we wish to indicate
a weighted tractor bundle without being specific about the indices of the bundle or any symmetry
these may possess. Thus we write T ∗[w] to mean a weighted tractor bundle which is the tensor
product of E [w] with any tractor bundle. Finally, repeated tractor indices indicate a contraction,
just as for tensor indices.
The bundle T A carries an invariant signature (d + 1, 1) tractor metric hAB, and a connec-
tion ∇a which preserves this. For UA as above, this metric is given by
hABU
AUB = 2ρσ + µaµa. (1)
As a point on notation, we may also write h(U,U) for the expression in the display. The tractor
metric will be used to raise and lower indices without further mention. In terms of the metric g
from the conformal class, the connection is given explicitly by the following formula for ∇aUB:
∇a
 σµb
ρ
 =
 ∇aσ − µa∇aµb + δabρ+ Pabσ
∇aρ− Pacµc
 . (2)
Of course this may be extended to a connection on any tractor bundle in the obvious way. The
use of the same symbol ∇ as for the Levi-Civita connection is intentional. More generally, we
shall use ∇ to mean the coupled Levi-Civita-tractor connection: this enables us, for example,
to apply ∇ to weighted tractor bundles or tensor-tractor. Although in this case it is not con-
formally invariant it enables us to, for example, compute the covariant derivative of the tractor
projectors X, Y and Z.
As discussed in [4], there is an invariant second order operator between weighted tractor
bundles due to T.Y. Thomas,
DA : T ∗[w]→ T ∗[w − 1],
by
DAV := (d+ 2w − 2)wYAV + (d+ 2w − 2)Za∇aV +XA(∆− wJ)V, (3)
where J is the conformal metric trace of the Schouten tensor, i.e. J = gabPab. For an invariant
construction of this see [20]. Notice that, from the conformal invariance of D, it follows that
the tractor twisting of the Yamabe operator 2 := ∆ − (1 − n/2)J is conformally invariant as
an operator 2 : T ∗[1 − n/2] → T ∗[−1 − n/2]. Thus as observed in [20] one obtains conformal
Laplacian operators as follows.
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Proposition 1. The operators
2k : E∗[k−d2 ]→ E∗[−k+d2 ], where k ≥ 2 is even,
defined by
2k := DA · · ·DB2DB · · ·DA︸ ︷︷ ︸
(k−2)/2
are conformally invariant differential operators. These take the form (up to a non-zero constant
scale factor)
∆k/2 + lower order terms,
except when d is even and d ≤ k.
The facts concerning the leading term follow easily by calculating directly from the definition,
or there is a simple argument essentially avoiding computation in [20]. Note that, via (3), this
proposition gives an explicit formula for these operators.
2.1 Conformal hypersurfaces
Let us first recall some facts concerning a general hypersurface Σ in a conformal manifold
(Md, [g]). By restriction of the ambient conformal structure, a conformal structure is induced
on Σ. We write (Σn, [gΣ]) (n + 1 = d) for this and shall refer to it as the intrinsic conformal
structure of Σ. Note that the intrinsic conformal density bundles may be identified in an
obvious way with the restriction of the ambient bundles carrying the same weight. We shall
write EΣ[w] = E [w]|Σ.
Since d ≥ 4 we have n ≥ 3 and so the manifold Σ has its own intrinsic tractor bundles, con-
nections and so forth. We shall denote the intrinsic tractor bundle of Σ by TΣ. The relationship
between this and T |Σ can be described in terms of a section of T |Σ that we term the normal trac-
tor. Let na ∈ Ea[1] be a conormal field on Σ such that (along Σ) we have |n|2g := gabnanb = 1.
Note that this is conformally invariant since g−1 has conformal weight −2. Now in the scale g
(from [g]) the mean curvature of Σ is given by
Hg =
1
d− 1
(∇ana − nanb∇anb),
as a conformal −1-density. This is independent of how na is extended off Σ. Now under
a conformal rescaling, g 7→ ĝ = e2ωg, H transforms to Ĥ = H + na∇aω. This is exactly the
transformation required so that
N :
g
=
 0na
−H
 ,
is a conformally invariant section N of T |Σ. Observe that, from (1), h(N,N) = 1 along Σ.
Obviously N is independent of any choices in the extension of na off Σ. This is the normal
tractor of [4] and may be viewed as a tractor bundle analogue of the unit co-normal field from
the theory of Riemannian hypersurfaces.
Recall that a point p in a hypersurface is an umbillic point if the second fundamental form
is trace free (with respect to the first fundamental form) at p. This is a conformally invariant
condition and the hypersurface is totally umbillic if this holds at all points. Differentiating N
tangentially along Σ using the tractor connection, we obtain the following result directly from (2).
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Proposition 2. If the normal tractor N is constant along a hypersurface Σ then the hypersurface
Σ is totally umbillic.
In fact constancy of N along a hypersurface is equivalent to total umbillicity. This is (Proposi-
tion 2.9) from [4].
It is straightforward to verify that the intrinsic tractor bundle to Σ may be identified with the
conformally invariant subbundle T AΣ of T A|Σ which is orthogonal to the normal tractor NA [6]
(an observation which generalises, see [3]). Thus we have an invariant splitting
T A|Σ = T AΣ ⊕NA
given by
vA 7→ (vA −NANBvB) +NANBvB.
for vA ∈ Γ(T A). Of course this generalises easily to tensor products of these bundles, and we
shall always view the intrinsic tractor bundles of Σ in this way; that is, as subbundles of the
restrictions to Σ of ambient tractor bundles, the sections of which are completely orthogonal
to NA. As a result, we need only one type of tractor index.
We shall use the symbol PΣ to indicate the orthogonal projection from any ambient weighted
tractor bundle, restricted to Σ, to the corresponding intrinsic-to-Σ weighted tractor bundle. For
example, PΣ(T A|Σ) = T AΣ . In fact we shall henceforth drop the explicit restriction to Σ and
regard this as implicit in the definition of PΣ. Thus we shall write, for example, PΣ(TAB[w]) =
T ΣAB[w]; any section fAB of this bundle has the property that fABNA = 0 = fABNB. The
intrinsic-to-Σ tractor-D operator will be denoted DΣA. We may similarly denote by X
Σ
A the
tautological tractor belonging to the intrinsic structure of Σ. But note that PΣ(XA) = XA|Σ,
and it follows from the definition of XΣA that in fact X
Σ
A = XA|Σ. A useful consequence of these
observations (and using the formula (2)) is that if f ∈ T ∗Σ [w], then, on Σ,
DAΣXAf = (n+ 2w + 2)(n+ w)f = (d+ 2w + 1)(d+ w − 1)f. (4)
3 The conformal Dirichlet–Neumann operators of [6]
3.1 Boundary operators
The Dirichlet–to–Neumann maps of [6] are based around a pair of boundary problems. The
operators of Proposition 1 are to be used for the interior operator, compatible with these we
need suitable boundary operators. The basic prototype is the conformally invariant Robin
operator δ : E [w] → E [w − 1] given in a conformal scale g by δf = na∇gaf − wHgf (e.g. [15]).
In fact it is easily verified that this is strongly invariant; twisting by another connection does
not destroy conformal invariance. In particular we may twist this with tractor bundles by using
the coupled Levi-Civita-tractor connection in the formula for δ:
δ : T ∗[w]→ T ∗[w − 1]
is conformally invariant. In fact on T ∗[w], and for w 6= 1− d/2, we have
δ = c ·NADA (5)
for a non-zero constant c.
Further candidates for conformal boundary operators can be proliferated using the machinery
of the previous section, as follows.
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Definition. For each positive integer ` there is a conformally invariant differential operator
along Σ, δ`, which maps T ∗[w] to T ∗Σ [w − `], given by δ1 = δ, and
δ`u =

DBΣ · · ·DAΣPΣ(DA · · ·DB︸ ︷︷ ︸
`/2
u) for 2 ≤ ` even,
DBΣ · · ·DAΣPΣ(δ DA · · ·DB︸ ︷︷ ︸
(`−1)/2
u) for 3 ≤ ` odd.
For their use in boundary problems one needs information about the order of the δ` in
directions transverse to Σ. Suppose that p ∈ Σ and in a neighbourhood of a point p, Σ is given
by the vanishing of a defining function x. We say that a differential operator B : F → G has
normal order rN at p ∈ Σ if there exists a section φ of F such that B(xrNφ)(p) 6= 0 but for
any section φ′ of F , B(xrN+1φ′)(p) = 0. For our current purposes we only really need the δ` as
follows.
Proposition 3. Let k be a positive even integer. On a hypersurface Σ in a manifold of dimension
d the conformally invariant differential operators along Σ,
δ` : T ∗[k−d2 ]→ T ∗Σ [k−d−2`2 ],
have properties as follows. If d is odd then the δ` have order and normal order r = rN = ` for
all ` ∈ Z+. If d is even then the δ` have order and normal order r = rN = ` if `+1 ≤ k ≤ d− 2
or `+ 2 ≤ k = d.
This follows easily from the identity (4) and the definition of of the tractor-D operator.
It turns out that appropriate combinations of the operators δ` lead to good elliptic problems
(and in particular problems which satisfy the so-called Lopatinski–Shapiro conditions which
signal well-posedness for boundary problems) with the operator 2k (from Proposition 1), which
itself is properly elliptic. See Proposition 7.1 in [6]. A key but technical point of that work
with Branson is that there are modifications of the operators δ` to similar conformal boundary
operators δ′i (each of the same respective normal order as δj) so that we may maintain the
ellipticity properties but in addition achieve formally self-adjoint boundary problems. Let us
simply summarise; the reader is referred to [6, 35, 40] for details and background.
Proposition 4. For d even let k ∈ {0, 2, . . . , d − 2} and for d odd let k ∈ 2Z+. For each such
k and each of m = mD = (0, 2, . . . , k − 2), m = mN = (1, 3, . . . , k − 1), and m = m0 :=
(0, 1, . . . , k/2 − 1) there exist conformally invariant normal boundary operators δ′m such that
(2k, δ′m) is formally self-adjoint and satisfies the Lopatinski–Shapiro conditions.
3.2 The Dirichlet–to–Neumann maps
LetM be an d-dimensional conformal manifold of positive definite metric signature, with smooth
boundary Σ. Suppose that k is even and, if d is even, suppose that k < d. Let m = mDorN ,
and suppose that the problem (2k , δ′m) has vanishing null space. Take a density u on Σ, and
boundary data
δ′mju = Uo, δ
′
miu = 0 for all i 6= j, (6)
on Σ, where j is a chosen element of {1, . . . , k/2}. Let Ek,mj be the solution operator for the
system 2ku = 0 with (6); by elliptic regularity the range of Ek,mj is smooth and by construction
it is an invariant operator carrying EΣ[k−d−2mj2 ] to E [k−d2 ]. We can now take Ek,mju and apply
δ′` (or δ`). (` need not be one of the normal orders in m.) Composing,
EΣ[k−d−2mj2 ]
Ek,mj−−−−−→ E [k−d2 ]
δ′`−−−−−→ EΣ[k−d−2`2 ], (7)
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we obtain invariant operators
Pk,m,mj ,` : EΣ[k−d−2mj2 ]→ EΣ[k−d−2`2 ].
Note that for this construction to make sense, as given, we need the source problem Ek,mj :
EΣ[k−d−2mj2 ] → E [k−d2 ] to be uniquely solvable. The second part of the construction E [k−d2 ] →
EΣ[k−d−2`2 ] is related to a complementary target problem, but its solvability properties are not
required.
From elementary representation theory and the invariance of the construction, it is straight-
forward to show that when mj + ` 6= k − 1 the operators Pk,m,mj ,` vanish for the standard
conformal class on the unit ball. Equivalently they vanish on the unit hemisphere, which is
in the conformal class of the unit ball, and this is a convenient homogeneous setting for ex-
ploiting the spherical harmonics in order to study this and related issues [6, Theorem 8.4]. In
particular there one also sees that Pk,m,mj ,k−1−mj has principal part (−∆Σ)(k−1−2mj)/2, up to
multiplication by a non-zero universal constant. In addition, by construction, the operators
Pk,m,mj ,k−1−mj are formally self-adjoint on any conformal manifold [6, Theorem 8.5].
Writing Pk,m,mj := Pk,m,mj ,k−1−mj , in summary we have the following:
Theorem 1. Let Md=n+1 be a conformal manifold of positive definite metric signature, with
smooth boundary Σ. Suppose that k is even and, in case d is even, suppose that k < d. Let
m = mDorN,or 0 , and suppose that the problem (2k , δ′m) has vanishing null space. Then there
exist canonical conformally invariant operators
Pk,m,mj : EΣ[k−n−2mj−12 ]→ EΣ[
−k−n−2mj+1
2 ], mj ∈m,
with principal part ∆(k−1−2mj)/2.
4 Poincare´–Einstein Manifolds and generalisations
We give here a conformal development of Poincare´–Einstein manifolds.
4.1 Almost Einstein manifolds
The Schouten tensor P (or P g), introduced earlier, is related to the Ricci tensor by
Ric = (d− 2)P + Jg,
where J is the metric trace of P . The metric g is conformally Einstein if and only if there is
a non-vanishing solution x ∈ C∞(M) to the equation
trace− free(∇∇x+ Px) = 0; (8)
if x is such a solution then it follows easily from the conformal transformation of P that the
metric ĝ = x−2g is Einstein [4].
Note that the requirement that x be non-vanishing is critical if we want a solution x to be
a genuine conformal factor: ĝ = x−2g will blow up conformally at points where x vanishes.
Nevertheless, let us relax this and allow any solution. Following [21] we will say that (M, g) is
almost Einstein if there is a solution x ∈ C∞(M) to the equation (8).
It turns out that the almost Einstein condition is a useful weakening of the Einstein equations.
First observe that the equation (8) is conformally well behaved. If we replace x with a conformal
density of weight 1, σ ∈ E [1], then it is easily verified that (8) is actually conformally invariant;
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it descends to a well defined equation on the conformal structure (M, [g]). In a scale we may
write the equivalent equation on σ in the form
∇a∇bσ + Pabσ + gabρ = 0, (9)
where the section ρ ∈ E [−1] captures the trace part. The next crucial observation is that by
inspection of the formula (2) we see that the equation for a parallel section of standard tractor
bundle T is just the prolonged system for this equation. Informally stated the first equation
from (2) equates the variable µa to the derivative of σ. Then the middle equation from (2) just
is ∇a∇bσ+Pabσ+ gabρ = 0, while ∇aρ = Pacµc is a differential consequence of this. From that
system it follows that if I
g
= (σ, µa, ρ) is a parallel section for ∇T then necessarily(
σ, µa, ρ
)
=
(
σ,∇aσ, 1
d
(∆σ − Jσ)
)
. (10)
That is I = 1nDAσ, where D is Thomas tractor-D operator introduced in (3). Now by construc-
tion D is differential and, on the other hand, parallel transport between two points along any
curve gives an isomorphism of the vector bundle fibres over those points. It follows immediately
that if I is parallel and σ vanishes on any neighbourhood then I vanishes everywhere. Equiva-
lently, if I 6= 0 is parallel then σ := h(X, I) is non-vanishing on an open dense set; this is the
key. Summarising, we have the following.
Theorem 2. An almost Einstein structure is a conformal manifold (M, [g]) equipped with
a parallel (standard) tractor I 6= 0. The mapping from non-trivial solutions of (9) to paral-
lel tractors is by σ 7→ 1nDσ with inverse I 7→ σ := h(I,X), and σ is non-vanishing on an open
dense set M \ Σ. On this set g+ := σ−2g is Einstein.
From the theorem we see that an almost Einstein manifold just is a conformal manifold
with a parallel standard tractor I and we write (M, [g], I) to indicate this. The set Σ, where
the almost Einstein “scale” σ = h(X, I) vanishes, is called the scale singularity set. Although
it is not essential for our current discussion, we note that on Riemannian signature manifolds
the possibilities for this are severely restricted as follows [25]. We write |I|2 as a shorthand
for h(I, I).
Theorem 3. Let (M, [g], σ) be an almost Einstein structure and write I := 1nDσ. If |I|2 < 0
then Σ is empty and (M,σ−2g) is Einstein with positive scalar curvature; If |I|2 = 0 then Σ is
either empty or consists of isolated points, and (M \ Σ, σ−2g) is Ricci-flat; if |I|2 > 0 then the
scale singularity set Σ is either empty or else is a totally umbillic hypersurface, and (M \Σ, σ−2g)
is Einstein of negative scalar curvature.
For the special case of Poincare´–Einstein manifolds, we shall see the result concerning total
umbillicity in Corollary 1 below. Almost Einstein metrics turn up in the classifications by
Derdzinski and Maschler of Ka¨hler metrics which are almost everywhere conformal to Einstein,
see e.g. [16] and references therein.
4.2 Poincare´–Einstein spaces
Recall that a Poincare´–Einstein structure is a compact manifold (Md=n+1, g) with boundary
Σ = ∂M . There is a defining function x for Σ so that (M+, g+) is Einstein with Ricg+ = −ng+,
where M+ :=M \ Σ and, on this, g+ := x−2g.
Proposition 5. Poincare´–Einstein manifolds are scalar negative almost Einstein structures.
Conversely on a compact manifold M with boundary Σ, an almost Einstein structure (M, [g], I)
with |I|2 = 1, and such that the scale singularity set is the boundary Σ, is a Poincare´–Einstein
metric.
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Proof. If M is a Poincare´–Einstein manifold then, by definition, there is a defining function x
for the boundary so that g+ := x−2g is Einstein. Thus x is a smooth function that solves (8)
on the interior and so, by continuity, also to the boundary. This gives the result. In the tractor
picture we may equivalently observe that, on the interior, I := 1nDσ is parallel with σ = xτ where
τ ∈ E [1] is the scale giving g, that is g = τ−2g. So we have g+ = σ−2g. By continuity I is parallel
to the boundary. Obviously the function h(I, I) is constant. Off the zero set Σ, and calculating
in the scale g+ = σ−2g, we have ∇g+σ = 0. Thus from (1) and (10) we have |I|2 = −2dJg+ where
Jg+ is the g+-trace of the Schouten tensor P g+ . From the relationship between the Schouten
and Ricci tensors it follows immediately that the normalisation Ric(g+) = −ng+ is exactly the
condition |I|2 = 1.
The converse direction is essentially clear from the last observations. If I is parallel with
|I|2 = 1 then off the zero set of σ := h(X, I) we have Ric(g+) = −ng+ where g+ := σ−2g. On
the other hand along Σ we have σ = 0 and so, since |I|2 = 1, it follows from (10) and (1) that
g−1(∇σ,∇σ) = 1. In particular ∇σ is non-vanishing along Σ and so σ is a “defining density”
for Σ. Choosing a metric g for M we have g = τ−2g for some non-vanishing weight 1 density τ .
We set x := σ/τ and note that Σ is the zero set of x. Since Σ is the boundary ofM (by a suitable
sign choice for τ) we may assume without loss of generality that x is a non-negative function. In
terms of g, the result g−1(∇σ,∇σ) = 1 is equivalent to |dx|2g = 1, and so x is a defining function
for the boundary Σ. (In fact x is a special defining function in the sense of [30, Lemma 2.1]
and [33].) On the other hand the Einstein metric g+ is x−2g and this completes the case. 
From the Proposition we see that by specifying the almost Einstein structure (M, [g], I)
we have an essentially conformal description of a Poincare´–Einstein structure. We next see
that I encodes more than simply the Einstein scale. Recall the notion of a normal tractor, for
a hypersurface or boundary, as introduced in Section 2.1.
Proposition 6. Let (M, [g], I) be a Poincare´–Einstein manifold. Along the boundary Σ we have
IA = NA where NA is the normal tractor for Σ.
Proof. First note that since IA has (conformally invariant) length 1 everywhere this is in
particular true along Σ. (Of course NA has this property along Σ.)
Now
IA =
1
d
DAσ
g
=
 σ∇aσ
1
d(∆σ − Jσ)
 .
Let us write na := ∇aσ. Along Σ we have σ = 0, and so
IA|Σ g=
 0na
1
d∆σ
 .
Note that from (1) and |I|2 = 1 we have that gabnanb = 1 on Σ, and na is seen to be a weight 1
unit co-normal for Σ.
Next we calculate the mean curvature H in terms of σ. Recall that the second fundamental
form of Σ is IIab = ΠcaΠ
d
b∇cnb (along Σ) where Π is the orthogonal projection operator given by
Πca = δ
c
a − ncna.
By construction this is independent of how na is extended off Σ. Thus along Σ we have
(d− 1)H = ∇ana − nanb∇bna.
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Now since IA is parallel we have
∇bna = ∇b∇aσ = −Pabσ − 1
d
gab(∆σ − Jσ).
Along Σ this simplifies to ∇bna = −1dgab∆σ, and so ∇ana = −∆σ. Thus we have
(d− 1)H = −
(
1− 1
d
)
∆σ ⇒ H = −1
d
∆σ,
whence
IA|Σ g˜=
 0na
−H
 ,
as required. 
Using Proposition 2, the following is an immediate consequence of the Proposition.
Corollary 1. If (M, [g], I) is a Poincare´–Einstein manifold then the boundary Σ = ∂M is totally
umbillic.
4.3 The Poincare´–Einstein model space
We shall construct here a model for the Poincare´–Einstein space, a model which fits with the
conformal picture developed above.
Consider Rd+2 equipped with a non-degenerate bilinear form H of signature (d+ 1, 1). The
null cone N of zero-length vectors forms a quadratic variety and (projectivising this picture)
the corresponding quadric in Pd+1 is topologically a sphere Sd. Let us write N+ for the forward
part of N \{0} and write pi for the natural submersion N+ → Sd. Each point p ∈ N+ determines
a positive definite inner product on Tx=pipSd by gx(u, v) = Hp(u′, v′) where u′, v′ ∈ TpN+ are
lifts of u, v ∈ TxSd. For a given vector u ∈ TxSd two lifts to p ∈ N+ differ by a vertical vector
field. Since any vertical vector is normal (with respect to H) to the cone it follows that gx is
independent of the choices of lifts. Clearly then, each section of pi determines a metric on Sd
and by construction this is smooth if the section is. Now, viewed as a metric on TRd+2, H is
homogeneous of degree 2 with respect to the standard Euler vector field E on Rd+2, that is
LEH = 2H, where L denotes the Lie derivative. In particular this holds on the cone, which we
note is generated by E. On the other hand if a vector field on Rd+2 \ {0} is the lift of a vector
field on Sd then it is necessarily homogeneous of degree 0. It follows that that two different
sections of pi : N+ → Sd determine conformally related metrics. (We have stated this globally,
but of course the same holds locally over neighbourhoods of Sd.) We will see shortly that the
standard sphere metric is in the conformal class. Thus Sd is equipped canonically with the
standard conformal structure for the sphere (but not with a preferred metric from this class).
This is the standard model of a homogeneous “flat” conformal structure. Evidently we may
identify N+ as the (total space) of the R+-ray-bundle of metrics over Sd; the bundle consisting
of metrics from this conformal class.
We can construct a Poincare´–Einstein metric over a cap of the sphere Sd as follows. Take
a covector I ∈ (Rd+2)∗ of length 1 and by the standard parallel transport (of Rd+2 viewed
as an affine structure) view this as a constant section of T ∗Rd+2. Then, writing XA for the
standard coordinates on Rd, the intersection of the hyperplane IAXA = 1 with N+, which we
shall denote S+, is a section of pi over an open cap C+ of the sphere. Let us write g+ for the
metric S+ gives on C+. On the other hand the hyperplane IAXA = 0 (parallel to the previous)
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intersects N+ in a cone of one lower dimension. The image of this under pi is a copy of Sn
embedded in Sd (where as usual d = n + 1). With respect to the given manifold structure
on Sd, this Sn is a boundary for its union with C+ which we denote by C. This follows because
any null line though the origin and parallel to the IAXA = 1 hyperplane lies in the hyperplane
IAX
A = 0, whereas every other null line through the original meets the IAXA = 1 hyperplane.
The open cap C+ parametrises those null lines which meeting this hyperplane in the forward
null cone (i.e. at a point of S+). Note that the boundary Sn = ∂C canonically has no more than
a conformal structure. This may obviously be viewed as arising as a restriction of the conformal
structure on Sd. Equivalently we may view its conformal structure as arising in the same way
as the conformal structure on Sd, except in this case by the restriction of pi to the sub-cone
IAX
A = 0 in N+, and from H along this sub-cone. Note that any metric from the conformal
class on Sd determines a metric on C by restriction. Denoting one such by g note that on C+
this is conformally related to g+.
Write g for the restriction ofH to vector fields in TN+ which are the lifts of vector fields on Sd.
Then for any pair u, v ∈ Γ(TSd), with lifts u′, v′, g(u′, v′) is a function on N+ homogeneous
of degree 2, and which is independent of how the vector fields were lifted. Since N+ may be
identified with the (total space of the) bundle of conformal metrics, g(u′, v′) may be identified
with a conformal density of weight 2 on Sd. This construction determines a section of S2T ∗Sd⊗
E[2] that we shall also denote by g. This is the usual conformal metric for the sphere. Let
us henceforth identify, without further mention, each function on N+ which is homogeneous
of degree w ∈ R with the corresponding conformal density of weight w. With σ := IAXA, as
above, note that σ−2g is homogeneous of degree 0 on N+ and agrees with the restriction of H
along S+. Thus on C+, σ−2g = g+, the metric determined by S+. Similarly on C we have
g = τ−2g, where τ is a non-vanishing conformal density of weight 1. So on C+, g+ = x−2g
where x is the function σ/τ .
We may now put these observations into a more general context via the tractor bundle on Sd.
Let us write ρt for the natural action of R+ on N+ and then ρt∗ for the derivative of this.
Now modify the latter action on TRd+2 by rescaling: we write t−1ρt∗ for the action of R+ on
TRd+2 which takes u ∈ TpRd+2 to t−1(ρt∗u) ∈ Tρt(p)Rd+2. Note that u and t−1(ρt∗u) are parallel,
according to the standard affine structure on Rd+2. It is easily verified that the quotient of
TRd+2|N+ by the R+ action just defined is a rank d + 2 vector bundle T on M . Obviously
the parallel transport of Rd+2 determines a parallel transport on T , that is a connection ∇.
Since Rd+2 is totally parallel this connection is flat. The twisting of ρt∗ to t−1ρt∗ is designed
so that the metric H on Rd+2 also descends to give a (signature (d + 1, 1)) metric h on T
and clearly this is preserved by the connection. In fact (T , h,∇) is the usual normal standard
tractor bundle. This is proved under far more general circumstances in [11] (see also [24]); it is
shown there that the tractor bundle arises from the Fefferman–Graham ambient metric by an
argument generalising that above. In this picture the Euler vector field E = XA∂/∂XA (using
the summation convention), which generates the fibres of pi, descends to the canonical tractor
field X ∈ T [1].
It follows from these observations that, since the vector field I is parallel on Rd+2, its re-
striction to N+ is equivalent to a parallel section of T ; we shall also denote this by I. So this
is an almost Einstein structure on Sd and hence (by restriction) on C; |I|2 = 1 means that the
almost Einstein structure we recover has Ric(g+) = −ng+ on C+. Evidently the conformally
invariant “top slot” of the tractor I is σ = XAIA = h(I, E) (as a homogeneous function – but
as mentioned above homogeneous functions on N may be identified with conformal densities
on C). The zero set Σ for this is exactly Sn = ∂C; recall any null line of N+ that does not
lie in the IAXA = 0 hyperplane meets the IAXA = 1 hyperplane (where, viewing σ as a ho-
mogeneous function, we have σ = 1). So now it follows from Proposition 5 that (C, [g], I) is
a Poincare´–Einstein space.
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Of course this result may easily be verified by direct calculation, but such a calculation
would only obscure this simple geometric picture. Note, for example, that Proposition 6 is
realised geometrically here as the fact that the same constant ambient vector IA defines both
the section S+, that gives the metric on C+, and the boundary manifold Σ via the subcone
where N+ meets IAXA = 0.
Finally we should say that in fact I and the cone N determine a scalar negative almost
Einstein structure on the entire sphere [25]. The Poincare´-metric is just the σ ≥ 0 part of
this. A similar construction using a constant vector with norm satisfying |I|2 = −1 gives the
standard (Einstein) metric on the sphere, while a Euclidean (i.e. metric flat away from the scale
singularity point) almost Einstein structure on the sphere minus a point is obtained by using
a null constant vector I. Note that the group SO(h) ∼= SO(d + 1, 1) acts transitively on N+.
Thus, in each case, the isotropy group of the constant vector I is a subgroup of SO(h) which acts
transitively on the corresponding almost Einstein interior. For example in the original case, with
|I|2 = 1, the isotropy group is isomorphic to SO(d, 1) and acts transitively on the hyperbolic
cap C+. Similarly in the other cases: if we take I such that |I|2 = −1 then the isotropy group
is a copy of SO(d + 1) which acts transitively on the copy of the sphere that I determines; for
null I the isotropy group is the Euclidean group fixing I (and is a subgroup of the parabolic
stabilising the line generated by I).
5 The Dirichlet–Neumann machinery
on Poincare´–Einstein manifolds
Here we wish to discuss the specialisations of certain key differential operators to Poincare´–
Einstein manifolds and the implications for a Dirichlet–to–Neumann construction along the
lines of that in [6]. Throughout this section we take (Md, [g], I) to be a Poincare´–Einstein
manifold with boundary Σn = ∂M . We write g for the conformal metric on M and σ ∈ E [1] for
the almost Einstein scale h(X, I), that is g+ := σ−2g is Einstein of negative scalar curvature on
the interior M+.
First we make some elementary observations concerning the conformal calculus.
5.1 The scattering Laplacian
Recall that IA = 1dDAσ is the parallel tractor corresponding to the Einstein scale. First observe
that from (5) and Proposition 6 it follows that IADA gives the conformal Robin operator δ
along Σ (at least on densities or tractors of weight w 6= 1 − d/2). Here we expose the further
role of IADA.
For u ∈ E [w] in M we wish to calculate IADAu on the interior M+. In particular let us
express this in terms of the interior Einstein metric g+. We have ∇g+σ = 0, and so
IAD
Au = σ
( −J/d 0 1 )
 w(d+ 2w − 2)u(d+ 2w − 2)∇g+u
∆u− wJu
 ,
where on the right-hand-side I and DA are expressed in terms of the metric g+, but we are still
allowing the tensorial objects to be density valued. So we obtain
IADAu = σ
(
∆u− 2
d
J(d+ w − 1)wu
)
.
Now let us use d = n+1 to replace d and, for reasons that will shortly be clear, set s := n+w.
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Then we obtain
IADAu = σ
(
∆+
2J
d
s(n− s)
)
u. (11)
Here ∆ and J are (density-valued with weight (−2)) and ∆g+ = σ2∆, Jg+ = σ2J. But for the
Einstein metric g+ with Ric(g+) = −ng+ we have Jg+ = −d/2 and so this simplifies to
σIADAu = (∆g+ − s(n− s))u, (12)
which agrees with the Laplacian controlling the scattering construction of Graham–Zworski,
see (3.2) of [34]. For convenience let us refer to this as the scattering Laplacian.
5.2 The GJMS operators on a Poincare´–Einstein manifold
Using the Fefferman–Graham ambient metric Graham–Jenne–Mason–Sparling (GJMS) con-
structed in [32] a large family of conformally invariant operators Pk between density bundles.
These take the form
Pk = ∆k/2 + lower order terms.
In fact P2 is the usual conformal Laplacian from physics and, in the case of Riemannian signature,
as we have here, is often termed the Yamabe operator. P4 is due to S. Paneitz, while P6
was constructed by V. Wu¨nsch. Except at these low orders, the explicit details of the GJMS
operators are complicated [24], and no general formula is available. For these and other related
reasons the operators 2k, with their explicit and manifestly formally self-adjoint formulae as in
Proposition 1, were preferred for the construction of Dirichlet–to–Neumann operators in [6].
However the GJMS operators simplify dramatically on Einstein manifolds; from [19, Propo-
sition 7.9] or [22, Theorem 1.2] on an Einstein manifold (Md, g+) we have
Pk =
k/2∏
`=1
(∆g+ + λ`), (13)
where λ` = Scg+(d + 2` − 2)(d − 2`)/(4d(d − 1)) and ∆g+ = −∇a∇a is the Laplacian for g+.
This generalises the situation on the sphere, as observed some time ago by Branson [5].
It will be useful for us to know where (13) comes from in the tractor picture. On a conformally
Einstein manifold (M, [g]) if σ is an Einstein scale, with corresponding metric g+ and parallel
tractor IA := 1dDAσ, then we may form the operator P
g+
k : E [k−n2 ]→ E [−k+n2 ] (k ∈ 2N) by
P
g+
k u = σ
1−k/2IA2 · · · IAk/22DA2 · · ·DAk/2u. (14)
By construction this depends on g+. Surprisingly if g′+ is another Einstein metric in the confor-
mal class g+ then P
g+
k = P
g′+
k (see [22, Theorem 3.1]). So for any k ∈ 2N, P g+k is a canonical
operator on conformally Einstein manifolds. Thus if the conformal class is fixed we may omit
the g+ in P
g+
k . This is not a clash of notation since in fact on conformally Einstein manifolds,
and for the k where the GJMS operators Pk are defined, they agree with the operator (14) [22,
Theorem 3.3].
The factorisation in (13) arises as follows. Using that I is parallel, we may rewrite (14) as
Pku = σ−k/2(IAk/2DAk/2) ◦ · · · ◦ (IA2DA2) ◦ (IA1DA1)u.
As we observed below (11), provided we work in an Einstein scale g+, then each factor (IAiDAi)
may be re-expressed in the form σ−1(∆g+ + λi). The value of the constant λi reflects the
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conformal weight of terms to its right. The scale σ, which gives g+ = σ−2g, is parallel for
the Levi-Civita connection ∇g+, and so the factors of σ cancel, at least after also replacing
the density u, as well as the density-valued operators and curvature J with their unweighted
equivalents. We arrive at (13). We will term (14) a GJMS operator including for the high k in
even dimensions where the GJMS operators were not defined.
Specialising to a Poincare´–Einstein manifold we use the observation in (12) to suggestively
re-express Pku (u ∈ E [k−n2 ]) as a composition of scattering Laplacians
Pkf = (∆g+ − sk/2(n− sk/2)) ◦ · · · ◦ (∆g+ − s2(n− s2)) ◦ (∆g+ − s1(n− s1))f, (15)
where f = σ
n−k
2 u is the function equivalent to u in the trivialisation of E [k−n2 ] afforded by σ.
Since u has weight w0 := (k − n)/2, and each factor IADA lowers weight by 1 unit, we have
si = n+ w0 + 1− i = (k + n)/2 + 1− i, for i = 1, . . . , k.
5.3 Algebraic decompositions
We digress briefly to recall some rather general considerations from the work [26] with Sˇilhan.
Let V denote a vector space over a field F. Suppose that P : V → V is a linear operator that
may be expressed as a composition
P = P0P1 · · · P`,
where the linear operators Pi : V → V, i = 0, . . . , `, are mutually commuting. One might hope
that we can characterise the range space R(P) and null space N (P) of P in terms of data for the
factors Pi. This is straightforward if the Pi are each invertible, but in fact far weaker conditions
suffice to make significant progress in this direction. One situation which is particularly useful
is as follows. Suppose that we there are linear operators Qi : V → V, i = 0, 1, . . . , `, that yield
a decomposition of the identity,
idV = Q0P0 + · · ·+Q`P`, (16)
where P i := Πj=`i6=j=0Pi, i = 0, . . . , `; and the Pis and the Qjs are mutually commuting in that
PiQj = QjPi, i, j ∈ {0, . . . , `}.
This is sufficient to give a 1-1 relationship between solutions u ∈ V of the inhomogeneous
problem Pu = f and solutions (u0, . . . , u`) ∈ ⊕`+1V of the problem
P0u0 = f, . . . , P`u` = f,
see [26, Theorem 2.2]. Thus for example the range of P is exactly the intersection of the range
spaces for the components Pi. The map from u, solving Pu = f , to solutions of the system is
obvious:
u 7→ (P0u, . . . ,P`u).
One key point is that (16) gives an inverse by
(u0, . . . , u`) 7→
i=∑`
i=0
Qiui.
Important for us here is that, given the situation above, then for each i ∈ {0, . . . , `}, we have
QiP
i : N (P)→ N (Pi)
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and this is a projection. Thus we obtain a direct decomposition of the null space N (P). In
applying these results in the case that the Pi are partial differential operators we should expect
that in general the Qi, when they exist, will be pseudo-differential operators. However remark-
ably there are a large class of situations where we can solve (16) algebraically. For example,
for the case of partial differential operators Pi it can be that the Qj are again differential and
obtained algebraically from the formulae for the Pi. The very simplest situation of this is in fact
exactly what we need here and is as follows. This is a special case from Theorem 1.1 of [26].
Theorem 4. Let V be a vector over the field F. Suppose that E is a linear endomorphism on V,
and P = P [E] : V → V is a linear operator polynomial in E which factors as
P [E] = (E − µ1) · · · (E − µp),
where the scalars µ1, . . . , µp ∈ F are mutually distinct. Then the solution space VP , for P , admits
a canonical and unique direct sum decomposition
VP = ⊕`i=0Vµi , (17)
where, for each i in the sum, Vµi is the solution space for E−µi. The projection Proji : VP → Vµi
is given by the formula
Proji = Qi
j=p∏
i6=j=1
(E − µj), where Qi =
j=p∏
i6=j=1
1
µi − µj .
On Einstein manifolds that are not Ricci flat it is easily verified that the constants λi,
appearing in the expression (13) for Pk, satisfy (λi = λj)⇒ (i = j), i, j ∈ {1, . . . , k/2}. Thus we
have exactly the situation of the Theorem above, and it follows that the solution space for Pk
decomposes directly. (See [26] for further details and [27] for applications as well as a similar
treatment of operators on differential forms.) In particular, from the Theorem and (15), we
have the following.
Proposition 7. On the interior M+ of a Poincare´–Einstein manifold we have
N (Pk) = ⊕k/2i=1N (∆g+ − si(n− si)), (18)
where si = k+n+1−2i2 , for i = 1, . . . , k.
5.4 Dirichlet–Neumann maps from Pk
We consider the situation first for the standard conformal Dirichlet–to–Robin operator. That
is, for the source problem we use the Yamabe Dirichlet problem (P2, δ0), while for the second
part of the construction (7) we use the conformal Robin operator δ = na∇ga + n−12 Hg, from
Section 3.1.
Recall that the Einstein scale σ is a defining density for the boundary Σ, and along Σ we
have na∇gaσ = nana = 1. It follows easily [6] from the conformal transformation of the mean
curvature that one can choose the metric g on M so that Hg = 0 (so then Σ is totally geodesic).
Let us henceforth use g to mean such a metric. Consider a possible solution u to
P2u = 0 of the form u = Uo + σUi, (19)
where Uo and Ui are smooth and δUo|Σ = 0. Note that δσ = 1 along Σ. Given unique solvability
of the source problem, such a solution u would reveal a conformal Dirichlet–to–Neumann map,
from Theorem 1, with P2,m0,0(f) = Ui|Σ where f = Uo|Σ.
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Suppose that τ is the scale determining g, i.e. g = (τ)−2g. And set x := σ/τ . From
Proposition 7 it follows that, in terms of the scale g+, the problem (19) is equivalent to(
∆g+ − s(n− s))ug+ = 0 with ug+ = xn−sUgo + xsUgi ,
where s = n+12 . Here u
g+ is the function equivalent to the density u with respect to the
trivialisation of E [1−n2 ]|M+ afforded by σ, that is ug+ = σ(n−1)/2u. On the other hand Ugo
and Ugi are the functions equivalent, via the scale g to, respectively, Uo and Ui. For example
Ugo = τ (n−1)/2Uo. Now according to [37] (using [36, 34]), provided s(n−s) is not an L2 eigenvalue
of ∆g+ , the Dirichlet problem here is uniquely solved by solutions of this form and so Ugo |Σ 7→
Ugi |M+ is the scattering map of Graham–Zworski [34]. So this is seen to agree with the map
f 7→ P2,m0,0(f) of Theorem 1. In fact in [37] they make exactly this point: that for s = (n+1)/2
the scattering map agrees with a Dirichlet–to–Neumann map.
This situation for the higher order GJMS operators is partly similar as follows. Consider
Dirichlet–Neumann operators constructed as in [6], i.e. as in Theorem 1, except using a GJMS
operator Pk as the interior operator (rather than 2k). There is the question of whether there
are suitable boundary operators for Pk, to replace the δ′m, of Proposition 4 and Theorem 1.
Rather than confront this possibly difficult issue at this point, let us simply assume that there
are such operators and denote these also by δ′m. That is we will assume that we have all the
conditions required for Theorem 1, with now Pk everywhere replacing 2k in that Theorem. This
assumption is not totally outrageous: For P2, as above, we have P2 = 22 and similarly for P4,
provided d 6= 4, this is satisfied as P4 is a non-zero multiple of 24. Similarly on conformally
flat manifolds also this is satisfied for all k in the range covered in Theorem 1, as again we have
that Pk and 2k agree. (See [24] for these last facts.)
It will shortly be clear that for comparison with [34], the source problem (Pk, δ′m0) (termed
the generalised Dirichlet problem in [6]) is relevant. So suppose that this uniquely solvable. (Note
from (18) this requires that si(n− si) is not an L2 eigenvalue of ∆g+ , for si as in Proposition 7.)
Then with Dirichlet boundary data as in (6) we get a Dirichlet–to–Neumann map akin to Pk,m,mj .
According to Proposition 7, any solution u is a direct sum u = u1 + u2 + · · · + uk/2, where
(∆g+ − s`(n − s`))ug+` = 0. However from this perspective it is not immediately clear how, in
general, to relate the boundary data from the Pk problem to boundary data for the solution u
g+
`
of the scattering Laplacian. There are several difficulties here. For example, according to
Theorem 4, the projections u 7→ u` are administered by differential operators which, as given,
do not make sense on Σ.
In the other direction, suppose we have a solution ug+ to (∆g+−sj(n−sj)) (j ∈ {1, . . . , k/2})
of the form
ug+ = xn−sjUgo + x
sjUgi
with sj =
k+n−1−2mj
2 and mj ∈ m0. (Since 2s` − n is odd and the Poincare´–Einstein metric is
suitably even, in the sense described pp. 108–109 of [34], it follows that the coefficient of G in
[34, Proposition 3.5] vanishes. See the proof of Proposition 4.2 in [34], or Lemma 4.1 in [36].
Thus we expect solutions of the above form provided that s`(n − s`) is not an L2 eigenvalue
of ∆g+ .) Then using that x = σ/τ we may re-express the solution in terms of densities:
u = σmjUo + σk−1−mjUi,
with (using (15)) u ∈ E [k−d2 ] solving Pku = 0 and Uo ∈ E [
k−n−2mj−1
2 ] and Ui ∈ E [
−k−n+2mj+1
2 ].
Thus Ugo |Σ is the function equivalent to the conformal density Uo|Σ = c · δ′mju|Σ, for some
non-zero constant c. We also clearly have that δ′miu|Σ = 0 for integers i, 0 ≤ i < j, and
δ′k−1−mj (σ
k−1−mjUi)|Σ is a nonzero constant times Ui|Σ. For example if j = k/2 − 1, then u is
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the unique solution to the (Pk, δ′m0) problem with δ
′
mju|Σ prescribed to agree with c−1 · Uo|Σ.
However we cannot in general say more to compare the scattering map with the Dirichlet–to–
Neumann map without considerable explicit information about the asymptotics of u.
It is also clear that this comparison will be sensitive to the details of the boundary operators δ′r
used. The observation at the beginning of Section 5.1, that for most weights IADA recovers
the conformal Robin operator δ, suggests the idea that there are likely to be higher order
analogues of δ (i.e. variants of the δ′r) that are well adapted to the GJMS operators on Poincare´–
Einstein manifolds. Since such operators could significantly simplify the conformal Dirichlet–to–
Neumann construction and its relationship to the the scattering map it seems that investigating
this possibility should be the next step in the programme.
6 New directions: translating
Recall from Section 2 there is a tractor twisting of the Yamabe operator 2 : T ∗[1 − d/2] →
T ∗[−1− d/2]. Let us assume that on some Poincare´–Einstein manifold (Md, [g], I) with bound-
ary Σ the Dirichlet problem for 2 : T ∗[1−d/2]→ T ∗[−1−d/2] is uniquely solvable. For example
this is the case on the homogeneous model (C, [g]) from Section 4.3; since on C the tractor bun-
dle is trivialised by parallel sections this follows easily from the unique solvability of the density
problem, as discussed in e.g. [6]. Since the conformal Robin operator δ is also strongly invariant
it follows that we may construct a tractor twisted conformal Dirichlet–to–Neumann map,
P T2,m0,0 : T ∗Σ
[
1− n
2
]
→ T ∗Σ
[−1− n
2
]
.
Here we are using some key facts. Firstly T ∗Σ may be identified with the subbundle of the
restriction to Σ of some ambient tractor bundle T ∗, and that this subbundle is characterised by
being the part of T ∗|Σ annihilated by any contraction with the normal tractor NA. Next since
IA is parallel and recovers NA along Σ, it follows from the unique solvability that any solution u
to the Dirichlet problem has any contraction with IA vanishing everywhere. (Note that any such
contraction itself solves a Yamabe Dirichlet problem, but with Dirichlet data the zero section.)
From these observations it follows that the map P T2,m0,0 takes values in the bundle T ∗Σ [−1−n2 ].
Next suppose U∗ is an irreducible (conformally weighted) tensor bundle on Σ and there is
a conformal differential operator S : U → T ∗Σ [1−n2 ] with conformal formal adjoint (as discussed
in e.g. [7]) S∗ : T ∗Σ → U∗. Here U∗ is U⊗E [w] where the weight w is such that the natural pairing
of a section of U∗ with a section of U∗, via the conformal metric, yields a density of weight −n.
Then we may form the composition
U∗ S→ T ∗Σ
[
1− n
2
]
PT2,m0,0−→ T ∗Σ
[−1− n
2
]
S∗→ U∗;
by construction this composition P := S∗◦P T2,m0,0◦S is conformally invariant. It is easily verified
that P T2,m0,0 is self-adjoint (by an adaption of the argument for P2,m0,0), so P is formally self-
adjoint by construction.
The natural candidates for the operators S : U∗ → T ∗Σ [1−n2 ] are the so-called differential
splitting operators; S is of this form if there is a bundle map T from a subbundle of T ∗Σ [1−n2 ]
to U∗ satisfying T ◦ S = idU∗ . There is a rich and well developed theory for the construction
of such splitting operators see for example [17, 28]; for conformal geometry a general and prac-
tical construction is developed in [47], while for an elegant recent advance which applies to all
parabolic geometries see [12].
Let us illustrate with a simple example. Let d = 4, take T ∗Σ to be simply the standard tractor
bundle TΣ on Σ and for U∗ take the cotangent bundle E1Σ. There is a splitting operator (see
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e.g. [17])
E : E1Σ → TΣ[−1] by φb 7→
 0φa
−∇cφc
 .
Thus on the conformal 3-manifold Σ we obtain P : E1Σ → E1Σ[−1] by the composition P =
E∗ ◦ P T2,m0,0 ◦E. To see this is non-trivial we argue as follows. On the homogeneous model the
Dirichlet and conformal Neumann problems for 2 : T [1 − d/2] → T [−1 − d/2] are equivalent
to trivial twistings of the Dirichlet and conformal Neumann problems for P2. Thus they are
both properly elliptic normal boundary problem satisfying the Lopatinski–Shapiro conditions
and so each has finite dimensional kernel. See [6, Proposition 6.4] for a summary of the relevant
facts from [35, 38]. It follows immediately that the composition P T2,m0,0 ◦E is non-trivial. Then
using that E is G-invariant splitting operator and considering the possible G = SO(n + 1, 1)
intertwinors between E1 and other irreducibles [8] it follows easily that E∗P T2,m0,0 ◦ E is non-
trivial. From this point the non-triviality of this operator in general can be established from
the pseudo-differential nature of the operator (it is a composition of differential and pseudo-
differential operators) and symbol analysis.
It seems likely that a large class of integral order pseudo-differential operators will arise from
the construction sketched above. For example a non-linear conformal tensorial Dirichlet–to–
Neumann map was announced in [31]; in view of the uniqueness of intertwinors, its linearisation
should be recoverable using these ideas.
There is scope to develop a similar translation of the scattering construction to yield tensorial
Dirichlet–to–Neumann maps in the case of non-half integral weights. Here a key point is that,
on the one hand, the operator IADA extends the scattering Laplacian to the boundary of the
Poincare´–Einstein manifold (where it degenerates to a constant times δ), while on the other
it is a strongly invariant operator. Given a tractor bundle T ∗[w] (of some possibly complex
weight w) an idea for extending data off the boundary is to use sections u ∈ T ∗[w] satisfying
IADAu = 0 and satisfying the compatible property that u is annihilated by any contraction
with IA. In particular we may seek solutions of the form u = σzUo + σ2w+n−zUi where the
tractor bundle sections Uo and Ui are smooth, have appropriate weights, and are annihilated
by any contraction with IA (and as usual σ is the Einstein scale σ = h(X, I)). The situation
is most clear on the homogeneous model (C, [g]) from Section 4.3. Once again using that, in
this case, the tractor bundles are trivialised by a parallel frame it follows from the density case
that the required Poisson operators exist for a set of weights dense in C. In any case, given
a scattering map Uo|Σ → Ui|Σ one may translate to maps between weighted tensor bundles by
composing fore and aft with differential splitting operators as for the construction above.
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