This paper presents a novel approach for complex disease prediction that we have developed, exemplified by a study on risk of coronary artery disease (CAD). This multi-disciplinary approach straddles fields of microarray technology and genetics, neural networks (NN), data mining and machine learning, as well as traditional statistical analysis techniques, namely principal components analysis (PCA) and factor analysis (FA). A description of the biological background of the study is given, followed by a detailed description of how the problem has been modeled for analyses by neural networks and FA. A committee learning approach for NN has been used to improve generalisation rates. We show that our NN approach is able to yield promising prediction results despite using only the most fundamental network structures. More interestingly, through the statistical analysis process, genes of similar biological functions have been clustered. In addition, a gene marker involved in breaking down lipids has been found to be the most correlated to CAD.
Introduction
Coronary artery disease (CAD) or ischaemic heart disease is not a single disease, but a combination of many individual diseases as listed under the 9 th Revision of the International Classification of Diseases (1975) . It includes acute myocardial infarction and angina pectoris among others. It is a complex multifactorial process that involves lipid deposition on arteries of the heart, macrophages, blood pressure, rheology of blood flow, smooth muscle proliferation, thrombogenesis, platelet aggregation, insulin resistance and other factors. Every year, millions of deaths worldwide are attributed to CAD and more than half of them are found in developed countries.
With the growing affluence of Singapore, the disease patterns and health needs of Singaporeans have changed widely. Chronic degenerative diseases such as cancer and cardiovascular disease have emerged as the major causes of death and hence, finding cost-effective methods to control CAD is one of the challenges for public health in Singapore today.
The risk factors for CAD had been documented and among the more established ones are: family history (genetic factors), plasma lipid, lipoprotein, plasma lipoprotein (a), diet, gender, elevated blood pressure, physical inactivity etc [1] .
Background
Microarray technology [2] [3] is rapidly advancing and its applications to mutation detection diagnostics, gene discovery, gene expression and mapping have already been well demonstrated. In this study, we applied a DNA microarray-based genotyping method to obtain genetic information that is subsequently combined with other risk factors to predict and individual's risk of a complex disease. A chip-based minisequencing method [4] was used for genotyping. Alleles were discriminated by fluorescence-labeled dideoxynucleotides that are complementary to the polymorphic sites in amplified target DNA. The dideoxynucleotides were extended from primers that were pre-spotted on microarray glass slides. The intensities of fluorescent signals were quantised and subject to further analysis using an in-house program, Convert [5] . Convert has been specifically developed to convert the intensity values of the fluorescent signals to yield the genotype calls that constitute an individual's genetic profile. Subsequently, the microarray and genotyping information are managed using a system similar to the laboratory information management systems and databases described by Bassett [6] .
Neural networks and other statistical pattern recognition techniques are then employed for analysis of the database. The overall workflow implementation is illustrated in Figure 1 below. 
The HEART Dataset
Prior to the workflow implementation, a prototype dataset was needed for the development of the neural network algorithms. HEART contains the medical profiles of 704 human subjects. Of these, 56% were healthy at the time of recruitment and 44% were angiographically diagnosed to have coronary artery disease (CAD), i.e. with a minimum 50% stenosis in at least one of the major coronary arteries.
HEART consists of the CAD status of the patient, "0" for healthy and "1" for diseased and 29 other risk factors or 'attributes' of CAD. Among these were 19 CAD candidate gene markers 1 and 10 non-genetic factors. Each genetic attribute denotes the genotype of a patient with respect to the gene concerned while each of the nongenetic or (environmental) attribute measures different aspects of the patient's phenotype or medical condition.
Adaptation of HEART
The HEART dataset contains 23 categorical and 6 continuous attributes. Of the 23 categorical attributes, 19 were genetic and 4 were non-genetic. The non-genetic attributes consist of information such as subjects' race, sex, smoking habits and family history etc. The term "non-genetic attributes" is loosely defined here as any attribute that was not obtained by genotyping, since race, sex and family histories were all determined by genes. The 6 continuous attributes consist of total cholesterol (TC), high-density lipoprotein-cholesterol (HDL-C) and low-density lipoprotein-cholesterol (LDL-C), triglycerides (TG), body-mass index (BMI) and age. The sections below describe how the HEART dataset were treated prior to network training.
Binarisation of the dataset
As the HEART attributes are made up of a comprehensive combination of the genetic and physical traits of each individual, an adaptation method is needed to convert the mixture of categorical and continuous inputs into a suitable format for the prediction algorithms. The approach adopted here is by means of converting of all input attributes into a binary stream that serves as a single input vector for each subject. This process will be termed binarisation. The binarisation process involves converting all input factors into a categorical form such that a digit '1' would represent the "class" for the attribute in question.
Continuous attributes were binarised by splitting each of the individual factors into several histograms, or "bins" that reflect their relative positions in that group. Taking the "age" variable for example: the age range for HEART subjects is from 18 to 81 years. Dividing this range of 63 years into 6 different bins, with each bin having a range of ten years (except those at the ends of the distribution), a hypothetical subject that is 35 years of age will fall into the 30-39 year old bin and hence be represented by "0 1 0 0 0 0" for his "age" input. The '1' in the stream indicates that the '30-39' bin in active while the other bins are all '0', or inactive. The number of bins can be further increased to accommodate any input level of granularity desired.
For multi-categorical data, conversion was straightforward such that an n -class attribute would be represented by n bits of numbers. The salient feature for this approach is each variable can only have one "bin" activated (=1) at any time. For example, a categorical attribute that has 6 classes, i.e. "0", "1", "2", "3", "4" or "5", would be transformed into a continuous stream of 6 binary numbers, such that if a subject belongs to class "4", he/she would be represented by "0 0 0 0 1 0" for that particular attribute.
Modified cholesterol attributes and analysing data from various aspects
As the lipid profile levels (cholesterol attributes) of all diseased subjects had a priori (to the admission of the study) been drastically modified by lipid-lowering drugs, their cholesterol attributes cannot be used for prediction. Hence, HEART will be studied from three different aspects, namely "FULL" (consisting of all attributes less TC, HDL-C, LDL-C and TG), "GENES" (consisting only of genetic attributes) and "ENV" (consisting of all non-genetic attributes less TC, HDL-C, LDL-C and TG). Essentially, after adaptation of the dataset, the FULL, GENES and the ENV aspects mapped into 93-bit, 65-bit and 28-bit binary input vectors respectively.
For an illustration of the data transformation (binarisation) process, taking the ENV dataset as an example, the following table shows how a hypothetical subject, an apparently healthy Chinese male, aged 48, with a BMI of 29.56, an ex-smoker and having a family history of hypertension would be 'represented' before and after binarisation. We have named this binarisation process as the Histogram approach. Other methods of data transformation such as the Composite base-2 and the Gray-coding approaches have similarly been investigated and details can be found in [7] . Table 1 . The Histogram approach for binarisation of the non-genetic attributes of a hypothetical subject found in the ENV dataset. 
Binarisation

The "paradigm-shift" and the emergence of neural networks in complex diseases research
Due to the complex interplay of biochemical, environmental and genetic factors, the etiology of CAD is relatively ill understood hitherto. In recent decades, however, Strohman [8] had pointed out the need for a "paradigm-shift" in the study of complex diseases, (including CAD), because "traditional tools and approaches in the fields of genetics and epidemiology are incompatible with what is now known as the biology of CAD". This gives rise to the need to develop new analytical tools appropriate to the new paradigm. Specifically, the new tool should be able to achieve two new objectives [9] , over its pre-processors: a. Allow for more than one model for different subsets of the data. b. Allow for complex interactions between attributes and the class. In addition, the new tools (applies to the old tools as well) should be able to allow for attributes that are not independent and to minimise the validation and generalisation errors in each of the models generated. Other considerations are to minimise the number of models generated to fully explain the data and to allow for symmetry in classification errors.
In this context, neural networks (NNs) arise as a natural tool for the task as they are relatively easy to develop compared to traditional algorithms like logistic regression (LR) [10] , which entail formal statistical training. Multiple models for any subset of the data can be readily analysed using NNs and complex interrelationships between variables are allowed since NNs do not assume dependence or independence of input variables. Incidentally, any data set that can be analysed using traditional techniques like LR can also be used to develop a NN model. And because predictor variables in a NN undergo a non-linear transformation at each computational and output node, implicit detection of complex non-linear relationships between independent and dependent variables can be readily accomplished [11] .
The committee learning approach to CAD prediction using neural networks
The common experimental approach for the two NN algorithms investigated in this project is by means of committee learning [12] or also commonly known as "ensemble of classifiers". This approach of prediction is gaining popularity in the machine-learning field, indicated by Dietterich [13] . Incidentally, a committee of several NN models is created and each NN is sequentially trained on individual subsets of the training data. Each subset of the training data is a randomised extraction from all the available samples. For all prediction experiments in this project, the ratio of training to validation samples has been set to 2:1. The structure of the network models are all fixed and predetermined.
For prediction, individual predictions of each model were summed up and then ensemble averaged to produce the final prediction. Experiments have shown that such methods are superior (in terms of generalisation rates) to training individual network models that does not utilise the full set of available training data.
The Multi-Layer Perceptron (MLP)
The MLP [12] is one of the most popular and most important class of NNs that has been applied successfully to solve many difficult problems. In view of its popularity, robustness and relative ease of development, it is the algorithm of choice for this context. In addition, the validation and training results that MLP is able to achieve can readily be used as a benchmark index for other algorithms to compare against.
Design of the multi-layer perceptron
Design of the MLP network structure usually involve extensive preliminary cross validation [12] experiments to set its network free parameters like the number of hidden nodes and the learning rate. Other computationally intensive algorithms that make use of Bayesian techniques to infer network structure and weights have been investigated [14] [15] . In this project, a simple method for model selection [16] had been used for the sake of economy of effort. (Essentially, it is using extensive cross-validation empirical trials to determine the network structure that works on the benchmark dataset; and then subsequently reusing the network for other datasets). The following subsections describe the design process for the optimum MLP structure that would be replicated in all subsequent experiments.
Determining the number of hidden nodes
The problem of determining the number of hidden nodes is commonly solved by cross validation, which usually involves exhaustive measuring the average validation error of different network models and selecting the one with the minimum validation error.
Reflecting practical approaches to the problem, a quick method has been devised to select the optimum number of hidden nodes. The approach is to compare the validation set performances of holdout experiments with 2, 5, 10 and 15 hidden nodes using the entire training data. The MLP configuration that yields the minimum test set error is hence selected for subsequent experiments. This configuration will be replicated for all other datasets to avoid having to run separate model selection experiments for every subsequent dataset.
Determining the learning rate
The learning rate of MLPs is another tricky variable to set. "Backprop approximates the trajectory in weight space computed by the method of steepest descent" [12] . Therefore, the smaller we make the learning rate parameter, η, the smaller but smoother is the change in synaptic weights from one iteration to the next. This comes with a trade-off of the need for a larger number of training epochs. However, too large a learning rate, realized by large a η value, would cause the weights to change abruptly, causing oscillations and instability of the network.
Theoretically, for determining the 'optimal' values of the learning rate parameter η, any of the following three rules [12] may be used:
a. The η parameter that on average yields convergence to a local minimum in the error surface of the network with the least number of epochs. b. The η parameter that, on average or in the worst-case, convergence to the global minimum in the error surface with the least number of epochs. c. The η parameter that on average yields convergence to the network configuration that has the best generalisation over the entire input space, with the least number of epochs.
Again, reflecting practical approach to the problem, a learning rate, η was determined empirically in preliminary holdout experiments involving η values of 0.001, 0.005, 0.025, 0.075 and 0.375. Similarly, the MLP configuration that yields the minimum test set error is hence selected for all subsequent experiments.
The final MLP configuration
From the above model selection experiments, the final configuration of the MLP utilises 10 hidden nodes and 1 output node. The optimal learning rate was found to be 0.005 and the initial starting weight parameters were set to range from -0.02 to 0.02, sampled from a random, uniform distribution. A momentum constant of 0.9 is used for all experiments as a means to accelerate the convergence of the backpropagation algorithm [12] .
Training method for MLP
For all following experiments using MLPs, the batch-mode of the backpropagation algorithm using gradientdescent [12] is followed. The cost function to be minimized is the mean sum-of-squares error function [17] .
For complexity control, a hybrid method inspired by Rasmussen [14] has been adopted. It combines ideas from cross validation and early stopping [12] to obtain the best of both worlds. It has been reported that this method is competitive with other methods, e.g. MLPs trained with Markov Chain Monte Carlo (MCMC) [14] . Each cross validation 'fold' was set to run for 100 epochs, but the weight parameters for the epoch with the minimum validation error were saved. Lastly, ensemble-learning ideas sets in, whereby 50 'folds' of cross validation experiments were run so as to generate 50 network models for prediction. The combined performance of 50 networks is then ensemble averaged to produce the final prediction.
The Hierarchical Mixture of Experts (HME)
A more recent algorithm, the HME, is compared to MLP in this project. HME is reputed to have superior generalisation capabilities and has a particular advantage over MLPs due to of the elimination of the temporalcrosstalk phenomenon (that is, the process of "learning" a new sample may actually undo what had been learnt in the previous sample) that has always plagued MLPs. Also, by means of its divide-and-conquer [12] strategy, subset of the input space can be better and more accurately modeled than MLPs. Furthermore, its close resemblance to decision trees (CART) [18] , and its belief network formulation propels it to prominence in this complex disease risk estimation and prediction application.
For a detailed treatment of the mathematical foundations of HME and the closely related EM algorithm for optimisation, the description in the authoritative paper by Jordan and Jacobs [19] was followed. In particular, the notation introduced by Waterhouse [15] is directly relevant in this context.
Design of the hierarchical mixtures of experts
In HME model selection, the use of automatic learning methods had been investigated Waterhouse [15] and Rasmussen [14] . Such methods are actually "approximates" to the number of gating and expert networks required for each given dataset. It also avoids having to rely on the crude approach of running preliminary training experiments to determine the network structure each time there is a new dataset. Two types of HME architectures were implemented: namely, the fixed-architecture HME (which basically has the number of experts and gates fixed in advance and remains fixed throughout training) and the growing-architecture HME (in which the experts and gates are grown and pruned during training). In this project, for the purpose of comparing the utilities of HME with MLP, only the fixed-architecture HME is investigated in this paper. In the following subsections, the two fixed-architecture HME structures (the single-layer HME and the multi-layer HME) and related training methods are covered.
The design of the single-layer HME
For the single-layer HME, the depth of the network is fixed at 1. Only one gating network is required. The only calculation that needs to be done is to determine the number of experts to use. The number of experts, I is decided by balancing the number of weight parameters and the number of points in the training set; i.e.
It is interesting to note from the formula that more resources would be allocated to expert networks.
The design of the multi-layer HME
For the multi-layer HME, the number of branches is fixed at 2 to reflect practical approaches to the problem. The only free parameter to determine for the binary tree is the tree depth, M:
where, similar to above, N is the number of training samples, D is the input dimension and K is the output dimension.
For the multi-layer HME, proportionally more resources would be allocated to gating networks instead.
Training methods for HME
For ease of interpretation, linear experts and gates have been used for all models. The probability distribution of the target generative process is the exponential of the negative of the cross-entropy between the targets and the outputs of the expert. The optimisation process is a combination of the EM and conjugate gradient algorithms [17] .
Complexity control takes the shape of early stopping via cross validation in committee learning. However, a number of additional search rules [15] have been implemented in the hope of less crude rules for training. For example, searches for additional minima after finding the first minimum are pursued such that the final iteration is at least 1.5 times the last minimum occurred. The number of iterations each for committee member has been set to range between 30 to 200 epochs. The number of committee members is dynamically determined to range from 3 to 50. Committee members are not further spawned if the last member took more than 1.875 x N seconds to execute, where N is the number of points in the training set. (However, all training experiments proceeded to the minimum number of epochs (30) and have spawned the maximum number (50) of committee members.)
Classification Results on HEART
This section presents all the classification results obtained. A comparison is made based on the validation and generalisation results obtained via MLP, single-layer HME and the multi-layer HME. The GENES dataset has 308 validation points and 103 test points while all other aspects have 211 validation points and 71 test points. The validation and generalisation results presented are the ensemble-averaged statistics for 50 committee machines. Note: "(V)" is the validation set results, "(G)" is the generalisation set results and "Rec" is the number of correctly 'recognised' samples 9. Statistical analyses using PCA and FA Arising from the poor GENES validation rates, a detailed analysis of the inter-relationships between HEART candidate gene markers was desired. Two statistical algorithms, namely: Principal Components Analysis (PCA) [12] [20] and Factor Analysis (FA) [14] [15] have hence been brought to light in the hope of using them to identify the latent constructs of the dataset. A latent construct is some linear combination of the elemental attributes of a dataset that can be an entirely different type of object or attribute altogether. Latent constructs may manifest as one or more of the HEART candidate genes and knowledge of these constructs has important consequences clinically as they can be determined early in an individual's life so that interceptive procedures can be employed, e.g. aggressively modifying the diet, to prevent the development of the disease.
In this aspect, PCA / FA was chosen to perform dimensionality reduction [12] so that a reduced subset of the attributes could be used as the NN inputs. The data reduction module of SPSS has been invoked for this purpose. The principal components method of factor extraction, which is essentially a principal components analysis procedure, was chosen as a default option for FA. Hence, both PCA and FA are performed in a single experiment on SPSS. The experiment is split into two different sets. The first experiment proceeds with a FA without the CAD status of HEART and the second proceeds with CAD included. Results of the first experiment showed that 7 factors, latent constructs, or simply principal components, accounted for about 69% of the variance in the data distribution. Each of the 7 principal components is a unique combination of the 19 genetic markers of HEART. These 7 factors are next subjected to FA. The resulting rotated factor matrix showing the correlations of each gene to one another are shown in Figure 3. Figure 3 . Rotated Factor Matrix depicting the Factor Analysis Results excluding CAD Interestingly, the clustered gene polymorphisms (shaded numbers) agree exactly with their corresponding biological functions. Factor 1 is contributed mainly by polymorphisms 14, 15 and 16, which are part of a family of genes responsible forming blood clot whereby Factor 2 is contributed mainly by polymorphisms 4, 5, 6 and 7, which are a family of proteins closely associated with cholesterol. Factor 3 is contributed mainly by polymorphisms that are precursors to blood formation while Factor 4 is contributed mainly by the 2 more polymorphic sites on a gene subunit of the blood clotting gene family. Factor 5 is mainly contributed by 2 blood anti-coagulation gene markers that are closely related while Factor 7 is contributed mainly by another protein that is associated with cholesterol.
Lastly, Factor 6 is contributed mainly by polymorphisms 1,2 and 8, 9, the former two being responsible for a regulation of blood pressure and the latter two being related to cholesterol and to breaking down lipids. It has not been part of our aim to specifically cluster the polymorphisms in this way but the results has helped to reveal the statistical relevance of each of the 19 genetic attributes.
In the second experiment, the correlation of CAD with the genetic markers was examined. Figure 4 shows the rotated factor matrix with CAD included. As evident from Figure 4 , with CAD included, a total of 8 latent constructs (or factors) were discovered. Factor 6 was found to be highly correlated to polymorphism 9, a gene (or enzyme) responsible for breaking down lipids. And the score for polymorphism 9 (-0.65) showed that there was a negative correlation.
The polymorphism has since been used to cross-validate with a MLP network but results have not been better.
Discussion
A critical discussion and review of the experiments are presented in this section.
MLP and HME classification results
Results on FULL
This aspect utilises the maximum number of attributes possible. Respectable performances have been achieved. Average validation and generalisation rates of the three methods are 83.7% and 80.75% respectively. A point to note is that this has been achieved with the simplest of MLP and HME architectures employed. (Other means to improve the generalisation rate e.g. pruning and weight regularisation has yet to be employed.)
Results on GENES
The results of the GENES experiment illustrate three important points. Firstly, the GENES dataset is not exhaustive enough for the network to generalise well. Secondly, the environmental factors in this context seem to play the primary role for the network to generalise. Thirdly, the ensemble of classifiers approach serves to improve generalisation rate more for weak classifiers than for strong classifiers. Average validation and generalisation rates for this dataset are 59.54% and 73.79% respectively.
The GENES training dataset (923 data points) consists of 529 CAD positives (1's), which takes up about 57.3% of the dataset. A validation recognition rate of 59.54% offers only a slight advantage (3.9% improvement) over randomly guessing all as CAD positive. This could be due to the lack of sufficient training data for the network to "learn" in the supervised training phase and hence the network simply "overfits" the biased dataset's representation of the gene pool of the population.
The poor validation set performance of GENES as compared to the benchmark FULL dataset, hints at the possibility that the environmental factors are the primary factors correlating to CAD. The addition of the candidate gene markers actually brings down the entire NN performance. This will be analysed in the next dataset.
The estimated generalisation rate obtained by cross validation, (which is actually equivalent to the average validation rate of 59.54%) is markedly underestimated, when the actual average generalisation rate of 50 classifiers (73.79%) scored a 23.9% improvement over the former. This is a contrast to the notion that generalisation performance is usually not as high as validation set performances due to the "unseen" examples.
Dietterich [11] offered an explanation of this phenomenon, citing: "An ensemble can be more accurate than its component classifiers only if the individual classifiers disagree with one another". An intuitive example is to consider that there is an ensemble of 3 classifiers: {h 1 , h 2 and h 3 } and a new case x. when the 3 classifiers are identical (i.e. all being strong classifiers), then when h 1 (x) is wrong, h 2 (x) and h 3 (x) are also wrong. However, if the errors made by the classifiers are uncorrelated, then when h 1 (x) is wrong, h 2 (x) and h 3 (x) may not necessarily be wrong. Hence, a majority vote would correctly classify x. This explains why the ensemble of 50 weak classifiers for gene-only can achieve a dramatic improvement in generalisation performance.
Results on ENV
The effect of environment factors on CAD has been studied. Average validation and generalisation rates are 84.91% and 84.50% respectively marking 1.5% and 4.6% higher validation and generalisation rates than the FULL aspect. This goes to suggest that the presence of genes would negatively impact the recognition rates. However, this does not dismiss the utility of genes in this context. As mentioned earlier, CAD etiology is polygenic and multifactorial and is an area where all research strategies hitherto have been largely inadequate. Trying to use only environmental factors to explain the data would be a huge fallacy, as complex geneenvironment interactions are known to have effects on a person's risk of CAD. This particular high recognition rates for environment-only dataset only serves to explain that in complex disease studies, the contribution of each genetic marker is often subtle and could easily be masked by non-genetic factors. We are currently addressing this issue by applying a different strategy for handling the genetic information in our prediction algorithm.
PCA and FA results
The results of PCA/FA in this project have been largely illuminating. PCA/FA revealed the interrelationships between the various genetic attributes. Such "relationships" can be attributed to their linkage disequilibrium, which is the association of two linked alleles more frequently than would be expected by chance [21] . The pattern of linkage relationships among polymorphisms in a gene is an important factor in the choice of DNA markers for association studies of complex diseases. Generally, loci located within a few kilobases of one another are expected to show a high degree of linkage disequilibrium.
The clustering of polymorphism 9 with CAD may suggest a relatively greater contribution of this gene to CAD risk prediction compared to the other lipids. However, further verification is required to establish the role of this gene in CAD risk prediction and its interactions with other genes and environmental factors.
It is needful to highlight the pitfall of using a case-control study design such as this for disease prediction. CAD is a chronic disease that has a late onset. As such, subjects who were recruited as healthy controls at the time of study may, in time, become a CAD case. This has led to inaccuracies in our classification of study subjects' CAD status.
Conclusion
This paper has examined and compared the performances of three neural network methods of in the predicting coronary artery disease. Attributes were a combination of genetic and phenotypic factors. Results of the prediction runs indicated that the techniques used are promising, as superior recognition rates have been achieved using the most fundamental network architectures. The committee learning neural network approach on the GENES dataset has been largely successful, scoring a 23.9% improvement over a single classifier approach. Furthermore, the HEART dataset was further analysed using two statistical tools, namely principal components analysis (PCA) and factor analysis (FA). As a result of which, these techniques were able to cluster together genes of the same biological 'family' and hence reduced the number of input attributes for disease risk prediction. A lipid metabolism gene was also identified as an important gene for further studies of its predictive role in CAD risk assessment. 
