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Abstract
Legendre sequences have a number of interesting properties. Their counterparts in coding
theory are binary quadratic residue codes. In this paper we study a class of binary sequences,
called duadic sequences whose counterparts in coding theory are duadic codes. We calculate their
linear complexity, study their autocorrelation and crosscorrelation properties, give exact formulas
for the number of bigrams in a cycle, investigate their decimation properties, and discuss their
implementation. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Sequences; Legendre sequences; Duadic sequences; Duadic codes
1. Introduction
Sequences have important applications in ranging systems, spread spectrum com-
munication systems, multi-terminal system identication, code division multiple access
communications systems [7,11], global positioning systems, software testing, circuit
testing, computer simulation, and stream ciphers [2,10].
Binary QR codes are a class of important error-correcting codes. Their counterpart
sequences are the Legendre sequences [3]. The duadic codes of prime lengths intro-
duced in 1984 include QR codes and have similar properties as QR codes [8]. In this
paper we study a class of binary sequences that include Legendre sequences. We call
them duadic sequences in analogy with duadic codes. They are the sequence counter-
parts of binary duadic codes.
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Specically, we solve the following problems concerning duadic sequences:
 Give exact formulas for the linear complexity of these sequences.
 Give formulas for the autocorrelation function and crosscorrelation function that
are based on cyclotomic numbers of order 2e, where e:=(p− 1)=2ordp(2).
 Give formulas for the number of bigrams in a cycle in a sequence, which depend
on the cyclotomic numbers of order 2e.
 Study the decimation properties of these sequences.
 Study the implementation of some of these sequences.
2. Duadic sequences
Let n be an integer. Then a 2-cyclotomic coset (mod n) is a set of elements of the
form fc2i (mod n): i= 0; 1; : : :g. Let E0 and E1 be two subsets of f1; 2; : : : ; n− 1g. Let
 be an invertible element of Zn = f0; 1; : : : ; n− 1g. A pair of sets E0 and E1, each of
which is a union of nonzero 2-cyclotomic cosets, forms a splitting of n given by  if
E0 = E1; E1 = E0; E0 [ E1 = f1; 2; : : : ; n− 1g:
Let (E0; E1) be a splitting of n, where n>2 is any integer. The pair (s10 ; s
1
1 ) of
sequences are called duadic sequences, where
s0; i =

0 if imod n 2 E0 [ f0g;
1 if imod n 2 E1
and
s1; i =

0 if imod n 2 E1 [ f0g;
1 if imod n 2 E0:
The idea of using such a splitting to construct sequences comes from [4], where duadic
sequences of length n= pe11   pett are described.
Let p be a prime. Then p has a splitting (E0; E1) i p  1 (mod 8), as the set of
quadratic residues and that of nonresidues form a splitting of p [9]. Although duadic
sequences are dened based on splittings of any odd integer n, in this paper we consider
only duadic sequences of prime lengths p.
3. Construction and enumeration
Let p = 2ef + 1 be a prime with p  1 (mod 8), and let g be a primitive root
modulo p. The cyclotomic classes of order 2e are dened as
Di = gi(g2e); i = 0; 1; : : : ; 2e − 1;
where (g2e) denotes the multiplicative group generated by g2e. The cyclotomic numbers
of order 2e are dened as
(i; j) = j(Di + 1) \ Djj; 06i; j62e − 1:
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Let Z2e denote the ring f0; 1; : : : ; 2e− 1g with integer addition and integer multipli-
cation modulo 2e. Let I0Z2e be such that
(1) jI0j= e;
(2) there is at least one nonzero element z 2 Z2e satisfying
I0 + z = I1; I1 + z = I0; (1)
where I1 = Z2enI0.
Set
E0 =
[
i2I0
Di; E1 =
[
i2I1
Di: (2)
Then such a pair (I0; I1) satisfying the two conditions above induces a splitting (E0; E1)
of p. For this reason we will call such a pair (I0; I1) an additive splitting of Z2e.
Lemma 1 (Ding and Pless [5]). Every splitting of p must be of form (2); where
(I0; I1) is an additive splitting of Z2e.
Lemma 2 (Ding and Pless [5]). Let p be a prime of form 8t  1. Let e = (p − 1)=
2ordp(2) = 2se1; where e1 is odd. Then there are
N (e) =
sX
j=0
22
je1−1>2e−1
pairs of duadic sequences (s10 ; s
1
1 ) of period p. Each pair can be constructed from
a splitting of form (2).
By the above two lemmas, determining all duadic sequences of length p becomes
the determination of all additive splittings of Z2e, where 2e = (p − 1)=ordp(2). All
additive splittings of Z2e can be determined by a binary-tree approach. For details we
refer to [5]. Here we give all additive splittings of Z2e for some e’s.
Z4 has three additive splittings:
I0 = f0; 1g; f0; 2g; f0; 3g;
where the second additive splitting gives Legendre sequences. Here we give only I0,
as I1 = Z4 n I0.
Z6 has four additive splittings:
I0 = f0; 1; 2g; f0; 1; 5g; f0; 4; 5g; f0; 2; 4g;
where the last additive splitting gives Legendre sequences.
Z8 has 11 additive splittings (I0; I1) described in Table 3. Z10 has 16 additive
splittings (I0; I1) given in Table 4. Z12 has 36 additive splittings which are given in
Table 5.
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4. Linear complexity
We consider only s10 in the pair (s
1
0 ; s
1
1 ) dened by the splitting (E0; E1) of p
given by (2). There are (p+ 1)=2 zeros and (p− 1)=2 ones in a periodic segment of
s10 . Thus the balance between zeros and ones is optimal.
The linear complexity (also called linear span) of a sequence is dened to be the
length of the shortest linear-feedback shift-register (LFSR) that produces the sequence
and the minimal polynomial to be a feedback polynomial of that LFSR [9]. In appli-
cations for stream ciphers and spread spectrum communication sequences are required
to have large linear complexity [2,7].
Theorem 3. If 2 2 D0; then
L(s10 ) =
(
p−1
2 if p  1 (mod 8);
p+1
2 if p  −1 (mod 8);
where L(s10 ) denotes the linear complexity.
Proof. Let  be a primitive pth root of unity over an extension eld of GF(2) (it is
well known that such an  exists). Dene
S(x) =
X
a2E1
xa =
X
a2
S
i2I1
Di
xa:
We now consider S(d) for all d with 06d6p− 1. Note that
S(d) =
X
a2
S
i2I1
Di
ad
=
X
a2
S
i2I1
dDi
a
=
X
a2
S
i2I1
gkDi
a
=
X
a2
S
i2I1
Di+k
a
=
X
a2
S
i2I1+k
Di
a;
where d= gk and g is the primitive root modulo p employed to dene Di.
It is well known that the linear complexity of s10 is
L(s10 ) = p− jf06d6p− 1: S(d) = 0gj: (3)
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Note that
S(0) = (p− 1)=2mod 2: (4)
So it suces to consider S(d) for d = 1; 2; : : : ; p − 1. Since g is a primitive root
modulo p, every d with 16d6p − 1 can be expressed as d = gk modp for some k
with 06k6p− 2.
Furthermore, by the above formula
S(g
k1 ) = S(g
k2 )
if k1  k2 (mod 2e). Thus we need only to consider S(gk ) for k = 0; 1; : : : ; 2e − 1.
Since 2 2 D0, 2Di = Di and
S(d)2 = S(2d)
=
X
a2
S
i2I1
Di
2da
=
X
a2
S
i2I1
2Di
da
= S(d):
Hence S(d) = 0 or 1.
Since (I0; I1) is an additive splitting of Z2e, there is a z 2 Z2e such that Z2e = I1 [
(I1 + z). Note that
X
a2E0
a +
X
a2E1
a =
p−1X
i=1
i = 1:
Hence, for all k we have S(g
k
) + S(g
k+z
) = 1 and therefore we obtain
jf06k62e − 1: S(gk ) = 0gj= jf06k62e − 1: S(gk ) = 1gj= e:
Finally, note that S(0)= 0 if p  1 (mod 8) and S(0)= 1 if p  −1 (mod 8). It then
follows from (3) that
L(s10 ) =p− (1− S(0))− ef
=p− 1 + S(0)− p− 1
2
=
p− 1
2
+ S(0)
=
(
p−1
2 if p  1 (mod 8);
p+1
2 if p  −1 (mod 8):
Similarly, we can prove that the linear complexity of s11 is also either (p− 1)=2 or
(p+ 1)=2. The linear complexity of Legendre sequences is computed in [3].
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5. Correlation property
Theorem 4. The autocorrelation function Cs0 () is given by
Cs0 () =−p+ 2 + 4
X
i; j2I1
(i + h; j + h);
where  6 =0 (modp) and h is determined by −−1 2 Dh; and the (i; j)’s are the
cyclotomic numbers of order 2e.
Proof. For a sequence s10 of weight w and period n, let 11 = jfi: s0; i = s0; i+ = 1;
06i6n− 1gj, it follows from the denition of the autocorrelation function that
Cs0 () =
p−1X
i=0
(−1)s0; i−s0; i+
= (n− w)− (w − 11) + 11 − 2(w − 11)
= n− 4w + 411
=p− 4p− 1
2
+ 411
=−p+ 2 + 4
X
i; j2I1
jDj \ (Di − )j
=−p+ 2 + 4
X
i; j2I1
j − −1Dj \ (−−1Di + 1)j
=−p+ 2 + 4
X
i; j2I1
(i + h; j + h):
Example 1. Consider case e=2. In this case there are three pairs of duadic sequences
of length p, corresponding to the following additive splittings of Z4:
(I0; I1) = (f0; 1g; f2; 3g);
(I0; I1) = (f0; 3g; f1; 2g);
(I0; I1) = (f0; 2g; f1; 3g):
The last additive splitting gives the Legendre sequences.
As an example, we consider the pair of duadic sequences (s10 ; s
1
1 ) corresponding to
the rst additive splitting (I0; I1) of Z4 described above. To compute the autocorrelation
values, we need the cyclotomic numbers of order 4.
We consider here only the case f being even. Let p = x2 + 4y2, x  1 (mod 4).
Here the sign of y is not determined. It is known that such a quadratic partition
exists. There are ve possible dierent cyclotomic numbers in this subcase [1]; in fact,
we have (k; h) = (h; k), (0; 0), (1; 3) = (2; 3) = (1; 2), (1; 1) = (0; 3), (2; 2) = (0; 2),
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(3; 3) = (0; 1) and
(0; 0) = (p− 11− 6x)=16;
(0; 1) = (p− 3 + 2x + 8y)=16;
(0; 2) = (p− 3 + 2x)=16;
(0; 3) = (p− 3 + 2x − 8y)=16;
(1; 2) = (p+ 1− 2x)=16;
where the sign of y depends on the choice of the primitive root that is used to dene
the cyclotomic classes [1]. Hence
X
i2I1
X
j2I1
(i + h; j + h) =
8>><
>>:
(p− 1 + 2y)=4 if h= 0;
(p− 5− 2y)=4 if h= 1;
(p− 5 + 2y)=4 if h= 2;
(p− 1− 2y)=4 if h= 3:
It then follows from Theorem 4 that
Cs0 () =
8>><
>>:
1 + 2y if h= 0;
−3− 2y if h= 1;
−3 + 2y if h= 2;
1− 2y if h= 3;
where −−1 2 Dh. Thus, if jyj is small, the sequence has a good autocorrelation.
Now we consider the crosscorrelation of duadic sequences. Let (E00; E
0
1) and (E
00
0 ; E
00
1 )
be two splittings of p and let s10 and t
1
0 be the corresponding duadic sequences, where
E0j =
[
i2I 0j
Di; E00j =
[
i2I 00j
Di
(I 00; I
0
1) and (I
00
0 ; I
0
1) are additive splittings of Z2e. The crosscorrelation function of s
1
0
and t10 is dened as
Cs0 ;t0 () =
p−1X
i=0
(−1)s0; i−t0; i+ :
Theorem 5.
Cs0 ;t0 () =
8><
>:
−p+ 2 + 2(p− 1)jI 01 \ I 001 j=e if = 0;
−p+ 2 + 4
X
i2I 01 ;j2I 001
(j + k; i + k) if − −1 2 Dk:
Proof. For two sequences s10 and t
1
0 both of weight w and period n, we let
11 = jfi : s0; i = t0; i+ = 1, 06i6n − 1gj, it follows from the denition of the cross-
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correlation function that
Cs0 ;t0 () =
p−1X
i=0
(−1)s0; i−t0; i+
= (n− w)− (w − 11) + 11 − 2(w − 11)
= n− 4w + 411
=p− 4p− 1
2
+ 411
=−p+ 2 + 4
X
i2I 01 ; j2I 001
jDi \ (Dj − )j:
Hence, in the case =0 the result follows since jDij= (p− 1)=2e. In the case,  6= 0,
let −−1 2 Dk , then
Cs0 ;t0 () =−p+ 2 + 4
X
i2I 01 ; j2I 001
j − −1Di \ (−−1Dj + 1)j
=−p+ 2 + 4
X
i2I 01 ; j2I 001
(j + k; i + k):
Example 2. Consider p = 31. In this case e = (p − 1)=2ordp(2) = 3. The following
two splittings:
(D0 \ D4 \ D5; D1 \ D2 \ D3);
(D0 \ D1 \ D2; D3 \ D4 \ D5)
give two duadic sequences. Their crosscorrelation values take on −9 once, −5 ve
times, −1 ten times, and 3 fteen times.
6. Pattern distribution
Let ai 2 f0; 1g for all i with 06i6t − 1. A string
a0     | {z }
l0
a1     | {z }
l1
at−2     | {z }
lt−2
at−1
is called a pattern of length t with distances l0; l1; : : : ; lt−2, where the ’s are ‘do-not-
care’ bits that could be distinct. Thus for each set of xed t and l0; l1; : : : ; lt−2 there
are 2t patterns.
Let s1 be a binary sequence of period n and let t6n. In some stream ciphers the
number of patterns in a cycle of the sequence give information about the pseudoran-
domness of the sequence. Golomb called some special patterns blocks and gaps and
used their distributions as a measure for the randomness of the sequence [6].
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For our sequence s10 , to determine the distribution of patterns, we have to compute
Ns0 (a0; : : : ; at−1; l0; : : : ; lt−2)
= jf06i6p− 1: (s0; i ; s0; i+l0 ; : : : ; s0; i+l0++lt−2 ) = (a0; : : : ; at−1)gj
= jCa0 \ (Ca1 − l0) \ (Ca2 − l0 − l1) \    \ (Cat−1 − l0 −    − lt−2)j;
where C0:=E0 [ f0g, C1:=E1, ai 2 f0; 1g, 16li6p− 1, and
Pt−2
i=0 li6p− 1.
For patterns of length 2 i.e., bigrams, we obtain the following result.
Theorem 6. Let l 6= 0 and l−1 2 Dh. Then
Ns0 (0; 0; l) =
X
i; j2I0
(i + h; j + h) + 1 + 2;
Ns0 (0; 1; l) =
X
i2I0 ; j2I1
(i + h; j + h) + 3;
Ns0 (1; 0; l) =
X
i2I1 ; j2I0
(i + h; j + h) + 4;
Ns0 (1; 1; l) =
X
i; j2I1
(i + h; j + h);
where 1=1 if 1 2
S
i2I0 Di+h and 1=0 otherwise; 2=1 if −1 2
S
i2I0 Di+h and 2=0
otherwise; 3 =1 if 1 2
S
i2I1 Di+h and 3 =0 otherwise; and 4 =1 if −1 2
S
i2I1 Di+h
and 4 = 0 otherwise.
Proof.
Ns0 (0; 0; l) = j(E0 [ f0g − l) \ (E0 [ f0g)j
= j(l−1E0 [ f0g − 1) \ (l−1E0 [ f0g)j
=

 [
i2I0
Di+h [ f0g − 1
!
\
 [
i2I0
Di+h [ f0g
!
=

 [
i2I0
Di+h − 1
!
\
 [
i2I0
Di+h
!
+

 [
i2I0
Di+h − 1
!
\ f0g
+
f−1g \
 [
i2I0
Di+h
!
=
X
i; j2I0
(i + h; j + h) + 1 + 2:
The remaining parts of this theorem can be similarly proved.
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Table 1
The relations between the cyclotomic numbers of order 6
(h; k) 0 1 2 3 4 5
0 (0,0) (0,1) (0,2) (0,3) (0,4) (0,5)
1 (0,1) (0,5) (1,2) (1,3) (1,4) (1,2)
2 (0,2) (1,2) (0,4) (1,4) (2,4) (1,3)
3 (0,3) (1,3) (1,4) (0,3) (1,3) (1,4)
4 (0,4) (1,4) (2,4) (1,3) (0,2) (1,2)
5 (0,5) (1,2) (1,3) (1,4) (1,2) (0,1)
Table 2
The cyclotomic numbers of order 6 for even f
m  0 (mod 3) m  1 (mod 3) m  2 (mod 3)
36(0; 0) p− 17− 20A p− 17− 8A + 6B p− 17− 8A− 6B
36(0; 1) p− 5 + 4A + 18B p− 5 + 4A + 12B p− 5 + 4A + 6B
36(0; 2) p− 5 + 4A + 6B p− 5 + 4A− 6B p− 5− 8A
36(0; 3) p− 5 + 4A p− 5 + 4A− 6B p− 5 + 4A + 6B
36(0; 4) p− 5 + 4A− 6B p− 5− 8A p− 5 + 4A + 6B
36(0; 5) p− 5 + 4A− 18B p− 5 + 4A− 6B p− 5 + 4A− 12B
36(1; 2) p + 1− 2A p + 1− 2A− 6B p + 1− 2A + 6B
36(1; 3) p + 1− 2A p + 1− 2A− 6B p + 1− 2A− 12B
36(1; 4) p + 1− 2A p + 1− 2A + 12B p + 1− 2A + 6B
36(2; 4) p + 1− 2A p + 1 + 10A + 6B p + 1 + 10A− 6B
Example 3. As an example of determining the distribution of bigrams in duadic
sequences, we consider the duadic sequence s10 of order 6 given by the additive
splitting
(I0; I1) = (f0; 1; 5g; f2; 3; 4g):
Let p=6f+1 with ordp(2)=(p−1)=6=f. We consider only the case f being even.
To compute the number of bigrams in a cycle of the sequence, we need cyclotomic
constants of order six. It has been proven that, the 36 cyclotomic constants (k; h)
depend solely upon the decomposition A2 +3B2 of the prime p=6f+1 [1,12]. In the
case f even, there are three sets of cyclotomic numbers, depending on the choice of
the primitive element g of Zp. Specically, there are ten possible distinct cyclotomic
numbers. The relations between these numbers are given in Table 1.
The values of the 10 basic constants are expressible in terms of p, A, B and depend
on the cubic character of 2 modulo p. Select the integer m so that gm  2 (modp),
where g is the primitive root employed to dene the cyclotomic classes. Then the three
sets of cyclotomic numbers are given in Table 2.
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Since ordp(2) = f, we have 2f  gmf  1 (modp). It follows that m  0 (mod 6).
Hence m  0 (mod 3). With the above cyclotomic numbers of order six, we obtain
X
i2I0 ; j2I0
(i; j) =
p− 5
4
;
X
i2I0 ; j2I1
(i; j) =
p− 1
4
;
X
i2I1 ; j2I0
(i; j) =
p− 1
4
;
X
i2I1 ; j2I1
(i; j) =
p− 1
4
:
Since g6f  1 (modp) and f is even, we see that −1 2 D0. Hence in the case
h= 0, we have 1 = 2 = 1; 3 = 4 = 0 and
Ns0 (0; 0; l) =
p+ 3
4
;
Ns0 (0; 1; l) =
p− 1
4
;
Ns0 (1; 0; l) =
p− 1
4
;
Ns0 (1; 1; l) =
p− 1
4
:
When h= 1; 2; 3; 4 and 5, we have similar results.
The above results show that the distribution of bigrams of the duadic sequence s10
is excellent, as is the autocorrelation property of this sequence.
7. Decimation and shift
Let s10 be the duadic sequence corresponding to the partition (E0; E1), where
Ej =
X
i2Ij
Di
and (I0; I1) is an additive splitting of Z2e. The d-decimation of s10 is a sequence t
1
dened as
ti = s0;di for all i>0:
Theorem 7. The d-decimation of a duadic sequence is still a duadic sequence.
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Proof. Dene
S(x) =
X
a2
S
i2I1
Di
xa;
T (x) =
p−1X
i=0
tixi:
Let d−1 2 Dh for some h. Then by denition it holds mod xp − 1 that
T (x) = S(xd
−1
)
=
X
a2
S
i2I1
Di
xad
−1
=
X
a2
S
i2I1
d−1Di
xa
=
X
a2
S
i2I1+h
Di
xa:
Since (I0 + h; I1 + h) is another additive splitting of Z2e, the sequence t1 is another
duadic sequence.
Similarly, we can prove that the d-decimation of s11 is also a duadic sequence.
Let s1 be a sequence. The h-shifted version of s1 is a sequence t1 dened as
ti = si+h for all i>0:
We are now concerned with whether a shifted version of a duadic sequence is also a
duadic sequence.
Assume that s10 is the duadic sequence given by the splitting [
i2I0
Di;
[
i2I1
Di
!
;
where (I0; I1) is an additive splitting of Z2e. Let t1 be the h-shifted version of s10 ,
where 0<h<p.
Theorem 8. t1 is a duadic sequence of order 2e if and only if −h 62 Si2I1 Di and
there is an additive splitting (I 00; I
0
1) of Z2e such that
(i + k; j + k) = 0
for all i 2 I1 and j 2 I 00; where h−1 2 Dk .
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Proof. t1 is a duadic sequence of order 2e if and only if there is an additive splitting
(I 00; I
0
1) of Z2e such that[
i2I1
Di + h=
[
i2I 01
Di (5)
which implies that −h 62 Si2I1 Di.
Note that
1[
j=0
[
i2I 0j
Di = Zp n f0g:
Under the condition −h 62 Si2I1 Di, (5) holds if and only if [
i2I1
Di + h
!
\
0
@ [
j2I 00
Di
1
A= ;
if and only if
 [
i2I1
Di + h
!
\
0
@ [
j2I 00
Di
1
A
= 0
if and only if
 [
i2I1
Di+k + 1
!
\
0
@ [
j2I 00
Di+k
1
A
= 0
if and only ifX
i2I1
X
j2I 00
(i + k; j + k) = 0
if and only if
(i + k; j + k) = 0
for all i 2 I1 and j 2 I 00, where h−1 2 Dk .
Given a set of duadic sequences of period p, it is interesting to see how to apply
various operations on the given sequences to get more duadic sequences. Theorem 8
gives conditions for a shifted version of a duadic sequence to be another duadic
sequence.
8. Implementation
One question concerning duadic sequences is how to produce them. This can be
done in either hardware or software. The complexity of implementing a generator to
46 C. Ding et al. / Discrete Mathematics 218 (2000) 33{49
produce a duadic sequence of order 2e depends on e. The larger e is, the larger the
complexity of producing it is.
As an example of hardware implementation, we consider a duadic sequence of
order 4. In Example 1 we see that there are two duadic sequences of order 4 that are
dierent from Legendre sequences. One of them is dened to be
si = 1 i imodp 2 D2 [ D3; i>0;
where Di are cyclotomic classes of order 4. We now consider a hardware implemen-
tation of this sequence.
Let p=4f+1 such that ordp(2)=(p−1)=4 and f is odd, and let g be a primitive root
modulo p. Dene u=gf. Clearly u is a primitive 4th root in Zp. Hence U=f1; u; u2; u3g
is a multiplicative subgroup of Zp. We rst dene a mapping F(x) from Z

p to U as
F(x) = xfmodp; x 2 Zp:
Assume that the cyclotomic classes are dened as Di = gi(g4). Then
F(Di) = fuig
for each i.
Now we choose a polynomial a(x) 2 Zp[x] of degree at most 3 such that
a(ui) = i for i = 0; 1; 2; 3:
Straightforward calculations lead to
a(x) =
3
2
− u+ 1
2u
x − 1
2
x2 − u− 1
2u
x3 2 Zp[x]:
Composing the two functions F(x) and a(x), we obtain a mapping G(x) from Zp to
Z4 dened by
G(x) = a(F(x))mod 4:
Note that the Boolean function
b(x1; x2) = x1
maps 0=00 and 1=01 to 0, and 2=10 and 3=11 to 1. We see that the above binary
sequence s1 can be implemented by letting s0 = 0 and using the hardware in Fig. 1,
where CC denotesa counter that counts the numbers f1; 2; : : : ; p−1g cyclically. Within
the counter CC there is a register that stores the current number. In Fig. 1 MEC
denotes a special chip which computes xfmodp, and CA denotes a circuit that im-
plements the above polynomial a(x). After the modulo-4 operation, the most impor-
tant bit is the output bit. The well-known fast exponentiation algorithm can be used
to do the computation of xfmodp in hardware. To speed up, we need to choose
f such that the Hamming weight of the binary representation of f is as small as
possible.
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Fig. 1. A hardware implementation of a duadic sequence of order 4.
Here we have considered the case when f is odd. For the case when f is even, the
above implementation can be slightly modied. Software implementation is
straightforward.
9. Concluding remarks
In this paper we have studied a number of properties of duadic sequences of length
p, which include Legendre sequences. Their linear complexity is the same, and is
about half of the least period. Their autocorrelation property varies from sequence to
sequence. Note that a duadic sequence may be produced with cyclotomic classes of
various orders. We call the smallest such order the least cyclotomic order of the duadic
sequence. For example, Legendre sequences can be produced with cyclotomic classes of
order 2e and 2, respectively. Thus, the least cyclotomic order of Legendre sequences
is 2. The autocorrelation property of a duadic sequence depends on the cyclotomic
classes of order 2h, where 2h is the least cyclotomic order. As shown in Examples
1 and 2, some duadic sequences do have very good autocorrelation properties. For
distributions of bigrams, we have the same conclusion.
For a prime p there is only one Legendre sequence, while there could be many
duadic sequences of period p other than a Legendre sequence. The decimation of
a Legendre sequence gives basically the Legendre sequence, while that of a duadic
sequence other than Legendre sequence could give many duadic sequences. Hence we
see the dierences between Legendre sequences and other duadic sequences.
Recall that we use additive splittings of Z2e to dene duadic sequences. This is
only for the ease of calculating the linear complexity of duadic sequences. As far as
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correlation properties are concerned, we can dene more binary sequences by taking
I0 to be any subset of Z2e with jI0j = e. In this way we can dene

2e
e

sequences,
which include all duadic sequences. The correlation functions of these sequences can
be similarly expressed in terms of cyclotomic numbers.
Acknowledgements
The authors very much thank the referee for his detailed and constructive comments
and suggestions that improved this paper very much.
Appendix Tables of dualic sequences
See Tables 3{5.
Table 3
Splittings of Z8
I0 z I0 z
0 1 2 3 4 0 2 4 6 1
0 1 2 7 4 0 2 5 7 4
0 1 3 6 4 0 3 4 7 2
0 1 4 5 2 0 3 5 6 4
0 1 6 7 4 0 5 6 7 4
0 2 3 5 4
Table 4
Splittings of Z10
I0 z I0 z
0 1 2 3 4 5 0 2 3 4 6 5
0 1 2 3 9 5 0 2 3 6 9 5
0 1 2 4 8 5 0 2 4 6 8 1
0 1 2 8 9 5 0 2 6 8 9 5
0 1 3 4 7 5 0 3 4 6 7 5
0 1 3 7 9 5 0 3 6 7 9 5
0 1 4 7 8 5 0 4 6 7 8 5
0 1 7 8 9 5 0 6 7 8 9 5
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Table 5
Splitting of Z12
I0 z I0 z
0 1 2 3 4 5 6 0 1 2 3 4 11 6
0 1 2 3 5 10 6 0 1 2 3 10 11 6
0 1 2 4 5 9 6 0 1 2 4 9 11 6
0 1 2 5 9 10 6 0 1 2 6 7 8 3
0 1 2 9 10 11 6 0 1 3 4 5 8 6
0 1 3 4 8 11 6 0 1 3 5 8 10 6
0 1 3 8 10 11 6 0 1 4 5 8 9 2
0 1 4 8 9 11 6 0 1 5 6 7 11 3
0 1 5 8 9 10 6 0 1 8 9 10 11 6
0 2 3 4 5 7 6 0 2 3 4 7 11 6
0 2 3 5 7 10 6 0 2 3 7 10 11 6
0 2 4 5 7 9 6 0 2 4 6 8 10 1
0 2 4 7 9 11 6 0 2 5 7 9 10 6
0 2 7 9 10 11 6 0 3 4 5 7 8 6
0 3 4 7 8 11 2 0 3 5 7 8 10 6
0 3 7 8 10 11 6 0 4 5 6 10 11 3
0 4 5 7 8 9 6 0 4 7 8 9 11 6
0 5 7 8 9 10 6 0 7 8 9 10 11 6
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