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31 Introduction
To manage a project means to steer a project, to direct and redirect, to look for the best route 
and possibly take detours. To do this steering in a rational way, the project management and 
the other steering entities depend on relevant and reliable information in a timely fashion. 
To assess the progress of the project based on clearly defined and therefore valid and reliable 
indicators and to make the required steering decisions is at the core of project management. 
Without indicators, project management would be like flying in the dark without instru-
ments.
Defining and measuring the results of a project – outputs and outcomes – is a complex pro-
cess. It starts with project identification and planning, long before the first project results can 
be perceived. As soon as we agree on the indicators, the sometimes vague or abstract result 
statements become much more concrete. If we postpone thinking about results to the end, 
it might become very complicated and expensive, or even impossible to show results backed 
by facts and evidence. 
As in development cooperation we work with the money of taxpayers and contributors and 
therefore we are accountable to them for bringing about positive change, hence the follow-
ing simple question is fundamental: What is an effect? An effect is an intended or unintended 
change based on a direct or indirect intervention. It is something that would not have hap-
pened without something else: the cause. Two elements are key: a change and a plausible, 
causal relation between the two “somethings”. Of course, in development cooperation we 
intend to cause relevant changes and significant positive effects.
When we talk about achieving relevant results, terms pop up like measurement, assessment, 
evaluation, monitoring, steering, indicators, etc. How do we define them and how are they 
related to each other? In this Module 3 we deal with the fundamentals of assessment, the 
generic term for monitoring and evaluation, in Module 4 we talk about the specifics issues of 
project monitoring and in Module 5 about the specific issues in evaluation.
Defi ne and Measure Results
Implementation
Monitoring
Result
Planning
Review / 
Evaluation
The LogFrame Matrix
Results &
Indicators
It is an immutable 
law in business 
that words are 
words, explana-
tions are explana-
tions, promises are 
promises but only 
performance is 
reality.
 Harold S. Geneen
42 Measurement, Assessment, Steering
As explained before, projects aim at achieving results, or in other words bringing about posi-
tive change in a specific target group. How can we measure, if at all, to what extent the 
intended change has occurred? And if the change has happened, how do we know that it 
has been caused by the project and not by other influences?
What is the difference between measurement and assessment? And what is the place of 
measurement, assessment and steering in the Project Management Cycle?
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Assessment in Management
1. In the planning phase we define and agree on the results we want to achieve, the indica-
tors that mark the progress and the methods for obtaining reliable information.
2. Additionally in planning we define the monitoring and evaluation concept. What do we 
check, when do we check it, and for what purpose?
3. When we monitor or review a project we make sure that the measures are taken and pro-
cessed correctly.
4. Part of monitoring and evaluation is the interpretation of the measures obtained by com-
paring them with the intended results and by taking into account the measurement meth-
ods. 
5. Another task of monitoring and evaluation is to present evidence as to how and to what 
extent the project and external factors contributed to the achieved results. 
6. Finally, a key task of the management during project implementation is to make the ad-
equate steering decisions that will enable the accomplishment of the intended results.
The more “technical” stages 2 and 3 we call measurement. These two stages together with 
the stages 1, 4 and 5 we call assessment. It comprises setting results, measuring and drawing 
conclusions and recommendations. Assessment without measuring is guessing. In develop-
ment cooperation we call assessment either monitoring, review or evaluation, depending on 
its intention, timing and locus of control. In SDC, formal assessments mandated and con-
trolled by the responsible operational unit are called reviews, those mandated and controlled 
by the section “Controlling” are called (External) Evaluations.
Ultimately, without conscious steering decisions by the project management, the monitoring 
and evaluation have little practical value. The obvious exception is the expost evaluation long 
after the project termination. In this case the lessons learnt can be used for other projects.
53 Indicators for Measuring Change
3.1 Purpose of Indicators
Meaningful indicators are the core element and foundation of measurement, assessment and 
evidence based decision-making. Generally, a first set of indicators is developed during the 
planning phase. During the implementation phase we might modify these indicators and the 
planned target values in light of the practical experience and a baseline study that is done at 
the very beginning of the project.
The involvement of the stakeholders in the elaboration of the indicators and the setting of the 
target values is essential for creating a common understanding of the project and its ambition 
among donors, partners, project staff and beneficiaries. Agreeing on indicators and setting 
target values forces us to take a second, closer look at the objectives. Often, this leads to 
the conclusion that certain outcome or output statements have been defined vaguely or are 
unrealistic. This may (and should) lead to the redefinition of these particular objectives. This 
participatory process increases ownership and has positive motivational effects. Moreover, 
making public agreed upon targets fosters accountability and shields the projects from pos-
sible opponents.
Hierarchy of
Objectives
Indicators
Means of 
Verifi cation
External Factors
(Assumptions)
Impact
Outcomes
Indicators are
needed here ...
Outputs
... and possibly
here
Activities Resources Input
Need for indicators
Indicators are the control instruments of a project that provide concrete and objectively verifi-
able data on facts that cannot always be directly perceived. In a car the speedometer tells us 
how fast we are driving. A thermometer shows us the temperature of the cooling water and 
the fuel gauge indicates the quantity of fuel in the tank. If we do not pay attention to these 
indicators we might get a ticket for speeding, the engine might overheat or we might run 
out of fuel. SDC defines an indicator as “a quantitative or qualitative factor or variable that 
provides a simple and reliable means to measure achievements and results, and to reflect 
processes as well as changes in the context.” (DAC-OECD Glossary of Key Terms in Evaluation 
and Results Based Management)
To take the driving analogy further, we also need to be aware of the importance of observing 
external factors like road conditions or traffic density. We pay more attention when driving 
on a mountain track along steep cliffs than when on a wide, flat, pothole-free road. How 
arduous would driving be if, for instance, we could not assume that all other drivers observed 
stop signs and traffic lights? Nevertheless, as accidents in intersections show, this practical 
assumption is not always right.
You get what you 
measure. Measure 
the wrong thing 
and you get the 
wrong behaviors.
 John H. Lingle
63.2 Components of Indicators
A complete indicator for an output, outcome or impact statement is composed of several 
elements: 
Criterion: Which measurable characteristic of the situation described in the specific output, 
outcome or impact do we observe and analyse? 
Measure/indicator: How can we measure the criterion? What is the measuring unit?
Target value: What is the quantitative target to be achieved by the end of the project, by the 
end of the phase or by the end of the year? 
Baseline: What is the situation at the beginning of the project?
Data Source: Where do we get the data from? What methods do we use for collecting data? 
When and at what frequency do we collect which data?
Analysis and presentation: How do we analyse the data and present the information? 
Duty: Who is responsible for collecting this specific data?
Result Elements condensed to LogFrame Indicator Elements for Monitoring System
Criterion Measure Target Value Baseline 
Benchmark
Means of 
Verifi cation
Analysis
Presentation
Duty
Example 1
Child is 
healthy
Body tempe-
rature
°C 36–37 39 Measure-
ment with 
thermo-
metre
Fever curve 
on patient’s 
chart
Nurse
Example 2
Impact:
Health 
condition of 
population 
improved
Prevalence 
of gastro-
intestinal 
diseases 
among child-
ren under 5
Number 
of cases 
reported in 
health post 
per year
< 250 504 Evaluation of 
health post 
records at 
end of year
Table in 
yearly report
Water 
Management 
Committee 
(WMC)
Outcome 1:
Community 
uses sustain-
able and 
well- func-
tioning drin-
king water 
supply
Availability 
of water
Number of 
days without 
water per 
year
< 10 n.a. WMC 
records
Table in 
yearly report
WMC
% of taps 
delivering 
40l of clean 
water per 
head per day 
at the end of 
dry season
> 80% n.a. Measure-
ment of 
production 
of taps once 
a year
Lab analysis 
(MoH)
Table in 
yearly report
WMC
Output 1: 
Pumps built
New pumps 
still 
working after 
1 year
Number 45 0 Physical 
inspection
Mapping Project 
manager
7In the LogFrame we write the indicators in a condensed form, including the values, because 
indicators without targets provide little information:
Impact:  Less than 250 cases of diarrhoea per year reported in health post
Outcome:  Taps without water less than 10 days per year (average)
 Minimum of 80% of taps delivering 40l per person per day at the end of the 
dry season
Output: All 45 new pumps working 1 year after installation
Remark: The target values depend on the situation. In example 2 we set the target of 
40l per person per day. For Humanitarian Aid in emergency situations SDC 
defines the more modest target value of 15 litres per person per day.
For checking complex, broad-based results like the outcome in example 2 we use several in-
dicators. Overloading the monitoring system with a multitude of indicators is a common mis-
take, which makes monitoring a time consuming burden and sometimes even an end in itself.
Indicators produce data that needs to be processed properly to become useful information. 
The quantity of data is not only a question of practicability, but also of cost. Reliable data is 
precious and expensive. Many projects waste human and financial resources by producing 
haystacks of data without a clear concept for their use. 
The art of defining indicators and dealing with data starts with being clear about their pur-
pose. Answering one of the following two questions will help to lessen the size of these 
haystacks.
•	 What	are	the	specific	questions	that	the	data	should	help	to	answer?
•	 What	are	the	cause-effect	hypotheses	that	the	data	should	help	to	test?
When we are clear about the purpose, it is much easier to differentiate between MUST know 
data, SHOULD know data and NICE to know data. Doing so, we get the right data, reduce 
the amount of data and at the same time reduce the risk of missing important data. Less 
becomes more.
Know What to Know
Nice to know
Should know
Must know
The most serious 
mistakes are not 
being made as a 
result of wrong 
answers. The truly 
dangerous thing is 
asking the wrong 
question.
 Peter Drucker
83.3 Types of Indicators
Quantitative indicators: Quantitative (i.e. objectively verifiable) indicators refer to charac-
teristics that can be reliably measured. The following examples are all simple quantitative 
indicators:
•	 Child’s	body	temperature,
•	 Number	of	households	within	300	metres	of	a	tap,
•	 Number	of	advisory	sessions	per	extension	worker	per	month.
Complex quantitative indicators include several elements that have to be measured and 
then combined. An example of this is the indicator regarding the availability of drinking water, 
which involves measuring the daily output of a tap in a particular time period (at the end of 
the dry season when springs provide the least water) and relating this to the size of the user 
group.
Qualitative indicators measure personal and subjective perceptions and experiences. Quali-
tative information is of great importance and must not be neglected. Qualitative indicators 
allow us to find out what is important to people and to detect unintended effects or missing 
elements. However, objectivity is a challenge. We can make them more objective and con-
crete in various ways:
•	 We	quantify	qualitative	indicators:	For	instance	in	a	survey	about	a	bus	service,	customers	
express their satisfaction on a scale from 1 (not at all satisfied) to 5 (very satisfied).
•	 We	increase	objectivity	via	a	statistically	correct	sampling.	We	carry	out	the	customer	sur-
vey among a representative number of representatively selected people.
•	 We	note	down	evidence	in	a	logbook	as	soon	as	we	observe	them	to	minimise	errors	of	
our memory.
Compound indicators: These are indicators containing qualitative elements, which need to 
be further defined and quantified. 
Example: Outcome indicator of capacity building activities with community-based organisa-
tions: number of well-functioning water user associations (WUA). 
The	concept	of	‘well-functioning’	might	be	defined	as:	
•	 WUA	have	elected	board;	
•	 WUA	meet	at	least	once	a	month;	
•	 WUA	work	according	to	approved	rules	and	regulations.
Proxy indicators: Proxy indicators are an indirect means of recording facts. We use them 
when the desired direct indicator is too complicated or too costly to measure. To use proxy in-
dicators, a sound knowledge of the context is needed. Here are two examples from practice:
•	 The	payback	rate	in	a	micro-credit	programme	gives	some	indication	of	the	quality	of	the	
project	management	(preliminary	clarifications	with	the	borrowers,	customer	care,	etc.);
•	 The	replacement	of	thatched	roofs	with	corrugated	iron	roofs	may	be	an	indication	that	
the economic situation of a household has improved.
9Standard Criteria: For various domains of development there are lists with standard crite-
ria and indicators (e.g. agriculture, health, enterprise development, etc.). We find them on 
the websites of the specialised UN organisations (FAO, WHO, etc.) or networks (e.g. Donor 
Committee for Enterprise Development, Global Donor Platform for Agricultural Development, 
etc.). However, project teams should weigh the advantage of using standard criteria against 
the advantage of developing project-specific indicators in a participative process. The follow-
ing table provides an example of standard criteria used in rural development.
Food Security Poverty
Empowerment 
of Grassroot 
Organisations
Empowerment 
of Women
• Food production
• Cultivated area
• Yields of staple food
• Consumption of staples
• Prices for staple food
• Access to markets
• On-farm food storage   
 capacity
• Chronic malnutrition   
 among children
• Rate of stunting 
 (under 5)
• Household real income
• Access to off-farm 
 income
• Access to capital
• Access to labour
• Access to irrigation 
 facilities
• Availability of basic 
 needs services
• Access to safe water
• Access to basic 
 education
• Access to basic health 
 services
• Farmers’ groups’ 
 participation in decision-
 making at project/local   
 level
• Autonomous farmers’
 group formation in   
 project area
• Grassroots ability to 
 self-monitor and evaluate 
 progress
• Ability to market own 
 products
• Terms and conditions of 
 marketing arrangements
• Female enrolment in   
 primary education
• Number of women’s   
 groups formed in project  
 area
• Number of loans   
 approved/disbursed for  
 women’s groups
• Number of women’s   
 groups accessing second
 and third loans
• Number of women mem- 
 bers of local production/
  service associations
• Women’s decision-
 making capacity at 
 household level
• Women’s participation in
  decision-making at   
 project/local level
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3.4 The Quality of Indicators
There are numerous systems for assessing the quality of indicators. The most popular one has 
the catchy abbreviation SMART – Specific, Measurable, Attainable, Relevant and Time-bound. 
As the abbreviation is borrowed from education, where it is used to check the quality of learn-
ing objectives, and not everyone uses the same adjectives to build up SMART, we suggest 
the following quality criteria: relevant, reliable and realistic. This triple-R includes the crucial 
concepts used in testing: validity and reliability. 
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Relevant:  The indicator covers a signifi cant aspect of the result. 
 There is a plausible and valid link between the indicator and the objective.
Reliable:  The indicator is precise and can be measured with minimal bias. 
 If two persons use the same indicator independently from each other they will get the same results.
Realistic:  The target values of the indicator are achievable in the defi ned time frame.
Doable:  The data can be collected reliably, timely and at reasonable cost.
Suffi cient: The set of indicators related to the objective is adequate to measure the intended result.
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4 Measuring Change
4.1 Baseline and benchmarks
Projects aim at bringing about change or making a difference in the life of people and in 
organisations. For measuring this intended change or difference we have to compare what 
is at present with what was or what is elsewhere. Therefore we need reference points like 
baseline data or benchmarks. 
Baseline: The concept of baseline refers to the situation at the beginning of a project. The 
simplest form of a baseline is the collection of data for the key outcome and impact indicators 
(maximum three each). More and more donor agencies require baseline data to be included in 
project proposals as a precondition for financing. Comparing the measurement of the indica-
tors after one or more years with the baseline data allows for the determining of the progress 
made by the project. 
Comprehensive baseline studies analyse in detail the situation at the outset of a project, col-
lecting data on a multitude of indicators. These studies are often part of the planning process 
and allow the stakeholders to gain a comprehensive picture of the starting situation. Existing 
data such as statistics and household income and expenditure surveys can often be used for 
baseline studies (as well as for monitoring). These detailed baseline studies form an ideal pre-
condition for an equally detailed impact study after a number of years of project execution. 
In project implementation detailed baseline studies with many nice-to-know items can cause 
stress, unless the monitoring concept clearly defines which baseline data MUST be updated 
constantly and which not. A smart rule could be: keep the baseline study simple. If a detailed 
baseline study is available, it must be clear which items are the basis for monitoring and which 
might be used for other purposes.
Benchmarking means	comparing	one’s	own	project	performance	to	those	of	top	performers	
or to a given set of standards. Benchmarking involves putting deliverables or results (out-
comes, impact) side-by-side with comparable standard values. Benchmarking is mainly used 
to set targets for the implementation of projects. Specialised international UN organisations 
and/or national ministries have set standards in many areas, which can be used as reference 
points. 
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A good way of measuring change is comparing the data provided by the monitoring system 
with the data of the baseline study. But many projects lack reliable baseline data. In some 
cases control groups might serve as reference points. Where control groups are not included 
in the project design, we seldom find adequate reference points – or the exercise becomes 
too complex, time consuming and costly. 
If neither baseline data nor control groups are available, change is usually assessed in a kind 
of retrospective exercise by asking people about their perception of changes and progress. 
But when we have to rely on the memory of individuals, we must calculate and accept large 
measurement errors.
Types of 
Comparison
Methodological Aspects Advantages Disadvantages
before / after Baseline: 
assessing change by 
comparing the situation at 
the beginning of the project 
with the actual situation
Easily feasible if baseline 
data are available 
and coherent with actual 
monitoring data
Attributing change to project 
intervention might be 
diffi cult (external factors)
with / without Comparison or control 
group: 
assessing change by 
comparing situation of 
target groups with situation 
of groups outside the project
Good way of attributing 
change to project 
intervention, especially if 
baseline available in both 
intervention and control 
group
Diffi cult to fi nd adequate 
comparison or control 
groups; may be too complex 
and costly
Difference – 
in difference
Best for 
Monitoring and 
Evaluation
Baseline & comparision 
group: 
assessing change by 
comparing with a compari-
sion group (fi rst difference) 
before and after the project 
(second difference
It provides the highest 
accuracy. 
It controls time and location 
fi xed effects, taking into 
account confounding (infl u-
ences by another project and 
factors) and selection bias
It has the highest data 
requirement compared to 
the other methods
retrospective Reconstructing change: 
Assessing change by trying 
to reconstruct baseline 
and asking benefi ciaries to 
reconstruct change process 
No baseline needed Results may not be very 
precise; initial situation is 
unclear and often with 
large measurement error; 
attribution diffi cult
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4.2 Methods of Data Collection
Here we provide a brief summary of methods that are widely used in international develop-
ment circles. 
Core methods: 
These core methods are very often used in monitoring and evaluation because they are particularly suited to 
measuring and recording changes.
• Stakeholder analysis
• Documentation review
• Biophysical measurements
• Direct observation
• Cost-beneﬁ t analysis
• Surveys and questionnaires
• Semi-structured interviews 
• Case studies
Discussion methods for groups: 
These methods are particularly suited to participatory monitoring and evaluation processes. 
The card technique (pin board, cards) is particularly useful to stimulate and structure discussion.
• Brainstorming
• Focus groups
• SWOT or SEPO
• Role plays
Methods for spatially-distributed information: 
These methods make it possible to record geographical aspects. These may involve land distribution and land 
use questions, but they may also be about spatial aspects linked to health, education or economic issues.
• Sketch (mapping)
• Transects
• GIS mapping
• Photographs and video
Methods for time-based patterns of change: 
These methods help with recording and understanding time-based change, 
e.g. changes from one month or year to the next.
• Diaries
• Photo-Monitoring
• Historical trends and time-lines
Methods for analysing linkages and relationships: 
It is essential in monitoring and evaluation to grasp changes in the relationships between groups (stakeholders, 
organisations) as well as between problems, production cycles, resources, cause-effect, and input-output.
• Mind maps
• Impact fl ow diagram 
(cause & effect)
• Venn diagram
• Problem and objectives trees
• M&E wheel
• Input–output diagram
Methods for ranking and prioritising: 
Ranking is important, when information has to be compared on the basis of strengths, importance or pre-deﬁ ned 
criteria.
• Wealth ranking
• Matrix scoring
• Ranking
Major Methods used in Monitoring and Evaluation2
2 IFAD 2002, Annex D
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There is a distinctive difference between quantitative and qualitative approaches and meth-
ods.
Qualitative methods: These approaches and methods are very popular in development 
work, particularly because qualitative approaches fit a participatory approach. Approaches 
such as Participatory Rural Appraisal (PRA) and Participatory Learning and Action (PLA), which 
have become almost standard practice in international development work, are largely based 
on qualitative methods. Qualitative methods are able to record information about subjective 
perceptions,	observations,	feelings	and	opinions;	they	frequently	provide	descriptions.	Occa-
sionally other means of illustration are used such as photographs, drawings, etc.
Qualitative approaches allow us to answer questions such as how and why certain situations 
have	come	about.	They	are	especially	well	suited	to	record	people’s	habits,	opinions,	experi-
ences and priorities. Widespread methods are individual interviews (with key informants), 
focus group interviews (with groups that have been selected according to specific criteria) 
and case studies.
Critics argue that what these qualitative methods of measuring change all have in common 
is that they are subjective and not representative. Therefore the results are hardly compara-
ble and it is problematic to make generalisations. Too much depends on coincidences in the 
choice of interview partners, on group dynamics in the focus groups or on hidden interests in 
the selection of the cases to be studied. Their advantage of being able to capture perceptions, 
observation and appreciations is also their most critical disadvantages. Many respondents pre-
sent their opinions and perceptions as if they were facts – and in the absence of quantitative 
data many evaluators accept them as such.
Despite these disadvantages qualitative methods go on playing a significant role in measuring 
and assessing change and complementing quantitative data. They are an aid to finding plau-
sible interpretations of these data. They also allow cautious appraisals of results that could 
not otherwise be measured.
Quantitative methods: The goal of quantitative methods is to record facts as countable 
units. They provide quantitative results, which are generally expressed in figures. The accuracy 
of the results depends on the accuracy of the primary data, the accuracy of the measuring 
methods, the correct processing of the data and their correct interpretation. Familiarity with 
statistics is one of the methodological skills required to be able to use quantitative methods. 
Quantitative approaches are used to record quantifiable measurements, for example, crop 
yields (kg/ha), the construction of irrigation channels (km), increases in household income, 
etc. The results of quantitative methods come in the form of statistical series, tables, graphs, 
diagrams, etc.
Indicator: 
Farmers’ level of satisfaction 
with extension services
1. 
totally 
correct
2. 
to a large 
extent 
correct
3. 
more or less 
correct
4. 
to a minor 
extent 
correct
5. 
not all 
correct
No answer
1. The advisors offer services  
 tailored to my needs.
2.  The advisory services are of  
 high quality.
3.  Thanks to the advisor my  
 income from horticulture has  
 signifi cantly increased.
4.  I agree to make a fi nancial 
 contribution for advisory  
 services. 
5. In which fi elds the advisory 
 services should improve? 
 And how?
When dealing with 
numerical data, 
approximately 
right is better than 
precisely wrong.
 Carl G. Thor 
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Quantitative methods can also be used for measuring abstract things like personal opinions 
or satisfaction that we commonly associate with quality. As the example on the previous page 
schows, standardised questionnaires and surveys are based on the principle of quantifying 
qualitative information, i.e. the personal opinions of respondents, by asking the minimum 
number of people that allows for statistically significant conclusions. They are costly in both 
time and money. Prerequisites for making such surveys are the necessary methodological skills 
as well as material and human resources.
Data obtained with quantitative methods are more objective – at least in the sense that it is 
possible to recheck and validate them. The results can be used as concrete starting points for 
a deeper analysis of reasons, causes, positive and negative side-effects etc. But again, quanti-
tative methods require specialised skills.
Critics of quantitative methods like to quote Albert Einstein: Everything that can be counted 
does not necessarily count; everything that counts cannot necessarily be counted. If we only 
do what can be counted, we run the risk of remaining superficial, but development aims to 
tackle problems at their roots in order to bring about sustainable solutions.
Development cooperation is a practical business and not a suitable battlefield for theoreti-
cal discussions. Therefore, the real issue is not qualitative versus quantitative, but how to 
combine the methods in the most practical way. The challenge is to quantify what can be 
quantified with a reasonable effort, and to appraise otherwise what cannot be quantified. For 
selecting the methods for a specific context, we consider the following criteria:
•	 Resources	and	skills	available
•	 Requirements	in	terms	of	participation
•	 Requirements	in	terms	of	accuracy	and	scientific	rigour
•	 Time	available
•	 Possibility	of	using	existing	data	or	information
If the results are of critical importance and moreover difficult to measure, the costs of an 
impact study done by a specialist might be justified. It decreases the workload of the project 
staff and the chances of getting reliable results are higher.
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4.3 Questions and Questionnaires
The design of questionnaires is a skill with plenty of pitfalls and requires expertise that is 
often outsourced to consultants. Badly designed questionnaires produce data that are not 
worthwhile processing. The same is true for how questions are worded, the basic unit of a 
questionnaire. Here we share some basic considerations about questions and questionnaires:
1. Questions and questionnaires evoke true answers.
 When a respondent is afraid that the response might have negative consequences, the 
likelihood of getting an honest answer decreases. A first, but not always a sufficient, rem-
edy is assuring confidentiality or even anonymity.
2. Questions are not based on assumptions. 
 Bad Example: What percentage of your household budget do you spend on education?
 One typical assumption is that the respondents can give an accurate answer, but in this 
case the answer might be a triple guess. Many families have no steady income. Some peo-
ple do not know how much money they actually spend on school fees, transport, station-
ary and so on. And finally, how many parents are able to correctly calculate percentages? 
3. Each question asks for only one dimension. 
 Bad example: Is your advisor competent and the service useful? 
 Using the scale of the example above, how would you interpret the answer “more or less 
correct”? 
a) The advisor is quite competent and the service partially useful. 
b) The service is useful despite the poor competence of the advisor.
c) The advisor is competent but the service of little value.
d) Or ……...
4. Questions do not imply the preferred answer of the interrogator.
 Bad Example: Should we not upscale the programme “free mosquito nets for the poor”?
 Leading questions are a common mistake of beginners, especially in oral interviews.
5. Questions are easy to understand. 
 Bad Example: Considering the two disadvantages, which from a certain perspective appear 
to be advantages, should we not discourage the use of the new technology?
 Easy to understand questions are in the everyday language of the respondents, have a 
simple syntax and avoid (double) negative expressions. Often it is more difficult to write 
easy to understand questions than to write tricky questions.
6. Questionnaires are short.
 Long questionnaires are tiring and the quality of the answers decreases towards the end. 
Long questionnaires yield more data that need to be processed. And we should respect the 
time constraints of our respondents.
7. Questionnaires have a logical structure.
 Grouping questions according to topics or according to the type of question increases the 
likelihood that respondents complete the questionnaire. They feel more at ease.
If you want a wise 
answer, ask a rea-
sonable question.
 Johann W.  
 von Goethe
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4.4 Quality of Data
Even having perfect indicators and appropriate tools for measuring change, there are many 
opportunities for making errors and getting things wrong in the process of data collection, 
processing, interpretation and in communicating to the end user, e.g. the reader of a report. 
 
Quality of Data
The following points should help to improve or validate the quality of data:
Sampling 
•	 Determine	the	appropriate	size	of	your	sample	that	allows	you	to	get	statistically	significant	
results.
•	 Randomise	properly	to	avoid	selection	bias.
Collection 
•	 Train	the	data	collectors	properly.	They	must	understand	the	purpose	of	the	data	collection	
and the methods used. 
•	 Appeal	to	their	professionalism.	They	must	be	committed	to	remaining	as	unbiased	as	pos-
sible.
•	 Pilot	test	the	questionnaire.	This	allows	for	rewording	unclear	questions	and	might	show	
the need to retrain the collectors.
Processing 
•	 Check	plausibility	of	results.
Interpretation
•	 Cross-check	each	interpretation	of	results	by	triangulation	with	other	sources.
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5 Assessing Change
Measuring change against reference points is one thing, to prove that the intended changes 
have happened and have been caused by the interventions of the project is another. As pro-
jects take place in complex contexts and over time, external factors play a role and might have 
an even greater influence than the project itself. Three types of analysis help us to determine 
the effects caused by a project.
 
Trend – Contribution – Attribution
The Trend Analysis aims at demonstrating to what extent we can observe over time a change 
of outcomes. To achieve this goal we need a baseline. Ideally, each monitoring system should 
be able to conduct a trend analysis. The question is: Are we going in the intended direction?
The Contribution Analysis aims at demonstrating to what extent the project could be one 
of the causes of observed changes of outcomes. Contribution analysis relies upon chains of 
logical arguments (i.e. the LogFrame) and measured changes (i.e. a monitoring system). Con-
tribution Analysis should be part of any evaluation report. The question is: Are our IF-THEN 
arguments and the assumptions (still) correct?
The Attribution Analysis aims at assessing the proportion of observed change, which can 
really be attributed to the evaluated project or program. It involves building a counterfactual 
assessment: What would have been the condition of the population at the time of the impact 
analysis, if the project had not taken place? This is usually possible for the outputs of any 
projects, often possible for outcomes and in most cases impossible for impacts of a project.
It is really just as 
bad technique to 
make a meas-
urement more 
accurately than is 
necessary as it is  
to make it not  
accurately enough.
 Arthur David 
 Ritchie
