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Capitolo 1
Introduzione
L’obbiettivo che ci si è posti con questa tesi è stata la realizzazione di uno strato
middleware che fornisse un modello di servizio Publish–Subscribe per una rete
Ad Hoc adottando un approccio di tipo cross–layer per la gestione della riconfi-
gurazione dinamica del sistema.
Di seguito verranno descritti brevemente gli aspetti principali del sistema cui
si farà riferimento.
1.1 Le reti Ad Hoc
Una rete Ad Hoc [2] [3] consiste in un insieme di host mobili, connessi medi-
ante link di natura altamente variabile, che operano in un ambiente dinamico.
Differisce dai sistemi distribuiti tradizionali o nomadici per il fatto di non avere
un‘infrastruttura fissa: gli host mobili possono isolarsi completamente e si pos-
sono formare gruppi di host che evolvono indipendentemente organizzandosi in
cluster, come mostrato in figura 1.1, che possono successivamente riunirsi. La
connettività può essere simmetrica o assimmetrica, a seconda, ad esempio, delle
frequenze radio usate. La connettività radio definisce i cluster di figura 1.1, e
implica, di default, la non transitività delle connessioni.
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Per venire incontro a questi problemi e consentire il routing dei pacchetti tra
host mobili, sono stati definiti dei protocolli di routing per reti ad hoc.
Figura 1.1: Struttura di una rete Ad hoc
Le applicazioni di una rete ad hoc possono variare da piccoli gruppi di host
che condividono informazioni a rete di emergenza in aree disastrate.
La realizzazione di applicazioni per questo tipo di rete deve tener conto di
alcuni requisiti non funzionali:
• scalabilità: questo è uno dei problemi maggiori nel mantenere coordinate
reti di dimensioni elevate. Infatti, dato che ogni nodo deve svolgere funzioni
di routing, in una rete grande in cui operi un protocollo di routing distribuito
le tabelle di routing e i messaggi tendono a crescere molto in relazione alle
dimensioni delle rete. In più la banda e la connettività possono variare a
seconda della concentrazione e dell’interferenza tra dispositivi.
• eterogeneità: operando in un sistema distribuito è impossibile evitare di
avere a che fare con dispositivi che hanno diversi sistemi operativi, linguag-
gi di programmazione e piattaforme hardware, oltre a differenti tecnologie
e strategie di comunicazione.
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• tolleranza ai guasti: in questo tipo di sistema, a causa della natura alta-
mente dinamica della rete, la disconnessione è da considerarsi la norma
piuttosto che l’eccezione, riuscire quindi a gestirla opportunamente diventa
un aspetto importante.
1.2 Lo strato Middleware
Le applicazioni che agiscono in un ambiente ad hoc dovranno avere a che fare in
maniera esplicita con i requisiti non funzionali che sono stati descritti nella sezione
precedente, e questo complica considerevolmente lo sviluppo e il mantenimento
di questo tipo di applicazioni.
Per semplificare lo sviluppo delle applicazioni distribuite la ricerca si è orien-
tata verso la realizzazione di uno strato intermedio tra il livello Application e il
livello Transport: lo strato Middleware.
Lo strato Middleware fornisce agli sviluppatori di applicazioni distribuite un
più alto livello di astrazione, occupandosi degli aspetti critici legati alla natura
distribuita del sistema. Lo scopo principale del middleware è consentire la comu-
nicazione tra componenti distribuiti, rendendo, di fatto, i requisiti non funzionali
traparenti per le applicazioni.
1.3 Il modello di servizio Publish–Subscribe
Il modello di servizio Publish–Subscribe è una tipica comunicazione asincrona
finalizzata alla segnalazione di eventi da parte di nodi produttori a nodi consuma-
tori, e che si sono preventivamente sottoscritti a tali eventi. In termini esempli-
ficativi questo modello di servizio prevede due tipi di attori: publisher, che no-
tificano il verificarsi di un dato evento, e subscriber, si sottoscrivono a classi di
eventi. Il modello di servizio Publish–Subscribe prevede allora che, ogni volta
che un publisher notifica un evento, tutti i subscriber che avevevano effettutato
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una sottoscrizione per una classe di eventi in cui rientri l’evento notificato, siano
opportunamente contattati.
Un aspetto importante di questo tipo di sistema è il forte disaccoppiamento
tra produttori e consumatori. Infatti i publisher non hanno necessità di conoscere
l’identità dei subscriber, e viceversa: il modello di servizio ha il solo compito
di effettuare le notifiche ai subscriber interessati, a prescindere dall’identità del
Publisher. Infine va notato che, l’informazione di stato è data dalla sottoscrizione,
che va memorizzata all’interno del sistema, mentre la pubblicazione andrà perduta
una volta che sono stati contattati i subscriber interessati.
Il modello di servizio Publish–Subscribe presenta dunque delle caratteristiche
interessanti per un contesto ad hoc, in quanto:
• è un modello asincrono
• non richiede la memorizzazione di molti dati
• è stateless
• può usufruire delle informazione raccolte in fase di sottoscrizione per ot-
timizzare il raggiungimento dei subscriber
• si presta alla realizzazione di applicazioni distribuite
1.4 Un approccio Cross–Layer
Il modello di servizio Publish–Subscribe opera quindi costruendo dei percorsi
per la notifica degli eventi ai subscriber intertessati, l’insieme di questi percorsi
costituisce una overlay network.
La mobilità dell’ambiente in cui si opera rende necessario sviluppare un sis-
tema che sia in grado di riconfigurare dinamicamente questa overlay network in
modo che possa adattarsi alle modifiche topologiche che avvengono dinamica-
mente nella rete.
Per realizzare questa funzionalità di riconfigurazione si è pensato di adottare
un approccio di tipo cross-layer accedendo alle informazioni di routing di livello
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Network. A questo livello sono infatti note le route presenti nel sistema è quin-
di possibile, utilizzando queste informazioni, riconfigurare e adattare la overlay
network, in modo che sia sensibile alle variazioni della connettività del sistema.
Gli algoritmi di routing per una rete Ad Hoc [1], dovendo essere in grado di
fornire un corretto percorso che un pacchetto deve seguire adattandosi ai muta-
menti della topologia della rete, hanno accesso alle informazioni necessarie per
adattare l’overlay network.
Esistono diverse tipologie di protocolli di routing per reti Ad Hoc [10], cias-
cuno dei quali caratterizzato da vantaggi e svantaggi che ne rendono l’uso più o
meno adatto a seconda della natura del sistema in cui si deve operare. Il protocollo
di routing a cui si è scelto di fare riferimento è AODV. I motivi di questa scelta
sono legati sia alla diffusione di questo prococollo di routing, sia a ragioni di carat-
tere implementativo, infatti questo protocollo presenta, nel suo funzionamento e
nelle strutture che utilizza, analogie con il sistema che si vuole realizzare.
Il protocollo Ad hoc On-demand Distance Vector (AODV) è un protocollo di
routing di tipo reattivo, ossia le procedure per il routing dei pacchetti vengono
invocate solo quando un pacchetto deve essere trasmesso, basato sull’algoritmo
Distance Vector (si veda il capitolo:2 per una descrizione più dettagliata).
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Capitolo 2
Il protocollo AODV
L’esigenza del middleware di avere accesso ad informazioni di livello network
ha richiesto, in fase di studio del sistema, la scelta di un protocollo di routing
cui fare riferimento. Sono stati esaminati anche altri possibili protocolli [8] [9]
oltre ad AODV, ma le specifiche del sistema e l’implementazione del protocollo
nell’ambiente di simulazione hanno portato alla scelta di quest’ultimo.
In questa sezione si da una breve panoramica su AODV e sugli aspetti di mag-
giore interesse per il sistema, un maggior dettaglio della sua implementazione e
di come sia stato integrato nel sistema verrà presentata in 4.2.4.
2.1 Ad hoc On demand Distance Vector
Gli algoritmi di instradamento per una rete Ad Hoc devono essere in grado di
fornire il corretto percorso che un pacchetto deve seguire adattandosi, allo stesso
tempo, ai frequenti e impredicibili mutamenti della topologia della rete.
Questo fa sí che l’ ammontare del traffico di segnalazione, necessario ad un
algoritmo di instradamento distribuito, sia molto elevato, in contrasto con la ne-
cessità delle reti wireless di minimizzare l’ utilizzo delle risorse di comunicazione.
La maggior parte degli studi svolti sugli algoritmi di instradamento per reti
ad hoc mirano quindi a trovare il modo di diminuire il traffico di segnalazione
prodotto dal livello di routing.
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Gli algoritmi di instradamento esistenti possono essere classificati in tre cate-
gorie: algoritmi proactive, reactive e hybrid. Gli algoritmi di tipo proactive man-
tengono costantemente aggiornate le informazioni di instradamento tramite scam-
bi di pacchetti a intervalli temporali fissi. Questo permette di avere l’ instrada-
mento immediatamente disponibile ad ogni richiesta di routing. Lo svantaggio è
che gli algoritmi proactive producono traffico di segnalazione anche quando non
viene trasmesso nessun pacchetto dati; ciò può causare problemi di sovraccarico
nella rete, specie se i nodi si spostano velocemente. Nei protocolli di tipo reactive
viene invocata una procedura per determinare il corretto instradamento solo nel
momento in cui il pacchetto deve essere trasmesso. In questo modo si riduce il
traffico di segnalazione a scapito di un aumento dei tempi di consegna. Il terzo
tipo di protocolli, hybrid, cerca, come dice il nome, di unire i vantaggi di entrambi
i protocolli precedenti, restringendo l’applicazione di algoritmi proactive ai soli
vicini del nodo che vuole trasmettere il pacchetto.
Figura 2.1: Classificazione dei protocolli di Routing Ad Hoc
Una suddivisione alternativa alla precedente può essere fatta in base alla topolo-
gia della rete, che può essere gerarchica (hierarchical) o piatta (flat).
In una rete gerarchica i nodi sono partizionati in gruppi detti cluster. Per ogni
cluster è selezionato un cluster head attraverso i quali passa il traffico della rete.
In una rete ad hoc piatta non è prevista nessuna centralizzazione. Due nodi sono
connessi se le condizioni radio sono tali da permettere al nodo destinazione di
sentire la trasmissione del vicino (ovvero se due nodi sono in copertura radio).
Un vantaggio della rete piatta è la possibilità di stabilire più di un percorso tra
nodo sorgente e destinazione; questo permette di valutare in modi diversi quale
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collegamento è da preferire, a seconda delle richieste e dell’ utilizzo della rete.
Il vantaggio della rete gerarchica è invece quello di minimizzare il numero dei
pacchetti di routing che vengono scambiati tra i nodi di uno stesso cluster e tra i
cluster head.
Di seguito viene fornita una descrizione della struttura del protocollo di rout-
ing AODV (di tipo reactive).
2.1.1 Specifiche del protocollo AODV
Il protocollo Ad hoc On-demand Distance Vector (AODV) è un protocollo di
routing di tipo reactive basato sull’ algoritmo Distance Vector.
Una caratteristica fondamentale del protocollo è quella di utilizzare numeri
di sequenza, i quali forniscono ai nodi uno strumento per valutare quanto sia ag-
giornato un determinato percorso. Un terminale che si trovi a dover scegliere tra
più percorsi verso una certa destinazione sceglierà quello caratterizzato dal nu-
mero di sequenza maggiore, corrispondente ad un informazione di routing più re-
cente. Inoltre il protocollo supporta l’ instradamento multicast, ovvero consente la
creazione di gruppi di utenti nella rete, i cui membri possono comunque cambiare
in qualunque momento.
Ogni nodo mantiene le informazioni di instradamento per una destinazione
all’ interno di una routing table strutturata nel seguente modo:
• Destination IP Address L’ indirizzo IP della destinazione;
• Next Hop Il nodo, nel raggio di trasmissione, a cui inviare il pacchetto per
raggiungere la destinazione stessa;
• Hop Count Il peso dell’ intero percorso, rappresentato dal numero comp-
lessivo di salti;
• Lifetime Il tempo di validità delle informazioni di routing;
• Destination Sequence Number è un valore di riferimento che rappresenta
la versione più aggiornata del percorso che deve essere preso in consid-
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erazione. Consente quindi ad un nodo di poter eliminare eventuali infor-
mazioni di routing obsolete;
• List of Precursors Una lista di quei terminali (vicini) che, dovendo trasmet-
tere pacchetti dati verso la destinazione, di indirizzo Destination IP Address,
utilizzano questo percorso, sfruttando il nodo come relay.
2.1.2 Generazione di una richiesta
Se un nodo si trova nella condizione di dover trasmettere verso una destinazione
per cui non ha informazioni di routing, esso provvede ad inviare un pacchetto
broadcast denominato Route Request (fig.2.2). I campi più significativi sono i
seguenti:
• Source IP Address Indirizzo del nodo richiedente (che da ora in poi, per
semplicità di notazione, verrà indicato come Source node);
• Destination IP Address Indirizzo del nodo per cui si cercano informazioni
di routing (Destination node);
• Hop Count Il costo associato al percorso, incrementato progressivamente da
ogni nodo attraversato dal pacchetto;
• Broadcast ID Un numero identificativo della richiesta broadcast;
• Destination Sequence Number L’ ultimo numero di sequenza che è stato
associato, in passato, al percorso verso il nodo Destination. Qualsiasi infor-
mazione di Routing caratterizzata da un numero di sequenza più basso deve
essere considerata obsoleta;
• Source Sequence Number Il numero di sequenza che dovrà essere associato
al Reverse Route dai nodi che riceveranno questo Request.
Quando un nodo riceve un Route Request ne sfrutta il contenuto per effettuare
un refresh delle informazioni nella propria routing table.
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Figura 2.2: Pacchetto di Route Request
Il pacchetto infatti fornisce indirettamente informazioni su come raggiungere
il mittente della richiesta, sul numero di hop necessari, e sull’ indirizzo del Next
Hop (l’ ultimo nodo ad aver inviato il pacchetto).
Il nodo aggiunge una entry nella propria routing table e crea un Reverse Route,
ovvero diretto in senso opposto rispetto a quello in cui viaggiano i pacchetti Re-
quest. La sua funzione principale è quella di fornire un percorso ai pacchetti di
risposta Route Reply di ritorno verso la sorgente, ma potrà essere utilizzato anche
per inviare eventuali pacchetti dati.
Viceversa, se nella tabella esiste già una entry, allora il nodo valuta se sia il
caso o meno di fare un aggiornamento: se il numero di sequenza associato al per-
corso è inferiore al Source Sequence Number che compare nel pacchetto Request
ciò significa che il percorso in tabella ormai non è più valido.
Nel caso in cui il nodo non possieda alcuna informazione sulla destinazione
provvede a ripetere a sua volta il Route Request, non prima di aver incrementato
di una unità il campo Hop Count del pacchetto (per tenere conto del nuovo salto),
e aver modificato il campo Source nell’ header IP1 del pacchetto. Quest’ ultima
operazione è necessaria per consentire al nodo successivo di sapere quale nodo
ha inviato per ultimo il pacchetto. Se, d’ altro canto, il nodo ha informazioni di
routing verifica se il valore del campo Destination Sequence Number associato al
percorso posseduto è inferiore al valore che compare all’ interno del Request. In
tale caso significa che l’ informazione in possesso del nodo è ormai obsoleta, ed
anche in tale caso il pacchetto viene reinviato. In caso contrario l’ informazione
è sufficientemente aggiornata, e può quindi procedere all’ invio di una risposta
verso il nodo Source.
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Figura 2.3: Creazione del reverse route al momento della ricezione di un Request
2.1.3 Expanding ring search
Per ridurre al minimo il numero di pacchetti Route Request utilizzati in ques-
ta fase di route discovery è stata introdotta una ottimizzazione, che coinvolge il
Time-To-Live dei pacchetti. Il nodo Source genera dapprima un pacchetto con un
TTL_START (valore iniziale del Time-To-Live), tipicamente molto basso.
Se, dopo un certo tempo, il nodo non riceve nessuna risposta può ritenere che
la richiesta non sia andata a buon fine e provvede ad inviare un nuovo Route Re-
quest con un TTL incrementato, rispetto al precedente, di TTL_INCREMENT, e
così via. I valori dei tempi di attesa oltre i quali il nodo genera una nuova richiesta
sono proporzionali al TTL stesso, e sono definiti nel seguente modo:
Timeout = 2*TTL*NODE_TRAVERSAL_TIME
Il parametro NODE_TRAVERSAL_TIME è una stima del tempo impiegato
da un pacchetto di segnalazione ad attraversare un nodo, comprensivo anche della
procedura four way handshake a livello MAC.
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Il valore del timeout si riferisce al caso in cui il nodo con informazioni di rout-
ing si trovi ad una distanza pari a TTL salti, la massima raggiungibile dal pacchet-
to di richiesta, e tiene conto anche del tempo di ritorno delle informazioni (molti-
plicando per un fattore 2).Tale procedura è chiamata expanding ring search e la
scelta di questo nome è abbastanza ovvia: la ricerca viene fatta su parti della rete
delimitate da anelli di dimensioni i sempre maggiori, centrati sul nodo sorgente.
Lo standard AODV fissa i valori TTL-START=1, e TTL_INCREMENT=2.
2.1.4 Generazione di una risposta
La risposta ad una richiesta di informazioni avviene generando un pacchetto dati
unicast chiamato Route Reply, ed inviandolo verso il nodo Source. Viene quindi
sfruttato proprio il Reverse Route che ciascun nodo ha provveduto a creare al
passaggio del Route Request. I campi di maggior interesse sono i seguenti:
• Destination IP Address L’ indirizzo del nodo che ha richiesto l’ informazione,
ovvero il Source;
• Hop Count Il costo associato al percorso;
• Destination Sequence Number Il numero di sequenza da associare a questo
percorso.
Ancora una volta, al passaggio del Route Reply, ogni nodo può sfruttarne le
informazioni per aggiornare la propria tabella di routing.
2.1.5 Eliminazione selettiva dei Route Request
Quando un nodo riceve un Request ma non è in grado di rispondere al mittente,
è costretto a procedere egli stesso ad un nuovo invio broadcast. Per evitare che si
crei una situazione di loop, cioè che il Request continui a rimpallare tra due nodi,
è indispensabile introdurre un meccanismo di limitazione.
Ad ogni Route Request viene attribuito un indice progressivo, inserito nel
campo Broadcast ID del pacchetto stesso.
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Tale valore, considerato in associazione con l’ indirizzo IP del nodo Source,
caratterizza univocamente una richiesta. Quando un nodo riceve un pacchetto
Route Request è quindi in grado, dall’ osservazione di questi due campi, di sta-
bilire se ha già ricevuto, nel recente passato, una richiesta analoga; in tale caso
provvede a scartare il pacchetto. Questo comporta che i percorsi compiuti dai pac-
chetti Request non possono mai incrociarsi. Il meccanismo di selezione viene ap-
plicato anche da un nodo che sia in possesso di informazioni di routing aggiornate
(che può essere o non essere la destinazione stessa).
La conseguenza più rilevante è che questo nodo genera un pacchetto di risposta
solo in corrispondenza della prima richiesta ricevuta, essendo quelle successive
tutte scartate (fig.2.4). Alla fine quindi avrà un peso rilevante, nella scelta del
percorso, anche il livello di traffico incontrato dai Request e verrà preferito il
tragitto meno congestionato.
Figura 2.4: A sinistra: i percorsi compiuti dai Route Request. A destra: percorso
compiuto dal Route Reply
L’ eliminazione selettiva dei request ha, da un lato, il vantaggio di ridurre il
numero dei pacchetti di segnalazione allo stretto indispensabile, ma dall’ altro lato
limita spesso la scelta del Source ad un unico percorso possibile. La questione sarà
ripresa in seguito.
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2.1.6 Pacchetti Hello
Il protocollo prevede la possibilità che i nodi scambino periodicamente, con i vici-
ni, brevi pacchetti di segnalazione broadcast (con TTL=1) chiamati Hello mes-
sages. Tali pacchetti vengono utilizzati per la gestione delle connessioni da parte
dei nodi stessi. Anche se consentito dallo standard l’ utilizzo dei pacchetti di Hello
non è comunque obbligatorio.
2.1.7 Link breakage
Con tale espressione si indica la situazione in cui un nodo è impossibilitato a
trasmettere ad un nodo vicino. Ciò può avvenire per una congestione del link,
oppure semplicemente perché il nodo vicino, se in mobilità, si è spostato al di fuori
del raggio di trasmissione massimo, e non è raggiungibile. Il protocollo prevede
più di un modo per la gestione della rottura di un collegamento.
• Hello messages Un nodo può determinare lo stato del collegamento dall’
ascolto dei pacchetti di Hello. Se un nodo non riceve, per un certo tempo,
nessun pacchetto di Hello da parte di un vicino assume la rottura di tale
collegamento.
• Link layer detection La verifica dello stato del collegamento è eseguita dal
livello MAC ogni volta che un pacchetto dati viene inviato ad un nodo vici-
no. Questa modalità è prevista, ad esempio, dallo standard IEEE 802.11, in
cui la mancata ricezione di un ACK dopo un certo numero di ritrasmissioni,
o il fallimento di una negoziazione tramite scambio di pacchetti RTS/CTS
sono sintomo di un problema. In questo caso il pacchetto dati viene scarta-
to, ma viene anche inviato un segnale, a livello di Routing, che provvede a
gestire la condizione d’ errore.
• Passive Acknoledgement Dopo l’invio di un pacchetto dati verso una des-
tinazione, un nodo può mettersi in ascolto per verificare se il Next Hop
svolge correttamente il suo compito, ovvero se il vicino provvede effetti-
vamente ad instradare il pacchetto appena ricevuto. Se tale operazione non
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viene eseguita entro un certo tempo il nodo assume la rottura del link con il
Next Hop.
2.1.8 Link breakage management
Nel caso in cui un nodo verifichi la rottura di un link, indipendentemente dalla
strategia seguita, esso provvede a generare un pacchetto unicast chiamato Trig-
gered Reply che informa del problema tutti i precursori.
Ogni nodo che riceve tale pacchetto aggiorna quindi la propria tabella di rout-
ing, marcando il Route come inutilizzabile, e provvede a sua volta a ripetere il
pacchetto ai propri precursori. L’ informazione riguarda quindi solo l’ insieme di
nodi che stavano sfruttando quel link (fig.2.5).
Figura 2.5: La rottura di un link (a sinistra) provoca l’invio di un Route Error a
tutti (e soli) i nodi che lo stanno utilizzando(destra)
A questo punto quindi è necessaria una nuova fase di route discovery allo
scopo di trovare un percorso alternativo per la medesima destinazione.
Capitolo 3
Analisi del sistema
In questa sezione verrà descritto il sistema Publish-Subscribe che è stato realiz-
zato. La proposta è quella di un sistema di tipo content-based, distribuito e non
gerarchico che usi le informazioni di routing prelevate dal livello Network per
costruire e mantenere aggiornata una overlay network. Tali informazioni saranno
prese dal protocollo di routing AODV.
3.1 Ambiente
L’ambiente in cui il sistema si trova ad operare è costituito da una rete ad hoc pura,
non è presente quindi nessuna infrastruttura fissa per il routing, mentre il protocol-
lo di routing cui si farà riferimento sarà AODV. Considereremo che il middleware
possa ottenere le informazioni necessarie dal livello Network per poter gestire
adeguatamente le modifiche alla connettività della rete. Trovandoci ad operare in
un ambiente puramente Ad Hoc la mobilità dei nodi rende probabili temporanee
disconnessioni e modifiche nelle route che i pacchetti evento devono seguire. Per
maggiore flessibilità del sistema ogni nodo dovrà poter agire da Dispatcher, da
Publisher e da Subscriber.
3.1.1 Funzioni delle Applicazioni
Le applicazioni che agiscono nel sistema sono di due tipi :
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• Publisher
• Subscriber
Un Publisher è un generatore di eventi, non deve necessariamente essere a conoscen-
za dello stato delle sottoscrizioni, ma può limitarsi all’immissione degli even-
ti generati nel sistema. Un Publisher deve notificare la sua presenza alla rete
mediante dei messaggi appositi di advertise, con i quali informa gli eventutali
consumatori di eventi interessati della sua disponibilità a fornirli.
Un Subscriber è un consumatore di eventi. Come per il Publisher, non è nec-
essario che un Subscriber abbia informazioni sullo stato della rete, l’unica cosa
che deve sapere è se esiste un produttore per l’evento a cui è interessato. Un Sub-
scriber, che non riceve eventi, deve notificare la sua presenza alla rete mediante
dei messaggi appositi di subscribe, con i quali informa gli eventutali produttori di
eventi del suo interesse.
A queste ne va aggiunta una terza: il Dispatcher. Un Dispatcher è un nodo
che può inoltrare gli eventi. Non è necessario che un nodo sia effettivamente usato
per essere considerato Dispatcher, questo costituisce una distinzione ulteriore, tra
Dispatcher attivi e non attivi. Dato che in questo tipo di reti tutti i nodi devono
poter svolgere le funzioni di router ne consegue che ogni nodo del sistema dovrà
poter effettuare la funzione di Dispatcher, ai fini del sistema quindi tutti i nodi
sono Dispatcher anche se non tutti sono coinvolti nel dispatching degli eventi.
Come ipotesi sulla distribuzione dei dispositivi nel sistema è ragionevole con-
siderare che il numero dei Publisher sia inferiore a quello dei Subscriber, aven-
do così a che fare con sistemi con un elevato numero di nodi che richedono gli
eventi a fronte di un numero ridotto di nodi che possono fornirli. Questa ipotesi
influenzerà alcune delle scelte effettuate in fase di studio del sistema.
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3.2 Scelte effettuate
3.2.1 Ruolo delle Applicazioni
La richiesta che ogni nodo della rete possa agire Dispatcher è conseguenza del
fatto che in una rete Ad Hoc ogni nodo deve agire da router. Diventa quindi nec-
essario individuarne il ruolo nella overlay network. Sono possibili due approcci:
• Ciascun nodo partecipa sempre alla overlay network, mantenendo le infor-
mazioni per effettuare il routing degli eventi anche se non è coinvolto nella
notifica. In questo modo c’é un numero più elevato di informazioni di stato
da raccogliere e gestire, e la riconfigurazione deve coinvolgere tutti i nodi
della rete.
• Solo un insieme di nodi opportunamente scelti partecipa alla overlay net-
work. In questo caso le informazioni di stato devono essere gestite da un
numero minore di nodi, ma è necessario gestire l’inserzione e l’estrazione
dall’insieme dei nodi interessati.
La scelta effettuata è stata di tipo ibrido, alcune informazioni, quelle necessarie
per il routing degli eventi, sono localizzate solo sui nodi interessati, mentre altre,
quelle sullo stato dei produttori, vengono distribuite a tutta le rete. Questa scelta
è dovuta alla considerazione che, in questo tipo di sistema, un evento come la
scomparsa di un Publisher sia molto meno frequente che non la modifica della
route tra due nodi, e che, quindi, questi eventi vadano trattati con due approcci
diversi.
3.2.2 Gestione delle Informazioni
La natura altamente mobile dell’ambiente in cui l’applicazione Publish-Subscribe
deve operare rende necessario trovare un modo per mantenere consistenti le infor-
mazioni sui Publisher, i Subscriber e i Dispatcher presenti nel sistema. Esistono
due possibili approcci a questo problema :
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• Si può realizzare un sistema in cui le informazioni che ogni nodo ha sullo
stato della rete sono mantenute costantemente aggiornate.
• Si può richiedere l’aggiornamento delle informazioni solo quando è neces-
sario utilizzarle effettivamente.
Il primo approccio richede un overhead di comunicazione costante dovuto ai mes-
saggi che devono attraversare la rete per effettuare gli aggiornamenti, e può essere
difficile realizzare un sistema in cui ogni nodo abbia costantemente informazioni
aggiornate su tutti gli altri nodi presenti nella rete.
Il secondo approccio, di tipo on demand, non presenta overhead per il manten-
imento delle informazioni e rispecchia maggiormente le caratteristiche del proto-
collo di routing sottostante, ma l’aggiornamento delle informazioni è più compli-
cato e richiede operazioni più costose.
Anche in questo caso si è effettuata la scelta di adottare una sorta di modello
ibrido in cui ogni nodo del sistema ha informazioni costantemente aggiornate solo
sui nodi vicini e sullo stato globale dei Publisher presenti nel sistema.
In questo modo ciascun nodo ha una visione solamente locale per quanto
riguarda la notifica degli eventi, ossia conosce solo i nodi adiacenti da cui riceve
eventi e a cui li inoltra, mentre la visibilità dei publisher è globale, ossia tutta la
rete sa quali nodi sono publisher attualmente attivi.
3.2.3 Modello di distribuzione delle informazioni
Il modello di distribuzione delle informazioni riguarda il modo in cui le infor-
mazioni sullo stato della rete vengono scambiate tra i vari nodi. I nodi Publisher e
Subscriber devono inviare dei messaggi periodicamente per informare il sistema
della loro natura di produttori e consumatori di eventi, rispettivamente; questo
viene fatto dai publisher tramite messaggi di Advertise, in cui viene notificata la
disponibilità del publisher a fornire un certo tipo di evento, e dai subscriber me-
diante messaggi di Subscribe con cui viene notificato l’interesse di un subscriber
per un certo tipo di evento. Questi messaggi possono essere inviati in broadcast,
assicurando così l’aggiornamento costante dello stato della rete.
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Questo tipo di approccio, se da una parte offre il vantaggio di avere lo stato
dei Publisher e dei Subscriber attivi costantemente aggiornato, dall’altra richiede
un eccessivo carico di messaggi per il sistema.
L’approccio scelto consiste nell’effettuare il broadcast delle sole informazioni
di Advertise, difatti, in ragione dell’assunzione fatta in precedenza, che il numero
di Publisher sia minore di quello dei Subscriber, questo tipo di approccio com-
porta un impatto minore in termini di messaggi scambiati, ma consente comunque
di avere lo stato dei Publisher attivi nella rete costantemente aggiornato.
3.3 Definizione del sistema
A seguito delle considerazioni precedenti possiamo evidenziare le caratteristiche
del sistema Publish-Subscribe.
• Ha un comportamento On Demand per quanto riguarda la notifica degli
eventi,
• i messaggi di advertise vengono inviati in broadcast,
• un sottoinsieme di nodi dispatcher è attivo di volta in volta,
• le informazioni per la notifica degli eventi riguardano solo i nodi adiacenti,
• la overlay network viene creata basandosi sulle informazioni di AODV,
• la overlay network è sensibile hai cambiamenti nel routing.
3.3.1 Distribuzione delle informazioni
Vediamo ora come i dispositivi si scambiano informazioni sullo stato della rete
all’interno del sistema.
Advertise
Un nodo che vuole pubblicare un evento di un certo tipo invia un messaggio
in broadcast in cui notifica la propria identità e il tipo di evento che pubblica.
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Queste informazioni vengono memorizzate dai nodi attraversati e consentono di
distribuire nel sistema le informazioni sui nodi Publisher attivi. Oltre a questo
scopo, la ricezione di un messaggio di advertise, deve causare l’attivazione di
una catena di Dispatcher nel caso in cui il nodo che riceve il pacchetto sia Sub-
scriber non ancora servito e interessato al tipo di evento per cui si sta facendo
advertise. Per fare questo, quando un advertise viene ricevuto da un subscriber in-
teressato si farà partire un pacchetto di subscribe che attraverserà la rete seguendo
il percorso inverso effettuato dall’advertise, che dovrà quindi lasciare traccia di
questo percorso man mano che attraversa la rete (in maniera analoga a quello che
avviene per la reverse route costrutita dai pacchetti di Route Request di AODV).
Questa informazioni sarà mantenuta insieme a quelle che riguradano la natura del
publisher.
Subscribe
I messaggi di Subscribe vengono inviati dai Subscriber per attivare una catena di
Dispatcher che possono fornire l’evento richiesto.
Il messaggio di Subscribe, costruisce una route partendo dal nodo di desti-
nazione degli eventi risalendo verso il Publisher finché non incontra un nodo che
è già produttore per l’evento per cui si fa la subscribe oppure il Publisher stesso.
La generazione di un messaggio di Subscribe avviene quando un nodo Sub-
scriber si accorge della presenza di un Publisher per il tipo di evento a cui è
interessato. Questo può avvenire o in seguito alla ricezione di un messaggio di
advertise generato da un Publisher che pubblica eventi per cui il Subscriber è
interessato (si veda per questo 3.3.1), oppure quando un Subscriber trova nelle
informazioni di stato un Publisher che può fornirgli gli eventi. In entrambi i casi
viene generato un messaggio di Subscribe, anche se le modalità con cui questo
messaggio percorre il sistema saranno diverse. Nel primo caso, come detto sopra,
la subscribe seguirà il percorso inverso seguito dall’advertise, mentre nel secondo
caso il nodo a cui inviare la subscribe sarà determinato interagendo con il livello
network, cercando nelle tabelle di routing del nodo il next hop per raggiungere
il publisher, se quest’informazione non è presente è necessario fare una richiesta
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esplicita e mettere in attesa la subscribe finchè non si otterrà la risposta. Questo
procedimento di ricerca del next hop sarà ripetuto ad ogni invio della subscribe
fino al raggiungimento di un nodo che possa fornire l’evento richiesto.
Notifica Eventi
Gli eventi vengono inoltrati seguendo le route costituite dai Dispatcher attivi.
Nell’invio degli eventi va prevista una bufferizzazione di quei messaggi che
non è stato possibile consegnare, infatti, data la natura mobile del sistema, può
verificarsi il caso di un nodo che cerca di notificare un evento verso un nodo la cui
connettività è momentaneamente interrotta. Bufferizzando i pacchetti1 si riduce la
perdità di informazioni.
3.3.2 Requisiti del Sistema
Il sistema fin qui descritto deve essere in grado di reagire alle variazioni topo-
logiche della rete, adattando la overlay network ai cambiamenti che avvengono
automaticamente a livello Network. Esempi di questi cambiamenti possono es-
sere:
• il passaggio di un evento diretto ad un nodo attraverso un nodo intermedio(3.1.a)
• il presentarsi di un percorso più breve tra due nodi che devono scambiarsi
eventi(3.1.b)
Tali cambiamenti sono trasparenti per il middleware e possono essere difficili
da gestire se ciò non viene fatto tempestivamente è stato quindi necessario intro-
durre nel sistema un tipo di pacchetti che serva a mantenere aggiornate le route
attive anche quando non ci sia transito effettivo di eventi.
Affidare tale compito ai pacchetti evento non è possibile, in quanto si possono
presentare situazioni in cui una route tra Publisher e Subscriber, pur rimanendo
1Come descritto più avanti questo meccanismo di bufferizzazione verrà utilizzato anche per un
altro tipo di pacchetti contenenti informazioni critiche per il sistema
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Figura 3.1: Esempi di riconfigurazione
entrambi attivi e interessati a scambiarsi eventi non venga attraversata perché il
Publisher, per un certo intervallo di tempo, non ha eventi da notificare2. Se in
questo intervallo i nodi che costituiscono la route si spostano, rendendo non più
valide le tabelle di routing locali, quando il Publisher dovrà notificare nuovamente
degli eventi si troverà dover ricostruire di nuovo una route.
Inoltre, per il fatto che i nodi non mantengono informazioni sulle route com-
plete che gli eventi percorrono, ma hanno solo una visione locale di produttori e
consumatori, è stato necessario che questi pacchetti mantenessero traccia dei nodi
attraversati.
Grazie a questi pacchetti le route vengono mantenute attive anche se si han-
no periodi in cui non c’è transito di eventi, ed inoltre ciascun nodo, controllando
il percorso seguito da questi pacchetti può verificare se ci sono state delle modi-
fiche nella connettività tali da rendere necessaria una riconfigurazione dell’overlay
network.
2Nella simulazione del sistema questo è stato riprodotto assegnando ad ogni publisher un tasso
di generazione degli eventi fissato, ma comunque grande rispetto alla velocità con cui i nodi si
muovono
Capitolo 4
Specifica del sistema
In questo capitolo verrà fornita la struttura necessaria alla realizzazione di un mid-
dleware che fornisca un modello di servizio Publish-Subscribe integrandosi con
il protocollo di routing AODV per la riconfigurazione della rete.
4.1 Descrizione introduttiva al protocollo
L’idea alla base della realizzazione del sistema consiste nello sfruttare le infor-
mazioni di livello network per controllare lo stato della rete e mantenere una over-
lay network coerente con le route effettivamente usate per instradare gli eventi.
A seguito della pubblicazione di un evento, il Publisher, a livello middleware,
individuerà la route a cui instradare l’evento tramite le tabelle di routing del Dis-
patcher, che presentano tali route non come percorsi completi ma come singoli
hop a cui un evento va inoltrato.
In questo contesto il sistema è stato strutturato in tre diverse applicazioni che
girano su ciascun nodo della rete Ad Hoc:
• Applicazione Publisher
• Applicazione Subscriber
• Applicazione Dispatcher
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Queste applicazioni interagiscono tra loro scambiandosi messaggi all’interno del
nodo stesso su cui sono attivate, oppure attraverso la rete.
Figura 4.1: Comunicazione tra Publisher e Subscriber
Le applicazioni Publisher e Subscriber non comunicano direttamente tra loro
ma si inviano gli eventi tramite le applicazioni dispatcher.
4.2 Specifica ad alto livello del protocollo
In questa sezione viene fornita una descrizione ad alto livello delle tre applicazioni
tramite diagrammi di stato.
4.2.1 Applicazione Publisher
L’applicazione Publisher agisce come pubblicatore di eventi e di segnali periodici
del sistema. Tali segnali sono di due tipi:
• Segnali Timer per l’applicazione stessa
• Segnali per l’applicazione Dispatcher residente sullo stesso nodo.
A differenza delle altre applicazioni non riceve nessun tipo di messaggio. Un Pub-
lisher non comunica mai con il livello trasporto, e non ha nessuna informazione
sullo stato della rete; delle tre applicazioni è la meno complessa.
Allo scadere di alcuni timer il Publisher invia dei messaggi all’applicazione
Dispatcher locale.
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Figura 4.2: Diagramma a stati dell’applicazione Publisher
Descrizione degli stati
Segue ora una breve descrizione di ciascuno stato.
• P_INIT si tratta dello stato iniziale in cui il nodo viene inizializzato. In
questa fase il nodo non comunica con nessun altro.
• P_IDLE in questa fase il nodo è in attesa che un evento lo porti ad un
cambiamento di stato; in particolare i cambiamenti sono i seguenti:
– {Timeout per l’invio di un pacchetto Evento} 7→ P_EVENT
– {Timeout per l’invio di un pacchetto di Advertise} 7→ P_ADV
– {Timeout per l’invio di un pacchetto di Ping} 7→ P_PING
• P_ADV in questo stato il nodo prepara un messaggio in cui notifica il tipo
di evento che può produrre e lo invia al Dispatcher locale, che lo inoltrerà
in broadcast.
• P_EVENT in questo stato il nodo genera un nuovo evento, prepara un
messaggio di tipo Evento e lo invia la Dispatcher locale, che provvederà
a notificarlo agli eventuali consumatori.
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• P_PING in questo stato il nodo genera un nuovo messaggio di tipo Ping e
lo invia la Dispatcher locale, il quale lo instraderà alle route attive in quel
momento.
Strutture dati
L’applicazione Publisher non necessita di strutture dati complesse, trattandosi di
un semplice generatore periodico di messaggi. Le uniche informazioni che deve
mantenere sono:
• il tipo di evento che produce
• la frequenza con cui genera eventi
• il numero di messaggi di Advertise inviati
• il numero di messaggi di Ping inviati
Le prime due informazioni vengono definite in fase di inizializzazione dell’appli-
cazione e sono memorizzate nei campi eventoProdotto e eventRate della
struttura PData definita in p.h (per maggiori dettagli si veda 4.3.3).
Descrizione dei messaggi
In questa sezione vengono definiti il contenuto e la semantica dei messaggi pre-
visti dall’applicazione Publisher. Come detto in precedenza ci sono due tipi di
messaggi:
• Timer dell’applicazione: si tratta di di messaggi che segnalano all’appli-
cazione di intraprendere determinate azioni. Non provocano modifiche delle
strutture dati e non contengono informazioni esplicite
• Messaggi per l’applicazione Dispatcher locale: si tratta di messaggi di se-
gnalazione per l’applicazione Dispatcher. Modificano alcuni campi della
struttura dati dell’applicazione Publisher e devono contenere le informazioni
che consentono al destinatario di portare avanti le azioni richieste dal pro-
tocollo.
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Figura 4.3: Messaggi dell’applicazione Publisher
AdvTimerExpires
Questo tipo di messaggio viene generato con periodo ADV_INTERVAL dalla
funzione handleAdvTimer e provoca l’ingresso nello stato P_ADV.
EventTimerExpires
Questo tipo di messaggio viene generato con periodo eventRate dalla fun-
zione handleEventTimer e provoca l’ingresso nello stato P_EVENT.
PingTimerExpires
Questo tipo di messaggio viene generato con periodo PING_INTERVAL dalla
funzione handlePingTimer e provoca l’ingresso nello stato P_PING.
Rcv_Start_Adv
Questo tipo di messaggio viene generato dalla funzione handleAdvTimer
ogni volta che viene ricevuto un Timeout di Advertise. Viene inviato al Dispatch-
er locale per segnalare di iniziare una nuova fase di Advertise. Il campo info
della struttura Message (definita in message.h) contiene una struttura di tipo
advInfo (vedi 4.3.3). Questa struttura contiene le informazioni necessarie al
Dispatcher locale per dare il via alla fase di Advertise:
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• tipo di evento prodotto
• ID del nodo Publisher
• numero di sequenza del messaggio di Adv1
Rcv_Start_Event
Questo tipo di messaggio viene generato dalla funzione handleEventTimer
ogni volta che viene ricevuto un Timeout di Evento. Viene inviato al Dispatch-
er locale per segnalare di iniziare la notifica di un evento. Il campo info della
struttura Message (definita in message.h) contiene una struttura di tipo evento
(vedi 4.3.3). Questa struttura contiene le informazioni sull’evento prodotto:
• tipo di evento prodotto
• valore dell’evento2
Rcv_Start_Ping
Questo tipo di messaggio viene generato dalla funzione handlePingTimer
ogni volta che viene ricevuto un Timeout di Ping. Viene inviato al Dispatcher lo-
cale per segnalare di iniziare una nuova fase di Ping. Il campo info della struttura
Message (definita in message.h) contiene una struttura di tipo pingInfo (vedi
4.3.3). Questa struttura contiene le informazioni necessarie al Dispatcher locale
per dare il via alla fase di Ping
• tipo di evento prodotto
• ID del nodo Publisher
4.2.2 Applicazione Subscriber
L’applicazione Subscriber agisce da consumatore di eventi e da generatore di
segnali per il Dispatcher locale. A differenza dell’applicazione Publisher, il Sub-
1per l’uso di questo campo si veda 4.2.3
2gli eventi sono stati definiti cone una struttura che contiene un tipo e un valore, nel nostro caso
il valore è un intero
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scriber riceve un tipo di segnale dal Dispatcher per sapere se esiste un Publisher
per il tipo di evento richiesto, in questo modo il Subscriber ha informazioni, anche
se minime, sullo stato della rete.
Figura 4.4: Diagramma a stati dell’applicazione Subscriber
Descrizione degli stati
Segue una breve descrizione degli stati dell’applicazione Subscriber.
• S_INIT si tratta dello stato iniziale in cui il nodo viene inizializzato. In
questa fase il nodo non comunica con nessun altro.
• S_IDLE in questa fase il nodo è in attesa che un evento lo porti ad un
cambiamento di stato; in particolare i cambiamenti sono i seguenti:
– {Timeout per l’invio di un pacchetto di Test} 7→ S_TEST
– {Ricezione di un pacchetto evento dal Dispatcher locale} 7→ S_EVENT
– {Ricezione di un segnale di servizio dal Dispatcher locale} 7→ S_Serv
• S_TEST in questo stato il nodo controlla se riceve già eventi e, se non
li riceve, invia un messaggio di Test in cui notifica il tipo di evento che
richiede e lo invia al Dispatcher locale, che controllerà se è possibile servire
la richiesta.
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• S_EVENT in questo stato il nodo riceve un nuovo evento dal Dispatcher
locale e lo registra tra gli eventi ricevuti.
• S_Serv in questo stato il nodo riceve dal Dispatcher locale il segnale di
cambiare il proprio stato di servizio3.
Strutture dati
Anche l’applicazione Subscriber non necessita di strutture dati particolari. Le
uniche informazioni che deve mantenere sono:
• il tipo di evento richiesto
• lo stato di servizio
• gli eventi ricevuti
Queste informazioni sono mantenute nei campi eventoRichiesto, istanziata
in fase di inizializzazione, servito e nella struttura eventiRicevuti della
struttura SData contenuta in s.h (vedi 4.3.3). In particolare gli ultimi due campi
sono un boolano che indica se il Subscriber è servito da un Publisher e una lista
degli eventi ricevuti.
Descrizione del protocollo
In quest sezione verrà descritto il funzionamento dell’applicazione Subscriber.
Test
In questa fase l’applicazione controlla periodicamente se è servita dal Dispatch-
er locale, e, nel caso non lo sia, lo segnala a quest’ultimo inviando un messaggio
di Test in cui indica il tipo di evento a cui si deve sottoscrivere.
receiveEvent
In questa fase l’applicazione memorizza l’evento ricevuto dal Dispatcher locale
nella struttura eventiRicevuti
3Date le poche operazioni da compiere questo stato è incluso nella funzione SProcessEvent.
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Servizio
In questa fase l’applicazione cambia il proprio stato di servizio (rappresen-
tato dal campo servito della struttura SData) in seguito alla ricezione di un
messaggio di servizio da parte del Dispatcher locale.
Descrizione dei messaggi
In questa sezione vengono definiti il contenuto e la semantica dei messaggi pre-
visti dall’applicazione Subscriber. Quest’applicazione riceve messaggi interni di
timer e messaggi dal Dispatcher locale, inoltre invia messaggi a quest’ultimo.
Figura 4.5: Messaggi dell’applicazione Subscriber
TestTimerExpires
Questo messaggio viene generato con periodo TEST_INTERVAL dalla fun-
zione startTest.
Test
Questo viene generato da un Subscriber non servito e inviato al Dispatcher
locale per cercare un Publisher. Il messaggio contiene:
• il tipo di evento per cui si fa richiesta
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4.2.3 Applicazione Dispatcher
L’applicazione Dispatcher è il cuore del sistema, è infatti quest’applicazione che
effettua il routing degli eventi e tutte le funzionalità di riconfigurazione e aggior-
namento della overlay network
Figura 4.6: Diagramma a stati dell’applicazione Dispatcher
Descrizione degli stati
In questa sezione verranno descritti gli stati dell’applicazione Dispatcher.
• D_INIT in questa fase vengono inizializzate tutte le strutture dati dell’ap-
plicazione.
• D_IDLE in questa fase il nodo è in attesa di un evento che lo porti ad un
cambiamento di stato; in particolare i cambiamenti sono i seguenti:
– {Rcv_Start_Event} 7→ D_EVENT
– {Rcv_Start_Adv} 7→ D_ADV
– {Rcv_Start_Ping} 7→ D_PING
– {Rcv_Start_Test} 7→ D_TEST
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– {State_Timeout} 7→ handleStateTimeout
– {Ack_Timeout} 7→ handleAckTimeout
– {Ack_Ping_Timeout} 7→ handleAckPingTimeout
– {Ping_Timeout} 7→ handleAckPingTimeout
– {Prova} 7→ handleProva
– {MSG_APP_FromTransport} 7→ handleFromTransport
– {Rcv_RRep} 7→ handleRRep
• D_PING la transizione in questo stato fa partire i messaggi di Ping. In
questa fase il dispatcher controlla se ci sono dei consumatori per l’even-
to di cui deve inoltrare il ping, e nel caso, prepara un pacchetto di Ping
per ciascun consumatore e lo inoltra. Il dispatcher attende un messaggio di
Acknowledgement da parte dei consumer, prima di tentare un nuovo invio.
• D_ADV la transizione in questo stato fa partire i messaggi di Adverise. Il
dispatcher aggiorna la propria tabella di stato e invia in broadcast il pac-
chetto di Adveritse. Il Dispatcher attende l’arrivo dell’advertise succesivo,
prima di rimuovere le informazioni di stato riguardanti il Publisher locale.
• D_TEST in questa fase il Dispatcher aggiorna la Tabella di Routing, in-
serendo unaentry per il Subscriber locale, ne testa lo stato di servizio, e, se
non è servito, cerca un produttore che lo possa servire, prima nella propria
Tabella di Routing, poi nella propria Tabella di Stato. Se lo trova, nel pri-
mo caso aggiunge una entry nella Tabella di Routing per il nodo stesso, nel
secondo caso effettua una RReq per il produttore e accoda un pacchetto di
Subscribe in attesa dell’attivazione della route.
• D_EVENT in questa fase il Dispatcher invia l’evento prodotto dal Publish-
er locale a tutti i consumatori che sono nella Tabella di Routing. I pacchet-
ti evento vengono inseriti in una coda in attesa della ricezione di un Ac-
knowledgement. La coda viene controllata periodicamente e per i pacchetti
presenti, viene tentato un nuovo invio.
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• handleStateTimeout in questa fase il Dispatcher controlla se la tabella di
Stato è aggiornata, confrontando l’AdvId dell’ultimo advertise ricevuto, con
quello in Tabella. Se la entry non è aggiornata, la elimina.
• handleAckTimeout in questa fase il Dispatcher verifica se ha ricevuto l’ac-
knowledgement per un evento. In caso di mancata ricezione tenta di ri-
trasmettere l’evento, compatibilmente con il massimo numero di ritrasmis-
sioni.
• handleAckPingTimeout questa fase è analoga alla precedente, ma lavo-
ra con i pacchetti di Ping anzichè con gli eventi. Il Dispatcher verifica se
ha ricevuto l’acknowledgement per il pacchetto di Ping. In caso di manca-
ta ricezione tenta di ritrasmettere il ping, compatibilmente con il massimo
numero di ritrasmissioni.
• handlePingTimeout in questa fase il Dispatcher verifica se una route è uti-
lizzata, controllando se ha ricevuto un ping nuovo da quando il messaggio di
timeout è stato attivato. Se la route non è stata usata il Dispatcher rimuove
tutte le entry che riguardano il produttore del ping atteso dalla Tabella di
Routing.
• handleProva questa fase serve a verificare che una route attivata di recente
sia effettivamente utilizzata. Infatti sono i messaggi di Ping che fanno par-
tire il timer per effettuare questa verifica, e può accadere che un link sia
attivato, ma a causa di cambiamenti di connettività non sia raggiunto dal
primo pacchetto di Ping che attiverebbe il timer. Il messaggio di prova, at-
tivato quando un link viene aggiunto ad una route, evita che dei link non
utilizzati rimangano nel sistema.
• handleFromTransport in questa fase si effettua il demultiplexing dei mes-
saggi ricevuti dal livello Transport. I messaggi di questo tipo provengono
da altri Dispatcher. Un dispatcher riceve dal livello Transport i seguenti
messaggi:
1. pacchetti Evento
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2. pacchetti Adv
3. pacchetti Ping
4. pacchetti Subscribe
5. pacchetti Unsubscribe
6. pacchetti Acknowledgement per Eventi
7. pacchetti Acknowledgement per Ping
Il dispatcher controlla il tipo di pacchetto ricevuto e chiama la funzione
handle appropriata.
• handleRRep in questa il Dispatcher, che ha ricevuto una Route Reply dal
livello Network, controlla se ci sono delle Subscribe pendenti per il nodo
per cui si è ricevuta la Route Reply. Se ci sono, le inoltra.
Strutture dati
Le strutture dati dell’applicazione Dispatcher devono:
• consentire il routing degli eventi
• mantenere informazioni sullo stato della rete
• consentire di effettuare riconfigurazioni
• bufferizzare i pacchetti non ricevuti
Per realizzare queste funzionalità sono state definite le seguenti strutture, incluse
nella struttura dati di tipo DData associata ad ogni nodo:
Tab_stato
Ciascuna entry di questa tabella contiene informazioni sullo stato di un Publish-
er attivo nel sistema. Viene aggiornata dai messaggi di Advertise prodotti dai Pub-
lisher. È memorizzata nel campo TdS della struttura DData, e contiene i seguenti
campi (Tab.:4.1):
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• pubId : Id di un Publisher.
• evento : tipo di evento prodotto.
• mittId : Id del nodo da cui si è ricevuto l’advertise relativo al Publisher.
• advId : numero di sequenza dell’ultimo advertise ricevuto per questo Pub-
lisher.
Tab_routing
In questa tabella sono memorizzate le informazioni necessarie per effettuare il
routing degli eventi. Una entry della tabella corrisponde ad un nodo consumatore.
Viene mantenuta aggiornata dai messaggi di Ping, dei quali si mantiene traccia nei
campi lastPingId e ackPingRicevuto. La Tab_routing è memorizzata nel
campo TdR della struttura DData e ha la seguente struttura (tab:4.2):
• producerId : Id del produttore dell’evento.
• evento : tipo di evento prodotto.
• consumerid : Id del nodo consumatore dell’evento.
• lastPingId : numero di sequenza dell’ultimo Ping ricevuto per questo
produttore.
• ackPingRicevuto : flag per la ricezione di acknoledgement per mes-
saggi di ping.
codaEventi
In questa struttura vengono bufferizzati gli eventi ricevuti dal nodo e per i quali
non sia ancora stato ricevuto l’acknowledgment dal consumatore. Un elemen-
to della codaEventi (memorizzata nel campo EventNotAcked della struttura
DData) contiene i seguenti campi:
• pack : il pacchetto evento in attesa di Acknowledgement.
• dest : ID del consumatore da cui si attende l’Acknowledgement.
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• numSend : il numero di tentativi di invio effettuati.
codaSubscribe
In questa struttura vengono bufferizzate le Subscribe in attesa dell’attivazione di
una route per poter essere inoltrate. Un elemento della codaSubscribe (memoriz-
zata nel campo subscribeWaiting della struttura DData) contiene i seguenti
campi:
• evento : il tipo di evento per cui si vuole effettuare una sottoscrizione.
• pubId : il nodo a cui si vuole inviare la sottoscrizione.
pubId evento mittId advId
1 2 3 34
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
10 1 15 45
Tabella 4.1: Tab_stato
producerId evento consumerId lastPingId ackPingRicevuto
1 2 4 34 TRUE
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
10 1 18 25 FALSE
Tabella 4.2: Tab_routing
Descrizione del protocollo
In questa sezione viene descritto il funzionamento del protocollo.
Advertise
In questa fase vengono aggiornate le informazioni sui Publisher attivi nel sistema.
I nodi Dispatcher locali ad un Publisher inviano in broadcast le informazioni ne-
cessarie a individuare il Publisher nel sistema. Per fare si che queste informazioni
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raggiungano tutti in nodi del sistema i pacchetti di Advertise vengono inviati a
bolle, e ciascun Dispatcher che ne riceve provvede a inoltrarlo ulteriormente. Me-
diante l’uso di un numero progressivo associato a ciascun pacchetto si evita la
formazione di loop.
Le informazioni memorizzate nei pacchetti di Advertise consentono di man-
tenere nelle Tabelle di Stato dei Dispatcher l’elenco dei Publisher e degli eventi
ad essi associati. Queste informazioni sono controllate tramite un timer che pe-
riodicamente controlla se una entry della Tabella di Stato è stata aggiornata, ed
eventualmente rimuove quelle che non lo sono.
Oltre a questa funzionalità, in fase di Advertise è anche possibile attivare le
sottoscrizioni, infatti se un nodo Dispatcher, locale ad un Subscriber non anco-
ra servito, riceve un advertise da parte di un Publisher che può fornire l’evento
richiesto, allora si può dare il via alla fase di Subscribe, sfruttando la catena inver-
sa dei Dispatcher percorsi dal pacchetto di Advertise.
Subscribe
In questa fase un nodo notifica che intende sottoscriversi ad un evento. Per fare ciò
la sottoscrizione deve raggiungere il primo nodo Dispatcher che possa notificare
l’evento richiesto. Questo può essere un Dispatcher locale ad un Publisher oppure
un dispatcher che è consumatore per l’evento.
La sottoscrizione percorre il sistema modificando le Tabelle di Routing dei
nodi che attraversa, aggiungendo il mittente ai consumatori. Per trovare il nodo a
cui la sottoscrizione deve essere inoltrata si può procedere in due diverse maniere:
tramite il percorso inverso seguito dai pacchetti di Advertise oppure prelevando
le informazioni sul next hop direttamente dal livello Network. Nel primo caso è
necessario mantenere l’informazione aggiornata del mittente dell’advertise nella
Tabella di Stato (si veda 4.2.3). Nel secondo caso è necessario bufferizzare le
sottoscrizioni in attesa dell’attivazione di una route per il nodo richiesto.
È da notare che una sottoscrizione non viene necessariamente avviata a par-
tire da un Dispatcher locale ad un Subscriber, ma può anche essere generata dai
dispatcher intermedi nel caso in cui si debba cambiare il nodo per cui si è con-
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sumatori in seguito ad una modifica della connettività.
Unsubscribe
In questa fase un nodo notifica al produttore di un evento che non deve più in-
viargli un certo tipo di eventi. Questo avviene o in seguito ad una modifica nella
connettività, per cui un nodo cambia il proprio produttore sottoscrivendosi ad un
nuovo produttore e cancellandosi da quello vecchio, oppure in seguito alla perdita
di connettività verso un nodo consumatore, se infatti un nodo si accorge di non
avere poter più inoltrare eventi verso l’unico consumatore che ha, allora, oltre a
cancellare la entry relativa al consumer invia anche un Unsubscribe verso il nodo
produttore.
Notify
In questa fase un nodo invia un evento verso i nodi Subscriber interessati. Questi
invii vengono fatti basandosi sulle Tabelle di Routing di ciascun Dispatcher, e un
nodo è a conoscenza solo del nodo produttore (ossia il nodo da cui riceve un certo
evento) e del nodo consumatore (ossia il nodo a cui un evento va inoltrato). Nes-
sun nodo conosce il percorso completo che un evento segue per essere notificato
al Publisher che ne ha fatto richiesta, in questo modo le informazioni che devono
essere conosciute sono minori 4.
Un nodo che riceve la notifica di un evento, oltre a provvedere ad inoltrarlo ai
suoi consumatori, deve inviare un Acknowledgment al produttore e, nel caso sia
locale ad un Subscriber interessato, inviargli l’evento.
Ping
In questa fase viene gestito l’aggiornamento dell’overlay network dei Dispatcher.
Per fare questo si inviano dei messaggi che percorrono le stesse route degli eventi,
verificandone la connettività. Questi messaggi sono l’unico caso in cui la route
viene vista nella sua interezza, infatti , man mano che procedono si tiene memoria
dei nodi che vengono attraversati. Quando un Ping viene ricevuto si effettua un
4E di conseguenza minore è l’overhead richiesto in fase di riconfigurazione
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test sulla route percorsa finora controllando, per ciascuno dei nodi attraversati, se
è possibile trovare una route più breve, nel caso si trovi viene inviata una Sub-
scribe al nodo predecessore nella nuova route e un Unsubscribe al nodo da cui si
è ricevuto il Ping.
Oltre a rilevare i possibile accorciamenti delle route, in questa fase vengono
rilevate anche le modifiche nel percorso dovute al passaggio attraverso un nodo
intermedio non coinvolto nella route. Per questo motivo, quando viene ricevuto
un ping il nodo deve verificare se il mittente del ping corrisponde al nodo produt-
tore. A livello Application quest’informazione non è disponibile 5, allora è neces-
sario utilizzare le informazioneio di livello Network cercando se esiste una rote
da un singlo hop per il mittente del ping, e se ciò non fosse vero cercare il nodo
intermedio ed ffettuare la riconfigurazione come nel caso precedente.
Come nel caso degli eventi, anche i pacchetti di ping necessitano di un Ac-
knowledgement, e inoltre la mancata ricezione di un ping provoca la cancellazione
dei consumatori a vallw.
Descrizione dei messaggi
I messaggi ricevuti dal’applicazione Dispatcher possono essere divisi in tre grup-
pi6:
1. messaggi di tipo timer che l’applicazione manda a se stessa per effettuare
aggiornamenti e attività periodiche.
2. messaggi di segnalazione scambiati con le applicazioni locali (sia Publisher
che Subscriber)
3. messaggi ricevuti da altri Dispatcher
5Dato che il ping viene spedito come pacchetto UDP le informazioni sul mittente sono quelle
contenute nello header del pacchetto
6oltre a questi va considerato un ulteriore tipo: i messaggi di RouteReply ricevuti dal livello
network, che però verranno trattati separatamente
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Figura 4.7: Messaggi dell’applicazione Publisher
I messaggi di tipo timer vengono inviati dall’applicazione Dispatcher stessa
per effettuare dei controlli sullo stato del sistema, di seguito vengono descritti in
dettaglio. Appartengo al primo tipo i messaggi:
• State_TimeOut quando un dispatcher riceve questo messaggio deve testare
se una entry della Tabella di Stato è aggiornata. Le indicazioni su quale
entry sia da controllare sono contenute nella parte info del messaggio (che
contiene una struttura di tipo advInfo).
• Ack_TimeOut quando un dispatcher riceve questo messaggio deve testare
se è stato ricevuto l’acknowledgement per l’evento che ha attivato il timer.
Se tale evento è ancora presente nella coda degli eventi in attesa di Ack
e il numero di ritrasmissioni effettuate è minore del massimo numero di
ritrasmissioni possibili, allora si tenta di inviare nuovamente l’evento, altri-
menti viene scartato.
• Ack_Ping_TimeOut quando un dispatcher riceve questo messaggio deve
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controllare se ha ricevuto l’acknowledgement per il Ping che ha attivato il
timer. Se non è stato ricevuto si tenta una ritrasmissione, compatibilmente
con il numero massimo di ritrasmissioni, ed eventualmente si effettuano le
cancellazioni delle sottoscrizioni.
• Ping_TimeOut quando un dispatcher riceve questo messaggio deve testare
se è stato ricevuto un ping per l’evento che ha attivato il timer, e, se non è
stato ricevuto, avviare la cancellazione.
• prova un messaggio di questo tipo serve a testare che le route appena in-
serite siano effetivamente utilizzate, andando a controllare il valore dell’ul-
timo ping ricevuto. Se si trova che non si sono ricevuti ping la route deve
essere rimossa.
I messaggi del secondo tipo sono segnali che le applicazioni Publisher e Sub-
scriber inviano al dispatcher locale per segnalare di iniziare le attività periodiche
del sistema, come la fase di Advertise o di Test (si vedano le sezioni 4.2.1 e 4.2.2).
Sono messaggi del secondo tipo:
• Rcv_Start_Event Questo messaggio viene generato dal Publisher ogni vol-
ta che ha un evento pronto da inoltrare. Il messaggio contiene informazioni
sul tipo e valore dell’evento.
• Rcv_Start_Adv Questo messaggio viene generato dal Publisher ogni volta
che deve iniziare una nuova fase di Advertise, e contiene le informazioni
necessarie ad effettuare l’advertise.
• Rcv_Start_Ping Questo messaggio viene generato dal Publisher ogni volta
che deve iniziare una nuova fase di Ping, contiene il tipo di evento e l’ID
del produttore.
• Rcv_Start_Test Questo messaggio viene generato dal Subscriber ogni volta
che deve cercare un produttore per l’evento a cui si vuole sottoscrivere,
contiene il tipo di evento per cui effettuare il test.
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Inoltre il Dispatcher invia dei messaggi anche al Subscriber locale per segnalare
un cambiamento nello stato di servizio del Subscriber:
• Rcv_Servito
• Rcv_Non_Servito
Questi messaggi sono privi di contenuto informativo e servono a modificare il va-
lore dello stato di servizio del Subscriber.
I messaggi del terzo gruppo sono quelli che i nodi Dispatcher scambiano tra
loro. Per scambiarsi messaggi sono stati usati dei pacchetti UDP nel cui payload
è contenuto il pacchetto che si vuole inviare. Ci sono sette diversi tipi di pacchet-
ti nell’applicazione, la struttura di ognuno di questi è definita nel file d.h. Tutti
hanno un campo in comune: type, che serve a distinguere il tipo di pacchetto
con cui l’applicazione ha a che fare, tale campo può assumere il valore del tipo
tipoPacchetto definito in d.h, nella descrizione dei pacchetti che segue il tipo
viene indicato in parentesi. Appartengo al terzo tipo i seguenti messaggi:
• pacchetti Evento(D_EVENT_PACK) un pacchetto di questo tipo contiene
l’evento che deve essere notificato. Oltre al campo type ha due altri campi:
evento, che contiene il tipo di evento che viene notificato, e valore, che
contiene il valore dell’evento.
• pacchetti Adv (D_ADV_PACK) un pacchetto di questo tipo viene inviato
in seguito alla ricezione di un messaggio di tipo Rcv_Start_Adv da parte
del Publisher locale, oppure in seguito alla ricezione di un pacchetto di Ad-
vertise da parte di Dispatcher. Un pacchetto di Advertise viene inviato in
broadcast, ogni nodo che richeve un Advertise deve controllare se ha già
ricevuto quel pacchetto e, se non lo aveva ancora ricevuto, lo inoltra sem-
pre in broadcast. Per consentire di identificare i pacchetti già ricevuti ad
ogni Advertise è associato un numero progressivo, si evitano coi loop. La
ricezione di un Advertise provoca l’aggiornamento della Tabella di Stato, in
cui si inseriscono le informazioni sul Publisher che ha generato l’Advertise,
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se non erano già presenti, oppure si aggiornano quelle già presenti. Inoltre
se un Advertise viene ricevuto da un Dispatcher locale ad un Subscriber
interessato all’evento prodotto dal Publisher che ha generato l’Adverise, al-
lora si avvia il procedimento di sottoscrizione. La struttura del pacchetto di
Advertise è la seguente:
typedef struct{
tipoPacchetto type;
NodeAddress pubId;
NodeAddress mittId;
tipoEvento evento;
int advId;
} AdvPacket
Il campo pubId contiene l’ID del nodo publisher che ha generato l’Adver-
tise, il campo mittId contiene l’ID del nodo che ha inoltrato il pacchet-
to, il campo evento contiene il tipo di evento di cui si fa Advertise e il
campo advId contiene il numero che serve ad identificare univocamente il
pacchetto di Advertise.
• pacchetti Ping (D_PING_PACK) quest tipo di pacchetto viene inviato in
seguito alla ricezione di un messaggio Rcv_Start_Ping da parte del Publish-
er locale, oppure in seguito alla ricezione di un pacchetto di Ping da parte di
un Dispatcher7. Un pacchetto di Ping viene inviato in unicast a ciascuno dei
consumatori per il tipo di evento per cui si fa il ping contenuti nella Tabella
di Routing. Questo tipo di messaggi serve a mantenere aggiornate le route
del sistema.
La struttura del pacchetto di Ping è la seguente:
typedef struct{
tipoPacchetto type;
7Sempre che ci siano consumatori per il tipo di evento
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NodeAddress pubId;
tipoEvento tipo;
int pingId;
listaNodi route;
} PingPacket
Dove il campo pubId contiene l’ID del nodo che ha generato il pacchetto,
il campo tipo contiene il tipo di evento per cui si invia il ping, il cam-
po pingID contiene un numero progressivo che identifica il pacchetto, e
il campo route contiene il percorso effettuato dal ping finora. L’ultimo
campo (route) consente al dispatcher che riceve il pacchetto di verificare
se ci sono dei percorsi più brevi.
• pacchetti Subscribe (D_SUB_PACK) Questo tipo di pacchetto viene invi-
ato da un nodo quando vuole essere aggiunto ai consumatori di certi tipo di
evento. Un pacchetto di Subscribe viene inviato in unicast e viene inoltra-
to verso il Publisher richiesto finchè non lo raggiunge, oppure finchè non
incontra un un nodo che è già consumatore per l’evento richiesto. Il percor-
so del pacchetto verso il produttore può avvenire in due modi: seguendo la
catena dei mittenti della Tabella di Stato oppure sfruttando le informazioni
di routing di livello Network per trovare il nodo successivo della route ver-
so il Publisher; il Dispatcher che deve inotrare la Subscribe deciderà in
base al valore di uno dei campi del pacchetto. La struttura del pacchetto di
Subscribe è la seguente:
typedef struct{
tipoPacchetto type;
NodeAddress pubId;
NodeAddress *dest;
tipoEvento evento;
} SubPacket
Dove il campo pubId contiene l’ID del Publisher a cui si vuole effettuare
la sottoscrizione, il campo evento contiene il tipo di evento a cui ci si
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vuole sottoscrivere e il campo dest contiene un puntatore all’ID di un
nodo. È quest’ultimo campo che consente al Dispatcher di decidere come
inoltrare la Subscribe, infatti se il puntatore vale NULL la Subscribe dovrà
essere inoltrata seguendo la catena di mittenti contenuta nella Tabella di
Stato, altrimenti si dovranno sfruttare le informazioni di livello Network.
• pacchetti Unsubscribe (D_UNSUB_PACK) Questo tipo di pacchetto viene
inviato da un nodo quando non vuole più ricevere un certo tipo di evento
per cui era consumatore8. La ricezione di un pacchetto di tipo Unsubscribe
provoca la modifica della Tabella di Routing, con la rimozione del mittente
dalla lista dei consumatori, se era l’unico consumatore per qul tipo di even-
to, il pacchetto viene inoltrato al produttore. La struttura del pacchetto di
Unsubscribe è la seguente:
typedef struct{
tipoPacchetto type;
NodeAddress consId;
tipoEvento evento;
} UnsubscribePacket
Dove il campo consId contiene l’ID del nodo che vuole cancellare la pro-
pria sottoscrizione e il campo evento contiene il tipo di evento che non si
deve più inviare.
• pacchetti Acknowledgement per Eventi (D_ACK_EVENT_PACK) questo
tipo di pacchetto viene inviato in risposta alla ricezione di un pacchetto di
tipo D_EVENT_PACK. La struttura del pacchetto di Acknowledgement per
Eventi è la seguente:
typedef struct{
tipoPacchetto type;
8Le cancellazioni delle sottoscrizioni viaggiano esplicitamente solo verso i Publisher, mentre
verso i Subscriber è la mancata ricezione dei messaggi di Ping che provoca la cancellazione dalla
Tabella di Routing.
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NodeAddress consId;
tipoEvento evento;
} AckEventPacket
Dove il campo consId contiene il mittente del pacchetto e il campo evento
contiene il tipo di evento per cui si invia l’acknowledgement.
• pacchetti Acknowledgement per Ping (D_ACK_PING_PACK) questo tipo
di pacchetto viene inviato in risposta alla ricezione di un pacchetto di tipo
D_PING_PACK. La struttura del pacchetto di Acknowledgement per Ping
è la seguente:
typedef struct{
tipoPacchetto type;
tipoEvento evento;
} AckPingPacket
il campo evento contiene il tipo di evento per cui si invia l’acknowledgement.
Oltre a questi messaggi vanno considerati i messaggi di Route Reply ricevuti
dal livello Transport (per maggiori dettagli si veda 4.2.4). Un messaggio di questo
tipo (Rcv_RRep) viene inviato dal livello Network all’applicazione Dispatcher og-
ni volta che AODV riceve una Route Reply. Questo messaggio contiene l’ID del
nodo per cui, a livello Network, si è attivata una nuova route. L’applicazione Dis-
patcher che lo riceve deve controllare se ha delle Subscribe in attesa di essere
inoltrate verso quel nodo, ed eventualmete farle partire.
4.2.4 Modifiche ad AODV
Per poter accedere alle informazioni di routing disponibili a livello Network è sta-
to necessario apportare alcune modifiche all’implementazione di AODV presente
nel simulatore.
Innanzi tutto, poichè il protocollo richiede che le applicazioni Dispatcher possano
effettuare delle Route Request, è stato necessario includere lo header del protocol-
lo AODV (aodv.h) nell’applicazione Dispatcher, permettendo a quest’ultima di
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accedere alla funzione AodvInitiateRReq, che serve appunto ad avviare la
fase di Route Request (si veda il capitolo 2).
Oltre a questo è stato necessario consentire all’applicazione Dispatcher di ricevere
i messaggi di Route Reply.
Per fare questo è stata apportata una modifica alla AodvHandleRReply :
...
AppInfo *appList = node->appData.appPtr;
// controllo se sul nodo c’e’ un’applicazione subscribe
for ( ; appList != NULL; appList = appList->appNext){
// if (appList->appType == APP_S){
if (appList->appType == APP_D){
// se sul nodo e’ presente un’applicazione subscribe
// invio al dispatcher un messaggio di tipo Rcv_RREP
// contenente l’indirizzo del destinatario della RREQ
Message* subMsg = NULL;
NodeAddress dest = (rrepPkt->destination.address);
NodeAddress *info ;
subMsg = MESSAGE_Alloc(node,
APP_LAYER,
APP_D,
Rcv_RREP);
MESSAGE_PacketAlloc(node, subMsg,sizeof(NodeAddress*),0);
memcpy(MESSAGE_ReturnPacket(subMsg),&dest,sizeof(NodeAddress*));
MESSAGE_Send(node,subMsg,0);
}
}
...
In questo modo quando viene ricevuta una Route Reply il protocollo Aodv
controlla se c’è un’applicazione Dispatcher attiva sul nodo, e nel caso prepara un
messaggio di tipo Rcv_Rep, in cui inserisce l’ID del nodo per cui si è ricevuta
la Route Reply, e lo invia all’applicazione Dispatcher, che dovrà controllare se ci
sono delle richieste pendenti.
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4.3 Specifica a basso livello del protocollo
4.3.1 Descrizione dettagliata degli stati
In questa sezione vengono specificate, per le tre applicazioni, le funzionalità di
ciascuno stato in maniera dettagliata. Di ogni ogni stato viene fornito il funziona-
mento di base, per trattazione dei casi particolari si rimanda la codice.
Applicazione Publisher
P_INIT
Le operazioni dello stato P_INIT sono le seguenti:
1. controllare che i parametri del publisher siano corretti
2. allocare ed inizializzare la struttura DData del nodo
3. attivare i timer per la generazione dei messaggi
P_ADV
Le operazioni dello stato P_ADV sono le seguenti:
1. preparare il messaggio di Advertise da inviare al Dispatcher locale
2. inviare il messaggio
3. resettare il timer di Adv
P_EVENT
Le operazioni dello stato P_EVENT sono le seguenti:
1. generare un nuovo evento
2. preparare il messaggio di tipo evento da inviare al Dispatcher locale
3. inviare il messaggio
4. resettare il timer di Event
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P_PING
Le operazioni dello stato P_PING sono le seguenti:
1. preparare il messaggio di Ping da inviare al Dispatcher locale
2. inviare il messaggio
3. resettare il timer di Ping
Applicazione Subscriber
S_INIT
Le operazioni dello stato S_INIT sono le seguenti:
1. controllare che i parametri del subscriber siano corretti
2. allocare ed inizializzare la struttura SData del nodo
3. attivare il timer per la generazione dei messaggi di Test
S_TEST
Le operazioni dello stato S_TEST sono le seguenti:
1. controllare lo stato di servizio
2. (se non è servito) inviare un messaggi odi test al Dispatcher locale
3. resettare il timer di Test
S_EVENT
Le operazioni dello stato S_EVENT sono le seguenti:
1. inserire l’evento nella struttura eventiRicevuti
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S_Serv
Le operazioni dello stato S_Serv sono le seguenti:
• settare il flag servito se riceve un messaggio di tipo Rcv_Servito dal
Dispatcher locale.
• resettare il flag servito se riceve un messaggio di tipo Rcv_Non_Servito
dla Dispatcher locale.
Applicazione Dispatcher
D_INIT
Le operazioni effettuate nello stato D_INIT sono le seguenti:
1. controllare che i parametri del Dispatcher siano corretti
2. inizializzare la struttura dati DData del nodo
D_EVENT
Le operazioni effettuate nello stato D_EVENT sono le seguenti:
1. cerca se ci sono consumatori per l’evento ricevuto dal Publisher
2. invia un pacchetto di tipo D_EVENT_PACK ad ogni consumatore
3. per ogni pacchetto inviato fa partire un timer (Ack_Timeout) per testare la
ricezione degli Ack
D_ADV
Le operazioni effettuate nello stato D_ADV sono le seguenti:
1. aggiorna la TdS
2. fa partire un timer per testare i successivi aggiornamenti
3. invia in broadcast un pacchetto di tipo D_ADV_PACK
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D_PING
Le operazioni effettuate nello stato D_PING sono le seguenti:
1. invia un pacchetto di ping a tutti i consumatori interessati
2. per ogni pacchetto inviato attiva un timer (Ack_Ping_TimeOut) per testare
la ricezione dell’ack
D_TEST
Le operazioni effettuate nello stato D_TEST sono le seguenti:
1. inserisce una entry per il Subscriber in TdR
2. se il nodo è consumatore per l’evento richiesto si modifica la entry del
Subscriber
3. altrimenti controlla in TdS se ci sono Publisher per l’evento
4. se ci sono e la route è attiva : invia una subscribe
5. se ci sono ma la route non è attiva : accoda la subscribe e invia una RReq
handleFromTransport Le operazioni effettuate nello stato handleFromTrans-
port sono le seguenti:
1. effettua il demultiplexing dei pacchetti ricevuti
• se il pacchetto è di tipo D_ADV_PACK 7→ handleAdv
• se il pacchetto è di tipo D_EVENT_PACK 7→ handleEvent
• se il pacchetto è di tipo D_PING_PACK 7→ handlePing
• se il pacchetto è di tipo D_SUB_PACK 7→ handleSub
• se il pacchetto è di tipo D_UNSUB_PACK 7→ handleUnsub
• se il pacchetto è di tipo D_ACK_EVENT_PACK 7→ handleAckEvent
• se il pacchetto è di tipo D_ACK_PING_PACK 7→ handleAckPingPack
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handleAdv
Le operazioni effettuate nello stato handleAdv sono le seguenti:
1. controlla se la TdS è aggiornata
2. se non lo è : aggiorna la TdS, inoltra il pacchetto e fa partire un timer
(State_TimeOut) per testare la ricezione di nuovi Adv
3. se è locale ad un Subscriber interessato al tipo di evento notificato dall’Ad-
vertise e non ancora servito avvia la procedura di Subscribe
handleEvent
Le operazioni effettuate nello stato handleEvent sono le seguenti:
1. invia un Ack (D_ACK_EVENT_PACK) al mittente del pacchetto
2. se è locale ad un Subscriber registrato gli invia l’evento
3. inoltra il pacchetto a tutti i consumatori interessati
4. inserisce l’evento nella coda degli eventi in attesa di Ack
5. fa partire un Timer (Ack_Timeout) per testare la ricezione dell’ack
handlePing
Le operazioni effettuate nello stato handlePing sono le seguenti:
1. invia l’ack per il Ping al mittente del pacchetto
2. se il pacchetto proviene dal produttore: effettua eventuali riconfigurazioni
3. altrimenti: modifica la TdR per adattarla al nuovo produttore
4. aggiorna il campo route del pacchetto
5. inoltra il pacchetto ai consumatori
6. attiva un timer (Ping_TimeOut) per testare la ricezione dei ping successivi
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handleSub
Le operazioni effettuate nello stato handleSub sono le seguenti:
1. controlla se il nodo è produttore per l’evento: se si aggiunge il mittente ai
consumatori
2. altrimenti modifico la TdR e inoltra la Subscribe
handleUnsub
Le operazioni effettuate nello stato handleUnsub sono le seguenti:
1. modifica la TdR eliminando la entry corrispondente al nodo che ha inviato
il pacchetto
2. se non ci sono altri consumatori per l’evento propaga l’Unsubscribe al pro-
duttore
handleAckEvent
Le operazioni effettuate nello stato handleAckEvent sono le seguenti:
1. rimuove l’evento per cui ha ricevuto l’Ack dalla coda degli eventi in attesa
di Ack
handleAckPingPack
Le operazioni effettuate nello stato handleAckPingPack sono le seguenti:
1. setta il flag di ricezione della entry corrispondente in TdR
handleStateTimeOut
Le operazioni effettuate nello stato handleStateTimeOut sono le seguenti:
1. controlla se la TdS è stata aggiornta da quando è partito il timer
2. se no: rimuove la entry non aggiornata dalla TdS
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handleAckTimeOut
Le operazioni effettuate nello stato handleAckTimeOut sono le seguenti:
1. controlla se l’evento ha ricevuto l’ack
2. se no : controlla quante ritrasmissioni sono state tentate
3. se possibile effettua un nuovo tentativo di trasmissione
handleAckPingTimeOut
Le operazioni effettuate nello stato handleAckPingTimeOut sono le seguenti:
1. controlla se è stato ricevuto l’ack per il ping che ha attivato il timer
2. se non è stato ricevuto e il numero di tentativi di invio lo permette: tenta un
nuovo invio
3. se sono già stati tentati tutti gli invii consentiti: rimuove la entry che riguarda
il consumatore dalla TdR
handlePingTimeOut
Le operazioni effettuate nello stato handlePingTimeOut sono le seguenti:
1. controlla se è arrivato un ping nuovo da quando si è attivato il timer
2. se non è arrivato: cancella dalla TdR tutte le route che riguardano quel
produttore
handleProva
Le operazioni effettuate nello stato handleProva sono le seguenti:
1. controlla se la route per cui si invia la prova è stata usata
2. se non è stata usata si comporta come nel caso di mancata ricezione di un
ping (handlePingTimeOut) e rimuove la route.
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handleRRep
Le operazioni effettuate nello stato handleRRep sono le seguenti:
1. controlla se esistono Subscribe pendenti per il nodo raggiunto con la RRep
2. se esiste una Subscribe in attesa generata dal nodo stesso per servire un
Subscriber locale allora inoltra la Subscribe e aggiorna la TdR.
3. altrimenti se esisteva una richiesta per la verifica della route da un hop: mod-
ifico la entry se la route non è più aggiornata e invio messaggi di Suscribe
al nuovo produttore e di Unsubscribe al vecchio produttore.
4.3.2 Costanti del sistema
In questa sezione vengono descritte le costanti utilizzate dalle tre applicazioni che
costituiscono il sistema
Publisher
PING_INTERVAL
Intervallo che intercorre tra l’invio di due messaggi di PingTimerExpires.
ADV_INTERVAL
Intervallo che intercorre tra l’invio di due messaggi di AdvTimerExpires.
ADV_INITIAL_DELAY
Ritardo sull’invio del primo messaggio di AdvTimerExpires.
PING_INITIAL_DELAY
Ritardo sull’invio del primo messaggio di PingTimerExpires.
EVENT_INITIAL_DELAY
Ritardo sull’invio del primo messaggio di EventTimerExpires.
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Subscriber
TEST_INTERVAL
Intervallo che intercorre tra l’invio di due messaggi di tipo TestTimerExpires.
MAX_TEST_DELAY
Massimo Ritardo sull’invio del messaggio di Rcv_Start_Test.
Dispatcher
MIN_ADV_DELAY
Minimo ritardo sull’invio di un pacchetto di Advertise.
MAX_ADV_DELAY
Massimo ritardo sull’invio di un pacchetto di Advertise.
MIN_SEND_EVENT_DELAY
Minimo ritardo sull’invio di un pacchetto di tipo Evento.
MAX_SEND_EVENT_DELAY
Massimo ritardo sull’invio di un pacchetto di tipo Evento.
MIN_ACK_EVENT_DELAY
Minimo ritardo sull’invio di un acknowledgement per un pacchetto Evento.
MAX_ACK_EVENT_DELAY
Massimo ritardo sull’invio di un acknowledgement per un pacchetto Evento.
MIN_UNSUBSCRIBE_DELAY
Minimo ritardo sull’invio di un pacchetto di tipo Unsubscribe.
MAX_UNSUBSCRIBE_DELAY
Massimo ritardo sull’invio di un pacchetto di tipo Unsubscribe.
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MIN_DELAY
Minimo ritardo generico.
MAX_DELAY
Massimo ritardo generico.
PING_TIMEOUT
Valore di timeout per i pacchetti di tipo Ping.
STATE_TIMEOUT
Valore di timeout le entry della Tabella di Stato.
ACK_EVENT_TIMEOUT
Valore di timeout per la ricezione di un Acknoledgment per un pacchetto di tipo
Evento.
ACK_PING_TIMEOUT
Valore di timeout per la ricezione di un Acknoledgment per un pacchetto di tipo
Ping.
MAX_PING_LOSS
Massimo numero di ritrasmissioni per un pacchetto di tipo Ping.
MAX_EVENT_LOSS
Massimo numero di ritrasmissioni per un pacchetto di tipo Evento.
SUBSCRIBER_ID
Valore del campo producerId per la Tabella di Routing di nodo Dispatcher
locale ad un Subscriber non servito.
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PUBLISHER_ID
Valore del campo consumerId per la Tabella di Routing di nodo Dispatcher
locale ad un Publisher.9
4.3.3 Codice
In questa sezione vengono riportati gli header delle tre applicazioni.
Publisher
#ifndef _P_APP_H_
#define _P_APP_H_
#define P_INVALID_SOURCE_PORT -1
//intervallo tra l’invio di due messaggi di ping
#define PING_INTERVAL (7*SECOND)
//intervallo tra l’invio di due messaggi di advertise
#define ADV_INTERVAL (10*SECOND)
// ritardo sull’invio del primo evento
#define EVENT_INITIAL_DELAY (5*SECOND)
// ritardo sull’invio di ping
#define DELAY_PING (100*MILLI_SECOND)
// ritardo sull’invio di Adv
#define DELAY_ADV (100*MILLI_SECOND)
#define DELAY_EVENT (100*MILLI_SECOND)
// massimo ritardo con cui si invia IL PRIMO Adv
#define ADV_INITIAL_DELAY (1000*MILLI_SECOND)
// massimo ritardo con cui si invia IL PRIMO Ping
#define PING_INITIAL_DELAY (1000*MILLI_SECOND)
// icone dei Publisher
#define PUBLISHER_1_ICON ./gui/icons/p1.png
#define PUBLISHER_2_ICON ./gui/icons/p2.png
typedef struct struct_p_str PData;
9Questi due valori servono per mantenere in Tabella di Routing le informazioni sui Publisher
e i Dispatcher locali anche quando non sono coinvolti in nessuna route.
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typedef enum {
event1 = 1,
event2 = 2
} tipoEvento;
//struttura che contiene le informazioni da passare
//al Dispatcher per effettuare la fase di ping.
typedef struct {
tipoEvento tipo; //tipo di evento prodotto dal nodo
NodeAddress pubID; //ID del publisher
int pingId;
} pingInfo;
//struttura dati che contiene le informazioni da passare
//al dispatcher per effettuare la fase di Advertise
typedef struct {
tipoEvento tipo; //tipo di evento prodotto dal nodo
NodeAddress pubId; //ID del publisher
int advId; //ID del pacchetto di Adv
} advInfo;
//struttura dati che contiene le informazioni
//sull’evento da passare al Dispatcher locale
typedef struct {
tipoEvento tipo; //tipo di evento
int val; //valore dell’evento
} evento;
typedef struct {
int eventsSent;
int eventsSentId;
int bytesSent;
int bytesSentId;
} PStatsType;
enum {
P_FINAL_STATE,
P_EVENT,
P_ADV,
P_IDLE,
P_PING,
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P_INITIAL_STATE, P_DEFAULT_STATE
};
struct struct_p_str {
int state;
short sourcePort;
int protocol;
clocktype sessionStart;
clocktype sessionFinish;
BOOL sessionIsClosed;
int numEventSent;
int numBytesSent;
int pingId;
int advId; // ID progressivo del pacchetto di Adv
NodeAddress nodeID; //ID del nodo publisher
clocktype startTime;
clocktype endTime;
tipoEvento eventoProdotto; //tipo di evento prodotto dal publisher
clocktype eventRate; //frequenza con cui si generano gli eventi
PStatsType stats;
unsigned short seed[3];
int initStats;
int printStats;
};
void
PInit(Node* node,
NodeAddress nodeID,
clocktype startTime,
clocktype endTime,
clocktype eventRate,
tipoEvento eventoProdotto);
void
PFinalize(Node* node, PData* dataPtr);
void
PProcessEvent(Node* node, Message* msg);
void PRunTimeStat(Node* node, PData* dataPtr);
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#endif
Subscriber
#ifndef _S_APP_H_
#define _S_APP_H_
#include p.h
#define S_INVALID_SOURCE_PORT -1
typedef struct struct_s_str SData;
// massimo ritardo sull’invio di un messaggio di test
#define MAX_TEST_DELAY (100*MILLI_SECOND)
// icone dei Subscriber
#define SUBSCRIBER_1_SERVITO ./gui/icons/s1s.png
#define SUBSCRIBER_1_NON_SERVITO ./gui/icons/s1ns.png
#define SUBSCRIBER_2_SERVITO ./gui/icons/s2s.png
#define SUBSCRIBER_2_NON_SERVITO ./gui/icons/s2ns.png
typedef struct {
int placeholder;
} SStatsType;
typedef struct{
tipoEvento richiesta;
}infoTest;
typedef struct{
tipoEvento tipo;
int val;
}infoEvent;
enum {
S_FINAL_STATE,
S_IDLE,
S_INITIAL_STATE,
S_DEFAULT_STATE
};
struct elemListaEventi{
int valore;
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struct elemListaEventi *next;
};
struct listaEventi {
int size;
struct elemListaEventi *lista;
};
struct struct_s_str
{
int state;
int connectionId;
int uniqueId;
short sourcePort;
int protocol;
clocktype sessionStart;
clocktype sessionFinish;
BOOL sessionIsClosed;
int numBytesSent;
int numBytesRecvd;
clocktype startTime; // momento di attivazione dell’applicazione
clocktype endTime; // momento di terminazione dell’applicazione
NodeAddress nodeId;
tipoEvento eventoRichiesto; //tipo di evento richiesto dal Subscriber
BOOL servito; // indica se il Subscriber riceve gia’
//l’evento richiesto
struct listaEventi eventiRicevuti;
SStatsType stats;
unsigned short seed[3];
int initStats;
int printStats;
};
void
SInit(Node* node,
NodeAddress nodeId,
clocktype startTime,
clocktype endTime,
tipoEvento richiesta);
void
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SFinalize(Node* node, SData* dataPtr);
void
SProcessEvent(Node* node, Message* msg);
void SRunTimeStat(Node* node, SData* dataPtr);
#endif
Dispatcher
#ifndef _D_APP_H_
#define _D_APP_H_
#include p.h
#define D_INVALID_SOURCE_PORT -1
typedef struct struct_d_str DData;
// SUBSCRIBER_ID e PUBLISHER_ID servono a individuare nella TdR
// i nodi che sono locali a un Subscriber e a un Publisher
// in particolare un nodo locale ad un Subscriber non servito
// ha una route entry in cui il campo producerId e’ SUBSCRIBER_ID
#define SUBSCRIBER_ID 10000
#define PUBLISHER_ID 10001
// minimo ritardo con cui si invia un Adv
#define MIN_ADV_DELAY (1*MILLI_SECOND)
// massimo ritardo con cui si invia un Adv
#define MAX_ADV_DELAY (100*MILLI_SECOND)
// massimo ritardo con cui si invia un evento
#define MIN_SEND_EVENT_DELAY (1*MILLI_SECOND)
// massimo ritardo con cui si invia un evento
#define MAX_SEND_EVENT_DELAY (100*MILLI_SECOND)
//minimo ritardo con cui si invia un ack
#define MIN_ACK_EVENT_DELAY (1*MILLI_SECOND)
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//massimo ritardo con cui si invia un ack
#define MAX_ACK_EVENT_DELAY (100*MILLI_SECOND)
//minimo ritardo con cui si invia un Unsubscribe
#define MIN_UNSUBSCRIBE_DELAY (1*MILLI_SECOND)
//massimo ritardo con cui si invia un Unsubscribe
#define MAX_UNSUBSCRIBE_DELAY (100*MILLI_SECOND)
// ritardi generici da aggiungere alle trasmissioni
#define MIN_DELAY (1*MILLI_SECOND)
#define MAX_DELAY (100*MILLI_SECOND)
#define PING_TIMEOUT (PING_INTERVAL+6*SECOND)
#define STATE_TIMEOUT (13*SECOND)
#define ACK_EVENT_TIMEOUT (3*SECOND)
#define ACK_PING_TIMEOUT (5*SECOND)
#define MAX_PING_LOSS 1 // numero volte che si tenta l’invio di un ping
#define MAX_EVENT_LOSS 3 // numero volte che si tenta l’invio di un evento
typedef enum {
D_PING_PACK,
D_ADV_PACK,
D_EVENT_PACK,
D_SUB_PACK,
D_ACK_EVENT_PACK,
D_UNSUB_PACK,
D_PING_TIMEOUT,
D_ACK_PING_PACK,
D_UPDATE_PACK,
D_NO_PING
}tipoPacchetto;
// pacchetto Evento
typedef struct {
tipoPacchetto type; //tipo di pacchetto
tipoEvento evento; //Tipo di evento inviato
int valore; // valore dell’evento
} EventPacket;
// Stutture Tabella
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//———————-Tabella di Stato—————————//
// in questa tabella vengono mantenute le informazioni sui Publisher
// attivi nel sistema
typedef struct Tab_stato_row {
NodeAddress pubId; //Indirizzo del Publisher dell’evento
tipoEvento evento; //tipo di evento prodotto
NodeAddress mittId; //nodo da cui si e’ ricevuto l’Adv
int advId; // numero progressivo dell’ultimo Adv ricevuto
struct Tab_stato_row *next;
}Tab_stato_entry ;
typedef struct {
Tab_stato_entry* ts_entry;
int size;
} Tab_stato;
//———————-Tabella di Routing—————————//
// in questa tabella vengono mantenute le informazioni per il routing
// degli eventi
typedef struct Tab_routing_row {
NodeAddress producerId; // Indirizzo del Produttore dell’evento
tipoEvento evento; // tipo di evento prodotto
NodeAddress consumerId; // Indirizzo del Consumatore dell’evento
int lastPingId; //id dell’ultimo ping ricevuto
BOOL ackPingRicevuto;
struct Tab_routing_row *next;
}Tab_routing_entry ;
typedef struct {
Tab_routing_entry* tr_entry;
int size;
} Tab_routing;
// Strutture Lista
//———————Lista di Nodi——————————–//
typedef struct elemento_Lista{
NodeAddress nodeId;
struct elemento_Lista *next;
}elemLista;
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typedef struct {
int size;
elemLista *lista;
}listaNodi;
//———————Lista di Eventi—————————–//
typedef struct elemento_coda_eventi{
EventPacket pack;
NodeAddress dest;
int numSend;
struct elemento_coda_eventi* next;
}elemCoda;
typedef struct {
int size;
elemCoda *coda;
}codaEventi;
//———————Lista di Subscribe————————–//
typedef struct elemento_coda_subscribe{
tipoEvento evento;
NodeAddress pubId;
struct elemento_coda_subscribe* next;
}elemCodaSub;
typedef struct {
int size;
elemCodaSub *coda;
}codaSubscribe;
// Strutture dei Pacchetti
// timer per la TdS
typedef enum {
D_STATE_TIMEOUT
}tipoTimer;
// pacchetto per testare l’uso di una route
typedef struct {
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NodeAddress cons;
NodeAddress prod;
tipoEvento evento;
int num;
}provaInfo;
// pacchetto di Advertise
typedef struct {
tipoPacchetto type; // tipo di pacchetto
NodeAddress pubId; // ID del nodo che pubblica l’evento
NodeAddress mittId; // ID del mittente
tipoEvento evento; // Tipo di evento pubblicato
int advId; // numero progressivo di Adv
} AdvPacket;
//pacchetto di Subscribe
typedef struct {
tipoPacchetto type; // tipo di pacchetto
tipoEvento evento; // Tipo di evento da sottoscrivere
NodeAddress pubId; // ID del Publisher dell’evento
NodeAddress *dest; // puntatore al consumer
} SubPacket;
// pacchetto di Acknowledgment per Evento
typedef struct {
tipoPacchetto type; // tipo di pacchetto
NodeAddress consId; // Id del nodo che invia l’Ack
tipoEvento tipo; // tipo di evento per cui si invia l’Ack
}AckEventPacket;
// pacchetto di Unsubscribe
typedef struct {
tipoPacchetto type; // tipo di pacchetto
NodeAddress consId; // Id del nodo che invia l’Unsub
tipoEvento tipo; // tipo di evento per cui si invia l’Unsub
}UnsubscribePacket;
// pacchetto di Ping
typedef struct {
tipoPacchetto type; // tipo di pacchetto
NodeAddress pubId; // Id del nodo che invia produce il ping
tipoEvento tipo; // tipo di evento per cui si invia il ping
int pingId; // id del pacchetto di Ping
4.3 Specifica a basso livello del protocollo 79
listaNodi route; // route attraversata dal ping
}PingPacket;
// pacchetto di Acknowledgment per Ping
typedef struct{
tipoPacchetto type; // tipo di pacchetto
tipoEvento evento; // tipo di evento per cui si invia l’Ack
}AckPingPacket;
// Timer di Ping
typedef struct{
int numInvio; // numero di inviii del Ping
PingPacket pack; // paccheto ping inviato
NodeAddress dest; // destinatario del Ping
}PingTimer;
// Timer di Acknowledgment per Evento
typedef struct{
tipoEvento evento;
NodeAddress dest;
}ackEventTimer;
typedef struct {
int placeholder;
} DStatsType;
enum {
D_FINAL_STATE,
D_IDLE,
D_INITIAL_STATE,
D_ADV,
D_PING,
D_EVENT,
D_TEST,
D_DEFAULT_STATE
};
struct struct_d_str
{
int state;
short sourcePort;
int protocol;
clocktype sessionStart;
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clocktype sessionFinish;
BOOL sessionIsClosed;
clocktype startTime;
clocktype endTime;
NodeAddress nodeId;
// Tabella di Stato
Tab_stato TdS;
// Tabella di Routing
Tab_routing TdR;
// Eventi in attesa di Ack
codaEventi EventNotAcked;
// Subscribe in attesa
codaSubscribe subscribeWaiting;
// Id dell’ultimo messaggio di prova
int ultimaProva;
DStatsType stats;
unsigned short seed[3];
int initStats;
int printStats;
};
void
DInit(Node* node,
NodeAddress nodeId,
clocktype startTime,
clocktype endTime);
void
DFinalize(Node* node, DData* dataPtr);
void
DProcessEvent(Node* node, Message* msg);
void DRunTimeStat(Node* node, DData* dataPtr);
#endif
Capitolo 5
Simulazioni e Risultati
In questo capitolo verrà descritta la fase di test e valutazione del sistema proposto,
mostrando esempi di uso del protocollo.
5.1 Introduzione
Dato l’obbiettivo di realizzare un protocollo che mappasse a livello middleware le
modifiche nelle route seguite effettivamente dagli eventi, mantenendo così un’overlay
network coerente, non è significativo verificare solo la notifica degli eventi, ma è
necessario monitorare come il sistema reagisce alle variazioni nella connettività.
Per fare questo sono state effettuate diverse simulazioni, variando il numero di
nodi presenti e la loro natura, e verificando che il percorso effettuato dagli eventi
corrispondesse alle route attivate dai Dispatcher.
Prima di procedere nell’illustrare alcune delle simulazioni svolte è necessario
fare una precisazione sull’ambiente grafico del simulatore e su come sia stato uti-
lizzato all’interno del sistema.
Per quanto riguarda i nodi, si sono distinti a seconda del tipo di evento a cui
fanno riferimento (ossia un Publisher e un Subscriber che si scambiano un tipo
di evento hanno lo stesso colore), della loro natura (i Publisher sono rappresentati
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da quadrati e i Subscriber da cerchi1), e del loro stato (questa distinzione si ap-
plica solo ai Subscriber: se sono serviti il cerchio è pieno, altrimenti è barrato di
bianco).
Per quanto riguarda le route si è utilizzato un tratteggio diverso2 a seconda del
tipo di evento che viene notificato su una route. Questo, oltre a presentare problemi
di leggibilità nella visualizzazione degli esperimenti (una route usata per diversi
tipi di eventi risulta come una sovrapposizione di più tratteggi), ha evidenziato
un limite dell’ambiente grafico del simulatore, che non distingue il tipo di link in
fase di cancellazione, per cui, può accadere che, su una route che serve due tipi di
evento, venga cancellato il link per il tipo di evento sbagliato.
5.2 Descrizione della simulazioni
Il sistema è stato testato in alcuni ambienti differenti per provarne le caratteristiche
in situazioni di carico variabile.
Per verificare il corretto funzionamento del tracciamento delle route e della
loro riconfigurazione è sta effettuata una simulazione con un sistema da 40 nodi,
in cui era presente un unico Publisher e 20 Subscriber, tutti interessati al tipo di
evento pubblicato dal Publisher, ma attivati in tempi diversi.
Per verificare il corretto funzionamento nel caso di eventi diversi è stata effet-
tuata una simulazione con 20 nodi, con 2 Publisher che pubblicano eventi di tipo
diverso e due gruppi di Subscriber interessati ai due tipi di eventi.
Oltre a queste è stata effettuata una simulazione piccola per illustrare il com-
portamento del sistema. In questa simulazione sono presenti 5 nodi di cui due sono
Publisher e due sono Subscriber di tipo diverso. Nel seguito del capitolo si farà
riferimento a quest’ultima simulazione per mostrare come opera il protocollo.
Tutte le simulazioni sono state effetuate variando il valore del seed per la ge-
nerazione di numeri casuali e assegnando ai nodi piazzamento iniziale e mobilità
casuali.
1Per i nodi Dispatcher si è mantenuta invece l’icona di default del simulatore
2Nelle simulazioni effettuate, in cui sono presenti due tipi di eventi, i tratti usati sono due:
continuo e tratteggiato.
5.2 Descrizione della simulazioni 83
5.2.1 Comportamento del Sistema
In questa sezione verrà analizzato il comportamento del protocolo nel caso di
un sistema in cui sono presenti 5 nodi di cui due sono Publisher di eventi di
tipo diverso e due sono Subscriber dei tipi di eventi corrispondenti (in fig.:5.1
viene mostrata la disposizione iniziale dei nodi, in paricolare si hanno i nodi 3
e 1 Publisher rispetivamente di eventi di tipo 1 e 2, e i nodi 2 e 5 Subscriber
rispettivamente di eventi di tipo 1 e 2)
Figura 5.1: Disposizione iniziale
I tempi di attivazione delle applicazioni che girano sui nodi sono tali da uti-
lizzare due diverse modalità di subscribe, infatti il nodo 2 si attiva prima di aver
ricevuto il messaggio di Advertise, e quindi effettua la subscribe quando riceve
l’advertise seguendo le indicazioni della Tabella di Stato, mentre il nodo 5 si attiva
dopo la ricezione del messaggio di advertise, e quindi effettua una Route Request
per il Publisher ed effettuerà la subscribe utilizzando le informazioni che riceve
dal livello Network. In figura 5.2 si può vedere lo stato della rete dopo che sono
stati attivati i vari link, in particolare il nodo 1 serve il nodo 5 attraverso il nodo 4
e il nodo 3 serve il nodo 2 attraverso il nodo 5 3
In figura 5.3 si può vedere un primo caso di riconfiguarazione del sistema
dovuta alla scoperta di un percorso più breve per inoltrare eventi. Infatti il nodo
5, in seguito alla ricezione di un pacchetto di Ping dal nodo 4, confrontandone la
3In questo caso si nota come il nodo 5 svolga sia la funzione di Dispatcher che di Subscriber
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Figura 5.2: Attivazione dei link
route seguita con le route possibili, trova che esiste una route diretta dal nodo 1
al nodo 5 (tale route si è creata quando il nodo 5 è entrato nel raggio di comuni-
cazione di 1). In seguito a questa scoperta il nodo 5 invia un pacchetto di subscribe
al nodo 1 e uno di unsubscribe al nodo 4.
Figura 5.3: Prima riconfigurazione
Una riconfigurazione analoga avviene anche per il nodo 2 che, sempre in se-
guito alla ricezione di un ping, trova una route diretta per il nodo 3, e opera le con-
seguenti modifiche nella costruzione del percorso che gli eventi dovranno seguire.
In figura 5.4 si può vedere il risultato di quest’ulteriore riconfigurazione.
Nella figura 5.5 è stato evidenziato il passaggio da una route più breve ad una
più lunga, nell’immagine 5.5(a) infatti il sistema viene mostrato nel momento in
cui la nuova route per il nodo 4 è già stata tracciata, mentre quella vecchia non
5.2 Descrizione della simulazioni 85
Figura 5.4: Altra riconfigurazione
è stata ancora cancellata, mentre in figura 5.5(b) è rappresentata la situazione del
sistema dopo la riconfigurazione.
Questa situazione si è venuta a creare queando il nodo 5 ha ricevuto il pacchet-
to di ping, infatti tale pacchetto, generato da 1, ha attraversato il nodo 4 anzichè
arrivare direttamente come era atteso, il nodo 5, riconoscendo questa nuova con-
figurazione del sistema provvede allora ad attivare una nuova route verso il nodo
da cui ha ricevuto il ping (fig.:5.5(a)) e a cancellare la vecchia route(fig.:5.5(b))
(a) prima della cancellazione (b) dopo la cancellazione
Figura 5.5: Allungamento di una route
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Di seguito vengono mostrate altre immagini della stessa simulazione.
Figura 5.6: Svolgimento della simulazione(1)
Merita particolare attenzione la fig.:5.11, infatti si presenta il caso di perdita
di connettività tra Publisher e Subscriber e la conseguente variazione dello stato
di servizio di questi ultimi.
Nella figura 5.11(a) si vede lo stato della rete prima che si perda connettività
tra il nodo 2 e il nodo 5, in questo momento il Publisher 3 serve il Subscriber 2
attraverso il nodo 5 e il Publisher 1 serve in Subscriber 5 attraverso il nodo 2, il
link tra il nodo 2 e il nodo 5 viene quindi usato da entrambe le route. Nel momento
in cui il link tra 2 e 5 viene a cadere (i due nodi non son più in raggio di comu-
nicazione) i ping inviati dai Publisher non possono più raggiungere i Subscriber.
Vediamo più in dettaglio cosa accade.
Il nodo 5 riceve il pacchetto di Ping dal nodo 3 e cerca di inviarlo al nodo 2, non
riuscendoci cancella la route verso due, e, poichè non ci sono altri consumatori
propaga un pacchetto di Unsubscribe verso il nodo 1. Il nodo 2 non ricevendo il
pacchetto di Ping capisce che si è persa la connettività, allora modifica la propria
Tabella di Routing e segnala all’applicazione Subscriber che non è più servita.
La stessa cosa avviene per la route da 1 a 5. In figura 5.11(b) si può vedere lo
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Figura 5.7: Svolgimento della simulazione(2)
Figura 5.8: Svolgimento della simulazione(3)
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Figura 5.9: Svolgimento della simulazione(4)
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Figura 5.10: Svolgimento della simulazione(5)
(a) (b) (c)
Figura 5.11: Svolgimento della simulazione(6)
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stato della rete dopo che sono avvenute queste modifiche: tutti i link sono stati
cancellati e i Subscriber hanno cambiato stato.
Successivamente (si veda fig.:5.11(c)) il nodo 5 entra nel raggio di comini-
cazione del nodo 1, allora vengono attivate delle nuove route per gli eventi, e i
Subscriber cambiano nuovamente stato.
5.2.2 Altre simulazioni
Oltre alla precedente simulazione, che è stata effettuata per evidenziare il compor-
tamento del sistema nelle più comuni situazioni di riconfigurazione, ne sono state
svolte altre in cui il carico di nodi della rete era maggiore. Di seguito vengono
mostrate alcune immagini dei sistemi su cui il protocollo è stato testato.
Nel primo esempio (si veda fig.:5.12) viene mostrata una simulazione effettua-
ta su un sistema grande costituito da 40 nodi di cui 20 sono Subscriber e uno solo
è Publisher. Questa simulazione ha consentito di controllare il funzionamento del
protocollo anche per sistemi con un elevato numero di nodi che interagiscono.
La scelta di avere un solo tipo di Publisher e Subscriber è dettata dalla necessità
di seguire la simulazione attraverso l’ambiente grafico del simulatore, la presen-
za di tipi diversi di eventi avrebbe reso troppo difficoltoso verificare il corretto
comportamento del sistema (per questa valutazione si rimanda alla simulazione
successiva).
Nella figura 5.12(a) si mostra il sistema prima che inizi ad operare il proto-
collo, mentre nella figura 5.12(b) viene mostrato il sistema dopo alcuni secondi
dall’inizio della simulazione, quando tutti i Subscriber hanno attivato una route
per il Publisher
Questa simulazione, che non viene mostrata nella sua interezza, è stata effet-
tuata variando il valore del parametro seed per la generazione dei numeri casuali
usati dal simulatore, e ha permesso di verificare il corretto comportamento del sis-
tema anche nel caso di elevato carico. È stato verificato che il tracciamento delle
route corrispondesse all’effettivo percorso seguito dai pacchetti e che le modifiche
alla connettività venisssero rilevate tempestivamente.
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(a) Prima dell’attivazione
(b) Dopo l’attivazione
Figura 5.12: Simulazione con un Publisher
Nel secondo esempio (si veda fig.:5.13) si mostra una simulazione effettuata
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in un sistema con 20 nodi interessato a due tipi di eventi.
In figura 5.13(a) viene mostrato lo stato iniziale della rete, quando non sono
ancora state effettuate sottoscrizioni, mentre nelle figure 5.13(b) e 5.13(c) vengono
mostrati i link che si creano man mano che i Subscriber si attivano.
Anche in questo caso la simulazione, che non viene mostrata nella sua interez-
za, è stata effettuata variando i parametri per la generazione dei numeri casuali,
e assegnando piazzamento iniziale e mobilità casuali; il suo svolgimento ha con-
sentito di verificare la corretta creazione delle route anche nel caso di sistemi in
cui sono presenti eventi di tipo diverso.
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(a) Stato iniziale (b) Attivazione dei primi Subscriber
(c) Attivazione di tutti i Subscriber
Figura 5.13: Simulazione con più Publisher
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Capitolo 6
Conclusioni
Il sistema fin qui descritto realizza tutti gli obbiettivi che erano stati posti in fase
di specifica.
Le simulazioni effettuate hanno infatti dimostrato che il sistema realizza nel
modo richiesto le funzionalità del modello di servizio Publish–Subscribe garan-
tendo un’adeguata copertura per le sottoscrizioni. La notifica degli eventi avviene
in maniera corretta e non si sono verificati casi di nodi subscriber che non vengono
serviti pur essendo nel raggio di comunicazione di un produttore.
Inoltre le funzionalità di riconfigurazione garantisce sia una corretta mappatu-
ra delle modifiche nella connettività della rete, sia il tempestivo adeguamento delle
route per la notifica degli eventi. Gli esperimenti svolti hanno consentito di verifi-
care che, nel tempo, la rete tende verso una situazione in cui le route attive sono
quelle più brevi, in termini di numero di nodi attraversati, e anche quando si pre-
sentano casi particolari di mobilità che portano all’attivazioni di route non ottimali
(come in casi in cui ci siano delle aree di rete separate) il sistema tende a portarsi
verso una situazione di route minime non appena se ne presenta la possibilità.
L’interazione con il protocollo AODV avviene, come mostrato nel capitolo 4,
in maniera estremamente semplice, sia per le affinità di funzionamento tra tale
protocollo e il sistema, sia per il ridotto scambio di messaggi interlivello tra il
middleware e il livello network.
Questo era uno degli aspetti critici dell’approccio utilizzato, dato che non si
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voleva creare troppo traffico inutile nel sistema.
Interagendo con AODV si è verificato che il traffico addizionale è minimo,
visto che le informazioni richieste dal sistema sono spesso già presenti a livello
network senza che sia necessario fare effettuare delle richieste esplicite al middle-
ware.
Un altro aspetto di criticità per il sistema era la necessità di non generare trop-
po traffico di segnalazione. Questo aspetto necessita di una verifica accurata, e,
dato che tutti i messaggi di segnalazione sono legati ad attività periodiche del sis-
tema, un possibile sviluppo futuro potrebbe essere una valutazione dei intervalli
minimi di segnalazione necessari in rapporto alla mobilità dei dispositivi, per cer-
care di rendere minimo il traffico del sistema. Le simulazioni sono state effettate
in presenza di completa mobilità, ma, l’assegnamento dei valori agli intervalli di
segnalazione non è stata legata ai parametri di mobilità.
In conclusione il sistema risponde ai requisiti e si comporta nella maniera
attesa, e l’integrazione con il livello network si è rivelata una scelta praticabile e
non costosa in termini di risorse di comunicazione; nell’insieme delle simulazioni
effettuate il sistema ha mostrato buone caratteristiche in termini di scalabilità,
robustezza e affidabilità, in particolare:
1. scalabilità il sistema ha fornito una funzionalità valida per un numero di
nodi che va da 10 a 40, senza sostanziali variazioni, operando in un’area di
1000m2.
2. robustezza il sistema è stato in grado, nei limiti della propria scalabil-
ità, di entrare in uno stato consistente e di mantenerlo partendo da una
situazione del tutto inconsistente, ovvero in totale assenza di qualunque
struttura organizzata dei nodi.
3. affidabilità il sistema è stato in grado di gestire, nei limiti della propria
scalabilità, un modello di servizio Publish–Subscribe con periodi di pubbli-
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cazione che vanno dai 10 ai 50 secondi per nodo, senza che l’aumento del
numero dei nodi inficiasse significativamente le funzionalità fornite.
Per quanto concerne la fase di simulazione è bene precisare che il codice real-
izzato ha avuto soprattutto una funzione esplorativa: esso ha permesso di effettuare
un’operazione di feedback rispetto alle specifiche e di valutare la fattibilità di un
approccio cross-layer.
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