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Abstract 
 
In this paper, we report on our experience with the creation of an automated, human-assisted process to extract 
metadata from documents in a large (>100,000), dynamically growing collection. Such a collection may be 
expected to be heterogeneous, both statically heterogeneous (containing documents in a variety of formats) and 
dynamically heterogeneous (likely to acquire new documents in formats unlike any prior acquisitions). 
Eventually, we hope to be able to totally automate metadata extraction for 80% of the documents and reduce the 
time needed to generate the metadata for the remaining documents also by 80%. In this paper, we describe our 
process of first classifying documents into equivalence classes for which we can then use a rule-based approach 
to extract metadata. Our rule-based approach differs from others in as far as it separates the rule-interpreting 
engine from a template of rules. The templates vary among classes but the engine is the same. We have evaluated 
our approach on a test bed of 7413 randomly selected documents from the DTIC (Defense Technical Information 
Center) collection with encouraging results. Finally, we describe how we can use this process to generate an OAI 
(Open Archive Initiatives) – compliant digital library from a stream of incoming documents. 
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1 Introduction 
 
With high-quality OCR tools, it has become easy to convert an existing corpus of documents into digital form 
and to make it available online. However, lack of metadata for these resources hampers their discovery and 
dispersion over the Web. For example, with metadata, a computer scientist may search for the papers written by 
Kurt Maly since 2003. With full-text searching, many documents may be returned as hits that have Kurt Maly in 
the reference section rather than as the author. According to [1], use of metadata might save about $8,200 per 
employee for a company by reducing employee time for searching, verifying and organizing files. In addition, 
metadata such as Dublin core [2] can make collections interoperable with the help of OAI-PMH (Open Archive 
Initiatives Protocols for Metadata Harvesting). OAI-PMH is a framework to provide interoperability among 
distributed repositories [3].  
 
In this paper, we focus on creating an automated process for converting a legacy collection consisting of hard 
copy or scanned image documents into an OAI-compliant repository. The key problem in automating this 
process is the extraction of metadata (minimally Dublin Core – an OAI requirement) from the legacy collection. 
Manually creating metadata for a large collection is an extremely time-consuming task. According to [1], it 
would take about 60 employee-years to create metadata for 1 million documents. These enormous costs for 
manual metadata creation make a great demand for automated metadata extraction tools. The Library of 
Congress Cataloging Directorate recognized this problem [4] and sponsored a study, Automatic Metadata 
Generation Applications (AMeGA) [5], to identify challenges in automatic metadata creation. 
 
Past work in the area of automatic metadata extraction can be classified into two main approaches: rule-based 
approaches [6][7][8] and machine-learning approaches [9][10]. Rule-based systems process documents for 
metadata extraction according to a fixed set of rules that are derived from observation of the document set. Most 
existing rule-based system use one single rule base for the whole document set. This restricts the approach to a 
specific set of documents, a set with a common layout and structure. Machine-learning systems learn from 
samples in a collection (documents for which metadata has been extracted manually), and use this knowledge to 
extract metadata for other documents in the collection. To achieve high accuracy, a large number of sample 
documents (covering all the metadata fields to be extracted) are required. Machine-learning based systems, in 
contrast to rule-based approaches, can adapt to a new set of documents, but only after training on a substantial 
number of documents from the new set. How to reach desirable accuracy for a large and growing heterogeneous 
collection by either of these two approaches is still a major research issue. 
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In this paper, we propose a new approach to address this challenge. Instead of creating rules for all documents, in 
our approach, we first classify documents into classes based on similarity. We create a template expressing a set 
of rules for each class. An engine understands the template language and applies those rules to a document to 
extract the metadata. By decoupling the rules from the extraction process, and representing the rules in an XML 
format, our approach is easily adapted to different document classes. We have evaluated our approach on a test 
bed consisting of documents from the DTIC collection [11] and our results are encouraging. We also 
demonstrate how we can leverage our past work [12] in a straightforward way to build an OAI compliant search 
service.  
 
We organize the rest of this paper as follows. Section 2 contains background information. We give an overall 
architecture in section 3 and describe our approach in details in section 4. In section 5, our experimental results 
are shown. In section 6, we introduce our experiments in building OAI compliant repository. Finally, in the 
section 7, we give our conclusions and outline future work. 
 
2 Background 
 
2.1 OAI and Digital Library 
 
A Digital Library (DL) is a network-accessible and searchable collection of digital information. Different DLs 
are typically created using different technologies and different metadata schemas. OAI is an initiative with aim to 
provide interoperability among these islands of Digital Libraries. OAI-PMH, a framework developed by OAI, is 
based on metadata harvesting. In the OAI-PMH framework, there are two kinds of participants: Data Providers 
and Services Providers. Data Providers provide metadata according to OAI-PMH requests. Services Providers 
harvest metadata from Data Providers and provide add-value services based on these metadata. Each Data 
Provider has to be support at least Dublin Core. OAI-PMH is based on HTTP and metadata exchanged between 
Data Providers and Services Providers are encoded in XML [3]. OAI-PMH provides interoperability among 
network accessible repositories. A repository is OAI-compliant if it can accept OAI-PMH requests. 
 
2.2 Metadata Extraction Approaches 
 
Existing automated metadata extraction approaches can be divided into two main categories: rule-based systems 
and statistical learning systems. The rule-based systems [6][7][8] use rules to specify how to extract the 
information from targeted documents. D. Bergmark [6] implemented a heuristic system to extract title, author, 
etc. from PDF files. J. Kim, D.X. Le, and G.R. Thoma [7] proposed a method to use rules to extract information 
from document images. These rule-based systems produced good results. However, these systems work with one 
domain only and are difficult to adapt to other domains. S. Klink, A. Dengel and T. Kieninger [8] tried to extract 
metadata from journal documents as well as business letters by manually creating two different complex rule 
bases. However, as they said, manually creating and testing a rule base is very time-consuming. 
 
Two major statistical learning techniques have been used in metadata extraction [9][10]. One is SVM (Support 
Vector Machine) and the other is HMM (Hidden Markov Models). SVM, a statistical model, attempts to find the 
hyperplane separating two classes with the largest margin from pre-classified data. Han [9] trained one SVM 
classifier for each metadata field and classified documents into classes based the outputs of these classifiers. 
HMM is a probabilistic technique for the study of events in space of time. Seymore [10] built an HMM model 
from tagged samples and used this model to extract metadata. While SVM and HMM were used successfully in 
[9][10], they have their limitations. An HMM requires a substantial training set, the size of which increases with 
the complexity of the relevant feature set and the heterogeneity of the document population. SVM also has 
several limitations, notably an assumption of simple linearity that probably cannot be justified, even as an 
approximation, in this setting. Moreover, these statistical learning techniques usually work well with a 
homogeneous document set but are unlikely to get high accuracy with a very heterogeneous document set. Also 
they do not work well with small sample sets and thus metadata fields that are not always present (e.g. report 
numbers) will produce a much lower accuracy rate than those always present (e.g., titles). 
 
2.3 Document Classification  
 
Document classification may be used to distinguish documents prior to metadata extraction. Existing approaches 
use a document model based upon page layout structure [13][14][15]. X. Hao et al [14] segmented documents 
into blocks and encoded the hierarchy layout structures into tree structures called L-S trees. They divided a page 
into structured and unstructured parts. A structured part was further divided into static and dynamic parts. For 
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documents of the same document type, a static part has fixed location and terms with same meaning. For 
example, memo documents might contain the special terms “From” and “To”. A dynamic part is related to a 
static part. For example, in a form, a static part may be a field name and a dynamic part is the field value. The 
document classification in this approach is sample-based. User tagged the blocks of some samples with whether 
information such as whether a block is static or dynamic. A new document was classified into a document type if 
it had a similar L-S tree with a sample of this document type. They experimented with 100 documents and 
showed that only 10% of the memos and 20% of letters and 25% of journal papers are needed in sample base in 
order to achieve 90% accuracy. X. Li et al [15] represent document pages as directed weight graphs. For a given 
document page, they use a vertex for each block in the page and use a directed edge for the adjacency relation 
between two blocks. They used the edit distance between directed weight graphs to measure page similarity. 
They did not report experiment results in this paper. F. Cesarini [13] encoded a document’s cover page into a 
MXY-Tree and used it for document page classification. As an extension of XY-Tree[16], an MXY-Tree 
recursively cuts a page into blocks by separators (e.g. lines) as well as white spaces.  
 
These approaches are good at catching relative relationship among blocks in a page. J. Hu et al [17] used another 
way to measure page layout similarity. They partitioned a page into an m by n grid and each cell was either a text 
cell (more than half of it is overlapped by a text block) or white space cell. With partitions by absolute positions, 
this approach measure page similarity by blocks’ absolute positions. Pages with same style but blocks with 
different size may be considered dissimilar (e.g. a page with one author block may be different from a page with 
10 author blocks). 
 
3 Overall Architecture 
 
We have partitioned the process to convert an existing corpus into an OAI-compliant repository into four 
components shown in Fig. 1: scan/OCR documents, metadata extraction, OAI layer, and a search engine: 
 
• Scan and OCR: This part uses commercial OCR software to scan the documents. The OCR software we 
used is ScanSoft Omnipage pro 14 Office, which provides tools to automate the process for a batch of 
documents. 
• Extract Metadata: This part extracts metadata by using a classification mechanism and rule templates 
and a rule-processing engine. The extracted metadata are stored in a local database. In order to support 
Dublin Core, it may be necessary to map extracted metadata to Dublin Core format.  
• Build an OAI layer: The OAI layer accepts all OAI requests, gets the information from database and 
encodes metadata into the required XML format as responses. This part makes a repository OAI-
compliant. 
• Search Engine: Users can search the metadata and access the original documents (one of the metadata 
fields returned to a query is the URL of the document)  
 
 
Documents 
OCR/ 
Converter 
Metadata 
Extractor Metadata 
JDBC 
OAI Layer 
Search Engine 
Cache 
User Interface 
Query    Results 
Request    Response 
 
Figure 1: Overall system architecture 
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As mentioned earlier, the key challenge is in realizing the automated metadata extraction block. Once we have 
extracted the metadata, the process of building an OAI-compliant repository is straightforward by using one of 
many available data and Service Providers layers [18].  
 
4 Metadata Extraction Approach 
 
As we have seen in Section 2, the state of the art in automatic metadata extraction is at the same time quite 
advanced and limited. Individual methods such as SVM, HMM, or rule-based methods work well by themselves 
for homogenous collections of documents within a specific domain. They all would fail rather badly in the 
environment we are targeting: growing collections of a very heterogeneous nature. The overall architecture of 
our approach is shown in Fig. 2. The input to the system consists of PDF files in which the text may either be 
encoded as strings (with font and layout information) or may appear as scanned images. The OCR module 
produces an XML format that depends on the OCR software used. The OCR output is first fed to the document 
representation block. We generate the document representation from the native format of the OCR engine. The 
classification stage represents our primary mechanism for coping with static heterogeneity and for detecting and 
reacting to dynamic heterogeneity. The purpose of this stage is to identify a class or small set of classes of 
similar documents for which a common procedure for metadata extraction has been devised. 
 
If classification is successful, the document mode is passed on to the metadata extractor for the selected 
homogenous class(es). In the literature, as well as with our own experience, rule based systems have been shown 
to work extremely well for homogenous collections. We propose a template-based approach to encoding what we 
hope will be, thanks to the successful classification, a relatively straightforward set of extraction rules. For 
example, a rule might say: ‘If the phrase is centered, bold and in the largest font, it is a title’. A template 
language allows changes to existing rules or the addition of new rules to a template for a class without having to 
modify the extraction engine. We now discuss in details the two modules of this approach. 
 
 
 
OCR output  of 
Scanned 
documents 
Document 
Classification 
Metadata Extraction 
using 
Template 1 
Metadata Extraction 
using 
Template 2 
Metadata Extraction 
using 
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Metadata 
Document 
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Figure 2: Template-based metadata extraction 
 
4.1 Document Classification 
 
As we described in previous section, our primary mechanism for coping with heterogeneity is the introduction of 
a classification mechanism before actual metadata extraction. Most existing approaches are used to classify 
documents into “coarse” document types (e.g. memo, letter, or journal article). For example, in [14] documents 
are classified into memo, letter or journal article and in [13] documents are classified into invoice and technical 
reports.  
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In our template-based metadata extraction approach, we need to classify documents into “finer” document types. 
We need, for instance, to distinguish technical reports from different organizations if they used different styles. 
The objective of classification is to collect documents into a class homogeneous enough so that metadata 
extraction can succeed using a small set of simple rules. Too coarse-grained a document class will make 
metadata extraction complex or downgrade its performance. On the other hand, in order to make our template-
based approach able to process a very large collection, the number of document classes should be much less than 
the number of documents. 
 
Given this constraint, we believe that a classifier that looks at similarity from a geometric perspective will be 
appropriate. The concept is that, for a set of documents that have similar sized blocks of textual material arranged 
in a similar manner (geometric position), we can develop simple rules that will extract metadata from these 
blocks. We do assume here that the identification of the page that has most of the metadata (typically a title page, 
a cover page, or a publisher-specific identification page) can itself be found through a set of simple rules. The 
most appropriate method that can serve this purpose is the MXY tree. The primary metadata-bearing page is 
transformed to a MXY tree and is partitioned into m by n grid as well. In a MXY tree, each block is associated 
with many attributes such as block coordinates, text alignments in the block, etc. Each cell of m by n grid is 
identified as a text cell, image cell or white space cell based on whether more than half of its area is overlapped 
by a text block/image block or not. We classify documents into a class if they have similar MXY trees and 
similar m by n grid. In other way, documents are similar only when they have similar structure and most of their 
blocks occur in similar positions. To classify document pages into fine-grained classes, we also measure block 
similarity with more attributes such as text alignment, the length of block (whether a block is a small block or 
large block) etc. For an incoming document page, it is classified into an existed class if they are similar in all 
these aspects. Otherwise, it is assigned to a new class. 
 
4.2 Metadata Extraction Using Templates 
 
In our template-based approach, we decouple rules from the extraction engine code by keeping our templates in 
separate XML files. This decoupling contributes to an easily extensible system. For a new document class, we 
just need to create a new template file without modifying our code. Furthermore, by using different templates, 
our approach can be adapted to work with other document collections. 
 
Fig. 3 shows a sample template written in our template language. In a template, we can specify how to locate the 
starting point and ending point for each metadata field in a document. For example, in Fig. 3 we specify that a 
“title” starts with a string with a largest font size in the top half page and ends when font size changes; “creator” 
is after title and ends before a string that is not in “name format”; “date” starts with a string in date format and 
ends with current block.” 
 
<?xml version=”1.0” ?> 
<structdef> 
   <title min=”0” max=”1”> 
      <begin inclusive=”current”>largeststrsize(0,0.5)</begin> 
      <end inclusive=”before”>sizechange(1)</end> 
   </title> 
   <creator min=”0” max=”1”> 
      <begin inclusive=”after”>title</begin> 
      <end inclusive=”before”>!nameformat</end> 
   </creator> 
   <date min=”0” max=”1”> 
      <begin inclusive=”current”>dateformat</begin> 
      <end inclusive=”current”>onesection</end> 
   </date> 
</structdef> 
Figure 3: Template sample 
The extraction engine understands the language in which templates are written. For an incoming document, the 
engine loads its corresponding template, parses the rules defined in the templates and extracts metadata from the 
document accordingly. 
 
Our approach also can reduce rule errors. A template for any single document class is much simpler than the rule 
base for all documents, and hence the chance of rule errors is lower. In addition, we can apply a template to some 
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samples, check the results, and refine the template if necessary. In this way, we can correct errors at an early 
time. 
 
5 Experiments 
 
For our experiments, we downloaded 7413 documents from the DTIC collection [11]. At this time, we have 
completed our initial experiments with classification and metadata extraction using templates. We have not yet 
integrated the document classification process with the metadata extraction process. More specifically, our initial 
experiments with document classification have to do with testing the quality of our classification approach in 
terms of number of classes it generates and how it scales with the collection size. A classification scheme 
generating many classes with growing size of collection is not good. Such a scheme would require frequent 
human intervention for creating new templates for handling documents that do no fall into existing classes. For 
our experiments with template-based extraction, we manually classified some documents and tested the quality 
of extraction.  
 
5.1 Document Classification 
 
The objective of this experiment is to see how many classes are needed in order to process most of the 
documents (75% in our experiment) in a large collection. To make our approach practical for a large collection, 
the number of classes should be much smaller than the number of documents (e.g., on the order of a hundred 
classes from a collection of a few hundred thousands of documents).  
 
We randomly selected 200, 400, 800, 1200, 2000, 3000, 4000, 5000, 6000 documents from our test bed and used 
our classification algorithm to classify documents. In order to reduce the noise, we repeated this process four 
times and used the averages. Fig. 4 shows the result of our experiment. The last data point is for all the 
documents in our collection. In Fig. 5, we show sample documents from four of our document classes.  
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Figure 4: Document classification 
 
We observed that the function in Fig. 4 is a slow growing function, appearing to grow faster than O(log N) and 
slower than O(sqrt(N)) where “N” is the number of documents. This is promising as it indicates we have smaller 
number of classes for a relatively large collection. 
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(a)  
 
(b) 
 
(c)  (d) 
Figure 5: Samples of document classes 
 
5.2 Template-Based Experiment  
 
We randomly selected 100 documents from the DTIC collection and manually assign documents to document 
classes based on their layout information. After ignoring classes with very few documents, we got seven 
document classes with 73 documents in all. Then we created one template for each document classes and applied 
our template-based module to these documents. Evaluating this approach is difficult because the results heavily 
depend on how good the templates are. In our experiment, we evaluated this approach as follows. 
 
First, for each document class, we create a template using the class specific features. Then we execute the 
template for a document in the class and, based on the extraction results, refine the template. Next, we apply this 
template to extract metadata from all documents in this class to obtain our results for recall and precision. The 
recall and precision for each metadata field can be computed as: 
 
Precision=TT/(TT+FT) 
Recall=TT/(TT+TF) 
 
where TT stands for the number of lines that are part of the field and are extracted as part of the field, FT stands 
for the number of lines that are not part of the field but are extracted as part of the field and TF stands for the 
number of lines that are part of the field but are not extracted as part of the field. The results are shown in Table 1. 
 
The experimental results are promising. Among the limited number of extraction failures, some are mainly 
because of OCR errors. For comparing our approach with a machine learning technique, we applied SVM 
approach to extract metadata from the same 100 documents. In this SVM experiment, we used the first 75 
documents for training and the remaining 25 documents for testing. The result is shown in Table 2. 
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Template # of Documents Class Name Precision Recall 
Identifier 100% 100% 
Type 100% 100% 
Date 100% 100% 
Title 100% 100% 
Creator 100% 100% 
Contributor 100% 100% 
Afrl 5 
Publisher 100% 100% 
Identifier 100% 100% 
Date 100% 100% 
Title 100% 83.33% 
Arl 5 
Creator 75.00% 100% 
Identifier 100% 100% 
Date 100% 100% 
Title 100% 83.33% 
Edgewood 4 
Creator 85.71% 66.67% 
Creator 100% 93.33% 
Date 100% 96.67% 
Nps 15 
Title 100% 86.67% 
Creator 100% 90.00% 
Date 100% 100% 
Usnce 5 
Title 100% 100% 
Title 100% 100% 
Creator 100% 100% 
Contributor 100% 100% 
Identifier 100% 100% 
Afit 6 
Right 100% 100% 
Title 100% 100% 
Creator 100% 100% 
Contributor 100% 100% 
Date 100% 100% 
Text 33 
Type 100% 100% 
 
                                                    Table 1: Rule-based experimental results 
 
Class Name Precision Recall 
Title 83.52% 69.72% 
Author 78.79% 92.86% 
Affiliation 87.50% 64.62% 
Date 100% 97.50% 
Table 1: SVM Results 
From Table 1 and 2, we can see that the template-based approach outperforms SVM. As a statistical learning 
technique, SVM requires consistent data and a large number of training set to achieve high accuracy. We suggest 
two possible reasons that our template-based approach does better than SVM. First, it addresses the 
heterogeneity problem by classifying documents into classes before actual metadata extraction. Second, we 
specify the rules to extract metadata explicitly. For a document class, typically, it is easy for human being to 
define which features are useful to extract metadata for this set. In this case, using rules instead of learning from 
a limited size of sample tends to produce better results. 
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6 Creating an OAI Compliant Search Service  
 
An OAI compliant repository mainly includes: 
 
a. Dublin Core [2] metadata schema support: Every OAI-compliant repository must support the 
Dublin Core metadata schema. An OAI-compliant repository can store this metadata directly or 
convert native metadata to Dublin Core metadata on the fly; 
b. An HTTP server to understand HTTP OAI requests: Six OAI requests have to be supported. They 
are GetRecord, Identify, ListIdentifiers, ListMetadataFormats, ListRecords, and ListSets [3]. 
 
In addition, for a large collection, flow control is usually implemented to allow a harvester to get a number of 
records part by part with multiple requests. We leverage our earlier work on Arc[18], and Archon[12] to 
implement OAI-PMH and search service. We used the DTIC collection to build our test bed. Our test bed 
contains more than 70,000 technical reports in PDF format, which come from different organizations and have 
different layouts. 
 
On the metadata extracted from these documents, we implement an OAI layer that support OAI-PMH requests 
from network. Fig. 6 shows an OAI-PMH response sample. We also implement a local search interface. Fig. 7 is 
a snapshot of our interface. 
 
 
Figure 6: OAI response 
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Figure 7: Search interface 
 
7 Conclusions 
 
In this paper, we describe how to automate the task of converting existing corpus into an OAI-compliant 
repository. The process includes scanning/OCR, metadata extraction and making a collection OAI-compliant. 
We propose our metadata extraction approach to address the challenge of getting desirable accuracy for a large 
heterogeneous collection of documents. In our approach, we first assign documents into groups based on 
similarity. We create a template for documents in each group instead of all documents. We obtained promising 
results with our initial experimentation. One of our future works is to integrate the classification and template 
based metadata extraction to automate the entire process. 
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