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ABSTRACT
The importance of stratospheric ozone depletion on the atmospheric circulation of the troposphere is
studied with an atmospheric general circulation model, the Community Atmospheric Model, version 3
(CAM3), for the second half of the twentieth century. In particular, the relative importance of ozone de-
pletion is contrasted with that of increased greenhouse gases and accompanying sea surface temperature
changes. By specifying ozone and greenhouse gas forcings independently, and performing long, time-slice
integrations, it is shown that the impacts of ozone depletion are roughly 2–3 times larger than those associated
with increased greenhouse gases, for the Southern Hemisphere tropospheric summer circulation. The for-
mation of the ozone hole is shown to affect not only the polar tropopause and the latitudinal position of the
midlatitude jet; it extends to the entire hemisphere, resulting in a broadening of the Hadley cell and a pole-
ward extension of the subtropical dry zones. The CAM3 results are compared to and found to be in excellent
agreement with those of the multimodel means of the recent Coupled Model Intercomparison Project
(CMIP3) and Chemistry–Climate Model Validation (CCMVal2) simulations. This study, therefore, strongly
suggests that most SouthernHemisphere tropospheric circulation changes, in austral summer over the second
half of the twentieth century, have been caused by polar stratospheric ozone depletion.
1. Introduction
The most prominent and robust feature of climate
change in the Southern Hemisphere (SH) over the sec-
ond half of the twentieth century is an increase in zonal
mean sea level pressure difference between the mid and
high latitudes, commonly referred to as an increase in the
positive phase of the southern annularmode (SAM) index
(Thompson et al. 2000; Marshall 2003; Fogt et al. 2009).
This positive SAM trend reflects a poleward shift of the
midlatitude SH jet and the accompanying storm tracks
(Archer and Caldeira 2008), the concomitant poleward
shift of the edge of the Hadley circulation (Hu and Fu
2007), and poleward expansion of the subtropical dry zones
(Previdi and Liepert 2007).
The cause of these trends remains, however, un-
known. Considering the seasonality of the observed
trends, Thompson and Solomon (2002) suggested that
stratospheric ozone depletion may be an important con-
tributor. This has been borne out in a number of mod-
eling studies spanning the whole spectrum of model
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complexity, from idealized dynamical cores, to cou-
pled atmosphere–ocean models, to chemistry-coupled
stratosphere-resolving models (Sexton 2001; Polvani
and Kushner 2002; Gillett and Thompson 2003; Shindell
and Schmidt 2004; Arblaster and Meehl 2006; Perlwitz
et al. 2008; Son et al. 2009a, 2010).
On the other hand, many studies have shown that in-
creasing greenhouse gases alone, in the absence of strato-
spheric ozone depletion (or recovery), also results in a
poleward shift of the midlatitude jets, notably in the
Southern Hemisphere (Fyfe et al. 1999; Kushner et al.
2001; Cai et al. 2003; Marshall et al. 2004; Shindell and
Schmidt 2004; Arblaster and Meehl 2006). At present,
the relative importance of stratospheric ozone depletion
versus increasing greenhouse gases remains unclear.
The CoupledModel Intercomparison Project (CMIP3)
model integrations (Meehl et al. 2007a) have provided
some evidence that stratospheric ozone depletion may be
a major player in SH climate change. Approximately half
the CMIP3 models did not include the significant ob-
served changes in polar stratospheric ozone in the SH in
the simulations of twentieth-century climate (20C3M).
Taking advantage of this, several studies have shown that
SH atmospheric circulation changes in the CMIP3 model
simulations that did include stratospheric ozone depletion
are much larger than for the models that did not (Cai and
Cowan 2007; Karpechko et al. 2008; Son et al. 2009a).
However, since the ozone fields used by the CMIP3
models were not archived, and since different models
used different stratospheric ozone fields, a quantitative
estimate of the relative importance of stratospheric ozone
depletion on SH climate cannot be directly extracted
from the CMIP3 dataset. More importantly, in addition
to using different ozone fields, individual CMIP3 model
simulations also included a variety of different forcings,
such as black carbon, volcanic aerosols, dust, etc. (see
Table 10.1 in Meehl et al. 2007b). It is thus impossible, in
the CMIP3 dataset, to untangle the climate impacts due
to stratospheric ozone depletion from those due to other
climate forcings. Hence the need for this study.
In this paper we aim to show that stratospheric ozone
depletion has been, in fact, the dominant forcing of the
SH climate system in the twentieth century. We demon-
strate this by performing single-forcing model integra-
tions, specifically contrasting the amplitude of a model
response to ozone depletion to that resulting from in-
creasing greenhouse gases. Inmanyways our study builds
on the previous work of Shindell and Schmidt (2004) and
Arblaster andMeehl (2006). One key difference is that all
model forcings in our study—notably the sea surface tem-
peratures and sea ice concentrations (hereafter referred to
as SSTs, for the sake of brevity), but also the ozone fields
and the greenhouse gas concentrations—are taken from
observations. Hence, subject to the model’s ability to
simulate the atmospheric circulation accurately, the
model response to different observed forcings can be
interpreted directly in terms of their relative, quanti-
tative, importance.
A second difference from previous work is that we here
integrate the model in ‘‘time slice’’ configuration (i.e.,
with seasonally varying forcings that have no year-to-year
trends). As shown below, the interannual variability for
several key aspects of the atmospheric circulation is large
and, in fact, comparable inmagnitude to the responses we
are trying to compute. Eliminating transient behavior al-
lows us to establish that, in December–February (DJF),
the model response is statistically different from the
model’s interannual variability only when the model is
forced with stratospheric ozone depletion. This is a key
result of our paper.
Finally, it may be useful to note that our study is, in
some sense, a follow-up to the recent paper of Deser and
Phillips (2009, hereafter referred to as DP09). In that
paper, using an atmospheric general circulation model
with independently prescribed SSTs and radiative forc-
ings, the distinct contributions of each of these to late-
twentieth-century climate changes were made clear. In
a nutshell, DP09 show that circulation changes in the
Northern Hemisphere can be directly attributed to SST
changes, whereas SH circulation changes are only weakly
affected by SSTs and are controlled, rather, by direct
atmospheric radiative forcings. In this paper we ask:
Which of these radiative forcings matters most? By pre-
scribing ozone and greenhouse gases independently, we
show that stratospheric ozone depletion is the likely
dominant cause of SH circulation changes in the twenti-
eth century, overwhelming by a factor of 2–3 the changes




The numerical model used in this study is the Com-
munity Atmospheric Model, version 3 (CAM3). Its nu-
merical and physical setup is fully documented in Collins
et al. (2006), and its climate characteristics have been
reported in some detail (Hurrell et al. 2006; Hack et al.
2006). For this study, CAM3 is run at T42 horizontal
resolution (roughly equivalent a 2.88 3 2.88 grid) andwith
the standard configuration of 26 hybrid vertical levels, 8
of which are located above 100 hPa, and with the model
top at 2.2 hPa. The model is forced by specifying 1) pre-
scribed sea surface temperatures and sea ice concentra-
tions, 2) zonal-mean latitude–height ozone fields, and
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3) individual numbers for the concentration of well-
mixed greenhouse gases. For all other forcings we use the
model default values (e.g., the solar constant is set to
1367 W m22). The model is run in time-slice configura-
tion, that is, with the only time dependence of the forcings
being the seasonal cycle in SSTs and ozone. The initial
conditions are taken from the official CAM3 release
dataset and correspond to the first day of September of an
arbitrary year.
b. The forcings
The sea surface temperatures and sea ice concentra-
tions we have used for this study are those of the Hadley
Centre dataset (Rayner et al. 2003). These observed SSTs
were chosen, among other reasons, because they have
been used as forcing for the Chemistry–Climate Model
Validation intercomparison projects (CCMVal and
CCMVal2), which form the basis of the 2006 and 2011
World Meteorological Organization (WMO) ozone as-
sessment reports (Eyring et al. 2006, 2010). Among other
objectives, the present study aims at contrasting, in terms
of the response to stratospheric ozone depletion, those
models with an Intergovernmental Panel on Climate
Change (IPCC) class atmospheric general circulation
model, that is, one without a fully resolved stratospheric
circulation or interactive stratospheric chemistry. Using
identical SSTs allows for a more meaningful quantitative
comparison. Of course, a number of caveats apply when
specifying SSTs and inferring circulation changes in an
atmosphere-only general circulation model; see DP09 for
a concise discussion of the relevant issues.
The ozone fields used in this study (I. Cionni et al.
2010, unpublished manuscript) are taken from the
dataset assembled by a joint Atmospheric Chemistry
and Climate and Stratospheric Processes and their Role
in Climate (SPARC) committees of the World Climate
Research Programme (WCRP), for the upcomingCMIP5
model intercomparison project We will refer to it here
as the SPARC ozone dataset. This dataset consists of
monthly mean, zonal mean ozone fields over the period
1850–2100. For the historical part of interest here (i.e.,
before 2008), the stratospheric ozone field in this
dataset is constructed from satellite observations and
polar ozonesonde measurements, as described in Randel
andWu (2007), extended backward from 1979 to 1850 via
regression fits combined with extended proxy time series.
The stratospheric ozone data are then blended across the
climatological tropopause with tropospheric ozone data
obtained froma combination of chemistry–climatemodel
integrations. For the present purpose, what matters is the
difference in stratospheric polar ozone before and after
the SH ozone hole formation: for this, the SPARC ozone
dataset constitutes the most accurate combination of ob-
servations currently available.
The greenhouse gas concentrations used in this study
are as follows. In its simplest configuration, which we
have adopted here, CAM3 allows one to control the
levels of carbon dioxide, methane, nitrous oxide, and two
chlorofluorocarbons (CFC-11 and CFC-12) by specifying
their concentration via a single number, which is then
applied uniformly in time and space for the evaluation of
the radiative forcing, under the assumption that these
gases are well mixed throughout the entire atmosphere.
For CO2, CH4, and N2O, we take values from the Special
Report on Emissions Scenarios (SRES) A1B scenario
(Nakicenovic et al. 2000). For CFC-11 and CFC-12, we
take values from the A1 scenario constructed for the
2002 Scientific Assessment of Ozone Depletion (WMO/
UNEP 2003).
c. The integrations
In this paper we will be discussing four, 50-yr-long,
time-slice integrations, labeled according to the forcings
used: these are presented in Table 1. The reference in-
tegration is labeled REF1960: it is forced with SSTs from
the Hadley Centre dataset, averaged over the 17-yr pe-
riod 1952–68, with SPARC ozone taken from the year
1960, and with greenhouse gases also taken from the
datasetsmentioned above for the year 1960. The idea is to
integrate the climate model with all forcings fixed at 1960
levels, that is, before the formation of the SH ozone hole.
To determine quantitively the effects of stratospheric
ozone depletion, this reference integration is contrasted
with the one labeled OZONE2000, which is identical to
the reference integration in all respects, except for the
ozone fields, which are taken from the year 2000 of the
TABLE 1. The model integrations used in this study and their respective forcings. In all cases, the models are integrated for 50 yr in
a time-slice configuration (i.e., SSTs and forcings have a seasonal cycle, but no year-to-year trends). All forcings other than those specified
here (e.g., solar constant) are identical in all model integrations.
Integration Ozone (yr) SSTs (avg range) CO2 (310
26) CH4 (310
29) N2O (310
29) CFC-11 (310212) CFC-12 (310212)
REF1960 1960 1952–1968 317 1271 291 9 30
OZONE2000 2000 1952–1968 317 1271 291 9 30
GHG2000 1960 1992–2008 369 1761 316 262 540
BOTH2000 2000 1992–2008 369 1761 316 262 540
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SPARC ozone dataset. Note that, in this integration, we
leave the halocarbons at 1960 levels, whichmight appear
inconsistent. However, the key point of this paper is to
show the importance of stratospheric ozone depletion:
this is why we leave all other forcings untouched, to
avoid any unnecessary complications. In any case, the
greenhouse effects of CFCs are very small, when com-
pared with those of the major greenhouse gases.
To contrast the relative effects of ozone depletion with
those of greenhouse gas increases, a third integration la-
beled GHG2000 is performed, with all forcings at year
2000 levels, except for ozone, which is left at 1960 levels.
Note that the SSTs in this integration are also averaged
over a 17-yr period, specifically 1992–2008 (the Hadley
Centre SSTs being available only up to 2008 at the time
this workwas performed). The idea here is to quantify the
response of the model to the greenhouse gas increase
alone, including the fact that SSTs warm up as a conse-
quence of that increase, but in the nearly1 complete ab-
sence of the ozone depletion.
Finally, to evaluate the linearity of the response, we
perform an integration in which all forcings are set at
year 2000 levels; this integration is labeled BOTH2000.
As we will show below, for some features of the atmo-
spheric circulation the model’s response is somewhat
(though not always) linear and, where so, caused to
a large extent by ozone depletion.
One final note about the forcings used in this study.
Since the Hadley Centre SSTs are widely used, we do
not show here the difference between the 1952–68 and
the 1992–2008 averages. However, the SPARC ozone
dataset is relatively new (in fact, it has not been used in
any model integrations we are aware of), and so we il-
lustrate the physical extent of the ozone hole that is at
the basis of this study. In Fig. 1 its seasonal, vertical, and
latitudinal characteristics (as represented in the SPARC
dataset) are shown. Three items are worthy of note.
First, while the SH ozone minimum peaks in October,
the depletion (and thus the accompanying direct ther-
mal effect in the lower stratosphere) lasts for several
months, roughly from September to November. Second,
the latitudinal extent, though confined largely to the SH,
spans nearly 308 of latitude, from the South Pole to al-
most 608S. Third, the bulk of the ozone hole is in the
lowermost stratosphere, with the depletion extending
down below 100 hPa. Since ozone depletion over the SH
polar cap is of very large amplitude, has a broad lat-
itudinal extent, lasts for several months, and is located
just above the tropopause, one might expect it to have
FIG. 1. The horizontal and vertical extents of the ozone hole used in the study, from the SPARC ozone dataset. (left) Latitudinal cross
section at 50 hPa. (right) Vertical extent over the polar cap (defined as the area south of of 658S). Units are ppmv. The ozone hole is the
prominent white area in both panels.
1 It is conceivable that ozone depletion might also affect the
SSTs, but it is reasonable to believe that such an effect would be
relatively small in comparison to the one induced by increasing
greenhouse gases. This paper, therefore, is concerned with what
might be called the direct effect of ozone depletion. An indirect
effect—mediated by the changing of SSTs due to ozone depletion—
may exist, but is likely to be small, as reported in the recent study of
Sigmond et al. (2010).
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a profound influence on the tropospheric circulation, as
we describe next.
3. Results
a. Atmospheric temperature and tropopause response
We start by examining the thermal response of the
model in Fig. 2, where the latitude–pressure, 50-yr mean,
DJF profiles of temperature differences between the
REF1960 control integration andOZONE2000,GHG2000,
and BOTH2000 are shown, in panels a–c, respectively. In
this, and all subsequent figures, we focus on the DJF re-
sponse to the prescribed forcings. Although the ozone de-
pletion occurs in September–November (SON) at about
50 hPa (see Fig. 1b above), the tropospheric response is
strongest in DJF, due to a lag of about a month or two for
the stratospheric signal to propagate down (see, e.g., Fig. 1
of Son et al. 2008).
The key point of Fig. 2 is to illustrate the simple fact
that the temperature response to stratospheric ozone
depletion, while confined to the lower-stratospheric po-
lar cap, is roughly 10 times larger than the one associated
with greenhouse gas increases, over the period 1960–
2000. The maximum cooling in Fig. 2a is a remark-
able 29.5 K (around 100 hPa), while the warming due
to greenhouse gas increases, though broadly spread
throughout the whole troposphere, never exceeds 1 K.
Notice also how the high-latitude stratospheric cooling
associated with greenhouse gas increases is tiny (less
than 1 K) compared with the one caused by ozone de-
pletion. Also, from the similarity of Fig. 2d, where the
difference between the OZONE2000 and BOTH2000
integrations are shown, to Fig. 2b one can conclude that
the temperature response of our model is roughly linear,
except in the polar stratosphere.
We also note that the dramatic cooling of the lower
polar stratosphere that accompanies ozone depletion as
computed with CAM3 in the time-slice integrations
presented here is very similar to the rates of cooling
computed in the recent set of CCMVal2 simulations
(Son et al. 2010), and in the CMIP3 integrations, which
FIG. 2. Colored contours show the DJF temperature differences between the REF1960 integration and the (a)
OZONE2000, (b) GHG2000, and (c) BOTH2000 integrations. (d) The difference between (a) and (c), which should
be contrasted with (b). In all panels the contour interval is 0.5 K. Black contours show the zonal mean, time mean,
DJF temperature for the REF1960 integration, with contour intervals of 10 K.
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did include ozone depletion (Son et al. 2009a). We find
that the polar cap above the tropopause [in October–
January (ONDJ) at 100 hPa] cools by 27.5 K in the
BOTH2000 integration; this compares well with a cor-
responding cooling of 27.9 K in the CCMVal2 simula-
tions, and of 27.2 K in the CMIP3 simulations (the
latter are calculated by first computing the 1960–2000
multimodel trends, and then multiplying by 40). Also, as
summarized in Table 2, the cooling in the BOTH2000
integration is not the sum of the coolings in the
OZONE2000 and the GHG2000 integrations, indicating
some nonlinearity in the polar cap thermal response, as
already mentioned.
While the large thermal response to ozone depletion in
the lower polar stratosphere is substantial, it is important
to note that the surface temperature response to ozone
depletion in our model is minuscule, in contrast with the
surface temperature response to greenhouse gas increases:
this can be seen in Figs. 2a and 2b. Quantitatively, for the
GHG2000 integration the global mean surface tempera-
ture response of the model is a warming of 0.4 K, which is
broadly in line with the observations (Trenberth et al.
2007), whereas the surface temperature response to ozone
depletion is nearly nonexistent (0.01 K in ourOZONE2000
integration), as one would expect. Of course some ca-
veats are in order here, as SSTs are being specified in this
model and hence surface temperatures may not be able
to fluctuate as naturally as they would in a fully coupled
atmosphere–ocean model. Nonetheless, the point here
is that the influence of ozone depletion on SH circula-
tion does not come from radiative changes near the
surface, but from a top-down series of effects starting in
the lower stratosphere, as detailed below.
It should not be surprising that the large, lower-
stratospheric temperature anomalies caused by polar
ozone depletion would have a direct impact on the height
of the tropopause itself, as has already been reported in
Son et al. (2009b). For the CAM integrations discussed
here, the tropopause responses are illustrated in Fig. 3.
We compute the tropopause from the zonal mean tem-
perature fields using the standard definition (WMO
TABLE 2. Atmospheric circulation response for the CAM in-
tegrations presented in the paper, and for themultimodel ensemble
mean of the CCMVal2 and CMIP3 model simulations, over the
period 1960–2000. For the CAM integrations, we report the dif-
ferences from the REF1960 integration; for the CMIP3 and
CCMVal2 simulations, we first compute the 1960–2000 linear
trend, and then multiply by 40, as described in Fig. 4 of Son et al.
(2010). The polar cap cooling is the difference in the ONDJ zonal
mean temperature at 100 hPa, averaged from 658S to the South
Pole. The tropopause raising is the difference in the DJF tropo-
pause pressure, averaged from 658S to the South Pole. The jet shift
is the difference in the DJF latitude of the maximum of the zonal
mean, zonal wind at 850 hPa. The Hadley cell edge shift is the DJF
latitude difference in the zero of the mean meridional stream-














OZONE2000 28.3 217.4 21.9 21.0
GHG2000 20.35 22.3 20.74 20.50
BOTH2000 27.5 217.3 22.1 21.2
CCMVal2 27.9 216.4 22.0 20.87
CMIP3 27.2 215.5 21.7 20.58
FIG. 3. Colored lines show the zonal mean, timemean tropopause pressure for the (a) OZONE2000, (b) GHG2000, and (c) BOTH2000
integrations. In all panels the two black lines indicate the interannual variability of the tropopause in the REF1960 integration, defined as
the zonal mean, time mean tropopause 61 standard deviation.
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1957), following the algorithm proposed by Reichler
et al. (2003). For the sake of clarity, the time mean, zonal
mean, DJF tropopause height versus latitude is shown
separately for each of the OZONE2000, GHG2000, and
BOTH2000 integrations. In each panel in Fig. 3, the
black linesmark the upper and lower bounds of the year-
to-year range of the DJF tropopause height in the
REF1960 integration (defined as the time mean value
plus and minus one standard deviation).
As indicated by the black arrows in Figs. 3a and 3c,
ozone depletion causes the SH polar tropopause to rise
substantially, by more than217 hPa. This large value is
not an anomaly of our model integrations, as it agrees
very well with both the CCMVal2 and CMIP3 results
(see Table 2). In contrast, for the GHG2000 integration,
there is only a very weak lifting of the SH polar tropo-
pause (smaller than a standard deviation), as can be seen
in Fig. 3b. As a further validation of the model inte-
grations, observe that the polar cap tropopause in the
NorthernHemisphere remains well within the bounds of
the reference integration, irrespective of forcing, as one
might expect. Finally, we note that the lifting of the polar
tropopause caused by ozone depletion is many times
larger than the ones that have been reported for the
global tropopause, which is typically of the order only a
few hectopascals (Santer et al. 2003). This, again, sug-
gests that the ozone depletion signal is much larger than
the one associated with greenhouse gas increases. Con-
trary to naı¨ve expectations, moreover, themodel response
to ozone depletion is not confined to the polar regions, but
rather extends throughout the entire Southern Hemi-
sphere, as we show next.
b. Midlatitude jet and annular mode response
Accompanying the substantial lifting of the SH polar
tropopause, we find that the entire midlatitude jet shifts
poleward, as illustrated in Fig. 4, where the DJF zonal
mean, zonal wind differences from the reference inte-
grations are presented (the solid black contours in each
panel indicate the zonalmean, zonal wind for theREF1960
integration). A simple visual inspection should make it
clear that the shift associated with polar ozone depletion is
considerably larger than the one associated with green-
house gas increases. For instance, in the GHG2000
FIG. 4. As in Fig. 2, but for the zonal wind component. In all panels the contour interval is 1 m s21. Black contours
show the zonal mean, time mean, DJF zonal winds for the REF1960 integration, with contour intervals of 5 m s21.
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integration, the largest wind response is an acceleration of
the westerlies, roughly 108 poleward of the jet maximum
near 200 hPa, with an amplitude of 2.1 m s21; at the same
height, the response in the OZONE2000 integration is
5.4 m s21. The response to ozone depletion is even larger
at 100 hPa and above, as one might expect.
More important, however, is the fact that the pole-
ward jet shift is not confined to the upper troposphere
but propagates all the way to the surface in a surpris-
ingly robust fashion. Although the surface wind response
to stratospheric ozone depletion has been noted pre-
viously, we here show explicitly how it compares, quan-
titatively, to the response of increasing greenhouse gases,
over the period 1960–2000, during which most of the
ozone depletion has occurred. Contrasting Figs. 4a and 4b
strongly suggests that the observed SH shifts in the mid-
latitude jet in the second half of the twentieth century
have been caused largely by ozone depletion, the con-
tribution due to increasing greenhouse gases being con-
siderably smaller. Note, in addition, that the response to
the combined forcings (Fig. 4c) is not dramatically dif-
ferent from the one resulting from ozone depletion
alone (Fig. 4a), as the response is qualitatively though
not quantitatively linear (as already noted).
Onemight ask, at this point, to what degree the surface
wind signature of stratospheric ozone depletion is statis-
tically significant, given that the signal appears to decay
away from the forcing region in the lower stratosphere.
To determine this, we plot, in the left column in Fig. 5, the
DJF time series of the latitude of the zonal wind maxi-
mum at 850 hPa in the SH, for all three forced inte-
grations. In all panels in Fig. 5, the black curves show the
REF1960 integrations, and the colored lines show the
forced responses. Notice how in Figs. 5a and 5c, where
stratospheric ozone depletion is included, the jet latitude
is consistently poleward of the reference integration, by
about 28 of latitude. Also note how the interannual var-
iability is relatively large, typically of the same order of
the shift we are trying to determine: hence the need for
relatively long integrations, even in time-slice mode.
In contrast, the jet shift resulting from forcing themodel
with SSTs andGHG concentrations alone (Fig. 5b) does
not show a good degree of separation from the reference
integration, and in that case the 850-hPa shift in the
midlatitude SH jet is smaller than the standard deviation
of the REF1960 time series. As a further validation that
the statistically significant shift in the OZONE2000 and
BOTH2000 integration is caused by stratospheric ozone
depletion, we plot the corresponding June–August (JJA)
time series in the right column of Fig. 5. No difference
between the forced and reference integrations can be
seen during those months, as expected.
Previous analyses of the CCMVal2 and CMIP3 models
(Son et al. 2008, 2009a, 2010) have shown the existence of a
roughly linear relationship between the lower-stratospheric
temperature trends (due largely to ozone depletion) and
FIG. 5. Time series of the latitude of the 850-hPa zonal windmaximum, contrasting the REF1960 integration (black lines) with the (top)
OZONE2000, (middle) GHG2000, and (bottom) BOTH2000 integrations, for (left) DJF and (right) JJA. Note that the axes on the
ordinates are different. The dashed line shows the 50-yr time mean for each time series.
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the trends in the latitudinal location of themidlatitude jet.
We can see this in our time-slice integrations as well, as
illustrated in Fig. 6a, where we plot the latitude of the
850-hPamaximum zonal winds versus themean polar cap
temperature at 100 hPa. The four large dots, representing
the 50-yr means of the four integrations, fall on the
straight line, the integrations with ozone depletion (blue
and green) exhibiting a cooler lower-stratospheric polar
cap and a correspondingly poleward shifted midlatitude
jet in the SH, and being well separated from the in-
tegrations without ozone depletion (black and red). The
corresponding JJA plot (Fig. 6d) shows no correlation be-
tween polar cap temperature and jet location, as expected.
More surprisingly, however, and not previously re-
ported, is the fact that the polar cap temperatures and the
jet location do not appear to be correlated on interannual
time scales. In Fig. 6a, observe how the small dots (each
one representing a different year) scatter as a cloud about
the correspondingly colored large dot (representing the
50-yr mean). We are not sure how to interpret this re-
sult. We note, however, that the appearance of easterlies
(i.e., the ‘‘final warming’’ of the polar vortex) in the SH
occurs around mid-December at 50 hPa (see, e.g., Fig. 2
of Eyring et al. 2006). Hence, the interannual variability
in polar cap temperatures might simply reflect the vari-
ability in the date of the final warming. Recent studies
have documented a clear stratospheric influence of final
warmings on the tropospheric circulation in the Northern
Hemisphere (Black et al. 2006; Black and McDaniel
2007), and a similar mechanism might be at play in the
SH. Nonetheless, this lack of correlation between polar
cap temperatures and the jet location on interannual time
scales again points to the need for long integrations, such
as the one we have performed here. Similarly, it suggests
that relatively large ensemble integrations may be needed
when the forcings are made time dependent from year to
year, as the results of a small number of model runs would
likely not be statistically significant.
FIG. 6. Scatterplots of (left) polar cap temperature at 100 hPa vs the latitude of the jet maximum at 850 hPa, (middle) the latter vs the
latitude of the Hadley cell edge in the SH, and (right) the latter vs the latitude of P 2 E 5 0, for (top) DJF and (bottom) JJA. Small dots
show individual years, and large dots the 50-yr average. Colors refer to different model integrations, as indicated in the legend.
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Finally, the dominant surface signature of the effects of
ozone depletion on the midlatitude circulation is well
captured in the sea level pressure fields, which we show in
Fig. 7, for direct comparison with previous studies, no-
tably DP09. Notice again how the signal caused by
stratospheric ozone depletion (Fig. 7a) is much larger
than the one caused by greenhouse gas increases and the
accompanying SST changes (Fig. 7b). In terms of the
SAM, computed simply as the zonal mean sea level
pressure difference between 458 and 608S (Marshall 2003)
over DJF, the response for the OZONE2000 integration
is 26.6 hPa, in contrast with a mere 22.4 hPa for the
GHG2000 integration. Note also how the SLP response
in the integration with all the forcings is far from linear, in
that Fig. 7d is quite distinct from Fig. 7b.
With regard to the GHG2000 integration, one might
ask why the response in the Southern Hemisphere is
stronger, and more annular in character, than the one in
the Northern Hemisphere (see Fig. 7b), given that no
ozone hole is specified in that integration. The cause for
this, it so happens, is the Hadley Centre SSTs that we
have been using. To demonstrate this, we have carried
out a set of four integrations, identical to the ones de-
scribed in Table 1, but with the SSTs from Hurrell et al.
(2008), which are also based on observations, similarly
averaged over 17-yr periods centered on 1960 and 2000.
The results of those integrations are shown in Fig. 8.
First, notice that the response to ozone depletion
(Fig. 8a) is, again, much stronger than the one due to
increased greenhouse gases and SSTs (Fig. 8b) and
dominates the combined response (Fig. 8c): this con-
firms the key finding of this study. Second, notice how
sensitive the GHG2000–REF1960 response is to the
choice of SSTs: the large difference between Figs. 7b and
8b is, in fact, easily understood from Fig. 1 of Hurrell
et al. (2008), where it is shown that much of the differ-
ence between the two sets of SSTs is in the SH high
latitudes and has a zonally symmetric character. Third,
to clarify the relative roles of SSTs and greenhouse gas
increases, we have performed an additional model in-
tegration with only the SSTs changed to the year 2000
while the greenhouse gas concentrations (in addition to
the ozone field) are kept constant at 1960 levels. In that
case, the SLP response (Fig. 8d) is very similar, in the
Southern Hemisphere, to the one in Fig. 8b, indicating
that the SSTs are the key players. Fourth, we wish to
emphasize that Fig. 8d is also very similar to Fig. 1e of
DP09, as onemight expect, since they are obtained using
the same model (CAM3) and the same SST forcing
(Hurrell et al. 2008), the only difference being that we
are here integrating in time-slice mode, whereas DP09
used transient forcings.
This last comparison serves as a strong validation of
our model integrations, in that we are able to reproduce
previously published results. And, for the reader who
may have gotten lost in the details of the SST discussion,
we spell out the key point of this whole exercise: the
model response to SSTs is quite sensitive to the dataset
one chooses, but the model response to ozone depletion
is very robust.
FIG. 7. As in Fig. 2, but for SLP, with contour interval of 1 hPa. All panels are Robinson projections, extending from
858S to 858N.
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c. Hadley cell and hydrological response
Having demonstrated the dominant impacts of strato-
spheric ozone depletion on the high- and midlatitude
circulations, we next show that its impacts extend to the
tropical circulation, notably to the Hadley cell. Following
Hu and Fu (2007) and Johanson and Fu (2009), we
compute the mean meridional mass streamfunction c







where f is latitude, p pressure, [y] the zonal mean me-
ridional wind, a the radius of the earth, and g the grav-
itational acceleration. TheDJF differences in c between
the REF1960 integration and the ones with various
forcings are shown in Fig. 9.
In all cases the response consists of a poleward ex-
pansion of the cell, but when stratospheric ozone de-
pletion is present, the poleward shift is greatly amplified.
To quantify the magnitudes of the shift, we define the
edge of the Hadley cell as the latitude where c 5 0 at
500 hPa in the SH. For the OZONE2000 integration this
latitude shifts poleward by 1.08, compared to only 0.58 for
the GHG2000 integration and 1.28 for the BOTH2000
integrations. These numbers are in good agreement with
those of the recent CCCMVal2 model intercomparison,
and with those of the CMIP3 models that included ozone
depletion (see Table 2). Again, we note that the model
response is not quantitatively linear, as can also be seen
directly by contrasting Figs. 9b and 9d.
Furthermore, wefind that only in theOZONE2000 and
BOTH2000 integrations is the poleward shift of the
Hadley cell larger than the interannual variability. This is
illustrated in Fig. 10, where the DJF time series for the
edge of theHadley cell are shown. In each panel in Fig. 10
the black curve indicates the REF1960 integration, and
the colored curve the forced integration. In Figs. 10a and
10c, where stratospheric ozone depletion is present, the
curves for the reference and forced integrations are well
separated, showing a robust poleward shift of about 18 of
latitude. In the GHG2000 integration (Fig. 10b), while
a suggestion of a poleward shift is present, the reference
and forced time series are largely overlapping. Note, fi-
nally, that the JJA time series (shown in the right column)
show no response to forcings: for ozone depletion this is
exactly as expected, but for theGHG2000 integration this
highlights how small the SH circulation response to ob-
served greenhouse gas and SST forcings is, at least over
the period 1960–2000 as computed by our model.
To establish the causality link between the poleward
Hadley cell expansion and the depletion of stratospheric
ozone, we now relate the latitude of the edge of the
Hadley cell to the position of the midlatitude jet. In DJF,
the SH midlatitude jet is located around 458S, and is
largely driven by synoptic-scale eddies. Such eddies are
able to affect the width of the Hadley cell, as shown by
a number of studies (Held and Phillipps 1990; Kim and
Lee 2001; Walker and Schneider 2006; Schneider and
Bordoni 2008). In Fig. 6b, the latitude of the edge of the
Hadley cell is plotted as a function of the latitude of the
maximum zonal winds at 850 hPa: notice the excellent
FIG. 8. (a)–(c) As in Fig. 7, but for model integrations with SSTs from Hurrell et al. (2008). (d) Response to
SST changes alone.
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correlation of these two quantities, both on interannual
time scales (small dots) and in terms of mean climate
response to the imposed forcing (large dots). In JJA
a much weaker (if any) correlation is expected, and none
is found in our model integrations (see Fig. 6e).
We finally turn to the effects of stratospheric ozone
depletion on the hydrological cycle in the SH. We first
consider the precipitation P and the evaporation E, in
the usual P2E combination. For DJF, the modelP2E
responses are shown in Fig. 11a: notice how the response
in the presence of ozone depletion (blue and green
curves) in roughly twice as large as the one due to
greenhouse gas increases alone (red curve). Further-
more, the response consists of a poleward shift in the
latitude of the P2E5 0 line, leading to a broadening of
the SH dry zone, and it directly accompanies the pole-
ward shift of the midlatitude jet. To illustrate this, we
show in Fig. 11b the zonal mean, zonal wind response at
850 hPa. Note how the P 2 E responses mirror the
midlatitude jet responses to a very large degree.
The P 2 E response is also directly related to the ex-
pansion of theHadley cell. Analyzing scenario integrations
for future climates in the CMIP3 archive, Lu et al. (2007)
have shown that trends in the edge of the Hadley cell
(defined as the latitude where c5 0 at 500 hPa) correlate
very strongly with trends in the boundary of the dry zones
(defined as the latitude where P 2 E 5 0 in the SH). We
find this result in our integrations as well, as demon-
strated by the large dots in Fig. 6c. Moreover, we note
that the strong correlation between these two quantities is
robust on interannual time scales, as shown by the small
dots; this is perhaps not surprising, but we are not aware
of this having been documented before from climate
model integrations. Moreover, unlike the correlation
between the jet latitude and the Hadley cell edge that
nearly disappears in JJA (cf. Figs. 6b and 6e), the corre-
lations between the Hadley cell edge and the P 2 E 5
0 latitude remain quite robust in austral winter (cf. Figs. 6c
and 6f). Finally notice that the clustered large dots in
Fig. 6f show no ozone depletion effects, as one would
expect.
In DJF, the impacts of ozone depletion on the pre-
cipitation field are sufficiently strong that they can be
seen without any need for zonal averaging. This is
FIG. 9. As in Fig. 2, but for the mass streamfunction. In all panels the contour interval is 0.2 3 1010 kg s21. Black
contours show the zonal mean, time mean, DJF mass streamfunction for the REF1960 integration, with contour
intervals of 2 3 1010 kg s21, negative contours dashed, and a thicker zero contour.
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illustrated in Fig. 12, where latitude–longitudemaps ofP
response are shown. Observe the appearance in Fig. 12a
and 12c, where ozone depletion is present, of two very
clear, nearly parallel bands of precipitation changes
(indicated by the black arrows): a zonally symmetric
drying centered around 458S (blue) and a concurrent
moistening around 608S (red). Of course, these changes
accompany the poleward shift of the midlatitude jet,
as shown in Fig. 11. A hint of similar changes in the
GHG2000 integration can be seen in Fig. 12b, but these
are much weaker than in the presence of stratospheric
ozone depletion. Note also the nonlinearity of the P
response in Fig. 12d. Needless to say, the largest precipi-
tation response occurs in the deep tropics. Interestingly
FIG. 10. As in Fig. 5, but for the edge of the Hadley cell in the SH. Note that the (left) DJF and (right) JJA axes for
the ordinates are different.
FIG. 11. Colored curves show the DJF response of the (left) zonal mean P 2 E and (right) zonal wind at 850 hPa.
For both panels the color coding is as per the legend on the right. Dashed curves indicate the corresponding quantities
for the REF1960 integration, divided by a factor of 5 for clarity.
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enough, some of it appears to be associated with ozone
depletion; however, we are leery of drawing any conclu-
sion from integrations with a single model, as the tropical
precipitation is likely to depend greatly on convective and
cloud parameterizations, which are highly model de-
pendent. Further work, beyond the scope of the present
study, is needed.
Finally, we emphasize that Fig. 12a may be directly
compared with Fig. 11b of DP09, where their model re-
sponse to atmospheric radiative forcing changes (from
both greenhouse gas increases and ozone depletion), but
in the absence of SST changes, is presented. Although
that figurewas obtainedwith greenhouse gas forcings that
increase continuously between 1950 and 2000, and from
an ensemble average of 10 model integrations, it com-
pares remarkably well with the model response we
compute in the OZONE2000 integration. It also shows
a clear double band of precipitation anomalies in the SH,
of roughly the same magnitude as the one in Fig. 12a.
Since greenhouse gas concentrations were not changed
in our OZONE2000 integration, this comparison of-
fers another independent validation that stratospheric
ozone depletion is likely to have been responsible for
the bulk of the circulation changes that have been ob-
served in the SH over the second half of the twentieth
century.
We conclude the presentation of our results by noting
that while we have focused on the SH circulation changes
that accompany the depletion of stratospheric ozone, we
have also looked at the Northern Hemisphere responses.
In brief, we have found no significant changes in all the
quantities discussed above, for the integrations presented
in Table 1, as one might perhaps have expected.
4. Summary and discussion
The goal of this paper has been to evaluate, quanti-
tatively, the relative importance of stratospheric ozone
depletion and greenhouse gas increases on the SH cir-
culation. We summarize our findings in Fig. 13, where
a number of key quantities describing the SH atmo-
spheric circulation response to the different forcings are
shown as a function of the calendar month. In Fig. 13a,
for reference, we plot the SH polar cap SPARC ozone
difference at 50 hPa between the years 2000 and 1960:
this is the key forcing in our model integrations and, as
can be seen, is confined between August and December,
peaking in October.
In all other panels in Fig. 13, the monthly differ-
ence between the REF1960 and the three forced in-
tegrations OZONE2000, GHG2000, and BOTH200 are
indicated by the colored dots, in blue, red, and green,
respectively. The vertical black lines show the standard
deviation of the corresponding quantity, computed from
yearly values over the 50 yr of REF1960 integration; this
allows us to directly visualize the size response compared
the year-to-year variability. The statistical significance of
the response (at the 99% confidence level) is assessed
using a two-sided Student’s t test (von Storch and Zwiers
1999); statistically significant responses are indicated by
large dots in each panel.
The immediate effect of the seasonal stratospheric ozone
depletion (Fig. 13a) is to cool the lower-stratospheric polar
cap (Fig. 13b), and thus raise the tropopause, as discussed
above. There is a lag of about 1–2 months for the ozone
depletion to be felt down at 100 hPa, which is also found in
the CMIP3 and CCMVal model simulations (Son et al.
FIG. 12. As in Fig. 7, but for the precipitationP. In all panels the contour interval is 0.2 mm day21, and values above 1
are not contoured. The black arrows indicate the latitudes where the ozone depletion has a clear impact.
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2008, 2010). This direct thermal effect results in the
displacement of the midlatitude jet (Fig. 13c), a strength-
ening of the SAM (Fig. 13d), and a poleward shift of the
Hadley cell edge (Fig. 13e) and of theP2E5 0 latitude
(Fig. 13f).
Note that the model response is greater than the inter-
annual variability only when ozone depletion is present
(blue and green dots) and, mostly, in DJF. In contrast, we
find that the model response to greenhouse gas increases
(with the accompanying warming of SST) is relatively
small and, in nearly all cases, is not statistically significant
(red dots). In addition, as can be seen in Figs. 13c–f, we find
that the tropospheric circulation response is quantitatively
nonlinear for all quantities examined in the study, with
ozone depletion consistently dominating over increased
greenhouse gases in DJF.
We wish to stress, as summarized in Table 2, that the
results computed here with the atmosphere-only CAM
model, are in good qualitative and even quantitative
agreement with those obtained from analyzing the recent
chemistry-coupled CCMVal2 model simulations and, to
a large degree, the CMIP3 simulations that included
ozone depletion. This gives us confidence that the results
of our model are not unrepresentative outliers. The
novelty in the set of integrations discussed here rests in
that we are now able to ascribe most of the Southern
Hemisphere climate change to polar stratospheric ozone
depletion. This ability was lacking in earlier studies, since
the forcings had not been examined in isolation.
The causality link between polar ozone depletion and
circulation changes in the SH is very robust, yet the pre-
cise mechanisms remain unclear. For instance, several
idealized studies have shown that thermal perturbations
at or above the tropopause level are able to induce very
robust shifts in the position of themidlatitude jet (Polvani
andKushner 2002;Williams 2006; Lorenz andDeWeaver
2007; Simpson et al. 2009), yet these have yielded a vari-
ety of different explanations.On the one hand, it has been
suggested (Hartley et al. 1998; Thompson et al. 2006) that
the stratosphere’s effect on the tropospheric circulation
may occur via a relatively simple ‘‘downward control’’
mechanism (Haynes et al. 1991). However, carefully
controlled, numerical experiments with idealized models
(Kushner and Polvani 2004) found that substantial eddy
FIG. 13. Seasonal dependence of (a) the polar cap stratospheric ozone depletion and (b)–(f) the model response to different forcings.
Vertical bars for each month indicate the interannual variability, defined as61 standard deviation from the 50-yr time mean. Large dots
indicate responses that are statistically significant, at the 99% level, according to a t test.
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feedbacks that are not captured by downward control
theory are at play. This was independently corroborated
by Song andRobinson (2004), who further suggested that
these feedbacks may be affected by planetary-scale
waves, as further explored by Gerber and Polvani (2009).
On the other hand, several studies have attempted to
understand the effects of stratospheric perturbations on
synoptic-scale waves and individual baroclinic life cy-
cles. Chen and Held (2007) have recently proposed that
ozone-induced thermal perturbations alter the phase
speed of synoptic-scale waves, and hence the latitudinal
location of critical layers, resulting in a shift of the jet. In
contrast, Simpson et al. (2009) propose that stratospheric
thermal perturbations alter the direction of wave propa-
gation, with a resulting shift in the wave-breaking region
and a concomitant jet shift. Furthermore, both of these
studies are difficult to reconcile with the earlier findings
of Wittman et al. (2004, 2007), later confirmed and ex-
panded upon by Kunz et al. (2009), who showed that the
linear response to stratospheric thermal perturbations is
largely irrelevant, and it is only at the nonlinear stage that
one clearly observes the effects of stratospheric pertur-
bations on baroclinic life cycle development. The bottom
line is thatmuch work remains to untangle these complex
issues.
Beyond understanding how the position of the mid-
latitude jet is affected by ozone depletion, several other
theoretical challenges are posed by the results of the
present study, which are best illustrated by relationships
among the varying components of the circulation un-
covered in Fig. 6.
First, with reference to Fig. 6a, why is there no year-to-
year correlation between polar cap temperature and jet
position, but only a correlation in the multiyear time
mean? As found within the context of the CCMVal and
CMIP3 simulations (Son et al. 2010), models with a deeper
ozone hole (and thus cooler polar caps) show larger pole-
ward shifts of the jet. Onewould have naı¨vely believed this
simple relationship would also exist on interannual time
scales, but such is apparently not2 the case.
Second, the influence of stratospheric ozone depletion
on the width of the Hadley circulation, which we have
shown to be robust and which has been documented in
CMIP3 models (Son et al. 2009a) and the CCMVal
models (Son et al. 2008), remains to be understood at a
fundamental level. Is the Hadley cell widening a merely
passive response to the poleward shift of the jet? If this is
so, why does the Hadley cell shift by only 18 when the jet
shifts by roughly 28? In other words, what sets the slope
of the scatterplot in Fig. 6b? If that slope is a fundamen-
tal property of the atmospheric circulation, can one pre-
dict it?
Third, the relationship between the poleward edge of
the Hadley circulation and the latitude where P 2 E 5 0
appears to be very robust, as seen in Fig. 6c; again, what
sets this slope? The value for our four CAM integrations
is roughly 1:2, that is, a 0.58 shift inP2E5 0 for a 18 shift
in c 5 0 at 500 hPa, in DJF. We are not aware of other
studies that have shown this interannual correlation or
reported the values of this slope. Lu et al. (2007) show the
correlation of trends between these two quantities in the
CMIP3 simulations of future scenarios (A1B, A2, and
A1). From their Fig. 2, the slope between the two trends
appears to be somewhat steeper than the one reported
here (approximately 3:4), but we are quick to add that it is
not immediately obvious that the interannual slopes and
the slopes in the trends should have the same value (see
Fig. 6a for a counter example).
Fourth, the correlation between the position of the jet
and the edge of the Hadley cell appears to wane in JJA
(Fig. 6e), as the position of the edge of the Hadley cell
becomes nearly independent from the latitude of the
jet maximum. This is rather surprising, given our cur-
rent understanding of the interplay between the Hadley
cell and the midlatitude, eddy-driven jet (Walker and
Schneider 2006; Schneider and Bordoni 2008). In the
winter season (JJA in the SH) eddy-momentum fluxes
are usually stronger that in the summer season: to the
degree that these fluxes control the edge of the Hadley
cell, therefore, one would have expected a stronger
correlation in JJA than in DJF. A more detailed in-
vestigation is beyond the scope of this paper, but this
puzzling result surely will need to be understood.
Fifth, note that while the edge of theHadley cell and the
midlatitude jet appear to become uncorrelated in JJA,
the correlation between the edge of theHadley cell and the
latitude ofP2E5 0 remains very strong in that season. In
fact the slope in Fig. 6f is closer to 1:1, roughly double that
in DJF. Again, we are aware of no study that has either
presented or attempted to explain these basic facts.
Finally, we return to the effects of stratospheric ozone
on the SH circulation. To quantify the relative impor-
tance of ozone depletion and increasing greenhouse
gases, we have focused in this study on the period 1960–
2000, for which all the key forcings are known (to some
degree) from observations. Over that period, as pointed
out by Shindell and Schmidt (2004), the effects of ozone
depletion and increasing greenhouse gases have added
constructively and conspired to yield a relatively large
poleward shift of the overall atmospheric circulation.
2 We note that this lack of correlation is likely not due to the fact
that our SSTs have been averaged over a 17-yr window. Pre-
liminary analyses of integrations with transient SSTs indicate that
DJF polar cap temperatures and jet positions are weakly correlated
even when year-to-year variability in SSTs is present.
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The key finding of this study has been to show that ozone
depletion appears to have been the dominant factor in
the recent SH atmospheric circulation changes.
In the twenty-first century, however, as stratospheric
ozone recovers to pre-1960 levels, the effects of ozone
recovery will oppose those resulting from increasing
greenhouse gases. The key question, of course, is: Which
of these twowill dominate? Simulations conducted by the
recent CCMVal2 intercomparison indicate a near-total
cancellation of the effects of greenhouse gas increases by
the recovery of stratospheric ozone (Son et al. 2010),
yielding insignificant trends in the latitudinal position of
the midlatitude jet and the edge of the Hadley cell be-
tween 2000 and 2100. Such projections, however, are
founded on incomplete knowledge of SSTs and radiative
forcings. Furthermore, there is some evidence that model
simulations that prescribe monthly mean zonal-mean
ozone fields, as we have done here, might underestimate
the tropospheric response to changes in polar ozone
(Gillett et al. 2009; Waugh et al. 2009). Whether the re-
covery of stratospheric ozone will be able to cancel the
effects of greenhouse gas increases remains an open
question. Time will tell.
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