In general, one cannot use algebraic or enumerative methods to optimize a quality-control (OC) procedure for detecting the total allowable analytical error with a stated probability with the minimum probability for false rejection. Genetic algorithms (GAs) offer an alternative, as they do not require knowledge of the objective function to be optimized and can search through large parameter spaces quickly. To explore the application of GAs in statistical OC, I developed two interactive computer programs based on the deterministic crowding genetic algorithm. Given an analytical process, the program "Optimize" optimizes a user-defined OC procedure, whereas the program "Design" designs a novel optimized QC procedure. The programs search through the parameter space and find the optimal or near-optimal solution. The possible solutions of the optimization problem are evaluated with computer simulation. with the number of parameters to be optimized. Optimization methods based on genetic algorithms (GAs) (8, 9) offer an appealing alternative: they are robust search algorithms that do not require knowledge of the objective function and can search through large spaces quickly. GAs have been used successfully to solve a variety of complex optimization problems (10), including the control of a gas pipeline system (11), the optimization of an aerospace-related control system (12), the design and optimization of neural networks (13, 14) , and the design of a high-by-pass jet engine turbine (8).
Use of enumerative methods would be tedious, especially with multirule procedures, because the points of the parameter space to be searched grow exponentially with the number of parameters to be optimized. Optimization methods based on genetic algorithms (GAs) (8, 9) offer an appealing alternative: they are robust search algorithms that do not require knowledge of the objective function and can search through large spaces quickly. GAs have been used successfully to solve a variety of complex optimization problems (10), including the control of a gas pipeline system (11), the optimization of an aerospace-related control system (12), the design and optimization of neural networks (13, 14), and the design of a high-by-pass jet engine turbine (8).
GAs were derived from processes of molecular biology and the evolution of life. Their operators-crossover, mutation, and reproduction (15) -are isomorphic with the synonymous biological processes.
Instead

of DNA or
RNA strands, GAs process strings of symbols of finite length; these symbols encode the parameters of the objective function to be optimized. Usually, binary strings are used, i.e., strings of zeros and ones ( Figure IA ). Initially, a population of n randomly defined strings of the desired length is generated.
Then, during successive generations, the strings are:
1. Crossed over. The strings are paired randomly and swap homologous substrings ( Figure 2A ). Crossover is an effective means of exchanging information and combining partial solutions (12).
Mutated. Mutation is the occasional alteration
of a string symbol ( Figure ZB) . Mutation reintroduces diversity into the population of the strings.
Translated.
Translation is used to define the parameters of the objective function (Appendix I).
A 10110001011010100 The user defines the population n of the strings and also defines the probability Pm that a symbol will be mutated and the probability P that a pair of strings will be crossed over during one generation, usually 0 Pm 0.001 and 0.75
Initially a population of n random strings is generated. The length of the strings is p km m=i where km is the length of the substring coding the mth parameter, and p is the number of parameters to be optimized.
The fitness f of the translated strings is calculated from the objective function:
where Pm and Ps,, are the probabilities for random and systematic critical errors detection, Pfr is the probability for false rejection of the QC procedure defined by the translated string, m and P, are the stated probabilities for critical random and systematic errors detection, and wm, w, and Wfr are user-definedweighing factors.
I is minimized. Simulator unit (7) . The user defines the number and the levels (up to three) of the controls. The program simulates 1000 control measurements at each level, in consecutive runs. If n is the number of control measurements at each level of a run, then the number of the simulated runs is 1000/n. To estimate the probability for critical random and systematic error detection, the program introduces into the simulated control measurements the critical random and systematic error (Appendix II). The program simulates the following situations: 1. There is error in all the measurements to which the QC procedure is applied.
2. The error is introduced between two consecutive runs.
3. The error is introduced within a run.
The Program "Design"
The units of this program are similmr to the units of the previous program, with the following differences:
Rules unit. The rules used by the program (see Appendix IV) are single-value rules, range rules, mean rules, and standard deviation rules. The rules are applied across runs and across levels of the controls.
Interpreter unit. The user defines the number q of the rules of the QC procedure.
The procedure to be designed by the program can be denoted' as:
The priority of the operators is optimized by the pro- n, and six bits code the decision limit max. One bit codes the kind of operator (AND or OR) and two bits code the priority of the operation. The bounds of the parameters to be optimized (Appendix IV) and the parameters of the genetic search are predefined, except the population n of the strings, which is user-defined.
The weighing factors Wm, w, Wfr of the objective function (equation 1) are set to 1, the probability for crossover to 1, and the probability for mutation to 0. 'The following notation is used: Let n be the sample size, i.e., the number of measurements the QC rule is applied upon, and x(SD) the decision limit. Then S(n, x) denotes a single-value rule, R(n, x) a range rule, M(n, x) a mean rule, D(n, x) a standard deviation rule, and Q(n, x) any rule from the above. A rule is true if the respective statistic is >x. # denoteseither the operator AND or the operator OR.
with one control per level, two levels of controls, no rounding, and between-run error set to zero. It is assumed that the error is introduced between two consecutive runs.
Application of the program "Optimize". The QC procedure to be optimized was defined as: x) OR M(2,y) OR D(2,z) The rules were applied across runs and levels of controls.
The length of the substrings that code each of the parameters x, y, and z was set to 9. The lower and the upper bounds of the parameters were 0 and 5. The designed QC procedures were compared with the QC procedures of the library, as described in the previous section, using a version of the same simulation program (7), with the pseudorandom number generator of
Marse and Roberts (29).
2The list of the 48 QC procedures is available from the author. 
Results
Application of the Program "Optimize"
One optimal solution of the optimization problem was found in 18 runs. The minimum estimated fitness value was f = 0.0100 for x = 2.65, y = 2.27, and z = 3.40. The estimated probabilities for critical random and systematic error detection of the so-defined optimalQC procedure were 0.599 and 1.000, respectively, while the estimated probability for false rejection was 0.0 10. Figure 3 shows the cumulative probability distribution of finding at least one optimal solution vs the generation number. The usefulness of computer simulation for the design and evaluation of alternative QC procedures (3-7) and the power and robustness of GAs as optimization tools (8) (9) (10) (11) (12) (13) (14) (15) 35) are well established. By combining these two Table 3 . ProbabilIties for Critical Random (P.,) and Systematic (P.,,,) Error Detection and for False Rejection the program "Optimize" permits the user to design a QC procedure and to optimize its parameters to detect the critical random and systematic error with stated probabilities, while the probability for false rejection is as low as possible. Then the optimized QC procedure can be compared with alternative QC procedures. In our case the optimized QC procedure is as good as the best of the commonly used ones (Tables 1 and 2 ). 
