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E-mail address: tfoulsham@psych.ubc.ca (T. FoulshThe direction in which people tend to move their eyes when inspecting images can reveal the different
inﬂuences on eye guidance in scene perception, and their time course. We investigated biases in saccade
direction during a memory-encoding task with natural scenes and computer-generated fractals. Images
were rotated to disentangle egocentric and image-based guidance. Saccades in fractals were more likely
to be horizontal, regardless of orientation. In scenes, the ﬁrst saccade often moved down and subsequent
eye movements were predominantly vertical, relative to the scene. These biases were modulated by the
distribution of visual features (saliency and clutter) in the scene. The results suggest that image orienta-
tion, visual features and the scene frame-of-reference have a rapid effect on eye guidance.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
When viewing an image, humans move their eyes rapidly to
sample different regions with the high-resolution afforded by the
fovea. The paradox of this process is that often the visual system
must compute what is important to look at, before it has been able
to analyze potential targets in any detail. However, rather than ﬁx-
ating random locations, it has been known for some time that peo-
ple tend to move their eyes to regions which are interesting and
useful for their current task (Buswell, 1935; Yarbus, 1967).
Recently, several models for predicting where people will look
in images have been developed. These models have generally fo-
cused on either ‘‘bottom-up” guidance to regions that are salient
in terms of their low level features (Itti & Koch, 2000), or ‘‘top-
down” control which targets regions based on the interpretation
of the scene and expectations about where important things are
likely to occur (Torralba, Oliva, Castelhano, & Henderson, 2006).
In one study, we showed that a bottom-up saliency model pre-
dicted ﬁxation locations better than both random chance and a
model that took into account general spatial biases in viewing
(Foulsham & Underwood, 2008). However, model performance
varies as a function of the task: saliency captured attention in an
encoding task, but not in a search task (Foulsham & Underwood,
2007). In addition, recent papers argue that ﬁxation selection is of-
ten not driven by low-level image features and is largely top-down
(e.g., Birmingham, Bischof, & Kingstone, 2008; Cristino & Baddeley,
2009; Vincent, Baddeley, Correani, Troscianko, & Leonards, 2009).ll rights reserved.
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am).For example, Vincent et al. looked at light sources in natural scenes,
which are high in luminance and contrast and thus which should
be frequently ﬁxated, according to bottom-up models. However,
people were more likely to avoid the lights and look at less-salient,
but presumably more informative, foreground objects. The list of
stimuli (eyes and faces: Birmingham et al., 2008; ﬁrst-person vid-
eos: Cristino & Baddeley, 2009; lights: Vincent et al., 2009) and
tasks (object search: Chen & Zelinsky, 2006; Foulsham & Under-
wood, 2007; change detection: Stirk & Underwood, 2007) in which
bottom-up accounts fail to predict ﬁxation is growing ever longer.
In this paper we take an alternative approach to the question of
where people will ﬁxate by looking at habitual patterns in saccade
direction. Models often assume (prior to any saliency or relevancy
computation) that the eyes are equally likely to move in any direc-
tion. However, several papers have reported a greater likelihood of
making saccades in the cardinal coordinates, and particularly hor-
izontal directions, relative to the obliques (Brandt, 1945; Foul-
sham, Kingstone, & Underwood, 2008; Gilchrist & Harvey, 2006;
Tatler & Vincent, 2008). Such tendencies provide a further predic-
tor of ﬁxation position, and a model that takes into account these
patterns outperforms one based on visual saliency (Tatler & Vin-
cent, 2009). It is unclear to what degree these biases are dependant
on the type of image, the scene gist or the features in the image, or
whether they are a universal property of the eye movement sys-
tem. Therefore it is critical to see whether patterns in saccade
direction hold in a variety of stimuli, presented in different ways.
We focus largely on saccade direction for several reasons. While
previous research analyzing ﬁxation positions has undoubtedly
yielded information about what features cause people to ﬁxate in
certain locations, shifting the emphasis to explore systematic
biases in the way people move their eyes may provide additional
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of where people look can be further constrained by knowing some-
thing about the movements between ﬁxated locations, rather than
by just measuring a distribution of ﬁxations.
In previous work, we looked at saccades in natural scenes that
had been rotated to different degrees (Foulsham et al., 2008). The
scenes were square-framed, outdoor photographs with a clear
horizon. In that study there was a tendency for people to make hor-
izontal saccades in scenes that were canonically oriented and this
bias shifted with the image as it was rotated. Thus the asymmetry
in saccade direction is not due to a hard-wired property of the eyes
or the visual system, but is tied to the content of the image. This
conclusion was further supported by the ﬁnding that there was a
slightly different pattern of saccade directions for interior scenes
versus landscapes. In landscapes, the ratio of horizontal:vertical
saccades was about 2:1, while in interiors, perhaps due to the pres-
ence of vertical edges and corners, this ratio was closer to 1:1.
Several recent studies have begun to look at what causes the
‘‘central bias” in scene viewing, which describes the ﬁnding that
ﬁxations are much more frequent at the centre of an image. For
example, Tatler (2007) showed that this bias was not due to the
distribution of features in a scene, or to the starting ﬁxation point.
Tseng, Carmi, Cameron, Munoz, and Itti (2009) suggested that pho-
tographer bias (the placement of interesting objects within the im-
age frame) and orbital reserve (eye direction relative to the head)
contribute to the tendency for people to ﬁxate the centre, but that
viewing strategy, particularly early in viewing, is also an important
factor. In a particularly ingenious study, Cristino and Baddeley
(2009) found that a ‘‘world-centred” frame-of-reference inﬂuenced
where people looked in ﬁrst-person videos of a walk down a street.
Fixations tended to occur just below the horizon, but this was
modiﬁed by extra-scene cues (an oriented backdrop) that altered
perception of the gravitational vertical.
These studies concentrated on the central ﬁxation bias, but to
date there has been little research on the causes of biases in sac-
cade direction. Are these biases initiated top-down, as a function
of experience, task or strategy, or are they a bottom-up response
to image features? If saccades in a certain direction dominate,
within which frame of reference are these saccades planned? The
literature on the central bias demonstrates the importance of mon-
itor-centred and scene-centred biases, and if framing is critical
then the shape of the image frame might also be important. The
current experiment addresses these questions in two ways. An
example of a completely image-independent bias would be if, un-
der some conditions, a trend for saccades in a particular direction
were seen regardless of the orientation of the image. This does
not seem to be the case in naturalistic stimuli with a clear canon-
ical orientation (Foulsham et al., 2008), but it is possible that in
other stimuli such a bias could be demonstrated. In the present
study our ﬁrst manipulation was to vary the type of image, looking
at saccades made while viewing both natural scenes and com-
puter-generated fractals at various orientations. Fractals have been
previously used in eye movement research as complex images with
little or no semantic meaning (Parkhurst, Law, & Niebur, 2002; Pe-
ters, Iyer, Itti, & Koch, 2005), but it is not clear how similar their
viewing patterns are relative to those from natural scenes. The po-
sition of features in both types of images will change as they are
rotated, but if the pattern of eye scanning remains the same in frac-
tals it would be strong evidence for an image-independent compo-
nent in saccade direction biases. This would implicate other cues,
such as gravity, monitor orientation or head direction in the plan-
ning of saccades in these stimuli.
Our second methodological change for this study was the use of
a circular image frame. It is possible that, by using a rectangular
image frame and landscapes with a prominent horizon, previous
experiments have biased eye movements toward the horizontal.Is a ‘‘horizontal” bias ubiquitous, particularly in the fractal images?
Here, we used a circular aperture, with the logic that the absence of
straight borders might make the horizontal direction less promi-
nent. A circular frame also meant that different rotations of the
same image would contain exactly the same features. If a circular
aperture leads to a different bias from that seen in previous stud-
ies, then it would be interesting evidence that saccadic tendencies
are more ﬂexible than previously thought, and that the framing of
images in eye movement research is important. Speciﬁcally, if peo-
ple do not tend to move horizontally (or horizontally relative to the
scene) in circular stimuli then the horizontal saccade bias in scenes
might have been over-estimated and be partly due to the straight-
edged frame of the image. If a horizontal asymmetry remains in
scenes or fractals then it would implicate other factors (such as
gravity or cues from the monitor extent or testing space).
The current experiment explored saccade direction in scenes
and fractals that had been rotated from the normal orientation,
within a circular aperture. We also tested participants’ memory
for the rotated scenes, in order to investigate whether image orien-
tation is encoded. We used a memory-encoding task where people
were asked to remember images, and then we tested their recogni-
tion later for scenes at the same and different orientations. Our
predictions were that natural scenes would show asymmetries in
saccade direction that would rotate with the image’s orientation;
that fractal images would not show the same bias; and that
changes in orientation would have an effect on subsequent
recognition.2. Method
2.1. Participants
Twenty participants took part in the experiment. All were stu-
dents from the University of British Columbia who had normal or
corrected-to-normal vision and took part for course credit. One
subject was replaced due to multiple calibration failures. All partic-
ipants understood the procedure and gave written consent.2.2. Stimuli, design and apparatus
The experiment used 160 colour images, all of which had the
same pixel resolution of 1024  768. All images were shown at full
size on a 1900 monitor positioned 50 cm from the viewer and sub-
tending approximately 40  31. Half of these images were pre-
sented during the encoding phase, and these were shown again
in the test phase, along with the remaining 80 images (which were
novel for the participant).
Image type was manipulated within participants, with half of
the images in each phase being natural scenes (see Fig. 1, left col-
umn) and the other half fractal images (Fig. 1, right column). The
natural scenes were all photographs of outdoor environments
and they were sourced from commercially available collections
and images collected on the Internet. The computer-generated
fractals were taken from the Spanky fractal database, available at
http://www.spanky.net. This collection has been used previously
in eye movement research by Parkhurst et al. (2002) and Peters
et al. (2005), with these images containing similar spatial fre-
quency variations as real scenes. So as to reduce the effects of
the rectangular image frame, all images were covered by a circular
aperture (with radius 31), with the background outside of the im-
age set to a uniform grey.
In order to investigate the effect of orientation, participants saw
the images rotated to ﬁve different extents: 0 (this was the canon-
ical orientation for the scenes) and 45, 90, 135 and 180 clock-
wise (see Fig. 1 for examples). The circular aperture ensured that
Fig. 1. An example of the stimuli used in the experiment. Images of natural scenes (left) and computer-generated fractals (right) were rotated from their original orientation
(top row), resulting in an additional four rotation conditions (subsequent rows). All images were within a circular aperture, ensuring exactly the same visual information in
each condition.
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their orientation. The fractals were rotated in the same way. Each
participant saw an equal number of images from each orientation,
with no repetitions of the same image. Across participants, each
image was presented in all ﬁve rotation conditions.
During the test phase, the previously seen (‘‘old”) images were
shown with 80 new images. The old images were presented in two
different conditions: ‘‘same”, where they were shown at the same
orientation, and ‘‘different” where the same picture was shown but
at an orientation different to the one at encoding. The different
condition comprised pictures which were either 45 or 90 away
from their previous orientation. The stimuli at test were com-
pletely balanced so that each image type and rotation was equallylikely to be old or new. The old condition contained an equal num-
ber of same orientation and different orientation images.
Eye movements were recorded using the head-mounted Eyelink
II eyetracker, which sampled pupil position monocularly at 250 Hz.
This eye tracker uses velocity and acceleration thresholds of 30/s
and 8000/s2, respectively, to identify saccades and ﬁxations. A
chin rest was used to minimize head movements. Participants used
two buttons on a small gamepad to make their response.
2.3. Procedure
Participants were seated and calibrated using a 9-dot grid. A
short practice introduced them to the types of images and the task:
Table 1
Means (and standard errors) for the general measures of eye movements at encoding,
in both natural scenes and fractals. Pearson correlation coefﬁcients are also shown for
the correlation between participant means for scenes and fractals.
Natural
scenes
Fractals Correlation
coefﬁcient (r)
Number of ﬁxations
per trial
6.8 (0.16) 6.74 (0.2) 0.89**
Mean ﬁxation
duration (ms)
284.47 (17.31) 291.46 (17.54) 0.95**
Mean saccade
amplitude ()
7.03 (0.34) 7.1 (0.42) 0.77**
Mean distance to
centre ()
6.21 (0.17) 6.07 (0.21) 0.87**
** Correlation is signiﬁcant at p < .001.
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more, with the task being to respond whether the images had been
seen before. These images did not appear again in the experiment.
The experiment proper then began with the encoding phase. In
each trial, a single ﬁxation point appeared in the centre of the
screen, and participants had to press a button to indicate that they
were looking at the dot. When the eye tracker had conﬁrmed a sta-
ble ﬁxation, the trial began with the onset of the image. This pro-
cedure had the effect of correcting for any drift in the eye
movement recording and ensured that viewing started in the cen-
tre. Images were presented for a ﬁxed time of 2 s, at which time
they were offset and the next trial began. During this time partic-
ipants were instructed to inspect each image and try to remember
it for later. All 80 encoding images were shown in a random order,
with image type and rotation interleaved.
The test phase then began. As previously, each trial started with
a drift-correcting ﬁxation point, followed by the image. Partici-
pants were instructed to press one of two keys on the gamepad
to indicate whether they had seen the image before (at any orien-
tation) or not. This response terminated the display. If they re-
sponded afﬁrmatively, an additional probe screen was displayed
prompting them to respond if the image had been at the same ori-
entation as previously, or a different one. In each case, participants
were told to make their best guess. All 160 test stimuli (80 old and
80 new) were presented in a random order.3. Analysis and results
The principal aim of this study was to look at eye movement
direction biases in both natural images and fractals that had been
rotated from their original orientation. We will begin by looking at
the encoding phase and some general oculomotor behaviour in or-
der to see whether scanning was different for scenes and fractals.
We will then consider saccade direction at encoding, before look-
ing at the manual responses and eye movements from the recogni-
tion phase.
Position samples were parsed by the eye tracker into ﬁxation
and saccade events, and these events were used to compute the
oculomotor measures. In each case, because the initial ﬁxation be-
gan on the central ﬁxation point, the ﬁxation prior to the ﬁrst sac-
cade was excluded from analyses.3.1. Encoding: general scanning behaviour
Did the type of image being encoded have any effect on the
scanning strategy used? Fractals have been used in scene percep-
tion research as suitable controls for natural scenes as they have
similar spatial frequency content and complexity, but no easily
identiﬁable meaning. However it remains to be seen whether peo-
ple display similar eye movements when trying to encode them.
The general measures taken are summarized in Table 1 and
were: (1) The mean number of ﬁxations made per trial; (2) The
mean ﬁxation duration; (3) The mean amplitude of the saccades
made; and (4) The degree to which the saccades landed centrally.
The last of these measures was calculated as the mean Euclidian
distance of all saccade endpoints from the centre of the display.
This measure excluded anything before the ﬁrst saccade, including
the initial ﬁxation that was necessarily in the centre. Fixations
clustered around the middle of the screen would give a small aver-
age distance, while a more dispersed distribution would give a
higher average distance. Natural scene trials were compared to
fractal trials using paired-samples t-tests. In all cases, there was
no difference between the two types of images (all ts < 1.4, all
ps > .19). This is, at the very least, consistent with the idea that
people scanned scenes and fractals in a similar way, making a sim-ilar number of ﬁxations within the ﬁxed time limit, with the same
average duration. It also suggests that participants made saccades
of a similar size in the different image conditions, and that neither
condition led to a more centralized ﬁxation distribution.
A further test of the utility of comparing fractal and scene view-
ing arises when one considers individual differences. If someone
makes, on average, a large number of ﬁxations when looking at
scenes, do they also show this behaviour in fractals? Recently,
researchers have begun to look at these idiosyncrasies by examin-
ing the correlation between oculomotor parameters in different
tasks (Andrews & Coppola, 1999). We are able to add to this liter-
ature by looking at the correlation between encoding behaviour in
scenes and fractals. In each measure, we found a large, positive cor-
relation (see Table 1, right column): looking at an individual’s eye
movement behaviour for one type of image can be informative
about other types of images.
3.2. Encoding: saccade direction
During the encoding phase, each participant saw half of the
images for a ﬁxed duration of 2 s, and their task was relatively
unconstrained, as they were asked to just inspect the images and
try to remember them for later.
To examine the pattern of saccade directions during viewing we
ﬁrst removed all saccades of amplitude less than 1, so as to ex-
clude corrective or micro-saccades. We then divided all possible
directions into 36 bins of 10 width, and counted the number of
saccades in each of these bins. The results are shown in Fig. 2 for
natural scenes (left) and fractals (right), as a function of orienta-
tion. For consistency with the orientation conditions, a leftward
saccade is described as having an angle of 0, and all other direc-
tions are labeled clockwise from this point.
Several observations can be made from this description of the
most frequent saccade directions. In scenes, orientation had a clear,
systematic effect on eye movement direction: the pattern varied
according to the rotation of the image. However, the dominant
direction was contrary to that reported in Foulsham et al. (2008).
That study found a tendency for horizontal saccades in normally
oriented scenes, and eye movements parallel to the horizon as they
were rotated, but here there were more vertical saccades in the
zero rotation condition. This tendency shifted as the image was ro-
tated, so that the modal saccade direction in each case was perpen-
dicular to the original horizontal.
In fractal images, there was no such pattern. As predicted, and
as we would expect given that the fractals were patterns with no
cardinal orientation, there are no striking differences between
the orientation conditions. In most cases, and particularly in the
0 and 180 orientation conditions, there are more horizontal sac-
cades than vertical ones, and fewer still at angles close to the
oblique.
Fig. 2. Saccade direction distributions as a function of picture orientation and image type. Each plot shows the relative frequency of saccades in each of 36 bins spanning 360.
Each combination of image type and rotation comes from all trials in that condition across all participants, with a total of more than 8000 saccades being counted.
T. Foulsham, A. Kingstone / Vision Research 50 (2010) 779–795 783To examine these trends statistically, the saccades were re-
organised into four symmetrical bins covering eye movements in
the horizontal, vertical, 45 and 135 axes. For example, the hori-
zontal (0) axis contained all leftward (0 ± 22.5) and rightward
(180 ± 22.5) eye movements. The decision to combine the data
in this way was driven by hypotheses and data from previous stud-
ies (Foulsham et al., 2008; Gilchrist & Harvey, 2006), as well as by
the data themselves (the plots in Fig. 2 are largely mirror symmet-
rical). These data are plotted in Fig. 3. The mean frequency of sac-
cades in each axis was analyzed separately for the two types of
image using a ﬁve (orientations) by four (saccade directions), re-
peated-measures ANOVA.
In scenes (see Fig. 3, top), there was a marginal effect of saccade
direction (F(3, 57) = 2.2, p = .05), due to slightly more horizontalsaccades, across all conditions. This suggests that there was a ten-
dency for the eyes to move horizontally, even though the images
appeared at different orientations. This would explain why the dis-
tribution of saccades at the 90 orientation showed a very large
horizontal bias, while the pattern at 0 is less pronounced, with
more vertical saccades but a medium peak at the horizontal (see
Fig. 2). However, none of the pairwise comparisons between the
different directions were reliable. More important, there was a reli-
able interaction between picture orientation and saccade axis
(F(12, 228) = 14.9, p < .001). This conﬁrmed that, within natural
scenes, the modal saccade direction changed as the image was ro-
tated, and this interaction was inspected further with simple main
effects analysis. Saccade axis had a reliable effect at all levels of pic-
ture orientation (all Fs(3, 57) > 4.1, all ps<=.01). In each case, the
Fig. 3. Saccade direction at encoding organized into four symmetrical, egocentric axes, for both scenes (top) and fractals (bottom) in the different rotation conditions. Data
points plot the mean proportion of saccades in each axis (with standard error bars) across participants.
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the orientation of the picture.
In fractals the results were different. There was a highly reliable
effect of saccade axis (F(3, 57) = 6.8, p = .001), which came about
due to a higher frequency of saccades in the horizontal directions
than in any of the other three axes (all pairwise comparisons reli-
able at p < .01). None of the other axes were signiﬁcantly different.
There was also a reliable interaction between axis and image orien-
tation (F(12, 228) = 2.8, p < .005). The interaction was driven by the
fact that the simple main effect of saccade axis was reliable at all
picture orientations with the exception of the 135 rotation condi-
tion, where the axes were not reliably different from each other.
However, as can be seen from Fig. 3 (bottom) the modal saccade
direction at each picture orientation was horizontal.
3.3. Recognition: old/new accuracy
Orientation had a clear effect on the way that natural scenes
were scanned during encoding. This raises questions about
whether this information inﬂuenced memory for the pictures. First,
did the orientation at encoding cause some pictures to be remem-
bered better than others? People are more practiced at inspecting
scenes at their normal orientation, and this might make them bet-
ter at encoding them that way. Conversely, viewing a scene at an
anomalous orientation might incur a cost that impacts memoryfor that scene later. Second, did orientation act as a memory cue?
Decades of memory research has shown that memory is enhanced
when elements of the environment, or the processing performed,
are similar at both encoding and test (e.g., the encoding speciﬁcity
principle, Tulving & Thomson, 1973). This would suggest that there
should be better recognition of pictures when they are presented at
the same orientation as they have been shown previously.
To answer these questions, we performed a three-way, re-
peated-measures ANOVA on the proportion of correct responses
(the ‘‘hit rate”). The factors were image type (scenes vs. fractals),
orientation at encoding, and the difference between the encoding
and test orientation (same orientation, different by 45 or different
by 90). These data are summarized in Table 2. There was a reliable
effect of the difference between the orientation at encoding and
that at test (F(2, 36) = 8.16, p = .001). Post hoc pairwise compari-
sons showed that recognition was more accurate when the orien-
tation was the same in both presentations (M = 59%) than when it
differed by 45 or 90 (both 49%, ps < .005). The two extents of rota-
tion relative to encoding did not differ reliably. There were no
other main effects on accuracy, and no interactions (all Fs < 1.6).
So, while accuracy was higher when images were shown at the
same rotation, there was no difference between scenes and frac-
tals, or between images encoded at different orientations.
Two other points are worth noting. First, accuracy was rather
poor in general and in some conditions was below the chance value
Table 2
Mean accuracy for recognizing the images, with the standard error of the mean in
parentheses.
Difference
between
orientation
at test and
encoding
Scenes Fractals
Same Different
by 45
Different
by 90
Same Different
by 45
Different
by 90
Orientation at encoding
0 0.68
(0.07)
0.53
(0.08)
0.58
(0.08)
0.50
(0.07)
0.37
(0.08)
0.48
(0.08)
45 0.64
(0.07)
0.48
(0.06)
0.55
(0.08)
0.56
(0.06)
0.53
(0.09)
0.45
(0.06)
90 0.59
(0.08)
0.55
(0.08)
0.58
(0.08)
0.56
(0.06)
0.58
(0.09)
0.60
(0.09)
135 0.64
(0.06)
0.43
(0.07)
0.40
(0.09)
0.56
(0.06)
0.55
(0.09)
0.45
(0.07)
180 0.64
(0.06)
0.53
(0.08)
0.43
(0.08)
0.58
(0.08)
0.42
(0.09)
0.45
(0.10)
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accuracy in our key result was signiﬁcantly above chance by com-
paring the mean hit rate to 50% in a series of one-sample t-tests.
When the orientation was the same at encoding and test, images
were recognized reliably better than chance (t(19) = 2.75,
p = .014), but when orientation differed by 45 or 90 performance
was no better than chance (both ts < 1). Second, despite the poor
hit rate, false alarms were very rare (mean proportion of correct
rejections = 88%). This suggests that participants were biased to re-
spond that they had not seen the images before, unless they were
conﬁdent that they had seen the items, highlighting the beneﬁcial
effect of a congruent orientation.
3.4. Recognition: orientation accuracy
Given the effects of orientation, it is also informative to examine
whether people remembered the orientation at which an image
had been presented. Participants were not explicitly instructed to
encode this information. Memory for orientation was probed only
if the participant had ﬁrst correctly identiﬁed the image, and the
probe required them to respond ‘‘same” (orientation as before) or
‘‘different”. Due to the large number of misses in the recognition
test, there were too few values to analyze this data as a function
of orientation at encoding, or the difference in orientation. Instead,
these conditions were collapsed and a single comparison was per-
formed between the orientation recognition accuracy in scenes and
fractals. Accuracy in this 2-alternative forced-choice test was
above the chance value of 50%, and orientation was recognized
more accurately in scenes (M = 72% correct) than fractals
(M = 63%; t(19) = 5.85, p < .001).
3.5. Recognition: saccade direction
Examining the eye movements made when recognizing images
later provides an opportunity to see if the patterns observed at
encoding are also found in a slightly different task, one where some
stimuli were seen in repeated viewings. During this part of the
experiment, the image appeared until the participant responded
with a button press, and all saccades up until this point were in-
cluded. The mean response time was 3058 ms and 2621 ms for
scenes and fractals respectively, with fractals being responded to
signiﬁcantly more quickly (t(19) = 1.7, p = 0.1). It is therefore useful
to look at the distribution of saccade directions in these trials,
where the duration was self-paced, variable and longer than that
at encoding, and the task was somewhat different. Fig. 4 shows
the results, grouped by saccade axis, and the pattern is very similar
to that seen at encoding.In the scenes, the trend for saccades perpendicular to the image
is even more pronounced than in the data from encoding. For
example, when at their normal orientation, or when completely in-
verted, scenes elicited around twice as many eye movements near
the vertical than in other directions. However, when the image was
turned on it’s side (90 rotation condition), vertical eye movements
were rare and horizontal saccades much more common. This was
conﬁrmed statistically by a reliable picture orientation  saccade
axis interaction (F(12, 228) = 31.1, p < .001). Saccade axis had an ef-
fect on saccade frequency at all rotations, and in each case the
modal direction was reliably different from all others (simple main
effects: axis at zero orientation, F(3, 57) = 2.6, p = .058; at all other
orientations, Fs(3, 57) > 7.8, ps < .001). The main effect of saccade
axis was not reliable (F(3, 57) = 1.5, p = .22).
In fractals, the pattern was less clear. Although there were
slightly more horizontal saccades overall, this is only noticeable
in the 0 and 180 rotation conditions, and there was no main ef-
fect of saccade axis (F(3, 57) = 1.92, p = .14). Indeed, there was a
reliable interaction (F(12, 228) = 4.3, p < .001) and the simple main
effect of saccade axis was not signiﬁcant in the 45 and 135 con-
ditions, where the saccades were more evenly distributed (both
Fs(3, 57) < 1). In the 0, 90 and 180 conditions, there was a reli-
able effect (all Fs(3, 57) > 2.9, ps < .05).
As mentioned previously, viewing in test trials was self-paced,
and on average these trials had a longer duration than those at
encoding. The fact that broadly similar biases were seen in both
task phases suggests that this difference did not have a large effect
on scanning. However, there is evidence that scanning dynamics
change over the course of viewing (e.g., Yarbus, 1967), and so it
is useful to look at the direction of saccades over time. If scanning
gets more symmetrical after several seconds of viewing the same
image, and because viewing durations were longer at test, this
might explain the slight change in scanning in fractals when com-
pared with encoding. In a subsequent section we, like others in the
ﬁeld, consider the ﬁrst saccade in some detail, as we believe this
gives a particular indication of the extent to which direction is
pre-programmed or based on early perception of scene features
(e.g., Henderson, Weeks, & Hollingworth, 1999). But, ﬁrst, we com-
pare the direction of saccades in the ﬁrst and last second of the trial
to see whether scanning changed over time.
We compared the frequency of saccades in each axis, as previ-
ously, with separate repeated-measures ANOVAs for natural scenes
and fractal images. The factors were axis and image orientation
and time (1st second of trial vs. last second of trial), and here we
were only interested in whether there was a main effect of time,
or an interaction with saccade axis that would indicate that the
pattern of saccade directions was changing over the trial. There
was a main effect of time in both natural scenes (F(1, 19) = 78.7)
and fractals (F(1, 19) = 67.6, both ps < .001). Reliably more saccades
were made in the ﬁrst second (mean per trial = 2.9) than in the last
second of the trial (M = 2.0). This suggests that people were moving
their eyes less in the latter part of the test trials. More interestingly,
time interacted with saccade axis in several cases. In scenes, there
was a 3-way interaction between time, image orientation and axis
(F(12, 228) = 14.4, p = .001). This came about because, in the ﬁrst
second, horizontal saccades were suppressed relative to other
directions, but only in images oriented at 0 or 180. This was
not the case later in viewing. However, the key result held across
both the ﬁrst and the last second: simple main effects analysis
showed that in both time periods, and across all image orienta-
tions, there was a reliable effect of axis (all Fs(3, 57) > 6.4, all
ps < .005). In each and every case the most frequent saccade direc-
tion was perpendicular to the image horizontal. In fractals, there
was a time  axis interaction (F(3, 57) = 4.56, p < .01). In the ﬁrst
second of viewing, there was a slight tendency to make more hor-
izontal saccades (mean proportion of horizontal saccades = 30%, vs.
Fig. 4. Saccade direction for scenes and fractals during the recognition test. Data is plotted in the same way as in Fig. 3.
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the simple main effect of axis did not reach signiﬁcance
(F(3, 57) = 2.06, p = .11). In the last second, the pattern was more
symmetrical (25% vs. 25%, 27% and 24%; F(3, 57)<1). Finally, there
was also a time  image orientation  axis interaction in fractals
(F(12, 228) = 2.1, p = .02). This came about because, in the ﬁrst part
of the trial, horizontal saccades were more common than those in
other directions, but only for images at 0 or 180 (effects of axis;
both Fs(3, 57)>6, ps<=.01). In the last part of the trial, there were
more vertical saccades in one of the orientation conditions (axis
at 90 image orientation, F(3, 57) = 4.6, p < .01), and there contin-
ued to be a tendency to move horizontally in the 180 condition
(F(3, 57) = 2.8, p = .05). All other simple main effects were non-
signiﬁcant.3.6. The role of image features
Thus far, our results have focused on the general trends shown
by participants when saccades are collapsed across many images.
However, it is likely that the contents of the image will have an
inﬂuence on the direction of any asymmetries that change system-
atically with rotation. For example, some fractals might have fea-
tures distributed more horizontally than others. In the rotated
natural scenes, the most frequent saccade direction was that per-
pendicular to the horizon. This is contrary to previous research
showing that saccades along the horizon are most common (Foul-sham et al., 2008). Why were the results here different? One pos-
sibility is that some or all of our scenes had asymmetries in
visual features that led to the ‘‘vertical” bias. In our previous study,
we showed that photographs of interior scenes (rooms in houses)
elicited more vertical saccades than landscapes, and this may have
been due to the edges present in the different categories of picture.
Interiors tended to have more vertical edges, due to the appearance
of walls and corners, than landscapes. Although all the scenes here
were outdoor photographs, did they differ in their low-level
features?
As a ﬁrst step to investigate this, we repeated one of our previ-
ous analyses, but collapsing data for each particular image across
participants (that is, we performed an analysis by items). In this
section of the results, we are interested in image-centred biases
that rotate with the image, and so we pooled saccades from both
encoding and test (as the patterns were similar), and from all the
orientations at which a speciﬁc image was shown. The saccades
from each orientation were rotated so that they could be binned
according to their direction relative to the image horizontal, and
then they were again organized into four axis bins. For example,
the horizontal (0) bin counted all saccades made in the direction
which was horizontal when the image was at its original orienta-
tion, and all other directions were measured relative to this. An
average of 250 saccades were available for each image, and Fig. 5
shows the mean relative frequencies. The analysis by image con-
sisted of repeated-measures ANOVA with one factor of saccade axis
Fig. 5. Saccade direction analyzed across images, for both scenes and fractals, and collapsed across encoding and test. Data points show the mean, plus standard error bars,
taken across the 80 images used in the study. Each bar shows the proportion of saccades in each of four axes, rotated relative to the image horizontal.
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perpendicular to the horizontal persisted (F(3, 237) = 46.6,
p < .001; 90 relative axis different from all others, ps < .001; no
other reliable comparisons). In fractals the effect of axis was also
reliable (F(3, 237) = 7.8, p < .001), indicating that there was a sys-
tematic tendency for saccades in a particular direction, and that
this tendency rotated with the fractal image. Pairwise comparisons
demonstrated that there were more saccades in the axis parallel to
the original orientation than in the other directions (all p < .05). No
other axes were reliably different.
These results suggest that there were anisotropies for both nat-
ural images and, surprisingly, fractals. The fractals were designed
to have no systematic asymmetry in visual features, but it may
have been that the distribution of features in some of the images
determined the pattern we have observed. In the scenes, it is pos-
sible that the vertical bias was found because the density of inter-
esting features or clutter was highest at the top or bottom of the
image, causing people to look up or down. For example, a scene
with empty sky and many objects in the lower visual ﬁeld might
have these properties. To explore these issues, we categorized
the images, post hoc, according to various hypotheses about the
features involved, and then compared the viewing behaviour. This
method allowed us to tease apart the effects of image structure. In
each case, our analysis followed the same procedure: ﬁrst we di-
vided the images into two groups based on the image feature in
question; then we tested to see whether this factor interacted with
the observed saccade bias using 2-way repeated-measures ANOVA,
within items.
First, for the natural scenes only, we intuited that we might see
a different bias in images where there was a well-deﬁned and vis-
ible horizon than in those images where there was not (Fig. 6). We
divided the scenes into those where there was a horizon in the
middle third of the image (N = 41) and those where there was no
horizon (N = 23). The remaining 16 images were excluded because
they had partial or obscured horizons and thus did not neatly ﬁt
into either category. The mean relative frequency of saccades in
each relative axis is shown in Fig. 6 (bottom). The presence of
the horizon had a reliable effect on the pattern seen (i.e. it inter-
acted with axis, F(3, 186) = 8.5, p < .001). The bias for saccades at
90 from the image horizontal was reduced in those pictures with
a well-deﬁned horizon, relative to those where the horizon was not
visible, although in both cases there were signiﬁcantly more eye
movements in this direction than in the other axes (all p < .005).
Thus the bias remained, although it was affected by the presence
of a horizon. The horizon also affected the direction of the saccade,within the vertical axis: scenes with a horizon had slightly more
downward saccades (55% of vertical saccades went down) than
those without a horizon (where 51% went down; t(62) = 2.16,
p < .05).
The horizon analysis was based on our semantic interpretation
of the images, but it is likely that various low-level image statistics
may have had an effect on the saccade bias in both scenes and frac-
tals. In particular, the distribution of salient points, or where the
‘‘clutter” in the scenes was, may have made certain scanning pat-
terns more likely. To investigate this, we used two freely available
algorithms from the literature that process arbitrary images at dif-
ferent spatial scales to produce a map of the features in the image.
All image processing was performed for both scenes and fractals in
MATLAB. First, we used the saliency toolbox (www.saliencytool-
box.net; Walther & Koch, 2006) to compute saliency maps for all
the stimuli, using the default parameters. Brieﬂy, the saliency
map algorithm ﬁlters images at multiple spatial scales and across
three feature channels (colour, intensity and orientation), and then
combines the scales in a centre-surround manner so as to compute
the contrast in each feature. When these feature maps are com-
bined, the resulting saliency map gives an indication of the parts
of the image that stand out from their background to the greatest
degree. We used the raw saliency map, without any normalization
that would encourage only a few saliency peaks, and grouped the
images according to how evenly distributed the salient points
were. First, we computed a ratio of the total saliency in the top
and bottom halves of the image. There was some variation in this
across images, with saliency being higher on average in the top half
of the scenes, but being more evenly distributed in fractals. We
then selected the 20 images whose ratios were closest to 1 (indi-
cating a relatively even distribution of salient points) and those
that were furthest from 1 (indicating that saliency was biased to
one half of the image; see Fig. 7). Looking at the scenes, the pattern
for 90 saccades did not interact with the distribution of saliency in
the top and bottom halves of the image (F(3, 114) = 1.7, p = .18). In
fractals, the tendency for horizontal saccades was reduced when
saliency was concentrated in one half of the image, but not reliably
so (F(3, 114) = 1.5, p = .22).
Given the emphasis in the saccade data on horizontal and ver-
tical saccades, we carried out a second analysis based on the sal-
iency maps. We divided the maps into equal sectors and
compared the total saliency in horizontal (0 and 180 ± 45) and
vertical (90 and 270 ± 45) slices. If the saccade biases observed
in our task are due to the distribution of saliency then wemight ex-
pect a different bias in pictures where the salient points are clus-
Fig. 6. The effect of a visible horizon on saccade direction biases. Scenes with a clear horizon (left) were compared to those with no horizon (right). The rotated saccade
distributions are shown for each group of image (bottom).
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along the vertical. As previously, we compared the 20 pictures with
the highest horizontal to vertical saliency ratio to those 20 with the
lowest ratio. In scenes, there was a marginal effect of the axial sal-
iency content (F(3, 114) = 2.4, p = .074), but the predominance of
perpendicular saccades remained. However, in fractals there was
a reliable interaction (F(3, 114) = 4.7, p < .005), indicating that the
saccade bias was different depending on whether saliency was
highest along the horizontal or the vertical. Speciﬁcally, in fractals
with most salient points lying along the horizontal there were
more horizontal saccades than those in other directions (all
p < .005). When saliency was concentrated in the vertical seg-
ments, this trend vanished, and instead there were more saccades
along the image vertical when compared to the oblique axes (both
ps < .05). The remaining comparison was not reliable. Thus the only
situation where a picture’s saliency distribution had a reliable im-
pact on the saccade bias was in meaningless fractals where the bias
matched any horizontal or vertical anisotropy in saliency.
We performed the same analyses using an algorithm recently
proposed by Rosenholtz, Li, and Nakano (2007) which describes
the amount of clutter in a scene, based on ‘‘feature congestion”.
In essence, this algorithm quantiﬁes clutter by measuring the var-
iance in color, orientation and luminance contrast, and by deﬁning
a cluttered region as one where it would be difﬁcult to add a new
salient singleton. This algorithm has recently been shown to be
predictive of eye movements and visual search performance in nat-
ural scenes (Henderson, Chanceaux, & Smith, 2009). We computed
feature congestion maps based on the code from Rosenholtz et al.
(2007) for all the scenes and fractals, and used the local intensity in
these maps to group the images in the same way as in the saliency-
based analyses (see Fig. 8). Top and bottom asymmetries in clutter
had no effect on the saccade bias in either scenes (F(3, 114) < 1) or
fractals (F(3, 114) = 1.9, p = .13). However, horizontal and vertical
anisotropies in clutter interacted with the saccade bias in scenes(F(3, 114) = 6.0, p = .001). In scenes with vertical clutter, the bias
for vertical saccades persisted (different from all other axes,
p < .001). However, when scenes had much more clutter in the hor-
izontal than the vertical slices, this bias was reduced, and there
were more horizontal saccades (relative frequency of saccades in
the horizontal axis greater than those in the obliques, both
ps < .01; horizontal and vertical not signiﬁcantly different; see
Fig. 8, bottom). This is the ﬁrst good evidence that scanning direc-
tion in scenes is related to the distribution of visual features. In
fractals, the same asymmetry in clutter did not interact with sac-
cade direction (F(3, 114) = 1.5, p = .21).
In scenes, saccades tended to be vertical. Did the direction of
these saccades depend on whether there was more salience or clut-
ter in the top or bottom half of the image? We compared the pro-
portion of vertical saccades moving downwards in the 20 scenes
with features most biased to the top half to the images with fea-
tures most biased to the bottom half. In each case, the ratio of up:-
down saccades was close to 50%, and neither saliency nor clutter
being localized to one half of the image made a reliable difference
(both t(38) < 1.5, p > .12).
A ﬁnal contender for a visual feature that might inﬂuence the
saccade bias is the oriented edge content in the image. Although
the saliency measure already discussed includes a measure of local
edge contrast, it weights all orientations equally. It has been shown
that natural scenes tend to have a predominance of edges at the
cardinal, and particularly horizontal, directions (Coppola, Purves,
McCoy, & Purves, 1998), and in our previous study interiors, which
had more vertical edges, also showed more vertical saccades (Foul-
sham et al., 2008). To explore whether this affected the results
from the present study, we analyzed the edge content of greyscale
versions of the stimuli. Images were convolved with Sobel edge
detection kernels to compute horizontal and vertical intensity gra-
dients, which were combined to give the magnitude and orienta-
tion at each pixel. Speciﬁcally, the orientation at any point was
Fig. 7. Grouping images according to saliency distributions. First, images that had a concentration of salient points in one half of the image were compared to those where
saliency was more distributed. Shown are examples from the scenes, along with the saliency map computed from each image (top row). Brighter regions represent more
salient points in the image. The saccade distributions are plotted as previously for both types of image (second row). Images were also grouped according to the total saliency
in horizontal and vertical sectors (third and fourth row). Example images and maps are shown for scenes only, although analyses were carried out in exactly the same way for
fractals.
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dients; edge magnitude was computed as the square root of the
sum of squares of the two gradients; and the magnitude of all pix-
els at each orientation was summed to give a total estimate of the
strength of edge content in any one orientation.
The natural scenes were dominated by horizontal and vertical
edges, but there was considerable variation between scenes in
terms of the relative frequency of near (±22.5) horizontal and near
vertical edges. We therefore ranked the images according to the ra-
tio of horizontal to vertical edges, and compared images in the top
and bottom quartile (N = 20 each). The scenes with predominantly
horizontal edges had a mean horizontal-to-vertical edge ratio of
3.5; this value for the scenes with the fewest horizontal edges
was 0.6 (see Fig. 9 for examples). The same procedure was followed
with the fractal images, although (by design) these images had
more evenly distributed edges (mean horizontal-to-vertical edge
ratio = 1.3 and 0.9 for top and bottom quartiles, respectively). Aswith the other features we tested whether images with different
edge content showed different saccade patterns (see Fig. 9, bot-
tom). In both types of image, edge content did not interact with
saccade axis (scenes, F(3, 114) = 1.2, p = .32; fractals, F(3, 114) < 1).
3.7. The ﬁrst saccade
The results so far show that the two types of images elicited dif-
ferent saccade direction distributions, and that these patterns were
related to image features in different ways.
How soon did these differences emerge? It is believed that
scene gist can be comprehended very quickly, before the ﬁrst sac-
cade is made (Biederman, Rabinowitz, Glass, & Stacy, 1974; Potter,
1976). If scene orientation can also be perceived quickly and effect
the targeting of the ﬁrst eye movement, then we would expect to
see an effect of rotation on the direction of the ﬁrst saccade in
scenes. It is also possible that a different tendency is observable
Fig. 8. Analysing saccade direction based on clutter distributions. Example images are shown, alongside a map representing the feature congestion at each point in the image,
with bright points indicating higher clutter. As in Fig. 7, saccades are compared between biased and uniform feature distributions (ﬁrst and second row) and then by the axis
in which clutter was greatest (third and fourth rows).
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which would make the eyes initially move upwards, regardless of
what is on the screen. To examine these issues we repeated the
saccade distribution analysis for the ﬁrst saccade only. To increase
the number of saccades available, and as both phases showed sim-
ilar patterns, this analysis combined viewings from encoding and
the recognition test. The distribution of ﬁrst saccades is shown in
Fig. 10.
The data in this ﬁgure are informative in two respects. First, it is
clear that the differences between the rotation conditions and the
types of image are already evident on the ﬁrst saccade. Scenes
were characterized by a predominance of saccades perpendicular
to the image orientation, and this changed as the image was ro-
tated. Fractals, as in previous analyses, were not viewed in a partic-
ularly different way at different orientations, and tended to feature
more ﬁrst saccades that were horizontal in the egocentric refer-
ence frame. Second, there is an interesting asymmetry in scenes
that was not seen when saccades from the whole trial were in-
cluded. On the ﬁrst saccade there was a very strong tendency for
the eyes to move down with respect to the scene, and this changedas the scene was rotated (so that when the scene was upside down,
participants tended to move their eyes up).
To capture this asymmetry, we divided all the saccades into
‘‘up” and ‘‘down” and compared their relative frequency within
subjects. ‘‘Up” and ‘‘down” saccades were demarcated by the hor-
izontal of the canonically oriented image. In scenes, there were sig-
niﬁcantly more saccades that moved downwards relative to the
scene than those that moved upwards (M = 65% downward,
t(19) = 8.0, p < .001). This was not true for fractals (M = 56% down-
ward, t(19) < 1). The mean amplitude of upward and downward
saccades did not differ reliably in either scenes (means: up = 5.5,
down = 5.7; t(19) < 1) or fractals (up = 5.1, down = 4.8; t(19) < 1).
The direction asymmetry on the initial eye movement suggests
that the ﬁrst saccade was sensitive to the orientation of the scene.
To investigate this further, we looked at two additional factors.
First, to explore how much time was necessary for the downward
effect, we performed an analysis on the latency of the ﬁrst saccade.
If scene orientation is not available straight away and takes time to
accumulate, then fast saccades might be equally likely to go in all
directions. The initial saccade latency was measured as the time
Fig. 9. Splitting the analysis by image edge content. The image on the left contains mostly horizontal (0/180) edges, while that on the right contains more vertical (90/270)
edges, as is evident from a plot of the magnitude of edges at each orientation. However, plotting the saccades from each type of image shows few differences in saccades
between pictures with high and low horizontal-to-vertical edge ratios.
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mean of 286 ms. We classiﬁed all the initial saccades into ‘‘fast”
(latency of less than 220 ms), ‘‘medium” (between 220 ms and
300 ms) and ‘‘slow” (greater than 300 ms). Second, it might be that
the downward effect is due to the distribution of clutter or sal-
iency, as investigated in the previous section. It may have been that
saccades move down only in those images where saliency or clut-
ter is highest in the lower half of the picture. We compared the
proportion of downward saccades with within-image ANOVA with
one repeated-measures factor of latency (fast, medium or slow),
and one between-groups factor of feature density (total feature
strength greater in the top or bottom halves). Separate ANOVAs
were computed for feature maps based on saliency and clutter.
In the analysis based on saliency, the scenes with higher total
saliency in the top half (N = 55) were compared to those with high-
er total saliency in the bottom half (N = 25). In this analysis there
was a reliable effect of saccade latency on the probability of the
saccade moving downward relative to the scene (F(2, 156) = 11.8,
p < .001). There were reliably more downward saccades in fast
and medium latency eye movements (mean proportion of down-
ward saccades = 69% in both cases, different from 50%,
ts(79) > 4.5, ps < .001). However, in slow saccades this asymmetry
disappeared and there were roughly the same number of eye
movements in both directions (54% down, t(79) < 1). Interestingly,
a concentration of saliency in the top or bottom halves of the scene
made no difference to the trend for downwards saccades: there
was no main effect of feature density (F(1, 78) = 2.0, p = .16) and
no interaction with latency (F(2, 156) < 1).
We also used clutter as an alternative measure of where fea-
tures were concentrated. In this ANOVA the effect of saccade la-
tency remained (F(2, 156) = 14.5, p < .001), and again the
downward bias was seen in fast and medium saccades, but not
in the slowest saccades (means and t-tests against 50% as above).
However, there was a marginal effect of the asymmetry in clutter
(F(1, 78) = 3.0, p = .09). As one might predict, the probability of a
saccade moving downwards was greater when clutter was biased
to the lower half of the image (41 images;M = 67%; reliably greater
than 50%, t(40) = 4.5, p < .001) than when clutter was greater in the
top half (39 images; M = 57%; t(38) = 1.4, p = .18). This was quali-
ﬁed by a marginal interaction between feature density and saccadelatency (F(2, 156) = 2.4, p = .09), which demonstrated that the dif-
ference between images with top or bottom concentrations of clut-
ter was only reliable in fast latency saccades (simple main effect,
F(1, 78) = 5.4, p = .02), and not in medium latency saccades
(F(1, 78) = 2.7, p = .10) or slow latency saccades (F(1, 78) < 1). To
summarise the inﬂuences on the ﬁrst saccade, therefore, the
‘‘downward” bias may have been partly due to the position of clut-
ter in the scene, and this effect was speciﬁc to the fastest saccades.
3.8. Saccade amplitude and landing positions
The novelty of our approach thus far is that we focus on saccade
direction, unlike the majority of previous investigations that report
ﬁxation position. Of course, the reported differences in direction
might occur in concert with changes in the length of the saccades
and in where they land. We therefore looked at the amplitude and
the distribution of landing positions for all saccades from encoding
and recognition in both types of image. The overall mean saccade
amplitude is reported in Table 1, and this did not differ reliably
as a function of rotation condition in scenes (F(4, 76) < 1) or fractals
(F(4, 76) = 1.7, p = .15).
To explore possible differences in the landing position of sac-
cades we compared the mean standard deviation in the x- and y-
coordinates of the endpoint of saccades in the different rotation
conditions. In scenes, there was no reliable effect of rotation on
the deviation in the x-coordinate (mean = 5.2, F(4, 76) = 1.7,
p = .15): rotating the image did not effect how spread out ﬁxations
were along the horizontal axis. However, the distribution of ﬁxa-
tions did change in the vertical axis (F(4, 76) = 9.0, p < .001). Sac-
cade endpoints were least spread out vertically in the 90
condition (M = 4.0), followed by the 45 and 135 condition
(Ms = 4.8 and 5.1 respectively). Fixations were most spread out
in the 0 and 180 conditions (Ms = 5.6 and 5.9 respectively). This
pattern is consistent with the direction data, and suggests that
when participants made more vertical saccades, these movements
also tended to land at the top and bottom of the display (although
note that more horizontal saccades did not lead to a reliably wider
spread of ﬁxations). In fractals, there was no reliable effect of rota-
tion on the horizontal (F(4, 76) = 2.2, p = .08) or vertical
(F(4, 76) < 1) dispersion of ﬁxations, which conﬁrms that rotation
Fig. 10. The direction of the ﬁrst saccade across all orientations at both encoding and test (N = 4457 saccades).
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stimuli.4. Discussion
This experiment extended previous work into directional biases
in the free viewing of images in several different respects. Explor-
ing eye movements in scenes by looking at saccade direction is a
novel approach and the ﬁrst interesting ﬁnding highlights why this
approach is useful. The comparison of overall eye movement
parameters in scenes and fractals would lead one to believe that
general scanning in these image types was similar: people madethe same number of ﬁxations within the ﬁxed time limit, of around
the same duration, interspersed with saccades of a similar size.
Moreover, individual differences in scenes were replicated in frac-
tals such that there was a strong relationship between a partici-
pant’s performance in one class of stimuli and that in another.
This suggests that we could use fractals as a proxy for scenes
(although the eye movements may be targeting different visual
features, as suggested by Parkhurst et al. (2002)).
However, the pattern of saccade directions was quite different
in the two different classes of stimuli: scanning strategy was sen-
sitive to the type of image. In fractals, there was a tendency to
move the eyes horizontally, regardless of the orientation of the im-
age. The fact that this bias did not change as the image was rotated
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cades do not move randomly but are more likely to shift the eye
position horizontally within the egocentric reference frame than
vertically or obliquely. The layout of the stimuli, which had an
equal amount of information in all directions, also makes it unli-
kely that this horizontal bias is an artifact of landscape-oriented
images and rectangular monitors. Participants almost never ﬁxated
the empty sides of the screen and they could have scanned the
fractals with eye movements in any direction; that they made
more horizontal saccades indicates an image-independent prefer-
ence for horizontal shifts. It is worth re-iterating that because we
changed the image orientation, and this resulted in no change in
saccade direction, this is strong evidence for an image-independent
bias that has not been reported previously. Of course, beyond the
image there were many other cues that could have inﬂuenced this
pattern, namely the visible, rectangular monitor frame and the lab-
oratory environment, but importantly our rotation manipulation
could rule out biases in image features.
The saccade direction distributions in scenes replicated our pre-
vious work in that they showed anisotropies that changed system-
atically when the scenes were rotated from their canonical
orientation. In canonically oriented natural scenes, reliably more
vertical saccades were made than horizontal or oblique move-
ments. However, this changed with the orientation of the image,
indicating that participants were perfectly able to make eye move-
ments in all directions relative to their head position if the image
had been rotated. Rotation caused a systematic shift in the modal
eye movement direction, which was perpendicular to the orienta-
tion of the image. This is particularly interesting in light of the ego-
centric horizontal bias in fractals, which was mostly overridden
here by a scene-centred bias that changed with the orientation of
the scene (although there was some evidence that this bias was
largest when it was aligned with the egocentric horizontal). A lim-
itation of our approach is that we did not explicitly take into ac-
count the start (and end) location of the saccade. It has been
shown that saccade biases are a powerful predictor of ﬁxation loca-
tion, although combining the factors of saccade placement and sac-
cade direction would also be fruitful (see Tatler & Vincent, 2009).
The saccade direction results in scenes were matched by a change
in the ﬁxation position distribution, suggesting that vertical sac-
cades resulted in more ﬁxations to the top and bottom of the
screen. On the other hand, similar ﬁxation distributions could re-
sult from quite different saccade sequences, and the minor differ-
ences found here reinforce the general thrust of the present
paper, i.e., that saccade direction has much to contribute to our
understanding of scene perception.
The scene-centred bias in eye movement direction was found
both when people were encoding images, and when they were try-
ing to recognize them. To the degree that these tasks were different
(because responses or representations in memory might have
inﬂuenced the recognition phase, for example) this suggests that
the scene-centred saccade bias is robust with different task de-
mands. Examining saccades at test also gave an opportunity to look
at saccades over a time limit that was longer than that at encoding,
and that varied with reaction time. How might saccades change
over time? It has been reported that saccades later in viewing be-
come smaller, changing from a global scanning pattern to a more
localized one (Unema, Pannasch, Joos, & Velichkovsky, 2005). In
our data, people made fewer saccades in the last second of the trial
than in the ﬁrst, although this may partly represent response prep-
aration. There were some subtle variations in the saccade direction
pattern seen over time, although in scenes the tendency for sac-
cades to move vertically relative to the scene was seen both at
the start and at the end of the test trials. In fractals, scanning be-
came more symmetrical later in viewing, and further research
would be useful to explore when, and why, this occurs.The ﬁnding that asymmetries in the saccade direction distribu-
tion change with scene orientation is consistent with our hypoth-
esis, and the results of Foulsham et al. (2008). On the other hand,
the preference for saccades perpendicular to the horizon is differ-
ent from that found in our previous study, where horizontal eye
movements were most common. This is important evidence that
people are not always bound to move horizontally relative to the
scene. There are several possible explanations for why we found
a different tendency here. First, it might be that the task in this
study made vertical saccades more likely. In Foulsham et al.
(2008), there were more vertical saccades in a recognition task
than in a picture-sentence veriﬁcation task, although there was
still a horizontal bias overall. Second, it may have been that the
interleaved presentation of the images, or the circular aperture,
made the orientation of the images more obviously important for
the observers, and that vertical saccades are more helpful for
encoding this orientation. Research on the central bias has empha-
sized the importance of the monitor frame, and our results impli-
cate the shape of the image frame in a different bias than that
seen previously. An explicit test of the effect of circular versus rect-
angular frames on the direction of the saccade asymmetry would
be necessary to make a stronger conclusion (although the fact that
there is an asymmetry that changes with rotation in scenes seems
to hold over different display apertures). It is possible that chang-
ing the frame in fractals might also result in a different bias. Final-
ly, it may have been that the features and layout of the images
chosen in that study differed from the ones used here. The outdoor
images chosen in those experiments were landscapes with a prom-
inent horizon, whereas the stimuli here did not use that criterion
explicitly (and as a result we had some pictures with a well-de-
ﬁned horizon and others without; see Fig. 6). There was some evi-
dence in Foulsham et al. (2008) that interiors, which do not have a
horizon, showed more vertical eye movements, although the hori-
zontal to vertical ratio was around 1:1, not heavily skewed towards
the vertical as it was here.
We were able to test the feature-based explanation in the pres-
ent study by comparing the image-centred bias in images with dif-
ferent visual features. In scenes, the presence of a horizon
weakened the tendency for vertical saccades, although even when
there was a clear horizon vertical saccades were more common
than horizontal eye movements. The distribution of saliency,
which has been shown to have some impact on eye movements
in natural scenes (Foulsham & Underwood, 2008; Parkhurst et al.,
2002), made no difference to the tendency for 90 saccades in
our analysis. However, a measure of clutter based on feature con-
gestion interacted with the saccade bias such that scenes with lots
of objects or features along the horizontal showed more horizontal
saccades, and fewer vertical eye movements, than scenes with ver-
tically distributed clutter.
In fractals, there was a clear effect of saliency, such that an im-
age-centred bias was found for horizontal saccades in images
where saliency was higher in the horizontal, and for vertical sac-
cades in fractals with more saliency in the vertical. Clutter had
no effects in fractals, although this may have been because the fea-
tures in these images were less complex and varied.
Oriented edge content did not have any effect on the degree of
saccade direction bias in either type of image. Both those scenes
that had lots of horizontal edges and those that had mostly vertical
edges showed a strong predominance of saccades perpendicular to
the image horizontal. Edges are among the most reliable bottom-
up features that predict ﬁxation location in scenes (Baddeley & Ta-
tler, 2006), but it appears that they did not mediate the saccade
direction bias, at least in the scenes used here.
These results give us some insight into the inﬂuence of scene
structure and visual features on saccade direction: in scenes with
a strong horizon, and with clutter spread out along the horizontal,
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avoiding the relatively featureless top and bottom of the image. On
the other hand, the trend for saccades at 90 relative to the scene to
be more frequent than those in other directions was remarkably
robust, appearing even in scenes with much more visual informa-
tion along the horizontal. The effects of saliency or clutter were
quite modest. The observed asymmetry in saccades was seen
across many different scenes, and while we did not exhaustively
look at possible differences in local visual features, it seems likely
that the bias does not depend on simple visual features in any
straightforward way. An alternative is that the saccade direction
bias arises from a more holistic perception of scene orientation
that, in combination with the task, is used to guide eye move-
ments. There is ample evidence that the gist of a scene can be
apprehended very early (Biederman et al., 1974; Potter, 1976;
Schyns & Oliva, 1994) and this may have led to the observed differ-
ent pattern between scenes and fractals. For this to explain our
data, a scene representation that includes orientation must also
be available, and this might be computed from low spatial fre-
quency information.
To investigate how early the different inﬂuences of visual fea-
tures, image type and gist became apparent, we looked at the
direction of the ﬁrst saccade. Surprisingly, we found a previously
undocumented strong tendency to move ‘‘down” within the im-
age-centred frame of reference. It should be stressed that this
was not necessarily a movement to the lower visual ﬁeld, in the
direction of gravity or the desk in front of the participant, but a
movement to what would be the lower half of the image had it
been canonically oriented. Upside-down scenes elicited a predom-
inance of saccades that moved up in the egocentric reference
frame. Consistent with the results for the whole of the viewing per-
iod, the asymmetry on the ﬁrst saccade was not seen in fractals,
demonstrating that both image type and scene orientation affected
the planning of the ﬁrst saccade. How early did people know which
way was ‘‘down”, and what cues contributed to this perception?
We looked at the interaction between initial saccadic latency and
the concentration of salient features or clutter to the upper or low-
er half of the scene. Across all types of scenes, the bias for down-
ward saccades was seen on fast and medium saccades that were
initiated less than 300 ms after stimulus onset. Eye movements
that were slower than this showed an almost equal probability of
moving up or down relative to the scene. This might suggest that
the tendency to move down is a relatively automatic one that
arises quickly, but is counteracted by a different strategy that takes
time to implement. The location of the salient points in the scene
had no impact on the ﬁrst saccade. However, scenes where clutter
was biased to the upper half showed a reduced downward bias
that was not reliably different from an equal frequency of saccades
in each direction. Interestingly, this difference was only found on
the fast saccades.
Why would early saccades be biased downwards? Several pre-
vious authors have reported a perceptual or attentional advantage
for items in the lower visual ﬁeld (Genzano, Di Nocera, & Ferlazzo,
2001; Portin, Vanni, Virsu, & Hari, 1999; Rutkowski, Crewther, &
Crewther, 2002), but here we show a bias for the lower half of a
scene, regardless of its position in the visual ﬁeld. Given that this
was the location of the ground plane in most of our stimuli, this
would seem to be a useful strategy in scenes, but not in fractals,
and indeed this is where we ﬁnd a reliable advantage. The analysis
based on latency and scene features indicates that the downward
bias is due to a rapid tendency for saccades to move towards the
half of the image where most clutter is located. Slower saccades
were less susceptible to this effect, suggesting that it is indeed a
more automatic, and less controlled viewing strategy. This result
also emphasizes that feature congestion as a measure of clutter
in a scene could be a useful tool for researchers exploring the selec-tion of saccade targets. Finally, in combination with the circular
aperture used in this study, the bias on the initial saccade may
go some way to explain the pattern for vertical saccades in general.
Due to the scene frame, there was less horizontal image content at
the top and bottom of the image, so once people had moved down-
ward horizontal saccades would have been discouraged. ‘‘Upward”
saccades may have been encouraged after moving downwards by a
general central orienting response to either the monitor frame or
by orbital reserve (He & Kowler, 1989; Tatler, 2007; Tseng et al.,
2009). This could be tested in further research by a more detailed
sequence analysis of saccade direction in scenes.
This study also looked at the ability of participants to recognize
images at different orientations, as well as their ability to correctly
judge whether a scene had been rotated since the prior presenta-
tion. Recognition memory for the images was rather poor; accuracy
was little better than chance, which is surprising given previous re-
sults showing that many hundreds of images can be recognized
(Standing, 1973). The poor accuracy is likely attributable to the rel-
atively short presentation time at encoding, the similarity between
individual items (participants commented that the fractals, in par-
ticular, looked very similar) and the changes in orientation across
encoding and test. On this last factor, we can ask whether rotated
scenes were encoded less efﬁciently, and whether the congruency
between orientation at encoding and test made a difference to rec-
ognition. The results showed that there was no overall effect of
encoding orientation on recognition accuracy; it was not the case
that canonically oriented images were processed or remembered
better, and the change in scanning was sufﬁcient to give equal per-
formance across rotation conditions. More interesting, there was a
congruency effect in that recognition was better when the orienta-
tion at test matched that at encoding. This is consistent with many
results in the memory literature that show encoding context inﬂu-
ences recognition (Tulving and Thomson, 1973). Presumably the
rotation of the image acted as a cue to recognition, and this implies
that orientation was encoded at an implicit or explicit level. De-
spite participants’ claims that fractals were more difﬁcult to recog-
nize, there were no reliable differences between the two classes of
stimuli, demonstrating that they were well matched and that ori-
entation was also encoded in the case of fractals.
Given the effect of orientation on scanning and recognition, it is
useful to ask whether participants can actually recognize the pre-
vious orientation of an image. Our ﬁndings showed that, if an im-
age had been recognized as old, its orientation was also recognized
better than chance. This emphasizes that the orientation of an im-
age at encoding was indeed stored and could be accessed if re-
quired. Participants were more accurate at recognizing prior
orientation in natural scenes than in fractals. This may have been
due to the fact that orientation was an important feature in the
planning of eye movements when scanning scenes, but that it
did not matter so much when inspecting fractals. Alternatively, it
may have just been that there was a higher degree of similarity be-
tween fractals at different orientations (they were more symmetri-
cal) than between the rotated scenes. We have previously
considered the role of eye movement scanpaths in memory (Foul-
sham and Underwood, 2008), and a particularly interesting avenue
for further research would be the link between consistencies in
saccade direction and recognition performance, although this is be-
yond the scope of the present study.
In summary, we have further documented robust patterns in
the scanning of images. Our results argue for two different biases,
which we suggest do not depend solely on the image features. First,
there is a general tendency to make egocentric horizontal eye
movements, as seen in the scanning of fractals that had little or
no meaning. This is a truly image-independent bias that occurred
irrespective of the picture’s orientation. Second, in meaningful nat-
ural scenes, there is a scene-centred bias towards making vertical
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cades into the lower half of the scene. This bias moves systemati-
cally when the image is rotated, but it does not depend on local
edge content. We have demonstrated that a vertical bias in scenes
is possible given a memory task in a circular aperture. We there-
fore suggest that this bias is a ﬂexible strategy that utilizes a quick
perception of layout which occurs within the ﬁrst 300 ms. This lay-
out profoundly inﬂuences saccade direction and later recognition
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