Abstract-We present a joint symbol, frame, and carrier synchronization method for the Eureka 147 DAB signal in this paper. Symbol timing is determined first by detecting an abrupt change in the phase angle of the complex product between the last quarter of a useful symbol and its cyclic extension in the guard interval. The detection of this abrupt change is based on the maximal likelihood (ML) principle. Frequency offset of fractional carrier spacing is estimated from the phase angle of the autocorrelation after symbol timing is estimated. Coarse frame synchronization and null symbol detection can also be achieved through this correlation information. Frequency offset of integral carrier spacing is determined from the convolution outputs between a received phase reference symbol and several locally generated but frequency-shifted phase reference symbols. We found the length of a guard interval is the most important parameter for the synchronization algorithm to work. Simulation results show that the performance of this synchronization method approaches to the ideal synchronization case in both an additive white Gaussian noise (AWGN) channel and a two-path Rayleigh fading channel.
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I. INTRODUCTION

S
YNCHRONIZATIONS at different levels are important in a digital communication system. Demodulation of a received signal usually requires the knowledge of carrier phase, carrier frequency offset (due to oscillator instability or Doppler shift), symbol timing, and frame timing.
Orthogonal frequency division multiplexing (OFDM) transmission was proposed about three decades ago [1] - [3] . Due to the advance in integrated circuits, the fast Fourier transform (FFT) chip replaces the array of sinusoidal modulators and coherent demodulators required in the original multicarrier OFDM system and makes its implementation more feasible.
In order to alleviate the effect of multipath fading, OFDM was adopted by several digital broadcasting systems, such as the European digital audio broadcasting (DAB) system [4] , [5] and the digital video broadcasting (DVB) system [6] , [7] . Both Manuscript received October 15, 1998 DAB and DVB systems are broadband wireless broadcasting systems, and the DAB system can also provide various data services. OFDM is also an attractive candidate for indoor broadband wireless data transmission. HIPERLAN/2 [8] , for example, is contemplating the use of OFDM. In these systems, both carrier synchronization and symbol timing synchronization are difficult receiver design problems. Many synchronization methods have been proposed for OFDM systems. However, they usually either require a special pilot tone structure or solve only part of the synchronization problems [9] - [14] . A complete synchronization system using a DSP approach has been proposed by some authors [15] , [16] . Here, we propose a synchronization method that jointly completes frame, carrier, and symbol synchronization and is applicable to any OFDM transmission with a cyclicly extended guard interval. The synchronization method is suitable for an application specific integrated circuit (ASIC) implementation due to its all digital nature [17] .
In Section II, we first discuss the impacts on OFDM system performance from synchronization defects, including frequency offset and symbol timing offset. In Section III, we present our synchronization method in terms of block diagrams and describe some detailed signal processing procedures. The performance of our synchronization method is evaluated by computer simulation, and the results are presented in Section IV. Finally, we give a brief conclusion in Section V.
II. SYSTEM IMPACTS FROM SYNCHRONIZATION DEFECTS
A. Impacts from Frequency Offset
A Eureka 147 OFDM symbol consists of sinusoidal carriers with frequency spacing ( : useful symbol period), and each carrier is differential quatenary phase shift key (DQPSK) modulated on a symbol-by-symbol basis. Although the spectra of the modulated carriers overlap, they are orthogonal, i.e., without intercarrier interference (ICI). Nevertheless, a carrier frequency offset between a transmitter and receiver easily destroys the orthogonality, introduces ICI, and causes errors in the detection of an OFDM signal.
During a useful symbol period , the complex envelope of a transmitted OFDM signal can be expressed as (1) 0733-8716/99$10.00 © 1999 IEEE since (2) where is the sampling period, is the number of FFT samples per symbol ( ), is the number of active channels, is the complex data symbol modulating the th active channel, and is the subcarrier spacing. We note that is larger than , and it is typically chosen as a power of two.
Following the same notation as in [18] , we define (3) and otherwise.
With this definition we have from (1)
With a frequency offset and ignoring noise, the received complex envelope will be (5) where is the corresponding cyclicly-shifted transfer function of the channel at the frequency of the th subcarrier, and is the normalized frequency offset. Assuming perfect clock recovery and no noise, the point FFT of becomes (6) When is an integer, we have That is, the entire spectrum of an OFDM signal is cyclicly shifted, and there is no ICI. Now, we consider the case in which is a real number with absolute value less than one. Since (8) (9) where is the ICI. We observe that the magnitude of the desired signal is affected by both and . Besides, the term introduces a constant phase shift that can be neglected in differential demodulation. The smaller is, the smaller ICI is. In order to achieve a signal-to-ICI power ratio of at least 100 (20 dB), must be less than 5% [16] .
B. Impacts from Symbol Timing Offset
To solve symbol timing offset problems [19] , a guard interval is introduced in front of each Eureka 147 OFDM symbol. The guard interval contains a periodic extension of the useful symbol itself, as shown in Fig. 1 . The effect of symbol timing offset on system performance can be totally eliminated if the offset is smaller than the length of the guard interval in a channel without multipath. As long as the time reference begins in the guard interval, we get a cyclicly shifted symbol. The cyclic shift in the time domain results in a linear phase shift in the frequency domain [18] . The effect of this linear phase shift can be neglected when differential detection techniques are used. Since symbol-bysymbol DQPSK modulation is adopted in the Eureka 147 DAB system, there is no problem in demodulating a received OFDM signal as long as the time reference begins in the guard interval.
Another purpose of the guard interval insertion is to minimize the effect of multipath. This effect causes a form of linear distortion. In general, the length of the guard interval should be longer than the multipath delay spread. There will be no degradation in system performance, provided that the time reference begins in the intersymbol interference-(ISI) free portion of the guard interval [19] .
III. A NEW SYNCHRONIZATION METHOD FOR OFDM SYSTEMS
The block diagram of our synchronization method is shown in Fig. 2 . The blocks in the figure can be implemented in ASIC. The "correlation" block and the "abrupt change detection" block are shown in more detail in Fig. 3 .
A. Symbol Timing Estimation
A typical output of the Arg[ ] block in Fig. 2 is shown in Fig. 4(a) . The one-sample differentiator in Fig. 3 makes its output in the last period (this period is denoted as for later use) of a symbol close to zero. In fact, the output has two different distributions with the same (zero) mean, but different variances in different parts of the OFDM signal. One is uniformly distributed between with zero mean and constant variance . The other is Gaussian distributed with zero mean and variance , which depends on the noise level. Therefore, we can detect the OFDM symbol timing by detecting the abrupt change in the variance.
The probability density functions of two distributions are (10) where the indexed hypothesis holds for the beginning period of an OFDM symbol, and holds for the last period of the symbol. A log-likelihood ratio is defined to be (11) and a decision function can be defined as (12) where is negatively related to the log-likelihood ratio for the observations from to . At a fixed sample size , the optimal decision rule is given by is chosen, if is chosen, if where is a threshold that can be determined by the variances of the two distributions in (10) and the sample size . can be changed to for easy implementation. This is the reason why a full-wave rectifier is used in Fig. 3 .
In Fig. 3 , we do a sliding window average, i.e., implement the decision function and generate output signals, as shown in Fig. 4(b) or (c). With signals, as shown in Fig. 4(b) or (c), we can detect the desired symbol timing. It is well-known that the threshold should depend on noise level. For purposes of simplicity, we detect the minimum of the moving-averaged outputs and denote its location as the desired symbol timing. If several minima are detected, the arithmetic mean of the corresponding locations of the first minimum and the last one is denoted as the symbol timing. This symbol timing is moving-averaged afterwards. Besides, we use the averaged timing as a time reference to calculate frequency offset within a window around this time reference, as shown in Fig. 2 .
B. Frequency Offset Estimation
We assume a frequency offset exists, where is an integer and is a real number with absolute value less than one. When the received signal reaches the last period of a symbol, we have samples of at the output of the "Correlation" block in Fig. 3 , where (14) In (14), is the received symbol when frequency offset is zero, and is defined as (15) The approximation holds because we assume the OFDM symbol rate is much higher than the channel fading rate. We can estimate , the normalized fractional frequency offset from (16) In the last period of a symbol, is almost a constant and is proportional to . Elsewhere, will have random values uniformly distributed between [ ]. Fig. 4(a) shows the phenomenon.
The abrupt change of this phase distribution provides the symbol timing information, as described in the previous section, and it can be used to start and stop the calculation of in (16) . We use the averaged timing as a reference to calculate frequency offset using the ten samples of around this reference. In this way, the calculation of frequency offset is inherently free of multipath (which introduces random phase) and automatically adapts to different multipath delay spreads. As we calculate frequency offset only in the periods free of multipath distortion, our algorithm is robust in a mobile radio environment. The receiver fractional frequency offset is afterwards compensated by an automatic frequency control (AFC) circuit in the front end.
C. Null Symbol Detection
In the Eureka 147 DAB system, a null symbol precedes a phase reference symbol in an OFDM frame. During the null symbol period, no signal is transmitted. That is, the in (15) will be equal to zero when noise does not exist. Thus, a power estimation circuit, e.g., an envelope detector as shown in Fig. 2 , can be used to detect the occurrence of an OFDM frame. The frame timing can thus be detected if the received signal power falls below a predetermined threshold within an appropriately chosen observation window.
It is well-known that an OFDM signal has a large peakto-average power ratio. When the instantaneous power of an OFDM signal is very low, the phase angle of the correlation output could be distorted by noise. In order to reduce this noise problem, we suggest to hold the phase detector output, i.e. the block output, to the previous output when the signal power falls below a predetermined threshold.
D. Integral Frequency Offset Estimation
An OFDM symbol is treated as a complex vector here. Assuming there are prestored vectors , and an input vector , we want to find the which is most similar to . Without loss of generality, the vectors and the input vector are normalized such that (17) for , and (18) where is the norm of the vector and is defined as (19) The square of the distance between two vectors becomes (20) where is the angle between the two vectors. The common implementation of the maximum inner product rule is known as a matched filter or a correlator. Since the phase reference symbol (PRS) [4] in Eureka 147 has the property that it is orthogonal to itself with any integral frequency offset (IFO), IFO can be estimated by a matched filter using the received but fractional frequency offset-(FFO) compensated PRS. The FFO-compensated PRS ( ) is matched to several prestored local PRS's ( ) with different IFO's. The one that most closely matches the FFOcompensated PRS produces peaks in its output (the peak output can be compared with a predetermined threshold to determine whether the system is in synchronization or not), while the others produce noise-like outputs. Thus, IFO can be identified and compensated. Since a practical oscillator has frequency stability in the order of several ppm, only a few candidate PRS's are required.
The matched filtering (or convolution) operation in the time domain can be converted into multiplication in the frequency domain by FFT to reduce computation complexity. As shown in Fig. 2 , both FFT and inverse fast Fourier transform (IFFT) calculations can be performed by an ASIC chip.
E. A Complete Synchronization Procedure
A complete synchronization procedure for the Eureka 147 DAB system is proposed in this section. When a receiver is turned on, it first estimates symbol timing and FFO ( ). Then it compensates for . Simultaneously, it detects the occurence of the null symbol (or frame timing). Finally, it uses an FFOcompensated PRS to estimate IFO ( ) and compensates for . The complete synchronization procedure consists of both acquisition and tracking stages. For acquisition (on power up or loss of track), perform the following steps. A1) Acquire symbol timing. A2) Calculate and compensate for it. A3) Detect the null symbol and the frame timing. A4) Detect the integral frequency offset using the the integral frequency offset acquisition loop (see Fig. 2 ). A5) Go to tracking if the system is in synchronization.
Otherwise, go back to A1. For tracking (after successful acquisition), perform the following steps.
T1) Track symbol timing (see Fig. 2 ). T2) Track using the fractional frequency offset tracking loop (see Fig. 2 ).
IV. SIMULATION RESULTS
In this section, we demonstrate the performance of our synchronization algorithm on symbol timing offset estimation, frequency offset estimation, and system BER performance. The algorithm is investigated using the Monte-Carlo simulation method in both an additive white Gaussian noise (AWGN) channel and a two-path fading channel. We assumed the mode 3 OFDM signaling is used in the Eureka 147 DAB system [4] for the simulation. In this scenario, the overall symbol duration is 156 s, which includes a useful symbol duration of 125 s and a guard interval duration of 31 s. There are 192 active subcarriers with an 8 KHz inter-carrier spacing in total.
In our simulation, we get one estimated symbol timing sample and ten estimated frequency offset samples per symbol. Both the estimated symbol timing samples and the estimated frequency offset samples are moving-averaged with 200 samples. We simulated 5000 symbols in the AWGN channel and 12 000 symbols in the two-path fading channel to obtain both the means and the standard deviations of these estimations.
A. AWGN Channel 1) Results on Symbol Timing Estimation:
We define symbol timing offset as a right timing offset (RTO) when sampling time lags the guard interval, and we define symbol timing offset as a left timing offset (LTO) when sampling time leads the guard interval. The effect of RTO and LTO should be the same. As long as sampling time is within the guard interval, there should be no error in OFDM demodulation, assuming there is no noise or any other impairments.
From our simulation, the effect of symbol timing offset on bit-error rate (BER) performance of an OFDM system in an AWGN channel is shown in Fig. 5 . Here, only raw bit error Simulation results in Table I show the means ( and , defined later) and the standard deviation (STD) of timing estimation in an AWGN channel.
is the mean of an initial timing estimation. Because the sliding window average operation in Fig. 2 causes a delay of half of the sliding window size (SWS) of the samples, this delay should be substracted from to generate the time reference , i.e., SWS. In our simulation, the region is between the ninety sixth and the one hundred and fifty eighth samples. is the ISI free region within .
means that the ISI-free region is between the th and the th sample. In an AWGN channel,
. We define two tolerances, and , as the deviation (normalized by STD) from to the two limits of , i.e., STD STD. From this point of view, our method performs well because it can tolerate at least ten times the STD even when is down to 4 dB.
2) Results on Frequency Offset Estimation:
The effect of different frequency offsets on OFDM-BER performance was simulated. The results are shown in Fig. 6 for an AWGN channel. We observe that larger frequency offsets cause more BER degradation due to ICI. When frequency offset approaches 0.5 subcarrier spacing, the average BER approaches 0.5. On the other hand, the degradation is small if the normalized frequency offset (with respect of subcarrier spacing) is less than 5%. The sign of FFO does not influence the BER performance.
In the following, we investigate the effect of FFO only and assume IFO can be easily estimated and compensated. Two sets of FFO are used in our computer simulation. The first set is ±0.49, which represents a more critical condition of ICI. The other set is ±0.1, which represents a less critical condition of ICI. The mean and the STD of fractional frequency offset estimation results in an AWGN channel are listed in Table II and plotted in Fig. 7 , respectively. It can be observed from Fig. 7 that our algorithm achieves a much better accuracy than the needed 0.05 subcarrier spacing in an AWGN channel, even when is down to 4 dB. Other authors [22] have shown that BER is sensitive to carrier frequency offset in OFDM systems. The effect of our synchronization algorithm on BER (raw BER obtained without convolutional encoding) performance of the mode 3 Eureka 147 system in an AWGN channel is shown in Fig. 8 . Symbol timing can always be estimated correctly and is not a problem in these simulations. It can be seen that the BER performance with our synchronization algorithm almost coincides with the perfect synchronization case in an AWGN channel. The effectiveness of our synchronization algorithm can also be seen when comparing Fig. 8 with Fig. 6 .
B. Two-Path Fading Channel
Our synchronization algorithm was simulated using a twopath Rayleigh fading channel model. We assume the two paths have equal strength, and each path is a Rayleigh fading path. The delay between the two paths is a simulation parameter varying from 5-30 s. The two-path Rayleigh fading channel model is one of many different channel models which can be used to simulate the Eureka 147 DAB system. We use this model because it is simple, and it represents a typically severe channel condition.
1) Results on Symbol Timing Estimation:
Symbol timing estimation results in a two-path fading channel at a Doppler shift of 240 Hz are shown in Fig. 9 and Table III. Note that the estimated symbol timing is still valid as long as the time reference is in the multipath-free region of . Table III  shows the corresponding , STD, , , and defined in Section IV-A1. From Table III , it can be observed that the timing estimation accuracy is inversely proportional to multipath delay and is not sensitive to SWS. When average signal-to-noise ration (SNR) is 13 dB, we can obtain an accuracy timing estimation even when the multipath delay is 20 s.
2) Results on Frequency Offset Estimation:
The effect of different frequency offsets on OFDM-BER performance is simulated for a two-path fading channel. Coding and interleaving are applied for completeness. The simulation results are shown in Fig. 10 . The (4,1,7) convolutional encoder used in this simulation is directly adopted from [4] . The code rate is 1/4, and its constraint length is seven. The encoded bits are interleaved in frequency domain and then modulate each carrier of an Eureka 147 OFDM symbol using DQPSK. Again, we observe larger frequency offsets cause more BER degradation due to ICI. When frequency offset approaches 0.5 subcarrier spacing, the average BER approaches 0.5.
The same two sets of FFO, as described in Section IV-A2, are used in simulation. The mean and STD of the fractional frequency offset estimation in a two-path fading channel is listed in Table IV and ploted in Fig. 11 , respectively. We assume a 20 s delay in the two-path fading channel in the simulation. Thus, is about 10 s, i.e. 20 samples. The last ten samples of are processed in this simulation. From Table IV , we observe that the mean of fractional frequency offset estimation is very accurate in a two-path fading channel. It can also be observed from Fig. 11 that our algorithm achieves a much better accuracy than the needed 0.05 subcarrier spacing in a two-path fading channel, even when average SNR is down to 7 dB.
The average BER performance of Eureka 147 mode 3 with our synchronization algorithm in a two-path fading channel is shown in Fig. 12 . The (4,1,7) convolutional encoder and the interleaver are the same as those used in Fig. 10 . It can be seen that the BER performance with our synchronization algorithm almost coincides with the perfect synchronization case. The effectiveness of our synchronization algorithm can also be observed by comparing Fig. 12 with Fig. 10 . 
C. Operations in a Single Frequency Network
In contrast to FM broadcasting, Eureka 147 permits the operation of a single frequency network (SFN). In this network, there could be long delay and high level multipath signals coming from different transmitters. In this situation, an OFDM system needs to adopt a longer symbol duration and therefore to provide a longer guard interval duration that can remove the effect of the distortion from long delay and high level echoes.
The simulation results demonstrated in the previous sections show that for mode 3 of the Eureka 147 system, our synchronization method obtains both symbol timing and frequency offset estimations accurately, as long as the multipath delay spread is less than 20 s. The BER performance of our method also approaches to the ideal synchronization case, as can be observed in Fig. 12 . The length of a guard interval duration is hence the most important parameter for an OFDM system to operate successfully in a multipath fading environment. With a larger multipath delay spread, either mode 2 or mode 1 of Eureka 147 can be used to achieve an SFN. For example, in mode 1 of Eureka 147, its symbol duration is 1.246 ms, and the guard interval duration is 246 s; both parameters are about eight times that of the corresponding parameters of mode 3. With mode 1, our method will be still workable because the signal format of mode 1 is the same as mode 3. Therefore, our synchronization method can be used effectively in an SFN.
V. CONCLUSION
The main technologies of DAB, particularly the OFDM transmission scheme, are very useful in broadband wireless transmission. This paper presents a method that jointly achieves symbol, carrier, and frame synchronization for an OFDM signal. In this method, we estimate symbol timing first and then locate a corresponding multipath interference free period to calculate the fractional frequency offset. After compensating for this fractional frequency offset, we estimate integral frequency offset. This method is shown to perform well in an AWGN channel when is down to 4 dB. The method is also robust in a two-path fading channel. Our simulation results suggest that the system BER degradation with our synchronization method is negligible as compared with the ideal synchronization case. This method can also be used in other applications, such as DVB and HIPERLAN/2.
