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Predstavite Benfordov zakon tako s teoreti£nega kot prakti£nega vidika. Izhajajte
iz monograje [11].
Osnovna literatura
[11] A. E. Kossovsky, Benford's Law: Theory, The General Law Of Relative Quan-







Benfordov zakon je empiri£ni zakon, ki nam pove, da se nizke vodilne ²tevke v po-
datkih iz vsakdanjega sveta pojavijo veliko ve£krat kot visoke vodilne ²tevk. Ravno
zaradi te lastnosti lahko zakon uporabimo tudi kot forenzi£en test pri preverjanju
podatkovnih prevar. Benfordov zakon lahko brez problema uporabimo tudi v nekem
druge ²tevilske sistemu, prav tako pa lahko na²e podatke brez problema spreminjamo
v druge merske enote in se porazdelitev s tem sploh ne bo spremenila, saj za Ben-
fordov zakon velja na£elo invariantnosti. tirje temeljni numeri£ni procesi, ki nas
pripeljejo do znanega gibanja vodilnih ²tevk, pa so proces slu£ajnih linearnih kom-
binacij, proces zdruºevanja podatkovnih mnoºic, proces naklju£nega izbora ²tevil
in multiplikativni proces. Pred samo analizo podatkov je nujno potrebno, da ima
podatkovna mnoºica £im ve£ji razpon in da ohranimo samo tiste vrednosti, ki so
primerne za na²o analizo. Za testiranje Benfordovega zakona lahko uporabimo test
Z, test hi-kvadrat, pregled odstopanj vsote kvadratov, Savillovo regresijsko mero,
test ponavljajo£ih vrednosti in pa metodo odkrivanja razvojnega vzorca ²tevk. Na
koncu testiramo Benfordov zakon na resni£nih podatkih o bruto investicijah v nova
osnovna sredstva po ob£inah.
Benford's Law analysis
Abstract
Benford's Law is an empirical law which shows us that, in real-world data sets, low
digits occur as the leading signicant digit much more frequently than high digits do.
It is because of this characteristic that we can use Benford's Law as a forensic test
in data fraud detection. This law can also be used in other numbering systems. The
applied data can be converted in dierent scale without changing the distribution 
this is due to the fact that Benford's Law follows the invariance principle. The four
foundamental numerical processes that lead to the known leading digit movement are
the linear combinations of random variables process, data set aggregation process,
random number selection process and the multiplication process. Before analysing,
it is crucial to ensure that the data set has the widest range of data possible and
that we retain only those values that are suitable for our analysis. The tests for
evaluating conformity to Benford's Law include the Z-test, the chi-square test, the
sum of squared deviations, Saville's linear regression analysis, the value repetition
test and the digital data pattern detection method. In the end, we test the Benford's
Law on the real data in Gross Fixed Capital Formation by municipalities.
Math. Subj. Class. (2010): 60E05, 11K06, 60F15
Klju£ne besede: Benfordov zakon, numeri£ni procesi, vodilne ²tevke, statisti£ni
testi, prevare





Benfordov zakon je empiri£ni zakon, ki nam pove, da se podatki v vsakdanjem svetu
obna²ajo s prav posebnim vzorcem. e si pogledamo vse prve vodilne ²tevke v kate-
rikoli podatkovni mnoºici, nam Benfordov zakon pove, da se manj²e ²tevke, kot so 1,
2, 3, pojavijo veliko ve£krat kot visoke ²tevke 7, 8 in 9. Tako gibanje lahko najdemo
v mnogih podatkovnih zbirkah iz resni£nega ºivljenja, tako v ziki, kemiji, astro-
nomiji, ekonomiji, ra£unovodstvu, medicini, biologiji in ²e marsikje. e na²tejemo
samo nekaj konkretnih zanimivih primerov, kjer se zakon pojavi: analiza £asovnih
intervalov med zaporednimi potresi, molske mase kemi£nih spojin, koli£ina vode v
re£nih tokovih, populacija v ob£ini ali drºavi, rezultati volitev po mestih, splo²ni
ra£unovodski podatki (prihodki itd.), analiza vseh dohodkov gospodinjstev znotraj
neke drºave ali mesta, velikost datotek v megabajtih na poljubnem ra£unalniku in
²e mnogo drugih.
To prav posebno gibanje ²tevk pa lahko uporabimo tudi za preverjanje pravilno-
sti na²ih podatkov - £e podatki sledijo tipi£ni Benfordovi porazdelitvi, potem so
verjetno realni in po²teni, £e pa se podatki mo£no razlikujejo, pa nam to lahko
vzbudi sum, da so podatki ponarejeni. Ravno zaradi te lepe lastnosti se Benfordov
zakon dandanes veliko uporablja za odkrivanje podatkovnih prevar, tako ra£unovod-
skih, dav£nih, politi£nih, prevar pri volitvah, itd. in na ta na£in neposredno vstopa
tudi v politi£ni svet.
V tej magistrski nalogi si bomo na samem za£etku pogledali zgodovinsko ozadje
Benfordovega zakona in spoznali nekaj osnovnih pojmov, ki jih bomo uporabljali
skozi celotno nalogo. Nato si bomo pogledali Benfordov zakon iz matemati£nega
vidika, na kak²en na£in ga lahko obravnavamo in kak²ne so njegove lastnosti. Spo-
znali bomo tudi ²tiri temeljne numeri£ne procese, ki vodijo podatkovne mnoºice do
Benfordovega gibanja vodilnih ²tevk ter spoznali kar nekaj metod in testov, s kate-
rimi lahko testiramo to tipi£no gibanje ²tevk. Pogledali si bomo ²e nekaj dejstev o
podatkovnih prevarah ter na koncu naredili prakti£ni primer, kjer bomo na realnih




Prva znanstvenika, ki sta odkrila poseben vzorec porazdelitve prvih ²tevk v vsakda-
njem ºivljenju, sta bila Simon Newcomb (leta 1881) in Frank Benford (leta 1938).
Idejo za to sta oba dobila, ko sta listala stare logaritemske knjige in opazila, da
so bile vse knjige na za£etnih straneh veliko bolj obrabljene in umazane, kakor pa
strani, ki so bile bolj proti koncu. e bi bila to navadna knjiga, temu ne bi posvetila
toliko pozornosti, ker pa je to logaritemska knjiga - knjiga, s katero so si znanstveniki
pomagali pri izra£unu logaritma nekega ²tevila, saj takrat ²e niso imeli kalkulator-
jev in ra£unalnikov - pa sta postala na to bolj pozorna. Za£etne strani vsebujejo
logaritme za ²tevila, ki se za£nejo z 1, 2, kon£ne strani pa ²tevila, ki se za£nejo z 8,
9. To jima je dalo misliti, da £e so za£etne strani bolj umazane in posledi£no ve£krat
uporabljene, se ljudje ve£krat sre£ujejo s ²tevili z manj²imi vodilnimi ²tevkami kakor
pa z velikimi. Po tej ideji sta za£ela raziskovati, ali za tem pojavom stoji kak²na
znanost in iskala vzorce ²tevk.
Simon Newcomb (1835-1909)
Simon Newcomb je bil kanadsko-ameri²ki astronom in matematik. Veliko se je ukvar-
jal z merjenjem poloºajev planetov, lune in opazovanjem njihovih gibanj. Veliko je
prispeval tudi k preu£evanju relativnosti in bil zaradi tega izjemno cenjen. Leta
1881 pa je objavil 2 strani dolg £lanek z naslovom Opazka o frekvenci pojavljanja
razli£nih ²tevk v naravnih ²tevilih, katerega skoraj nih£e ni opazil. V £lanku je
pravilno opisal porazdelitev ²tevk, ki jo imamo v dana²njem Benfordovem zakonu.
Zapisal je sicer bolj idejo oz. nek splo²en koncept pojava in ne prav matemati£no
formulirano. Njegov £lanek so takrat opisali kot neuspe²ni poskus opisovanja tega
pojava, zato je kmalu od²el v pozabo.
Frank Benford (1883-1948)
Frank Benford je bil ameri²ki zik in elektri£ni inºenir. Zelo dejaven je bil na po-
dro£ju optike, matematike. Leta 1938 je Benford odkril ta pojav o ²tevkah brez
vednosti, da se je te ideje lotil ºe Newcomb. Napisal je zelo dolg £lanek z naslovom
Zakon anomalnih ²tevilk, v katerem je matemati£no zapisal, kak²ne so porazde-
litve prvih vodilnih ²tevk. Zakon je tudi preiskusil na ve£ kot 20 razli£nih velikih
podatkovnih mnoºicah (podatki iz narave, kemije, matematike, naklju£ni podatki iz
£asopisa . . . ) in uspe²no ugotovil, da se deleºi ²tevk skladajo z zakonom.
Slika 1: Primer odseka logaritemske knjige
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3 Osnovni pojmi
Pri na²em raziskovanju bomo ve£krat uporabili dolo£ene pojme, ki so zelo pomembni
pri samemu zakonu, zato jih bomo sedaj denirali.
3.1 Deseti²ke potence
Pomembno vlogo pri odkrivanju Benfordovega zakona imajo deseti²ke potence in
sosednje deseti²ke potence.
Denicija 3.1. Deseti²ka potenca je denirana kot 10I , kjer je I celo ²tevilo, pozi-
tivno, negativno ali enako 0.
Primer 3.2. Deseti²ke potence so npr. 0,01 (10−2), 0,1 (10−1), 1 (100), 10 (101),
100 (102) itd.
Denicija 3.3. Sosednji deseti²ki potenci sta dve deseti²ki potenci, ki sta zaporedni
oz. sosednji, tj. par 10I in 10I+1, kjer je I celo ²tevilo.
Primer 3.4. Sosednji deseti²ki potenci sta npr. 1 in 10, 10 in 100 itd.
Opomba 3.5. tevili 0 in 1 nista sosednji deseti²ki potenci! V tem kontekstu sta
neskon£no dale£ ena od druge.
Primer 3.6. e si pogledamo interval (0, 1), vidimo, da vsebuje neskon£no veliko
deseti²kih potenc npr. 0,0001, 0,01, 0,1 in 10−14, logaritem tega intervala pa se giblje
v intervalu (−∞, 0). Nasprotno pa v intervalu [1, 1000] obstajajo samo 4 deseti²ke
potence: 1, 10, 100 in 1000, logaritem tega intervala pa se giblje le od 0 do 3.
Opomba 3.7. V na²em raziskovanju bomo vedno uporabljali logaritem z osnovo 10,
saj uporabljamo deseti²ki ²tevilski sistem (tj. log x = log10 x). Vsi izreki se seveda
lahko posplo²ijo na drugo osnovo oz. drug ²tevilski sistem.
3.2 Deli ²tevil
Zapomnimo si, da je ²tevilo sestavljeno iz ²tevk oz. cifer. V na²i nalogi so ravno
²tevke glavni £leni, na katere se bomo najve£krat obrnili in jih podrobno preu£ili.
Denicija 3.8. Prva vodilna ²tevka ali prva zna£ilna ²tevka je prva levo leºe£a
neni£elna ²tevka, ki se pojavi v ²tevilu. Predznaka ne upo²tevamo. Za vi²je vodilne
²tevke velja podobno: druga vodilna ²tevka je druga levo leºe£a neni£elna ²tevka
itd.
Denicija 3.9. Vsako realno ²tevilo x lahko zapi²emo v obliki: x = A · 10N , kjer je
N celo ²tevilo in A realno ²tevilo, za katero velja: 1 ≤ |A| < 10. Celi del ²tevila A
oz. ⌊A⌋ je prva vodilna ²tevka, pri £emer ignoriramo predznak ²tevila A.
Primer 3.10. Poglejmo si nekaj primerov:
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tevilo Posebna oblika Vodilna ²tevka
574 5, 74 · 102 5
7 7 · 100 7
0,076 7, 6 · 10−2 7
0,0032 3, 2 · 10−3 3
-12 −1, 2 · 101 1
Denicija 3.11. Za realno ²tevilo x vpeljimo oznaki:
1. ⌊x⌋ je celi del ²tevila x oz. navzdol zaokroºeno celo ²tevilo.
2. {x} = x− ⌊x⌋ je ulomljen del oz. decimalni del ²tevila x.
Denicija 3.12. Mantisa M ∈ [0, 1) poljubnega realnega ²tevila x je enoli£na re²i-
tev ena£be x = 10W · 10M , oz. preoblikovano x = 10W+M ⇐⇒ log x = W +M , kjer
je W karakteristi£ni del ena£be oz. W = ⌊log x⌋ navzdol zaokroºeno celo ²tevilo
logaritma ²tevila x.
Trditev 3.13. Lastnosti mantise:
• Za poljubno ²tevilo x ∈ R, kjer je x ≥ 1 oz. log(x) ≥ 0, je mantisa M ²tevila
x ulomljeni del log(x) in karakteristika W celi del log(x).
• Za poljubno ²tevilo x ∈ R, kjer je x < 1 oz. log(x) < 0, je mantisa M ²tevila
x enaka razliki med ²tevilom 1 in absolutno vrednostjo ulomljenega dela log(x)
tj. M = 1− {| log(x)|}.
• Za negativna realna ²tevila x ∈ R tj. x < 0 velja, da log(x) ni deniran, zato
pri takih vrednostih vedno vzamemo absolutno vrednost ²tevila x tj. |x|.
• e je log x ∈ Z, potem je mantisa M = 0, in karakteristika W = log(x).
Primer 3.14. Naj bo ²tevilo x = 240, 85. Potem je log(x) = 2, 381747, od tega je
celi del W = 2 in ulomljen del M = 0, 381747. Enak princip izra£una W in M velja
za vsa ²tevila x ∈ [1,∞).
Primer 3.15. Naj bo ²tevilo x = 0, 054. Potem je log(x) = −1, 267606, navzdol
zaokroºena vrednost je W = −2 in M = 0, 732394, upo²tevajo£ log(x) = W +M .
Enak na£in izra£una W in M velja za vsa ²tevila x ∈ (0, 1).
Denicija 3.16. Signikant S ²tevila x je enoli£na re²itev ena£be x = 10W ·S, kjer
je W karakteristi£ni del ena£be oz. W = ⌊log(x)⌋ navzdol zaokroºeno celo ²tevilo
logaritma ²tevila x in S realno ²tevilo, za katero velja S ∈ [1, 10). Celi del ²tevila S
je prva vodilna ²tevka ²tevila x, pri £emer ignoriramo predznak ²tevila.
Primer 3.17. Naj bo x = 0, 076. Najprej izra£unamo log(x) = −1, 119186. Ker
je W = ⌊log(x)⌋, je W = −2. Upo²tevamo ena£bo log(x) = W + M , in dobimo
M = 0, 880814. Po deniciji izra£unamo tudi signikant S, ki je S = 7, 6 in prvo
²tevko 7. Poglejmo si izra£une ²e na nekaterih primerih:
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x log(x) W M S Vodilna ²tevka
574 2,758912 2 0,758912 5,74 5
2 0,30103 0 0,30103 2 2
0,0032 -2,49485 -3 0,50515 3,2 3
Trditev 3.18. Povezavo med mantiso M in signikantom S lahko izrazimo tudi kot
S = 10M oz. M = log(S).
Dokaz. Ker ²tevilo x lahko izrazimo s pomo£jo mantise z ena£bo x = 10W · 10M ali
pa s pomo£jo signikanta x = 10W · S, vidimo, da je S = 10M .
Trditev 3.19. Za mantise M in signikante S velja: £e ²tevilo x pomnoºimo z
deseti²ko potenco (10N), kjer je N ∈ Z, se mantisaM in signikant S ne spremenita.
Velja:
M(10N · x) = M(x),
S(10N · x) = S(x).
Dokaz. Mantiso M ²tevila x zapi²emo kot:
M(X) = log(x)−W = log(x)− ⌊log(x)⌋.
Poglejmo si mantiso raz²irjenega ²tevila:
M(10N · x) = log(10N · x)− ⌊log(10N · x)⌋
= log(10N) + log(x)− ⌊log(10N)⌋ − ⌊log(x)⌋
= N · 1 + log(x)−N · 1− ⌊log(x)⌋
= log(x)− ⌊log(x)⌋ = M(x).
Upo²tevali smo znana logaritemska pravila:
• loga(xy) = loga x+ loga y,
• loga xr = r loga x,
• loga(a) = 1.
Podobno lahko ra£unsko dokaºemo za signikant S. Lahko pa si dokaz pogledamo
²e v gra£ni obliki:
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Slika 2: Ujemanje signikantov in vodilnih ²tevk
Na sliki lahko vidimo dva podintervala ²tevil (10, 100) in (100, 1000), ter pripa-
dajo£e signikante, ki jih dobimo po ena£bi x = 10W · S. Torej v prvem intervalu
imamo linearno funkcijo 1/10 · x, v drugem pa 1/100 · x. Opazimo lahko, da so
npr. signikanti na intervalu (5, 6) tako v prvem podintervalu na x-osi na (50, 60)
in na drugem podintervalu na (500, 600) in tako naprej za katerikoli podinterval
(5 · 10N , 6 · 10N), kjer je N poljubno celo ²tevilo. Tako smo tudi gra£no dokazali
S(10N · x) = S(x). Podobno velja tudi za mantiso M .
Opomba 3.20. Vodilne ²tevke, signikanti in mantise so tri razli£ni na£ini za iz-
raºanja istega koncepta in so si med seboj sorodni. e poznamo vsaj enega izmed
njih, lahko z njim izrazimo ostala dva pojma:
• Signikant enoli£no dolo£a vse vodilne ²tevke in obratno.




Denicija 4.1. Splo²ni Benfordov zakon je deniran kot:
P(S ≤ S0) = log(S0), (4.1)
kjer je S signikant in S0 ∈ [1, 10).
Denicija 4.2. e posplo²imo Benfordov zakon na neko drugo osnovo B, potem se
zakon glasi:
P(S ≤ S0) = logB(S0).
Denicija 4.3. Splo²ni Benfordov zakon lahko zapi²emo tudi s pomo£jo mantise,
kjer uporabimo zvezo M = log(S) in tako dobimo:
P(S ≤ S0) = M(S0).
Opomba 4.4. Splo²ni zakon, ki uporabi signikant, dolo£a porazdelitev katerekoli
kombinacije ²tevk, saj vemo, da mantisa enoli£no dolo£a signikant in obratno.
Posledica 4.5. Iz splo²nega Benfordovega zakona sledi, da je mantisa porazdeljena
enakomerno.
Dokaz. Ker mantisa enoli£no dolo£a signikant in obratno tj. M = log(S), lahko
formulo P(S < S0) = log(S0), ki se nana²a na to£no dolo£ene signikante S0 ∈
[1, 10), interpretiramo tudi druga£e in sicer tako, da se nana²a tudi na to£no dolo£eno
mantiso M0 ∈ [0, 1), tako velja M0 = log(S0).
Splo²ni zakon zapi²emo kot:
P(M < M0) = log(S0)
oz.
P(M < M0) = M0,
kar nam prikaºe enakomerno porazdelitev mantise M .
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4.2 Zakoni vodilnih ²tevk
4.2.1 Zakon prve vodilne ²tevke
Trditev 4.6. Benfordov zakon za prve vodilne ²tevke pravi, da se na splo²no nizke
prve ²tevke pojavijo ve£krat kakor visoke prve ²tevke oz. da velja:
P(1. ²tevka = d) = log(1 + 1/d),
kjer je d ∈ Z, d ∈ [1, 9].
Dokaz. tevka d ∈ [1, 9] je vodilna ²tevka, kadar je signikant S ∈ [d, d + 1) oz.
vodilno ²tevko d si lahko predstavljamo kot signikant v obliki d, 00000 in ne le kot
celo ²tevilo. Npr. ²tevka 5 je vodilna, kadar je signikant S na intervalu [5,00000,
6,00000). Zato lahko zapi²emo porazdelitev prve vodilne ²tevke kot:
P(1. ²tevka = d) = P(d ≤ S < d+ 1)
= P(S < d+ 1)− P(S < d)
= log(d+ 1)− log(d)
= log((d+ 1)/(d))
= log(1 + 1/d).
Posledica 4.7. Porazdelitev prve vodilne ²tevke je:
tevka 1 2 3 4 5 6 7 8 9
Deleº (%) 30,1 17,6 12,5 9,7 7,9 6,7 5,8 5,1 4,6
Slika 3: Porazdelitev prvih vodilnih ²tevk
Posledica 4.8. Deleº ²tevke 1 kot prve ²tevke (30,1 %), je pribliºno ²estkrat vi²ji
od deleºa ²tevk 9 kot prve ²tevke (4,6 %).
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Navedeni niz deleºev na sliki, je znan kot logaritemska porazdelitev, saj lahko
najdemo neposredno povezavo med zakonom in logaritemsko porazdelitvijo:
log(1 + 1/d) = log((d+ 1)/d)
= log(d+ 1)− log(d),
kjer smo uporabili pravilo: logB(N/D) = logB(N)− logB(D).
Torej velja:
• P(1. ²tevka = 1) = log(2)− log(1),
• P(1. ²tevka = 2) = log(3)− log(2),
itd.
Mnoºico verjetnosti prvih ²tevk {30,1, 17,6, 12,5, 9,7, 7,9, 6,7, 5,8, 5,1, 4,6} %
lahko interpretiramo tudi kot mnoºico razlik logaritmov naravnih ²tevil od 1 do 10
torej razlike med {log(1), log(2), log(3), log(4), log(5), log(6), log(7), log(8), log(9),
log(10)} oz {0,000, 0,301, 0,477, 0,602, 0,699, 0,778, 0,845, 0,903, 0,954, 1,000}.
Tako v splo²nem velja:
P(1. ²tevka = d) = log(d+ 1)− log(d),
kjer je d ∈ Z, d ∈ [1, 9].
Slika 4: Razlika med logaritmi naravnih ²tevil
Opomba 4.9. Zakon prve vodilne ²tevke lahko poimenujemo tudi kot zakon prvega
reda. Na podoben na£in lahko poimenujemo tudi za vi²je rede oz. vi²je vodilne
²tevke.
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4.2.2 Zakon druge vodilne ²tevke
Denicija 4.10. Druga vodilna ²tevka je druga levo leºe£a neni£elna ²tevka v ²te-
vilu.
Primer 4.11. V ²tevilu 578 je druga vodilna ²tevka 7, in v ²tevilu 0,0235 ²tevka 3.
Opomba 4.12. Nekatera ²tevila imajo samo prvo vodilno ²tevko - to so enomestna
²tevila (npr. 5) in decimalna ²tevila z le eno neni£elno decimalno ²tevko (npr.
0,0004).
Trditev 4.13. Benfordov zakon za druge vodilne ²tevke pravi, da velja brezpogojna
verjetnost:










kjer je d ∈ [0, 9].
Dokaz. tevka d ∈ [0, 9] je druga vodilna ²tevka, kadar je signikant S ∈ [k +
d
10
, k + d+1
10
), kjer je k ∈ [1, 9] oz. drugo vodilno ²tevko d si lahko predstavljamo
kot signikant v obliki k, d. Npr. ²tevka 3 je druga vodilna, kadar je signikant S
na intervalu [0,3, 0,4), [1,3, 1,4) ... [9,3, 9,4). Vzeti moramo vse moºnosti za prvo
vodilno ²tevko, zato upo²tevamo vsoto porazdelitve po vseh k. Porazdelitev druge
vodilne ²tevke tako zapi²emo kot:







































































Posledica 4.14. Porazdelitev druge vodilne ²tevke je:
tevka 0 1 2 3 4 5 6 7 8 9
Deleº (%) 12,0 11,4 10,9 10,4 10,0 9,7 9,3 9,0 8,8 8,5
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Slika 5: Porazdelitev drugih vodilnih ²tevk
Posledica 4.15. Zakon druge vodilne ²tevke se mo£no razlikuje od zakona prve
vodilne ²tevke. Deleº ²tevke 0 kot druge ²tevke (12,0 %), je le 1,41-krat vi²ja od
deleºa ²tevk 9 kot druga ²tevka (8,5 %).
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4.2.3 Zakon tretje vodilne ²tevke
Denicija 4.16. Tretja vodilna ²tevka je tretja levo leºe£a neni£elna ²tevka v ²te-
vilu.
Primer 4.17. V ²tevilu 578 je tretja vodilna ²tevka 8, in v ²tevilu 0,0235 ²tevka 5.
Trditev 4.18. Benfordov zakon za tretje vodilne ²tevke pravi, da velja brezpogojna
verjetnost:












kjer je d ∈ [0, 9].









), kjer je m ∈ [1, 9], n ∈ [0, 9] oz. tretjo vodilno ²tevko d si lahko
predstavljamo kot signikant v oblikim,nd. Npr. ²tevka 3 je tretja vodilna, kadar je
signikant S na intervalu [0,03, 0,04), [0,13, 0,14) ... [9,93, 9,94). Vzeti moramo torej
vse moºnosti za prvo in drugo vodilno ²tevko, zato upo²tevamo vsoto porazdelitve
po vseh m in n oz. prvih in drugih vodilnih ²tevkah. Na enak na£in, kor smo ºe
dokazali porazdelitev druge vodilne ²tevke, lahko zapi²emo tudi porazdelitev tretje
vodilne ²tevke:




























100l + 10k + d
)︂
.
Posledica 4.19. Porazdelitev tretje vodilne ²tevke je:
tevka 0 1 2 3 4 5 6 7 8 9
Deleº (%) 10,18 10,14 10,10 10,06 10,02 9,98 9,94 9,90 9,86 9,83
12
Slika 6: Porazdelitev tretjih vodilnih ²tevk
4.2.4 Zakoni vi²jih vodilnih ²tevk
Pri vi²jih redih vodilnih ²tevk - £etrti in ve£ - obstaja skoraj popolna enakost ²tevk,
kjer so porazdelitve ²tevk enakomerno porazdeljene z verjetnostjo pribliºno 1/10 za
vsako ²tevko od 0 do 9. Porazdelitev zadnje ²tevke je obi£ajno del me²anice vi²jih
redov vodilnih ²tevk (4., 5. ²tevka), vendar ker so vse ²tevke pribliºno enakomerno
porazdeljene, je tak²na tudi porazdelitev zadnje ²tevke.
Trditev 4.20. Splo²ni Benfordov zakon za n-to vodilno ²tevko:










kjer je n ∈ N, d ∈ [0, 9].
Opomba 4.21. Opazimo, da formula ni tako natan£no specicirana kakor je pri
prvih, drugih ali tretjih redih, vendar nam taka porazdelitev zadostuje, saj pri tako
velikih redih porazdelitve v vsakem primeru pridejo blizu 10 %.
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4.3 Zakoni kombinacij ²tevk
4.3.1 Zakon kombinacije prvih dveh ²tevk
Trditev 4.22. Porazdelitev kombinacije prvih dveh ²tevk je denirana kot:







kjer je p ≥ 0 in q ≥ 0.





), kjer sta p ≥ 0 in q ≥ 0. Npr. tevka 56 je kombinacija prvih dveh ²tevk,
kadar je signikant S na intervalu [5,6, 5,7). Porazdelitev lahko zapi²emo kot:















Opomba 4.23. Obstaja 90 moºnih kombinacij prvih dveh ²tevk:
10p+ q ∈ {10, 11, 12, ..., 97, 98, 99}.
Primer 4.24. Poglejmo si nekaj porazdelitev:
• Porazdelitev najmanj²e kombinacije 10: P(10) = log(1 + 1/10) = log(1, 1) =
0, 0414.
• Porazdelitev najve£je kombinacije 99: P(99) = log(1 + 1/99) = 0, 0044.
Opomba 4.25. Verjetnost najmanj²e kombinacije 10 je pribliºno desetkrat ve£ja
od verjetnosti najve£je kombinacije 99.
Slika 7: Porazdelitve kombinacij prvih dveh ²tevk
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4.3.2 Zakon kombinacije prvih treh ²tevk
Trditev 4.26. Porazdelitev kombinacije prvih treh ²tevk, je denirana kot:




100p+ 10q + r
)︂
,
kjer velja p ≥ 1, q ≥ 0, r ≥ 0.
4.3.3 Zakon kombinacije prvih n ²tevk
Trditev 4.27. Porazdelitev kombinacije prvih n ²tevk, je denirana kot:







kjer je a1a2...an n mestno ²tevilo in velja a1 ≥ 1, a2...an ≥ 0.
4.3.4 Zakon kombinacije zadnjih dveh ²tevk
Porazdelitev kombinacij zadnjih dveh ima enake verjetnosti in sicer 1/100 oz. 1 %
za vsak par kombinacij. To je zato, ker imamo 100 moºnih kombinacij {00, 01, 02,
..., 97, 98, 99}, in so vse enakomerno porazdeljene. Za razumevanje tega si lahko
pomagamo z zakonom vi²jih vodilnih ²tevk. Tudi tam smo omenili, da £e gledamo
vi²je vodilne ²tevke, pridemo do porazdelitve 1/10 na ²tevko. In ker je kombinacija
zadnjih dveh ²tevk pravzaprav kombinacija dveh vi²jih vodilnih ²tevk, potem je na²a
porazdelitev kar 1/10 · 1/10 = 1/100.
Slika 8: Porazdelitve kombinacij zadnjih dveh ²tevk
Opomba 4.28. Zapomniti si moramo tudi, da test zadnjih nekaj kombinacij i²£e
enakost med ²tevkami, nakar test prvih nekaj kombinacij i²£e neskladja med ²tev-
kami.
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4.4 Analiza primernih podatkov
Hitro se lahko vpra²amo, ali je smiselno, da ²tevilke, ki so manj²e od 10 ali 100, sploh
vklju£imo v test kombinacij ²tevk. Pri takem razmi²ljanju lahko hitro pozabimo, da
nam sam izrek strogo narekuje, da moramo vzeti vsa ²tevila, a vseeno nekaterih ne
moremo primerno obravnavati zaradi njihove kratke dolºine.
Prva moºnost je, da vsa ²tevila pomnoºimo z deseti²ko potenco in jim tako umetno
dodamo nekaj ni£el. Kot bomo spoznali kasneje, to mnoºenje ohrani porazdelitev
²tevk, a s tem zelo pokvarimo teste, predvsem teste zadnjih kombinacij, saj smo
umetno dodali ni£le.
Druga moºnost, ki ji je zelo naklonjen Kossovsky [11] in jo bomo upo²tevali tudi mi,
pa je, da preden se lotimo dolo£enega testa, najprej zreduciramo na²o podatkovno
mnoºico na samo tiste vrednosti, ki so za na² test primerne. Predlaga slede£e:
• e imamo ²tevila z eno vodilno ²tevko (npr. 5, 0,04), potem jih upo²tevamo
samo pri testu prvih vodilnih ²tevk, in jih popolnoma odstranimo iz ostalih.
• e imamo ²tevilo z dvema vodilnima ²tevkama (npr. 62, 0,43), potem jih
upo²tevamo samo pri testu prvih in drugih vodilnih ²tevk, ter kombinaciji
prvih dveh ²tevk.
• tevila s tremi vodilnimi ²tevkami (npr. 154, 0,469) in vsa manj²a, pa so
izklju£ena iz testa kombinacij zadnjih dveh ²tevk.
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4.5 Nizke in visoke ²tevke
Spoznali smo, da je Benfordov zakon veliko bolj naklonjen nizkim ²tevkam kakor pa
visokim. Katere pa so pravzaprav nizke in katere visoke ²tevke.
Pogledali si bomo 3 moºnosti, na kak²en na£in se lahko odlo£imo o deniciji nizkih
in visokih ²tevk, £e obravnavamo zakon prvih vodilnih ²tevk:
1. Prvih 9 ²tevk enakomerno razdelimo na dva dela. Tako bi se ²tevke 1, 2, 3, 4
²tele za nizke, 6, 7, 8, 9 pa za visoke ²tevke. Toda vpra²anje je kaj narediti s
srednjo ²tevko 5.
2. Benfordov zakon je bolj naklonjen nizkim ²tevkam. Ker imamo 9 ²tevk, in
£e bi bile enakomerno porazdeljene, potem bi veljalo, da je deleº vsake ²tevke
100 %/9=11,1 %. Ker pa na² zakon pravi, da smo naklonjeni nizkim ²tevkam,
kar pomeni, da ºelimo, da imajo nizke ²tevke ve£je deleºe kot 11,1 %, lahko
re£emo, da tiste, ki imajo deleº ve£ji od 11,1 % so nizke, in obratno. Ker je
Benfordova porazdelitev prvih vodilnih ²tevk {30,1, 17,6, 12,5, 9,7, 7,9, 6,7,
5,8, 5,1, 4,6} % velja, da so 1, 2, 3 nizke ²tevke in od 4 do 9 visoke.
3. e si res dobro pogledamo deleºe pri zakonu prvih vodilnih ²tevk, vseeno lahko
vidimo, da imata ²tevki 1 in 2 dale£ najve£ja deleºa, pribliºno polovico vseh
vrednosti (30,1 % + 17,6 % = 47,7 %), tako da imamo nekako dva nasprotna
tabora, ki sta zelo enakovredno porazdeljena po deleºih (nizke ²tevke 47,7 %
in visoke ²tevke 52,3 %). Zato bomo rekli, da sta 1 in 2 nizki ²tevki, od 3 do
9 pa visoke ²tevke.
Tretji pristop se nam zdi najbolj²i in najbolj skladen z Benfordovim zakonom. Zato
se bomo drºali pravila, da sta za analiziranje prvih vodilnih ²tevk, nizki ²tevki 1 in
2, ostale pa so visoke.
Na enak na£in lahko obravnavamo tudi zakon drugih vodilnih ²tevk s porazdelitvijo:
{12,0, 11,4, 10,9, 10,4, 10,0, 9,7, 9,3, 9,0, 8,8, 8,5} %. Uporabimo tretji pristop in
mnoºico primerno razdelimo na dva tabora, ki sta zelo enakovredno porazdeljena
po deleºih (nizke ²tevke 54,7 % in visoke ²tevke 45,3 %). Zato so nizke ²tevke v
tem primeru ²tevke od 0 do vklju£no 4 in visoke od 5 do 9. Enaka delitev nizkih in
visokih ²tevk je tudi pri zakunu tretje vodilne ²tevke.
Pri zakonu kombinacij prvih dveh ²tevk, pa za nizke ²tevke veljajo vse od 10 do
vklju£no 31 in visoke ²tevke od 32 do 99. Skupni deleºi za nizke ²tevke so 50,5 % in
za visoke 49,5 %.
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4.6 Pogojne verjetnosti
Do sedaj smo spoznali samo Benfordov zakon na podlagi brezpogojnih verjetnosti
oz. na²e porazdelitve so bile narejene tako, da smo vklju£ili vse moºne kombinacije
vrednosti, ki se lahko zgodijo. Sedaj pa si bomo pogledali ²e, kako se Benfordov
zakon obna²a pri pogojnih verjetnostih, ko imamo ºe dane predhodne ²tevke.
Trditev 4.29. Splo²ni Benfordov zakon nam sporo£a, da £e imamo najprej nizko
²tevko, potem bo z visoko verjetnostjo naslednja ²tevka tudi nizka ²tevka, medtem
ko, £e imamo visoko ²tevko, potem bo z manj²o verjetnostjo naslednja nizka.
Primer 4.30. Poglejmo si primer porazdelitve, £e je druga ²tevka 2:
• P(2. ²tevka = 2)= 0,109,
• P(2. ²tevka = 2 | 1. ²tevka = 1 (nizka))= 0,115,
• P(2. ²tevka = 2 | 1. ²tevka = 9 (visoka))= 0,103.
Torej, £e ozna£imo z n nizko ²tevko in v visoko ²tevko, potem velja:
P(2. ²tevka = n|1. ²tevka = v)<P(2. ²tevka = n)<P(2. ²tevka = n|1. ²tevka = n).
Trditev 4.31. Pogojna verjetnost je verjetnost dogodka A, pri £emer vemo, da se
je zgodil dogodek B. Izra£unamo jo kot:
P(A|B) = P(A ∩B)
P(B)
.
Trditev 4.32. e poznamo prvo vodilno ²tevko, potem lahko zapi²emo pogojno ver-
jetnost 2. reda, £e poznamo 1. red, kot:
P(2. ²tevka = k|1. ²tevka = d) =
P(1. ²tevka = d, 2. ²tevka = k)







Posledica 4.33. Tabela pogojnih verjetnosti 2. reda, £e poznamo 1. red:
Verjetnosti za 2. ²tevke1.
²tevka: 0 1 2 3 4 5 6 7 8 9
1 13,8 12,6 11,5 10,7 10,0 9,3 8,7 8,2 7,8 7,4
2 12,0 11,5 11,0 10,5 10,1 9,7 9,3 9,0 8,7 8,4
3 11,4 11,0 10,7 10,4 10,1 9,8 9,5 9,3 9,0 8,8
4 11,1 10,8 10,5 10,3 10,1 9,8 9,6 9,4 9,2 9,1
5 10,9 10,7 10,4 10,3 10,1 9,9 9,7 9,5 9,4 9,2
6 10,7 10,5 10,4 10,2 10,1 9,9 9,8 9,6 9,5 9,3
7 10,6 10,5 10,3 10,2 10,1 9,9 9,8 9,7 9,5 9,4
8 10,5 10,4 10,3 10,2 10,0 9,9 9,8 9,7 9,6 9,5
9 10,5 10,4 10,3 10,2 10,0 9,9 9,8 9,7 9,6 9,5
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Iz tabele lahko vidimo, da £e imamo dano 1. vodilno ²tevko in je le ta nizka, so
si verjetnosti za 2. vodilno ²tevko precej razli£ne. e pa je 1. vodilna ²tevka visoka,
pa so si verjetnosti za 2. precej podobne. Na podoben na£in bi si lahko pogledali za
vi²je rede in bi ugotovili podobno.
Denicija 4.34. e poznamo drugo vodilno ²tevko, potem je pogojna verjetnost 1.
reda, £e poznamo 2. red, slede£a:
P(1. ²tevka = d|2. ²tevka = k) =
P(1. ²tevka = d, 2. ²tevka = k)









Posledica 4.35. Tabela pogojnih verjetnosti 1. reda, £e poznamo 2. red:
Verjetnosti za 1. ²tevke2.
²tevka: 1 2 3 4 5 6 7 8 9
0 34,6 17,7 11,9 9,0 7,2 6,0 5,1 4,5 4,0
1 33,2 17,7 12,1 9,2 7,4 6,2 5,3 4,7 4,2
2 31,9 17,7 12,3 9,4 7,6 6,4 5,5 4,8 4,3
3 30,8 17,7 12,4 9,6 7,8 6,6 5,7 5,0 4,5
4 29,9 17,7 12,6 9,7 7,9 6,7 5,8 5,1 4,6
5 29,0 17,6 12,7 9,9 8,1 6,9 6,0 5,3 4,7
6 28,2 17,6 12,7 10,0 8,2 7,0 6,1 5,4 4,8
7 27,5 17,5 12,8 10,1 8,4 7,1 6,2 5,5 4,9
8 26,8 17,4 12,9 10,2 8,5 7,2 6,3 5,6 5,0
9 26,2 17,3 12,9 10,3 8,6 7,4 6,4 5,7 5,1
Iz tabele lahko vidimo, da £e imamo dano 2. vodilno ²tevko, je verjetnost za
1. vodilne ²tevke zelo visoka za nizke prve ²tevke in nizka za visoke prve ²tevke.
Podobna situacija nastane pri tretjih ali vi²jih redih.
Posledica 4.36. Pri²li smo do pomembnega zaklju£ka pri Benfordovem zakonu in
sicer, da obstaja pozitivna korelacija med redi vodilnih ²tevk oz. verjetnosti redov
²tevk so odvisne med seboj. Npr. verjetnosti 2. vodilnih ²tevk so odvisne od 1.
vodilnih ²tevk in obratno.
Primer 4.37. Izra£unajmo brezpogojno verjetnost ²tevke 5 kot 2. vodilne ²tevke
neposredno iz tabele.
e uporabimo splo²no formulo:
P(2. ²tevka = k) =
9∑︂
d=1
P(2. ²tevka = k|1. ²tevka = d) · P(1. ²tevka = d),
dobimo:
P(2. ²tevka = 5) =
9∑︂
d=1
P(2. ²tevka = 5|1. ²tevka = d) · P(1. ²tevka = d) = 0, 096.
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4.7 Razli£ni ²tevilski sistemi
Benfordov zakon je lep tudi v tem smislu, da ne velja samo v deseti²kem sistemu in
z logaritmom z osnovo 10, ampak ga lahko posplo²imo in prevedemo tudi na drug
²tevilski sistem in posledi£no drugo osnovo.
Denicija 4.38. Splo²ni Benfordov zakon v drugem ²tevilskem sistemu z osnovo B
se glasi:
P(S ≤ S0) = logB(S0).
Opomba 4.39. Ta zakon lahko uporabimo za vse rede in za vse osnove.
Trditev 4.40. Zakon prve vodilne ²tevke, za poljubno osnovo B, in za poljubno
vodilno ²tevko d ∈ [1, B − 1], je:
P(1. ²tevka = d) = logB(1 + 1/d).
Dokaz.




logB(1 + 1/d)/ logB(10)
logB(B)/ logB(10)
= logB(1 + 1/d)
Opomba 4.41. Vse formule, ki smo jih in jih ²e bomo spoznali, in bi jih radi
preoblikovali na novo osnovo preprosto pomnoºimo z faktorjem 1/ log(B) in pri
preoblikovanju formule v nov ²tevilski sistem uporabimo logaritemsko identiteto
loga x = logB x/ logB a.
Primer 4.42. Poglejmo si nekaj primerov razli£nih ²tevilskih sistemov in deleºe
(%) vodilnih ²tevk. V tabeli lahko vidimo tudi, kak²no je razmerje med deleºem
najve£je in najmanj²e ²tevke. Vidimo, da vi²ja kot je osnova, vi²je je razmerje





2 4 6 10 14 21
1 100,0 50,0 38,7 30,1 26,3 22,8
2 29,2 22,6 17,6 15,4 13,3
3 20,8 16,1 12,5 10,9 9,4
4 12,5 9,7 8,5 7,3
5 10,2 7,9 6,9 6,0
6 6,7 5,8 5,1
7 5,8 5,1 4,4
8 5,1 4,5 3,9














1 2,4 3,8 6,6 9,4 14,2
Slika 9: Porazdelitev vodilnih ²tevk v razli£nih ²tevilskih sistemih
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4.8 Red velikosti podatkovnih mnoºic
Empiri£no lahko dokaºemo, da ima veliko podatkovnih zbirk iz vsakdanjega ºivlje-
nja logaritemsko porazdeljene vodilne ²tevke, pod pogojem, da imajo ²irok interval
podatkov oz. velik red velikosti podatkovne mnoºice.
Denicija 4.43. Podatkovne zbirke, ki imajo razliko logaritmov skrajnih podatkov-
nih vrednosti ve£jo kot 3, imajo ponavadi logaritemsko porazdeljene vodilne ²tevke.
Tej meri re£emo red velikosti (RV) podatkovne mnoºice in jo deniramo kot:
Red velikosti = log(XMax)− log(XMin) > 3, (4.2)
kjer je XMax najve£ja vrednost v podatkovni mnoºici in XMin najmanj²a.
Opomba 4.44. Podatkovna mnoºica se torej giblje na intervalu [XMin, XMax].
Denicija 4.45. Kvantil reda p je vsaka vrednost Xp, za katero velja:
P(X ≤ xp) ≥ p in P(X ≥ xp) ≥ 1− p.







Denicija 4.47. V podatkovni mnoºici imamo pogosto probleme z osamelci, ki
krivi£no pove£ajo interval podatkov in s tem pove£a red velikosti podatkov. Zato je
dobro, da si pogledamo tudi variabilni red velikosti, ki mora biti tudi ve£ji od 3, da
vodilne ²tevke zadostujejo logaritmi£nosti. Velja:
Variabilni red velikosti = log(X90%)− log(X10%) > 3,
kjer sta X90% in X10% 90 in 10 percentil podatkov.
Primer 4.48. Poglejmo si primera dveh intervalov:
(a) Podatki, ki so v ozkem intervalu npr. (80, 650) ne bodo imeli logaritemskih
vodilnih ²tevk, saj je razlika logaritmov log(650) − log(80) = 2, 81 − 1, 90 =
0, 91 < 3.
(b) Podatki, ki so v ²irokem intervalu npr. (5,17000), pa imajo skoraj vedno
logaritemske vodilne ²tevke, saj je razlika logaritmov log(17000) − log(5) =
4, 23− 0, 70 = 3, 53 > 3.
Iz obeh primerov lahko lepo vidimo, da ve£ji kot je podatkovni interval, ve£ stopenj
vodilnih ²tevk lahko izra£unamo. V (a) primeru imamo najve£ji test test 3. vodilne
²tevke, nakar v (b) primeru 5. vodilne ²tevke.
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4.9 Na£elo invariantnosti
Benfordov zakon je £udovit tudi v tem smislu, da velja v katerem koli merskem
sistemu enot in se ne ozira na to v kak²nih merskih enotah so podatki, ki jih ºelimo
preu£iti. Lahko so to metri, kilogrami, ljudje, evri ali kaj drugega. Tej lepi lastnosti
matemati£no re£emo invariantnost.
Denicija 4.49. Na£elo invariantnosti nam pove, da ne glede na to v katerem
merskem sistemu enot imamo dane podatke, bo slu£ajna spremenljivka enako po-
razdeljena.
Trditev 4.50. e je podatkovna mnoºica dovolj velika in ima zadosten red velikosti
ter posledi£no logaritmi£no porazdeljene vodilne ²tevke, potem £e podatke multipli-
kativno transformiramo s konstantno vrednostjo, se porazdelitev vodilnih ²tevk ne bo
bistveno spremenila.
Trditev 4.51. e na²i prvotni podatki ustrezajo Benfordovem zakonu, torej so vo-
dilne ²tevke logaritmi£no porazdeljene, potem lahko podatke spremenimo v katero
koli drugo mersko enoto in porazdelitev bo ²e vedno ostala logaritemska. Enako velja
tudi za podatke, ki niso logaritemski, po skaliranju tudi ne bodo.
Primer 4.52. Poglejmo si nekaj moºnih primerov:
• Na²i podatki so v evrih logaritemsko porazdeljeni pri vodilnih ²tevkah. e
jih spremenimo v ²vicarske franke, za prvi hip mislimo, da se bo porazdelitev
vodilnih ²tevk drasti£no spremenila. A temu ni tako. Zamenjava merske enote
torej ne vpliva na spremembo porazdelitve in bo ²e vedno logaritemska.
• e so podatki izraºeni v urah porazdeljeni logaritemsko, bodo enako porazde-
ljeni tudi, £e jih spremenimo v minute ali sekunde.
• e pa si pogledamo nek primer, kjer vodilne ²tevke podatkov niso logaritemsko
porazdeljene, npr. £love²ka teºa v kilogramih, potem ne bo logaritemska tudi,
£e jo spremenimo v britanske funte.
Trditev 4.53. Mera za red velikosti podatkov (formula 4.2) je invariantna.
Dokaz. Naj bodo podatki na intervalu I = (10A, 10B), potem je red velikosti (RV):
RV (I) = log(10B)− log(10A) = B − A.
e na²e podatke multiplikativno transformiramo s konstatno C, za novo nastalo
podatkovno mnoºico velja, da se nahaja na intervalu, ki ga ºe v tem koraku preo-
blikujemo za laºje nadaljne ra£unanje:
I2 = (C · 10A, C · 10B) = (10log(C) · 10A, 10log(C) · 10A) = (10A+log(C), 10B+log(C)).
Tako je nov red velikosti na intervalu I2:
RV (I2) = log(10
B+log(C)))− log(10A+log(C)) = (B+log(C))− (A+log(C)) = B−A.
Kljub multiplikativni transformaciji podatkov se red velikosti ni spremenil in zato
zanj res velja na£elo invariantnosti.
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4.10 Razvojni vzorec ²tevk
isto vsaka naklju£na podatkovna mnoºica ima svoje edinstveno gibanje vodilnih
²tevk oz. podpis, ki nam pove, kako se vodilne ²tevke gibajo na celotnem intervalu.
Tej lastnosti matemati£no re£emo tudi razvojni vzorec ²tevk.
Denicija 4.54. Razvojni vzorec ²tevk nam pokaºe edinstveno gibanje vodilnih
²tevk na podatkovni mnoºici. Najdemo ga s pomo£jo razbitja celotne podatkovne
mnoºice na ve£ podmnoºic, ki so znotraj intervalov z robnimi to£kami, ki so deseti²ke
potence, kot so (0,1, 1), (1, 10), (10, 100), itd.
Poglejmo si kak²en mora biti razvojni vzorec ²tevk za podatke, ki sledijo Ben-
fordovem zakonu. Podatke najprej razvrstimo v podmnoºice z robnimi to£kami, ki
so deseti²ke potence. Nato bi morali opaziti slede£e:
• Pri nizkih ²tevilih iz podatkovne mnoºice oz. na podmnoºicah z nizkimi dese-
ti²ko poten£nimi robnimi to£kami lahko opazimo, da so vodilne ²tevke dokaj
enakomerno porazdeljene in se pojavijo s pribliºno enakimi deleºi v podmno-
ºicah.
• Pri srednjih ²tevilih iz podatkovne mnoºice oz. na podmnoºicah z srednje
velikimi deseti²ko poten£nimi robnimi to£kami vidimo, da so vodilne ²tevke
porazdeljene zelo logaritemsko, torej nizke ²tevke se pojavijo precej ve£krat
kot visoke.
• Pri zelo visokih ²tevilih iz podatkovne mnoºice oz. na podmnoºicah z velikimi
deseti²ko poten£nimi robnimi to£kami, pa opazimo izjemno veliko naklonjenost
manj²im ²tevkam. Porazdelitev je izjemno neenakomerna.
Ko vse te odseke oz. podmnoºice zdruºimo spet v eno celoto, lahko opazimo loga-
ritmi£no porazdelitev vodilnih ²tevk, kakor nam jo narekuje Benfordov zakon.
Primer 4.55. Primer razvojnega modela ²tevk za podatkovno mnoºico, ki sledi
Benfordovemu zakonu:
Interval [L,R) [1,10) [10,100) [100,1000) [1000,10000) [10000,100000)
tevka 1 (%) 8,6 11,3 15,7 44,0 98,6
tevka 2 (%) 12,5 10,2 14,7 23,5 1,4
tevka 3 (%) 18,8 9,8 13,4 14,1 0,0
tevka 4 (%) 8,6 10,2 11,4 7,5 0,0
tevka 5 (%) 13,3 11,0 10,1 4,9 0,0
tevka 6 (%) 10,2 12,6 9,6 2,5 0,0
tevka 7 (%) 9,4 12,1 9,5 1,8 0,0
tevka 8 (%) 7,0 10,2 8,5 1,0 0,0
tevka 9 (%) 11,7 12,7 7,1 0,6 0,0
t. Podatkov 128 1250 8234 9741 72
% Podatkov 0,7 6,4 42,3 50,1 0,4
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5 Temeljni numeri£ni procesi
Mnogi so preu£ili razli£ne podatkovne mnoºice iz vsakdanjega ºivljenja in ugoto-
vili, da so njihove vodilne ²tevke skoraj vedno porazdeljene pribliºno logaritemsko.
V tem poglavju si bomo pogledali 4 razli£ne abstraktne numeri£ne procese, ki nas
pripeljejo do logaritemske porazdelitve ²tevk oz. do Benfordovega zakona v podat-
kovnih mnoºicah. Ti procesi so vzrok, zakaj imamo v realnih podatkovnih zbirkah
dejansko logaritemsko porazdeljene ²tevke. Razlog za logaritmi£nost je ravno v tem,
da mnoge podatkovne mnoºice sledijo tem procesom. Vsi 4 procesi nas vodijo do
istega logaritemskega podpisa ²tevk.
Procesi:
1. Proces slu£ajnih linearnih kombinacij
2. Proces zdruºevanja podatkovnih mnoºic
3. Proces naklju£nega izbora ²tevil
4. Multiplikativni proces
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5.1 Proces slu£ajnih linearnih kombinacij
Prvi proces, ki je glavni vzrok, zakaj imajo podatkovne mnoºice logaritemsko po-
razdeljene vodilne ²tevke, je proces slu£ajnih linearnih kombinacij.
Denicija 5.1. Naj bo X⃗ = [X1, X2, ..., Xn] vektor slu£ajnih spremenljivk, A⃗ =
[a1, a2, ..., an] vektor realnih ²tevil ter n ∈ N. Linearna kombinacija slu£ajnih spre-






ai ·Xi = a1X1 + a2X2 + ...+ anXn.
Primer 5.2. Poglejmo si nekaj konkretnih primerov iz vsakdanjega ºivljenja:
(a) Nakup v trgovini: Stranka bo kupila 1 televizijo za 750 e, 2 zvo£nika po 30
e na kos in 8 DVD-jev po 3 e na kos. Celotni nakup lahko zapi²emo kot
linearno kombinacijo med ceno in koli£ino izdelka:
Kon£ni znesek = 1 · 750 e+ 2 · 30 e+ 8 · 3 e = 834 e.
(b) Molska masa v kemi£nih spojinah: Za natrijev klorid NaHCO3 lahko vre-
dnost celotne mase spojine izra£unamo kot linearna kombinacija med ²tevilom
elementov in masa kemi£nega elementa:
Molska masa = 1 ·mNa + 1 ·mH + 1 ·mC + 3 ·mO.
Opomba 5.3. Najpogostej²i primer tega procesa v poslovnem svetu lahko najdemo
v ra£unovodskih podatkih o prihodkih podjetja, ki jih lahko dobimo s pomo£jo
seznama vseh ra£unov, ki so jih pla£ale stranke.
Trditev 5.4. Porazdelitev se bo pribliºevala logaritemski, ko bodo veljale vse slede£e
stvari:
1. elimo, da je n £imve£ji.
2. Vrednosti realnih ²tevil iz vektorja A⃗ morajo biti £imbolj raznolike in mora
obstajati velik razpon med najmanj²o in najve£jo vrednostjo (red velikosti £im
ve£ji).
3. Vektor X⃗ mora biti kar se da slu£ajen.
Posledica 5.5. Red velikosti (RV) podatkovne mnoºice in red velikosti cenika sta zelo
povezana. e je red velikosti cenika velik, potem je velik tudi red velikosti podatkovne
mnoºice.
Primer 5.6. Zgornjo trditev 5.4 in na²tete pogoje lahko interpretiramo na primeru
nakupa v trgovini kot:
1. Na ceniku trgovine moramo imeti £im ve£ izdelkov.
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2. Cene na ceniku morajo biti £imbolj raznolike in morajo imeti velik razpon med
najmanj²o in najve£jo ceno.
3. Koli£ine posameznih izdelkov morajo biti naklju£ne kakor se le da.
Opomba 5.7. Cenik obravnavamo kot mnoºico elementov, ki obi£ajno ni porazde-
ljena enakomerno, ampak imamo veliko izdelkov z niºjo vrednostjo in manj izdelkov
z zelo visoko. Torej npr. v trgovini imamo ve£ nizkocenovnih izdelkov, v praksi pa
velja tudi, da z nara²£anjem cene koli£ina pada.
Primer 5.8. Naredimo primer simulacije procesa za neko majhno trgovino, ki pro-
daja samo 8 izdelkov in imajo vsi enako verjetnost, da bodo kupljeni. Predposta-
vimo, da stranka kupi natanko dva (razli£na ali enaka) izdelka tj. iz cenika slu£ajno
izberemo dva izdelka. Koli£ino dveh izdelkov naj dolo£ita 2 po²teni kocki, vsak met
velja za en izdelek, padla ²tevilka na kocki pa nam pove kolik²no koli£ino izdelka bo
kupil tj. kupi lahko najmanj 1 in najve£ 6 kosov na izdelek.
• Cenik: {2,35, 3,45, 5,25, 7,50, 9,55, 10,25, 25,00, 35,00} e
• Kon£ni znesek = izdelek.1 · koli£ina.1 + izdelek.2· koli£ina.2
Simulacijo tega primera naredimo s pomo£jo Monte Carlo metode. Program vrºe
navidezno po²teno kocko in naklju£no izbere izdelek iz cenika. V tabeli lahko vidimo
prvih 10 nakupov v primeru simulacije, ki smo jo naredili v RStudiu.
1. izdelek 2. izdelek Skupaj
Cena e Koli£ina Znesek e Cena e Koli£ina Znesek e Skupaj e
2,25 1 2,25 10,25 2 20,50 22,75
35,00 3 105,00 35,00 5 175,00 280,00
4,75 3 14,25 25,00 1 25,00 39,25
25,00 4 100,00 4,75 4 19,00 119,00
4,75 5 23,75 7,75 4 31,00 54,75
7,75 5 38,75 7,75 3 23,25 62,00
3,25 4 13,00 2,25 6 13,50 26,50
10,25 4 41,00 10,25 6 61,50 102,50
3,25 1 3,25 9,50 2 19,00 22,25
2,25 1 2,25 10,25 6 61,50 63,75
e naredimo samo 20 simulacij, dobimo slede£o mnoºico porazdelitev prvih vo-
dilnih ²tevk: {35, 15, 0, 10, 5, 5, 15, 10, 5} %. Vidimo in vemo, da je vzorec 20
simulacij premajhen za raziskovanje. Zato pove£amo ²tevilo simulacij na 3000 in
dobimo slede£e rezultate petih simulacij:
• Simulacija 1: {29,40, 16,60, 12,23, 10,07, 9,03, 8,70, 6,53, 4,43, 3,00} %
• Simulacija 2: {28,60, 17,13, 11,93, 10,10, 9,23, 7,73, 6,97, 5,03, 3,27} %
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• Simulacija 3: {30,73, 17,33, 11,50, 8,43, 9,57, 8,00, 6,17, 4,90, 3,37} %
• Simulacija 4: {30,47, 17,43, 11,60, 9,57, 9,63, 7,40, 5,80, 4,57, 3,53} %
• Simulacija 5: {31,77, 17,00, 11,20, 9,23, 8,37, 7,77, 6,43, 4,63, 3,60} %
• Benfordov zakon: {30,1, 17,6, 12,5, 9,7, 7,9, 6,7, 5,8, 5,1, 4,6} %
Vidimo lahko, da je na² primer veliko bolj naklonjen nizkim vodilnim ²tevkam in je
podoben Benfordovemu zakonu, a vseeno porazdelitev ni £isto logaritemska, a ima
nek svoj edinstven podpis prvih ²tevk, ki ga dobimo, £e pogledamo povpre£je ve£ih
simulacij. Povpre£je 10000 simulacij in posledi£no edinstven podpis prvih ²tevk je:
{29,42, 17,01, 11,37, 10,34, 9,24, 7,90, 6,38, 4,99, 3,34} %. Zanimivo je tudi to, da
imamo v na²em ceniku samo en izdelek, ki se dejansko za£ne z ²tevko 1, kar je 12,5
% deleº, a ko simuliramo nakupe, se prva ²tevka pojavi skoraj 30 %. Izgleda, kot
da se Benfordov zakon kar prikrade.
Opomba 5.9. Gibanje vodilnih ²tevk oz. edinstven podpis ²tevk je izjemnega
pomena pri odkrivanju ponarejenih podatkih. Dobljene porazdelitve moramo nujno
primerjati s pri£akovanim Benfordovim in £e so odstopanja majhna, jih obravnavamo
zgolj kot slu£ajna, £e pa so odstopanja velika, pa nam to vzbudi sum, da so nekateri
podatki lahko tudi ponarejeni.
Primer 5.10. Predpostavimo, da imamo sedaj majhno trgovino, ki ima 6 izdelkov,
ki pa imajo zelo podobne cene. Enako kot v primeru 5.8 naklju£no izberimo 2
izdelka. Potem velja:
• Cenik: {17,75, 18,00, 20,50, 21,25, 25,00, 26,50}%
• Kon£ni znesek = izdelek.1 · koli£ina.1 + izdelek.2· koli£ina.2
• Porazdelitev vodilnih ²tevk: {61,0, 19,1, 1,2, 1,7, 1,9, 2,5, 4,6, 3,6, 4,5} %
• Benfordov zakon: {30,1, 17,6, 12,5, 9,7, 7,9, 6,7, 5,8, 5,1, 4,6} %
Vidimo, da rezultati sploh niso podobni Benfordovi porazdelitvi, zato je nujno po-
trebno, da so cene raznolike in imajo velik razpon med najve£jo in najmanj²o vre-
dnostjo.
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5.2 Proces zdruºevanja podatkovnih mnoºic
Denicija 5.11. Do logaritemske porazdelitve vodilnih ²tevk v podatkovnih mno-
ºicah, nas pripelje tudi zdruºevanje ve£ih malih podatkovnih mnoºic v eno ve£jo,
pri £emer mora veljati:
1. Podatkovne mnoºice se morajo za£eti z manj²imi ²tevili, ki se sorazmerno
pove£ujejo.
2. Podatkovne mnoºice se morajo prekrivati v za£etnih ²tevilih.
3. Podatkovne mnoºice morajo imeti razli£ne rede velikosti.
Denicija 5.12. Proces zdruºevanja podatkovnih mnoºic se nana²a na skupek so-
rodnih podatkovnih mnoºic, ki se nana²ajo na isti pojav ali meritev in nam v celoti
prina²ajo neko statisti£no sporo£ilo o tem pojavu. Torej ²tevila, ki so v zdruºeni
mnoºici so med seboj povezana in so si sorodna.
Primer 5.13. Poglejmo si primer 6 podatkovnih mnoºic razli£nih dolºin, ki jih
zdruºimo v eno:
• Mnoºica 1: {2,7, 3,1, 5,5}
• Mnoºica 2: {1,6, 4,7, 4,9, 6,0, 8,5}
• Mnoºica 3: {3,5, 3,9, 6,3, 7,0, 8,9, 9,8, 12,3}
• Mnoºica 4: {1,4, 4,2, 7,1, 7,5, 12,5, 16,8, 19,9, 20,4, 27,3}
• Mnoºica 5: {2,8, 4,8, 5,4, 5,9, 6,6, 13,3, 17,5, 27,7, 29,0, 33,3, 36,8}
• Mnoºica 6: {1,8, 3,7, 8,8, 9,0, 11,1, 16,4, 17,9, 18,8, 23,3, 29,1, 39,2, 45,8, 75,5}
• Zdruºena mnoºica: {1,4, 1,6, 1,8, 2,7, 2,8, 3,1, 3,5, 3,7, 3,9, 4,2, 4,7, 4,8, 4,9,
5,4, 5,5, 5,9, 6,0, 6,3, 6,6, 7,0, 7,1, 7,5, 8,5, 8,8, 8,9, 9,0, 9,8, 11,1, 12,3, 12,5,
13,3, 16,4, 16,8, 17,5, 17,9, 18,8, 19,9, 20,4, 23,3, 27,3, 27,7, 29,0, 29,1, 33,3,
36,8, 39,2, 45,8, 75,5}
Po hitrem pregledu vsake mnoºice posebej in njihovih vodilnih ²tevk, lahko opa-
zimo, da same po sebi sploh niso logaritemsko porazdeljene. Ko pa jih zdruºimo
v eno, pa so njihove vodilne ²tevke zelo lepo logaritemsko porazdeljene, s slede£o
porazdelitvijo:
• Porazdelitev vodilnih ²tevk zdruºene mnoºice: {27,1, 16,7, 14,6, 10,4, 6,3, 6,3,
8,3, 6,3, 4,2} %
• Benfordov zakon: {30,1, 17,6, 12,5, 9,7, 7,9, 6,7, 5,8, 5,1, 4,6} %
Vidimo zelo lepo prileganje in dejstvo, da zdruºena mnoºica sledi Benfordovem za-
konu in logaritmi£nosti vodilnih ²tevk.
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Opomba 5.14. Zakaj dejansko do tega pride? Glavni razlog je predvsem to, da smo
na samem za£etku dolo£ili, da se vse podatkovne mnoºice za£nejo z zelo majhnimi
²tevilkami in se sorazmerno pove£ujejo. Te mnoºice se potem delno prekrivajo, ko jih
zdruºimo v eno in se posledi£no manj²e vrednosti v zdruºeni mnoºici bolj zgo²£ene
in pogoste kakor pa velike, kar velja tudi za samo logaritemsko funkcijo, ki ima raje
nizka ²tevila kakor pa visoka.
Primer 5.15. Seveda pa ne moremo splo²no zagotoviti, da vsa zdruºevanja mnoºic
vodijo do logaritmi£nosti. Primeri, ko logaritmi£nost ne velja so:
• Zdruºevanje podatkovnih mnoºic, ki se stalno ²irijo in nikoli prekrivajo: npr:
{1,8, 4,7, 5,8}, {9,7, 13,3, 25,2}, {28,9, 38,5, 44,2}, {50,3, 78,7 , 102,6, 577,9}.
• Zdruºevanje podatkovnih mnoºic, ki so si zelo podobne in se nahajajo na
podobnem intervalu, npr: {1,5, 5,9, 9,3} , {2,1, 3,8, 7,7}, {2,4, 4,3, 8,6}, {1,1,
4,2, 7,9}, {3,6, 5,2, 7,5}.
Primer 5.16. Ta numeri£ni proces se zelo pogosto pojavi tudi v vsakdanjem ºi-
vljenju. Lep primer je zbiranje hi²nih ²tevilk na poljubnih ulicah. Iz vira [18] sem
dobila Excelovo datoteko, ki vsebuje seznam vseh ulic in pripadajo£ih hi²nih ²te-
vilk za posamezno £etrtno skupnost v Ljubljani v januarju 2013. Za analizo sem
si izbrala £etrtno skupnost Vi£ in naklju£no izbrala 20 ulic. Nato sem na podlagi
kriterija iz denicije 5.11 izbrala 10 ulic, ki bi bili primerni, da jih zdruºim v eno. V
tabeli lahko vidimo, katere ulice so vklju£ene v analizo, pripadajo£e hi²ne ²tevilke
in koliko hi²nih ²tevilk je v posamezni ulici. Za numeri£no analizo sem iz podatkov
odstranila hi²ne ²tevilke, ki se kon£ajo z £rkovno kon£nico (A, B itd.).
Ulica Hi²ne ²tevilke Vse
Boben£kova ulica 1,3,4,5,6,7,9,10,11,12,14,16,18 13
Finºgarjeva ulica 2,4,6,8,10,12 6
Glin²ka ulica 3,4,5,6,7,8,9,10,11,12,13,14,15,17,19 15
Hajdrihova ulica 2,4,8,11,13,15,16,17,18,19,20,24,26,28 14
Jadranska ulica 2,4,6,7,8,10,12,14,16,17,18,19,20,21,22,24,26 17
Postojnska ulica 3,4,5,6,7,8,10,11,12,14,15,16,17,18,19,20,21,22,23,25,27 21
Oraºnova ulica 1,2,3,4,5,6,7,8,9,10,11,13,15,17 14
Splitska ulica 2,3,4,5,6,10,11,12,13,15,16 11
Toba£na ulica 1,5 2
Vidmarjeva ulica 5,6,7,8,9,10,11,13,15,17,19,21,23,25 14
Porazdelitev vodilnih ²tevk 1-9 je {47,2, 16,0, 3,8, 6,6, 5,7, 6,6, 4,7, 5,7, 3,8} %.
eprav porazdelitev ni ravno natan£no logaritemska, je precej blizu le-te. Rezultati
so zelo dobri glede na majhnost podatkov. e pa bi poskusili izvesti test na ve£ih
podatkih in ve£ih £etrtnih skupnostih in vse zdruºili v eno, pa ne dvomim, da bi bili
rezultati ²e bolj²i.
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5.3 Proces naklju£nega izbora ²tevil
Tretji vzrok logaritmi£ne porazdelitve najdemo v naklju£nem izboru pozitivnih ²te-
vil, ki jih naklju£no izberemo iz razli£nih podatkovnih mnoºicah. e naklju£no
izberemo pozitivna ²tevila, ki jih naklju£no izberemo iz razli£nih podatkovnih mno-
ºicah, potem skupek vodilnih ²tevk naklju£nih ²tevil tvori Benfordov zakon.
Denicija 5.17. Proces naklju£nega izbora ²tevil deluje tako, da najprej izberemo
natanko eno pozitivno vrednost iz prve podatkovne mnoºice, nato drugo vrednost iz
druge podatkovne mnoºice in tako naprej. Pomembno je, da imamo veliko razli£nih
podatkovnih mnoºic, ki pa ni nujno, da so si vsebinsko sorodne. Ko iz vsake mnoºice
naklju£no izberemo vrednost, dobimo veliko me²anico ²tevil, ki so nepovezane med
seboj in se vsaka nana²a na svoj pojav ali meritev.
Primer 5.18. Kossovsky [11] je prikazal primer, kjer je izbral 90 naklju£nih ²tevilk
iz 90 razli£nih podatkovnih virov, kor so internet, £asopis, publikacije in strokovni
£lanki. Iz vsakega vira je izbral natanko eno pozitivno ²tevilo.
Slika 10: Naklju£nih 90 ²tevil iz naklju£nih virov (vir: [11])
Vsa ²tevila so si zelo razli£na, tudi razpon med najmanj²im in najve£jim ²tevilom
je velik, saj so bila ²tevila izbrana iz razli£nih nesorodnih podatkovnih mnoºic.
• Porazdelitev vodilnih ²tevk naklju£ne mnoºice: {24,4, 17,8, 12,2, 10,0, 11,1,
5,6, 8,9, 5,6, 4,4} %
• Porazdelitev Benfordovega zakona: {30,1, 17,6, 12,5, 9,7, 7,9, 6,7, 5,8, 5,1,
4,6} %
Vidimo, da porazdelitev vodilnih ²tevk naklju£ne mnoºice zelo blizu Benfordove in
posledi£no blizu logaritemske. e bi v na²o mnoºico vklju£ili ve£ naklju£nih ²tevil,
potem bi zagotovo pri²li do popolnega logaritemskega obna²anja.
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5.4 Multiplikativni proces
etrti proces, ki vodi v logaritemsko porazdelitev je multiplikativni proces, ki ga v
naravi najdemo v deterministi£ni ali slu£ajni obliki. Proces temelji na ponavljajo£em
se mnoºenju, upo²tevajo pa se tudi vmesni produkti, ki skupaj v limiti vodijo do
logaritemske porazdelitve.
Denicija 5.19. Multiplikativni proces v deterministi£ni obliki lahko zapi²emo kot
Xn = B · F n,
kjer je B osnova, F multiplikativni faktor in n ∈ N0 nenegativno celo ²tevilo.
Denicija 5.20. Multiplikativni faktor lahko zapi²emo kot




kjer je P stopnja rasti (v odstotkih) oz. P = 100 · (F − 1).
Opomba 5.21. Pri multiplikativnem procesu moramo upo²tevati, da ve£ji kot je
N, bolj skladna bo porazdelitev vodilnih ²tevk z Benfordovo, torej se bo pribliºevala
logaritemski.
Primer 5.22. tevilo 5 ºelimo ve£krat pomnoºiti z 4, torej imamo multiplikativni
proces Xn = 5 · 4n, kjer je n ∈ N0. Po zgornji ena£bi lahko izra£unamo, da je
stopnja rasti 300 %, kar je visoka stopnja rasti. Na²a naloga je sedaj, da pogledamo
vse spremenljivke X1, X2, ..., Xn, pogledamo njihove vodilne ²tevke in izra£unamo
porazdelitev vodilnih ²tevk:
• n=30: {19,4, 19,4, 19,4, 0,0, 22,6, 0,0, 0,0, 16,1,3,2} %
• n=500: {29,7, 17,6, 12,8, 9,4, 8,4, 6,6, 5,6, 5,4, 4,6} %
• Benfordov zakon: {30,1, 17,6, 12,5, 9,7, 7,9, 6,7, 5,8, 5,1, 4,6} %
Lepo se vidi, da ko ve£amo n, se porazdelitev vodilnih ²tevk resni£no pribliºuje
Benfordu in njegovi logaritmi£ni porazdelitvi.
Trditev 5.23. Za multiplikativni proces velja zveza med prvo in zadnjo vrednostjo:
XN = K ·X0,
kjer je XN zadnji element procesa, X0 prvi element in K konstanta.
Opomba 5.24. Za multiplikativne procese z nizko stopnjo rasti morata nujno veljati
dva pogoja, da se bo proces res pribliºeval Benfordu:
1. im ve£ji n.
2. V zvezi med prvo in zadnjo vrednostjo XN = K · X0 mora za konstanto K
veljati, da je £im bliºje deseti²ki potenci (10, 100 ...) oz. da mora biti razlika
eksponentne vrednosti zadnjega in prvega elementa £im bolj celo²tevilska.
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Primer 5.25. Poglejmo si primer 2. pogoja iz denicije 5.24:
X0 X0 kot 10I XN XN kot 10I Razlika eksp.
10 101 100 102 1
1 100 1000 103 3
25 101,398 2500 103,398 2
Opomba 5.26. Visoke stopnje rasti so tiste, ki so nad 50 %. Pri multiplikativnih
procesih z visoko stopnjo rasti pa 2. pogoja ni treba upo²tevati, ker tako hitra rast
zelo hitro preseºe deseti²ko potenco in zato nimamo teºav.
Opomba 5.27. e po²ljemo n → ∞ in je n ve£ji od kar nekaj deseti²kih potenc,
potem se lahko 2. pogoj v deniciji 5.24 pozabi tako pri procesih z nizko ali visoko
stopnjo rasti, saj bo ²e tako velik n poskrbel, da nihanja med porazdelitvami izginejo
in se bo celotna porazdelitev lepo pribliºala logaritemski.
Primer 5.28. Poglejmo si multiplikativen proces z nizko stopnjo rasti. Naj bo
proces Xn = 10·1, 03n, n ∈ N0, kjer je osnova 10, stopnja rasti 3 % in multiplikativni
faktor 1,03. Po deniciji 5.24 vemo, da £e se ºelimo pribliºati Benfordu, potem
moramo imeti velik n in primeren K = XN/10. Ker pa mora veljati, da je K zelo
blizu deseti²ki potenci, bo to le takrat, ko bo XN enak neki deseti²ki potenci.
Poglejmo si 6 razli£nih porazdelitev vodilnih ²tevk, za razli£ne n in njihov zadnji
element XN :
n Porazdelitev (%) XN XN ≈ 10I
49 {49,0, 28,6, 18,4, 4,1, 0,0, 0,0, 0,0, 0,0, 0,0} 41,3 ne
79 {31,6, 17,7, 11,4, 10,1, 7,6, 6,3, 6,3, 5,1, 3,8} 100,3 da
132 {36,4, 21,2, 13,6, 11,4, 4,5, 3,8, 3,8, 3,0, 2,3} 480,5 ne
157 {31,2, 17,8, 11,5, 10,2, 7,6, 6,4, 6,4, 5,1, 3,8} 1006,0 da
208 {34,6, 19,7, 13,5, 10,1, 5,8, 4,8, 4,8, 3,8, 2,9} 4542,6 ne
391 {30,9, 17,1, 12,3, 10,2, 7,7, 6,4, 6,1, 5,1, 4,1} 1015120,6 da
Opazimo lahko, da kadar je zadnji element XN blizu deseti²ki potenci, so po-
razdelitve res lepo logaritemske po Benfordu, sicer ne. Tako smo se na primeru
prepri£ali, da je ta pogoj res zelo pomemben.
Primer 5.29. Na primeru si ²e malo bolj podrobno poglejmo, zakaj moramo lo£eno
obravnavati vrste z nizko in visoko stopnjo rasti, £e n ̸→ ∞.
Pogledali si bomo primer obrestnega obrestovanja, kjer opazujemo vrednost glavnice
G0, ki je vloºena na p % obrestno obrestovanje z letnim pripisom obresti. Splo²na
formula za obrestno obrestovanje je:
Gn = G0 · rn,
kjer je r = 1 + p/100.
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1. Nizka stopnja rasti
Poglejmo si primer 9 % stopnje rasti, kjer je vrednost glavnice G0=1000 e.
S pomo£jo splo²ne formule in grafa lahko ugotovimo, da ta proces rabi pribliºno
9 let, da preseºe 2000 e, nato pa se postopoma pove£uje in pri pribliºno 27
letih preseºe 10000 e. Torej v teh 27 letih, ki lahko predstavlja neko obdobje,
kjer doseºemo vseh 9 vodilnih ²tevk, je bila kar 9/27 let oz. 1/3 obdobja
vodilna ²tevka 1.
Manj²a kot je ²tevilka, manj jo multiplikativni faktor pove£a, in zato vidimo,
da se v za£etnih letih po£asneje pove£uje znesek, ker je osnova manj²a in
imamo veliko ²tevk z vodilnimi ²tevkami 1, nakar pri visokih letih in ºe velikih
zneskih, se novi znesek mo£no dvigne.
Slika 11: 9 % rast v 26 letih
Slika 12: 9 % rast v 100 letih
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2. Visoka stopnja rasti
Poglejmo si primer 300 % stopnje rasti, kjer je vrednost glavnice G0=1000 e.
S pomo£jo splo²ne formule in grafa lahko ugotovimo, da ta proces ºe v prvem
letu doseºe 4000 e in ºe po pribliºno 23 letih preseºe 10000 e. Take stopnje
rasti se zelo naklju£no gibajo po vodilnih ²tevkah skozi leta.
Slika 13: 300 % rast v 80 letih
Iz vseh treh slik v tem primeru lahko vidimo, da imamo razli£ne periode £asa. A
tudi £e bi vzeli ve£je periode, bi videli, da sta oba primera bolj naklonjena nizkim
²tevkam.
Opomba 5.30. Do sedaj smo si pogledali le deterministi£ne multiplikativne procese,
pri katerih smo sami dolo£ili multiplikativni faktor in s tem stopnjo rasti.
Denicija 5.31. Slu£ajni multiplikativni procesi so procesi, pri katerih za£etno
poljubno slu£ajno ²tevilo pomnoºimo z drugim slu£ajnim ²tevilom. Postopek pona-
vljamo in £e imamo zadosti ponovitev, spet pridemo do logaritmi£ne porazdelitve.
Opomba 5.32. Pri slu£ajnem multiplikativnem procesu ni pomembno, kako so
porazdeljene slu£ajne spremenljivke; lahko so porazdeljena normalno, enakomerno,
eksponentno ali kako druga£e. Pomembno je le to, da proces uporablja zaporedno
mnoºenje, skupek vmesnih produktov pa nato obravnavamo kot en velik podatkovni
niz.
Primer 5.33. Primer slu£ajnega multiplikativnega procesa je npr. nek proces, ki
raste 435 % hitro v prvem letu, 2 % po£asi v drugem letu, 17 % zmerno v tretjem
letu itd.
Multiplikativni procesi so pomemben del Benfordovega zakona, a ga vseeno v
celoti ne razlagajo. V vsakem primeru pa mu dodajo ²e eno dimenzijo in pripomore
pri krepitvi zakona skupaj z vsemi procesi, ki smo jih sedaj spoznali.
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6 Testiranje Benfordovega zakona
Benfordov zakon je verjetnostni zakon. Spra²ujemo se, kak²no je lahko najve£je
odstopanje neke porazdelitve od teoreti£ne Benfordove, da podatki ²e vedno sle-
dijo Benfordovem zakonu. Zavedati se moramo, da realni podatki nikoli ne bodo
popolnoma sledili tej porazdelitvi, a vseeno ºelimo, da so odstopanja minimalna.
Uporabili bomo statisti£nime teste in mere.
6.1 Test Z
Test Z spada med teste zna£ilnosti, ki testira posamezno ²tevko ali kombinacijo po-
sebej, lo£eno od ostalih. Rezultat testa nam za izbrano ²tevko ali kombinacijo pove,
ali je skladna z Benfordovim zakonom ali pa odstopa in je sumljiva.
Ni£elna hipoteza H0 pravi, da podatki sledijo Benfordovemu zakonu za dolo£eno
²tevko ali kombinacijo, ki jo testiramo.
Pri tem testu zelo nadzorno vidimo, katera ²tevka oz. kombinacija je problema-
ti£na in katera ne oz. katera sledi Benfordu in katera ne.
e ºelimo testirati dolo£eno prvo vodilno ²tevko, potem lahko testiramo ²tevko,
ki jo izberemo od 1 do 9, pri vi²jih vodilnih ²tevkah od 0 do 9, pri kombinaciji prvih
dveh ²tevk od 10 do 99 in pri kombinaciji zadnjih dveh ²tevk od 00 do 99.
Za testiranje ni£elne hipoteze za dolo£eno ²tevko oz. kombinacijo d, uporabimo
testno statistiko:
Zd =









• Ed = pri£akovani teoreti£ni Benfordov deleº vodilne ²tevko oz. kombinacije d
(npr. Ed = log(1 + 1/d) za zakon prvih vodilnih ²tevk),
• Od = opazovan deleº iz na²e podatkovne mnoºice, za vodilno ²tevko oz. kom-
binacijo d,
• N = ²tevilo opazovanih vrednosti,
• sdd = Standardni odklon deleºa opazovanih ²tevk oz. kombinacij d od pri£a-
kovanih; sdd =
√︁
Ed · (1− Ed)/N .
Ni£elno hipotezo bomo pri 5 % stopnji zna£ilnosti zavrnili, £e je absolutna vrednost
Zd ve£ja od 1,96, kar je mejna vrednost za N(0, 1).
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6.2 Test hi-kvadrat
Test Hi-kvadrat spada med splo²ne teste, ki testira vse ²tevke ali kombinacije v po-
datkovni mnoºici v celoti in jih primerja z Benfordovo.
Ni£elna hipoteza H0 pravi, da podatki sledijo Benfordovemu zakonu za vse ²tevke
ali kombinacije.
Ker je to splo²ni test, nam zavrnitev ni£elne hipoteze ne poda nobene dodatne
informacije, katera ²tevka ali kombinacija je problemati£na in katera ne. Pove nam
zgolj splo²no mnenje o vseh skupaj.
Za testiranje ni£elne hipoteze uporabimo testno statistiko:







• Ei = pri£akovani teoreti£ni Benfordov deleº za i-to vodilno ²tevko oz. kombi-
nacijo iz intervala ²tevk,
• Oi = opazovan deleº iz na²e podatkovne mnoºice za i-to vodilno ²tevko oz.
kombinacijo iz intervala ²tevk,
• N = ²tevilo opazovanih vrednosti v podatkovni mnoºici,







Zakon prve vodilne ²tevke 1-9 9 8 15,51
Zakon druge vodilne ²tevke 0-9 10 9 16,92
Kombinacija prvih dveh ²tevk 10-99 90 89 112,02
Kombinacija zadnjih dveh ²tevk 00-99 100 99 123,23
Ni£elno hipotezo H0 zavrnemo pri 5 % stopnji zna£ilnosti, £e je vrednost testne
statistike ve£ja od kriti£ne vrednosti pri stopinjah prostosti SP = RD − 1.
Pri tem testu imamo spet manj²e teºave s ²tevilom opazovanih vrednosti N. e
je N majhen in porazdelitev ni lepa logaritemska, potem testna statistika hi-kvadrat
v ve£ini primerih ne bo zavrnila ni£elne hipoteze. e pa imamo zelo velik N in pa
lepo porazdeljene logaritemske podatke, potem se vseeno zna kdaj zgoditi, da bo
hipoteza zavrºena, £eprav ne bi smela biti. Zato moramo biti res pozorni, da test
hi-kvadrat uporabimo na resni£no slu£ajnih podatkih in vzorcih. Na takih mnoºicah
potem tudi velika velikost vzorca N ne bo problemati£na, £eprav je splo²no mi²ljeno,
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da je test problemati£en za velike N.
Test hi-kvadrat pa lahko zapi²emo tudi malo druga£ni obliki: Naj bo Oi = NOi/N
in Ei = NEi/N , kjer NEi in NOi predstavljata teoreti£no in opazovano ²tevilo i-to
vodilno ²tevko oz. kombinacijo iz intervala ²tevk, in ne deleºa! Potem lahko na²o
testno statistiko zapi²emo kot:





















e pri tem testu dobimo velika odstopanja od logaritemske pri velikem N, potem
to nakazuje na morebitno napako, nezadovoljiv postopek vzor£enja ali pa je to res
podatkovna prevara.
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6.3 Odstopanje vsote kvadratov
Radi bi imeli neko speci£no mero, ki bi nam povedala, kak²no je odstopanje opa-
zovanih deleºev ²tevk od teoreti£nih Benfordovih.
Denicija 6.1. Odstopanje vsote kvadratov (SSD) je mera, ki je neodvisna od
²tevila opazovanj N , in nam pove, kolik²no je odstopanje opazovanih deleºev ²tevk
od teoreti£nih Benfordovih oz. kako so opazovani deleºi ²tevk oddaljeni od logaritma.




(O%d − E%d )2,
kjer je RD ²tevilo relevantnih ²tevk v posameznem zakonu vodilnih ²tevk, E%d in
O%d pa predstavljata teoreti£ni in opazovani odstotek ²tevk oz. kombinacij d (npr.
E%d = 100 · log(1 + 1/d) za zakon prvih vodilnih ²tevk)
Opomba 6.2. Odstopanje vsote kvadratov lahko ena£imo tudi z vsoto kvadratov
napake v regresijski analizi.
Zapi²imo sedaj ena£bo SSD v malo druga£ni obliki, z namenom, da jo bomo lahko
primerjali z hi-kvadrat statistiko. DenirajmoO%d = 100·Od in E%d = 100·Ed, kjer Ed





(100 ·Od − 100 · Ed)2 =
RD∑︂
d=1




Vidimo, da je ta oblika zelo podobna testni statistiki hi-kvadrat, le da ta izraz ni
odvisen od N in da ga ni treba deliti z deleºem teoreti£nih ²tevk. Prav zaradi te
neodvisnosti od N, je SSD poseben v tem smislu, da dobimo enak zaklju£ek ne glede
na ²tevilo opazovanih elementov.
SSD primerjamo med razli£nimi podatkovnimi mnoºicami, in potem s primerjavo
ugotovimo, katera se najbolj prilega Benfordovi porazdelitvi - tista, ki ima najmanj²i
SSD. Pomagamo pa si lahko tudi s spodnjo tabelo, ki jo je Kossovsky [11] navedel kot
najbolj²e merilo, za ugotavljanje prilagajanju Benfordovemu zakonu, torej kak²ne so










Zakon prve vodilne ²tevke <2 2-25 25-100 >100
Zakon druge vodilne ²tevke <2 2-10 10-50 >50
Komb. prvih dveh ²tevk <2 2-10 10-50 >50
Komb. zadnjih dveh ²tevk <4 4-40 40-100 >100
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Opomba 6.3. SSD primerjamo med razli£nimi podatkovnimi mnoºicami, ni pa
priporo£ljivo, da primerjamo med testi znotraj iste podatkovne mnoºice in njihovo
vrednost SSD. S pomo£jo testov in njihovih SSD samo ugotovimo v kolik²ni meri se
prilegajo Benfordu, ne pa kateri test da bolj²e rezultate na podlagi njegove vrednosti,
saj ºe iz same tabele lahko vidimo, da se mejne vrednosti med seboj razlikujejo.
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6.4 Savillova regresijska mera
Nov pristop za primerjavo Benfordovega zakona z na²imi podatki pa je leta 2006
predlagal Adrian Saville.
Denicija 6.4. Savillova regresijska mera s pomo£jo linearnega regresijskega mo-
dela primerja razmerje med opazovanim in teoreti£nim deleºem prvih vodilnih ²tevk.
Zapi²emo in ponazorimo ga lahko z enostavnim linearnim regresijskim modelom
Y = b ·X + a,
kjer neodvisna spremenljivkaX predstavlja teoreti£ni Benfordov deleº, odvisna spre-
menljivka Y predstavlja opazovan deleº, parameter b naklon premice in parameter
a prese£i²£e z ordinato.
Opomba 6.5. Algoritem ni odvisen od N in se osredoto£a res samo na deleºe ²tevk.
Slika 14: Savillova regresijska mera
Opomba 6.6. Ker primerjamo deleºe ²tevk na podatkovnih mnoºicah, potem ima-
mo na grafu RD ²tevilo to£k za posamezno podatkovno mnoºico in izbrani test.
Trditev 6.7. Premica Y = X predstavlja idealno Benfordovo premico.
Trditev 6.8. Savillova regresijska mera se uporablja predvsem kot merilo za asi-
metrijo in se osredoto£a na primerjanje naklona premice opazovane mnoºice (b) z
naklonom Benfordove premice, ki pa ima naklon 1. Za opazovane mnoºice velja, da
£e je naklon:
• b ∼ 1: premica lepo sledi Benfordovi porazdelitvi in logaritmi£nosti ²tevk.
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• b < 1: premica je bolj poloºna od Benfordove in na²a podatkovna mnoºica
je bolj naklonjena manj²im ²tevkam in manj ve£jim ²tevkam, kakor pa pri
Benfordu.
• b > 1: premica je bolj strma od Benfordove in na²a podatkovna mnoºica je bolj
naklonjena vi²jim ²tevkam in manj manj²im ²tevkam, kakor pa pri Benfordu.
Opomba 6.9. Upo²tevali bi lahko tudi kriterij, da mora biti prese£i²£e z ordinato
zelo blizu 0, a Kossovsky [11] pravi, da ta pogoj lahko zanemarimo, saj ni tako
pomemben kot naklon.
Pri tem algoritmu ne moremo eksaktno dolo£iti, kolik²na je ²e dovoljena razlika
med nagibi, da je podatkovna mnoºica ²e v skladu z Benfordovim zakonom.
Zgodi se lahko tudi, da na opazovani podatkovni mnoºici dobimo idealen nagib 1, a
ni nujno, da so podatki logaritemski, saj so lahko zelo razpr²eni okoli svoje regresij-
ske premice. Zato je nam sluºi Savillova mera zgolj kot merilo, ki primerja Savilleve
naklone premice in nam pove, ali so porazdelitve opazovane podatkovne mnoºice
bolj ali manj naklonjene nizkim ali visokim ²tevkam, v primerjavi s teoreti£nimi
Benfordovimi naklonjenostmi.
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6.5 Test ponavljajo£ih vrednosti
Test ponavljajo£ih vrednosti je preprost dopolnilni test, ki preveri, kolikokrat se
dolo£ena vrednost v podatkovni mnoºici pojavi.
Ta test je bistven pri analizi, ki odkriva nepravilnosti v podatkih, saj nam lahko
pomaga pri prepoznavanju zna£ilnih koli£in, ki nam morebiti povzro£ijo skoke na
grah. Osredoto£imo se torej na tiste podatke, ki se zelo pogosto pojavljajo v po-
datkovni mnoºici in jih sku²amo razumeti, vrednosti, ki pa se ne ponovijo velikokrat,
pa v tem testu niti ne gledamo.
e se neko ²tevilo pogosto pojavi, lahko pomeni, da ima podjetje nekaj zelo pri-
ljubljenih izdelkov ali pa ljudje pogosto kupujejo podobne izdelke skupaj, lahko pa
se tudi zgodi, da so te ²tevilke izmi²ljene, in goljuvi ra£unovodja ni imel domi²ljije
in £asa pri kreiranju novih cifer in jih je podzavestno ponavljal.
Ta test bi prav pri²el tudi pri preverjanju ponarejenih podatkov za neko dalj²e
£asovno obdobje, saj £e goljuf npr. vsako leto ponaredi nekaj podatkov, si zagotovo
ne zapomni, katere je uporabil v preteklih letih, in bo tako skoraj zagotovo ponavljal
iste vrednosti.
Primer 6.10. Poglejmo si prvih 5 najve£krat ponavljajo£ih se zneskov v primeru,








6.6 Metoda odkrivanja razvojnega vzorca ²tevk
Pogledali si bomo, na kak²en na£in lahko odkrijemo razvojni vzorec ²tevk v po-
datkovnih mnoºicah. Vsaka mnoºica ima namre£ svoj lasten in edinstven podpis
oz. gibanje ²tevk, ki edinstveno opisuje vrednosti v podatkovni mnoºici. Razvojni
vzorec ²tevk je zelo pomemben pri odkrivanju sumljivih podatkov, saj lahko z nje-
govo pomo£jo ugotovimo, ali so podatki sumljivi ali ne. Ta stvar se odli£no obnese
tudi, ko se goljuf zaveda Benfordovega zakona in podatke ponaredi tako, da vseeno
sledijo zakonu, a v ozadju zagotovo ne ve, da lahko stvar preverimo tudi s pomo£jo
razvojnih testov.
Za odkrivanje razvojnega modela ²tevk sledimo naslednjim korakom:
1. korak: Za odkrivanje razvojnega modela moramo v prvem koraku na²o podat-
kovno mnoºico razbiti na ve£ podmnoºic, ki se gibajo na intervalu, ki ima za
mejni vrednosti dve sosednji deseti²ki potenci. Intervali morajo biti polodprti
[L, R), da res zajamemo vse to£ke in poskrbimo, da ne pride do prekrivanj.
2. korak: Ko je mnoºica lo£ena na podmnoºice, potem v vsaki izra£unamo poraz-
delitev prvih vodilnih ²tevk.
3. korak: V dobljeni preglednici z vsemi intervali in deleºi dodamo ²e podatek,
kolik²en deleº podatkov je v posameznem intervalu. Ponavadi imamo zelo
majhen deleº podatkov na za£etnih in kon£nih intervalih, v osrednejm delu pa
se nahaja ve£ina podatkov.
4. korak: Pogledamo si podatek, kolik²en deleº podatkov se nahaja na posame-
znem podintervalu. e ima kak podinterval manj kot 0,1 % skupnih podatkov,
ga lahko mirno izklju£imo iz analize, saj so to neke vrste osamelci in se jim
ºelimo izogniti. Ponavadi so taki podintervali £isto na za£etku ali na koncu.
Natan£no pa si moramo pogledati tudi tiste podintervale, ki imajo manj kot 0,5
% skupnih podatkov in natan£no pogledati njihovo porazdelitev, ali je tipi£na
glede na to v katerem podintervalu se nahajamo. Po odstranitvi le-teh se laºje
osredoto£imo na te, ki so ostali, zelo pomembno pa je, da le-te obravnavamo
enakovredno med seboj, ne glede na njihov deleº skupnih podatkov.
5. korak: Sedaj se bomo osredoto£ili na odstopanja med na²o podatkovno mnoºico
in Benfordovim zakonom, s tem namenom ºelimo denirati neka natan£na
numeri£na merila asimetrije.
(a) Prvo merilo asimetrije je podano kot razlika vsote opazovanih deleºev
²tevke 1 in 2 ter vsote teoreti£nih Benfordovih deleºev za ²tevko 1 in 2.
Imenujemo jo preseºek vsot ²tevk (ES12) , kjer je
ES12 ∈ [−47, 7%, 52, 3%]





2 ]− [E%1 + E%2 ],
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kjer je O%i opazovan deleº ²tevke i v odstotikih in E
%
i teoreti£ni oz. Ben-
fordov deleº ²tevke i v odstotkih. Ker gledamo zakon prvih vodilnih
²tevk, potem vemo, da je
[E%1 +E
%






)] = [30, 1%+17, 6%] = [47, 7%],





2 ]− [47, 7%].
e je ES12 > 0, pomeni, da je deleº opazovanih ²tevk 1 in 2 ve£ji kakor
teoreti£ni, sicer je manj²i.
Zakaj pa se osredoto£amo samo na ES12 torej na razlike cifer 1 in 2? e
v poglavju 4.5 smo pojasnili, da se drºimo na£ela, da sta ²tevki 1 in 2
nizki, ostale pa visoke. Prav zaradi tega je izraz ES12 tako deniran, saj
se res osredoto£amo samo na nizke ²tevke, ki so pri Benfordovem zakonu
klju£ne.









kjer je Od opazovani deleº vodilne ²tevke d ter Ed teoreti£ni Benfordov
deleº vodilne ²tevke d.
Velja slede£e:
• e SPD=0, potem podatkovna mnoºica popolnoma sledi Benfordo-
vemu zakonu.
• e SPD>0, potem so opazovani podatki bolj naklonjeni nizkim ²tev-
kam kot pri Benfordu.
• e SPD<0, potem obstaja ve£ moºnih razlag:
 Opazovani podatki so manj naklonjeni nizkim ²tevkam kot pri
Benfordu.
 Deleºi vodilnih ²tevk so enakomerno porazdeljeni.
 Visoke ²tevke imajo ali zelo velike deleºe ali pa imajo zelo po-
dobne deleºe kot nizke ²tevke.
(c) Tretje merilo asimetrije pa je analiziranje naklona premice v Savillovi
regresijski meri, ki smo jo spoznali v poglavju 6.4, ki je dale£ najbolj
elegantno merilo asimetrije nad Benfordom. V njej se tudi ni potrebno
spra²evati, katere so nizke in visoke ²tevke, zato je v tem koraku to naj-
bolj²a mera asimetrije.
6. korak: V na²o preglednico vstavimo nova merila: ES12, SPD in naklon Savilleve
















tevka 1 (%) 14,8 5,3 19,1 37,3 46,0 62,9
tevka 2 (%) 7,4 8,1 17,4 19,7 20,2 17,6
tevka 3 (%) 3,7 7,0 13,6 11,6 10,9 6,0
tevka 4 (%) 7,4 9,2 11,5 8,6 6,4 4,1
tevka 5 (%) 7,4 11,5 9,9 6,3 5,8 3,0
tevka 6 (%) 14,8 13,9 8,8 5,3 3,8 3,0
tevka 7 (%) 7,4 13,9 7,6 4,3 2,8 1,5
tevka 8 (%) 14,8 17,0 6,1 4,0 2,3 1,1
tevka 9 (%) 22,2 14,1 6,0 2,9 1,7 0,7
ES12 (%) -25 -34 -11 9 19 33
SPD -7,3 -8.2 -2,0 1,8 3,5 5,7
Saville naklon -0,1 -0,4 0,5 1,3 1,7 2,3
% Podatkov 0,14 5,5 42,0 37,3 13,6 1,4
7. korak: ES12 pa bi radi bolje preu£ili na grafu, saj £e opazimo nara²£ujo£ trend,
potem bo jasno, da se asimetrija pove£a, ko se premaknemo na desne podin-
tervale. Pomagamo si lahko kar z enostavno linearno regresijo, pri kateri se
bomo osredoto£ili na nagib premice, ki tudi predstavlja razvojni vzorec ²tevk.
Pri tej regresijski analizi bo ES12 odvisna spremenljivka in Ni neodvisna spre-
menljivka, kjer je Ni indeks podintervala (npr. 1 za [1,10), 2 za [10,100) itd).
Zadnji indeks Ni naj bo L.
Potem velja izraz: ESi12 = b ·Ni + a, kjer je b naklon premice in a prese£i²£e
z ordinato.
Slika 15: Razvojna premica
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Na zelo podoben na£in lahko preu£imo tudi ostali dve meri, SPD in Savillev
naklon, ki ju enako upo²tevamo kot odvisni spremenljivki.
8. korak: Sedaj, ko imamo na²e regresijske premice (ES12, SPD) oz. razvojne pre-
mice za prve vodilne ²tevke, lahko pogledamo kriterije oz. teste, ki jih mora
podatkovna mnoºica prestati za doseganje razvojnih testov. e katerikoli kri-
terij ni izpolnjen, potem lahko postanemo sumljivi glede na²ih podatkov, saj
niso prestali razvojnih testov.
Test 1 in 2 se navezujeta na podatke, ki upo²tevajo zakon prve vodilne ²tevke.
i. Test 1 Pri prvem testu se osredoto£imo samo na robni Ni to£ki. Preveriti
ºelimo, dali razvojna premica nara²£a. V tem koraku preverimo, ali je
skrajna leva to£ka na regresijski premici (pri ES12: ES112 = b · 1 + a)
dovolj pod 0 in ali je skrajna desna (pri ES12: ESL12 = b · L + a) dovolj
nad 0. Veljati morajo naslednji kriteriji:
ES112 < −25% in ESL12 > 25%,
SPD1 < −4 in SPDL > 5.
ii. Test 2 Pri drugem testu se osredoto£imo tako na robne kot osrednje to£ke
Ni. S tem testom moramo potrditi, da premica nara²£a tudi na osrednjem







Zaradi bolj²ega razumevanja smo se zaenkrat osredoto£ili samo na teste pri
zakonu prve vodilne ²tevke, na podoben na£in pa se lahko navezujemo tudi na
vi²je rede.
e uporabimo zakon druge vodilne ²tevke, potem na enak na£in razbijemo
mnoºico na intervale z sosednjimi deseti²kimi poten£nimi vrednostmi in po-
gledamo deleºe ²tevk v vsakem podintervalu. e v poglavju 4.5 smo pojasnili,














4 ]− [E%0 + E%1 + E%2 + E%3 + E%4 ],
kjer so O%i opazovani deleºi druge vodilne ²tevke i v odstotkih in E
%
i teoreti£ni









4 ] = [54, 7%],
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4 ]− [54, 7%].









iii. Test 3 Test 3 je zelo podoben testu 1, le da se sklicuje na zakone drugih
vodilnih ²tevk, zato morajo nujno veljati naslednji kriteriji:
ES
(2)1





1 < −1, 0 in SPD
(2)
L > 1, 0.
iv. Test 4 Test 4 je podoben testu 2, le da se sklicuje na zakone drugih
vodilnih ²tevk. Veljati morata naslednja kriterija:
L∑︂
i=1
|ES(2)i04 | > 15%,
L∑︂
i=1
|SPD(2)i | > 3.
Zaklju£ni korak: e so vsi koraki in testi uspe²no opravljeni, potem smo lahko
zelo zadovoljni, saj je podatkovna mnoºica uspe²no prestala razvojne teste,
kar nam sporo£a, da se podatki lepo prilegajo Benfordu in da so verodostojni




e v uvodu smo omenili, da je Benfordov zakon zelo uporaben s stali²£a odkriva-
nja nepravilnosti v podatkovni mnoºici. Postopek za odkrivanje prevar temelji na
primerjavi porazdelitve vodilnih ²tevk na nan£nih podatkih z Benfordovim zako-
nom. Kjer so odstopanja prevelika, postanejo podatki sumljivi in jih je treba bolj
podrobno analizirati.
To idejo je leta 1972 kot prvi razvil Hal Varian [23], takrat ²e ²tudent ekonomije in
matematike, trenutno pa glavni ekonomist pri Googlu. Predlagal je, da se Benfor-
dov zakon uporabi tudi v praksi pri nan£nih in ekonomskih podatkih in preverjanju
njihovih resni£nosti ter pravilnosti. Torej, £e podatki sledijo Benfordovemu zakonu,
potem so resni£ni in pravilni, sicer vzbudijo sum, da so lahko izmi²ljeni, ponarejeni
in jih je treba temeljito preveriti.
Kasneje je Charles Carslaw [2] prvi objavil £lanek o uporabi Benfordovega zakona
pri odkrivanju goljuj pri nan£nih in ra£unovodskih izkazih. Uporabljal je pred-
vsem zakon druge vodilne ²tevka in na podlagi le-tega dokazoval pristranskosti pri
podatkih o zasluºkih.
Leta 1995 pa je Theodore Hill [9] v svojem £lanku zapisal matemati£ni dokaz za
preverjanje Benfordovega zakona v primeru velike zbirke porazdelitev nan£nih po-
datkov.
Benfordov zakon naj bi danes uporabljalo veliko dav£nih organov po celem svetu
za odkrivanje podatkovnih prevar.
7.2 Vzroki podatkovnih prevar
Poglejmo si nekaj primerov, zakaj bi nekdo ponaredil podatke in zakaj se posledi£no
Benfordov zakon poru²i:
• Podjetje si ºeli pove£ati prihodke in dobi£ek, da bi podjetje izgledalo bolj
nan£no stabilno in s tem imelo dober vpliv na investitorje. e npr. podjetje
z namenom zaokroºi dobi£ek 984 532 e, na 1 003 000 e, vidimo, da se deleº
vodilnih ²tevk spremenil, in se bo pojavil preseºek pri prvi vodilni ²tevki 1, in
drugi vodilni ²tevki 0.
• Podjetje si ºeli zmanj²ati stro²ke in prihodke z namenom, da bi bilo manj
obdav£eno. Iz 1 003 000 e ponaredi na 984 532 e. Tu se zgodi ravno obratno,
deleº 1 kot vodilnih ²tevk in 0 kot drugih vodilnih ²tevk se bo zmanj²al in
pove£al deleº 9 (in 8) kot prvih (in drugih) vodilnih ²tevk.
Zato je zelo pomembno, da se nadzorne sluºbe tega zavedajo in s pomo£jo statisti-
kov to teºavo tudi re²ijo in jo analizirajo.
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Oseba, ki ponareja podatke, se skoraj gotovo ne zaveda, da obstaja tak zakon in
si po vsej verjetnosti misli, da so podatki enakomerno porazdeljeni in bi jih na tak
na£in tudi ponarejal. Pogosto se tudi zgodi, da goljuf nezavestno pogosto ponavlja
iste vzorce pri ponarejanju ²tevil, in nekatere ²tevke, ²tevila ali kombinacije neza-
vestno ve£krat uporabi. Npr. £e nezavestno preferira ²tevki 1 in 4, potem ve£krat
uporablja ²tevila kot so 1400, 140, 10040 in 10,40, to goljufanje pa se zlahka odkrije
z uporabo Benfordovega zakona. Poleg tega lahko goljuf zmotno misli, da ve£ ²tevil
kot bo ponaredil, manj se bo opazilo, da kak²na novo nastala izstopa, a se zelo moti
- ve£ kot jih ponaredi, bolj se oddaljuje Benfordovemu zakonu.
7.3 Testi za odkrivanje podatkovnih prevar
Test prvih vodilnih ²tevk kot sam ni zadosten pri odkrivanju prevar. Nujno moramo
dodatno preveriti ²e teste vi²jih stopenj in teste kombinacij prvih nekaj in zadnjih
nekaj ²tevk. Pogledati si moramo tudi test ponavljajo£ih vrednosti in pa odkriti
razvojni vzorec ²tevk. Testi kombinacij so predvsem dobrodo²li iz globinskega vi-
dika odkrivanja goljuj, saj hitreje najdemo, kateri podatki so sumljivi. Zapomniti
si moramo tudi, da test zadnjih nekaj kombinacij i²£e enakost med ²tevkami, nakar
test prvih nekaj kombinacij i²£e neskladja med ²tevkami. Dejstvo pa je, da bi morali
analitiki pri takih odkrivanjih nujno uporabiti teste vi²jih stopenj, ki so zanesljivej²i
in bolj natan£ni za odkrivanje goljuj na velikih podatkih z velikim redom velikosti.
e Carslaw pa je tudi ugotovil, da £e se v testih vi²jih redov pojavi velik prese-
ºek ali pomanjkanje deleºa ²tevke 0, potem to skoraj gotovo pomeni, da se je v
ozadju pojavilo nekaj goljuvih zaokroºevanj.
Kateri test bomo uporabili, pa je odvisno tudi od tega, kako velika je na²a po-
datkovna mnoºica:
• e imamo zelo veliko podatkov (ve£ kot 500 vrednosti), lahko izvedemo vse
zgoraj na²tete teste, uporabimo pa lahko tudi kombinacijo prvih treh vodil-
nih ²tevk in nato test ponavljajo£ih vrednosti, s £imer bi res natan£no dobili
primere, ki izstopajo. Teh bi bilo veliko manj kot pa pri kombinaciji dveh
vodilnih ²tevk in bi se na njih laºje osredoto£ili.
• e imamo majhne podatkovne mnoºice (manj kot 500 vrednosti), potem je
najbolje, da izvedemo samo test prve vodilne ²tevke in se izogibamo testu
druge vodilne ²tevke, in kombinacijam prvih dveh in zadnjih dveh ²tevk.
• e pa ima mnoºica manj kot 100 ²tevil, potem odkrivanje goljuj ne deluje
pravilno niti s pomo£jo testa prvih vodilnih ²tevk, saj se bi zelo hitro pojavila
napaka tipa I in bi lahko prehitro zaklju£ili, da podjetje goljufa, £eprav temu
ni tako.
Goljujo prepoznamo, £e pride do ve£jega odstopanja porazdelitve ²tevk od teore-
ti£ne Benfordove porazdelitve. Lo£imo odstopanja navzgor - skoki in odstopanja
navzdol - padci. Razumljivo je, da nan£ni podatki v vsakdanjem ºivljenju ne
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bodo popolnoma Benfordovi in moramo dovoliti neko stopnjo odstopanja, a vse-
eno moramo biti pozorni, da so ta odstopanja res slu£ajna in brez kakr²nega koli
ponavljajo£ega se vzorca ali cikli£nega trenda.
7.4 Analiza primernih podatkov
Pozorni moramo biti, da pri preverjanju Benfordovega zakona res vzamemo vse po-
datke iz mnoºice in ne le nekega manj²ega vzorca. e pa res ne moremo uporabiti
vseh vrednosti npr. zaradi tajnosti podatkov, velikih stro²kov ipd., pa je vzorce
potrebno vzeti po temeljitem naklju£nem me²anju.
Pri analizi moramo biti pozorni, da obravnavamo ali samo pozitivne vrednosti in ne-
gativne spregledamo, ali pa pozitivne in negativne vrednosti obravnavamo lo£eno,
zaradi vsebinske interpretacije. To je potrebno storiti tudi ko gledamo stvari, ki
imajo ravno obratno raven koristnosti, npr. £e analiziramo stro²ke, katere ºelimo
imeti £im niºje, in prihodke, katere ºelimo imeti £im vi²je.
V poglavju 6.6 pa smo na 4. koraku spoznali, da izjemoma lahko odstranimo iz
podatkovne mnoºice tiste vrednosti, ki se nahajajo na podintervalu, ki ima manj
kot 0,1 % skupnih podatkov.
Paziti pa moramo, da v analizi obravnavamo samo surove, neobdelane podatke,
in vse vsote, zmnoºke in druge agregacije odstranimo iz analize. Ne smemo torej
imeti me²anico surovih podatkov in pa ºe agregiranih. Agregirane podatke lahko
uporabimo pri analizi samo takrat, ko neko postavko primerjamo za ve£ razli£nih
podjetij in jih nato obravnavamo kot eno podatkovno mnoºico. Benfordov zakon bo
v takem primeru skoraj gotovo potrjen, le £e bomo imeli veliko podatkovno mnoºico.
Kot primer iz nan£nega poro£ila lahko vzamemo podatek o £istemu dobi£ku pod-
jetja, ki je agregirana postavka in sicer razlika med celotnimi prihodki in celotnimi
odhodki. Nato poi²£emo ²e druga podjetja in iz nan£nih izkazov dobimo podatek
o £istem dobi£ku posameznega podjetja. Na koncu vse dobljene podatke zdruºimo
v eno zdruºeno mnoºico, in jo obravnavamo kot celoto.
Slab primer analiziranja, pa so podatki o pla£ah v malih in srednje velikih podjetjih,
saj ne sledijo Benfordovemu zakonu, zaradi premajhnega reda velikosti podatkov,
nakar v izjemno velikih, uspe²nih podjetjih, z zelo razgibanim slojem poklicov in
posledi£no pla£ilnih razredov, pa bi se ºe lahko pribliºala Benfordu.
Zanimivost tak²nega odkrivanja goljuj pa je tudi ta, da ga lahko uporabimo £etudi
obravnavana podatkovna mnoºica ne zado²£a Benfordovemu zakonu. isto vsaka
podatkovna mnoºica ima namre£ svoj enoli£ni podpis oz. gibanje vodilnih ²tevk,
zato je potrebno podrobno pregledati razvojni vzorec ²tevk, kako se gibajo in nato
primerjamo medseboj podatkovne mnoºice npr. iz ve£ih £asovnih obdobjih, sto-
²kovnih mestih, podruºnicah ali pa kar med ve£imi razli£nimi podjetji iste stroke.
Na tak na£in bomo, £etudi podatkovna mnoºica ne sledi Benfordu, odkrili, kak²no
je tipi£no gibanje in se zgledovali po njem.
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7.5 Odstopanja od Benfordove porazdelitve
Analitiki, ki preu£ujemo skladnost podatkov, moramo na samem za£etku vsako pod-
jetje najprej zelo dobro spoznati, ugotoviti s £im se ukvarja, £e podjetje prodaja
storitve moramo nujno preu£iti njen cenik, kak²ne so pogosto cene, DDV itd. To
je nujno potrebno, saj s pomo£jo tega lahko odkrijemo nekatere vzorce, lastnosti in
pogoste vrednosti, ki potem kvarijo teste in kaºejo na goljujo.
Eden izmed takih primerov je trgovsko podjetje, ki ima pogosto ceno izdelka, ki
se kon£a ali z 99 centi ali pa 00 centi. Potem ne bomo presene£eni, £e bo pri²lo do
velikih odstopanj pri skrajnih vrednostih pri testu zadnjih dveh ²tevk. Pri dolo£enih
trgovskih podatkih so torej taka odstopanja sprejemljiva.
Slika 16: Test zadnjih dveh ²tevk in velika odstopanja pri 00 in 99
Posebni so tudi podatki o prihodkih npr. v neki trgovini. Le-ti ponavadi navzgor
odstopajo pri testu druge vodilne ²tevke pri ²tevkah 0 in 5, saj se v ve£ini primerov
oblikujejo cene kot so 850, 150, 60, 300 itd., in zato ni potrebno vzbuditi suma. Da
pa to ugotovimo, pa je res potrebno preu£iti njihov cenik in sistem trgovanja.
Do odstopanj pa lahko pride tudi, £e podjetje avtomatsko zaokroºuje vrednosti v
podatkovni mnoºici. Tak pristop seveda mo£no vpliva na test prve in druge vodilne
²tevke, saj se nekatere ²tevke umetno napihnejo, medtem ko pri testih vi²jih redov
do odstopanj ne pride.
Velik problem pa lahko nastane, £e podjetje vse svoje realne in resni£ne podatke
pomnoºi z nekim faktorjem in jih tako umetno pove£a. V takem primeru analitiki
ne moremo ugotoviti prevare, saj velja na£elo invariantnosti, ki smo ga spoznali v
poglavju 4.9.
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7.6 Ukrepi po testiranju
Ko pride do odstopanj, se moramo v njih resni£no poglobiti in ugotoviti, ali za njimi
stoji kak²na logika, kak²no izmikanje dolo£eni uredbi, davkom, ali prihaja do od-
stopanj zaradi tipi£nega cenika, ali pa imamo preprosto premalo podatkov. Bolj
kot poznamo primer, podatkovno mnoºico in podjetje samo, laºje bomo pri²li do
anomalij in jih razumeli. e ne odkrijemo nobenih povezav, ki bi lahko podjetje
branilo, pomeni da so njegovi podatki skoraj gotovo ponarejeni.
Vpra²amo se lahko tudi, kaj pa se bi zgodilo, £e se podjetje zaveda Benfordovega
zakona in bo namenoma ponaredilo podatke tako, da bo zakon ²e vedno veljal. Ta-
krat zna priti do resni£nega problema, kako lo£iti resni£ne podatke od neresni£nih,
a vseeno imamo ²e vedno stranski na£rt in sicer goljuf zagotovo ne pozna metode
odkrivanja razvojnega modela ²tevk, preko katerega bi ga lahko zasa£ili. Prevarant
bi s spremembo podatkov dosegel Benfordov zakon, a hkrati nevede poskrbel, da bi
podatki postali deterministi£ni in ne ve£ slu£ajni, ter zelo pokvarili razvojni vzorec
²tevk.
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8 Testiranje bruto investicij v nova osnovna sred-
stva z Benfordovim zakonom
8.1 Opis podatkov
Za ponazoritev Benfordovega zakona na podatkih smo naklju£no izbrali podatkovno
mnoºico iz spletne strani statisti£nega urada republike Slovenije [21] iz njihovega
podatkovnega portala SI-STAT. Izmed ogromne javno dostopne zbirke podatkov
smo si izbrali podatke iz ekonomskega podro£ja, iz podkatergorije poslovni subjekti
in sicer podatkovno mnoºico z naslovom: Bruto investicije v nova osnovna sredstva1
po namenu investiranja in ob£inah (v 1000 e), Slovenija, letni podatki do leta 2011.
Za ºelene podatke smo izbrali celoten seznam ob£in (212 vrednosti), na²a osnova
mera bo Bruto investicije - skupaj in izbrali smo vsa leta, ki so na voljo - to so leta
med 1996 in 2011 (16 vrednosti). elene podatke, smo generirali v Excelovo tabelo.
Ko so se podatki zgenerirali, pa dobimo v Excelovi tabeli tudi dodatne komentarje
o tej podatkovni mnoºici:
• Podatki pred letom 2007 so ºe prera£unani v evre z uporabo nepreklicnega
menjalnega razmerja (1 e = 239,64 SIT).
• Podatki za leto 1996 in 1997 predstavljajo investicije tako v nova kot tudi
rabljena osnovna sredstva, ker se tedaj podatki ²e niso zbirali lo£eno. Zaradi
vsebinske konsistentnosti sem se odlo£ila, da ti dve leti izklju£im iz podatkovne
mnoºice.
Tabelo bomo uredili s pomo£jo Power Query Editor, ki ga najdemo tako v Excelu
kakor tudi v Power BI.
Slika 17: Za£etna oblika podatkovne mnoºice v Power Query Editor
Na²a podatkovna mnoºicaje je v obliki, kot jo lahko vidimo na sliki 17. Prvo, kar
nam pade v o£i je to, da je o£itno med ob£inami tudi agregiran podatek za celotno
Slovenijo, kar je se²tevek vseh ob£in. Ker smo se nau£ili, da med podatki ne smemo
imeti tudi njihovih vsot in drugih agregacij, bomo najprej odstranili vse podatke za
vrstico Slovenija iz tabele, tako da jo sltriramo.
1Osnovna sredstva so sredstva podjetja, ki se uporabljajo pri novi izdelavi proizvodov ali opra-
vljanju storitev. Ta sredstva naj bi se uporabljala v dalj²em £asu.
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Sama struktura tabele ni najbolj²e oblike za nadaljne ra£unanje, zato jo preobli-
kujemo s pomo£jo odpivotiranja oz. odvrtavanja stolpcev in sicer odpivotiramo vse
stolpce razen stolpca Ob£ine, kar pomeni, da izbrane stolpce pretvorimo v vrstice.
Dobimo odpivotirano obliko, prikazano na sliki 25, kjer imamo 3 spremenljivke:
Ob£ina, Leto in Vrednost.
Slika 18: Odpivotirana oblika tabele
Pozorni pa moramo biti tudi na to, da imamo ponekod v stolpcu Vrednost znaka
- in z, zato vse vrstice, ki imajo to vrednost, odstranimo s pomo£jo ltracije stolpca
Vrednost.
Sedaj imamo 2649 vrstic oz. razli£nih vrednosti, ki opisujejo bruto investicije v
nova osnovna sredstva, za posamezno ob£ino in leto. e si pogledamo lastnosti
kon£ne tabele, ki je primerna za analiziranje, veljajo slede£e lastnosti:
Min. 1st Qu Mediana Povpre£je 3rd Qu. Max.
1 1151 4799 22325 16292 1981332
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8.2 Lastnosti Benfordovih mnoºic
8.2.1 Red velikosti podatkovne mnoºice
Najprej si lahko pogledamo, kak²en je red velikosti podatkovne mnoºice. Red veli-
kosti je prvi pokazatelj, ali bodo na²e vodilne ²tevke porazdeljene logaritemsko.
• Red velikosti: po deniciji 4.2 velja:
RV = log(XMax)− log(XMin) = log(1981332)− log(1) = 6, 297.
Ker je RV > 3, naj bi na²a podatkovna mnoºica imela logaritemsko porazde-
ljene vodilne ²tevke.
• Variabilni red velikosti: po deniciji 4.47 velja:
V RV = log(X90%)− log(X10%) = log(34111)− log(302) = 2, 053,
kjer smo X90% in X10% izra£unali tako, da smo vse vrednosti urediti nara²£a-
jo£e po velikosti in pogledali, na katerem mestu se nahaja vrednost in kolik²na
je:
 90 %: 0, 9 · 2649 = 2384, 1 = 2384 po vrsti → vrednost X90% = 34111
 10 %: 0, 1 · 2649 = 264, 9 = 265 po vrsti → vrednost X10% = 302
Ker je V RV < 3, pomeni, da imamo na za£etku in na koncu na²e podatkovne
mnoºice veliko osamelcev, ki so ali zelo majhni ali zelo veliki in nam malce
pokvarijo podatkovni interval.
Red velikosti je torej uspe²no prestal test, nakar variabilni red velikosti ne. To
sicer lahko malce prepi²emo tudi temu, da 2649 podatkov spet ni zelo veliko, za
neko statisti£no analizo, a vseeno bomo skozi celotno analizo morali biti resni£no
pozorni, da ugotovimo, ali je logaritmi£nost prisotna ali ne. To bomo lahko ºe videli
z zakoni vodilnih ²tevk.
8.2.2 Zakoni vodilnih ²tevk
Preden za£nemo testirati zakone vodilnih ²tevk in zakone kombinacij ²tevk, moramo
biti zelo pozorni, da bomo analizirali samo primerne vrednosti, kar smo si ºe pogle-
dali v podpoglavju 4.4. Na²o podatkovno mnoºico, moramo torej primerno skr£iti
na tako, ki ustreza danemu zakonu.
Zakon prve vodilne ²tevke Za testiranje tega zakona bomo uporabili celotno
podatkovno mnoºico, saj so vse vrednosti primerne in vsebujejo prvo vodilno ²tevko.
Imamo torej 2649 vrednosti. V tabeli in grafu lahko vidimo, da se na²e porazdelitve
lepo prilegajo Benfordovim. Pri dolo£enih ²tevkah prihaja do rahlih odstopanj, do
zelo velikega odstopanja pa pride pri ²tevki 1.
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Slika 19: Porazdelitev prvih vodilnih ²tevk
tevka 1 2 3 4 5 6 7 8 9
Deleº (%) 33,9 18,4 12,0 8,3 6,3 5,9 5,1 5,1 5,1
Benf. (%) 30,1 17,6 12,5 9,7 7,9 6,7 5,8 5,1 4,6
Razlika (%) 3,8 0,8 -0,5 -1,3 -1,7 -0,8 -0,7 -0,1 0,5
Zakon druge vodilne ²tevke Za testiranje bomo uporabili le del na²e podat-
kovne mnoºice. Odstranili bomo vrednosti, ki so manj²e od 10 - takih je v na²i
mnoºici 12. Imamo torej 2637 vrednosti. V tabeli in grafu lahko vidimo, da se na²e
porazdelitve lepo prilegajo Benfordovim in so odstopanja zelo majhna.
Slika 20: Porazdelitev drugih vodilnih ²tevk
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tevka 0 1 2 3 4 5 6 7 8 9
Deleº (%) 11,9 12,6 12,2 9,9 9,0 9,0 9,3 9,3 8,7 8,2
Benf. (%) 12,0 11,4 10,9 10,4 10,0 9,7 9,3 9,0 8,8 8,5
Razlika (%) -0,1 1,2 1,3 -0,5 -1,0 -0,7 0,0 0,3 0,0 -0,3
Zakon tretje vodilne ²tevke Za testiranje bomo uporabili le del na²e podat-
kovne mnoºice. Odstranili bomo vrednosti, ki so manj²e od 100 - le teh je v na²i
mnoºici 110. Imamo torej 2539 vrednosti. V tabeli in grafu lahko vidimo, da se
na²e porazdelitve lepo prilegajo Benfordovim, z minimalnimi odstopanji. Podatki v
tabeli so v odstotkih.
Slika 21: Porazdelitev tretjih vodilnih ²tevk
tevka 0 1 2 3 4 5 6 7 8 9
Deleº 10,40 10,00 10,04 10,04 10,63 9,69 9,69 9,26 10,56 9,69
Benf. 10,18 10,14 10,10 10,06 10,02 9,98 9,94 9,90 9,86 9,83
Razlika -0,21 -0,55 -0,47 -0,43 0,17 -0,69 -0,65 -1,03 0,25 -0,54
8.2.3 Zakoni kombinacij ²tevk
Zakon kombinacije prvih dveh ²tevk Iz podatkovne mnoºice bomo odstranili
12 vrednosti pod 10, kar nam da 2637 kon£nih vrednosti.
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Slika 22: Kombinacija prvih dveh ²tevk
Iz grafa lahko vidimo, da je porazdelitev lepo logaritmi£na z nekaj manj²ih skokov
in padcev. Poglejmo si bolj podrobno najve£ja odstopanja, ter ali precenimo, ali so
tako velika, da v nas vzbudijo sum.
• Odstopanja navzdol - padci
Prvi dve ²tevki 55 23 59
Odstopanje % -0,40 -0,48 -0,54
• Odstopanja navzgor - skoki
Prvi dve ²tevki 17 22 16 19 15 21 12
Odstopanje % 0,69 0,69 0,74 0,75 0,81 0,96 1,17
Najve£ja odstopanja so pri kombinaciji ²tevk 12 in 21, zato si bomo ²e bolj podrobno
pogledali njune porazdelitve pri prvih treh vodilnih ²tevkah.
Zakon kombinacije prvih treh ²tevk Iz podatkovne mnoºice bomo odstranili
110 vrednosti pod 100, kar nam da 2539 kon£nih vrednosti. Iz grafa lahko vidimo,
da je prileganje odli£no in da so odstopanja od teoreti£nega izjemno majhna. Naj-
ve£ji padec je 0,20 % in najve£ji skok 0,37 %.
e si pogledamo ²e bolj podrobno ²tevki 12 in 21, zaradi najve£jih odstopanj pri
kombinaciji prvih dveh vodilnih ²tevk:
• 12: Odstopanja od Benforda so izjemno majhna, najve£ja so pri 125 in 129, a
so to zanemarljivo majhna odstopanja.
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Slika 23: Porazdelitev kombinacije prvih treh ²tevk za 12
• 21: Tudi tukaj so odstopanja izjemno majhna, najve£a so pri 124, 211 in 128,
a so tudi to zanemarljiva odstopanja in v nas ne vzbudijo nikakr²nega suma.
Slika 24: Porazdelitev kombinacije prvih treh ²tevk za 21
Tako nam je test kombinacij prvih treh vodilnih ²tevk razbil dvome o sumljivih
to£kah, ki smo jih imeli pri zakonu drugih vodilnih ²tevk.
Zakon kombinacije zadnjih dveh ²tevk Iz podatkovne mnoºice bomo odstra-
nili 605 vrednosti pod 1000, kar nam da 2044 kon£nih vrednosti. Iz grafa lahko
vidimo, da se podatki lepo prilegajo. Najve£ji padec je 0,51 % pri kombinaciji 87 in
najve£ji skok 0,57 % pri 14. A vseeno so odstopanja ²e vedno relativno majhna, saj
60
je avtor v knjigi [11] problemati£ne to£ke obravnaval, £e so odstopale za ve£ kot 1
%. Tako da sumljivih to£k tudi tukaj nimamo.
Slika 25: Porazdelitev kombinacije zadnjih dveh ²tevk
8.2.4 Na£elo invariantnosti
Na tem mestu pa si poglejmo ²e eno lepo lastnost in sicer na£elo invariantnosti, ki
smo ga spoznali v podpoglavju 4.9. Ker so na²i podatki v evrih in na£elo invarian-
tnosti pravi, da ne glede na to v kak²ni enoti mere imamo podane podatke bo ²e
vedno isto porazdeljena, si poglejmo primer, ko na²e podatke spremenimo v neko
drugo denarno valuto in sicer npr. v dansko denarno valuto tj. v dansko krono
(DKK), za katero velja menjalno razmerje 1 EUR = 7,35 DKK. Vse podatke torej
spremenimo in pomnoºimo z 7,35 DKK. Poglejmo si porazdelitev prvih vodilnih
²tevk na podatkih v evrih, danski kroni in Benfordovo porazdelitev:
tevka 1 2 3 4 5 6 7 8 9
EUR (%) 33,9 18,4 12,0 8,3 6,3 5,9 5,1 5,1 5,1
DKK (%) 33,4 16,9 10,9 7,8 7,2 6,7 6,0 5,5 5,6
Odstopanje (%) 0,5 1,5 1,1 0,5 -1,0 -0,8 -0,9 -0,4 -0,5
Vidimo, da se porazdelitev prvih vodilnih ²tevk za podatke v DKK lepo ujemajo
s tistimi v EUR, porazdlitev se ni bistveno spremenila, gibanje je zelo podobno, tako
da lahko re£emo, da na£elo invariantnosti res velja za na²e podatke.
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8.3 Testiranje Benfordovega zakona
8.3.1 Test Z
Test Z testira zna£ilnost posamezne ²tevke oz. kombinacije in ujemanje z Benfordo-
vim zakonom.
• H0: tevka d sledi Benfordovemu zakonu.
• H1: tevka d ne sledi Benfordovemu zakonu.
Izra£unajmo testne statistike Z za posamezno ²tevko na slede£ih zakonih vodilnih
²tevk (ZV), ki smo jih ºe obravnavali na tem primeru:
tevka 0 1 2 3 4 5 6 7 8 9
1.ZV / 4,28 1,02 0,79 2,31 3,11 1,54 1,59 0,09 1,14
2.ZV 0,13 1,85 2,10 0,87 1,69 1,15 -0,02 0,42 0,03 0,60
3.ZV 0,33 0,19 0,06 -0,01 1,00 0,45 0,39 1,06 1,13 0,20
Iz rezultatov lahko vidimo, da samo 4 vrednosti presegajo kriti£no vrednost 1,96
in posledi£no zavra£ajo ni£elno hipotezo pri 5 % stopnji zna£ilnosti. tevke 1, 4 in
5 iz zakona prve vodilne ²tevke in ²tevka 2 iz zakona druge vodilne ²tevke ne sledijo
Benfordovi porazdelitvi po testu Z. S tem rezultatom smo vseeno kar zadovoljni, saj
vidimo, da z vi²jim redom vodilnih ²tevk pada ²tevilo problemati£nih ²tevk. V teo-
reti£nem delu smo tudi spoznali, da so zakoni vi²jih stopenj bolj verodostojni, zato
smo zelo zadovoljni, da ºe pri testu tretje vodilne ²tevke nobena ²tevka ne zavrne
ni£elne hipoteze.
Pri zakonu kombinacij prvih dveh ²tevk se izmed vseh 90 kombinacij ni£elna hi-
poteza zavrne le pri testnih statistikah za 10 kombinacij in sicer pri 12, 15, 16, 17,
19, 21, 22, 55, 59, 91. Pri zakonu kombinacij zadnjih dveh ²tevk pa se izmed vseh
100 moºnih kombinacij ni£elna hipoteza zavrne samo pri 5 kombinacijah in sicer 14,
19, 47, 87, 99. To je odli£en rezultat za oba zakona.
8.3.2 Test hi-kvadarat
Test hi-kvadrat testira vse ²tevke oz. kombinacije kot celoto in jo primerja z Ben-
fordom.
• H0: Podatkovna mnoºica sledi Benfordovemu zakonu.
• H1: Podatkovna mnoºica ne sledi Benfordovemu zakonu.









1. vodilne ²tevke 2649 1-9 9 8 15,51 34,73
2. vodilne ²tevke 2637 0-9 10 9 16,92 12,40
3. vodilne ²tevke 2539 0-9 10 9 16,92 3,86
Komb. prvih 2 ²tevk 2637 10-99 90 89 112,02 132,34
Komb. zadnjih 2 ²tevk 2044 00-99 100 99 123,23 101,77
Iz rezultatov lahko vidimo, da testna statistika hi-hvadrat zavrne ni£elno hipotezo
pri 5 % stopnji zna£ilnosti pri zakonu prve vodilne ²tevke in zakonu kombinacij prvih
dveh ²tevk. Pri teh dveh zakonih testna statistika presega kriti£no vrednost, zato
ni£elno hipotezo zavrnemo in lahko trdimo, da pri teh dveh zakonim podatkovna
mnoºica ne sledi Benfordovem zakonu.
8.3.3 Odstopanje vsote kvadratov
Poglejmo si odstopanje vsote kvadratov za na²e izvedene teste in pa kako se ujema z
Benfordom glede na dobljeno vrednost. Za prileganje z Benfordom si bomo pomagali
s tabelo v poglavju 6.3.
Zakon SSD (%) Sklep
Zakon prve vodilne ²tevke 21,50 Sprejemljiv Benford
Zakon druge vodilne ²tevke 4,93 Sprejemljiv Benford
Zakon tretje vodilne ²tevke 3,11 Sprejemljiv Benford
Kombinacija prvih dveh ²tevk 6,23 Sprejemljiv Benford
Kombinacija zadnjih dveh ²tevk 5,02 Sprejemljiv Benford
Test odstopanja kvadratov nam pove, da na²i podatki niso popolni Benfordovi,
ampak zelo blizu njemu, torej ²e vedno lepo sprejemljivi, da lahko re£emo, da za te
podatke Benfordov zakon res velja.
8.3.4 Savillova regresijska mera
S pomo£jo linearnega regresijskega modela bomo primerjali opazovane in teoreti£ne
deleºe. Za slede£e zakone dobimo naslednje naklone regresijskih premic:
Zakon Naklon premice
Zakon prve vodilne ²tevke 1,16
Zakon druge vodilne ²tevke 1,24
Zakon tretje vodilne ²tevke 1,32
Kombinacija prvih dveh ²tevk 1,21
Vse so blizu 1, a vseeno ve£je. To da so blizu 1 pomeni, da kar lepo sledijo
Benfordovi porazdelitvi in logaritmi£nosti ²tevk, to da pa so ve£je od 1, pa nam
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sporo£a, da je premica bolj strma od Benfordove in je na²a podatkovna mnoºica
bolj naklonjena vi²jim ²tevkam in manj manj²im ²tevkam, kakor pa je pri Benfordu.
To lahko lepo opazimo tudi na grah, kjer £rna £rta prikazuje teoreti£no Benfordovo
premico z naklonom 1 in modra £rtkana £rta Savillovo regresijsko premico:
(a) Porazdelitev prvih vodilnih ²tevk (b) Porazdelitev drugih vodilnih ²tevk
(c) Porazdelitev tretjih vodilnih ²tevk (d) Kombinacija prvih dveh ²tevk
Slika 26: Savillove regresijske premice za razli£ne zakone vodilnih ²tevk
8.3.5 Test ponavljajo£ih vrednosti
S pomo£jo dopolnilnega testa ponavljajo£ih vrednosti preverimo, katere so najbolj
pogoste vrednosti v na²i podatkovni mnoºici.
e iz prvih 6 najbolj pogostih zneskov v evrih lahko vidimo, da ni nobena vre-
dnost taka, ki bi se res velikokrat pojavila (npr. ve£ kot 100-krat), zato ne bomo na









8.3.6 Razvojni vzorec ²tevk
Razvojni vzorec ²tevk je ²e zadnje pomembno dejanje, ki ga moramo odkriti pri na²i
analizi. V poglavju 6.6 smo po korakih spoznali odkrivanje vzorca in na enak na£in


















tevka 1 (%) 8,3 9,2 16,8 29,5 48,8 67,1 100,0
tevka 2 (%) 0,0 12,2 14,3 17,5 22,9 19,7 0,0
tevka 3 (%) 16,7 7,1 14,5 11,9 11,6 7,9 0,0
tevka 4 (%) 25,0 15,3 11,3 8,4 6,3 1,3 0,0
tevka 5 (%) 25,0 11,2 8,1 7,6 3,4 0,0 0,0
tevka 6 (%) 8,3 11,2 9,3 7,0 2,4 1,3 0,0
tevka 7 (%) 8,3 12,2 7,9 6,2 1,6 0,0 0,0
tevka 8 (%) 8,3 12,2 9,7 5,7 1,0 1,3 0,0
tevka 9 (%) 0,0 9,2 8,1 6,2 1,9 1,3 0,0
ES12 (%) -39,4 -26,3 -16,6 -0,7 24,0 39,1 52,3
SPD -6,1 -5,8 -3,4 -0,4 4,7 4,8 2,3
Saville naklon -0,12 -0,08 0,36 0,95 1,90 2,56 3,49
t. podatkov 12 98 495 1097 860 76 11
% podatkov 0,5 3,7 18,7 41,4 32,5 2,9 0,4
Vidimo, da noben podinterval nima manj kot 0,1 % podatkov, zato avtomatsko
ne odstranimo nobenega podintervala. Pozorno pa si poglejmo najmanj²a podinter-
vala, to sta prvi in zadnji podinterval, ki imata manj kot 0,5 % skupnih podatkov.
Vidimo, da imata tipi£no porazdelitev vodilnih ²tevk, ki smo jo spoznali ºe v pod-
poglavju 4.10, zato ju lahko pustimo v analizi.
Vidimo da osrednji 4. interval [1000, 10000) najbolje sledi Benfordu, saj imata
najbolj²i ES12 in SPD.
Poglejmo si ²e razvojni premici za ES12 in SPD, ki ju izrazimo z ena£bama:
• ESi12 = 15, 95 ·Ni − 59, 16,
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• SPDi = 1, 95 ·Ni − 8, 34,
in ju gra£no prikaºemo kot:
(a) Razvojna premica ES12 (b) Razvojna premica SPD
Slika 27: Razvojne premice
V zadnjem koraku, pa moramo ²e preveriti 4 teste, ki nam bodo najbolje povedali,
ali se na²a razvojna premica sklada z Benfordovo.
i. Test 1 Test 1 preveri pravilnost lege skrajne leve in desne to£ke na razvojni
premici. Preverimo naslednje kriterije na na²ih podatkih:
ES112 = −43, 21% < −25% in ES712 = 52, 49% > 25%,
SPD1 = −6, 39 < −4 in SPDL = 5, 31 > 5.
Vsi kriteriji so skladni.




|ESi12| = 196, 04% > 110%,
L∑︂
i=1
|SPDi| = 23, 94 > 18.
Oba kriterija veljata, kar pomeni, da premica nara²£a na celotnem obmo£ju.

















tevka 0 (%) 12,2 9,7 10,9 13,5 21,1 9,1
tevka 1 (%) 7,1 10,1 13,3 13,6 13,2 9,1
tevka 2 (%) 16,3 10,7 10,8 13,4 21,1 18,2
tevka 3 (%) 15,3 10,5 9,4 9,5 9,2 18,2
tevka 4 (%) 1,0 11,1 9,5 8,5 5,3 9,1
tevka 5 (%) 10,2 6,3 10,3 9,1 6,6 0,0
tevka 6 (%) 7,1 9,1 9,8 9,4 5,3 9,1
tevka 7 (%) 10,2 11,3 8,4 9,3 9,2 0,0
tevka 8 (%) 14,3 10,7 9,3 6,5 5,3 9,1
tevka 9 (%) 6,1 10,5 8,2 7,2 3,9 18,2
ES
(2)
04 (%) -2,7 -2,6 -0,7 3,8 15,0 8,9
SPD(2) -0,6 -0,5 -0,2 0,7 2,9 -0,3
Saville naklon(2) 0,83 -0,05 0,99 2,04 4,62 0,84
t. podatkov 98 495 1097 860 76 11
% podatkov 3,7 18,8 41,6 32,6 2,9 0,4
Vidimo, da noben podinterval nima manj kot 0,1 % podatkov, zato avtomat-
sko ne odstranimo nobenega podintervala, imamo pa zadnjega, ki ima manj kot 0,5
% skupnih podatkov. e si pogledamo njegovo porazdelitev, vidimo, da sploh ni
tipi£na, saj mora za kon£ne podintervale veljati, da so zelo mo£no naklonjeni manj-
²im ²tevkam. Tukaj tega ne vidimo, zato bomo v nadaljevanju zadnji podinterval
izklju£ili iz analize zakona drugih vodilnih ²tevk.
Poglejmo si razvojni premici drugih vodilnih ²tevk za ES(2)04 in SPD
(2). Gra£no jih
prikaºemo kot:
(a) Razvojna premica ES04 (b) Razvojna premica SPD
(2)
Slika 28: Razvojne premice
67
Ena£bi razvojnih premic pa sta:
• ES(2)i04 = 4, 18 ·Ni − 9, 98,
• SPD(2)i = 0, 82 ·Ni − 2.
Preverimo sedaj ²e veljavnost 3. in 4. testa:
iii. Test 3 Test 3 podobno kot test 1 preverja pravilnost lege skrajne leve in desne
to£ke na razvojni premici. Dobimo slede£e:
ES
(2)1
04 = −5, 8% < −2% in ES
(2)5
04 = 20, 9% > 6%,
SPD
(2)
1 = −1, 18 < −1, 0 in SPD
(2)
5 = 2, 1 > 1, 0.
Vsi kriteriji so izpolnjeni.




|ES(2)i04 | = 64, 32 > 15%,
L∑︂
i=1
|SPD(2)i | = 5, 38 > 3.
Tudi tukaj so vsi kriteriji izpolnjeni.
Pri²li smo do konca odkrivanja razvojnega vzorca ²tevk in ugotovili smo, da je
na²a podatkovna mnoºica uspe²no prestala vse teste in kriterije, ki smo jih spoznali
v poglavju 4.10. Zaklju£imo lahko, da je na²a podatkovna mnoºica uspe²no prestala




V tej magistrski nalogi smo torej podrobno analizirali Benfordov zakon. Spoznali
smo splo²ni Benfordov zakon in njegove razli£ice glede na to, katero ²tevko analizi-
ramo - lahko se osredoto£imo na vodilne ²tevke ali pa kombinacije ve£ih ²tevk. Po-
razdelitve ponazorimo z logaritemsko funkcijo, najbolj znana pa je analiza prvih vo-
dilnih ²tevk, kjer dobimo tipi£no gibanje vodilnih ²tevk s porazdelitvijo log(1+1/d),
kjer smo ugotovili, da je deleº ²tevke 1 (30,1 %) kar ²estkrat vi²ji od deleºa ²tevke
9 (4,6 %).
Pred samo analizo podatkov je nujno potrebno, da podatkovno mnoºico dobro preu-
£imo in ohranimo samo tiste vrednosti, ki so primerne za na²o analizo, kar je odvisno
od tega, kateri zakon vodilnih ²tevk gledamo. Odvisno od tega, katere vodilne ²tevke
gledamo, pa je tudi pojem nizke in visoke ²tevke. e gledamo prve vodilne ²tevke,
sta nizki ²tevki 1 in 2, ostale visoke, pri zakonu drugih in tretjih vodilnih ²tevk pa
so nizke ²tevke od 0 do 4. Ugotovili pa smo tudi, da obstaja pozitivna korelacija
med redi vodilnih ²tevk.
Benfordov zakon je fascinanten tudi v tem smislu, ker ga lahko brez problema upo-
rabimo tudi v nekem drugem ²tevilskem sistemu, prav tako pa lahko na²e podatke
brez problema spreminjamo v druge merske enote in se porazdelitev s tem sploh ne
bo spremenila, saj za Benfordov zakon velja na£elo invariantnosti.
Pri analizi podatkovne mnoºice pa je tudi zelo pomembno, da ima le-ta red veli-
kosti tj. razliko logaritmov najve£je in najmanj²e vrednosti, ve£jo od 3. To je zelo
pomembno, saj ºelimo imeti mnoºice z £im ve£jim razponom, saj bodo le take za-
do²£ale logaritmi£nosti vodilnih ²tevk.
Skozi samo nalogo smo se spra²evali kako dejansko pridemo do tega, da so vodilne
²tevke podatkovnih mnoºic porazdeljene logaritemsko. Do tega so nas pripeljali kar
²tiri temeljni numeri£ni procesi, ki vodijo podatke do logaritemskega podpisa ²tevk.
To so proces slu£ajnih linearnih kombinacij, proces zdruºevanja podatkovnih mno-
ºic, proces naklju£nega izbora ²tevil in multiplikativni proces.
Pri analizi podatkovne mnoºice pa je nujno potrebno tudi testiranje, pri katerem se
vpra²amo, ali na²i podatki sledijo Benfordovem zakonu. S testom Z testiramo skla-
dnost za posamezno ²tevko, s testom hi-kvadrat pa za celotno podatkovno mnoºico.
Zelo dobra mera pa je tudi odstopanje vsote kvadratov, s katero lahko za posa-
mezen zakon vodilnih ²tevk ali kombinacij ugotovimo, ali se podatkovna mnoºica
popolno, sprejemljivo, mejno prilega, ali pa se ne prilega Benfordovi porazdelitvi.
Zelo uporabna pa je tudi Savillova regresijska mera, ki nam s pomo£jo linearnega
regresijskega modela in naklona premice, poda mnenje o asimetriji podatkov in ka-
k²na je naklonjenost ²tevkam glede na Benfordovo gibanje ²tevk. Spoznali smo tudi
dopolnilni test ponavljajo£ih vrednosti, ki pa nam pomaga zgolj pri bolj²em razume-
vanju podatkovne mnoºice in tem, katere so najbolj pogosto uporabljene vrednosti,
kar nam posledi£no pomaga pri razumevanju raznih skokov in padcev.
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Benfordov zakon pa sluºi tudi kot forenzi£en test pri preverjanju podatkovnih pre-
var. Ugotovili smo, da je zelo pomembno, da podatke najprej zelo dobro preu£imo
in se vpra²amo, zakaj bi nekdo ponaredil podatke, kak²ne koristi bi imel od tega in
imamo to ves £as v glavi med analiziranjem. Glede na velikost podatkovne mnoºice
nato izberemo primeren test. Pri odkrivanju podatkovnih prevar pa se moramo za-
vedati, da ima Benfordov zakon ²e en rezervni plan in to je razvojni vzorec ²tevk.
Bolj kot bo Benfordov zakon postal znan, ve£ ponarejevalcev ga bo lahko uporabilo
kot pomo£ pri ponarejanju podatkov in sicer kot vodilo, kako spremeniti podatke, da
se znana Benfordova porazdelitev ne bo bistveno spremenila. Mi pa imamo plan b
in sicer metodo odkrivanja razvojnega vzorca ²tevk, ki nam pomaga pri ²e globljem
odkrivanju prevar, £etudi na prvi pogled zgleda vse normalno in vodilne ²tevke lepo
sledijo Benfordovi porazdelitvi.
Na koncu smo naredili ²e prakti£ni primer na resni£nih podatkih iz SURS-a. Podatki
so se navezovali na bruto investicije v nova osnovna sredstva po ob£inah. Ugoto-
vili smo, da podatki lepo sprejemljivo sledijo Benfordovi porazdelitvi in da nam ne
vzbudijo nikakr²nega suma po tem, da so ponarejeni.
Pri celotni analizi Benfordovega zakona smo torej ugotovili, da smo matematiki
postali neke vrste lozo, ki namesto da preu£ujemo vrednosti kot take, se osredo-
to£amo na ²tevke. Kar so £rke besedam, so ²tevke ²tevilkam, in Benfordov zakon
nam dokazuje ravno to, da so podatki v vsakdanjem ºivljenju prav posebni, tega se
premalokrat zavedamo, in da narava dejansko daje prednost majhnim stvarem.
70
Literatura
[1] F. Benford, The law of anomalous numbers, Proceedings of the American Phi-
losophical Society 78 (1938), 551-572.
[2] C. Carslaw Anomalies in Income Numbers: Evidence of Goal Oriented Beha-
vior, The Accounting Review (1988), 321-327.
[3] R. S. Cella, E. Zanolla Benford's Law and transparency: an analysis of muni-
cipal expenditure, Brazilian Business Review (2018), No. 4, 331.
[4] J. C. Collins, Using Excel and Benford's Law to detect fraud, Journal of Acco-
untancy 223 (2017), No. 4, 44-50.
[5] J. Deckert, M. Myagkov, P. Ordeshook, Benford's Law and the Detection of
Election Fraud, Political Analysis 19 (2011), No. 3, 245268.
[6] D. D. Dorrell, A. G. Gadawski, Financial Forensics Body of Knowledge, Wiley
Finance (2012).
[7] E. Druica, B. Oancea, C. Valsan Benford's law and the limits of digit analysis,
International Journal of Accounting Information Systems 31 (2018), 75-82
[8] M. R. Fewster, A Simple Explanation of Benford's Law, The American Stati-
stician 63 (2009), No. 1.
[9] T. Hill, A statistical derivation of the signicant-digit law, Statistical Science
10 (1995), No. 4, 354-363.
[10] M. Hladnik, Benfordov zakon ali problem prve ²tevilke, Obz. Mat. Fiz. 49
(2002), ²t. 5, 140-147.
[11] A. E. Kossovsky, Benford's Law: Theory, The General Law Of Relative Quanti-
ties, And Forensic Fraud Detection Applications, World Scientic, New Jersey,
2014.
[12] A. E. Kossovsky, Towards A Better Understanding of the Leading Digits Phe-
nomena, City University of New York (2006).
[13] P. S. Kruger, V. S. S. Yadavalli The Power of One: Benford's Law, South
African Journal of Industrial Engineering 28 (2017), No. 2, 1-13.
[14] S. Mukherjee, Can Benford's Law explain CEO pay? , Corporate Governance:
An International Review 26 (2018), No. 2, 143-156.
[15] S. Newcomb, Note on the Frequency of Use of the Dierent Digits in Natural
Numbers, American Journal of Mathematics 4 (1881), 39-40.




[17] A. K. Ross, Benford's Law, A Growth Industry, The American Mathematical
Monthly 118 (2011), No. 7, 571-583.
[18] Seznam ulic in hi²nih ²tevilh po S, [ogled 21. 3. 2019], dosto-
pno na https://www.ljubljana.si/assets/Mestni-svet/komisije/
seznam-ulic-\in-irnih-tevilk-po-cs.xls.
[19] J. Shi, M. Ausloos, T. Zhu Benford's law rst signicant digit and distribution
distances for testing the reliability of nancial reports in developing countries,
Physica A: Statistical Mechanics and its Applications 492 (2018), 878-888.
[20] Slika logaritemske knjige, [ogled 20. 4. 2019], dostopno na https:
//mathematica.stackexchange.com/questions/73128/how-to-gene\
rate-logarithmic-trigonometric-tables-in-mathematica.
[21] R. B. Sowby, Conformance of Public Water Use Data to Benford's Law, Journal
American Water Works Association 110 (2018), No. 12, E52-E59.
[22] SURS - Podatkovna mnoºica Bruto investicije v nova osnovna sred-
stva po namenu investiranja in ob£inah (v 1000 e), Slovenija, le-
tni podatki do leta 2011, [ogled 1. 6. 2019], dostopno na https:
//pxweb.stat.si/SiStatDb/pxweb/sl/20_Ekonomsko/20_Ekonomsko\__
14_poslovni_subjekti__04_14090_investicije/1409053S.px/.
[23] H. Varian, Benford's Law, The American Statistician 26 (1972), No. 3.
72
