Uncertainties including the structured and unstructured, especially the nonlinear frictions, always exist in physical servo systems and degrade their tracking accuracy. In this paper, a practical method named adaptive robust controller (ARC) is synthesized with a continuous differentiable friction model for high accuracy motion control of a direct-drive dc motor, which results in a continuous control input and thus is more suitable for application. To further reduce the noise sensitivity and improve the tracking accuracy, a desired compensation version of the proposed adaptive robust controller is also developed and its stability is guaranteed by a proper robust law. The proposed controllers not only account for the structured uncertainties (e.g., parametric uncertainties) but also for the unstructured uncertainties (e.g., unconsidered nonlinear frictions). Furthermore, the controllers theoretically guarantee a prescribed output tracking transient performance and final tracking accuracy in both structured and unstructured uncertainties while achieving asymptotic output tracking in the absence of unstructured uncertainties, which is very important for high accuracy control of motion systems. Extensive comparative experimental results are obtained to verify the high-performance nature of the proposed control strategies.
Introduction
Recently, there are many requirements for high-performance tracking control in industries [1] [2] [3] , like robots [4] , gantry systems [5] , active suspension systems [6] , micromechanisms [7] , motion platforms [8] , and so on. In these applications, direct-drive dc motor is widely employed since it is free from backlash and easy to realize for precise, high-speed, and highacceleration motion. However, designing high-performance tracking controllers for direct-driven motion systems are still not easy since designers are likely to encounter lots of nonlinearities and modeling uncertainties, including structured uncertainties (e.g., unknown payloads [9] ) and unstructured uncertainties (e.g., unmodeled nonlinear frictions [10] , cutting forces, unmodeled dynamics [11] , and so on). These nonlinearities and uncertainties could severely deteriorate the achievable control performance, leading to undesirable control accuracy, limit cycles, and even instability [12] . Therefore, more effective approaches to achieve higher motion precision against nonlinearities and uncertainties are still pursued in industrial applications.
For the known nonlinearities existing in electrical drive systems, model-based controllers (e.g., feedback linearization control) are generally suitable for high-performance control purpose. But no matter how accurate the mathematical models of dynamic nonlinearities and parameter identification are, there always exist many hard-to-model terms in physical control systems. A typical hard-to-model example is the friction, and developing an accurate model for friction has been historically challenging [13] .
When the nonlinearity can be linearly parameterized, adaptive control is useful in controlling this type of system if only parameters contain uncertainties (i.e., structured uncertainties). However, these controllers do nothing about unstructured uncertainties which might be the main obstacle of developing high accuracy tracking control of motion systems in some cases and thus exist essential performance degradation, even instability since even a small disturbance may cause the adaptive process instability [14] . As an alternative approach, robust design has also been investigated by some researchers [15, 16] to attenuate various uncertainties in physical systems. But parametric uncertainties are not considered explicitly in those robust designs, and this will make the robust control too conservative. Sliding mode control in [17] can deal with both parameters uncertainties and unstructured uncertainties. The main drawback is that it utilizes a discontinuous function, that is, sign function, thus causing severe chattering across the sliding surface and even causing instability. Another problem with discontinuous control effort is that no electrical motor can produce discontinuous driving force for compensation in practice.
To handle various uncertainties in one controller, adaptive robust control (ARC) was applied for motion systems driven by linear motors [5, 11] . Though the ARC controllers proposed in [5, 11] can achieve excellent tracking performance in normal working conditions, accurate friction compensation is not considered in these controllers. But for high precision motion performance, the friction problem is one of the significant limitations since friction is a very complicated phenomenon that relies on the physical properties of the contact surfaces such as material property, relative velocity, and lubrication condition in practical applications. A unique tracking error known as quadrant glitch is the result of complex nonlinear friction behavior at motion reversal or nearzero velocity, which will reduce the product quality greatly in manufacture process. In addition, in the low velocity range and during velocity reversal, the nonlinear effects of the friction on the performance of a servo system are known to dominate, compared with those in moderate or steady state velocity range [18] . Failure to compensate nonlinear frictions in applications may lead to large tracking errors, undesired stick-slip motion, and limit cycles when slow velocity is required. Thus the nonlinear frictions encountered in servo systems act often on the main obstacle for high positioning and tracking control performance. From this perspective, when desired trajectory is slow, the performance degradation is inevitable with ARC controllers in [5, 11] .
In this paper, we will take the friction problem as an important issue which cannot be ignored for high precision motion control, together with other modeling uncertainties. In order to predict and compensate for the underlying friction, many friction models are proposed. Among them, static friction model [19] including stiction, Coulomb friction, viscous friction, and Stribeck effect has been widely accepted. In order to describe the dynamic phenomenon in frictions, many dynamic friction models are proposed. Among these dynamic friction models, in [20] , Canudas de Wit et al. proposed the LuGre model, which includes the Stribeck effect, hysteresis, and spring-like characteristics of the stiction, as well as variant break-away force. Owing to its simple structure and capability to capture most of the observed frictional behaviors, LuGre friction model has been widely employed in the literatures [9, 17, 21, 22] .
Although LuGre-model-based friction compensation has achieved many successful applications, many researchers still paid lots of attention to static friction model-based control strategies [10, 23, 24] . In fact, there are some practical issues when using LuGre model. Firstly, when the LuGre friction model is used, the state variable representing bristle deformations of the LuGre friction model must be estimated by introducing an estimation process since bristle deformations cannot be measured directly; meanwhile, the uncertainties such as parameter variations and unstructured uncertainties must also be considered to obtain a precise tracking performance. But the nonuniform friction force parameters and normal force parameters cannot be adapted together in one controller [25] , and this greatly limits the high precision in servo tracking. Secondly, the LuGre model could become very stiff when the velocity is large, and this may lead to some unavoidable digital implementation problems. For example, it has been reported in [26] that the observer dynamics to recover the unmeasurable internal state of the LuGre model could become unstable at high speed motions, and thus some modifications have to be made [27] which result in a complicated nonlinear controller. Thirdly, a discontinuous function, that is, sign function, was utilized in almost all model based friction compensation techniques [9, 10, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] , certainly also including LuGre-model-based approaches, which may result in high-gain controllers and limit applicability due to the amplification of sensor noise and the occurrence of limit cycles. In addition, as stated above, there is no electrical motor that can produce discontinuous driving force for compensation in practice either. Thus, from practical viewpoints, application engineers and scientists prefer to continuous control efforts to reduce the risk of potential instability.
It is worth to note that experimental measurements have proved that a good static friction model can approximate the real friction force with a degree of 90% fidelity [28] . It was also shown in [10] that the static friction model and the dynamic friction model predict almost the same friction phenomena induced limit cycles in controlled positioning systems. Hence, static friction model based compensation techniques still have a great significance for practical applications [23] .
Based on the limitation analysis of LuGre-model-based friction compensation and meanwhile note the fact that it is more popular when the controller is continuous, simple, less noise-sensitive, and can also achieve high precise performance. With these concerns, a new continuously differentiable friction model proposed in [13] is utilized in this paper to develop a continuous friction compensation law that cancels the majority of friction in the systems in conjunction with adaptive robust control [29] to handle other structured uncertainties and unstructured uncertainties for a motion system directly driven by a dc motor. This new static friction model captures the major effects of friction [13] without involving discontinuous or piecewise continuous functions.
In addition, it is well known that friction models can be applied in either a feedback or a feedforward configuration. A careful design strategy is necessary in a feedback approach to avoid instability. The effectiveness of feedforward depends on the accuracy of the applied friction model. Heuristically, the addition of the model-based desired compensation adaptive robust controller (DCARC) is also developed in this paper following the general procedure outlined in [30] to reduce the overall control effort/chattering and the noise sensitivity problem in application, and thus the tracking accuracy can be further improved. The overall stability is guaranteed by a proper robust feedback control action.
The proposed approaches in this paper present a prescribed output tracking performance in the presence of both Abstract and Applied Analysis 3 structured uncertainties and unstructured uncertainties with adequate friction compensation. Moreover, the proposed desired compensation adaptive robust controller has the unique feature that the adaptive model compensation and the regressor depend on the reference output trajectory and online parameter estimates only. Such a structure has several implementation advantages [30] : first, the adaptive model compensation is always bounded when projection type adaption law is used and thus does not affect the closed-loop system stability, as a result, the interaction between the parameter adaptation and the robust control law is reduced, which may facilitate the controller gain tuning process considerably; second, the effect of measurement noise on the adaptive model compensation and on the parameter adaptation law is minimized; consequently, a faster adaptation rate can be chosen in implementation to speed up the transient response and to improve overall tracking performance. To verify the high performance of the proposed controllers, especially in slow tracking conditions, extensive comparative experimental results are obtained for the motion control of a dc motor.
This paper is organized as follows. Section 2 gives the problem formulation and establishes the system dynamic models. Section 3 presents the proposed controller design procedure and its theoretical results. Section 4 carries out the comparative experimental certification. And some conclusions can be found in Section 5.
Problem Formulation and System Models
The motor considered here is a current-controlled permanent magnet dc motor with a commercial servo electrical driver directly driving an inertia load [8] . The system is depicted in Figure 1 . The goal is to have the inertia load to track any specified smooth motion trajectory as closely as possible.
In general, a drive's dynamics can be divided into inner electrical and outer mechanical subsystems. Due to the physical properties, the outer mechanical subsystem has much slower dynamic response speed in comparison with the inner electrical subsystem. Therefore, the overall performance of the motion control system is determined mostly by the outer mechanical subsystem.
Thus, in the derivation of the model, the current dynamic is neglected in comparison to our interest frequency range due to the much faster electric response. The dynamics of the inertia load can be described by [8, 11] 
where and represent the inertial mass of the load and the angular displacement, respectively; is the torque constant with respect to the unit of input voltage; is the control input; represents the combined coefficient of the modeled damping and viscous friction on the load and the actuator rotor; and ( , ,) represents other disturbances such as static friction effect () and uncertain nonlinearities ( ,, ) which cannot be modeled precisely (e.g., external cutting forces in machining, unconsidered dynamic friction effects and so on). While there have been many static friction models proposed [19] , they are all discontinuous, and thus a continuous static friction model proposed in [13] is employed in this paper to produce continuous compensation effort, which is given by
where is the velocity; 1 and 2 represent different friction levels; and 1 , 2 , 3 denote various shape coefficients to approximate various friction effects.
Remark 1.
The friction model in (2) has the following properties [13, 31] : (i) the friction model is continuous differentiable and symmetric about the origin; (ii) the Coulomb friction coefficient is present in the absence of viscous dissipation and is modeled by the term 1 tanh( 1 ); (iii) the static coefficient of friction can be approximated by the term 1 + 2 ; (iii) the term tanh( 2 ) − tanh( 3 ) captures the Stribeck effect where the friction coefficient decreases from the static coefficient of friction with increasing slip velocity near the origin.
It is worth to note that the new friction model (2) utilizes the continuous differentiable tanh(V) function which has the following differential feature with respect to its argument V:
The above nice property will be invoked later in our robust controller design to ensure the overall stability of the controlled system.
Based on (1) and (2), we can rewrite the system model (1) in a state-space form as follows: 
. In (4), a constant is employed to denote the nominal value of the lumped disturbance, and thus an adaptive law can be designed for it to learn the slowly changing part of ( , ) to improve the tracking performance [32] .
In general, the system is subjected to structured uncertainties due to large variations in the system parameters, like the variations of , , 1 , 2 , , and ; that is, parameter set which appears linearly can be unknown due to different system components, working conditions and environments and thus is considered as the structured uncertainty. In addition, ( , ) is clearly the system unstructured uncertainty. For most applications, the extents of the structured uncertainty and unstructured uncertainty are known. Thus the following practical assumption is made.
Assumption 2. The extent of the parametric uncertainties and uncertain nonlinearities are known [8, 11] ; that is,
, and are known. In (5), the operation ≤ for two vectors is performed in terms of the corresponding elements of the vectors.
Given the desired smooth motion trajectory = 1 ( ), the objective is to synthesize a continuous bounded control input with Assumption 2 such that the output = 1 tracks 1 ( ) as closely as possible in spite of various modeling uncertainties.
Controller Design

Discontinuous Projection Mapping and Parameter Adaptation.
Let̂denote the estimate of and̃the estimation error (i.e.,̃=̂− ). Viewing (5), a discontinuous mapping can be defined as [11, 33] 
where = 1, . . . , 5, by using an adaptation law given bẏ
where Γ > 0 is a diagonal adaptation rate matrix and an adaptation function to be synthesized later. For any adaption function , the projection mapping used in (8) guarantees [11, 34] (P1)̂∈ Ω̂≜ {̂: min ≤̂≤ max } ,
Adaptive Robust Controller (ARC)
Design. Define a set of switching functions like quantities as
where
is a stable transfer function, making 1 small or converging to zero is equivalent to making 2 small or converging to zero. So the rest of the design is to make 2 as small as possible. Differentiating (10) and noting (4), we have
Noting the structure of (11), and based on the adaptive robust design procedure [29] , the resulting ARC controller can be given by
where 2 is a positive feedback gain. In (12) , functions as adjustable feedforward control law used to achieve an improved model compensation by parameter adaptation (8) , and functions as a robust control law in which 1 is a linear robust feedback law to stabilize the nominal model of motion systems and 2 is nonlinear robust term used to attenuate the effect of model uncertainties as follows. Substituting (12) into (11), we have
is the regressor for parameter estimation.
For the robust design, we make the robust term 2 be any continuous function satisfying the following conditions:
Remark 3. Let ℎ 1 be any smooth function satisfying
where = max − min . Then one smooth example of 2 satisfying (15) and (16) is given by [29, 34] 
where 1 is a nonlinear feedback gain.
Other smooth or continuous examples of 2 can be worked out in the same way as in [29] . (8) 
Theorem 4. If the adaptation function in
then the proposed ARC control law (12) guarantees the following.
(A) In general, all signals are bounded. Furthermore, the positive definite function defined by
is bounded by [11, 30] . First, the effect of measurement noise may pollute the regressor , and a slow adaptation rate may have to be used, which in turn reduces the effect of parameter adaptation. Second, the model-based compensation term still depends on the actual feedback of the state. Although theoretically the effect of this added implicit feedback loop has been considered in the robust control law design as seen from condition (16), practically, there still exists certain interactions between the model compensation and the robust control . This may complicate the controller gain tuning process in implementation. In [30] , a desired compensation adaptive robust control framework is developed by Yao, in which the regressor is calculated by desired trajectory information only. In the following, the desired compensation ARC (DCARC) is applied on our system with the new friction model (2), and some modifications and particular structures of the friction model are utilized to obtain less restrictive conditions on the selection of robust feedback gains to achieve the overall stability.
In order to develop the DCARC law, some modifications of the dynamic of 2 in (11) are firstly made as follows:
represents the nonlinear approximate errors of the friction.
Noting the property of tanh function (3) and by exploiting the mean value theorem, the following inequalities can be developed for (24):
The proposed desired compensation ARC law and the adaptation function have the same form as (12), but with determined by the desired trajectory and parameter adaptation only; that is, = + , =̂1̈1 +̂2 (̇1 ) +̂3̇1 +̂4 +̂5 (̇1 ) , 
where is desired regressor given by
From (27) , the robust term 2 should satisfy the following two conditions:
where 2 is a positive design parameter which can be arbitrarily small. An example of 2 satisfying (29) and (30) is given as follows:
where 2 is a nonlinear feedback gain and ℎ 2 satisfies 
where 2 = 2 min (Λ 2 )/ 1 max is the exponentially converging rate. has the following advantages [30] . (i) Since the regressor depends on the reference trajectory only, it is bounded and can be calculated offline to save online computation time if needed.
(ii) Due to the use of projection mapping in (8) , the parameter estimation is bounded as shown by P1 of (9) . Thus the model compensation in (26) is bounded no matter what type of adaptation law is going to be used. This implies that does not affect the closed-loop system stability at all and the robust control function can be synthesized totally independent of the design of parameter adaptation law for robust stability. (iii) Gain tuning process becomes simpler since some of the bounds like the bound of the first term inside the bracket of the left hand side of (30) can be estimated offline. (iv) The effect of measurement noise is reduced.
Remark 8.
It is worth to note that the condition on the selection of robust feedback gain 2 is much less restrictive than those in [30] , which can further alleviate the effect of noisy velocity feedback. This is achieved by judiciously selecting a p.d. function given by (21) instead of the general formulations in [30] .
Comparative Experimental Results
Experiment Setup.
To illustrate the above designs and study fundamental problems associated with the high accuracy control of dc motor motion systems, a verification platform has been set up shown in Figure 2 . The detail description of the hardware components used in the platform can be found in [8] and the measurement and control system consists of monitoring software and real time control software (more details can be found in [35] ). The sampling time is 0.5 ms.
System
Identification. Due to shape coefficients 1 , 2 , and 3 existing in our friction models and our proposed controllers, the static friction effects have to be identified. The following experimental friction model identification procedure is taken: first, a series of control constant velocity trajectory is applied to the servo system. Steady signals are finally recorded to obtain the static mapping relationship between the control input and the output velocity signal. From (4), when the steady output velocity is constant (i.e., the inertial force is zero), the control input is equal to the normalized friction level. The result of static mapping relationship identified by experiments is shown in Figure 3 , and the structure model of the friction is obtained by polynomial curve-fitting method. The corresponding coefficients 1 = 700, 2 = 15, and 3 = 1.5 are used to fit the experimental curve in Figure 3 , and these coefficients will be utilized in our proposed controllers. Though the normalized friction level parameters are also obtained, they are not used since they may vary in practice, and will be adapted by the designed adaptive law.
Comparative Experimental Results.
The following five controllers are compared to verify the effectiveness of the proposed control schemes in the next experiments.
(1) ARCF: this is the adaptive robust controller (12) with static friction model (2) proposed in this paper and described in previous sections. As in [11] , for simplicity, the control function = 1 + 2 is implemented as = − 2 by choosing a sufficiently large nonlinear feedback gain to satisfy (16) . The control gains are chosen as 1 = 240, = 5, which are tuned via online try-and-error method, and some statements about gain choosing can be found in [11, 36] (3) ARC: this is the adaptive robust controller only with approximate continuous Coulomb friction model. The controller can be outlined from [11, 29] . In our experiments, the ARC controller is implemented same as ARCF but without 5 adaptation (i.e., no Stribeck effect), and thus, the gains are chosen same as corresponding gains of the ARCF controller but with Γ = diag{0.1, 0.5, 2, 0.3, 0}.
(4) DCARC: this is the desired compensation adaptive robust controller only with approximate continuous Coulomb friction model. The controller can be outlined from [11, 30] . In our experiments, the DCARC controller is implemented same as DCARCF but without 5 adaptation, and thus, the gains are chosen same as corresponding gains of the DCARCF controller but with Γ = diag{0.3, 1, 3, 0.5, 0}.
(5) PID: the proportional-integral-derivative controller, which is commonly used in industrials which can be treated as a reference controller for comparison. The controller parameters are = 120, = 60, and = 0, which represent the -gain, -gain and -gain, Abstract and Applied Analysis respectively. These controller gains are tuned carefully via error-and-try method. One may argue that the larger parameters can make better tracking performance. But these parameters are achieved ultimately and larger parameters will lead the system to unstable due to measurement noise and/or unmodeled dynamics. Thus using the PID controller with these parameters to compare with the proposed controllers is fair.
The following five performance indexes will be used to measure the quality of each control algorithm, that is, the maximum, average, and standard deviation of the tracking error, average control input, and normalized control variations. Their definitions are made as follows.
(1) Maximal absolute value of the tracking errors is defined as
where is the number of the recorded digital signals and is used as an index of measure of tracking accuracy.
(2) Average tracking error is defined as
and is used as an objective numerical measure of average tracking performance. (3) Standard deviation performance index is defined as
to measure the deviation level of tracking errors.
(4) Average control input index is defined as
and is used to evaluate the amount of control effort.
(5) Normalized control variations is defined as
and is used to measure the degree of control chattering, where
where Δ is the time interval. To verify the performance of the proposed controllers, the five controllers are first tested for a sinusoidal-like motion trajectory 1 = 10[1 − cos(3.14 )][1 − exp(−0.5 )]
∘ which ensures the desired trajectory smooth enough. The desired motion trajectory is shown in Figure 4 respectively. As seen, the proposed DCARCF controller has a better performance than those of the other four controllers in terms of both transient and final tracking errors since the DCARCF controller both employed the new continuous friction model to achieve accurate friction compensation and large adaptation rate, and then the resulting learning capability is enhanced; while ARCF also employed the explicit friction model and thus obtained better performance than ARC and PID, the tracking process is chattering since its regressor depends on the noisy actual states, and that is the reason it is worse than the DCARC controller. The PID controller just has some robustness with respect to uncertainties and their tracking errors are relatively large. Moreover, by using the parameter adaptation as shown in Figure 6 , the final tracking error of DCARCF is reduced almost down to 0.015 ∘ while PID has large quadrant glitch (about 0.06 ∘ ) due to the large friction disturbance during velocity reversal. This illustrates the effectiveness of using the adjustable desired compensation technique and the new friction model which can effectively overcome the nonlinear friction disturbance in practice. The control inputs of five controllers are shown in Figure 7 , which is continuous, regular, and bounded. To investigate the final tracking accuracy, the last two cycles' tracking errors are present in Figure 8 , and a more clear comparison is given in Figure 9 , in which only PID, ARC, and DCARCF are compared. The experimental results in terms of performance indexes are given in Table 1 during the last two seconds. As seen from the table, DCARCF performs best performance in all indexes, compared with the other ∘ shown in Figure 10 is used. In this test stage, the desired velocity is reduced to only a tenth of the previous one, and thus the effects of the nonlinear friction are exaggerated and may be the dominate factor effecting the tracking performance. The tracking errors of the five controllers are shown in Figure 11 , respectively. As seen, even for such a slow tracking experiment under strong nonlinear friction, the proposed DCARCF controller is able to compensate the modeled nonlinear friction and attenuate unmodeled effects and an improved performance is achieved in comparison to the other four controllers. The parameter estimation and control inputs are omitted with space limitations since they are regular and bounded. More clear comparison is presented in Figures 12 and 13 . The performance indexes with this case are collected in Table 2 . From these results, again, it can be seen that the proposed DCARCF controller has the best tracking performance.
Conclusion
In this paper, with a new static friction model capable of capturing major nonlinear friction effects, a continuous ARC controller and a continuous desired compensation ARC controller have been developed for high-performance robust motion systems directly driven by dc motors. The proposed controllers take into account the effect of model uncertainties coming from the inertia load, modeled friction force, and unmodeled disturbances. In addition, by using the nice differential property of the new friction model and integrating the mean value theorem, a proper robust feedback term is synthesized in our proposed desired compensation ARC controller, which ensures the overall stability while reduces restrictive conditions. Theoretically, the resulting controllers guarantee a prescribed transient performance and final tracking accuracy in general while achieving asymptotic tracking in the presence of parametric uncertainties. Furthermore, the desired compensation ARC scheme offers several implementation advantages such as reduced effect of measurement noise and a faster adaptation rate in implementation. Comparative experiments are carried out for the motion control of a dc motor to illustrate the high performance of the proposed ARC strategies. Comparative experimental results show that smaller tracking error and smoother control effort are obtained using the ARC algorithms with the continuous friction model than with approximate Coulomb friction only, demonstrating the effectiveness of the proposed algorithms in practical applications. As future works, it is interesting to consider other applications of the proposed scheme, such as the control of transport problem [37] . which leads to (22) by using comparison lemma [38] . Thus, 1 and 2 are bounded which means the state is bounded. (A.4)
From (13) with ( , ) = 0, the condition in (15) , and the definition of in (19) , the derivative of satisfieṡ Noting the property P2 of (9), we have [36] ≤ − min (Λ 1 ) ( Therefore, ∈ 2 and ∈ ∞ . Since all signals are bounded, from (10) and (13) , it is easy to check thaṫis bounded and thus uniformly continuous. By Barbalat's lemma, → 0 as → ∞ [36] , which leads to (B) of Theorem 4.
B. Proof of Theorem 6
The proof is similar to that of Theorem 4. From (27) , the time derivative of can be given bẏ Noting the property P2 of (9), we havė ≤ − min (Λ 2 ) ( 
