Abstract. One approach in classification tasks is to use machine learning techniques to derive classifiers using learning instances. The cooperation of several base classifiers as a decision committee has succeeded to reduce classification error. The main current decision committee learning approaches boosting and bagging use resampling with the training set and they can be used with different machine learning techniques which derive base classifiers. Boosting uses a kind of weighted voting and bagging uses equal weight voting as a combining method. Both do not take into account the local aspects that the base classifiers may have inside the problem space. We have proposed a dynamic integration technique to be used with ensembles of classifiers. In this paper, the proposed dynamic integration technique is applied with AdaBoost and bagging. The comparison results using several datasets of the UCI machine learning repository show that boosting and bagging with dynamic integration of classifiers results often better accuracy than boosting and bagging result with their original voting techniques.
Introduction
There are several approaches in data mining which tries to find previously unknown and potentially interesting patterns and relations in large databases [6] . One typical data mining task is to predict a value of an attribute of a new instance when the values of the other attributes of the instance are known. A common approach is to use a machine learning technique. A collection of instances with known values of all the attributes is treated as a training set for a machine learning algorithm that derives a classifier. This classifier is later used to predict the unknown value of the attribute for a new instance.
Decision committee learning has succeeded to reduce classification error [1, 3, 4, 7, 9, 16, 17, 18, 24] . A committee (final classifier) is composed of base classifiers (committee members), each of which makes its own classifications that are combined to create a single classification result of the whole committee. Two decision committee learning approaches, boosting [16, 17] and bagging [3] , have received extensive attention recently and they have been deeply analyzed [4, 9, 18] . Both generate by resampling training sets from the original data set to the learning algorithm [24] which builds up a base classifier for each training set. There are two major differences between bagging and boosting. First, boosting changes adaptively the distribution of the training set based on the performance of previously created classifiers while bagging changes the distribution of the training set stochastically [24] . Second, boosting uses a function of the performance of a classifier as a weight for voting, while bagging uses equal weight voting [24] . With both techniques error decreases when the size of the committee increases, but the marginal error reduction of an additional member tends to decrease [24] . In general, bagging is more consistent, increasing the error of the base learner less frequently than boosting. However, boosting has greater average effect, leading to substantially larger error reductions than bagging on average [4] . The error reduction has been a little mysterious also to researchers and several analysis to reveal the real background of the phenomenon have been suggested [1, 9, 18] . One explanation is based on that boosting tends to reduce both the bias and variance terms of error while bagging tends to reduce the variance term only [1, 4] . Another is using the concept of margin distribution [18] , and another recent one establishes connection between boosting and additive models [9] but as comments, as [8] to the last paper show there is still much work to do before the behaviour of methods are deeply understood.
Both bagging and boosting uses a voting technique which is unable to take into account the heterogeneity of the instance space. When majority of the base classifiers give a wrong prediction for a new instance then the majority vote will result in a wrong prediction. The problem may consist in discarding base classifiers (by assigning small weights) that are highly accurate in a restricted region of the instance space because this accuracy is swamped by their inaccuracy outside the restricted area. It may also consist in the use of classifiers that are accurate in most of the space but still unnecessarily confuse the whole classification committee in some restricted areas of the space. To overcome this problem we have suggested a dynamic integration approach [13] . In this paper we compare bagging and boosting with and without our dynamic integration approaches using using several data sets from the UCI machine learning repository [2] . Some preliminary results with small committee sizes were presented in [20] .
In chapter 2 the bagging and boosting algorithms are reviewed. Chpater 3 includes a short describtion of our dynamic integration methods. Chapter 4 includes the results of comparisons and chapter 5 concludes with a short summary and some further research topics.
Bagging and Boosting
In this chapter bagging and boosting algorithms to be used in comparisons are reviewed.
The bagging algorithm (Bootstrap aggregating) [3] uses bootstrap samples to build the base classifiers. Each bootstrap sample of m instances is formed by uniformly sampling m instances from the training set with replacement. The amount of the different instances in the bootstrap sample is for large m about 1-1/e=63.2%. This results that dissimilar base classifiers are built with unstable learning algorithms (e.g., neural networks, decision trees) [1] and the performance of the committee can become better. However, bagging may slightly degrade the performance of stable algorithms (e.g., knearest neighbor) because effectively smaller training sets are used to train each base classifier [3] . The bagging algorithm generates T bootstrap samples B 1 , B 2 , …, B T and then the corresponding T base classifiers C 1 , C 2 , …, C T . The final classification produced by the committee of these base classifiers is received using equal weight voting where ties are broken arbitrarily
Boosting was developed as a method for boosting the performance of any weak learning algorithm [17] , which needs only to be a little bit better than random guessing [16] . The AdaBoost algorithm (Adaptive Boosting) [7] was introduced as an improvement of the initial boosting algorithm and several further variants are presented. The concept used to correspond a generation of one base classifier is a trial. AdaBoost changes the weights of the training instances after each trial based on the misclassifications made by the resulting base classifier trying to force the learning algorithm to minimize the expected error over different input distributions [1] . Similarly, the correctly classified instances will have a lower total weight.Thus AdaBoost generates during the T trials T training sets S 1 , S 2 , …, S T where instances have weights and thus T base classifiers C 1 , C 2 , …, C T are built. A final classification produced by the committee of these base classifiers is received using a weighted voting scheme where the weight of each classifier depends on its performance on the training set used to build it.
The AdaBoost algorithm requires a weak learning algorithm whose error is bounded by a constant strictly less than ½. In practice, the learning algorithm that we use provide no such guarantee. The original algorithm aborted when the error bound was breached [17] , but this case is fairly frequent for some multiclass problems [1] . In this paper, a bootstrap sample from the original data S is generated in such case, and the boosting continues up to a limit of 25 such samples at a given trial, as proposed in [1] . The same is done when the error is equal to zero at some trial. Some implementations of AdaBoost use boosting by resampling because the inducers used were unable to support weighted instances [1] . In this work, boosting by reweighting is implemented with the C4.5 decision tree learning algorithm [15] , which is a more direct implementation of the theory. Some evidence exists that reweighting works better in practice [1] .
Dynamic Integration of Classifiers
The challenge of integration is to decide which classifier to rely on or how to combine classifications produced by several classifiers. The integration approaches can be divided into static and dynamic ones. Recently, two main approaches to integration have been used: first, combination of the classifications produced by the base classifiers, and, second, selection of the best classifier from the base classifiers. The most popular method of combining classifiers is voting [1] . More sophisticated selection approaches use estimates of the local accuracy of the base classifiers by considering errors made in similar instances [12] or the meta-level classifiers ("referees"), which predict the correctness of the base classifiers for a new instance [11] .
We have presented a dynamic integration technique that estimates the local accuracy of the base classifiers by analyzing the accuracy in near-by instances [13] . Knowledge is collected about the errors that the base classifiers make with the training instances and this knowledge is taken benefit during the classification of new instances. The goal is to use each base classifier just in that subarea for which it is the most reliable one. The C4.5 decision tree induction algorithm is used to predict the errors of the base classifiers [15] and in the dynamic integration the weighted nearest neighbor classification (WNN) is used [5] .
The dynamic integration approach contains two phases. In the learning phase, information is collected about how each classifier succeeds with each training set instance. With bagging and boosting this is done directly using the base classifiers produced by C4.5. In the original version of our algorithm we have used cross-validation technique to estimate the errors of the base classifiers on the training set [13] . In the application phase, the final classification of the committee is formed so that for a new instance the seven nearest neighbor instances of the learning set are found out. The error information of each classifier with these instances is collected and then depending on the dynamic integration approach the final classification is made using this information. Two of these three different functions implementing the application phase were considered [13] . The first function DS implements Dynamic Selection. In the DS application phase the classification error is predicted for each base classifier using the WNN procedure and a classifier with the smallest error (with the least global error in the case of ties) is selected to make the final classification. The second function DV implements Dynamic Voting. In the DV application phase each component classifier receives a weight that depends on the local classifier's performance and the final classification is conducted by voting classifier predictions with their weights. The third function DVS was first presented in [21] and it applies mixed approach. Using the collected error information first about half of classifiers (the better half) is selected and then the final classification is derived using weighted voting among them.
Previously an application of the dynamic classifier integration in medical diagnostics was considered in [19, 20, 22] . A number of experiments comparing the dynamic integration with such widely used integration approaches as CVM, and weighted voting were also conducted [13, 14, 22, 23] . The comparison results show that the dynamic integration technique outperforms often weighted voting and CVM. In [21] the dynamic classifier integration was applied to decision committee learning, combining the generated classifiers in a more sophisticated manner than voting. This paper continues this research considering more experiments comparing bagging and boosting with and without the three dynamic integration functions.
In this chapter we present experiments where the dynamic classifier integration algorithm is used with classifiers generated by AdaBoost and bagging. The experimental setting is described before the results of the experiments. We have used nine datasets from the UCI machine learning repository [2] . Previously the dynamic classifier integration was experimentally evaluated in [13] and preliminary comparisons with AdaBoost and bagging were made in [21] .
The main characteristics of the eight datasets are presented in Table 1 . The table includes the name of the dataset, number of instances included in the dataset, number of different classes of instances, and numbers of different kind of features included in the instances. For each dataset 30 test runs are made. First, in each run 30 percent of the instances of the data set are randomly picked up to the test set. Then the rest 70 percent of the instances are passed to bagging and boosting algorithm. These manipulate the learning set as described in Chapter 2 producing required amount of base classifiers using C4.5 decision tree algorithm with pruning [15] . We make experiments with 5, 10, and 25 base classifiers in the committees.
We calculate average accuracy numbers for base classifiers, for ordinary bagging and boosting, and for bagging and boosting with the three dynamic integration method described in Chapter 3 separately. In the learning phase of the dynamic integration part information about the errors made by each base classifier is collected for all the instances included in the 70 percent of the original data set, selected in the beginning of each run. In the application phase of the dynamic integration the instances included in the test set is used. For each of them the classification errors of all the base classifiers of the committee is collected for seven nearest neighbors of the new instance. The selection of the number of nearest neighbors has been discussed in [13] . Based on the comparisons between different distance functions for dynamic integration presented in [14] we decided to use the Heterogeneous Euclidean-Overlap Metric, which produced good test results earlier. The test environment was implemented within the MLC++ framework (the machine learning library in C++) [10] . Table 2 presents accuracy values for Bagging with different voting methods. The first column includes the name of the corresponding data set. The second column tells how many base classifiers were produced to the committee. The next three columns include the average of the minimum accuracies of the base classifiers (min), the average of average accuracies of the base classifiers (aver), and the average of the maximum accuracies of the base classifiers (max) over the 30 runs. The last four columns on the right-hand side of Table 2 include average accuracies for different voting methods. These are: equal weight voting (EWV), dynamic selection (DS), dynamic voting (DS), and dynamic voting with selection (DVS). DS, DV, and DVS were considered in chapter 3. Previous experiments with these two integration strategies [13] have shown that the accuracies of the strategies usually differ significantly; however, it depends on the dataset, what a strategy is preferable. In this paper we apply also a combination of the DS and DV strategies that were in [21] expected to be more stable than the other two.
The accuracies in the table 2 confirm the known result that raising the number of committee members makes bagging more accurate. In this experiment the average increase of accuracy over the 8 data sets was 1.3% and 2.1% when the number of the members was raised from 5 to 10 and 25 correspondingly. The increase was almost same for DV (1.3% and 2.4%) and DVS (1.0% and 2.1%) but much lower for DS (0.3% and 0.8%). It seems to be that bagging with dynamic selection is not able to take as efficiently benefit of the increase of the base classifiers, at least with these data sets. When individual data sets are looked it is noticed that with ordinary equal weight voting and dynamic voting the accuracy decreases only with Iris dataset, with dynamic selection with Iris and Breast datasets, and with DVS with MONK-2 dataset and with Breast and Iris datasets when the number is raised from 5 to 10.
When the different voting techniques are compared it is noticed that in average over the 8 datasets DV and DVS produce only about 0.5% higher accuracies than the ordinary voting. Dynamic selection, on the other hand gives in average about 2% smaller accuracy for bigger committees. There is big difference between individual data sets in the average accuracies achieved. The biggest ones are that both DVS and DS produce over 10% smaller accuracy with MONK-2 dataset with 10 base classifiers, and DS over 10% higher accuracy with MONK-1 dataset with 10 base classifiers than the ordinary voting. As a summary it can be said that in average over these 8 datasets there seems not to be great benefit about the dynamic integration with bagging but because there are many dataset related difference it needs further systematic research before being able to make any firm conclusions. Table 3 presents accuracy values for AdaBoost with different voting methods. The columns are same as in Table 2 except that the ordinary voting with boosting is weighted voting (WV) and again the accuracies are averages over 30 runs.
The accuracies in the table 3 confirm the known result that raising the number of committee members makes also boosting more accurate. In this experiment the average increase of accuracy over the 8 data sets was 0.7% and 1.3% when the number of the members was raised from 5 to 10 and 25 correspondingly. The increase was a little bit higher for DV (1.3% and 1.7%) and DVS (0.9% and 1.7%) but DS suffered from additional base classifiers (-0.0% and -0.7%). It seems to be that also boosting with dynamic selection is not able to take as efficiently benefit of the increase of the base classifiers, at least with these data sets. When individual data sets are looked it is noticed that with ordinary weighted voting and dynamic voting the accuracy decreases only with MONK-2 dataset and with Liver dataset when the amount is raised from 5 to 10. The accuracy of dynamic voting with selection decreases only with the MONK-2 dataset but the dynamic selection has problems with almost every dataset.
When the different voting techniques are compared it is noticed that in average over the 8 datasets DVS produces 0.9% higher accuracy with 25 base classifiers, 0.8% higher accuracy with 10 base classifiers, and 06% higher accuracy with 5 base classifiers than the ordinary weighted voting. The average numbers of DV over the datasets are also a little bit better than the ordinary weigted voting. Instead, the dynamic selection produces lower accuracies, in average about 1.0%, 1.7%, and 3.0% for 5, 10, and 25 base classifiers, correspondingly. There is big difference between individual data sets in the average accuracies only with the dynamic selection method and MONK-2 dataset with the dynamic voting with selection. As a summary it can be said that in average over these 8 datasets there might be benefit about the dynamic integration with boosting when dynamic voting especially with selection is used, but further systematic research is needed to confirm this.
Conclusion
Decision committee learning has demonstrated spectacular success in reducing classification error with learned classifiers. These techniques a committee of base classifiers which produce the final classification using some voting method. Ordinary voting methods has however an important shortcoming, that they do not take into account local context related things.
In this paper a technique for dynamic integration of classifiers was experiment as a method instead of ordinary voting methods with bagging and boosting. The technique for dynamic integration of classifiers is based on the assumption that each base classifier is the best inside certain sub areas of the whole feature space. The considered algorithm for dynamic integration of classifiers is a new variation of stacked generalization, which uses a distance metric to locally estimate the errors of base classifiers.
The proposed dynamic integration technique was evaluated with AdaBoost and Bagging, the decision committee approaches which have received extensive attention recently, on eight datasets from the UCI machine learning repository. The results achieved are promising and show that especially boosting but in some contexts also bagging might give better accuracy with dynamic integration of classifiers than with simple voting.
Further analysis and experiments are needed to make deeper analysis of combining the dynamic integration of classifiers with different approaches to decision committee learning.
