The backward-backward algorithm is a tool for finding minima of a regularization of the sum of two convex functions in Hilbert spaces. We generalize this setting to Hadamard spaces and prove the convergence of an error-tolerant version of the backward-backward method.
Introduction
Proximal splitting methods provide powerful techniques for solving non-differentiable convex optimization problems in Hilbert spaces, see e.g. [6] for a survey on this topic in the context of signal processing.
Recently, Bačák et al. [5, 4] investigated the convergence of the proximal point algorithm and the alternating projection method for convex functions in Hadamard spaces, which are also known as complete CAT(0) spaces. The aim of this work is to generalize both approaches and to give the first example of a proximal splitting method in an Hadamard space.
This work is organized as follows: In Section 2, we set up our terminology. Particular attention is given to the geometry of Hadamard spaces (Section 2.1), where we mention inequality (3), which is a stronger form of the triangle inequality in CAT(0) spaces. It enables us to generalize some well-known facts from Hilbert to Hadamard spaces, though its proof is elementary. In Section 2.2, the emphasis rests on convex functions, where our terminology is adopted from e.g. [2] in the context of Hilbert spaces and might be unusual in the community of CAT(0) spaces. Section 2.3 is devoted to weak convergence. For the history of generalizing weak convergence from Hilbert to Hadamard spaces, see e.g. [5, Section 2.3] . In Section 3, we present a convergence analysis of the backward-backward algorithm and show its tolerance with respect to summable error sequences.
Preliminaries

Geometry of an Hadamard space
An Hadamard space (X, d) is a complete metric space, where to each two points x, y ∈ X a midpoint m ∈ X can be assigned such that
for all z ∈ X. If X is a closed, convex subset of a Hilbert space with the metric induced by the inner product, relation (1) holds with equality for m = 1 2 (x + y) and all z ∈ X by the parallelogram identity.
More generally, for each two points x, y ∈ X, there is a map γ x,y :
for all z ∈ X and λ ∈ [0, 1]. The curve γ x,y is uniquely determined and called the geodesic joining x and y. It holds
The geodesic segment joining x ∈ X and y ∈ X is defined as
From (2) (or (1)) one obtains a useful inequality by
for all x, y, z, w ∈ X, which yields
For two Hadamard spaces X and Y , the Cartesian product X × Y is an Hadamard space with the metric given by
and the geodesics
In what follows, let X be an Hadamard space.
Convexity, proximal points and firm nonexpansiveness
A set C ⊆ X is called convex if it contains the geodesics between all of its points, i.e., γ x,y (λ) ∈ C for all x, y ∈ C and λ ∈ [0, 1]. A map f : X → R := R ∪ {±∞} is called proper if it is not constantly +∞ and does not take the value −∞. It is called convex if, for any x, y ∈ X and λ ∈ [0, 1], the inequality
holds. If f : X → R is convex, proper and lower semicontinuous and x ∈ X, then the function y → f (y) + 
Dividing by λ and letting λ ↓ 0 yields
For x 1 , x 2 ∈ X and y i = Prox f (x i ), i = 1, 2, we have, by (4),
By adding both inequalities, we obtain
which we refer to by saying that the mapping x → Prox f (x) is firmly nonexpansive.
In particular, a firmly nonexpansive mapping is nonexpansive, i.e., Lipschitz continuous with constant 1: let x 1 , x 2 , y 1 , y 2 satisfy (5), then from (3), it follows that
Example 1. For a nonempty, closed, convex set C ⊆ X, the indicator function
is proper, convex and lower semicontinuous, and Prox δ C (x) = Proj C (x) for all x ∈ X, where Proj C is the metric projection on C, i.e., Proj C (x) uniquely minimizes the function
Example 2. The function which maps (
have, by (2) and (3),
A function f : X → R is called uniformly convex if there exists some nondecreasing function φ : [0, +∞) → [0, +∞] (which is called the modulus of uniform convexity) such that φ(t) = 0 ⇐⇒ t = 0 (t ≥ 0) and
for all x, y ∈ X. In this case, inequality (4) can be improved: let x, z ∈ X, λ ∈ [0, 1] and y = Prox f (x), then it holds
so, by a calculation as above,
Weak convergence
We say that a sequence (x n ) n≥0 in X weakly converges to x ∈ X, x n ⇀ x, if, for every
A weak cluster point of a sequence in X is a point x ∈ X such that some subsequence weakly converges to x. (Since we are not dealing with nets, we will not distinguish between weak cluster points, which are determined by convergent subnets, and weak sequential cluster points.)
Lemma 1 (see [11, 
Weak convergence may also be expressed in terms of asymptotic radius and center. For a sequence (x n ) n≥0 in X and x ∈ X, the asymptotic radius of (x n ) n≥0 with respect to x is r (x n ) n≥0 , x := lim sup
and the asymptotic center is a minimizer of the mapping X ∋ x → r (x n ) n≥0 , x . The asymptotic center of a sequence in an Hadamard space always exists and is unique [7, Proposition 7] .
Lemma 3 (see [8, Proposition 5.2]).
For a sequence (x n ) n≥0 in X and x ∈ X it holds x n ⇀ x if and only if x is the asymptotic center of each subsequence of (x n ) n≥0 .
Lemma 4.
Let (x n ) n≥0 be a bounded sequence in X and x ∈ X. Then x n ⇀ x if and only if x is the unique weak cluster point of X.
Proof. We only prove the nontrivial implication: assume x n ⇀ x, then there exists some y ∈ X \{x} and a subsequence (x n k ) k≥0 of which y is the asymptotic center, in particular
By transition to a subsequence (without renaming), we can assure
Now, choose a weakly convergent subsequence of the bounded sequence (x n k ) k≥0 . Its asymptotic center cannot be x (since the asymptotic radius with respect to y is smaller), so x cannot be the only weak cluster point of (x n ) n≥0 .
The next result is a generalization of [5, Proposition 3.3 (iii)] (see also [2, Lemma 2.39]), where Fejér monotonicity is required to show weak convergence. To analyze an algorithm which is generally not Fejér monotone, we have to relax this assumption, but the method of the proof remains the same.
Lemma 5.
Let (x n ) n≥0 be a bounded sequence in X, and let C ⊆ X. Suppose that, for every c ∈ C, the sequence (d(x n , c) ) n≥0 converges and all weak cluster points of (x n ) n≥0 belong to C. Then, x n ⇀ c for some c ∈ C.
Proof. By Lemma 4, it suffices to show that (x n ) n≥0 has at most one weak cluster point, so assume that (x n k ) k≥0 and (x m k ) k≥0 are weakly convergent subsequences with x n k ⇀ x ∈ C, x m k ⇀ y ∈ C and x = y. In particular, x is the asymptotic center of (x n k ) n≥0 , and y is the asymptotic center of (x m k ) k≥0 . By uniqueness of the asymptotic centers, we have
This contradiction shows x = y.
The notion of weak convergence in Hadamard spaces generalizes the weak convergence in Hilbert spaces. It is also known as ∆-convergence [12] .
The backward-backward algorithm and its convergence
Let X be an Hadamard space, and let f, g : X → R be two proper, convex and lower semicontinuous functions. Our aim is to find a solution of the problem
where γ > 0. The backward-backward algorithm is determined by some starting point x 0 ∈ X and the iteration procedure y n := Prox γg x n , x n+1 := Prox γf y n for all n ≥ 0. Problem (7) and the backward-backward algorithm in Hilbert spaces are dealt with in [1, 3] . In this work, we allow errors in the evalution of the proximal points, namely, we choose the sequences (x n ) n≥0 and (y n ) n≥0 such that
Additional consequences of the error-free case are given in Corollary 1 below.
Theorem 1.
Let Φ be bounded below on X 2 , and let (x n ) n≥0 and (y n ) n≥0 be sequences which satisfy (8) . Then the following hold:
if there exists a solution of (7), then
(c) ((x n , y n )) n≥0 converges weakly to a solution of (7);
(d) if one of the functions f and g is uniformly monotone, then ((x n , y n )) n≥0 converges to the unique solution of (7) with respect to the metric d.
Proof. Due to the symmetry between f and g, we will prove only one of the assertions in each of the statements (a)-(d), mostly the one concerning the sequence (x n ) n≥0 . The other assertion follows by interchanging f and g and starting the iteration at y 0 . Set δ n := d(y n , Prox γg x n ) and ε n := d(x n+1 , Prox γf y n ). Furthermore, for n ≥ 0, set x 0 := x 0 ,ỹ 0 := y 0 ,
By the nonexpansiveness of the proximal point mapping, we have
By (4), the following inequalities hold for all x, y ∈ X:
Adding (9) and (10) and subsequently applying (3), we obtain
Setting x =x n and y = Prox γg (x n−1 ) in (11) yields
Summing up the inequality (12) for n = 1, . . . , N − 1 with N ≥ 1 gives
which shows (a). From now on, let (x,ȳ) ∈ X × X be a solution of (7), which impliesȳ = Prox γg (x) andx = Prox γf (ȳ), and let
be the optimal value of Φ. We have
Therefore, the sequence
is monotone decreasing and bounded below by −
In (11), set x =x and y =ȳ to obtain
The right-hand side converges to ℓ
To prove (c), it remains (by Lemma 5) to show that each weak cluster point of (x n , y n ) is a solution of (7). Let (x, y) be a weak cluster point of (x n , y n ), say x n k ⇀ x and
By the weak lower semicontinuity (see Lemma 2 and Example 2) of the functions f, g and (x, y) → d(x, y) 2 , one gets
so (x, y) is a solution of (7), which proves (c). Now, let f be uniformly convex with modulus φ, so, by using (6) instead of (4), a calculation analogous to (13) yields
for any solution (x,ȳ) of (7). Suppose that x n →x, then (since d(x n ,x n ) → 0)x n →x, and there exists ε > 0 such that for all N ≥ 1 there exists some n ≥ N such that
This contradiction shows x n →x. On the other hand,
Since δ n → 0 and x n →x, we have y n →ȳ. We have shown x n →x and y n →ȳ for any solution (x,ȳ) of (7), so the solution must be unique. (c) The backward-backward algorithm in Hilbert spaces is a special case of the forwardbackward algorithm [6, Example 10.11] , the error-tolerant version of which was considered in [13] . Proof. Consider (11) , and note that nowx n+1 = x n+1 and Prox γg (x n ) = y n , so that we have Φ(x n+1 , y n ) ≤ Φ(x, y)
for any x, y ∈ X. Setting x = x n and y = y n gives
The other inequality in (e) follows by interchanging f and g. Note that by (e) the limits in (f) both coincide with inf {Φ(x n+1 , y n ) | n ≥ 0}. Sum up (14) for n = 0, . . . , N − 1 with N ≥ 1 and divide by N to obtain inf {Φ(x n+1 , y n ) | n ≥ 0} ≤ 1 N
Letting N → +∞ and passing to the infimum over x, y ∈ X, we see inf {Φ(x n+1 , y n ) | n ≥ 0} ≤ inf {Φ(x, y) | x, y ∈ X} .
Since the reverse inequality is obvious, (f) holds. Statement (g) follows fromȳ = Prox γg (x),x = Prox γf (ȳ) and the nonexpansiveness of the proximal point mappings.
