Black Hole Nilpotent Orbits and Tits Satake Universality Classes by Fré, Pietro et al.
Black Hole Nilpotent Orbits
and Tits Satake Universality Classes
Pietro Fre´a1, Alexander S. Sorinb and Mario Trigiantec
a Dipartimento di Fisica Teorica, Universita´ di Torino,
& INFN - Sezione di Torino
via P. Giuria 1, I-10125 Torino, Italy
fre@to.infn.it
b Bogoliubov Laboratory of Theoretical Physics,
Joint Institute for Nuclear Research,
141980 Dubna, Moscow Region, Russia
sorin@theor.jinr.ru
e Dipartimento di Fisica Politecnico di Torino,
C.so Duca degli Abruzzi, 24, I-10129 Torino, Italy
mario.trigiante@gmail.com
Abstract
In this paper we consider the problem of classification of nilpotent orbits for the pseudo-
quaternionic coset manifolds U/H
?
obtained in the time-like dimensional reduction of N = 2
supergravity models based on homogeneous symmetric special geometries. Within the D = 3
approach this classification amounts to a classification of regular and singular extremal black
hole solutions of supergravity. We show that the pattern of such orbits is a universal property
depending only on the Tits-Satake universality class of the considered model, the number of
such classes being five. We present a new algorithm for the classification and construction
of the nilpotent orbits for each universality class which is based on an essential use of the
Weyl group W of the Tits Satake subalgebra UTS ⊂ U and on a certain subgroup thereof
WH ⊂ W. The splitting of orbits of the full group U into suborbits with respect to the
stability subgroup H? ⊂ U is shown to be governed by the structure of the discrete coset
W/WH . For the case of the universality class SO(4, 5)/SO(2, 3)× SO(2, 2) we derive the
complete list of nilpotent orbits which happens to contain 37 elements. We also show how
the universal orbits are regularly embedded in all the members of the class that are infinite
in number. As a matter of check we apply our new algorithm also to the Tits Satake class
G(2,2)/SL(2)× SL(2) confirming the previously obtained result encompassing 7 nilpotent
orbits. Perspectives for future developments based on the obtained results are outlined.
1Prof. Fre´ is presently fulfilling the duties of Scientific Counsellor of the Italian Embassy in the Russian
Federation, Denezhnij pereulok, 5, 121002 Moscow, Russia.
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1 Introduction
The topic of spherically symmetric, asymptotically flat, extremal, black hole solutions of super-
gravity has already a long history. In the mid nineties a broad interest was raised by the two
almost parallel discoveries of the attractor mechanism [1, 2] and of the first statistical interpre-
tation of black-hole entropy [3]. These two discoveries have a strong conceptual link pivoted
around the interpretation of the entropy as the square root of the quartic symplectic invariant
I4(p, q) of the unified duality group UD=4 acting on the quantized charges of the black hole
(p, q). Indeed the quantized charges provide the clue to construct D-brane configurations yield-
ing the considered black-hole solution and on its turn these D-brane constructions provide the
means to single out the underlying string microstates. This is a particular instance of the gen-
eral deep relation between the continuous U-duality symmetries of supergravity and the exact
discrete dualities mapping different string theories and different string vacua into each other.
Indeed the group of string dualities was conjectured to be the restriction to integers U(Z) of
the supergravity duality group [4]. In view of these perspectives, the search and analysis of
supergravity BPS black hole solutions was extensively pursued in the nineties in all versions of
extended supergravity [5]. The basic tool in these analyses was the use of the first order Killing
spinor equations obtained by imposing that a certain fraction of the original supersymmetry
should be preserved by the classical solution [6, 7, 8, 9]. Allied tool in this was the use of the
harmonic function construction of p-brane solutions of higher dimensional supergravities (see for
instance [10] and references therein). In parallel to this study of classical supergravity solutions
an extended investigation of the black-hole microstates within string theory [11] was pursued.
The bridge between the two aspects of the problem, namely the macroscopic and the micro-
scopic one, was constantly provided by the geometric and algebraic structure of supergravity the-
ories dictating the properties of the U-duality group and of the supersymmetry field-dependent
central charges ZA. In this context the richest and most interesting case of study is that of
N = 2 supergravity where the geometric structure of the scalar sector, i.e. Special Ka¨hler Ge-
ometry [12, 13, 14], on one side provides a challenging mathematical framework to formulate and
investigate all the fundamental questions about black-hole construction and properties, on the
other side it directly relates these latter to string-compactifications on three-folds of vanishing
first Chern class, i.e. Calabi-Yau threefolds [15] or their singular orbifold limits [16].
Renewed interest in the topics of spherically symmetric supergravity black-holes and a new
wave of extended research activities developed in the last decade as soon as it was realized that
the attractor mechanism is not limited to the BPS black-holes but occurs also for the non BPS
ones [17]. In this context there emerged the concept of fake-superpotential [18, 19, 20, 21]. The
first order differential equations obtained by imposing the existence of Killing spinors are just
particular instance of a more general class of “gradient-flow” equations which are reminiscent of
the Hamilton-Jacobi formulation of classical mechanics.
An answer to the issue of whether black-hole equations might be put into the form of a
dynamical system came with the development of the D = 3 approach to black-hole solutions
[22, 23, 24, 25, 26].
The fundamental algebraic root of this development is located in the so named c-map [28]
from Special Ka¨hler Manifolds of complex dimension n to quaternion manifolds of real dimension
4n+ 4:
c-map : SKn → QM(4n+4) (1.1)
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This latter follows from the systematic procedure of dimensional reduction from a D = 4,N = 2
supergravity theory to a D = 3 σ-model endowed with N = 4 three-dimensional supersymmetry.
Naming zi the scalar fields that fill the special Ka¨hler manifold SKn and gi¯ its metric, the
D = 3 σ-model which encodes all the supergravity field equations after dimensional reduction
on a space-like direction admits, as target manifold, a quaternionic manifold whose 4n + 4
coordinates we name as follows:
{U, a}︸ ︷︷ ︸
2
⋃
{zi}︸︷︷︸
2n
⋃
Z = {ZΛ , ZΣ}︸ ︷︷ ︸
2n+2
(1.2)
and whose quaternionic metric has a general form that we will shortly present.
The brilliant discovery related with the D = 3 approach to supergravity black-holes consists
in the following. The radial dependence of all the relevant functions parameterizing the super-
gravity solution can be viewed as the field equations of another one-dimensional σ-model where
the evolution parameter τ is actually a monotonic function of the radial variable r and where the
target manifold is a pseudo-quaternionic manifold Q?(4n+4) related to the quaternionic manifold
Q(4n+4) in the following way. The coordinates of Q?(4n+4) are the same as those of Q(4n+4), while
the two metrics differ only by a change of sign. Indeed we have
ds2Q =
1
4
[
dU2 + 2 gi¯ dz
i dz¯ ¯ + −2U (da+ ZTCdZ)2 − 2 e−U dZTM4(z, z¯) dZ
]
(1.3)
⇓ Wick rot. (1.4)
ds2Q? =
1
4
[
dU2 + 2 gi¯ dz
i dz¯ ¯ + −2U (da+ ZTCdZ)2 + 2 e−U dZTM4(z, z¯) dZ
]
(1.5)
In eq.s (1.3,1.5), C denotes the (2n+ 2)× (2n+ 2) antisymmetric matrix defined over the fibers
of the symplectic bundle characterizing special geometry, while the negative definite, (2n +
2) × (2n + 2) matrix M4(z, z¯) is an object uniquely defined by the geometric set up of special
geometry (see ref.[30] for a review of the construction of M4 tailored to our purposes). The
pseudo-quaternionic metric is non-Euclidean and it has the following signature:
sign
(
ds2Q?
)
=
+ , . . . , +︸ ︷︷ ︸
2n+2
, − , . . . , −︸ ︷︷ ︸
2n+2
 (1.6)
The indefinite signature (1.6) introduces a clear-cut distinction between non-extremal and ex-
tremal black-holes. As solutions of the σ-model defined by the metric (1.5), all spherically
symemtric black-holes correspond to geodesics: the non-extremal ones to time-like geodesics,
while the extremal black-holes are associated with light-like ones. Space-like geodesics produce
supergravity solutions with naked singularities [22].
In those cases where the Special Manifold SKn is a symmetric space UD=4/HD=4 also the
quaternionic manifold defined by the metric (1.3) is a symmetric coset manifold:
UD=3
HD=3
(1.7)
where HD=3 ⊂ UD=3 is the maximal compact subgroup of the U-duality group, in three dimen-
sions UD=3. The change of sign in the metric (1.6) simply turns the coset (1.7) into a new
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one:
UD=3
H?D=3
(1.8)
where HD=3
? ⊂ UD=3 is another non-compact maximal subgroup of the U-duality group whose
Lie algebra H? happens to be a different real form of the complexification of the Lie algebra H of
HD=3. That such a different real form always exists within UD=3 is one of the group theoretical
miracles of supergravity.
1.1 The Lax pair description
Once the problem of black-holes is reformulated in terms of geodesics within the coset manifold
(1.8) a rich spectrum of additional mathematical techniques becomes available for its study and
solution.
The most relevant of these techniques is the Lax pair representation of the supergravity
field equations. According to a formalism that we reviewed in papers [29, 30], the fundamental
evolution equation takes the following form:
d
dτ
L(τ) + [W (τ) , L(τ)] = 0 (1.9)
where the so named Lax operator L(τ) and the connection W (τ) are Lie algebra elements of U
respectively lying in the orthogonal subspace K and in the subalgebra H? in relation with the
decomposition:
U = H? ⊕K (1.10)
As it was proven by us in [34, 37, 35, 36, 38] and [29], both for the case of the coset (1.7) and the
coset (1.8), the Lax pair representation (1.9) allows the construction of an explicit integration
algorithm which provides the finite form of any supergravity solution in terms of two initial
conditions, the Lax L0 = L(0) and the solvable coset representative L0 = L(0) at radial infinity
τ = 0.
The action of the global symmetry group UD=3 on a geodesic can be described as follows:
By means of a transformation UD=3 /H
? we can move the “initial point” at τ = 0 (described
by L0) anywhere on the manifold, while for a fixed initial point we can act by means of H? on
the “initial velocity vector”, namely on L0. Since the action of UD=3 /H
? is transitive on the
manifold, we can always bring the initial point to coincide with the origin (where all the scalar
fields vanish) and classify the geodesics according to the H?-orbit of the Lax matrix at radial
infinity L0. Since the evolution of the Lax operator occurs via a similarity transformation of
L0 by means of a time evolving element of the subgroup H
?, it will unfold within a same H?-
orbit. Our main purpose is then to classify all possible solutions by means of H?-orbits within
K which, in every N = 2 supergravity based on homogeneous symmetric special geometries, is
a well defined irreducible representation of H?.
1.2 Nilpotent Orbits and Tits Satake Universality Classes
As it was discussed in [30] and in previous literature, regular extremal black-holes are associated
with Lax operators L(τ) that are nilpotent at all times of their evolution. Hence the classification
of extremal black-holes requires a classification of the orbits of nilpotent elements of the K
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space with respect to the stability subgroup H? ⊂ UD=3. This is a well posed, but difficult,
mathematical problem. In [30] it was solved for the case of the special Ka¨her manifold SU(1,1)U(1)
which, upon time-like dimensional reduction to D = 3, yields the pseudo quaternionic manifold
G(2,2)
SU(1,1)×SU(1,1) . It would be desirable to extend the classification of such nilpotent orbits to
supergravity models based on all the other special symmetric manifolds. Although these latter
fall into a finite set of series, some of them are infinite and it might seem that we need to
examine an infinite number of cases. This is not so because of a very important property of
special geometries and of their quaternionic descendants.
This relates to the Tits-Satake (TS) projection of special homogeneous (SH) manifolds:
SH Tits-Satake=⇒ SHTS (1.11)
which was analysed in detail in [32], together with the allied concept of Paint Group that had
been introduced previously in [33]. What it is meant by this wording is the following. It turns
out that one can define an algorithm, the Tits-Satake projection piTS, which works on the space
of homogeneous manifolds with a solvable transitive group of motions GM , and with any such
manifold associates another one of the same type. This map has a series of very strong distinctive
features:
1. piTS is a projection operator, so that several different manifolds SHi (i = 1, . . . , r) have
the same image piTS (SHi).
2. piTS preserves the rank of GM namely the dimension of the maximal Abelian semisimple
subalgebra (Cartan subalgebra) of GM .
3. piTS maps special homogeneous into special homogeneous manifolds. Not only. It preserves
the two classes of manifolds discussed above, namely maps special Ka¨hler into special
Ka¨hler and maps Quaternionic into Quaternionic
4. piTS commutes with c–map, so that we obtain the following commutative diagram:
Special Ka¨hler
c-map
=⇒ Quaternionic-Ka¨hler
piTS ⇓ piTS ⇓
(Special Ka¨hler)TS
c-map
=⇒ (Quaternionic-Ka¨hler)TS
(1.12)
The main consequence of the above features is that the whole set of special homogeneous mani-
folds and hence of associated supergravity models is distributed into a set of universality classes
which turns out to be composed of extremely few elements.
If we confine ourselves to homogenous symmetric special geometries, which are those for
which we can implement the integration algorithm based on the Lax pair representation, then
the list of special symmetric manifolds contains only eight items among which two infinite series.
They are displayed in the first column of table 1. The c-map produces just as many quaternionic
(Ka¨hler) manifolds, that are displayed in the second column of the same table. Upon the Tits-
Satake projection, this infinite set of models is organized into just five universality classes that
are displayed on the third column of table 1. The key-feature of the projection, relevant to our
purposes is that all of its properties extend also to the pseudo-quaternionic manifolds produced
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Special Ka¨hler Quaternionic Tits Satake projection of Quater.
SKn QM4n+4 QMTS
U(s+1,1)
U(s+1)×U(1)
U(s+2,2)
U(s+2)×U(2)
U(3,2)
U(3)×U(2)
SU(1,1)
U(1)
G(2,2)
SU(2)×SU(2)
G(2,2)
SU(2)×SU(2)
SU(1,1)
U(1) × SU(1,1)U(1) SO(3,4)SO(3)×SO(4) SO(3,4)SO(3)×SO(4)
SU(1,1)
U(1) × SO(p+2,2)SO(p+2)×SO(2) SO(p+4,4)SO(p+4)×SO(4) SO(5,4)SO(5)×SO(4)
Sp(6)
U(3)
SU(3,3)
SU(3)×SU(3)×U(1)
SO?(12)
SU(6)×U(1)
E(7,−25)
E(6,−78)×SU(2)
F(4,4)
Usp(6)×SU(2)
E(6,−2)
SU(6)×SU(2)
E(7,−5)
SO(12)×SU(2)
E(8,−24)
E(7,−133)×SU(2)
F(4,4)
Usp(6)×SU(2)
Table 1: The eight series of homogenous symmetric special Ka¨hler manifolds (infinite and finite),
their quaternionic counterparts and the grouping of the latter into five Tits Satake universality
classes.
by a time-like dimensional reduction. We can say that there exists a c?-map defined by this type
of reduction, which associates a pseudo-quaternionic manifold with each special Ka¨hler manifold.
The Tits-Satake projection commutes also with the c?-map and we have another commutative
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diagram:
Special Ka¨hler
c?-map
=⇒ Pseudo-Quaternionic-Ka¨hler
piTS ⇓ piTS ⇓
(Special Ka¨hler)TS
c?-map
=⇒ (Pseudo-Quaternionic-Ka¨hler)TS
(1.13)
By means of this token, we obtain table 2, perfectly analogous to table 1 where the Pseudo-
Quaternionic manifolds associated which each symmetric special geometry are organized into
five distinct Tits Satake universality classes.
The main result of the present paper is contained in the following :
Statement 1.1 The number, structure and properties of H? orbits of K nilpotent elements
depend only on the Tits Satake universality class and it is an intrinsic property of the class.
So it suffices to determine the classification of nilpotent orbits for the five manifolds appearing
in the third column of table 2.
We will provide evidence for statement 1.1 by working out in full detail the classification of
nilpotent orbits in one of the five cases of table 2, namely that of the special geometry series:
SKO2s+2 ≡ SU(1, 1)
U(1)
× SO(2, 2 + 2s)
SO(2)× SO(2 + 2s) (1.14)
that describes one of the possible couplings of 2 + 2s vector multiplets.
Upon space-like dimensional reduction to D = 3 and dualization of all the vector fields, a
supergravity model of this type becomes a σ-model with the following quaternionic manifold as
target space:
QM(4,4+2s) ≡
UD=3
H
=
SO(4, 4 + 2s)
SO(4)× SO(4 + 2s) . (1.15)
as mentioned in table 1. If we perform instead a time-like dimensional reduction, as it is relevant
for the construction of black-hole solutions, we obtain an Euclidean σ-model where, as mentioned
in table 2 the target space is the following Pseudo-Quaternionic manifold:
QM?(4,4+2s) ≡
UD=3
H?
=
SO(4, 4 + 2s)
SO(2, 2)× SO(2, 2 + 2s) . (1.16)
The Tits Satake projection of all such manifolds is:
QM?TS =
UTSD=3
H?TS
=
SO(4, 5)
SO(2, 3)× SO(2, 2) . (1.17)
1.3 Scope of the paper
In order to obtain the desired classification of nilpotent orbits we have devised a new algorithm
which combines the method of standard triples with new techniques based on the Weyl group.
Our main result is a list of 37 nilpotent orbits for the considered model which we claim to be
exhaustive.
Equally important is the mechanism of Tits Satake universality which we clearly see at work
within our framework.
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Special Ka¨hler Pseudo-Quaternionic Tits Satake proj. of Pseudo Quater.
SKn QM?4n+4 QM?TS
U(s+1,1)
U(s+1)×U(1)
U(s+2,2)
U(s+1,1)×U(1,1)
U(3,2)
U(2,1)×U(1,1)
SU(1,1)
U(1)
G(2,2)
SU(1,1)×SU(1,1)
G(2,2)
SU(1,1)×SU(1,1)
SU(1,1)
U(1) × SU(1,1)U(1) SO(3,4)SO(2,1)×SO(2,2) SO(3,4)SO(1,2)×SO(2,2)
SU(1,1)
U(1) × SO(p+2,2)SO(p+2)×SO(2) SO(p+4,4)SO(p+2,2)×SO(2,2) SO(5,4)SO(3,2)×SO(2,2)
Sp(6)
U(3)
SU(3,3)
SU(3)×SU(3)×U(1)
SO?(12)
SU(6)×U(1)
E(7,−25)
E(6,−78)×SU(2)
F(4,4)
Sp(6)×SU(1,1)
E(6,−2)
SU(3,3)×SU(1,1)
E(7,−5)
SO?(12)×SU(1,1)
E(8,−24)
E(7,−25)×SU(1,1)
F(4,4)
Sp(6)×SU(1,1)
Table 2: The eight series of homogenous symmetric special Ka¨hler manifolds (infinite e finite),
their Pseudo-Quaternionic counterparts and the grouping of the latter into five Tits Satake
universality classes.
As a calibration of our new algorithm we reconsidered the nilpotent orbits for the g(2,2) case,
reobtaining the same classification presented in [30].
We also considered the extension of the method of tensor classifiers introduced in [30] and
we came to the conclusion that, although useful, they are not able to separate all the distinct
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orbits in a complete way as it happens in the g(2,2) case.
The perspectives opened by our result, together with the plan of further investigations that
it suggests are discussed in the conclusive section 7.
2 A practitioner approach to the standard triple method for the
classification of nilpotent orbits
The construction and classification of nilpotent orbits in semi-simple Lie algebras is a relatively
new field of mathematics which has already generated a vast literature. Notwithstanding this,
a well established set of results ready to use by physicists is not yet available mainly because
existing classifications are concerned with orbits with respect to the full complex group GC or of
one of its real forms GR [27], which is not exactly what the problem of supergravity black-holes
requires (i.e. the classification of the nilpotent H?-orbits in K). Furthermore the complexity
of the existing mathematical papers and books is rather formidable and their reading not too
easy. Yet the main mathematical idea underlying all classification schemes is very simple and
intuitive and can be rephrased in a language very familiar to physicists, namely that of angular
momentum. Such rephrasing allows for what we named a practitioner’s approach to the method
of triples. In other words after decoding this method in terms of angular momentum we can
derive case by case the needed results by using a relatively elementary algorithm supplemented
with some hints borrowed from mathematical books.
2.1 Presentation of the method
In this section we shall denote the isometry group UD=3 by GR to emphasize that it is a real
form of some complex semisimple Lie group.
We will present the practitioner’s argument in the form of an ordered list.
1. The basic theorem proved by mathematicians (the Jacobson-Morozov theorem [27]) is that
any nilpotent element of a Lie algebra X ∈ g can be regarded as belonging to a triple of
elements {x, y, h} satisfying the standard commutation relations of the sl(2) Lie algebra,
namely:
[h , x] = x ; [h , y] = − y ; [x , y] = 2h (2.1)
Hence the classification of nilpotent orbits is just the classification of embeddings of an
sl(2) Lie algebra in the ambient one, modulo conjugation by the full group GR or by one
of its subgroups. In our case the relevant subgroup is H? ⊂ GR.
2. The second relevant point in our decoding is that embeddings of subalgebras h ⊂ g are
characterized by the branching law of any representation of g into irreducible representa-
tions of h. Clearly two embeddings might be conjugate only if their branching laws are
identical. Embeddings with different branching laws necessarily belong to different orbits.
In the case of the sl(2) ∼ so(1, 2) Lie algebra, irreducible representations are uniquely
identified by their spin j, so that the branching law is expressed by listing the angular mo-
menta {j1, j2, . . . jn} of the irreducible blocks into which any representation of the original
algebra, for instance the fundamental, decomposes with respect to the embedded subalge-
bra. The dimensions of each irreducible module is 2j + 1 so that an a priori constraint on
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the labels {j1, j2, . . . jn} characterizing an orbit is the summation rule:
n∑
i=1
(2ji + 1) = N = dimension of the fundamental representation (2.2)
Taking into account that ji are integer or half integer numbers, the sum rule (2.2) is
actually a partition of N into integers and this explains why mathematicians classify
nilpotent orbits starting from partitions of N and use Young tableaux in the process.
3. The next observation is that the central element h of any triple is by definition a diago-
nalizable (semisimple) non-compact element of the Lie algebra and as such it can always
be rotated into the Cartan subalgebra by means of a GR transformation. In the case of
interest to us, the Cartan subalgebra C can be chosen, as we will do, inside the subalgebra
H? and consequently we can argue that for any standard triple {x, y, h} the central element
is inside that subalgebra:
h ∈ H? (2.3)
Since we shall work with real representations of GR, we choose a basis in which h is a
symmetric matrix. Indeed there are two possibilities: either x ∈ H? or x ∈ K. In the
first case we have y ∈ H?, while in the second we have y ∈ K. This follows from matrix
transposition. Given x, the element y is just its transposed y = xT and transposition maps
H? into H? and K into K. Since it is already in H?, in order to rotate the central element
h into the Cartan subalgebra it suffices an H? transformation. Therefore to classify H?
orbits of nilpotent K elements we can start by considering central elements h belonging to
the Cartan subalgebra C chosen inside H?.
4. The central element h of the standard triple, chosen inside the Cartan subalgebra, is
identified by its eigenvalues and by their ordering with respect to a standard basis. Since
h is the third component of the angular momentum, i.e. the operator J3, its eigenvalues in
a representation of spin j are −j,−j + 1, . . . , j − 1, j. Hence if we choose a branching law
{j1, j2, . . . jn}, we also decide the eigenvalues of h and consequently its components along
a standard basis of simple roots. The only indeterminacy which remains to be resolved is
the order of the available eigenvalues.
5. The question which remains to be answered is how much we can order the eigenvalues of
Cartan elements by means of H? group rotations. The answer is given in terms of the
generalized Weyl group GW and the Weyl group W.
6. The generalized Weyl group (see [35]) is the discrete group generated by all matrices of
the form:
Oα = exp
[
θα
(
Eα − E−α)] (2.4)
where E±α are the step operators associated witht the roots ±α and the angle θα is
chosen in such a way that it realizes the α-reflection on a Cartan subalgebra element β ·H
associated with a vector β :
Oα β · HO−1α = σα(β) · H
σα(β) ≡ β − 2 (α , β)
(α , α)
α (2.5)
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The generalized Weyl group has the property that for each of its elements γ ∈ GW and
for each element h ∈ C of the Cartan subalgebra C, we have:
γ h γ−1 = h′ ∈ C (2.6)
7. The generalized Weyl group contains a normal subgroup HW ⊂ GW, named the Weyl
stability group and defined by the property that for each element ξ ∈ HW and for each
Cartan subalgebra element h ∈ HW we have:
γ h γ−1 = h (2.7)
8. The proper Weyl group is defined as the quotient of the generalized Weyl group with
respect to the Weyl stability subgroup:
W ≡ GWHW (2.8)
9. The above definition of the Weyl group shows that we can distinguish among its elements
those that can be realized by H? transformations, namely those whose corresponding gen-
eralized Weyl group elements satisfy the condition OT ηO = η and those that are outside
of H?.
10. If we were to consider nilpotent orbits with respect to the whole group G we would just
have to mod out all Weyl transformations. In the case of H? orbits this is too much since
the entire Weyl group is not contained in H? as we just said. The rotations that have to
be modded out are those of the intersection of the generalized Weyl group GWH with H?,
namely:
GWH ≡ GW
⋂
H? (2.9)
It should be noted that the Weyl stability subgroup is always contained in H? so that, by
definition, it is also a subgroup of GWH :
HW ⊂ GWH (2.10)
which happens to be normal. Hence we can define the ratio
WH ≡ GWHHW (2.11)
which is a subgroup of the Weyl group.
11. There is a simple method to find directly WH . The Weyl group is the symmetry group
of the root system ∆. When we choose the Cartan subalgebra inside H? the root system
splits into two disjoint subsets:
∆ = ∆H
⊕
∆K (2.12)
respectively containing the roots represented in H? and those represented in K. Clearly
the looked for subgroup WH ⊂ W is composed by those Weyl elements which do not mix
∆H with ∆K and thus respect the splitting (2.12). According to this viewpoint, given a
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Cartan element h corresponding to a partition {j1, j2, . . . jn}, we consider its Weyl orbit
and we split this Weyl orbit into m suborbits corresponding to the m cosets:
W
WH ; m ≡
|W|
|WH | (2.13)
Each Weyl suborbit corresponds to an H?-orbit of the neutral elements h in the standard
triples. We just have to separate those triples whose x and y elements lie in K from those
whose x and y elements lie in H?. By construction if the x and y elements of one triple lie
in K, the same is true for all the other triples in the sameWH orbit. Weyl transformations
outside WH mix instead K-triples with H? ones.
12. The construction described in the above points fixes completely the choice of the central
element h in a standard triple providing a standard representative of an H? orbit. The
work would be finished if the choice of h uniquely fixed also x and y = xT that are our
main target. This is not so. Given h one can impose the commutation relations:
[h , x] = x (2.14)[
x , xT
]
= 2h (2.15)
as a set of algebraic equations for x. Typically these equations admit more than one
solution2. The next task is that of arranging such solutions in orbits with respect to the
stability subgroup Sh ⊂ H? of the central element. Typically such a group is the product,
direct or semidirect, of the discrete group HW, which stabilizes any Cartan Lie algebra
element, with a continuous subgroup of H? which stabilizes only the considered central
element h. The presence of such a continuous part of the stabilizer Sh manifests itself
in the presence of continuous parameters in the solution of the second equation (2.15) at
fixed h.
13. When there are no continuous parameters in the solution of eq.(2.15) what we have to do
is quite simple. We just need to verify which solutions are related to which by means of
HW transformations and we immediately construct the HW-orbits. Each HW orbit of x
solutions corresponds to an independent H? orbit of nilpotent operators.
14. When continuous parameters are left over in the solutions space, signaling the existence
of a continuous part in the Sh stabilizer, the direct construction of Sh orbits is more
involved and time consuming. An alternative method, however, is available to distribute
the obtained solutions into distinct orbits which is based on invariants. Let us define the
non-compact operator:
Xc ≡ i
(
x − xT ) (2.16)
and consider its adjoint action on the maximal compact subalgebra H ⊂ U which, by
construction, has the same dimension as H?. We name β-labels the spectrum of eigenvalues
of that adjoint matrix3:
β − label = Spectrum [adjH (Xc)] (2.17)
2Such solutions actually correspond to different GR-orbits [27].
3In the literature, see [27], β-labels are defined as the value of the simple roots βi of the complexification HC
of H? on the non-compact element Xc, viewed as a Cartan element of HC in the Weyl chamber of (βi). We find
it more practical to work with the equivalent characterization (2.17).
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Since the spectrum is an invariant property with respect to conjugation, x-solutions that
have different β-labels belong to different H? orbits necessarily. Actually they even belong
to different orbits with respect to the full group U. In fact there exists a one-to-one
correspondence between nilpotent U orbits in U and β-labels, which directly follows from
the celebrated Kostant-Sekiguchi theorem [27]. So we arrange the different solutions of
eq.(2.15) into orbits by grouping them according to their β-labels.
15. The set of possible β-labels at fixed choice of the partition {j1, j2, . . . jn} is predetermined
since it corresponds to the set of γ-labels [31]. Let us define these latter. Given the central
element h of the triple, we consider its adjoint action on the subalgebra H? and we set:
γ − label = Spectrum [adjH? (h)] (2.18)
Obviously all h-operators in the same WH -orbit have the same γ-label. Hence the set
of possible γ-labels corresponding to the same partition {j1, j2, . . . jn} contains at most
as many elements as the order of lateral classes WWH . The actual number can be less
when some WH -orbits of h-elements coincide4. Given the set of γ-labels pertaining to
one {j1, j2, . . . jn}-partition the set of possible β-labels pertaining to the same partition
is the same. We know a priori that the solutions to eq.(2.15) will distribute in groups
corresponding to the available β-labels. Typically all available β-labels will be populated,
yet for some partition {j1, j2, . . . jn} and for some chosen γ-label one or more β-labels
might be empty.
16. The above discussion shows that by naming α-label the partition {j1, j2, . . . jn} (branching
rule of the fundamental representation of U with respect to the embedded sl(2)) the orbits
can be classified and named with a triple of indices:
Oαγβ (2.19)
the set of γβ-labels available for each α-label being determined by means of the action of
the Weyl group as we have thoroughly explained.
What we have described in the above list is a concrete algorithm to single out standard triple
representatives of nilpotent H? orbits of K operators. In the next section we apply it to the
known example of the g(2,2) model in order to show how it works.
3 The nilpotent orbits of the g(2,2) model revisited
In a recent paper [30] we thoroughly discussed the static spherical symmetric Black-Hole so-
lutions of the simplest N = 2 supergravity model with one vector vector multiplet coupling,
often named the S3-model in the current literature. In that case the relevant D = 3 group is
G(2,2) and its H
?-subgroup is su(1, 1)× su(1, 1). In [30] we showed that a complete classification
of the nilpotent H?-orbits of K-operators can be effected using the signatures of a certain set
4Note that the action of certain Weyl group elements g ∈ W on specific h.s can be the identity: g · h = h.
When such stabilizing group elements g are inside WH the number of different h.s inside each lateral classes is
accordingly reduced. If there are stabilizing elements g that are not inside WH than two or more WH orbits
coincide.
13
of Tensor Classifiers introduced there. Our results were consistent with previous ones in [31].
In the present section we revisit the classification of nilpotent H?-orbits in g(2,2) by using the
algorithm described in the previous section. The outcome confirms the results of our previous
paper, with which it fully agrees.
3.1 The Weyl and the generalized Weyl groups for g(2,2)
According to our general discussion the most important tools for the orbit classification are the
generalized Weyl groups and its subgroups.
We begin with the structure of the Weyl group for the g(2,2) root system ∆g2. By definition
this is the group of rotations in a two-dimensional plane generated by the reflections along all
the roots contained in ∆g2. Abstractly the structure of the group is given by the semidirect
product of the permutation group of three object S3 with a Z2 factor:
W = S3 n Z2 (3.1)
Correspondingly the order of the group is:
|W| = 12 (3.2)
An explicit realization by means of 2× 2 orthogonal matrices is the following one:
Id =
(
1 0
0 1
)
; α1 =
(
−1 0
0 1
)
; α2 =
(
−12
√
3
2√
3
2
1
2
)
α3 =
(
1
2
√
3
2√
3
2 −12
)
; α4 =
(
1
2 −
√
3
2
−
√
3
2 −12
)
; α5 =
(
−12 −
√
3
2
−
√
3
2
1
2
)
α6 =
(
1 0
0 −1
)
; ξ1 =
(
−1 0
0 −1
)
; ξ2 =
(
−12 −
√
3
2√
3
2 −12
)
ξ3 =
(
−12
√
3
2
−
√
3
2 −12
)
; ξ4 =
(
1
2 −
√
3
2√
3
2
1
2
)
; ξ5 =
(
1
2
√
3
2
−
√
3
2
1
2
)
(3.3)
where Id is the identity element, αi (i = 1, . . . , 6) denote the reflections along the corresponding
roots and ξi (i = 1, . . . , 5) are the additional elements created by products of reflections. The
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multiplication table of this group is displayed below:
0 Id α1 α2 α3 α4 α5 α6 ξ1 ξ2 ξ3 ξ4 ξ5
Id Id α1 α2 α3 α4 α5 α6 ξ1 ξ2 ξ3 ξ4 ξ5
α1 α1 Id ξ4 ξ2 ξ3 ξ5 ξ1 α6 α3 α4 α2 α5
α2 α2 ξ5 Id ξ4 ξ1 ξ3 ξ2 α4 α6 α5 α3 α1
α3 α3 ξ3 ξ5 Id ξ2 ξ1 ξ4 α5 α4 α1 α6 α2
α4 α4 ξ2 ξ1 ξ3 Id ξ4 ξ5 α2 α1 α3 α5 α6
α5 α5 ξ4 ξ2 ξ1 ξ5 Id ξ3 α3 α2 α6 α1 α4
α6 α6 ξ1 ξ3 ξ5 ξ4 ξ2 Id α1 α5 α2 α4 α3
ξ1 ξ1 α6 α4 α5 α2 α3 α1 Id ξ5 ξ4 ξ3 ξ2
ξ2 ξ2 α4 α5 α1 α3 α6 α2 ξ5 ξ3 Id ξ1 ξ4
ξ3 ξ3 α3 α6 α4 α1 α2 α5 ξ4 Id ξ2 ξ5 ξ1
ξ4 ξ4 α5 α1 α2 α6 α4 α3 ξ3 ξ1 ξ5 ξ2 Id
ξ5 ξ5 α2 α3 α6 α5 α1 α4 ξ2 ξ4 ξ1 Id ξ3
(3.4)
Next let us discuss the structure of the generalized Weyl group. In this case GW is composed
by 48 elements and its stability subgroup HW ∼ Z2 × Z2 is made by the following four 7 × 7
matrices belonging to the G(2,2) group:
hw1 =

−1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 −1

; hw2 =

0 0 0 0 0 0 −1
0 0 0 0 0 −1 0
0 0 0 0 −1 0 0
0 0 0 −1 0 0 0
0 0 −1 0 0 0 0
0 −1 0 0 0 0 0
−1 0 0 0 0 0 0

hw3 =

0 0 0 0 0 0 1
0 0 0 0 0 −1 0
0 0 0 0 1 0 0
0 0 0 −1 0 0 0
0 0 1 0 0 0 0
0 −1 0 0 0 0 0
1 0 0 0 0 0 0

; Id =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

(3.5)
In order to complete the description of the generalized Weyl group it is now sufficient to write
one representative for each equivalence class of the quotient:
GW
HW ' W (3.6)
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We have:
α1 ∼

0 0 −1 0 0 0 0
0 0 0 0 0 1 0
1 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 −1
0 1 0 0 0 0 0
0 0 0 0 1 0 0

; α2 ∼

− 1
2
0 0 − 1√
2
0 0 1
2
0 1
2
− 1
2
0 − 1
2
− 1
2
0
0 − 1
2
− 1
2
0 1
2
− 1
2
0
− 1√
2
0 0 0 0 0 − 1√
2
0 − 1
2
1
2
0 − 1
2
− 1
2
0
0 − 1
2
− 1
2
0 − 1
2
1
2
0
1
2
0 0 − 1√
2
0 0 − 1
2

α3 ∼

− 1
2
− 1
2
0 0 0 − 1
2
− 1
2
1
2
− 1
2
0 0 0 1
2
− 1
2
0 0 1
2
1√
2
1
2
0 0
0 0 − 1√
2
0 1√
2
0 0
0 0 1
2
− 1√
2
1
2
0 0
1
2
1
2
0 0 0 − 1
2
− 1
2
− 1
2
1
2
0 0 0 1
2
− 1
2

; α4 ∼

− 1
2
0 0 − 1√
2
0 0 1
2
0 − 1
2
1
2
0 1
2
1
2
0
0 1
2
1
2
0 − 1
2
1
2
0
− 1√
2
0 0 0 0 0 − 1√
2
0 1
2
− 1
2
0 1
2
1
2
0
0 1
2
1
2
0 1
2
− 1
2
0
1
2
0 0 − 1√
2
0 0 − 1
2

α5 ∼

− 1
2
− 1
2
0 0 0 − 1
2
− 1
2
− 1
2
1
2
0 0 0 − 1
2
1
2
0 0 − 1
2
− 1√
2
− 1
2
0 0
0 0 − 1√
2
0 1√
2
0 0
0 0 − 1
2
1√
2
− 1
2
0 0
− 1
2
− 1
2
0 0 0 1
2
1
2
− 1
2
1
2
0 0 0 1
2
− 1
2

; α6 =

0 0 −1 0 0 0 0
0 0 0 0 0 −1 0
−1 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 1
0 −1 0 0 0 0 0
0 0 0 0 1 0 0

(3.7)
and
ξ1 ∼

−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1

; ξ2 ∼

0 0 − 1
2
− 1√
2
− 1
2
0 0
1
2
1
2
0 0 0 − 1
2
− 1
2
− 1
2
− 1
2
0 0 0 − 1
2
− 1
2
0 0 1√
2
0 − 1√
2
0 0
1
2
− 1
2
0 0 0 − 1
2
1
2
1
2
− 1
2
0 0 0 1
2
− 1
2
0 0 1
2
− 1√
2
1
2
0 0

ξ3 ∼

0 − 1
2
− 1
2
0 1
2
− 1
2
0
0 1
2
1
2
0 1
2
− 1
2
0
− 1
2
0 0 − 1√
2
0 0 1
2
1√
2
0 0 0 0 0 1√
2
− 1
2
0 0 1√
2
0 0 1
2
0 − 1
2
1
2
0 1
2
1
2
0
0 1
2
− 1
2
0 1
2
1
2
0

; ξ4 ∼

0 − 1
2
− 1
2
0 1
2
− 1
2
0
0 − 1
2
− 1
2
0 − 1
2
1
2
0
1
2
0 0 1√
2
0 0 − 1
2
1√
2
0 0 0 0 0 1√
2
1
2
0 0 − 1√
2
0 0 − 1
2
0 1
2
− 1
2
0 − 1
2
− 1
2
0
0 1
2
− 1
2
0 1
2
1
2
0

ξ5 ∼

0 0 − 1
2
− 1√
2
− 1
2
0 0
− 1
2
− 1
2
0 0 0 1
2
1
2
1
2
1
2
0 0 0 1
2
1
2
0 0 1√
2
0 − 1√
2
0 0
− 1
2
1
2
0 0 0 1
2
− 1
2
− 1
2
1
2
0 0 0 − 1
2
1
2
0 0 1
2
− 1√
2
1
2
0 0

;
(3.8)
We can explicitly verify that all the elements of the HW subgroup are in H? = su(1, 1)×su(1, 1)
since they satisfy the condition:
hwTi η hwi = η (3.9)
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where
η =

−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 −1

(3.10)
is the invariant metric which defines the H? subgroup. Note that here we use all the conventions
and the definitions introduced in our previous paper [30].
The next required ingredient of our construction is the subgroup WH . As we showed in
paper [30], when we diagonalize the adjoint action of a Cartan Subalgebra contained in the H?
subalgebra, the root system of the g2 Lie algebra (see fig.1), decomposes in two subsystems ∆H
and ∆K such that the step operators corresponding to roots in ∆H belong to H? while the step
operators corresponding to roots in ∆K belong to K. The subsystem ∆H is composed by the
Figure 1: The g2 root system ∆g2 is made of six positive roots and of their negatives
roots ±α3,±α5, while ∆K is made by the remaining ones. The subgroupWH ⊂ W can be easily
derived. It is made by all those elements of the Weyl group which map ∆H into itself and ∆K
into itself, as well. Referring to the previously introduced notation, we easily see that:
WH = {Id, α3, α5, ξ1} (3.11)
Abstractly the structure of WH is the following:
WH ∼ Z2 × Z2 (3.12)
since all of its elements square to the identity.
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Figure 2: The root system ∆g2 splits in two subsystems, the system ∆H on the left, the system
∆K on the right
There are three lateral classes in W/WH , respectively associated with the identity element
and with the reflection along the two simple roots.
[Id] = {Id, α3, α5, ξ1} (3.13)
[α1] = {α1, α6, ξ3, ξ4} (3.14)
[α2] = {α2, α4, ξ2, ξ5} (3.15)
It follows that for each partition {j1, j2, . . . jn} (α-label) there are three possible γ-labels and
three possible β-labels. It remains to be seen for which combinations of these γ and β-labels
there exist an x-operator purely contained in K which completes the standard triple.
3.2 The table of
G(2,2)
SU(1,1)×SU(1,1) nilpotent orbits
In order to derive the desired table of nilpotent orbits we begin from the first step namely from
partitions or, said differently, from α-labels.
3.2.1 α-labels
Taking into account the restriction (see [27]) that every half-integer spin j should appear an
even number of times we easily conclude that the possible branching laws of the 7-dimensional
fundamental representation of g(2,2) into irreducible representations of sl(2) are the following
ones:
α1 − label = [j=3] (3.16)
α2 − label = [j=1]×2[j=1/2] (3.17)
α3 − label = 2[j=1]×[j=0] (3.18)
α4 − label = 2[j=1/2]×3 [j=0] (3.19)
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3.2.2 γ-labels
Analysing the two equations (2.14,2.15) for the x-triple element at fixed h we find the following
result:
α1 In this sector there are x operators in K only for the second lateral class (3.14). This means
that there is only one γ-label which has the following form:
γ1 = {±8,±4, 0, 0} ≡ {81, 41, 01} (3.20)
The notation introduced in equation (3.20) is based on the following observation. The
dimension of H or H? is six and every eigenvalue appears together with its negative.
Hence it suffices to mention the non-negative eigenvalues (including the zero) with their
multiplicity (all zeros appear in pairs as well). It follows that the β-label is also unique so
that in this sector there is only one nilpotent orbit.
α2 For this partition theWH orbits (3.13) and (3.14) coincide: within them we find x operators
in K. In the thirdWH orbit there are no solutions for x in K. So we have only one γ-label:
γ1 = {31, 11, 01} (3.21)
and consequently only one nilpotent orbit.
α3 For this partition theWH orbits (3.14) and (3.15) coincide while the first is distinct. We find
solutions for x in K both for the first WH -orbit (3.13) and for the coinciding subsequent
two. That means that we have two γ-labels
γ1 = {41, 02} (3.22)
γ2 = {22, 01} (3.23)
(3.24)
Considering the solutions for x both in the case of γ1 and γ2 they group in two non empty
classes corresponding to β-labels β1 and β2. This means that we have a total of 4 nilpotent
orbits from this sector.
α4 For this partition the situation is similar to that of partition one and two. There are no K
solutions for x in the first WH orbit while there are such solutions in the second and third
WH -orbits, which coincide. Hence there is only one γ-label:
γ1 = {12, 01} (3.25)
and one nilpotent orbit.
In table 3 the results we have described are summarized.
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N dn α− label γβ − labels Orbits WH − classes
1 7 [j=3] γβ1 = {814101} O11 (×, γ1,×)
2 3 [j=1]×2[j=1/2] γβ1 = {311101} O21 (γ1, γ1,×)
7 3 2[j=1]×[j=0] γβ1 = {4102}
γβ2 = {2201}
β1 β2
γ1 O31,1 O31,2
γ2 O32,1 O32,2
(γ1, γ2, γ2)
4 2 2[j=1/2]×3 [j=0] γβ1 = {1201} O41 (0, γ1, γ1)
Table 3: Classification of nilpotent orbits of
G(2,2)
SU(1,1)×SU(1,1) .
Orbit Order Stab. Sign. Sign. Sign. Bivect
Nilp. subg. T xy Txy Tab W a|x
O41 2 O(1, 1)nR2 {0, 0, 0} {0, 0, 0} {0, 0, 0} 0
O21 3 O(1, 1)nR {0, 0, 0} {0, 0, 0} {0, 0, 0} 6= 0
O32,2 3 R {0, 0,+} {0, 0, 0} {0, 0, 0} 6= 0
O32,1 3 R {0, 0,−} {0, 0, 0} {0, 0, 0} 6= 0
O31,1 3 R {0, 0, 0} {0, 0, 0} {0, 0,+} 6= 0
O31,2 3 R {0, 0, 0} {0, 0, 0} {0, 0,−} 6= 0
O11 7 0 {0,+,−} {0, 0,−} {0,+,−} 6= 0
Table 4: Evaluation of the Tensor Classifiers on the nilpotent orbit representatives of
G(2,2)
SU(1,1)×SU(1,1) .
3.3 Comparison with the Tensor Classifiers
In order to make contact with our previous results [30] we considered the Tensor Classifiers
introduced in that paper and we calculated them on the representatives found by means of the
the Weyl group method. The result is displayed in table 4 and shows that with the new method
we exactly reproduce the same classification obtained there. In particular the splitting of the
BPS and non BPS regular orbits in two sub-orbits according with the sign of the non-vanishing
eigenvalues of the tensor classifiers is justified in terms of β-γ labels. An important observation
emerging from this exercise concerns the degree of nilpotency. It appears that:
dn = 2 jmax + 1 (3.26)
where jmax is the highest spin appearing in the branching rule. Hence the regular and small
black-hole solutions which require a degree of nilpotency equal to 3 are associated with partitions
where jmax = 3.
Another observation which will be confirmed by our analysis of the so(4, 4 + 2s) case is that
both the BPS and non-BPS regular solutions arise from the same partition, namely from:
2[j=1]×(N − 6) [j=1/2] (3.27)
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The BPS solutions correspond to one type of γ-labels while the non-BPS ones correspond to a
second type.
This fact is clearly inspiring and might provide some new insight in the problem of fake
superpotentials.
4 Algebraic structure of the SKO2s+2 ⇒ QM?(4,4+2s) models
Next we proceed to classify extremal spherical black hole solutions in those supergravity models
that are based on the special geometry series (1.14). According to the D = 3 scheme, this
problem is turned into that of classifying the H?-orbits of nilpotent Lax operators for the coset
manifolds (1.16). This requires an in depth analysis of the so(4, 4 + 2s) algebra and of its
subalgebras.
4.1 The so(4, 4 + 2s) algebra and its H-subalgebra
The complex Lie algebra of which so(4, 4 + 2s) is a non-compact real section is just D` where
` = 4 + s . (4.1)
The corresponding Dynkin diagram is displayed in fig.3 and the associated root system is realized
by the following set of vectors in R`:
∆ ≡ {± A ± B} ; card ∆ = 2 (`2 − `) (4.2)
where A denotes an orthonormal basis of unit vectors. The set of positive roots is then easily
defined as follows:
αˆ > 0 ⇒ αˆ ∈ ∆+ ≡
{
A ± B} (A < B) . (4.3)
A standard basis of simple roots representing the Dynkin diagram 3 is given by
αˆ1 = 1 − 2 ,
αˆ2 = 2 − 3 ,
. . . . . . . . . ,
αˆ`−1 = `−1 − ` ,
αˆ` = `−1 + ` . (4.4)
The maximally split real form of the D` Lie algebra is so(`, `) and it is explicitly realized by
the following 2` × 2` matrices. Let eA,B denote the 2` × 2` matrix whose entries are all zero
except the entry A,B which is equal to one. Then the Cartan generators HA and the positive
root step operators Eα are represented as follows:
HA = eA,A − eA+`,A+` ,
EA− B = eB,A − eA+`,B+` ,
EA + B = eA+`,B − eB+`,A . (4.5)
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Figure 3: The Dynkin diagram of the D` Lie algebra.
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The solvable algebra of the maximally split coset
M(`,0) =
SO(`, `)
SO(`)× SO(`) (4.6)
has therefore a very simple form in terms of matrices. Following general constructive principles
Solv(`,`) is just the algebraic span of all the matrices (4.5) so that
Solv(`,`) 3 M ⇔ M =
(
T B
0 −T T
)
;
{
T = upper triangular ,
B = −BT antisymmetric.
(4.7)
The matrices of the form (4.7) clearly close a subalgebra of the so(`, `) algebra which, in this
representation, is defined as the set of matrices Λ fulfilling the following condition:
ΛT
(
0 1l
1l 0
)
+
(
0 1l
1l 0
)
Λ = 0 . (4.8)
4.2 The real form so(4, 4 + 2s) of the D4+s Lie algebra and the H subalgebra
The main point in order to apply the general Lax approach to the coset manifolds (1.15) or (1.16
) consists of introducing a convenient basis of generators of the Lie algebra so(4, 4 + 2s) where,
in the fundamental representation, all elements of the solvable Lie algebra associated with the
coset under study turn out to be given by upper triangular matrices. With some ingenuity such
a basis can be found by defining the so(4, 4 + 2s) Lie algebra as the set of matrices Λt satisfying
the following constraint:
ΛTt ηt + ηt Λt = 0 (4.9)
where the symmetric invariant metric ηt with 4 + 2s positive eigenvalues (+1) and 4 negative
ones (−1) is given by the following matrix.
ηt =

0 0 $4
0 12s 0
$4 0 0
 . (4.10)
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In the above equation the symbol $4 denotes the completely anti-diagonal 4× 4 matrix which
follows:
$4 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 (4.11)
Obviously there is a simple orthogonal transformation which maps the metric ηt into the standard
block diagonal metric ηb written below
ηb =

14 0 0
0 12s 0
0 0 −14
 . (4.12)
Indeed we can write
ΩT ηb Ω = ηt (4.13)
where the explicit form of the matrix Ω is the following:
Ω =

0 12s 0
1√
2
14 0
1√
2
$4
1√
2
14 0 − 1√2$4
 . (4.14)
Correspondingly the orthogonal transformation Ω maps the Lie algebra and group elements of
so(4, 4 + 2s) from the standard basis where the invariant metric is ηb to the basis where it is ηt
Λt = Ω
T Λb Ω . (4.15)
In the t-basis the general form of an element of the solvable Lie algebra which generates the
coset manifold (1.15) has the following appearance:
Solv
(
SO(4, 4 + 2s)
SO(4)× SO(4 + 2s)
)
3 Λt =

T X B
0 0 XT $4
0 0 −$4 T T $4
 (4.16)
where
T =

T1,1 T1,2 T1,3 T1,4
0 T2,2 T2,3 T2,4
0 0 T3,3 T3,4
0 0 0 T4,4
 upper triangular 4× 4 ,
B = −BT antisymmetric 4× 4 ,
X = arbitrary 4× 2s (4.17)
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Figure 4: The Dynkin diagram of the B4 Lie algebra.
while an element of the maximal compact subalgebra has instead the following appearance:
so(4) ⊕ so(4 + 2s) 3 Λt =

Z Y C $4
−Y T Q −Y T $4
$4C $4Y −$4 ZT $4
 (4.18)
where
Z = −ZT antisymmetric 4× 4 ,
C = −CT antisymmetric 4× 4 ,
Q = −QT antisymmetric 2s× 2s .
Y = arbitrary 4× 2s (4.19)
4.3 The Tits Satake projection
The above described form of the so(4, 4 + 2s) Lie algebra matrices is well adapted to its Tits-
Satake projection which is as follows:
ΠTS [so(4, 4 + 2s)] = so(4, 5) (4.20)
In terms of root systems the projection yields the B4 system described by the Dynkin dia-
gram of fig.4 The projection is explicitly performed by dividing the range of the index A =
1, 2, 3, 4, . . . , 4 + s that labels components of the roots in two subsets:
A =
 i︸︷︷︸
1,2,3,4
, p︸︷︷︸
5,...,4+s
 (4.21)
The index i enumerates the non-compact Cartan generators, while the index p enumerates
compact ones. For any root αˆA of the D4+s root system the corresponding Tits-Satake projection
is obtained by suppressing the components αp and keeping only the αi ones.
In this way we get all the roots of the B4 system composed by 32 four-component vectors:
±i ± j︸ ︷︷ ︸
long roots
±i︸︷︷︸
short roots
(4.22)
24
Within this projected system a basis of simple roots is provided by:
α1 = 1 − 2 ; α2 = 2 − 3 ; α3 = 3 − 4 ; α4 = 4 (4.23)
and a complete set of 16 positive roots can be presented as follows:
α1
α2
α3
α4
α1 + α2
α2 + α3
α3 + α4
α1 + α2 + α3
α2 + α3 + α4
α3 + 2α4
α1 + α2 + α3 + α4
α2 + α3 + 2α4
α1 + α2 + α3 + 2α4
α2 + 2α3 + 2α4
α1 + α2 + 2α3 + 2α4
α1 + 2α2 + 2α3 + 2α4

=

1 − 2
2 − 3
3 − 4
4
1 − 3
2 − 4
3
1 − 4
2
3 + 4
1
2 + 4
1 + 4
2 + 3
1 + 3
1 + 2

(4.24)
Having clarified the form of the Tits Satake projection and the structure of the matrices repre-
senting the Lie algebra elements in a basis well adapted to such a projection, we can now discuss
a convenient basis of well adapted generators.
To this effect, let us denote by Iij the 4× 4 matrices whose only non vanishing entry is the
ij-th one which is equal to 1
Iij =

0 . . . . . . 0
0 . . . 1 0 } i-th row
0 . . . . . . 0
0 . . . . . .︸︷︷︸
j-th column
0

. (4.25)
Using this notation the 4 non-compact Cartan generators are given by
Hi =

Iii 0 0
0 0 0
0 0 −$4 Iii$4
 ; (i = 1, . . . , 4) . (4.26)
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Next we introduce the coset generators associated with the long roots of type: α = i − j .
α = i − j
i < j = 1, . . . , 4
⇒ Kij− = 1√2
(
Eα + E−α
)
= 1√
2

Iij + Iji 0 0
0 0 0
0 0 −$4 (Iij + Iji) $4

(4.27)
and the coset generators associated with the long roots of type α = i + j :
α = i + j
i < j = 1, . . . , 4
⇒ Kij+ = 1√2
(
Eα + E−α
)
= 1√
2

0 0 (Iij − Iji)$4
0 0 0
$r (Iji − Iij) 0 0
 .
(4.28)
The short roots, after the Tits-Satake projection, are just 4, namely i. Each of them, how-
ever, appears with multiplicity 2s, due to the paint group. We introduce a 2s-tuple of coset
generators associated to each of the short roots in such a way that such 2s-tuple transforms in
the fundamental representation of Gpaint = so(2s). To this effect let us define the rectangular
4× 2s matricesJim analogous to the square matrices Iij , namely
Jim =

0 0 . . . . . . . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 1 . . . . . . . . . 0 } i-th row
0 0 . . . . . .︸︷︷︸
m-th column
. . . . . . . . . 0
 . (4.29)
Then we introduce the following coset generators:
α = i
i = 1, . . . , 4
m = 1, . . . , 2s
⇒ Kim = 1√2

0 Jim 0
J Tim 0 −J Tim$r
0 −$r Jim 0
 .
(4.30)
The remaining generators of the so(4, 4 + 2s) algebra are all compact and span the subalgebra
so(4) ⊕ so(4 + 2s) ⊂ so(4, 4 + 2s). According to the nomenclature of eq.(4.18) we introduce
four sets of generators. The first set is associated with the long roots of type α = i − j and is
defined as follows:
Zij = 1√
2
(
Eα − E−α) = 1√
2

Iij − Iji 0 0
0 0 0
0 0 −$4 (Iij − Iji) $4
 . (4.31)
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The second set is associated with the long roots of type α = i + j and is defined as follows:
Cij = 1√
2
(
Eα − E−α) = 1√
2

0 0 (Iij − Iji)$4
0 0 0
−$r (Iji − Iij) 0 0
 . (4.32)
The above formulae can now be inverted in order to obtain the explicit form of the step-operators
associated with long roots. For the roots of type: α̂ = i − j we have:
E±α =
1√
2
(
Kij− ± Zij
)
(4.33)
while for the roots of type α̂ = i + j we have:
E±α =
1√
2
(
Kij+ ± Cij
)
(4.34)
The third group of compact generators spans the compact coset
SO(4 + 2s)
SO(4)× SO(2s) (4.35)
and it is given by
Y im =
1√
2

0 Jim 0
−J Tim 0 −J Tim$r
0 $r Jim 0
 . (4.36)
In this way we can define the set of step operators associated with the short roots of the
Tits-Satake projection each of which has a multiplicity 2s and forms a vector under the action
of the paint group SO(2s). Hence for the short roots with multiplicity αi(m) (m = 1, . . . , 2s)
we set:
E±αm =
1√
2
(
Kim ± Y im
)
(4.37)
The fourth set of compact generators spans the paint group Lie algebra so(2s) and is given by
Qmn =

0 0 0
0 Qmn −Qnm 0
0 0 0
 (4.38)
where Qmn denotes the analogue of the Iij in 2s rather than in 4 dimensions.
By performing the change of basis to the block diagonal form of the matrices we can verify
that Cij−Zij generate the so(4) subalgebra while Cij +Zij together with Qmn and Yim generate
the subalgebra so(4 + 2s).
The full set of generators is ordered in the following way:
TΛ =
 Hi︸︷︷︸
r
, Kij−︸︷︷︸
6
, Kij+︸︷︷︸
6
, Kim︸︷︷︸
8s
, Zij︸︷︷︸
6
, Cij︸︷︷︸
6
, Y im︸︷︷︸
8s
, Qmn︸︷︷︸
s(2s−1)
 (4.39)
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and satisfy the trace relation:
Tr (TΛ TΣ) = gΛΣ ,
gΛΣ = 2 diag
+,+, . . . ,+︸ ︷︷ ︸
16+8s
,−,−, . . . ,−︸ ︷︷ ︸
12+8s+2s2−s
 . (4.40)
4.4 Decompositions with respect to the H? subalgebra and to the Ehlers
subalgebra
As it happens in all N = 2 theories there are three decompositions of the UD=4 = so(4, 4 + 2s)
Lie algebra that we have to consider at the same time: that with respect to the maximal
compact subalgebra H = so(4)⊕ so(4 + 2s), that with respect to its non-compact counter part
H? = so(2, 2)⊕ so(2, 2 + 2s) and that with respect to the Ehlers subalgebra times the original
UD=4 Lie algebra namely sl(2)E ⊕ sl(2) ⊕ so(2, 2 + 2s). The three decompositions have the
following form and interpretation:
so(4, 4 + 2s) = so(4)⊕ so(4 + 2s)︸ ︷︷ ︸
H
⊕ (4,4 + 2s)︸ ︷︷ ︸
K
(4.41)
so(4, 4 + 2s) = so(2, 2)⊕ so(2, 2 + 2s)︸ ︷︷ ︸
H?
⊕ (4,4 + 2s)︸ ︷︷ ︸
K?∼∆α|A
(4.42)
so(4, 4 + 2s) = sl(2,R)E︸ ︷︷ ︸
Ehlers
⊕ sl(2,R)⊕ so(2, 2 + 2s)︸ ︷︷ ︸
UD=4
⊕ (2, (2,2 + 2s))︸ ︷︷ ︸
(2,W)
(4.43)
where K and K? denote the complementary orthogonal spaces to the isotropy subalgebras in the
two coset cases (riemannian and non riemannian) and encompass all possible Lax operators for
the corresponding coset. On the other hand (2,W) denote the universal form of the generators
associated with vector fields in the dimensional reduction from D = 4 to D = 3. By W we always
denote the symplectic representation of the UD=3 Lie algebra which enters the construction of
special geometry.
The decomposition (4.41) was discussed in the previous subsection; the remaining two are
the goal of the present subsection.
A fundamental universal feature ofN = 2 models is that the subalgebraH? and sl(2)E×UD=4
are always isomorphic although, inside UD=4 they correspond to distinct algebras singled out by
two different procedures. In the present case this isomorphism is easily seen recalling the well
known isomorphisms:
so(2, 2) ' sl(2,R)⊕ sl(2,R) (4.44)
su(1, 1) = sl(2,R) (4.45)
Once more there are two universal procedures to perform the two decompositions under consid-
eration and to single out the two distinct but isomorphic Lie algebras H? and sl(2)E × UD=4:
a The sl(2)E×UD=4 subalgebra is found decomposing UD=4 with respect to its highest root αˆh,
since the Ehlers subalgebra is universally associated with the Chevalley triple of the highest
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root. Hence we have just to consider the highest root and the set of all roots orthogonal to
it; by definition these latter compose the root system of UD=3. The remaining generators
of UD=4 that have a grading both with respect to the Ehlers Cartan Hαˆh and to the
Cartans in UD=4 form the representation (2,W).
b The H? subalgebra is found by introducing a suitable diagonal ηd tensor with the appropriate
signature and then by defining the subset of Lie algebra elements Λ that in addition to
the general condition (4.9) satisfy also the condition
ΛT ηd + ηdΛ = 0 (4.46)
An important point to stress is that the choice of η is not an independent element of the
construction. The subalgebra H? is uniquely dictated by the Wick rotation (1.4) which
maps the quaternionic manifold into its lorentzian counterpart corresponding to time-like
dimensional reductions.
4.4.1 The Ehlers decomposition
We begin with the Ehlers decomposition.
An intrinsic property of the D` Lie algebras is that the highest root has the following form
in terms of the simple roots:
αˆh = αˆ1 + 2αˆ2 + 2αˆ3 + . . .+ 2αˆ`−2 + αˆ`−1 + αˆ` (4.47)
In the orthonormal basis that we use for the αˆ roots this means that:
αˆh = 1 + 2 (4.48)
Utilizing this information, the Ehlers decomposition becomes very easy and immediate at the
Dynkin diagram level. It suffices to remove the simple root αˆ2 and substitute it with the highest
one αˆh. The two roots αˆ1 = 1 − 2 and αˆh = 1 + 2 are orthogonal among themselves
and define a system A1 ⊕ A1 ∼ so(2, 2). They are also orthogonal to the remaining simple
roots αˆ3 . . . αˆ` which form a D2+s system and therefore are associated, in the real form that we
consider, with a subalgebra so(2, 2 + 2s). In this way we see that we have:
αˆh ⇔ A1 ⇒ sl(2)E︸ ︷︷ ︸
Ehlers alg.
αˆ1 , αˆ3 , . . . , αˆ4+s ⇔ A1 ⊕D2+s ⇒ su(1, 1)⊕ so(2, 2 + 2s)︸ ︷︷ ︸
UD=4
(4.49)
This procedure is graphically illustrated in fig. 5.
Once we have singled out both the Ehlers algebra and the UD=4 subalgebra inside the Lie
algebra UD=3 = so(4, 4 + 2s) the remaining Lie algebra generators span the representation
(2,W ) and those corresponding to the positive weight of the sl(2)E doublet form the generators
WM of the solvable Lie algebra associated with the dimensional reduction of vector fields. In
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Figure 5: Removing the α2 root and adding the highest root αh we embed the Lie algebra A1 ⊕
A1 ⊕D`−2 into the D` Lie algebra.
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other words with the above information we are in the position to write the general form of the
solvable coset representative advocated in [30], namely;
L(Φ) = exp
[−aLE+] exp [√2ZMWM] L4(φ) exp [U LE0 ] (4.50)
where U is the warp factor parameterizing the D = 4 metric, a is associated with the Taub-NUT
charge, φ are the scalar fields in D = 4, ZM are the D = 3 scalars produced by the dimensional
reduction of the D = 4 vector fields. We do not dwell on the details of the D = 4 oxidation
thoroughly described in [30] neither we use the integration algorithm in order to produce explicit
solutions. In the present paper which has a purely algebraic scope we confine ourselves to the
above illustration which shows how the relevant basis of generators advocated by the construction
of the solvable coset representative is uniquely defined in intrinsic Lie algebra terms and is ready
to use. Our main goal is the algebraic classification of nilpotent orbits of Lax operators and on
this task we concentrate.
4.4.2 The H? decomposition
First of all we begin by defining the basis of generators of the solvable Lie algebra Solv ⊂
so(4, 4 + 2s). This is extracted from the construction of section 4.3 in the following way. As
generators of the solvable Lie algebra we take all the non-compact Cartan generators plus the
step operators associated with positive roots that are not orthogonal to the non-compact CSA,
namely that have non-vanishing Tits Satake projection onto the B4 system. As order, after the
Cartan generators, we take the lexicographic one in the orthonormal basis, listing first the roots
of long type (in the projection) and secondly those of short type (also in the projection). So we
set
TSolvA =
 Hi︸︷︷︸
4
, E
i±j︸ ︷︷ ︸
12
, E
i±p︸ ︷︷ ︸
8s
,
 (4.51)
Defining a generic element of the solvable Lie algebra as:
Solv 3 B =
16+8s∑
A=1
φA TSolvA (4.52)
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in the upper triangular basis we find:
B =

φ1 φ5 φ6 φ7 φ17 φ18 φ13 φ12 φ11 0
0 φ2 φ8 φ9 φ19 φ20 φ15 φ14 0 −φ11
0 0 φ3 φ10 φ21 φ22 φ16 0 −φ14 −φ12
0 0 0 φ4 φ23 φ24 0 −φ16 −φ15 −φ13
0 0 0 0 0 0 −φ23 −φ21 −φ19 −φ17
0 0 0 0 0 0 −φ24 −φ22 −φ20 −φ18
0 0 0 0 0 0 −φ4 −φ10 −φ9 −φ7
0 0 0 0 0 0 0 −φ3 −φ8 −φ6
0 0 0 0 0 0 0 0 −φ2 −φ5
0 0 0 0 0 0 0 0 0 −φ1

(4.53)
where we have used the case s = 1 as a mean of illustration.
In the same upper triangular basis the appropriate η-tensor which singles out the H?-
subalgebra defined by the Wick rotation (1.4) is the following one:
ηd =

1 0 0 0 0 0 . . . 0 0 0 0 0 0
0 1 0 0 0 0 . . . 0 0 0 0 0 0 0
0 0 −1 0 0 0 . . . 0 0 0 0 0 0 0
0 0 0 −1 0 0 . . . 0 0 0 0 0 0 0
0 0 0 0 1 0 . . . 0 0 0 0 0 0 0
0 0 0 0 0 1 . . . 0 0 0 0 0 0 0
...
...
...
... 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
... 0 1 0
...
...
...
...
0 0 0 0 0 0 . . . 0 0 1 0 0 0 0
0 0 0 0 0 0 . . . 0 0 0 −1 0 0 0
0 0 0 0 0 0 . . . 0 0 0 0 −1 0 0
0 0 0 0 0 0 . . . 0 0 0 0 0 1 0
0 0 0 0 0 0 . . . 0 0 0 0 0 0 1

(4.54)
Using this tensor we define the general form of the Lax operator by setting:
L(φ) =
1
2
√
2
(B + ηdB ηd) ≡ 2
4∑
A=1
φA KA +
16+8s∑
A=5
φA KA (4.55)
which defines the basis of K-generators, namely of the generators spanning the complementary
orthogonal subspace in the decomposition of the so(4, 4 + 2s) Lie algebra with respect to the H?
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subalgebra:
so(4, 4 + 2s) = H? ⊕K (4.56)
With the above introduced definition, the KA generators are normalized to ±1 with respect to
the trace:
Tr (KA , KB) = ± δAB (4.57)
and we always have 8 + 4s plus signs and 8 + 4s minus signs. This means that 8 + 4s generators
of the K basis are compact and just as many are non-compact.
Using again the case s = 1 as an illustration we find:
L(φ) =

2φ1 φ5 φ6 φ7 φ17 φ18 φ13 φ12 φ11 0
φ5 2φ2 φ8 φ9 φ19 φ20 φ15 φ14 0 −φ11
−φ6 −φ8 2φ3 φ10 φ21 φ22 φ16 0 −φ14 −φ12
−φ7 −φ9 φ10 2φ4 φ23 φ24 0 −φ16 −φ15 −φ13
φ17 φ19 −φ21 −φ23 0 0 −φ23 −φ21 −φ19 −φ17
φ18 φ20 −φ22 −φ24 0 0 −φ24 −φ22 −φ20 −φ18
−φ13 −φ15 φ16 0 φ23 φ24 −2φ4 −φ10 −φ9 −φ7
−φ12 −φ14 0 −φ16 φ21 φ22 −φ10 −2φ3 −φ8 −φ6
φ11 0 φ14 φ15 −φ19 −φ20 φ9 φ8 −2φ2 −φ5
0 −φ11 φ12 φ13 −φ17 −φ18 φ7 φ6 −φ5 −2φ1

(4.58)
Next we consider the general form of an element of the H? subalgebra. To this effect we introduce
the following basis of 12 + 8s+ s(2s2 − 1) generators:
HI =
1
2
(
TSolv4+I − ηd TSolv4+I ηd
)
; (I = 1, . . . , 12 + 8 ∗ s)
H12+8s+mn = Qmn ;
(
[mn] = 1, . . . , s(2s2 − 1) (4.59)
where Qmn are the previously introduced generators of the Paint Group spanning the so(2s) Lie
algebra and the pair of antisymmetric indices mn are enumerated in lexicographic order.
Therefore a generic element of the H? Lie algebra:
W =
12+8∗s∑
I=1
ωI HI +
s(2s−1)∑
i=1
ρiH12+8s+i (4.60)
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has the following appearance (using once again the case s = 1 as an illustration):
W =

0 ω12
ω2
2
ω3
2
ω13
2
ω14
2
ω9
2
ω8
2
ω7
2 0
−ω12 0 ω42 ω52 ω152 ω162 ω112 ω102 0 −ω72
ω2
2
ω4
2 0
ω6
2
ω17
2
ω18
2
ω12
2 0 −ω102 −ω82
ω3
2
ω5
2 −ω62 0 ω192 ω202 0 −ω122 −ω112 −ω92
−ω132 −ω152 ω172 ω192 0 ρ1√2 −
ω19
2 −ω172 −ω152 −ω132
−ω142 −ω162 ω182 ω202 − ρ1√2 0 −
ω20
2 −ω182 −ω162 −ω142
ω9
2
ω11
2 −ω122 0 −ω192 −ω202 0 −ω62 −ω52 −ω32
ω8
2
ω10
2 0
ω12
2 −ω172 −ω182 ω62 0 −ω42 −ω22
−ω72 0 −ω102 −ω112 ω152 ω162 −ω52 −ω42 0 −ω12
0 ω72 −ω82 −ω92 ω132 ω142 −ω32 −ω22 ω12 0

(4.61)
The parameters of H? that belong to the Paint group subalgebra have been denoted with the
letter ρ in order to distinguish them from the others.
In order to facilitate the identification of the tensor structure of the Lax operator, it is
convenient to perform the backward transformation from the upper triangular basis to the
standard diagonal basis by means of the inverse of the matrix (4.14). In this basis both the
invariant eta tensor of the so(4, 4 + 2s) subalgebra and that which singles out the H? subalgebra
are diagonal. Using once again the s = 1 case as an illustration we find:
ΩL(φ) ΩT =

0 0 0 0 0 0 ∆1,1 ∆1,2 ∆1,3 ∆1,4
0 0 0 0 0 0 ∆2,1 ∆2,2 ∆2,3 ∆2,4
0 0 0 0 0 0 ∆3,1 ∆3,2 ∆3,3 ∆3,4
0 0 0 0 0 0 ∆4,1 ∆4,2 ∆4,3 ∆4,4
0 0 0 0 0 0 ∆5,1 ∆5,2 ∆5,3 ∆5,4
0 0 0 0 0 0 ∆6,1 ∆6,2 ∆6,3 ∆6,4
∆1,1 ∆2,1 ∆3,1 ∆4,1 −∆5,1 −∆6,1 0 0 0 0
∆1,2 ∆2,2 ∆3,2 ∆4,2 −∆5,2 −∆6,2 0 0 0 0
−∆1,3 −∆2,3 −∆3,3 −∆4,3 ∆5,3 ∆6,3 0 0 0 0
−∆1,4 −∆2,4 −∆3,4 −∆4,4 ∆5,4 ∆6,4 0 0 0 0

(4.62)
where the relation between the components of the tensor ∆a|I and the fields φ parameterizing
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the Lax operator are displayed below:
∆5,2 = φ5 − φ11 ; ∆5,3 = φ6 + φ12 ; ∆5,4 = φ7 + φ13
∆6,1 = φ5 + φ11 ; ∆6,3 = φ8 + φ14 ; ∆6,4 = φ9 + φ15
∆7,1 = φ12 − φ6 ; ∆7,2 = φ14 − φ8 ; ∆7,4 = φ10 + φ16
∆8,1 = φ13 − φ7 ; ∆8,2 = φ15 − φ9 ; ∆8,3 = φ10 − φ16
∆1,1 =
√
2φ17 ; ∆1,2 =
√
2φ21 ; ∆1,3 = −
√
2φ25
∆1,4 = −
√
2φ29 ; ∆2,1 =
√
2φ18 ; ∆2,2 =
√
2φ22
∆2,3 = −
√
2φ26 ; ∆2,4 = −
√
2φ30 ; ∆3,1 =
√
2φ19
∆3,2 =
√
2φ23 ; ∆3,3 = −
√
2φ27 ; ∆3,4 = −
√
2φ31
∆4,1 =
√
2φ20 ; ∆4,2 =
√
2φ24 ; ∆4,3 = −
√
2φ28
∆4,4 = −
√
2φ32 ; ∆5,1 = 2φ1 ; ∆6,2 = 2φ2
∆7,3 = 2φ3 ; ∆8,4 = 2φ4
(4.63)
If we perform the same change of basis on the generic element of the Lie subalgebra H? displayed
in eq. (4.61) we obtain:
ΩWΩT =

0 t1 t6 t10 t13 t15 0 0 0 0
−t1 0 t2 t7 t11 t14 0 0 0 0
−t6 −t2 0 t3 t8 t12 0 0 0 0
−t10 −t7 −t3 0 t4 t9 0 0 0 0
t13 t11 t8 t4 0 t5 0 0 0 0
t15 t14 t12 t9 −t5 0 0 0 0 0
0 0 0 0 0 0 0 χ1 χ4 χ6
0 0 0 0 0 0 −χ1 0 χ2 χ5
0 0 0 0 0 0 χ4 χ2 0 χ3
0 0 0 0 0 0 χ6 χ5 −χ3 0

(4.64)
where the relation between the standard matrix entries ti, χi and the original parameters ωi, ρi
is displayed below for the case s = 1 chosen for illustration.
ω1 = t3 + χ1 ; ω2 = t8 + χ4 ; ω3 = t12 + χ6
ω4 = t4 + χ2 ; ω5 = t9 + χ5 ; ω6 = t5 + χ3
ω7 = t3 − χ1 ; ω8 = χ4 − t8 ; ω9 = χ6 − t12
ω10 = χ2 − t4 ; ω11 = χ5 − t9 ; ω12 = χ3 − t5
ω13 = −
√
2t6 ; ω14 = −
√
2t2 ; ω15 = −
√
2t10
ω16 = −
√
2t7 ; ω17 =
√
2t13 ; ω18 =
√
2t11
ω19 =
√
2t15 ; ω20 =
√
2t14 ; ρ1 =
√
2t1
(4.65)
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Having established the above vocabulary between the tensor notation and that intrinsic to the
Cartan Weyl basis of the Lie algebra, one can proceed to define a set of tensor classifiers that,
hopefully might distinguish different nilpotent orbits of Lax operators, just as it was the case in
the g(2,2) model. In section 6 we will construct a rich set of such classifiers and we will measure
them on the representatives of nilpotent orbits constructed with the Weyl group method. If we
confine ourselves to a boolean analysis (the tensor is zero = 0, the tensor does not vanish = 1)
we will show that the tensor classifiers are not able to separate all the orbits. A finer analysis
of the invariants associated to these tensor structures is therefore required. This result suffices
to answer in the negative the question whether the tensor methods might be alternative to the
standard triple method, which therefore seems anavoidable.
4.5 Choosing a Cartan subalgebra contained in H? and diagonalization of its
adjoint action
The first step necessary to implement the standard triple method of nilpotent orbit construction
consists of selecting a new CSA inside the H? subalgebra and of diagonalizing its adjoint action
both on the subspace K and on the subalgebra H?. Obviously the eigenvalues cannot be anything
else but the roots of the abstract Lie algebra and in this way we obtain new step operators E[α]
which either belong to K or to H?. There is however a caveat that has to be taken into account.
What we want to diagonalize is not the full Cartan subalgebra but only its non compact part.
This means that the relevant roots are only the universal ones of the Tits-Satake projection
and the corresponding eigenspaces will have a multiplicity related to the paint group. The very
nice and deep result is that the pattern of this decomposition is universal and emphasizes the
concept of universality classes associated with the Tits-Satake projection. What happens is the
following. Each root-space has either dimensionality 1 or dimensionality 2s and which is the
case depends only on the root and not on the value of s. The combinations corresponding to
dimensionality 1 are universal, while for those roots with multiplicity 2s the entire eigenspace
transforms in the irreducible vector representation of the paint group SO(2s).
As new Cartan subalgebra, referring to the standard form (4.64) we take the following ones:
C1 = ∂
∂χ4
W (4.66)
C2 = ∂
∂χ5
W (4.67)
C3 = ∂
∂t8+s
W (4.68)
C4 = ∂
∂t9+s
W (4.69)
where it is understood that in the operator W defined in eq.(4.61) the inverse of the substitution
(4.65) has been made. Diagonalizing the adjoint action of this Cartan subalgebra on the K space
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we find that the following 10 roots (and their negatives) are represented in the tangent space:
1 α2 multiplicity = 1
2 α1 + α2 multiplicity = 1
3 α2 + α3 multiplicity = 1
4 α1 + α2 + α3 multiplicity = 1
5 α2 + α3 + α4 multiplicity = 2s
6 α1 + α2 + α3 + α4 multiplicity = 2s
7 α2 + α3 + 2α4 multiplicity = 1
8 α1 + α2 + α3 + 2α4 multiplicity = 1
9 α2 + 2α3 + 2α4 multiplicity = 1
10 α1 + α2 + 2α3 + 2α4 multiplicity = 1
(4.70)
while the remaining six (and their negatives) are represented in the H? subalgebra:
1 α1 multiplicity = 1
2 α3 multiplicity = 1
3 α4 multiplicity = 2s
4 α3 + α4 multiplicity = 2s
5 α3 + 2α4 multiplicity = 1
6 α1 + 2α2 + 2α3 + 2α4 multiplicity = 1
(4.71)
The explicit linear combination of KA or Ha operators that form the eigenspaces corresponding to
the various positive and negative roots are now listed. In this linear combinations we introduce
a parameter σa,i for the positive roots and a parameter τa,i for the negative ones that takes into
account the multiplicity.
For the positive root eigenspaces belonging to K we find the following result:
E [α2] = (K5 − K7 + K8 + K10 − K11 − K13 − K14 + K16)σ1,1
E [α1 + α2] =
(
− K1√
2
− K3√
2
+ K12
)
σ2,1
E [α2 + α3] =
(
− K2√
2
− K4√
2
+ K15
)
σ3,1
E [α1 + α2 + α3] = (−K5 − K7 + K8 − K10 − K11 + K13 + K14 + K16)σ4,1
E [α2 + α3 + α4] = (K20 + K24)σ5,1 + (K19 + K23)σ5,2
E [α1 + α2 + α3 + α4] = (K18 + K22)σ6,1 + (K17 + K21)σ6,2
E [α2 + α3 + 2α4] =
(
− K2√
2
+ K4√
2
+ K9
)
σ7,1
E [α1 + α2 + α3 + 2α4] = (K5 − K7 − K8 − K10 + K11 + K13 − K14 + K16)σ8,1
E [α2 + 2α3 + 2α4] = (−K5 + K7 + K8 + K10 + K11 + K13 − K14 + K16)σ9,1
E [α1 + α2 + 2α3 + 2α4] =
(
− K1√
2
+ K3√
2
+ K6
)
σ10,1
(4.72)
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while for the negative ones belonging to the same space we get:
E [−α2] = (K5 + K7 − K8 + K10 − K11 + K13 + K14 + K16) τ1,1
E [−α1 − α2] =
(
K1√
2
+ K3√
2
+ K12
)
τ2,1
E [−α2 − α3] =
(
K2√
2
+ K4√
2
+ K15
)
τ3,1
E [−α1 − α2 − α3] = − (K5 − K7 + K8 + K10 + K11 + K13 + K14 − K16) τ4,1
E [−α2 − α3 − α4] = (K24 − K20) τ5,1 + (K23 − K19) τ5,2
E [−α1 − α2 − α3 − α4] = (K22 − K18) τ6,1 + (K21 − K17) τ6,2
E [−α2 − α3 − 2α4] =
(
K2√
2
− K4√
2
+ K9
)
τ7,1
E [−α1 − α2 − α3 − 2α4] = (K5 + K7 + K8 − K10 + K11 − K13 + K14 + K16) τ8,1
E [−α2 − 2α3 − 2α4] = (−K5 − K7 − K8 + K10 + K11 − K13 + K14 + K16) τ9,1
E [−α1 − α2 − 2α3 − 2α4] =
(
K1√
2
− K3√
2
+ K6
)
τ10,1
(4.73)
For the root eigenspaces belonging to the H? subalgebra we find instead the following results.
For the positive roots we have:
E [α1] = (H1 + H3 + H4 + H6 − H7 + H9 + H10 + H12)µ1,1
E [α3] = (−H1 − H3 − H4 − H6 − H7 + H9 + H10 + H12)µ2,1
E [α4] = (H16 + H20)µ3,1 + (H15 + H19)µ3,2
E [α3 + α4] = (H14 + H18)µ4,1 + (H13 + H17)µ4,2
E [α3 + 2α4] = (H1 − H3 + H4 − H6 + H7 + H9 − H10 + H12)µ5,1
E [α1 + 2α2 + 2α3 + 2α4] = (−H1 + H3 − H4 + H6 + H7 + H9 − H10 + H12)µ6,1
(4.74)
while for the negative ones we get:
E [−α1] = (H1 − H3 − H4 + H6 − H7 − H9 − H10 + H12)λ1,1
E [−α3] = (−H1 + H3 + H4 − H6 − H7 − H9 − H10 + H12)λ2,1
E [−α4] = (H20 − H16)λ3,1 + (H19 − H15)λ3,2
E [−α3 − α4] = (H18 − H14)λ4,1 + (H17 − H13)λ4,2
E [−α3 − 2α4] = (H1 + H3 − H4 − H6 + H7 − H9 + H10 + H12)λ5,1
E [−α1 − 2α2 − 2α3 − 2α4] = (−H1 − H3 + H4 + H6 + H7 − H9 + H10 + H12)λ6,1
(4.75)
In the above formulae we used as an illustration the case s = 1. Yet, as we already stressed,
the linear combinations are universal for the roots with multiplicity 1 while they are simply
prolonged with more terms for the roots with multiplicity 2s.
5 Nilpotent orbits for the coset manifolds QM?(4,4+2s)
In order to implement the algorithm described in section 2.1 to the case under consideration,
the first step to be fulfilled is the determination of the Weyl group for the B4 root system. We
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have:
W = S4 n Z 42 ⇒ |W| = 384 (5.1)
where S4 denotes the permutation group of four objects. The semidirect structure of this Weyl
group is best described by spelling out its action on a four component euclidian vector:
{x1, x2, x3, x4} (5.2)
For each of the 24 permutations of the symmetric subgroup
∀p ∈ S4 ⇔ p =

1 2 3 4
↓ ↓ ↓ ↓
P (1) P (2) P (3) P (4)
 (5.3)
the action on the euclidian vector is the corresponding permutation of its entries:
p {x1, x2, x3, x4} =
{
xP (1), xP (2), xP (3), xP (4)
}
(5.4)
The four Z2 subgroups, act instead as flips of sign of the four entries of the euclidian vector:
Z 42 : {x1, x2, x3, x4} ⇒ {±x1, ±x2, ±x3 ± x4} (5.5)
Considering the root system composed of the 32 euclidian vectors (4.22), we easily verify that
it is invariant under the action of the above defined group which is indeed generated by the
reflections along all the roots.
The next step is the determination of the subgroup WH ⊂ W which respects the splitting
of the 32 root system into the order 20 subset composed by the K-type roots (4.70) plus their
negatives and the order 12 subset composed by the H?-type roots (4.71) plus their negatives.
The answer is very simple. By looking at the explicit components of the vectors belonging to
the two sets one easily realizes that the searched for subgroup is:
WH = [S2 ⊗ S2] n Z 42 (5.6)
The action of the Z 42 factor on the vector {x1, x2, x3, x4} is obviously the same as in eq.(5.4),
while reduction to the subgroup S2 ⊗ S2 ⊂ S4 means that we confine ourselves to the following
four permutations:
{x1, x2, x3, x4} {x2, x1, x3, x4}
{x1, x2, x4, x3} {x2, x1, x4, x3}
(5.7)
Since 384/64 = 6 we expect that the Weyl group splits into 6 lateral classes g ·WH . An easy
way of choosing a standard representative for each lateral class is provided by mentioning its
action on the vector {x1, x2, x3, x4}. Then the six classes can be described as follows:
g1 · WH ' {x1, x2, x3, x4}
g2 · WH ' {x1, x3, x2, x4}
g3 · WH ' {x1, x4, x2, x3}
g4 · WH ' {x2, x3, x1, x4}
g5 · WH ' {x2, x4, x1, x3}
g6 · WH ' {x3, x4, x1, x2}
(5.8)
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As for the generalized Weyl group GW it contains 3072 elements. The normal subgroup HW
which, by definition, stabilizes each element h of the Cartan subalgebra, is of order 8 and has
the structure HW ∼ Z2×Z2×Z2. It is obviously impossible to present here all the elements of
GW, but they are easily constructed by means of a computer programme.
The third step in our construction is the determination of the possible branching laws of the
fundamental representation of the Tits Satake subalgebra UTS ≡ GR = so(4, 5) into irreducible
representations of sl(2). As we already observed, this problem is equivalent to the problem of
finding the partitions of an integer into integers.
The dimension of the fundamental representations of so(4, 5) is obviously 9. Hence the
possible embeddings sl(2) ↪→ so(4, 5) are associated with the partitions of 9 into integers. These
latter are thirty and precisely the following ones:
P[9] =
[{9}, {8, 1}, {7, 2}, {7, 12}, {6, 3}, {6, 2, 1}, {6, 13}, {5, 4}, {5, 3, 1},
{5, 22}, {5, 2, 12}, {5, 14}, {42, 1}, {4, 3, 2}, {4, 3, 12},
{4, 22, 1}, {4, 2, 13}, {4, 14}, {33}, {32, 2, 1}, {32, 13}, {3, 23}, {3, 22, 12},
{3, 2, 14}, {3, 16}, {24, 1}, {23, 13, }, {22, 15}, {2, 17}, {19}] (5.9)
The main simplifying information that we take from mathematical books is that for the algebras
so(2p + 1) we have to consider only those partitions where each even addend appears an even
number of times.
Such a restriction deletes nineteen of the thirty partitions. Furthermore the partitions made
only of 1.s is to be excluded because it means no sl(2) embedding and therefore no standard
triple. This leaves with the following twelve partitions:
P̂[9] =
[{9}, {7, 12}, {5, 3, 1}, {5, 22}, {5, 14}, {42, 1}, {33},
{32, 13}, {3, 22, 12}, {3, 16}, {24, 1}, {22, 15}] (5.10)
Given the set of partitions for each of them we know the possible eigenvalues of the h-element
of the standard triple which we put into the Cartan subalgebra. Under the action of the Weyl
group, each choice of the eigenvalues generates a Weyl orbit of such h-operators which contains
384 elements.
By a-label we just denote the integer valued four vector:
a− label ≡ {α1(h), α2(h), α3(h), α4(h)} = {a1, a2, a3, a4} (5.11)
where αi are the simple roots.
Since |WH | = 64 every Weyl orbit splits into six WH -suborbits of 64 elements each, corre-
sponding to the six equivalence classes of the coset W/WH (see eq.(5.8)). For some choices of
the eigenvalues the number of distinct elements in the various WH -suborbits can be less than
64 if a subgroup of WH leaves that particular four vector {a1, a2, a3, a4} invariant.
Having grouped in this way the a-labels of the central elements h for the candidate standard
triples {h, x, y}, by means of a computer programme we have verified in which WH -suborbits,
the x-element can be constructed inside K, by solving the two equations (2.14,2.15).
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The computer implemented algorithm The logical structure of our algorithm is the fol-
lowing. Given an a-label the computer considers the corresponding ha central element of the
candidate triple and verifies whether equation (2.14) can be solved in K, calculating also the
degeneracy of such a the solution. In other words the computer determines the eigenspace of
adjK(ha), corresponding to eigenvalue λ = 1:
M1(ha) ≡ Eigenspace [λ = 1, adjK(ha)]
dg[ha] ≡ dimM1(ha) (5.12)
The result for dg[ha] depends only on the chosen partition {j1, . . . , jn} and on the WH class of
the considered a-label. For all representatives inside the same WH class the degeneracy of the
eigenspace is the same. In case dg[ha] = 0 the entire WH class of a-labels is discarded and
the computer goes to the next. If dg[ha] > 0 the computer chooses a standard representative
inside the consideredWH class (which one is irrelevant) and goes to equation (2.15). This latter
is a set of 16 quadratic equations for dg[ha] unknowns, the number 16 being the dimension of
so(2, 2)⊕ so(2, 3), i.e. of H?TS. It is clear that depending on the case there may be no solutions
or several. In case there are no solutions the entire WH class of a-labels is discarded and the
computer goes to the next. In case solutions exist their multiplicity varies very much from case
to case. Their set has to be organized in distinct orbits. Similarly to the case of g(2,2) this is
done by means of the β labels, defined in eq.s(2.16,2.17). As we know the set of available β-
labels for each h is equal to the number of available γ-labels appearing in the partition to which
the considered h belongs. Hence we can calculate a priori the set of γ-labels in each partition
{j1, . . . , jn}. Since there are six lateral classes ofW/WH the maximal number of γβ-labels which
can appear for each {j1, . . . , jn} is six but it might be less since for specific partitions several
classes can coincide as we already noted. Furthermore we restrict our attention only to those
γ-labels for which a solution for x can be found. This means that the set of γβ-labels varies in
length from partition to partition. In the next paragraph we discuss them and this discussion
provides the means to emphasize the Tits Satake universality mechanism.
γ -labels and the Tits Satake universality at work. In our case the dimension of the
relevant subalgebras H or H? (which are equal) is given by:
dim
(
H
H?
)
= 12︸︷︷︸
# of long roots
+ 8 s︸︷︷︸
# of short roots with mult. 2s
+ s(2s− 1)︸ ︷︷ ︸
dim paint group
(5.13)
For the compact subalgebra the counting (5.13) is easily understood. The compact generators
are obtained in the form: Eα − E−α for all available roots, long or short (counted with their
multiplicity). In addition one has to add the generators of the paint group. Since H or H? are
different real forms of the same complex Lie algebra the same counting applies also to H?.
We can now take a generic element of the Cartan subalgebra chosen in H?:
h ∈ CSA ⊂ H? (5.14)
and calculate the spectrum of its adjoint action on H?, which, according to eq.(2.18) is the
definition of γ-labels. For the entire class of Lie Algebras so(4, 4 + 2s) we obtain the following
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universal result:
Spectrum [adjH?(h)] =

[0]s(2s−1)+4
[(±α1(h)]1
[±α3(h)])1
[±α4(h)]2s
[± (α3(h) + α4(h))]2s
[± (α3(h) + 2α4(h))]1
[± (α1(h) + 2α2(h) + 2α3(h) + 2α4(h))]1

(5.15)
where αi(h) denotes the value of the i-th simple root of the Tits Satake subalgebra so(4, 5) on
the chosen h. The subscript in the symbol of the eigenvalues denotes their multiplicity and one
easily verifies the sum rule:
s(2s− 1) + 4 + 2× 1 + 2× 1 + 2× 2s+ 2× 2s+ 2× 1 + 2× 1 = 12 + 8s+ s(2s− 1) (5.16)
Inspection of the result (5.15) reveals its rational. Apart from 0 the non vanishing eigenvalues
correspond to the subset of 6 roots of the Tits-Satake system B4 that appear in the H? subal-
gebra when we diagonalize the Cartan Subalgebra chosen H? (compare with eq.(4.71) ). The
degeneracy of the non-vanishing eigenvalues is just the multiplicity of the roots. The structure
of the spectrum shows that the rank of the adjoint matrix adjH?(h) is always at most 8 + 8s,
the paint group taking no part in the deal.
In table 5 we have listed the gamma labels found for the 12 partitions. Note that in order to
obtain integer rather then half-integer eigenvalues we have listed the γ-labels of 2ha rather than
ha. Note also that we have listed only those γ-label for which a solution for x in K can be found.
The presented table clarifies that the concept of γ-labels coincides with that of lateral classes of
the Weyl group W with respect to the stability subgroup WH . Another important consequence
of this analysis concerns the mechanism of Tits-Satake universality classes. Since the β-labels
coincide with the γ-ones it follows that they also have the universal structure displayed in
eq.(5.15). This means that the adjoint matrix adjH(x−y) has always rank less or equal to 8+8s
and that the paint group plays no role. Said differently we always have:
∅ = {(x − y)}
⋂
so(2s) ⊂ H (5.17)
Clearly this is not the choice taken by mathematicians when they classify nilpotent orbits for
the real form of the algebra so(4, 4 + 2s). Starting from β-labels one would introduce many
more possibilities where the compact generator (x − y) has also legs on the paint group. The
corresponding orbits, when found, depend on the specific value of s, yet most of them are
irrelevant because their nilpotent operator x is not entirely contained in K. The procedure
we have adopted deletes from the start all these irrelevant orbits and shows that the relevant
ones are universal, depending only on the Tits Satake universality class of the considered coset
manifold.
41
N α− label γβ − labels WH − classes
1 [j=4] γβ1 =
{
0s(2s−1)+4,±81,±41,±42s,±82s,±121,±41
}
(×,×,×,×, γ1,×)
2 [j=3]×2[j=0] γβ1 =
{
0s(2s−1)+4,±81,±41,±02s,±42s,±41,±41
}
γβ2 =
{
0s(2s−1)+4,±41,±41,±22s,±62s,±81,±41
} (×,×, γ1,×, γ2,×)
3 [j=2]×2[j=1/2] γβ1 =
{
0s(2s−1)+4,±31,±31,±12s,±42s,±51,±11
}
(×,×,×, γ1, γ1,×)
4 2[j=3/2]×[j=0]) γβ1 =
{
0s(2s−1)+4,±41,±21,±12s,±32s,±41,±21
}
(×, γ1, γ1, γ1, γ1,×)
5 3[j=1] γβ1 =
{
0s(2s−1)+4,±21,±01,±22s,±22s,±41,±21
}
(×,×, γ1,×, γ1,×)
6 [j=1]×2[j=1/2]×2[j=0] γβ1 =
{
0s(2s−1)+4,±31,±11,±02s,±12s,±11,±11
}
γβ2 =
{
0s(2s−1)+4,±11,±11,±12s,±22s,±31,±11
} (γ1, γ1,×,×, γ2, γ2)
7 2[j=1]×3[j=0]
γβ1 =
{
0s(2s−1)+4,±41,±01,±02s,±02s,±01,±01
}
γβ2 =
{
0s(2s−1)+4,±21,±21,±02s,±22s,±21,±21
}
γβ3 =
{
0s(2s−1)+4,±01,±01,±22s,±22s,±41,±01
} (γ1, γ2, γ2, γ2, γ2, γ3)
8 4[j=1/2]×[j=0] γβ1 =
{
0s(2s−1)+4,±21,±01,±12s,±12s,±21,±01
}
(γ1, γ1, γ1, γ1, γ1, γ1)
9 [j=1]×6[j=0] γβ1 =
{
0s(2s−1)+4,±21,±01,±02s,±02s,±01,±21
}
γβ2 =
{
0s(2s−1)+4,±01,±21,±02s,±22s,±21,±01
} (γ1, γ1, γ1, γ2, γ2, γ2)
10 2[j=1/2]×5[j=0] γβ1 =
{
0s(2s−1)+4,±11,±11,±02s,±12s,±11,±11
}
(×, γ1, γ1, γ1, γ1,×)
11 [j=2]×[j=1]×[j=0]
γβ1 =
{
0s(2s−1)+4,±41,±01,±22s,±22s,±41,±41
}
γβ2 =
{
0s(2s−1)+4,±41,±41,±02s,±42s,±41,±01
}
γβ3 =
{
0s(2s−1)+4,±21,±21,±22s,±42s,±61,±21
} (×,×, γ1, γ2, γ3, γ3)
12 [j=2]×4[j=0] γβ1 =
{
0s(2s−1)+4,±41,±21,±02s,±22s,±21,±41
}
γβ2 =
{
0s(2s−1)+4,±21,±41,±02s,±42s,±41,±21
} (×, γ1, γ1, γ2, γ2,×)
Table 5: The set of γβ-labels available for each partition. In each partition we list only those
γ-labels for which an x completing the triple {h, x, xT } can be found in the subspace K. The
last column of the table lists the WH lateral classes and specifies in which of them the listed
γ-label are located. Repetition of the same γ-label in more than one lateral class means that
for the chosen partition those lateral classes coincide. The symbol × means that in that class
no x can be found in K that completes the triple.
5.1 The table of 37 universal nilpotent orbits
The complete result of our computed aided classification of nilpotent orbits yields a final list of
37 orbits that are reported in table 6. In this table we have mentioned the explicit form of the
γβ-labels in a shortened notation with respect to the notation of table 5 by grouping together the
identical eigenvalues that come from different roots. The assignment of each γ-label to W/WH
lateral classes (cosets) is no longer mentioned since it was already displayed in table 5.
There are three important observations that emerge by inspection of this table.
• The first is that the degree of nilpotency of the x operators is just the dimension of the
highest spin representation contained in the partition, as it was anticipated in eq.(3.26).
• The second observation concerns the results for the partition 11. There we find three
γ-labels, yet when we assign h to one of them we do not find three solutions for x corre-
sponding to the three available β-labels. For each γ there are, in K only two β.s. This
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N dn α− label γβ − labels Orbits
1 9 [j=4] γβ1 = {±0ps ,±42s+2,±82s+1,±121} O11
2 7 [j=3]×2[j=0] γβ1 = {±02s+ps ,±42s+3,±81}
γβ2 = {±0ps ,±22s,±43,±62s,±81}
β1 β2
γ1 O21,1 O21,2
γ2 O22,1 O22,2
3 5 [j=2]×2[j=1/2] γβ1 = {±0ps ,±12s+1,±32,±42s,±51} O31
4 4 2[j=3/2]×[j=0]) γβ1 = {±0ps ,±12s,±22,±32s,±42} O41
5 3 3[j=1] γβ1 = {±0ps+1,±24s+2,±41} O51
6 3 [j=1]×2[j=1/2]×2[j=0] γβ1 = {±02s+ps ,±12s+3,±31}
γβ2 = {±0ps ,±12s+3,±22s,±31}
β1 β2
γ1 O61,1 O61,2
γ2 O62,1 O62,2
7 3 2[j=1]×3[j=0]
γβ1 = {±04s+ps+3,±41}
γβ2 = {±02s+ps ,±22s+4}
γβ3 = {±0ps+3,±24s,±41}
β1 β2 β3
γ1 O71,1 O71,2 O71,3
γ2 O72,1 O72,2 O72,3
γ3 O73,1 O73,2 O73,3
8 2 4[j=1/2]×[j=0] γβ1 = {±0ps+2,±14s,±22} O81
9 3 [j=1]×6[j=0] γβ1 = {±04s+ps+2,±22}
γβ2 = {±02s+ps+2,±22s+2}
β1 β2
γ1 O61,1 O61,2
γ2 O62,1 O62,2
10 2 2[j=1/2]×5[j=0] γβ1 = {±02s+ps ,±12s+4} O101
11 5 [j=2]×[j=1]×[j=0]
γβ1 = {±0ps+1,±24s,±43}
γβ2 = {±02s+ps+1,±42s+3}
γβ3 = {±0ps ,±22s+3,±42s,±61}
β1 β2 β3
γ1 O111,1 O111,2 ×
γ2 O112,1 × O112,3
γ3 × O113,2 O113,3
12 5 [j=2]×4[j=0] γβ1 = {±02s+ps ,±22s+2,±42}
γβ2 = {±02s+ps ,±22,±42s+2}
β1 β2
γ1 O121,1 O121,2
γ2 O122,1 O122,2
Table 6: The 37 nilpotent orbits for the manifolds SO(4,4+2s)SO(2,2)×SO(2,2+2s) which all belong to the same
Tits Satake universality class SO(4,5)SO(2,2)×SO(2,5) . The classification depends only on the universality
class and it is presented according to β and γ-labels. In the above table ps is a short hand for
the following number ps = s(2s− 1) + 4.
counter example is a warning that every time one has to check explicitly which of the
available β-labels are actually populated for each choice of gamma.
• In a similar way to the g(2,2) case the partition that contains the BPS and non BPS regular
black holes is the partition 2 × [j = 1] × 3 × [j = 0]. The BPS black holes come from
a certain γ-label while the non BPS ones come from the other γ-labels. This can be
easily shown considering the generating (or seed) geodesic for regular extremal black holes
constructed in [25]. Using this universal construction of the seed geodesic it is possible
to show that the regular solutions correspond to the diagonal entries of the γβ-table for
which γ-label= β-label. Solutions within the off-diagonal orbits are characterized by the
warp factor e−U vanishing at finite τ , thus signalling a singularity. We shall illustrate this
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result in a forthcoming work.
The complete list of the 37 nilpotent operators, which is the main result of our paper, is given
in appendix A.
5.2 About orbit stability subalgebras
Since our conclusion is that H?-orbits of nilpotent operators are classified by the triplet of
labels α, γ and β we find it convenient to utilize the same to classify the corresponding
subalgebra/subgroup of H? /H? introducing the notation Sαγ,β /Sαγ,β. Given the standard rep-
resentative Oαγ,β of the considered nilpotent orbit, its stability subalgebra is defined as follows:
h ∈ Sαγ,β ⊂ H? ⇔
[Oαγ,β , h] = 0 (5.18)
For any other representative of the same orbit Oα′γ,β = hOαγ,β h−1, where h ∈ H? is a group
element of the denominator group, the stability subalgebra is conjugate to that of the standard
representative and therefore isomorphic to it:
Sα′γ,β = hS
α
γ,β h
−1 (5.19)
It follows that each orbit of nilpotent K-operators is isomorphic to the coset manifold:
Mαγ,β =
H?
Sαγ,β
(5.20)
and the dimension of the orbit O[j1,...,jn] is just the dimension of that coset:
dimOαγ,β = dimMαγ,β (5.21)
For this reason it is of particular relevance to calculate the stability subalgebras of the various
orbits and study their abstract structure. For the first largest orbits Oαγ,β this task is fairly
simple, why for the smaller ones it becomes increasingly complicated and requires some attention.
We have already obtained some partial results but the presentation of the complete result is
postponed to a forthcoming publication [40].
What we would like to anticipate here is the challenging implications of the above simple
observations. The classification of the 37 nilpotent orbits amounts to the classifications of a list
of 37 families of coset manifolds:
Mαγ,β =
SO(2, 2)× SO(2, 2 + 2s)
Sαγ,β
(5.22)
which generically turn up to be neither symmetric nor reducible. Yet as a result of our construc-
tion each of them constitutes a dynamical system which, through the embedding in the father
system, we are able to integrate. The consequences of this might be far reaching and open new
perspectives on integrability per se, not only in relation with the classification of black-holes.
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6 Tensor classifiers for the QM?(4,4+2s) nilpotent orbits
In the case of the g(2,2) model we were able to separate all the classified orbits by means of tensor
classifiers, whose signatures provide an equivalent way of classification. It is a natural question
whether the same is true also in the more complicated case of the QM?(4,4+2s) spaces. Tensor
classifiers very similar to those of the g(2,2) case can be constructed also here, as we anticipated
in [30], yet, as we will see, their pattern is not able to separate all the 37 orbits. By means of
them we achieve only a partial classification. Let us see that in some detail.
6.1 Structure of the Tensor classifiers
In section 4.4.2 we arranged the Lax operator into a double tensor ∆i|I where the index i takes
four values and spans the fundamental defining vector representation of SO(2, 2), while the
index I spans the fundamental vector representation of SO(2, 2 + 2s). In order to define the
tensor classifiers we have to split the vector representation of SO(2, 2) as the tensor product
of two fundamental representation of SL(2)1 and SL(2)2. This is done in the following way.
Consider a generic element of the so(2, 2) Lie algebra of the form it appears in the block diagonal
decomposition of H? as given in eq.(4.64), namely:
a =

0 χ1 χ4 χ6
−χ1 0 χ2 χ5
χ4 χ2 0 χ3
χ6 χ5 −χ3 0
 (6.1)
its splitting in the two standard sl(2) Lie algebras is performed by setting:
a =
2∑
i=1
(
γi,0L
i
0 + γi,1L
i
+ + γi,−1L
i
−
)
(6.2)
where the standard generators of the two sl(2) Lie algebra are normalized as follows:[
Li0 , L
i
±
]
= ±Li± ;
[
Li+ , L
i
−
]
= 2Li0 ;
[
L1a , L
2
b
]
= 0 (6.3)
and the relation between the two set of parameters is the following one:
χ1 → 12 (γ1,−1 − γ1,1 + γ2,−1 − γ2,1) ; χ2 → 12 (γ1,−1 + γ1,1 + γ2,−1 + γ2,1)
χ3 → 12 (−γ1,−1 + γ1,1 + γ2,−1 − γ2,1) ; χ4 → 12 (−γ1,0 − γ2,0)
χ5 → 12 (γ2,0 − γ1,0) ; χ6 → 12 (−γ1,−1 − γ1,1 + γ2,−1 + γ2,1)
(6.4)
Correspondingly if Λα,β˙ is an object transforming in the tensor product of the fundamental
representation of sl(2)1 and of the fundamental representation of sl(2)2 the components of the
so(2, 2) vector are as follows:
vso(2,2) =

Λ1,1
Λ1,2
Λ2,1
Λ2,2
 (6.5)
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This means that the tensor ∆i|I representing the Lax operator can be reinterpreted as a three
index object ∆α,β˙|I according to the following rule:
∆1|I
∆2|I
∆3|I
∆4|I
 =

∆1,1|I
∆1,2|I
∆2,1|I
∆2,2|I
 = ∆α,β˙|I (6.6)
where the index I spans the fundamental representation of so(2, 2 + 2s).
Equipped with these conversion vocabulary, according to the scheme developed in [30], we
can define the following tensor classifiers:
The quadratic hamiltonian
Hquadr = ∆
α,β˙|I ∆γ,δ˙|J αγ β˙δ˙ ηIJ (6.7)
where:
η =

1 0 0 0 0 0
0 1 0 0 0 0
...
. . .
. . .
. . .
...
...
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1

(6.8)
is the diagonal so(2, 2 + 2s) invariant metric and:
αγ = β˙δ˙ =
(
0 1
−1 0
)
(6.9)
are the standard invariant tensors of the sl(2) Lie algebras.
The irreducible quadratic T -tensors In this case we can define three irreducible quadratic
T -tensors.
T β˙δ˙|IJ1 = ∆α,β˙|I ∆γ,δ˙|J αγ − 12 14+2s β˙δ˙ ηIJ Hquadr
T αγ|IJ2 = ∆α,β˙|I ∆γ,δ˙|J β˙δ˙ − 12 14+2s αγ ηIJ Hquadr
T IJ3 = ∆α,β˙|I ∆γ,δ˙|J αγ β˙δ˙ − 14+2s ηIJ Hquadr
(6.10)
The vanishing of the second of these operators, according to the results of [30], is the necessary
and sufficient condition for a Lax operator to define a BPS black-hole solution:
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The quadratic W tensors Utilizing the projection operators from the tensor product of two
spinor representation of sl(2) to the vector representation of so(1, 2) introduced in [30]
Πxαβ =
{(
1
2 0
0 0
)
,
(
0 14
1
4 0
)
,
(
0 0
0 12
)}
(6.11)
we construct the quadratic symmetric tensor W :
W x|β˙,I,δ˙,J = Πxαγ ∆
α,β˙|I ∆γ,δ˙|J (6.12)
In addition from W we construct the following derived tensors:
W x|y||IJ = Πy
β˙γ˙
W x|β˙,I,δ˙,J (6.13)
W x|y = W x|y||IJ ηIJ (6.14)
The quartic T tensor The quartic T-tensor is now defined as follows:
Txy = W x|α˙,I,γ˙,JW y|β˙,K,δ˙,L α˙β˙ γ˙δ˙ ηIJ ηKL (6.15)
The quartic invariant A quartic invariant with respect to H? subalgebra can now be con-
structed by setting:
I4 = Txy ηxy (6.16)
where the so(1, 2) invariant metric in the chosen basis is the following one:
ηxy =

0 0 1
0 −2 0
1 0 0
 (6.17)
The quartic T-tensors Following the procedure of [30] we introduce the following two T-
tensors, the first being a representation of (2)2 and a singlet of so(2, 2+2s), the second viceversa.
Tα˙,β˙,γ˙,δ˙[1] = W
x|α˙,I,β˙,JW y|γ˙,K,δ˙,L ηxy ηIJ ηKL (6.18)
TIJKL[2] = W
x|α˙,I,β˙,JW y|γ˙,K,δ˙,L ηxy α˙γ˙ β˙δ˙ (6.19)
6.2 Evaluation of the tensor classifiers on the representatives of QM?(4,4+2s)
nilpotent orbits
Having defined the tensor classifiers we can evaluate them on the representatives of the 37
nilpotent orbits. Introducing a dichotomic indicator scheme, namely assigning 1 to a tensor
classifier that does not vanish and assigning 0 to a tensor that vanish we obtain a finite collection
of patterns according to which we can group the orbits. The result is displayed in table 7. It is a
matter of fact that the tensor classifiers are not able, at least at the level of this coarse analysis,
to separate all the orbits. Yet the discovered grouping is certainly meaningful and deserves
further investigation which we postpone to the future publication where we plan to analyse the
stability subgroups [40].
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T1 T2 W x|y||IJ W x|y| T T[1] T[2] group of orbits
1 1 1 1 1 1 1
{
O1,1, O
2
1,1, O
2
1,2, O
2
2,1, O
2
2,2, O
11
1,1, O
11
1,2, O
12
1,1
}
1 1 1 1 0 1 1
{
O41,1, O
11
2,1, O
11
2,3
}
1 1 1 1 0 0 1
{
O31,1, O
5
1,1, O
7
2,1, O
7
2,2, O
7
2,3, O
11
3,2, O
11
3,3
}
1 1 1 0 0 0 1
{
O62,1, O
6
2,2, O
7
3,1, O
7
3,2, O
7
3,3, O
9
2,1, O
9
2,2
}
1 0 1 1 0 1 0
{
O71,1, O
7
1,2, O
7
1,3
}
1 0 1 1 0 0 0
{
O61,1, O
6
1,2
}
1 0 1 0 0 0 0
{
O81,1
}
0 0 1 1 0 0 0
{
O91,1, O
9
1,2
}
0 0 1 0 0 0 0
{
O101,1
}
Table 7: Grouping of the 37 nilpotent orbits according to their tensor classifier patterns. The
number 1 means that the corresponding tensor does not vanish identically on that orbit, while
the number 0 means that the corresponding tensor is just zero for all members of the orbit.
7 Conclusions
In this paper we have constructed the list of H? nilpotent orbits in K for the series of pseudo-
quaternionic manifolds (1.16). These latter are the c?-map image of the special geometry series
(1.14); in other words, by time-like reduction, they emerge from supergravity models where
the vector multiplets are coupled according to such homogeneous symmetric special geometries
which occur in many instances of superstring compactifications and in particular correspond to
the large radius limit of several Calabi Yau moduli spaces.
As we emphasized in the introduction and at all levels in the course of our construction,
the most important result revealed by our analysis is the universal character of the K-based
nilpotent orbits. Their pattern is a common feature of all manifolds belonging to the same Tits
Satake universality class. Indeed it depends only on the structure of the Tits Satake subalgebra:
UTS ⊂ U.
The method we employed to work out our classification and explicitly construct the rep-
resentatives of the nilpotent orbits is based on the Weyl group of UTS. We showed that the
splitting:
U = H? ⊕ K (7.1)
defines a proper subgroup WH ⊂ W of the Weyl group and that the coset WWH is at the root
of the concept of γ-labels. The so called α-labels are nothing else but the entire Weyl orbit of
possible spectra of the angular momentum third component (the central element h of a standard
triple {h, x, y}), which is fixed once a branching rule of the fundamental representation of UTS
with respect to the sl(2) subalgebra {h, x, y} is given. Hence α-labels enumerate the different
available branching rules for the embedding:
sl(2) ↪→ UTS (7.2)
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The Weyl orbit of h-spectra corresponding to a given branching rule, (α-label) splits in m-
suborbits with respect to the sub-Weyl group WH , where we named m the number of lateral
classes in the coset WWH . These suborbits correspond to the possible γ-labels. The set of available
β-labels, that, by definition, are the possible spectra of the compact operator x − y, coincides
with the set of γ-labels. The various nilpotent orbits are thus classified by the triplet of labels
α, γ, β.
Since the Tits Satake universality classes of symmetric special geometries are just five, it
suffices to derive the list of nilpotent orbits for the five universal manifolds appearing in the third
column of table 2 and, when the corresponding class contains more than one element determine
the regular embedding of the universal orbit within the ambient algebra. This is precisely what
we did in this paper for the fourth class of table 2. Not only we determined the list of nilpotent
orbits for the universal manifold SO(4, 5)/SO(2, 3)× SO(2, 2) but we also showed how they are
generically embedded in the infinite series of manifolds SO(4 + 2s, 4)/ SO(2, 2 + 2s)× SO(2, 2)
filling one half of the class for p = 2s, even. Obviously we also have the odd case, p = 2s+1, yet
it is quite evident that by means of simple modifications the embedding of the universal orbits
can be extended also to such manifolds.
The case of the second class (g(2,2)) is done and requires no further study of embeddings
since it is a one-element class.
A very interesting Lie algebra problem is provided by the fifth and last of the Tits-Satake
universality classes of table 2 that contains three additional elements besides the universal man-
ifold
F(4,4)
Sp(6)×SU(1,1) . The list of nilpotent orbits for the latter was recently derived by one of us in
a different collaboration [39]. It is now a challenging problem to embed these universal classes
in the three remaining members of the class.
Stability subalgebras and the orbit coset manifolds As we already stressed in the text,
the classification of orbits amounts also to a classification of very special subalgebras of H?
which are the stability subalgebras Sαβγ , leading to a series of coset manifolds, equivalent to the
nilpotent orbit manifolds
H?
Sαβγ
(7.3)
whose structure and properties are intriguing. In particular, in view of the integrability of the
ambient manifold, this rich class of special cosets might provide new unexpected examples of
integrable models. In a forthcoming publication, as already announced, we plan to work out the
list of these cosets
SO(2 + 2s, 2)× SO(2, 2)
Sαβγ
(7.4)
for the fourth Tits Satake universality class and we already possess some partial results. Obvi-
ously the same classification has to be worked out for the other universality classes. Challenging,
as usual, is the fifth class where the list of nilpotent orbits Oαγβ for
F(4,4)
Sp(6)×SU(1,1) singles out an
equal number of coset manifolds of the form:
Sp(6)× SU(1, 1)
Sαβγ
;
SU(3, 3)× SU(1, 1)
S¯αβγ
;
SO?(12)× SU(1, 1)
S˜αβγ
;
E(7,−25) × SU(1, 1)
Sˆαβγ
(7.5)
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Branching rules and regular black hole solutions As it is known regular extremal black-
holes are associated with Lax operators of nilpotency degree 3. Our analysis has revealed that
the nilpotency degree is just dg = 2 jmax + 1 where jmax is the highest spin contained in the
decomposition of the fundamental representation of UTS with respect to the embedded sl(2)
subalgebra of the standard triple {h, x, y}. Hence regular extremal black-holes correspond to
jmax = 1. In general there are several branching rules satisfying this condition, yet comparison
of the results for g(2,2) and for so(4, 5) seems to suggest that both BPS and non BPS regular
solutions come from a universal α-label:
2× [j = 1]× p× [j = 0]
Whether this conjecture is correct or not has to be verified by comparison with the results for
the remaining universality classes. In case it is true, this fact deserves careful consideration and
requires an explanation.
It appears that nilpotent orbits corresponding to higher degree of nilpotency and hence with
jmax > 1 might play a role in the construction of multi-center solutions [41]. It is challenging to
understand the relation between the spin content of the α-label and physical properties of the
corresponding hole, in particular the entropy.
Fake-superpotential, fixed points and nilpotent orbits A further direction of future
investigation stimulated by our results concerns the relation between the classification of nilpo-
tent orbits and the parallel classification of attraction points of the geodesic potential in special
Ka¨hler geometry. A bridge between the two approaches to black holes might be provided by the
classification of the stability subalgebras Sαβγ ⊂ H?. Indeed H? ∼ su(1, 1) × UD=4 and UD=4 is
the symplectic group acting on the quantized charges (p, q) which define the geodesic potential.
It is quite possible that in each nilpotent orbit Sαβγ or its subgroup at vanishing Taub-Nut charge
might be a symmetry of the geodesic potential as well. Also this point is in our agenda for the
next coming publication [40].
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A The list of the representatives for the 37 nilpotent orbits of
QM?(4,4+2s)
In this appendix we display the explicit form of one representative for each of the classified
37 nilpotent orbits. They are given as 10 × 10 matrices since by setting s = 1 we chose the
lowest lying member of the Tits-Satake universality class. For all the other members of the
same universality class we could write a similar list of 37 matrices whose α,γ and β labels are
the same.
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