UAV first view landmark localization with active reinforcement learning by Wang, Xinran et al.
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
1
Pattern Recognition Letters
journal homepage: www.elsevier.com
UAV First View Landmark Localization with Active Reinforcement Learning
Xinran Wanga, Chao Lia, Leijian Yub, Lirong Hana, Xiaogang Denga, Erfu Yangb, Peng Rena,∗∗
aCollege of Information and Control Engineering, China University of Petroleum (East China), Qingdao 266580, China.
bDepartment of Design, Manufacture and Engineering Management, University of Strathclyde, Glasgow G1 1XJ, United Kingdom.
ABSTRACT
We present an active reinforcement learning framework for unmanned aerial vehicle (UAV) first view
landmark localization. We formulate the problem of landmark localization as that of a Markov de-
cision process and introduce an active landmark-localization network (ALLNet) to address it. The
aim of the ALLNet is to locate a bounding box that surrounds the landmark in a first view image
sequence. To this end, it is trained in a reinforcement learning fashion. Specifically, it employs sup-
port vector machine (SVM) scores on the bounding box patches as rewards and learns the bounding
box transformations as actions. Furthermore, each SVM score indicates whether or not the landmark
is detected by the bounding box such that it enables the ALLNet to have the capability of judging
whether the landmark leaves or re-enters a first view image. Therefore, the operation of the ALLNet is
not only dominated by the reinforcement learning process but also supplemented by an active learning
motivated manner. Once the landmark is considered to leave the first view image, the ALLNet stops
operating until the SVM detects its re-entry to the view. The active reinforcement learning model
enables training a robust ALLNet for landmark localization. The experimental results validate the
effectiveness of the proposed model for UAV first view landmark localization.
c© 2019 Elsevier Ltd. All rights reserved.
1. Introduction
An unmanned aerial vehicle (UAV) is an aircraft without a
human pilot aboard. It is normally operated by human remote
control via radio communication or by autonomous control
schemes. The UAVs have many advantages especially when
they fly under autonomous control schemes. In this scenario,
UAVs operate in terms of automatic navigation and are capa-
ble of executing tough tasks that are hard for human beings.
One requirement for smoothly conducting UAV automatic nav-
igation is autonomous landing. In particular, one challenging
scenario is that a UAV is required to autonomously land on a
designated location that is possibly featured with some special
marks to aid the landing task.
Most existing UAV autonomous landing techniques rely on
certain Global Navigation Satellite System (GNSS) technolo-
gies such as the Global Positioning System (GPS). In this sce-
nario, it is potentially an effective manner of exploiting so-
∗∗Corresponding author:
e-mail: pengren@upc.edu.cn (Peng Ren)
phisticated graph models (Bai et al., 2017, 2018a,b) to opti-
mize the communication network between a UAV and satellites
for achieving accurate landing. However, the GNSS-oriented
landing techniques have limitations which constrain them from
broader applications. First, the positioning accuracy provided
by most civil GNSS measurements varies from a few meters to
a few hundred meters. It is not easy for the civil GNSS to locate
a target within one meter. Therefore, the GNSS can only guide a
UAV to approximately land at the designated location but can-
not guarantee the accuracy of landing location within meters.
Second, there are lots of places (e.g. somewhere inside a build-
ing) where the GNSS signals are not available. In this scenario,
navigation techniques without using GNSS should be consid-
ered for guiding the autonomous landing. To address these lim-
itations of the GNSS-oriented autonomous landing, a vision-
based strategy for UAV autonomous landing is investigated in
this research. The vision based methods have been broadly ex-
plored in the literature of remote sensing (Bai et al., 2014, 2015;
Wang et al., 2019), to which the UAV landing scenario has cer-
tain similarities. Furthermore, the vision-based methods have
the capability of locating a target within meters and landing a
UAV in narrowly sheltered space where GNSS signals are pos-
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sibly blocked. It is assumed that the UAV is equipped with an
on-board camera which oversees the land. The camera captures
first view videos (i.e. image sequences) of the scenes beneath
the flying UAV. It is also assumed that there is a landmark sign
on the land designating the landing location. The research aim
is to develop an automatic module that catches the landmark
and then steadily localizes it in a UAV first view video, for
the purpose of guiding the UAV to autonomously land on the
landmark. The key part in the automatic module is the first
view landmark localization algorithm, because the low accu-
racy of landmark localization such as incorrect detection forms
a major reason that leads to UAV’s landing failure (Yu et al.,
2018). It is clear that the UAV first view landmark localization
is an instance of object localization in computer vision and pat-
tern recognition literature, and our work is an inter-disciplinary
study between computer vision (Zhang et al., 2013; Bai et al.,
2018c) and UAV navigation.
Incorporating computer vision technologies into UAV navi-
gations has already enabled many practical applications such as
public safety monitoring, post-disaster rescue, etc (Luo et al.,
2018). In our work, we focus on developing robust landmark
localization algorithms. To this end, the relevant computer vi-
sion algorithms are reviewed in the following paragraphs.
Object localization is a fundamental problem in computer vi-
sion. This problem is normally considered as that of detecting
a target object with a tight bounding box that covers it (Ever-
ingham et al., 2010; Gao et al., 2017; Russakovsky et al., 2015;
Vora and Raman, 2018). Recently, the methods of using con-
volution neural networks (CNNs) (Hong et al., 2015; Nam and
Han, 2016; Sermanet et al., 2013; Simonyan and Zisserman,
2014; Wang et al., 2015) have attracted a lot of attention in the
literature of object detection. Especially, the R-CNN proposed
by Girshick et al. (Girshick et al., 2014; Ren et al., 2017) has
been validated to have effective performance for detecting ob-
jects in complex backgrounds.
However, it is intractable to straightforwardly apply the
CNN-based object detection methods to the landmark localiza-
tion scenario. The CNN-based methods (Hong et al., 2015; Li
et al., 2014; Nam and Han, 2016; Wang et al., 2015) require a
large amount of labeled training data for conducting supervised
learning. However, such big training datasets in terms of UAV
first view video are not always available and this confines the
straightforward application of the CNNs to UAV autonomous
landing. Additionally, the CNN-based methods do not operate
in terms of a sequential mechanism and they are normally used
to detect objects in still images rather than videos. Applying the
repetitive CNNs to individual images in a video would induce
expensive computation on redundant data, which is unaccept-
able for the UAV on-board computation with limited on-board
computational resources.
In contrast to the supervised learning fashion for train-
ing CNNs, reinforcement learning methods do not optimize a
model subject to a large amount of labeled data but train an
agent by the interaction with external environments. This is
achieved by employing a sequential trial and error mechanism,
and the agent accordingly learns the optimal strategy by max-
imizing the sum of rewards (Sutton and Barto, 1998). The se-
quential mechanism of reinforcement learning is suitable for
processing UAV first view videos in an efficient manner. In the
light of these observations, we propose to address the UAV first
view landmark localization problem via reinforcement learning.
In our previous study, the action-decision networks (Yun et al.,
2017) were exploited and a preliminary reinforcement learn-
ing model (i.e. the LLNet) was introduced for UAV first view
landmark localization (Wang et al., 2018). We make substan-
tial extensions to the LLNet in our present work. The LLNet
does not perform robustly in the situation when the landmark
is occluded. If the landmark leaves and re-enters the first view
image sequence, the LLNet cannot re-locate the landmark. One
reason for this deficiency is that the LLNet uses the interac-
tion of union (IoU) to characterize the rewards in reinforcement
learning. The IoU scheme accounts for a reasonable score for
landmark localization but lacks the reliable capability of search-
ing a big neighborhood for the landmark. To address this defi-
ciency, we propose to replace the IoU by support vector ma-
chines (SVMs) for characterizing rewards in the reinforcement
learning. Specifically, to achieve the goal of accurately locating
a bounding box that surrounds the landmark in a first view im-
age sequence, we employ SVM scores on patches surrounded
by the bounding box as rewards such that the bounding box
transformations are learned as actions. Each SVM score indi-
cates whether the landmark is detected by the bounding box and
it can thus judge whether the landmark leaves a first view im-
age. The first view images that lose the landmark are no longer
processed by the reinforcement learning actions. On the other
hand, the SVM keeps operating on these no-landmark images,
searching for the landmark. Once the landmark is found to re-
enter the first view image sequence, the reinforcement learn-
ing actions are re-started for landmark localization. The rein-
forcement learning actions operate with the aid of the SVM,
which informs the whole model about when the target data (i.e.
the images containing a complete landmark) become unavail-
able. In this scenario, the SVM behaves in a manner similar to
the basic idea of active learning. However, unlike most active
learning schemes which interactively query information source
in the training process, our model performs interactions with
data in the execution process. Our proposed strategy is not only
dominated by reinforcement learning but also supplemented by
an active learning motivated fashion. It is a preliminary attempt
of active reinforcement learning. We refer to our new model as
Left Right Up Down Bigger Smaller Tigger Two  times  larger  moves
Fig. 1: Action set A.
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Fig. 2: An example of a Markov decision process with three different states
(blue circles), two actions (orange circles), and rewards (yellow shades). The
numbers beside the green lines represent the state transition probabilities.
active landmark-localization network (ALLNet). The ALLNet
is a robust landmark localization method because it effectively
addresses the landmark loss/occlusion situations. Experimental
results validate the effectiveness of the proposed method.
The rest of the paper is organized as follows. Section 2 for-
mulates the landmark localization problem as a Markov deci-
sion process (MDP). Section 3 presents our model, i.e. the
active landmark-localization network (ALLNet), which locates
the position of the landmark. Section 4 presents the details
about training and executing the ALLNet. Section 5 provides
experimental results for comparisons before this research is
concluded in Section 6.
2. Landmark Localization as A Markov Decision Process
The landmark localization problem is formulated in terms of
a Markov decision process(MDP). An MDP is characterized by
five elements, i.e. a finite set S of states, a finite set A of ac-
tions, a state transition probability Ps,a(s′) for each triplet of
current state s ∈ S , action a ∈ A and next state s′ ∈ S , a reward
functions r(s) for each state s ∈ S , and a discount factor γ. An
example of an MDP is shown in Fig. 2, where the subscript for
s indicates a time step and the subscript for a indicates an action
index. At the time step t, the agent is in the state st and the agent
chooses the action ai. At the next time step t+1, the agent moves
to the next state st+1 subject to the probability Pst ,ai (st+1). The
state transition probability Ps,a(s′) describes how likely the ac-
tion a directs the agent from the current state s to the next state
s′. At each state, the agent receives a reward r(s). The MDP
is a fundamental strategy for describing reinforcement learn-
ing algorithms. It provides a formulation for decision making
problems. One key goal of a reinforcement learning algorithm
in terms of the MDP is to train an agent with the sequential
interaction of external environments. The agent is a decision-
maker that decides the action to move from the current state of
the MDP to the next state. The sequential states of the MDP are
to a certain degree under the control of the agent.
In our landmark localization model, we consider a bound-
ing box that possibly surrounds the landmark in a UAV first
view image as the agent. The goal of the agent is to locate the
landmark with a bounding box. As shown in Fig. 3, we con-
sider UAV first view images as the environment. The way in
which the agent transforms the bounding box for localizing the
landmark follows a set of actions. For each image, the agent
takes actions until it finally locates the landmark. The agent
receives a positive or negative reward at the last state for each
image. The value of the reward is determined by a SVM score
which judges whether the agent locates the landmark success-
fully. Specifically, we follow the deep reinforcement learning
scheme (Yun et al., 2017) to construct our model. The details
of formulating our model in terms of an MDP are presented in
the following subsections.
2.1. Transformations of The Landmark Localization Bounding
Box as Actions
An action in our model refers to a transformation of the
bounding box (i.e. agent). The set of actions A is defined as an
eleven dimensional vector. These actions are shown in Fig. 1.
Specifically, the actions include four vertical and horizontal ac-
tions {left, right, up, down}, their two times larger moves, scale
changing actions {bigger, smaller} and the trigger action to stop
the locating process. In this way, the bounding box is able to
transform in four degrees of freedom.
2.2. Image Patches and History Actions as States
Let (xt, yt) denote the center position of the bounding box.
Let wt and lt denote the width and length of the bounding
box, respectively. Let bt be a 4-dimensional vector and bt =[
xt, yt,wt, lt
]
. In each frame It, the image patch it captured by
the bounding box is represented as follows:
it = λ (bt, It) (1)
where λ is the pre-processing function. In each frame It, λ cuts
the image patch it and resizes it to match the input size of the
ALLNet.
Let ht ∈ R110 denote a binary vector contains the past 10
actions, whose values are set to be zero except the taken action
being set to be one. We formulate the state st as a tuple (it, ht).
To enable the state transition, the transformation fl(it) of the
image patch it is operated as follows:
xt+1 = xt + αwt
yt+1 = yt + αlt
wt+1 = wt + αwt
lt+1 = lt + αlt
(2)
where α is empirically set to be 0.03.
Furthermore, the transformation fa(ht) of the action history
vector ht is effected by a first-input-first-output (FIFO) scheme
and represented as follows:
ht+1 = fa(ht, at) (3)
The image patch transformation (2) and the history action
transformation (3) form the overall transition from the current
state to the next state.
We consider the landmark localization process as a determin-
istic process, in which the next state is determined by the action.
Therefore, the MDP for the landmark localization process does
not require state transition probabilities.
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Fig. 3: State transitions with a sequence of actions.
2.3. Support Vector Machine Scores as Rewards
We use support vector machine (SVM) scores as rewards in
the MDP model. Here we employ a two-class SVM that clas-
sifies image patches into the landmark class labeled as +1 and
the background class labeled as -1, separately. We feed the fea-
ture ψ (bt) for the image patch it into the SVM and have the soft
score cst for classifying it as follows:
cst = ωˆ · ψ (bt) (4)
Normally, a positive cst means that the image patch is clas-
sified into the landmark class. In addition, we define the hard
SVM score cht as follows:
cht = sign
(
cst
) (5)
We use the hard SVM score cht as the reward r(st):
r (st) = cht (6)
The reason that we use the hard SVM scores as the rewards
rather than the soft ones is that we will train our ALLNet in
a reinforcement learning fashion following the training proce-
dures introduced in (Yun et al., 2017), in which the binary re-
ward scheme renders an effective implementation. On the other
hand, the soft SVM scores will be used for judging whether the
landmark leaves or re-enters the view.
3. The ALLNet for Performing Landmark Localization
To implement the MDP-oriented landmark localization in
terms of a learning strategy, we introduce an active landmark-
localization network (ALLNet), which iteratively pursues the
position of the landmark.The architecture of the ALLNet is il-
lustrated in Fig. 4.
To solve the MDP problem in our work, small CNN models
are more effective compared with deep models (Nam and Han,
2016). Though we define the rewards in terms of the SVM
scores, which are different from the rewards used in the action-
decision network (Yun et al., 2017) , we still follow the action-
decision network for constructing our model. First, the action-
decision network provides a state of the art reinforcement learn-
ing model that is both effective and efficient for practical vision
applications. Second, the difference between our ALLNet and
the action-decision networks in terms of rewards does not affect
the network structure, because rewards normally play a role of
the criterion in evaluating the models but do not intrinsically
affect the model structures. Specifically, we use the pre-trained
VGG-M (Chatfield et al., 2014), a small CNN model, to ini-
tialize our ALLNet. As shown in Fig. 4, the ALLNet has three
convolutional layers, {conv1, conv2, conv3}. {fc4, fc5} are the
next two fully connected layers. {fc4, fc5} both have 512 out-
put units and are combined with ReLU and dropout layers. The
output of the fc5 layer is concatenated with the action history
vector ht. The fc6 layer predicts the action probability, which
consists of 11 output units. fc7 outputs a confidence which is
characterized by the SVM output and measures the probability
of the landmark being localized.
4. Training and Execution of the ALLNet
4.1. Training The SVM and ALLNet
The SVM classifies an image patch surrounded by the bound-
ing box into either the landmark class or the background class.
To train the two-class SVM, we prepare a number of normal-
ized image patches. Half of them cover the landmark, and the
3 conv
action
confidence
fc4 fc5
the output of fc5
state transition
state transition
fc6
fc7  ttat ahfh ,1 
 ttpt aifi ,1 
ta
ti th
Fig. 4: Architecture of the proposed ALLNet
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other half are various background patches with no landmark.
We train the SVM as follows:
ωˆ = argmax
ω
1
2
ω · ω + C
T∑
t=1
[1 − cht · ω · φt (bt) , 0] (7)
where C is a regularization parameter and T is the total num-
ber of patches used in training the SVM. We employ the data
augmentation strategy, which is widely used in training remote
sensing image classifiers (Yu et al., 2017), to enlarge the train-
ing dataset. New training samples are generated in terms of
transforming landmark patches with respect to more vast rota-
tions, scales, viewing angles, etc. The use of the augmented
training dataset makes the SVM and ALLNet more robust to
the landmark variation with respect to rotations, scales, view-
ing angles, etc.
We follow the training strategy for the action-decision net-
work (Yun et al., 2017) to train the ALLNet. The only differ-
ence is that we use the hard SVM scores as rewards rather than
the IoU characterized rewards.
4.2. Alternating Executions of The ALLNet and SVM
In an ideal situation where the landmark is fully included in
the first view image with no occlusions, we use the ALLNet to
locate the landmark. For the same image, the SVM scores the
bounding box according to (4). Normally, a positive soft SVM
score means that the image patch is classified into the landmark
class. More specifically, a large soft SVM score indicates a
big confidence of classifying the image patch into the landmark
class. In our work, considering the possible partial occlusion of
the landmark, we empirically set a warning threshold η which
is a positive value smaller than one. Once the soft SVM score
is smaller than η, the agent warns that the landmark may be
(partially) lost or occluded. In other words, a soft SVM score
larger than η reflects that it agrees with the ALLNet landmark
localization result. In this scenario, the ALLNet plays a dom-
inant role in landmark localization and the soft SVM score is
only computed once for each state. However, once the SVM
produces a soft score smaller than η for a UAV first view im-
age, it judges that the landmark is not (fully) captured and the
ALLNet (partially) loses the landmark.
There are several reasons for the ALLNet to lose the land-
mark. The landmark may leave the view and may also be oc-
cluded by something else in the view. It may also be due to
that the ALLNet does not correctly capture the landmark which
still appears in the view. No matter what reason it is for the
landmark loss, at the time when the landmark is judged to be
lost, the ALLNet stops operating and the SVM takes charge. In
this scenario, the SVM searches the whole image for the land-
mark by placing the bounding box at a position with the largest
positive score. In the condition that the largest positive score
is smaller than η, the bounding box thus obtained is considered
to cover a partially occluded landmark. If there is no positive
SVM score over the whole image, this means the landmark is
totally lost. The SVM proceeds to process the next image by
searching it for landmark and keeps this operation image by
image until a patch with a positive soft score larger than η is
found in one image. Then the SVM locates the largest pos-
itive score patch which is used as the current state to re-start
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Fig. 5: Percentage of frames with respect to the pixel distance between the
center position of the located landmark and that of the ground truth.
the ALLNet. At this time, the SVM stops searching the whole
images for the landmark and the ALLNet takes charge for the
landmark localization.
The alternating executions of the ALLNet and the SVM ren-
ders an efficient and robust landmark localization strategy. The
ALLNet is modeled in small size and only processes the local
patches surrounded by the bounding box. Therefore, it is com-
putationally efficient. However, it does not account for land-
mark losses. The operations of using the SVM to search whole
images for the landmark are effective to re-locate the landmark.
The trade-off is that the SVM operating over whole images
takes more computational resources than the ALLNet. The al-
ternating executions of the ALLNet and the SVM balance the
model robustness and computational efficiency, and thus enable
a practical strategy for the UAV first view landmark localiza-
tion.
One additional observation is that the ALLNet operates with
the aid of SVM such that the SVM score indicates when the
output of the ALLNet fails the task and new sample patches
are needed. This is very similar to the basic idea of the active
learning that is able to interactively query information source to
obtain the desired outputs at new data points. In this scenario,
our ALLNet can be considered as an active learning motivated
model. Therefore, our work is a preliminary attempt of devel-
oping an active reinforcement learning strategy for UAV first
view landmark localization.
5. Experimental Results
We record a series of UAV first view downward looking
videos for evaluating our model. We use VOT2016 videos
(Kristan et al., 2015) and a part of our recorded videos to train
the proposed model. We use parts of our recorded video that are
not the same as those used in training to validate the proposed
model.
5.1. Qualitative Evaluations
We validate our method on two different scenarios. The first
scenario is that the landmark always appears in the view. The
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Fig. 6: UAV landmark localization results from different heights and rotations. Our model locates the landmark successfully in all testing frames.
Fig. 7: A scenario that the landmark will be occluded or leave the view. At the beginning, the landmark is completely viewed, and our model is able to locate the
landmark precisely. When the landmark starts being occluded and gradually leaving the view, the landmark is precisely predicted, and the agent warns that the
landmark is being lost or occluded.
Fig. 8: When the landmark starts re-entering the view, the SVM detects the partially appeared landmark. After the landmark totally appears in the view, the ALLNet
locates the landmark precisely.
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second scenario is that the landmark leaves the view and later
re-enters the view.
The experiment on the first scenario is shown in Fig. 6, in
which our ALLNet is able to accurately localize the landmark
in all testing frames.
We test our ALLNet on the second scenario. As shown in
Fig. 7 and Fig. 8, the ALLNet accurately locates the landmark
before it leaves the view and after it re-enters the view. Be-
sides, the ALLNet warns and predicts the landmark precisely
both when the landmark is leaving the view and re-entering the
view.
5.2. Quantitative Evaluations
We compare our model with two state of the art tracking
methods, i.e. STC (Zhang et al., 2014) and SCT4 (Choi et al.,
2016), in landmark localization. To make a fair comparison, we
use a simplified model of the proposed ALLNet, i.e. the LLNet
which is introduced in our previous work (Wang et al., 2018), in
this part of comparison experiments. In Fig. 5, we show the per-
centage of frames with respect to the pixel distance between the
center position of the located landmark and that of the ground
truth. The results indicate that even the simplified model of our
ALLNet is more precise than the comparison methods. At the
range from 0 to 30 pixels, we compute the distance between the
center of the located landmark and that of the ground truth. Our
model has significantly higher precision than the STC and the
SCT4 at all time. Specifically, all through our approach, over
80% of the testing frames’ errors are within 30 pixels.
To validate the robustness of our ALLNet, we evaluate the
precision of the ALLNet for landmark localization before the
landmark leaves the view and after the landmark re-enters the
view in Table 1. Here the mean center distance error (MCDE)
represents the mean pixel distance between the center position
of the located landmark and that of the ground truth. The re-
sults in Table 1 reflect that the localization errors are controlled
within a small range in the situations before the landmark leav-
ing and after landmark re-entry.
Furthermore, we compare the overlap ratio among our
model, STC and SCT4. The overlap ratio measures the
Intersection-over-Union (IoU) ratio between the located bound-
ing box and the ground truth in each frame. As shown in Fig. 9,
the overlap ratio obtained from our model is better than the
other two models.
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Fig. 9: The overlap ratios of among our model, STC and SCT4 .
Table 1: Localization errors before the landmark leaves the view and after it
re-enters the view.
Precision(px) Before leave After re-enter
5 13.13% 15.96%
10 55.56% 53.19%
15 87.88% 82.98%
20 93.94% 95.74%
MCDE 11.09 13.55
6. Conclusion
In this paper, we have proposed an effective active reinforce-
ment learning method, i.e. the active landmark-localization net-
work (ALLNet), to address the landmark localization problem.
Our method has the ability to locate the landmark even when the
landmark leaves and then re-enters the view. We have demon-
strated that the reinforcement learning is an efficient scheme to
train an agent to learn the landmark localization strategy. This
strategy allows the agent to learn from its own history and en-
vironments and find the best action policy to locate the land-
mark precisely. In addition, we have used an active learning
motivated strategy to improve our model, making it capable of
judging whether the landmark leaves or re-enters the view. This
renders a preliminary attempt of combining active learning and
reinforcement learning for vision tasks. The experiments have
validated the effectiveness of our proposed method.
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