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Abstract
Biophysical processes related to the modulation of cellular mechanisms occur
due to either presynaptic or postsynaptic effects. These processes involve a
number of physiological phenomena whose different dynamics can potentially
be distinguished via traces they leave in the power spectra of brain activity
and/or connectivity fluctuations.
Chapter 1 has a brief overview of the necessary background to understand
the other chapters, each of which is otherwise self-contained.
The first work in this thesis, Chapter 2, contains the formulation of non-
linear neural field theory (NFT). Systematic expansion of neural field theory
equations in terms of nonlinear response functions is carried out to enable a
wide variety of nonlinear wave-wave and wave-neuron processes to be treated
systematically in systems involving multiple neural populations. This theory
helps to handle neural quantities such as firing rates, neural field, soma volt-
age, threshold, and coupling strength, along with their steady state values and
perturbations up to third order. The results are illustrated via preliminary
analysis of second-harmonic generation.
Many physiological processes such as facilitation, habituation, and refrac-
toriness can be interpreted as the consequences of neural feedbacks that al-
low presynaptic and postsynaptic firing rates to modulate firing thresholds or
synaptic strengths at a given location. NFT is used to analyze such feedback
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processes to determine their signatures, which are measurable through fluctu-
ations in the power spectra of brain activity. In Chapter 3 nonlinear NFT of
corticothalamic activity is extended to incorporate the effects of feedbacks on
power spectra, expressing them through constant linear susceptibilities akin to
those used in nonlinear electromagnetic theory. The resulting power spectra of
neural activity are then computed by means of the system transfer functions.
The resulting features of the power spectra are explored to determine what
signatures of nonlinear processes exist. Depending on the feedback processes,
these are found to include either enhancement or reduction of low-frequency
activities, effects near the alpha (∼ 10 Hz) resonance such as enhancements
and/or resonance splitting, and the appearance of new resonances. Physio-
logical phenomena related to nonlinear feedback processes such as facilitation,
depression, refractoriness, and reversal potential modulation can potentially be
identified and distinguished by means of these different spectral signatures.
The power spectrum of connectivity fluctuations can also be analyzed via
NFT, and also shows distinctive features that depend on the type of feedback.
In Chapter 4 nonlinear NFT is used to determine the spatiotemporal power
spectra of connectivity fluctuations. Some spectral signatures result from the
contributions from discrete spatial modes to the frequency power spectra, and
these can have different signatures for different feedbacks. Some of these appear
to be characteristic of just one feedback type, and thus can potentially be used
as diagnostics of that specific feedback in experiments.
A brief summary of the whole thesis and some ideas for future work are
mentioned in Chapter 5.
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Chapter 1
Introduction and overview
The brain is a complex biophysical organ in which linear and nonlinear pro-
cesses are carried out on both macroscale and microscale. The signatures of
brain activities sometimes are measured via imaging modalities like electroen-
cephalography (EEG), magnetoencephalography (MEG), and functional mag-
netic resonance imaging (fMRI). Analytical studies can help to understand the
underlying mechanism of physiological processes in the brain, and to explain
signatures in imaging signals for both healthy and diseased brains. Similarly,
modeling brain activities in terms of physical parameters is a familiar tech-
nique to obtain insights into the underlying physiological effects. This chapter
provides an overall view of the background material needed to understand the
whole thesis. Section 1.1 has an overview of large-scale brain structure, fol-
lowed by Sec. 1.2 with the description of small-scale aspects of the brain. We
discuss linear and nonlinear effects and the modulations of neural quantities
by feedbacks in Sec. 1.3. Section 1.4 briefly describes some familiar imaging
modalities used to probe the real brain, and Sec. 1.5 is focused on modeling
techniques. Some open questions on nonlinear brain activities and how we
approach these in subsequent chapters are discussed in Sec. 1.6.
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1.1 Human Brain Structure: Large-scale
The human brain can be divided into large and small scales from a structural
point of view. All large-scale activities in the brain can be treated as the
outcomes of macroscopic behavior of microscopic neurons. At the broadest
Figure 1.1: Schematic showing large-scale brain structure with major divisions
when the brain is cut down the midline between two hemispheres, adapted from
(Kandel et al., 1995).
level, the brain is divided along the midline into left and right interconnected
hemispheres, a delineation that is reflected in lateralization of some functions
to one side or the other (Kandel et al., 1995; Nolte, 2002); e.g., the muscle
movements on the left side of the body are predominantly controlled by the
right hemisphere, and vice versa. The second broadest level to divide the brain
gives the cerebrum, the midbrain, the cerebellum, and the brainstem (Kandel
et al., 1995; Nolte, 2002), shown in Fig. 1.1.
The cerebral cortex, the outermost layer of the cerebrum, largely consists
of cell bodies. Language and other cognitive functions are primarily localized
within the cerebral cortex. Each cortical hemisphere has four anatomically dis-
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tinct lobes; frontal, parietal, occipital, and temporal (Kandel et al., 1995). The
frontal lobe is responsible for future planning and motor control, the parietal
lobe deals with tactile sensation and body image, the occipital lobe is mainly
concerned with vision, and the temporal lobe is responsible for hearing, learn-
ing, memory, and emotion. Each of these four lobes has a 2 − 3 mm thin
layer, termed as gray matter, which has multiple foldings with crests termed
gyri and grooves named sulci. This folding enables a large brain area (around
1600− 3000 cm2 in humans) to fit inside the skull (Kandel et al., 1995; Nolte,
2002; Nunez and Cutillo, 1995). The inner part of the cerebrum is largely
composed of axonal connections between neural cells, called white matter.
The hypothalamus and thalamus are the most significant parts of the di-
encephalon (Kandel et al., 1995) consisting of groups of smaller nuclei (Nolte,
2002). The hypothalamus creates a bridge between the nervous system and
the endocrine system (Nolte, 2002), and is largely responsible for the circadian
rhythm and regulation of the sleep-wake cycle (Nolte, 2002; Afifi and Bergman,
2005). The thalamus is primarily responsible for relaying sensory information
to the cortex. All sensory systems except olfaction have corresponding relay nu-
clei within the thalamus (Afifi and Bergman, 2005). Ascending thalamocortical
projections send sensory information to the cortex, and descending corticotha-
lamic projections return feedback to the thalamus (Afifi and Bergman, 2005).
The connections between the thalamus and the cortex pass through the thala-
mic reticular nucleus, which wraps around the thalamus and plays a significant
regulatory role in the thalamocortical network (Afifi and Bergman, 2005).
The midbrain lies above the pons, as seen in Fig. 1.1 and controls several
sensory and motor functions like eye movement, and coordinates visual and
auditory reflexes (Kandel et al., 1995). Motor control takes place largely in
the cerebellum, which lies behind the pons and is connected to the brain stem
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by major fiber tracts called peduncles. Unconscious regulation of functions like
respiration and blood pressure happens in the brainstem, which also relays the
sensory information to the cerebrum.
1.2 Small-Scale Structure of Neurons and Dy-
namics of Neuronal Impulses
Neurons are the primary cells responsible for the brain’s electrical activities.
In this section, we discuss the key microscale aspects of neurons and their
interactions.
1.2.1 Structure of Single Neuron
There are around 100 billions of neurons in the human brain (Herculano-Houzel,
2009), each of which has three major parts; dendrites, the cell body (soma),
and the axon (Kandel et al., 1995; Ermentrout, 1998) as shown in Fig. 1.2.
Neurons are connected to one another at synapses, which convey signals be-
tween them. A presynaptic axon gives off many axonal terminals with synaptic
vesicles containing neurotransmitters, as shown in Fig. 1.3. The presynaptic
terminal of the axon releases neurotransmitter to the synaptic cleft (a gap of
approximately 40 nm between the presynaptic and postsynaptic membranes)
under suitable dynamic conditions, which will be mentioned in Sec. 1.2.2. The
postsynaptic spines projected from the dendrite (Kandel et al., 1995) act as
receivers (Kandel et al., 1995). There are two types of synapses; electrical and
chemical, among which chemical synapses are used mostly in synaptic commu-
nication via voltage-gated ion channels, and it will be emphasized here because
of their relatively larger numbers (about 1 billion chemical synapses per mm3
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Figure 1.2: A schematic showing the morphology of a neuron, adapted from
(Nolte, 2002).
of cortical grey matter) (Koch, 1999).
Most neurons have multiple dendrites arising from the cell body with denser
cytoplasm, irregular surface, and more branches, which are often called spines
(Squire et al., 2008; Freeman, 1975). The dendritic spines are thinly elongated,
thumblike structures that receive input from presynaptic neurons with dendritic
receptors (Koch, 1999) as shown in Fig. 1.2.
The soma in Fig. 1.2 is enclosed by a plasma membrane, which has a bi-
layer of lipid molecules of 30− 50 A˚. These lipid molecules are good electrical
insulators with ion channels made of proteins embedded within them. Ion
channels permit electrically charged ions to flow across the membrane, most
of which are permeable only to specific types of ions such as sodium (Na+),
potassium (K+), calcium (Ca2+), or chlorine (Cl−) (Kandel et al., 1995; Squire
et al., 2008; Koch, 1999). These ion channels can be switched between open
and closed states by altering the voltage difference across the membrane. The
intracellular compartment of the cell, or cytoplasm, has mostly water contain-
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ing its nucleus with genes and endoplasmic reticulum, which is known as the
metabolic center and synthesizer of the cell (Kandel et al., 1995; Squire et al.,
2008; Koch, 1999).
Figure 1.3: Schematic of neurotransmitter release from a presynaptic terminal
(stored in synaptic vesicle), and received by a dendritic spine of a postsynaptic
neuron, adapted from (Furtak, S).
The axon has watery cytoplasm, a smoother surface, and greater length
with a diameter ranging from 0.2 µm to 2 µm, and is the main conducting unit
of a neuron. Electrical signals travel along the axon over distances ranging
from 0.1 mm to 2 m depending on the neural type (Freeman, 1975; Kandel
et al., 1995). Large axons are surrounded by insulating fatty myelin sheaths,
with regular gaps along the axon known as the nodes of Ranvier (Kandel et
al., 1995; Koch, 1999; Squire et al., 2008). Figure 1.2 shows a long axon with
several nodes of Ranvier with a regular interval, where the action potential
is carried out from the neuron by regeneration process. There are a number
of synaptic vesicles at the end of the presynaptic terminal of the axon, where
neurotransmitters are stored, shown in Fig. 1.3. The axon has distinguishable
filaments with randomly distributed local ends (Freeman, 1975), which are able
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to pass the electrical signals to another neuron via synapses.
1.2.2 Signal Propagation in Neurons
The intracellular membrane has a potential about −65 mV with respect to the
extracellular membrane at electrochemical equilibrium, and arises due to the
differences in the ion distributions between the intracellular and the extracel-
lular potentials (Koch, 1999). The concentration of sodium ions (Na+) is low
and potassium ions (K+) is high in the intracellular medium compared to the
extracellular medium due to the resting membrane’s higher permeability to K+
than Na+ (Kandel et al., 1995).
The neurotransmitter releases from the synaptic vesicles of the presynaptic
axon due to the arrival of presynaptic impulse, or spike, and diffuses across
the synaptic cleft to bind to the receptors of the dendritic spine of the post-
synaptic neuron, shown in Fig. 1.3. This process takes a fraction of a second
(usually, ms) to minutes depending on the type of receptor in the postsynaptic
terminal (Kandel et al., 1995; Squire et al., 2008). There are resulting changes
in the membrane potential of the postsynaptic neuron by the binding of the
neurotransmitter to the postsynaptic receptors and the subsequent opening of
the corresponding ion channels; these potential changes are termed the post-
synaptic potential (PSP) (Koch, 1999; Squire et al., 2008). The PSP is given
by summing together the contributions of signals from all afferent populations.
Dendrites of the postsynaptic membrane combine these inputs after smoothing
them (Freeman, 1975). When the net neurotransmitter release increases the
membrane permeability to positive ions that move through the membrane the
synaptic strength is positive, when the net neurotransmitter release decreases
the membrane permeability to positive ions that move through the membrane
the synaptic strength is negative (Freeman, 1975; Koch, 1999). This gives rise
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to a voltage and corresponding current, and is transmitted by the soma as a
form of current (Freeman, 1975; Koch, 1999).
Figure 1.4: Ion channel to transport Na+, K+, or Cl− through the open channel
in bilipid layers. The messenger, or spike makes the receptor channel open for
the ions to pass between extracellular and intracellular media.
The repetitive firing of a neuron requires its membrane potential to be above
a critical level as a result of depolarization (Kandel et al., 1995; Koch, 1999).
A depolarization of the cell membrane is caused by the rapid opening of Na+
channels followed by an increase of inward Na+ current discharging membrane
capacitance. As a result, there is a change in the capacitative current with
time (Koch, 1999; Squire et al., 2008). Depolarizing current eventually drives
the membrane potential to its critical level, known as the firing threshold. If
the stimulus is strong enough to cross the threshold (as shown in Fig. 1.5),
an action potential (AP) is initiated at the axonal hillock (Kandel et al., 1995;
Koch, 1999; Squire et al., 2008). The changes in membrane potential to initiate
an AP is shown in Fig. 1.5 for the Na+-K+ dynamics. The potential of cell
membrane comes closer to its firing threshold of about −55 mV because of
8
the increase in permeability of the cell for Na+ (or Cl− as shown in Fig. 1.4).
The resultant AP has significantly larger potential than potential differences
generated by individual Na+, or K+ channels, as shown in Fig. 1.5.
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Figure 1.3: The relationship between ion channel activation and membrane
potential during an action potential. The sodium channels open first, resulting
in depolarization of the membrane and the rise in voltage of the action potential.
Subsequently, the opening of potassium channels returns the membrane to
resting potential. Adapted from Kandel et al. (2000).
The action potential is transmitted to other neurons by propagation along
the axon. The axon is a single, long projection that is unique to nerve cells.
Axonal lengths vary from 0.1mm to over 1000mm (Kandel et al., 2000). The
action potential is sustained and propagated by ion channels along the length
of the axon. Long axons achieve fast signal transmission in two ways. First, the
e↵ective resistance of the axon is inversely proportional to the diameter, so in
general axons with larger diameters have a higher conduction speed (Bear et al.,
2001). Second, conduction speed is increased by insulating the axon. This is
achieved by specialized glial cells that wrap myelin, a fatty insulating material,
around the axon. For myelinated axons, ion channels are clustered at the nodes
of Ranvier, which are periodic breaks in the myelin sheath illustrated in Fig. 1.2.
The action potential only needs to be regenerated at these points rather than
along the entire length of the axon, which increases the conduction velocity.
Unmyelinated axon conduction velocities range from about 0.5–10m s 1, whereas
myelinated axons achieve up to 150m s 1 (Purves et al., 2001).
1.2 Experimental measures of brain activity
Having outlined the physical structure of the brain, we now turn to the dynamical
activity that is produced by the underlying structures. A number of tools exist
6
Figure 1.5: The relationship between ion channel activation and membrane
potential during an action potential. The action potential generated due to
depolarization caused by the subsequent opening of voltage-gated ion channel
(either Na+ or K+), adapted from (Kandel et al., 1995).
An AP is immediately followed by hyperpolarization that occurs due to a
net gain of negative charge resulting in more negative membrane potential. A
few ms time is needed to retur all voltag -gated K+ ch nnel to the closed state.
This brief period of reduced excitability is the absolute refractory period when
it is impossible to excite the cell (Kandel et al., 1995; Koch, 1999; Squire et
al., 2008). This ensures the propagation of AP from the axonal hillock towards
the axonal terminals as a spike. The currents flowing inwards at a point on
the axon during a AP spread out along the axon, and depolarize the adjacent
sections of its membrane. This depolarization causes a similar regeneration of
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AP at the nodes of Ranvier, where ion channels are clustered. The amplitude of
the spike remains almost the same in this regeneration process, and propagates
along the axon until it reaches the axonal terminal (which is the presynaptic
terminal at the target neuron) to trigger another neurotransmitter release from
the synaptic vesicles, as was shown in Fig. 1.3. This whole process is then
repeated at the postsynaptic neuron.
1.3 Nonlinear Physiological Effects and Feed-
backs
There are two main ways to modulate the dynamics of a neuron due to activities
of the same or other neurons: by changing either the firing threshold or the
synaptic strength. This results in nonlinear dynamics of neural activities, and
changes in connection strength, or connectivity.
1.3.1 Modulation of Firing Threshold
When the activities of presynaptic or postsynaptic neurons change the cell’s
ability to be susceptible to the input by changing its firing threshold, these are
the nonlinear modulations of the threshold.
An example of presynaptic modulation of firing threshold is the AP-independent
firing process. In the absence of APs, calcium ions (Ca2+) are released from in-
tracellular stores due to the concentration gradient. The resultant Ca2+ current
modulates the cellular processes discussed in Sec. 1.2.2, and is sufficient to drive
the postsynaptic cell above its threshold. This provides an AP-independent
mechanism for impulse propagation in the central nervous system (Sharma
and Vijayaraghavan, 2003).
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An example of postsynaptic modulation of firing threshold is the relative
refractory period. As we briefly discussed in Sec. 1.2.2, the generation of an AP
depends on the threshold (Koch, 1999; Dayan and Abbott, 2001). A prolonged
period following the absolute refractory period is known as the relative refrac-
tory period, during which it is nearly impossible to evoke an action potential
unless a strong stimulus is applied to evoke an AP. In this postsynaptic mod-
ulation, a small subthreshold depolarization increases the inward Na+ current
and decreases outward K+ current, resulting in a fluctuation in firing threshold
(Kandel et al., 1995; Dayan and Abbott, 2001).
1.3.2 Modulation of Synaptic Strength
Synaptic strength can be modulated by presynaptic or postsynaptic effects,
which gives fluctuations in connectivity. For example, facilitation, depression,
long-term potentiation (LTP), long term depression (LTD), and habituation
(Markram et al., 1998; Tsodyks et al., 1998; Koch, 1999; Abbott and Regehr,
2004).
When an action potential reaches the presynaptic axonal terminal, it some-
times opens voltage-gated calcium channels, allowing Ca2+ to enter through
the terminal (Koch, 1999). A higher concentration of Ca2+ enables synaptic
vesicles to fuse to the presynaptic membrane and to release neurotransmitters
into the synaptic cleft (Katz and Miledi, 1968; Parnas and Segal, 1980). This
process enhances the size of the PSP and increases positive synaptic strength,
and is often referred to as synaptic facilitation (Markram et al., 1998; Tsodyks
et al., 1998; Rennie et al., 2000; Abbott and Regehr, 2004).
Instead of enhancement, the synaptic strength can be depressed due to the
lower concentration of the neurotransmitter release in the presynaptic terminal
immediately following the AP. It may happen sometimes that the same stimulus
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can simultaneously elicit depression and facilitation which is then described
as intrinsic sensitization (Groves and Thompson, 1970). Another possibility
from facilitation and depression study leads to some behavioral aspects such
as habituation (Prescott, 1998). This study will be looking at one or more
consequences of such neurophysiological phenomena.
An example of postsynaptic modulation of the synaptic strength during a
typical AP is reversal potential. The small resting ion conductance mediated
by K+ channels is nonlinearly affected by the opening of a large number of Na+
channels. This brings the membrane potential towards the reversal potential
of Na+ (where the resting potential of most cells is close to the K+ reversal
potential) resulting in a nonlinear dendritic response. The gross PSP changes
with the change of afferent synaptic inputs modified by reversal potentials
(Rennie et al., 2000; Wright et al., 2001).
1.4 Measurement of Brain Activity: Imaging
Modalities
In clinical and cognitive research, recordings of electrical potentials on the scalp
are a common probe of brain activity. The interpretation of the recordings are
empirical, and analytical models are useful to understand various physiological
phenomena.
1.4.1 Electroencephalogram (EEG)
Many features of the brain’s structure and physiology can be studied by means
of large-scale electrical activity of the brain measured via scalp electrodes (Ren-
nie et al., 1999). The EEG records voltages on the scalp surface detected via
12
electrodes (Nunez and Srinivasan, 2006). The highest influence on EEG comes
from electric activity of cerebral cortex due to its surface position.
As mentioned in Sec. 1.2.2, current flows across the cell membrane via ion
channels. Current loops close via the extracellular medium, leading to dipoles
(Nunez and Srinivasan, 2006). In case of sufficiently elongated neurons (such as
pyramidal neurons) the resultant effect of the synchronous activity of a large
number of such electric dipoles (not randomly oriented) can be detected by
scalp electrodes (Lopes da Silva et al., 1974; Nunez and Cutillo, 1995) producing
positive and negative deflections at different regions of the scalp. Thus the
potentials generated by dipole layers result in an externally detectable scalp
potential, which is measurable via EEG (as shown in Fig. 1.6). The region of
positive charge is referred to as a source, while the region of negative charge is
referred to as a sink (Nunez and Srinivasan, 2006; Jackson and Bolger, 2014).
EEG measures mostly the currents that flow during synaptic excitations
of the dendrites of many pyramidal neurons in the cerebral cortex (Buzsa´ki
and Lopes da Silva, 2012). A large number of populations of active neurons
mostly with positive synaptic strength contribute to EEG activity, which can
be recorded on the head surface. Neuronal potentials penetrate through skin,
skull, and several other layers between the electrode, and are attenuated from
a few mV near the source to a few µV at the scalp (Nunez, 1974; Lopes da
Silva et al., 1974; Nunez and Cutillo, 1995; Nunez and Srinivasan, 2006).
There are a number of imaging modalities to probe the brain at a range
of spatial and temporal scales, as illustrated in Fig. 1.7. EEG is based on the
direct mapping of transient brain electrical dipoles generated by neuronal de-
polarization, and provides a good temporal scale on an average of 10− 100 ms
(Jezzard et al., 2001). The spatial resolution of EEG is very limited because
of volume conduction through various tissues between the brain and the elec-
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Figure 1.6: A schematic of the dipole formation from the potential difference of
neuron for EEG recording. Synaptic action at membrane surfaces causes local
current sources, and the synaptic strength is negative, which is inhibitory post-
synaptic potential (IPSP) (Nunez and Srinivasan, 2006). The surface potentials
is shown negative for convenience.
trode (Nunez and Cutillo, 1995). Measurement of the extracellular potential on
a larger scale yields the EEG and electrocorticogram (ECoG). These measure-
ments use electrodes with larger spacing. The measurements associated with
the magnetic dipole, MEG is closely related to EEG because they both probe
the same underlying physical processes that give rise to the fields, and they
operate on similar spatial and temporal scales in Fig. 1.7. Positron emission
tomography (PET) measures metabolic activity and fMRI reflects neural activ-
ities via the coupling between oxygen consumption and hemodynamic activity.
Both PET and fMRI have poorer temporal resolution than EEG and MEG,
whereas the spatial resolution of fMRI is better than the other modalities. At
the bottom left of Fig. 1.7, the activity of single neurons can be measured by
patch clamps, which are capable of measuring the potential of single types of
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Figure 1.7: A schematic spatiotemporal map showing the typical temporal
scales probed by various imaging modalities (Jezzard et al., 2001).
ion channels.
1.4.2 Signatures of Neural Properties and Dynamics in
EEG
The importance of EEG as a probe of brain function enhances greatly when it is
quantified in terms of underlying anatomical and physiological effects. Includ-
ing nonlinear processes potentially provides new windows for understanding
brain activities from EEG power spectra (Robinson et al., 1997, 2002; Abey-
suriya et al., 2014a,b). A sample of the power spectrum for identifying sleep
spindle is shown in Fig. 1.8 from EEG time series (Abeysuriya et al., 2014b).
Experimentally observed sleep spindle can be verified from a physical model
including nonlinearities as shown in Fig. 1.9 (Abeysuriya et al., 2014a,b). This
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2004) and used it to investigate the alpha rhythm (Robinson et al.,
2003; O’Connor and Robinson, 2004), age-related changes to the
physiology of the brain (van Albada et al., 2010), evoked response
potentials (Rennie et al., 2002), and other phenomena (Robinson
et al., 2003; Breakspear et al., 2006; Rowe et al., 2004). Our model
produces sleep spindles due to mutual feedback between thalamic
relay nuclei and the thalamic reticular nucleus, which has also
been proposed on physiological grounds as a mechanism for sleep
spindle generation (von Krosigk et al., 1993; Steriade and Sejnow-
ski, 1993; McCormick and Bal, 1997).
Using our model, we recently predicted the existence of a sleep
spindle harmonic arising from nonlinear effects in the thalamic re-
lay nuclei within the above feedback loop (Abeysuriya et al., 2014).
In that study, we also verified the existence of the spindle har-
monic in sample experimental data, and made testable predictions
to verify the nonlinear origin of the spindle harmonic. In the pres-
ent work, we analyze normal healthy adult human EEGs to test the
predicted properties of the spindle harmonic. In particular, we test
the predictions that the frequency of the spindle harmonic should
be almost exactly double the frequency of the sleep spindle, and
that the power in the spindle harmonic should scale quadratically
with the power of the sleep spindle oscillation.
A nonlinear relationship between the spindle and its harmonic
would lead to phase relationships between the two peaks, which
can be measured by examining the bicoherence. Bicoherence at
the spindle frequency itself has been observed in previous studies,
most notably in Akgül et al. (2000) which found strong bicoherence
at the spindle frequency. That study presented EEG power spectra
that showed some evidence of a spindle harmonic, although this
was not discussed there. Other studies have observed bicoherence
at the spindle frequency as well, with both Fourier (Venkatakrish-
nan et al., 2010; Morimoto et al., 2006; Hayashi et al., 2007) and
wavelet analysis (Li et al., 2011). A spindle harmonic has been ob-
served under anesthesia in opiate-dependent patients (Wolter
et al., 2006), which was recognized as being an oscillation associ-
ated with spindle activity occurring at twice the spindle frequency,
but it was not identified as a harmonic and its properties were not
investigated.
In Section 2, we outline the processing required to observe the
sleep spindle harmonic using full-night polysomnograms, review
our model predictions, and outline the procedures used to analyze
the experimental data. Results are provided in Section 3, and the
interpretation and significance of our findings are discussed in
Section 4.
2. Method
In this section, we review the methods used to process and ana-
lyze the sleep spindle data to quantify the spindle harmonic, and
the theoretical predictions made by our model that we test in
Section 3.
2.1. Recording and isolating spindles
Polysomnograms (PSGs) from 9 healthy controls (age 25–36, 8
male 1 female) were gathered overnight, as described in D’Rozario
et al. (2013). Recordings were made using an Alice-4 system
(Respironics, Murraysville PA, USA) at the Woolcock Institute of
Medical Research, with 6 EEG channels sampled at 200Hz and
electrodes positioned according to the International 10–20 system.
For this study, only the Cz electrode was examined, referenced to
M1. A notch filter at 50Hz (as provided by the Alice-4 system)
was used to remove mains voltage interference. No other hardware
filters were used.
Sleep EEG power spectra are often calculated from relatively
long time series (such as 30s epochs), which combine periods with
and without spindles. This type of spectrum is shown in Fig. 2 for a
healthy control subject in S2 sleep. A strong peak is evident at
! 13 Hz, corresponding to spindle activity, but the contribution
from spindle activity is combined with a contribution from back-
ground S2 sleep, which is relatively smooth. This makes the spindle
peak weaker relative to the background activity because the spin-
dle is only present some of the time. In order to investigate the EEG
properties of spindles themselves, it is necessary to separate the
sleep spindles from background sleep periods before calculating
the power spectrum. Doing so increases the relative strength of
the spindle peak, and also reveals weaker features that are other-
wise obscured.
An automated spindle detection algorithm is used to identify
spindle events in the EEG data. Detection is accomplished by first
selecting 30s epochs in the data that have been manually scored
as sleep stages 2–4. A 11–16 Hz bandpass FIR filter is applied to
the Cz electrode voltage for each epoch. The filtered data are then
squared and downsampled to 10 Hz by taking a centered average
with a window length of 1 s. An example of the resulting signal
is shown in Fig. 1. This processed signal is large when sleep spin-
dles are present.
Next, the epochs are concatenated and the median eV and stan-
dard deviation r of the squared downsampled voltage are com-
puted. The threshold voltage Vt for spindle detection in the
downsampled time series is set to eV þ 3r, and is therefore differ-
ent for each subject, taking into account differences in physiology
and in recording setup. The threshold voltage for the subject in
Fig. 1 is shown as a horizontal line. If more than 10 consecutive
points in the downsampled time series have a voltage exceeding
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Fig. 1. EEG time series from Cz electrode (thin line) showing an automatically
identified sleep spindle, occurring in the gray shaded area. The DC component has
been removed from the data. The squared and downsampled time series is the bell-
shaped curve (thick line) displayed using the vertical axis on the right side. The
dashed horizontal line is the detection threshold.
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Fig. 2. Comparison of normalized EEG power spectra for 30 seconds of typical S2
sleep when spindle activity was present (solid line), and the power spectrum after
isolating spindle activity (dashed line). The spectrum after isolating spindles
exhibits a larger, wider spindle peak, and also shows a secondary peak at
approximately double the frequency of the first. From Abeysuriya et al. (2014)
with permission from Elsevier.
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Figure 1.8: EEG time series from Cz elec rode (thin li e) showing an automati-
cally identified sleep spindle in the gray shaded area, adapted from (Abeysuriya
et al., 2014b). The squared and downsampled time s ries is the hick line curve
displayed usi g the vertical axis on the right side.
model included a parametric approach that can be physiologically validated,
and neuronal response functions were studied to predict sleep spindles.
EEG power spectra are use to measure brain activities in various wak-
ing and sleep stages (Robinson et al., 1997, 2002; Abeysuriy et al., 2014a,b,
2015), some of which are distinct to resting state (Laufs et al., 2003). EEG
signatures are used to detect some neurophysiological phenomena by compar-
ing the spectral features in different sleep-wake stages in different frequency
bands suc as alpha, be a, delta, theta, and sigma (Simon et al., 2011; Putilov,
2013). Frequency bands are also used to compare physiological and psychologi-
cal conditions (Makeig and Inlow, 1993; Ferna´ndez et al., 1995; Crawford et al.,
1996; Harmony et al., 1996; Freyer et al., 2009). The fluctuations in the normal
human brain can directly be related to neurological acti ity (de Arcangelis et
al., 2006). T properti s of a power pectrum often go through major changes
such as shifts in spectral peaks to distinguish between various pathologies. Due
to the capability to reflect both the normal and abnormal electrical activity of
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bicoherence for a single spindle event. However, the occurrence of
multiple spindle events provides a natural segmentation of the time
series. We thus calculate the bicoherence by summation over all the
observed spindle events for each subject. If the phase angle of the
bispectrum is the same for all the spindle events the bicoherence
will equal 1. However, in the limit that the bispectrum phase angle
is randomly distributed over a large number of events, the bicoher-
ence approaches zero. Calculating the bicoherence for all pairs of
frequencies in the EEG time series enables systematic detection of
phase relationships.
The significance of the experimental bicoherence can be tested
using surrogate data methods (Schreiber and Schmitz, 2000). For
each subject, we construct 100 surrogate data sets by phase ran-
domization of the Fourier transform of each spindle time series,
which alters the phase relationships of the Fourier components
without changing the linear power spectrum. We use phase ran-
domization rather than more complicated techniques because all
of our analysis is performed in the frequency domain, and we do
not require reconstruction of the surrogate data time series where
changes introduced by phase randomization can be significant. We
then calculate the bicoherence for each of the surrogate data sets,
which provides the mean bicoherence and standard deviation for
each pair of frequencies in the surrogate data where there is no ac-
tual phase coupling.
We then determine significance by calculating the difference
between the experimental bicoherence and the surrogate data
bicoherence in terms of the standard deviation of the surrogate
data. If the experimental bicoherence is only a few standard devi-
ations from that of the surrogate data, then it is not significant be-
cause it is consistent with random phase coupling for the number
of samples present, whereas actual phase coupling results in
bicoherence that differs greatly from that of the surrogate data.
3. Results
In all nine subjects, isolation of the sleep spindle events reveals
a spindle harmonic at almost exactly double the frequency of the
primary peak, as illustrated in Fig. 5. The smoothness of the spec-
trum depends on the number of spindle events detected. Some
subjects have fewer sleep spindles, which results in more noise
in the power spectrum (e.g., the subject in Fig. 5c has only six de-
tected spindle events, Fig. 5d has 23 detected spindles, and all of
the other subjects have at least 70 detected spindles). However,
the size and shape of the harmonic peak depends mainly on the
subject (e.g., the subject in Fig. 5a has a relatively large spindle har-
monic compared to Fig. 5f, with a similar number of spindles).
The frequency of the primary spindle peak fr ranges from 12.4
to 14.0 Hz, and the frequency of the corresponding secondary peak
fr2 ranges from 24.4 to 28.5 Hz. The frequency relationship is main-
tained even though the primary peak frequency is different in each
subject. A 1Hz shift in the spindle peak is matched by a 2 Hz shift
in the secondary peak in all cases, as seen in Fig. 6 .
For comparison, the power spectrum predicted by our model is
shown in Fig. 7. When the spindle oscillation is strong, a harmonic
oscillation is present at double the frequency of the spindle oscilla-
tion. The nonlinear origin of the sleep spindle harmonic is verified
by linearizing the firing response of the relay nuclei in the model as
we showed in our previous study, which abolishes the spindle har-
monic without otherwise changing the shape of the spindle peak in
the power spectrum (Abeysuriya et al., 2014).
By analyzing the power in the spindle oscillation and in the har-
monic across subjects as shown in Fig. 8, we find that the powers
satisfy Eq. (1) with m ¼ 1:6 " 0:5 (95% confidence interval), which
is consistent with our theoretical model prediction m ¼ 2. Our
model predicts that differences in individual physiology will affect
the relative power in the spindle and the harmonic, which is a
major factor affecting the uncertainty in our estimate of the scaling
exponent. This can be addressed by a larger data set with more
subjects.
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Fig. 6. Fitted frequency of the spindle harmonic peak fr2 compared to the center
frequency of the spindle oscillation fr , for each of the nine subjects. The linear fit
displayed has fr2 ¼ afr with a ¼ 2:01" 0:03 (95% confidence interval), R ¼ 0:97.
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Fig. 7. EEG power spectrum predicted by our model with and without nonlinearity
(solid and dashed lines respectively). The sleep spindle harmonic is visible in the
power spectrum at around 27Hz when nonlinearity is present in the model. From
Abeysuriya et al., 2014 with permission from Elsevier.
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Fig. 8. Power in the spindle harmonic Pr2 relative to power in the primary spindle
oscillation Pr . These powers are shown graphically as shaded areas in Fig. 5. Error
bars are computed from upper and lower bounds for the integral based on the
uncertainty in each data point. Plotted on a logarithmic scale, the gradient of the
linear fit is 1:6 " 0:5 (95% confidence interval), R ¼ 0:81.
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Figure 1.9: EEG power spectrum predicted by (Abeysuriya et al., 2014a) with
and without nonlinearity (solid and dashed lines, respectively). The power P
and frequency f graph shows the sleep spindle harmonic at f ≈ 27 Hz, adapted
from (Abeysuriya et al., 2014b).
the brain, EEG has been found to be a very powerful tool in the field of neu-
rology and clinical neurophysiology (de Arcangelis et al., 2006; Simon et al.,
2011).
1.4.3 Magnetic Resonance Imaging (MRI)
Water molecules containing two hydrogen nuclei (protons) are the main ele-
mentary building blocks of blood in human body. Positively charged protons
in nuclei of water molecules results in a net nuclear magnetic momentum due
to nonzero angular momentum. The proton precessional frequency, determined
from the Larmor equation allows the transfer of energy to the protons due to the
differences in the spin between the lowest and highest energy levels (Weishaupt
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et al., 2006; Jezzard et al., 2001). Randomly oriented spinning protons in the
body mostly cancel out their magnetic fields.
Figure 1.10: Schematic of the basic construction of a cylindrical superconduct-
ing MR scanner, adapted from (Wikipedia, the free encyclopedia, 2018).
The magnetic field produced by MRI scanner in Fig. 1.10 is very strong
due to the combination of superconducting primary electromagnet coil, radio
frequency (RF) transmit coil, and magnetic gradient coils. In the presence
of a strong magnetic field B0, protons’ magnetic fields tend to align in both
the same and opposite direction of the magnetic field, as shown in Fig. 1.11,
which shows a comparison of magnetic fields of protons before and after B0 is
applied. The net magnetization in this situation is aligned parallel to the main
magnetic field, which becomes the source used to produce magnetic resonance
(MR) images (Weishaupt et al., 2006).
Inside an MR device the magnetic fields from the protons combine to form a
net magnetization pointing in a direction parallel to B0. As energy is absorbed
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Figure 1.11: The alignment of spinning protons before (left) and after (right)
magnetic field applied. The magnet produces a strong magnetic field B0 with
gradient coils inside MRI scanner, which makes randomly oriented protons align
towards a specific direction, adapted from (Google Images).
from the radio frequency (RF) pulse, the net magnetization rotates away from
the longitudinal direction. The amount of rotation depends on the strength and
duration of the RF pulse. The RF pulse causing protons to flip their spin state
results in a decrease in longitudinal magnetization, and causing the protons
to precess in phase establishes the transverse magnetization (Weishaupt et al.,
2006; Bagwell et al., 2017).
After these excited states each tissue returns to its equilibrium state via
the independent relaxation processes; T1, or spin-lattice relaxation where the
direction of magnetization lies in the same direction as the static magnetic field,
and T2, or spin-spin relaxation where the magnetization was transverse to the
static magnetic field (Weishaupt et al., 2006; Bagwell et al., 2017).
In absence of the RF pulse, the transverse vector component of the net mag-
netization produces an oscillating magnetic field. This magnetic field induces
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a small current in the receiver coil, which decays approximately exponentially
in time. In practical MRI, the static magnetic field is caused to vary across
the body by using a field gradient so that different spatial locations become
associated with different precession frequencies. The protons in different body
tissues can be detected from their different relaxation times in the scanner
(Weishaupt et al., 2006). Diseased tissue, such as tumors, can be detected
because the protons in different tissues return to their equilibrium state at
different rates.
1.4.4 Functional Magnetic Resonance Imaging (fMRI)
The dynamics of blood flow and oxygenation give rise to the blood oxygen level
dependent (BOLD) signal changes in response to neural activity (Freyer et al.,
2009; Friston, 2009), which is the basis of fMRI as a tool for inferring brain
function. The BOLD response is the key to mapping spatially distributed brain
functions, which means that fMRI has better spatial resolution than temporal
resolution, as shown in Fig. 1.7.
Figure 1.12: Schematic showing hemoglobin and blood inside the blood vessel
in resting state and active state, adapted from (Nuffield Department of Clinical
Neurosciences).
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The ability to detect changes in brain activity depends on the magnetic
properties of deoxyhemoglobin. The presence of deoxyhemoglobin in red blood
cells makes them paramagnetic, and the presence of oxyhemoglobin makes them
diamagnetic. Deoxygenated blood induces inhomogeneities within the mag-
netic field in tissue causing the MRI signal to decay faster (Gore, 2003). The
blood flow increases when local neural activity increases compared to the rest-
ing state, as shown in Fig. 1.12. This increased neural activity effect translates
to a subtle increase in the local magnetic resonance signal.
When an MRI time series data is analyzed in terms of frequency distribu-
tion, the oscillation power is largely visible in the low-frequency region, such as
some peaks at 0.1 Hz or even lower frequency. The presence of connectivity be-
tween functionally related sites is identifiable from correlations between these
low-frequency oscillations in time series MRI data at resting state (Biswal et
al., 1995). Spontaneous fluctuations of fMRI signals at resting state have been
explored to find functional networks among functional sites on the basis of the
connectivity (Fox and Raichle, 2007). Functional connectivity analysis gives
spontaneous connectivity fluctuations at low-frequency [around 0.01–0.1 Hz
(Mantini et al., 2007)] compared to the baseline level of activity in the rest-
ing brain fMRI (Fransson, 2005). Connectivity fluctuations also occur during
tasks and these are also detected in fMRI measurements (Fox and Raichle,
2007; Deco et al., 2013).
1.5 Modeling Brain Dynamics: Neural Field
Theory
Some primary models of the brain discuss individual neurons based on the ion
channel level, including the Hodgkin-Huxley model of an individual neuron.
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This model was first introduced in the 1950s to model action potentials in the
giant squid axon. Many recent modeling techniques emphasize understanding
and predicting large-scale experimentally measurable physiological phenomena,
including experimental constraints imposed on the values of model parameters.
This approach is a powerful tool because large parts of the model parameter
space can be ruled out as physiologically unrealistic based on a wide range of
experimental information (Robinson et al., 2004; Rowe et al., 2004).
Various theoretical approaches have been used for modeling brain activities
based on physiological data. Some of the theoretical models can successfully
predict physiological phenomena in the real human brain. Our focus in this
thesis is on physically realistic modeling of the brain using parameters that
correspond to physical quantities that determine the behavior of the underlying
system, based on fundamental physics.
1.5.1 Neural Field Theory
A familiar approach of physically realistic brain modeling is to average over the
spatial and temporal scales related to imaging modalities such as EEG. This
approach forms the basis of neural field theory, an application of mean field
theory to the brain (Deco et al., 2008). In this approach, the key properties
of individual neurons are averaged (typically over a millimeter scale) to form
continuous fields.
Neural field theory (NFT) uses physiological assumptions in a mathematical
model to analyze activity based physiological phenomena. This includes both
large and small-scale brain activities, taking the averages of neural quantities
such as neural firing rates, soma voltages, and incoming activity levels over
multiple neurons to obtain equations for the evolution of these averages (and
higher moments in some cases) on scales of a few tenths of a mm and above
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(Wright and Liley, 1996; Robinson et al., 1997, 2001, 2002, 2005; Deco et al.,
2008).
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Figure 1.13: The neural field model based on soma voltage Va, population
firing rate Qa, and neural field φa of population a. Va yields Qa via a sigmoid
response function, Qa acts as a source for φa that quantifies presynaptic signals,
and obeys a damped wave equation, adapted from (Abeysuriya, 2015).
NFT has been successfully used to explain a wide variety of brain activity
phenomena such as facilitation, habituation, and so on (Beurle, 1956; Wil-
son and Cowan, 1973; Lopes da Silva et al., 1974; Nunez, 1974; Freeman,
1975; Amari, 1977; Nunez and Cutillo, 1995; Wright and Liley, 1996; Jirsa
and Haken, 1996; Robinson et al., 1997; Ermentrout, 1998; Robinson et al.,
2001, 2002; Bressloff and Cowan, 2002; Robinson, 2003, 2005; Robinson et al.,
2005; Coombes, 2005; Steyn-Ross et al., 2005; Breakspear et al., 2006; Deco et
al., 2008). Numerical solutions of NFT equations have exhibited a range of non-
linear phenomena, including wave-wave coupling, entrainment, harmonic gen-
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eration, and period doubling, reproducing many features of the intense activity
evoked by strong visual stimuli, for example (Herrmann, 2001; Roberts and
Robinson, 2012). They have also reproduced the features of nonlinear seizure
dynamics, including the generation of multiple harmonics during seizures, and
a number of feedback processes mentioned in Sec. 1.3 (Rennie et al., 1999, 2000;
Robinson et al., 2002; Breakspear et al., 2006). Multistability resulting from
wave-neuron interactions has also been seen in the spontaneous alpha (∼ 10
Hz) rhythm, and harmonic generation by sleep spindles was recently predicted
using NFT and subsequently observed in the lab (Abeysuriya et al., 2014a,b).
The basic model in this study is based on a self-consistent description of
three key quantities for each neural population labeled a; soma voltage Va,
population firing rate Qa, and neural field φa that are used to calculate neural
activity (Robinson et al., 1997, 1998, 2001, 2002). The relationship between
these quantities is illustrated in Fig 1.13.
The repetitive firing of a neuron requires its membrane potential to be above
a threshold level. In this model APs propagate as neural field φa when averaged
over scales of order 0.1 mm, obeying a damped wave equation with a source Qa
(Robinson et al., 1997). The PSPs are given by summing the contributions of
signals from all afferent populations. If the synapse causes the PSP to increase
(depolarized) due to increasing the synaptic strength, the presynaptic signal
is excitatory, and the inhibitory presynaptic signal decreases the PSP due to
decreasing the synaptic strength (Koch, 1999; Kandel et al., 2000; Nunez and
Srinivasan, 2006). The rise and fall time depends on the relevant synapses and
neurotransmitter dynamics (Freeman, 1975). Synaptodendritic effects result in
incoming signals being temporally smoothed at the postsynaptic soma, with
dynamics dependent on the relevant synapses and neurotransmitter dynamics
(Freeman, 1975). Postsynaptic somas then charge up to their capacitance due
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to the neurotransmitter, and give rise to a voltage and corresponding current.
The firing threshold is slightly different for neurons in different environments.
Thus the response function for the population as a whole resembles a smoothed
step function, which corresponds to the sigmoid. The mean population voltage
is related to the population firing rate by a sigmoid function (Wilson and
Cowan, 1973) in Fig 1.13.
The nonlinear dynamics mentioned in Sec. 1.3 are introduced in NFT based
on the modulation processes. These processes are mainly effective on the dy-
namics of Qa, or φa, which include feedbacks (Rennie et al., 1999, 2000). These
feedbacks are related to a number of physiological processes, which are some
of the primary concerns of this thesis.
1.5.2 Corticothalamic System
A physiologically based continuum model has been developed incorporating
realistic anatomy of separate neural populations, nonlinear neural responses,
multiscale interconnections, dendritic, soma and axonal dynamics, and corti-
cothalamic feedback (Wilson and Cowan, 1973; Nunez, 1974; Lopes da Silva
et al., 1974; Freeman, 1975; Nunez and Cutillo, 1995; Robinson, 2003). The
resultant corticothalamic system can be analyzed using NFT equations from
different aspects of the brain consisting of excitatory and inhibitory cortical
populations, a population representing thalamic relay nuclei that are respon-
sible for receiving and relaying sensory input, and a population representing
the thalamic reticular nucleus. A schematic is shown in Fig. 1.14. The exter-
nal stimuli φn is relayed to the cortex via corticothalamic feedback shown in
Fig. 1.14.
The NFT is applied to the corticothalamic system to study the physical
parameters related to various neural responses. Mean firing rates Qa of neu-
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Figure 1.14: The connection between system populations used in the model of
neural field we are using in this study. Four different populations are considered
based on the interaction between them, which are excitatory (e), inhibitory
(i), reticular (r), and relay (s). Diagram is adapted from (Abeysuriya et al.,
2014a,b, 2015).
ral populations a = e, i, r, and s are nonlinearly related to mean potentials
Va by a sigmoidal function (as mentioned in Sec. 1.5.1) that increases from 0
to maximum value of Qa as Va increases from minimum to maximum. The
PSP results after dendritic inputs have been filtered out in time while passing
through the dendritic tree before smoothing and summing via a differential
equation (Robinson et al., 1997, 2001). The field φa of corticothalamic sys-
tem populations obey damped wave equation (Robinson et al., 1997, 2001), as
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mentioned in Sec. 1.5.1. The model incorporates both positive and negative
corticothalamic connection strengths as shown in Fig. 1.14. Some assumptions
are also introduced to make the model physiologically compatible such as all
the corticothalamic loop delays are equal; the mean axonal range for excitatory
population is much greater than the ones for other populations; the gains from
any population to inhibitory populations are equal to that of the excitatory
population (Robinson et al., 1997, 2001; Abeysuriya et al., 2014a,b, 2015).
This model structure enables a wide range of phenomena to be reproduced,
including the alpha rhythm and its harmonics, age-related changes in the brain,
seizure dynamics (Robinson, 2003; Robinson et al., 2004; Breakspear et al.,
2006; Van Albada et al., 2010), and feedback processes (Rennie et al., 1999,
2000; Wright et al., 2001).
In this thesis the corticothalamic model in Fig. 1.14 is used to predict the
spectral signatures of nonlinear feedback effects such as facilitation, habitua-
tion, depression, and refractory period in feedback processes.
1.6 Structure of Thesis
Chapters 2–4 contain the study of nonlinear NFT and power spectra of brain
activity and connectivity fluctuations. Each of these chapters is a separate
paper, and is published, submitted, or in preparation for submission. Hence,
these self-contained chapters have some overlapping introductory materials and
background theories.
In order to lay systematic foundations for applications, Chapter 2 has a
theoretical basis to deal with nonlinearities in NFT. Systematic expansion of
NFT equations in perturbations relative to a fixed point of mean neural activity
is employed to solve the equations to successive orders of the expansion, up to
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third order. At each order, the solution only involves a set of linear equations
in the perturbations of that order, which are driven by terms of lower order
and/or external inputs. This enables a wide variety of nonlinear wave-wave
and wave-neuron processes to be treated systematically in systems involving
multiple neural populations. This work also gives the opportunity to handle
nonlinearities of firing rate, soma voltage, coupling strength, threshold, and
neural field to study various physiological phenomena arising due to nonlinear
effects.
Chapter 3 focuses on nonlinear physiological feedback processes that give
modulation of neural quantities by presynaptic and postsynaptic activities. The
results from Chapter 2 are used to find the nonlinear response functions that
couple waves with other waves or neurons. Nonlinear NFT allows local neural
feedbacks to be formulated in terms of susceptibilities, each of which quanti-
fies the strength of response of a neural quantity (e.g., a threshold or synaptic
strength) per unit presynaptic input or postsynaptic activity. Each nonzero
susceptibility in NFT is associated with the modulation of a neural quantity,
and hence results in a deviation of the power spectrum of the system from
the spectrum in the absence of these effects. Signatures of feedbacks in power
spectra can thus potentially be used to noninvasively identify neurophysiologi-
cal phenomena such as facilitation, habituation, reversal potential modulation,
and relative refractory period, and this chapter seeks such spectral signatures.
In Chapter 4, the spectrum of fluctuations of brain connectivity in the
corticothalamic system is investigated via neural field theory. Susceptibilities,
which quantify the response in or synaptic strength to unit change in either
presynaptic or postsynaptic activity are used to capture nonlinear feedback
effects such as facilitation, depression, sensitization, long-term potentiation or
depression. The spectral features of connectivity fluctuations occur for both
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the spatial and temporal spectra. The effects of discrete modes for a spherical
brain geometry are also studied with the corticothalamic model.
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Chapter 2
Neural Field Theory of
Nonlinear Wave-Wave and
Wave-Neuron Processes
2.1 Abstract
Systematic expansion of neural field theory equations in terms of nonlinear re-
sponse functions is carried out to enable a wide variety of nonlinear wave-wave
and wave-neuron processes to be treated systematically in systems involving
multiple neural populations. The results can be applied to harmonic genera-
tion, wave-wave coalescence, multiharmonic generation, facilitation, depression,
refractoriness, and other nonlinear processes.
2.2 Introduction
Waves and oscillations are ubiquitous in the brain and are commonly detected
by imaging modalities such as electroencephalography (EEG) (Niedermeyer
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and Lopes da Silva, 1999; Nunez and Cutillo, 1995). Properties such as frequen-
cies, velocities, power spectra, correlations, and coherence have been widely
measured (Nunez and Cutillo, 1995; Niedermeyer and Lopes da Silva, 1999;
Robinson, 2003). The strongest waves and oscillations, such as those evoked
by intense stimuli (Niedermeyer and Lopes da Silva, 1999; Herrmann, 2001;
Roberts and Robinson, 2012), or occurring in epileptic seizures (Robinson et
al., 2002; Breakspear et al., 2006), also display a range of nonlinear phenomena,
such as period doubling, harmonic generation, and entrainment (Herrmann,
2001; Roberts and Robinson, 2012).
Nonlinear effects that can be driven by activity incident on local neural
populations, include facilitation, depression, refractory effects, plasticity, and
firing-rate nonlinearities (Nunez and Cutillo, 1995; Freeman, 1975; Ermentrout,
1998; Koch, 1999; Rennie et al., 1999, 2000; Wassermann et al., 2008; Deco et
al., 2008; Fung et al., 2013), which can in turn induce wave-wave interactions.
Much work has been done on the physics of microscale neural nonlinearities
of these types (Koch, 1999; Dayan and Abbott, 2001), and also on the fun-
damentally nonlinear processes involved in the generation of action potentials.
However, many of the phenomena seen in EEG and imaging experiments in-
volve waves of neural activity and neural populations at larger scales.
One approach to analysis of multiscale brain activity has been to average
neural quantities such as neural firing rates, soma voltages, and incoming ac-
tivity levels over multiple neurons to obtain equations for the evolution of these
averages (and higher moments in some cases) on scales of a few tenths of a mm
and above (Deco et al., 2008). The resulting neural field theories (NFTs) have
been successfully used to explain a wide variety of brain activity phenomena
(Beurle, 1956; Wilson and Cowan, 1973; Lopes da Silva et al., 1974; Nunez,
1974; Freeman, 1975; Amari, 1977; Nunez and Cutillo, 1995; Wright and Liley,
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1996; Jirsa and Haken, 1996; Robinson et al., 1997; Ermentrout, 1998; Robinson
et al., 2001, 2002; Bressloff and Cowan, 2002; Robinson, 2003, 2005; Robinson
et al., 2005; Coombes, 2005; Steyn-Ross et al., 2005; Breakspear et al., 2006;
Deco et al., 2008).
Numerical solutions of NFT equations have exhibited a range of nonlinear
phenomena, including wave-wave coupling, entrainment, harmonic generation,
and period doubling, reproducing many features of the intense activity evoked
by strong visual stimuli, for example (Herrmann, 2001; Roberts and Robinson,
2012). They have also reproduced the features of nonlinear seizure dynam-
ics, including the generation of multiple harmonics during seizure onset and
in seizures themselves (Robinson et al., 2002; Breakspear et al., 2006). Mul-
tistability resulting from wave-neuron interactions has also been seen in the
spontaneous alpha (∼ 10 Hz) rhythm (Freyer et al., 2009, 2011), and harmonic
generation by sleep spindles was recently predicted using NFT and subsequently
observed in the lab (Abeysuriya et al., 2014a,b).
Much analytic NFT has concentrated on linear systems and second-order
measures of their dynamics such as the power spectrum, correlations, covari-
ances, and coherence (Robinson et al., 1997; Robinson, 2003; Deco et al., 2008;
Roberts and Robinson, 2012). Processes such as facilitation, depression, re-
fractoriness, and reversal-potential modulations have been incorporated by in-
cluding modulations of the coefficients of the NFT equations via susceptibility
coefficients (Rennie et al., 1999, 2000; Freyer et al., 2009, 2011). The firing
response nonlinearity has been expanded in powers of population-average volt-
age perturbations (Robinson et al., 2001; Robinson, 2012), but this type of
approach has only been applied to analyze the generation of sleep spindle har-
monics so far (Abeysuriya et al., 2014a,b). A substantial amount of analytic
and numerical work has focused on strongly nonlinear static or moving pat-
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terns and fronts in neural tissue (Bressloff and Cowan, 2002; Coombes, 2005;
Atay and Hutt, 2005; Gong et al., 2013), but these lie outside the scope of the
present work.
The approach employed here is to expand weakly nonlinear dynamics of neu-
ral tissue in terms of linear modes by introducing nonlinear response functions
that couple waves with other waves or neurons. This is closely analogous to
the way in which such phenomena are analyzed in nonlinear plasma theory and
nonlinear optics (Melrose, 1986; Melrose and McPhedran, 1991; Boyd, 2003),
where linear plane waves or linear eigenmodes of structures are the entities
that interact nonlinearly. Advantages of this approach are that the nonlinear
phenomena can be classified by the order and type of their nonlinearity, and
their rates can be expressed in terms of well-defined integrals that embody such
constraints as energy and momentum conservation (Melrose, 1986; Melrose and
McPhedran, 1991; Boyd, 2003). This enables much deeper insight to be ob-
tained into the dynamics than would be possible with only numerical solutions
of specific cases at hand. The main disadvantage of this approach is that it is
a perturbation expansion and thus will break down (or require an inordinate
number of terms to converge) when the perturbations become large.
In this work we systematically expand NFT equations in perturbations rel-
ative to a fixed point of mean neural activity. In Sec. 2.3 we begin by writing
a widely used class of neural field theories (NFT) into matrix form and extend
this formulation to encompass a wide range of nonlinear wave-wave and wave-
neuron effects. A perturbation expansion of the resulting equations is carried
out in Sec. 2.4. Sections 2.5 – 2.8 solve the equations to successive orders of the
expansion, up to third order, in order to lay systematic foundations for appli-
cations. At each order the solution only involves set of linear equations in the
perturbations of that order, which are driven by terms of lower order and/or
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external inputs. Section 2.9 discusses the methods to obtain power spectra to
include more neural structures systematically.
2.3 Neural Field Theory
In this section we summarize our neural field theory (NFT) and integrate a
variety of prior results into a single framework. We employ a particular ex-
ample of a general class of neural field theory (NFT) that has been widely
discussed elsewhere (Beurle, 1956; Wilson and Cowan, 1973; Lopes da Silva et
al., 1974; Nunez, 1974; Freeman, 1975; Amari, 1977; Nunez and Cutillo, 1995;
Wright and Liley, 1996; Jirsa and Haken, 1996; Robinson et al., 1997; Ermen-
trout, 1998; Robinson et al., 2001, 2002; Robinson, 2003, 2005; Robinson et al.,
2005; Steyn-Ross et al., 2005; Coombes, 2005; Breakspear et al., 2006; Deco et
al., 2008; Robinson, 2012) and successfully applied to numerous brain activity
phenomena. Other NFT variants can be treated analogously.
Neural field theory averages neural quantities such as firing rates, cell-body
voltages, and levels of incoming/outgoing activity carried by axons over multi-
ple neurons to obtain equations for the evolution of these averages (and higher
moments in some cases) on scales of a few tenths of a mm and above.
We assume that the system is characterized by internal fields Va(r, t) and
Qa(r, t), which are functions of position r and time t and represent the mean
soma potential relative to resting and the mean firing rate, respectively, with
a = 1, . . . ,m, where m is the number of internal populations. There are also
assumed to be p fields φa(r, t) of mean spike rates in axons that originate in
various internal and external populations, with p = m + n where n is the
number of external populations (labeled m + 1, . . . ,m + n) that feed signals
into the brain. We represent each of these quantities as a column matrix of
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fields (Robinson, 2012); e.g.,
Q(r, t) = [Q1(r, t), . . . , Qm(r, t)]
T , (2.1)
and similarly for V and Φ, where the superscript T denotes the transpose. For
compactness, we often omit the arguments r and t, or corresponding Fourier
arguments, later in the analysis.
The n external fields φa(r, t), with a = m + 1, . . . , p are assumed to be
specified inputs in the present analysis, but the internal fields with a = 1, . . . ,m
must be calculated dynamically. Hence, the first equation we introduce is for
the dynamics of average spike rates generated by population a, which we write
as
DΦ = Q, (2.2)
D = diag{Da}, (2.3)
where D is a m × m diagonal matrix with ath diagonal entry Da, which is
a partial differential operator (e.g., a damped wave operator) that governs
the propagation of the field φa whose source is the spike rate Qa. A number
of forms of Da have been proposed, but we do not restrict attention to any
specific one at the moment. The form (2.2) does not cover all possibilities,
but is sufficiently general for our purposes. One generalization is to allow a
separate field to propagate to each target population; there also exist more
general integral formulations of NFT that allow for propagators that do not
have differential equivalents (Hutt and Atay, 2005; Deco et al., 2008).
We next examine the dynamics of the m internal soma voltage responses Va
to the p incoming spike fields φb from other internal and external populations
labeled b. Allowing for the dynamics of synapses, dendrites, and soma charging,
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this has widely been approximated as
DaVa(r, t) =
∑
b
νabφb(r, t− τab), (2.4)
where the sum extends over all p fields φb, τab is a discrete time delay involved
in signals traveling to population a from population b, the νab are coupling
strengths, and Da is an ordinary differential operator that approximates the
overall temporal dynamics of the processes just mentioned. Again, we leave
the form of this operator general for now.
In matrix form, (2.4) becomes
DV = NΦ, (2.5)
D = diag{Da}, (2.6)
where D is a m ×m diagonal matrix, Da is a temporal differential operator,
N is the m× p matrix of νab values, and the time delays τab are implicit in the
matrix Φ. All matrices can depend on r and t.
The next effect to be examined is the nonlinear response of each internal
mean firing rate Qa to the corresponding mean soma potential Va, with
Qa(r, t) = Sa[Va(r, t)− θa(r, t)], (2.7)
where the sigmoid function Sa expresses the nonlinearity and its argument is
written in this form to emphasize that it is the difference between the voltage
and a threshold θa that is of primary relevance. A common approximation of
this function is
Sa(Va − θa) = Q
max
a
1 + exp[−(Va − θa)/σ′a]
, (2.8)
where σ = σ′api/
√
3 is the standard deviation of the distribution of thresholds in
the population, and Qmaxa is the maximal firing rate of neurons of type a. Other
forms are possible, but they share the characteristics of a broadened threshold
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response and saturation at large Va− θa. Generalization to allow σ′a to depend
on the variance of Va (Robinson, 2012) changes some of the coefficients of the
terms of the expansion in Sec. 2.4 but does not introduce distinct classes of
physical effects, so we do not consider it further.
We write Eq. (2.8) in matrix form as
Q = S(V −Θ), (2.9)
= S(U), (2.10)
where the right side is an m-element column vector of the Sa(Va − θa) and
U = V −Θ.
In general the m×p coupling matrix N and the m-element column vector of
thresholds Θ = diag{θa} can vary with r and t. These effects embody dynamics
of facilitation, habituation, and similar processes (Koch, 1999; Rennie et al.,
1999, 2000; Dayan and Abbott, 2001), as discussed further below. Following
earlier work, one can write (Rennie et al., 1999, 2000)
Dθa
[
θa(r, t)− θ(0)a
]
= χa
[
Qa(r, t)−Q(0)a
]
+
∑
b
µab
[
φb(r, t)− φ(0)b
]
, (2.11)
Dνab
[
νab(r, t)− ν(0)ab
]
= ηab
[
Qa(r, t)−Q(0)a
]
+ζab
[
φb(r, t)− φ(0)b
]
, (2.12)
for them internal populations, which are labeled by the index a here. Equations
analogous to (2.11) and (2.12) are not needed for the external populations
because their activities are treated as specified inputs.
The right sides of (2.11) and (2.12) are written in terms of perturbations
from an assumed steady state that is indicated by the superscript (0). The ex-
istence of such a steady state must be verified by solving the unperturbed equa-
tions, as discussed in Sec. 2.5. In (2.11) and (2.12), Dνab and D
θ
a are temporal
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ordinary differential operators, and the χa, µab, ηab, and ζab are susceptibilities,
which are treated as constant in the present work.
In summary, Eq. (2.11) embodies how the firing threshold is driven by
postsynaptic activity and by presynaptic inputs from all incoming populations.
Temporal lags in the response are incorporated via the differential operator Dθa.
This equation enables us to incorporate effects such as refractoriness (Rennie
et al., 1999, 2000). Likewise, Eq. (2.12) shows how each of the synaptic cou-
plings νab is changed by the presynaptic and postsynaptic activities at that
class of synapse. Unlike (2.11), there is no sum over all incoming signals in
this case, although they have an indirect effect through their influence on the
postsynaptic firing rate. This equation allows us to treat effects of facilitation
and changes in reversal potential (Rennie et al., 1999, 2000). Note that we do
not consider longer-timescale plasticity in the present work, because it is more
conveniently analyzed via timescale separation.
In principle, each of the terms on the right of (2.11) and (2.12) could make a
contribution that involves a different differential operator on the left; however,
we do not consider this refinement here, except to note that it is very easy to
implement in the Fourier form derived below, where the differential operators
are polynomials in frequency. Likewise, there could be a term on the right that
depended on Va− V (0)a (Rennie et al., 1999, 2000), but this can be rewritten in
terms of Qa, so we do not treat it explicitly here.
2.4 Perturbation Expansion
The key equations in the previous section are (2.2), (2.5), and (2.10) – (2.12),
with their subsidiary definitions. In this section we expand these in perturba-
tions relative to an assumed fixed point (which will not exist if the nonlinear
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zeroth-order equations have no solution). The perturbations are written in
terms of the external input signals φx, which have zeroth-order mean values,
plus perturbations which are first order by definition, since they are the expan-
sion parameters of the analysis.
We begin by writing the expansion to third order
Q ≈ Q(0) + Q(1) + Q(2) + Q(3), (2.13)
V ≈ V(0) + V(1) + V(2) + V(3), (2.14)
Φ ≈ Φ(0) + Φ(1) + Φ(2) + Φ(3), (2.15)
N ≈ N(0) + N(1) + N(2) + N(3), (2.16)
Θ ≈ Θ(0) + Θ(1) + Θ(2) + Θ(3), (2.17)
where the superscripts indicate the order of perturbation. In writing these
equations, we note that the external fields included in Φ have no second or
higher order terms, without loss of generality, since it is the external perturba-
tions that define the first order of the expansion.
We now substitute (2.13) – (2.17) into the key equations of Sec. 2.3 and
retain terms up to third order. From (2.2) we obtain
DΦ(j) = Q(j), (2.18)
for j = 0, . . . , 3, where D is assumed to be constant.
Similarly (2.5) yields
DV(0) = N(0)Φ(0), (2.19)
DV(1) = N(0)Φ(1) + N(1)Φ(0), (2.20)
DV(2) = N(0)Φ(2) + N(1)Φ(1) + N(2)Φ(0), (2.21)
DV(3) = N(0)Φ(3) + N(1)Φ(2) + N(2)Φ(1) + N(3)Φ(0). (2.22)
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In expanding (2.10), we use
∂Sa
∂Va
= −∂Sa
∂θa
=
∂Sa
∂Ua
= S(1)a , (2.23)
where the rightmost notation is employed for compactness. We then find
Q(0)a = Sa, (2.24)
Q(1)a = U
(1)
a S
(1)
a , (2.25)
Q(2)a = U
(2)
a S
(1)
a +
1
2
[
U (1)a
]2
S(2)a , (2.26)
Q(3)a = U
(3)
a S
(1)
a + U
(2)
a U
(1)
a S
(2)
a +
1
6
[
U (1)a
]3
S(3)a , (2.27)
where the superscript on S indicates the number of differentiations with respect
to Ua, analogously to (2.23), and the column vectors S, S
(1), S(2), and S(3) are
henceforth evaluated at the fixed point.
From (2.11) and (2.12) we find, respectively,
Dθaθ
(j)
a = χaQ
(j)
a +
∑
b
µabφ
(j)
b , (2.28)
Dνabν
(j)
ab = ηabQ
(j)
a + ζabφ
(j)
b , (2.29)
for j = 1, 2, 3.
2.5 Zeroth-Order Solution
If we equate the terms of each separate order in the above equations, the zeroth
order set that must be solved is (2.18) with j = 0, (2.19), and (2.24). The
nonlinear dependence of the sigmoid function in (2.25) on Va − θa makes this
set of equations transcendental. It must thus be solved numerically to obtain
the zeroth-order internal quantities. In the event that no solution exists, the
expansion must be terminated at this point and the analysis below cannot be
carried out.
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2.6 First-Order Solution
The first-order terms in Sec. 2.4 yield the set of equations comprising (2.18),
(2.28), and (2.29) with j = 1, plus (2.20) and (2.25). These enable the first
order quantities to be calulated in terms of the zeroth-order ones. We proceed
by Fourier transforming these equations in space and time (more generally, one
could Fourier transform in time and decompose in a set of orthonormal spatial
eigenmodes of the system). We define the Fourier transforms and their inverses
by
f(k, ω) =
∫ ∫
f(r, t)e−ik·r+iωtd2rdt, (2.30)
f(r, t) =
∫ ∫
f(k, ω)eik·r−iωt
d2k
(2pi)2
dω
2pi
, (2.31)
where f is an arbitrary square-integrable function, k is wave vector, ω is angular
frequency, and we have assumed the cortex and other relevant structures can
be mapped to two-dimensional sheets, as in most previous work in this field.
After Fourier transformation, differential operators become algebraic and
can be divided out of the left side of the dynamic equations. We write
Γa = 1/Da, (2.32)
La = 1/Da, (2.33)
Lθa = 1/D
θ
a, (2.34)
Lνab = 1/D
ν
ab. (2.35)
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2.6.1 General Case
In the general case, the above steps yield
φ(1)a = ΓaQ
(1)
a , (2.36)
V (1)a = La
∑
b
[
eiωτabν
(0)
ab φ
(1)
b + ν
(1)
ab φ
(0)
b
]
, (2.37)
Q(1)a =
[
V (1)a − θ(1)a
]
S(1)a , (2.38)
θ(1)a = L
θ
a
[
χaQ
(1)
a +
∑
b
µabφ
(1)
b
]
, (2.39)
ν
(1)
ab = L
ν
ab
[
ηabQ
(1)
a + ζabφ
(1)
b
]
, (2.40)
where the arguments k and ω are implicit in the dynamic quantities. The factor
eiωτab arises from the time delays τab and is shown explicitly when working in
Fourier space. It is to be noted that V
(1)
x and Q
(1)
x are implicit for the specified
external fields φ
(1)
x , x = m+1, . . . , p, and never need to be calculated explicitly.
We next eliminate all other first order quantities in (2.36) – (2.40) in terms
of elements of Φ(1) which we split into internal and external parts. This results
in a matrix equation for the m-element vector of internal fields Ψ(1) in terms
of the n-element vector of external fields Ξ(1) where ΦT = (ΨT ,ΞT ). This
equation is of the form
AΨ(1) = BΞ(1), (2.41)
A = I−X−W, (2.42)
Xab = LaΓaS
(1)
a e
iωτabν
(0)
ab , (2.43)
Wab = S
(1)
a
[{∑
c
Laφ
(0)
c L
ν
acηac − Lθaχa
}
δab
+ Γa
{
Laψ
(0)
b L
ν
abζab − Lθaµab
}]
, (2.44)
Bax = ΓaS
(1)
a
{
Lae
iωτaxν(0)ax
+ LaL
ν
axζaxξ
(0)
x − Lθaµax
}
. (2.45)
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Here A, I (the identity matrix), X, and W are m×m matrices, while B is m×n
and is labeled in (2.45) with the second subscript x to emphasize that it links
to external fields. We emphasize that the sum in (2.44) is over all populations,
internal and external.
We can also write (2.41) as
Ψ(1) = TΞ(1), (2.46)
T = A−1B, (2.47)
where T is the m × n transfer matrix that expresses Ψ(1) in terms of Ξ(1).
Equations (2.36) — (2.40) can then be used to write the response of a general
quantity F(1) in terms of Ξ(1) in the form
F(1) = TFΞ(1), (2.48)
where T is an m × n transfer matrix (i.e., a rank-2 tensor) if F(1) is an m-
element column vector, and is an m× p× n rank-3 transfer tensor if F(1) is an
m× p matrix, with contraction on its final index indicated by (2.48). We thus
interpret (2.48) as
F (1)a =
∑
x
′′
T Faxξ
(1)
x , (2.49)
F
(1)
ab =
∑
x
′′
T Fabxξ
(1)
x , (2.50)
respectively, where the double primes indicate sums only over the external fields
ξ
(1)
x .
If we substitute the form (2.47) into (2.36) — (2.40), we can identify the
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individual transfer functions in the notation (2.48). This gives,
TQax = DaTax, (2.51)
T Vax = La
[
eiωτaxν(0)ax + L
ν
axζaxφ
(0)
x +
∑
b
′ {
eiωτabν
(0)
ab Tbx + L
ν
abζabTbxφ
(0)
b
}
+
∑
b
Lνabηabφ
(0)
b DaTax
]
, (2.52)
T νabx = L
ν
ab [ηabDaTax + ζabTbx] , (2.53)
T θax = L
θ
a
[
χaDaTax +
∑
b
µabTbx
]
, (2.54)
where the prime on the first sum in (2.52) indicates that it extends only over
internal populations. For independent external inputs labeled x, we can write
the transfer function T θax in the alternative form
T θax = L
θ
a
[
χaDaTax +
∑
b
′
µabTbx + µax
]
, (2.55)
where we have used the fact that Tyx = δyx in this case.
One point that needs to be checked in each specific application is that the
eigenvalues of the above equations are stable at the fixed point obtained in
Sec. 2.5 (Robinson et al., 1997, 2002, 2005). If not, the amplitudes of the linear
modes are unbounded in time and the analysis below cannot proceed. Linear
stability can be studied by first finding resonances of the transfer function T,
which correspond to zeros of the determinant of A. Solutions of the equation
detA = 0 yield eigenfreqencies ω, which must have negative imaginary part to
be stable.
2.6.2 Special Case: Firing-Rate Nonlinearity Only
In the special case where all the χa, µab, ηab, and ζab are zero in the above
equations, the θa and the νab are constant and the only nonlinearity is in the
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sigmoid firing rate response. This yields just three first order equations to
solve, and leads to the results (2.41) – (2.45) with W = 0 in (2.42) and ζx = 0
and µax = 0 in (2.45). This result is equivalent to results previously obtained
(Robinson et al., 2001; Robinson, 2005).
2.7 Second-Order Solution
We now calculate the second-order terms in terms of the zeroth- and first-order
ones. In this case the second-order equations to be solved are (2.18), (2.28), and
(2.29) with j = 2, plus (2.21) and (2.26). This set is linear in the second-order
quantities and does not contain any explicit contributions from the external
fields φ
(2)
b , which are identically zero by definition, but we retain the sum over
all terms for simplicity of notation. The general case is discussed in Sec. 2.6.1,
and the special case in which there is only a firing rate nonlinearity is derived
in Sec. 2.6.2 to illustrate the analysis in a simpler way and to serve as a check
on the more general approach.
2.7.1 General Case
In Fourier space one obtains the set of second order equations
φ(2)a = ΓaQ
(2)
a , (2.56)
V (2)a = La
∑
b
[
eiωτabν
(0)
ab φ
(2)
b + e
iωτabν
(1)
ab ⊗ φ(1)b
+ ν
(2)
ab φ
(0)
b
]
, (2.57)
Q(2)a =
[
V (2)a − θ(2)a
]
S(1)a +
1
2
[{
V (1)a − θ(1)a
}
⊗{V (1)a − θ(1)a }]S(2)a , (2.58)
= S(1)a
[
V (2)a − θ(2)a
]
+
S
(2)
a
2
[
S
(1)
a
]2 [Q(1)a ⊗Q(1)a ] , (2.59)
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θ(2)a = L
θ
a
[
χaQ
(2)
a +
∑
b
µabφ
(2)
b
]
, (2.60)
ν
(2)
ab = L
ν
ab
[
ηabQ
(2)
a + ζabφ
(2)
b
]
, (2.61)
where φ
(2)
b = 0 for b = m+1, . . . , p as we have assumed at the beginning of this
section, and where Eq. (2.59) follows from (2.58) by using (2.32) and (2.38).
The symbol ⊗ indicates a convolution, with the function f ⊗ g defined by
(f ⊗ g)(k, ω) =
∫ ∫
f(k− k′, ω − ω′)g(k′, ω′) d
2k′
(2pi)2
dω′
2pi
, (2.62)
for arbitrary square-integrable functions f and g.
Similarly to the first order case, we first substitute ν
(2)
ab from (2.61) into
(2.57) and then eliminate Q
(2)
a from (2.57) and (2.60) in favor of φ
(2)
a . We then
substitute the resulting expression for V
(2)
a and θ
(2)
a into (2.58). After that we
eliminate Q
(2)
a in favor of φ
(2)
a using (2.56) to obtain the second-order equation
ψ(2)a =
∑
b
TˆabZ
(2)
b , (2.63)
which can be written in matrix form as
Ψ(2) = TˆZ(2), (2.64)
Tˆ = A−1, (2.65)
Z(2)a = LaΓaS
(1)
a
∑
c
eiωτac
[
ν(1)ac ⊗ φ(1)c
]
+
1
2
ΓaS
(2)
a
{
V (1)a − θ(1)a
}⊗ {V (1)a − θ(1)a } , (2.66)
where Z(2) is implicitly a function of Ξ(1)(k, ω) via (2.51) – (2.54). We empha-
size that the sum in (2.66) extends over all internal and external populations.
If we use (2.32), (2.36), and (2.38) we find
Z(2)a = LaΓaS
(1)
a
∑
c
eiωτac
[
ν(1)ac ⊗ φ(1)c
]
+
ΓaS
(2)
a
2
[
S
(1)
a
]2 {Daφ(1)a }⊗ {Daφ(1)a } , (2.67)
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where (2.32), (2.36), and (2.40) can be further used to write ν
(1)
ac in terms of
the φ(1).
Equations (2.49) and (2.50) for two sets of external inputs labeled x and y
then yield
ψ(2)a =
∑
b
TˆabΓb
[
LbS
(1)
b
∑
c
eiωτbc
{∑
x
′′
T νbcxξ
(1)
x
}
⊗
{∑
y
′′
Tcyξ
(1)
y
}
+
S
(2)
b
2
[
S
(1)
b
]2
{
Db
∑
x
′′
Tbxξ
(1)
x
}
⊗
{
Db
∑
y
′′
Tbyξ
(1)
y
} , (2.68)
where the double primes indicate sums over external populations only. We can
further evaluate second-order quantities in terms of the first-order quantities
explicitly by using (2.51)-(2.55).
2.7.2 Special Case: Firing-Rate Nonlinearity
Here we consider the special case where the only nonlinearity is in the sigmoid
firing rate response function in Eq. (2.8). This case enables a simpler derivation
that serves as a check on the more general analysis in Sec. 2.7.1. As mentioned
in Sec. 2.3, if the coefficients of the terms on the right of (2.11) and (2.12) are
all zero, then θa and νab are constant and all the perturbations to them are
zero. We then have just three second-order equations to solve, namely (2.18)
with j = 2, (2.21), and (2.26). In Fourier space, these become
ψ(2)a = ΓaQ
(2)
a , (2.69)
V (2)a = La
∑
b
′
ν
(0)
ab e
iωτabφ
(2)
b , (2.70)
Q(2)a = V
(2)
a S
(1)
a +
1
2
S(2)a V
(1)
a ⊗ V (1)a , (2.71)
where the convolution arises from the Fourier transform of [V (1)(r, t)]2, with
the function f ⊗ g defined by Eq. (2.62).
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We can solve the above equations directly by first substituting (2.70) into
(2.71) and then the resulting equation into (2.69). With (2.43), this yields∑
b
′
(δab −Xab)ψ(2)b =
1
2
ΓaS
(2)
a V
(1)
a ⊗ V (1)a . (2.72)
Then
ψ(2)a =
∑
b
′1
2
ΓbS
(2)
b TˆabV
(1)
b ⊗ V (1)b , (2.73)
with
Tˆ = (I−X)−1, (2.74)
in this special case since W = 0 in (2.42), which determines Tˆ via (2.65).
Alternatively,
Ψ(2) = TˆZ(2), (2.75)
Z(2)a =
1
2
ΓaS
(2)
a V
(1)
a ⊗ V (1)a . (2.76)
To obtain the present special case of Z(2) directly from the general case
(2.66) or (2.68), we first set χa = 0, µab = 0, ηab = 0, and ζab = 0, which
removes all nonlinearities except the one in the sigmoidal firing rate response
and thus implies that all the θ
(1)
a and ν
(1)
ac are zero. Then Eq. (2.76) follows
directly from Eq. (2.66) or (2.68).
2.8 Third-Order Solution
The third-order equations to be solved are Eqs (2.18), (2.28), and (2.29) with
j = 3, (2.22), and (2.27), which are linear in third-order quantities. For external
populations (when b = m+1, . . . , p), φb
(2) and φb
(3) are both zero by definition.
As in Sec. 2.7, we also treat the special case in which there is only a firing
rate nonlinearity to provide a more direct derivation and a check on the more
general analysis.
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2.8.1 General Case
In Fourier space, we obtain the following set of third-order equations by using
the Fourier transforms from (2.32) to (2.35):
φ(3)a = ΓaQ
(3)
a , (2.77)
V (3)a = La
∑
b
[
eiωτabν
(0)
ab φ
(3)
b + e
iωτabν
(1)
ab ⊗ φ(2)b
+ eiωτabν
(2)
ab ⊗ φ(1)b + ν(3)ab φ(0)b
]
, (2.78)
Q(3)a =
[
V (3)a − θ(3)a
]
S(1)a +
[{
V (2)a − θ(2)a
}⊗ {V (1)a − θ(1)a }]S(2)a
+
1
6
[{
V (1)a − θ(1)a
}⊗ {V (1)a − θ(1)a }⊗ {V (1)a − θ(1)a }]S(3)a , (2.79)
= S(1)a
[
V (3)a − θ(3)a
]
+
S
(2)
a[
S
(1)
a
]2 [Q(2)a ⊗Q(1)a ]
+
1
6
[
S
(1)
a
]4 (S(1)a S(3)a − 3 [S(2)a ]2) [Q(1)a ⊗Q(1)a ⊗Q(1)a ] , (2.80)
θ(3)a = L
θ
a
[
χaQ
(3)
a +
∑
b
µabφ
(3)
b
]
, (2.81)
ν
(3)
ab = L
ν
ab
[
ηabQ
(3)
a + ζabφ
(3)
b
]
. (2.82)
These equations are linear in the third-order perturbations and also involve
first-order and second-order terms.
The convolutions which are explicit in Eqs (2.78) and (2.79) arise from the
Fourier transform of [V (2)(r, t)−θ(2)(r, t)][V (1)(r, t)−θ(1)(r, t)] and [V (1)(r, t)−
θ(1)(r, t)]3. The function f ⊗ g ⊗ h can be written as
(f ⊗ g ⊗ h)(k, ω) =
∫ ∫ ∫ ∫
f(k− k′ − k′′, ω − ω′ − ω′′)
×g(k′, ω′)h(k′′, ω′′) d
2k′
(2pi)2
d2k′′
(2pi)2
dω′
2pi
dω′′
2pi
. (2.83)
Now we use similar mathematical steps to those employed for last two orders
to obtain the third-order solution in the form of matrix expressing the internal
49
field in terms of the external ones. First we use (2.77) to eliminate Q
(3)
a from
(2.78), (2.81), and (2.82) in favor of φ
(3)
a . Then we substitute the resulting
equation of ν
(3)
ab into (2.78). The equations for V
(3)
a and θ
(3)
a can be substituted
into (2.79) after using (2.77) to eliminate Q
(3)
a in favor of φ
(3)
a . This results in
a matrix equation for internal populations Ψ(3) of the form
Ψ(3) = TˆZ(3), (2.84)
or, equivalently,
ψ(3)a =
∑
b
TˆabZ
(3)
b , (2.85)
Z(3)a = LaΓaS
(1)
a
[∑
d
′
eiωτad
{
ν
(1)
ad ⊗ φ(2)d
}
+
∑
c
eiωτac
{
ν(2)ac ⊗ φ(1)c
}]
+ ΓaS
(2)
a
[{
V (2)a − θ(2)a
}⊗ {V (1)a − θ(1)a }]
+
1
6
ΓaS
(3)
a
[{
V (1)a − θ(1)a
}⊗ {V (1)a − θ(1)a }⊗ {V (1)a − θ(1)a }] , (2.86)
where Z(3) is implicitly a function of Ξ(1)(k, ω) via the results of Secs 2.6 and
2.7, particularly Eqs (2.51)-(2.54), and (2.65) for Tˆ. In (2.86) the prime on
the sum again indicates internal populations only, whereas the unprimed sum
is over all populations,
Starting from Eq. (2.80) and using (2.32), (2.36), (2.38), (2.56), and (2.59)
to eliminate Q
(1)
a and Q
(2)
a in favor of φ
(1)
a and φ
(2)
a , respectively, we find
Z(3)a = LaΓaS
(1)
a
[∑
d
′
eiωτad
{
ν
(1)
ad ⊗ φ(2)d
}
+
∑
c
eiωτac
{
ν(2)ac ⊗ φ(1)c
}]
+
ΓaS
(2)
a
2
[
S
(1)
a
]2 [{Daφ(2)a }⊗ {Daφ(1)a }]+ Γa
6
[
S
(1)
a
]4 (S(1)a S(3)a − 3 [S(2)a ]2)
× [{Daφ(1)a }⊗ {Daφ(1)a }⊗ {Daφ(1)a }] . (2.87)
Starting from (2.87), and using the results in the previous sections, we can
eliminate the second order terms in terms of first order terms, then other first
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order terms in terms of the φ
(1)
a . The transfer function (2.47) then allows us to
express Ψ(3) in terms of convolutions between terms involving triads of external
inputs ξ
(1)
x , ξ
(1)
y , and ξ
(1)
z ; these correspond to four-wave processes with ψ(3) as
a product wave.
2.8.2 Third-Order Response to External Fields
For the third order response, Eq. (2.87) can be re-expressed directly in terms
of convolutions of responses to external inputs, labeled x, y, and z, via the
results in Secs 2.6 and 2.7. In particular, we use (2.49), (2.50), (2.53), (2.61),
and (2.68). These steps enable the general result to be expressed as a sum over
four terms denoted by Rj, j = 1 . . . 4, with
ψ(3)a =
∑
b
[
R1ab +R
2
ab +R
3
ab +R
4
ab
]
, (2.88)
where
R1ab = TˆabΓbLbS
(1)
b
∑
d
′
eiωτbd
[{∑
x
′′
T νbdxξ
(1)
x
}
⊗
{∑
n
TˆdnΓnLnS
(1)
n
∑
f
eiωτnf
({∑
y
′′
T νnfyξ
(1)
y
}
⊗
{∑
z
′′
Tfzξ
(1)
z
})
+
∑
n
TˆdnΓn
S
(2)
n
2
[
S
(1)
n
]2
({∑
y
′′DnTnyξ(1)y
}
⊗
{∑
z
′′DnTnzξ(1)z
})}]
, (2.89)
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R2ab = TˆabΓbLbS
(1)
b
∑
c
eiωτbc
[{
Lνbc
∑
s
(
ηscDsδbs + ζscδcs
)
×
[∑
n
TˆsnΓnLnS
(1)
n
∑
f
eiωτnf
({∑
x
′′
T νnfxξ
(1)
x
}
⊗
{∑
y
′′
Tfyξ
(1)
y
})
+
∑
n
TˆsnΓn
S
(2)
n
2
[
S
(1)
n
]2
({∑
x
′′DnTnxξ(1)x
}
⊗
{∑
y
′′DnTnyξ(1)y
})]}
⊗
{∑
z
′′
Tczξ
(1)
z
}]
, (2.90)
R3ab = TˆabΓb
S
(2)
b
2
[
S
(1)
b
]2
[{
Db
∑
n
TˆbnΓnLnS
(1)
n
∑
f
eiωτnf
({∑
x
′′
T νnfxξ
(1)
x
}
⊗
{∑
y
′′
Tfyξ
(1)
y
})
+Db
∑
n
TˆbnΓn
S
(2)
n
2
[
S
(1)
n
]2
({∑
x
′′DnTnxξ(1)x
}
⊗
{∑
y
′′DnTnyξ(1)y
})}
⊗
{∑
z
′′DbTnzξ(1)z
}]
, (2.91)
R4ab =
TˆabΓb
6
[
S
(1)
b
]4(S(3)b S(1)b − 3 [S(2)b ]2)[
{∑
x
′′DbTbxξ(1)x
}
⊗
{∑
y
′′DbTbyξ(1)y
}
⊗
{∑
z
′′DbTbzξ(1)z
}]
. (2.92)
2.8.3 Special Case: Firing-Rate Nonlinearity
When all the χa, µab, ηab, and ζab are zero, θa and νab are constant and the only
nonlinearity comes from the sigmoid function, as in the second-order special
case considered in Sec. VIB. This gives three third-order equations to solve,
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namely (2.18) with j = 3, (2.22), and (2.27). These yield
φ(3)a = ΓaQ
(3)
a , (2.93)
V (3)a = La
∑
b
′
ν
(0)
ab e
iωτabφ
(3)
b , (2.94)
Q(3)a = V
(3)
a S
(1)
a + V
(2)
a ⊗ V (1)a S(2)a
+
1
6
S(3)a V
(1)
a ⊗ V (1)a ⊗ V (1)a , (2.95)
where the convolution arises from the Fourier transforms of {V (2) × V (1)} and
{V (1)}3 defined by (2.62) and (2.83), respectively.
Using similar steps to those in Sec. 2.7, we solve the above equations by
first substituting (2.94) into (2.95) and then the resulting equation into (2.93).
This yields
ψ(3)a =
∑
b
′
ΓbTˆab
[{
V
(2)
b ⊗ V (1)b
}
S
(2)
b +
1
6
{
V
(1)
b
⊗V (1)b ⊗ V (1)b
}
S
(3)
b
]
, (2.96)
where Tˆab is as in (2.74) for this special case.
Use of similar mathematical steps to those employed in the second-order
special case then results in
Ψ(3) = TˆZ(3), (2.97)
Z(3)a = ΓaS
(2)
a V
(2)
a ⊗ V (1)a
+
1
6
ΓaS
(3)
a V
(1)
a ⊗ V (1)a ⊗ V (1)a . (2.98)
We can re-express ψ
(3)
a for this special case in terms of triads of external
inputs labeled x, y, and z after using (2.68) and (2.46)-(2.50) in (2.57). This
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gives
ψ(3)a =
∑
b
′
TˆabΓb
S
(2)
b
2
[
S
(1)
b
]2
[(
Db
∑
n
Tˆ ′bnΓn
S
(2)
n
2
[
S
(1)
n
]2
{∑
x
′′DnTnxξ(1)x
}
⊗
{∑
y
′′DnTnyξ(1)y
})
⊗
(∑
z
′′DbTbzξ(1)z
)]
+
∑
b
′
Tˆab
Γb
6
[
S
(1)
b
]4 (S(1)b S(3)b − 3 [S(2)b ]2)
[{∑
x
′′DbTbxξ(1)x
}
⊗
{∑
y
′′DbTbyξ(1)y
}
⊗
{∑
z
′′DbTbzξ(1)z
}]
, (2.99)
where the sum n is over both internal and external populations. Here, we used
χa, µab, ηab, and ζab are zero, which implies that θa and νab are constant, and
the only nonlinearity comes from the sigmoid function in this special case. This
result is equivalent to the one in Sec. 2.8.2 in this case.
2.9 Power Spectrum
One widely measured quantity is the power spectrum, whose NFT form has
been successfully compared with experimental results on up to 1500 subjects
by a number of authors (Robinson et al., 2002, 2005; Van Albada et al., 2010;
Chiang et al., 2011). Recently, firing-rate nonlinearities were approximately
incorporated into NFT to enable the prediction and verification of the existence
of a 24 – 30 Hz harmonic of the sleep spindle peak in the spectrum (Abeysuriya
et al., 2014a,b). Here we make these calculations systematic and derive a
number of general results.
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2.9.1 General Theory
To lowest nonlinear order, the power spectrum can be written as
Pa(k, ω) = |φa(k, ω)− φ(0)a |2, (2.100)
≈ |φ(1)a |2 + 2Re
[
φ(1)a φ
(2)∗
a
]
+ |φ(2)a |2 + 2Re
[
φ(1)a φ
(3)∗
a
]
, (2.101)
where we have omitted the arguments k and ω for compactness, except in the
first line. Terms of higher order have been omitted from (2.101), and some
constants arising due to dimensional quantities could also be associated with
any of the terms on the right side of Eq. (2.101). The dominant contribution to
EEG and fMRI signals is from the field φe, since excitatory pyramidal neurons
are most numerous and aligned in the cortex (Nunez and Cutillo, 1995; Kandel
et al., 2000).
Here we calculate the nonlinear spectrum on the assumption of uncorrelated
white noise inputs to the system, which has been demonstrated to account well
for a wide variety of spontaneous activity, including the linear power spectrum
of EEG in normal subjects over nearly three decades in frequency (Robinson
et al., 2002, 2005; Deco et al., 2008; Chiang et al., 2011). This assumption is
not satisfied by the impulse stimuli used to excite evoked potentials, nor by the
periodic ones that drive steady-state visual evoked potentials, for example.
We assume random phase uncorrelated inputs, which can also be assumed
to be of unit variance without loss of generality since the normalization of the
variance can be absorbed into the coefficients νax that weight these inputs,
without loss of generality. This corresponds to
〈ξ(1)x (r, t)ξ(1)y (r′, t′)〉 = δxyδ2(r− r′)δ(t− t′), (2.102)
where the angle brackets indicate a phase average, which is often equated to an
average over realizations experimentally, on the ergodic principle. In Fourier
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space, one has
〈ξ(1)x (k, ω)ξ(1)∗y (k′, ω′)〉 = (2pi)3δxyδ2(k− k′)δ(ω − ω′). (2.103)
Note that the assumption of random-phase inputs implies that only two-point
correlations are nonzero.
The first term in (2.101) is the usual linear spectrum, which is a quadratic
function of the external terms ξ
(1)
x . Use of (2.46) to express φe (or some other
observable whose spectrum is desired) in terms of the ξ
(1)
x , leads to a double
sum over products of these quantities, which collapses to a single sum over x
because of the factor δxy in (2.102).
The second term in (2.101) averages to zero if the inputs are random-phase,
since it involves a product of three of the uncorrelated ξ
(1)
x . The terms in the
final line are fourth-order in the ξ
(1)
x and represent the lowest-order nonlinear
corrections to the spectrum if the inputs are random-phase. The phase average
of the first of these terms can be written in terms of the quantity κ = (k, ω),
which we introduce for notational compactness. The result (2.67) is a sum
of convolutions between terms involving external inputs. By rewriting these
convolutions in the form
(f ⊗ g)(κ) =
∫
dκ1
∫
dκ2f(κ1)g(κ2)δ(κ− κ1 − κ2), (2.104)
we see that the delta function embodies energy-momentum conservation in
the three-wave process κ1 + κ2 → κ when viewed as an interaction between
quanta. Since this integral extends over both positive and negative ranges, it
also embodies decay processes in which κ labels a product wave.
Using the above steps, we find that the third term in (2.101) is a sum of
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terms of the form (we show only one for simplicity)
〈|φ(2)(κ)|2〉 =
∫
dκ1
∫
dκ2
∫
dκ3
∫
dκ4 × δ(κ− κ1 − κ2)δ(κ− κ3 − κ4)
× Ax(κ1)By(κ2)A∗u(κ3)B∗v(κ4)
× 〈eiψx(κ1)eiψy(κ2)e−iψu(κ3)e−iψv(κ4)〉 , (2.105)
where x, y, u, and v denote independent noise sources, the A and B are transfer
functions whose detailed forms are not needed in this section, the ψ(κ) are the
phases of the noise inputs ξ(1)(κ), and the angle brackets denote phase averages.
The phase average in (2.105) is zero unless its four factors can be split into
two pairs, each of which has a nonzero average. For the product of two such
factors to have a nonzero average, their noise sources must be the same and
their phases must be equal and opposite, which in turn implies that their κ
vectors must be equal and opposite (or equal if their phases are opposite in
sign), since Fourier transforms of real quantities satisfy ξ(1)(−κ) = ξ(1)∗(κ); no
other nonrandom phase relationships exist. This leads to three possibilities:
(i) If κ1 = −κ2 and κ3 = −κ4, the right side of (2.105) is only nonzero for
κ = 0, so we do not consider this possibility further.
(ii) If κ1 = κ3 and κ2 = κ4, we can use these relationships and the two delta
functions in (2.105) to perform three of the four integrations and reduce the
number of noise sources to be summed over to two.
(iii) If κ1 = κ4 and κ2 = κ3, we recover (ii) with the roles of κ3 and κ4
interchanged.
A similar analysis to the above shows that the terms that are nonzero in
the final term in (2.101) in the random phase case are ones that represent four-
wave interactions in which two incoming linear waves that scatter to a pair
of outgoing waves with the same wave vectors and frequencies. Since these
interactions do not change the linear spectrum, we do not consider this term
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further here.
2.10 Summary and Discussion
Systematic expansion of a set of neural field theory (NFT) equations has been
carried out in terms of nonlinear response functions, analogously to meth-
ods used in nonlinear plasma theory and nonlinear optics. The expansion
includes terms that account for firing rate nonlinearities, changes to synaptic
strengths, firing threshold modulations, facilitation, refractoriness, reversal-
potential modulations, depression, and other effects, thereby combining and
greatly extending previous NFT analyses. Although the calculations are com-
plicated in places, they enable general results of greater simplicity to be ob-
tained in many cases.
The expansion method expresses each order in the form of a set of linear
equations that can be solved in terms of the lower orders. The results ex-
press physical quantities of a given order in terms of inputs to the system,
via nonlinear transfer functions. These transfer functions involve convolutions
that ensure energy and momentum conservation in the random phase limit in
which the interacting waves can be viewed semiclassically as being composed
of quanta — a widely used approach in optics and plasmas (Melrose, 1986;
Melrose and McPhedran, 1991; Boyd, 2003). The second and third orders of
our expansion correspond to three- and four-wave processes, respectively.
The results are used to calculate the power spectrum up to fourth order,
thereby generalizing the second-order power spectrum of linear system pertur-
bations. In the case of random phase inputs, the results simplify substantially
to a form involving an integral over products of terms from the linear spectrum.
This analysis lays the foundations for treatment of a host of wave-wave
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and wave-neuron interactions such as harmonic and subharmonic generation,
entrainment, wave coalescence and decay, habituation, and facilitation in a way
that spans scales from fractions of a millimeter to the whole brain. Moreover,
by including all these mechanisms and effects in a mutually compatible way
in a single analysis, it enables hybrid wave modes and interactions between
nonlinearities to be examined systematically. Especially promising applications
include harmonic generation in spontaneous and steady-state evoked activity,
and wave-wave interactions during the onset of seizures.
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Chapter 3
Spectral Signatures of
Activity-dependent Neural
Feedback in the Corticothalamic
System
3.1 Abstract
The modulation of neural quantities by presynaptic and postsynaptic activ-
ities via local feedback processes is investigated by incorporating nonlinear
phenomena such as relative refractory period, synaptic enhancement, synap-
tic depression, and habituation. This is done by introducing susceptibilities,
which quantify the response in either firing threshold or synaptic strength to
unit change in either presynaptic or postsynaptic activity. Effects on the power
spectra are then analyzed for a realistic corticothalamic model to determine the
spectral signatures of various nonlinear processes and to what extent these are
distinct. Depending on the feedback processes, there can be enhancements or
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reductions in low-frequency and/or alpha power, splitting of the alpha reso-
nance, and/or appearance of new resonances at high frequencies. These fea-
tures in the power spectra allow processes to be fully distinguished where they
are unique, or partly distinguished if they are common to only a subset of
feedbacks, and can potentially be used to constrain the types, strengths, and
dynamics of feedbacks present.
3.2 Introduction
Waves and oscillations are ubiquitous in the brain and properties such as fre-
quencies, phases, velocities, power spectra, correlations, and coherence are
measurable via electroencephalography (EEG) and other methods (Nunez and
Cutillo, 1995; Robinson, 2003; Niedermeyer and Lopes da Silva, 2005). The
strongest waves and oscillations, such as those evoked by intense stimuli (Nie-
dermeyer and Lopes da Silva, 2005; Herrmann, 2001), or occurring in epileptic
seizures (Robinson et al., 2001; Breakspear et al., 2006), also display a range
of nonlinear phenomena, such as period doubling, harmonic generation, and
entrainment (Herrmann, 2001; Roberts and Robinson, 2012).
The features of EEG power spectra have proved to be useful to detect
various waking and sleep-wake stages, and sleep spindle and its harmonics
(Robinson et al., 1997, 2002; Abeysuriya et al., 2014a,b, 2015). EEG power
spectral analysis also reveals differences between healthy controls and patients
with some pathological conditions like severe brain injury, neurogenic pain, and
neurological disorders compared to a resting baseline (Goldfine et al., 2011;
Fellinger et al., 2011). EEG power spectra have been successfully compared
with experimental results on up to 2100 subjects in various studies (Robinson
et al., 2002, 2005; Chiang et al., 2011; Abeysuriya et al., 2014a,b, 2015). If
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EEGs can be quantified in more detail in terms of underlying anatomical and
physiological effects, including nonlinear processes, their value as a probe of
brain function would be greatly enhanced and would potentially provide new
windows on brain processes (Robinson et al., 1997, 2002).
Nonlinear effects that can be driven by neural activity include facilitation,
depression, refractory effects, plasticity, and firing-rate nonlinearities (Freeman,
1975; Nunez and Cutillo, 1995; Ermentrout, 1998; Koch, 1999; Rennie et al.,
1999, 2000; Wassermann et al., 2008; Deco et al., 2008; Fung et al., 2013), which
can induce wave-wave interactions. Much work has been done on the physics
of neural nonlinearities of these types (Koch, 1999; Dayan and Abbott, 2001).
Each of the above nonlinear phenomena can be regarded as being due to a
feedback process, arising from metabolic and biophysical processes that depend
on presynaptic and postsynaptic neural firing rates and membrane potentials
(Rennie et al., 1999, 2000; Wright et al., 2001). These feedbacks modulate
neuronal parameters such as firing thresholds and synaptic strengths.
One approach to analysis of multiscale brain activity has been to average
neural quantities such as neural firing rates, soma voltages, and incoming ac-
tivity levels over multiple neurons to obtain equations for the evolution of these
averages (and higher moments in some cases) on scales of a few tenths of a mm
and above (Deco et al., 2008). The resulting neural field theories (NFTs) have
been successfully used to explain a wide variety of brain activity phenomena
(Beurle, 1956; Wilson and Cowan, 1973; Lopes da Silva et al., 1974; Nunez,
1974; Freeman, 1975; Amari, 1977; Nunez and Cutillo, 1995; Wright and Liley,
1996; Jirsa and Haken, 1996; Robinson et al., 1997; Ermentrout, 1998; Robinson
et al., 2001, 2002; Bressloff and Cowan, 2002; Robinson, 2003, 2005; Robinson
et al., 2005; Coombes, 2005; Steyn-Ross et al., 2005; Breakspear et al., 2006;
Deco et al., 2008; Richardson, 2012).
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Nonlinear NFT allows local neural feedbacks to be formulated in terms of
susceptibilities (Rennie et al., 1999, 2000; Robinson and Roy, 2015), each of
which quantifies the strength of response of a neural quantity (e.g., a threshold
or synaptic strength) per unit presynaptic input or postsynaptic activity. This
is analogous to use of susceptibilities in nonlinear plasma theory and nonlinear
optics (Melrose, 1986; Melrose and McPhedran, 1991; Boyd, 2003), and the
susceptibilities themselves are treated as being constant in the present work.
In previous work, the generation of certain peaks in brain activity spectra was
linked to local cortical feedbacks (Rennie et al., 1999), where local denotes
feedbacks at a particular location that depend only on presynaptic activity
arriving at that point, and/or postsynaptic activity at the same point. The
present work includes nonlinear response functions that couple waves with other
waves or neurons. Each nonzero susceptibility in NFT is associated with the
modulation of a neural quantity, and hence results in a deviation of the power
spectrum of the system from the spectrum in the absence of these effects.
Signatures of feedbacks in power spectra can thus potentially be used to identify
some neurophysiological phenomena such as facilitation, habituation, reversal
potential modulation, and relative refractory period, although if more than one
feedback has similar spectral effects, only this group of feedbacks may be able
to be distinguished from others.
We systematically study the deviation of the power spectra due to local neu-
ral feedback processes in a model of the corticothalamic system. Section 3.3
contains the theoretical background to study nonlinear physical feedback ef-
fects via NFT. Section 3.4 examines the effects of susceptibilities on frequency
spectra and the signatures that may be of use as diagnostics. The results are
summarized in Sec. 3.5.
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3.3 Theory
In this study, weakly nonlinear dynamics of neural tissue is systematically ex-
panded in terms of first order perturbations of neural activity relative to a
fixed point (Robinson and Roy, 2015). A brief discussion of NFT is provided
in Sec. 3.3.1. Sections 3.3.2 and 3.3.3 include discussions on the modulation
of firing threshold and synaptic strength, respectively, along with underlying
physiology of neural feedbacks that these can represent. Systematic expansion
of NFT parameters to obtain the first order transfer function and power spec-
trum is carried out in Sec. 3.3.4. In Sec. 3.3.5, a specific corticothalamic model
is introduced in order to predict the signatures of nonlinear processes in the
power spectrum of realistic brain activity.
3.3.1 Dynamics of Physical Quantities from NFT
Following Robinson and Roy’s analysis of nonlinear NFT (Robinson and Roy,
2015), we consider a neural system with a total of p populations (p = m + n
where m and n are the numbers of internal and external populations, re-
spectively). Internal populations receive inputs from internal and external
populations and are characterized by fields that represent mean soma poten-
tials Va(r, t) relative to the resting potential, mean firing rates Qa(r, t) with
a = 1, . . . ,m, and mean axonal spike rates φa(r, t), all of which are functions of
position r and time t. External populations receive no inputs from other pop-
ulations and are characterized by specified fields φa(r, t) that represent inputs
from outside the system.
The dynamics of the m internal soma voltage responses Va to the p in-
coming spike fields φb from other internal and external populations labeled b,
allowing for the dynamics of synapses, dendrites, and soma charging, is widely
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approximated as (Robinson et al., 1997, 2002, 2005)
DaVa(r, t) =
∑
b
νabφb(r, t− τab). (3.1)
Here, the sum extends over all p fields φb, τab is a discrete time delay involved in
signals traveling to population a from population b when these are in different
structures, the νab are coupling strengths (positive for excitatory strengths and
negative for inhibitory ones), and Da is an ordinary differential operator that
approximates the overall temporal dynamics of the processes, with
Da =
1
αβ
d2
dt2
+
(
1
α
+
1
β
)
d
dt
+ 1, (3.2)
where 1/α and 1/β are the characteristic rise time and decay time, respectively,
of the response at the cell body.
The firing rate Qa is nonlinearly related to the corresponding mean soma
potential Va, with (Robinson et al., 1997, 2002, 2005)
Qa(r, t) = Sa[Va(r, t)− θa(r, t)], (3.3)
where the sigmoid function Sa is commonly approximated as (Robinson et al.,
2002)
Sa(Va − θa) = Q
max
a
1 + exp [−(Va − θa)/σ′a]
, (3.4)
where σ′api/
√
3 is the standard deviation of the distribution of thresholds θa in
the population, and Qmaxa is the maximal firing rate of neurons of type a.
The m internal neural fields φa are related to the average spike rates gen-
erated by population a by
Daφa(r, t) = Qa(r, t), (3.5)
where Da is a partial differential operator governing the propagation of φa
(Robinson et al., 1997, 2005), with
Da = 1
γ2a
∂2
∂t2
+
2
γa
∂
∂t
+ 1− r2a∇2, (3.6)
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where ra is the mean axon length for the population a, va is the pulse velocity,
and γa = va/ra represents the field damping rate. The wave propagation Da is
only significant at large spatial scales when axons are long.
3.3.2 Modulation of Firing Thresholds by Feedback Pro-
cesses
As mentioned in Sec. 3.2, a number of biophysical processes that modulate
neuronal responses can be considered to be instances of local feedback (Ren-
nie et al., 1999, 2000; Wright et al., 2001), which is defined to be feedback
that depends only on presynaptic inputs that arrive at the same location, and
postsynaptic activity at the same point. For example, firing thresholds and
synaptic strengths can be modulated by long-acting neuromodulators and by
reduced excitability immediately following firing of a neuron (Rennie et al.,
1999, 2000). Some parameters are not modulated in the present work, includ-
ing the maximum firing rate, the velocity of axonal propagation, and synaptic
rates.
Considering local feedback effects, one can write the modulation of firing
threshold θa as the sum of the modulations due to the activities of postsynap-
tic population a and activities coming from all the presynaptic populations b
(Rennie et al., 1999, 2000; Koch, 1999; Dayan and Abbott, 2001) as
Dθa
[
θa(r, t)− θ(0)a
]
= χa
[
Qa(r, t)−Q(0)a
]
+
∑
b
µab
[
φb(r, t)− φ(0)b
]
, (3.7)
where Dθa is an ordinary temporal differential operator, the χa and µab are
susceptibilities, and the superscript (0) denotes steady-state values. We make
66
the approximation
Dθa =
(
1
η
d
dt
+ 1
)n
, (3.8)
where η is a characteristic rate constant and n is a small integer, with n = 1
in the present work. Increasing the order of feedback taking n > 1 changes
the temporal profile of the feedback, but does not have major effects on the
resulting dynamics (Rennie et al., 1999).
Previous work on local feedbacks on θa by Rennie et al. (Rennie et al., 1999,
2000) was a special case of the general form of modulation in Eq. (3.7). In their
work they considered Va instead of Qa as the modulating postsynaptic variable.
However, Va− V (0)a ∝ Qa−Q(0)a for small perturbations from equilibrium. The
operator Dθa in Eq. (3.8) is equivalent to the operator H of Rennie et al. (Rennie
et al., 1999, 2000). Hence χa parameterizes the “type D” feedback of Rennie
et al., while µab parameterizes their “type C” feedback.
If Qa increases in Eq. (3.7) for ω  η (where ω is the angular frequency),
an increase in θa is associated with positive χa. Similarly, an increase in firing
threshold when φb increases is associated with positive µab. Figure 3.1 shows
schematically how the modulation of a postsynaptic threshold θa is captured
by the susceptibilities χa and µab. Some biological processes that can be pa-
rameterized by these susceptibilities are described in the following paragraphs.
(i) When an action potential is produced after the membrane potential
passes the firing threshold (Koch, 1999; Dayan and Abbott, 2001), there is a
subsequent period of hyperpolarization characterized by the relative refractory
period, and it is nearly impossible to evoke an action potential during that
period. This relative refractory period become longer when θa increases due to
an increase of Qa, and hence is parameterized by positive χa in Eq. (3.7).
(ii) In the absence of action potentials, Ca2+ released from intracellular
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φb
νab
μab
ɳab
ζab
χa θa
Figure 3.1: Schematic showing how the modulation of neural quantities of a
postsynaptic neuron a via local feedback processes is parameterized by each of
the susceptibilities. The modulation of the firing threshold θa of neuron a by
the postsynaptic firing rate Qa is parameterized by the susceptibility χa, and
its modulation by presynaptic activity φb is captured by µab. Modulation of
the synaptic strength νab by the postsynaptic firing rate Qa is parameterized
by ηab, and its modulation by presynaptic activity φb is parameterized by ζab.
Examples of underlying physiological effects are discussed in Secs 3.3.2 and
3.3.3.
stores can lead to a burst of glutamate release which is sufficient to drive the
postsynaptic cell above threshold. This provides an action potential-independent
timing mechanism for impulse propagation in the central nervous system (Sharma
and Vijayaraghavan, 2003). The Ca2+ release is a result of the presynaptic
activities φb and causes a decrease in the firing threshold θa of postsynaptic
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neurons, and hence corresponds to negative µab in Eq. (3.7).
(iii) Increasing Na+ conductance is associated with depolarization, and thus
tends to reduce the postsynaptic θa as the presynaptic field φb increases (Chan-
dler and Meves, 1970; Matzner and Devor, 1992; Koch, 1999). Hence, this
mechanism is also parameterized by negative µab in Eq. (3.7).
3.3.3 Modulation of Synaptic Strengths by Feedback Pro-
cesses
Synaptic strengths νab can be modified by postsynaptic and/or presynaptic
activities (Rennie et al., 1999, 2000) as illustrated in Fig 3.1. Local feedback
effects on the dynamics of νab can thus be approximated as (Robinson and Roy,
2015)
Dνab
[
νab(r, t)− ν(0)ab
]
= ηab
[
Qa(r, t)−Q(0)a
]
+ζab
[
φb(r, t)− φ(0)b
]
, (3.9)
where in the present work Dνab(t) = D
θ
a(t) is assumed to avoid complexity for
the temporal ordinary differential operator defined by Eq. (3.8), and ηab and
ζab are susceptibilities.
As for Eq. (3.7), Eq. (3.9) generalizes the form of feedback discussed by Ren-
nie et al. (Rennie et al., 1999, 2000). The same considerations as in Sec. 3.3.2
mean that ηab in Eq. (3.9) parameterizes the “type B” feedback of Rennie et
al. (Rennie et al., 1999, 2000), while ζab parameterizes their “type A” feedback.
Some physiological phenomena that can be parameterized by ηab and ζab
are described in the following paragraphs.
(i) Changes in the postsynpatic activity Qa perturb the transmembrane po-
tential of population a, which affects the synaptic strength νab (Rennie et al.,
2000). The resulting changes in νab are proportional to the difference between
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the transmembrane potential and synaptic reversal potential. Hence, an in-
crease in νab due to an increase in postsynaptic activity can be parameterized
by positive ηab.
(ii) Synaptic enhancement (e.g., synaptic facilitation at short timescales)
refers to an increase in positive synaptic strength νab due to an increase in in-
coming activity φb and hence is embodied by positive ζab in Eq. (3.9). (Markram
et al., 1998; Tsodyks et al., 1998; Thomson, 2000; Rennie et al., 2000).
(iii) Synaptic depression occurs when synaptic strength is weakened due
to the lower neurotransmitter release in the presynaptic terminal immediately
after an action potential (Groves and Thompson, 1970; Prescott, 1998). This
results from a decrease in positive synaptic strength νab (or increase in the
magnitude of negative νab) due to an increase in presynaptic activity φb, and
hence is embodied by negative ζab in Eq. (3.9).
(iv) Habituation is a decrease in the response of neurons to repetitive ex-
ternal stimuli. This results from a decrease in positive synaptic strength νab
(or increase in the magnitude of negative νab) due to an increase of presynaptic
activity φb (Groves and Thompson, 1970; Prescott, 1998). Hence, habituation
is captured by negative ζab in Eq. (3.9).
3.3.4 First order NFT
The power spectrum of activity fluctuations calculated using NFT has been
successfully compared with experimental results (Robinson et al., 2002, 2005;
Van Albada et al., 2010; Chiang et al., 2011; Abeysuriya et al., 2014a,b). In
this section we find the power spectrum using the linear transfer function of
NFT. Following the analysis of Robinson and Roy (Robinson and Roy, 2015),
the dynamical quantities M we mentioned up to here are perturbed to first
70
order so that
M ≈ M (0) +M (1), (3.10)
where M stands for Qa, Va, φa, θa, or νab, and M
(0) and M (1) are the steady-
state value and first order perturbation of M , respectively. The dynamical
equations (3.1), (3.3)–(3.5), (3.7), and (3.9) then become (Lopes da Silva et
al., 1974)
Daφ(1)a = Q(1)a , (3.11)
DaV
(1)
a =
∑
b
[
ν
(0)
ab φ
(1)
b + ν
(1)
ab φ
(0)
b
]
, (3.12)
Q(1)a =
[
V (1)a − θ(1)a
]
S(1)a , (3.13)
Dθaθ
(1)
a = χaQ
(1)
a +
∑
b
µabφ
(1)
b , (3.14)
Dνabν
(1)
ab = ηabQ
(1)
a + ζabφ
(1)
b . (3.15)
In Eq. (3.13), S
(1)
a is defined to be the first derivative of the sigmoid function
(3.4)
S(1)a =
∂Sa
∂Va
= −∂Sa
∂θa
, (3.16)
evaluated at the steady-state values of V
(0)
a and θ
(0)
a .
We proceed by Fourier transforming Eqs (3.11)–(3.15) in space and time,
with the Fourier transform and its inverse defined by
g(k, ω) =
∫ ∫
g(r, t)e−ik·r+iωtd2rdt, (3.17)
g(r, t) =
∫ ∫
g(k, ω)eik·r−iωt
d2k
(2pi)2
dω
2pi
, (3.18)
where g is an arbitrary square-integrable function, k is a wave vector, ω is the
angular frequency. After Fourier transformation, we write some operators in
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the alternative notation
Γa = 1/Da, (3.19)
La = 1/Da, (3.20)
Lθa = 1/D
θ
a, (3.21)
Lνab = 1/D
ν
ab, (3.22)
Lνab(ω) = L
θ
a(ω) =
(
1− iω
η
)−n
, (3.23)
The first-order feedback operators Lνab and L
θ
a act as low-pass filters with a cut-
off at η ≈ ω. For η  ω, Lνab = Lθa ≈ 1 (which we term fast feedback), whereas
feedback effects are attenuated for ω ≥ η (which we term slow feedback). The
biological effects related to chemical transmission ranges from ms to minutes
(Koch, 1999), which makes both these limiting cases valid possibilities.
The above steps allow us to write
φ(1)a = ΓaQ
(1)
a , (3.24)
V (1)a = La
∑
b
[
eiωτabν
(0)
ab φ
(1)
b + ν
(1)
ab φ
(0)
b
]
, (3.25)
Q(1)a =
[
V (1)a − θ(1)a
]
S(1)a , (3.26)
θ(1)a = L
θ
a
[
χaQ
(1)
a +
∑
b
µabφ
(1)
b
]
, (3.27)
ν
(1)
ab = L
ν
ab
[
ηabQ
(1)
a + ζabφ
(1)
b
]
, (3.28)
where the arguments k and ω of the dynamic quantities are implicit. The factor
eiωτab arises from the time delays τab and is shown explicitly when working in
Fourier space. Note that V
(1)
x and Q
(1)
x are implicit for the n = p−m specified
external fields φ
(1)
x , x = m+1, . . . , p, and do not need to be calculated explicitly.
We now eliminate all other first order quantities in Eqs (3.24)–(3.28) in
terms of the φ
(1)
a . This results in an equation for the m internal fields ψ
(1)
a in
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terms of the n external fields ξ
(1)
x where φTa = (ψ
T
a , ξ
T
x ). This equation is of the
form
∑
b
Aabψ
(1)
b =
∑
x
Baxξ
(1)
x , (3.29)
where
Aab = δab −Xab −Wab, (3.30)
Xab = LaΓaS
(1)
a e
iωτabν
(0)
ab , (3.31)
Wab = S
(1)
a
[{∑
c
Laφ
(0)
c L
ν
acηac − Lθaχa
}
δab
+ Γa
{
Laψ
(0)
b L
ν
abζab − Lθaµab
}]
, (3.32)
Bax = ΓaS
(1)
a
{
Lae
iωτaxν(0)ax
+ LaL
ν
axζaxξ
(0)
x − Lθaµax
}
, (3.33)
where x denotes the n external populations and the sum in Eq. (3.32) is over
all populations, denoted by c. For a 6= b, the two groups of susceptibilities ηab
and χa do not contribute because of the factor δab in Eq. (3.32).
We can also write
ψ(1)a =
∑
x
Taxξ
(1)
x , (3.34)
Tax =
∑
b
A−1ab Bbx, (3.35)
where Tax is the transfer function that expresses ψ
(1)
a in terms of ξ
(1)
x .
The transfer function in Eq. (3.35) enables us to write the power spectrum
of first-order perturbations of neural activity ψ
(1)
a as
Pa(k, ω) = |ψ(1)a (k, ω)|2 =
∑
x
|Tax(k, ω)|2, (3.36)
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for white noise input from external populations x (i.e., |ξ(1)x (k, ω)|2 = 1 without
loss of generality). The corresponding frequency power spectrum is given by
Pa(ω) =
∫
d2k
∑
x
|Tax(k, ω)|2, (3.37)
and EEG spectral peaks occur near resonances of the transfer function; i.e.,
where
det A = 0, (3.38)
where A is an m × m matrix. Equation (3.38) gives exact resonances that
correspond to system instability thresholds (Rennie et al., 1999, 2000; Wright
et al., 2001). In practice, the cortex is modeled as a 2D sheet wrapped in
both directions. The spatial modes kx, ky are limited to multiples of the cortex
characteristic lengths Lx and Ly (where the suffix x is spatial dimension and
different from the external population x). Specifically,
k =
(
2piM
Lx
,
2piN
Ly
)
, (3.39)
where Lx = Ly = 0.5 m corresponding to a cortex of 0.25 m
2. Thus, the
integral in Eq. (3.37) becomes a sum over discrete spatial modes
Pa(ω) =
∞∑
M=−∞
∞∑
N=−∞
∆kx∆ky
∑
x
|Tax(k, ω)|2. (3.40)
Because the amount of power in the spectrum drops quickly for large values of
M and N , in this work the sums in Eq. (3.40) range from −6 ≤M,N ≤ 6.
Upon examining the structure of Eqs (3.30) and (3.34), we find that linear
expansion of A for a small perturbation in W gives
Ψ(1) ≈ [A−10 + A−10 WA−10 + A−10 WA−10 WA−10
+ · · · ]BΞ(1), (3.41)
74
where A0 = I − X and all terms are in matrix form. In the baseline case,
W = 0 and the leading term A0 determines the resonances, which occur where
its inverse is large. The second term in (3.41) is linear in W and is largest where
A−10 is large – i.e., near resonances of the baseline spectrum with zero suscep-
tibilities. Because susceptibilities are included in W, their modulatory effects
are thus expected to affect the power spectra, particularly around resonances.
3.3.5 Corticothalamic Model
In order to use Eq. (3.37) to predict signatures of nonlinear processes in the
power spectrum we adopt a specific corticothalamic model. This model has
been used to make successful comparisons with a wide variety of experimental
data (Robinson et al., 2002; Abeysuriya et al., 2014a,b, 2015), and its physiolog-
ical parameters have been well constrained for normal brain states (Robinson
et al., 2002; Abeysuriya et al., 2014a,b, 2015), with an example set listed in
Table 3.1. We consider a system consisting of four internal populations and
one external population which are: cortical excitatory (e), cortical inhibitory
(i), thalamic reticular (r), thalamic specific (s), and non-corticothalamic (x),
respectively. Figure 3.2 shows the 10 physiologically relevant connections be-
tween the internal and external populations. Following earlier works (Robinson
et al., 1997; Wright and Liley, 1994; Robinson et al., 1998; Abeysuriya et al.,
2014b) we make the assumptions: (i) the numbers of synapses between popula-
tions are proportional to the numbers of source and target neurons; (ii) discrete
time delays are significant for those arising due to discrete anatomical separa-
tions between populations, and the only nonzero time delays in our model are
τes = τer = τre = τse, which correspond to the corticothalamic and thalamocor-
tical propagation; and (iii) the mean axonal ranges for all populations except
the excitatory populations are very small so that only re produce significant
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ei
r
s
ξ
Figure 3.2: Schematic of the corticothalamic model showing the connections
between the system populations. The neural populations shown are cortical
excitatory e and inhibitory i, thalamic reticular r, and thalamic relay (or spe-
cific) nuclei s. Each parameter νab quantifies the connection to population a
from population b. Excitatory connections are shown with solid arrows, and
inhibitory connections are shown with dashed arrows.
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propagation effects, which is consistent with Sec. 3.3.1. This approximation
implies that Γa ≈ 1 except for Γe.
One can find the exact linear resonance condition from the general condition
(3.38) for the corticothalamic model. This yields(
1− ArsAsr
)(
AeeAii − AeiAie
)
−
(
AreAsr − Ase
)(
AeiAis − AesAii
)
= 0. (3.42)
If all the susceptibilities are zero Eq. (3.42) reduces to the baseline case pre-
sented in previous studies (Abeysuriya et al., 2015). As δab is multiplied with
ηab and χa in Eq. (3.32), the only relevant populations for these two are e and
i (i.e., ηee and ηii for ηab and χe and χi for χa), when there are ten individual
µab and ζab.
3.4 Effects of Local Feedbacks on the Power
Spectrum
In this section, we explore the effects of local feedbacks on the power spectrum
of brain activity as parameterized by the susceptibilities χa, µab, ηab, and ζab.
These signatures potentially provide a way to detect and quantify the underly-
ing physical processes, although not all processes will necessarily have a unique
signature, as discussed earlier.
To carry out this exploration we use the corticothalamic NFT described
in Sec. 3.3.5. Upon examining Eq. (3.23), we see that there are two limiting
regimes, η  ω and η  ω. Since corticothalamic activity has characteristic
frequencies ω . ωchar ≈ 100 s−1 (Rennie et al., 1999; Robinson et al., 2004),
we adopt n = 1 and use the values η = 1000 s−1, 100 s−1, and 10 s−1 to span
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the relevant range. To find a suitable range for each susceptibility, we nu-
merically determine which values give significant effects, but avoid instabilities
(which would invalidate linear theory). This implies that any susceptibility
has a magnitude between zero and the value at which an instability sets in.
Significant effects are expected because the spectrum is a measure of neural
activity and this activity is known to be significantly affected by the feedbacks
discussed in Sec. 3.3.2 and 3.3.3 (Koch, 1999).
3.4.1 Effects of χa
The first susceptibilities we consider are the χa, which express the modulation
of firing thresholds by postsynaptic activity in Eq. (3.7).
3.4.1.1 General Effects of χa
Here we first take the same value for all the χa and consider fast feedback with
η = 1000 s−1 in Eq. (3.23) so that characteristic frequencies of brain activities
(usually dominated by f . 30 Hz) satisfy ωchar  η. Figure 3.3(a) shows
the resulting power spectra for the baseline case χa = 0 and various positive
and negative values of χa. For χa = 0 the black curve reproduces prior results
(Abeysuriya et al., 2015) with a characteristic low-frequency 1/f spectrum that
plateaus for f  1 Hz, has alpha and beta peaks near 10 Hz and 20 Hz,
respectively, and exhibits a fast falloff above about 20 Hz.
Figure 3.3(a) shows the features of the spectra for χa 6= 0. For small positive
χa = 0.3 mV s, the spectral peaks are slightly broadened and decreased in
height, with approximately equal and opposite effects for χa = −0.3 mV s. At
larger χa = ±0.8 mV s the changes deviate from this approximate linearity
because higher order terms contribute in Eq. (3.41), with a strong sharpening
of the alpha peak around 10 Hz for negative χa, and reductions in the power
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Table 3.1: Nominal parameters used to generate the figures for the EC (eyes-
closed) waking state from Table 7 of Abeysuriya et al. (Abeysuriya et al., 2015).
Connections between populations are shown in Fig. 3.2. The subscript a implies
all the internal populations (e, i, r, s) have the same parameter value.
Parameters Notation Range/values Unit
Maximum spike Qmaxa 340 s
−1
rate (a = e, i, r, s)
Firing threshold θa 12.9 mV
(a = e, i, r, s)
Threshold spread σ′a 3.8 mV
(a = e, i, r, s)
ν
(0)
ee 1.52 mV s
ν
(0)
ei −3.02 mV s
Steady-state ν
(0)
er 0.0 mV s
coupling ν
(0)
es 0.56 mV s
parameters ν
(0)
ie 1.52 mV s
ν
(0)
ii −3.02 mV s
ν
(0)
ir 0.0 mV s
ν
(0)
is 0.56 mV s
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Parameters Notation Range/values Unit
ν
(0)
re 0.16 mV s
ν
(0)
ri 0.0 mV s
ν
(0)
rr 0.0 mV s
ν
(0)
rs 0.05 mV s
ν
(0)
se 3.44 mV s
ν
(0)
si 0.0 mV s
ν
(0)
sr −1.46 mV s
ν
(0)
ss 0.0 mV s
ν
(0)
xs 3.59 mV s
Cortical γe 116 s
−1
damping rates γi,r,s 12000 s
−1
Axon ranges re 86 mm
ri,r,s 1.5 mm
Stimulus rx 2.0 mm
Inverse synapto- αa 83.33 s
−1
dendritic decay time
Inverse synapto- βa 769.23 s
−1
dendritic rise time
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Parameters Notation Range/values Unit
Steady-state ψ
(0)
e 5.24 s−1
internal fields ψ
(0)
i 5.24 s
−1
ψ
(0)
r 15.39 s−1
ψ
(0)
s 8.78 s−1
External field ξ
(1)
x 1.0× 10−5 s−1
Corticothalamic delay τab 42.5 ms
(ab = es, er, re, se)
spectra at f . 1 Hz for both signs of χa. A shoulder seen on the right side
of the alpha peak becomes more visible with increasingly negative χa, and the
peak starts to split into two. At χa . −1 mV s, the alpha peak diverges,
indicating the onset of linear instability.
The fact that negative χa in Fig. 3.3(a) favors strong peaks and alpha insta-
bility can be understood via Eq. (3.7), which implies that the firing threshold θa
tends to decrease as the firing rate increases. This trend tends to produce still
higher firing rates via Eq. (3.4), which leads to positive feedback and instability
if the susceptibility is large enough.
Some new resonances appear at high frequencies for fast feedback and neg-
ative χa, as seen in Fig. 3.3(a) at 65 Hz < f < 100 Hz (the most significant
one around 90 Hz) for η = 1000 s−1 and χa = −0.8 mV s. Spectral peaks in
this group initially depart from the baseline spectrum, then finally converge
towards it at high frequency where ω  η and feedbacks are filtered out.
We next consider feedback with η = 100 s−1 and the same χa as for η =
1000 s−1 mentioned above. Similar effects as in Fig. 3.3(a) are observed in
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Figure 3.3: The effect of χa on power spectra in the waking eyes-closed (EC)
state using parameters from Table 3.1 for (a) η = 1000 s−1, (b) η = 100 s−1, and
(c) η = 10 s−1. The black curves are for the baseline case χa = 0. Green shows
positive χa and red shows negative χa. The dotted lines are for χa = ±0.3 mV s
and solid are for ±0.8 mV s.
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Fig. 3.3(b) for ω . η, i.e., f . 15 Hz. The exception is that the deviation of
the spectral peaks from the baseline spectrum is less than that for η = 1000 s−1
only, consistent with the behavior discussed in 3.3.4. For larger negative χa =
−0.8 mV s, the alpha peak has a more visible shoulder in Fig. 3.3(b), but not
as large as for the corresponding case in Fig. 3.3(a).
For slow feedback with η = 10 s−1, Fig. 3.3(c) shows similar deviations in
Pe from baseline as those seen in Figs 3.3(a) and (b), but only for f . 1.5 Hz.
When ω  η, the power spectra for both signs of χa converge towards the
baseline one, consistent with Sec. 3.3.4 and previous studies (Rennie et al.,
1999, 2000).
For a nonzero susceptibility group, the roots of Eq. (3.42) correspond to
exact resonance frequencies. In practice, to find the strongest resonances, we
analyze Eq. (3.42) for specific values of |k|, η, and the same fixed susceptibility
value for all populations. The locus of det A(k, ω) has loops on the complex
plane and approaches the origin each time there is a resonance. Figure 3.4 illus-
trates det A(k, ω) for |k| = 0 (solid line); and |k| ≈ 28 and 106 m−1 in dashed
and dotted lines, respectively. The crosses show the alpha resonance (red),
beta resonance (blue), and high-frequency resonance at f ≈90 Hz (green). In
the gray inset, which is a zoom of the small region enclosed by blue borders,
it can be noticed that the loci diverge more around the alpha resonance than
around the other two resonances. This divergence implies that for each spa-
tial eigenmode’s spectrum, the alpha resonance occurs at slightly frequency:
f ≈ 8.5, 9 and 10 Hz) for |k| ≈ 0, 28, 106 m−1, respectively. Thus, the shoulder
on the alpha peak in the power spectrum {illustrated as a red solid line in
Fig. 3.3(a)} is the result of shifts in the individual mode alpha resonances due
to local feedback processes.
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Figure 3.4: Locus of det A(k, ω) in the complex plane for χa = −0.8 mV s;
η = 1000 s−1; |k| = 0 (solid line); and |k| ≈ 28 and 106 m−1 (dashed and dotted
lines, respectively). Frequency ω increases counterclockwise as indicated by the
arrows from ω ≈ 0.6 s−1 (black square) to ω ≈ 628 s−1 (white square). Strong
resonances occur in the corresponding power spectrum when the locus is close
the origin. Red crosses show the location of the alpha resonance for different
spatial eigenmodes; blue crosses indicate the beta resonance; and, green crosses
show the new resonance at approximately 90 Hz as illustrated in Fig. 3.3(a). In
the inset, we observe that the loci diverge around the alpha resonance range,
while they remain close around the other two resonances. The shift of the
alpha resonance for individual spatial eigenmodes produces the shoulder and
split alpha peak observed in the power spectrum calculated as per Eq. (3.40).
3.4.1.2 Effects of Individual χa
So far we have varied all χa together. However, some features of the power spec-
tra for χa 6= 0, especially spectral peaks, can be better understood by examining
the power spectra for individual nonzero χa. As mentioned in Sec. 3.3.5, only
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two individual nonzero χa are relevant via Eq. (3.32): χe and χi. Upon ex-
amining Eqs (3.32) – (3.35), it is expected that χe > 0 will have a positive
contribution to that of the general χa > 0, and χi > 0 will have the opposite
effect.
The range used here for both χe and χi is up to ±0.3 mV s. Power spectra
for χe 6= 0 and η = 1000, 100, and 10 s−1 are depicted in Figs 3.5(a)–(c),
respectively. At f . 1.5 Hz, Fig. 3.5(a) shows that Pe is enhanced relative
to the baseline spectrum for small negative χe (e.g., χe = −0.08 mV s), and
reduced for all positive χe and large negative χe (e.g., χe = −0.3 mV s). The
spectral peaks are sharpened for negative χe and broadened for positive χe
similarly to Fig. 3.3(a). The slowly developing shoulder on alpha peak develops
into a second distinguishable peak for χe = −0.3 mV s in Fig. 3.5(a). Again
the effect of χe is filtered out for ω  η in Figs 3.5(b) and (c), similarly to
Figs 3.3(b) and (c). Since this is a general feature, we do not mention it further
below.
The effect of χe 6= 0 on power spectra can be understood via Eq. (3.7).
Positive χe tends to increase the firing threshold θe, thereby decreasing the
firing rate Qe. Negative values have the opposite effect until nonlinearities
become strong in Eq. (3.41).
Power spectra for χi 6= 0 and η = 1000 s−1, are plotted in Fig. 3.6. At
frequencies below 65 Hz, Pe is enhanced from the baseline spectrum for small
positive χi and it is reduced for all negative χi. These trends are reversed above
f ≈ 65 Hz in Fig. 3.6, which can be explained via nonlinear terms in Eq. (3.41)
[e.g., including second and higher-order terms on the right of Eq. (3.41) along
with the first term to calculate the power spectrum via Eq. (3.37), or resonances
via (3.42)]. For large positive χi, there is a decrease relative to the baseline
spectrum at very low frequencies f < 1 Hz, and an enhancement up to about
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Figure 3.5: The effect of only χe on power spectra in the waking eyes-closed
(EC) state using parameters from Table 3.1 for (a) η = 1000 s−1, (b) η =
100 s−1, and (c) η = 10 s−1. The black curves are for the baseline case χe = 0.
Green shows positive χe and red shows negative χe. The dotted lines are for
χe = ±0.08 mV s and solid are for ±0.3 mV s.
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Figure 3.6: Effect of χi only on power spectra in the waking eyes-closed (EC)
state using parameters from Table 3.1 for η = 1000 s−1. The black curve is the
baseline spectrum (χi = 0). Green shows positive χi and red shows negative
χi. The dotted lines are for χi = ±0.08 mV s and solid are for ±0.3 mV s.
65 Hz. However, in this case there are no new resonances.
Exploration of a range of χi beyond that in Fig. 3.6 reveals some further
features of the power spectra. For η = 100 s−1 and χi = −1 mV s, a spectral
peak is found at f = 4.7 Hz. For η = 10 s−1 and negative χi, a peak develops
at f < 4 Hz, becoming sharp for χi = −1 mV s, which gives a reduction in the
low-frequency (f . 1.5 Hz) power spectrum for large negative χi.
To search for the high-frequency resonances for fast feedback seen for neg-
ative χa in Fig. 3.3(a) we again explore power spectra beyond the values of
individual χa used in Figs 3.5 and 3.6. High-frequency resonances appear for
η ≈ 500 s−1 and negative χi. When η > ω, flat power spectra in the low-
frequency region are found, along with high-frequency resonances at f > 30 Hz.
From the previous paragraph, it can be concluded that the high-frequency
resonances for negative χa in Fig. 3.3(a) in Sec. 3.4.1.1 likely originate from
negative χi. The exact resonance frequencies for high-frequency resonances
can be found by solving for zeros of the resonance condition (3.42) for χi 6= 0.
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3.4.2 Effects of µab
In this section we investigate the effects of the susceptibilities µab, which ex-
press the modulation of firing thresholds of the postsynaptic populations by
presynaptic activities in Eq. (3.7).
3.4.2.1 General Effects of µab
Here we first take the same value for all the µab and consider fast feedback with
η = 1000 s−1 in Eq. (3.23). The resulting power spectra are shown in Fig. 3.7
for various |µab| . 30 µV s. The baseline spectrum in Fig. 3.7 is the same as
in Figs 3.3–3.6. The power spectrum is enhanced for 0 < µab . 30 µV s in
Fig. 3.7 at f < 10 Hz with an opposite effect for negative µab. Beyond the
range of µab in Fig. 3.7, Pe decreases for µab & 40 µV s at f < 1.5 Hz. In
Fig. 3.7 the alpha peak starts to diverge from the baseline spectrum as the µab
increases, with a visible shoulder and onset of instability at µab ≈ 100 µV s.
For f > 30 Hz, discernible spectral peaks are found in Fig. 3.7. These peaks
occur at almost equal frequency intervals (11.5 Hz interval on average) due
to the effect of eiωτab , and get stronger for ω & η and certain range of µab
(3 µV s . µab . 10 µV s and −10 µV s . µab . −3 µV s), which are not
shown in Fig. 3.7. However, these resonances get weaker for µab = ±30 µV s,
diverging from the baseline spectrum, and resulting in an enhancement in Pe
with increasing |µab|. Resonances finally die out for ω  η.
The explanation for the above features of the power spectra for µab 6= 0 lies
in Eqs (3.7), (3.42), and (3.41) as we saw for χa 6= 0 in Sec. 3.4.1.1. Positive
µab in Eq. (3.7) tends to lower the firing threshold θa, resulting an increase in
postsynaptic activities φb. This trend results in a larger firing rate via (3.1),
(3.3)–(3.5), which leads to negative feedback. The resonances in the power
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Figure 3.7: The effect of µab (all individual µab are equal) on power spectra
in the waking eyes-closed (EC) state using parameters from Table 3.1 for η =
1000 s−1. The black curve is for the baseline case µab = 0. Green shows positive
µab and red shows negative µab. The dotted lines are for µab = ±8 µV s and
solid are for ±30 µV s.
spectra satisfy Eq. (3.42).
3.4.2.2 Effects of Individual µab
The spectral features seen in Sec. 3.4.2.1, where all the µab were varied to-
gether, can be further understood by varying individual µab as we did for χa
in Sec. 3.4.1.2. From Eq. (3.42), only 10 nonzero µab among 16 have contribu-
tions to the spectra, particularly resonances. Spectra for individual µab are not
shown explicitly here to avoid undue repetition of very similar figures; how-
ever, the main features of power spectra for individual µab are summarized in
Table 3.2.
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Table 3.2 confirms that all individual µab can contribute to visible spectral
features. However, some of the features for individual µab are alike (e.g., the
similar low-frequency changes), which may prevent these individual µab from
being fully distinguished. Considering the power spectra for each individual
µab 6= 0, it can be concluded that the main features of the power spectra for
general µab > 0 are very similar to those for µes > 0 and µis < 0. Discernible
spectral peaks at high-frequencies occur due to the effects of µes 6= 0, µis 6= 0,
and µrs < 0. For specific resonances for individual µab, Eqs (3.38) and (3.42)
can be analyzed as for χa Sec. 3.4.1.2. The trajectory of detA comes close
to the origin for real ω where there are resonances for each set of |k|, η, and
specific µab.
One additional feature is found after further exploration, not mentioned in
Table 3.2, which is a peak at f < 4 Hz for large negative µii = −300 µV s and
η = 10 s−1, resulting a reduction of Pe at low-frequency as for negative χi in
Sec. 3.4.1.2.
3.4.3 Effects of ηab
In this section we investigate the effect of the susceptibilities ηab, which express
the modulation of synaptic strengths by postsynaptic firing rates in Eq. (3.9).
3.4.3.1 General Effects of ηab
Figure 3.8 shows power spectra when we first take the same value for all the
ηab. For η = 1000 s
−1 at f < 65 Hz in Fig. 3.8, Pe are enhanced from the
baseline spectrum for small positive ηab . 8 µV s2 and reduced for all negative
ηab. For large positive ηab = 30 µV s
2, the spectrum is nonlinearly reduced at
f . 1.5 Hz. The alpha peak is enhanced from the baseline spectrum for positive
ηab, with a visible shoulder on it. This shoulder is not an exact resonance,
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Figure 3.8: The effect of ηab (all individual ηab are equal) on power spectra in the
waking eyes-closed (EC) state using parameters from Table 3.1 for η = 1000 s−1.
The black curve is for the baseline case ηab = 0. Green shows positive ηab and
red shows negative ηab. The dotted lines are for ηab = ±8 µV s2 and solid are
for ±30 µV s2.
but very close to to actual resonance from the resonance condition (3.42). The
mechanism underlying the development of the shoulder is the same as explained
in Sec. 3.4.1. These trends for nonzero ηab reverse at f & 65 Hz in Fig. 3.8.
The reverse trends of the spectra are found at f > 30 Hz for η = 100 s−1 and
at f > 8 Hz for η = 10 s−1. Otherwise, features of the power spectra for these
two feedbacks are similar to the ones for fast feedback.
The features of the power spectra for ηab 6= 0 for fast feedback in Fig. 3.8
are similar to those for χi 6= 0 in Fig. 3.6. When explored beyond the range of
ηab in Fig. 3.8 it is found that for large negative ηab, power spectra are flat in
the low-frequency region, and have a group of resonances in high-frequencies
at f > 100 Hz, similar to what we saw for negative χi.
The fact that positive ηab in Fig. 3.8 favors strong peaks and alpha insta-
bility can be understood via Eq. (3.9), which implies that the positive synaptic
strength νab tends to decrease as Qa increases. This trend leads to negative
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feedback and instability if the susceptibility is large enough.
3.4.3.2 Effects of Individual ηab
So far, we have varied all the ηab together. However, some features of the
power spectra for ηab 6= 0, like high-frequency resonances at f > 100 Hz for
large negative ηab and reverse trends in the spectra, can be better understood
by examining the power spectra for individual nonzero ηab. As mentioned in
Sec. 3.3.5, only two individual nonzero ηab are relevant: ηee and ηii. Upon
examining Eqs (3.32)—(3.35), it is expected that ηee > 0 will have a similar
effect on the power spectra to that of general ηab > 0, and ηii > 0 will have the
opposite effect, similar to what we saw for nonzero χa in Sec. 3.4.1.2.
At f . 1.5 Hz power spectra are reduced relative to the baseline spec-
trum for both positive and negative ηee in fast feedback. Spectral peaks are
broadened relative to the baseline spectrum for negative ηee and enhanced for
positive ηee. The alpha peaks occur close to f ≈ 11 Hz if we increase negative
ηee, and close to f ≈ 7.5 Hz if we increase positive ηee when ηee < 30 µV s2.
At f > 30 Hz, power spectra are enhanced from the baseline spectrum for
negative ηee [which follow the resonance condition (3.42)]; the same occurs for
η = 100 s−1 at f > 30 Hz and η = 10 s−1 at f > 8 Hz (a visible shoulder on
alpha peak found in this slow feedback).
The power spectra for ηii < 0 are similar to those for ηee > 0 except that
there is a trend for the alpha peaks to occur close to f ≈ 11 Hz if we increase
positive ηii. When the alpha peak appears at f ≈ 11 Hz, the power spectra are
reduced for positive ηii and the fast feedback, and a new spectral peak starts
appearing at f < 4 Hz. For η = 100 s−1 and positive ηii, this new peak becomes
sharper, and also the alpha peak splits into two, having one peak at f ≈ 10 Hz,
and the other at f ≈ 11 Hz. For fast feedback, if we increase negative ηii, the
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alpha peak occurs close to f ≈ 7.5 Hz with a visible shoulder.
To search for the high-frequency resonances for fast feedback found for large
negative ηab in Sec. 3.4.3.1, we again explore a wide range of values for the
individual ηab. Spectral peaks at high-frequencies are found for large negative
ηee at f > 100 Hz after the flat spectra at low-frequencies with η & ω, similar to
what we found for negative χa in Sec. 3.4.1.1 and χi in Sec. 3.4.1.2. In addition,
spectral peaks are found at f . 4 Hz for η = 10 s−1 and for both negative ηee
and positive ηii, which result in reductions in Pe at low frequencies.
The occurrence of spectral peaks (e.g., shifting of alpha peaks for both ηee
and ηii) can be explained by analyzing the resonance condition (3.38), while the
splitting of alpha for ηii) is due to shifts of the alpha peak for each individual
spatial eigenmode as described in Sec. 3.4.1.
3.4.4 Effects of ζab
In this section we investigate the group of susceptibilities ζab, which expresses
the modulation of synaptic strengths by presynaptic fields in Eq. (3.9).
3.4.4.1 General Effects of ζab
Here we first take the same value for all the ζab and consider fast feedback with
η = 1000 s−1 in Eq. (3.23). The resulting power spectra are shown in Fig. 3.9
for cases with |ζab| . 8 µV s2. The baseline spectrum in Fig. 3.9 is the same
as in Figs 3.3–3.8. At f . 1.5 Hz, the power spectrum is enhanced for small
negative (ζab = −3 µV s2), and reduced for large negative ζab = −8 µV s2, and
for all positive ζab. The alpha peak is enhanced for negative ζab and broadened
for positive ζab from the baseline spectrum. The alpha peaks show a trend to
occur close to f ≈ 7.5 Hz when ζab becomes more negative. Once the alpha peak
is at f ≈ 11 Hz, this trend reverses for 3 Hz < f < 30 Hz [the spectral peaks of
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Figure 3.9: The effect of ζab (all individual ζab are equal) on power spectra in the
waking eyes-closed (EC) state using parameters from Table 3.1 for η = 1000 s−1.
The black curve is for the baseline case ζab = 0. Green shows positive ζab and
red shows negative ζab. The dotted lines are for ζab = ±3 µV s2 and solid are
for ±8 µV s2.
course follow the resonance condition (3.42)]. For the increase of positive ζab,
alpha peaks show a tendency of occurring close to f ≈ 11 Hz. Two spectral
peaks with 13 Hz . f . 30 Hz and first two peaks for f > 30 Hz in Fig. 3.9
are enhanced from baseline spectrum for positive ζab, with equal but opposite
effect for negative ζab. This trend for fast feedback is reversed for η = 100 s
−1
and f > 30 Hz, and for η = 10 s−1 and f > 9 Hz (not shown in Fig. 3.9).
For f > 30 Hz, discernible spectral peaks are found in Fig. 3.9, occurring
at approximately equal frequency intervals (around 12 Hz on average) due to
the effect of eiωτab as for µab in Sec. 3.4.2.1. Further numerical exploration
shows that these resonances get stronger for ω > η and for −30 µV s2 . ζab .
30 µV s2 around the baseline spectrum. However, resonances get weaker for
−100 µV s2 . ζab . 100 µV s2, diverging from the baseline spectrum, and
resulting an enhancement in Pe with the increase of |ζab|. These resonances
finally die out for ω  η.
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From Eq. (3.9), positive ζab implies that the positive synaptic strength νab
tends to increase with a decrease of the presynaptic field φb, which in turn
decreases firing rate of the presynaptic populations via Eqs (3.1), (3.3)–(3.4),
thereby leading to negative feedback. Conversely, negative ζab favors strong
alpha peaks and alpha instability in Fig. 3.9. Negative ζab gives reduction in
other region in Fig. 3.9 due to the effect of nonlinear terms in Eq. (3.41) on
the resonances, which follow resonance condition (3.42).
3.4.4.2 Effects of Individual ζab
The spectral features seen in Sec. 3.4.4.1, where all the ζab were varied together,
can be further understood by varying individual ζab. The range ±30 µV s2 is
used for the individual ζab. From Eq. (3.42), only 10 nonzero ζab among 16
have contributions to the spectra, particularly resonances.
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One important point to be mentioned here is that once the alpha peaks
occur at f & 11 Hz or f . 16 Hz for any values of |ζab|, the trends in power
spectra in Table 3.3 become reversed. Some significant features of the spectra
for individual ζab, in addition to that we have in Table 3.3, are: the beta peak
splits into two for ζre = 30 µV s
2, and the alpha peak splits into two around
f & 11 Hz for ζre = −30 µV s2 and η = 1000 s−1; for η = 10 s−1, spectral peaks
are found at f . 4 Hz for positive ζre, negative ζee, negative ζei, and negative
ζes.
So far, all individual ζab 6= 0 together, it can be concluded that the en-
hancements and reductions in the power spectra in Fig. 3.9 for ζab > 0 are very
similar to those seen for ζes > 0 and for ζis < 0. The spectral peaks obey the
resonance condition (3.42), the roots of which gives the resonance frequencies,
as for other susceptibilities in Secs 3.4.1.2, 3.4.2.2, and 3.4.3.2.
3.5 Summary and Discussion
This study has investigated neural feedbacks and their effects on activity spec-
tra using neural field theory (NFT). The feedbacks are parameterized via sus-
ceptibilities, that express the modulations of firing thresholds and synaptic
strengths by presynaptic and postsynaptic activities. The key results are:
(i) The linear power spectra are found to contain additional resonances as
a result of nonzero feedback, which are most evident for fast feedback (η  ω).
(ii) The low-frequency spectra at f . 1.5 Hz are less sensitive to suscep-
tibilities. In this frequency region, no new resonances appear, but there are
enhancements or reductions in power relative to baseline, depending on the
type and sign of the susceptibilities. Hence, a change in power a lower frequen-
cies can provide a general signature of neural feedbacks.
100
(iii) A new oscillatory mode appears at f ≈ 90 Hz for fast feedback and for
only one group of susceptibilities, χa. This new resonance is in the range of
frequencies referred to as fast-gamma or high-frequency oscillations (Buzsa´ki
and Lopes da Silva, 2012), which have been associated with some epileptic
seizures (Kobayashi et al., 2004).
(iv) Slowly developing shoulders on the alpha peaks in the power spectra are
found for negative χa, positive µab, and positive ηab (seen in Figs 3.3, 3.7, and
3.8, respectively), and also for the individual susceptibilities. These shoulders
and/or split peaks appear to be due to enhanced effects from discrete spatial
eigenmodes (Robinson et al., 2001, 2004).
(v) Resonances for f > 30 Hz, become stronger with increasing frequency
for the groups of µab and ζab (in Figs 3.7 and for 3.9, respectively), and indi-
vidual µes, µis, ζes, and ζis. Hence, this feature indicates modulation of neural
parameters by presynaptic activity.
(vi) The resonance at f ≈ 10 Hz shifts approximately proportionally to ζab,
as seen in Fig. 3.9. The shifting of alpha peak to f . 7.5 Hz in Fig. 3.9 and low
power in beta during waking state can occur in several neurological conditions
ranging from Parkinson’s disease and epilepsy to schizophrenia (Niedermeyer,
1997; Llina´s et al., 2005). In addition, as positive ζab increases, the power
spectrum diverges from the baseline spectrum, and the resonances between
15 < f < 30 Hz become more prominent than the alpha peak. These two
effects are only observed for ζab, making it the hallmark of this susceptibility
group.
(vii) The effect of all the susceptibilities are filtered out for ω ≥ η, as
reported in Rennie et al. (Rennie et al., 1999, 2000).
The spectral features in Sec. 3.4 can be used to identify the nonlinear pro-
cesses. Unique features in the spectra can fully distinguish them (e.g., a high
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frequency resonance at 50 – 100 Hz points to χa-related effects). But features
that are shared between multiple mechanisms can only distinguish groups of
feedbacks from one another. Examples include that discernible resonances at
high frequencies establish the possibility of feedbacks related to µab or ζab, while
a shift in the alpha peaks points towards ζab. When spectral features do not
fully distinguish different effects, other evidence will still be needed to isolate
a single feedback.
Overall, we found that previous results on feedback on the corticothalamic
system are reproduced and generalized by our approach, which could itself be
further extended to include more populations via the four groups of suscep-
tibilities introduced here. By having a more accurate and detailed model of
brain activity and resulting EEG spectra, like the one presented in this work,
phenomena like synaptic enhancement, synaptic depression, habituation, and
refractory period may be measurable via their signatures in experimental spec-
tra data and may eventually lead to more clinically relevant analysis of EEGs.
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Chapter 4
Spectrum of connectivity
fluctuations including the effect
of activity-dependent feedback
4.1 Abstract
The spatiotemporal spectrum of feedback-driven fluctuations of brain connec-
tivity is investigated using nonlinear neural field theory of the corticothala-
mic system. Susceptibilities are used to quantify the change in connectivity
per unit change in presynaptic or postsynaptic activity caused by nonlinear
feedbacks such as facilitation, depression, sensitization, potentiation, and the
effects of discrete eigenmode structure are included for a spherical brain ge-
ometry. Spectral signatures such as resonances are identified that allow the
presence of particular presynaptic and postsynaptic feedback effects to be in-
ferred. These include new resonances at high frequencies and shifts of existing
spectral peaks, mostly visible in the lowest spatial modes of the response.
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4.2 Introduction
Coupling between neurons via synapses provides the connectivity that sup-
ports signal propagation in the brain. Changes in connectivity are observed
to accompany many brain functions, and also occur spontaneously when no
experimental tasks are imposed (Fox and Raichle, 2007; Deco et al., 2013).
Fluctuations in connectivity occur due to modulation of strength of synapses
by effects such as potentiation, depression, and neuromodulation (Kandel et al.,
2000; Rubenstein and Merzenich, 2003; Sakkalis, 2011; Robinson, 2014), and
can be resolved spatially and temporally via brain imaging modalities such as
electroencephalography (EEG), magnetoencephalography (MEG), and func-
tional magnetic resonance imaging (fMRI) that measure quantities associated
with the resulting neuronal activities (Uddin et al., 2009; Hansen et al., 2015).
All these imaging modalities measure brain activity, which can be affected by
fluctuations in connectivity (Schoffelen and Gross, 2009), so the potential ex-
ists to infer aspects of the underlying mechanisms of connectivity fluctuations
if they have signatures in these measures.
Typically, these measurements are used to construct functional connectivity
matrices (fCMs) whose entries quantify the covariance of activity at all pairs
of points, on the assumption that positively correlated points are likely to be
involved in related functions (Sporns et al., 2000; Uddin et al., 2009). Most com-
monly, functional connectivity is measured via covariances of the BOLD signals
detected by fMRI (Ogawa et al., 1990; Buxton, 2009; Friston, 2009; Kim and
Ogawa, 2012); EEG functional connectivity has also been discussed, although
it is limited to much lower spatial resolution (Grinvald and Hildesheim, 2004).
In recent years, increasing attention has been given to temporal variations in
functional connectivity, which are found to occur on timescales of seconds and
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longer in temporally windowed fMRI measurements (Hansen et al., 2015), and
on scales of tens or hundreds of milliseconds in EEG (Khanna et al., 2015). On
short timescales, these changes have been argued to be associated with task-
related processing dynamics (Bullmore and Bassett, 2011), while on longer
timescales it has been suggested that they represent changes in brain “mi-
crostates” (Van De Ville et al., 2010; Hansen et al., 2015).
In the absence of a systematic theory of connectivity fluctuations, a number
of phenomenological approaches have been proposed to quantify changes in
functional connectivity matrices and putative “microstates” to which these
correspond. One approach was to make a catalog of fCM morphologies and then
classify actual dynamically evolving fCMs by identifying them with the catalog
example that they most closely resembled at each moment (Hansen et al., 2015).
This resulted in a series of discrete jumps between catalog morphologies, which
were termed “microstates”.
Despite the phenomenological nature of the methods often used to quantify
them, connectivity fluctuations are a robust phenomenon and our aim is to
develop systematic methods to analyze them, with a focus on identifying their
underlying mechanisms. Changes in synaptic strength underlie the connectivity
fluctuations detected in large ensembles of neurons by fMRI and EEG meth-
ods. Such changes can be due to nonlinear effects such as neuromodulation,
facilitation, depression, refractory effects, plasticity, and firing-rate nonlineari-
ties (Freeman, 1975; Nunez and Cutillo, 1995; Ermentrout, 1998; Koch, 1999;
Rennie et al., 1999, 2000; Deco et al., 2008; Roy et al., 2017). Much work has
been done on the physics of neural nonlinearities of these types (Koch, 1999;
Dayan and Abbott, 2001), each of which involves a feedback process, arising
from metabolic and biophysical mechanisms that depend on pre- and postsy-
naptic neural firing rates and membrane potentials (Rennie et al., 1999, 2000;
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Wright et al., 2001).
Neural field theory (NFT), which averages neural properties and dynamics
over sub-mm scales, is well suited to analysis of multiscale activity from scales
of ∼ 1 mm to the whole brain (Wilson and Cowan, 1973; Lopes da Silva et al.,
1974; Nunez and Cutillo, 1995; Jirsa and Haken, 1996; Robinson et al., 1997;
Robinson, 2003; Deco et al., 2008). NFT predictions have been quantitatively
tested and verified against a wide range of experimental brain activity data
(Robinson et al., 2002, 2005; Abeysuriya et al., 2014a, 2015).
NFT has been used to analyze the nonlinear effects mentioned above (Ren-
nie et al., 1999, 2000), each of which represents a feedback on synaptic strength
that results from the effects of presynaptic and postsynaptic activity at a par-
ticular location (we thus term this local feedback). Recently a more systematic
approach was developed, based on a systematic order-by-order expansion of lin-
ear and nonlinear responses (Robinson and Roy, 2015). So far, this expansion
has been used to explore nonlinear effects on the activity spectra themselves,
but it can also be used to calculate spectra of synaptic strengths, and hence of
connectivity fluctuations.
Here, we use nonlinear NFT to predict and explore the spatiotemporal
spectrum of connectivity fluctuations in the corticothalamic system that is pri-
marily responsible for the signals detected in EEG and fMRI experiments. In
particular, we seek spectral signatures that may serve as diagnostics of the spe-
cific neurophysiological effects listed above (Rennie et al., 1999, 2000; Wright
et al., 2001; Roy et al., 2017). Section 4.3 summarizes the necessary aspects of
nonlinear NFT and the corticothalamic system. Section 4.4 examine the effects
of feedbacks on spatiotemporal power spectra of connectivity fluctuations. Dis-
crete spectral modes in the power spectra are studied in Sec. 4.5. The results
are summarized in Sec. 4.6.
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4.3 Theory
This section briefly outlines the nonlinear NFT needed to analyze synaptic
strength fluctuations via the expansion method of Ref. (Robinson and Roy,
2015) in Secs 4.3.1 and 4.3.2 followed by analysis in terms of discrete spatial
modes in Sec. 4.3.3, and the key features of the corticothalamic system are
outlined in Sec. 4.3.4.
4.3.1 NFT Dynamics
We consider a neural system with a total of p populations (p = m + n where
m and n are the numbers of internal and external populations, respectively)
characterized by internal fields of mean soma potentials Va(r, t) relative to the
resting potential and mean firing rates Qa(r, t) with a = 1, . . . ,m, both of which
are functions of position r and time t (Robinson and Roy, 2015). There are
p fields φa(r, t) of mean spike rates in axons that originate in various internal
and external populations. External populations receive no inputs from other
populations and are characterized by specified fields φa(r, t) that represent
inputs from outside the system. In general, internal populations may receive
inputs from both internal and external populations.
The dynamics of the m internal soma voltage responses Va to the p in-
coming spike fields φb from other internal and external populations labeled b,
allowing for the dynamics of synapses, dendrites, and soma charging can be
approximated as (Robinson et al., 1997, 2002, 2005)
DaVa(r, t) =
∑
b
νabφb(r, t− τab). (4.1)
Here, the sum extends over all p fields φb, τab is a discrete time delay involved in
signals travelling to population a from population b when these are in different
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structures, the νab are coupling strengths (positive for excitatory connections
and negative for inhibitory ones), and Da is an ordinary differential operator
that approximates the overall temporal dynamics of the processes, with
Da =
1
αβ
d2
dt2
+
(
1
α
+
1
β
)
d
dt
+ 1, (4.2)
where 1/α and 1/β are the characteristic decay time and rise time, respectively,
of the response at the cell body.
The firing rate Qa is nonlinearly related to the corresponding mean soma
potential Va by (Robinson et al., 1997, 2002, 2005)
Qa(r, t) = Sa[Va(r, t)− θa(r, t)], (4.3)
where the sigmoid function Sa is commonly approximated as (Robinson et al.,
2002)
Sa(Va − θa) = Q
max
a
1 + exp [−(Va − θa)/σ′a]
, (4.4)
where σ′api/
√
3 is the standard deviation of the distribution of thresholds θa in
the population, and Qmaxa is the maximal firing rate of neurons of type a.
The m internal neural fields φa are related to the average firing rates of
these populations a by
Daφa(r, t) = Qa(r, t), (4.5)
where Da is a partial differential operator governing the propagation of φa
(Robinson et al., 1997, 2005):
Da = 1
γ2a
∂2
∂t2
+
2
γa
∂
∂t
+ 1− r2a∇2, (4.6)
where ra is the mean axon length in population a, va is the pulse velocity, and
γa = va/ra is the damping rate.
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Synaptic strengths νab can be modified by postsynaptic activity Qa and/or
presynaptic activity φb (Rennie et al., 1999, 2000). Local feedback effects on
νab can be approximated as (Robinson and Roy, 2015)
Dνab
[
νab(r, t)− ν(0)ab
]
= ηab
[
Qa(r, t)−Q(0)a
]
+ζab
[
φb(r, t)− φ(0)b
]
, (4.7)
where ηab and ζab are constant susceptibilities that parameterize the response
per unit activity. The temporal ordinary differential operator Dνab is
Dνab =
(
1
η
d
dt
+ 1
)n
, (4.8)
where η is a characteristic rate constant and we set n = 1 in the present work.
Positive ηab in Eq. (4.7) corresponds to cases where an increase in the post-
synaptic activity Qa tends to cause a positive change in νab, filtered by the
operator Dνab. Likewise, positive ζab corresponds to cases while an increase
presynaptic activity φb tends to cause a positive change in νab by D
ν
ab.
Both ηab and ζab can parameterize a wide variety of physiological effects
(Rennie et al., 1999, 2000; Roy et al., 2017). For example, changes in the
postsynpatic activity Qa perturb the transmembrane potential of population
a, which affects the synaptic strength νab (Rennie et al., 2000). The resulting
changes in νab are proportional to the difference between the transmembrane
potential and synaptic reversal potential. Hence, an increase in νab due to
an increase in postsynaptic activity can be parameterized by positive ηab in
Eq. (4.7). Synaptic enhancement (e.g., by facilitation) corresponds to positive
ζab in Eq. (4.7). Synaptic depression and habituation are captured by negative
ζab in Eq. (4.7). In addition to these, short-term paired-pulse depression can
be modelled by negative ηab in Eq. (4.7) (Rusakov and Fine, 2003). Long term
potentiation and long term depression, which are the consequences of synap-
tic plasticity, may be parameterized by positive and negative ζab, respectively
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(Gottschalk et al., 1998; Tass and Hauptmann, 2007). Long-term sensitization
can also be described via ζab in Eq. (4.7), which arises as a consequence of the
change in synaptic strength due to presynaptic activity (Prescott, 1998).
4.3.2 Connectivity Spectra
When applied to the corticothalamic system, the equations in the previous
section have previously been shown to have steady-state solutions whose prop-
erties are consistent with those of normal brain activity (Robinson et al., 2002,
2005; Abeysuriya et al., 2014a, 2015). Fluctuation dynamics are approached
via NFT by linearizing around this state (Robinson and Roy, 2015).
We derive the spectrum of connectivity fluctuations via the NFT linear
transfer function. To do this, system quantities M written as M ≈M (0)+M (1),
where M stands for Qa, Va, φa, or νab, and M
(0) and M (1) are the steady-state
value and first order perturbation, respectively. The dynamical equations (4.1),
(4.3)–(4.5), and (4.7) then become (Lopes da Silva et al., 1974)
Daφ(1)a = Q(1)a , (4.9)
DaV
(1)
a =
∑
b
[
ν
(0)
ab φ
(1)
b + ν
(1)
ab φ
(0)
b
]
, (4.10)
Q(1)a = V
(1)
a S
(1)
a , (4.11)
Dνabν
(1)
ab = ηabQ
(1)
a + ζabφ
(1)
b . (4.12)
In Eq. (4.11) arguments are omitted for compactness and S
(1)
a is the derivative
of the sigmoid function (4.4)
S(1)a =
∂Sa
∂Va
= −∂Sa
∂θa
, (4.13)
evaluated at the steady-state value of V
(0)
a .
We proceed by Fourier transforming Eqs (4.9)–(4.12) in space and time
(Robinson and Roy, 2015; Roy et al., 2017) to express them in terms of angular
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frequency ω and wavevector k. We then introduce the notations Γa = 1/Da,
La = 1/Da, and L
ν
ab = 1/D
ν
ab. The first-order feedback operators L
ν
ab act as
low-pass filters with a cutoff at ω ≈ η. For fast feedback with ω  η, Lνab ≈ 1,
whereas feedbacks are attenuated for ω & η.
We now express all first order quantities in terms of external inputs by
writing φ
(1)
a as ψ
(1)
a for internal fields, and as ξ
(1)
a for external fields. This yields
ψ(1)a =
∑
x
Taxξ
(1)
x , (4.14)
Tax =
∑
b
A−1ab Bbx, (4.15)
where the m× n matrix of elements Tax is the transfer function that expresses
the m internal fields ψ
(1)
a in terms of the n external fields ξ
(1)
x where
Aab = δab −Xab −Wab, (4.16)
Xab = LaΓaS
(1)
a e
iωτabν
(0)
ab , (4.17)
Wab = S
(1)
a
[∑
c
Laφ
(0)
c L
ν
acηacδab + ΓaLaψ
(0)
b L
ν
abζab
]
, (4.18)
Bax = ΓaS
(1)
a
{
Lae
iωτaxν(0)ax + LaL
ν
axζaxξ
(0)
x
}
. (4.19)
Here, the factor eiωτab that arises from time delays τab is shown explicitly when
working in Fourier space even when other arguments are omitted, and the sum
in Eq. (4.18) is over all populations. The susceptibility ηab only contributes for
a = b because it is a postsynaptic effect. Note that spectral resonances occur
when the determinant of the matrix of the Aab is zero, and are thus affected by
feedbacks.
The power spectrum of connectivity fluctuations can be found from the
analysis of (Robinson and Roy, 2015), which gave
ν
(1)
ab =
∑
x
T νabxξ
(1)
x , (4.20)
T νabx = L
ν
ab [ηabDaTax + ζabTbx] . (4.21)
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The required spectrum is then
P νab(k, ω) = |ν(1)ab (k, ω)|2. (4.22)
The transfer functions for brain activity Tax and for connectivity T
ν
abx are related
via Eq. (4.21).
If external inputs are incident from populations labeled x and y, then
Eqs (4.20) and (4.22) yield
P νab(k, ω) =
∑
x,y
[
T νabxξ
(1)
x
] [
T νabyξ
(1)
y
]∗
, (4.23)
where the terms on the right are functions of k and ω.
In the linear regime we can assume that activity incident from the external
populations x and y in Eq. (4.23) has unit variance because this only affects
the normalization of the spectrum. Many successful applications of NFT to
calculate activity spectrum have been made on the assumption of white noise
external inputs (Robinson et al., 2002, 2005; Abeysuriya et al., 2014a, 2015),
so we make this approximation here. This leads to 〈ξ(1)x (k, ω)ξ(1)∗y (k, ω)〉 = δxy
with zero correlation for components at different k or ω, whence
P νab(k, ω) =
∑
x
|T νabx(k, ω)|2. (4.24)
Spatial and temporal spectra are then
P νab(k) =
∫
dω
∑
x
|T νabx(k, ω)|2, (4.25)
P νab(ω) =
∫
d2k
∑
x
|T νabx(k, ω)|2, (4.26)
where we note that normalizations with additional factors of powers of 2pi in
these integrals are often used in the literature; again we do not take this into
account because they do not affect the shape of the spectra. The units of
P νab(k, ω), P
ν
ab(k), and P
ν
ab(ω) are V
2 m2 s3, V2 m2 s2, and V2 s3, respectively.
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Previous work has shown that Tax and Tbx in Eq. (4.21) both scale as k
−2
at large k (Robinson et al., 2001; Mukta et al., 2017). Because Da scales
as k2, respectively, this means that T νabx(l,m, ω) ∼ ηab + ζab/k2 at large k.
Hence, the integral in Eq. (4.26) converges as it stands only if the ηab are all
zero. In reality, the input signals ξx will be limited in spatial bandwidth and
the sum will be cut off at a corresponding value k = kmax. Given that the
arborization of corticothalamic neurons is around 1 mm, a reasonable estimate
is kmax ∼ 6000 m−1, although this would be reduced if input stimuli were
lacking fine-scale structure in their projection to the cortex.
4.3.3 Effects of Finite Brain Size: Discrete Modes
The continuum approximation in Eq. (4.25) breaks down at small wave numbers
where the discreteness of spatial modes must be considered. This occurs below
a few times 2pi/0.5 m−1, where 0.5 m is the approximate circumference of
a brain hemisphere, and the finite size of the brain renders the above spatial
Fourier transform inaccurate in general. Instead, the fields must be expanded in
terms of discrete eigenmodes (Nunez and Cutillo, 1995; Jirsa and Haken, 1996;
Robinson et al., 2001; Valde´s-Sosa et al., 2009; Mukta et al., 2017). Because
the modal effects are more prominent in spherical brain geometry than the
effects in planar cortical surface, we use the spherical geometry at this point
(Mukta et al., 2017). To imply this ides we use the radius of 100 mm as the
total area of the two brain hemispheres of 0.25 m2 of the typical whole adult
cortex matches the area of the spherical cortex of the radius of 100 mm (Kandel
et al., 2000). Here we approximate a brain hemisphere as a sphere of radius
Rs, to which it is topologically equivalent, and use the spherical harmonics
Ylm(ϑ, ϕ) for this expansion (Mukta et al., 2017), where ϑ and ϕ are the usual
spherical coordinates. By equating the area of the sphere to that of a typical
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brain hemisphere, we find a spherical radius of Rs = 100 mm.
In Eq. (4.30) the angular momentum mode number l ranges from 0 to ∞,
while the azimuthal mode number m ranges from −l to l. The wavenumber
klm satisfies
k2lm = l(l + 1)/R
2
s. (4.27)
Discreteness is likely to be important for wave numbers less than a few times
the minimum nonzero value in (4.27); i.e., for k . 50 m−1.
The power in Eq. (4.26) in the spherical case is
P νab(ω) =
∑
x
∞∑
l=0
l∑
m=−l
|T νabx(l,m, ω)|2|Ylm(θ, ϕ)|2,
(4.28)
=
1
4pi
∑
x
∞∑
l=0
(2l + 1) |T νabx(l, ω)|2, (4.29)
for white noise input of unit amplitude, where we note that T νabx(l,m, ω) is
independent of m (Mukta et al., 2017) and
l∑
m=−l
|Ylm(ϑ, ϕ)|2 = 2l + 1
4pi
, (4.30)
(Arfken et al., 2013) has been used to obtain Eq. (4.29), which also omits the
argument m for T νabx. Analogously to the previous subsection, we find that the
sum in (4.29) diverges at large l unless all the ηab are zero.
4.3.4 Corticothalamic Model
In order to use Eqs (4.25) and (4.26) to predict the power spectrum we adopt a
specific corticothalamic model, which has been used to make successful compar-
isons with a wide variety of experimental data (Robinson et al., 2002; Robinson,
2005; Abeysuriya et al., 2014a, 2015), using physiological parameters that have
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Figure 4.1: Schematic of the corticothalamic model, showing the connections
between neural populations. The populations are cortical excitatory (e) and in-
hibitory (i), thalamic reticular (r) and relay (s). Each parameter νab quantifies
the connection to population a from population b. Excitatory and inhibitory
connections are shown with solid arrows, and dashed arrows, respectively.
been well constrained for normal brain states (Robinson et al., 2002; Robinson,
2005; Abeysuriya et al., 2014a, 2015), as listed in Table 4.1. We consider a sys-
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tem consisting of four internal populations and one external population which
are: cortical excitatory (e), cortical inhibitory (i), thalamic reticular (r), thala-
mic specific (s), and non-corticothalamic (x), respectively. Figure 4.1 shows the
physiologically relevant connections between the populations. Following earlier
works (Wright and Liley, 1994; Robinson et al., 1997, 1998) we make the ran-
dom connectivity assumption that the numbers of synapses on cortical neurons
are proportional to the numbers of source and target neurons. We note that
the only significantly nonzero discrete time delays are τes = τer = τre = τse,
which correspond to corticothalamic and thalamocortical propagation, while
the mean axonal ranges for all populations except the excitatory one are so
small so that Γa ≈ 1 except for a = e, in which case the form (4.6) must be
retained.
4.4 Spectral Effects in the Continuous Case
In this section we explore the features of the power spectra of connectivity
fluctuations due to the modulation of synaptic strengths by presynaptic and
postsynaptic activity. We use fast feedback with η = 1000 s−1 to avoid low-pass
filtering by the feedback response and focus on other facets of the physics. The
parameters chosen are for a waking eyes-closed (EC) state from (Abeysuriya
et al., 2015), as listed in Table 4.1.
To find a suitable range for each susceptibility, we numerically determine
what values give significant effects while avoiding instabilities, which are not
present in normal brain states (Roy et al., 2017); this yields a range |ηab| .
100 µV s2 and |ζab| . 100 µV s2.
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Table 4.1: Nominal parameters used to generate the figures for parameters
based on those of the EC (eyes-closed) state in Table 7 of (Abeysuriya et al.,
2015). Connections between populations are shown in Fig. 4.1. The quantities
Qmax, θ, σ′, α, and β have the same value for all populations so their subscripts
have been omitted.
Parameters Notation Value Units
Maximum firing rate Qmax 340 s−1
Firing threshold θ 12.9 mV
Threshold spread σ′ 3.8 mV
ν
(0)
ee 1.52 mV s
ν
(0)
ei −3.02 mV s
ν
(0)
es 0.56 mV s
Steady-state ν
(0)
re 0.16 mV s
synaptic ν
(0)
rs 0.05 mV s
strengths ν
(0)
se 3.44 mV s
ν
(0)
sr −1.46 mV s
ν
(0)
sx 3.59 mV s
Damping rates γe 116 s
−1
γi,r,s ∞ s−1
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Parameters Notation Value Units
Axonal range re 86 mm
ri,r,s,x 0 mm
Synapto-dendritic α 83.3 s−1
decay rate
Synapto-dendritic β 769 s−1
rise rate
Steady-state ψ
(0)
e 5.24 s−1
fields ψ
(0)
i 5.24 s
−1
ψ
(0)
r 15.39 s−1
ψ
(0)
s 8.78 s−1
External fluctuations ξ
(1)
x 1 s−1
Axonal delays τab 42.5 ms
(ab = es, er, re, se)
Feedback rate η 1000 s−1
Brain radius Rs 100 mm
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Figure 4.2: Effect of ηab on P
ν
ee(k, ω) for the parameters in Table 4.1. The
color bar shows the value of P νee (unnormalized). (a) ηab = 30 µV s
2. (b) ηab =
−30 µV s2.
4.4.1 Effects of ηab
To explore the effects of feedback from postsynaptic activity we fix all ζab = 0
and set all the ηab to a common value. Figure 4.2 shows the resulting spa-
tiotemporal power spectrum of connectivity fluctuations from Eq. (4.24) for
ηab = ±30 µV s2. Figure 4.2(a) shows that there are two main peaks, centered
at zero k with features of f = 0 Hz and f ≈ 8.5 Hz, the latter corresponding to
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the alpha resonance. The width in frequency is of order 0.5 Hz in both cases,
and both diminish substantially over a range of ∼ 10 m−1 in k. However, in
accord with the scalings discussed in Sec. 4.3.2, the spectrum approaches a
constant nonzero value at large k. For ηab = −30 µV s2 Fig. 4.2(b) shows very
similar spectral features, with slightly broader resonances and a slightly higher
alpha frequency. The fact that the peaks occur at low k requires us to consider
the effects of discrete spatial eigenmodes in later sections.
4.4.2 Effects of ζab
Here we examine the spatiotemporal spectrum of connectivity fluctuations
when all the ζab have a common value and the ηab are zero.
Figure 4.3 shows the spatiotemporal power spectra of connectivity fluctu-
ations for ζab = ±30 µV s2. For ζab = 30 µV s2, Fig. 4.3(a) shows that there
are two peaks, centered at k = 0, with frequencies of approximately f = 0 Hz
and 18 Hz, respectively. A secondary peak around 20 Hz also occurs. For
ζab = −30 µV s2 Fig. 4.3(b) again shows three peaks, centered at k = 0, with
a strong one at a frequency of 7 Hz, and weaker ones near 10 Hz and 20 Hz.
We note that P νee for positive ζab is greater than for negative ζab. In both cases
power is concentrated at low k and falls off rapidly at high k, in accord with
the integral in (4.26) being convergent. However, the concentration of energy
at low k again implies that the effects of discrete spatial modes need to be
included.
4.5 Spectral Effects in the Discrete Modes
We now examine the spectra of different l modes using Eq. (4.29). The effect
of same positive and negative ηab and ζab are considered first to study the
120
Figure 4.3: Effect of ζab on P
ν
ee(k, ω) for the parameters in Table 4.1. The color
bar shows P νee (unnormalized). (a) ζab = 30 µV s
2. (b) ζab = −30 µV s2.
power spectra for some of the l, and then the spectral features are analyzed for
different ηab and ζab for a specific l. In the case of ζab we also consider how the
total modal spectrum approaches the continuum limit.
4.5.1 Effects of ηab on P
ν
ab(f)
All ηab are set to a common value before considering the effects of individual
ηab while maintaining stability.
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4.5.1.1 Effects of Equal |ηab| on P νab(f):
We choose a pair of specific values of ηab = 30 µV s
2 and ηab = −30 µV s2 from
the three values to see the effects on discrete modes.
Figure 4.4: Eigenmode connectivity spectra for equal ηab and the parameters
in Table 4.1. From bottom to top at right, curves are for l = 0, 1, 2, 3, 10, after
summation over m, from Eq. (4.30). (a) ηab = 30 µV s
2. (b) ηab = −30 µV s2.
Figure 4.4(a) shows that P νee at low frequency is very high for l = 0, with a
very sharp alpha peak around 8 Hz, followed by beta and gamma peaks around
17 and 27 Hz and a fast falloff above 30 Hz. For l = 1 there is less dependence
on frequency for f . 0.3 Hz, alpha, beta, and gamma peaks are seen around 10,
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Figure 4.5: Effect of ηab on connectivity spectra for the parameters in Table 4.1
and l = 1. Dashed-dotted lines are for ηab = ±3 µV s2, dashed lines are for
±30 µV s2, and solid lines are for ±300 µV s2. Green shows positive ηab and
red shows negative ηab.
18, and 28 Hz, and fast falloff again occurs at high f . The spectral peaks shift
towards larger f for l = 2 up to l = 5 than that for l = 1, where they become
indistinguishable. At very low f , P νee increases with l beyond l = 2. These
trends of the spectra are the same for negative ηab as illustrated in Fig. 4.4(b)
except that the spectral peaks are not as sharp as for positive ηab.
In order to further explore the effects of ηab, Fig. 4.5 shows results for l = 1
and a wider range of ηab. For ηab = 300 µV s
2 there is a flat spectrum for
f . 2 Hz, with weak peaks at 6, 16, 25, and 36 Hz before a fast falloff above
20 Hz. For ηab = 30 µV s
2 we see P νee has a characteristic 1/f spectrum at low f
and weak peaks near 10, 19, 28, and 38 Hz. The values of P νee for ηab = 30 µV s
2
are smaller than for ηab = 300 µV s
2. For ηab = 3 µV s
2, P νee decreases more
than the P νee for ηab = 30 µV s
2 with similar characteristics. For ηab < 0,
Fig. 4.5 exhibits a plateau at f . 1.5 Hz, and spectral peaks are not as visible
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as for positive ηab. However, a new peak is found at f ≈ 133 Hz. The spectra
for ηab = −30 µV s2 are similar to those for ηab = 30 µV s2 with lower P νee up
to 65 Hz and weak spectral peaks, although there is no high frequency peak.
4.5.1.2 Effects of Individual ηab on P
ν
ab(f):
So far, all the ηab have been set equal to a common value in our numerical work.
We now examine the effects of ηee and ηii (the only possibilities) separately for
ηab = ±30 µV s2.
For ηee = 30 µV s
2, Fig. 4.6(a) shows less dependence of P νee on f at f .
2 Hz, alpha, beta, and gamma peaks around 8, 18, and 28 Hz, and fast falloff
from 30 Hz for mode l = 1. The spectral peaks become indistinguishable at
large l. For ηee = −30 µV s2 in Fig. 4.6(b) similar trends exist, except there is
more power in the beta peaks than the alpha peaks in the spectra.
Figure 4.7 shows the effects of ηii. For ηii = 30 µV s
2 in Fig. 4.7(a) a delta
peak appears at f ≈ 4 Hz followed by a very sharp alpha with highest P νii ,
beta, and gamma peaks around 11, 18, and 26 Hz for l = 0. The delta peak
disappears for l = 1 and spectral peaks shift towards higher frequencies. For
f . 1.5 Hz, P νii increases with l, and the spectral peaks become indistinguish-
able at large l.
For ηii = −30 µV s2 in Fig. 4.7(b) we see high P νii at f . 0.8 Hz for l = 0
and l = 1, which decreases for l = 2, and P νii increases with increasing l from
l = 3. For this reason we see decrease in P νee for l = 1 in Fig. 4.4(a). All other
features in Fig. 4.7(b) are similar to those in Fig. 4.4(a) except that there is no
delta peak for l = 0 in Fig. 4.4(a), and the alpha peak occurs at f ≈ 8 Hz.
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Figure 4.6: Eigenmode connectivity spectra for equal ηee and the parameters
in Table 4.1. From bottom to top at right, curves are for l = 0, 1, 2, 3, 10, after
summation over m, from Eq. (4.30). (a) ηee = 30 µV s
2. (b) ηee = −30 µV s2.
4.5.2 Effects of ζab
The effects of nonzero ζab for different l modes is the subject of this section.
We sum m as in Eq. (4.30). As we did in Secs 4.5.1.1 and 4.5.1.2, we first take
all the ζab equal to see the main spectral features before examining the effects
of individual ζab.
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Figure 4.7: Eigenmode connectivity spectra for equal ηii and the parameters
in Table 4.1. From bottom to top at right, curves are for l = 0, 1, 2, 3, 10, after
summation over m, from Eq. (4.30). (a) ηii = 30 µV s
2. (b) ηii = −30 µV s2.
4.5.2.1 Effects of Equal |ζab| on P νab(f):
The same pair of values ζab = ±30 µV s2 show the power spectra in Fig. 4.8
as we did for ηab in Sec. 4.5.1.1. The main features in Fig. 4.8(a) based on the
frequency ranges are as below:
(i) At f . 2 Hz, P νee has a 1/f spectrum for l = 0, and a plateau for l ≥ 1.
(ii) Around f ≈ 10 Hz there is a weak spectral peak for l = 0.
(iii) For 20 Hz . f . 30 Hz there is a wide spectral peak with two subpeaks
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at f ≈ 20 Hz and f ≈ 30 Hz, which becomes one wide single peak for high
l. We find that P νee is higher for l = 0 than for l = 1, and decreases with
increasing l.
(iv) At 40 Hz . f . 50 Hz there is a wide spectral peak with two subpeaks
at f ≈ 40 Hz and f ≈ 50 Hz, which also becomes one wide single peak for
high l. In this range P νee increases from l = 0 to l = 2, and then decreases with
increasing l.
(v) At f > 60 Hz there are multiple peaks with a frequency interval of
around 24 Hz.
(vi) For the higher modes like l = 10 in Fig. 4.8(a) P νee increases from
neighboring spectra after f > 100 Hz.
For ζab = −30 µV s2 the main features in Fig. 4.8(b) are:
(i) There is a low frequency plateau for f . 0.8 Hz, and then P νee increases
with f for f . 3 Hz.
(ii) There is a wide spectral peak with two subpeaks at f ≈ 5 Hz and
f ≈ 16 Hz for l = 0, which shift at f ≈ 8 Hz and f ≈ 18 Hz. This becomes
one wide spectral peak for l ≥ 2.
(iii) There is a wide spectral peak with two subpeaks at f ≈ 30 Hz and
f ≈ 40 Hz, which also becomes one wide single peak for high l. We find that
P νee increases from l = 0 to l = 1, then decreases with increasing l.
(iv) At f > 60 Hz there are multiple peaks with a frequency interval of
around 24 Hz.
(v) As before, for the higher modes like l = 10 in Fig. 4.8(b), P νee increases
from neighboring spectra at f > 100 Hz.
Figure 4.8 shows that most of the power in the spectra is concentrated in
the lower modes for both positive and negative ζab, especially for f . 10 Hz;
negligible power is found in any mode for l & 20. Figure 4.9 compares the sum
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Figure 4.8: Eigenmode connectivity spectra for equal ζab and the parameters
in Table 4.1. From top to bottom at left (f < 10 Hz), curves are for l =
0, 1, 2, 3, 10, after summation over m, from Eq. (4.30). (a) ζab = 30 µV s
2.
(b) ζab = −30 µV s2.
of the discrete spectra over l and m with the continuum limit in Eq. (4.26).
The two results are seen to agree closely over the entire range shown because so
many modes contribute; implies that the continuum limit is usually adequate
in the frequency domain.
In order to further explore the effects of ζab, Fig. 4.10 shows results for l = 1
and a wider range of ζab as done for ηab in Sec. 4.5.1.1. We find that P
ν
ee is
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Figure 4.9: Comparisons of the power spectra for eigenmodes in Eq. (4.29) after
summation over l and m from Eq. (4.30) (green curves) and the continuum
power spectrum from Eq. (4.26) (black curve). In each case the sum or integral
is extended until it converges to high accuracy. (a) ζab = 30 µV s
2. (b) ζab =
−30 µV s2.
greater for small negative ζab than for small positive ζab (1 µ s
2 . ζab . 10 µ s2)
and f . 12 Hz. This trends becomes opposite in the spectra at 12 to 30 Hz.
The value of P νee at f . 1.5 Hz for −10 µV s2 & ζab & −1 mV s2 is greater than
that for −1 µV s2 & ζab & −10 µV s2 in Fig. 4.10. Spectral peaks at f . 20 Hz
are not separately identifiable for 0.1 mV s2 . |ζab| . 1 mV s2. There is a
wide spectral peak with subpeaks between 18 and 30 Hz for ζab = 30 µV s
2.
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Figure 4.10: Effect of ζab on connectivity spectra for the parameters in Table 4.1
and for l = 1. Dashed-dotted lines are for ζab = ±3 µV s2, dashed lines are for
±30 µV s2, and solid lines are for ±300 µV s2. Green shows positive ζab and
red shows negative ζab.
This peak becomes more visible when we increase the value of ζab, which is
replaced by a trough at f ≈ 10 Hz along with the discernible multiple peaks at
high frequencies. Similar features are found for −60 µV s2, except that trough
appears at f ≈ 20 Hz. For the values of |ζab| . 30 µV s2 spectral peaks are
found f ≈ 10, 20, and 30 Hz along with resonances in high frequencies. Overall,
wide spectral peaks with two subpeaks occur in the lower modes for nonzero
|ζab| at f . 60 Hz, becoming prominent for |ζab| & 10 µV s2.
The spectral features seen for the same ζab can be further understood by
varying individual ζab as we did for ηab in Sec. 4.5.1.2.
4.5.2.2 Effects of Individual ζab on P
ν
ab(f):
We now consider how the 10 individual ζab contribute to the overall features
of the spectra, focusing on l = 1. The ranges used for both individual ζab are
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from 1 µV s2 . |ζab| . 0.1 mV s2 and l = 1. For almost all individual ζab
the spectra for 1 µV s2 . ζab . 10 µV s2 to −10 µV s2 & ζab & −1 µV s2
approximately coincide for the same positive and negative ζab, and the levels of
P νee are the lowest compared to other scales of individual ζab. The occurrence
of spectral peaks for individual ζab is summarized in Table 4.2 for l = 1 where
m is summed in Eq. (4.30). Explicit figures are not shown because of their
similarity.
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The average P νee increases after both positive and negative individual ζab
are increased. For 1 µV s2 . |ζab| . 10 µV s2, P νee are the same for positive
and negative ζab with a slight difference at f . 1.5 Hz. There are discernible
resonances at f > 60 Hz separable from each other for ζes > 0 with an interval
of 23.5 Hz and ζis > 0 on an interval of 24 Hz like we saw for ζab in Sec. 4.5.2.1.
The shifting of spectral peaks occurs for the individual ζii, ζie, ζes, ζis, ζre, and
ζsr, which have contributions to the shifting of spectral peaks for equal ζab.
4.6 Summary and discussion
We have used neural field theory to study power spectra of connectivity fluctu-
ations due to feedbacks of pre- and post-synaptic activity on synaptic strengths
for a corticothalamic model in a spherical geometry. Overall, we have found
signatures in the spectra when there is modulation of synaptic connectivity by
presynaptic or postsynaptic activity.
The spectral features for discrete modes are significant because of their
contributions to the power spectrum of connectivity fluctuations. The key
results are:
(i) Continuous power spectra do not accurately reflect the response at low
wavenumbers (k . 50 m−1).
(ii) Both ηab 6= 0 and ζab 6= 0 have significant effects in temporal spectra
such as generation of spectral peaks, shifts of the peaks, or splitting of peaks.
(iii) There are spectral peaks at high frequencies when all ηab are negative
and for both of individual ηee and ηii. The same is found for all-equal ζab and
for two of the ζab, ζes, and ζis.
(iv) There are discernible high frequency resonances for both negative and
positive ζab and two of its individual ζes and ζis with a frequency interval of
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approximately 24 Hz.
(v) Wide spectral peaks mostly with two subpeaks occur for nonzero |ζab|
(both positive and negative), and are visible for |ζab| > 10 µV s2.
(vi) The lower spherical modes have significant contributions on the reso-
nances in the power spectra due to both pre- and postsynaptic feedbacks. With
the increase of the value of l, spectral peaks get flattened.
(vii) For nonzero |ζab|, the sum of powers for the lower eigenmodes with
maximum l & 20 modes in discrete case converges with each other, and ap-
proaches to the continuum power spectrum for klm & 200 m−1.
The spectral features mentioned above can potentially be used to distin-
guish presynaptic feedbacks from postsynaptic feedbacks. Sharp high frequency
resonances indicate possible postsynaptic feedbacks, whereas discernible high
frequency resonances indicate presynaptic feedbacks. Likewise, wide spectral
peaks in lower modes, mostly with two subpeaks, occur due to presynaptic
feedbacks.
In principle, to quantify susceptibilities and their underlying mechanisms,
one could estimate connectivity fluctuations from experimental data and vary
the susceptibilities to fit the expressions obtained here to their spectra. How-
ever, common methods such as electroencephalography (EEG) and functional
magnetic resonance imaging (fMRI) are limited to large spatial and temporal
scales, respectively, by volume conduction and hemodynamic factors (Nunez
and Cutillo, 1995; Buxton, 2009). Hence, signatures must be sought in the low-
k part of the spectrum via EEG, where the predicted eigenmode resonances,
and their splittings, may be visible in low-order modes that escape most volume
conduction effects; eigenmode techniques could potentially project out individ-
ual modes for further analysis (Robinson et al., 2018). Being limited to low-ω
means that fMRI signatures would be mostly restricted to seeking enhance-
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ments or diminutions of connectivity power. However, these might nonetheless
be significant between states and subjects.
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Chapter 5
Concluding Remarks and Future
Directions
The main focus of this thesis has been to study the nonlinear dynamics that
underlie wave-wave and wave-neuron processes such as harmonic and subhar-
monic generation, entrainment, wave coalescence and decay, habituation, and
facilitation. The systematic expansions of neural parameters in neural field the-
ory (NFT) equations helps to study the nonlinear responses. The systematic
expansion of the theory that can be used to study a number of processes related
to nonlinear dynamics, which is summarized in Chapter 2. Chapters 3 and 4
have detailed studies of how the power spectra can be useful to study non-
linear effects. Some highlights of the results and future directions of research
possibilities are mentioned in this chapter.
5.1 Nonlinear NFT
NFT averages neural quantities such as firing rates, cell-body voltages, and
levels of incoming and outgoing activity carried by axons over multiple neurons
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to obtain equations for the evolution of these averages. The important features
are enlisted as follows:
(i) Chapter 2 summarizes NFT and integrates a variety of prior results
(Wright and Liley, 1996; Robinson et al., 1997; Rennie et al., 1999, 2000; Wright
et al., 2001; Robinson et al., 2001, 2002, 2005; Deco et al., 2008) into a single
framework.
(ii) All the neural parameters are studied from their systematic expansion
of third-order perturbation. The results express physical quantities of a given
order in terms of inputs to the system via transfer functions.
(iii) The results are used to calculate the power spectrum up to fourth order
by generalizing the second-order power spectrum of linear system of perturba-
tions. In the case of random phase inputs, the results simplify substantially to
a form involving an integral over products of terms from the linear spectrum.
It is evident that NFT allows to study the dynamics of the linear and non-
linear brain activities that spans scales from fractions of a millimeter to the
whole brain (Freeman, 1975; Nunez and Cutillo, 1995; Ermentrout, 1998; Koch,
1999; Rennie et al., 1999, 2000; Wassermann et al., 2008; Deco et al., 2008; Fung
et al., 2013). This framework also gives the opportunity to study the power
spectra, and opens the possibility to further study correlation and coherence
or, cross-frequency phase to amplitude coupling. This analysis lays the founda-
tions for treatment of a vast region of wave-wave and wave-neuron interactions
such as harmonic and subharmonic generation, entrainment, wave coalescence
and decay, habituation, and facilitation, and also enables the examination of
hybrid wave modes and interactions between nonlinearities. Some promising
future applications include harmonic generation in spontaneous and steady-
state evoked activity, and wave-wave interactions during the onset of seizures.
Each parameter associated with NFT opens up a vast region of possible studies
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of the prediction, verification, and mechanisms of the physiological phenomena
beyond the ones mentioned here.
5.2 Neural Feedbacks and Spectral Signatures
The transfer functions from NFT have been used to study the power spectra
of brain activities and connectivity fluctuations in Chapters 3 and 4. Physi-
ological processes such as facilitation, depression, refractory effects, plasticity,
firing-rate nonlinearities, and reversal-potential modulations have been incor-
porated by including modulations of the parameters of the NFT equations
via susceptibility coefficients, which induce wave-wave interactions. Signatures
of feedbacks in power spectra of brain activity and connectivity fluctuations
are analyzed by systematic methods identifying their underlying mechanisms,
which are comparable to those detected in large ensembles of neurons by fMRI
and EEG/MEG methods. Some important remarks on the spectral signatures
are as follows:
(i) The modulation of neural quantities by presynaptic and postsynaptic
activities via local feedback processes has been investigated by incorporating
nonlinear phenomena introducing susceptibilities, which quantify the response
in either firing threshold or synaptic strength.
(ii) Each nonzero susceptibility in NFT is associated with the modulation
of a neural quantity, and hence results in a deviation of the power spectrum
of brain activity from the spectrum of zero modulation effects, or results in
connectivity fluctuations in the power spectrum. All these result in spectral
signatures of different feedbacks.
(iii) Depending on the feedback processes, there are enhancements or reduc-
tions in low-frequency and/or alpha power, splitting of the alpha resonance,
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shifting of spectral peaks, and/or appearance of new resonances at high fre-
quencies. These features in the power spectra allow processes to be fully dis-
tinguished where they are unique, or partly distinguished if they are common
to only a subset of feedbacks, and can potentially be used to constrain the
types, strengths, and dynamics of feedbacks present.
(iv) The effects of feedbacks are attenuated for a feedback rate equal to,
or smaller than the angular frequency. This retrieves some previous results
(Rennie et al., 1999, 2000). The linear power spectra and resonances are most
evident for fast feedback, where the feedback rate is larger than the angular
frequency.
(v) The effects of discrete eigenmode structure are included for a spherical
brain geometry in the study of connectivity fluctuations. Spectral signatures
that include new resonances at high frequencies and shifts of existing spectral
peaks, are mostly visible in the lowest spatial modes of the response.
(vi) There are discernible high frequency resonances, wide spectral peaks
mostly with two subpeaks in the power spectrum of connectivity fluctuations
mostly arising from significant contributions of the lowest discrete activity
eigenmodes.
The feedbacks present in the neural systems have some overlapping signa-
tures in power spectra of brain activity and connectivity fluctuations, and some
have signatures unique to a specific feedbacks. The generalized approach used
here reproduces and extends previous results on feedback on the corticothala-
mic system and is open for further extension to include more populations via
the four groups of susceptibilities introduced here. This work can also expanded
by introducing different external input rather than white noise to analyze ex-
perimental spectra and may eventually lead to more clinically relevant analysis
brain imaging modalities such as EEG, MEG, and fMRI.
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The feedbacks studied in this thesis are dependent on the linear susceptibil-
ities, which are constant. With the signatures of feedbacks, detailed physiolog-
ical models can be introduced to enable improved brain stimulation to prevent
depression. A vast number of possibilities arises from the study of connectiv-
ity fluctuations starting from potentiation or depression to the mechanism of
alteration of brain connectivity.
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