Recommender systems have been accompanied by many applications in both academia and industry. Among different algorithms used to construct a recommender system, collaborative filtering methods have attracted much attention and been used in many commercial applications. Incorporating the time into the recommendation algorithm can greatly enhance its performance. In this paper, we propose a novel time-aware model-based recommendation system. We show that future ratings of a user can be inferred from his/her rating history. We assume that there is cascade of information between the items such that rating an item can lead to other items being rated. There is indeed a hidden network structure among the items and each user tracks a sequence of items in this network. The dependencies between the items are modeled based on statistical diffusion models and the parameters are obtained through maximum-likelihood estimation. We show that under some mild assumptions, the estimation task becomes a convex optimization problem. A major advantage of the proposed method over classical recommender systems is the ability to include novel items in its recommendation lists besides providing accurate recommendations. The proposed model also results in personalized and diverse recommendations. Experimental evaluations show that the model can be trained based on the ratings of a limited number of users. Furthermore, the proposed model outperforms classical recommendation algorithms in terms of both accuracy and novelty.
INTRODUCTION
This manuscript is related to two research topics in computer science: recommender system and information cascade. In the following, some background on these topics is discussed.
Recommender systems
Exploring and retrieving items in applications with large-scale datasets is very time consuming for the users, if not impossible. In order to address this issue, recommender systems aim to help users dealing with this information. Recommender systems generate recommendations to a collection of items which may satisfy users based on their past preferences [1, 2] . They often try to maximize users' satisfaction (and thus, the returning 1 Both authors contributed equally to this work. revenue) through recommending appropriate items. Satisfaction of users may have different meanings in different contexts (and different metrics have been proposed to assess satisfaction); however, in the context of recommender systems, the recommendation list is provided such that the target user likely gives high ratings to the recommended items, if purchased.
Methods in recommender systems can be generally categorized into three main classes: collaborative filtering (CF), content-based and hybrid algorithms [3] . In contentbased recommenders, first, a profile is produced for each user based on the content of items purchased by that user. Then, the system recommends items with the most similar content to the target user's profile. Knowledge-based recommender systems are a special case of content-based systems, in which users directly determine their favorite contents [4] . In CF algorithms, unlike content-based methods, the system is blind to the contents. In these methods, the recommendation 2 S. M. Daneshmand et al. lists are completed based on some similarity scores between items and/or users. The main idea behind CF methods is that users with similar tastes in the past times are likely to have similar tastes in the future. Hybrid methods integrate both content-based and CF methods, aiming to provide better recommendations [5] [6] [7] .
In content-based recommenders, the more labels provided for the users and items, the better the performance. For example, in a movie recommendation system, information about genre, director or story of a movie can be considered as labels for its content. However, having detailed labeling of the items is not practical in large-scale applications with many items, which restricts functionality of content-based methods. The data sources for CF methods can be easily gathered. CF methods can be generally considered in two main classes: memory-based and model-based [8] . Memory-based CF methods use the entire collection of users' previous ratings to provide the recommendation lists. Although they are simple to implement and have been used in many commercial systems, they have some drawbacks such as sparsity, cold start and scalability problems [1] . Model-based CF methods solve the sparsity problem and represent the datasets in a compressed format resulting in higher accuracy as compared with memorybased methods. Model-based algorithms use statistical and machine learning techniques to learn a model based on the collected ratings from users' previous interactions with items. Several model-based algorithms have been introduced in the literature including dependency networks [9] , clustering techniques, Markov-based models [10] , latent semantic and matrix factorization methods [11, 12] .
It has been shown that considering context can increase performance of model-based methods [13, 14] . Such information refers to the context (e.g. time, location or mood) in which users interact with items [15] . According to the Netflix prize competition, time dimension is one of the most important contextual information resources [16] [17] [18] [19] . It has been shown that popularity of items and pattern of users behavior are changed by temporal effects [18] . In general, four categories can be considered for temporal effects: user bias shifting, item bias shifting, time bias and user preference shifting. User preference shifting demonstrates changes in attitude of an individual user while item bias indicates changes in taste of groups of users. Average ratings of users may also change in different times, e.g. a user might be optimistic at certain times and give higher ratings than other times. User bias shifting tracks these changes. Item bias shifting argues about changes in popularity of items in different time steps. Considering these temporal effects in recommender systems may improve their performance, and time-aware models have been extensively studied in the literature [3, 16, 17, 20] . Koren et al. proposed a method based on matrix factorization in which vectors of latent factors are generated in each time step [21] . Xiong et al. proposed another time-aware recommender system based on a Bayesian probabilistic model [22] . In their model, the time has been incorporated as a distinct feature vector associated with those of users and items. The methods based on Markov chain can also be categorized as time-aware techniques [10] . In this paper, we introduce a novel time-aware recommender system based on information cascade models.
Information cascade in social networks
Analysis of cascade (or diffusion) on structured relationships has many applications in various fields such as cascade of behavior in social relationships [23] , viral marketing in economic networks [24] and analysis of virus propagation in computer networks [25] . The diffusion process starts by infecting some of the nodes that themselves may infect their neighbors. There are a number of models for modeling such processes. Independent cascade model [26] is a well-known statistical diffusion model in which each infected node tries to infect its neighbors independently only once. In this work, we use a progressive independent cascade model [23] in which the infected nodes cannot recover after being infected. Song et al. [27] proposed a recommendation method using diffusion of information among users. They assumed that if user u selects some items before user v in a period of time, then user u can be significantly influential in future selections of user v. Indeed, they considered the information flow from user u and its rating history was used to recommend items to user v.
Recommendation based on information cascade
In this paper, we propose a novel time-aware model-based recommender system. Our main assumption is that rating to item i can be effective in rating to item j that is dependent on transmission rate between items i and j. We propose a model of ratings diffusion as an extended version of an independent cascade model. For recommendation, we estimate the transmission rates using rating history of some users. Estimation of transmission rates is equivalent to inference of hidden structure of the network among items. We assume that there is a hidden structure among the items and each user creates a cascade a sequence of Like or Dislike ratings on this network. There are a number of methods in the literature for inference of network structure using cascade information, i.e. the infection times of the nodes [28] [29] [30] , which are properly used in this work.
In the proposed model, dependencies between the items are extracted based on users' ratings and the purchase (or rating) time. To this end, sequence of users' ratings is modeled as cascades among items and a statistical model is employed to extract dependencies between the items based on these cascades. Finally, the past ratings and the extracted dependency network among the items are used to provide the recommendation lists for target users. The main advantage of the proposed model over classical recommendation systems is that it results not only in highly accurate recommendations Time-Aware Recommender System Based on Dependency Network of Items 3 but also novel recommendations. Indeed, the proposed model employs information on items' bias shifting to obtain both novel and accurate recommendations. Novelty and diversity of recommender systems are becoming important issues within the community of recommendation systems [31] [32] [33] . In diffusion-based models, the links among the items are directed from items that were popular at past time steps to those that will be popular in the future, i.e. the diffusion flows toward future novel items.
The other advantage of the proposed model is that it can be learned from ratings of a sampled group of users and the whole dataset is not required to complete the learning task. Indeed, what one needs to learn in the model is to have enough ratings of each of the items to discover the latent structure between them. The effectiveness of the proposed method is assessed on Netflix and Movielens datasets. Our results show that it outperforms classical recommender systems in terms of both diversity and accuracy.
PROBLEM FORMULATION
Let us formulate the recommendation problem as follows. There are a set of items I = {I 1, I 2 , . . . , I n } and a set of users U = {u 1 , u 2 , . . . , u m }, where each user gives ratings to some items at a specific time. The task for recommender system is to recommend a set of items for a target user providing the highest satisfaction for the user.
Users' ratings on items and the times the ratings have been given are represented by matrices M = [r u,i, ] and E = [t u,i ], where r u,i indicates rating value of user u on item i and t u,i represents the time of this rating. In some applications, users directly rate the items. For example, in Netflix and Movielens datasets, users determine their ratings as five star scores. This type of rating is denoted an explicit rating. The other type is implicit rating, which is defined as user-item co-occurrences. For instance, users' click on items can be considered as positive rate of the user about item. Both types can be mapped to a set of ratings with like and dislike values. In this paper, we consider only 'like' or 'dislike' states, i.e. the adjacency matrix has values as '+' when a user likes an item or '-' when dislikes it. Let us define rating history of user u as R u = {t i |i ∈ I } that means at time t i user u rates item i. If item i has not been rated by user u, we set t i = ∞. To denote the type of infection (like or dislike), we use t k i where k ∈ {−, +}. When the type of the rating is not important, we denote it by t i . Indeed, there is a single random variable for each item's infection time and k only presents the type of infection. Consider we have the current rating history of user u(R u ) and would like to recommend N items that satisfy the user. Let us suppose T denotes the near future. We should recommend items which are likely to be liked by the user. Consider P u (t + i < T |R u ) is the probability of item i to be liked by user u in the near future and P u (t − i < T |R u ) is the probability of dislike. We should recommend items with higher values of the term P u (t
We propose a method for computing these probabilities to recommend top-N items to each user.
EVALUATION OF RECOMMENDATION LISTS
A number of metrics has been introduced in the literature to evaluate performance of recommendation algorithms. Ranking precision is one of the classical metrics to assess top-N recommendation task. Recently, novelty and diversity of the recommendations have been investigated as important metrics. Below, we briefly explain these metrics.
Precision
Precision is a classic metric to evaluate performance of recommender systems in the top-N recommendation task. Precision of the system, P u (N ), on a recommendation list with N items, is the average precision of the lists recommended to all test users. Precision for the list recommended to user u, P u (N ), is defined as the number of relevant items to the user which are present in the recommendation list. Relevant items to the target user are items for which the user gives them like rating in the test set.
Diversity
It is desirable in recommender systems to recommend items which are personalized for the target user and fit his/her interests. A recommendation list becomes more personalized as the system recommends diverse lists to different users. For example, a recommendation algorithm which recommends almost the same set of items for different users is not desirable in terms of personalization. Inter-list diversity is one of the metrics dealing with personalization in recommendation systems [34] . Inter-list diversity D(N ) can be defined as the average distance among the recommended lists to all test users. Obviously, as the average distance becomes higher, the recommendations will be more personalized. Distance between the lists recommended to users i and j can be obtained as:
where c i, j is the number of common items in the lists recommended to these users and N is the size of the recommended lists.
Novelty
Although some recommender systems provide accurate lists, their recommendations are in many cases obvious for the users. An item in the recommendation list is obvious when the user knows about the existence of the item before receiving the recommendation list. A recommendation is more desirable as 4
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the list is more informative and non-obvious for the users. Novelty of the recommendation list is a way to consider this issue. Some metrics have also been introduced to evaluate novel recommendations [31] . In this paper, we consider self-information-based novelty to measure novelty of items. According to this measure, users are more likely to know about items which are popular [34] . Self-information-based novelty for a list of recommendations to the user u, N ovelt y u (N ), can be obtained as:
where |U | is the number of users in the training set and Rel i represents the number of users who have given rates to item i. Novelty of an algorithm is the average novelty of the recommendations to all test users.
PROPOSED CASCADE-BASED MODEL
In this section, we introduce the proposed recommender system that is based on information cascade models. To compare the performance of the proposed method with some classical recommender systems, we consider memory-based CF and Markov-based model, which have found widespread applications in both academia and industry.
Memory-based CF
Memory-based CF methods are one of the most popular recommender systems which have been employed in many applications. These methods are in two types: user-based and item-based. In this work, we consider user-based CF that is based on extracting similarities between the users [35] . As the users' similarity scores are extracted based on their previous rating pattern, the algorithm recommends items to the target user based on the rating pattern of its top-K most similar users. Different statistical methods have been introduced to calculate similarities between the users [36, 37] . Two popular methods are Cosine similarity and Pearson correlation. Each of the models has been introduced to deal with different situations (e.g. sparsity problem or cold start problem), and none of them is a golden measure for all cases. We use Pearson correlation in this work. Pearson correlation similarity between users i and j is defined as
where R i is average of the ratings given by user i and R i,h represents the rating given by user i to item h. n is number of items that have received ratings from both users i and j.
Markov-based recommender
Methods based on Markov chain model the recommendation task as a Markov process [10] . Users purchase items in a sequential manner, and thus, each new item purchased by a user can be considered as transition from one state to another state in a modeled state space. To model the recommendation problem as a Markov process, state space and the transition function between the states should be first defined. In a Markov-based system, state of a user is defined based on k previous items purchased by the user. Here, we define State u = I k , I k−1 , . . . , I 1 as last-k purchased items by user u in a sequential manner. As state space is defined, transition function can be estimated based on training data. Generally, in a Markov model, transition function describes the probability of transition from one state to another one. In the Markov-based recommender system, this value represent the probability that a user who has visited items I k , I k−1 , . . . , I 1 , will purchase item I k+1 in the next step. Based on the maximum-likelihood estimation and using training data, transition function between the states can be estimated as:
where
represents the number of users in the training set that have sequentially purchased the items I k , I k−1 , . . . , I 1 . To do the recommendation, first state of the user is defined based on the previous ratings of the target user, and then, items are recommended to a target user considering the users to whom the target items have higher probability of transition.
Diffusion model for rating
The proposed method is similar to information diffusion in social networks and is indeed a diffusion-based model. The users' ratings diffuse through the hidden structure between the items and the history of the rating values is modeled as a probabilistic model. To estimate the parameters of the model, and thus to provide the recommendation lists, maximumlikelihood framework is used. We first prove that the likelihood function is a convex function under some mild assumption, and then use convex optimization package for estimating parameters of our model. Let us describe the assumption made in the cascade model using a simple example. Consider that there is a hidden relationship between two items, e.g. two movies have the same directors, actors or story. When a user selects one of these movies, it is likely that this selection leads to selecting the other one as well. The user may dislike the next selection, although he/she has liked the first one. Thus, the hidden structure should be able to model both likes and dislikes. In other words, based on the proposed model, when a user rates item i in type k, it Time-Aware Recommender System Based on Dependency Network of Items 5 is expected that this rate can lead the same user to rate item j in type m, and this is dependent on the hidden similarity rate from i to j. The model indeed explores novel and new items from the past history of the user's rating. Furthermore, a user often rates an item at most once, which justifies the choice of progressive independent cascade model.
We consider a network structure among the items on which each user creates two types of opposite cascades (i.e. Like and Dislike). Let us consider rating time of item i in type k as t k i and that of item j in type m as t m j . Let us also consider t m j −t k i as a random variable with a probability density function which is called rating probability density function (RPDF) that is denoted by f (t m j |t k i ; a km i j ). Since time is a continuous random variable, RPDF represents probability of rating transmission from i to j in the interval [t m j , t m j + dt], when dt tends to zero. To model t m j − t k i , we use statistical methods for life time data [38, 39] . Life time models (or survival models) analyze time of occurrence of some events. Let us consider RPDF depends on parameter a km i j that is denoted as transmission rate [28] . Indeed, transmission rate represents the weight of link from item i to item j in the hidden structure. High value of the transmission rate between i and j makes the rating to item i be more likely to be transmitted to the rating to item j in near future. RPDF can be represented as f (t m j |t k i ; a km i j ) and the rating cumulative distribution function (RCDF) as F(t m j |t k i ; a km i j ).
Definition 1. Pair-wise rating survival probability function.
Consider item i has been rated in type k in time t k i . Following item i being rated, the probability of item j being rated in type m is not high, unless the time t m j is a survival probability function [28, 38] . This function (S) can be computed using RCDF as follows:
Definition 2. Pair-wise rating hazard probability function.
Ratio of the probability of being rated in t m j which is caused by that of in t k i , to the probability of survival until t m j is defined as the hazard function (H ) [28, 38] :
Learning pair-wise rating parameters
Consider A = {a km i j |∀i, j ∈ U , ∀k, m ∈ {−, +}} as the set of all transmission rates, which should be estimated for recommendation. This is carried out using training set R = {R u |u ∈ U } where R u is rating history of user u. The likelihood estimation problem is as follows:
where (R; A) is the likelihood of rating histories with respect to A. This is indeed equivalent to the following minimization problem:
Assuming all elements of R u are conditionally independent given the set of parameters A, this means that similarities between the users are due only to the hidden network structure. As a simple example, let us consider two users who are friends and not independent; thus, they may have similar rating history. In the cascade mode, we assume that when two users have similar rating history in past times, it is likely that they rate items similarly in future times. In other words, if one knows the past rating histories and also the network structure between the items, the dependency between these two friends can be skipped. One can rewrite the likelihood function as
Computing likelihood function
Items that have been rated before t k i can lead item j to receive rating of type m at time t m j = ∞. Since each item can only be rated by a user only once, if item i leads to item j being rated, the items that have been rated before j should not cause j receive rating until t m j . Furthermore, item j should not be rated in the opposite type ∼m until t m j (∼ is NOT operator, i.e. if m is −, then ∼m will be + and vice versa). P u (t m j |∀t k i < t m j ; A) represents the probability of rating to item j having time of preceding ratings for user u, which can be obtained through the survival probability function as:
Using the hazard trick [28] we can rewrite the above probability as:
Item j that is not being rated during rating history of user u of these items, i.e. we have some censored data [39] . However, we know that these items have not been rated until w. Thus, we should compute conditional probability of surviving until w, as
For computing the probability of a rating history, we should compute joint probability of time of infections in the rating history. We can use the chain rule [40] for decomposing of this distribution to conditional distributions, as
Replacing (11) and (12) in (13), one obtains
Now, using log function properties and equations (14) and (9), we can rewrite the likelihood function using three functions that each is a combination of hazard and survival functions. More precisely,
In this section, we prove that if RPDF meets some conditions, the likelihood function will be a concave function and the likelihood estimation will be a convex optimization problem. To prove the concavity of the log of the likelihood function, we use the following lemmas. Lemma 1. If f 1 and f 2 are concave functions, then f 1 + f 2 will be a concave function [41] .
Lemma 2. If h is concave and nondecreasing and g is also concave, then h(g(x)
) will be concave [41] . Now, we use these two lemmas for proving the following lemma.
Lemma 3. If the survival probability function is log concave and the hazard function is concave, then the log of the likelihood function will be concave function.
Proof.
• H (t m i |t k j ; a km i j ) is a concave function, since the hazard functions are concave and based on Lemma 1, sum of concave function is concave.
• The sum of the hazard functions is concave and the log function is a concave non-decreasing function. Thus, based on Lemma 2, ϕ 1 (R u ; A) is a concave function.
• The sum of the survival functions is concave based on Lemma 2. Thus, ϕ 2 (R u ; A) and ϕ 3 (R u ; A) are concave functions.
• The sum of concave function ϕ 1 , ϕ 2 and ϕ 3 will be a concave function. Thus, the likelihood function will be a log concave function.
Estimation method
To estimate the transmission rates, we use the RPDF whose survival function is log concave and hazard function is concave. Gomez Rodriguez et al. [28] introduced some probability distributions with these properties. We use exponential probability distribution, since some experiments in real-world social networks showed that pair-wise probability distribution function is exponential [30] . Using exponential RPDF, the maximum-likelihood estimation will be a convex optimization problem (based on Lemma 3). For solving this problem, we use MATLAB CVX package that is a powerful tool for solving convex optimization problems [42, 43] . Also, we speed up the optimization process by a distributed optimization method and setting the infeasible rates to zeros [28] .
Recommending based on users' rating history
As mentioned, we recommend top items with respect to P u (t
We can compute this probability using the following equation:
In fact, we sort the items according to difference of conditional probability in high rate and conditional probability in low rate in the future time T .
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Structural analysis of the cascade model
The proposed model is based on extraction of cascade network among items that is based on the time difference between the ratings. Intuitively, we can state that in the proposed model, the cascade dependency from items i to j is intensified as a larger number of users in the training dataset rate item j after item i within a short-time interval. As the cascade dependency network among items is extracted, in the recommendation phase, the algorithm recommends items receiving higher cascades from those previously rated by the target user. This might result in a bias to recommend items showing increasing trend in their popularity, leading to obtain high precision. Items with growing popularity trend are likely to be purchased by the users in near future. The proposed method intelligently filters out the items that were popular in the past times and are losing their popularity. This helps to improve the novelty of the recommendations. Let us consider two items i and j with a i j + and a ji + as transmission rates between them. If item i was more popular than item j in the past time steps, then a i j + > a ji + . The proposed diffusion model intrinsically selects the items which are likely to be popular in the future, resulting in high novelty of the recommendation lists.
Another issue about the model is its ability to extract the dependency network from ratings of a limited number of users. Once the model has learned the network structure among the items using histories collected from a small subset of users, it can be applied for recommendation to a large set of users. Indeed, the model only requires having enough ratings for each item. Therefore, it is a scalable algorithm for applications with a huge number of users.
As mentioned, we used exponential RPDF in our analysis in which recent users' interests have more intense influence on current users' desires. Nonetheless, temporal effects can be adjusted by choosing different RPDF, as long as the concavity conditions hold, i.e. log-concavity of survival probability function and concave hazard function. Functions such as Rayleigh and Power-law distribution, which satisfy the concavity conditions, can be used for such a purpose [28] . The kernelized cascade model [44] provides a method to estimate RPDF in lieu of the parametric model used in our formulation.
Hybrid cascade method
In this section, we discuss how to combine contextual information with collaborating filtering in the proposed model. Consider for each item i we have a set of features (or labels) f i = { f 1 i , f 2 i , . . . , f k i }, which are characteristics of the item. The goal is using these features in improving the recommendation. Since our method recommends based on a similarity network inferred by cascade of ratings, the contextual information should be included in the process of inferring the dependency network structure. To this end, feature-enhanced probabilistic model [45] can be utilized.
According to this model, conditional probability of infection is
This means that the probability of transferring user from i to j depends on the similarity of two feature vectors f i and f j (d( f i , f j ) is a similarity measure, e.g. cosine similarity) in addition to the transmission rate and time. Based on the above formulation, the inference method considers similarity between features of items in addition to the time of ratings. The main assumption of the hybrid method is that a user follows items which have more similar features as well as larger value of transmission rate. It can be easily shown that the new probability distribution function also leads to a convex optimization problem [45] , and thus, the proposed cascadebased model can be simply used in hybrid recommendations.
RESULTS

Datasets
The performance of the proposed recommendation method is evaluated on two real datasets: Netflix and Movielens. These two datasets have been frequently used as benchmarks in recommendation systems. Both datasets contain explicit ratings of the users in a range 1-5 on a set of movies. They also contain time stamps of the ratings which make them appropriate to be used as benchmark in time-aware recommender systems. As we discussed, the proposed method, in its current form, has restrictions in the number of items that it can manage, which is mainly due to the limitations of the CVX toolbox used to solve the convex optimization problem. Therefore, we randomly sample the original Netflix and Movielens datasets. Basic statistics of the sampled datasets have been summarized in Table 1 .
Test methodology
In general, there are two methods for evaluating recommender systems: online evaluation and offline evaluation. In online evaluation, recommendation algorithms are implemented on a real-world application and according to feedback generated by the users, the quality of recommendations is assessed. However, this type of evaluation is often costly and cannot be implemented in many cases. In this work, we performed the evaluation based on an offline method in a top-N recommendation task. Although there are some drawbacks for this method, it could be used as an alternative for online evaluation and has found widespread application in evaluating recommender systems [46] [47] [48] . Indeed, the offline method tries to simulate the online evaluation. In the offline evaluation, the original dataset is split to the test and the training sets. To this end, we first sorted the ratings regarding to their time stamps, and then determined a particular day as the test day. Ratings with time stamps before the determined day were considered as training set and those after that day as test set. For both datasets, we determine the reference day in a way to have 80% of ratings in the training set and 20% in the test set. The training set is used to learn the parameters of the model, which is then tested on test set. Once the model is trained, we provide a recommendation list of five items for users in the test set. To be in the test set, the users should have at least one rating in the training set and five ratings in the test set (i.e. due to top-5 recommendation). To evaluate the recommendations for each user in the test set, the recommended items are compared against the user's real ratings. Since our model is based on two-level rating (i.e. like or dislike), we use a threshold value to decide whether or not the user likes the item. In this work, we use the threshold of 2 meaning that if a user gives a rating of >2 to an item, it likes the item; otherwise, it dislikes. This form of offline evaluation has been frequently used in previous works [16] . Evidently, the performance changes by varying the threshold, the higher the threshold, the lower the precision of the recommendations. However, this is the case for all algorithms.
Experimental results and discussion
In this section, we first investigate generalizability of the learned model as a function of the number of users in the training set. In the second experiment, we evaluate the performance of three recommendation algorithms, based on three metrics introduced in the previous section.
Convergence of the model as a function of the number of users
The proposed recommender system is a model-based method. In such methods, first a model is trained based on users' ratings in the training set, and then, it is used to provide the recommendations for each user. One of the main characteristics of the cascade-based model is that the trained model can be used for users who do not have any rating in training data. This is an important feature since one of the main disadvantages of many model-based methods is their need to have all users in the training set, which makes the computations be expensive. The proposed cascade-based model solves the problem by learning the model from a sampled group of users. This can significantly reduce the computational complexity of the method as compared with other model-based techniques.
In the first experiment, we generate the training and the test sets in which users in the training data are completely different from those in the test set. We select ratings of a set of 10 000 and 2500 users, respectively, for Netflix and Movielens datasets as the test sets. Also, we train the model using the training data with different number of users for both datasets. We increase the number of users from 1000 to 7000 in Netflix and from 500 to 3500 in Movilens datasets, and evaluate the precision of the recommendations. Figures 1 and 2 show the precision as a function of the number of users in the training set in Movilens and Netflix datasets, respectively. The results show that in the Netflix dataset as the number of users increases from 5000, no significant improvement is obtained in the precision of the model. In Movilens dataset, as the number of users increases from 2500, no significant improvement is obtained. Therefore, the proposed model can learn the required parameters from a limited number of users in the training set and has satisfactory generalizability. This is an important feature, since many real-world recommendation systems handle millions of users and a model-based method using all (or many) of these users in not practical. Figures 3 and 4 represent novelty and Figs 5 and 6 show diversity as a function of the number of users in the training set. According to these results, as size of the training set increases, the model places the items with higher popularity in its recommendations, and thus, the similarity of the lists recommended to different user increases. When the model is not trained, all items have the same chance to appear in recommendation lists; however, it is not desirable to give the same chance to all items to appear in the list. Some items are attractive for a large group of users, and thus, although giving higher chance to these items lowers novelty and precision, it improves accuracy of recommendations.
Comparing cascade-based model with classical recommender systems
In this section, we compare performance of the proposed cascade-based model with three classic recommendation algorithms: user-based CF, popularity-based recommender systems and Markov-based model. As in the previous section, to compare these three algorithms, we use a set of 10 000 and 2500 users from the original Netflix and Movielens datasets, respectively.
In the user-based CF, To find the top-5 items for each user, 50 of its nearest neighbor users (based on the similarity measure obtained for the users) are considered. In the Markov-based model, we considered the size of the chain as 2. The popularitybased method recommends to a user the most popular items that have not yet been rated by the user. Popularity of items can be determined based on the number of ratings on each item. For these recommendation methods, we compare the precision (P (N) ), the self-information-based novelty (N ovelty) and the inter-list diversity (Diversity). Figure 7 shows the precision of these recommender systems in the two datasets. The cascade-based method results in 0.14 and 0.19 precision in Netflix and Movielens datasets, respectively. This is higher than the precision of both the userbased CF and the Markov-based model. The popularity-based method is known to give a highly accurate recommendation list; and the proposed method could give us a comparative precision with the popularity-based method (its precision is even a bit better in the Movielens dataset). We compare the novelty of the recommendation lists as their self-information-based novelty and the results are shown in Fig. 8 . The Markov-based model results in the best performance in terms of novelty which is followed by cascade-based, user-based CF and popularity-based model. We know that the more the novelty of the recommendation lists, the less expected the target user is to be aware of existence of the recommended items. Although, it is desired to recommend lists with high novelty, but besides precision of the recommendations should be considered. As can be seen in Figs. 7 and 8 , Markov-based model has the lowest precision among other algorithms. Indeed having high novelty Markov model suffers from low precision. One may say that random recommendation may have very high novelty but obviously output of the random recommender is not desirable to the users. Figure 9 shows personalization of the recommendation algorithms in terms of inter-list diversity. Cascade-based model and Markov model have almost similar results in terms of the diversity. Also as it can be seen that the cascade model outperforms the user based CF and popularity models in terms of the diversity.
In the Movielens dataset, there is ∼0.93 inter-list diversity followed by the user-based CF with 0.84 and the popularitybased with 0.44. The cascade-based model outperforms the user-based CF and the popularity-based model by 0.15 and 0.40 in Netflix dataset.
In sum, considering the results of the Markov-based model, we can state that this model includes items that are less related to the target users. Indeed, providing satisfaction for the users depends on novelty and personalization of lists as well as precision of the recommendations. For example, although popularity-based recommender provides an accurate list, it is not a good strategy, since it does not consider personalization and novelty. The cascade-based model considers both these factors in its recommendations. Thus, compared with the user-based CF and the popularity-based methods, the proposed cascade-based model not only demonstrates accurate recommendations, but also provides novel and personalized lists for each user. Both the popularity-based and the user based CF Time-Aware Recommender System Based on Dependency Network of Items 11 are biased toward recommending items with high popularity resulting to rather low novelty values. They consider only a part of item space with high popularity, and thus, suffer from low personalization in their recommendations. Our proposed model tries to overcome these problems. A reason behind higher personalization and novelty of the cascade-based model is that it performs the recommendation based on cascades among items. Let us consider an item with low popularity and a user who has previously rated items with high dependency to this item. In such a case, the cascade-based model is likely to recommend the item to the user, since it is surrounded by those which have been previously rated by the user. Thus, the model gives a chance to items with low popularity to be included in recommendation lists. It has been shown that there is a dilemma between accuracy and personalization in recommendation systems [47, 49] and they do not go in the same direction. Often, when precision improves, the novelty worsens and vice versa. Having a method resulting in better precision and novelty than the user-based CF would be valuable and our proposed model-based algorithm could be such a method.
CONCLUSION
Recommender systems have application in many systems such as online social networks, movie store, music distributions and book stores. In previous works, precision of recommendation lists was the most important issue addressed in designing the algorithms. However, it has been recently shown that personalization and novelty are also important metrics influencing satisfaction of users. Diversity and novelty of recommendations has recently attracted much attention and become a challenging issue in this field. In this work, we propose a novel time-aware model-based recommendation algorithm. The model is built based on extraction of dependencies among items. Considering the sequential manner of users' rating on items, we model these sequences as cascades among the items. We assume that there is a hidden network structure among items and proper cascade models are used to infer this structure. We prove that under some mild conditions, the maximum-likelihood estimation problem is a convex optimization problem, and thus, can be easily solved. Our main contribution in this work is to link two domains of social networks analysis and mining: diffusion on networks and recommender systems. The cascade-based structure of the model allows including novel and personalized items in the recommendation lists besides having high accuracy. Our results show that, as compared with the user-based CF (a classic recommender system used in many application), the proposed cascade-based model provides recommendations with not only higher accuracy, but also higher novelty and diversity. Also, novelty and diversity of the proposed method are much higher than the popularity-based method, while their accuracy was comparable. 
