Techniques of matrix completion aim to impute a large portion of missing entries in a data matrix through a small portion of observed ones, with broad machine learning applications including collaborative filtering, pairwise ranking, etc. In practice, additional structures are usually employed in order to improve the accuracy of matrix completion. Examples include subspace constraints formed by side information in collaborative filtering, and skew symmetry in pairwise ranking. This paper performs a unified analysis of nonconvex matrix completion with linearly parameterized factorization, which covers the aforementioned examples as special cases. Importantly, uniform upper bounds for estimation errors are established for all local minima, provided that the sampling rate satisfies certain conditions determined by the rank, condition number, and incoherence parameter of the ground-truth low rank matrix. Empirical efficiency of the proposed method is further illustrated by numerical simulations.
Introduction
Matrix completion techniques aim to predict missing entries in a data matrix from observed ones. Applications include collaborative filtering [Rennie and Srebro, 2005, Candès and Recht, 2009] , in which unobserved user-item ratings are predicted with the available ones, as well as pairwise comparison [Jiang et al., 2011, Gleich and , in which all pairwise comparison scores are imputed from a portion of available aggregated scores. Matrix completion has also been used to improve computation/memory efficiencies in machine learning algorithms, see, e.g., fast kernel matrix approximation [Graepel, 2002, Paisley and Carin, 2010] , fast robust PCA [Yi et al., 2016] , memory-efficient kernel PCA [Chen and Li, 2019] , etc.
In most high-dimensional problems, low-complexity structures have to be imposed in order to perform non-trivial learning. In matrix completion algorithms, the low-complexity structure is low-rankness of the ground truth. By imposing nuclear norm regularization in order to recover low-rank structures [Recht et al., 2010] , convex optimization methods have been widely used in the literature of matrix completion, and their theoretical properties have also been well studied; see, e.g., Candès and Recht [2009] , Candès and Tao [2010] , Candès et al. [2011] , Recht [2011] , Gross [2011] , Negahban and Wainwright [2012] , Hsu et al. [2011] , Sun and Zhang [2012] , Koltchinskii et al. [2011] , etc.
Though convex optimization methods could have near-optimal theoretical guarantees for matrix completion under certain incoherence conditions, they are in general unscalable to large data matrices when the dimensions of the matrix are as high as hundreds of thousands. In contrast, nonconvex optimization methods have been proposed and analyzed in the literature due to computational convenience. Examples include optimization over a Cartesian product of Grassmann manifolds [Keshavan et al., 2010a,b] , singular value projections (SVP) [Jain et al., 2010] , alternative minimization , gradient descents Sun and Luo [2016] , projected gradient descents [Chen and Wainwright, 2015 , Zheng and Lafferty, 2016 , Yi et al., 2016 . From the geometrical perspective, consistency properties of local minima have also been given in the literature; see Ge et al. [2016 , Chen and Li [2019] .
To put it in the mathematical terms, the vanilla matrix completion problem can be stated as follows: Let M be a n 1 × n 2 matrix of rank-r, and we would like to estimate the whole matrix from a small proportion of noisy observed entries. To be specific, let Ω ⊂ [n 1 ] × [n 2 ] be the index set that supports all observed entries. The observation is represented by
where N is a matrix that represents noise or perturbation, and the operator P Ω (·) preserves the entries on Ω while changes the entries on Ω c into zeros. Note that any rank-r matrix can be parameterized through the factorization XY , where both X and Y have r columns. With this parameterization, the regularized least squares fitting proposed and further analyzed in Ge et al. [2016 is
This optimization is obviously nonconvex, so standard optimization methods, such as gradient descents, may be attracted to some local minimum. A series of works in the literature, such as Ge et al. [2016 , Chen and Li [2019] , aimed to understand the nonconvex geometry of (1.1). In particular, people are interested in figuring out the conditions on the ground-truth low rank matrix M as well as the sampling rate of Ω, under which any local minimum ( X, Y ) of (1.1) leads to an accurate estimate of M through M = X Y . For example, in the noiseless case where N = 0, if M is a rank-r well-conditioned matrix, its eigenspace incoherence parameter [Candès and Recht, 2009 ] is well-bounded, and the sampling rate satisfies p (r 2 log n)/n, then it was shown in Chen and Li [2019] that any local minimum of (1.1) gives X Y = M * , i.e., there is no spurious local minimum. This result strengthened those in Ge et al. [2016 .
In practice, additional structures beyond low-rankness have been employed to improve efficiency and to reduce sample complexity for matrix completion. In collaborative filtering, for instance, side information about items and individuals has been used in the literature as subspace constraints for the matrix to complete [Xu et al., 2013 , Yi et al., 2013 , Chen, 2015 , Eftekhari et al., 2018 , Jain and Dhillon, 2013 , Si et al., 2016 . Another example is pairwise ranking, where skew-symmetric structures are imposed in the implementation of matrix completion [Jiang et al., 2011] ; see, also, Gleich and Lim [2011] and Chatterjee [2015] .
Interestingly, we observe that both examples, i.e., low-rank matrices with subspace constraints and skew-symmetric low-rank matrices, can be represented in the form M = X(ξ)Y (ξ) , where both factors X and Y are linear and homogeneous in some parameters ξ ∈ R d . The details underlying the foregoing observations are as follows.
• Suppose M is known to be constrained in some pre-specified column and row spaces, with dimensions s 1 and s 2 , respectively. Let U (and V ) be a n 1 × s 1 (and n 2 × s 2 ) matrix whose columns form an orthogonal basis for the given column(or row) space constraint for M . Given the rank of M , we know there must exist some (not unique)
Denote by θ = vec(Θ A , Θ B ) a (s 1 + s 2 )r-dimensional vector that contains all entries in Θ A and Θ B (e.g., in the lexicographic order), and define the two linear mappings:
Then the above parameterized factorization becomes
• If M is a n × n rank-r skew-symmetric matrix (which implies that r is even), by the Youla decomposition [Youla, 1961] , it can be represented (not uniquely) as
Again, denote by θ = vec(Θ A , Θ B ) a (nr)-dimensional vector that contains all entries in Θ A and Θ B , and define the linear and homogeneous mappings
(1.4)
We also have the factorization
Again, we are interested in recovering M = X(ξ)Y (ξ) through the observation P Ω (M ) = P Ω (M + N ) via some nonconvex optimization similar to (1.1):
where pen(θ) is some penalty function that will be specified in (2.1) in the next section. This optimization problem is nonconvex in θ. So it is natural to ask whether we can study the nonconvex geometry for (1.5) as Ge et al. [2016 and Chen and Li [2019] did for the vanilla matrix completion problem (1.1).
As an initial step for this general question, we are making two key assumptions in this paper on the parameterization (X(θ), Y (θ)) and the ground truth M . The first assumption is that X(θ) and Y (θ) are linear and homogeneous in θ as we required previously. The second assumption, referred to as correlated parametric factorization, is not easy to explain in non-mathematical terms, and its formal definition will be introduced in Section 2.2. This rather sophisticated assumption holds for various examples of parameterized low-rank factorization including low-rank matrices with subspace constraints (1.3) and low-rank skew-symmetric matrices (1.4). The verifications of the correlated parametric factorization assumption in these two examples will be given in Sections 6.1 and 7.1, respectively.
Under these assumptions, we will show in Section 2.3 that we can indeed analyze the nonconvex geometry for (1.5) in a comparable way to Ge et al. [2016 and Chen and Li [2019] did for (1.1). To be specific, uniformly for all low-rank recovery M := X(ξ)Y (ξ) with any local minimumξ of the nonconvex optimization (1.5), unified upper bounds are established for the estimation error M − M 2 F , as long as the sampling rate satisfies certain condition that depends on the rank, condition number, and eigenspace incoherence parameter of M . Moreover, as corollaries, our main result implies local-minimum based estimation error bounds for the problems of subspaceconstrained and skew-symmetric matrix completion.
Throughout this paper, bold uppercase/lowercase characters denote matrices/vectors, respectively. For a given matrix A, its (i, j)-th entry, i-th row, and j-th column are denoted as A i,j , A i,· , and A ·,j , respectively. Its spectral, Frobenius, and 2,∞ norms are denoted as A , A F and A 2,∞ := max i A i,· 2 2 , respectively. Denote by colspan(A)/rowspan(A) the column/row space of A. Deonte by P A the Euclidean projector onto colspan(A). Denote A 0 if A is a symmetric or Hermitian positive semidefinite matrix. For any two matrices A and B of the same dimensions, their matrix inner product is denoted as A, B = trace(A B) = i j A i,j B i,j , and their Hadamard/entrywise product is denoted as
For any two matrices A and B, vec(A, B) denotes a vector consisting of all entries in A and B in some fixed order. Denote by J n 1 ×n 2 ( or J when the dimensions are clear in the context) the n 1 × n 2 matrix with all entries equal to one. Denote by O(r) the set of r × r orthogonal matrices. Let n min := min{n 1 , n 2 } and n max := max{n 1 , n 2 }. Finally, denote by C 0 , C 1 , . . . and C v , C c , . . . some fixed positive absolute constants.
The rest of the paper is organized as follows: In Section 2, we introduce the specific form of the nonconvex optimization for matrix completion with linearly parameterized factors, the key assumptions we make on the factorizations, our main results on the estimators induced by any local minimum, and corollaries for the cases of subspace-constrained and skew-symmetric matrix completions. Some numerical simulations are given in Section 3 to illustrate the empirical properties of the proposed methods. We give a summary of our contributions and propose some open questions for future research in Section 4. All technical proofs can be found in Sections 5, 6, 7, and the appendix.
Main Results

Method
We first give the specific form of (1.5). Plugging the parametric form X = X(θ) and Y = Y (θ) into the nonconvex optimization (1.1), we have the following optimization:
(2.1)
Prior to investigating the theoretical properties of (2.1), let us first specialize it to the completion of subspace-constrained and skew-symmetric low-rank matrices, where the parameterization takes the forms (1.3) and (1.4), respectively.
• In the case of matrix completion with subspace constraints, denote θ = vec(Θ A , Θ B ), and the linear mappings X(θ) and Y (θ) are defined as in (1.3). Without loss of generality, assume that both U and V consist of orthonormal basis, i.e., U U = I s 1 and V V = I s 2 . Then the parameterization (1.3) implies the following
Substituting them into (2.1), we have the objective function:
• In the case of skew-symmetric matrix completion, again, denote θ = vec(Θ A , Θ B ), and the linear mappings X(θ) and Y (θ) are defined as in (1.4). Straightforward calculation gives
Substituting them into (2.1), we have the objective function
Here we use the fact
For any local minimum of (2.1), namely,ξ, we are interested in analyzing the estimation error M −X(ξ)Y (ξ) 2 F . To this end, givenf (θ) is smooth, it is natural to study the stationarity and optimality conditions, i.e., ∇ 2f (θ) 0 d×d and ∇f (θ) = 0. How to employ these two conditions in order to control any local minimum is the key to deriving our main result presented later in this section.
Assumptions
In order to study the estimation error M − X(ξ)Y (ξ) 2 F whereξ is any local minimum of the nonconvex program (2.1), we start with some assumptions on the matrix M , the parametrization (X(θ), Y (θ)), and the support of the observed entries Ω.
The basic setting on the rank, condition number, and eigenspace incoherence of M is as follows: Assume that M is of rank r and its reduced singular value decomposition (SVD) is M = U ΛV , where U ∈ R n 1 ×r , V ∈ R n 2 ×r and Λ = diag(σ 1 , σ 2 , . . . , σ r ) with σ 1 σ 2 . . . σ r > 0 1 . The condition number is denoted as κ = σ 1 /σ r . Moreover, following Candès and Recht [2009] , the incoherence parameter µ for M is denoted as
Next, we assume both X(θ) and Y (θ) to be linear mappings.
Assumption 2.1 (Homogeneity and linearity). Both X(θ) ∈ R n 1 ×r and Y (θ) ∈ R n 2 ×r are homogeneous linear functions in θ, i.e., X(tθ 1 ) = tX(θ 1 ), Y (tθ 1 ) = tY (θ 1 ),
As mentioned in the previous section, the next assumption, referred to as the Correlated Parametric Factorization, is the key assumption in analyzing the theoretical properties of the local minima of (2.1). It will be verified for low-rank factorization with subspace constraints (1.3) in Section 6.1, and for skew-symmetric low-rank factorization (1.4) in Section 7.1, respectively.
Assumption 2.2 (Correlated Parametric Factorization of M ). The rank-r matrix M and the parameterization (X(θ), Y (θ)) are said to satisfy the correlated parameterized factorization, if for any θ ∈ R d , there exits ξ ∈ R d (not necessarily unique), such that
(2.5)
Recall that the support of the observed entries is Ω ⊂ [n 1 ] × [n 2 ]. For generality, we consider here two scenarios where the entries are observed independently with certain probability p.
Model 2.3. For rectangular matrix completion, the index set Ω is assumed to follow the independent Ber(p) model, i.e., each entry is sampled independently with probability p.
Model 2.4. For square matrix completion (n 1 = n 2 := n), the index set Ω is assumed to follow the off-diagonal symmetric independent Ber(p) model, i.e., Ω is the support of symmetric off-diagonal entries that are sampled independently with probability p. As a result, no diagonal entries are included in Ω.
Theoretical results
Our main theorem is the following.
Theorem 2.5. Let M ∈ R n 1 ×n 2 be a rank-r matrix. The parameters µ and κ are defined in Section 2.2. Suppose that M , X(θ) and Y (θ) satisfy Assumptions 2.1 and 2.2, and that Ω, the support of observed entries, satisfies either Model 2.3 or 2.4. Moreover, let the sampling rate p and the tuning parameters α and λ in (1.1) satisfy the following inequalities:
where n max := max(n 1 , n 2 ) and n min := min(n 1 , n 2 ). Then, in an event E with probability P[E] 1 − (n 1 + n 2 ) −3 , any local minimumξ of (2.1) satisfies
Here C 1 , C 2 , C 3 are fixed absolute constants.
In particular, if there is no noise, i.e., N = 0, then with high probability any local minimumξ leads to M = M . In other words, there is no spurious local minimum.
As a simple application, existing results of the landscape analysis for nonconvex positive semidefinite (PSD) matrix completion can be viewed as corollaries of Theorem 2.5. In fact, consider the example of low-rank PSD matrix completion, we have n 1 = n 2 = n, and the ground truth can be decomposed as M = Ξ 0 Ξ 0 for some Ξ 0 ∈ R n×r . For any Θ ∈ R n×r , denote θ := vec(Θ), and define the linear mappings X(θ) = Y (θ) = Θ. This parameterization implies M = X(ξ 0 )Y (ξ 0 ) for ξ 0 := vec(Ξ 0 ). Assumption 2.1 is obviously satisfied. Assumption 2.2 can be straightly verified by taking the SVD of Θ Ξ 0 = U SV and letting Ξ = Ξ 0 V U ; see, e.g., Chen and Wainwright [2015, Lemma 1] .
The factorization now becomes X(θ)Y (θ) = ΘΘ , so the nonconvex parametric matrix completion (2.1) thereby takes the following form:
which is the nonconvex program that has been used in Ge et al. [2016 and Chen and Li [2019] for PSD matrix completion. Since Assumptions 2.1 and 2.2 are verified, as a corollary of Theorem 2.5, there are no spurious local minima for (2.8) as long as the tuning parameters are suitably chosen, and the sampling rate satisfies p C 1 n max µr log n, µ 2 r 2 κ 2 , which is exactly the same as the state-of-the-art result in Chen and Li [2019] . Furthermore, consider the special noisy case in which the entries of noise matrix N are i.i.d. Gaussian random variables with mean 0 and variance σ 2 . Then P Ω (N ) 2 = O((np + log 2 n)σ 2 ) (see, e.g., Chen and Wainwright [2015, Lemma 11] ). Theorem 2.5 implies that estimation error bound M − Θ Θ 2 F = O(( nr p + r log 2 n p 2 )σ 2 ), which matches the state-of-the-art results in the literature of noisy matrix completion; see, e.g., Keshavan et al. [2010b] , Chen and Wainwright [2015] and Ma et al. [2018] .
In the next two subsections, we explain how to apply Theorem 2.5 to studying the theoretical properties of nonconvex optimizations for subspace-constrained and skew-symmetric matrix completions; that is, (2.2) and (2.3).
Nonconvex subspace constrained matrix completion
In the case of matrix completion with subspace constraints, clearly, the linear mappings X(θ) and Y (θ) defined in (1.3) satisfy Assumption 2.1. The verification of Assumption 2.2 is summarized as the following lemma, the proof of which is given later in Section 6.1.
Lemma 2.6. Let M ∈ R n 1 ×n 2 be a rank-r matrix whose column space and row space are constrained in colspan( U ) and colspan( V ). Then the parameterization X(θ) and Y (θ) defined in (1.3) as well as M ∈ R n 1 ×n 2 satisfy Assumption 2.2.
With the assumptions verified, Theorem 2.5 implies the following corollary for nonconvex matrix completion with subspace constraints, i.e., (2.2).
Corollary 2.7. Let M ∈ R n 1 ×n 2 be a rank-r matrix. The parameters µ and κ are defined in Section 2.2. Assume that the columns of U ∈ R n 1 ×s 1 constitute an orthonormal basis of the column space constraint for M , while the columns of V ∈ R n 2 ×s 2 constitute an orthonormal basis of the row space constraint. The support of observation, Ω, is assumed to follow from Model 2.3, and that the entries of the noise matrix N are i.i.d. centered sub-exponential random variables satisfying the Bernstein condition [Wainwright, 2019, (2.15 )] with parameter b and variance ν 2 .
If the sampling rate p and the tuning parameters α, λ satisfy (2.6). Then, uniformly in an event E subspace with probability P
Here µŨ = n 1 s 1 Ũ 2 2,∞ , µṼ = n 2 s 2 Ṽ 2 2,∞ , and C 4 is some fixed positive absolute constant.
To the best of our knowledge, existing theoretical works on matrix completion with subspace constraints are majorly focused on the noiseless case [Yi et al., 2013 , Xu et al., 2013 , Chen, 2015 , Jain and Dhillon, 2013 , Eftekhari et al., 2018 , while statistical convergence rates under the noisy case have not been studied in detail in the literature. Consider again the case that N consists of i.i.d. N (0, σ 2 ) entries. This gives b = σ and variance ν 2 = σ 2 . For simplicity of discussion, also assume s 1 = s 2 = s, n 1 = n 2 = n, µ = O(1), µ U = O(1), µ V = O(1) and κ = O(1). Then Corollary 2.7 implies that as long as p 1 n max r log n, r 2 , there holds U Ξ A Ξ B V − M 2 F σ 2 sr(log n)/p. We have explained in the previous subsection that the error rates for matrix completion without subspace constraints are O(σ 2 nr/p). Therefore, Corollary 2.7 indicates that the estimation error can be significantly reduced if the dimensions of the subspace constraints are much lower than the ambient dimensions.
In the noiseless case, we should admit that the sampling rates requirement p 1 n max r log n, r 2 is possibly suboptimal, since it is worse than the state-of-the-art sampling rates requirement if convex optimization is employed; see, e.g., Chen [2015] . This gap is not technically easy to fill, and narrowing it seems beyond the scope of the current paper since Corollary 2.7 serves as an example to showcase the usefulness of our main result Theorem 2.5. We are interested in narrowing this gap in some future work.
Nonconvex Skew-symmetric Matrix Completion
In the case of rank-r skew-symmetric matrix completion, linear mappings X(θ) and Y (θ) defined in (1.4) evidently satisfies the linearity and homogeneity. Assumption 2.2 is verified through the following result with the proof deferred to Section 7.1.
Lemma 2.8. Let M be a rank-r skew-symmetric matrix. Then, the parameterization (X(θ), Y (θ)) defined in (1.4) as well as M satisfy Assumption 2.2.
Given Assumption 2.2 is justified for the parametric form (1.4), our main result Theorem 2.5 implies the following estimation upper bound result for nonconvex skew-symmetric matrix completion (2.3).
Theorem 2.9. Let M ∈ R n×n be a rank-r skew-symmetric matrix. The parameters µ and κ are defined in Section 2.2. The support of the observed entries Ω is assumed to follow Model 2.4. Assume that the noise matrix N is a skew-symmetric matrix, whose upper triangular part of N consists of i.i.d. centered sub-exponential random variables satisfying the Bernstein condition with parameter b and variance ν 2 . Suppose that the sampling rate p and the tuning parameters α and λ satisfy (2.6). Then, uniformly in an event E skew with probability P
Where C 5 is a fixed positive absolute constant.
As with the discussion in Section 2.4, if the upper triangular part of noise matrix N consists of i.i.d. Gaussian random variables with mean 0 and variance σ 2 , and the sampling rate satisfis p 1 n max r log n, r 2 , then the estimation error satisfies
, which is comparable to the aforementioned state-of-the-art result O(σ 2 nr/p) up to a logarithmic factor.
Experiments
In this section, we conduct numerical experiments to test the performance of the proposed nonconvex optimization for parametric matrix completion (2.1). As leading examples, we consider both (2.2) for matrix completion with subspace constraints and (2.3) for skew-symmetric matrix completion.
Notice that in order to implement (2.1), we need the knowledge of p, and to choose α and λ properly. In all simulations, we replaced p in (2.1) with the estimated valuep := |Ω| n 1 n 2 , and set the parameters as λ = 100 (n 1 + n 2 )p and α = 100. We solved the nonconvex optimization by gradient descent, and initialized at θ 0 with i.i.d. standard normal entries. At each step of the gradient descent, the step size was selected through line search. To be specific, at each update of θ, the step size was set to be max{2 −k , 10 −10 } for k := min{t | t = 0, 1, 2, 3,
The gradient descent iteration was terminated either after 500 iterations or as soon as the update on θ satisfied ∇f (θ)) 2 2 10 −10 . In the following subsections, more implementation details of (2.2) and (2.3) are explained, respectively.
Nonconvex matrix completion with subspace constraints
In all implementations of (2.2), we set n 1 = n 2 = 500 and r = 2. We generated u 1 , . . . , u 40 ∈ R 500 as 40 left singular vectors of a 500 × 500 random matrix with i.i.d. standard normal entries, and generated v 1 , . . . , v 40 ∈ R 500 similarly from another random matrix with the same distribution. The ground truth was fixed at M = u 1 v 1 + u 2 v 2 (so M 2 F = 2). The dimensions of subspace constraints were fixed at s 1 = s 2 = s = 10, 20, 30, 40, and we let
In the noisy case, N consisted of i.i.d. Gaussian entries with mean 0 and variance σ 2 = 1 500 2 , and so E N 2 F = 1. The sampling rate was chosen as p = 1 × 0.005, 2 × 0.005, . . . , 20 × 0.005. For each fixed pair of (p, s), gradient descent was implemented to solve (2.2) with the input P Ω (M + N ), and the reported relative error was averaged over 10 independent generations of the support of observations Ω and the noise N . Figure 1 indicates a positive dependency between the the dimension of constraints s and the average estimation error as expected in light of the theoretical result (2.9).
In the noiseless case, an experiment is considered a success if and only if M −M F / M F 10 −3 . The sampling rate is chosen as p = 1 × 10 −4 , 2 × 10 −4 , . . . , 20 × 10 −4 . Figure 2 illustrates a positive dependency between the dimension s and required sample size for consistent successes. As noted before, this dependency has not been explained in our theoretical results, although this phenomenon should be expected in light of the theoretical results for convex approaches [Yi et al., 2013 , Xu et al., 2013 , Chen, 2015 as well as alternating minimization [Jain and Dhillon, 2013] . We plan to study this dependency for nonconvex landscape analysis in future. Here we set the dimension of ground truth M ∈ R n 1 ×n 2 as n 1 = n 2 = 500, rank of M as r = 2, dimension of the column/row subspace constraint as s 1 = s 2 = s and noise level as σ 2 = 1 n 1 n 2 = 1 500 2 . Each dot in the plot represents one trail of the numerical experiment, and the curves represent the mean of 10 independent trials for given s. 
Nonconvex skew-symmetric matrix completion
If the ground-truth low rank matrix M is known to be skew-symmetric, we have two nonconvex optimization programs to use in order to recover M from P Ω (M ): nonconvex skew-symmetric matrix completion (2.3) and the original rectangular matrix completion (1.1). In fact, it has been shown in Gleich and Lim [2011, Theorem 3 ] that if the initial input is skew-symmetric, some rectangular matrix completion algorithms, such as singular value projection (SVP) [Jain et al., 2010] , will also lead to a skew-symmetric result. This thus raises a natural question: Is there any advantage to use (2.3) over the vanilla approach (1.1)? We make this comparison here empirically by simulations. For the ease of comparison, we focus on the noiseless case. For all simulations, the matrix size was fixed at n = 500 while the rank was fixed at r = 4, 10, 20. For each r, we generated r orthonormal vectors u 1 , . . . , u r/2 , v 1 , . . . , v r/2 ∈ R 500 from left singular vectors of a 500 × 500 random matrix with i.i.d. standard normal entries. The ground truth was then constructed as
The sampling rate was fixed at p = 1 × 10 −2 , 2 × 10 −2 , . . . , 20 × 10 −2 . For each fixed pair (r, p), we generated 10 independent copies of Ω ∈ [500] × [500] from Model 2.4. For each simulated dataset, we implement both (2.3) and (1.1) with gradient descents. Figure 3 plots the relative estimation errors as well as the corresponding medians in logarithmic scale by implementing (2.3) and (1.1), respectively. The comparison indicates that (2.3) and (1.1) are essentially equally successful when the rank of the skew-symmetric matrix is 4 or 10, but (2.3) seems slightly more successful than (1.1) in terms of the empirically required sample sizes in the settings we considered. 
Discussion
In order to extend existing landscape analysis for nonconvex rectangular/PSD matrix completion, a unified nonconvex method has been proposed in this paper for the completion of a broad class of low-rank matrices with linearly parameterized factorizations. In addition, a unified theoretical framework has been established in this paper to analyze the landscape of the nonconvex objective function under the assumptions of homogeneous linearity (Assumption 2.1) and correlated parametric factorization (Assumption 2.2). Uniformly for all local minima, a unified estimation error upper bound can established for the resulting low-rank matrix recovery, provided that the sampling rate is large enough compared to some rates determined by the rank, condition number, and incoherence parameter of the ground truth. We have also applied this general framework to the cases of subspace-constrained and skew-symmetric matrix completion, for each of which Assumptions 2.1 and 2.2 are verified. Empirical performances of the proposed methodology have also been illustrated through simulation studies.
Following the current work, many questions are still open. Can we extend our analytical framework to more general factorizations beyond linear parameterizations? For the problem of noiseless subspace constrained matrix completion, is it possible to narrow the gap in the required sampling rates between nonconvex and convex approaches as discussed in Section 2.4? For the problem of skew-symmetric matrix completion, can we extend our results of the low-rank estimation to nonparametric settings, such as the nonparametric Bradley-Terry model in Chatterjee [2015] ? We believe that these questions are interesting and worth investigating in future.
5 Proof of the Theorem 2.5
Preliminaries
In this section, we gather the preliminaries of the proof of Theorem 2.5. First, we list two useful lemmas controlling the difference between the random sampled matrix inner product (or Frobenius norm) and its expectation.
Lemma 5.1 (Chen and Li 2019). There holds uniformly for all A, B ∈ R n 1 ×r , C, D ∈ R n 2 ×r
(5.1)
Lemma 5.2 (Candès and Recht 2009 ). Denote
Here P Ω is determined as in Models 2.3 and 2.4, where P T is the orthogonal projector on T with the Euclidean spaced defined by the standard matrix inner product. In other words, uniformly for all M ∈ T ,
The following lemma on Ω − pJ is well known in the literature, see, e.g., Vu [2018] and Bandeira and Van Handel [2016]:
holds.
We use the following lemma to specify the event E in Theorem 2.5.
Lemma 5.4. Under the assumptions in Theorem 2.5, in an event E with probability P
as well as (5.1) in Lemma 5.1 and (5.2) in Lemma 5.2 hold. Where C 0 is a fixed absolute constant which will be specified later in Section 5.3.3.
In the remaining part of the proof of Theorem 2.5, all the discussion is in the event E defined in Lemma 5.4. In other words, (5.1), (5.2) and (5.3) hold, and all the discussions are deterministic.
Auxiliary function
In order to study the properties of local minima off (θ) as defined in (2.1), we follow the research line of landscape analysis for nonconvex matrix completion, e.g., Ge et al. [2016] , , and Chen and Li [2019] . In particular, a key component of our analysis is the auxiliary function associated to f (X, Y ) defined in (1.1), which was introduced in Ge et al. [2017] for matrix factorization and also used in and Chen and Li [2019] for the analysis of nonconvex matrix completion. For any X ∈ R n 1 ×r , Y ∈ R n 2 ×r , D X ∈ R n 1 ×r and D Y ∈ R n 2 ×r , the auxiliary function associated to f (X, Y ) is defined as
( 5.4) Because any local minimum ( X, Y ) of f (X, Y ) satisfies the first and second order conditions, i.e., ∇f (X, Y ) = 0 and ∇ 2 f (X, Y ) 0, we have
On the other hand, to analyze the properties of local minima of f (X, Y ), one hopes to give a tight upper bound of K f ( X, Y ; D X , D Y ). To this end, the ratio of coefficients 1 : −4 for the two terms on the right hand side of (5.4) turns out to be surprisingly effective. It is also crucial to select D X and D Y . Details can be found in , and Chen and Li [2019] . Following this idea, the first step in our proof of Theorem 2.5 is to derive the auxiliary function associated tof (θ). Again, given the smoothness off (θ), any of its local minimaξ satisfies ∇f (ξ) = 0 and ∇ 2f (ξ) 0. As with (5.4), for any θ, δ θ ∈ R d , we define the auxiliary function associated withf as
For any local minimumξ off , there also holds
Again, a tight upper bound of Kf (θ; δ θ ) relies on a meticulous choice of δ θ . To this end, an explicit formula of Kf (θ; δ θ ) or its upper bound needs to be derived. The following lemma characterizes the relationship between Kf (θ; δ θ ) and K f (X, Y ; D X , D Y ):
Lemma 5.5. For any θ, δ θ ∈ R p , there holds
(5.6)
Proof. Assumption 2.1 implies that both X(θ) and Y (θ) are homogeneous linear functions, sõ
Due to the linear homogeneity of X(θ) and Y (θ) once more, also by considering the Taylor expansions of both sides in (5.7) at θ, we get
By combining (5.4), (5.5), (5.8) and (5.9), the equality (5.6) is obtained.
The choice of δ θ turns out not to be as straightforward as in , and Chen and Li [2019] : For any θ ∈ R d , suppose ξ ∈ R d be a vector satisfying (2.2) (Recall that there may be multiple vectors satisfying (2.2)). Choose δ θ as δ θ = θ − ξ. For notation simplicity, we introduce the following abbreviations:
(5.10)
In the remaining part of the proof, X, U , ∆ X , Y , V , ∆ Y will refer to the matrices defined in (5.10) if not specified.
The (in)equalities in (2.5) are thus abbreviated into
By choosing δ θ = θ − ξ, we have the following explicit formula for an upper bound of Kf (θ; δ θ ):
Lemma 5.6. For any θ ∈ R d , with δ θ = θ − ξ where ξ satisfies the conditions in (2.5), and X, U , ∆ X , Y , V , ∆ Y defined as in (5.10), denote
Then the auxiliary function Kf (θ; δ θ ) defined in (5.5) can be upper bounded as following:
(5.13)
The proof is basically the same as in Ge et al. [2017, Lemma 16] . For self-containedness, we give a complete proof in Appendix A.2.
Controlling the auxiliary function
This section is meant to control K 2 and K 3 , which will further give a bound of right hand side of (5.12). The arguments basically follow those in Chen and Li [2019] with some necessary modifications. Recall that all the following analysis is in the event E defined in Lemma 5.4, i.e., (5.1), (5.2) and (5.3) hold.
Before proceed, we here first collect some useful properties of U = X(ξ) and V = Y (ξ). The proof is left to Section A.3.
Proposition 5.7. For any θ, the matrices U = X(ξ) and V = Y (ξ) defined in (5.10) satisfy the following basic properties:
• colspan(U ) = colspan(U ) and colspan(V ) = colspan(V );
• The largest singular values of both U and V are √ σ 1 ;
• The r-th singular values of both U and V are √ σ r .
• U 2 2,∞ µr n 1 σ 1 and V 2 2,∞ µr n 2 σ 1 .
Control of K 2
In this section, we give a control of K 2 . By the way we define ∆ X , ∆ Y in (5.10),
By Proposition 5.7, the matrix ∆ X V + U ∆ Y belongs to the subspace T defined in Lemma 5.2. Therefore, by Lemma 5.2, there holds
By Proposition 5.7, U 2 2,∞ µr n 1 σ 1 and V 2 2,∞ µr n 2 σ 1 . Then
Combining the above inequalities together, we have
Control of K 3
For K 3 , when α 100 µrσ 1 n min , we have
The derivation is the same as that in Ge et al. [2017, Lemma 11] , which has also been employed in Chen and Li [2019, Lemma 14] .
Putting K 2 and K 3 together
Combining the above upper bounds of K 2 and K 3 together, there holds
By third inequality in (5.3),
And by fourth inequality in (5.3),
Therefore, with sufficiently large C 0 , say, C 0 = 200/0.0004 = 5 × 10 5 ,
where the last inequality use the fact that λ 0 and n 1 k=1
(5.14)
5.3.4 Upper bounding right hand side of (5.12)
First of all, we rewrite K 1 in terms of W and ∆ Z . Recall
Therefore, we have
(5.15) Here we use the fact that A, B = trace(A B) and trace is invariant under cyclic permutations. By recalling the definition of K 1 in (5.13), (5.15) implies that
This further implies that W ∆ Z = W Z − Z Z is symmetric (this is a crucial step for the analysis in and ). This implies that
Combining (5.18) with (5.16) we have
Therefore, based on (5.14), we are able to upper bound the right hand side of (5.12) as following:
Furthermore, there holds
Based on (5.19), we further have
(5.20)
The fact Z W 0 from (5.17) further implies that
in which we use the fact that the inner product of two PSD matrices is nonnegative. Then
Completing the proof of Theorem 2.5
Recall that ifξ is a local minimum off , there holds Kf (ξ; δξ) 0. By Lemma 5.6, there holds
(5.23) By (5.20) as well as (5.22), we have
Combining with (5.19) we have
(5.24) By (5.14) and (5.24), K 2 + K 3 + K 4 2|K 4 |. By (5.22) and the definition of K 1 in (5.13),
The last inequality also use (5.23). Therefore, we are able to upper bound ZZ − W W 2 F in terms of |K 4 |. The only thing left over is to upper bound |K 4 |. Recall the fact that
Therefore, by (5.23) and (5.24), and the definition of K 4 in (5.13), we have
(5.25)
Due to the fact that U , ∆ X ∈ R n 1 ×r and V , ∆ Y ∈ R n 2 ×r , P ∆ X P Ω (N )P ∆ Y , P U P Ω (N )P ∆ Y and P ∆ X P Ω (N )P V are matrices with rank at most r. Therefore,
Where the last line follows from (5.10) and (2.7). Therefore, (5.25) gives |K 4 | 100 |K 4 |r p ψ.
Solve it we have
|K 4 | 10 4 r p 2 ψ 2 .
This implies
Letting C 3 = 6 × 10 4 finishes the proof.
Analysis of nonconvex subspace constrained matrix completion
This section mainly consists of two parts: First we give a proof of Lemma 2.6. Then we give a proof of Corollary 2.7.
Proof of Lemma 2.6
Proof. The homogeneous linearity (i.e., Assumption 2.1) of (X(θ), Y (θ)) is directly from the definition (1.3).
In order to show the parameterization satisfies Assumption 2.2, we want to show that for any θ = vec(Θ A , Θ B ) ∈ R r(s 1 +s 2 ) , there exits a ξ ∈ R r(s 1 +s 2 ) that satisfies (2.5).
In order to do so, let S := U M V . Then S ∈ R s 1 ×s 2 . Recall that U consists of an orthonormal basis of the column space constraint, and V consists of an orthonormal basis of the column row constraint of M . Therefore, P U = U U , P V = V V and M can be represented as M = U S V . Since M is of rank r, by the orthogonality of U and V , rank(S) = r. Let the reduced SVD of S be S = S L ΛS R ,
For any Θ A ∈ R s 1 ×r and , Θ B ∈ R s 2 ×r , by considering the SVD of (Θ A Ξ A + Θ B Ξ B ), we know there exits an r × r orthogonal matrix T ∈ O(r) [Chen and Wainwright, 2015, Lemma 1] , such that
Keeping in mind that both U and V are orthonormal basis matrices, the conditions in (2.5) can be verified one by one:
The last equality is by (6.1).
Here we use the fact S L S L = S R S R = I r . Moreover,
Therefore, the parameterization (X(θ), Y (θ)) satisfies Assumption 2.2.
Proof of Corollary 2.7
Since the assumptions of Theorem 2.5 are satisfied, therefore, in the event E defined in Theorem 2.5,
Therefore, it suffices to show that ψ 2 C 4 C 3 ps max log n max ν 2 + b 2 µ U µ V s 1 s 2 n 1 n 2 log 2 n max . (6.2) By (5.10) and (1.3), we have for any θ ∈ R d ,
Therefore, for any θ 1 , θ 2 ∈ R d ,
Therefore, (6.2) can be proved by the following lemma.
Lemma 6.1. Assume that the support of observation Ω follows from Model 2.3. We assume that the entries of the noise matrix N are i.i.d. centered sub-exponential random variables satisfying the Bernstein condition with parameter b and variance ν 2 . U and V are defined in Section 1. Then in an event E subspace N with probability P[E subspace N ] 1 − (n 1 + n 2 ) −3 , we have
for some absolute constant C w defined in the proof.
The proof of Lemma 6.1 is mainly following the discussion in Wainwright [2019, Example 6.18] as well as Wainwright [2019, Example 6.14] and is deferred to Appendix B.
Letting E subspace = E ∩ E subspace N , and C 4 = 2C 3 C 2 w finishes the proof.
Analysis of nonconvex skew-symmetric matrix completion
In this section, we first give a proof of Lemma 2.8. Then we give a proof of Theorem 2.9.
Proof of Lemma 2.8
Proof. The homogeneous linearity of (X(θ), Y (θ)) follows directly from the definition (1.4). Therefore, the only thing remains to be verified is that for any θ = vec(Θ A , Θ B ) ∈ R nr , there exits an ξ ∈ R nr that satisfies (2.5).
Recall that M is a rank-r skew-symmetric matrix, where r is even. Then its Youla decomposition [Youla, 1961] can be written as
where λ 1 λ 2 . . . λ r/2 > 0 and φ 1 , . . . , φ r/2 , ψ 1 , . . . , ψ r/2 are unit vectors in R n . Moreover, φ i 's and ψ i 's are pairwise perpendicular to each other, i.e., for any i, j ∈ [r/2], φ i ψ j = 0, φ i φ j = 0 if i = j, and ψ i ψ j = 0 if i = j.
Let Ξ A = [ λ 1 φ 1 , . . . , λ r/2 φ r/2 ] ∈ R n× r 2 and Ξ B = [ λ 1 ψ 1 , . . . , λ r/2 ψ r/2 ] ∈ R n× r 2 .
It is straightforward to verify that
Recall the fact that for any i, j ∈ [r/2], φ i ψ j = 0; φ i φ j = 0 if i = j and φ i φ j = 1 if i = j; ψ i ψ j = 0 if i = j and ψ i ψ j = 1 if i = j. Therefore,
2 are complex unitary matrices and D ∈ R r 2 × r 2 is a real diagonal matrix. Therefore, BA H is also a complex unitary matrix, decompose it as
that is, it is a Hermitian positive semidefinite matrix. Let
Then there holds (Ξ
which is equivalent to the following r-by-r real matrix is positive semidefinite:
Also, since R 1 + √ −1R 2 is unitary, we have
Let ξ = vec(Ξ A , Ξ B ). Then we have
and similarly
It is then straightforward to verify that
In order to further verify X(ξ) X(ξ) = Y (ξ) Y (ξ), it suffices to prove
which is guaranteed by Ξ A Ξ B = 0 and Ξ A Ξ A = Ξ B Ξ B as was shown in (7.1). Finally, straightforward calculation gives
7.2 Proof of Theorem 2.9
Following the lines in Section 6.2, it suffices to show that
Recall the fact that ψ P Ω (N ) , then the proof can be done by employing the following Lemma.
Lemma 7.1. Let the support of the observed entries Ω satisfy Model 2.4. We assume that the noise matrix N is a skew-symmetric matrix, and upper triangular part of N consists of i.i.d. centered sub-exponential random variables satisfying the Bernstein condition with parameter b and variance ν 2 . Then in an event E skew N with probability P[E skew N ] 1 − n −3 , we have P Ω (N ) C w pn log nν + b log n .
for some absolute constant C w .
The proof is almost exactly the same with proof of Lemma 6.1. Therefore, we omit the proof here. We can finish the proof of Theorem 2.9 by letting E skew = E ∩ E skew N and C 5 = 2C 3 C 2 w . Proof. First of all, for the first line and second line of (5.3), by first line and third line of assumption (2.6), we have p C 1 µr log n max n min and α C 2 µrσ 1 n min .
Furthermore, for the fourth line of (5.3), by second line of (2.6), pλ C 2 √ n max p. From Lemma
where C v is defined in Lemma 5.3. Therefore, in the event E v , pλ C 2 Cv Ω − pJ . Finally, by the fact that λ 10C 2 nmax p , α 10C 2 µrσ 1 n min and pλ C 2
Cv Ω − pJ , we have
µrσ 1 n min 10C 2 n max p = 10C v σ r µ 2 r 2 κ 2 n max n 2 min p and λα 2 10 3 C 3 2 σ r µ 2 r 2 κ 2 n max n 2 min p .
By the first line of (2.6), p C 1 n 2 min n max µ 2 r 2 κ 2 .
Therefore,
In other words,
Therefore, by choosing
finishes the proof of the first part of the Lemma.
Recall by the way we define C 1 , if (2.6) is satisfied, by Lemma 5.2, in an event E c with probability P[E c ] 1 − (n 1 + n 2 ) −5 , (5.2) holds. Therefore, let E = E v ∩ E c , then by union bound,
A.2 Proof of Lemma 5.6
Proof. Lemma 5.6 is essentially Ge et al. [2017, Lemma 16 ] (with noise). Here we give a sketch of the proof for the purpose of self-containedness.
First, denote f clean (X(θ), Y (θ)) as
Compare with (2.1), and use the simplifyed notations introduced in (5.10). We can see
Therefore, we only need to concern about f clean (X, Y ) now, which has already been discussed in . Interested readers can refer to for the detail.
By Ge et al. [2017, Lemma 16] 
Combining with (5.4) and Lemma 5.5 finishes the proof.
A.3 Proof of Proposition 5.7
Proof. First, since M has SVD M = U ΛV , we have colspan(U ) = colspan(M ) and colspan(V ) = rowspan(M ) as well as dim(colspan(M )) = dim(rowspan(M )) = r.
From (2.5), we also have colspan(M ) ⊂ colspan(U ) and rowspan(M ) ⊂ colspan(V ).
By the way we define U and V , we have dim(colspan(U )) r and dim(colspan(V )) r. Therefore, colspan(U ) = colspan(U ) and colspan(V ) = colspan(V ). From second equation in (2.5), U U = V V , therefore, σ i (U ) = λ i (U U ) = λ i (V V ) = σ i (V ), i = 1, 2, . . . , r.
Moreover, suppose U U = V V = BD 2 B be a fixed eigenvalue decomposition of U U , with B ∈ O(r) and D ∈ R r×r diagonal matrix. Then the reduced SVD of U and V can be written as
It is a reduced SVD of M by the way we define A U , A V and D. Therefore, σ 1 (U ) = σ 1 (V ) = √ σ 1 and σ r (U ) = σ r (V ) = √ σ r .
Similarly, we also have V 2 2,∞ µr n 2 σ 1 .
B Proof of Lemma 6.1
Proof. Recall U and V are orthonormal basis matrices, P U = U U , P V = V V . Therefore,
The last equality uses the fact that U and V are orthonormal basis matrices, therefore
for any A, B with suitable size. Due to the fact that Ω follows from Model 2.3, entries of P Ω (N ) can be written as [P Ω (N )] i,j = δ i,j N i,j , where δ i,j 's are i.i.d. Bernoulli random variables such that δ i,j = 1 with probability p 0 with probability 1 − p.
And N i,j 's are i.i.d. centered sub-exponential random variables. Moreover, δ i,j 's and N i,j 's are mutually independent. Therefore,
Therefore, P U P Ω (N )P V = U P Ω (N ) V = i,j Q i,j and E[Q i,j ] = 0. By following the symmetrization argument in Wainwright [2019, Example 6.14], without loss of generality, we can assume that N i,j 's are symmetric random variable, i.e., N i,j d = −N i,j . Now we want to verify the Bernstein's condition [Wainwright, 2019, Definition 6.10] for Q i,j 's. For k 3,
Due to the symmetry of N i,j , E[N k i,j ] = 0 when k 3 is odd, therefore, E[Q k i,j ] = 0. For k 2 even, we have
which is a positive semidefinite matrix. And due to the fact that N i,j 's satisfy the Bernstein condition, for k 2,
Therefore, for k 3 even,
And we also have
Therefore, for k 3,
Therefore, Q i,j satisfies Bernstein condition with parameter b U i,· 2 V j,· 2 b µ U µ V s 1 s 2 n 1 n 2 . Furthermore, 1 n 1 n 2 (i,j)∈[n 1 ]×[n 2 ] V [Q i,j ] = 1 n 1 n 2 pν 2 (i,j)∈[n 1 ]×[n 2 ] V j,· 2 2 U i,· U i,· 0 0 U i,· 2 2 V j,· V j,· = 1 n 1 n 2 pν 2 V 2 F U U 0 0 U 2 F V V 1 n 1 n 2 pν 2 (s 1 + s 2 ).
Where the last equality uses the fact that U U = I, V V = I. Then by Wainwright [2019, Theorem 6.17], for all t > 0, P   1 n 1 n 2 i,j Q i,j t   2(n 1 + n 2 ) exp   − n 1 n 2 t 2 2 1 n 1 n 2 pν 2 (s 1 + s 2 ) + b
Therefore, by choosing t as t = C w 1 n 1 n 2 pν 2 (s 1 + s 2 ) log(n 1 + n 2 ) + b µ U µ V s 1 s 2 n 1 n 2 log(n 1 + n 2 )
with absolute constant C w sufficiently large, say C w = 10, then P P U P Ω (N )P V C w pν 2 (s 1 + s 2 ) log(n 1 + n 2 ) + b µ U µ V s 1 s 2 n 1 n 2 log(n 1 + n 2 ) =P   i,j Q i,j C w pν 2 (s 1 + s 2 ) log(n 1 + n 2 ) + b µ U µ V s 1 s 2 n 1 n 2 log(n 1 + n 2 )   (n 1 + n 2 ) −3 .
