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We investigate constructively a pre-apartness structure that is classically important in
the characterisation of compact proximity spaces, and that may help identify a good
constructive notion of compactness for not-necessarily-uniform apartness spaces. In
addition, we producewhatmay be the right notion of ‘‘nearness’’ in the theory of apartness
spaces.
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1. Introduction
Let X be an inhabited set with an inequality relation 6=. We assume that there is a symmetric set-set apartness relation
FG between pairs of subsets of X, such that the following axioms hold, where
∼ S = {x ∈ X : ∀y∈S (x 6= y)}
is the complement, and
−S = {x ∈ X : {x} FG S} (1)
the apartness complement, of S.
B1 X FG ∅.
B2 −A ⊂∼ A.
B3 A FG (B ∪ C) ⇔ A FG B ∧ A FG C .
B4 −A ⊂∼ B ⇒ −A ⊂ −B.
B5 x ∈ −S ⇒ ∃T (x ∈ −T ∧ ∀y(y ∈ −S ∨ y ∈ T )).
We then call X an apartness space, or, if clarity demands, a set-set apartness space. It follows from axioms B3 and B2 that
A FG B ⇒ A ⊂∼ B.
Ourwork on apartness spaces corresponds roughly2 to the classical proximity spaces discussed in [8] (Part II) and developed
more fully in [10]. What particularly distinguishes our theory is that it is constructive: we use intuitionistic logic (and an
appropriate set theory such as that in [1]) throughout.
∗ Corresponding author.
E-mail address: d.bridges@math.canterbury.ac.nz (D. Bridges).
1 Present address: A.C. Nielsen, PO Box 11346, Manners Street, Wellington 6142, New Zealand.
2 We say ‘‘roughly’’ because, in contrast to the classical development of proximity in [10], our constructive one does not require the so-called ‘‘Efremovič’’
or ‘‘strong’’ axiom. Nevertheless, that axiom is satisfied by the canonical apartness structure on a uniform space.
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Note that the foregoing axioms differ from the ones in [7] (and, we believe, improve upon them). One difference is the
replacement of the rather recondite property, called ‘‘B7’’ in [7],3 byB5, which is a natural nested-neighbourhoods condition;
the current B5 implies, and therefore makes redundant, the axiom given that name in [7]. In that paper, we required that a
set-set apartness only be defined when there was already a certain point-set apartness relation on the underlying set. This
forced an axiom (‘‘B1’’ in [7]) that, in the present case, is replaced by the definition
x FG S ⇔ {x} FG S.
This definition provides us with the point-set apartness associated with the given set-set one. For future reference, we note
the following point-set consequence of axioms B1–B5:
A5 ∀x∈X∀S
(
x FG S ⇒ ∀y (x 6= y ∨ y FG S)
)
.
The canonical example of an apartness space is a uniform space. We say that a set U of subsets of X × X is a uniform
structure, or a uniformity, on X if the following conditions hold
U1 (i) Every finite intersection of sets inU belongs toU.
(ii) Every subset of X × X that contains a member ofU is inU.
U2 For all x, y ∈ X, x 6= y if and only if there exists U ∈ U such that (x, y) ∈ ¬U .
U3 For each U ∈ U,
U−1 = {(x, y) : (y, x) ∈ U} ∈ U
and there exists V ∈ U such that
U ⊃ V ◦ V = {(x, y) : ∃z∈X ((x, z) ∈ V ∧ (z, y) ∈ V )} .
U4 For each U ∈ U there exists V ∈ U such that X × X = U ∪ ¬V ,where
¬V = {x ∈ X : x /∈ V }
is the logical complement of V .
(Note that U4 holds automatically under classical logic.) The elements of U are called the entourages of (the uniform
structure on) X, and the pair (X,U)—or simply X itself—is called a uniform space. We define the apartness on a uniform
space (X,U) by
S FGU T ⇔ ∃U∈U (S × T ⊂∼ U) . (2)
Every apartness space (X, FG) has a natural apartness topology τFG in which the apartness complements form a base of
open sets. The elements of the apartness topology are called nearly open sets. The apartness topology corresponding to
the apartness defined by (2) for a uniform space (X,U) is precisely the standard uniform topology τU, in which a base of
neighbourhoods of x ∈ X consists of sets of the form
U[x] = {y ∈ X : (x, y) ∈ U}
with U ∈ U.
For later reference, we define some more properties applicable to a uniform space (X,U). First, we say that X is totally
bounded if for each U ∈ U there exist finitely many subsets A1, . . . , An of X such that X = A1 ∪ · · · ∪ An and Ai × Ai ⊂ U
for each i. Next, when (D, <) is a suitably ordered set, we call a net (xn)n∈D in X a Cauchy net if for each U ∈ U there exists
N ∈ D such that (xm, xn) ∈ U whenever m, n ∈ D and m, n < N . We say that the uniform space X is complete if every
Cauchy net in X converges in the uniform topology.
Classically (that is, with classical logic), a Hausdorff uniform space is compact in the uniform topology if, and only if,
it is both totally bounded and complete ([11], pages 143–144). We are interested in finding a good constructive notion of
compactness that can be applied to general, not-necessarily-uniform, apartness spaces.We believe that such a notion should
fulfil at least the following conditions:
C1 For a uniform space it should be equivalent to the space being totally bounded and complete.
C2 An apartness space should be compact if and only if, classically, its apartness topology has the Heine–Borel covering
property.
The first problem we face is that the classical notions of Heine–Borel compactness and sequential compactness are of
limited and no constructive use, respectively: the first condition holds for the interval [0, 1] in two models of constructive
mathematics (Brouwer’s intuitionism and classical mathematics) but fails in the recursive model; the second condition,
although true for [0, 1] in the classical model, is false in both the intuitionistic and the recursive models.4 For these reasons,
Bishop adopted total boundedness plus completeness as the defining conditions for a compact metric (and, by extension,
uniform) space [2]. The problemwith total boundedness is that it is definitely tied to the context of uniform spaces, whereas,
in contrast to the classical situationwith proximity spaces, there are apartness spaceswhose apartness relations are induced
classically but not constructively by uniform structures; see [5]. In this paper we consider an apartness space X and examine
a certain class of subsets of X × X in the light of our criteria C1 and C2.
3 It has recently come to our attention that a property akin to B7 appeared in Lifschitz’s paper [9] in 1973.
4 For more information about these matters see Chapters 3 and 5 of [3].
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2. The classBw
For inhabited5 subsets A, B of our symmetric apartness space (X, FG)we say that A iswell contained in B, and we write
A  B, if there exists C ⊂ X such that X = B ∪ C and A FG C . This definition is classically equivalent to the one given on
page 15 of [10]. Now letBw be the class of all sets of the form
m⋃
i=1
Bi × Bi
where there exist subsets A1, . . . , Am of X such that Ai  Bi for each i, and X =⋃mi=1 Ai. The classBw is inhabited: we have
X = X ∪ ∅ and X FG ∅, so X  X and hence X × X ∈ Bw .
The apartness class of uniformities for X is the setA = A (X, FG) of uniform structuresU for which the corresponding
apartness FGU is precisely the given apartness FG on X . Classically, A is inhabited and contains a unique totally bounded
member, for whichBw is a basis of entourages ([10], page 72, (12.3)); whence
S FG T ⇔ ∃U∈Bw (S × T ⊂∼ U) .
Constructivelywe cannot prove thatA is inhabited in general (see [7] and Chapter 3 of [6]). Nevertheless, as we aim to show,
under reasonable conditions on the original apartness on X , we can prove that
S FGw T ⇔ ∃U∈Bw (S × T ⊂∼ U) (3)
defines a set-set apartness on X .
Proposition 1. The setBw is a filter base of symmetric sets, each containing the diagonal
∆ = {(x, x) : x ∈ X}
of X × X. Moreover,Bw is closed under finite intersections.
Proof. It is clear that each element ofBw contains the diagonal; sowe need only prove that the intersection of two elements
of Bw is also in Bw . Let A1, . . . , Am, B1, . . . , Bm be subsets of X such that X = ⋃mi=1 Ai and Ai  Bi for each i; and let
P1, . . . , Pn,Q1, . . . ,Qn be subsets of X such that X =⋃nj=1 Pj and Pj  Qj for each j. Then
S =
m⋃
i=1
Bi × Bi and T =
n⋃
j=1
Qj × Qj
belong toBw . For each i (1 6 i 6 m) choose Ci such that X = Bi ∪ Ci and Ai FG Ci; and for each j (1 6 j 6 n) choose Rj such
that X = Qj ∪ Rj and Pj FG Rj. Then X =
(
Bi ∩ Qj
) ∪ Lij,where
Lij =
(
Bi ∩ Rj
) ∪ (Ci ∩ Qj) ∪ (Ci ∩ Rj) .
Since Ai ∩ Pj is apart from each of the sets Bi ∩ Rj, Ci ∩ Qj and Ci ∩ Rj, we see from axiom B3 that Ai ∩ Pj FG Lij. Hence
Ai ∩ Pj  Bi ∩ Qj. Since also
X =
(
m⋃
i=1
Ai
)
∩
(
n⋃
j=1
Pj
)
=
m⋃
i=1
n⋃
j=1
(
Ai ∩ Pj
)
,
we now see that
S ∩ T =
m⋃
i=1
n⋃
j=1
((
Bi ∩ Qj
)× (Bi ∩ Qj))
belongs toBw . 
Proposition 2. The set-set relation FGw is symmetric and satisfies both B1–B3 and the condition
∀x∈X (x FGw S ⇒ x FG S) .
Moreover,
∀S,T⊂X (S FGw T ⇒ S FG T ) . (4)
if and only if the following condition holds:
B1s ∀S,T⊂X (S × T = ∅⇒ S FG T ).
5 An inhabited set is one in which we can construct elements. Constructively, inhabitedness is a stronger property than the denial of emptiness.
Nevertheless, we use the shorthand ‘S 6= ∅’ to signify that the set S is inhabited.
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Proof. The symmetry of FGw follows from that of the elements ofBw . Axiom B1 holds for FGw because X ×∅ ⊂∼ U for any
U ∈ Bw . For B2, let x FGw A and pick U ∈ Bw such that {x} × A ⊂∼ U . Then {x} × A ⊂∼ ∆; so for each y ∈ A we have
(x, y) 6= (y, y) and therefore x 6= y; hence x ∈∼ B.
If A FGw B and A FGw C, and we choose U, V ∈ Bw such that A× B ⊂∼ U and A× C ⊂∼ V , then
A× (B ∪ C) = (A× B) ∪ (A× C) ⊂∼ U∪ ∼ V ⊂∼ (U ∩ V ) ,
where, by Proposition 1, U ∩ V ∈ Bw . Hence A FGw (B ∪ C). If, on the other hand, A FGw (B ∪ C) and we choose U ∈ Bw
such that A × (B ∪ C) ⊂∼ U, then we have A × B ⊂∼ U and A × C ⊂∼ U; whence A FGw B and A FGw C . This completes
the verification of axiom B3.
Now let S FGw T , and choose subsets A1, . . . , Am, B1, . . . , Bm, C1, . . . , Cm of X such that Ai FG Ci and X = Bi ∪ Ci for each
i, X =⋃mi=1 Ai, and
S × T ⊂∼
m⋃
i=1
(Bi × Bi) =
m⋂
i=1
∼ (Bi × Bi) . (5)
For each iwe see from (5) that (S ∩ Bi)× (T ∩ Bi) = ∅; so if B1s holds, then S ∩ Bi FG T ∩ Bi and therefore
S ∩ Bi FG T ∩ Ai. (6)
If S = {x} is a singleton and x ∈ Bi, then T ∩ Ai ⊂ T ∩ Bi = ∅ and so (6) holds without our assuming B1s. On the other hand,
still without B1 s,we have S ∩ Ci FG S ∩ Ai. It follows from all this and B3 that if either B1s holds or S is a singleton, then
S = (S ∩ Bi) ∪ (S ∩ Ci) FG T ∩ Ai.
One more application of B3 then yields
S FG
m⋃
i=1
(T ∩ Ai) = T ∩
m⋃
i=1
Ai = T ,
which is what we wanted to show. 
Property B1s is a strengthening of axiom B1. To see that it holds in a uniform apartness space (X,U) , let S, T be subsets
of X with S × T = ∅. Then for each U ∈ Uwe have S × T ⊂∼ U, so S FG T .
Can we produce an apartness space that does not satisfy B1s? Consider the set-set relation defined on an inhabited set E
by
S FG T ⇔ (S = ∅ ∨ T = ∅) . (7)
It is not hard to show that FG is a symmetric apartness. Moreover, using Proposition 4.2 of [7], we see that if this apartness
is induced by a uniform structure, then the weak law of excluded middle,
WLEM ¬P ∨ ¬¬P,
holds. Fixing an element a of E, define
S = {x ∈ E : x = a ∧ P} , T = {x ∈ E : x = a ∧ ¬P} . (8)
Then S×T = ∅; but if S FG T , then either S = ∅ and¬P holds, or else T = ∅ and¬¬P holds. Thus if this apartness satisfies
B1s or, equivalently, (4), then we can proveWLEM.
We now introduce the strongest of the separation properties normally studied in apartness-space theory—the Efremovič
condition:
EF S FG T ⇒ ∃E (S FG ¬E ∧ E FG T ).
This condition holds in a uniform space. (Note, however, that there are apartness spaces that satisfy EF but whose
apartness structure cannot be constructively uniformisable.) The Efremovič condition implies the following property:
S FG T ⇔ S FG ¬¬T ⇔ S FG∼ ∼ T .
For more on all this, see [12] and [6] (Chapter 3).
Proposition 3. If A  B in an apartness space X that satisfies the Efremovič condition, then there exists U such that A ⊂ −U
and−U  B.
Proof. There exists C ⊂ X such that X = B ∪ C and A FG C . Choose E such that A FG ¬E and E FG C, and set U = ¬E. Then
A ⊂ −U . On the other hand, the remark immediately preceding this proposition shows that¬¬E FG C . Since−¬E ⊂ ¬¬E,
it follows that−U FG C;whence−U  B. 
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It follows that in the presence of the Efremovič condition,Bw is precisely the class of all sets of the form
n⋃
i=1
Bi × Bi
where there exist nearly open subsets (in fact apartness complements) −U1, . . . ,−Un of X such that −Ui  Bi and
X =⋃ni=1−Ui.
Lemma 4. If X satisfies EF and x ∈ −U, then U  −{x}. Moreover, there exists W such that x ∈ −W and ¬W  −U.
Proof. There exists V such that x FG ¬V and V FG U . Then U FG V ; whence U FG ¬¬V (by the remark preceding
Proposition 3) and therefore, since −¬V ⊂ ¬¬V , U FG −¬V . Since X = −{x} ∪ −¬V by A5, we see that U  −{x}.
Now, by B5, there exists S such that x FG S and X = −U ∪ S. Applying EF, we obtain T such that x FG ¬T and T FG S. Again
using the remark preceding Proposition 3, we see that ¬¬T FG S. It remains to takeW = ¬T . 
Proposition 5. Let X be an apartness space, and x ∈ X. Then for each S ∈ Bw there exists U ⊂ X such that x ∈ −U ⊂ S[x].
Proof. Let S = ⋃ni=1 Bi × Bi, where there exist subsets A1, . . . , An, B1, . . . , Bn and C1, . . . , Cn of X such that X = ⋃ni=1 Ai
and, for each i, X = Bi ∪ Ci and Ai FG Ci. Given x ∈ X, choose i such that x ∈ Ai; then x ∈ −Ci. If y ∈ −Ci, then y /∈ Ci, so
y ∈ Bi. Then
(x, y) ∈ Ai × Bi ⊂ Bi × Bi ⊂ S
and so y ∈ S[x]. Hence x ∈ −Ci ⊂ S[x], and we need only take U = Ci. 
Proposition 6. Let X be an apartness space satisfying EF, and let x ∈ −U. Then x ∈ S[x] ⊂ −U, where
S = (−{x} × −{x}) ∪ (−U ×−U) ∈ Bw.
Proof. First use Lemma 4 to constructW such that x ∈ −W and ¬W  −U . Then use B5 to construct V such that x ∈ −V
and X = −W ∪ V . By the first part of Lemma 4, V  −{x}. Since X = V ∪ ¬W ,we now see that S ∈ Bw . By Proposition 1,
(x, x) ∈ S and therefore x ∈ S[x]. Given y ∈ S[x], we have (x, y) ∈ S and therefore, clearly, (x, y) ∈ −U × −U; whence
y ∈ −U . Thus x ∈ S[x] ⊂ −U . 
Proposition 7. If X satisfies EF, then for each x ∈ X the sets S[x] with S ∈ Bw generate the neighbourhood filter of x in the
apartness topology.
Proof. Apply Propositions 5 and 6. 
A uniform structureU on a topological space (X, τ ) is said to be compatiblewith the topology on X if the corresponding
uniform topology coincides with τ .
Corollary 8. If an apartness space (X, FG) satisfies EF, and Bw generates a uniform structureUw on X, thenUw is compatible
with τFG.
Proof. The result is an immediate consequence of Proposition 7. 
We can now give conditions under which the point-set apartness FGw coincides with FG.
Proposition 9. If X satisfies EF, then
∀x∈X∀A (x FG A ⇒ x FGw A) .
Proof. Let x FG A; then x ∈ −A. By Proposition 6, x ∈ S[x] ⊂ −A,where
S = (−{x} × −{x}) ∪ (−A×−A) ∈ Bw.
Let a ∈ A and (s1, s2) ∈ S. If (s1, s2) ∈ −{x} × −{x}, then s1 6= x and so (s1, s2) 6= (x, a). If (s1, s2) ∈ −A × −A, then
s2 ∈ −A ⊂∼ A, so s2 6= a and therefore (s1, s2) 6= (x, a). Hence (x, a) ∈∼ S. Since a ∈ A is arbitrary, we have {x} × A ⊂∼ S
and therefore x FGw A. 
We see from Corollary 7 and Proposition 9 that, under the Efremovič condition, even if FGw is not an apartness on X—and
hence even ifBw does not generate a uniform structure (let alone one that is compatible with the apartness FG)—both FGw
andBw are related nicely to the topology τFG on X .
Corollary 10. If X satisfies EF, then
∀x∈X∀A (x FG A ⇔ x FGw A) .
Proof. This follows from Propositions 2 and 9. 
Corollary 11. If a set-set apartness space (X, FG) satisfies EF, then the set-set relation defined by
S FGw T ⇔ ∃B∈Bw (S × T ⊂∼ B)
satisfies axioms B1–B5, and the corresponding point-set apartness coincides with the point-set apartness induced by FG.
Proof. By Proposition 2, FGw satisfies B1–B3. On the other hand, it follows from Corollary 10 that FGw satisfies B5, and hence
B4, and that the point-set apartnesses corresponding to FG and FGw coincide. 
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3. Bw andA(X, FG)
We next consider the connection betweenBw and uniform structures that induce the apartness on X .
Proposition 12. Let (X,U) be a uniform apartness space, and defineBw relative to the uniform apartness on X as above. Then
the following hold.
(i) For each V ∈ Bw there exists U ∈ U such that U ⊂ V .
(ii) IfBw generatesU, thenU is totally bounded.
Proof. LetAi, Bi, Ci (1 6 i 6 n) be subsets ofX such thatX =⋃ni=1 Ai,X = Bi∪Ci andAi FG Ci for each i, andV =⋃ni=1 Bi×Bi.
Choose U ∈ U such that Ai × Ci ⊂∼ U for each i. Let (x, y) ∈ U, and choose i with x ∈ Ai ⊂ Bi. Then y 6∈ Ci, so y ∈ Bi and
therefore (x, y) ∈ Bi × Bi. Hence U ⊂⋃ni=1 Bi × Bi = V . This completes the proof of (i). Suppose now thatBw generatesU,
and consider a symmetric entourage U inU. Construct subsets Ai, Bi, Ci (1 6 i 6 n) of X such that X =⋃ni=1 Ai, X = Bi ∪ Ci
and Ai FG Ci for each i, and⋃ni=1 Bi × Bi ⊂ U . Then⋃ni=1 Ai × Ai ⊂ U and X = ⋃ni=1 Ai. Since U ∈ U is arbitrary, it follows
that X is totally bounded. 
In order to obtain a converse of part (ii) of the preceding proposition, we prove a simple lemma.
Lemma 13. If (X,U) is a totally bounded uniform space, then for each U ∈ U there exist finitely many points x1, . . . , xn of X
such that X =⋃ni=1 U[xi].
Proof. There exist subsets Si (1 6 i 6 n) of X such that X = ⋃ni=1 Si and Si × Si ⊂ U for each i. Pick points xi ∈ Si. Given
x ∈ X, find i such that x ∈ Si. Then (xi, x) ∈ Si × Si ⊂ U, so x ∈ U [xi]. 
Let n be a positive integer. By an n-chain in a uniform space (X,U)wemean an n-tuple (U1, . . . ,Un) of entourages such
that for each k,
Uk+1 ◦ Uk+1 ⊂ Uk and X × X = Uk∪ ∼ Uk+1.
The constructive axioms for a uniform structure ensure that for each entourage U and each positive integer n there exists
an n-chain (U1, . . . ,Un)with U1 = U and each of U2, . . . ,Un symmetric; see [7].
Proposition 14. Let (X,U) be a totally bounded uniform apartness space. ThenU is generated byBw .
Proof. Given U inU, construct a 5-chain (U1,U2,U3,U4,U5) of entourages of X, with U1 = U and U2, . . . ,U4 symmetric.
Using Lemma 13, construct finitely many points x1, . . . , xn of X such that X =⋃ni=1 U4 [xi]. Then set
Ai = U4 [xi] , Bi = U2 [xi] , Ci =∼ U3 [xi] .
We have X = Bi ∪ Ci. If (x, y) ∈ Ai × Ci, then (xi, x) ∈ U4 and (xi, y) ∈∼ U3; if also (x, y) ∈ U4, then (xi, y) ∈ U4 ◦ U4 ⊂ U3,
a contradiction. We conclude that (x, y) /∈ U4 and therefore that (x, y) ∈∼ U5. Hence Ai × Ci ⊂∼ U5 and therefore Ai FG Ci;
whence Ai  Bi. Since X = ⋃ni=1 Ai, it now follows that⋃ni=1 Bi × Bi ∈ Bw . Moreover, if (x, y) ∈ Bi × Bi, then (x, xi) ∈ U2
(recall that U2 is symmetric) and (xi, y) ∈ U2, so (x, y) ∈ U2 ◦ U2 ⊂ U . Thus for each U ∈ U there exists V ∈ Bw with
V ⊂ U . Reference to part (i) of Proposition 12 completes the proof. 
Corollary 15. Let (X, FG) be an apartness space. Then there is at most one uniform structure on X that is totally bounded and
induces the given apartness.
Proof. Suppose there exists a totally bounded uniform structureU in A (X, FG). By Proposition 14,U is generated by Bw
and so is unique. 
Corollary 16. Let (X, FG) be an apartness space such thatA (X, FG) contains a totally boundedmember T . Then T ⊂ U for each
U ∈ A.
Proof. LetU ∈ A and T ∈ T . By Proposition 14, there exist Ai, Bi, Ci ⊂ X (1 6 i 6 n) such that X = ⋃ni=1 Ai, X = Bi ∪ Ci
and Ai FG Ci for each i, and
V =
n⋃
i=1
Bi × Bi ⊂ T .
SinceU ∈ A, there exists Si ∈ U such that
Ai × Ci ⊂∼ Si.
Writing S =⋂ni=1 Si,we see that S ∈ U and that
Ai × Ci ⊂∼ S (1 6 i 6 n) .
For each (x, y) ∈ S choose i such that x ∈ Ai. Then y /∈ Ci so y ∈ Bi and therefore (x, y) ∈ Bi × Bi. Hence S ⊂ V , so V ∈ U
and therefore T ∈ U. 
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For an arbitrary apartness space (X, FG)we see from Proposition 2 that if B1s holds, then S FGw T implies S FG T . Can we
prove constructively that, as classically, if B1s holds, then the set-set apartness relations FG and FGw coincide? If X is a totally
bounded uniform apartness space, the answer is ‘‘yes’’.
Proposition 17. If (X,U) is a totally bounded uniform space, then
∀S,T⊂X (S FG T ⇔ S FGw T ) .
Proof. If S FG T , then there exists U ∈ U such that S × T ⊂∼ U . By Proposition 14, there exists B ∈ Bw such that B ⊂ U
and therefore S × T ⊂∼ B. Hence S FGw T .
Conversely, since every uniform space satisfies B1s,we see from Proposition 2 that if S FGw T , then S FG T . 
In this context we point out that B1s cannot be derived from axioms B1–B5, the Efremovič condition, and the property
∀S,T⊂X (S FG T ⇒ S FGw T ) . (9)
To see this, consider the apartness defined on an inhabited set E by (7). It is not hard to show that this apartness satisfies EF.
If S FG T , then S × T = ∅ =∼ (E × E) and E × E ∈ Bw; so S FGw T . However, we have already seen that for this apartness,
property B1s, and hence (by Proposition 2), the statement
∀S,T⊂E (S FGw T ⇒ S FG T ) ,
impliesWLEM.
4. Concluding remarks
Classically, if a proximity space X satisfies EF, then Bw generates the unique totally bounded uniform structure Uw
compatible with the given apartness on X . In that case, where ‘‘near’’ is the denial of ‘‘apart’’, subsets S, T of X are near if
and only if S × T intersects each U ∈ Uw . Hence S and T are near if and only if S × T intersects each element of Bw . This
suggests the following constructive definition.
Let S, T be subsets of a set-set apartness space X . We say that S is near T , and we write δ (S, T ) , if S × T intersects each
U ∈ Bw . In that case, by the symmetry of Bw, T is near S. How does this definition square with the definition of nearness
for a point and a set, namely
near (x, A) ⇔ ∀U⊂X
(
x ∈ −U ⇒ ∃y (y ∈ A− U)
)
,
given in [4]?
Proposition 18. Let X be a set-set apartness space satisfying EF, let x ∈ X, and let A ⊂ X. Then near (x, A) if and only if δ(x, A).
Proof. Suppose first that δ(x, A). Consider any U such that x ∈ −U . By Proposition 6,
S = (−{x} × −{x}) ∪ (−U ×−U) ∈ Bw.
Hence there exists y ∈ A such that (x, y) ∈ S. Clearly, (x, y) ∈ −U × −U, so y ∈ −U and therefore y ∈ A − U . Since U is
arbitrary, it follows that near(x, A).
Now suppose, conversely, that near(x, A), and let S ∈ Bw . By Proposition 5, there exists U ⊂ X such that x ∈ −U ⊂ S[x].
Since near(x, A), there exists y ∈ A−U ⊂ S[x];whence (x, y) ∈ ({x} × A)∩ S. Since S is arbitrary, we conclude that δ(x, A).

Thus, in the presence of the Efremovič condition, we have a binary relation δ that is classically equivalent to nearness
and that, for a point and a set, is constructively equivalent to the notion of point-set nearness used in our earlier work [4].
Moreover, when X is a totally bounded uniform apartness space, it follows from Proposition 14 that
∀S,T⊂X (δ(S, T ) ⇔ ∀U∈U ((S × T ) ∩ U 6= ∅) ,
so δ coincides with the usual classical notion of proximity in a uniform space. In view of all this, it seems that δ is an
appropriate binary nearness predicate for further investigation in the constructive setting.
Since every uniform apartness space satisfies the Efremovič condition EF, thework in the preceding sections of this paper
suggests that we might define an apartness space (X, FG) to be compact if
it satisfies EF and
Bw, as defined above, generates a uniform structureUw that is complete.6
6 A possible weakening of this condition goes like this. We might require not thatBw generate a complete uniform structure, but simply that every net
(xn)n∈D in X that satisfies the Cauchy-like condition,
∀U∈Bw∃N∈D∀m,n<N ((xm, xn) ∈ U) ,
converge to a limit in X .
10 D. Bridges et al. / Theoretical Computer Science 405 (2008) 3–10
In that case, by Proposition 12,Uw is totally bounded. Also, by Corollary 8, the associated uniform topology τUw is just
τFG; whence, classically, the topological space (X, τFG) is compact in any of the usual equivalent senses. So our definition
fulfils the requirement C2made earlier.
Wewould dearly like to show that it fulfils the requirement C1. This wouldmean proving that a uniform apartness space
(X,U) is compact in our sense if and only if the uniform structure U is complete and totally bounded. If (X,U) is totally
bounded, then by Proposition 14,U = Uw; if alsoU is complete, then so isUw, and therefore X is compact in our proposed
sense. However, to prove that if X is compact, then (X,U) is both complete and totally bounded seems to be hard, if not
impossible, under the exclusion of contradiction arguments (cf. [11], page 142).
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