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多変量ファジィトレンドモデルの一般化に関する研究
Study on generalization of multivariate fuzzy trend models
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Abstract. Analyzing trends in multivariate time series is an important issue. Fuzzy trend models have
been developed for estimating trends in multivariate time series. A multivariate model can decompose trends
into common and individual trends. However, seasonality is not considered in this model. Another problem of
the former model is that common trend might dier from each series when there are large dierences among
series. In this paper we propose extended models including seasonality and weights. An estimation method
is also discussed. Proposed models can be applied to short term prediction of trend. Usability of proposed
models is demonstrated by simulation and applications.
1 はじめに
時系列に含まれているトレンドを解析することは重
要な課題である。たとえば、経済時系列をもとに景気
の動向を把握する場合にはトレンドの推定が必要とな
る。トレンド推定の代表的な方法として移動平均法と
多項式回帰がある ([1]参照)。本論文で取り上げるファ
ジィトレンドモデル ([3])は移動平均法と多項式回帰の
中間的な位置にあり、トレンドを客観的かつ柔軟に推
定できる。
時系列データの多くは周期性あるいは季節性を有し
ているが、従来の多変量モデルでは対象とされていな
かった。本論文では季節性を含む多変量時系列を対象
とする。また、系列間に大きな差があるようなデータ
の共通トレンドを推定したいとき、従来のモデルでは
値の小さい系列のトレンドを共通トレンドと独自トレ
ンドにうまく反映できなかった。そこで本論文では季
節性に加えて重みのついたモデルに拡張する。さらに
このモデルを推定するための繰り返し法を提案する。
提案した推定法の妥当性とモデルの有用性をそれぞれ
シミュレーションと適用例によって示す。
また、トレンドの短期予測の方法を提案し、実際の
データへの適用を通して考察した。本稿では予測に関
しては省略する。
2 ファジィトレンドモデル
観測された時系列を fylnjn = 1; : : : ; N; l =
1; : : : ; Lg とおく。L は系列の数、N は時系列の長さ
である。周期性あるいは季節性を有する重み付きファ
ジィトレンドモデルは次のように定義される。
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Rlkはファジィif-then ルール、 lk(n) はファジィ集合
Alk のメンバシップ関数、ulk = (lk lk)0は観測され
ていない 2変数の系列 (u0 は uの転置を意味する)、xln
は平均 0、分散 2 の定常過程である (k = 1; : : : ;K).
ulkが確率過程のとき、xln と ulkは独立であると仮定
する。rl は規準化のための重みであり、
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rl > 0とし、r = (r1; : : : ; rL)0 とおく。パラメータ ak
は ak = ak 1 + dと定義される。ただし、dは自然数
で a1 = 1である。メンバシップ関数は次のように与え
られる。
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式 (2) - (3)のモデルは高木・菅野のファジィシステム
の一種である ([4])。
Sln は、Sl;n+p = Sln であるような確定的な季節成
分であり、p は周期を表す。制約としてすべての lに
ついてPpn=1 Sln = 0とする。
このモデルではそれぞれのトレンドは潜在過程 ul =
(u0l1; : : : ; u
0
lK)
0によって決定される。ここで ulkを次の
ように分解する。
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uC と uI はそれぞれ共通トレンドと独自トレンドに
対応する。このような分解には制約条件が必要である。
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また rと uC , uI の間にも制約がある。そこでこれらの
条件について述べる。
制約条件について議論するため、式 (1) - (3)のモデ
ルを次のように書き換える。
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となる。ただし、Bl は8<:(n; 2k   1)番目の要素は kl(n);(n; 2k)番目の要素は lk(n)(n  ak)
と定義した。また I はN 次元の単位行列である。行列
BS は p次元の単位行列を十分な数重ね、その上部か
ら取り出したN  pの行列である。本モデルに対する
制約条件は次の 2式である。
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本論文では uI 6= 0; rl > 0 (l = 1; : : : ; L)と仮定す
る。制約条件についての詳細は省略する。
3 推定法
本論文では pは既知とする。最初に区間の幅に関す
るパラメータ dが与えられているとし、各系列の季節
成分を最小 2乗法によって推定する。その季節成分を
各系列から取り除いた系列を新しく z^l とおき、z^ =
(z^01; : : : ; z^
0
L)
0 を定義する。ここで、与えられた dに対
し、z^ を用いて重みと潜在変数を推定する繰り返し法
を提案する。
繰り返し法
Step 1. r^l = 1=L を初期値として設定する。
Step 2. uC を次式によって推定する。
u^C = (G1
0G1) 1G10z^R (16)
z^R = Gr^ z^ (17)
Step 3. r^l を次のように計算する。
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Step 4. r^l が収束しなければ Step 2へ戻る。
Step 5. uI を次式によって推定する。
u^I = (G2
0G2) 1G20(z^R  G1u^C) (22)
Step 2, 3は、ラグランジュの乗数法より導かれる。
幅のパラメータである dは一般的には未知であるた
め、データから決定しなければならない。そこで、情
報量規準を用いることとする ([1])。ここでは次の式に
よって定義される擬似的な BICを適用する (共通項は
省略）。
BIC(d) = NL log(^2) N
LX
l=1
log r^2l+(2KL+Lp) logNL
(23)
ここで
^2 =
1
NL
(z^R  G1u^C  G2u^I)0(z^R  G1u^C  G2u^I)
(24)
とする。d として、BICを最小にする値が選択される。
潜在過程の長さである K は dによって定まる。Step
3 の (16)と Step 5 の (22)は、季節成分および重みを
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含まない従来のモデルについて 2段階最小 2乗法とし
て提案されたもので、制約条件 1のもとでの最適性が
示されている ([2])。r, d の推定について提案手法が有
効かどうかは、次節において検討する。
4 シミュレーション
本節では 3節で提案した推定法の妥当性について検
証するためのシミュレーションを行った。具体的には提
案した繰り返し法が収束しうまく機能することを実証
し、また BICが規準として妥当かどうかを検討する。
なお、シミュレーションおよび次節以降の適用例にお
いてはMATLABを用いた。
繰り返し法による重みの推定
シミュレーションには季節性のないモデル (25)を使
用する。
y = G 1r (G1u
C +G2u
I + x) (25)
まず、データの作り方について述べる。
最初に共通トレンドと独自トレンドを生成し、それ
を加えて L本の系列とする。この系列に対し、式 (16)
と (22) を適用して uCと uI を求める。次に適当な r
を与え、繰り返し法を適用して制約条件 1, 2を満たす
r; uC ; uI を再計算する。この rを理論値とする。xに
AR(1) モデルを仮定してノイズを生成し、式 (25) よ
り観測される系列が得られる。このようにして作られ
たデータに対し 3節の繰り返し法を適用する。初期値
として与える r は 3 パターン用意し、系列数 L は 3,
N = 200; 500, d = 20; 50とした。それぞれについて
試行回数を 1000回として得られた結果の一部を示す。
表 1は rの理論値と提案した繰り返し法で得られた r^
の平均値である。提案した繰り返し法により理論値に
近い推定値を得られることがわかる。このことは繰り
返し法の実用性を示している。
情報量規準によるファジィ区間の幅の決定
次にBICが規準として妥当かどうかを検討する。使
用するモデルとデータの作り方については繰り返し法
と同様である。ただし、r; uC ; uI の再計算はここでは
不要である。トレンドを 100本生成し、それぞれにつ
いてノイズを変えて 50回推定を繰り返すというシミュ
レーションを行った。本節ではAICも算出し、比較す
る。ノイズの従う AR(1) モデルの係数の値を -0.2～
0.8と変えて、AIC, BICがどのような傾向を示すかを
検討した。結果として AICよりも BICのほうが安定
して正しい dに近い値を選べることがわかった。
表 1: 重みのシミュレーション結果
N = 200; d = 20; sd = 0:5 1 2 3
理論値 0.2221 0.4170 0.3609
推定値の平均 0.2233 0.4157 0.3610
理論値 0.0483 0.1757 0.7760
推定値の平均 0.0477 0.1721 0.7802
理論値 0.1131 0.4775 0.4095
推定値の平均 0.1129 0.4769 0.4102
N = 500; d = 50; sd = 0:5 1 2 3
理論値 0.5913 0.2057 0.2030
推定値の平均 0.5873 0.2074 0.2053
理論値 0.0790 0.0956 0.8254
推定値の平均 0.0773 0.0953 0.8274
理論値 0.3141 0.3275 0.3584
推定値の平均 0.3099 0.3292 0.3609
5 適用例
図 1で示される時系列データは、コンビニエンスス
トアにおける商品カテゴリー別の月次の販売額である
（1997年 4月～2014年 4月、単位は百万円）。系列長
N は 205で、商品カテゴリーは FF(Fast foods)・日配
食品、加工食品、非食品、サービスである (L = 4)。図
2, 3はそれぞれ、提案したモデルにより推定された共
通, 独自トレンドである。図 4は共通トレンドと独自
トレンドと季節性を足し合わせたものである。図 3 ～
4は左上が FF・日配食品、右上が加工食品、左下が非
食品、右下がサービスの順で並んでいる。
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図 1: カテゴリー別のコンビニの販売額データ
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図 2: カテゴリー別データの共通トレンド
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図 3: カテゴリーごとの独自トレンド
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図 4: カテゴリーごとの共通トレンド+独自トレンド+
季節性
図 1で示したように、サービスの売上高はほかの系
列に比べ動きが小さく見えるが、重みを加えることに
より、ほかの系列と同等に扱うことができる。その結
果、図 3で示したように独自トレンドをきちんととら
えることができた。図 1より全体的に上昇傾向である
が、図 3より、上昇の仕方には差があることがわかる。
図 4ではそれぞれの系列が持つ周期性をとらえられて
いる。これらの結果より、重みに加え季節性を導入す
ることで、系列の特徴をより的確にとらえられるよう
になったと考えられる。よって提案したモデルと推定法
が実際のデータ解析において有用であると考えられる。
6 まとめ
本研究では、周期性あるいは季節性を有する多変量
時系列を対象に重みを取り入れたファジィトレンドモ
デルを提案した。これによりそれぞれの系列のトレン
ドを共通トレンドに反映できるような基準化が可能と
なった。さらに、このモデルを推定するための繰り返
し法を提案した。シミュレーションおよび実データの
適用によって提案したモデルと推定法の有用性を示す
ことができた。
本論文で提案したモデルと推定法は、実際のデータ
解析において活用されることが期待される。今後の展望
としては確率的な季節性を持つ時系列への対応がある。
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