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Bevezetés 
A z orvostudomány és a psz icho lóg ia gyakran használt v izsgá la t i 
eszköze i a tesztek, ame lyekke l a v izsgá l t tényezők vagy tényezőcsopor-
tok egymásra hatásának mér tékére , i l l e t v e fontosságuk sorrendjére vonha-
tunk le következ te téseket . M i v e l azonban a tesztek k iér téke lése során 
f e l l é p ő valószínűségi vá l tozók ér tékkész le te i (azaz a kérdésekre adható 
vá laszok) rendezet len , d iszkrét ha lmazok , ezér t a s ta t isz t ika klasszikus 
módszerei (korre lác iószámitás, regresszióanal iz is s tb . ) csak igen k o r l á t o -
zo t tan a l ka lmazha tók . A rendezet len halmazokat rendezet tekre leképezve 
ugyanis korre lác iós v izsgá la tokka l csak a l ineáris függés erősségét mérhet -
j ü k . (Az eredmény természetesen a leképezéstől is f ü g g . ) 
E problémák megoldására szület tek meg a s ta t isz t ika u jabb f e j e z e -
te i és az alakfel ismerés stat iszt ikus módszere i : lényegk iemelés, h i e r a r c h i -
kus- és szekvenciá l is C lus te r -ana l i z i s stb. 
A z á l ta lunk használt információs mérték d iszkrét valószinüségi v á l -
tozók egymástól va ló függése tényleges nagyságának meghatározására szo l -
g á l . M i v e l ennek kiszámitásához csak a vá l tozók együttes eloszlását le í ró 
un . k o n t i n g e n c i a - t á b l ó z a t szükséges, emiat t a t tó l is függe t len , hogy a 
v á l t o z ó k a t n o m i n á l i s - , o r d i n á l i s - , i n t e r v a l l u m - vagy arányskálával j e l l e m e z -
z ü k . A z információs mérték képez i az a lap já t adatbáz is - redukc iós a l g o r i t -
musunknak is. 
I . Információs mérték 
Legyen Z tetszőleges d i szk ré t , véges ér tékkész le tü 
p. = p (Z = z . ) / i = l , . . . , n / eloszlású 
E Z p. = 1 
i= l ' 
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valószínűségi vá l tozó . Ekkor Z k imenetelének b izonyta lanságát e n t r ó p i -
á j a , azaz a 
" 1 
H(Z ) = ) | p. log mennyiség mér i . 
•—1 ' P • 
i = l i 
Ha Z vek to rvá l tozó , azaz Z = ( X , Y ) , ahol X és Y va lósz inüsé-
g i vá l tozók , akkor (a Jensen-egyenlőt lenség a lka lmazásával ) a 
H ( Z ) = H ( X , Y ) é H (X) + H(Y) 
egyenlőt lenséghez ju tunk . Az egyenlőség csak X és Y függet lensége ese-
tén teljesül / l á s d ( 3 ) / . 
Az egyenlőt lenség két oldala köz t i különbséget kölcsönös in fo rmá-
ciónak nevezzük és l ( X , Y ) - n a l j e l ö l j ü k . A z elnevezést az i n d o k o l j a , 
hogy az X vá l tozó éppen l ( X , Y ) b i t in formáció t tar ta lmaz az Y - r a v o n a t -
kozóan (és ugyanennyi t tartalmaz Y az X - r e nézve) . 
Tehát az l ( X , Y ) = H(X) + H(Y) - H ( X , Y ) bevezetésével az 
l ( X , Y) ^ 0 . Ismeretes, hogy l (X ,Y ) ^ H(Y) i l l . I ( X , Y ) H(X) is f e n n á l l , 
továbbá p l . az l ( X , Y ) ^ H(X) -ben pontosan akkor van egyenlőség, ha X 
az Y függvénye. 
I(X Y) 
Következésképpen az i ( X , Y ) = n ( x ) ^ o r m u ' ° v a ' meghatározot t 
mennyiségre 0 ^ Í ( X , Y ) ^ 1 , i ( X , Y ) = I akkor és csak a k k o r , ha X 
függvénye Y - n a k . Igy i ( X , Y ) olyan nem-szimmetr ikus mennyiség, me ly X -
nek Y - t ó l va ló függését mér i , származtatása a lap ján információs mér téknek 
nevezzük. 
Természetesen, két valószínűségi vá l tozó kapcsolatának részletesebb 
vizsgálatánál nem lehet elegendő csupán az információs mérték és a k o r r e -
lációs értékének meghatározása. Ezek ugyanis csak a ké t v á l t o z ó g lobá l i s 
kapcsolatát j e l l emz ik . A z t , hogy az X vá l tozó egy konkrét k imenete le m i -
lyen mértékben határozza meg Y - t , az ?(Y,X = x . ) parc iá l i s in formációs 
mérték mutat ja meg : ' 
H(Y) - H ( Y , X = x . ) 
i ( Y , X = x . ) = — 
H(Y) 
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Könnyen belátható, hogy 
n 
" ( Y / X ) = Z Z ] p ( X = x . ) . i ( Y , X = x . ) és 1 - Í 2 9 J l ^ i ( Y , X = x . ) 1 . 
j _ l I I H(Y) I 
Ha I ( Y , X = x . ) = 1, akkor az X=x. kimenetel teljes mértékben meghatároz-
za Y k imenete lé t , ha i ( Y , X = x . ) = 0 , akkor bizonytalanságunk vá l tozat lan 
marad, ha pedig negat iv , akkor a szóban forgó megfigyelés növel i b i zony -
talanságunkat. 
Legyenek most X . - k / j = 1 , . . . , k / és Y valószínűségi vá l tozók . 
Igazo lható , hogy 
" Y ' X 1 V - | ( Y ' X ! X k - I > . " / v 
= l ( X ^ , X ^ , . . . , Y) - l (X^ , X ^ , . . . , ^ ) , 
cmely az t mutat ja , hogy X^ kihagyásával Y - ró l annyi információt vesztünk, 
amennyi t X^ - ró l nyerhetünk Y megismerése á l t a l . Az e lőző egyenlőség se-
gítségével kapható az 
l(X , X ) 
i ( Y , X . , X _ ) — i ( Y , X , ) + i ( Y , X 0 ) -
' T 2' v " I H(Y) 
egyenlőt lenség. Egyenlőség akkor és csak akkor van, ha 
K X ^ ^ X ^ = i ( x 2 , Y ) , 
ami azza l ekvivalens, hogy "X^ és X 2 függet len Y bármely kimenete ese-
t é n " . (Megjegyezzük, hogy ennek semmi kapcsolata a valószínűségi vá l t o -
zók közö t t ér te lmezett függetlenség fogalmával , amint azt Lee (2) munká-
jában f e l t é t e l e z t e . ) Igy függet len valószínűségi vál tozók esetén is csak az 
i ( Y , X r X 2 ) ^ i ^ X j ) + i ( Y , X 2 ) egyenlőtlenség igaz. 
Az információs mérték közel í tésével és a közel í tés sz ign i f i kanc iá já -
nak vizsgálatával az (1) tanulmány f o g l a l k o z i k . Ezeket a problémákat a k ö -
vetkezőképpen fog la lha t juk össze: 
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Je lö l jük ké t valószínűségi vá l tozó információs mértékének e l m é -
le t i ér tékét i ( Y , X ) - s z e l , gyakor lat i meghatározására N számú k í s é r l e -
tet végzünk. Azaz N elemű mintapopulóc ió a lap ján meghatározzuk az 
( Y , X ) tapasztalat? eloszlásfüggvényét és ennek segítségével k i számí t j uk 
az ehhez a min tako l lekc ióhoz tartozó tapaszta la t i információs mér téke t , 
( Y , X ) - e t . 
t a p 
Belátható, hogy a mintaanyag nagyságának növekedésével a tapasz tg l a -
t i információs mérték sztochasztikusan konvergál az Információs mérték 
e lméle t i ér tékéhez. 
I I . Adotredukciós algoritmusunk e lmé le t i meggondolása 
Az e lőző fe jezetben megtárgyaltuk az információs mérték t u l a j -
donságait és uta l tunk becslésének módjára is. Ebben a részben rámuta t -
tunk az információs mérték fontosságára a lényegk iemelő és a d a t r e d u k c i -
ós módszerek egy osztá lyában. 
Az Y és az X , véges számú diszkrét ér téket f e l v e v ő va lósz ínűsé-
g i vá l tozók függetlenségét v izsgál juk. 
Nu l l - h ipo téz i sünk / H / : Y és X függet lenek , 
e l len-h ipo téz isünk / H / : nem-függet lenek 
e 
[ p ( Y . ) . p ( x . ) ] i l le tve ( p ( Y . , x . ) ] e ioszlcssal . 
Döntés cé l jából n számú függet len megf igyelést végzünk. Egy m e g f i g y e -
léssorozat eredményét az 
u (Y, , x . , Y . , x . , . . . , Y . , x . ) 
' l h '2 '2 'n 'n 
j e l l e m z i . A megfigyelések függetlensége miat t természetesen 
n n_ 
p n (u I H > = ÍJ p (Y . ) . p(x. ) i l l . P
n ( u | H ) = || P ( Y , x ) . 
° k= l k 'k 6 k=1 k 'k 
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Je lö l j ük az n megfigyelés összes lehetséges k imenetele inek halmazát 
R- re l és legyen E (elfogadási tartomány) R-nek egy részhalmaza. 
Induljunk k i abból az e l v b ő l , hogy u € E esetén H^ , u í E 
esetén pedig H javára döntünk. Célunk akkor az E halmaz o lyan 
meghatározása, hogy a helyte len döntésből eredő hiba minél kisebb 
legyen. Tehát olyan E halmazt keresünk, melynél az elsőfajú 
p n (E C |H ) = EH p n (u I H ) , 
° u | u £ E 
¡11. a másodfajú 
p n ( E | H ) = E H P % I H ) 
u l u € E 
hibák minimál isak. M i v e l ezek változása el lentétes irányultságú, azér t 
minimumuk egyszerre nem valósi tható meg. Ehelyett - rögz i te t t ese-
tén - v izsgálhat juk a következő k i fe jezés n - t ő l való függését: 
tf (n) = inf p n ( E | H ) , 
e 
E: ECR és 
p n ( E | H ) ^ 1 - (b 
o 
azaz a z t , hogy az elsőfajú hiba valószínűségét sz ign i f i kanc ia-sz in ten 
tartva hogyan függ a minimális másodfajú hiba valószínűsége a min taa-
nyag nagyságától. Erre vonatkozik c Chernoff tól származó tétel (6): 
l im - . log (n) = - l ( Y , X ) . 
n 
n—»o« 
Tehát, az elsőfajú hiba valószinüségét sz ign i f ikanc ia-sz in ten 
tar tva a másodfajú hiba valószínűsége a mintaszám növelésével exponen-
c iá l isan csökkenthető. A csökkenés mértékét az l ( Y , X ) kölcsönös informá-
c ió határozza meg. Igy, ha X vek to rvá l tozó , azaz X = ( X ^ , . . . , X ) , a k -
kor adatredukálás cél jából azon X , . . . , X vál tozók kiválasztása k i v á -
! r r 
I m 
natos, melyekre az l ( Y , X , . . . , X ) kölcsönös információ és ebből kö -
r l r m 
vetkezően az i ( Y , X , . . . , X ) információs mérték maximál is. 
r l rm 
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I I I . Adatredukciós algoritmus 
A feladat azon minimális számú X , . . . , X vá l tozóknak az 
r i r 1 m 
X ^ , . . . / X változók közül történő kiválasztása, amelyek Y - r ó l az összes 
vál tozó által nyerhető információnak " e l é g nagy részét" ta r ta lmazzák. 
Pontosabban: keressük azokat az X , . . . , X vá l tozóka t , amelyekre 
r i r 
I m 
M h c W M és 
i ( Y , X , . . . , X r i ( Y , X ^ , . . . , X ) fe l té te lek mel le t t m értéke 
1 m 
minimál is. 
A feladat egzakt megoldhatóságának két fő akadálya van : 
1 . ) i ( Y , X ^ , . . . , X^) gyakor lat i lag k iszámí thatat lan, értékét csak becsülni 
lehet. 
2 . ) Az összes lehetséges vá l tozó-kombinációk leszámlclása gyakor la t i l ag 
el végezhetet len. 
Ezen okok miatt nem is várható, hogy létezik opt imál is megoldás-
hoz vezető, gyors algoritmus. A következőkben le i r t "ad hoc" módszer 
cé l j a ezért nem az opt imál is, hanem egy ahhoz nagy valószínűséggel kö-
zel eső megoldás keresése. 
Iterációs algoritmusunk lépései: 
1 . ) Kiválaszt juk az i ( Y , X ) = max i ( Y , X . ) fe l té te lnek e leget tevő 
r l j ^ s 1 
X - e t . 
r l 
2 . ) Meghatározzuk a^ i ( Y , X ,X ) = max i ( Y , X , X . ) f e l t é te l t k i e l é g i -
r l r 2 U j * s r l 1 
tő X - t . 
r 2 
k . ) Az e lőző lépésekben meghatározott X , . . . , X vá l tozókat rögz i tve 
r l V l 
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meghatározzuk az t az ujabb X vá l tozó t , amelyre 
r k 
i ( Y , X , . . . , X ) = max i ( Y , X , . . . , X , X . ) 
r l rk l é j é s r l r k - l 1 / 2 / 
^ / < * = 1 , . . . , k - 1 / 
te l jesü l . Természetesen az információs mérték értékét az I. részben le -
í r tak alapján tapasztalat i ér tékével k ö z e l i t j ü k . 
A befejezhetó'ség kr i tér iumai a köve tkezők : 
a . ) A k iválasztot t vál tozók á l ta l Y - ró l nyert információ eléggé megke-
zel i t i -e az összes kapható in formációt? 
b . ) Félté tel e z h e t ő - e , hogy ujabb vál tozó kiválasztásával még további 
szignif ikáns mennyiségű információt nyerünk? 
Az algori tmus számitógépes real izálásával kapcsolatban szüksé-
gesnek tart juk megjegyezni a következó'ket : 
a . ) A lépésenkénti számolás mennyisége a lépésszám növekedé-
sével exponenciál isan nó', ezért a k iválasztható vál tozók száma elsősor-
ban a mintaanyag nagyságótól és a fe ldolgozó számitógép paramétereitó'l 
függ. 
b. ) Az / ] / összefüggés f igyelembevéte le a lapján az algor i tmus-
sal k iválasztot t vál tozók egymástól csak kevéssé függhetnek, mivel mód-
szerünk csak akkor választ ki egy , az eló'zó'któ'l eró'sen függó' vá l tozó t , 
ha másképpen nem kaphatnánk Y - r ó l legalább ugyanannyi in formációt . 
c . ) A megoldhatóság nehézségei miat t a befejezést eldöntő' v izs-
gá la tokat függvény approximációs módszerekkel végezhet jük e l . 
d . ) Az algoritmus részletes leirása és FORTRAN programja az 
ÁSZSZ Honeyweli 66/őC-as gépének programkönyvtárában az érdeklődők 
rendelkezésére á l l . A program próbafeladaton sikeresen le fu to t t . Nagymé-
retű mintaanyagon kipróbálása folyamatban van. 
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I V . K l i n i k a i adatbázis redukc ió ja , d i f f e r e n c i á l - d i a g n ó z i s és 
prognózis 
A d iagnoszt ika i folyamat végrehajtása közben az orvos rendsze-
r in t szembetalál ja magát azza l a nehézséggel , hogy a nagy számosságu 
ev idenc ia halmaz nehezen kezelhető' vagy egyszerűen á t t e k i n t h e t e t l e n ' 
számára. Ebbó'l a tényből hármas probléma a d ó d i k : 
a . ) Az e v i d e n c i a halmaz e lemeinek fe l té t l en szükséges r e d u k -
c i ó j a 
Ezt megoldhat juk o ly módon, hogy a I I I . pontban ismertetet t a l -
goritmus / 2 / képletébe Y-nak az Y = ( X j , . . . , X ) valószínűségi v e k t o r -
vá l tozót vá lasz t juk , ahol X . - k ( j = l , . . . , s ) mint valószínűségi v á l t o z ó k , 
a beteg adatainak fe le lnek meg. Az eredmény: a betegre vonatkozó t é -
nyezők számának csökkenése o ly módon, hogy a reduká l t tényezők h a l -
maza közel azonos információ-mennyiséget ta r ta lmaz, mint a k i indu lásu l 
ve t t tényezők együttesen. 
b . ) A d i f fe renc iá l -d iagnóz is megál lapí tásához szükséges legszű-
kebb ev idenc ia holmaz megál lapí tása 
Ha egy k l i n i k a i adatbázis esetén a / 2 / képle tben Y a szóba jövő 
betegség-osztályokat reprezentál ja, akkor az ismertetett adat redukc iós e l -
járás az összes vizsgált tényező közül azon minimál is számú " k ö z e l f ü g -
get len" tényező kiválasztását eredményezi , amely e legendő in fo rmác ió t 
tartalmaz a betegség-osztályok valószinüsitéséhez. Kevés számú tényező 
esetén most már a betegek betegség-osztályba sorolásához a jól ismert 
Bayes-féle d i f fe renc iá l -d iagnosz t ika i model le l (9) vagy más módszerekkel 
is könnyebben e l ju tha tunk . 
c . ) A beteg prognózisához (p l . túlélések valószinüsitése) szüksé-
ges legszűkebb halmaz méghatározása 
Ha a / 2 / képletben Y - mint valószínűségi vá l tozó - va lame ly 
betegség összes lehetséges k imenete le i t , X . - k / j = l , . . . , s / ped ig a k i -
menetel t befolyásoló összes szóbajöhető tényezőt rep rezen tá l ják , az e red-
mény b. ) -hez (adatredukció, és osztályba sorolás) hasonlóan a k i v á n t r e -
duká l t halmaz és a megfe le lő k imenete l i kategór iába való besorolás. 
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