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This paper is devoted to studying constrained continuous-time
Markov decision processes (MDPs) in the class of randomized poli-
cies depending on state histories. The transition rates may be un-
bounded, the reward and costs are admitted to be unbounded from
above and from below, and the state and action spaces are Polish
spaces. The optimality criterion to be maximized is the expected dis-
counted rewards, and the constraints can be imposed on the expected
discounted costs. First, we give conditions for the nonexplosion of
underlying processes and the finiteness of the expected discounted
rewards/costs. Second, using a technique of occupation measures, we
prove that the constrained optimality of continuous-time MDPs can
be transformed to an equivalent (optimality) problem over a class
of probability measures. Based on the equivalent problem and a
so-called w¯-weak convergence of probability measures developed in
this paper, we show the existence of a constrained optimal policy.
Third, by providing a linear programming formulation of the equiva-
lent problem, we show the solvability of constrained optimal policies.
Finally, we use two computable examples to illustrate our main re-
sults.
1. Introduction. Constrained Markov decision processes (MDPs) form
an important class of stochastic control problems and have been widely
studied. Existing works on constrained MDPs can be roughly classified into
four groups: (i) constrained discrete-time MDPs with denumerable states
[1, 2, 6–10, 23, 25, 37, 38, 41] and their extensive references, (ii) constrained
discrete-time MDPs with a Polish state space [19, 20, 29, 33] and their bibli-
ographies, (iii) constrained continuous-time MDPs with denumerable states
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[13, 15, 34, 36, 42], and (iv) constrained continuous-time MDPs with a Polish
state space [11]. A review of these references shows that most of the related
literature is concentrated with the first three groups. To the best of our
knowledge, the fourth group is addressed only in [11] for the average criteria.
Concerning group (i), the existence and algorithms of constrained optimal
policies are given in [6–10] for variant discounted criteria when states and
actions are finite, in [1, 25, 37] for the discounted criteria and denumerable
states, and in [1, 2, 23, 37, 38] for the average criteria and denumerable
states. Also, the existence of constrained optimal policies and linear pro-
gramming formulation for group (ii) are given in [19, 33] for the discounted
criteria and in [20, 29, 33] for the average criteria. Although group (iii) has
been studied in [13, 15, 34, 36, 42], the references [13, 15, 34, 36, 42] deal with
the case of a single constraint, the transition rates in [34] are assumed to
be bounded, and the assumption of denumerable states in these references
cannot be dropped. On the other hand, as mentioned above, constrained
MDPs in Polish spaces are also studied in [19, 20, 29, 33] for the discrete-
time case and in [11] for the continuous-time case. However, the reward and
cost functions in [29] are assumed to be all bounded, and all cost functions
in [11, 19, 20, 33] are assumed to be essentially nonnegative. Further, such
nonnegativeness assumption cannot be removed because it is required for
the use of the standard weak convergence of probability measures. This in
turn implies that the constrained optimality problem of minimizing non-
negative costs in [11, 19, 20] with constraints imposed on other nonnegative
costs cannot be transformed to an equivalent optimality problem of max-
imizing bounded rewards as in [29] with constraints imposed on bounded
costs. Hence, the constrained discrete and continuous time MDPs with Pol-
ish spaces, in which rewards (to be maximized) and costs (with constraints)
may be unbounded from above and from below, have not been studied.
On the other hand, as is known, continuous-time MDPs in Polish spaces
have been studied in [11, 12, 16, 27, 34]. However, the treatments in [12,
16, 27] are on the unconstrained case, whereas the results in [11] for the
constrained case cannot be applied to the case in which the criterion to be
maximized is unbounded rewards. This is because the cost to be minimized
in [11] is required to be nonnegative. Moreover, the study in [11, 12, 16] with
unbounded transition rates is limited to the class of Markov policies, and
yet the case of randomized policies depending on state histories in [27, 34]
is for bounded transition rates. Hence, as noted in [15, 17, 40], the study on
unconstrained continuous-time MDPs with unbounded transition rates and
history-dependent policies is an unsolved problem.
Constrained continuous-time MDPs with unbounded transition rates and
policies depending on state histories have not been studied yet, and they will
be considered in this paper. More precisely, we will deal with constrained
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continuous-time MDPs, which have the following features: (1) the transi-
tion rates may be unbounded ; (2) the reward and costs are admitted to
be unbounded from above and from below ; (3) the state and action spaces
are Polish spaces; (4) admissible policies can be randomized and depend
on state histories; and (5) the optimality criterion is to maximize expected
discounted rewards, and several constraints are imposed on expected dis-
counted costs.
First, we give the conditions under which we ensure the nonexplosion of
underlying processes induced from unbounded transition rates and random-
ized policies depending on state histories (see Theorem 3.1 below). This re-
sult is a natural extension of the corresponding regularity of a jump Markov
process in [5, 12, 15, 16, 31] to a so-called “non-Markov” case and also a
generalization of the regularity in [18, 26–28, 30, 34, 37, 39, 40] for bounded
transition rates. Inspired by the condition for the nonexplosion, we obtain a
condition (see Theorem 3.3 below) for the finiteness of the expected discount
rewards/costs of each policy when rewards/costs are unbounded.
Second, as in [1, 2, 19–21, 29, 33, 35] for constrained MDPs, by intro-
ducing an occupation measure, we prove that the constrained optimality
problem in continuous-time MDPs [see (2.12) below] can be transformed
into an equivalent optimality problem [see (3.3) below] over a class of some
probability measures. The standard weak convergence technique used in
[11, 19, 20, 22, 27, 29] for nonnegative costs does not apply directly to
the case wherein rewards/costs are unbounded from above and from below.
Therefore, to solve the equivalent optimality problem in which rewards/costs
may be unbounded from above and from below, we introduce (Definition 3.7
below) a so-called w¯-weak convergence of probability measures. This w¯-weak
convergence is an extension of the standard weak convergence of probability
measures. Using the properties of the w¯-weak convergence and occupation
measures developed here (see Theorem 3.5 and Lemmas 3.8 and 3.9 below),
we prove the existence of a constrained optimal policy under mild reasonable
conditions (see Theorem 3.11 below). These conditions are slightly different
from the usual continuity-compactness ones in [12–15] for continuous-time
MDPs and in [1, 2, 19, 20, 22, 29] for the discrete-time MDPs, and thus
they are weaker than those in the literature [12–15, 37]; see Remarks 3.10
and 3.12 for details.
Third, for the solvability of constrained optimal policies, we further trans-
form the equivalent optimality problem to a linear programming (LP) prob-
lem [see (3.9) below] by using the properties of occupation measures again.
Then we present the relationship between a constrained optimal policy and
an optimal solution to the LP (see Theorem 3.13 below), and characterize
a stationary policy (see Theorem 3.15 below). This relationship and char-
acterization of a stationary policy are used to obtain the solvability and
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structure of a constrained optimal policy (see Corollary 3.14 and Theorem
3.16 below).
Finally, to illustrate our main results, we present two computable examples
in which our conditions are satisfied, whereas some of those in [11, 19, 20,
22, 27, 29] fail to hold (see Remark 4.7 below). In particular, our approach
is also suitable to the case of discrete-time MDPs with rewards/costs being
unbounded from above and from below, and similar results for the discrete-
time case can also be obtained; see Remark 3.17 for details. However, our
model cannot be transformed to an equivalent one of discrete-time MDPs
using the uniformization technique because the transition rates in our model
may be unbounded.
The rest of this paper is organized as follows. In Section 2, the model
and the constrained optimality problem that we are concerned with are
introduced. The main results of this paper are stated in Section 3, and
illustrated with computable examples in Section 4. The proofs of the main
results are presented in Section 5.
2. The model for constrained continuous-time MDPs.
Notation. If X is a Polish space (i.e., a complete and separable metric
space) and w¯ ≥ 1 is a real-valued measurable function on X , we denote by
B(X) the Borel σ-algebra on X , by Dc the complement of a set D ⊆X (with
respect to X), by ‖u‖w¯ the w¯-weighted norm of a real-valued measurable
function u on X [i.e., ‖u‖w¯ := supx∈X |u(x)|/w¯(x)], by Cb(X) the set of all
bounded continuous functions on X , and by P(X) the set of all probability
measures on B(X). Let
Bw¯(X) := {u|‖u‖w¯ <∞}
be the Banach space.
We now introduce the model of constrained continuous-time MDPs,
{S, (A(x)⊆A,x ∈ S), q(·|x,a), r(x,a), (cn(x,a), dn,1≤ n≤N)},(2.1)
where S is a state space, A is an action space, and A(x) is a Borel set of
admissible actions at state x ∈ S. We suppose that S and A are Polish
spaces, and the following set:
K := {(x,a)|x ∈ S,a ∈A(x)}(2.2)
is a Borel subset of S ×A.
The function q(·|x,a) in (2.1) refers to transition rates, that is, it satisfies
the following:
(T1) For each fixed (x,a) ∈ K,q(·|x,a) is a signed measure on B(S),
whereas for each fixed D ∈ B(S), q(D|·) is a real-valued Borel-measurable
function on K;
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(T2) 0≤ q(D|x,a)<∞ for all (x,a) ∈K and x /∈D ∈ B(S); and
(T3) q(S|x,a) = 0 for all (x,a) ∈ K. [Hence, q({x}|x,a) is finite for all
(x,a) ∈K.]
The model is also assumed to be stable, which means
q∗(x) := sup
a∈A(x)
|q({x}|x,a)|<∞ ∀x∈ S.(2.3)
Finally, the function r(x,a) on K denotes the reward, whereas the functions
cn(x,a) on K and the real numbers dn denote the costs and constraints,
respectively. We assume that r(x,a) and cn(x,a) are real-valued measurable
on K. [r(x,a) is allowed to take positive and negative values, so it can be
interpreted as a cost rather than a “reward” only.]
To complete the specification of the constrained optimality problem, we
of course need an optimality criterion. This requires the definition of a class
of policies admissible to a controller. To do so, we introduce some notation
as in [24, 27, 28].
Let S∞ := S ∪ {x∞} with x∞ being an isolated point, Ω0 := (S ×R+)∞
with R+ := (0,∞) and Ω := Ω0 ∪ {(x0, θ1, x1, . . . , θk−1, xk−1,∞, x∞, . . .)|θl ∈
R+, x0, xl ∈ S for each 1≤ l≤ k− 1 and k ≥ 2}. By the corresponding mod-
ification of the σ-algebra over Ω0, we can obtain the basic measurable space
(Ω,F). Then we define maps Tk,Xk,Θk (k = 0,1, . . .) and ξt (t≥ 0) on (Ω,F)
as follows: for each e := (x0, θ1, x1, . . . , θk, xk, . . .) ∈Ω, let
Tk(e) := θ1+ · · ·+ θk (for k ≥ 1),
(2.4)
T∞(e) := lim
k→∞
Tk(e) with T0(e) := 0;
Xk−1(e) := xk−1, Θk(e) := θk for k ≥ 1;
ξt(e) :=
∑
k≥0
xkI{Tk≤t<Tk+1}(e) + x∞I{T∞≤t}(e),(2.5)
where ID stands for the indicator function of a setD. Let hk(e) = (x0, θ1, x1, . . . ,
θk, xk), and call hk(e) a k-component state history. Obviously, these maps are
measurable on F . In what follows, the argument e= (x0, θ1, x1, . . . , θk, xk, . . .)
is often omitted.
Components Θk play the role of inter-jump intervals or sojourn times, Tk
are the jump epoches, and Xk denotes the state of the process {ξt, t ≥ 0}
on [Tk, Tk+1). We do not intend to consider the process after moment T∞,
so we view it to be absorbed in state x∞. Hence, we write q(·|x∞, a∞)≡ 0,
where a∞ is an isolated point, and let A(x∞) := {a∞}, A∞ :=A∪ {a∞}.
Let R0+ := [0,∞), and introduce the integer-valued random measure µ∗
on R0+ × S by
µ∗(dt, dx) =
∑
k≥0
I{Tk<∞}δ(Tk ,Xk)(dt, dx),(2.6)
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where δy(·) is the Dirac measure concentrated at any point y. Then we take
the right-continuous family of σ-algebras {Ft}t≥0 with Ft := σ{µ∗([0, s] ×
D), s ∈ [0, t],D ∈ B(S)}, and let
P := σ(B ×{0},C × (s,∞)|B ∈F0,C ∈ Fs−, s > 0),
where Fs− :=
∨
t<sFt. Then, as in [24, 27, 28], a real-valued function on
Ω×R0+ is called predictable if it is measurable with respect to P .
We next introduce the definition of a policy, which is the same as in [27]
and a generalization of the corresponding one in [28, 34, 35] for denumerable
states.
Definition 2.1. A transition probability pi from (Ω×R0+,P) onto (A∞,
B(A∞)) such that pi(A(ξt−(e))|e, t) ≡ 1 is called a policy, which can be
randomized and depend on state histories. A policy is called randomized
stationary if there exists a transition probability φ from (S,B(S)) onto
(A,B(A)) such that φ(A(x)|x)≡ 1 and pi(da|e, t) = I{t<T∞}(e)φ(da|ξt−(e))+
I{t≥T∞}(e)δa∞ (da). We will write such a randomized stationary policy as
φ. A randomized stationary policy φ is called (deterministic) stationary if
there exists a measurable function f from (S,B(S)) onto (A,B(A)) such that
φ({f(x)}|x)≡ 1. Such a stationary policy will be written as f .
We denote by Π,Πs and F the classes of all policies, randomized sta-
tionary policies and stationary policies, respectively. Equivalently, Πs is the
set of all stochastic kernels φ on A given S such that φ(A(x)|x) = 1 for all
x ∈ S, and F is the set of all measurable functions f from S to A such that
f(x) ∈A(x) for all x ∈ S. Obviously, F ⊂Πs ⊂Π.
Remark 2.2. The requirement of predictability of a policy implies that
at time t≥ 0 each policy depends on only the past jump moments T0, T1, . . . ,
Tm ≤ t and the corresponding states x0, . . . , xm ∈ S. This means that a pol-
icy may depend on state histories. However, the class Π is not the complete
collection of all history-dependent policies. This is because each state history
hk = (x0, θ1, x1, . . . , θk, xk) does not include past actions am (0≤m≤ k). To
overcome the shortcoming of the definition of a state history, a possible and
natural way is to replace hk with a new history (x0, a0, θ1, . . . , xk−1, ak−1, θk, xk)
including past actions. If we do so, some results in [24, 28] such as the struc-
ture of the probability measure P piγ in (2.9) and the predictable properties of
the randomized measure νpi in (2.7) and functions m(D|e, t) in (2.8), which
are required in following arguments, need to be checked one by one. Since
these desired results for the case of new histories have not been proven, we
still use the definition of a policy in Definition 2.1, which is the same as in
[27, 28, 34, 35], and which is also a generalization of the corresponding one
in [5, 11, 12, 15, 17] for a Markov policy.
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For each pi ∈ Π, by Definition 2.1 we see that the random measure on
R
0
+ × S given by
νpi(e, dt,D) :=
[∫
A
pi(da|e, t)q(D|ξt−(e), a)I{ξt− /∈D}(e)
]
dt
(2.7)
for D ∈ B(S)
is predictable, and νpi({t} × S) = νpi([T∞,∞)× S) ≡ 0 for all t ≥ 0. Thus,
for any initial distribution γ ∈ P(S), Theorem 4.27 in [28] (or Theorem 3.6
in [24]) ensures the existence of a unique probability measure P piγ on (Ω,F)
such that P piγ {x0 ∈ dx} = γ(dx), and νpi is a dual predictable projection of
the measure µ∗ in (2.6). The expectation operator with respect to P piγ is
denoted by Epiγ . In particular, E
pi
γ and P
pi
γ will be written as E
pi
x and P
pi
x ,
respectively, when γ is the Dirac measure located at point x ∈ S.
For any fixed pi ∈ Π and γ ∈ P(S), let us recall how the measure P piγ is
constructed. First, by Definition 2.1 we see that, for each fixed D ∈ B(S),
the following function on Ω×R0+:
m(D|e, t) :=
∫
A
pi(da|e, t)q(D|ξt−(e), a)I{ξt− /∈D}(e)
is predictable, and thus (by Lemma 3.3 in [24]) has the following represen-
tation:
m(D|e, t) =: I{0}(t)m0(D|x0,0)
(2.8)
+
∞∑
k=0
I{Tk<t≤Tk+1}(e)mk(D|hk(e), t− Tk),
where mk(·|hk(e), t˜ ) (depending on pi) is a measure on B(S) [for any fixed
hk(e) and t˜], mk(D|hk(e), t˜ ) is measurable in (e, t˜ ) [for any fixed D ∈ B(S)]
and mk({xk}|hk(e), t˜ ) = 0 for all xk ∈ S and k ≥ 0. Let Hˆ0 △= S, Hˆk △= S ×
(R+×S∞)k for k ≥ 1. Noting that a measure γ on B(Hˆ0) is given, we suppose
that the measure P piγ on B(Hˆk) has been constructed, then P piγ on B(Hˆk+1)
is determined as follows:
P piγ (Γ× (dt˜, dx))
:=
∫
Γ
P piγ (dhk)I{θk+1<∞}mk(dx|hk, t˜ )e−
∫ t˜
0 mk(S|hk,v)dv dt˜;
(2.9)
P piγ (Γ× (∞, x∞))
:=
∫
Γ
P piγ (dhk){I{θk+1=∞} + I{θk+1<∞}e−
∫∞
0
mk(S|hk,v)dv},
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where Γ ∈ B(Hˆk). According to the Ionescu Tulcea theorem in [4], there
exists a unique probability measure P piγ on (Ω,F), which has projections
onto the spaces of k-component state histories satisfying relations (2.9).
For any given γ ∈ P(S) and pi ∈Π, using (2.8) and (2.9), we now give a
somewhat informal description of how the process {ξt, t≥ 0} evolves. Sup-
pose that the process is at state xk at time t ∈ [Tk, Tk+1) (k ≥ 0). Then, a
transition from xk to a set D of states occurs with probability mk(D|hk, t−
Tk), or the process remains at xk with probability 1−mk(S|hk, t− Tk)dt+
o(dt). In the former case, the sojourn time Θk+1 of {ξt, t≥ 0} at xk has a
distribution with a so-called “density function” e−
∫ t
0
mk(S|hk,v)dv .
As mentioned above, we do not intend to consider the process after mo-
ment T∞. Thus, we need to give conditions ensuring the nonexplosion of
{ξt, t≥ 0} [i.e., P pix (ξt ∈ S)≡ 1]. To do so, we consider the following condi-
tion.
Assumption A. There exist a continuous function w ≥ 1 on S and
constants ρ, b≥ 0 and a sequence of nondecreasing subsets {Sk} of S, such
that:
(1)
∫
S w(y)q(dy|x,a)≤ ρw(x) + b for all (x,a) ∈K;
(2) infx/∈Sk w(x) ↑+∞ as k→∞, with inf∅ :=∞;
(3) Sk ↑ S and supa∈A(x),x∈Sk |q({x}|x,a)|<∞ for all k ≥ 1.
Remark 2.3. We call Assumption A a nonexplosion condition for {ξt, t≥
0}. Obviously, Assumption A trivially holds when the transition rates are
bounded ; see [18, 26, 27, 30, 34, 37, 39, 40], for instance. Assumption A is
similar to those in [5, 11, 12, 15, 17] for Markov policies and unbounded
transition rates, and it can be verified with examples in [5, 11, 12, 15, 17]
and those below.
Under Assumption A, we see (by Theorem 3.1 below) that {ξt, t ≥ 0}
is nonexplosive. Thus, for any fixed discount factor α > 0 and an initial
distribution γ ∈P(S), we define the expected discounted criteria
Vα(x,pi,u) :=
∫ ∞
0
e−αt
∫
A
Epix [u(ξt−, a)pi(da|e, t)]dt,
(2.10)
Vα(pi,u) :=
∫
S
Vα(x,pi,u)γ(dx)
for each pi ∈Π, x ∈ S and a measurable function u on K, provided the inte-
grals in (2.10) are well defined.
In particular, let
Vr(x,pi) := Vα(x,pi, r), Vr(pi) := Vα(pi, r)
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and
Vn(x,pi) := Vα(x,pi, cn), Vn(pi) := Vα(pi, cn) for n= 1, . . . ,N.
[The finiteness of Vr(pi) and Vn(pi) will be ensured in Theorem 3.3 below.]
Let
U := {pi|Vn(pi)≤ dn, n= 1, . . . ,N} and Vr(U) := sup
pi∈U
Vr(pi)(2.11)
be the set of constrained policies and the constrained optimal reward value,
respectively.
In the following arguments, we assume that the set U is not empty, and
the discount factor α and the initial distribution γ as well as the numbers
dn are fixed.
Then, the constrained optimality problem under consideration is as fol-
lows:
Maximize Vr(pi) over all pi ∈ U.(2.12)
Definition 2.4. A policy pi∗ ∈ U is said to be constrained optimal if
Vr(pi
∗) = Vr(U). When U = Π, a constrained optimal policy is said to be
unconstrained optimal.
The main goal of this paper is to give the conditions for the existence and
solvability of a constrained/unconstrained optimal policy.
3. Main results. We state the main results of our work in this section.
Their proofs are presented later in Section 5. The main results are given in
three subsections.
3.1. Conditions for nonexplosion and finiteness. This subsection states
the results on the nonexposition of {ξt, t≥ 0} and finiteness of Vn(x,pi) and
Vn(pi).
For the nonexposition of {ξt, t≥ 0}, we have the following fact.
Theorem 3.1. Suppose that Assumption A holds. Then, for each pi ∈Π,
x ∈ S and t≥ 0:
(a) P pix (T∞ =∞) = 1 and P pix (ξt ∈ S) = 1.
(b)
Epix [w(ξt)]≤

e
ρtw(x) +
b
ρ
(eρt − 1), if ρ 6= 0,
w(x) + bt, if ρ= 0.
10 X. GUO AND X. SONG
(c) The analog of the forward Kolmogorov equation holds:
P pix (ξt ∈D) = ID(x) +Epix
[∫ t
0
∫
A
pi(da|e, s)q(D|ξs−(e), a)ds
]
for each D ∈ B(S) with supx∈D q∗(x)<∞.
The proof of Theorem 3.1 appears in Section 5.
Remark 3.2. Theorem 3.1(a) establishes the nonexplosion of {ξt, t≥ 0}
on the probability space (Ω,F , P pix ) (for each policy pi ∈Π and x ∈ S), and
Theorem 3.1 is an extension of the corresponding results in [18, 26, 27, 30,
34, 35, 37, 39, 40] for bounded transition rates and in [5, 11–17, 31] for
Markov policies only. The process {ξt, t≥ 0} may not be Markovian because
a policy pi can depend on state histories.
Inspired by Theorem 3.1, we introduce the following condition.
Assumption B. Let c0(x,a) :=−r(x,a) for (x,a) ∈K, and w be as in
Assumption A.
(1) There exists a constant M > 0 such that, |cn(x,a)| ≤Mw(x) for every
(x,a) ∈K and n= 0,1, . . . ,N .
(2) The discount factor α satisfies that α> ρ, with ρ as in Assumption A.
(3)
∫
S w(x)γ(dx)<∞.
Then the following fact establishes the finiteness of Vn(x,pi) and Vn(pi).
Theorem 3.3. Suppose that Assumptions A and B hold. Then, for each
pi ∈Π and x ∈ S:
(a) Epix [|cn(ξt, a)|pi(da|e, t)]≤MEpix [w(ξt)] for all t≥ 0 and n= 0,1, . . . ,N ;
(b) |Vn(x,pi)| ≤M [αw(x) + b]/[α(α − ρ)] and |Vn(pi)| ≤MM∗1 for n =
0,1, . . . ,N , where V0(x,pi) := Vα(x,pi, c0), V0(pi) := Vα(pi, c0),M
∗
1 := [α ×∫
S w(x)γ(dx) + b]/[α(α− ρ)].
Proof. Obviously, this theorem follows from Theorem 3.1(b) and (2.10).

3.2. Existence of constrained optimal policies. This subsection states the
main results on the existence of constrained optimal policies.
In order to show the existence of a constrained optimal policy, as in [1, 2,
19–21, 29, 33, 35], we introduce a key concept of an occupation measure of
a policy.
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Definition 3.4. Fix policies pi,pi1, pi2 ∈Π.
(i) The occupation measure of pi is a probability measure ηpi on S ×A
concentred on K, which is defined by
ηpi(D× Γ) := α
∫ ∞
0
e−αtEpiγ [I{ξt∈D}(e)pi(Γ|e, t)]dt
(3.1)
with D ∈ B(S),Γ ∈ B(A).
(Obviously, ηpi concentrates on K and depends on pi,α and γ. However, we
impress γ and α in the occupation measure for simplicity.)
(ii) Two policies pi1 and pi2 are called equivalent if ηpi
1
= ηpi
2
.
(iii) We denote by ηˆ the marginal (or projection) on S of a probability
measure η on S × A, and by φη(∈ Πs) the randomized stationary policy
(depending on η), which is determined by the following decomposition of η:
η(dx, da) = ηˆ(dx)φη(da|x).(3.2)
Thus, by (3.1) and (2.10), we have Vα(x,pi,u) =
1
α
∫
S×A u(x,a)η
pi(dx, da),
and we can rewrite (2.12) as an equivalent optimality problem:
Maximize
1
α
∫
K
r(x,a)η(dx, da)
(3.3)
over η ∈
{
ηpi :
∫
K
cn(x,a)η
pi(dx, da)≤ αdn,1≤ n≤N
}
.
To solve problem (3.3), we need to seek a certain compactness structure on
the set of all occupation measures. To do so, we require to characterize an
occupation measure, and we have the following fact.
Theorem 3.5. Under Assumption A, the following assertions hold.
(a) The occupation measure ηpi (for each fixed pi ∈Π) satisfies the follow-
ing equation:
αηˆpi(D) = αγ(D) +
∫
S×A
q(D|x,a)ηpi(dx, da)
∀D ∈ B(S) with sup
x∈D
q∗(x)<∞.
(b) Conversely, if a probability measure η on S ×A (concentrated on K)
satisfies
αηˆ(D) = αγ(D) +
∫
S×A
q(D|x,a)η(dx, da)
∀D ∈ B(S) with sup
x∈D
q∗(x)<∞
and
∫
S |q({x}|x,φη)|ηˆ(dx)<∞, then ηφ
η
= η, where φη is as in (3.2).
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(c) If, in addition, Assumptions B(2) and B(3) are satisfied, and q∗(x)≤
Lw(x) for all x ∈ S, with some constant L> 0, then φηφ = φ for all φ ∈Πs.
The proof of Theorem 3.5 appears in Section 5.
Remark 3.6. Theorems 3.5(a) and 3.5(b) are proved in [35] for continuous-
time MDPs with uniformly bounded transition rates and in [1, 2, 21] for
discrete-time MDPs.
To give a certain convergence of occupation measures, we introduce some
notation.
For any real-valued continuous function w¯ ≥ 1 on S, let
Pw¯(S ×A) :=
{
η ∈ P(S ×A)
∣∣∣ ∫
S
w¯(x)ηˆ(dx)<∞
}
.
Then we define two maps, Tw¯ and T
′¯
w, as follows:
Tw¯ : Pw¯(S ×A)−→P(S ×A), η 7→ Tw¯(η),
where Tw¯(η) is given by
Tw¯(η)(D × Γ) :=
∫
D w¯(x)η(dx,Γ)∫
S w¯(x)ηˆ(dx)
∀D ∈ B(S) and Γ ∈ B(A);(3.4)
T ′w¯ : P(S ×A)−→Pw¯(S ×A), µ 7→ T ′w¯(µ),
where T ′¯w(µ) is given by
T ′w¯(µ)(D× Γ) :=
∫
D(1/w¯(x))µ(dx,Γ)∫
S(1/w¯(x))µˆ(dx)
∀D ∈ B(S) and Γ ∈ B(A).(3.5)
[Since 1≤ w¯ <∞ on S, we have 0< ∫S 1w¯(x)µ(dx)≤ 1 for any µ ∈P(S), and
thus the maps Tw¯ and T
′¯
w are well defined.]
Definition 3.7. The w¯-weak topology on Pw¯(S ×A) is defined by the
w¯-weak convergence as follows: a sequence {ηk, k ≥ 1} ⊆ Pw¯(S×A) is called
to w¯-converge weakly to η ∈ Pw¯(S ×A) (and written as ηk w¯−→ η) if
lim
k→∞
∫
S×A
u(x,a)ηk(dx, da) =
∫
S×A
u(x,a)η(dx, da)
for each continuous function u(x,a) on S ×A such that |u(x,a)| ≤ Luw¯(x)
for all (x,a) ∈ S ×A, with some nonnegative constant Lu depending on u.
Obviously, ηk
w¯−→ η implies ηk 1−→ η (the standard weak convergence of
probability measures). The following lemma establishes the relationship be-
tween w¯- and standard weak convergence.
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Lemma 3.8. For any given real-valued continuous function w¯≥ 1 on S,
let {ηk, k = 0,1, . . .} ⊂ Pw¯(S×A) and {µk, k = 0,1, . . .} ⊂ P(S ×A). Then:
(a) Tw¯(η) ∈ P(S ×A) for all η ∈ Pw¯(S ×A) and T ′¯w(µ) ∈ Pw¯(S ×A) for
all µ ∈ P(S ×A);
(b) T ′¯w(Tw¯(η)) = η for all η ∈ Pw¯(S ×A) and Tw¯(T ′¯w(µ)) = µ for all µ ∈
P(S ×A);
(c) ηk
w¯−→ η0 if and only if Tw¯(ηk) 1−→ Tw¯(η0);
(d) µk
1−→ µ0 if and only if T ′¯w(µk) w¯−→ T ′¯w(µ0).
The proof of Lemma 3.8 appears in Section 5.
To further analyze the properties of occupation measures, we let
Mo :=
{
ηpi
∣∣∣ ∫
S
w(x)ηˆpi(dx)<∞, pi ∈Π
}
⊆Pw(K)
(3.6)
(with w as in Assumption A),
Mco :=
{
η ∈Mo
∣∣∣ ∫
S×A
cn(x,a)η(dx, da)≤ αdn, n= 1, . . . ,N
}
.(3.7)
Lemma 3.9. Suppose that Assumptions A, B(2) and B(3) hold. If, in
addition, q∗(x) ≤ Lw(x) for all x ∈ S, with some constant L > 0, then the
following assertions hold:
(a) Mo and Mco are convex.
(b) If, in addition,
∫
S g(y)q(dy|x,a) is continuous on K for each fixed
g ∈Cb(S), then Mo is closed (with respect to the w-weak topology).
The proof of Lemma 3.9 appears in Section 5.
For the solvability of (3.3), by Lemmas 3.8 and 3.9, we introduce the
following condition.
Assumption C. Let w be as in Assumption A.
(1) The functions cn(x,a) and
∫
S g(y)q(dy|x,a) are continuous on K [for
each fixed g ∈Cb(S) and 0≤ n≤N ].
(2) There exist a measurable function w′ ≥ 1 on S and a nondecreasing
sequence of compact sets Km ↑K, such that limm→∞ inf(x,a)/∈Km w(x)w′(x) =∞.
(3) There exist a constant L> 0 such that q∗(x)≤Lw(x) for all x ∈ S.
Remark 3.10. Assumption C(2) is slightly different from the com-
pactness condition in [19–22, 29] for discrete-time MDPs and [12, 16] for
continuous-time MDPs.
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We now state our second main result on the existence of a constrained
optimal policy.
Theorem 3.11. Suppose that Assumptions A, B and C hold. Then:
(a) Mo and Mco are metrizable and compact (with respect to the w′-
weak topology), that is, for any sequence {ηk, k ≥ 1} in Mo (or Mco), there
exists a subsequence {ηkm ,m≥ 1} and η0 ∈Mo (or Mco) such that such that
ηkm
w′−→ η0 as m→∞.
(b) There exists a constrained optimal policy.
The proof of Theorem 3.11 appears in Section 5.
Remark 3.12. Theorem 3.11(b) shows the existence of a constrained
optimal policy. It should be noted that the conditions for Theorem 3.11(b)
are weaker than those in [12–15, 37] for the class of all Markov policies. This
is because some assumptions such as the nonnegativity of costs in [13] and
the absolute integrability condition in [12, 13, 15] are not required here.
3.3. Solvability of constrained optimal policies. This subsection states
the results on the solvability of constrained optimal policies.
First, by (3.3) we see that the original constrained optimality problem
(2.12) is equivalent to the following constrained minimization problem:
Minimize V0(pi) over pi ∈ {pi|Vn(pi)≤ dn, n= 1, . . . ,N}.(3.8)
By (2.10) and (3.1), the problem (3.8) can be rewritten into the following
form: 

inf
η∈{ηpi |pi∈Π}
1
α
∫
S×A
c0(x,a)η(dx, da),
subject to
∫
S×A
cn(x,a)η(dx, da)≤ αdn, n= 1, . . . ,N ,
which (by Theorem 3.5) is equivalent to the following linear program (LP):
LP : inf
η
∫
S×A
1
α
c0(x,a)η(dx, da)(3.9)
subject to 

∫
S×A
cn(x,a)η(dx, da)≤ αdn, n= 1, . . . ,N,
αηˆ(D) = αγ(D) +
∫
S×A
q(D|x,a)η(dx, da),
for all D ∈ B(S) with sup
x∈D
q∗(x)<∞,∫
S
w(x)ηˆ(dx)<∞, η ∈P(K).
(3.9′)
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Obviously, (3.9) is a linear program over the set of probability measures
η ∈P(K) satisfying (3.9′). We call (3.9) the primal linear programming for-
mulation of (2.12).
Thus, we obtain the following result on the solvability of constrained
optimal policies.
Theorem 3.13. Under Assumptions A, B and C(3), the following as-
sertions hold.
(a) If there exists a feasible solution to LP (3.9), then the set U of con-
strained policies is nonempty. Conversely, if U is nonempty, then there exists
a feasible solution to LP (3.9).
(b) If there exists an optimal solution η∗ to LP (3.9), then the randomized
stationary policy φη
∗
is constrained optimal. Conversely, if pi∗ is constrained
optimal, then ηpi
∗
is an optimal solution to LP (3.9).
(c) If, in addition, U 6= ∅ and Assumptions C(1) and C(2) are satis-
fied, then an optimal solution η∗ to LP (3.9) exists, and the policy φη
∗
is
constrained optimal.
The proof of Theorem 3.13 appears in Section 5.
In particular, when S and A(x) are finite, then LP (3.9) is the form of
minimize
∑
x∈S
∑
a∈A(x)
1
α
c0(x,a)η(x,a)
(3.10)
subject to


∑
x∈S
∑
a∈A(x)
c1(x,a)η(x,a)≤ αd1,
...
...
...∑
x∈S
∑
a∈A(x)
cn(x,a)η(x,a)≤ αdN ,
α
∑
a∈A(x)
η(x,a) = αγ(x) +
∑
y∈S
∑
a∈A(y)
q(x|y, a)η(y, a),
∀x∈ S,η(x,a)≥ 0, x ∈ S,a ∈A(x),
which is a LP and can be solved by many methods such as the well-known
simplex method.
To state the structure of constrained optimal policies, we need to recall
some concepts. We say that under φ ∈Πs, there are m(x,φ) randomizations
at x ∈ S if there are m(x,φ) + 1 actions a ∈ A(x) for which φ(a|x) > 0.
When S and A(x) are finite, we call #(φ) :=
∑
x∈Sm(x,φ) the number of
randomizations under φ.
Thus, following Theorem 3.8 in [1] and Theorem 3.13 above, we have the
following fact.
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Corollary 3.14. Suppose that S and A(x) are finite. Let η∗ be an
optimal basic solution to LP (3.10). Then, the policy φη
∗
is constrained
optimal, where φη
∗
is given by
φη
∗
(a|x) =


η∗(x,a)
ηˆ∗(x)
, when ηˆ∗(x) :=
∑
a∈A(x)
η∗(x,a)> 0
and a ∈A(x),
I{a(x)}(a), when ηˆ∗(x) = 0 and a ∈A(x),
(3.11)
for all x ∈ S, a(x) ∈A(x) is chosen arbitrarily. Further, #(φη∗)≤N .
Corollary 3.14 provides the structure of a constrained optimal policy for
finite S and A(x), and it is proven for the case of denumerable states and
a single constraint in [13, 42]. For a more general case of Polish spaces, we
have the following facts, in which the first one (i.e., Theorem 3.15) establishes
the relationship between stationary policies in F and extreme points inMo,
and the second one (i.e., Theorem 3.16) shows a structure of a constrained
optimal policy.
Theorem 3.15. Suppose that Assumptions A, B(2), B(3) and C(3)
hold. Then:
(a) ηf is an extreme point in Mo for each f ∈ F .
(b) If, for each φ ∈ Πs and D ∈ B(S) with ηˆφ(D) > 0, there exists state
x ∈D (depending on D and φ) such that ηˆφ({x})> 0, then η is an extreme
point in Mo if and only if there exists a policy f ∈ F such that η = ηf .
[The condition in Theorem 3.15(b) is satisfied when S is denumerable.]
The proof Theorem 3.15 appears in Section 5.
Theorem 3.16. Suppose that Assumptions A, B, C and the conditions
for Theorem 3.15(b) are satisfied. Then, there exists a constrained optimal
policy pi∗ ∈ Πs, which is a mixture of (N + 1) stationary policies, that is,
there exists (N + 1) numbers pn ≥ 0 and policies fn ∈ F (1 ≤ n ≤ N + 1)
such that pi∗ = φ(p1ηf1+···+pN+1η
fN+1 ) and p1 + · · ·+ pN+1 = 1.
The proof of Theorem 3.16 appears in Section 5.
Remark 3.17. The arguments of Theorems 3.11, 3.13, 3.15 and 3.16 do
not depend on the data in model (2.1), but they are based on Theorem 3.5.
Thus, the discrete-time versions of Theorems 3.11, 3.13, 3.15 and 3.16 are
still true because Theorem 3.5 is established in [1, 2, 21] for discrete-time
MDPs.
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4. Examples. In this section, we illustrate our conditions and main re-
sults with examples.
Example 4.1. Let S := (−∞,∞), A(x) := [β0, β(|x|+1)] for each x ∈ S
with some constants 0< β0 < β. Suppose that the reward r(x,a) and costs
cn(x,a) (1 ≤ n ≤ N) are given. We consider the transition rates q(·|x,a)
given by
q(D|x,a) := (|x|+ 1)
[∫
D−{x}
f(y|x,a)dy− δx(D)
]
(4.1)
for (x,a) ∈K,D ∈ B(S),
where f(y|x,a) := 1√
2pia
e−(y−x)2/(2a) is the density function of Gaussian dis-
tribution N(x,a).
We now aim to find conditions that ensure the existence of constrained
optimal policies for Example 4.1. To do so, we need the following hypotheses.
Assumption D. Let α,γ, dn and U ( 6=∅) be as in (2.11).
(1) α > 6β and
∫
S x
4γ(dx) <∞ (hence, there exists a constant ρ such
that 6β < ρ < α);
(2) cn(x,a) (0≤ n≤N ) are continuous on K and |cn(x,a)| ≤ L′(x2 + 1)
for all (x,a) ∈K, with some constant L′ > 0, where c0(x,a) :=−r(x,a).
Then, we have the following result.
Proposition 4.2. Under Assumption D, Example 4.1 satisfies Assump-
tions A, B and C. Therefore (by Theorem 3.11), there exists a constrained
optimal policy for Example 4.1.
Proof. For each m≥ 1 and x ∈ S, let
Sm := [−m,m], Km := {(x,a)|x ∈ Sm, a ∈A(x)},
(4.2)
w′(x) := x2 +1, w(x) := x4 +1.
To verify Assumption A, it suffices to verify Assumption A(1) because As-
sumptions A(2) and A(3) follow from (4.2) and (4.1). Indeed, by (4.1) and
a straightforward calculation, we have∫
S
w(y)q(dy|x,a) = 6(x2a+3a2)(|x|+ 1)
(4.3)
≤ βw(x) + b for some constant b > 0,
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which implies Assumption A(1).
Obviously, Assumption B follows from (4.3) and Assumptions D(1) and
D(2).
To verify Assumption C, for any g ∈Cb(S), by (4.1) we have the following:∫
S
g(y)q(dy|x,a) = (|x|+1)
[∫ ∞
−∞
g(y)
1√
2pia
e−(y−x)
2/(2a) dy− g(x)
]
,
which, together with the dominated convergence theorem, implies Assump-
tion C(1). Therefore, Assumption C holds because Assumptions C(2) and
C(3) follow from (4.1) and (4.2).
Using Example 4.1, we present computable examples for unconstrained
optimal policies.
Example 4.3. With the same data as in Example 4.1, we further sup-
pose that r(x,a) in Example 4.1 is given by
r(x,a) := px2 − δa2 for (x,a) ∈K,(4.4)
where p, δ > 0 are fixed constants.
Assumption E. Let β0 and β be as in Example 4.1, and L
′ as in As-
sumption D(2).
(1) dn ≥L′[α
∫
S x
4γ(dx) +α+ b]/[α(α− β)] for all 1≤ n≤N), with b :=
β(ρ+2βρ−β +2)
2;
(2) 2αβ0 − β20 ≤ pδ ≤min{α2,2αβ − β2}, with p, δ as in (4.4).
Proposition 4.4. Suppose that Assumptions D and E hold. Then:
(a) Example 4.3 satisfies Assumptions A, B and C. Moreover, Vr(U) =∫
S u(x)γ(dx), where
u(x) = (2δα− 2
√
δ2α2 − pδ)x2 +
(
4δα− 4
√
δ2α2 − pδ− 2p
α
)
|x|
+ 2δα− 2
√
δ2α2 − pδ− p
α
.
(b) The stationary policy f∗ is unconstrained optimal for Example 4.3,
where
f∗(x) :=
(
α−
√
α2 − p
δ
)
(|x|+1) ∀x∈ S.
Proof. Note that Assumptions E(1) and D imply that U =Π (by The-
orem 3.3), and so the problem (2.12) becomes an unconstrained optimality
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problem. Thus, as in Proposition 4.2, under Assumptions D and E, we see
that all assumptions in Theorem 3.3 in [12] are satisfied. Hence, Theorem
3.3 in [12] ensures the existence of a function u in Bw(S) such that, for each
x ∈ S and pi ∈Π,
αu(x) = sup
a∈A(x)
{
r(x,a) +
∫
S
u(y)q(dy|x,a)
}
and u(x)≥ Vr(x,pi).(4.5)
To obtain the analytic expression of u, we assume for a moment that
u(x) := l2x
2 + l1x+ l0 for x ∈ S, with some constants l1, l2, l2.(4.6)
Then, using (4.1), (4.4) and (4.5), by a straightforward calculation we have
α(l2x
2 + l1x+ l0) = sup
a∈A(x)
{
px2 − δ
(
a− l2(|x|+ 1)
2δ
)2
+
l22(|x|+1)2
4δ
}
,(4.7)
which implies that f∗(x) := l2(|x|+1)2δ attains the maximum of the right-hand
side of (4.7). Therefore, by Theorem 3.3 in [12], we have
Vr(x, f
∗) = u(x) and α(l2x2 + l1x+ l0) = px2 +
l22(|x|+1)2
4δ
(4.8)
∀x∈ S.
Comparing with the coefficients of both sides in (4.8), we obtain
αl2 = p+
l22
4δ
, αl1 =


l22
2δ
, if x≥ 0,
− l
2
2
2δ
, otherwise,
αl0 =
l22
4δ
.(4.9)
Under Assumption E, solving the system of equations (4.9) gives
l2 = 2δα− 2
√
δ2α2 − pδ, l0 = 2δα− 2
√
δ2α2 − pδ− p
α
,
l1 =


4δα− 4
√
δ2α2 − pδ− 2p
α
, if x≥ 0,
−
(
4δα− 4
√
δ2α2 − pδ− 2p
α
)
, otherwise,
which, together with (4.6) and (4.8), yields
u(x) = (2δα− 2
√
δ2α2 − pδ)x2 +
(
4δα− 4
√
δ2α2 − pδ− 2p
α
)
|x|
+2δα− 2
√
δ2α2 − pδ− p
α
,
f∗(x) =
(
α−
√
α2 − p
δ
)
(|x|+1) ∈A(x) and Vr(x, f∗) = u(x) ∀x∈ S.
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This, together with (4.5) and (2.10), completes the proof of this proposition.

Example 4.5. Let S := (−∞,∞), A(x) := [0, β(|x| + 1)] for each x ∈
S with some constant β > 0, and the reward r(x,a) and transition rates
q(·|x,a) are defined as follows: for each (x,a) ∈K and D ∈ B(S),
q(D|x,a) := (β|x|+ a)
[∫
D−{x}
1√
2pi(β(|x|+1)− a+1)
× e−(y−x)2/(2(β(|x|+1)−a+1)) dy − δx(D)
]
.
r(x,a) := p|x|a− δa2 for (x,a) ∈K, with p, δ > 0.
Assumption E. α> β2;
∫
S x
2γ(dx)<∞; and β ≥max{1, p2δ}.
Then as the arguments for Example 4.3 in Proposition 4.4, we have the
following results.
Proposition 4.6. Under Assumption E, Example 4.5 satisfies Assump-
tions A, B and C. Moreover, if, in addition, U =Π, then Vr(U) =
∫
S u(x)γ(dx),
where
u(x) =
1
2
δ(
√
κ+1− 1)x2
+
1
2ακ
[p(
√
κ+1− 1) + κδβ](β +1)(√κ+1− 1)|x|
+
1
8ακ
δ(β +1)2(
√
κ+1− 1)3
with κ := p
2
δ2(α−β2) > 0, and the following stationary policy f
∗ is uncon-
strained optimal:
f∗(x) :=
p(
√
κ+1− 1)
δκ
|x|+ 1
2κ
(β + 1)(
√
κ+ 1− 1)2 ∀x ∈ S.
Proof. The proof of Proposition 4.6 is similar to that of Proposition
4.2, and thus the details are omitted here. 
Remark 4.7. In Examples 4.1, 4.3 and 4.5, the transition rates are
unbounded, and the reward and costs are allowed to be unbounded from above
and from below. In contrast, the transition rates in [18, 26, 27, 30, 37, 39, 40]
are assumed to be bounded, and the costs in [11, 19, 20, 22, 27, 29] are
assumed to be nonnegative. Moreover, Examples 4.3 and 4.5 seem to be first
computable examples for the unconstrained optimal policies for discounted
continuous-time MDPs in Polish spaces.
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5. Proofs of the main results. In this section, we give proofs of Theorems
3.1, 3.5, 3.11, 3.13, 3.15, 3.16 and of Lemmas 3.8 and 3.9, which are stated
in Section 3.
To prove Theorems 3.1, we need the following two lemmas.
Lemma 5.1. Suppose that real-valued measurable functions w¯ ≥ 0 on S
and q¯t(D|x) on R0+×B(S)×S satisfy the following: for each t≥ 0,D ∈ B(S)
and x ∈ S:
(1) q¯t(·|x) is a signed measure on B(S) such that q¯t(S|x)≡ 0, q¯t(D|x)≥ 0
for all x /∈D and q¯t(x) := q¯t(S − {x}|x)<∞;
(2)
∫
S w¯(y)q¯t(dy|x)≤ ρ¯w¯(x) + b¯, with constants ρ¯ 6= 0 and b¯≥ 0.
Then nonnegative function
h¯(s,x, t) := eρ¯(t−s)w¯(x) +
b¯
ρ¯
(eρ¯(t−s) − 1)(5.1)
satisfies the following inequality:∫ t
s
∫
S−{x}
e−
∫ z
s
q¯v(x)dv q¯z(dy|x)h¯(z, y, t)dz + e−
∫ t
s
q¯v(x)dvw¯(x)≤ h¯(s,x, t)
for all x ∈ S and 0≤ s≤ t <∞.
Proof. Under conditions (1) and (2), a straightforward calculation
gives∫ t
s
∫
S−{x}
e−
∫ z
s
q¯v(x)dv q¯z(dy|x)h¯(z, y, t)dz
≤
∫ t
s
e−
∫ z
s
q¯v(x)dv
[
eρ¯(t−z)
(
ρ¯w¯(x) + b¯
+ w¯(x)q¯z(x) +
b¯
ρ¯
q¯z(x)
)
− b¯
ρ¯
q¯z(x)
]
dz
= h¯(s,x, t)− e−
∫ t
s
q¯v(x)dvw¯(x),
which verifies this lemma. 
Lemma 5.2. Suppose that Assumption A(1) holds for ρ 6= 0. Then, for
any pi ∈Π and x ∈ S,
Epix [w(ξt)I{t<Tk+1}]≤ eρtw(x) +
b
ρ
(eρt − 1) ∀k ≥ 0 and t≥ 0,
where w and b are from Assumption A(1).
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Proof. Fix any pi ∈ Π, l ≥ 1, and (x0, θ1, x1, . . . , xl−1, θl) ∈ (S × R0+)l.
Let ml(·|hl, t) be as in (2.8). Then, it follows from Assumption A(1) that
the following function on R0+×B(S)× S:
q¯t(D|x) :=
{
ml(D|x0, θ1, x1, . . . , θl, x, t), if x /∈D,
−ml(S|x0, θ1, x1, . . . , θl, x, t), if D = {x},
satisfies conditions (1) and (2) for Lemma 5.1.
Let h(s,x, t) := eρ(t−s)w(x) + bρ (e
ρ(t−s) − 1) for all x ∈ S and t ≥ s ≥ 0.
Then, for each fixed x ∈ S and 0≤ s≤ t, by Lemma 5.1 we have∫ t
s
∫
S−{x}
ml(dy|hl−1, θl, x, z − Tl)h(z, y, t)
× e−
∫ z
s
ml(S|hl−1,θl,x,v−Tl)dv dz
+w(x)e−
∫ t
s
ml(S|hl−1,θl,x,v−Tl)dv
=
∫ t−Tl
s−Tl
∫
S−{x}
ml(dy|hl−1, θl, x, u˜)h(u˜, y, t− Tl)(5.2)
× e−
∫ u˜
s−Tl
ml(S|hl−1,θl,x,v˜)dv˜ du˜
+w(x)e
− ∫ t−Tl
s−Tl
ml(S|hl−1,θl,x,v˜)dv˜
≤ h(s− Tl, x, t− Tl) = h(0, x, t− s).
Moreover, by (2.5) and (2.9), we have
Epix [w(ξt)I{t<Tk+1}|FTk ]
= e−
∫ t−Tk
0 mk(S|hk,v)dvw(xk)I{Tk≤t} + I{Tk>t}
k∑
m=1
I{Tm−1≤t<Tm}w(xm−1).
Now, using (5.2) at l= k, s= Tk = Tl, x= xk = xl, gives
Epix [w(ξt)I{t<Tk+1}|FTk ]
≤ I{Tk≤t}h(Tk, xk, t) + I{Tk>t}
k∑
m=1
I{Tm−1≤t<Tm}w(xm−1),
which implies that the following (5.3) holds for n= 0:
Epix [w(ξt)I{t<Tk+1}|FTk−n ]
≤ I{Tk−n≤t}h(Tk−n, xk−n, t) + I{Tk−n>t}
k−n∑
m=1
I{Tm−1≤t<Tm}w(xm−1)(5.3)
∀k ≥ n≥ 0.
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Suppose that (5.3) holds for some 0≤ n< k. Then, by (2.9) we have
Epix [w(ξt)I{t<Tk+1}|FTk−n−1 ]
≤Epix
[
I{Tk−n≤t}h(Tk−n, xk−n, t)
+ I{Tk−n>t}
k−n∑
m=1
I{Tm−1≤t<Tm}w(xm−1)
∣∣∣FTk−n−1
]
=Epix [I{Tk−n≤t}h(Tk−n, xk−n, t)
+ I{Tk−n>t}I{Tk−n−1≤t<Tk−n}w(xk−n−1)|FTk−n−1 ]
+ I{Tk−n>t}
k−n−1∑
m=1
I{Tm−1≤t<Tm}w(xm−1)
= I{Tk−n−1≤t}
[∫ t−Tk−n−1
0
∫
S−{xk−n−1}
mk−n−1(dy|hk−n−1, t˜ )
× h(Tk−n−1 + t˜, y, t)
× e−
∫ t˜
0
mk−n−1(S|hk−n−1,v˜)dv˜ dt˜
+ e−
∫ t−Tk−n−1
0 mk−n−1(S|hk−n−1,v˜)dv˜w(xk−n−1)
]
+ I{Tk−n−1>t}
k−n−1∑
m=1
I{Tm−1≤t<Tm}w(xm−1),
which together with h(Tk−n−1+ t˜, y, t) = h(t˜, y, t− Tk−n−1) and (5.2) again,
gives
Epix [w(ξt)I{t<Tk+1}|FTk−n−1 ]
≤ I{Tk−n−1}≤t}h(Tk−n−1, xk−n−1, t)
+ I{Tk−n−1>t}
k−n−1∑
m=1
I{Tm−1≤t<Tm}w(xk−1).
Hence, (5.3) holds for all 0≤ n≤ k, and so this lemma follows from (5.3) at
n= k. 
Proof of Theorem 3.1. (a) We first prove the following fact:
P pix (ξtI{Tk≤t<Tk+1} /∈ Sl: for some k ≥ 0)→ 0 as l→∞.(5.4)
To prove (5.4), let Γl := {e : ξt(e)I{Tk≤t<Tk+1}(e) /∈ Sl for some k ≥ 0} for any
l≥ 1.
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Suppose that, for some ε > 0 and any L˜≥ 1, there exists l > L˜ such that
P pix (Γl) = P
pi
x ({e : ξt(e)I{Tk≤t<Tk+1}(e) /∈ Sl for some k ≥ 0})> ε.(5.5)
Then, by Assumption A(2), we can take the corresponding l such that (5.5)
holds and also the following inequality:
w(y)>
[
eρ˜tw(x) +
b
ρ˜
(eρ˜t − 1)
]/
ε ∀y /∈ Sl,(5.6)
is satisfied, where ρ˜ := |ρ|+ 1.
For the taken l≥ 1 in (5.6), let us define new transition rates q˜(D|x,a) as
follows:
q˜(D|x,a) :=
{
q(D|x,a), if x∈ Sl,
0, if x /∈ Sl, for (x,a) ∈K.
The quantities such as probabilities corresponding to q˜(D|x,a) are equipped
with the tilde.
We next to prove that
P pix (ξtI{Tk≤t<Tk+1} ∈ Sl for all k ≥ 0)
(5.7)
= P˜ pix (ξtI{Tk≤t<Tk+1} ∈ Sl for all k ≥ 0).
Indeed, it is obvious that
P pix (X0 ∈ Sl) = P˜ pix (X0 ∈ Sl) = ISl(x).
Let Xtk :=XkI{Tk≤t<Tk+1}. Then, by (2.5) we have {ξtI{Tk≤t<Tk+1} ∈ Sl}=
{Xtk ∈ Sl}. We now suppose that for some n≥ 0,
P pix ({Xtk ∈ Sl,0≤ k ≤ n} ∩ Γ)
(5.8)
= P˜ pix ({Xtk ∈ Sl,0≤ k ≤ n} ∩ Γ) ∀Γ ∈ B(Hˆn),
where P pix and P˜
pi
x are regarded as the marginal on Hˆn+1.
Using the notation in (2.8) and (2.9), for any D ∈ B(S),0< t1 < t2 <∞,
we have
P pix ({Xtk ∈ Sl,0≤ k ≤ n, and Xtn+1 ∈ Sl} ∩ {Γ× (t1, t2)×D})
=
∫ t2
t1
∫
Γ
P pix (dhn)I{Xt
k
∈Sl,0≤k≤n}I{Xtn+1∈Sl∩D}
×mn(Sl ∩D|hn, t˜ )e−
∫ t˜
0 mn(S|hn,v)dv dt˜
=
∫ t2
t1
∫
Γ
P˜ pix (dhn)I{Xt
k
∈Sl,0≤k≤n}I{Xtn+1∈Sl∩D}
× m˜n(Sl ∩D|hn, t˜ )e−
∫ t˜
0
m˜n(S|hn,v)dv dt˜
= P˜ pix ({Xtk ∈ Sl,0≤ k ≤ n, andXtn+1 ∈ Sl} ∩ {Γ× (t1, t2)×D}),
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which together with the arbitrariness of D ∈ B(S) and 0 ≤ t1 < t2 implies
(5.8) for n+1, and thus (5.7) follows from the induction.
Thus, from (5.5) and (5.7), we have
P˜ pix (Γl) = P˜
pi
x (ξtI{Tk≤t<Tk+1} /∈ Sl for some k ≥ 0)> ε.(5.9)
Moreover, since ‖q˜‖ := supx∈S,a∈A(x) |q˜({x}|x,a)| = supx∈Sl,a∈A(x) |q({x}|x,
a)|<∞, we now show by induction that
E˜pix [e
−Tk ]≤ [1− e−‖q˜‖(1− e−1)]k ∀k≥ 1.(5.10)
In fact, by (2.8) we have |m˜k(S|hk)≤ ‖q˜‖ for all k ≥ 1, and it follows from
(2.9) that
E˜pix [e
−T1 ] =
∫ 1
0
m˜0(S|x)e−m˜0(S|x)te−t dt+
∫ ∞
1
m˜0(S|x)e−m˜0(S|x)te−t dt
(5.11)
≤ 1− e−‖q˜‖
∫ 1
0
e−t dt= [1− e−‖q˜‖(1− e−1)].
Suppose that (5.10) holds for some k ≥ 1. Then, as the arguments of (5.11),
from (2.8) and (2.9) we also have E˜pix [e
−Tk+1 ]≤ E˜pix [e−Tk [1−e−‖q˜‖(1−e−1)]]≤
[1 − e−‖q˜‖(1 − e−1)]k+1, and so (5.10) follows. Hence, by (5.10) and the
Chebychev inequality we have
P˜ pix (T∞ ≤ t)≤ P˜ pix (Tk ≤ t) = P˜ pix (e−Tk ≥ e−t)≤ etE˜pix [e−Tk ]
≤ et[1− e−‖q˜‖(1− e−1)]k
for all k ≥ 1, and so P˜ pix (T∞ ≥ t) = 1. Since t > 0 can be arbitrary, we have
P˜ pix (T∞ =∞) = 1, and therefore,
∑∞
k=0 P˜
pi
x (Tk ≤ t < Tk+1) = 1. Since As-
sumption A(1) still holds when ρ and q(D|x,a) are replaced with ρ¯ and
q˜(D|x,a), respectively, by Lemma 5.2 we have
E˜pix [w(ξt)] = lim
k→∞
E˜pix [w(ξt)I{t<Tk+1}]≤ eρ˜tw(x) +
b
ρ˜
(eρ˜t − 1).(5.12)
On the other hand, using (5.6) and (5.9), we see
E˜pix [w(ξt)] = E˜
pi
x [w(ξt)|Γl]P˜ pix (Γl) + E˜pix [w(ξt)|Γcl ]P˜ pix (Γcl )
> eρ˜tw(x) +
b
ρ˜
(eρ˜t − 1),
which contradicts to (5.12), and thus (5.4) is proved.
Since Γl+1 ⊆ Γl for all l ≥ 1, by (5.4) we conclude that P pix (
⋂
l≥0Γl) = 0,
and so
P pix ({for each l≥ 1, there exists k such that ξtI{Tk≤t<Tk+1} /∈ Sl}) = 0.
(5.13)
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Since {inf{s : ξs /∈ Sl} ≤ t} ⊆ {ξtI{Tk≤t<Tk+1} /∈ Sl, for some k ≥ 1}, by (5.13)
we conclude P pix (inf{s : ξs /∈ Sl} ≤ t, l = 1, . . .) = 0, and thus P pix (inf{s : ξs /∈
Sl}> t, for some l ≥ 1) = 1, or, equivalently, P pix (ξs ∈ Sl for all s ∈ [0, t], for
some l≥ 1) = 1. For any k ≥ 1, let Bk := {ξs ∈ Sl for all s ∈ [0, k], for some l≥
1}. Then, Bk+1 ⊆Bk and P pix (Bk) = 1 for all k ≥ 1, and thus P pix (
⋂∞
k=1Bk) =
1, which together with (2.5) implies P pix (T∞ =∞) = 1. To further prove
P pix (ξt ∈ S) = 1, using the facts
∑
k≥0P
pi
x (Tk ≤ t < Tk+1) = P pix (T∞ =∞) = 1
and P pix (ξt ∈ S|Tk ≤ t < Tk+1) = 1 for all k ≥ 1, we have that P pix (ξt ∈ S) =∑
k≥0P
pi
x (ξt ∈ S|Tk ≤ t < Tk+1)P pix (Tk ≤ t < Tk+1) = 1, and thus (a) follows.
(b) First, consider the case of ρ 6= 0. Since ∑∞k=0P pix (Tk ≤ t < Tk+1) = 1
for all t≥ 0,
Epix [w(ξt)] =E
pi
i
[
w(ξt)
∞∑
k=0
I{Tk ≤ t < Tk+1}
]
= lim
k→∞
Epii [w(ξt)I{t < Tk+1}],
which together with Lemma 5.2 implies the first part of (b). Moreover, the
results for the case of ρ= 0 can be obtained by letting ρ ↓ 0.
(c) Define an integer-valued random measure µ˜∗ on B(R0+)×B(S)
µ˜∗(dt, dx) :=
∑
k≥1
I{Tk<∞}δ(Tk ,Xk−1)(dt, dx),(5.14)
which counts the exits from dx. Then, as Lemma 4.28 in [28], the random
measure
ν˜pi(e, dt, dx) :=−
[∫
A
pi(da|e, t)q(dx|ξt−(e), a)Idx(ξt−(e))
]
dt
is a dual predictable projection of the measure µ˜∗ with respect to P and
P piγ (for any fixed policy pi ∈Π and initial distribution γ). Hence, by (4.5) in
[28] we have
Epix [µ˜
∗((0, t],D)] = Epix [ν˜
pi((0, t],D)]
≤ Epix
[∫ t
0
∫
A
pi(da|e, s) sup
x∈D
q∗(x)ds
]
<∞ ∀t≥ 0,
which together with |µ∗((0, t],D)− µ˜∗((0, t],D)| ≤ 1 and (4.5) in [28] again,
implies
Epix [µ
∗((0, t],D)] =Epix [ν
pi((0, t],D)]<∞.
Thus, using the obvious representation I{ξt∈D} = ID(x)+µ
∗((0, t],D)− µ˜∗((0,
t],D), by taking the expectation Epix of the representation we see that (c) is
true. 
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Proof of Theorem 3.5. (a) For the given D, by Theorem 3.1(c) and
(3.1) we have
ηˆpi(D) = γ(D) + α
∫ ∞
0
e−αtEpiγ
[∫ t
0
∫
A
pi(da|e, s)q(D|ξs−(e), a)ds
]
dt
= γ(D) + α
∫
S
∫
A
q(D|x,a)
×
∫ ∞
0
e−αt
∫ t
0
Epiγ [pi(da|e, s)I{ξs−(e)}(dx)ds]dt
= γ(D) +
1
α
∫
S
∫
A
q(D|x,a)ηpi(dx, da),
and so (a) follows.
(b) Recall that η(dx, da) = ηˆ(dx)φη(da|x). Then, to prove (b), it suffices
to show ∫
S
∫
A
u(x,a)η(dx, da) =
∫
S
∫
A
u(x,a)ηφ
η
(dx, da)(5.15)
for each nonnegative bounded measurable function u on K. In fact, for any
such a function u, by Lemma 5.3 in [12] and (2.10) we have
αVα(x,φ
η, u) =
∫
A(x)
u(x,a)φη(da|x)
(5.16)
+
∫
S
Vα(y,φ
η , u)q(dy|x,φη) ∀x∈ S.
On the other hand, let ‖u‖1 := sup(x,a)∈K |u(x,a)|<∞, and |q(dx|x,φη)| the
total variation of q(dy|x,φη). Then, by (T2)–(T3) and the condition in (b)
we have∫
S
∫
S
|Vα(y,φη, u)||q(dy|x,φη)|ηˆ(dx)≤ 2‖u‖1
α
∫
S
|q({x}|x,φη)|ηˆ(dx)<∞,
which together with the Jordan decomposition of q(·|x,φη) and Theorem
2.6.4 in [3], implies∫
S
∫
S
[ηˆ(dy)q(dx|y,φη)]Vα(x,φη , u) =
∫
S
[∫
S
Vα(y,φ
η , u)q(dy|x,φη)
]
ηˆ(dx).
Hence, by Assumption A(3) we have
lim
k→∞
∫
Sk
∫
S
[ηˆ(dy)q(dx|y,φη)]Vα(x,φη , u)
(5.17)
= lim
k→∞
∫
Sk
[∫
S
Vα(y,φ
η, u)q(dy|x,φη)
]
ηˆ(dx).
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Thus, for any fixed k ≥ 1, since supx∈Sk q∗(x) <∞, by (5.16) and (a) we
have∫
Sk
∫
A
u(x,a)η(dx, da)
=
∫
Sk
∫
A(x)
u(x,a)[ηˆ(dx)φη(da|x)]
=
∫
Sk
[
αVα(x,φ
η, u)−
∫
S
Vα(y,φ
η, u)q(dy|x,φη)
]
ηˆ(dx)
= α
∫
Sk
Vα(x,φ
η, u)γ(dx) +
∫
Sk
Vα(y,φ
η, u)
[∫
S
ηˆ(dx)q(dy|x,φη)
]
−
∫
Sk
[∫
S
Vα(y,φ
η , u)q(dy|x,φη)
]
ηˆ(dx)
=
∫
Sk
∫
A
u(x,a)ηφ
η
(dx, da) +
∫
Sk
[∫
S
ηˆ(dy)q(dx|y,φη)
]
Vα(x,φ
η, u)
−
∫
Sk
[∫
S
Vα(y,φ
η , u)q(dy|x,φη)
]
ηˆ(dx),
which together with (5.17) gives (5.15).
(c) Since φ ∈Πs, by (a) and (3.2) we have
αηˆφ(D) = αγ(D) +
∫
S
q(D|x,φ)ηˆφ(dx)
= αγ(D) +
∫
S
∫
A
q(D|x,a)[ηˆφ(dx)φ(da|x)]
∀D ∈ B(S) with sup
x∈D
q∗(x)<∞.
Moreover, under Assumptions A, B(2) and B(3), by Theorem 3.3 we have∫
S
|q({x}|x,φ)|ηˆφ(dx)≤ L
[
α
∫
S
w(x)γ(dx) + b
]/
[α(α− ρ)]<∞.(5.18)
Thus, by (b) we see that ηˆφ(dx)φ(da|x) = ηφ(dx, da), and so (c) follows. 
Proof of Lemma 3.8. (a) Since the first part of (a) follows from (3.4),
we need to verify the second part of (a). In fact, for each µ ∈ P(S × A),
by (3.5) we have
∫
S w¯(x)Tˆ
′¯
w(µ)(dx) =
1∫
S
1/(w¯(x))µˆ(dx)
<∞, and so the second
part of (a) follows.
(b) By (3.4) and (3.5) and a straightforward calculation, we see that (b)
is true.
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(c) and (d). We prove (c) and (d) together. Suppose that ηk
w¯−→ η0. Take
any bounded continuous function u on S ×A. Then, since w¯ is continuous,
by ηk
w¯−→ η0 we have
lim
k→∞
∫
S×A
v(x,a)w¯(x)ηk(dx, da)
=
∫
S×A
v(x,a)w¯(x)η0(dx, da) for v := u,1,
which together with (3.4), imply
lim
k→∞
∫
S×A
u(x,a)Tw¯(ηk)(dx, da) =
∫
S×A
u(x,a)Tw¯(η0)(dx, da),(5.19)
and thus, Tw¯(ηk)
1−→ Tw¯(η0).
On the other hand, suppose that µk
1−→ µ0, and pick up any continuous
function u(x,a) on S × A such that |u(x,a)| ≤ Luw¯(x) for all (x,a) ∈ K,
with some nonnegative constant Lu depending on u. Then, the functions
u(x,a)
w¯(x) and
1
w¯ are bounded continuous on S × A. Hence, a straightforward
calculation gives
lim
k→∞
∫
S×A
u(x,a)T ′w¯(µk)(dx, da) =
∫
S×A
u(x,a)T ′w¯(µ0)(dx, da).(5.20)
By (5.19) and (5.20) and (b), we see that (c) and (d) are both true. 
Proof of Lemma 3.9. (a) For any ηpi1 , ηpi2 ∈Mo and 0 ≤ β ≤ 1, let
η := βηpi1 + (1− β)ηpi2 . Then, by Theorem 3.5(a) and a straightforward cal-
culation we have
αηˆ(D) = αγ(D) +
∫
S×A
q(D|x,a)η(dx, da)
(5.21)
∀D ∈ B(S) with sup
x∈D
q∗(x)<∞,
and also
∫
S w(x)ηˆ(dx) =
∫
S w(x)[βηˆ
pi1(dx) + (1− β)ηˆpi2(dx)]<∞. Thus, by
Theorem 3.5(b) and (5.21), there exists a randomized stationary policy φη ∈
Πs such that η = η
φη . Hence, Mo is convex, and thus so is Mco.
(b) Take any sequence {ηm} inMo such that ηm w−→ η0 (and thus ηm 1−→
η0). Then, under Assumptions A, B(2) and B(3), by Theorem 3.1(b) we have∫
S
w(x)ηˆm(dx) =
∫
S
w(x)ηm(dx, da)≤
α
∫
S w(x)γ(dx) + b
α(α− ρ)
(5.22)
=M∗1 <∞ ∀m≥ 1.
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Thus, by Lemma 11.4.7 in [22] we have∫
S
|q({x}|x,φη0)|ηˆ0(dx)≤ L
∫
S
w(x)ηˆ0(dx)≤ L lim inf
m→∞
∫
S
w(x)ηˆm(dx)
≤ LM∗1 <∞.
Thus, to prove η0 ∈Mo, by Theorem 3.5(b) it suffices to show
αηˆ0(D) = αγ(D) +
∫
K
q(D|x,a)η0(dx, da)
∀D ∈ B(S) with sup
x∈D
q∗(x)<∞,
which can follow (by Proposition 7.18 in [4]) from
α
∫
S
g(y)ηˆ0(dy) = α
∫
S
g(y)γ(dy) +
∫
S
∫
K
g(y)q(dy|x,a)η0(dx, da)
(5.23)
∀g ∈Cb(S).
Thus, the rest verifies (5.23). For any g ∈Cb(S), by ηm ∈Mo and Theorem
3.5(a) we have
α
∫
Sk
g(y)ηˆm(dy) = α
∫
Sk
g(y)γ(dy) +
∫
Sk
∫
K
g(y)q(dy|x,a)ηm(dx, da)
(5.24)
∀k,m≥ 1.
Since q∗(x)≤ Lw(x) for all x∈ S, using Assumption A(3) and the dominated
convergence theorem, by (5.22) and (5.24) with letting k→∞ we have
α
∫
S
g(y)ηˆm(dy) = α
∫
S
g(y)γ(dy) +
∫
S
∫
K
g(y)q(dy|x,a)ηm(dx, da)
(5.25)
∀m≥ 1.
On the other hand, since |∫S g(y)q(dy|x,a)| ≤ 2‖g‖1q∗(x)≤ 2L‖g‖1w(x) [for
all a ∈A(x)], by ηm w−→ η0 and Assumption C(1), we have
lim
m→∞
∫
S
g(y)ηˆm(dy) = lim
m→∞
∫
S
g(y)ηm(dy, da) =
∫
S
g(y)η0(dy, da)
=
∫
S
g(y)ηˆ0(dy)
and
lim
m→∞
[∫
S
∫
K
g(y)q(dy|x,a)ηm(dx, da)
]
=
∫
S
∫
K
g(y)q(dy|x,a)η0(dx, da),
which together with ( 5.25) give (5.23), and so (b) follows. 
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Proof of Theorem 3.11. (a) Since P(S ×A) is metrizable, it follows
from Lemma 3.8 (with w¯ := w) that Pw(S × A) is also metrizable, and
so are Mo and Mco. Since Mo is closed (by Lemma 3.9) and Mco is a
closed subset of Mo under the additional Assumption C(1), it suffices to
show that Mo is sequentially relatively compact. Indeed, for each η ∈Mo,
since 1≤ ∫S w′(x)ηˆ(dx)<∞ [using Assumption C(2)], Tw′(η) is well defined.
Moreover, by (3.4) and Theorem 3.3, we have∫
S×A
w(x)
w′(x)
Tw′(η)(dx, da) =
∫
S×Aw(x)η(dx, da)∫
S×Aw
′(x)η(dx, da)
≤
∫
S×A
w(x)η(dx, da) ≤ αM∗1 ∀η ∈Mo,
whereM∗1 is as in Theorem 3.3(b). Thus, by Assumption C(2) and Prohorov’
theorem (see Theorem 12.2.15 in [22]) we see that {Tw′(η), η ∈Mo} is se-
quentially relatively compact, and so is Mo (by Lemma 3.8 with w¯ :=w′).
(b) Under Assumptions A and B, by Theorem 3.3(b) we have |Vr(pi)| ≤
MM∗1 and |Vn(pi)| ≤MM∗1 for 1 ≤ n ≤N . Moreover, by Theorem 3.5 and
(2.12) [equivalently, (3.3)] we can find a sequence {ηpik} (pik ∈Πs, k = 1, . . .)
such that
Vr(U) = lim
k→∞
1
α
∫
K
r(x,a)ηpik(dx, da),
(5.26) ∫
K
cn(x,a)η
pik(dx, da)≤ αdn, n= 1, . . . ,N.
Then, by (a) there exists a subsequence {ηpikm} and η0 ∈ Mo such that
ηpikm
w−→ η0 as m→∞, which together with (5.26) implies
Vr(U) =
1
α
∫
K
r(x,a)η0(dx, da)
and ∫
K
cn(x,a)η0(dx, da)≤ αdn, n= 1, . . . ,N,
and so φη0 is constrained optimal. 
Proof of Theorem 3.13. Obviously, parts (a), (b) are directive con-
sequence of (3.9) and Theorem 3.5. Moreover, (c) follows from (b) and The-
orem 3.11(b). 
Proof of Theorem 3.15. (a) Under Assumptions A, B(2), B(3) and
C(3), by Theorems 3.1 and 3.5 we have
Mo =
{
ηpi
∣∣∣ ∫
S
w(x)ηˆpi(dx)≤ αM∗1 , pi ∈Π
}
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=
{
ηpi
∣∣∣ ∫
S
w(x)ηˆpi(dx)≤ αM∗1 , pi ∈Πs
}
.
We now prove that ηf is an extreme point in Mo for each f ∈ F . In fact,
for any fixed f ∈ F , suppose that ηf is not any extreme in Mo. Then, there
exist β ∈ (0,1) and pi1, pi2 ∈Πs such that
ηf = βηpi1 + (1− β)ηpi2 and ηpi1 6= ηpi2 ,(5.27)
which implies that ηˆpik ≪ ηˆf (k = 1,2). Thus, it follows from (5.27) and
Theorem 3.5 that
f(da|x) = βdηˆ
pi1
dηˆf
(x)pi1(da|x) + (1− β)dηˆ
pi2
dηˆf
(x)pi2(da|x) and
(5.28)
β
dηˆpi1
dηˆf
(x) + (1− β)dηˆ
pi2
dηˆf
(x) = 1 ∀x∈ Sˆ
for some Sˆ ∈ B(S) with ηˆf (Sˆ) = 1, where dηˆpik
dηˆf
denote the (nonnegative)
Radon–Nikodym derivative. Moreover, by ηpi1 6= ηpi2 we see that ηˆf ({x ∈
Sˆ|pi1(Γ|x) 6= pi2(Γ|x) for some Γ ∈ B(A)})> 0. (Otherwise, ηpi1 and ηpi2 coin-
cide.) Thus, for each x ∈ {x ∈ Sˆ|pi1(Γ|x) 6= pi2(Γ|x) for some Γ ∈ B(A)}, there
exists a corresponding Γx ∈ B(A) (depending on x) such that 0< pi1(Γx|x)<
pi2(Γx|x) < 1. Therefore, by (5.28) we have that 0 < pi1(Γx|x) ≤ f(Γx|x) ≤
pi2(Γx|x)< 1, which contracts with the nonrandom of f ∈ F .
(b) By (a) we only need to show the necessity part. Suppose that pi ∈Πs
and ηpi 6= ηf for all f ∈ F . Then, there existsD ∈ B(S) such that 0< ηˆpi(D)<
1 and 0< pi(Γx|x)< 1 for all x ∈D and some Γx ∈ B(A(x)) (depending on
x). Then, by the condition in (b), there exists x′ ∈D such that
0< ηˆpi({x′})< 1 and
(5.29)
0< pi(Γx′ |x′)< 1 for some Γx′ ∈ B(A(x′)).
By (5.29), we now define two policies pi1 and pi2 as follows:
pi1(da|x) :=
{
pi(da|x), if x 6= x′,
pi(da ∩ Γx′ |x′)/pi(Γx′ |x′), if x= x′;(5.30)
pi2(da|x) :=
{
pi(da|x), if x 6= x′,
pi(da ∩ Γcx′ |x′)/pi(Γcx′ |x′), if x= x′.
(5.31)
Let β := pi(Γx′ |x′), δ′ := βηˆ
pi2 ({x′})
βηˆpi2 ({x′})+(1−β)ηˆpi1 ({x′}) when ηˆ
pi1({x′})+ ηˆpi1({x′})>
0, and δ′ = 12 when ηˆ
pi1({x′})+ ηˆpi1({x′}) = 0. Then, for each D ∈ B(S) with
supx∈D q∗(x)<∞, by Theorem 3.5 and (5.30), (5.31) as well as a straight-
forward calculation we have
αηˆpi1(D) = αγ(D) +
∫
S−{x′}
q(D|x,pi)ηˆpi1(dx)
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+
∫
Γx′
q(D|x′, a)pi(da|x′)ηˆpi1({x′})/β,
αηˆpi2(D) = αγ(D) +
∫
S−{x′}
q(D|x,pi)ηˆpi2(dx)
+
∫
Γc
x′
q(D|x′, a)pi(da|x′)ηˆpi2({x′})/(1− β).
Multiplying by δ′ and (1 − δ′) the two equalities, respectively, and then
summarizing, we have
α[δ′ηˆpi1(D) + (1− δ′)ηˆpi2(D)]
= αγ(D) +
∫
S
q(D|x,pi)[δ′ηˆpi1(dx) + (1− δ′)ηˆpi2(dx)],
which together with Theorem 3.5(c) implies ηpi = δ′ηpi1 + (1− δ′)ηpi2 . More-
over, by (5.29) we see that 0< ηpi1({x′}×Γx′) = ηˆpi1({x′})< 1 and ηpi2({x′}×
Γx′) = ηˆ
pi2({x′})pi2(Γx′ |x′) = 0. Hence, ηpi = δ′ηpi1 + (1− δ′)ηpi2 is not an ex-
treme point. 
Proof of Theorem 3.16. Let φ∗ be a constrained optimal policy [by
Theorem 3.13(c)], andMco(e) be the set of all extreme points inMco in (3.7).
Since Mco has been proved to be convex compact [by Theorem 3.11(a) and
Lemma 3.9]. Thus, by Choquet’s theorem [32], ηφ
∗
is the barycenter of a
probability measure µ¯ supported on Mco(e). Therefore,∫
S×A
c0(x,a)η
φ∗(dx, da) =
∫
Mco(e)
(∫
S×A
c0(x,a)η(dx, da)
)
µ¯(dη).(5.32)
On the other hand, since
∫
S×A c0(x,a)η
φ∗(dx, da) ≤ ∫S×A c0(x,a)η(dx, da)
for all η ∈Mco(e), it follows from (5.32) that there exists η∗ ∈Mco(e) such
that ∫
S×A
c0(x,a)η
φ∗(dx, da) =
∫
S×A
c0(x,a)η
∗(dx, da).
Hence, pi∗ := φη∗ is also constrained optimal. Moreover, since
∫
S×A cn(x,a)η(dx,
da) (for each fixed 1≤ n≤N ) is linear in η ∈Mo and thus can be regarded
as a “hyperplane,” each extreme point of Mco is a convex combination of at
most N + 1 extreme points in M0. That is, there exists (N + 1) numbers
pk ≥ 0 and stationary policies fk ∈ F (k = 1, . . . ,N+1) (using Theorem 3.15)
such that η∗ = p1ηf1 + · · ·+ pN+1ηfN+1 , p1 + · · ·+ pN+1 = 1, which together
with Theorem 3.15 and (3.2) completes the proof of this theorem. 
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