Given any space of holomorphic functions in the open unit disc D, satisfying certain conditions, we characterize the self-mappings of its algebraic dual space which preserve the set of all evaluation functionals z . Among these maps, we give a description of those which contract the norm and those which preserve it. In the case where the norm z depends strictly increasingly on |z|, we show that the first ones arise exactly from the self-maps of D vanishing at 0. When this dependence is only injective, we prove that the second ones are precisely induced by the rotations of D. We provide a nice generalization of those results in the case where z grows with | (z)|, for a given automorphism of D.
Introduction
Let X = H(D) be the algebra of holomorphic functions on the open unit disc D. Equipped with the topology of the uniform convergence in every compact subset of D (KUC topology),
We will then extend those results to all subspaces Y with F e (Y) ⊂ Y such that z depends on |z| strictly increasingly for the F e (Y)-nc's and injectively for the F e (Y)-np's. For more general subspaces on which z depends injectively on | (z)| where ∈ X, we shall handle all the F e (Y)-np's by using the analytic extension principle. In particular, when is an automorphism, we will obtain a nice generalization of the corresponding result given in the rotation case. For the F e (Y)-nc's, we will provide an analogous extension when z grows with | (z)|. At the end, we will present a general case where z depends on |z| but not injectively. Also there, we will find that, among all symbols fixing 0, only rotations can induce the F e (Y)-np's. This will be an easy consequence of a more general result we will show, giving "innerness" of the symbol as a necessary condition for it to induce an F e (Y)-np. In addition, under a slight restriction of that general case, we will determine all the F e (Y)-nc's the same way as when the dependence is strictly increasing.
Throughout this paper, the monomial z z n , for all integer n 1, will be denoted by p n and the constant function, taking 1 as value, will be denoted by p 0 .
Characterization of F e (Y)
We open this study with a characterization of F e (X) as a part of X . Theorem 2.1. Let ∈ X . The following are equivalent.
(1) ∈ F e (X); (2) (p 0 ) = 1 and ( f g) = ( f ) (g) for all f, g ∈ X; (3) 0 and ( f g) = ( f ) (g) for all f, g ∈ X.
Proof.
(1) ⇒ (2) and (2) ⇒ (3) are immediate. (3) ⇒ (2) Apply (3) with f = g = p 0 to get (p 0 ) = ( (p 0 )) 2 which gives (p 0 ) = 1, since otherwise (p 0 ) = 0 and this leads to the contradiction = 0, by writing ( f ) = ( f p 0 ) = ( f ) (p 0 ).
(2) ⇒ (1) Set a = (p 1 ). So one has (p n )=a n for all n 1. Since p n KUC → 0, by continuity of , one must have lim n→+∞ a n = 0 and hence a ∈ D. On the other hand, coincides with a on the subspace of polynomials which is dense in X. Therefore, as both of them are continuous, one obtains = a ∈ F e (X). ç Remark 1. Actually, any linear functional (not supposed to be continuous) which satisfies (2) or equivalently (3) is necessarily in F e (X) (see just below) and then continuous. So, Theorem 2.1 can be extended to X * . Here is another proof of (2) ⇒ (1) without assuming the continuity of :
We first verify that a := (p 1 ) ∈ D. If the opposite were true, then the function g := 1/(p 1 − ap 0 ) would be in X. But this would lead to the contradiction (p 0 ) = (g(1/g)) = (g) (1/g) = 0. On the other hand, for any f ∈ X, consider f a ∈ X defined by f a (z) First observe that, in the last proof, we used the fact that p 0 , p 1 ∈ X, 1/(p 1 − ap 0 ) ∈ X for all a ∈ C\D and f a , p 1 f a ∈ X whenever f ∈ X and a ∈ D. This leads to the suggestion of the following conditions on Y:
(1) Y is invariant under the multiplication by p 1 In fact, condition (2) is a general version of the fact that 1/(p 1 − ap 0 ) ∈ X for all a ∈ C\D. Together with condition (3) (satisfied by many well-known subspaces of X), condition (2) will be useful to extend to Y * the fact that any as in (2) (1) follows from the inequality |p 1 f | | f |. To show the second part, let a ∈ D and r be arbitrary such that (1 + |a|)/2 < r < 1. One has
As f a ∈ X, this implies that 
Such a space satisfies (3) as the weight function z (1 − |z| 2 ) is integrable on D. The first part of (1) clearly holds. To get the second part, for any a ∈ D, take one 0 < r < 1 − |a|. We denote by D(a, r ) the closed disc centered at a with radius r . From
we get the integrability of the function z | f a (z)| p (1 − |z| 2 ) on D\D(a, r ) and then its integrability on the whole disc D since it is bounded on D(a, r ). As f a ∈ X, this means that
To show (2) , observe that for all a ∈ C\D, 1/(p 1 − ap 0 ) is in A p since it is in X and bounded. Now, let a on the unit circle. In the case where 0, use the polar coordinates and take any N Hence, for all integer N 1, it follows that (
Proof. Here, we only need to show (2) ⇒ (1). We get (1) ⇒ (2) ⇐ ⇒ (3) the same way as previously. Once again, by defining a = (p 1 ), one gets a point of D. Indeed, suppose the contrary, i.e. |a| 1. Then, according to (2) , there exists N 1 and h ∈ Y such that h N = 1/(p 1 − ap 0 ). As (1/ h) N and then 1/ h are bounded in D so that Y contains them according to (3) , one can write
This implies that (1/ h) = 0. Consequently,
which is in contradiction with (2) . We achieve the proof as in the second one of Theorem 2.1, since p 0 , f a and p 1 f a belong to Y for all f ∈ Y, according to (1) and (3). ç Remark 2. It is not difficult to see that the evaluation functionals on a given subspace Y of X are continuous if and only if Y is equipped with a topology stronger than the KUC one. In this case, by the previous theorem, any linear functional on Y satisfying (1) or (2) is necessarily continuous. Now, one can restrict the evaluation to the range of a given analytic self-map of D. In such a situation, we have to consider the composition operator C sending every f ∈ X into f • : z f ( (z)) = (z) f . Notice that evaluation functionals are constant-symbol composition operators. For the general ones, we have the following characterization. 
Proof. (1) ⇒ (2) and (2) ⇒ (3) are obvious.
(3) ⇒ (2) This can be shown exactly the same way as (3) ⇒ (2) in Theorem 2.1 by replacing with T .
(2) ⇒ (1) Let z be arbitrary in D. By defining = z T , one gets a linear functional on Y satisfying (2) of Theorem 2.2. So, according to this theorem, there is a unique w ∈ D such that = w . Now let be the self-map of D sending z into w. Since
and z is arbitrary in D, it follows that = T (p 1 ) ∈ Y. On the other hand, for all f ∈ Y and z ∈ D, one has
This means that T = C . To show the uniqueness of , assume that T = C with ∈ Y and (D) ⊆ D. Since p 1 ∈ Y, it follows that = C (p 1 ) = C (p 1 ) = . This completes the proof. ç
F e (Y)-preservers
We recall that any operator T : Y −→ Y, has an adjoint operator denoted by T * and defined on Y * by T * ( ) = T . Conversely, for a given map :
In contrast with T * , leaving the source space invariant, T may not send Y into itself nor into X, even though T T * = T . However, in the case where Y is left invariant under T , one can observe that T * agrees with on F e (Y). The following formula says how T * acts on
Proof. For all f ∈ Y, one has
and this gives the desired formula. ç
The following result characterizes the composition operators on Y in terms of their adjoint operators.
The third equality is due to the fact that T * z ∈ F e (Y). It follows that T ( f g) = T f T g and we conclude by Theorem 2.3. ç (
As agrees with C * on F e (Y), one also has the same inclusion with instead of C * . 
We are going to determine those maps for the Hardy spaces and for more general ones. For the sake of simplicity, we enumerate the following statements as follows: 
and (C 3 ) and among (P 1 ), (P 2 ) and (P 3 ).
Proof. (C 1 ) ⇒ (C 2 ) and (P 1 ) ⇒ (P 2 ) are obvious.
(P 3 ) ⇒ (P 1 ) This follows from a straight verification using Theorem A.
(C 2 ) ⇒ (C 3 ) Thanks again to this theorem, one has
(P 2 ) ⇒ (P 3 ) As (C 2 ) follows from the first part of (P 2 ), one necessarily has (0) = 0. Moreover, thanks to Theorem A, the second part of (P 2 ) implies that | (a)| = |a| for one a ∈ D\{0}. Therefore, (P 3 ) follows from the equality case in Schwarz lemma. ç Remark 4. 1. Theorem 4.1 also holds for the spaces A 2 . A similar proof can be made as z is bounded and its norm has a similar expression: z 2 = ( + 1)(1 − |z| 2 ) − −2 . This assertion can be deduced from an exercise in [2, p. 27]. For the other weighted Bergman spaces, although boundedness of z can be shown thanks to the reproducing kernels of the Hilbert space A 2 , the exact value of its norm seems to be still unknown. 2. We recall that (C 3 ) is sufficient for C to be a contraction on H p with 1 p < ∞. This is a special case of Littlewood subordination principle (see [3, p. 10, 7] ). Using the same argument, one can confirm this for all the spaces A p . So one can deduce, from Theorem 4.1 (with C * instead of ), the sufficiency of (C 2 ) for C * to be a contraction on (H p ) and (A 2 ) as well. Note that even though A 2 is a special weighted version of H 2 , for general ones called weighted Hardy spaces, the sufficiency of (C 3 ) may not occur. Too recently in [6] , the first author has carried out a large study of this problem.
3. As rotations induce onto isometric C 's on H p and A p , it follows from Theorem 4.1 (with C * instead of ) that (P 2 ) is sufficient for C * to be an isometry on (H p ) and (A 2 ) . On the other hand, one can easily see, from this theorem, that any onto isometric C on H p or A 2 is necessarily induced by a rotation, avoiding therefore using the characterization of bijective C 's which can be found in [4] . Now as each functional z is bounded on the spaces given in Theorem 4.1 and its remarks, with norm depending strictly increasingly on |z|, one can expect the extension of that theorem to more general normed spaces sharing this property. But first, in the following, we characterize such spaces among those which norm topology is stronger than the KUC one, or equivalently, those Y such that F e (Y) ⊂ Y , without paying attention to the injectivity of this dependence. In the sequel, Y is supposed to be endowed with this kind of norm topology. 1 (a) = 1 ( a ) = a and thus the second part of (1). However, the first part of (2) applied, respectively, with 1 and 2 gives
This provides the desired equality and hence the dependence of z on |z| also occurs under the assumption of the first part of (2) . To show the non-decrease of the function h representing this dependence in this case, suppose the contrary, then consider two points a and b in D such that |a| < |b| and h(|a|) > h(|b|). Definitely, this would be in contradiction with the norm-contracting character of the F e (Y)-nc induced by the symbol (a/b)p 1 . This achieves the proof. ç Now, here is how Theorem 4.1 can be extended to much more spaces.
Theorem 4.3. Let h be a strictly increasing, (respectively, one-to-one) positive function on [0,1). Assume that z = h(|z|), for all z ∈ D.
Then we have equivalence among (C 1 ), (C 2 ) and (C 3 ), (respectively, (P 1 ), (P 2 ) and (P 3 )).
Proof. (C 1 ) ⇒ (C 2 ) and (P 1 ) ⇒ (P 2 ) are obvious. (P 3 ) ⇒ (P 1 ) This is due to Theorem 4.2 as z depends on |z|.
Since h is strictly increasing, it follows that | (0)| 0, and this gives (C 3 ).
(C 3 ) ⇒ (C 1 ) Using the growth of h, the inequality | (z)| |z|, ensured by Schwarz lemma everywhere in D, gives
The injectivity of h imposes both equalities (0) = 0 and | (a)| = |a| which are sufficient for to be a rotation, according to Schwarz lemma. This achieves the proof. ç Next, we investigate the F e (Y)-norm-preserving character in a more general setting where z rather depends on | (z)| with holomorphic in D. But first, let us tackle the dependence without the modulus nor the holomorphicness.
Proposition 4.4. Let h be a one-to-one positive function on C and let
Then the following are equivalent.
(1) ⇒ (2) Since h is one-to-one, a necessary condition for to induce an F e (Y)-np is the identity 
(1) ⇒ (2) Since h is one-to-one, a necessary condition for to induce an F e (Y)-np is the identity
If is identically null, then (2) 
(1) ⇒ (2) Applying Theorem 4.6, with (z) = z − , we get (z) − = (z − ) for some ∈ C and | | = 1. This means that is a rotation with as a center. But maps D into itself and 0. Therefore, is exactly the identity map. ç
The equivalence between (P 1 ) and (P 3 ), in Theorem 4.3, is clearly the special case of Theorem 4.6 where is a rotation. Moving to any automorphism of D, the following result provides two more general formulations of (P 1 ). (3) ⇒ (1) As rotations preserve the modulus, it follows from (3) that
(1) follows then by applying h to both sides of the last equality. This achieves the proof. ç
From the previous proposition, one can deduce the following. Moving to the F e (Y)-nc's, one can expect, as follows, an analogous version of Proposition 4.8, providing therefore two formulations of (C 1 ) in a more general case compared to that given in Theorem 4.3. 
Since h is strictly increasing, this implies that ( (a)) = 0 and hence (a) = −1 (0) = a.
where the last estimate is due to the Schwarz lemma. We complete the proof by applying to each side the increasing function h. ç In the sequel we denote by D the closure of D and by jD the unit circle. We recall that is said to be inner if | * | = 1 almost everywhere on jD, where * denotes the radial limit of . For the existence of * , see [3, 9] . Proof. Since h is one-to-one, a necessary condition for to be an F e (Y)-np is the identity
Let us consider first the case (0) = 0. If were not a rotation, then by Schwarz lemma, it would follow that
Thus, from ( * ), one would deduce that
and then
from which it would follow that Re > 0. But taking the limit in ( * * ), when z → 0, would force Re =0, which would be in contradiction with the previous condition. Consequently, is nothing else but a rotation. We consider now the other case; i.e. (0) 0. By writing ( * ) with z = 0 and taking (ii) in count together with the last condition of (i), one can see that
On the other hand, it follows from ( * ), by taking (ii) in count, that
for all z ∈ D such that | (z)| |z|. If were not inner, then there would be ∈ jD such that | * ( )| < 1. Hence, ( * * * ) would hold for all z = r with r (0 < r < 1) close enough to 1 so that | (r )| < r . Then, by passing to the limit as r → 1 and taking the second condition of (i) in count, one would deduce that
This would be in contradiction with the above estimate. Therefore, is necessarily inner, and we are done. ç From Theorem 4.12, one can easily deduce the following. More precisely, according to the Proof of Proposition 4.14 and thanks to Schwarz lemma, one can obtain the following. Corollary 4.16. Let ∈ C\{0}, n ∈ N\{0} with R e ( ) 0 and h be a strictly increasing, (respectively, one-to-one) positive function on [0, ∞). Assume that z = h(||z| n − |), for all z ∈ D. Then we have equivalence among (C 1 ), (C 2 ) and (C 3 ), (respectively, (P 1 ), (P 2 ) and (P 3 )).
Remark 6. Corollary 4.16 provides a range of spaces Y on which z depends noninjectively on |z| and for which the F e (Y)-nc's and the F e (Y)-np's are characterized the same way as in the opposite case handled in Theorem 4.3. Here, one can ask whether there exists a normed subspace Y on which z is bounded with z = h(|z|) for all z ∈ D and which dual supports an F e (Y)-nc (respectively, F e (Y)-np) with a symbol not fixing 0 (respectively, other than a rotation). If there is one, h is necessarily non-strictly-increasing (respectively, non-injective). In such a case, the following question imposes itself: how could one describe any F e (Y)-nc (respectively, F e (Y)-np)?
