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New results in the theory of non-serial dynamic programming are described 
in this paper. Their computational relevance is also pointed out. 
1. INTRODUCTION 
Dynamic programming is an optimization technique which allows the 
solution by decomposition of a multistage or serial optimization problem. 
Whenever the special serial structure is absent, again decomposition can 
be tried but, in this case, it is by no means obvious how to decompose 
effectively the given problem into subproblems. 
Some recent works [l-7] are concerned with finding a decomposition 
which is optimal from the point of view of minimizing the number of 
operations required. The new optimization problem which emerges is 
called the secondary optimization problem and the whole subject non- 
serial dynamic programming. 
The solution of the secondary optimization problem can be led to the 
solution of a graph theoretic problem, which is described in Section 2. 
The main contribution of the paper consists in theorems given in Sec- 
tion 3. Their computational relevance is discussed in Section 4. In this 
section many examples are also reported. 
2. THEPROBLEM 
Let G = (X, E) be an undirected graph without self-loops and parallel 
edges. Given x E X, the set r(x) is the set of vertices adjacent to X. Con- 
sider a vertex y E X. The graph obtained from G by 
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(1) deleting y and all the edges emanating from it, 
(2) putting an edge between all the couples of vertices not adjacent 
in G, 
is called the y-elimination graph of G and denoted by G, . This operation 
is called the elimination of the vertex y. 
THEOREM 1 (see [2]). Let Y C X. Let G’ be the graph obtained after 
all the vertices of Y have been eliminated in some order. Then G’ is indepen- 
dent of the order in which the vertices are eliminated. Then it is possible to 
define the Y-elimination graph of G. This graph is denoted by GY . 
Given a graph G = (X, E) and an ordering yI , yZ ,..., y,+, of the elements 
of X, the elimination process is defined by the sequence of graphs: 
Given yi E X, the set of vertices adjacent to yi in the graph Gu,,,Y,,..W,Yi-l} 
is denoted by r(yi I yI , yZ ,..., yiPI). The degree of an eliminated vertex 
yj in a given order of elimination y1 , yZ ,.. ., yM is called the dimension 
associated with the elimination of the vertex yj . The largest degree of the 
eliminated vertices for an order of elimination y1 , yZ ,..., yM is called the 
dimension of the order and denoted by D( yl , yZ ,..., yM). The minimal 
dimension for all possible orders is called the dimension of the graph G 
or of the set X and denoted by D(G) or D(X). 
Consider a subset x’ C X with 1 X’ 1 = m < M and an order of elimina- 
tion yl , y2 ,..., ym of the variables of X’. The largest degree of the elimin- 
ated vertices for the order of elimination yI , yZ ,..., ym is called the 
partial dimension of that order and denoted by D*(y, , y2 ,..., y,,J. 
The problem discussed in this paper is: find and ordering of 
yI , y2 ,..., yM of X which minimizes D( yl , y2 ,..., yM). This is exactly the 
secondary optimization problem of non-serial dynamic programming 
[l-7] which can be solved considering only the interaction graph of the 
non-serial problem. 
3. THE MATHEMATICAL RESULTS 
THEOREM 2. Let G = (X, E) be an interaction graph, Z be a fully con- 
nected subset of X, and y1 , y2 ,..., yM be an order of elimination. Then there 
exists at least one order of elimination, in which the variables of Z have 
the last / C 1 places, with dimension less or equal to D( yl , y2 ,..., yM). 
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Proof. If Z = X, the theorem trivially holds. Otherwise the proof is 
divided into two parts: 
(a) it is shown that it is possible to find at least one order of elimina- 
tion beginning with a vertex of /1 = X - Z with dimension less or equal 
to D(Yl > Yz T--*3 YA4). 
(b) It is shown that it is possible to find at least one order of elimina- 
tion in which the variables of Z have the last / Z 1 places with dimension 
less or equal to D(y, , yz ,..., yLW). 
(a) Let D1) = Z and A (1) = A. If y1 E Au) proposition (a) is satisfied. 
Otherwise ( y1 E Z(l)) define 
2’2) = T(y,), A’2’ = (X - {YlH - mu. 
Since ,W is fully connected D2’ 3 D1) - { yl} and consequently Af2’ C A(l). 
Clearly also Dzl is a fully connected subset in GV1 . 
If in G,> yz E ,V) and At2) # m, the subsets P) and Ac3) are similarly 
defined. 
This way of proceeding continues defining at each step j 
JY’ = W&l I Yl , Y2 >..., Y&2), 
A”’ = X - (Yl 2 Y2 9*.*2 Yj-1) - r(Yj--1 I Yl 3 Y2 3..*9 Yj-2)9 
until either 
(1) for an integer h yh E Ach) or 
(2) for an integer k A(“) = ia. 
Case (2) is now examined. Since Au) = .D, the vertex yk--l is adjacent in 
G~UI,V2,,-.,,k-2) to all other vertices. Hence letting y, be a vertex of Ack-l) 
(which is by definition non-empty) it results 
D(Yl 7***, Yk-2 3 Ym 7 R-1 3'*.3 Ym-1 5 Ym+1 ,**., Yd < NY, 3 Y2 ,**.2 Yw). 
Thus it is clear that, given an order yi , y2 ,..., yw , there exists another 
order yl’, y2’,..., yM’ (coincident with yl , y2 ,..., yM) in case (1)) with 
dimension equal or less to B(yl, y, ,..., yM) such that, for a certain h, 
yh’ E Ath). Since 
A’hl c ~ch-1, c . . . c (1”’ 
we obtain 
y*’ E A. 
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It is clear that yh’ is not adjacent in G to yl’, y2’,..., yi-1 . Hence the two 
orders : 
and 
Yl’, Y2’9.-2 Yh’,..., Y&I’ 
have the same dimension. This demonstrates proposition (a). 
(b) Proposition (b) follows by repeated use of the construction described 
in (a), taking into account the fact that, if a subset ,J? C X is fully connected 
in G, letting x E X - 2, then, clearly, ,X is fully connected in G, . Q.E.D. 
THEOREM 3. Let G = (X, E) be an interaction graph, JY be a ,fully 
connected subset of X. Then there exists at least a minimal dimension order 
in which the variables of z have the last 1 z [ places. 
Proof. The statement of this theorem is just a special case of Theo- 
rem 2 which reduces to Theorem 3 when the order y1 , yz ,..., ynr is optimal. 
Hence no additional reasoning is needed. Q.E.D. 
The statement and proof of Theorem 2 have already been presented in 
[4]. However, a new version of the proof has been given since: 
(a) The property is presented in a slightly more general form (Theo- 
rem 2). 
(b) The proof, though essentially unchanged, is, possibly, easier to 
follow since it does not resort to the use of the complement of the inter- 
action graph (the absence graph). 
DEFINITION 1. Let G = (X, E) be an interaction graph and let x E X. 
Let E, C E be the set of edges emanating from x. 
Let A = {a,, a2 ,..., a,} be a subset of r(x) fully connected in G and 
let Z = (zl , z2 ,..., z,} = F(x) - A. 
If at least one of A and Z is empty let i? = o. 
Otherwise let E be a set of new edges (ai , ZJ such that, defining 
Z,(i = 1, 2,..., r) C Z as the set of vertices adjacent to ai by i?, for 1 < h, 
k<r,h#k: 
(a) Z,r\Z,= 0, 
(b) at least one of the two following conditions holds, 
(bl) ah is adjacent in G to all members of Z, , 
(b2) ak is adjacent in G to all members of Z, . 
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A graph G*(X*, E*) is called descendant from G w.r.t. x if: 
(1) x* = x - {x}, 
(2) E” = (E - E,) u E. 
THEOREM 4. Let G = (X, E) be an interaction graph, x E X and 
G* = (X*, E*) be a graph descendant from G w.r.t. x. Then D(G*) < 
D(G). 
Proof I. Recalling Definition 1, let H be the section graph of G w.r.t., 
X - A - {x> and H* be the section graph of G* w.r.t. X* - A. Since 
in the construction of G* from G no edge joining vertices in X - A - {x} 
has been added or cancelled, it follows that H = H*. 
11. Consider a minimal dimension order for G ending with the fully 
connected subset A u {x} (see Theorem 3). Let such order be y1 ,..., yt , 
aI ,..., a ~ , x. It will be shown that the dimension of the order (not neces- 
sarily optimal) y1 ,..., yt , a, ,..., a, in G* is less than or equal to D(G). 
Since it is clear that the dimension of the elimination of a variable ai 
for G* is less than the dimension of the elimination of the same variable 
for G, for proving the theorem it is sufficient to show that, for i = 1,2,..., t, 
I KYi I Yl T..‘> Yi-Ill in G* -G I JTyi I Y, ,..., yi-dl in G. (1) 
III. Consider the successive elimination both in G and G* of the 
vertices y, , yz ,..., yi , all belonging to the vertex set of the section graphs 
H = H*. Let Gi and Gi* be the graphs resulting from this elimination and 
Hi and Hi* be the section graphs of Gi and Gi* w.r.t. 
(X - (YI >-.., ~8 - A - 94 and (X* - (~1 ,..., yil) - A, 
respectively. Since the creation of a new edge joining two vertices yn , y, 
in {~i+~ ,..., yt} depends upon the existence of a path y,, , z, ,..., zr , y, 
in which all the vertices, with the exception of the terminals, belong to 
(Y, ,..., ~2 (see PI) an d since H = H*, it follows that Hi = Hi*. 
IV. Clearly in the graph G 
K~i I Yl ‘I..) Yi-I) = V(Yi I Yl ,-*-, Y&J l-7 (Yi+1 3---, Y,)) 
" VTYi I Yl ,...T Y,-J n (A " W)> 
and in the graph G* 
T(Yi I Yl 9*-f> Yi-I) = (r(Yi I YI y.sa7 Yi-I) n (Yi+l y.-p Yd) 
u (T(vi I Y, ,..., yi-d n A). 
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The set (r(yi I Y, ,..., yi-J n {Y%+~ ,..., yt}) is equal for the two graphs G 
and G* since Hi = Hi*. 
Hence, letting 
4YJ = I JTYi 
A*(Yi> = I QYi 
condition (1) becomes 
A*(yi> : 6 
Y, - YA n (A u {xl>1 in G, 
Yl 3.e.2 Ye-,) n A I in G*, 
A(YJ, i = 1) 2 )...) t. (2) 
Thus, for proving the theorem, it is sufficient to show that the number of 
edges connecting yi , at time of its elimination, with the set A in G*, is 
less than or equal to the number of edges connecting yi with A u {x} in G. 
V. Suppose that at the time of its elimination yi is adjacent in Gi* 
with the vertices of a subset A’ C A(A*(yJ = / A’ I). It follows that in 
the original graph G* there exist / A’ I paths (see the proof of Theorem l), 
connecting every vertex of A’ with yi , in which all the vertices except the 
terminals belong to { yI ,..., yi-l}. Let P be the set of vertices adjacent to 
at least one member of A’ in the given set of paths. It follows that: 
(a) PC Iv1 ,..., vi>, 
(b) lpl 4-4’1. 
Clearly the vertices of the set P (other than yi) are connected by the same 
paths to yi in G since H = H*. It is sufficient for meeting the requirement 
of condition (2) that the vertices of the set P be adjacent to at least 
1 A’ ) vertices of the set A’ u {x} in G. For convenience this condition is 
called condition (3). 
VI. Let I A’ ) = 0. Then clearly condition (3) holds. Let I A’ 1 = 1 
and A’ = {al} and P = {p}. By Definition 1, if (uL , p) $ E, then p E T(x) 
and condition (3) holds. 
Let I A’ 1 > 2. Then consider two vertices a, and a, in A’ and let p’ and 
pn be the vertices of P adjacent to a, and a,,, in the given set of paths 
in G*. Consider separately the cases: 
(a) p’ = p” = p. By Definition 1 (Proposition a) at least one between 
(p, ui) and (p, aj) belongs to E. If one does not belong to E, then 
p E r(x) by Definition 1. Summing up, p is adjacent in G to at least two 
vertices in the set {x, a, , a,}. 
(b) p’ # p”. If at least one between (p’, al) and (p”, a,) belongs to E, 
the previous reasoning applies. Otherwise by Definition 1 (Proposition b) 
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at least one between (p’, a,) and (p”, al) belong to E and clearly p’ E r(x) 
and p” E r(x). 
Summing up, also in this case there are edges connecting the vertices of 
the set {p’, p”} with at least two vertices of the set {x, a, , a,}. 
Clearly this reasoning applies for all couples of vertices in A’. Condi- 
tion (3) follows immediately since, in correspondence of each pair of 
vertices bi and bj belonging to A’ u {x}, there exists at least an edge con- 
necting a vertex of {bi , bj} with a vertex of the set P. Q.E.D. 
DEFINITION 2. Let G = (X, E) be an interaction graph. A graph 
G* = (X*, E*) is a graph descendant from G w.r.t. the set X - X* 
if there exists an ordering x1’, x2’,,.., x1’ of the variables of X - X* and 
a corresponding sequence of graphs Go = G, G1, GB,..., G1 = G* such 
that Gi is a graph descendant from Gi-l w.r.t. xi’ (i = I, 2,..., I). Note 
that there may be many different graphs descendant from the same graph 
w.r.t. the same subset of vertices. 
Clearly also the following corollary holds: 
COROLLARY 1. Let G = (X, E) be an interaction graph, YC X and 
G* = (X - Y, E*) be a graph descendant from G w.r.t. Y. Then 
D(G*) < D(G). 
THEOREM 5. Let G = (X, E) be an interaction graph, Y C X and 
D(G) > k. Zf 
(a) Gy is a graph descendant from G w.r.t. Y, 
(b) there exists one order of elimination y1 , yz ,..., yI of the variables 
of the set Y in G such that D*( y, , yz ,..., yl) < k, 
then there exists a minimal dimension order beginning with yl, yz ,..., yI . 
Proof. Consider the order of elimination y1 , yz ,..., ya , z1 , z2 ,..., z, 
for the graph G where z1 , z2 ,..., z, is an optimal elimination order for 
the graph GY . Then by Theorem 4 we have the result: 
D(Y, , y2 ,..., yz, z,, z2 ,..., z,) = max(D*(y, , y2 ,... , YJ, 
D(G,)) < max(k, D(G)) = D(G). Q.E.D. 
THEOREM 6. Let G = (X, E) be an interaction graph. Consider a parti- 
tion of the vertex set X into sets Y, Z and S such that S is a separating 
set for Y and Z. If 
(a) Gy and Gz are graphs descendant from G w.r.t. Y and Z, respectively, 
(b) S is a fully connected subset both in Gy and Gz , 
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then there exists a minimal dimension order ending with the vertices of S. 
Proof. Let y1 , yZ ,..., ya , s, , s2 ,..., s, and z, , z2 ,..., z, , sr , s2 ,..., s, 
be two minimal dimension orders for GZ and GY , respectively (see 
Theorem 3). Then by Theorem 4 D(G) 3 max(D(G,), D(Gy)) = 
max(D*( y1 , yZ ,..., yl), D*(z, , z2 ,..., z,,J, 1 S I - 1). Then the order 
Yl 3 Yz ?...T 4’1 , Zl 9 z2 ,.**, zm 9 Sl 2 $2 ,*.., s, is optimal since the dimension 
of the elimination of yi in GZ and of zj in GY equals the dimension of 
their elimination in G. Q.E.D. 
4. COMPUTATIONALIMPLICATIONS OFTHE MATHEMATICAL RESULTS 
The two existing algorithms [2, 31 for the solution of the secondary 
optimization problem are based essentially upon Theorem 1. A minimal 
dimension order is found by a dynamic programming procedure on the 
lattice of all subsets of X. Combining Theorem 1 with Theorem 3 (also 
already published) it is possible to improve their efficiency [4]. 
These algorithms, however, are usually apt only for the solution of 
problems with 15-20 variables since they require a considerable storage 
space which rapidly increases with the number of variables. 
Theorems 5 and 6 exhibit definite computational possibilities. Though 
no formal algorithm has, for the moment, been derived it is possible to 
illustrate their use for an efficient solution of the secondary optimization 
problem. 
In order to understand more easily the significance of Theorem 5, 
consider first the case for which the set Y consists of a single vertex 
(Y = {x}). In this formulation, Theorem 5 is a direct generalization of the 
theorem given in [5] since it states that it is possible to eliminate x first 
in an optimal dimension order if the edges of the complement of G in 
the section graph of G w.r.t. J’(X) follow a given pattern and if 
D(G) 2 I r(x)l. 
Note that the edges of the complement “allowed” by Theorem 5 are 
“more” than those allowed by the theorem given in IS]. 
Consider as an example the interaction graph of Fig. la. Since G, is a 
graph descendant from G w.r.t. x and ) r(x)1 = 5, ifD(G) > 5 it is pos- 
sible to eliminate x first in an optimal order. The resulting graph G, is 
shown in Fig. lb. 
It may be that in a graph G there exists no vertex with the property 
that a graph descendant from G w.r.t. it equals G, , However it may be 
possible finding a subset Y such that GY is a graph descendant from G 
w.r.t. Y. 
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(a 1 
FIG. 1. Example of interaction graph G(a) and the graph obtained from it by the 
elimination of the vertex x(b). G, is descendant from G w.r.t. x. 
FIG. 2. Example of interaction graph G(u) and the graph obtained from it by the 
elimination of the vertices x1 and x2 . G{,l+~ is descendant from G w.r.t. {xl , x2}. 
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Consider, for example, the graph of fig. 2a. Since G{el,zz} is a graph 
descendant from G w.r.t. {x1 , x2} and 1 Qx,)I = 3 and 1 r(x, 1 x1)1 = 3, 
ifD(G) > 3 it is possible to eliminate x1 and x2 first in an optimal order. 
The resulting graph G{z,,r,) is shown in Fig. 2b. 
The importance of Theorem 6 derives from the fact that, whenever it 
is possible to find a separating set S meeting its conditions, the problem 
of finding an optimal order of elimination for the graph G can be split 
into the problem of finding the optimal elimination orders in two graphs 
with lower number of vertices. 
This dichotomical procedure which derives directly from Theorem 6 is 
as follows: First a new graph G’ is derived from G joining all the uncon- 
nected pairs of vertices of S. Then the section graphs of G’ w.r.t. S U Y 
and S v Z are considered. Successively two minimal dimension orders, 
ending with the vertices of S, are derived for these two graphs and the 
minimal dimension order for the original graph is then obtained as in 
Theorem 6. It has to be noted that the minimal dimension order for the 
two new graphs must end with the vertices of S. Otherwise the construc- 
tion of Theorem 2 must be employed. 
Clearly this dichotomical procedure may be tried on the two graphs 
derived from the first and so on. 
FIG. 3. Example of interaction graph. 
It is obvious that an efficient algorithm based on Theorem 6 implies, 
in its turn, a good procedure of generating separating sets with low 
number of vertices or with low number of missing edges. As an example, 
consider the graph of Fig. 3. Since G{z,,z,j and Gf28,2,) are graphs descen- 
dant from G w.r.t. {x1 , x2} and {x, , x,} and the separating set {x8 , x4 , x5} 
is fully connected both in G+Q and GfZg,Z,) , then there exists an optimal 
dimension order ending with the vertices x8 , x4 , x5 . This also implies 
that the subset {x, , x4 , x5} behaves as if it were fully connected and that 
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(a J fbJ 
FIG. 4. Two graphs derived from the one of Fig. 3 by elimination of the subsets 
{x6 , x,> (a) and Ix1 , ~1 (b). 
consequently it is possible to solve separately the two problems given in 
the graphs of Fig. 4a and b. In this case an optimal order for the graph 
of Fig. 4a is x1 , x2 , x3, x4, xg and for the graph of Fig. 4b is x6 , x, , x3, 
x4 7 x5 - Thus for the original graph G one optimal order is x1 , x2, x6, 
x7 7 x3 > x4 , x5 . 
Finally, it is worth noting that there exist interaction graphs with no 
separating set satisfying the condition of Theorem 6. The graph of 
Fig. 5 is an example. The reader can easily check this statement by him- 
self. 
FIG. 5. Example of interaction graph for which the dichotomical procedure based 
on Theorem 6 does not apply. 
REFERENCES 
1. F. BRIOSCHI AND S. EVEN, Minimizing the Number of Operations in Certain Discrete 
Variable Optimization Problems, Technical Report 567, Division of Engineering and 
Applied Physics, Harvard University, Cambridge, Mass., Aug. 1968. 
148 BERTELk AND BRIOSCHI 
2. F. Bmoscm AND S. EVEN, Minimizing the number of operations in certain discrete 
variable optimization problems, Operations Res. 18, No. 1 (Jan, 1970), 66-81. 
3. U. BERTELB AND F. BRIOSCHI, A new algorithm for the solution of the secondary 
optimization problem in nonserial dynamic programming, J. Math. Anal. Appl. 27, 
No. 3 (Sept. 1969), 565-574. 
4. U. BERTEL~ AND F. BRIOSCHI, Contribution to nonserial dynamic programming, 
J. Math. Anal. Appl. 28, No. 2 (Nov. 1969), 313-325. 
5. U. BERTELB AND F. Btuoscur, A theorem in nonserial dynamic programming, J. 
Math. Anal. Appl. 29, No. 2 (Feb. 1970), 351-353. 
6. U. BERTEL& AND F. BRIOSCHI, Parametrization in Nonserial Dynamic Programming, 
Rev. Frangaise Informat. Recherche Opkrationelle, 2, 87-102 (1971). 
7. U. BERTELB AND F. BRIOSCHI, A Note on a Paper by Spillers and Hickerson, Quarterly 
of Applied Mathematics. 29, 311-313 (1971). 
8. 0. ORE, “Theory of Graphs,” American Mathematical Society, Providence, R. I., 
1962. 
