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ABSTRACT
The Lyα emission line has been proven a powerful tool by which to study evolving galaxies at the
highest redshifts. However, in order to use Lyα as a physical probe of galaxies, it becomes vital to
know the Lyα escape fraction (fLyαesc ). Unfortunately, due to the resonant nature of Lyα, f
Lyα
esc may
vary unpredictably and requires empirical measurement. Here we compile Lyα luminosity functions
between redshift z=0 and 8 and, combined with Hα and ultraviolet data, assess how fLyαesc evolves
with redshift. We find a strong upwards evolution in fLyαesc over the range z = 0.3− 6, which is well-fit
by the power-law fLyαesc ∝ (1 + z)
ξ with ξ = (2.57+0.19−0.12). This predicts that f
Lyα
esc should reach unity at
z = 11.1. By comparing fLyαesc and EB−V in individual galaxies we derive an empirical relationship
between fLyαesc and EB−V , which includes resonance scattering and can explain the redshift evolution
of fLyαesc between z = 0 and 6 purely as a function of the evolution in the dust content of galaxies.
Beyond z ≈ 6.5, fLyαesc drops more substantially; an effect attributed to either ionizing photon leakage,
or an increase in the neutral gas fraction of the intergalactic medium. While distinguishing between
those two scenarios may be extremely challenging, by framing the problem this way we remove the
uncertainty of the halo mass from Lyα-based tests of reionization. We finally derive a new method
by which to estimate the dust content of galaxies based purely upon the observed Lyα and UV LFs.
These data are characterized by an exponential with an e-folding redshift of ≈ 3.5.
Subject headings: Galaxies: evolution — Galaxies: high-redshift — Galaxies: luminosity function,
mass function — Galaxies: star formation— dark ages, reionization, first stars
1. INTRODUCTION
Surveys targeting the Lyman-alpha emission line (Lyα)
show unique profitability for examining the formation
and evolution of the galaxy population between redshift
z ≈ 2 and & 7. Lyα has been exploited by many teams
and the combined catalogues would currently include
over two thousand entries (e.g. Venemans et al. 2002;
Hu et al. 2004; van Breukelen et al. 2005; Wang et al.
2005; Shimasaku et al. 2006; Gronwall et al. 2007;
Ouchi et al. 2008; Nilsson et al. 2009; Guaita et al. 2010;
Cassata et al. 2010; Hayes et al. 2010a). Wherever such
large samples are available, the temptation is strong to
use their statistical power to examine as many physical
properties of the galaxy population as possible. This,
however, requires that the numbers one has at hand are
in some way a physical reflection of those underlying
properties; to first order the luminosity (and/or equiv-
alent width for emission lines) must be related to its
intrinsic value. For surveys that target the restframe
ultraviolet continuum (UV) this is simply a matter of ap-
plying a dust correction. However, the resonant nature
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of the Lyα line means its radiation transport becomes an
involved and detailed problem (Osterbrock 1962; Adams
1972; Harrington 1973; Neufeld 1990; Ahn et al. 2003;
Verhamme et al. 2006; Tasitsiomi 2006; Laursen et al.
2009). This further implies that the escaping fraction of
photons (fLyαesc ) may not be assumed, is liable to evolve
strongly with an evolving galaxy population, and must
be measured empirically. Pursuing this line of inquiry,
the evolution of fLyαesc can therefore provide us with inde-
pendent estimates of how various properties of the galaxy
population evolve over cosmic time.
Since Lyα photons scatter in neutral hydrogen (Hi)
until they either escape or are absorbed by dust grains,
most fundamentally the radiation transport depends
upon the Hi content, its geometry and kinematics, and
the dust content and distribution. Regrettably, with cur-
rent observational facilities, the only one of these quanti-
ties that can easily be estimated for large samples of high-
redshift galaxies is the dust attenuation, which is typi-
cally derived from the stellar continuum. Consequently
the amalgamated effects of the remaining quantities, and
how they affect fLyαesc , can only be assessed on a statistical
basis.
Lyα surveys have been fruitful over the last decade, but
it is only very recently that robust fLyαesc measurements
have been made on statistically meaningful samples
(Verhamme et al. 2008; Atek et al. 2009; Kornei et al.
2010; Hayes et al. 2010a). However at the current junc-
ture, all of these studies estimate fLyαesc by different meth-
ods, and are derived among samples compiled at various
redshifts and filtered through differing selection func-
tions. Thus synthesis of the results remains somewhat
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difficult. Furthermore, there is no self-consistent study
in the current literature of how fLyαesc evolves with redshift
and it is this point that we take the first steps towards
rectifying with the current article. We begin by com-
piling various Lyα, Hα, and UV datasets in § 2, which
we use to estimate the redshift evolution of fLyαesc . We
discuss the general trends and draw comparisons with
other observational and theoretical methods in § 3. In
§ 4 we investigate the effect of the one quantity that is
relatively easy to measure – the dust content – and dis-
cuss how it affects fLyαesc . In § 5 we discuss the trends with
redshift in more detail and synthesize information from
§ 3 and § 4 in order to make more detailed inferences
about the evolution of the properties of the interstel-
lar medium (ISM) of galaxies, the intergalactic medium
(IGM), and the overall dust content. In § 6 we present
a final summary. All data are scaled to a cosmology of
(H0,ΩM,ΩΛ) = (70 km s
−1 Mpc−1, 0.3, 0.7).
2. METHOD: THE Lyα ESCAPE FRACTION
MEASUREMENTS
2.1. Escape fraction calculations
We now proceed to compile various estimates of fLyαesc
as a function of redshift, but first we present the formal-
ism. We continue with the Hayes et al. (2010a) definition
of fLyαesc : the sample-averaged, “volumetric” escape frac-
tion. This quantity is defined as the ratio of observed to
intrinsic Lyα luminosity densities (ρL), derived by inte-
gration over luminosity functions (LF), as in Equation 1:
fLyαesc =
ρObsL,Lyα
ρIntL,Lyα
=
∫∞
Llo
Φ(L)ObsLyα · L · dL∫∞
Llo
Φ(L)IntLyα · L · dL
(1)
where Φ(L) are the standard luminosity functions7. Thus
fLyαesc is not simply a re-scaling of the LF by L (constantly
scaling the escape fraction of all galaxies) or by Φ (the
duty cycle; see Nagamine et al. 2008 for examples of both
of these methods). Instead, since fLyαesc is simply defined
as the ratio of luminosity densities, it can be thought
of as the fraction of Lyα photons that escape from the
survey volume, regardless of whether all galaxies show
low fLyαesc , or whether only a fraction of galaxies are in
the Lyα emitting phase with high fLyαesc (see arguments
in Tilvi et al. 2009). By definition fLyαesc also includes
any possible effect that the IGM may have on the Lyα
emission from galaxies. However, it is clear that the bulk
of the evolution of fLyαesc with redshift found in this article
can clearly not be attributed to variations of the IGM
transmission.
Where possible (i.e. z < 2.3) we make a direct com-
parison between Lyα and Hα. We apply the most appro-
priate dust correction to Hα and multiply by the case B
recombination ratio of Lyα/Hα=8.7 (Brocklehurst 1971)
in order to obtain the intrinsic Lyα. I.e.
fLyαesc (z < 2.3) =
ρObsL,Lyα
8.7 · ρIntL,Hα
=
ρObsL,Lyα
8.7 · 100.4EB−V k6563 · ρObsL,Hα
,
(2)
7 LFs are typically parameterized by the Schechter (1976) func-
tion: Φ(L) · dL = φ⋆ · (L/L⋆)α · exp(L/L⋆) · dL/L⋆.
where EB−V must be the dust attenuation computed for
the Hα emitting sample, and k6563 the extinction coeffi-
cient at the wavelength of Hα. Superscripts Int and Obs
refer to the intrinsic and observed quantities.
At z & 2.3 we are unable to obtain Hα LFs in or-
der to use line ratios to estimate fLyαesc and instead the
estimate is derived from the UV continuum. This is a
less elegant method since the conversion between UV
and Lyα requires the assumption of a metallicity, initial
mass function (IMF), and evolutionary stage. However,
in light of the fact that higher-redshift Hα studies will
remain impossible until the arrival of the James Webb
Space Telescope, this is the only way to proceed. It is
fortunate that there is no evidence that IMFs should dif-
fer between Lyα- and UV selected populations, although
metallicities have been shown to be around 0.2 dex lower
(e.g. Cowie et al. 2010) which translates into a difference
of . 20 % in the intrinsic Lyα/UV ratio (Leitherer et al.
1999). For “normal” metallicities and IMFs, and assum-
ing that on average star-formation is ongoing at equi-
librium, this method is the same as taking the ratio of
Lyα/UV star-formation rate densities (ρ˙⋆):
fLyαesc (z > 2.3) =
ρ˙Obs⋆,Lyα
ρ˙Int⋆
=
ρ˙Obs⋆,Lyα
100.4EB−V kUV · ρ˙Obs⋆,UV
, (3)
where now EB−V must be the extinction seen by the UV-
selected population and kUV is the extinction coefficient
in the UV.
The UV is of course not the only wavelength we can
use for this experiment, but we choose to work exclu-
sively with UV LFs since they (a) are so abundant in the
literature, (b) have reasonably well-understood selection
functions, and (c) span an appropriately large range in
redshift. We adopt UV measurements at redshifts most
appropriate to our compiled Lyα data and dust attenua-
tions derived from these samples themselves. We further
adopt the dust attenuation law of Calzetti et al. (2000),
and the SFR calibrations of Kennicutt (1998). These
calibrations assume a stabilized star formation episode
at a constant rate for longer than around 100 Myr, with
a Salpeter Initial Mass function (mass limits between 0.1
and 100 M⊙), and a complete ionization efficiency (no
leaking and no destruction of ionizing photons by dust).
In general we assume that ‘UV’ refers to the restframe
wavelength of 1500 A˚, where the extinction coefficient
computed from the relationship of Calzetti et al. (2000)
is 10.3. We want to emphasize that the definition of
fLyαesc we are using for high redshift galaxies includes any
effect that would decrease the number of observed Lyα
photons with respect to the number expected from the
star formation rate derived from the UV continuum level.
The leaking of ionizing photons, as we will discuss later,
would therefore imply an fLyαesc value below unity, even
if 100% of the Lyα photons effectively produced in the
galaxy are able to escape without being affected by res-
onant trapping or destruction by dust.
2.2. Limits of integration
The goal of this study is to determine the total, vol-
umetric escape fraction of a given volume, and ideally
would include the very faintest systems. In practice this
would require integration of the LFs down to zero, which
depending on the observational limits of a given survey
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and the redshift-dependent values of both L⋆ and α, may
include large extrapolations (or may even be divergent).
It is vital therefore, that our study employs lower in-
tegration limits that are: (a) self-consistent between the
populations; (b) include a sufficiently meaningful fraction
of ρL, and (c) are not dominated by over-extrapolation
and uncertainties in the faint-end slope.
At z = 2, 3 and > 4, several studies of the ρL,UV have
been published, and here we adopt those of Reddy et al.
(2008) and Bouwens et al. (2009a), respectively. Both
perform integrations down to 0.04Lz=3⋆,UV and integrate to
the same numerical lower limit at all redshifts. The lower
limit is, of course, somewhat arbitrary but is designed to
find a reasonable medium between including a large frac-
tion of the total luminosity/SFR density, and preventing
(possible over-) extrapolation by integrating to zero. In
this sense, it reflects the observational limits of the UV
surveys.
Admitting that this number is somewhat arbitrary, we
adopt the same approach and use 0.04Lz=3⋆ −∞ as the
range for all of integrations of the UV LF. For Mz=3⋆ =
−21.0 (AB), the corresponding lower luminosity limit is
4.36×1027erg s−1 Hz−1 (unobscured SFR=0.6M⊙ yr
−1).
By adopting this limit, our results can easily be cross-
checked against the available literature. At redshift 3 for
the UV LF of Reddy et al. (2008), this range incorpo-
rates 70% of an infinite integration under the LF.
Deciding upon a lower limit for the Hα LF is more
tricky, since it is difficult to know if we are extract-
ing comparable samples of galaxies. There is no avail-
able z = 3 Hα LF, but if we adopt that compiled at
z = 2.2 in Hayes et al. (2010b), and set the lower limit
to 0.04L⋆, we obtain a luminosity of 4.6 × 10
41 erg s−1.
This corresponds to much higher unobscured SFR than
the lower UV limit at 3.5M⊙ yr
−1. However, the UV
and Hα-selection functions naturally recover galaxies of
different dust contents; if we translate these limits to
“true” SFRs for the respective samples, we obtain limits
of 2.6 and 6.0M⊙ yr
−1 for the UV and Hα, respectively.
These limits differ by a factor of over 2 in SFR, but still
are not able to account for the differing populations of
galaxies that survive the respective selection functions –
were the dustier galaxies that are selected by Hα able
to enter the UV-selected catalogues, the increased av-
erage dust content would bring these values even closer
together. We also argue that to some extent, the over-
all shape of the UV and Hα LFs must be governed by
the same physical processes and, regardless of the exact
dust content, selecting galaxies brighter than a certain
fraction of the characteristic luminosity should recover
objects with similar underlying SFRs. Ultimately this
argument is backed up in § 2.3 when we find very similar
UV- and Hα-derived SFRs in the local universe, and by
the very similar SFR densities derived by the two tracers
in Reddy et al. (2008) and Hayes et al. (2010b). Natu-
rally by cutting both LFs at the same fraction of L⋆, we
recover similar fractions of the luminosity density com-
pared with integration to zero (70 %).
For Lyα, the situation is more complicated still: cut-
ting at the same intrinsic SFR would mean that we do
not include Lyα emission at lower luminosities. This is
now not simply a matter of dust attenuation but also
includes radiation transport effects. Since we expect the
line to be systematically weakened, applying a cut at the
corresponding SFR to that of Hα or the UV would cause
us to miss much of this light. The best way to proceed,
therefore, is to adopt the same philosophy as above, and
adopt 0.04Lz=3⋆,Lyα. By selecting the LF of Gronwall et al.
(2007), we obtain a lower limit of 1.75 × 1041 erg s−1.
Should fLyαesc =1, this would correspond to an SFR of just
0.15M⊙ yr
−1. However, in Hayes et al. (2010a) we de-
termined a volumetric fLyαesc of just 5 %, and scaling this
SFR up by a factor of 20 brings it to 2.9M⊙ yr
−1, almost
perfectly into line with the UV-derived 2.6M⊙ yr
−1 dis-
cussed above. Naturally, this integration from 0.04L⋆
again includes ≈ 70% of the total luminosity density
(compared with integrating from zero).
In summary, selecting the optimal integration limits
is a non-trivial process, yet we argue that by adopting
these limits we should be selecting very similar samples of
galaxies, at least with respect to their unobscured SFR.
The lower limits are 4.36×1027erg s−1 Hz−1 (UV), 4.6×
1041 erg s−1 (Hα), and 1.75 × 1041 erg s−1 (Lyα). We
have insured that these limits include the bulk of the
luminosity density but are not dominated in uncertainty
by extrapolation in the faint end, although we have also
confirmed that integration to zero in fact has only very
minor effects on the final measurements of fLyαesc .
2.3. Compilation of the samples
All of the assembled data and the derived fLyαesc mea-
surements are summarized in Table 1 and Figure 1. The
measurements of EB−V relevant to each of the Hα or UV
measurements are derived from data in the same publica-
tion as the Hα or UV LF data themselves (with one ex-
ception, which is discussed in the following paragraph).
In this subsection we provide the necessary motivation
for our choices and comments on the various samples.
No instrumentation can perform a Lyα-selected survey
in the very nearby universe so we begin at z ≈ 0.2− 0.4
with the Lyα LFs presented in both Deharveng et al.
(2008) and Cowie et al. (2010). At these redshifts Hα
LFs are available, and therefore we proceed using Equa-
tion 2. We adopt the Hα LF of Tresse & Maddox
(1998), and correct it for dust attenuation by applying
the 1 magnitude of extinction that is representative of
local Hα-selected galaxies (Kennicutt 1992). For secu-
rity and consistency with higher redshift measurements,
we also examine the z = 0.3 UV LFs of Arnouts et al.
(2005), which we correct for dust using the method
of Meurer et al. (1999) and the β slope measured by
Schiminovich et al. (2005) in the same sample, finding
extremely consistent numbers.
Beyond the very nearby universe, no further Lyα infor-
mation is available before z = 2, where we adopt our own
measurement of fLyαesc = 5.3± 3.8 % (Hayes et al. 2010a),
based upon Hα and individually estimated EB−V .
It is already at this juncture in redshift that we lose
the possibility to use Hα, and therefore we proceed us-
ing published UV LFs and Equation 3. Our next step is
to take the Lyα LF of Cassata et al. (2010, 〈z〉 = 2.5)
which we contrast against the dust-corrected ρL,UV of
Reddy et al. (2008, 〈z〉 = 2.3). For this, and all sub-
sequent points from Cassata et al. (2010), we adopt the
values of L⋆ that are uncorrected for IGM attenuation.
It is reassuring that the measurements at z = 2.2 and
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z ≈ 2.5 (which are based upon Hα and UV, respectively)
give very consistent numbers. Furthermore, in a very re-
cent submission (Blanc et al. 2010) an additional Lyα
LF has been presented at 1.9 < z < 2.8, the integrated
Lyα luminosity density from which differs from our own
result by ≈ 25 %.
We then continue with the Reddy et al. (2008) UV
data at 〈z〉 = 3.05, which we use to compute fLyαesc for
the z = 3.1 Lyα samples of Gronwall et al. (2007) and
Ouchi et al. (2008).
At z ∼ 4 we have available Lyα LFs from Ouchi et al.
(2008, z = 3.7) and Cassata et al. (2010, z = 3.9),
and UV LFs from Bouwens et al. (2007, 〈z〉 = 3.8).
We also use the z = 4.5 and 4.86 Lyα LF points from
Dawson et al. (2007) and Shioya et al. (2009), which we
normalize by the dust-corrected UV point at z = 4.7
from Ouchi et al. (2004).
The next redshift to examine is the popular z ≈ 5.7
Lyα window. Here we adopt the UV datapoint from the
i−dropout sample of Bouwens et al. (2007, 〈z〉 = 5.9),
and the Lyα LF Ouchi et al. (2008, 〈z〉 = 5.7), which is
in good agreement with those of Shimasaku et al. (2006),
Ajiki et al. (2006), and Tapken et al. (2006). We also
add the highest redshift LF from Cassata et al. (2010)
at 〈z〉 = 5.65.
Finally we assemble a few z > 6 samples. We adopt the
z = 6.5 point from Ouchi et al. (2010, which includes the
sample of Kashikawa et al. 2006), and the measurement
of Iye et al. (2006) at z = 7.0, which has also been com-
piled in Ota et al. (2008). Here we adopt Bouwens et al.
(2010) UV measurement at 〈z〉 = 6.8 for comparison. It
should be noted that at this redshift the dust-corrected
and uncorrected measurements of Bouwens et al. (2010)
converge. We adopt the most optimistic estimate at z =
7.7 from Hibon et al. (2010), for which we interpolate be-
tween the Bouwens et al. (2010) z = 6.8 and 8.2 UV dat-
apoints. Hibon et al. (2010) present Schechter parame-
ters for four Lyα LFs, based upon various assumptions
about the rate of contamination by lower redshift galax-
ies. By assuming all of their candidates are real (their
sample a) we find a Lyα escape fraction of (33.5+50.6−33.5) %.
We also briefly examine their subsample b, in which only
four of the seven objects are real. For all of their sub-
samples, the numbers are insufficient to provide meaning-
ful errors on the luminosity density and by our standard
error procedure we derive fLyαesc =(22.2
+1707
−22.2 ) %. Further,
it should be noted that in the Hibon et al. (2010) sample,
the lower limits obtained on the Lyα equivalent width
are in the range 6–15A˚, with their continuum-detected
object showing WLyα=13A˚. Thus, at an acceptable con-
fidence limit, none of their seven objects would actually
survive the canonical WLyα cut of 20A˚ that is typically
employed in narrowband surveys. Including these data is
therefore not straightforward, but in order to treat them
as consistently as possible with the lower redshift points,
we have to set the z ≈ 7.7 Lyα escape fraction to zero,
but adopted a characteristic error of 50.6 % as derived
from their most optimistic sample. We note that this
limit is likely extremely high.
All of our measurements of fLyαesc are listed in Table 1
and shown graphically in Figure 1, which is the main
result of this paper.
2.4. Consistency (and inconsistency) between groups
It should always be borne in mind that we are compil-
ing results from different survey teams, who may adopt
different techniques for data reduction and photome-
try, derivation of the luminosity functions, and incom-
pleteness corrections. For example, Malhotra & Rhoads
(2004) find reasonable agreement at z ≈ 5.7 between
the narrowband-selected Lyα LFs of Rhoads & Malhotra
(2001); Ajiki et al. (2004) and the lensing-based sur-
vey of Santos et al. (2004). However, the z = 5.7
LF of Shimasaku et al. (2006), on which the study of
Kashikawa et al. (2006) is based (see § 5.2), find a strong
disagreement at the faint end between their own LF and
the compilation of Malhotra & Rhoads (2004). As com-
mented by Shimasaku et al. (2006) the likely cause for
this discrepancy lies in (a) the lack of incompleteness
corrections, which are unmentioned in any of the 2004
articles, (b) the differences in equivalent-width based se-
lection criteria, and (c) the large cosmic variance which
Ouchi et al. (2008) noted can be of factors of ≈ 2 in fields
as large as 1 square degree. Our results are sensitive to
all of these considerations.
It is only now that sufficiently large samples of Lyα-
emitting galaxies are presented in the literature for this
study to be undertaken, and we are now fortunate that
a good fraction of our data must contain internal self-
consistency. For example, three of our data-points at
(at z = 3.1, 3.7, 5.7) are drawn from a single paper
(Ouchi et al. 2008) in which the methodologies must be
internally consistent, and the basic trend can be seen
in these data alone. A fourth point at z = 6.6 comes
from Ouchi et al. (2010) where similar self-consistency
is to be expected. In the same fashion, three further
points are taken from Cassata et al. (2010) where inter-
nally the same methodology must have been adopted at
each redshift. It is certainly encouraging that, for ex-
ample at z = 5.7 the measurements of fLyαesc based upon
Cassata et al. (2010) and Ouchi et al. (2008) are prac-
tically indistinguishable, despite the fact that they are
based upon completely different methods: blind spec-
troscopy and narrowband imaging, respectively. The
z = 2.2 and 2.5 points of Cassata et al. (2010) and
Hayes et al. (2010a) are similarly indistinguishable, as
(and also robust against the same fundamental method-
ological difference of blind spectroscopy vs narrowband
imaging), are the z = 3.1 points of Ouchi et al. (2008)
and Gronwall et al. (2007) (both narrowband imaging).
Any study of the galaxy population benefits by target-
ing spatially disconnected, independent pointings in or-
der to beat down cosmic variance. By adopting the stud-
ies of various authors pointed all over the extra-galactic
sky, this study is able to benefit from the inclusion of a
large number of independent fields.
3. GENERAL RESULTS
3.1. The evolution of fLyαesc
Figure 1 reveals a general and significant trend for fLyαesc
to increase with increasing redshift. Beginning in the
very local universe we see fLyαesc ∼ 0.01 or lower for nearby
star-forming objects. This increases to around≈ 5−10 %
by redshift of ≈ 3 − 4, and further to ≈ 30 − 40 %
by redshift 6. In order to quantify this trend we fit
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TABLE 1
Lyman-alpha escape fractions with redshift
Lyα quantities Intrinsic quantities Derived results
z Ref ρ˙⋆ z Ref EB−V ρ˙⋆ f
Lyα
esc [ % ] Comment
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Estimates based upon Lyα and Hα luminosity functions ..........
0.2–0.35 De 08 (3.79 ± 1.69) × 10−4 0.2–0.35 TM 98 0.33 (0.0303 ± 0.017) (1.25 ± 0.90) 1 mag at Hα
0.2–0.4 Co 10 (8.33 ± 2.60) × 10−5 0.2–0.35 TM 98 0.33 (0.0303 ± 0.017) (0.275 ± 0.18) 1 mag at Hα
2.2 Ha 10 · · · 2.2 Ha 10 0.22 · · · (5.3± 3.8) Multi dimensional M.C.
Estimates based upon Lyα and UV luminosity functions ..........
2.5 Ca 10 (7.08 ± 0.81) × 10−3 〈2.3〉 Re 08 0.15 (0.201 ± 0.022) (3.51 ± 0.56)
3.1 Gr 07 (8.50 ± 5.32) × 10−3 〈3.05〉 Re 08 0.14 (0.116 ± 0.017) (7.33 ± 4.71)
3.1 Ou 08 (5.54 ± 2.91) × 10−3 〈3.05〉 Re 08 0.14 (0.116 ± 0.017) (4.78 ± 2.61)
3.7 Ou 08 (4.78 ± 1.14) × 10−3 〈3.8〉 Bo 09 0.14 (0.089 ± 0.011) (5.36 ± 1.43)
3.8 Ca 10 (8.71 ± 1.00) × 10−3 〈3.8〉 Bo 09 0.14 (0.089 ± 0.011) (9.77 ± 1.64)
4.5 Da 07 (3.22 ± 1.25) × 10−3 〈4.7〉 Ou 04 0.075 (0.025 ± 0.011) (12.6 ± 7.17)
4.86 Sh 09 (2.35 ± 3.17) × 10−3 〈4.7〉 Ou 04 0.075 (0.025 ± 0.011) (9.24 ± 13.0)
5.65 Ca 10 (8.53 ± 3.44) × 10−3 〈5.9〉 Bo 09 0.029 (0.022 ± 0.005) (38.1 ± 17.2)
5.7 Ou 08 (6.76 ± 4.77) × 10−3 〈5.9〉 Bo 09 0.029 (0.022 ± 0.005) (30.2 ± 22.2)
6.6 Ou 10 (4.73 ± 1.24) × 10−3 6.5 Bo 07 0.012 (0.016 ± 0.008) (30.0 ± 17.8) UV Interpolated
7.0 Iy 06 (1.07 ± 1.16) × 10−3 7.0 Bo 09 0.010 (0.012 ± 0.008) (8.96 ± 11.5) UV Interpolated
7.7 Hi 10 (0+88.5
−0 )× 10
−3 7.7 Bo 10 0.0 (0.005 ± 0.002) (0+50.6
−0 ) UV Interpolated
Note. — For the Hα-based estimates, we use the integrated luminosity densities directly; SFRD measurements are presented just
for homogeneity with the UV estimates. ρ˙⋆ units of are M⊙ yr
−1 Mpc−3 and EB−V is in magnitudes. The references are ex-
panded as: Bo 09=Bouwens et al. (2009a); Ca 10=Cassata et al. (2010); Co 10=Cowie et al. (2010); Da 07=Dawson et al. (2007);
De 08=Deharveng et al. (2008); Gr 07=Gronwall et al. (2007); Ha 10=Hayes et al. (2010a); Hi 09=Hibon et al. (2010); Iy 08=Iye et al.
(2006); Ou 04=Ouchi et al. (2004); Ou 08=Ouchi et al. (2008); Ou 10=Ouchi et al. (2010); Sh 09=Shioya et al. (2009); Re 08=Reddy et al.
(2008); TM 98=Tresse & Maddox (1998). References for EB−V measurements are the same as for the intrinsic star-formation rate density
(I.e. that listed in the 5th column) with the exception of the 〈z〉 = 0.3 points in which EB−V is adopted from Kennicutt (1992).
an analytical function to these data-points, choosing a
power-law of the form fLyαesc (z) = C · (1+ z)
ξ – we obtain
coefficients of C = (1.67+0.53−0.24) × 10
−3; ξ = (2.57+0.19−0.12).
Note that we do not include any z > 6 points in our
fit since previous studies suggest that it is around this
redshift that an appreciable fraction of the intergalac-
tic hydrogen becomes neutral, and may in principle af-
fect the Lyα LF. For more discussion on this see § 5.2.
To insure that the fit is not biased by the presence of
two z ≈ 0.3 points that lie around 8 Gyr from z ≈ 2,
we repeat the fit after excluding these points, finding
C = (4.79+5.68−0.69) × 10
−4; ξ = (3.38+0.10−0.37). Clearly the fit
is affected by these points, but their exclusion actually
results in a more rapid evolution with redshift.
Beyond redshift 6 the apparent trend begins to break
but it is initially very slow. Over the redshift interval
of 5.7 to 6.5, fLyαesc stabilizes, but decreases again to just
≈ 10 % at z = 7. The redshift 7 point from Iye et al.
(2006) is confirmed, whereas none of the sample of red-
shift 7.7 candidates from Hibon et al. (2010) have confir-
mations by spectroscopy, and this upper errorbar must
be regarded as an optimistic upper limit.
Finally, we perform a simple experiment with the best-
fit relationship to the fLyαesc −z trend, and extrapolate to
estimate the redshift at which fLyαesc reaches unity. This
would carry the implication that the ISM of the aver-
age galaxy has become effectively devoid of dust, and
since dust is a byproduct of the star-formation process,
must also correspond to a time of approximately primeval
star formation. It is interesting, therefore, that we find
fLyαesc =1 at z = 11.1
+0.8
−0.6, which is consistent with the
redshift of the instantaneous reionization of the Universe
based upon W-MAP data (z = 11 ± 1.4; Dunkley et al.
2009).
3.2. Comparison with the literature
Naturally this is not the first time that fLyαesc has been
estimated and several other studies based on a wide ar-
ray of methods have attempted to pin down the same
quantity at different redshifts.
For example, at redshifts of 5.7 and 6.5, we compute
fLyαesc of around 40 % and 30 %, respectively. Based
upon the fitting of spectral energy distributions (SED)
to stacked broadband fluxes, Ono et al. (2010) estimate
fLyαesc = (36
+68
−35) % and (4
+180
−3.8 ) at the same redshifts. Al-
though derived from an interesting approach, the uncer-
tainties are still too large to provide a useful comparison.
Like us, Nagamine et al. (2008) compared observed
Lyα LFs (Ouchi et al. 2008, in this case, which we also
use) with intrinsic estimates, having derived this intrin-
sic LF from smoothed particle hydrodynamical (SPH)
models of galaxy formation. They adopt two methods
of scaling the intrinsic to the observed LFs, the first of
which they call ‘escape fraction’, which is a scaling to
the datapoints along the luminosity axis, and assumes
all galaxies have the same fLyαesc . This method finds
fLyαesc =10 % at z = 3, which is certainly consistent with
our estimates based on the z = 3.1 LF of Gronwall et al.
(2007) and similar to, but slightly higher than our esti-
mate based on Ouchi et al. (2008). At z = 6 however,
Nagamine et al. (2008) require an escape fraction of just
15 % which is lower than our estimates of 30−40 %, and
discrepant with our estimates at around the 2σ level.
Nagamine et al. (2008) also test a ‘duty-cycle’ scenario
(an LF scaling along the Φ axis) in which only a frac-
tion of the SPH galaxies are ‘on’ as Lyα-emitters but
emit 100 % of their Lyα photons. Note that in these two
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Fig. 1.— The redshift evolution of fLyαesc . Publication codes are listed in the footnote to Table 1. z = 3.1 and 5.7 points have been
artificially shifted by ∆z = 0.08 for clarity. The point from (Hibon et al. 2010) takes, according to our definition, a value of zero. It is
therefore displayed at a value of 0.002 to permit visualization on a logged axis. The solid red line shows the best fitting power-law to points
between redshift 0 and 6, which takes an index of ξ = 2.6 and is clearly a good representation of the observed points over this redshift
range. It intersects with the fLyαesc =1 line (dotted) at redshift 11.1.
extreme scenarios, there is no requirement for the inte-
gral over the scaled LF to be equivalent. Nagamine et al.
(2008) present duty cycles of 0.07 and 0.2 at z = 3 and 6,
respectively. However, before they compute these scal-
ings the observed LFs are shifted along the luminosity
axis by IGM attenuation factors of 0.82 (z = 3) and 0.52
(z = 6), which also need to be applied for a compari-
son with our estimate. Thus in the duty cycle scenario,
the volumetric escape fractions that one would infer from
the study of Nagamine et al. (2008) are 6 % at z = 3 and
10 % at z = 6. Again this agrees very well with our mea-
surement at z ≈ 3 but compared with our estimates at
z = 6 is an underestimate of around the same magnitude
as their escape fraction method.
In contrast, using similar SPH galaxy formation mod-
els but modified prescriptions for Lyα production and
transmission, as well as a different reionization history,
Dayal et al. (2009) find Lyα escape fractions of 30 % at
both z = 5.7 and 6.5, which corresponds exactly with our
measurements. Similar values of fLyαesc ∼ 23–33% have
also been obtained in the follow-up work of Dayal et al.
(2010), although they include also an IGM transmission
of Tα = 0.48. Throughout this paper we have made sure
not to apply any IGM correction, since the value of Tα
remains poorly constrained, even theoretically, and from
an observational perspective there is no strong evidence
for exactly how close the IGM comes to a narrow Lyα
line. As with the Madau (1995) prescription, it is likely
that this IGM transmission is too low when considering
lines that are systematically redshifted by the kinemat-
ics of the ISM, which would drive up these theoretical
estimates of the Lyα escape fraction.
Adopting a similar method of LF scaling by luminosity,
Le Delliou et al. (2005) found that an escape fraction of
2 % was sufficient to match observed Lyα LFs with their
predictions based upon semi-analytical models between
z = 2 and 6, with the same machinery able to predict the
clustering properties of Lyα emitters (Orsi et al. 2008).
This is at the lower end of being consistent with our z = 3
measurements, and should the same escape fraction hold
at z = 0.3, would also be consistent with our estimates
in the nearby universe. However, the Le Delliou et al.
(2005) escape fraction is highly inconsistent with our es-
timates at higher redshift. These semi-analytical models,
using the prescription of Baugh et al. (2005), categorized
star-formation as occurring in two discrete modes, with
a normal Salpeter IMF (α = −1.35) assigned to quies-
cent star-formation and a flat IMF (α = 0) for bursting
systems. This flat IMF increases the ionizing photon
production at a given SFR by a factor of ten and was
implemented as a requirement in order to reproduce the
population of sub-mm selected galaxies at z > 2. How-
ever as noted by Le Delliou et al. (2006), the fraction of
total star-formation that occurs in bursts increases from
5 % at z = 0 to over 80 % at z = 6, and thus their
model implies that by the z = 5.7 points, effectively
all stars are formed in environments where ionizing pho-
tons are greatly over-produced compared to the present
day. However, should this requirement of the flat IMF be
removed and Salpeter applied throughout, the intrinsic
rate of production of ionizing photons would be decreased
by a factor of 3 at z = 3.1 where the star-formation is
shared evenly between bursting and quiescent systems.
This would bring the fLyαesc estimate to 11 % at this red-
shift. At z = 6, fLyαesc =16 % would be found by replacing
the flat IMF with Salpeter. These numbers are indeed
very similar to the SPH models of Nagamine et al. (2008)
but inconsistent with those of Dayal et al. (2009) and our
own estimates based upon observation. It is interesting
to point out, however, that the IMF assumption has lit-
tle effect on the z ≈ 0.3 points where, in their model, the
quiescent mode of star-formation dominates.
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3.3. Possible physical explanations
The evolution in measured fLyαesc is substantial, cov-
ering approximately two orders of magnitude, and no
doubt holds vital information about the physical nature
of galaxies at various cosmic epochs. As we will show in
§ 5, the most likely explanation for this evolution is the
decrease of the average dust content of galaxies. However
from a physical perspective many effects may enter. For
example, galaxies may also contain less neutral hydro-
gen to scatter photons, show faster outflows, or become
more clumpy. The inferred increase may alternatively
be mimicked by galaxies becoming younger on average,
having low and decreasing metallicities, or forming stars
with IMFs that become more biased in favor of mas-
sive, ionizing stars. On the other hand, the scattering of
Lyα photons by a neutral IGM, and the general leakage
of ionizing photons (LyC) are expected to increase with
increasing redshift, and would both serve to lower the
perceived Lyα escape fraction (although the “true” fLyαesc
of galaxies, i.e. before the IGM, would not be affected).
Regrettably we are not able to measure any of these
quantities directly from this compilation of data. We
have, however, assembled data that show a number of
trends with redshift: the Lyα and UV luminosity densi-
ties and the dust contents. These we have combined to
show how fLyαesc evolves, yet in order to extract the maxi-
mum of information from these, we need to examine an-
other possible trend: how fLyαesc correlates with dust con-
tent. Thus we delay a detailed discussion of what drives
the fLyαesc –z trend until § 5 and now proceed to discuss
the effects of radiation transport and dust absorption.
4. THE Lyα ESCAPE FRACTION AND ITS DEPENDENCIES
That Lyα photons undergo a complex radiation trans-
port, in which a large number of parameters enter, is
well-known but poorly understood from an empirical an-
gle. Transport is thought to be affected by dust content
(Atek et al. 2008, 2009; Hayes et al. 2010a), dust geom-
etry (Scarlata et al. 2009), Hi content and kinematics
(Kunth et al. 1998; Mas-Hesse et al. 2003; Shapley et al.
2003; Tapken et al. 2007), and geometry/neutral–ionized
gas topology (Neufeld 1991; Giavalisco et al. 1996;
Hansen & Oh 2006; Finkelstein et al. 2008, 2009). Un-
fortunately, Hi masses remain impossible to measure di-
rectly beyond the very local universe. Kinematic mea-
surements of the neutral ISM can be obtained at high-
redshift, but require deep absorption line spectroscopy
against the vanishing continuum of Lyα-selected galax-
ies and thus are prohibitively expensive for large samples
of individual galaxies. We are therefore effectively lim-
ited, when targeting statistically meaningful samples, to
examining Lyα emission against the dust content, and
have to infer information about the remaining quantities
by secondary analysis.
Significant anti-correlations between fLyαesc and EB−V
have been presented in four recent papers, all of which
invoke different selection functions and employ differ-
ent methods of analysis. Firstly, Verhamme et al. (2008)
used radiation transport modelling of spectrally resolved
Lyα features in a sample of LBGs between redshift
2.8 and 5 to estimate both dust attenuation and fLyαesc .
Based upon the Balmer line ratio (Hα/Hβ), Atek et al.
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Fig. 2.— Literature compilation of fLyαesc vs EB−V . The codings
in the legend are: Ha 10=Hayes et al. (2010a); Ko 10=Kornei et al.
(2010). Solid circles from Hayes et al. (2010a) are six objects for
which we have detections in both Lyα and Hα. Caret down markers
are Hα emitters that were undetected in Lyα and hence presented
as upper limits, while caret up markers are Lyα galaxies for which
Hα lies below the detection limit and are hence presented as lower
limits. Errorbars are removed from the plot to aid readability,
but the average errors from the common detections of Hayes et al.
(2010a) are shown by the singular black point with errorbars. For
further information the reader is referred to Figure 3 of Hayes et al.
(2010a). The red lines show various conversions between the ob-
served stellar EB−V and f
Lyα
esc . The dotted line shows the standard
Calzetti et al. (2000) prescription, the dashed line shows the 1 di-
mensional fit to the data from Hayes et al. (2010a) and the solid
line a 2 dimensional fit described in the text.
(2009) computed fLyαesc and nebular reddenings based
upon purely nebular physics in a sample of nearby
Lyα-selected galaxies. Were Hα and Hβ observations
available in the distant universe, this method would
be the ideal one by which to proceed. More recently,
Kornei et al. (2010) performed a similar experiment in
a sample of redshift ∼ 3 Lyα-emitting LBGs, in which
dust attenuation and intrinsic Lyα luminosities were es-
timated from modelling of the SED. Finally in sample of
redshift 2 Lyα- and Hα-selected galaxies, we also used
SED modeling to estimate EB−V but estimated the in-
trinsic Lyα production from the dust-corrected Hα lumi-
nosity (Hayes et al. 2010a).
In Figure 2 we show a compilation of the fLyαesc and
EB−V points from Kornei et al. (2010) and Hayes et al.
(2010a). Here we adopt only these two data-sets since
they involve similar computations of EB−V but include
Lyα, Hα, and UV selection and should be broadly rep-
resentative of the general galaxy populations under con-
sideration in this paper. These two studies both per-
form full SED fits, but use them in different ways, with
Kornei et al. (2010) requiring the intrinsic ionizing pho-
ton budget to estimate fLyαesc and Hayes et al. (2010a)
using only the EB−V estimate to correct Hα for the dust
attenuation. Thus the Kornei et al. (2010) points are in
principle expected to be more sensitive to the standard
set of assumptions in population synthesis (IMF, stellar
atmosphere models, etc). However a substantial overlap
between the two populations is clear in Figure 2, with the
two populations occupying a very similar region of the
fLyαesc –EB−V plane (the fact that we find more galaxies
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at higher EB−V is due to the fact we find redder galax-
ies by Hα selection than is possible using the UV-biased
Lyman-break criterion).
The dotted line shows the dust attenuation prescrip-
tion of Calzetti et al. (2000) which should be valid in
the case of no Lyα scattering and a simple dust screen.
This line is described by fLyαesc = 10
−0.4·EB−V ·k1216 , where
k1216 = 12. Very few points lie above this line and all
are likely placed there by statistical scatter. Indeed, this
line sets an approximate upper limit to the datapoints,
which extends in the direction of lower fLyαesc due to radia-
tion transport effects increasing the effective dust optical
depth seen by Lyα.
In attempts to quantify the effects of resonance scatter-
ing and dust absorption, the studies of Verhamme et al.
(2008), Atek et al. (2009), and Hayes et al. (2010a) all fit
linear relationships to the datapoints on the log(fLyαesc )–
EB−V plane, assuming no a priori information about
the dust. These studies all used a functional form of
fLyαesc = 10
−0.4·EB−V ·kLyα , where kLyα (the single free pa-
rameter of the fit) is an effective extinction co-efficient for
Lyα, and thus includes both scattering and absorption.
Both at high-z, the studies of Verhamme et al. (2008)
and Hayes et al. (2010a) found effectively the same value
of kLyα=17.8, which runs significantly steeper than the
Calzetti et al. (2000) relationship as Lyα photons are
preferentially attenuated. This is shown by the dashed
line in Figure 2.
These formalisms force the fits to conform to fLyαesc =1
at EB−V=0, and technically it is true that if there is ex-
actly zero dust, Lyα photons cannot be absorbed by dust.
However, the very presence of Lyα photons implies that
star-formation must be occurring and, after just ∼ 3 Myr
of star-formation, dust produced in supernovae would be
returned to the ISM and the optical color excess ceases to
be a good proxy for dust. It is well-known that Lyα can
be strongly suppressed even when miniscule amounts of
dust are present (e.g. Hartmann et al. 1984; Kunth et al.
1994; Thuan & Izotov 1997; O¨stlin et al. 2009) and as
Figure 2 shows some galaxies have fLyαesc =10% with no
measurable UV attenuation. Indeed, many star-forming
galaxies show little or no attenuation in front of their
ionizing clusters but substantially attenuated nebular
regions. This is the origin of the factor of 2.2 differ-
ence between stellar and nebular measurements of EB−V
(Calzetti et al. 2000), but at a very low UV stellar at-
tenuation of EB−V≈ 0 applying a factor of two is not
meaningful and nebular lines in general – and Lyα in
particular – may be heavily attenuated. It is unfortu-
nate that at high-z the UV continuum is our only proxy
for the dust content as we indeed expect to be surveying
redshifts at which the stellar attenuation indeed falls to
∼ 0 (e.g. Bouwens et al. 2009a).
To account for these factors we now proceed to
relax the requirement of the fit passing through
(EB−V ,f
Lyα
esc )=(0,1) and re-fit the combined datasets of
Kornei et al. (2010) and Hayes et al. (2010a) using the
following expression
fLyαesc = CLyα · 10
−0.4·EB−V ·kLyα . (4)
This expression takes the same form as the standard
dust-screen prescription, with coefficient kLyα, but adds
the additional free parameter of CLyα, the factor by
which fLyαesc is scaled down. As in Hayes et al. (2010a)
we use Schmidt’s binned linear regression algorithm
(Isobe et al. 1986), since it permits the combination of
data-points and limits in both directions. For kLyα we
obtain a value of 13.8, which is much more similar to
the value of 12.0 obtained from Calzetti et al. (2000)
at the wavelength of Lyα. However, we also obtain
CLyα=0.445, indicating we expect f
Lyα
esc to be around
50 %, even when there is no measurable dust attenuation
on the stellar continuum. This is in fact a more plausible
scenario since the effect of scattering by neutral hydrogen
is not expected to depend on the dust content itself. This
fit is shown by the solid red line in Figure 2. Again the
points of Kornei et al. (2010) and Hayes et al. (2010a)
are subject to different assumptions that enter the pop-
ulation synthesis. However, for the reasons outlined pre-
viously in this subsection and the similarity between the
distributions, we do not expect these quantities to be
strongly subject to these assumptions.
It is not necessarily straightforward to define a
goodness-of-fit measurement to compare the quality of
the three fits, given the large number of upper- and lower-
limits in this dataset. Thus we define our own normalized
r.m.s. statistic (rmsn), as:
rmsn =
√√√√ 1
N
N∑
i
(
fmeasi − f
EBV
i
fmeasi
)2
(5)
where fmeasi is the i
th measured Lyα escape fraction,
fEBVi is the i
th Lyα escape fraction predicted from
EB−V , and N is the number of data-points. However
in order to treat the limits, we permit a point to con-
tribute to the summation only if that limit is violated.
We appreciate that this is a non-standard statistic, but
it does enable a quantitative measure of the goodness-of-
fit that is philosophically not too far removed from more
commonplace statistics. Adopting the fLyαesc –EB−V rela-
tions derived from Calzetti et al. (2000), the one param-
eter fit from Hayes et al. (2010a) and the two parameter
fit from this work, we compute rmsn = 1.85, 1.02, and
0.66, respectively.
We have now assembled information about three
trends: the observed redshift evolution of fLyαesc ; the ob-
served redshift evolution of the dust content of galaxies;
and the observed relationship between fLyαesc and dust
content. We will next show that we are able to syn-
thesize these points to infer some general trends in the
evolution of galaxies.
5. ON THE EVOLUTION OF fLyαesc
5.1. Redshifts 0–6: the upwardly evolving escape
fraction and the properties of galaxies
5.1.1. The evolving dust content of galaxies
We showed in the previous section that fLyαesc of in-
dividual galaxies is anti-correlated with the measured
EB−V (Figure 2). Given that the typical EB−V evolves
with redshift (see Table 1), we may indeed expect a pos-
itive correlation between fLyαesc and redshift. This is ex-
actly what Figure 1 shows, where it is clear that the
Lyα escape fraction increases smoothly and monotoni-
cally out to z ∼ 6. Thus it appears that this increase in
fLyαesc is the result of the dust content of the star-forming
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Fig. 3.— Same as Figure 1, but zoomed onto the relevant region.
The red lines show the Lyα escape fractions that would be pre-
dicted based upon the values of EB−V that have been measured in
the respective Hα and UV samples (listed in Table 1), and using the
various conversions between measured EB−V and f
Lyα
esc described
in the text. The dotted line represents the dust attenuation law of
Calzetti et al. (2000), the dashed line the 1 dimensional empirical
fit to the data of Hayes et al. (2010a), and the solid line a 2 di-
mensional fit to the data described in § 4. Using the 2 dimensional
fit, a remarkably good agreement is seen between observations and
prediction between redshifts 0 and 6.5.
galaxy population decreasing with redshift. We now take
the measured values of EB−V from the various samples
(listed in Table 1), and use them to compute the fLyαesc
that would be expected, from the three conversions be-
tween EB−V and f
Lyα
esc discussed in the previous section
[Calzetti et al. (2000), an empirical fit with one free pa-
rameter (Hayes et al. 2010a), and an empirical fit with
two free parameters]. We show the measured escape frac-
tions together with these predictions in Figure 3.
We first discuss the predictions based upon the
Calzetti et al. (2000, red dotted line), which is clearly
discrepant with the observations at around the 3σ level
at every redshift. Obviously this is to be expected since
Lyα photons resonantly scatter and it is unlikely that
the dust is distributed in a uniform screen. The one di-
mensional fit from Hayes et al. (2010a) offers substantial
improvement and is able to describe the observations be-
tween redshifts 0 and 4. This reasoning is circular for
the redshift 2 points where the fLyαesc –EB−V relationship
was derived, but we stress the tautology is present only
at this redshift. This relationship is not able to explain
any of the datapoints at redshift above 4, where it sys-
tematically over-predicts the Lyα escape fraction.
As redshift increases the dust content of galaxies is
clearly shown to change and, could we plot Figure 2 at
redshifts higher than 3, we could expect galaxies to clus-
ter successively further towards the upper left corner of
the plot. Since the Hayes et al. (2010a) fLyαesc –EB−V fit is
forced through the (EB−V ,f
Lyα
esc )=(0,1) coordinate and a
high value of kLyα is found, the predicted escape fraction
evolves very quickly with redshift. Indeed, these predic-
tions evolve much faster than the data, as fLyαesc is forced
for unphysical reasons towards unity.
When we introduce the new fLyαesc –EB−V fit with two
free parameters and allow CLyα 6= 1, the agreement be-
tween the measured and observed Lyα escape fractions
is striking: it agrees with essentially every datapoint,
within the errorbars, between redshift 0 and 6.6. We
should point out that it is not clear that the use of the
average EB−V for a sample should by necessity repro-
duce the volumetric escape fraction. Due to variations of
the dust contents and ISM of individual galaxies, and the
associated impact upon the transfer of Lyα and the selec-
tion of galaxies, it is possible that the average fLyαesc could
have been skewed substantially from the data-points. In-
deed, close examination of the fLyαesc –EB−V relationship
(CLyα=1; kLyα=17.8) from Hayes et al. (2010a) reveals
that it does not perfectly intersect the center of the fLyαesc
datapoint (z = 2.2 point in Figure 3) from the same sur-
vey, despite fLyαesc , average EB−V , and the coefficients of
the fLyαesc –EB−V relationship all having been derived en-
tirely from this one dataset. This most likely results from
the weighting across the population from which the aver-
age EB−V is computed (the representative EB−V is not
an average weighted by the intrinsic Lyα luminosity), ex-
actly the effect under discussion. However, the fact that
such tight agreement is seen between the observational
estimates and those derived from our fit suggests that
such a bias in the selection of the populations is not at
play here.
Again we stress that the relationship we derived be-
tween fLyαesc and EB−V in § 4 includes the effects of res-
onance scattering, and thus in some manner the neu-
tral gas content, its kinematics and relative geometry all
enter the relationship, which holds even when the mea-
sured optical color excess on the stellar continuum is zero.
There is no reason to assume that these quantities are
constant with redshift and we could, for example, envis-
age situations where the gas content, feedback properties,
or clumpiness evolve and thereby change kLyα or CLyα.
However the tight agreement between our observed fLyαesc
values and those computed from the fLyαesc -EB−V rela-
tionship provides no evidence for the evolution of these
properties (at least if the gas content does change it does
not take part in the Lyα scattering process). The evolu-
tion of fLyαesc across almost the entire observable universe
can be explained cleanly within the confines of this sim-
ple model, as mainly due to a dust content that evolves
with redshift.
5.1.2. Other effects
We need to interpret an increase in the global fLyαesc
of galaxies by a factor of ∼ 4 between z = 2 and 6, and
naturally if something were to alter the intrinsic Lyα/UV
ratio of galaxies by this factor, the evolution in fLyαesc
could be mimicked.
For example, there is evidence that the WLyα distribu-
tion of galaxies changes with increasing redshift: high-
WLyα objects become relatively more abundant (e.g.
Gronwall et al. 2007 c.f. Shimasaku et al. 2006; also
Ouchi et al. 2008), and thus pure selection may explain
the trend. However, theWLyα distributions at z = 2 and
3 suggest a maximum of ∼ 20 % of the total luminosity
density will be lost by non-selection of 0 < WLyα < 20 A˚
galaxies, and such a selection bias can certainly not ex-
plain the magnitude of the trend observed here.
It may also be argued that lower metallicities or a flat-
tening of the IMF may explain the trend. However,
between solar and 1/50 solar metallicity the increase
of WLyα for constant SFR, a measure of the relative
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Lyα/UV output, is less than 50 % (Raiter et al. 2010),
insufficient to explain the observed increase of fLyαesc . To
explain an increase by a factor ∼ 4 would require a de-
crease of the average metallicity from solar down to less
than 10−3 solar (Raiter et al. 2010), which seems highly
unlikely.
One would also assume that a relatively higher frac-
tion of genuine primeval galaxies would be discovered as
redshift increases, and a substantial (∼ 3-fold) enhance-
ment of Lyα/UV may arise from preferential selection
of extremely young systems (e.g. Charlot & Fall 1993;
Schaerer 2003). To get this kind of enhancement a galaxy
must either be observed at an age below ∼ 10 Myr or,
should an episode of star-formation occur superimposed
atop an aged stellar population, sufficient time must have
elapsed for that population to fade in the UV. For this
UV fading to occur, punctuated bursts of star-formation
would need to be separated by around the UV equilib-
rium timescale of ∼ 100Myr. At z = 6 the Universe
has an age of 1 Gyr and even if all star-formation were
to occur in individual bursts, the chance of catching an
individual galaxy at this time would be around 10 %.
Thus, integrated over the entire galaxy population the
application of such a sampling bias also seems quite im-
plausible.
We may expect at some point over this cosmic evolu-
tion, that galaxies start to leak a substantial fraction of
their ionizing photons (fLyCesc ). Indeed as we approach
the middle of the epoch of reionization, the reionization
processes itself dictates that this must be true, and we
may expect at lower redshifts (e.g. 4–6) that a substan-
tial population of galaxies may remain with an ISM that
permits high fLyCesc . In addition, across approximately the
same redshift domain we may expect the thickening neu-
tral phase of the IGM to start to suppress Lyα. Both of
these effects would act to lower the perceived Lyα escape
fraction by either draining ionizing photons or scattering
Lyα. Although we are not able to tell whether these
effects become significant at z ∼ 4 − 6, if they do be-
come important then the intrinsic Lyα escape fractions
of these galaxies will be still higher than we measure8.
It may be argued that the measured Lyα fluxes (and
hence the Lyα luminosity density) could be underesti-
mated due to the spatial extension of Lyα, and that
some of the observed redshift trend could be due to
this (e.g. Loeb & Rybicki 1999; Zheng et al. 2010). Al-
though a somewhat larger spatial extension of Lyα com-
pared to the UV continuum has been noted in some
surveys (e.g. Nilsson et al. 2009; Finkelstein et al. 2010),
stacking analysis in other Hubble Space Telescope im-
ages reveals the Lyα emission to be spatially compact,
with only a small fraction of the integrated luminos-
ity lost to aperture effects (Bond et al. 2010). There-
fore it seems very unlikely that this could lead to a
significant underestimate of the Lyα flux, which would
mimic the apparent trend of increasing Lyα escape frac-
tion with redshift. The main reasons are the follow-
ing. First, the photometric apertures typically used
for the narrowband images taken from the ground are
8 For example, assuming that half of the Lyα flux is lost due to
scattering in the IGM the “intrinsic” value of fLyαesc out of galaxies
would be higher by a factor 1.22 (1.92) at z ∼ 3 (6), assuming the
average IGM opacity of Madau (1995).
several times larger than the FWHM of the Lyα emis-
sion and several studies apply the same method at sev-
eral redshifts (e.g. between z ∼ 3 and 6, Ouchi et al.
2008). Second, several independent measurements using
both imaging and spectroscopy reveal the same trend
between z ∼ 2 and 6 (Ouchi et al. 2008; Cassata et al.
2010; Stark et al. 2010a), and also over a smaller red-
shift range (Reddy et al. 2008). Third, it is well-known
that in individual Lyα-selected systems at redshifts 2–3,
the SFR inferred by comparing Lyα and UV radiation is
frequently found to be comparable (Guaita et al. 2010;
Nilsson et al. 2009; Ouchi et al. 2008). Finally, some of
the brightest Lyα-emitting objects on the sky – where the
order-of-magnitude fainter low surface brightness scat-
tered emission should become apparent – also seem to be
spatially compact (e.g. Westra et al. 2006). These obser-
vational lines of evidence all argue against an important
loss of Lyα photons related to its spatial extension.
At z ∼ 0.2 − 0.3 the Lyα emitting samples have been
carefully constructed from surveys using GALEX slit-
less spectroscopy of NUV continuum selected objects
(Deharveng et al. 2008; Cowie et al. 2010). Given its rel-
atively low spatial resolution (∼ 5′′) the Lyα flux mea-
surement of individual sources should not be affected by
possible differences in the spatial extension. Further-
more, blending affects only 10% of the sources, accord-
ing to Cowie et al. (2010). Finally, comparing number
counts of GALEX sources with/without Lyα emission
these authors have also shown that the Lyα emitters
represent only ∼ 5 % of the NUV-selected continuum
sources, a fraction significantly lower than the 20–25%
derived for z ∼ 3 LBGs by Shapley et al. (2003). In
other words, a low escape fraction at low-z is not only
obtained from the ratio of the UV and Lyα luminosity
density, but also from direct inspection of NUV contin-
uum selected objects.
Finally, as discussed in § 2.2, our assumed limits of in-
tegration may introduce an overall bias into the data. For
both the Lyα- and UV-selected populations, the char-
acteristic luminosity of the LF (L⋆) is known to evolve
with redshift. Thus selecting a constant lower limit at all
redshifts may result in an artificial evolution. Firstly it
should again be noted that our fixed lower limits apply
to both the numerator and denominator (Lyα and UV
LFs; in Equation 1) and to first order will cancel. Sec-
ondly, the evolution of both Lyα and UV LFs follows a
similar pattern, starting low in the nearby universe and
increasing rapidly to z = 2 or 3, from where they be-
gin to decline in the direction of the highest redshifts
(with the Lyα LF declining slower than that of the UV
in this range). Thus were this effect to be significant, and
also not to cancel as just suggested, we would expect a
strong upwards evolution from z ≈ 0 to 2 which we do
see, followed by a slow decline to higher redshift, which
is certainly not reflected in the data.
In short, the various methods and arguments all point
clearly towards a significant evolution of the Lyα space
fraction with redshift. The main uncertainty affecting
the precise absolute value of fLyαesc is probably due to
statistical uncertainties in the LFs and to the simple ex-
tinction correction applied to derive it, not possible Lyα
losses due to apertures.
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5.2. The downwardly evolving escape fraction and the
properties of the intergalactic medium
Beyond a redshift of around 5.7, the measured value of
fLyαesc begins to decline, although initially this decline is
weak and the deviation from our best-fit relationship at
redshift 6.5 is not significant. Adding the z = 6.5 point
of Ouchi et al. (2010) and Kashikawa et al. (2006) to our
fit does not change the result. However the z = 7 point
lies at just 8 %, and is around 2σ below both the best-
fit fLyαesc –z relationship (Figure 1) and the predictions
at this redshift based upon the fLyαesc –EB−V relationship
(Figure 3). The z = 7.7 point formally takes the value of
fLyαesc =0, and is presented with an extremely conservative
error that is likely to be grossly overestimated (see § 2.3).
In comparison to z = 5.7, fLyαesc has declined by a factor
of at least 2 by z = 7. We have so far attributed the
increase in fLyαesc to an evolution in the dust content of
galaxies, and it would be an extravagant departure from
this evolutionary trend were ISM evolution to suddenly
cause a sharp drop in fLyαesc at z > 6. Several other
mechanisms are, however, naturally able to explain this
break in the trend.
5.2.1. Leaking ionizing radiation
As discussed previously and by, for example,
Bunker et al. (2010) and Bouwens et al. (2009b), the
LyC escape fraction at z ∼ 8 must have been around 20–
50 % in order to reionize the universe, depending upon
the clumping factor of neutral hydrogen. Thus, as the
galaxy population embedded in the reionization epoch
evolves into the population observed at lower redshifts
(≈ 3), it must also transition through a phase of modest
average fLyCesc (≈ 0.1–0.2). At these redshifts, measure-
ments of fLyCesc are emerging that do seem to be consis-
tent with these values (Iwata et al. 2009; Vanzella et al.
2010), which continue to evolve to lower values with de-
creasing redshift (see Siana et al. 2010). Furthermore,
since at z ≈ 7 we are looking through the nearest edge of
the reionization epoch into a partially neutral Universe
(as determined by quasar absorption studies, Fan et al.
2006), substantial LyC leakage must occur from the z ∼ 7
galaxies in order to complete reionization.
If we set fLyCesc ≈ 0 at z = 5.7 and hold all the other
properties of the galaxy population constant (i.e. no
strong evolution of galaxy metallicity or IMF), this es-
timate of fLyCesc ∼ 30% at z ≈ 7 would also reduce the
nebular emission line spectrum to 70% of its value at
z ≈ 6. This in itself would be sufficient to bring the pre-
dicted value for fLyαesc within 1σ of the measured value at
z = 7. Thus, even in the redshift 7–8 domain we suggest
that the the drop in the Lyα LF could be attributed to
the drainage of ionizing photons.
5.2.2. Neutralizing the intergalactic medium
As the IGM shifts from ionized to neutral, Lyα pho-
tons scatter in gas that immediately surrounds galaxies
(Miralda-Escude 1998; Haiman & Spaans 1999). This is
expected to manifest as a drop in the observed Lyα num-
ber counts or LF (Rhoads & Malhotra 2001; Hu et al.
2002), that tails much farther into the reionization epoch
than absorption tests in quasar spectra. Previously
Malhotra & Rhoads (2006) and Kashikawa et al. (2006)
have used the evolution of the Lyα LF to look for such
signatures of a neutral IGM transition but found conflict-
ing results. However, the raw differential comparison of
LFs only tests the ionized fraction if the evolution of the
underlying galaxy population is understood to an equal,
or preferably better, level and Dijkstra et al. (2007)
showed that the evolution reported by Kashikawa et al.
(2006) can, for example, be explained purely by the evo-
lution of the dark-matter halo population. In a similar
vein to our own analysis, Stark et al. (2010b) have sug-
gested the fraction of LBGs showing strong Lyα emission
to be a preferable signature of cosmic re-ionization to the
evolution of the Lyα LF. Further, from the lack of Lyα
line emission in six out of seven z ∼ 7 galaxy candidates
Fontana et al. (2010) suggest that an increasingly neu-
tral IGM is responsible for reversing the observed trend
of the increasing fraction of strong emitters at redshift
below ∼ 6.
By recasting the problem in terms of the Lyα escape
fraction, we remove the question of halo evolution from
the problem – any halo mass function evolution is ac-
counted for by the LBG population that is used to com-
pute fLyαesc . The drop in the Lyα LF is also reflected by
the fLyαesc –z diagram, quite securely by z = 7. If we hold
the ISM properties and fLyCesc constant, we see that be-
tween redshift 6 and 8 we need to suppress & 50 % of the
Lyα luminosity. However, what this means for the neu-
tral gas fraction is much harder to infer since the fraction
of photons that scatters in the IGM depends on the ex-
act wavelength with which Lyα is emitted (Haiman 2002;
Santos 2004; Malhotra & Rhoads 2004; Verhamme et al.
2008; Dijkstra & Wyithe 2010). All we can say with re-
liability is that the average effective optical depth seen
by emitted Lyα photons at z ∼ 7 would be about 1.
In summary the dip in the observed Lyα escape frac-
tion beyond a redshift of 6 seems to be real and, hold-
ing all other galaxy properties constant, a loss of around
50 % of Lyα photons needs to be accounted for by
z = 7− 8. Current data can be equally well described by
the galaxy population emitting this fraction of LyC pho-
tons, and by Lyα photons seeing an IGM optical depth
(at the velocity of the emitting galaxy) of around 1. Ob-
servational discrimination between the two scenarios will
remain extremely challenging, but basically calls for fur-
ther deep spectroscopic observations of the z = 7 − 8
narrowband and dropout candidates, most likely requir-
ing extremely large telescopes.
5.3. Evolution of the dust content of galaxies
So far we have been taking advantage of the fact that
we have measurements of the dust extinction in our sam-
ples of Hα and UV-selected galaxies. We have used this
to infer the intrinsic star-formation rate density of the
populations, and from there calculated fLyαesc using Equa-
tions 2 and 3. These Equations connect the quantity of
fLyαesc with EB−V , via the ratio of the Lyα- and UV-
derived measurements of the star-formation rate density,
ρ˙⋆. However, in § 4 we defined an alternative relation-
ship between fLyαesc and EB−V , based upon analyzing in-
dividual galaxies, where we provide an empirical rela-
tionship between these two quantities (Equation 4) and
relate them simply through coefficients. Thus we have
four quantities (ρ˙Lyα⋆ , ρ˙
UV
⋆ , EB−V , and f
Lyα
esc ), that are
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related by the various coefficients discussed in the previ-
ous Sections.
In all the previous Sections we have made use of the
measured values of EB−V but instead we could ignore
this measurement, and invert the problem: use the ob-
served Lyα and uncorrected UV star-formation rate den-
sities at a given redshift to estimate EB−V , using Equa-
tion 4 as a closure relation. Thus, substituting Equa-
tion 4 into Equation 2, we can write:
EB−V =
1
0.4(kλ − kLyα)
× log10
(
ρ˙Obs⋆,Lyα
ρ˙Obs⋆,UV · CLyα
)
(6)
Out to z ≈ 6 we take the data compiled in Table 1,
and compute the observed SFRD from either Hα or the
UV, depending on the redshift. We then use Equation 6
to estimate the sample-averaged EB−V at each redshift,
independently of the attenuation measurements them-
selves. In short we ignore the fact that these EB−V
measurements have been made, and see if we can recre-
ate them. We show the result as black data points in
the upper panel of Figure 4, with the actual measure-
ments shown by the the small gray symbols. We then
hypothesize that the dust content of the universe may de-
crease exponentially, and adopting a function of the form
EB−V (z) = CEBV · exp(z/zEBV ), we fit the coefficients
CEBV = 0.386 and zEBV = 3.42. Or, the e−folding red-
shift scale for the EB−V evolution is ≈ 3.4. We show this
relationship in Figure 4 with the thick red line.
By performing this experiment we are throwing away
observational information and the plot becomes some-
what noisier, but nevertheless it resembles an inverted
version of Figure 1. Fundamentally the plot shows a
decrease in the EB−V of galaxies as redshift increases,
which is consistent with the measurements (Table 1 and
gray points). This decrease in the dust content of galax-
ies with redshift is already much-discussed in the litera-
ture for LBGs at z ∼ 2−7, based upon a gradual bluening
of the UV slopes (e.g. Hathi et al. 2008; Bouwens et al.
2009a). At higher redshift, there is however a tendency
for our new method to estimate higher EB−V compared
to the measurements obtained directly from the UV stel-
lar continuum. In the upper panel of Figure 4 we also
show the best-fitting relationships derived in the previ-
ous Sections (black solid line), where we take the redshift
evolution of fLyαesc and use Equation 4 to convert to EB−V
using our best-fit coefficients – naturally this line almost
perfectly reproduces the gray points.
The red line (fit to these data) runs slightly flatter than
the black one (combined fits from the previous sections)
and suggests a slightly higher EB−V , and and therefore
dust content, than measured at the highest redshifts in
Bouwens et al. (2009a). At z ∼ 3–6 it runs lower, how-
ever, than the measurements of Hathi et al. (2008) who
obtain slightly higher dust attenuations from LBG sam-
ples.
It is interesting to further investigate how the dust
obscurations we derive compare with other estimates.
The SPH modelling of Nagamine et al. (2008) and
Dayal et al. (2009) already discussed in § 3.2 both pre-
dict higher dust attenuations than measured in the z = 6
dropout populations at EB−V=0.15. Detailed SED mod-
eling of z ∼ 6–8 galaxies by Schaerer & de Barros (2010)
also suggest the presence of dust in some high-z LBGs.
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Fig. 4.— Upper: The evolution of the dust content of galaxies
with redshift. Black points show EB−V derived from the raw ob-
served (i.e. not dust corrected) star-formation rate densities in Lyα
and the UV (also Hα) using Equation 6. The gray points show
the actual measured values which in general are well-reproduced
by our new method. The black lines shows the predictions based
upon the fLyαesc –z and f
Lyα
esc –EB−V relationships derived in § 3 and
§ 4, respectively. The red line shows the best fitting exponential
function to these (black) data-points, and is shown to run slightly
flatter, predicting more dust at higher redshifts. Lower: EB−V
measurements from the upper plot but translated into fLyαesc us-
ing our fLyαesc –EB−V relationship (Equation 4 and Figure 2). The
gray points show the same data as Figure 1, the black line shows
the preferred fLyαesc –z power-law. The Figure demonstrates that we
would have arrived at approximately the same conclusions, even if
we had no measurements other than the Lyα and UV luminosity
functions.
Here we estimate EB−V≈ 0.08 based upon the new
methodology. Similarly the semi-analytical approach de-
veloped in Baugh et al. (2005) find EB−V∼ 0.1 at z > 3
when examining the LBG population, which is certainly
compatible with our estimates in the redshift 3–5 do-
main.
Since the empirical relationship derived between fLyαesc
and EB−V relates the two quantities directly, for com-
pleteness we convert our EB−V –redshift estimates to
fLyαesc through Equation 4. This enables us to approx-
imately re-create the main observational result of this
article, Figure 1, which we show in the lower panel of
Figure 4. Here we show the fLyαesc estimates derived in
this Section with black shapes, with the original points
from Figure 1 shown in gray. In short the difference be-
tween the two sets of points is that in the gray ones the
measured dust attenuation has been applied to the UV
star-formation rate density in the computation of fLyαesc
whereas in the black points, this quantity has been es-
timated directly from the observed star-formation rate
densities, using Equation 6. As with Figure 1 this shows
fLyαesc increasing with redshift, but the actual estimates
of the dust attenuation in the individual samples have
not been used in the derivation of this Figure. The over-
all trend of Figure 1 is maintained, although significant
scatter has been added to the plot. It shows that even
were no EB−V measurements available, our main result
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would have taken the same form and the overall trend
would have been the same.
6. SUMMARY
We have compiled fifteen Lyα luminosity functions
from the literature between redshifts 0 and 8 and in-
tegrated them over homogeneous limits to obtain Lyα
luminosity densities. We have performed the same cal-
culations with Hα emitting galaxies at z . 2.3, and with
ultraviolet selected/dropout samples at z > 2.3, together
with their extinctions due to dust. We subsequently used
these dust-corrected luminosity densities to estimate the
sample-averaged, volumetric Lyα escape fraction (fLyαesc )
as a function of redshift. In summary, we show:
• That fLyαesc increases monotonically from the . 1 %
level at z ≈ 0 to around 40 % by redshift 6. Over
this redshift range, the evolution can be well de-
scribed by a power-law of the form fLyαesc (z) =
C · (1 + z)ξ, for which we obtain coefficients of
C = (1.67+0.53−0.24)× 10
−3; ξ = (2.57+0.19−0.12). This rela-
tionship predicts that fLyαesc should reach unity by
a redshift of z = 11.1+0.8−0.6.
• By combining samples of galaxies at redshift 2–3
for which fLyαesc and EB−V have been computed, we
derive a new empirical relationship between these
quantities. This provides an effective attenuation
law for Lyα photons that includes not only the ef-
fects of dust absorption, but also those of resonance
scattering by neutral hydrogen. This new relation-
ship takes the form fLyαesc = CLyα ·10
−0.4·EB−V ·kLyα ,
where kLyα=13.8 and CLyα=0.445.
• By combining our new fLyαesc –EB−V relationship
with the measured dust content of (UV- and Hα-
selected) samples in our study, we predict how fLyαesc
should evolve with redshift, making no reference to
Lyα observations. Between redshift 0 and 6.5, we
find that this prediction is fully consistent with our
measurements. Thus we are able to relate the up-
wards redshift evolution of fLyαesc to the general de-
crease in the dust content of the galaxy population.
We discuss other effects that could mimic this trend
but ultimately find all of them to be implausible.
• Beyond a redshift of 6 we see a drop in fLyαesc that
amounts to a factor of 2–4 by redshift 8. As has
been done previously, we discuss this drop in terms
of an increasing neutral gas fraction of the inter-
galactic medium, but now stress that by casting
the problem as one of fLyαesc , we mitigate the ques-
tion of halo mass evolution from diagnostic tests
of cosmic reionization. We note however, that that
drop in fLyαesc could also be explained by a volu-
metric escape of ionizing photons of fLyCesc ≈ 50 %,
which has also been implied at z = 7.5 by recent
observations. Unfortunately an observational diag-
nostic test between the two scenarios will remain
extremely challenging.
• Using the observed trend between fLyαesc and EB−V
derived at z = 2, we find a relationship between
the observed ratio of Lyα/UV star-formation rate
densities and the quantity EB−V . We then use
the raw measurements of ρ˙⋆ (Lyα and uncorrected
UV) to estimate how the dust content of galax-
ies evolves with redshift. Our result is a general
decrease in dust with increasing redshift, but not
as fast a decrease as measured in UV-selected sam-
ples. This decline is well fit by an exponential func-
tion of the form EB−V (z) = CEBV · exp(z/zEBV ),
where CEBV = 0.386 and zEBV = 3.42. Using this
method, the dust contents we derive at z = 3 − 6
are consistent with those found by semi-analytical
and smoothed particle hydrodynamical models of
galaxy formation.
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