Abstract. In this paper we prove the Pohozaev identity for the semilinear Dirichlet problem (−∆)
Introduction and results
Let s ∈ (0, 1) and consider the fractional elliptic problem is the fractional Laplacian. Here, c n,s is a normalization constant given by (A.1). When s = 1, a celebrated result of S. I. Pohozaev states that any solution of (1.1) satisfies an identity, which is known as the Pohozaev identity [16] . This classical result has many consequences, the most immediate one being the nonexistence of nontrivial bounded solutions to (1.1) for supercritical nonlinearities f .
The aim of this paper is to give the fractional version of this identity, that is, to prove the Pohozaev identity for problem (1.1) with s ∈ (0, 1). This is the main result of the paper, and it reads as follows. Here, since the solution u is bounded, the notions of weak and viscosity solutions agree (see Remark 1.5). Theorem 1.1. Let Ω be a bounded and C 1,1 domain, f be a locally Lipschitz function, u be a bounded solution of (1.1), and δ(x) = dist(x, ∂Ω).
Then, u/δ s | Ω ∈ C α (Ω) for some α ∈ (0, 1), meaning that u/δ s | Ω has a continuous extension to Ω which is C α (Ω), and the following identity holds
where F (t) = t 0 f , ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
Note that in the fractional case the function u/δ s | ∂Ω plays the role that ∂u/∂ν plays in the classical Pohozaev identity. Moreover, if one sets s = 1 in the above identity one recovers the classical one, since u/δ| ∂Ω = ∂u/∂ν and Γ(2) = 1.
It is quite surprising that from a nonlocal problem (1.1) we obtain a completely local boundary term in the Pohozaev identity. That is, although the function u has to be defined in all R n in order to compute its fractional Laplacian at a given point, knowing u only in a neighborhood of the boundary we can already compute Recall that problem (1.1) has an equivalent formulation given by the CaffarelliSilvestre [9] associated extension problem -a local PDE in R n+1 + . For such extension, some Pohozaev type identities are proved in [4, 5, 6] . However, these identities contain boundary terms on the cylinder ∂Ω × R + or in a half-sphere ∂B + R ∩ R n+1 + , which have no clear interpretation in terms of the original problem in R n . The proofs of these identities are similar to the one of the classical Pohozaev identity and use PDE tools (differential calculus identities and integration by parts).
Sometimes it may be useful to write the Pohozaev identity as
where E is the energy functional As a consequence of our Pohozaev identity we obtain nonexistence results for problem (1.1) with supercritical nonlinearities f in star-shaped domains Ω. In Section 2 we will give, however, a short proof of this result using our method to establish the Pohozaev identity. This shorter proof will not require the full strength of the identity.
Corollary 1.2.
Let Ω be a bounded, C 1,1 , and star-shaped domain, and let f be a locally Lipschitz function. If (1.6) n − 2s 2n uf (u) ≥ u 0 f (t)dt for all u ∈ R, then problem (1.1) admits no positive bounded solution. Moreover, if the inequality in (1.6) is strict, then (1.1) admits no nontrivial bounded solution.
For the pure power nonlinearity, the result reads as follows. then (1.7) admits no nontrivial bounded solution.
The nonexistence of changing-sign solutions to problem (1.7) for the critical power p = n+2s n−2s remains open. Recently, M. M. Fall and T. Weth [12] have also proved a nonexistence result for problem (1.1) with the method of moving spheres. In their result no regularity of the domain is required, but they need to assume the solutions to be positive. Our nonexistence result is the first one allowing changing-sign solutions. In addition, their condition on f for the nonexistence -(1.16) in our Remark 1.14-is more restrictive than ours, i.e., (1.6) and, when f = f (x, u), condition (1.15).
The existence of weak solutions u ∈ H s (R n ) to problem (1.1) for subcritical f has been recently proved by R. Servadei and E. Valdinoci [19] .
The Pohozaev identity will be a consequence of the following two results. The first one establishes C s (R n ) regularity for u, C α (Ω) regularity for u/δ s | Ω , and higher order interior Hölder estimates for u and u/δ s . It is proved in our paper [18] . Throughout the article, and when no confusion is possible, we will use the notation C β (U ) with β > 0 to refer to the space C k,β (U ), where k is the is greatest integer such that k < β, and β = β − k. This notation is specially appropriate when we work with (−∆) s in order to avoid the splitting of different cases in the statements of regularity results. According to this,
Here, by f ∈ C 0,1 loc (Ω × R) we mean that f is Lipschitz in every compact subset of Ω × R.
Theorem 1.4 ([18]).
Let Ω be a bounded and
and, for every β ∈ [s, 1 + 2s), u is of class C β (Ω) and
for all ρ ∈ (0, 1).
The constants α and C depend only on Ω, s, f , u L ∞ (R n ) , and β.
Remark 1.5. For bounded solutions of (1.8), the notions of energy and viscosity solutions coincide (see more details in Remark 2.9 in [18] ). Recall that u is an energy (or weak) solution of problem (1.8) if u ∈ H s (R n ), u ≡ 0 in R n \Ω, and
, any bounded weak solution is continuous up to the boundary and solve equation (1.8) in the classical sense, i.e., in the pointwise sense of (1.2). Therefore, it follows from the definition of viscosity solution (see [8] ) that bounded weak solutions are also viscosity solutions.
Reciprocally, by uniqueness of viscosity solutions [8] and existence of weak solution for the linear problem (−∆) s v = f (x, u(x)), any viscosity solution u belongs to H s (R n ) and it is also a weak solution. See [18] for more details.
The second result towards Theorem 1.1 is the new Pohozaev identity for the fractional Laplacian. The hypotheses of the following proposition are satisfied for any bounded solution u of (1.8) whenever f ∈ C 0,1 loc (Ω × R), by our results in [18] (see Theorem 1.4 above). Proposition 1.6. Let Ω be a bounded and C 1,1 domain. Assume that u is a H s (R n ) function which vanishes in R n \ Ω, and satisfies (a) u ∈ C s (R n ) and, for every β ∈ [s, 1 + 2s), u is of class C β (Ω) and
(b) The function u/δ s | Ω can be continuously extended to Ω. Moreover, there exists α ∈ (0, 1) such that u/δ s ∈ C α (Ω). In addition, for all β ∈ [α, s + α], it holds the estimate
(c) (−∆) s u is pointwise bounded in Ω.
Then, the following identity holds
where ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
Remark 1.7. Note that hypothesis (a) ensures that (−∆) s u is defined pointwise in Ω. Note also that hypotheses (a) and (c) ensure that the integrals appearing in the above identity are finite. Remark 1.8. By Propositions 1.1 and 1.4 in [18] , hypothesis (c) guarantees that u ∈ C s (R n ) and u/δ s ∈ C α (Ω), but not the interior estimates in (a) and (b). However, under the stronger assumption (−∆) s u ∈ C α (Ω) the whole hypothesis (b) is satisfied; see Theorem 1.5 in [18] .
As a consequence of Proposition 1.6, we will obtain the Pohozaev identity (Theorem 1.1) and also a new integration by parts formula related to the fractional Laplacian. This integration by parts formula follows from using Proposition 1.6 with two different origins. Theorem 1.9. Let Ω be a bounded and C 1,1 domain, and u and v be functions satisfying the hypotheses in Proposition 1.6. Then, the following identity holds
.., n, where ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
To prove Proposition 1.6 we first assume the domain Ω to be star-shaped with respect to the origin. The result for general domains will follow from the star-shaped case, as seen in Section 5. When the domain is star-shaped, the idea of the proof is the following. First, one writes the left hand side of the identity as
since Ω is star-shaped and we take λ > 1 in the above derivative. As a consequence, we may use (1.5) with v = u λ and make the change of variables y = √ λx, to obtain
Thus,
where
Therefore, Proposition 1.6 is equivalent to the following equality
The quantity d dλ | λ=1 + R n w λ w 1/λ vanishes for any C 1 (R n ) function w, as can be seen by differentiating under the integral sign. Instead, we will prove that the function w = (−∆) s/2 u has a singularity along ∂Ω, and that (1.10) holds. Next we give an easy argument to give a direct proof of the nonexistence result for supercritical nonlinearities without using neither equality (1.10) nor the behavior of (−∆) s/2 u; the detailed proof is given in Section 2. Indeed, in contrast with the delicate equality (1.10), the inequality
follows easily from Cauchy-Schwarz. Namely,
, and hence (1.11) follows.
With this simple argument, (1.9) leads to
which is exactly the inequality used to prove the nonexistence result of Corollary 1.2 for supercritical nonlinearities. Here, one also uses that, when u is a solution of (1.1), then
This argument can be also used to obtain nonexistence results (under some decay assumptions) for weak solutions of (1.1) in the whole R n ; see Remark 2.2. The identity (1.10) is the difficult part of the proof of Proposition 1.6. To prove it, it will be crucial to know the precise behavior of (−∆) s/2 u near ∂Ω -from both inside and outside Ω. This is given by the following result. Proposition 1.10. Let Ω be a bounded and C 1,1 domain, and u be a function such that u ≡ 0 in R n \Ω and that u satisfies (b) in Proposition 1.6. Then, there exists a Moreover, if u also satisfies (a) in Proposition 1.6, then for all β ∈ (0, 1 + s)
for some constant C which does not depend on ρ.
The values (1.13) of the constants c 1 and c 2 in (1.12) arise in the expression for the s/2 fractional Laplacian, (−∆) s/2 , of the 1D function (x + n ) s , and they are computed in the Appendix.
Writing the first integral in (1.10) using spherical coordinates, equality (1.10) reduces to a computation in dimension 1, stated in the following proposition. This result will be used with the function ϕ in its statement being essentially the restriction of (−∆) s/2 u to any ray through the origin. The constant γ will be chosen to be any value in (0, s). Proposition 1.11. Let A and B be real numbers, and
where log − t = min{log t, 0} and h is a function satisfying, for some constants α and γ in (0, 1), and C 0 > 0, the following conditions:
Then,
Moreover, the limit defining this derivative is uniform among functions ϕ satisfying (i)-(ii)-(iii) with given constants C 0 , α, and γ.
From this proposition one obtains that the constant in the right hand side of (1.10), Γ(1 + s) 2 , is given by c
). The constant c 2 comes from an involved expression and it is nontrivial to compute (see Proposition 3.2 in Section 5 and the Appendix). It was a surprise to us that its final value is so simple and, at the same time, that the Pohozaev constant c ) also simplifies and becomes Γ(1 + s) 2 . Instead of computing explicitly the constants c 1 and c 2 , an alternative way to obtain the constant in the Pohozaev identity consists of using an explicit nonlinearity and solution to problem (1.1) in a ball. The one which is known [13, 3] is the solution to problem (−∆)
It is given by
From this, it is straightforward to find the constant Γ(1 + s) 2 in the Pohozaev identity; see Remark A.4 in the Appendix.
Using Theorem 1.4 and Proposition 1.6, we can also deduce a Pohozaev identity for problem (1.8) , that is, allowing the nonlinearity f to depend also on x. In this case, the Pohozaev identity reads as follows. Proposition 1.12. Let Ω be a bounded and C 1,1 domain, f ∈ C 0,1 loc (Ω × R), u be a bounded solution of (1.8), and δ(x) = dist(x, ∂Ω). Then
for some α ∈ (0, 1), and the following identity holds
f (x, τ )dτ , ν is the unit outward normal to ∂Ω at x, and Γ is the Gamma function.
From this, we deduce nonexistence results for problem (1.8) with supercritical nonlinearities f depending also on x. This has been done also in [12] for positive solutions. Our result allows changing sign solutions as well as a slightly larger class of nonlinearities (see Remark 1.14). Corollary 1.13. Let Ω be a bounded, C 1,1 , and star-shaped domain, f ∈ C 0,1 loc (Ω×R), and
for all x ∈ Ω and t ∈ R, then problem (1.8) admits no positive bounded solution. Moreover, if the inequality in (1.15) is strict, then (1.8) admits no nontrivial bounded solution.
Remark 1.14. For locally Lipschitz nonlinearities f , condition (1.15) is more general than the one required in [12] for their nonexistence result. Namely, [12] assumes that for each x ∈ Ω and t ∈ R, the map
Such nonlinearities automatically satisfy (1.15). However, in [12] they do not need to assume any regularity on f with respect to x.
The paper is organized as follows. In Section 2, using Propositions 1.10 and 1.11 (to be established later), we prove Proposition 1.6 (the Pohozaev identity) for strictly star-shaped domains with respect to the origin. We also establish the nonexistence results for supercritical nonlinearities, and this does not require any result from the rest of the paper. In Section 3 we establish Proposition 1.10, while in Section 4 we prove Proposition 1.11. Section 5 establishes Proposition 1.6 for non-star-shaped domains and all its consequences, which include Theorems 1.1 and 1.9 and the nonexistence results. Finally, in the Appendix we compute the constants c 1 and c 2 appearing in Proposition 1.10.
Star-shaped domains: Pohozaev identity and nonexistence
In this section we prove Proposition 1.6 for strictly star-shaped domains. We say that Ω is strictly star-shaped if, for some z 0 ∈ R n ,
The result for general C 1,1 domains will be a consequence of this strictly star-shaped case and will be proved in Section 5.
The proof in this section uses two of our results: Proposition 1.10 on the behavior of (−∆) s/2 u near ∂Ω and the one dimensional computation of Proposition 1.11. The idea of the proof for the fractional Pohozaev identity is to use the integration by parts formula (1.5) with v = u λ , where
and then differentiate the obtained identity (which depends on λ) with respect to λ and evaluate at λ = 1. However, this apparently simple formal procedure requires a quite involved analysis when it is put into practice. The hypothesis that Ω is star-shaped is crucially used in order that u λ , λ > 1, vanishes outside Ω so that (1.5) holds.
Proof of Proposition 1.6 for strictly star-shaped domains. Let us assume first that Ω is strictly star-shaped with respect to the origin, that is, z 0 = 0.
Let us prove that
where d dλ λ=1 + is the derivative from the right side at λ = 1. Indeed, let g = (−∆) s u. By assumption (a) g is defined pointwise in Ω, and by assumption (c) g ∈ L ∞ (Ω). Then, making the change of variables y = λx and using that supp
By the dominated convergence theorem,
for all ξ in the segment joining y and y/λ, and δ s−1 is integrable. The gradient bound |∇u(ξ)| ≤ Cδ(ξ)
follows from assumption (a) used with β = 1. Hence, to prove (2.2) it remains only to show that
Now, using the integration by parts formula (1.5) with v = u λ ,
With the change of variables y = √ λx this integral becomes
and thus
Hence, it remains to prove that
where we have denoted (2.5)
Now, for each θ ∈ S n−1 there exists a unique r θ > 0 such that r θ θ ∈ ∂Ω. Write the integral (2.5) in spherical coordinates and use the change of variables t = r/r θ :
where we have used that
with the change of variables S n−1 → ∂Ω that maps every point in S n−1 to its radial projection on ∂Ω, which is unique because of the strictly star-shapedness of Ω.
Fix x 0 ∈ ∂Ω and define
By Proposition 1.10,
Next we will modify this expression in order to apply Proposition 1.11.
Using that Ω is C 1,1 and strictly star-shaped, it is not difficult to see that
is a Lipschitz function of r in [0, ∞) and bounded below by a positive constant (independently of x 0 ). Similarly,
and min{|t−1|,1} min{δ(tx 0 ),1}
are positive and Lipschitz functions of t in [0, ∞). Therefore,
is Lipschitz in [0, ∞) as a function of t.
Hence, for t ∈ [0, ∞),
where h 1 is a C α function in the same interval. Moreover, note that the difference
is C α and vanishes at t = 1. Thus,
holds in all [0, ∞), where h is C α in [0, ∞) if we slightly decrease α in order to kill the logarithmic singularity. This is condition (i) of Proposition 1.11.
From the expression
and from (1.14) in Proposition 1.10, we obtain that h satisfies condition (ii) of Proposition 1.11 with γ = s/2. Moreover, condition (iii) of Proposition 1.11 is also satisfied. Indeed, for x ∈ R n \(2Ω) we have
−u(y) |x − y| n+s dy and hence
This yields |ϕ (t)| ≤ Ct
Therefore we can apply Proposition 1.11 to obtain
for each x 0 ∈ ∂Ω.
Furthermore, by uniform convergence on x 0 of the limit defining this derivative (see Proposition 4.2 in Section 4), this leads to
Here we have used that, for x 0 ∈ ∂Ω, v(x 0 ) is uniquely defined by continuity as
Hence, it only remains to prove that , and therefore
Assume now that Ω is strictly star-shaped with respect to a point z 0 = 0. Then, Ω is strictly star-shaped with respect to all points z in a neighborhood of z 0 . Then, making a translation and using the formula for strictly star-shaped domains with respect to the origin, we deduce
for each z in a neighborhood of z 0 . This yields
.., n. Thus, by adding to (2.6) a linear combination of (2.7), we obtain
Next we prove the nonexistence results of Corollaries 1.2, 1.3, and 1.13 for supercritical nonlinearities in star-shaped domains. Recall that star-shaped means x · ν ≥ 0 for all x ∈ ∂Ω. Although these corollaries follow immediately from Proposition 1.12 -as we will see in Section 5-, we give here a short proof of their second part, i.e., nonexistence when the inequality (1.6) or (1.15) is strict. That is, we establish the nonexistence of nontrivial solutions for supercritical nonlinearities (not including the critical case).
Our proof follows the method above towards the Pohozaev identity but does not require the full strength of the identity. In addition, in terms of regularity results for the equation, the proof only needs an easy gradient estimate for solutions u. Namely, |∇u| ≤ Cδ s−1 in Ω, which follows from part (a) of Theorem 1.4, proved in [18] .
Proof of Corollaries 1.2, 1.3, and 1.13 for supercritical nonlinearities. We only have to prove Corollary 1.13, since Corollaries 1.2 and 1.3 follow immediately from it by setting f (x, u) = f (u) and f (x, u) = |u| p−1 u respectively. Let us prove that if Ω is star-shaped and u is a bounded solution of (1.8), then
For this, we follow the beginning of the proof of Proposition 1.6 (given above) to obtain (2.3), i.e., until the identity
, and w λ (x) = w(λx).
This step of the proof only need the star-shapedness of Ω (and not the strictly star-shapedness) and the regularity result |∇u| ≤ Cδ s−1 in Ω, which follows from Theorem 1.4, proved in [18] . Now, since (−∆)
by integrating by parts we deduce
Therefore, we only need to show that
But applying Hölder's inequality, for each λ > 1 we have
Remark 2.1. For this nonexistence result the regularity of the domain Ω is only used for the estimate |∇u| ≤ Cδ s−1 . This estimate only requires Ω to be Lipschitz and satisfy an exterior ball condition; see [18] . In particular, our nonexistence result for supercritical nonlinearities applies to any convex domain, such as a square for instance.
Remark 2.2. When Ω = R n or when Ω is a star-shaped domain with respect to infinity, there are two recent nonexistence results for subcritical nonlinearities. They use the method of moving spheres to prove nonexistence of bounded positive solutions in these domains. The first result is due to A. de Pablo and U. Sánchez [15] , and they obtain nonexistence of bounded positive solutions to (−∆) s u = u p in all of R n , whenever s > 1/2 and 1 < p < n+2s n−2s
. The second result, by M. Fall and T. Weth [12] , gives nonexistence of bounded positive solutions of (1.8) in star-shaped domains with respect to infinity for subcritical nonlinearities.
Our method in the previous proof can also be used to prove nonexistence results for problem (1.7) in star-shaped domains with respect to infinity or in the whole R n . However, to ensure that the integrals appearing in the proof are well defined, one must assume some decay on u and ∇u. For instance, in the supercritical case p > n+2s n−2s
we obtain that the only solution to (−∆)
, is u ≡ 0. In the case of the whole R n , there is an alternative proof of the nonexistence of solutions which decay fast enough at infinity. It consists of using a Pohozaev identity in all of R n , that is easily deduced from the pointwise equality
The classification of solutions in the whole R n for the critical exponent p = n+2s n−2s
was obtained by W. Chen, C. Li, and B. Ou in [10] . They are of the form
where µ is any positive parameter and c is a constant depending on n and s.
3. Behavior of (−∆) s/2 u near ∂Ω
The aim of this section is to prove Proposition 1.10. We will split this proof into two propositions. The first one is the following, and compares the behavior of (−∆) s/2 u near ∂Ω with the one of (−∆)
Proposition 3.1. Let Ω be a bounded and C 1,1 domain, u be a function satisfying (b) in Proposition 1.6. Then, there exists a
where h ∈ C α (R n ).
Once we know that the behavior of (−∆) s/2 u is comparable to the one of (−∆) s/2 δ s 0 , Proposition 1.10 reduces to the following result, which gives the behavior of (−∆) s δ s 0 near ∂Ω.
Proposition 3.2.
Let Ω be a bounded and C 1,1 domain, δ(x) = dist(x, ∂Ω), and δ 0 = δχ Ω . Then,
where c n,s is the constant appearing in the singular integral expression (1.2) for (−∆) s in dimension n.
The fact that the constants c 1 and c 2 given by Proposition 3.2 coincide with the ones from Proposition 1.10 is proved in the Appendix.
In the proof of Proposition 3.1 we need to compute (−∆) s/2 of the product u = δ s 0 v. For it, we will use the following elementary identity, which can be derived from (1.2):
Next lemma will lead to a Hölder bound for I s (δ s 0 , v). Lemma 3.3. Let Ω be a bounded domain and δ 0 = dist(x, R n \ Ω). Then, for each α ∈ (0, 1) the following a priori bound holds
, where the constant C depends only on n, s, and α.
Analogously,
The bound for
is obtained with a similar argument, and hence (3.2) follows.
Before stating the next result, we need to introduce the following weighted Hölder norms; see Definition 1.3 in [18] . (σ)
For σ > −1, we also define the norm · (σ) β;Ω as follows: in case that σ ≥ 0,
The following lemma, proved in [18] , will be used in the proof of Proposition 3.1 below -with w replaced by v-and also at the end of this section in the proof of Proposition 1.10 -with w replaced by u.
Lemma 3.5 ([18, Lemma 4.3]).
Let Ω be a bounded domain and α and β be such that α ≤ s < β and β − s is not an integer. Let k be an integer such that β = k + β with β ∈ (0, 1]. Then,
for all w with finite right hand side. The constant C depends only on n, s, α, and β.
Before proving Proposition 3.1, we give an extension lemma -see [11, Theorem 1, Section 3.1] where the case α = 1 is proven in full detail. Lemma 3.6. Let α ∈ (0, 1] and V ⊂ R n a bounded domain. There exists a (nonlinear) map E :
for all w ∈ C 0,α (V ).
Proof. It is immediate to check that
satisfies the conditions since, for all x, y, z in R n , |z − x| α ≤ |z − y| α + |y − x| α .
Now we can give the
Proof of Proposition 3.1. 
Then, for all x, y ∈ Ω such that y ∈ B R (x), with R = δ(x)/2, we have
using (3.4) and recalling Definition 3.4 we obtain
This bound can be extended to all x, y ∈ Ω, since the domain is regular, by using a dyadic chain of balls; see for instance the proof of Proposition 1.1 in [18] . The second bound, that is, To prove Proposition 3.2 we need some preliminaries. Fixed ρ 0 > 0, define φ ∈ C s (R) by
. This function φ is a truncation of the s-harmonic function x s + . We need to introduce φ because the growth at infinity of x s + prevents us from computing its (−∆) s/2 .
Lemma 3.7. Let ρ 0 > 0, and let φ : R → R be given by (3.5). Then, we have
The constants c 1 and c 2 are given by We need to study the first integral:
as a function of x. Using L'Hôpital's rule we find that
Moreover,
in [−ρ 0 /2, 0), and these gradient bounds yield
However, these two Hölder functions do not have the same value at 0. Indeed,
Hence, the function J(x) − log |x| − c 2 χ (0,∞) (x), where J is defined by (3.6), is
, we obtain the result.
Next lemma will be used to prove Proposition 3.2. Before stating it, we need the following Remark 3.8. From now on in this section, ρ 0 > 0 is a small constant depending only on Ω, which we assume to be a bounded C 1,1 domain. Namely, we assume that that every point on ∂Ω can be touched from both inside and outside Ω by balls of radius ρ 0 . In other words, given x 0 ∈ ∂Ω, there are balls of radius ρ 0 , B ρ 0 (x 1 ) ⊂ Ω and B ρ 0 (x 2 ) ⊂ R n \Ω, such that B ρ 0 (x 1 )∩B ρ 0 (x 2 ) = {x 0 }. A useful observation is that all points y in the segment that joins x 1 and x 2 -through x 0 -satisfy δ(y) = |y − x 0 |. Lemma 3.9. Let Ω be a bounded C 1,1 domain, δ(x) = dist(x, ∂Ω), δ 0 = δχ Ω , and ρ 0 be given by Remark 3.8. Fix x 0 ∈ ∂Ω, and define
where φ is given by (3.5) and ν(x 0 ) is the unit outward normal to ∂Ω at x 0 . Define also
where C depends only on Ω and ρ 0 (and not on x 0 ).
Proof. We denote w = w x 0 . Note that, along S x 0 , the distance to ∂Ω agrees with the distance to the tangent plane to ∂Ω at x 0 ; see Remark 3.8. That is, denoting
Moreover, the gradients of these two functions also coincide on S x 0 , i.e., ∇δ ± (x) = −ν(x 0 ) = ∇d(x) for all x ∈ S x 0 . Therefore, for all x ∈ S x 0 and y ∈ B ρ 0 /2 (0), we have
for some C depending only on ρ 0 . Thus, for all x ∈ S x 0 and y ∈ B ρ 0 /2 (0),
where C is a constant depending on Ω and s.
On the other hand, since w ∈ C s (R n ), then
Finally, let r < ρ 0 /2 to be chosen later. For each x ∈ S x 0 we have
where we have used (3.9) and (3.10). Taking r = |x−x 0 | 1/2 the lemma is proved.
The following is the last ingredient needed to prove Proposition 3.2.
Claim 3.10. Let Ω be a bounded C 1,1 domain, and ρ 0 be given by Remark 3.8. Let w be a function satisfying, for some K > 0, (i) w is locally Lipschitz in {x ∈ R n : 0 < δ(x) < ρ 0 } and
where x * is the unique point on ∂Ω satisfying δ(x) = |x − x * |. (iii) For the same α, it holds
Then, there exists γ > 0, depending only on α and M , such that
where C depends only on Ω.
Proof. First note that from (ii) and (iii) we deduce that w L ∞ (R n ) ≤ CK. Let ρ 1 ≤ ρ 0 be a small positive constant to be chosen later. Let x, y ∈ {δ ≤ ρ 0 }, and
If r < ρ 1 , consider
where β ∈ (0, 1) is to be determined later. Choose ρ 1 small enough so that the segment joining x and y contained in the set {δ > ρ 0 r β /2}. Then, by (i),
Thus, using (ii) and (3.12),
Taking β < 1/M and γ = min{αβ, 1 − βM }, we find
This proves
[w] C γ ({δ≤ρ 0 }) ≤ CK. To obtain the bound (3.11) we combine the previous seminorm estimate with (iii).
Finally, we give the proof of Proposition 3.2.
Proof of Proposition 3.2. Let
We want to prove that h ∈ C α (R n ) by using Claim 3.10. On one hand, by Lemma 3.7, for all x 0 ∈ ∂Ω and for all x ∈ S x 0 , where S x 0 is defined by (3.8) , we have
whereh is the C s ([−ρ 0 /2, ρ 0 /2]) function from Lemma 3.7. Hence, using Lemma 3.9, we find
for all x ∈ S x 0 for some constant independent of x 0 .
Recall that for all x ∈ S x 0 we have x * = x 0 , where x * is the unique point on ∂Ω satisfying δ(x) = |x − x * |. Hence,
for all x ∈ {δ < ρ 0 /2} .
Moreover, (3.14)
, where C is a constant depending only on α, Ω and ρ 0 . This last bound is found using that δ
On the other hand, we claim now that if x / ∈ ∂Ω and δ(x) < ρ 0 /2, then
Indeed, observe that δ
in Ω, and
To conclude the proof, we use bounds (3.13), (3.14), and (3.15) and Claim 3.10.
To end this section, we give the Proof of Proposition 1.10. The first part follows from Propositions 3.1 and 3.2. The second part follows from Lemma 3.5 with α = s and β ∈ (s, 1 + 2s).
The operator
The aim of this section is to prove Proposition 1.11. In other words, we want to evaluate the operator (4.1)
where log − t = min{log t, 0}, A and B are real numbers, and h is a function satisfying, for some constants α ∈ (0, 1), γ ∈ (0, 1), and C 0 , the following conditions:
We will split the proof of Proposition 1.11 into three parts. The first part is the following, and evaluates the operator I on the function
Lemma 4.1. Let w 0 and I be given by (4.2) and (4.1), respectively. Then,
The second result towards Proposition 1.11 is the following.
Lemma 4.2.
Let h be a function satisfying (i), (ii), and (iii) above, and I be given by (4.1). Then, I(h) = 0.
Moreover, there exist constants C and ν > 1, depending only on the constants α, γ, and
Finally, the third one states that I(w 0 + h) = I(w 0 ) whenever I(h) = 0.
Lemma 4.3. Let w 1 and w 2 be L 2 (R) functions. Assume that the derivative at λ = 1 + in the expression I(w 1 ) exists, and that
Then, I(w 1 + w 2 ) = I(w 1 ).
Let us now give the proofs of Lemmas 4.1, 4.2, and 4.3. We start proving Lemma 4.3. For it, is useful to introduce the bilinear form
and more generally, the bilinear forms (4.3)
It is clear that lim λ↓1 (w 1 , w 2 ) λ = (w 1 , w 2 ) whenever the limit exists, and that (w, w) = I(w). The following lemma shows that these bilinear forms are positive definite and, thus, they satisfy the Cauchy-Schwarz inequality. (a) (w 1 , w 2 ) λ is a bilinear map.
Proof. Part (a) is immediate. Part (b) follows from the Hölder inequality
, where w λ (t) = w(λt). Part (c) is a consequence of (a) and (b). Now, Lemma 4.3 is an immediate consequence of this Cauchy-Schwarz inequality.
Proof of Lemma 4.3. By Lemma 4.4 (iii) we have
Thus, (w 1 , w 2 ) = lim λ↓1 (w 1 , w 2 ) λ = 0 and I(w 1 + w 2 ) = I(w 1 ) + I(w 2 ) + 2(w 1 , w 2 ) = I(w 1 ).
Next we prove that I(h) = 0. For this, we will need a preliminary lemma.
Lemma 4.5. Let h be a function satisfying (i), (ii), and (iii) in Propostion 1.11, λ ∈ (1, 3/2), and τ ∈ (0, 1) be such that τ /2 > λ − 1. Let α, γ, and C 0 be the constants appearing in
where the constant C depends only on C 0 .
Therefore, using that
By the mean value theorem, ψ(λ) = ψ(1) + ψ (µ)(λ − 1) for some µ ∈ (1, λ). Moreover, observing that ψ(1) = ψ (1) = 0, we deduce
Next we claim that
This yields the desired bound for t ∈ (0, 1 − τ ) ∪ (1 + τ, 2). To prove this claim, note that
Thus, using the bounds from (ii) with β replaced by γ, 1, and 1 + γ,
where m = min {|µt − 1|, |t − 1|, |t/µ − 1|}. Furthermore, since µ−1 < |t−1|/2, we have m ≥ 1 4 |t−1|, and hence (4.4) follows.
Finally, if t ∈ (2, ∞), with a similar argument but using the bound (iii) instead of (ii), we obtain
and we are done.
Let us now give the Proof of Lemma 4.2. Let us call
For each λ ∈ (1, 3/2), take τ ∈ (0, 1) such that λ − 1 < τ /2 to be chosen later. Then, by Lemma 4.5,
Choose now τ = (λ − 1) θ , with θ < 1 to be chosen later. Then,
and hence
Finally, choose θ such that (α + 1)θ > 1 and 1 + γ − θγ > 1, that is, satisfying
Then, for ν = min{(α + 1)θ, 1 + γ − γθ} > 1, it holds
as desired.
Next we prove Lemma 4.1.
Proof of Lemma 4.1. Let
We will compute first I(w 1 ). Define
It is straightforward to check that, if λ > 1, the function
is a primitive of log |λt − 1| log
dt, we have
Therefore, dividing by λ − 1 and letting λ ↓ 1,
The first term equals to
while the second, using that log(1 + x) ∼ x for x ∼ 0, equals to
Hence,
Furthermore, using that 1 1−t 2 = n≥0 t 2n and that
, and thus
Let us evaluate now I(w 2 ) = I(χ [0, 1] ). We have
Therefore, differentiating with respect to λ we obtain I(w 2 ) = 1. Let us finally prove that (w 1 , w 2 ) = 0, i.e., that
We have
and similarly,
Therefore (4.5) holds, and the proposition is proved.
Finally, to end this section, we give the:
Proof of Proposition 1.11. Let us write ϕ = w 0 + h, where w 0 is given by (4.2). Then, for each λ > 1 we have
where (·, ·) λ is defined by (4.3). Using Lemma 4.4 (c) and Lemma 4.2, we deduce
The constants C and ν depend only on α, γ, and C 0 , and by Lemma 4.1 the right hand side goes to 0 as λ ↓ 1, since (w 0 , w 0 ) λ → I(w 0 ) as λ ↓ 1.
Proof of the Pohozaev identity in non-star-shaped domains
In this section we prove Proposition 1.6 for general C 1,1 domains. The key idea is that every C 1,1 domain is locally star-shaped, in the sense that its intersection with any small ball is star-shaped with respect to some point. To exploit this, we use a partition of unity to split the function u into a set of functions u 1 , ..., u m , each one with support in a small ball. However, note that the Pohozaev identity is quadratic in u, and hence we must introduce a bilinear version of this identity, namely
The following lemma states that this bilinear identity holds whenever the two functions u 1 and u 2 have disjoint compact supports. In this case, the last term in the previous identity equals 0, and since (−∆) s u i is evaluated only outside the support of u i , we only need to require ∇u i ∈ L 1 (R n ).
Lemma 5.1. Let u 1 and u 2 be W 1,1 (R n ) functions with disjoint compact supports K 1 and K 2 . Then,
Proof. We claim that
Indeed, using u i ≡ 0 in R n \ K i and the definition of (−∆) s in (1.2), for each x ∈ R n \K i we have
as claimed. We also note that for all functions w 1 and w 2 in L 1 (R n ) with disjoint compact supports W 1 and W 2 , it holds the integration by parts formula (5.3)
Using that (−∆) s u 2 is smooth in K 1 and integrating by parts,
Next we apply the previous claim and also the integration by parts formula (5.3) to w 1 = u 1 and w 2 = x · ∇u 2 . We obtain
Finally, again by the integration by parts formula (5.3) we find
and the lemma follows.
The second lemma states that the bilinear identity (5.1) holds whenever the two functions u 1 and u 2 have compact supports in a ball B such that Ω∩B is star-shaped with respect to some point z 0 in Ω ∩ B.
Lemma 5.2. Let Ω be a bounded C 1,1 domain, and let B be a ball in R n . Assume that there exists z 0 ∈ Ω ∩ B such that
Let u be a function satisfying the hypothesis of Proposition 1.6, and let u 1 = uη 1 and u 2 = uη 2 , where η i ∈ C ∞ c (B), i = 1, 2. Then, the following identity holds
Proof. We will show that given η ∈ C ∞ c (B) and lettingũ = uη it holds (5.4)
From this, the lemma follows by applying (5.4) withũ replaced by (η 1 + η 2 )u and by (η 1 − η 2 )u, and subtracting both identities. We next prove (5.4). For it, we will apply the result for strictly star-shaped domains, already proven in Section 2. Observe that there is a C 1,1 domainΩ satisfying
This is because, by the assumptions, Ω ∩ B is a Lipschitz polar graph about the point z 0 ∈ Ω ∩ B and suppũ ⊂ B ⊂⊂ B for some smaller ball B ; see Figure 5 .1. Hence, there is room enough to round the corner that Ω ∩ B has on ∂Ω ∩ ∂B. Hence, it only remains to prove thatũ satisfies the hypotheses of Proposition 1.6. Indeed, since u satisfies (a) and η is C On the other hand, since u satisfies (b) and we have ηδ s /δ s is Lipschitz in suppũ -because dist(x, ∂Ω \ ∂Ω) ≥ c > 0 for all x ∈ suppũ-, then we find Let us see now thatũ satisfies (c), i.e., that (−∆) sũ is bounded. For it, we use
where I s is given by (3.1), i.e.,
The first term is bounded since (−∆) s u so is by hypothesis. The second term is bounded since η ∈ C ∞ c (R n ). The third term is bounded because u ∈ C s (R n ) and η ∈ Lip(R n ). Therefore,ũ satisfies the hypotheses of Proposition 1.6 with Ω replaced byΩ, and (5.4) follows taking into account that for all x 0 ∈ ∂Ω ∩ suppũ = ∂Ω ∩ suppũ we have
.
We now give the Proof of Proposition 1.6. Let B 1 , ..., B m be balls of radius r > 0 covering Ω. By regularity of the domain, if r is small enough, for each i, j such that B i ∩ B j = ∅ there exists a ball B containing B i ∪ B j and a point z 0 ∈ Ω ∩ B such that
Let {ψ k } k=1,...,m be a partition of the unity subordinated to B 1 , ..., B m , that is, a set of smooth functions ψ 1 , ..., ψ m such that ψ 1 + · · · + ψ m = 1 in Ω and that ψ k has compact support in B k for each k = 1, ..., m. Define u k = uψ k . Now, for each i, j ∈ {1, ..., m}, if B i ∩ B j = ∅ we use Lemma 5.1, while if B i ∩ B j = ∅ we use Lemma 5.2. We obtain
for each 1 ≤ i ≤ m and 1 ≤ j ≤ m. Therefore, adding these identities for i = 1, ..., m and for j = 1, ..., m and taking into account that u 1 + · · · + u m = u, we find
and the proposition is proved.
To end this section we prove Theorem 1.1, Proposition 1.12, Theorem 1.9, and Corollaries 1.2, 1.3, and 1.13.
Proof of Proposition 1.12 and Theorem 1.1. By Theorem 1.4, any solution u to problem (1.8) satisfies the hypothesis of Proposition 1.6. Hence, using this proposition and that (−∆)
On the other hand, note that (∇u
If f does not depend on x, then the last term do not appear, as in Theorem 1.1.
Proof of Theorem 1.9. As shown in the final part of the proof of Proposition 1.6 for strictly star-shaped domains given in Section 2, the freedom for choosing the origin in the identity from this proposition leads to
for each i = 1, ..., n. Then, the theorem follows by using this identity with w = u + v and with w = u − v and subtracting both identities.
Proof of Corollaries 1.2, 1.3, and 1.13. We only have to prove Corollary 1.13, since Corollaries 1.2 and 1.3 follow immediately from it by setting f (x, u) = f (u) and f (x, u) = |u| p−1 u respectively. By hypothesis (1.15), we have For it, we will need some properties of the hypergeometric function 2 F 1 , which we prove in the next lemma. Recall that this function is defined as n −a n . Thus, by analytic continuation the identity holds in C.
(ii) Recall the Euler transformation (see for example .
We have used that Hence, using A.3 (ii), We have obtained the value of c 3 by computing explicitly c 1 and c 2 . However, an alternative way to obtain c 3 is to exhibit an explicit solution of (1.1) for some nonlinearity f and apply the Pohozaev identity to this solution. For example, when Ω = B 1 (0), the solution of (−∆) s u = 1 in B 1 (0) u = 0 in R n \B 1 (0)
can be computed explicitly [13, 3] : we can obtain the constant c 3 , as follows.
