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Abstract
The aim of this paper is to characterize one-complemented subspaces of ﬁnite codimension in the
Musielak–Orlicz sequence space l. We generalize the well-known fact (Ann. Mat. Pura Appl. 152
(1988) 53; Period. Math. Hungar. 22 (1991) 161; Classical Banach Spaces I, Springer, Berlin, 1977)
that a subspace of ﬁnite codimension in lp, 1p<∞, is one-complemented if and only if it can be
expressed as a ﬁnite intersection of kernels of functionals with at most two coordinates different from
zero. Under some smoothness condition on= (n)we prove a similar characterization in l. In the
case of Orlicz spaces we obtain a complete characterization of one-complemented subspaces of ﬁnite
codimension, which extends and completes the results in Randrianantoanina (Results Math. 33(1–2)
(1998) 139). Further, we show that the well-known fact that a one-complemented subspace of ﬁnite
codimension in lp, 1p<∞, is an intersection of one-complemented hyperplanes, is no longer valid
in Orlicz or Musielak–Orlicz spaces. In the last section we characterize lp-spaces, 1<p<∞, and
separately l2-spaces, in terms of one-complemented hyperplanes, in the class of Musielak–Orlicz and
Orlicz spaces as well.
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0. Introduction
We adopt here the standard notations from Banach space theory. Given Banach spaces
X and Y by L(X, Y ) we denote the space of all linear bounded operators from X to Y, and
if X = Y then it is denoted by L(X). As usual symbol ker(T ) is reserved for the kernel
of a linear operator T, T ∗ for a conjugate operator of T, and Id for an identity operator. If
Y is a closed subspace of a Banach space X, P ∈ L(X, Y ) is called a projection whenever
P |Y = Id, that is P 2 = P . The set of all projections from X ontoY will be further denoted
by P(X, Y ). It is clear that if Y = {0}, then for any P ∈ P(X, Y ), ‖P ‖1. A subspace
Y of a Banach space X is called one-complemented if there exists P ∈ P(X, Y ) such that
‖P ‖ = 1.
One-complemented subspaces Y of a Banach space X have the nice property that any
operator from L(Y ) has a linear extension onto the whole of X with the same norm. It
is easy to see and very well known that any closed subspace Y of a Hilbert space H is
one-complemented and that in any Banach space, each one-dimensional subspace is one-
complemented. In general however, there are not too “many” one-complemented subspaces.
For example, by the classicalKakutani theorem (see e.g. [1]), aBanach spaceX of dimension
3which is not a Hilbert space has a two-dimensional subspace and a hyperplane which are
not one-complemented.Also in [3] it has been shown that if 1<p<∞,p = 2, and (,,)
is a nonatomic -ﬁnite measure space, then there is no one-complemented subspace of
Lp(,,) of ﬁnite codimension. The same result is true for real separable rearrangement-
invariant spaces on [0, 1] not isometric to L2 [20].
In the case of sequence spaces, the situation is different. By a result of Bohnenblust [5],
a linear subspaceY of l(n)p (Rn with the lp-norm), 1<p<∞, p = 2, is one-complemented
if and only if Y can be represented as an intersection of kernels of functionals having
at most two coordinates different than zero. It has been later generalized to inﬁnite di-
mensional spaces lp, 1p<∞, and c0. In fact, following Theorem 2.a.4. in [16], any
one-complemented subspace of lp or c0 is the closure of a linear span of disjointly sup-
ported elements, which easily implies the necessary part of the Bohnenblust result, that
every one-complemented subspace of lp or c0 is an intersection of kernels of functionals in
lp′ , 1/p′ = 1 − 1/p, or l1, respectively, with at most two coordinates different than zero
(see also [6,7]).One-complemented hyperplanes in l1 and c0 have been completely described
in [4], and projections onto subspaces of ﬁnite codimension in l∞ have been considered in
[2]. For results concerning more general sequence spaces like Orlicz or Lorentz sequence
spaces see [19,20] and references there.
The aim of this paper is to study one-complemented subspaces of ﬁnite codimension in
Musielak–Orlicz sequence spaces. We consider here only the real case.
Preliminaries contain basic facts on projections and Musielak–Orlicz sequence spaces,
as well as some technical deﬁnitions and results that will be of use later.
Themain results of the paper are contained in Section 2. InTheorem 2.7we present, under
a smoothness condition (S) introduced in the preliminaries, a complete characterization of
one-complemented subspaces of Musielak–Orlicz sequence spaces of ﬁnite codimension
in terms of so called proper representation of these subspaces (see Deﬁnition 1.7). This
characterization in the case of Orlicz spaces has a simpler form and is stated in Theorem
2.10 and Corollaries 2.11 and 2.12. These results are extensions to Musielak–Orlicz spaces
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including nonseparable ones, of the known characterization inOrlicz separable spaces given
in [19]. They are proved using a different technique than in [19], which allows us to remove
the assumptionmade there, that a basic vector belongs to the subspace of ﬁnite codimension.
It should be pointed out however that our technique requires a certain smooth assumption
on  (condition (S)), which limits the class of Musielak–Orlicz functions generating the
spaces. On the other hand condition (S) is not so restrictive: Proposition 1.4 shows that for
an arbitrary Musielak–Orlicz space l there exists a Musielak–Orlicz space l isomorphic
to l and such that  satisﬁes condition (S). We ﬁnish the section with some corollaries
on one-complemented hyperplanes in l and with a new proof of a characterization of
one-complemented subspaces of ﬁnite codimension in lp, 1<p<∞, given in [6].
In Section 3 we show that a ﬁnite intersection of one-complemented hyperplanes in l
must also be a one-complemented subspace (Theorem 3.1). We also provide (Theorems
3.2 and 3.3) examples of both Orlicz and Musielak–Orlicz spaces such that the converse
statement does not hold. It shows that the result true in lp, 1p<∞, that a subspace of ﬁnite
codimension is one-complemented if and only if it is an intersection of one-complemented
hyperplanes [6,7], cannot be extended to Orlicz and thus also to Musielak–Orlicz spaces.
In Section 4, a characterization of lp-spaces, 1<p<∞, (Theorem 4.1) and l2-spaces
(Theorem 4.5) in the class of Musielak–Orlicz spaces, hence in Orlicz spaces as well, is
given in terms of one-complemented hyperplanes.
1. Preliminaries
Let N,Z,R stand for the natural numbers, integers and real numbers, respectively. Let
(X, ‖ ‖) be a Banach space and let 0 = x ∈ X. A functional f ∈ X∗ of norm one is called a
norming functional (or supporting functional) of x whenever f (x) = ‖x‖. Recall also that
0 = x ∈ X is said to be a smooth point whenever its supporting functional is unique. We
say that X is smooth if every element of its unit sphere is smooth. IfY is a nonempty subset
of X then
Y⊥ = {f ∈ X∗ : f |Y = 0}.
By span[Y ] we denote the linear subspace of X spanned by Y.
The ﬁrst two lemmas, crucial in our investigations, are well known. We include their
proofs here for the sake of completeness.
Lemma 1.1. Let Y be a closed subspace of a Banach space X. Then P ∈ P(X, Y ) has
norm one if and only if for each 0 = y ∈ Y there exists an element f of (ker(P ))⊥, which is
a norming functional for y. If y ∈ Y is a smooth point of X then f is uniquely determined.
Proof. We ﬁrst observe that ‖P ‖ = 1 if and only if for any y ∈ Y , zero is the best
approximation to y in V = ker(P ). Indeed, if ‖P ‖ = 1 then for any x ∈ X,
‖x − (Id − P)x‖‖P ‖dist(x, V )‖x − (Id − P)x‖,
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which implies that dist(y, V ) = ‖y‖ for any y ∈ Y . Conversely, if zero is the best approx-
imation to y = Px in V, x ∈ X, then (Id − P)x is the best approximation to x in V. Hence
for any x ∈ X,
‖Px‖ = ‖x − (Id − P)x‖‖x‖
and so ‖P ‖ = 1.
Recall also that given a subspace V of X and x ∈ X \ V with dist(x, V ) = d > 0, v ∈ V
is the best approximation to x in V if and only if there exists f ∈ V ⊥ which is a norming
functional for x − v.
We complete the proof by applying the above observations to V = ker(P ), v = 0 and
0 = y ∈ Y . 
The next result provides a representation of a projection on a subspace of ﬁnite codimen-
sion (see e.g. [4]). Let, as usual, ij = 0 if i = j and ii = 1.
Lemma 1.2. Assume X is a normed space and let Y ⊂ X be a subspace of codimension
n. Let {f1, . . . , fn} ∈ Y⊥ be a basis of Y⊥, and suppose P ∈ P(X, Y ). Then there exist
uniquely determined z1, . . . , zn ∈ ker(P ) such that
fi(zj ) = ij
and
Px = x −
n∑
i=1
fi(x)zi
for x ∈ X.
Proof. Since Y⊥ = span[f1, . . . fn] and X = Y ⊕ ker(P ), for any z ∈ ker(P ), if
fi(z) = 0 for i = 1, . . . , n, then z = 0. This shows that f1|ker(P ), . . . , fn|ker(P ) are
linearly independent. Hence there exist uniquely determined z1, . . . , zn ∈ ker(P ) such that
fi(zj ) = ij for i, j = 1, . . . , n. Set for x ∈ X,
Qx = x −
n∑
i=1
fi(x)zi .
Note that Q|Y = P |Y = Id|Y and Q|ker(P ) = 0, since Qzi = 0 for i = 1, . . . , n. Hence
Q = P , which shows our claim. 
Also the following simple fact will be frequently used.
Lemma 1.3. Let X,Z be two normed spaces and let T : X → Z be a linear surjective
isometry. Then a subspace Y ⊂ X is one-complemented in X if and only if T (Y ) is one-
complemented in Z.
Nowwe present some introductory facts onMusielak–Orlicz spaces.A function:R+ →
[0,+∞) is said to be an Orlicz function if (0) = 0,  is strictly increasing and convex.
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By ∗ we denote its conjugate function in the sense ofYoung, that is
∗(u) = sup
v > 0
{uv − (v)}, u0
and we notice that ∗ is an extended real-valued convex function. If (u) = (1/p)up,
1<p<∞, then ∗(u) = (1/p′)up′ , where 1/p + 1/p′ = 1. Further, a sequence  =
(n) of Orlicz functions n will be called aMusielak–Orlicz functionwhenever n(1) = 1
for every n ∈ N. By ∗ = (∗n) we will denote its conjugate function.
Let l0 denote the space of all real-valued sequences.With eachMusielak–Orlicz function
 we can associate a mapping 	 : l0 → [0,+∞] deﬁned by
	(x) =
∞∑
n=1
n(|xn|),
where x = (xn) ∈ l0. Given a Musielak–Orlicz function, let l denote the corresponding
Musielak–Orlicz space, that is
l = {x ∈ l0 : lim

→0
	(
x) = 0}.
If a sequence  = (n) is constant, that is n =  for every n ∈ N, then l is an
Orlicz sequence space and further it will be denoted by l. The space l equipped with the
Luxemburg norm
‖x‖ = ‖x‖ := inf{
> 0 : 	(x/
)1}
is a Banach space. Recall also that given Musielak–Orlicz functions  = (n) and  =
(n), the spaces  and  coincide with equivalence of norms if and only if is equivalent
to, that is, for some K, > 0 and (cn) ∈ +1 ,
n(Ku)n(u)+ cn, whenever n(u)
and
n(Ku) ≤ n(u)+ cn, whenever n(u).
Observe that the assumption n(1) = 1 for every n ∈ N is not a real restriction on
Musielak–Orlicz function . In fact, for every sequence  = (n), where n are Orlicz
functions, there exists a function  = (n) with n(1) = 1 and such that l is isometric
to l. It is enough to take n(t) = n(ant), where n(an) = 1 for every n ∈ N.
We will also consider here the ﬁnite dimensional spaces l(m) , deﬁned onR
m analogously
as l. The space l(m) can be identiﬁedwith the subspace of l consisting of all x = (xn) ∈ l
such that xn = 0 for all nm+ 1.
If (fi) is a sequence of elements fi in l, then by fij we denote the coefﬁcients of fi ,
that is fi = (fij ).
An important subspace of l, called the subspace of ﬁnite elements and denoted by h
is deﬁned as
h = {x ∈ l : 	(
x)<∞ for any 
> 0}.
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It is well known that h is a closed separable subspace of l with the one-unconditional
basis consisting of the standard unit vectors ei = (0, . . . , 1i , 0, . . .). It is easy to see that
for every x ∈ h, ‖x‖ = 1 if and only if 	(x) = 1. Moreover, h = l if and only if
either the dimension of l is ﬁnite or  satisﬁes a growth condition called 2 [11,12,16].
Recall that for every y ∈ l∗ , the functional
fy(x) =
∞∑
n=1
xnyn, x = (xn) ∈ l,
is bounded on (l, ‖ ‖) and is called a regular functional. We denote by R the set of all
regular functionals on l. The spaces R and l∗ are order isomorphic [10,21] and so by
usual identiﬁcation we often write fy = y. We say that fS is a singular functional on l
whenever fS(x) = 0 for every x ∈ h. The set of all singular functionals on l will be
denoted by S. It is well known [10, Lemma 1.1 and Theorem 2.9] that
(l)
∗ = R ⊕1 S.
More precisely, for each f ∈ (l)∗ there exist uniquely determined r(f ) ∈ R and s(f ) ∈
S such that
f = r(f )+ s(f )
and
‖f ‖ = ‖r(f )‖ + ‖s(f )‖.
It is clear that the operators r and s are linear projections of (l)∗ onto R and S, respec-
tively. Since R and l∗ are order isomorphic we will identify r(f ) with an element of l∗ ,
and then r(f ) = (r(f )n). More information on Musielak–Orlicz spaces one can ﬁnd in
[17,16, vol. I], [8,11,12, 21,22].
An Orlicz function  is said to satisfy condition (s) whenever  is differentiable on
[0,∞), (1) = 1 and both  and ′ vanish only at zero. We say that  satisﬁes condition
(S) if  fulﬁlls (s), ′′ is continuous on [0,∞) and it vanishes only at zero. We also agree
that a Musielak–Orlicz function  = (n) satisﬁes condition (s) or (S) whenever all n
satisfy (s) or (S), respectively. Notice that the assumption (s) on implies that′ is already
continuous (see [13, Theorem 1, p. 156]).
Condition (S) on  is not very restrictive. In fact we have the following result.
Proposition 1.4. For any Musielak–Orlicz function  = (n) there exists a Musielak–
Orlicz function  = (n) equivalent to  and satisfying condition (S). Consequently, the
identity operator from l to l is an isomorphism.
Proof. Let n(t) =
∫ t
0 n(u)/u du and n(t) =
∫ t
0 n(u)/u du. It is clear that n are
Orlicz functions of classC2(0,∞). Taking dn ∈ (0, 1) such that∑∞n=1 n(8dn)<∞, deﬁne
n(t) =
∫ t
0
¯n(u)/u du,
J.E. Jamison et al. / Journal of Approximation Theory 130 (2004) 1–37 7
where
¯n(t) =
{
′n(dn)t3/(3d2n) if 0tdn,
′n(dn)dn/3+ n(t)− n(dn) if tdn.
It is easy to see that both derivatives ′n and 
′′
n are continuous and they vanish only at zero.
Thus  = (n) satisﬁes condition (S). Since n are convex, both n and n are convex.
Hence all quotients n(t)/t, n(t)/t and n(t)/t are increasing functions with respect to
t > 0. Therefore
n(t/2)
∫ t
t/2
n(u)/u dun(t)n(t)
as well as
n(t/2)n(t)n(t)
for all t0 and n ∈ N. Hence
n(t/2)n(t/2)n(2t)
and so  = (n) and  = (n) are equivalent. Since ¯n(u)/u is increasing, n are convex
and by the similar argument as above we get
¯n(t/2)n(t)¯n(t)
for all n ∈ N and t0. We also have for tdn,
¯n(t)′n(dn)dn + n(t)′n(2dn)+ n(t)n(2t)+ n(t)2n(2t)
and for t2dn,
¯n(t)n(t)− n(dn)n(t)− n(t/2)(1/2)n(t).
Therefore, for n ∈ N, t2dn,
(1/2)n(t)¯n(t)2n(2t).
It follows that for t2dn, n ∈ N,
(1/2)n(t)¯n(t)n(2t)¯n(2t)2n(4t).
Thus for any n ∈ N and t0,
n(t)2n(2t)+ n(2dn) and
n(2t)2n(4t)+ n(4dn)2n(4t)+ 2n(8dn).
But
∑∞
n=1 n(8dn)<∞, which shows that  = (n) and  = (n) are equivalent. Since
 is equivalent to , the proof is complete. 
The following description (see [10, Lemma 1.7 and Theorem 1.9]) of smooth points and
supporting functionals in l will play an essential role in our investigations.
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Theorem 1.5. Let  = (n) be a Musielak–Orlicz function satisfying condition (s). Then
each 0 = x = (xn) ∈ h is a smooth point in l. Moreover, the supporting functional of
0 = x = (xn) ∈ h is a regular functional fy determined by y = N(x)/Cx ∈ l∗ , where
N(x) = ((sgn xn)′n(|xn|/‖x‖)
and Cx =∑∞n=1 |xn|′n(|xn|/‖x‖)
From Lemma 1.1 and Theorem 1.5 one can deduce the following result.
Corollary 1.6. Let  satisfy condition (s) and let Y ⊂ l be a closed subspace of l. If
P ∈ P(l, Y ) is a projection of norm one, then for every 0 = y ∈ Y ∩ h and z ∈ ker(P ),
N(y)(z) = 0. Moreover, if l = h then the converse implication also holds true.
Henceforth in the paper all Orlicz and Musielak–Orlicz functions which are considered
are required to satisfy at least condition (s).
Finally let us agree that for given sequence x = (xn), supp(x) = {n ∈ N : xn = 0} is its
support and for j ∈ N,
Pjx = (x1, . . . , xj , 0, . . .) and (Id − Pj )x = (0, . . . , 0, xj+1, xj+2, . . .).
The following deﬁnition that “normalizes” the representation {f1, . . . , fn} of a subspace
of codimension n given in Lemma 1.2, allows us to formulate many further results in less
technical ways.
Deﬁnition 1.7. Let Y ⊂ l or Y ⊂ l(m) be a subspace of codimension n. Let
k = dim(r(Y⊥)). Then F = {f1, . . . , fn} ⊂ Y⊥ is called a proper representation of Y
if the following conditions are satisﬁed.
(1) F is linearly independent, span[F ] = Y⊥ and r(fi) = 0 for ik + 1 and k <n.
(2) r(fi)j = ij for i, j = 1, . . . , k.
In particular, if l = h or Y is a subspace of a ﬁnite dimensional space l(m) , then all
functionals are regular, and so k = n and r(fi) = fi .
Lemma 1.8. Let Y ⊂ l or Y ⊂ l(m) be a subspace of codimension n. Then up to isometry
of l or l(m) , there exists F ⊂ Y⊥ which is a proper representation of Y .
Proof. Set k = dim(r(Y⊥)). If k = 0 then any basis of Y⊥ is a proper representation of
Y . If k > 0, choose F1 = {f1, . . . , fk} ⊂ Y⊥ such that r(Y⊥) = span[r(F1)]. If k <n, let
F2 = {fk+1, . . . , fn} be any basis of Y⊥ ∩ ker(r) (F2 = ∅ if k = n). Put F3 =
F1 ∪ F2. Observe that Y⊥ = span[F3] and r(fi) = 0 for i = k + 1, . . . , n if k <n.
Since r(f1), . . . , r(fk) are linearly independent, there exists m1< · · · <mk such that
det[r(fj )mi ]i,j=1,...,k = 0. By a permutation of integers, to which there corresponds a per-
mutation of the sequence (n) and an isometric isomorphism of l, it may be supposed that
mi = i, i = 1, . . . , k. In fact observe that any permutation  : N → N induces a linear
isometry T : l → l deﬁned as Tx = (x(n)), where  = ((n)). Hence for any
J.E. Jamison et al. / Journal of Approximation Theory 130 (2004) 1–37 9
i = 1, . . . , k, there exists ai1, . . . , aik such that
k∑
l=1
ailr(fl)j = ij .
Set now for j = 1, . . . , k, gi = ∑kl=1 ailfl and let F = {g1, . . . , gk} ∪ F2. Then F is a
proper representation of Y . 
Lemma 1.9. Let Y ⊂ l or Y ⊂ l(m) be a subspace of codimension n such that
k = dim(r(Y⊥))> 0. Suppose F = {f1, . . . , fn} ⊂ (l)∗ is a proper representation
of Y . Let P ∈ P(l, Y ) be a projection of norm one and let z1, . . . , zn ∈ ker(P ) be given
for F and P by Lemma 1.2. Then for jk + 1 and i = 1, . . . , n,
zij =
∑k
l=1 zil sgn(r(fl)j )
′
l (|r(fl)j |/‖yj‖)
′j (1/‖yj‖)
,
where for jk + 1
yj = ej −
k∑
l=1
r(fl)j el .
Proof. Let jk + 1 and i ∈ {1, . . . , n}. Since F is a proper representation of Y , yj ∈
Y ∩ h. By Corollary 1.6, N(yj )(zi) = 0 which gives the required equation. 
Lemma 1.10. Let , P, Y, F, n, k and z1, . . . , zn be as in Lemma 1.9. Then detM = 0,
where M is a k × k matrix with the ith row mi = (zi1, . . . , zik), i = 1, . . . , k. Moreover,
for any jk+ 1, zij = 0 for all i = 1, . . . , n if and only if r(fi)j = 0 for all i = 1, . . . , k.
Consequently,
n⋃
j=1
supp(zj ) =
k⋃
j=1
supp r(fj ).
Proof. If det M = 0, then mi =∑kl=1,l = i alml for some i ∈ {1, . . . , k} and al ∈ R. By
Lemma 1.9, zi =∑nl=1,l = i alzl , and so
fi(zi) =
n∑
l=1,l = i
alfi(zl) = 0,
which contradicts the choice of zi . Hence detM = 0. Now if zij = 0 for some jk+1 and
all i = 1, . . . , n, then again by Lemma 1.9,
u = (sgn(r(f1)j )′1(|r(f1)j |/‖yj‖), . . . , sgn(r(fk)j )′k(|r(fk)j |/‖yj‖))
is a solution of the homogeneous system of linear equations given by the matrix M. Thus
u = 0, and since ′n vanish only at zero, r(fj )i = 0 for i = 1, . . . , k. On the other hand, if
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r(fm)j = 0 for some jk + 1 and all m = 1, . . . , k, then by Lemma 1.9, zij = 0 for all
i = 1, . . . , n. Moreover, since F is a proper representation of Y and detM = 0,
{1, . . . , k} ⊂
(
n⋃
j=1
supp(zj )
)
∩
(
k⋃
j=1
supp r(fj )
)
.
Hence
n⋃
j=1
supp(zj ) =
k⋃
j=1
supp r(fj ),
as required. 
Lemma 1.11. Suppose f1, . . . , fk in l∗ are such that Pkf1, . . . , Pkfk are linearly in-
dependent. Let m>k. If v ∈ Pm(l) ∩ ⋂ki=1 ker(fi) and ‖v‖ = 1 then the elements
P ∗m(f1), . . . P ∗mfk , N(v) are linearly independent.
Proof. By the ﬁrst assumption, P ∗mf1, . . . , P ∗mfk are linearly independent. Suppose, on a
contrary, that N(v) = P ∗mN(v) =
∑k
i=1 aiP ∗mfi . Then by Theorem 1.5,
Cv = N(v)(v) =
k∑
i=1
ai(P
∗
mfi)(v) =
k∑
i=1
aifi(v) = 0,
which is a contradiction. 
Lemma 1.12. Let Y ⊂ l be a subspace of codimension n and let k = dim(r(Y⊥))> 0.
Let F = {f1, . . . , fn} be a proper representation of Y such that s(fj ) = 0 for some j ∈
{1, . . . , n}. Assume P ∈ P(l, Y ) and let z1, . . . , zn ∈ ker P be given for F and P by
Lemma 1.2. If zi and r(fi) have bounded supports for i = 1, . . . , n, then ‖P ‖> 1.
Proof. Suppose that the supports of zi and r(fi) lie in {1, . . . , l} for all i = 1, . . . , n. It
is clear that there exists z ∈ (Id −Pl)(l) such that ‖z‖ = 	(z) = 1 and fj (z) = 0. Then
z and
∑n
i=1 fi(z)zi have disjoint supports. Hence
	(P z) = 	
(
z−
n∑
i=1
fi(z)zi
)
= 	(z)+ 	
(
n∑
i=1
fi(z)zi
)
.
Now fj (z) = 0 and the vectors zi are linearly independent so that the second term on the
right is non-zero. Consequently,
	(P z)>	(z) = 1 = ‖z‖,
which shows that ‖P ‖> 1, as required. 
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2. One-complemented subspaces of ﬁnite codimension
The main results of the paper are contained in this section. Theorem 2.7 provides a com-
plete characterization of one-complemented subspaces of ﬁnite codimension in Musielak–
Orlicz spaces l for  satisfying condition (S). This characterization is expressed in terms
of proper representations of these subspaces (see Deﬁnition 1.7 and Lemma 1.8).As a corol-
lary, in Theorem 2.10, (see also Corollaries 2.11 and 2.12) we obtain a characterization of
such subspaces in Orlicz space l, which is an extension and completion of Theorem 7
in [19]. Furthermore, we give some corollaries on one-complemented hyperplanes in l
and reproduce (Corollaries 2.18 and 2.19) the well known result on one-complemented
subspaces in lp, 1<p<∞, p = 2, presenting a shorter proof than that of [6].
We start with the following result, which for Orlicz spaces l(m) has been communicated
to the authors in a slightly different form by Neubauer [18].
Theorem 2.1. Let  satisfy condition (S) and let Y be a subspace of l(m) of codimension
km−2,which is one-complemented in l(m) . IfG = {g1, . . . , gk} is a proper representation
of Y then for any i = 1, . . . , k, gi has at most two coordinates different from zero.
Proof. Let Q ∈ P(l(m) , Y ) have norm one and let G = {g1, . . . , gk} ⊂ Y⊥ be a proper
representation of Y. Then Y = ⋂ki=1 ker(gi). By Lemma 1.2, there exist uniquely deter-
mined w1, . . . , wk ∈ ker(P ) satisfying gi(wj ) = ij and such that
Qx = x −
k∑
i=1
gi(x)wi, x ∈ l(m) .
Assume, on a contrary, that gj has at least three coordinates different from zero for some
j ∈ {1, . . . , k}. Since l(m) and l(m) with  = ((n)) are isometric for any permutation
 of {1, . . . , m}, and G is a proper representation of Y , by Lemma 1.3 we can assume that
g1p = 0 for p = 1, k + 1, k + 2.
Setting for i ∈ {1, . . . , k}, Di = g1,k+1gi,k+2 − g1,k+2gi,k+1, deﬁne
A1 = {i = 1, . . . , k : Di = 0} and A2 = {1, . . . , k} \ A1.
Observe that 1 ∈ A1 and A2 may be an empty set. Again by Lemma 1.3, without loss
of generality we can assume that A1 = {1, . . . , l} with lk. Set as in Lemma 1.9, for
j = k + 1, k + 2,
yj = ej −
k∑
p=1
gpj ep
and for i = 1 or each i ∈ {l + 1, . . . , k} if l < k, we deﬁne ui ∈ Y , by
ui = gi,k+2yk+1 − gi,k+1yk+2‖gi,k+2yk+1 − gi,k+1yk+2)‖ .
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Observe that, if i = 1 or i ∈ {l + 1, . . . , k} then
‖ui‖ = 1 and uii = 0.
Now, let us consider for i = 1, . . . , k the following problem.
Problem (i).Minimize a function
x → N(x)(wi) =
m∑
j=1
sgn(xj )′j (|xj |)wij
deﬁned for x ∈ Rm under the conditions (Ci) given by
gj (x) =
m∑
p=1
gjpxp = 0, j = 1, . . . , k,
	(x) =
m∑
j=1
j (|xj |) = 1.
Observe that, by condition (S) and Corollary 1.6, if x ∈ Rm satisﬁes (Ci), thenN(x)(wi) =
0. This means that the function N(·)(wi) has a conditional minimum at x. Let us consider
at ﬁrst this problem for i = 1. Observe that u1 satisﬁes (Ci) and by Lemma 1.11 applied to
u1, gj , j = 1, . . . , k, and m we get that the rank of the matrix M(u1) = k + 1, where for
x = (x1, . . . , xm) ∈ Rm,
M(x) =


g11 . . . g1m
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
gk1 . . . gkm
sgn x1′1(|x1|) . . . sgn xm′m(|xm|)

 .
Since  satisﬁes condition (S), the functions N(x)(wi) and 	(x) are continuously differ-
entiable with respect to x ∈ Rm. Hence by the Lagrange Multiplier Theorem there exist
ap, p = 1, . . . , k + 1 (depending on u1), which satisfy the following system of equations
Ej := ′′j (|u1j |)w1j +
k∑
p=1
apgpj + ak+1 sgn(u1j )′j (|u1j |) = 0, j = 1, . . . , m.
Since ′1(0) = ′′1(0) = 0 and gij = ij for i, j = 1, . . . , k, E1 is reduced to a1 = 0.
Multiplying Ej by w1j for j = 1, . . . , m and summing up these equations we get
m∑
j=1
′′j (|u1j |)w21j +
k∑
p=2
ap
(
m∑
j=1
gpjw1j
)
+ an+1
m∑
j=1
sgn(u1j )′j (|u1j |)w1j
=
m∑
j=1
′′j (|u1j |)w21j +
k∑
p=2
apgpw1 + an+1N(u1)(w1) = 0.
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Observe that gp(w1) = 0 for p = 2, . . . , k, and by the condition (S) and Corollary 1.6,
N(u1)(w1) = 0. Hence the previous equality is reduced to
m∑
j=1
′′j (|u1j |)w21j = 0.
Since ′′j vanish only at zero, u1,k+1 = 0 and u1,k+2 = 0, we get
w1,k+1 = 0 and w1,k+2 = 0.
Moreover, if j ∈ A2, i.e. jl + 1, then u1j = 0 and consequently, w1j = 0.
Now take any i ∈ A1. Analogously as above, minimizing the function N(x)(wi) with
respect to x ∈ Rm, we obtain
m∑
j=1
′′j (|u1j |)w2ij = 0 (2.1)
for i = 1, . . . , l. Consequently, we have that for p ∈ A1 = {1, . . . , l} and j ∈ A2 =
{l + 1, . . . , k}
wp,k+1 = wp,k+2 = wpj = 0. (2.2)
Let now i ∈ A2. Minimizing the function N(x)(wi) and arguing as in the case i = 1, we
get
m∑
j=1
′′j (|uij |)w2ij = 0. (2.3)
Consequently, in view of uij = 0 for j ∈ A1 = {1, . . . , l} and i ∈ {l + 1, . . . , k} we have
wij = 0. (2.4)
Observe that by Lemma 1.10, applied toQ, g1, . . . , gk and w1, . . . , wk ,
det[wij ]i,j=1,...,k = 0.
By (2.2) and (2.4), det[wij ]i,j=1,...,l = 0. By Lemma 1.9 applied to wi , i = 1, . . . , l,
j = k + 1 and j = k + 2 we obtain
′1(|g1,k+1|/‖yk+1‖) = ′1(|g1,k+2|/‖yk+2‖) = 0,
and consequently g1,k+1 = g1,k+2 = 0. This contradiction ﬁnishes the proof. 
In the next result we consider inﬁnite dimensional spaces.
Theorem 2.2. Let  satisfy condition (S). If Y is a one-complemented subspace of l of
codimension n, then Y⊥ consists of only regular functionals.Moreover, ifF = {f1, . . . , fn}
is a proper representation of Y then for any i = 1, . . . , n, fi = r(fi) has at most two
coordinates different from zero.
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Proof. Let P ∈ P(l, Y ) with ‖P ‖ = 1 and let F = {f1, . . . , fn} ⊂ Y⊥ be a proper
representation of Y . Then obviously Y =⋂ni=1 ker(fi). By Lemma 1.2 there exist uniquely
determined z1, . . . , zn ∈ ker(P ) satisfying fi(zj ) = ij and such that
Px = x −
n∑
i=1
fi(x)zi, x ∈ l.
Now we show that fi are regular functionals, that is s(fi) = 0 for i = 1, . . . , n. Set
k = dim(r(Y⊥)). If k = 0, then for any j ∈ N, ej ∈ Y , since fi |h = s(fi)|h = 0 for
i = 1, . . . , n. Consequently, by the condition (S) and Corollary 1.6, for every j ∈ N and
i = 1, . . . , n
N(ej )(zi) = ′j (1)zij = 0,
which yields zi = 0 for all i = 1, . . . , n, which is impossible.
Now suppose k > 0. Since {f1, . . . , fn} is a proper representation, r(fi)j = ij for
i, j = 1, . . . k and r(fi) = 0 for k + 1in, if k <n. First we show that for i = 1, . . . , k,
r(fi) have atmost two coordinates different from zero. Suppose this is not true. By a suitable
isometry of l we can assume that r(f1)k+p = 0 for p = 1, 2.
We will further reduce the proof to ﬁnite-dimensional case and apply Theorem 2.1. Set
for i = 1, . . . , k, gi = (r(fi)1, . . . , r(fi)k+2) and vi = (zi1, . . . , zi,k+2). Deﬁne
Y1 =
k⋂
i=1
ker(gi) ⊂ Rk+2 and V1 = span[v1, . . . , vk] ⊂ Rk+2.
It is clear that codim(Y1) = k. Moreover, by Lemma 1.10, det[zij ]i,j=1,...,k = 0, and so
dim(V1) = k. Note that
Rk+2 = Y1 ⊕ V1.
Indeed, assume for a contrary that there exista1, . . . , ak ∈ R such that 0 = v =∑ki=1 aivi ∈
Y1 ∩ V1. Setting
z¯ =
k∑
i=1
aizi,
it yields that 0 =w = Pk+2(z¯) ∈ Y ∩ h. Now, by Corollary 1.6,
0 = N(w)(z¯) =
k+2∑
j=1
|wj |′j
( |wj |
‖w‖
)
and so wj = 0 for j = 1, . . . , k + 2, by condition (S). However
wj =
k∑
i=1
aizij and det[zij ]i,j=1,...,k = 0
by Lemma 1.10. Hence ai = 0 for i = 1, . . . , k, which contradicts the fact that w = 0.
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Now let Q ∈ P(lk+2 , Y1) be a projection with ker(Q) = V1. It is easy to see that if
0 = y ∈ Y1, then y¯ = Pk+2y ∈ Y ∩h. Thus for any 0 = y ∈ Y1 andw =∑ki=1 aivi ∈ V1,
by Corollary 1.6 we have
0 = N(y¯)(z¯) =
k+2∑
j=1
sgn(yj )′j (|yj |/‖y‖)wj = N(y)(z).
Now, applying the converse statement of Corollary 1.6 to Y1, V1 and lk+2 , we get ‖Q‖ = 1.
Since the codimension of Y1 is k and {g1, . . . , gk} is a proper representation of Y1 ⊂ l(k+2) ,
so by Theorem 2.1 we get
0 = g1,k+1 = r(f1)k+1 = g1,k+2 = r(f1)k+2,
which is a contradiction.
Consequently, by Lemma 1.10, z1, . . . zn have bounded supports. Since ‖P ‖ = 1, by
Lemma 1.12, s(fi) = 0 for i = 1, . . . , n. This shows that any f ∈ Y⊥ is a regular
functional.
By the ﬁrst part of the proof if {f1, . . . fn} is a proper representation of Y then for any
j = 1, . . . , n, fj = r(fj ) has at most two coordinates different from zero. The proof is
complete. 
Remark 2.3. It is well known [2] that in l∞ a one-complemented subspace of ﬁnite codi-
mension can be an intersection of kernels of functionals with both regular and singular parts
different than zero. By Theorem 2.2, this is not the case in the spaces l.
Note also that in the proof of Theorem 2.2 the assumption that Y contains at least one
basic vector ei is not needed (compare with Theorem 7 in [19]).
Lemma 2.4. Let Y ⊂ l be a subspace of codimension n such that Y⊥ consists of regular
functionals. Let F = {f1, . . . , fn} be a proper representation of Y . Assume that there exists
l ∈ N such that⋃ni=1 supp(fi) = {1, . . . , l}andputm = l+1.ThenY is one-complemented
in l if and only if Y1 = Y ∩ l(m) is one-complemented in l(m) .
Proof. Here we identify l(m) with the subspace of those x ∈ l such that x = Pmx.
Suppose thatY is one-complemented in l and let Q be a projection from l ontoY of norm
one. Let z1, . . . , zn be given for Q and F by Lemma 1.2. In view of Lemma 1.10,
n⋃
j=1
supp(fj ) =
n⋃
j=1
supp(zj ) = {1, . . . , l}.
Hence in view of the form of Q given in Lemma 1.2, it is clear that the restriction of Q to
l
(m)
 is a projection of norm one from l(m) onto Y1.
Suppose now thatQm is a projection of norm one from l(m) onto Y1. Deﬁne
Qx = Qm(Pm(x))+ (Id − Pm)x, x ∈ l.
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Observe that Q is a projection from l onto Y . We shall show that ‖Q‖ = 1. Suppose on
the contrary, that ‖Q‖> 1. Then there exists w ∈ l, such that ‖w‖ = 1 and ‖Qw‖> 1.
By deﬁnition of the Luxemburg norm on l, it is clear that
	(Qw)> 1	(w).
Hence 	(Qw) = 	(Qm(Pmw)) + 	((Id − Pm)w)>	(Pmw) + 	((Id − Pm)w),
and so
	(Qm(Pmw))>	(Pmw).
By Lemma 1.2 applied toQm and F, there exist uniquely determined z1 . . . , zn ∈ l(m) such
that
Qmx = x −
n∑
j=1
fj (x)zj , x ∈ l(m) .
Moreover, by Lemma 1.10,
n⋃
j=1
supp(fj ) =
n⋃
j=1
supp(zj ) = {1, . . . , l}.
Hence for any x ∈ l, fj (Pmx) = fj (Plx) for j = 1, . . . , n, and so
Qm(Pmx) = Qm(Plx)+ xmem.
Since 	(Pmw)	(w)1, there exists t0 such that
	(Plw + tem) = 1 = ‖Plw + tem‖.
Setting w˜ = Plw + tem, we have 	(w˜) = ‖w˜‖ = 1, w˜ = Pmw˜ ∈ l(m) and
	(Qm(w˜)) = 	(Qm(Pl(w˜))+ w˜mem) = 	(Qm(Plw))+ 	(tem).
But 	(Qm(Pmw)) = 	(Qm(Plw))+	(wmem)>	(Pmw) = 	(Plw)+	(wmem),
and so
	(Qm(Plw))>	(Plw).
Hence	(Qm(w˜))>	(Plw)+	(tem) = 	(w˜) = 1,which contradicts the assumption
‖Qm‖ = 1. 
Theorem 2.5. Let Y ⊂ l be a subspace of codimension n such that Y⊥ consists of reg-
ular functionals. Let F = {f1, . . . , fn} be a proper representation of Y . Assume that for
i = 1, . . . , n, fij = 0 for at most one jn+ 1. Let for j ∈ N
Cj = {i : fij = 0}.
Then Y is one-complemented in l if and only if Yj =⋂i∈Cj ker(fi) is one-complemented
in l for any jn+ 1 such that Cj = ∅.
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Proof. Suppose
⋃n
i=1 supp(fi) = {1, . . . , l} and let m = l + 1. In view of the previous
lemmaweneed to showour theoremonly in the case of l(m) . SupposeY is one-complemented
in l(m) and J = {1, . . . , n}, where
J = {i = 1, . . . , n : supp(fi) = i}.
Thus fij = 0 for some jn + 1 and i = 1, . . . , n. Fix any jn + 1 with Cj = ∅. Let
P ∈ P(l(m) , Y ) be a projection of norm one. Let z1, . . . , zn ∈ ker(P ) be given for P and F
by Lemma 1.2. First we claim that⋃
i∈Cj
supp(fi) =
⋃
i∈Cj
supp(zi) = Cj ∪ {j}.
Indeed, let i ∈ Cj . Deﬁne wi ∈ l(m) by wik = zik for k /∈ Cj ∪ {j} and wik = 0 for
k ∈ Cj ∪ {j}. We shall show that wi = 0. Suppose, this is not true. Since for any k /∈ Cj ,
fk(zi) = 0, wi ∈ Y . Since zi ∈ ker(P ), by Corollary 1.6, N(wi)(zi) = 0. By deﬁnition of
wi ,
0= N(wi)(zi) =
∑
k /∈Cj
sgn(wik)′k(|wik|/‖wi‖)zik/Cwi
=
∑
k /∈Cj
sgn(wik)′k(|wik|/‖wi‖)wik/Cwi = ‖wi‖,
which is a contradiction. Hence for any i ∈ Cj , supp(zi) ⊂ Cj ∪ {j} and consequently⋃
i∈Cj
supp(zi) ⊂ Cj ∪ {j}.
We shall prove now that for any i ∈ Cj , zij = 0. Suppose, on the contrary that zi0j = 0 for
some i0 ∈ Cj . Since fi(zk) = ik for i, k ∈ Cj , and supp(fi) = {i, j}, we get zi0k = 0 for
k ∈ Cj \ {i0} and zi0,i0 = 1. Note that y = ej −
∑n
k=1 fkj ek ∈ Y . Again, by Corollary 1.6
we get
0 = N(y)(zi0) = −sgn(fi0j )′i0(|fi0j |/‖z‖)
and consequently, fi0j = 0, which is impossible.
If i ∈ Cj andCj = {i}, then zii = 0. Indeed, if zii = 0, then by Corollary 1.6 applied to y
and zi we get −′j (1/‖y‖)zij = 0, which is impossible since j satisﬁes condition(s) and
zij = 0. If i ∈ Cj and card(Cj )> 1, then for any k ∈ Cj such that k = i, we have fi(zk) =
zki + fij zkj = 0. This shows that zki = 0, since zkj = 0 and fij = 0. Consequently,⋃
i∈Cj
supp(zi) ⊃ Cj ∪ {j}.
By the previous part of the proof and Lemma 1.10 we have⋃
i∈Cj
supp(fi) =
⋃
i∈Cj
supp(zi) = Cj ∪ {j}
as required.
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Consider now for j ∈ N the operator
Qjx = x −
∑
i∈Cj
fi(x)zi, x ∈ l(m) , (2.5)
which is a projection onto Yj = ⋂i∈Cj ker(fi) such that ker(Qj ) = Vj = span[zi : i ∈
Cj ]. We shall show that ‖Qj‖ = 1. In view of Corollary 1.6, it is enough to prove that
N(y)(v) = 0 for any v ∈ Vj and y ∈ Yj . Let y = (y1, . . . , yl, yl+1) ∈ Y and set
wj =
∑
i∈Cj
yiei + yj ej + tmem,
where tm0 is chosen so that ‖wj‖ = ‖y‖. Since for any i /∈ Cj ,
supp(fi) ∩
( ⋃
k∈Cj
supp(fk)
)
= ∅,
wj ∈ Y . Since ‖P ‖ = 1 and z1, . . . , zn ∈ ker(P ), by Corollary 1.6, N(wj )(zi) = 0 for
i = 1, . . . , n. Hence∑
k∈Cj
sgn(yk)′k(|yk|/‖y‖)zik + sgn(yj )′j (|yj |/‖y‖)zij = 0,
since m /∈ ⋃ni=1 supp(zi) = ⋃ni=1 supp(fi) by Lemma 1.10. Observe that, for i ∈ Cj ,
N(wj )(zi) = N(y)(zi), and thus we have that N(y)(v) = 0 for all v ∈ Vj . Thus, we
have showed that N(y)(v) = 0 for all v ∈ Vj and y ∈ Yj . Applying now Corollary 1.6 to
Pj , Vj , Yj we have that ‖Qj‖ = 1.
Now assume that for jn+ 1 with Cj = ∅, Yj is a one-complemented subspace of l(m) .
We shall show that Y is one-complemented. Suppose at ﬁrst that J = {1, . . . , n}. Then
Y = {y = (yi) : yi = 0, i = 1, . . . , n}
and obviously (Id − Pn)x is a norm-one projection onto Y . Let now for any j ∈ J1 =
{kn + 1 : Ck = ∅}, Yj be one-complemented in l(m) and let Pj ∈ P(l(m) , Yj ) be a
projection of norm one. Note that Fj = {fi : i ∈ Cj } is a proper representation of Yj . Let
{z(j)i : i ∈ Cj } ⊂ l(m) be given by Lemma 1.2 for Fj and Pj . Note that, Ci ∩ Cj = ∅
for i = j , J ∩ Cj = ∅ for any j ∈ J1 and
(⋃
j∈J1 Cj
)
∪ J = {1, . . . , n}. Deﬁne then for
i = 1, . . . , n,
wi =
{
z
(j)
i , i ∈ Cj , j ∈ J1
ei, i ∈ J.
The operator
Px = x −
n∑
i=1
fi(x)wi, x ∈ l(m) ,
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is a projection onto Y and ker(P ) = span[w1, . . . , wn]. We shall show that ‖P ‖ = 1. Let
y ∈ Y and take wi = z(j)i for some i ∈ Cj , j ∈ J1. Then y ∈ Yj and z(j)i ∈ ker(Pj ). Since
‖Pj‖ = 1, by Corollary 1.6, N(y)(z(j)i ) = 0. If wi = ei then i ∈ J and in that case yi = 0
for any y = (yn) ∈ Y . Thus N(y)(wi) = N(y)(ei) = 0. Therefore for any v ∈ ker(P ) and
any y ∈ Y , N(y)(v) = 0. Since l(m) = h(m) , ‖P ‖ = 1 by Corollary 1.6, and the proof is
complete. 
The next theorem gives a necessary and sufﬁcient condition for the spaces Yj considered
in the proof of Theorem 2.5 to be one-complemented.
Theorem 2.6. Let for i = 1, . . . , n, fi be regular functionals on l such that fik = ik for
i, k = 1, . . . , n, and fij = 0 for at most one jn+ 1. Let for j ∈ N
Cj = {i : fij = 0} and Yj =
⋂
i∈Cj
ker(fi).
Assuming that Cj = ∅, the subspace Yj is one-complemented in l if and only if for all
i ∈ Cj there exist 0 = bi ∈ R such that for all t ∈ [0, Aj ]( ∑
k∈Cj
k(|fkj t |)+ j (t)
)
bi = i (|fij t |)/fij , i ∈ Cj ,
where Aj = 1/‖yj‖ and yj = ej −∑i∈Cj fij ei .
Proof. In view of Lemma 2.4 we assume that l = h is ﬁnite dimensional. Suppose also
for simplicity that j = n + 1, Cj = {1, . . . , n} and A = Aj . Let now the equation in the
hypothesis be satisﬁed. After differentiation we get for i = 1, . . . , n and t ∈ [0, 1](
n∑
k=1
|fk,n+1|′k
( |fk,n+1|t
‖yn+1‖
)
+ ′n+1
(
t
‖yn+1‖
))
bi
= sgn(fi,n+1)′i
( |fi,n+1|t
‖yn+1‖
)
. (2.6)
Deﬁne for i = 1, . . . , n
zi,n+1 = bi, zij = −fj,n+1bi for j = i, zii = 1− fi,n+1bi (2.7)
and let
zi =
n+1∑
k=1
zikek.
It is clear that fi(zj ) = ij . Hence the operator
Px = x −
n∑
j=1
fj (x)zj , x ∈ l,
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is a projection from l ontoYj .We shall show that ‖P ‖ = 1. ByCorollary 1.6, it is enough to
prove that N(u)(v) = 0 for any u ∈ Yj and v ∈ V = span[z1, . . . , zn]. If u ∈ Yj , then u =
un+1yn+1+(Id−Pn+1)y for some y ∈ l. If un+1 = 0, then supp(u)∩⋃ni=1 supp(zi) = ∅
and it is clear that N(u)(v) = 0. If un+1 = 0, then without loss of generality, we assume
that un+1 = 1. Then there exists t ∈ [0, 1] with 1/‖u‖ = t/‖yn+1‖. By (2.6)∑
k = i
sgn(−fk,n+1)(−fk,n+1)bi′k(|fk,n+1|/‖u‖)+ ′n+1(1/‖u‖)bi
+sgn(−fi,n+1)′i (|fi,n+1|/‖u‖)(1− fi,n+1bi) = 0. (2.8)
Thus by (2.7) we obtain for i = 1, . . . , n
N(u)(zi) =
n∑
k=1
zik sgn(−fk,n+1)′k(|fk,n+1|/‖y‖)+ ′n+1(1/‖y‖)zi,n+1 = 0.
(2.9)
Consequently, N(u)(zi) = 0, for i = 1, . . . , n. In view of Corollary 1.6, ‖P ‖ = 1.
Now assume that there is P ∈ P(l, Y ) with ‖P ‖ = 1. By Lemma 1.2 applied to
P, Y and f1, . . . , fn, P is determined by z1, . . . , zn ∈ ker(P ), satisfying fi(zj ) = ij . Set
bi = zi,n+1. Since fi,n+1 = 0, by Lemma 1.10, bi = 0. Observe that z1, . . . , zn satisfy (2.7).
Now, let t ∈ (0, 1] and let u = yn+1/t . Then u ∈ Y and 1/‖u‖ = t/‖yn+1‖. By Corollary
1.6, (2.9) is satisﬁed. By (2.7), (2.8) holds true, and consequently, (2.6) is satisﬁed. Finally
integrating (2.6) over [0, t], 0t1, we obtain the required equality. 
Now we are ready to present a complete description of one-complemented subspaces of
l with ﬁnite codimension. For the sake of clarity and simplicity, the description will be
provided for subspaces that are expressed in terms of their proper representations. In fact
the following result is a direct consequence of Theorems 2.2, 2.5 and 2.6.
Theorem 2.7. Let  satisfy condition (S) and let Y be a subspace of l of codimension n.
Suppose thatF = {f1, . . . , fn} is a proper representation ofY.ThenY is one-complemented
if and only if the following conditions hold.
(a) The subspace Y⊥ consists of only regular functionals. In particular, fi = r(fi) for
every i = 1, . . . , n.
(b) For any i = 1, . . . , n, fi has at most two non-zero coordinates and fij = ij for
i, j = 1, . . . , n.
(c) Let for j ∈ N
Cj = {i : fij = 0}.
Then for any jn+ 1 with Cj = ∅ and for any i ∈ Cj there exist bij > 0 such that for
all t ∈ [0, Aj ]( ∑
k∈Cj
k(|fkj t |)+ j (t)
)
bij = i (|fij t |)/|fij |,
where Aj = 1/‖yj‖ and yj = ej −∑i∈Cj fij ei .
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As a corollary of the above theoremwewill obtain a characterizationof one-complemented
subspaces of ﬁnite codimension in Orlicz spaces. In this case the characterization achieves
a simpler form. But at ﬁrst we will need two technical lemmas. Recall that two Orlicz func-
tions 1,2 : R+ → R+ are equivalent at zero whenever there exist u0> 0 and positive
constantsMi,mi, i = 1, 2, such that for t ∈ [0, u0]
m11(m2t)2(t)M11(M2t).
The following two lemmas for a single Orlicz function are well known (cf. [14,19]).
Lemma 2.8. Let i , i = 1, 2, be Orlicz functions. Suppose that there exist A, b, b1> 0
such that for all u ∈ [0, A] and a ∈ (0, 1)
1(u) = b2(u) and 1(au) = b1a2(u). (2.10)
Letp = loga((b1/b)a).Theni (u) and up are equivalent at zero, that is there exist positive
constants m,M such that
mupi (u)Mup (2.11)
for all u ∈ [0, A] and i = 1, 2.
Proof. Observe that by (2.10), 1(au) = ac1(u) for u ∈ [0, A], where c = b1/b. Let
m0 be the smallest natural number satisfying am0A. If am0 <uA, then
(1(a
m0)/Ap)up1(u)1(A)(1(A)/am0p)up.
If am+1<uam for some mm0 then by (2.10) and deﬁnition of p
1(u)  1(am) = ca1(am−1) = · · · = (ca)m−m01(am0)
= 1(am0)a(m+1)p/(ca)m0+1(1(am0)/(ca)m0+1)up.
Analogously,
1(u)  1(am+1) = ca1(am) = · · · = (ca)m+1−m01(am0)
= (1(am0)amp)/(ca)m0−1(1(am0)/(ca)m0−1)up.
Setting
m = min{1(am0)/Ap,1(am0)/(ca)m0−1}
and
M = max{1(A)/am0p,1(am0)/(ca)m0+1},
by the previous inequalities we obtain for all u ∈ [0, A], mup1(u)Mup. In view of
(2.10), we easily get (2.11) and complete the proof. 
Lemma 2.9. Let 1,2 be Orlicz functions. Suppose a, b ∈ (0, 1), a < b, are such that
there is no w> 0 with the property that a, b ∈ {wk : k ∈ Z}.Moreover, let for some A> 0
there exist c, ca, cb > 0 such that for any u ∈ [0, A]
1(u) = c2(u),1(au) = caa2(u),1(bu) = cbb2(u).
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Then there exist Ki > 0, i = 1, 2, and 1p<∞, such that
i (t) = Kitp, t ∈ [0, A], i = 1, 2.
Proof. It is enough to show our assertion only for 1. Let h : (−∞, ln A] → R be given
by
h(t) = (ln1(et ))′.
By the equality in the assumption, for t ∈ (−∞, lnA],
1(e
tb) = (cbb/c)1(et )
and consequently,
ln1(et+ln b) = ln(cbb/c)+ ln1(et ).
After differentiation of both sides of the above equality we get
h(t + ln b) = h(t) for t ∈ (−∞, lnA]
and analogously,
h(t + ln a) = h(t) for t ∈ (−∞, lnA].
We claim that h is a constant function on (−∞, lnA]. Indeed, if h is not constant, then in
view of the above equalities it must be periodic on (−∞, lnA], and thus ln b = k ln a for
some integer k = 1. Hence b = ak , which contradicts the assumptions on a and b. So h is a
constant function on (−∞, lnA] and consequently ln1(et ) = pt +D for some constants
p,D. Hence 1(u) = eDup on [0, A] with p1, which proves our assertion. 
Thenext three results complete thewell knowncharacterization obtained in [19],Theorem
7, as well as extending it to a nonseparable case. The ﬁrst theorem provides necessary and
sufﬁcient conditions for a subspace of an Orlicz space with ﬁnite codimension to be one-
complemented.
Theorem 2.10. Let  satisfy condition (S) and Y ⊂ l be a subspace of codimension n.
Let F = {f1, . . . , fn} be a proper representation of Y. Then Y is one-complemented in l if
and only if the following conditions hold.
(a) The subspace Y⊥ consists of regular functionals. In particular r(fi) = fi for i =
1, . . . , n.
(b) For any i = 1, . . . , n, fi has at most two coordinates different from zero and fij = ij
for i, j = 1, . . . , n.
(d) Let for j ∈ N
Cj = {i : fij = 0}.
Then for any jn+ 1 with Cj = ∅ and for any i ∈ Cj there exist cij > 0 such that for
all t ∈ [0, Aj ]
(|fij |t) = cij |fij |(t),
where Aj = 1/‖yj‖ and yj = ej −∑i∈Cj fij ei .
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Proof. In view of Theorem 2.7 we only need to show that condition (d) is equivalent to
condition (c) in the case of Orlicz spaces. Assume ﬁrst that condition (c) of Theorem 2.7
holds true. Since n =  for all n ∈ N, comparing the right-hand sides of the equalities in
condition (c) we get
(|fij /fkj |u) = bij |fij /bkjfkj |(u)
for all i = k ∈ Cj and u|fkj |Aj . Thus for any k0 ∈ Cj and any u|fk0j |Aj ,∑
k∈Cj ,k = k0
|bkjfkj /bk0j fk0j |(u)+ (u)+ (u/|fk0j |) = (u)/|bk0j fk0j |,
or equivalently (|fk0j |t) = ck0j |fk0j |(t) for all t ∈ [0, Aj ] and some ck0j > 0. Hence
(d) holds.
Now assume that condition (d) holds. Then for t ∈ [0, Aj ]∑
k∈Cj
(|fkj |t) = bij(|fij |t)/|fij |,
where bij =
(
1+∑k∈Cj ckj |fkj |
)
/cij . The proof is complete. 
Notice that the numbers fij in condition (d) above are multipliers of in a neighborhood
of zero (cf. [14]). Moreover, it is clear that if fij are either zero or one, then this condition
is always satisﬁed. In view of Lemma 2.8 it appears that it is the only possibility in the case
when  is not equivalent to a power function. Thus we can state the following corollary.
Corollary 2.11. Let andY satisfy the assumptions of Theorem 2.10. If is not equivalent
to a power function at zero, then Y is one-complemented in l if and only if conditions (a),
(b) and (d′) are satisﬁed, where
(d′) |fij | ∈ {0, 1} for any i = 1, . . . , n and j ∈ N.
By Lemma 2.9 and Theorem 2.10 we also obtain the following observation.
Corollary 2.12. Let  and Y satisfy the assumptions of Theorem 2.10. Suppose also that
 is an Orlicz function which does not coincide to a power function in a neighborhood of
zero. Then ifY is a one-complemented subspace in l, then conditions (a), (b) and (d′′)must
be satisﬁed, where
(d′′) There exists w> 0 such that
|fij | ∈ {wk : k ∈ Z}.
Hyperplanes, the kernels of functionals, are of special importance. The next few corol-
laries provide characterizations of some one-complemented hyperplanes.
Corollary 2.13. Let f = e1 + f2e2, where f2 = 0 and let A = 1/‖(−f2)e1 + e2‖. Then
Y = ker(f ) is one-complemented in l if and only if there exists c = 0 such that for every
u ∈ [0, A]
1(|f2|u) = cf22(u).
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Proof. By Theorem 2.6,Y is one-complemented if and only if there exists b = 0, such that
(1(|f2|u)+ 2(u))b = 1(|f2|u)/f2
for 0uA. Hence
1(|f2|u)(1− f2b) = bf22(u).
Consequently, 1− f2b = 0 and c = b/(1− f2b) satisﬁes the required equation. 
Corollary 2.14. Let satisfy condition (S) and suppose that for any j = k, j and k are
not equivalent at zero. Then given 0 = f ∈ (l)∗, Y = ker(f ) is one-complemented in l
if and only if f is a regular functional having exactly one coordinate different from zero.
Proof. If f = (fn) is a regular functional with exactly one coordinate different than zero
then clearly Y = ker(f ) is one-complemented. Now, if Y = ker(f ) is one-complemented
then by Theorem 2.2, f = r(f ) and f has at most two coordinates different from zero.
Assuming that f = e1 + f2e2 and f2 = 0, by Corollary 2.13, 1 must be equivalent to 2,
which contradicts the assumptions. 
Example 2.15. Let l be a Nakano space, that is j (t) = tpj , 1pj <∞, for j ∈ N.
As a direct consequence of Corollary 2.14, if pj > 2 and pj =pl for j = l, then ker(f ) is
one-complemented in l if and only if fj = 0 for exactly one j ∈ N.
Corollary 2.16. Suppose (t) = Dtp for some D> 0, p1 on [0, a], where [0, a] is
the largest interval having this property. If a <−1(1/2) = 1/‖e1 + e2‖, then for any
0<f < 1, ker(e1 + f e2) is not one-complemented in Orlicz space l.
Proof. Suppose ker(e1+f e2) is one-complemented in l for some 0<f < 1. By Corol-
lary 2.13, there exists c > 0 such that
(f u) = cf(u), 0<u1/‖f e1 + e2‖.
Then by the same argument as in Lemma 2.9, the function h(t) = (ln(et ))′ is either
constant or periodic on (−∞, lnA], where A = 1/‖e1 + e2‖. Since (t) = Dtp on
[0, a], h is constant on (−∞, ln a] and consequently, (t) = Dtp on [0, A], which is a
contradiction. 
Corollary 2.17. Suppose (t) = Dtp on [0, a], where a−1(1/2) = 1/‖e1 + e2‖ and
let [0, a] be the largest interval having this property. Suppose 0<f1. Then ker(e1+f e2)
is one-complemented in l if and only if Af = 1/‖e1 + f e2‖a.
Proof. Suppose ker(e1 + f e2) is one-complemented in l and Af >a. Reasoning as in
Corollary 2.16, we get (t) = Dtp on [0, Af ], which is a contradiction. Now suppose that
Afa and take any u ∈ [0, Af ]. Obviously
(f u) = f p−1f(u),
J.E. Jamison et al. / Journal of Approximation Theory 130 (2004) 1–37 25
since 0uAfa. Thus by Corollary 2.13, ker(e1 + f e2) is one-complemented
in l. 
Finally, we apply Theorem 2.2 and Corollary 2.13 to provide a different proof of a well
known result [6] on one-complemented subspaces of ﬁnite codimension in lp (1<p<∞),
p = 2. First, we consider the case of hyperplanes.
Corollary 2.18. Let 1<p<∞, p = 2. Then given f ∈ lp′ , Y = ker(f ) is one-
complemented in lp if and only if f has at most two coordinates different from zero.
Proof. LetY be one-complemented and ﬁrst suppose that p> 2. By Theorem 2.2, f has at
most two coordinates different than zero. Now suppose 1<p< 2, and let P ∈ P(lp, Y ) be
a projection of norm-one. By Lemma 1.2, applied to P and f there exists z ∈ ker(P ) such
that f (z) = 1 and for x ∈ lp,
Px = x − f (x)z.
Moreover, by Lemma 1.10, supp(z) = supp(f ). Note, that the adjoint operator P ∗x =
x − z(x)f, x ∈ lp′ , is a projection of norm one from lp′ onto ker(z). Since p′> 2, by the
previous part of the proof, z has at most two coordinates different from zero, which shows
that f has also at most two coordinates different from zero.
Suppose now that f has exactly two coordinates different from zero. Without loss of
generality we assume that f1 = 1 and f2> 0, and put c = f p−12 . Since the function t → tp
is p-homogeneous, the equation in Corollary 2.13 is satisﬁed for any u0 and thus ker(f )
is one-complemented in lp. 
Corollary 2.19. Suppose Y ⊂ lp is a subspace of ﬁnite codimension, where 1<p<∞,
p = 2. Let F = {f1, . . . , fn} be a proper representation of Y. Then Y is one-complemented
in lp if and only if for every i = 1, . . . , n there is at most one jn+ 1 such that fij = 0.
Proof. Suppose Y is one-complemented in lp. If p> 2, then by Theorem 2.2, for any
i = 1, . . . , n there is at most one jn+1 with fij = 0. Now, let 1<p< 2 and suppose for
a contrary that there exists j ∈ {1, . . . , n} and n + 1l < k such that fil = 0 and fik = 0.
Without loss of generalitywe assume that i = 1, k = n+1, l = n+2 andf1,n+1, f1,n+2> 0.
Let z1, . . . zn ∈ lp be given for P and F by Lemma 1.2. Setting
w = en+1 −
n∑
j=1
fj,n+1ej and z = en+1 −
n∑
j=1
fj,n+2ej ,
it is clear that w, z, tz, w+ tz ∈ ker(P ), t0. By Corollary 1.6, applied to w, tz, w+ tz,
respectively, we obtain the following equations for i = 1, . . . , n
zi,n+1 =
n∑
k=1
zikf
p−1
k,n+1,
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tp−1zi,n+2 =
n∑
k=1
zik(tfk,n+2)p−1,
zi,n+1 + tp−1zi,n+2 =
n∑
k=1
zik(fk,n+1 + tfk,n+2)p−1.
By Lemma 1.10, the matrixM with rowsmi = (zi1, . . . , zin) is invertible, so the system of
equations
n∑
k=1
[(fk,n+1 + tfk,n+2)p−1 − (fk,n+1)p−1 − (tfk,n+1)p−1]zik = 0
has only a trivial solution. This in particular yields the following equation.
(f1,n+1/2)p−1 + (tf1,n+2/2)p−1 = ((f1,n+1 + tf1,n+2)/2)p−1 for t0.
Since 0<p − 1< 1, by strict concavity of the function s → sp−1, we get f1,n+1 = 0 or
f1,n+2 = 0, which is a contradiction.
Now suppose that Y = ⋂nj=1 ker(fj ), where fj ∈ lp′ , fij = ij for i, j = 1, . . . , n.
If fj = ej for j = 1, . . . , n, then Id − Pn is a projection onto Y of norm one. So assume
fij = 0 for at most one jn+1.We need to show thatY is one-complemented. By Theorem
2.5, we can reduce the problem to the case of subspaces considered in Theorem 2.6. Thus we
can assume that for each i = 1, . . . , n, fi,n+1 = 0. Let for i = 1, . . . , n, zi =∑n+1j=1 (zi)j ej
be a solution of the system (Ei) of linear equations given by:
zii + fi,n+1zi,n+1 = 1,
zij + fj,n+1zi,n+1 = 0 for j = i,(
n∑
j=1
−sgn(fj,n+1)|fj,n+1|p−1zij
)
+ zi,n+1 = 0. (2.12)
By Lemma 1.11, applied to v = ∑nj=1 (−fj,n+1)ej + en+1 ∈ Y , there exists exactly
one solution of system (Ei). Moreover, zi,n+1 = 0 for i = 1, . . . , n, by the assumption
fi,n+1 = 0. Put for i = 1, . . . , n, bi = zi,n+1. Since for i = 1, . . . , n, zii = 1 − fi,n+1bi
and zij = −fj,n+1bi for j = i, by (2.12), we get(
n∑
j=1
|fj,n+1|p + 1
)
bi = |fi,n+1|p/fi,n+1.
Since the function t → tp is p-homogeneous, by Theorem 2.6, Y is one-complemented in
lp. In fact, the projection with kernel V = span[z1, . . . , zn], where z1, . . . , zn is a solution
of the system (Ei) has norm one. 
3. Intersections of one-complemented hyperplanes
From the results of [6,7] it follows that a subspace Y ⊂ lp, 1p<∞, of ﬁnite codi-
mension is one-complemented if and only if Y can be represented as an intersection of
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one-complemented hyperplanes. As we will see below, in Musielak–Orlicz spaces satisfy-
ing condition (S) only the sufﬁciency part of this statement holds true. However, in general
the intersection of one-complemented hyperplanes need not be one-complemented. Indeed,
let X = l(4)∞ , f1 = (1, 0, 0, 0), f2 = (1/2, 1/6, 1/6, 1/6) and let Y = ker(f1) ∩ ker(f2).
Recall [4] that for any f = (f1, . . . , fn) ∈ l(n)1 with ‖f ‖1 = 1, Y = ker (f ) is one-
complemented in l(n)∞ if and only if |fi |1/2 for some i = 1, . . . , n. Moreover, Px =
x − f (x)z, x ∈ l(n)∞ , with z = (1/fi)ei , is a one norm projection onto Y. Hence ker(fi),
i = 1, 2, are one-complemented in X. We also observe that Y = ker(f1) ∩ ker(f3), where
f3 = (0, 1/3, 1/3, 1/3). By [4], ker(1/3, 1/3, 1/3) is not one-complemented in l(3)∞ . We
conclude that Y is also not one-complemented in X, applying the following result.
Let f ∈ l(n−1)1 \ {0} and let Y = ker(f ). Let h ∈ l(n)1 , ‖h‖1 = 1, |h1|1/2. Set
Y1 = ker(0, f ) ∩ ker(h) ⊂ l(n)∞ . Then the norm of minimal projection from l(n−1)∞ onto Y is
equal to the norm of minimal projection from l(n)∞ onto Y 1 [15, Theorem 1.11].
Observe here that z1 = e1 = z2/2, where for i = 1, 2, zi determine the minimal
projections onto ker(fi) (see Lemma 1.2). The vectors zi are linearly dependent, and as we
will see below it is a different situation than in l.
Theorem 3.1. Let  satisfy condition (S). Suppose Y ⊂ l is a subspace of codimension
n and Y =⋂ni=1 ker(fi), where fi ∈ (l)∗. If ker(fi) is one-complemented in l for each
i = 1, . . . , n, then Y is one-complemented in l.
Proof. Let ker(fi) be one-complemented in l for each i = 1, . . . , n. Notice that if f
is a functional on l, then multiplying f by a suitable number = 0 we obtain a proper
representation of a subspace ker(f ). Thus we can apply Theorem 2.2 to each subspace
ker(fi). Hence each fi must be a regular functional, that is r(fi) = fi , such that it has at
most two coordinates different from zero. By Lemma 1.2, for each i = 1, . . . , n there exists
zi ∈ l such that fi(zi) = 1 and Qix = x − fi(x)zi, x ∈ l is a norm one projection
onto ker(fi). Since fi = r(fi) for i = 1, . . . , n and codim(Y ) = n, f1, . . . , fn are linearly
independent. Set
K =
n⋃
j=1
supp(fj )
andm = 1+ cardK . By a suitable permutation ofN, which induces an isometry of l and
by Lemma 1.3, without loss of generality we can assume thatK = {1, . . . , m− 1}. Let for
i = 1, . . . , n
gi = (fi1, . . . , fim) and wi = (zi1, . . . , zim)
and Ym =⋂nl=1 ker(gi). It is clear that Ym = Y ∩ l(m) . Following the proof of Lemma 2.4,
it is easy to see that we need only to show that Ym is one-complemented in l(m) . Let
D = {j ∈
n⋃
i=1
supp(gi) : yj = 0 for any y ∈ Ym}.
It is not difﬁcult to observe that cardDn. Further we shall consider two cases.
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Case I: Suppose D = ∅. We claim that in this case for any k ∈ {1, . . . , n} and
1j1<j2< . . . < jkn
card
k⋃
i=1
supp(gji )k + 1.
Assume on a contrary, that the above inequality does not hold for some k ∈ {1, . . . , n}
and 1j1<j2< . . . < jkn. Without loss of generality, we can assume that ji = i for
i = 1, . . . , k. Since g1, . . . , gk are linearly independent,
card
k⋃
j=1
supp(gj ) = {i1, . . . , ik}) = k
and det[gjil ]j,l=1,...,k = 0. Then for any y ∈ Ym and any j = 1, . . . , k, the only solutions
of
0 = gj (y) =
k∑
l=1
yil gjil ,
are yil = 0 for all l = 1, . . . , k, which is a contradiction. Thus we proved the claim and in
particular, for any j = 1, . . . , n, card supp(gj ) = 2.
Now we shall show by induction that the elements wj , j = 1, . . . , n are linearly inde-
pendent. For n = 1 this is obviously true. Now assume that any n − 1 element subset of
{w1, . . . , wn} is linearly independent. Set for any j ∈ K ,
Cj = {i = 1, . . . , n : gij = 0}.
Then there exists j ∈ K with card(Cj ) = 1. In fact, if this is not true, then without loss of
generality, we can assume
2cardCjcardCj+1
for any j = 1, . . . , m − 2. Observe that for j > 1, cardCj\C11. If cardCj\C1 = 0 for
some j > 1 then C1 ∪ Cj = C1 and so
card(supp(gi) ∪ supp(gl) = {1, j}) = 2
for some i = l ∈ {1, . . . , n}, i = l, which contradicts the previous part of the proof. Hence,
in particular, cardC1 ∪ C23. Repeating this procedure n times we get
card
n⋃
j=1
Cjn+ 1
which contradicts the fact that
n⋃
j=1
Cj ⊂ {1, . . . , n}.
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Consequently, there exists j ∈ {1, . . . , k} such that Cj = {i0}. Now applying the induction
hypothesis we get thatw1, . . . , wi0−1, wi0+1, . . . wn are linearly independent. Observe that
by Lemma 1.10 applied to ker(gi) and wi ,
j /∈
⋃
i = i0
supp(gi) =
⋃
i = i0
supp(wi).
Since j ∈ supp(gi0) = supp(wi0), wi0 /∈ span[wi : i = i0], which shows that w1, . . . , wn
are linearly independent.
In order to show that Ym is one-complemented, set V = span[w1, . . . , wn]. Since
gi(wi) = fi(zi) = 1, for any i = 1, . . . , n, V ∩ Ym = {0}. Thus l(m) = V ⊕ Ym and
the natural projection Q onto Ym is bounded.We will show that ‖Q‖ = 1. Take any y ∈ Ym
and i ∈ {1, . . . , n}. Since y ∈ ker(gi) ⊂ h, applying Corollary 1.6 toQi |Rm and ker(gi),
we get N(y)(wi) = 0. Consequently N(y)(v) = 0 for any v ∈ V . By Corollary 1.6,
‖Q‖ = 1. Thus Ym is one-complemented in l(m) , and so Y is one-complemented in l.
Case II: Let D = ∅. If cardD = n, then
Ym = {y ∈ l(m) : yj = 0 for j ∈ D}
and obviously it is a one-complemented subspace of l(m) . If card(D)<n, set
I = {i = 1, . . . , n : supp(gi) ∩D = ∅}.
Note that, if supp(gi) ∩ D = ∅, then supp(gi) ⊂ D. Hence I = ∅. Applying the ﬁrst
part of the proof to Z = ⋂i∈I ker(gi), we can ﬁnd Q ∈ P(l(m) , Z) of norm one. Set for
x = (x1, . . . , xm) ∈ l(m) , Rx = ((Rx)1, . . . , (Rx)m), where (Rx)i = 0 if i ∈ D and
(Rx)i = xi in the opposite case. Finally it is easy to see that P = R ◦ Q is a norm one
projection of l(m) onto Ym and the proof is complete. 
The last two results in this section show that in some Musielak–Orlicz and Orlicz spaces
there exist one-complemented subspaces of ﬁnite codimension which cannot be represented
as an intersection of one-complemented hyperplanes.
Theorem 3.2. Let satisfy condition (S). Assume also that there exists 0<u0< 1/2 such
that
j (u) = 1(u) (3.1)
for all j ∈ N and u ∈ [0, u0]. Assume additionally that for any j, k ∈ N, j = k, there is
t ∈ (u0, 1/2) such that
j (t) = k(t). (3.2)
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Then there exists a one-complemented subspace Y ⊂ l of ﬁnite codimension which cannot
be represented as an intersection of one-complemented hyperplanes.
Proof. Put an = ‖∑nj=1 ej‖. Observe that an → ∞; if not, then for every n ∈ N,
1/an >a > 0 for some a ∈ [0, u0], and then for every n ∈ N
1 =
n∑
j=1
j (1/an)>
n∑
j=1
j (a) = n1(a),
which is a contradiction. Now, ﬁx n ∈ N with 1/an <u0. Put for i = 1, . . . , n, bi =
1/(n+ 1), fi = ei + en+1 and let Y = ⋂ni=1 ker(fi). Observe that for any t ∈ [0, u0], fi
and bi satisfy the equality in Theorem 2.6. Since
1/‖en+1 −
n∑
j=1
ej‖1/‖an‖<u0,
by Theorem 2.6, Y is one-complemented in l.
Now we shall show thatY cannot be represented as an intersection of one-complemented
hyperplanes. First we claim that for any i = 1, . . . , n, ker(fi) is not one-complemented in
l. Since for any i = 1, . . . , n, ‖ − ei + en+1‖2, by Corollary 2.13
i (t) = cn+1(t)
for t ∈ [0, 1/2], if ker(fi) is one-complemented. But it follows that c = 1 by (3.1). However,
this is impossible in view of (3.2), which proves our claim.
Nowsuppose thatY =⋂ni=1 ker(gi),wheregi ∈ (l)∗ andker(gi) are one-complemented
for i = 1, . . . , n. Then for each i = 1, . . . , n, gi = ∑nj=1 aij fj for some aij ∈ R. By
Theorem 2.2, gi = r(gi) ∈ l∗ and gi have at most two coordinates different from zero.
This means that gi = −bek + bel for some k, l ∈ {1, . . . , n}, k = l and b> 0, or gi =
ek + en+1 = fk for some k ∈ {1, . . . , n}. Applying now Corollary 2.13, analogously as in
the case of fi we get that ker(gi) cannot be one-complemented in l. This contradiction
completes the proof. 
Theorem 3.3. Suppose that an Orlicz function  satisﬁes condition (S), and suppose that
there are 2<p<∞ and 0<u0< 1/2 such that for u ∈ [0, u0]
(u) = up,
and [0, u0] is the largest interval having this property. Then there exists a subspace Y ⊂ l
of ﬁnite codimension which cannot be represented as an intersection of one-complemented
hyperplanes.
Proof. Take 0<f < 1, 2<p<∞ and n ∈ N such that d = 1/(1 + nf p)1/p <u0.
Setting
fi = ei + f en+1 for i = 1, . . . , n,
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let Y =⋂ni=1 ker(fi). We shall show that Y is one-complemented in l applying Theorem
2.6. Observe that
f/(1+ nf p)1/p < 1/(1+ nf p)1/p <u0.
Hence it is easy to verify that
z = −f
(
n∑
j=1
ej
)
+ en+1
has norm (1 + nf p)1/p. Setting for i = 1, . . . , n, bi = f p−1/(1 + nf p), it is easy to
check that the equality in Theorem 2.10 is satisﬁed for t ∈ [0, 1/‖z‖], and thus Y is one-
complemented in l.
In order to show that Y cannot be represented as an intersection of one-complemented
hyperplanes, at ﬁrst we prove that ker(fi) is not one-complemented for any i = 1, . . . , n.
But the latter is clear in view of Corollary 2.16 and the inequality u0< 1/21/‖e1 + e2‖.
Now, supposeon the contrary thatY =⋂ni=1 ker(gi),where ker(gi) is one-complemented
for any i = 1, . . . , n. By Theorem 2.2, applied for i = 1, . . . , n to ker(gi), gi = r(gi) and
each gi has at most two coordinates different from zero. Since for i = 1, . . . , n, gi =∑n
j=1 aij fj for some aij ∈ R, gi = b(−ek + el) for some k, l = 1, . . . , n, b > 0 or
gi = aikek+ aikf en+1 for some k = 1, . . . , n. We observe thatY contains all elements y of
the form y = Cz, C ∈ R. It follows that there exists k = 1, . . . , n such that at least for some
i = 1, . . . , n, gi = aikek+aikf en+1 = aikfk . Thus ker(gi) cannot be one-complemented,
which contradicts the assumption and ﬁnishes the proof. 
4. Characterization of lp-spaces in the class of l-spaces
By a result of Calvert and Fitzpatrick [9], if X is a Banach lattice with a Schauder basis
(ei) such that ei ∧ ej = 0, and if for any a, b = 0 and j, k ∈ N, j = k, ker(a(ej )∗ +b(ek)∗)
is one-complemented in X, then X is isometric to lp or c0. Here (ej )∗ and (ek)∗ denote
the corresponding to ej and ek biorthogonal functionals. A similar result holds true in l
without the separability assumption, as it is proved below.
Theorem 4.1. Suppose that for any f = (fn) ∈ l∗ with exactly two coordinates different
from zero, ker(f ) is one-complemented in l. Then there exists p ∈ (1,∞) such that
n(t) = tp f or t ∈ [0, 1], n ∈ N,
that is the identity operator is an isometry from l to lp.
Proof. Set A = 1/‖e1 + e2‖. By our assumptions and Corollary 2.13, for any a ∈ (0, 1]
there exists ba > 0 such that for all u ∈ [0, A]
1(au) = baa2(u). (4.1)
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By Lemma 2.9, there existK1> 0 and p ∈ (1,∞), such that1(u) = K1up for u ∈ [0, A].
Notice that p> 1, since ′n(0) = 0, n ∈ N, by condition (s). Hence for any a ∈ (0, 1) and
u ∈ [0, A]
ap1(u) = 1(au) = baa2(u) = (ba/b1)a1(u)
and consequently, ba = ap−1b1. Notice that by Corollary 2.13 for any u< 1/‖ae1 + e2‖,
1(au) = Ca2(u). But, by (4.1), C = ba . Hence for any u< 1/‖ae1 + e2‖ and au<A,
we have
K1(au)
p = 1(au) = b1ap2(u)
which gives
2(u) = (K1/b1)up.
Since for any u ∈ [0, 1) one can choose a ∈ (0, 1) satisfying both u< 1/‖ae1 + e2‖
and u<A/a, the above equality holds true for all u ∈ [0, 1]. Finally in view of 2(1) =
1, 2(u) = up for u ∈ [0, 1]. In a similar way we get that n(u) = 2(u) = up for any
n ∈ N and u ∈ [0, 1], as required. 
From the proof of Theorem 4.1 it is easy to deduce the following result.
Corollary 4.2. Suppose that for some j, k ∈ N, k = j and any a, b = 0, ker(aej + bek)
is one-complemented in l. Then there exists 1<p<∞ such that for u ∈ [0, 1], j (u) =
k(u) = up.
Lemma 4.3. Let  be a Musielak–Orlicz function. Suppose that there is u0> 0 such that
for all i ∈ N and u ∈ [0, u0], i (u) = Ci1(u) for some Ci > 0 independent of u. Let for
n3,
yn = −e1 +
n∑
j=2
1
n− 1ej .
Then limn ‖yn‖ = 1.
Proof. Fix a > 1 and < 1− 1(1/a). Choose n0 ∈ N such that for nn0,
1/((n−1)a)<u0 and′1(1/((n−1)a))/1(u0)< . Sincei (1) = 1,′i (1/((n−1)a))< 
for all i ∈ N. Observe that for nn0, by convexity of n and the Lagrange Theorem,
	(yn/a) = 1(1/a)+
n∑
j=2
j (1/((n− 1)a))
 1(1/a)+ (n− 1) max
j=2,...,n j (1/((n− 1)a))
 1(1/a)+ (n− 1)j0(1/((n− 1)a))
 1(1/a)+ (n− 1)′j0(1/((n− 1)a))/((n− 1)a)
 1(1/a)+ (1/a)< 1,
where j0 ∈ {2, . . . , n}. Hence for nn0, ‖yn‖a. Since ‖yn‖> 1 for any n2, we get that
‖yn‖ tends to one and the proof is complete. 
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Theorem 4.4. Let fn = ∑nj=1 ej , and suppose that ker(fn) is one-complemented in l
for sufﬁciently large n. Then
i (t) = t2 f or t ∈ [0, 1], i ∈ N,
that is the identity operator from l to l2 is an isometry.
Proof. Assume that there exists n0 such that ker(fn) is one-complemented for every
nn03 and letQn ∈ P(l, ker(fn)) be a projection of norm one. Let zn = (zni) be given
for Qn and ker(fn) by Lemma 1.2. Fix u ∈ [0, 1/2]. Since ‖e1 + ej‖2, we ﬁnd tj0
and k >n such that wj = −ue1 + uej + tj ek, j = 2, . . . , n, has norm one. It is clear that
wj ∈ ker(fn). Consequently, by Corollary 1.6, for any jn and 0u1/2
−zn1′1(u)+ znj′j (u) = 0,
which gives
′j (u) = (zn1/znj )′1(u). (4.2)
Now we shall show that for any a, b0, a + b1/2,
′1(a + b) = ′1(a)+ ′1(b). (4.3)
Taking any a, b0, a + b1/2 and setting
w = 2(ae1 + be2 − (a + b)e3),
	(w/2) = 1(a) + 2(b) + 3(a + b)2(a + b) = 1, which implies that ‖w‖2. Let
nn0. Observe that for any t ∈ [0, 1] we can ﬁnd bt > 0 such that
t/‖w‖ = 1/‖wt‖,
where
wt = 2ae1 + 2be2 − 2(a + b)e3 + bten+1.
Note that wt ∈ ker(fn). Hence, by Corollary 1.6, for any t ∈ [0, 1]
zn1
′
1(t2a/‖w‖)+ zn2′2(t2b/‖w‖) = zn3′3(t2(a + b)/‖w‖).
Since ‖w‖2, taking t = ‖w‖/2, and applying (4.2) we get (4.3). Now we show that (4.3)
holds true for any a, b0 with a + b< 1. Note that by (4.2) the assumptions of Lemma
4.3 are satisﬁed with u0 = 1/2. Consequently, we can choose n ∈ N such that ker(fn) is
one-complemented and
a + b< 1/‖yn‖
where yn is deﬁned by the formula in Lemma 4.3. By Corollary 1.6, analogously as above,
we get for any t ∈ [0, 1]
zn1
′
1(t/‖yn‖) =
n∑
j=2
′j (t/((n− 1)‖yn‖))znj .
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Since for n> 1, t/(‖yn‖(n− 1))t/(n− 1)1/2, by (4.2)
′1(t/‖yn‖) = (n− 1)′1(t/((n− 1)‖yn‖)).
Taking t = (a + b)‖yn‖, we get
′1(a + b) = (n− 1)′1((a + b)/(n− 1)),
and then taking a‖yn‖ or b‖yn‖ as t we also obtain
′1(a) = (n− 1)′1(a/(n− 1)) and ′1(b) = (n− 1)′1(b/(n− 1)).
Combining the above equations with (4.3) we get that for any a, b0, a + b< 1, it holds
′1(a + b)= (n− 1)′1((a + b)/(n− 1))
= (n− 1)′1(a/(n− 1))+ (n− 1)′1(b/(n− 1))
=′1(a)+ ′1(b).
Consequently, for t ∈ [0, 1]
′1(t) = t′1(1).
Analogously as above, we can show that the above equality holds true for any function j .
Finally in view of the assumptions j (1) = 1 and j (0) = 0, we obtain that j (t) = t2
for t ∈ [0, 1]. 
Theorem 4.5. Let  be an Orlicz function and let fn = ∑nj=1 ej . Then ker(fn) is one-
complemented in l for n3, if and only if there exists C > 0 such that
(t) = Ct2, t ∈ [0, 1/‖yn‖], (4.4)
where yn = −e1 +∑nj=2 (1/(n− 1))ej .
Proof. Suppose that for some n3, ker(fn) is one-complemented in l. In a similar way
as in the proof of Theorem 4.4, we obtain that for a, b0, a + b1/‖yn‖,
′(a + b) = ′(a)+ ′(b).
Hence we conclude that for any u ∈ [0, 1/‖yn‖],
′(u) = u‖yn‖′(1/‖yn‖),
which in view of (0) = 0 immediately implies that for u ∈ [0, 1/‖yn‖],
(u) = Cu2.
Now suppose that (4.4) holds true. We claim that for any 0 = z ∈ ker(fn)
max
j=1,...,n {|zj |/‖z‖}1/‖yn‖. (4.5)
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Indeed, let c = ‖yn‖ and
A = {u = (u1, . . . , un−1) ∈ [0, 1]n−1 :
n−1∑
j=1
uj = 1}
and let f : [0, 1]n−1 → R be deﬁned by
f (u) =
n−1∑
j=1
(uj /c).
We show ﬁrst that f attains a conditional minimum on A at wn = 1n−1 (
∑n−1
j=1 ej ). We will
apply the Lagrange multiplier method. Let us deﬁne for 
 ∈ R,
g
(u) = f (u)+ 

(
n−1∑
j=1
uj − 1
)
.
Consider for j = 1, . . . , n− 1 the system of equations
g
(u)
uj
= (1/c)′(uj /c)+ 
 = 0 and g
(u)
 =
n−1∑
j=1
uj − 1 = 0.
It is easy to see that wn = 1n−1 (
∑n−1
j=1 ej ) is the only solution of this system. We need still
to check the value of f at the boundary of A. We will apply the induction argument. By our
assumptions for n = 3,
f (w3) = 2(1/(2c))<(1/c) = f (1, 0) = f (0, 1),
which shows that the conditional minimum is attained at w3. Now let n> 3 and take any
w from the boundary of A. Let k denote the number of nonzero coordinates of w. Clearly,
k <n− 1. By the induction hypothesis and the convexity of ,
f (w) > f (wk+1) = k(1/(kc)) = (n− 1)
(
k
n− 1
)

(
(n− 1)/k
(n− 1)c
)
> (n− 1)(1/((n− 1)c)) = f (wn).
Hence f cannot attain a conditional minimum on the boundary of A, so it has to attain it at
wn. Now, let 0 = z ∈ ker(fn). Since the space l is symmetric, without loss of generality,
we assume that for j = 1, . . . , n− 1, |zj |1 = −zn. Thus
1 =
n−1∑
j=1
zj
n−1∑
j=1
|zj |.
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By the previous part of the proof,
1=
n−1∑
j=1
(1/((n− 1)‖yn‖))+ (1/‖yn‖)
= f (wn)+ (1/‖yn‖)
n−1∑
j=1
(|zj |/‖yn‖)+ (1/‖yn‖).
Hence 1/‖z‖1/‖yn‖, which shows (4.5).
Finally, we show that P ∈ P(l, ker(fn)) given by
Px = x − fn(x)wn+1, x ∈ l,
has norm one. Now
∑n
j=1 zj /‖z‖ = 0, and thus by (4.5) and (4.4)
N(z)(wn+1) =
(
n∑
j=1
sgn(zj )′(|zj |/‖z‖)
)/
n = (2C/n)
n∑
j=1
zj /‖z‖ = 0.
By Corollary 1.6, ‖P ‖ = 1 and the proof is complete. 
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