Abstract. Let L be a subspace of C n and P L be the orthogonal projector of C n onto L. For A ∈ C n×n , the
Bott-duffin inverse A ( †) (L)
. In the end of the paper, a numerical example demonstrate that the iterative method is quite efficient.
Notations and preliminaries
Throughout the paper, let C n×n (resp. C m×n ) denote the set of all n × n (resp. m × n) matrices over C. L is a subspace of C n and P L is the orthogonal projector onto L. For any A ∈ C n×n , we write R(A) for its range, N(A) for its nullspace. A * and r(A) stand for the conjugate transpose and the rank of A, respectively.
Recall that the Bott-Duffin inverse of A ∈ C n×n is the matrix by A
Let L be a subspace of C n , The restricted conjugate transpose on L of a complex matrix A is defined as A * L = P L A * P L . In the same way, in the space C n×n , a restricted inner product on the subspace L is defined as
for all A, B ∈ C n×n , which is called non-standard inner product. Then the restricted norm on L of a matrix A generated by this inner product is the Frobenius norm of the matrix
For a complex matrix A ∈ C m×n , the Moore-Penrose inverse A † is defined to be unique solution of the following four Penrose equations
A matrix X is called {i, j, . . . , k} inverse of A if it satisfies (i), (j), . . . , (k) from among the equations (1) − (4). The {2} inverse of a matrix A ∈ C m×n with range T and nullspace S is defined as following: Let A ∈ C m×n be of rank r, T be a subspace of C n of dimension s ≤ r and S be a subspace of
In this paper the following Lemmas are needed in what follows:
m×n be of rank r, any two of the following three statements imply the third: ( Throughout the paper, we assume that 
According to the definition and the properties of inner product, the above equalities are right.
Iterative method for computing
and A
(−1) (L)
In this section we first introduce an iterative method to obtain a solution of the matrix equation
* , the matrix sequence {X k } generated by the iterative method converges to its a solution within at most n 2 iteration steps in absence of the roundoff errors. We also show that if let the initial matrix
. First we present the iteration method for solving the matrix equation P L AXAP L = P L AP L , the iteration method as follows:
5. Goto step 3.
About Algorithm 3.1, we have the following basic properties.
Theorem 3.2. In Algorithm 3.1, if we take the initial matrix
.
Proof.
(1) To prove the conclusion, we use the induction.
This implies the conclusion is right.
When s = 1, we have
Assume that conclusion holds for all s (0 < s < k). Then there exist matrices U, V, W, and Y such that
Further, we have that
By the principle of induction, the conclusion holds for all k = 0, 1, · · · (2) According to Algorithm 3.1 and the results in (1) , we know that, if
, then by the conclusion of (1), we can easy get r(
with range L and null space L ⊥ . By Lemma 2.2,
. 
Theorem 3.3. Let X be an solution of matrix equation P L AXAP L = P L AP L with R( X) ⊂ L and N( X)
Proof. First by Lemma 2.4 and the properties of X, we have P L XP L = X. Next we prove the conclusion by induction. By Algorithm 3.1 and Lemma 2.4, when i = 0, we have
And when i = 1, we have
, then i = s + 1, we have
. By the principle of induction, the conclusion
holds for all i = 0, 1, 2, · · · Remark 1. From Theorem 2.3 we know that if P L R i P L 0, then P L P i P L 0. This result shows that if P L R i P L 0, then Algorithm 3.1 can not be terminated. 
Proof. According to Lemma 2.5, we know that < A, B > L = < B, A > L holds for all matrices A and B in C n×n , so we only need prove the conclusion hold for all 0 ≤ i < j ≤ k. Using induction and two steps are required.
Step1. Show that
To prove this conclusion, we also use induction. According to Lemma 2.5 and Algorithm 3.1, when i = 0, we have
Assume that conclusion holds for all i ≤ s(0 < s < k). Then
By the principle of induction, < R i , R i+1 > L = 0, and
. Then the above equation becomes
and
From step 1 and step 2, we have by principle induction that < R i , R j > L = 0, and < P i , P j > L = 0, hold for all i, j = 0, 1, · · · , k, i j. can be obtained within at most n 2 iteration steps.
