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Bakala´rska pra´ca sa zaobera´ meto´dami detekcie protokolov na siedmej vrstve siet’ove´ho mo-
delu ISO/OSI. Zameriava sa na na´vrh a implementa´ciu syste´mu schopne´ho identifikovat’
aplikacˇne´ protokoly na za´klade obsahu da´tovej cˇasti paketu. Ta´to cˇast’ paketu obsahuje
signatu´ry, ktore´ analyza´tor vyhl’ada´va pomocou regula´rnych vy´razov. Aplika´cia je vytvo-
rena´ v jazyku C s vyuzˇit´ım knizˇnice libpcap, ktora´ poskytuje API na odchyta´vanie siet’ovej
komunika´cie.
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Abstract
Bachelor’s thesis is concerned with methods of protocol detection at seventh layer of ISO/OSI
network model. It focuses on proposal and implementation of a system which is able to
identify aplication protocols from packet’s data field. This part of packet contains signa-
tures that the analyzer searches for using regular expressions. The application was written
in C programming language using libpcap library that provides API for capturing network
communication.
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V dnesˇnej dobe sa cˇoraz viac pouzˇ´ıva Internet, cˇi uzˇ vo firma´ch alebo v doma´cnostiach.
Vznikaju´ nove´ aplika´cie, ktore´ uzˇ´ıvatelia pouzˇ´ıvaju´ na komunika´ciu, zdiel’anie su´borov,
atd’. So zva¨cˇsˇovan´ım sa pocˇtu poskytovany´ch sluzˇieb na Internete rastie aj mnozˇstvo novy´ch
protokolov, ktore´ popisuju´ pravidla´ komunika´cie. Rozsˇ´ırenie Internetu predstavuje mnohe´
vy´hody, ale na druhej strane aj proble´my. Jedny´m z nich moˆzˇe byt’ zneuzˇitie pr´ıstupu na
Internet k iny´m cˇinnostiam, nezˇ k aky´m bolo prima´rne pla´novane´.
Vznika´ tak potreba monitorovania siet’ovej komunika´cie, pri ktorej je mozˇne´ detekovat’
aplikacˇny´ protokol a ty´m v niektory´ch pr´ıpadoch presne urcˇit’ aj pouzˇitu´ aplika´ciu. Jed-
ny´m z najzna´mejˇs´ıch siet’ovy´ch analyza´torov je Wireshark [24], ktory´ je schopny´ odhalit’
protokoly na roˆznych vrstva´ch siet’ove´ho modelu. Tento analyza´tor je schopny´ identifiko-
vat’ aplikacˇne´ protokoly len na za´klade cˇ´ısla portu, zˇiadnym spoˆsobom neanalyzuje payload
paketu. Dˇalˇs´ım podobny´m analyza´torom je L7-filter [22], ktory´ vyuzˇ´ıva na popis aplikacˇ-
ny´ch protokolov regula´rne vy´razy, pomocou ktory´ch analyzuje payload paketu. Analy´zu
da´tovej cˇasti paketu vykona´vaju´ aj programy ako su´ Snort [16] a Bro [21], ktory´ch u´lohou
je odhal’ovanie u´tokov alebo v´ırusov prena´sˇany´ch prostredn´ıctvom pocˇ´ıtacˇovej siete.
Pra´ca sa v druhej kapitole zaobera´ popisom siet’ovy´ch modelov a ich jednotlivy´ch vrs-
tiev, pomocou ktory´ch je mozˇne´ pochopit’ princ´ıpy siet’ovej komunika´cie. Podrobnejˇsie je
tu vysvetleny´ prenos da´t na jednotlivy´ch vrstva´ch siet’ove´ho modelu TCP/IP, konkre´tne
ta´to kapitola popisuje Ethernet, protokol IPv4 a rozdiely v prenose da´t pomocou protokolov
TCP a UDP. Dˇalej sa ta´to kapitola zameriava na roˆzne algoritmy pouzˇ´ıvane´ na vyhl’ada´-
vanie vzorov v texte.
Tretia kapitola sa venuje implementa´cii syste´mu pre detekciu aplikacˇny´ch protokolov.
Syste´m tieto protokoly rozpozna´va na za´klade vyhl’adania urcˇity´ch ret’azcov nacha´dzaju´-
cich sa v payloade paketu, ktore´ su´ pre kazˇdy´ aplikacˇny´ protokol sˇpecificke´. Navrhnuty´
analyza´tor sa sklada´ z roˆznych cˇast´ı (buffer, cˇasovacˇ, bina´rny vyhl’ada´vac´ı strom, atd’),
ktore´ plnia roˆzne funkcie nevyhnutne´ pre analy´zu odchytenej komunika´cie.
Piata kapitola obsahuje vy´sledky a hodnotenie navrhnute´ho syste´mu. Bolo treba vy-
konat’ roˆzne testy, podl’a ktory´ch je mozˇne´ urcˇit’ vy´pocˇtovo najna´rocˇnejˇsie cˇasti syste´mu,
ktore´ su´ limituju´ce z pohl’adu celkovej priepustnosti. Tieto cˇasti je potrebne´ so zvysˇuju´ci-
mi sa prenosovy´mi ry´chlost’ami zdokonalovat’, aby neobmedzovali vy´konnost’ syste´mu ako
celku.
Poslednou kapitolou je za´ver, v ktorom sa nacha´dza hodnotenie navrhnute´ho syste´mu
z pohl’adu d’alˇsieho vy´voja ako aj na´mety vycha´dzaju´ce zo sku´senost´ı s riesˇeny´m projektom.
Hlavne sa jedna´ o cˇast’ analyza´tora, ktora´ vykona´va vyhl’ada´vanie ret’azcov v payloade




2.1 Modely ISO/OSI a TCP/IP
Pre popis siet’ovej komunika´cie sa v pocˇ´ıtacˇovy´ch siet’ach pouzˇ´ıva princ´ıp vrstiev. Prvy´m
vrstvovy´m modelom sa stal ISO/OSI, ktory´ bol vytvoreny´ medzina´rodnou organiza´ciou ISO
(International Standard Organization). Tento sˇtandard je abstraktny´m modelom a posky-
tuje za´kladnˇu pre vypracovanie noriem pre u´cˇely prepojovania syste´mov. Spocˇiatku vznikali
firemne´ uzavrete´ siet’ove´ architektu´ry, ktore´ neumozˇnˇovali prepojovanie syste´mov od roˆz-
nych vy´robcov, v doˆsledku toho vznikol tlak na otvorenost’ siet’ovy´ch architektu´r, ktory´
nakoniec vyu´stil prijat´ım referencˇne´ho modelu ISO/OSI. Hlavnou u´lohou sˇtandardu je sna-
ha o sˇtandardiza´ciu pocˇ´ıtacˇovy´ch siet´ı.
ISO/OSI nesˇpecifikuje implementa´ciu (realiza´ciu) syste´mu, zameriava sa na vsˇeobecne´
princ´ıpy sedemvrstvovej siet’ovej architektu´ry. Popisuje predovsˇetky´m u´cˇel vrstiev, funkcie
priradene´ jednotlivy´m vrstva´m, sluzˇby pozˇadovane´ od nizˇsˇej vrstvy a poskytovane´ vrstve












Model ISO/OSI Model TCP/IP
Obra´zok 2.1: Referencˇny´ model ISO/OSI a model TCP/IP
Funkcie jednotlivy´ch vrstiev su´ pop´ısane´ v nasleduju´cich bodoch:
• Fyzicka´ vrstva definuje vsˇetky elektricke´ a fyzika´lne vlastnosti zariadenia. Obsahuje
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popis napa¨t’ovy´ch u´rovn´ı pri prenose nulovy´ch a jednotkovy´ch bitov, ry´chlost´ı preno-
su jedne´ho bitu, prenosove´ho me´dia a d’alˇs´ıch parametrov, ktore´ urcˇuju´ mechanicke´
a elektricke´ rozhranie. Fyzicka´ vrstva nevenuje pozornost’ vy´znamu prena´sˇany´ch bi-
tov.
• Linkova´ vrstva poskytuje spojenie medzi dvoma susedny´mi syste´mami a vytva´ra
da´tovy´ spoj. Organizuje da´tovy´ tok do ra´mcov, cˇo su´ bloky da´t s vel’kost’ou desiatok
azˇ tis´ıcov bajtov. Ra´mec ma´ svoju presnu´ sˇtruktu´ru a je v nˇom zvycˇajne uvedena´
zdrojova´ a ciel’ova´ adresa. Vrstva umozˇnˇuje detekovat’ chybne´ ra´mce a pr´ıpadne
opravit’ chyby, ktore´ vznikli na prvej vrstve.
• Siet’ova´ vrstva sa stara´ o smerovanie, poskytuje spojenie medzi syste´mami, ktore´
spolu priamo nesusedia. Prenos moˆzˇe prebiehat’ cez niekol’ko uzlov. Pre zaistenie toku
da´t siet’ou je potreba jednoznacˇnej identifika´cie uzlu, ktora´ je neza´visla´ na fyzickej
adresa´cii. Ta´to identifika´cia sa nazy´va siet’ova´ adresa a je priradena´ kazˇde´mu uzlu
siete. Da´ta su´ pre u´cˇely smerovania delene´ na datagramy.
• Transportna´ vrstva zarucˇuje adresovanie koncovy´ch komunikuju´cich prvkov, kto-
re´ poˆsobia v jednotlivy´ch uzloch siete. Medzi tieto koncove´ prvky patria napr´ıklad
procesy alebo uzˇ´ıvatel’ske´ rela´cie. Da´ta su´ prena´sˇane´ v segmentoch, ktore´ obsahuju´
adresu koncove´ho prvku uzlu. Na u´rovni transportnej vrstvy moˆzˇu existovat’ spojo-
vane´ aj nespojovane´ sluzˇby. U spojovany´ch sluzˇieb je zaistene´ spol’ahlive´ dorucˇovanie
paketov. Naopak u nespojovany´ch sluzˇieb sa o spol’ahlive´ dorucˇenie da´t mus´ı posta-
rat’ priamo aplika´cia. Transportna´ vrstva je v modely ISO/OSI preto, aby mohla
poskytovat’ kvalitnejˇsie prenosove´ sluzˇby, ake´ doka´zˇe poskytovat’ vrstva siet’ova´.
• Relacˇna´ vrstva umozˇnˇuje, aby si procesy alebo uzˇ´ıvatelia stanovili medzi sebou
rela´cie a na´sledne mohli koordinovat’ vy´menu da´t medzi ty´mito uzlami.
• Prezentacˇna´ vrstva obsahuje funkcie, ktore´ su´ vykona´vane´ tak cˇasto, zˇe je pre
ne vhodne´ mat’ vsˇeobecne´ riesˇenie. Uzˇ´ıvatelia potom nemusia tieto funkcie riesˇit’
vo vlastnej re´zˇii. Medzi funkcie prezentacˇnej patr´ı typicky sˇifrovanie, prevod medzi
roˆznymi ko´dovaniami alebo komprima´cia.
• Aplikacˇna´ vrstva realizuje aplikacˇne orientovane´ sluzˇby. Poskytuje roˆzne aplikacˇne´
rozhrania, ako napr´ıklad sluzˇby pre implementa´ciu elektronickej posˇty, prenosu su´bo-
rov alebo elektronicke´ho obchodu. Su´cˇast’ou tejto vrstvy by´vaju´ procesy, ktore´ tu´to
cˇinnost’ priamo plnia.
Aj ked’ je referencˇny´ model ISO/OSI medzina´rodne sˇtandardizovany´ a uzna´vany´, hlavnu´
u´lohu v oblasti siet’ovy´ch architektu´r ma´ v su´cˇastnosti model TCP/IP. Tento model ma´ na
rozdiel od ISO/OSI jednoduchsˇiu a efekt´ıvnejˇsiu architektu´ru rozdelenu´ iba do sˇtyroch
vrstiev. Porovnanie oboch modelov zna´zornˇuju´cich vza´jomne si zodpovedaju´ce vrstvy je
uvedene´ na obra´zku 2.1.
Model TCP/IP vznikol esˇte v zacˇiatkoch Internetu. V skutocˇnosti ide o celu´ su´stavu
(rodinu) jednotlivy´ch protokolov, ktore´ su´ spojene´ spolocˇnou predstavou o tom, ako by mali
vypadat’ a fungovat’. Ta´to predstava vznikla v sedemdesiatych rokoch v USA pre potre-
by budovania vtedy sa rodiaceho Internetu, ktory´ je na protokoloch TCP/IP vybudovany´.
Hlavne´ koncepcie tohto modelu su´ abstrakcia od fyzickej a linkovej vrstvy, defin´ıcia proto-
kolu siet’ovej vrstvy IP (Internet Protocol) pre jednotne´ adresovanie, defin´ıcia prevodny´ch
mechanizmov medzi linkovou a siet’ovou vrstvou (protokol ARP) a defin´ıcia transportny´ch
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protokolov TCP a UDP. Model bol prima´rne navrhnuty´ pre pouzˇitie v Internete, neobsahuje













Obra´zok 2.2: Siet’ovy´ model TCP/IP
• Vrstva siet’ove´ho rozhrania nie je modelom TCP/IP blizˇsˇie sˇpecifikovana´, pretozˇe
je za´visla´ na pouzˇitej prenosovej technolo´gii (napr. ATM, Token Ring alebo Ethernet).
• Siet’ova´ vrstva zakry´va rozdiely medzi jednotlivy´mi prenosovy´mi technolo´giami po-
uzˇity´mi v nizˇsˇej vrstve. Ciel’om je vytvorenie jednotne´ho komunikacˇne´ho prostredia
neza´visle´ho na pouzˇitej technolo´gii prenosu da´t. Na tejto vrstve je definovany´ pro-
tokol IP (Internet Protocol), ktory´ zaist’uje dane´ pozˇiadavky. V su´cˇastnej dobe su´
vyuzˇ´ıvane´ dva typy IP protokolu: IPv4 [13] a nova´ verzia tohto protokolu IPv6 [4].
• Transportna´ vrstva ponu´ka spojovanu´ aj nespojovanu´ komunika´ciu. Protokol TCP
(Transmission Control Protocol) [14] zaist’uje spol’ahlivost’ prenosu a riadenie toku
da´t. Naopak, protokol UDP (User Datagram Protocol) [15] je nespojovy´ a nezaru-
cˇuje spol’ahlivy´ prenos da´t. Oba zo spomı´nany´ch protokolov maju´ svoje vy´hody aj
nevy´hody (napr. ry´chlost’ a spol’ahlivost’ prenosu da´t).
• Aplikacˇna´ vrstva je najvysˇsˇou vrstvou siet’ovej architektu´ry Internetu. Poskytuje
sluzˇby, ktore´ aplika´cie vyuzˇ´ıvaju´ pri komunika´cii. Ta´to vrstva obsahuje protokoly ako
napr´ıklad HTTP, FTP, SMTP, DHCP, DNS a mnoho d’alˇs´ıch.
2.2 Prenos da´t
Da´ta su´ cez siet’ prena´sˇane´ zvycˇajne po cˇastiach nazy´vany´ch PDU (Protocol Data Unit),
ktore´ maju´ na roˆznych vrstva´ch roˆzne na´zvy. Podl’a modelu ISO/OSI su´ to postupne od
fyzickej vrstvy: bity, ra´mce, datagramy, pakety a od piatej po siedmu vrstvu da´ta ako je
zrejme´ z obra´zku 2.3. V procese prenosu da´t po sieti docha´dza k ich zapuzdrovaniu. Je
to mechanizmus, ktory´ poskytuje abstrakciu protokolov a sluzˇieb. Aplika´cie medzi sebou
komunikuju´ na najvysˇsˇej vrstve ISO/OSI modelu a pri tejto komunika´cii vyuzˇ´ıvaju´ nizˇ-
sˇie vrstvy, ktore´ si da´ta preda´vaju´ a prida´vaju´ im potrebne´ informa´cie. Komunika´ciu je
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Obra´zok 2.3: Na´zvy jednotlivy´ch PDU
Postup zapuzdrovania da´t by sa dal pop´ısat’ nasledovne: k da´tam na siedmej vrstve
ISO/OSI modelu sa na sˇtvrtej vrstve prida´va hlavicˇka protokolu, ktory´ je sˇpecifikovany´ na
danej vrstve. Z da´t zo siedmej vrstvy sa sta´va paket (je to vlastne hlavicˇka protokolu na
sˇtvrtej vrstve spojena´ s da´tami). O vrstvu nizˇsˇie sa z paketu sta´va datagram. Na tretej
vrstve sa nacha´dza odliˇsny´ protokol plniaci inu´ funkciu a vklada´ do svojej da´tovej cˇasti
PDU z vysˇsˇej vrstvy (v tomto pr´ıpade je da´tovou cˇast’ou datagramu paket). Na druhej
vrstve sa datagram zapuzdruje do ra´mca, v ktorom sa tiezˇ nacha´dza hlavicˇka sˇpecificka´
pre protokol nacha´dzaju´ci sa na tejto vrstve. Na fyzickej vrstve sa ra´mec men´ı na bity,
pricˇom sa tu moˆzˇu vyskytovat’ nielen bity reprezentuju´ce ra´mec, ale aj d’alˇsie, ktore´ plnia
napr´ıklad synchronizacˇnu´ funkciu.
2.2.1 Ethernet
Ethernet [7] je siet’ova´ technolo´gia, ktora´ sa v modely TCP/IP nacha´dza na prvej vrstve
a v modely ISO/OSI pokry´va prve´ dve vrstvy. Je to sˇtandard, ktory´ popisuje fyzicke´ rozhra-
nie a komunika´ciu na LAN (Local Area Network) siet’ach a bude vyuzˇity´ v navrhovanom
syste´me. Popularita Ethernetu spocˇ´ıva v jednoduchosti protokolu a ty´m aj jednoduchej
implementa´cii a insˇtala´cii. Z pohl’adu analyza´tora protokolov je doˆlezˇite´ poznat’ forma´t
hlavicˇky Ethernetove´ho ra´mca, ktory´ sa nacha´dza na obra´zku 2.4.
Destination MAC Source MAC Type
0 5 6 12 1311
Obra´zok 2.4: Forma´t Ethernetovej hlavicˇky
Na obra´zku sa nacha´dza iba hlavicˇka Ethernetove´ho ra´mca, ktory´ navysˇe obsahuje
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payload (da´ta, ktore´ prena´sˇa) a d’alˇsie informa´cie (Preamble, Start-of-Frame Delimiter,
CRC Checksum), ktore´ slu´zˇia na detekciu zacˇiatku ra´mca, pr´ıpadne odhalenie chyby v pre-
na´sˇany´ch da´tach. Tieto u´daje nie su´ z hl’adiska analyza´tora siet’ovy´ch protokolov podstatne´,
najdoˆlezˇitejˇsiu u´lohu ma´ hlavicˇka a payload. Ak je polozˇka Type v hlavicˇke va¨cˇsˇia ako 600
hexadecima´lne, urcˇuje aky´ typ protokolu na nacha´dza na vysˇsˇej vrstve, v opacˇnom pr´ıpade
sa jedna´ o vel’kost’ da´t.
2.2.2 Protokol IP
Rovnako ako Ethernet aj siet’ova´ vrstva popisuje forma´t hlavicˇky pre urcˇity´ protokol, kto-
ry´ sa na tejto vrstve nacha´dza. V modely TCP/IP je ty´mto protokolom IPv4 [13] alebo
IPv6 [4]. Na obra´zku 2.5 je forma´t hlavicˇky protokolu IPv4. Pretozˇe IP protokol tvor´ı
spolu s transportnou vrstvou za´klad Internetu, su´ tieto protokoly a forma´ty ich datagra-
mov(paketov) vel’mi doˆlezˇite´ pri konsˇtrukcii siet’ovy´ch zariaden´ı - od smerovacˇov cez fi-
rewally a IDS (Intrusion Detection System)/IPS (Intrusion Prevention System) syste´my,
ktore´ cˇasto sleduju´ pra´ve toky (flow) na za´klade IP adries a portov transportnej vrstvy.
Doˆlezˇity´mi polozˇkami pre analyza´tor su´ Header length (d´lzˇka hlavicˇky), Total length (cel-
0 7 8 16 18153 4 17 31
Version HL Type of Service Total Length
Identification Flags Fragment Offset





HL = Header Length
Padding
Obra´zok 2.5: Forma´t hlavicˇky IPv4
kova´ d´lzˇka datagramu), zdrojova´ a ciel’ova´ IP adresa, Header Checksum (kontrolny´ su´cˇet)
a Protocol, ktory´ urcˇuje typ protokolu na vysˇsˇej vrstve.
2.2.3 TCP a UDP
Protokol TCP [14] poskytuje spol’ahlivy´ prenos da´t medzi koncovy´mi aplika´ciami, ktory´
nie je v modele TCP/IP priamo zaisteny´ protokolom siet’ovej vrstvy. TCP vyuzˇ´ıva sluzˇby
IP protokolu opakovany´m odosielan´ım strateny´ch paketov, preusporiadava prijate´ pakety
do spra´vneho poradia. TCP zaist’uje riadenie koncove´ho spojenia a da´tove´ho toku. Nad-
va¨zovanie spojenia sa realizuje pomocou mechanizmu three way handshaking. K rozl´ıˇseniu
komunikuju´cich aplika´ci´ı TCP pouzˇ´ıva cˇ´ısla portov, ktore´ su´ pridelene´ dany´m aplika´cia´m.
Na obra´zku 2.6 sa nacha´dza forma´t hlavicˇky protokolu TCP.
Z pohl’adu analyza´tora su´ doˆlezˇity´mi hodnotami cˇ´ısla portov ako aj sequence a acknow-
ledgement number (sekvencˇne´ a potvrdzovacie cˇ´ıslo). Tieto dve posledne spomenute´ cˇ´ısla
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Obra´zok 2.6: Forma´t TCP hlavicˇky
slu´zˇia na detekciu straty paketu alebo na usporiadanie prijaty´ch paketov do spra´vneho
poradia.
Protokol UDP [15] je ovel’a jednoduchsˇ´ı ako TCP, jeho funkciou je iba rozl´ıˇsenie komu-
nikuju´cich aplika´cii k cˇomu rovnako ako TCP pouzˇ´ıva cˇ´ısla portov. UDP nie je spojovany´,
nezarucˇuje spol’ahlivy´ prenos da´t, ani ich dorucˇenie v spra´vnom porad´ı. Z toho vyply´va
zˇe nepotrebuje sequence a acknowledgement number, a preto je hlavicˇka UDP protokolu





Obra´zok 2.7: Forma´t UDP hlavicˇky
Vy´hodou protokolu TCP je jeho spol’ahlivost’, ale ty´m sa sta´va prenos da´t pomalejˇs´ım,
pretozˇe je potreba zasielania potvrdenia o prijat´ı kazˇde´ho paketu. Naopak protokol UPD
slu´zˇi na ry´chly prenos da´t, je s´ıce nespol’ahlivy´, ale svoje uplatnenie ma´ predovsˇetky´m
v prenose obrazu a zvuku (VoIP, audio-video-streaming).
2.2.4 Payload
Payload sa da´ v modele TCP/IP definovat’ ako datagram bez TCP alebo UDP hlavicˇky. Su´
to da´ta, ktore´ si medzi sebou posielaju´ komunikuju´ce aplika´cie va¨cˇsˇinou na za´klade urcˇite´ho
protokolu. Payload moˆzˇe mat’ formu ASCII textu alebo bina´rnych da´t.
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2.3 Meto´dy analy´zy protokolu
Urcˇovanie typu protokolu na prvej azˇ tretej vrstve TCP/IP modelu nie je zlozˇite´, pretozˇe
ta´to informa´cia sa nacha´dza v hlavicˇke protokolu nizˇsˇej vrstvy, pr´ıpadne je potrebne´ poznat’
typ da´tovej linky. Transportna´ vrstva, ktora´ sa v modely TCP/IP nacha´dza pod aplikacˇnou
priamo neurcˇuje aky´ typ protokolu je na vrstve vysˇsˇej. Poskytuje iba informa´ciu, na ktorom
porte dana´ sluzˇba bezˇ´ı. Urcˇite´ sluzˇby, ktore´ su´ v pocˇ´ıtacˇovy´ch siet’ach sˇtandardne pouzˇ´ıvane´
(napr. HTTP, DHCP, DNS) maju´ pridelene´ sˇtandardne´ cˇ´ısla portov [6].
Prvy´m spoˆsobom urcˇenia typu protokolu aplikacˇnej vrstvy je cˇ´ıslo portu. Tento pr´ıstup
je nepostacˇuju´ci z pohl’adu bezpecˇnosti a rozpozna´vania protokolov na siedmej vrstve, pre-
tozˇe mnohe´ aplika´cie v dnesˇnej dobe vyuzˇ´ıvaju´ dynamicke´ pridel’ovanie cˇ´ısla portu a ty´m
sa sta´va tento typ identifika´cie protokolu neu´cˇinny´m. Dˇalˇs´ım nedostatkom tohto spoˆsobu
je nemozˇnost’ overenia, zˇe na urcˇitom sˇtandardnom porte naozaj bezˇ´ı aplika´cia, ktora´ tento
port sˇtandardne vyuzˇ´ıva.
Dˇalˇs´ı spoˆsob detekcie protokolu aplikacˇnej vrstvy ja zalozˇeny´ na tzv. signatu´rach, kto-
re´ sa nacha´dzaju´ v payloade paketu. Su´ to urcˇite´ ret’azce, ktore´ su´ sˇpecificke´ pre dany´
protokol a daju´ sa pop´ısat’ regula´rnymi vy´razmi. Ich vyhl’ada´vanie je v syste´moch IDS
vy´pocˇtovo najna´rocˇnejˇsou cˇast’ou, ale riesˇi nedostatky identifika´cie protokolov na za´klade
cˇ´ısel portov. Tento spoˆsob ma´ tiezˇ svoje nevy´hody, napr´ıklad je vel’mi obtiazˇne pop´ısat’
niektore´ protokoly (Skype) regula´rnymi vy´razmi a priepustnost’ take´hoto syste´mu je cˇasto
limitovana´ ry´chlost’ou vyhl’adania signatu´r.
2.4 Algoritmy pre vyhl’ada´vanie ret’azcov
Vyhl’ada´vanie signatu´r je hl’adanie podret’azca v ret’azci a pre tento proble´m existuje vel’ke´
mnozˇstvo algoritmov, ktore´ vylepsˇuju´ tzv. naivny´ algoritmus. Ten je zalozˇeny´ na postup-
nom porovna´van´ı hl’adane´ho podret’azca a vstupne´ho textu, pricˇom sa po kazˇdom porovnan´ı
posunie vo vstupnom texte o jeden znak. Pocˇet porovnan´ı tohto algoritmu je konsˇtantny´
a pre hl’adany´ podret’azec d´lzˇky m a prehl’ada´vany´ text d´lzˇky n ma´ zlozˇitost’ vyhl’ada´vania
O(m ∗ n). Tento algoritmus je neefekt´ıvny a v praxi sa preto nevyuzˇ´ıva. Pre vyhl’ada´vanie
podret’azcov su´ vyuzˇ´ıvane´ efekt´ıvne algoritmy, ktore´ su´ pop´ısane´ v nasleduju´cich bodoch:
• Boyer-Mooreov algoritmus [2] – sa snazˇ´ı redukovat’ pocˇet porovnan´ı a ty´m vyhl’a-
da´vanie ury´chlit’. Algoritmus neporovna´va kazˇdy´ znak v prehl’ada´vanom texte, ak sa
v texte nevyskytuje nejaky´ znak zo vzoru, je mozˇne´ urcˇite´ znaky preskocˇit’. Chovanie
algoritmu za´vis´ı na kardinalite abecedy a na opakovan´ı podret’azcov vo vzore. Pokusy
uka´zali, zˇe pre d´lzˇku vzorku m > 5 algoritmus rob´ı priblizˇne 0,24 azˇ 0,3 porovnan´ı
z pocˇtu znakov v prehl’ada´vanom texte. Iny´mi slovami, porovna´va asi jednu sˇtvrtinu
azˇ jednu tretinu znakov prehl’ada´vane´ho textu.
• Nedeterministicky´ konecˇny´ automat [18] – pred vyhl’ada´van´ım je potrebne´ zo-
strojit’ automat. Pomocou neho je mozˇne´ vyhl’ada´vat’ niekol’ko vzorov naraz. V naj-
horsˇom pr´ıpade je pocˇet porovnan´ı rovny´ su´cˇtu d´lzˇok vsˇetky´ch vyhl’ada´vany´ch vzo-
rov. Automat vytva´ra stavovy´ priestor, ktory´ je tvoreny´ konecˇny´m mnozˇstvom stavov
a prechodov. Vstupny´ text je spracova´vany´ po jednom znaku, pricˇom docha´dza v au-
tomate k prechodu medzi stavmi. Tento automat je nedetermisticky´ pretozˇe pre kazˇdy´
znak, ktory´ prijme, nie je jeho d’alˇs´ı stav jednoznacˇne urcˇeny´ a moˆzˇe prejst’ do jedne´ho
z viacery´ch mozˇny´ch stavov. Stavovy´ priestor je pomocou tejto meto´dy prehl’ada´vany´
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do h´lbky a docha´dza k tzv. backtrackingu cˇo je na´vrat z urcˇite´ho stavu do predosˇle´ho
a na´sledne pokracˇovanie prehl’ada´vania nepresku´mane´ho stavove´ho priestoru. Softwa-
rove´ riesˇenie nie je dostatocˇne ry´chle kvoˆli backtrackingu, ktore´ vyhl’ada´vanie znacˇne
spomal’uje.
• Deterministicky´ konecˇny´ automat [17] – sa od nedeterministicke´ho automatu
l´ıˇsi hlavne v spoˆsobe prehl’ada´vania stavove´ho priestoru, ktory´ prehl’ada´va do sˇ´ırky.
V najhorsˇom pr´ıpade je pocˇet porovnan´ı rovny´ d´lzˇke najdlhsˇieho vzoru a vlastne´ vy-
hl’adanie prebehne v n krokoch. Pri nacˇ´ıtan´ı znaku zo vstupne´ho textu moˆzˇe automat
precha´dzat’ su´cˇastne do viacery´ch stavov. Pr´ıklad take´hoto automatu je pre hl’adany´
vzor “AABCC” uvedeny´ na obra´zku 2.8. Nevy´hodou je, zˇe z kazˇde´ho stavu moˆzˇe
vycha´dzat’ azˇ tol’ko znakov, kol’ko je mocnost’ abecedy.
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Obra´zok 2.8: Deterministicky´ konecˇny´ automat pre vyhl’ada´vanie vzoru “AABCC”
• Knuth-Morris-Prattov algoritmus [10] – odstranˇuje nevy´hodu predcha´dzaju´ceho
riesˇenia. Pre vyhl’ada´vanie konsˇtruuje sˇpecia´lny KPM graf, v ktorom vycha´dza z kazˇ-
de´ho stavu iba dvojica hra´n. Snahou algoritmu je v pr´ıpade nezhody vzoru s textom,
vzor posunu´t’ doprava tak, aby nebolo potrebne´ sa v prehl’ada´vanom texte vra´tit’.
Celkova´ zlozˇitost’ algoritmu je O(m + n) a jeho nevy´hodou je, zˇe pre spracovanie
znaku zo vstupu potrebuje niekedy viacej ako jedno porovnanie.
• Aho-Corasickov algoritmus [1] – vyhl’ada´va vzory z tzv. slovn´ıka. Porovna´va vsˇet-
ky vzory so vstupny´ textom naraz v m + n krokoch, kde m je su´cˇet d´lzˇok vsˇetky´ch
hl’adany´ch vzorov. Rovnako ako predcha´dzaju´ci algoritmus, je zalozˇeny´ na konsˇtruk-
cii grafu. Pr´ıklad take´hoto grafu pre vyhl’ada´vanie ret’azcov “HE”, “SHE”, “HIS”,
“HERS” je na obra´zku 2.9.
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Obra´zok 2.9: Aho-Corasickov graf pre vyhl’ada´vanie vzorov “HE”, “SHE”, “HIS” , “HERS”
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• Rabin-Karpov algoritmus [9]– je zalozˇeny´ na tzv. hashovacej funkcii. Vyuzˇ´ıva sa
na vyhl’ada´vanie viacery´ch vzorov naraz. Namiesto porovna´vania jednotlivy´ch znakov
pouzˇ´ıva hashovaciu funkciu na transforma´ciu hl’adany´ch vzorov na cˇ´ısla a v rovnako
transformovanom texte potom hl’ada´ podobnost’. Zlozˇitost’ tohto algoritmu je v naj-
horsˇom pr´ıpade O(m ∗n) a to je doˆvod precˇo sa vel’mi nepouzˇ´ıva. Dˇalˇsou nevy´hodou
je, zˇe tento algoritmus nezarucˇuje vyhl’adanie ret’azca zodpovedaju´ceho dane´mu vzo-
ru, pretozˇe pre dva roˆzne ret’azce moˆzˇe byt’ vy´sledne´ transformacˇne´ cˇ´ıslo rovnake´.
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Kapitola 3
Syste´m pre detekciu protokolov
Ta´to kapitola popisuje implementa´ciu syste´mu pre detekciu protokolov aplikacˇnej vrstvy.
Ako implementacˇny´ jazyk bol zvoleny´ jazyk C, ktore´ho ko´d je pri dodrzˇiavan´ı sˇtandardov
prenositel’ny´ medzi roˆzne operacˇne´ syste´my a vy´sledny´ program je v porovnan´ı s progra-
mami nap´ısany´mi v jazykoch poskytuju´cich vysˇsˇiu mieru abstrakcie (C++, Java) ry´chlejˇs´ı.
3.1 Odchyta´vanie da´t
Navrhnuty´ syste´m pouzˇ´ıva na odchyta´vanie siet’ovej komunika´cie programa´torske´ rozhra-
nie (API) pcap (packet capture). Implementa´cia pcap pre Unixove´ syste´my sa nazy´va
libpcap [23], je to knizˇnica nap´ısana´ v jazyku C. Toto API poskytuje mozˇnost’ zistenia typu
da´tovej linky, v navrhnutom syste´me sa nacha´dza podpora pre da´tovu´ linku typu Ether-
net. Je mozˇne´ odchyta´vat’ aj komunika´ciu, ktora´ nie je priamo urcˇena´ pre dane´ zariadenie,
siet’ova´ karta vsˇak mus´ı pracovat’ v tzv. promiskuitnom rezˇime. Vy´hodou libpcap je, zˇe
poskytuje paketovy´ filter tzv. BSD packet filter [11] a ty´m umozˇnˇuje filtrovat’ komunika´ciu
pred ty´m ako su´ da´ta spracova´vane´ samotny´m analyza´torom. Tento filter doka´zˇe filtrovat’
komunika´ciu na tretej a sˇtvrtej vrstve modelu TCP/IP.
Pri odchyta´van´ı da´t je doˆlezˇite´, aby ich spracovanie bolo dostatocˇne ry´chle. Cˇas ktory´
prebehne od zacˇiatku do konca spracovania jedne´ho ra´mca by mal byt’ kratsˇ´ı ako rozdiel
cˇasov odchytenia dvoch za sebou idu´cich ra´mcov. V opacˇnom pr´ıpade moˆzˇe docha´dzat’
k strate odchyteny´ch da´t cˇo by mohlo znemozˇnit’ urcˇenie typu aplikacˇne´ho protokolu. Ob-
jem odchyteny´ch da´t je preto vhodne´ redukovat’ spomı´nany´m filtrom. Prima´rnou u´lohou
analyza´tora je identifikovat’ protokoly aplikacˇnej vrstvy, a preto je dobre´ zvolit’ filter, ktory´
bude posielat’ analyza´toru iba vhodne´ da´ta k analy´ze. Tieto da´ta su´ pakety prena´sˇane´
pomocou protokolov TCP a UDP, filter by teda mal ostatnu´ komunika´ciu blokovat’. Toto
je mozˇne´ dosiahnut’ nadstaven´ım filtra vy´razom tcp or udp.
Pri kazˇdom odchytenom ra´mci libpcap poskytuje ukazatel’ na jeho zacˇiatok a za´rovenˇ
sˇtruktu´ru, ktora´ je definovana´ nasledovne:
struct pcap_pkthdr
{
sruct timeval ts; /* time stamp */
bpf_u_int32 caplen; /* length of portion present */
bpf_u_int32 len; /* length this packet (off wire) */
};
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ts je cˇas, v ktorom bol ra´mec odchyteny´, caplen predstavuje vel’kost’ odchyteny´ch da´t ana-
lyza´torom a len skutocˇnu´ d´lzˇku da´t. Je mozˇne´ odchyta´vat’ iba cˇasti komunika´cie, napr´ıklad
v Ethernete len prvy´ch 14 bajtov, a tak analyzovat’ iba Ethernetovu´ hlavicˇku. Navrhnuty´
syste´m odchyta´va a analyzuje nielen cˇast’ komunika´cie, ale vsˇetky vrstvy siet’ove´ho modelu,
preto odchyta´va cele´ ra´mce vra´tane payloadu. Libpcap poskytuje vysoku´ mieru abstrak-
cie od fyzickej a linkovej vrstvy, nie je potrebne´ poznat’ zˇiadne detaily ty´kaju´ce sa vrstvy
siet’ove´ho rozhrania modelu TCP/IP.
3.2 Deko´dovanie komunika´cie
Analy´za odchyteny´ch da´t zacˇ´ına na druhej vrstve modelu ISO/OSI. Nie je mozˇne´ hned’
analyzovat’ siedmu vrstvu, najskoˆr sa treba k ty´mto da´tam dostat’. Postupna´ analy´za zacˇ´ı-
naju´ca na linkovej vrstve je nevyhnutna´, pretozˇe na roˆznych vrstva´ch sa nacha´dzaju´ roˆzne
protokoly, ktore´ navysˇe nemusia mat’ pevne stanovenu´ d´lzˇku hlavicˇky. Z toho vyply´va, zˇe
sa neda´ napr´ıklad z Ethernetove´ho ra´mca urcˇit’, kde sa nacha´dza samotny´ payload paketu,
treba sa k nemu prepracovat’ postupny´m deko´dovan´ım hlavicˇiek protokolov na jednotlivy´ch
vrstva´ch. Urcˇenie protokolu na vysˇsˇej vrstve zvycˇajne za´vis´ı od hlavicˇky protokolu nizˇsˇej
vrstvy, ktora´ tu´to informa´ciu obsahuje. Toto pravidlo ale neplat´ı pre transportnu´ vrstvu.
Deko´dovanie hlavicˇiek je proces, pri ktorom je potrebne´ poznat’ ich forma´t. Jednotlive´
forma´ty hlavicˇiek protokolov, ktore´ analyza´tor podporuje, su´ op´ısane´ v predcha´dzaju´cej
kapitole. Podl’a forma´tu hlavicˇky je treba vytvorit’ zodpovedaju´cu sˇtruktu´ru v jazyku C.
Ethernetovej hlavicˇke z obra´zku 2.4 prislu´cha nasleduju´ca sˇtruktu´ra:
typedef struct _ethernetHdr
{
uint8_t dst[ETHER_ADDR_LEN]; /* destination MAC address */
uint8_t src[ETHER_ADDR_LEN]; /* source MAC address */
uint16_t type; /* type or length */
} ethernetHdr;
Dl´zˇka tejto hlavicˇky je 14 bajtov a je pevne stanovena´. Ak je d´lzˇka odchyteny´ch da´t mensˇia
ako d´lzˇka hlavicˇky, znamena´ to, zˇe nastala chyba a analy´za dane´ho ra´mca je ukoncˇena´.
Analy´za na linkovej vrstve je len prvy´m krokom v procese deko´dovania. Ak polozˇka type
obsahuje hodnotu va¨cˇsˇiu ako 600 hexadecima´lne, potom ta´to hodnota predstavuje typ pro-
tokolu siet’ovej vrstvy, v opacˇnom pr´ıpade sa jedna´ o d´lzˇku odchyteny´ch da´t. Ta´to polozˇka
je kl’u´cˇova´ z pohl’adu analyza´tora, ktory´ podl’a tejto hodnoty urcˇuje funkciu, ktora´ bude
v procese deko´dovania pouzˇita´ ako nasleduju´ca.
Princ´ıp z´ıskavania u´dajov pomocou vytvorenej sˇtruktu´ry spocˇ´ıva v prelozˇen´ı sˇtruktu´ry
cez odchytene´ da´ta, pricˇom je k dispoz´ıcii ukazatel’ na zacˇiatok da´t. Odchytene´ da´ta su´
reprezentovane´ bajtami a ukazatel’ na ne je typu unsigned char *. Iny´mi slovami sa
da´ povedat’, zˇe docha´dza k pretypovaniu odchyteny´ch da´t na sˇtruktu´ru, ktora´ popisuje
hlavicˇku Ethernetove´ho ra´mca.
Navrhnuty´ syste´m podporuje na siet’ovej vrstve protokol IPv4, k jeho deko´dovaniu
docha´dza v pr´ıpade, ak je polozˇka type v Ethernetovom ra´mci rovna´ hodnote 800 hexade-
cima´lne. Rovnako ako pri Ethernete, je potrebne´ vytvorit’ sˇtruktu´ru popisuju´cu hlavicˇku




uint8_t ver_hlen; /* version and header length */
uint8_t tos; /* type of service */
uint16_t len; /* total length */
uint16_t id; /* identification */
uint16_t offset; /* flags and fragment offset */
uint8_t ttl; /* time to live */
uint8_t proto; /* protocol */
uint16_t chsum; /* checksum */
struct in_addr src; /* source IP address */
struct in_addr dst; /* destination IP address */
} IPv4Hdr;
Pred deko´dovan´ım IPv4 hlavicˇky je potrebne´ posunu´t’ ukazatel’ v odchyteny´ch da´tach na
poz´ıciu, ktora´ predstavuje zacˇiatok tejto hlavicˇky, a teda aj zacˇiatok IP datagramu. Posun
bude v tomto pr´ıpade o d´lzˇku Ethernetovej hlavicˇky, takzˇe sa ukazatel’ posunie zo zacˇiatku
odchyteny´ch da´t a bude ukazovat’ na trina´stu poz´ıciu pri indexa´cii bajtov od nuly. Znova
docha´dza k pretypovaniu, teraz vsˇak na sˇtruktu´ru hlavicˇky protokolu IPv4. Polozˇka proto
urcˇuje, aky´ protokol sa nacha´dza na vysˇsˇej (transportnej) vrstve.
Syste´m na transportnej vrstve podporuje protokoly TCP a UDP, spoˆsob ich deko´dovania
je v podstate rovnaky´ ako u protokolu IPv4. Na obra´zkoch 2.6 a 2.7 sa nacha´dzaju´ forma´ty
hlavicˇiek protokolov TCP a UDP. Defin´ıcia sˇtruktu´ry pre UDP hlavicˇku je nasledovna´:
typedef struct _UDPHdr
{
uint16_t src_p; /* source port */
uint16_t dst_p; /* destination port */
uint16_t len; /* total length */
uint16_t chsum; /* checksum */
} UDPHdr;
Pred z´ıskan´ım samotne´ho payloadu paketu je potrebne´ uzˇ iba odstra´nit’ hlavicˇku protokolu
transportnej vrstvy, cˇo sa dosiahne posunut´ım ukazatel’a na pr´ıslusˇnu´ poz´ıciu. Princ´ıp,
podl’a ktore´ho sa posu´va ukazatel’ v odchytenom ra´mci, je uvedeny´ na obra´zku 3.1. Po
deko´dovan´ı urcˇitej hlavicˇky sa ukazatel’ posunie o d´lzˇku tejto hlavicˇky na novu´ poz´ıciu, na
ktorej sa nacha´dza hlavicˇka protokolu vysˇsˇej vrstvy, pr´ıpadne samotny´ payload paketu.
Pocˇas procesu deko´dovania je potrebne´ zhromazˇd’ovat’ niektore´ informa´cie, ktore´ su´
kl’u´cˇove´ z hl’adiska d’alˇsej analy´zy pop´ısanej v nasleduju´com texte. Tieto informa´cie sa
nacha´dzaju´ na siet’ovej a transportnej vrstve, patria sem napr´ıklad zdrojove´ a ciel’ove´ IP
adresy alebo flagy v TCP pakete.
3.3 Monitorovanie da´tove´ho toku
Pre analyza´tor je doˆlezˇite´ triedit’ odchytenu´ komunika´ciu do da´tovy´ch tokov (spojen´ı) a ur-
cˇit’ aplikacˇny´ protokol pre dany´ tok. Rozpozna´vanie da´tove´ho toku je zalozˇene´ na zdro-
jovy´ch a ciel’ovy´ch IP adresa´ch a cˇ´ıslach portov. Su´ to informa´cie, ktore´ jednoznacˇne
identifikuju´ spojenie medzi dvoma koncovy´mi bodmi v sieti. Da´tovy´ tok by sa dal pop´ısat’
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Start of captured frame
Payload1 2 3
1 = Ethernet header
2 = IPv4 header
3 = TCP or UDP header
Obra´zok 3.1: Ukazatel’ v odchytenom ra´mci
ako su´bor datagramov (paketov), ktore´ maju´ rovnake´ IP adresy a za´rovenˇ aj cˇ´ısla portov.
Za´kladnou da´tovou sˇtruktu´rou navrhnute´ho analyza´tora je tzv. hashovacia tabul’ka [3],
v ktorej sa nacha´dzaju´ informa´cie popisuju´ce jednotlive´ da´tove´ toky. IP adresy a cˇ´ısla por-
tov hashovacia funkcia transformuje na cˇ´ıslo, ktore´ predstavuje index v hashovacej tabul’ke.
Toto je relat´ıvne ry´chle, ale moˆzˇe sa stat’, zˇe pre roˆzne IP adresy a cˇ´ısla portov bude vy´sle-
dok transformacˇnej funkcie rovnaky´, cˇizˇe na rovnakom indexe sa bude nacha´dzat’ viacero
spojen´ı. Pri kazˇdom odchytenom pakete sa zist’uje, cˇi patr´ı do urcˇite´ho spojenia, ktore´ sa
v syste´me uzˇ nacha´dza. Ak je kombina´cia IP adries a cˇ´ısel portov v syste´me nova´, alokuje
sa v hashovacej tabul’ke pama¨t’ pre nove´ spojenie.
3.3.1 Stav spojenia
Spojenie sa od jeho zacˇiatku azˇ do konca prena´sˇania da´t nacha´dza v urcˇity´ch stavoch ktore´
je potrebne´ monitorovat’ a menit’. Zmenu stavu moˆzˇu vyvolat’ roˆzne udalosti, ktore´ sa
odohra´vaju´ predovsˇetky´m na transportnej vrstve. Analyza´tor vyuzˇ´ıva aj popis spojenia na
za´klade architektu´ry klient/server a to tak, zˇe je schopny´ urcˇit’ na za´klade IP adries, ktory´
koncovy´ bod spojenia je server a ktory´ klient. Ked’zˇe zmeny stavu spojenia sa odohra´vaju´
na transportnej vrstve, su´ za´visle´ na protokoloch TCP a UDP.
Protokol TCP je stavovy´, to znamena´, zˇe princ´ıp jeho fungovania je zalozˇeny´ na urcˇity´ch
stavoch. Pri nadva¨zovan´ı spojenia, ktore´ sa nazy´va three-way handshake a je zobrazene´ na
obra´zku 3.2, klient posiela serveru SYN paket. Podl’a toho je analyza´tor schopny´ urcˇit’, na
ktorej strane spojenia je klient a server. Za´rovenˇ sa men´ı stav dane´ho spojenia na TCP_SYN.
Server odpoveda´ paketom, ktory´ ma´ nadstavene´ flagy SYN a ACK, klient nakoniec zasiela
serveru ACK paket a ty´m je spojenie nadviazane´, men´ı sa aj jeho stav na TCP_ESTABLISHED.
Nasleduje vlastny´ prenos da´t a spojenie je v stave TCP_ACTIVE. Z tohto stavu sa po prenose
da´t spojenie zvycˇajne dosta´va do stavu TCP_CLOSED, pri detekcii paketu s nadstaveny´m fla-
gom FIN. Analyza´tor obsahuje esˇte d’alˇsie stavy sˇpecificke´ pre TCP spojenie, pre na´zornost’
vsˇak boli uvedene´ len tie za´kladne´.
Protokol UDP je bezstavovy´, ale pre potreby analyza´tora bolo nevyhnutne´ vytvorit’ sta-
vy aj pre tento protokol. UDP je vo svojej podstate od TCP jednoduchsˇ´ı, preto neobsahuje
ani vel’ky´ pocˇet stavov. Prvy´ paket v spojen´ı urcˇuje, ktora´ strana je klient a server. Klien-
tom je vzˇdy ta´ strana, ktora´ posˇle prvy´ paket. Ak je pocˇ´ıtacˇ, na ktorom prebieha analy´za,
klientom v UDP spojen´ı, stav spojenia sa men´ı na UDP_REQUEST_SENT, v opacˇnom pr´ıpade
na UDP_REQUEST_RECV. Ak pr´ıde zo strany servera odpoved’, stav sa men´ı na UDP_ACTIVE.
V UDP spojen´ı je proble´m zistit’, kedy komunika´cia skoncˇila, preto je potrebne´ vyuzˇit’
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cˇasovacˇ, ktory´ zist’uje, cˇi je dany´ da´tovy´ tok akt´ıvny podl’a cˇasu posledne´ho odchytene´ho
paketu v danom spojen´ı.
3.3.2 Buffer pre payload
Pre analy´zu payloadu paketu je z pohl’adu analyza´tora zauj´ımavy´ prvy´ kilobajt prena´sˇany´ch
da´t v spojen´ı. Niekedy je postacˇuju´ce mensˇie mnozˇstvo, ale to je za´visle´ na jednotlivy´ch ap-
likacˇny´ch protokoloch. Ta´to pocˇiatocˇna´ komunika´cia obsahuje spomı´nane´ signatu´ry, podl’a
ktory´ch sa da´ detekovat’ aplikacˇny´ protokol. V architektu´re klient/server su´ dve strany spo-
jenia, preto aj analyza´tor obsahuje dva typy bufferov, jeden pre odchyta´vanie komunika´cia
od klienta a druhy´ od servera.
V TCP spojen´ı je mozˇne´ urcˇit’ na za´klade sekvencˇne´ho a potvrdzovacieho cˇ´ısla, cˇi od-
chytene´ da´ta maju´ byt’ ulozˇene´ do bufferu. Ten pri nadva¨zovan´ı spojenia urcˇuje, ktore´
sekvencˇne´ cˇ´ısla budu´ predstavovat’ pocˇiatocˇny´ da´tovy´ tok. Tento princ´ıp je uvedeny´ na
obra´zku 3.2. Buffer v TCP spojen´ı je d’alej schopny´ detekovat’ na aku´ poz´ıciu v buffery ma´
byt’ odchytena´ komunika´cia ulozˇena´. To vykona´va tiezˇ na za´klade sekvencˇne´ho cˇ´ısla dane´-
ho paketu. Pri nadva¨zovan´ı spojenia su´ kl’u´cˇove´ prve´ dva pakety. SYN paket z klientskej
strany urcˇuje, ake´ sekvencˇne´ cˇ´ıslo bude zodpovedat’ zacˇiatku odchyteny´ch da´t v klientskom
buffery. Odpoved’ou na SYN paket je zvycˇajne paket zo strany servera, ktory´ ma´ nadsta-
vene´ flagy SYN a ACK. Z tohto paketu je mozˇne´ urcˇit’ sekvencˇne´ cˇ´ısla, ktore´ predstavuju´
zacˇiatky klientske´ho rovnako aj serverove´ho buffera.
Sekvencˇne´, ako aj potvrdzovacie cˇ´ıslo su´ 32 bitove´ a pri prekrocˇen´ı ich rozsahu docha´dza
k pretecˇeniu, to znamena´, zˇe sa zacˇ´ına pocˇ´ıtat’ znova od pocˇiatocˇnej hodnoty. Buffer mus´ı
riesˇit’ aj tento proble´m, preto vyuzˇ´ıva funkciu [12], ktora´ urcˇuje, cˇi dane´ sekvencˇne´ cˇ´ıslo
patr´ı do urcˇite´ho intervalu, pricˇom zohl’adnˇuje aj pretecˇenie.
Client Server
1. [SYN]  Seq: 12345  Ack: 0
[SYN, ACK]  Seq: 97432 Ack: 123462.
3.
End of 3-way handshake
[ACK]  Seq: 12346 Ack: 97433
4. [ACK]  Seq: 12346 Ack: 97433
5. [ACK]  Seq: 97433 Ack: 12346 + Payload length
Obra´zok 3.2: Nadva¨zovanie spojenia pomocou protokolu TCP
Naopak v UDP spojen´ı sa sekvencˇne´ a potvrdzovacie cˇ´ısla nepouzˇ´ıvaju´ a nie je preto
mozˇne´ kontrolovat’, cˇi da´ta pricha´dzaju´ v spra´vnom porad´ı alebo cˇi nedocha´dza k strata´m
paketov. Do buffera sa preto uklada´ odchytena´ komunika´cia v takom porad´ı, v akom
pricha´dza, azˇ ky´m sa buffer nezapln´ı.
Odchytena´ komunika´cia, ktora´ sa uklada´ do buffera, moˆzˇe obsahovat’ aj znak konca
ret’azca \0, to je vsˇak nezˇiadu´ce z pohl’adu analy´zy payloadu spoˆsobom, ktory´ je pop´ısany´
neskoˆr. Tento znak je preto v TCP buffery nahradeny´ znakom 0 a v UDP buffery sa \0
voˆbec neuklada´, nacha´dza sa iba na konci buffera. Existencia dvoch bufferov je potrebna´,
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pretozˇe signatu´ry moˆzˇu byt’ obsiahnute´ bud’ v da´tach zasielany´ch klientom alebo serverom
alebo v komunika´cii oboch zu´cˇastneny´ch stra´n.
Ak je proces analy´zy komunika´cie spusteny´ v cˇase, kedy uzˇ existuje jedno alebo viac
spojen´ı, analy´za taky´chto tokov nebude s najva¨cˇsˇou pravdepodobnost’ou vykonana´ voˆbec
alebo nebude mozˇne´ z odchyteny´ch da´t urcˇit’ typ protokolu aplikacˇnej vrstvy. Pri TCP
spojen´ı je potrebne´ poznat’ ktore´ sekvencˇne´ cˇ´ısla zodpovedaju´ zacˇiatku a koncu da´tove´ho
buffera. Tieto cˇ´ısla je mozˇne´ z´ıskat’ len pocˇas nadva¨zovania spojenia. Ak analy´za zacˇne
prebiehat’ napr´ıklad uzˇ pri prenose da´t v danom toku, do buffera sa nebudu´ ukladat’ zˇiadne
odchytene´ da´ta a analy´za payloadu sa nevykona´. Pri UDP spojen´ı nepr´ıtomnost’ sekvencˇ-
ny´ch cˇ´ısel spoˆsob´ı, zˇe komunika´cia sa bude do buffera ukladat’, ale analy´za payloadu bude
neu´spesˇna´, pretozˇe je potrebne´ odchytit’ da´ta zo zacˇiatku da´tove´ho toku.
3.3.3 Cˇasovacˇ
Spojenie v protokole TCP je mozˇne´ ukoncˇit’ viacery´mi spoˆsobmi. Prvy´m je detekcia paketu
obsahuju´ceho FIN flag. Ak klient zˇiada nadviazanie spojenia, server jeho pozˇiadavku nemus´ı
prijat’ a posiela mu RST paket. Jedna´ sa o odmietnutie alebo reset spojenia zo strany
servera a ty´m pa´dom aj o jeho ukoncˇenie.
Ak je spojenie urcˇity´ cˇas neakt´ıvne, tj. od odchytenia posledne´ho paketu v danom
spojen´ı uplynul urcˇity´ cˇas, spojenie by sa malo stat’ z pohl’adu analyza´tora ukoncˇeny´m.
Na tento u´cˇel slu´zˇi cˇasovacˇ, ktory´ kontroluje akt´ıvne spojenia a porovna´va aktua´lny cˇas
s cˇasom odchytenia posledne´ho paketu. Ak tento cˇas prekrocˇ´ı urcˇitu´ predom stanovenu´
hranicu, spojenie sa sta´va ukoncˇeny´m. V takomto pr´ıpade sa spojenie dosta´va do stavu
TIME_TERM. Pre protokol UDP je to aj jediny´ spoˆsob, aky´m je mozˇne´ ukoncˇit’ spojenie.
Vyprsˇanie cˇasovacˇa spu´sˇt’a mechanizmus kontroly akt´ıvnych spojen´ı. Ta´to kontrola
vsˇak zat’azˇuje procesor, preto by sa mohla analy´za cˇiastocˇne spomalit’, cˇi zastavit’ a po
kontrole spojen´ı znova pokracˇovat’. Z tohto doˆvodu je potrebne´ rozlozˇit’ kontrolu spojen´ı
do viacery´ch cˇast´ı a ty´m skra´tit’ cˇas jej vykona´vania. V analyza´tore je kontrola rozdelena´ na
dve cˇasti. Najskoˆr sa kontroluju´ TCP spojenia a po uplynut´ı urcˇite´ho cˇasu UDP spojenia.
Je to cyklus, ktory´ sa sta´le opakuje.
3.4 Analy´za payloadu
Analyza´tor vyuzˇ´ıva pre popis signatu´r jednotlivy´ch aplikacˇny´m protokolov regula´rne vy´razy,
ktore´ je mozˇne´ prevziat’ z linuxove´ho L7-filtra [22]. Regula´rny vy´raz je ret’azec zvycˇajne po-
pisuju´ci celu´ mnozˇinu ret’azcov. Najcˇastejˇsie sa pouzˇ´ıvaju´ na vyhl’ada´vanie vzorov v texte,
tzv. pattern matching a rovnaku´ u´lohu maju´ aj v navrhnutom syste´me. Samotny´ regula´r-
ny vy´raz sa sklada´ z litera´lov textu, ktore´ sa maju´ zhodovat’ a sˇpecia´lnych znakov, ktore´
nie su´ su´cˇast’ou hl’adane´ho textu. Slu´zˇia pre popis alternat´ıv, mnozˇ´ın, pocˇtov vy´skytov
a prep´ınacˇov.
Funkcie a sˇtruktu´ry pre pra´cu s regula´rnymi vy´razmi sa nacha´dzaju´ v hlavicˇkovom
su´bore regex.h [19]. Regula´rny vy´raz je potrebne´ pred jeho pouzˇit´ım prelozˇit’ pomocou
funkcie regcomp(), ktora´ vytva´ra z dane´ho vy´razu urcˇitu´ sˇtruktu´ru. Touto sˇtruktu´rou
je deterministicky´ konecˇny´ automat, ktore´ho popis sa nacha´dza na strane 10. Je jednou
z mozˇnost´ı efekt´ıvneho vyhl’ada´vania vzorov v texte. Kazˇdy´ protokol je pop´ısany´ jedny´m
regula´rnym vy´razom, takzˇe aj jedny´m deterministicky´m konecˇny´m automatom. Regula´rny
vy´raz moˆzˇe popisovat’ bud’ klientsku´ alebo serverovu´ cˇast’ komunika´cie, to je doˆvod, precˇo
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boli vytvorene´ dva typy bufferov. Pomocou funkcie regexec() sa potom vykona´va samotna´
analy´za da´t v buffery, ktory´ mus´ı byt’ ukoncˇeny´ znakom \0.
Su´bor, v ktorom sa nacha´dzaju´ na´zvy jednotlivy´ch protokolov a im prislu´chaju´ce regu-
la´rne vy´razy ma´ nasledovny´ forma´t:
protocol_name; [t|u]; [port_numbers]
regex
protocol_name je na´zov aplikacˇne´ho protokolu, p´ısmeno t alebo u urcˇuje, cˇi dany´ protokol
vyuzˇ´ıva sluzˇby TCP alebo UDP. port_numbers definuje, na ktorom porte alebo portoch je
detekcia dane´ho protokolu ocˇaka´vana´. Tento u´daj je volitel’ny´. Polozˇka regex predstavuje
samotny´ regula´rny vy´raz popisuju´ci dany´ protokol. Mena´ protokolov spolu s prelozˇeny´mi
regula´rnymi vy´razmi su´ ulozˇene´ do dvoch dynamicky´ch pol´ı, ktore´ su´ rozl´ıˇsene´ podl’a typu
protokolu na transportnej vrstve (TCP alebo UDP). Vytvorenie dvoch pol´ı ma´ svoj vy´znam,
pretozˇe sa ty´m skracuje cˇas potrebny´ na urcˇenie aplikacˇne´ho protokolu.
Vel’mi doˆlezˇitou cˇast’ou pri detekcii protokolu je urcˇit’, pre ktory´ protokol sa ma´ vykonat’
analy´za ako prva´. Ry´chlost’ analy´zy v tomto bode ovplyvnˇuje priepustnost’ cele´ho syste´mu.
Analyza´tor pouzˇ´ıva roˆzne spoˆsoby pre skra´tenie cˇasu potrebne´ho na identifika´ciu protokolu.
Tieto spoˆsoby su´ pop´ısane´ v nasleduju´cich bodoch:
• Vyuzˇitie cˇ´ısel portov – do su´boru, v ktorom sa nacha´dzaju´ na´zvy aplikacˇny´ch
protokolov spolu s pr´ıslusˇny´mi regula´rnymi vy´razmi, je mozˇne´ pridat’ predpokladane´
cˇ´ıslo alebo cˇ´ısla portov, na ktory´ch sa ocˇaka´va vy´skyt dane´ho protokolu. Toto je
vel’mi doˆlezˇita´ vlastnost’ navrhnute´ho analyza´tora, pretozˇe vy´zname ury´chl’uje jeho
cˇinnost’. Podl’a vy´skumov [5] zhruba pre 93% odchytenej komunika´cie (za´vis´ı na
pouzˇity´ch aplika´cia´ch) je mozˇne´ spra´vne urcˇit’ aplikacˇny´ protokol na za´klade cˇ´ısla
portu. Cˇ´ısla portov sa nacha´dzaju´ v da´tovej sˇtruktu´re nazy´vanej bina´rny vyhl’ada´vac´ı
strom. Analyza´tor obsahuje dva take´to stromy, jeden je urcˇeny´ na vyhl’ada´vanie cˇ´ısel
portov pre TCP spojenia a druhy´ pre UDP spojenia. V urcˇitom spojen´ı sa cˇ´ıslo portu
urcˇuje z hlavicˇky protokolu transportnej vrstvy. Ak je pocˇ´ıtacˇ klientom a odchyteny´
paket pocha´dza zo servera, cˇ´ıslom portu je potom zdrojovy´ port.
• Urcˇenie poradia protokolov – je spoˆsob, ktory´ sa vyuzˇ´ıva v pr´ıpade, zˇe analy´za
na za´klade cˇ´ısla portu bola neu´spesˇna´. Analy´za pokracˇuje zist’ovan´ım, cˇi odchyteny´
payload obsahuje signatu´ry ostatny´ch aplikacˇny´ch protokolov v porad´ı, v akom su´
uvedene´ v danom su´bore.
• Rozdelenie protokolov do dvoch skup´ın – ury´chl’uje analy´zu, ak sa nepodarilo
zistit’ aplikacˇny´ protokol vyuzˇit´ım cˇ´ısla portu. Regula´rne vy´razy su´ rozdelene´ do
dvoch skup´ın, TCP a UDP. Kazˇda´ z nich obsahuje popis urcˇite´ho pocˇtu protokolov.
Ak sa da´ta prena´sˇaju´ pomocou protokolu TCP, potom sa prehl’ada´va iba ta´to skupina
aplikacˇny´ch protokolov. Rovnako je to aj s aplikacˇny´mi protokolmi vyuzˇ´ıvaju´cimi
UDP. Ak by sa tieto protokoly nerozdelili do dvoch skup´ın, vsˇetky by sa nacha´dzali
iba v jednej, potom by sa pocˇet vyhl’ada´van´ı pomocou regula´rnych vy´razov zvy´sˇil.
To by malo za na´sledok spomalenie celej analy´zy.
Analy´za payloadu prebieha vo dvoch fa´zach. Vo va¨cˇsˇine pr´ıpadov je mozˇne´ urcˇit’ ap-
likacˇny´ protokol na za´klade prvy´ch pa´r desiatok bajtov. Analy´za payloadu preto prebieha
uzˇ pri odchyten´ı prve´ho paketu obsahuju´ceho da´ta. Napr´ıklad u protokolu HTTP, klient
po nadviazany´ spojenia zasiela serveru pozˇiadavku, ktora´ je ulozˇena´ do klientske´ho buffera
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a vykona´ sa jeho analy´za. Ak sa nepodar´ı urcˇit’ aplikacˇny´ protokol, analyza´tor pokracˇuje
v ukladan´ı komunika´cie do buffera. Na pozˇiadavku server odpoveda´, odpoved’ je ulozˇena´
do buffera urcˇene´ho pre odchyt komunika´cie zo strany servera. Na´sledne je vykonana´ aj
analy´za ty´chto da´t. Ak sa ani teraz nepodarilo urcˇit’ aplikacˇny´ protokol, cˇaka´ sa na zaplne-
nie bufferov. V pr´ıpade zaplnenia buffera pricha´dza druha´ fa´za analy´zy, ktora´ je v podstate
rovnaka´ ako fa´za prva´, ale je vykona´vana´ pri zaplnenom buffery. Ten obsahuje dlhsˇiu vzor-
ku odchytenej komunika´cie v porovnan´ı s prvou fa´zou. Moˆzˇe sa stat’, zˇe uzˇ da´ta z prve´ho
paketu zaplnia cely´ buffer, v takom pr´ıpade je uzˇ analy´za ukoncˇena´ a do druhej fa´zy sa
nedostane.
Ak sa podar´ı urcˇit’ aplikacˇny´ protokol, d’alˇsia analy´za take´hoto da´tove´ho toku uzˇ nepre-
bieha, bola by zbytocˇna´ a zat’azˇovala by procesor. Po u´spesˇnej detekcii sa uvol’n´ı pama¨t’,
ktoru´ vyuzˇ´ıvali buffery. V tomto pr´ıpade sa monitoruje uzˇ iba stav spojenia, pop´ısany´ na
strane 15. V pr´ıpade neu´spesˇne´ho urcˇenia aplikacˇne´ho protokolu aj po druhej fa´ze analy´zy
sa d’alˇsia analy´za payloadu nevykona´va. To znamena´, zˇe nie je mozˇne´ urcˇit’ typ proto-
kolu, pretozˇe analyza´tor neobsahuje regula´rny vy´raz popisuju´ci dany´ protokol alebo tento
protokol je obtiazˇne pop´ısat’ regula´rnym vy´razom, ktory´ navysˇe nefunguje spol’ahlivo. V ta-
komto pr´ıpade sa postupuje ako keby bol aplikacˇny´ protokol u´spesˇne detekovany´ (uvol’nenie





V tejto kapitole sa nacha´dzaju´ roˆzne testy, rozdelene´ do viacery´ch katego´ri´ı. Pri hodnoten´ı
navrhnute´ho syste´mu je najdoˆlezˇitejˇs´ım krite´riom cˇas, za ktory´ sa vykona´ analy´za odchyte-
ny´ch da´t. Podl’a testov je mozˇne´ odhadnu´t’ priepustnost’ cele´ho syste´mu, urcˇit’, ktore´ cˇasti
analy´zy su´ vy´pocˇtovo a teda aj cˇasovo najna´rocˇnejˇsie. Vsˇetky testy boli vykonane´ v sieti
Ethernet s ry´chlost’ou prenosu da´t 100 Mb/s. Namerane´ cˇasy su´ za´visle´ aj na pouzˇitom
hardware, hlavne na vy´kone procesora. Testy boli uskutocˇnene´ na pocˇ´ıtacˇi s procesorom
Intel Pentium Centrino 1,83 GHz, 512 MB RAM.
4.1 Meranie cˇasu
Princ´ıp vsˇetky´ch testov je zalozˇeny´ na meran´ı cˇasu, za ktory´ sa vykona´ urcˇita´ cˇast’ progra-
mu. Na tento u´cˇel je vhodne´ pouzˇit’ hlavicˇkovy´ su´bor time.h [20], v ktorom sa nacha´dzaju´
prototypy funkci´ı a defin´ıcie sˇtruktu´r urcˇeny´ch pre pra´cu s cˇasom. Defin´ıcia sˇtruktu´ry na
ukladanie cˇasu pouzˇita´ pri testoch je nasledovna´:
struct timespec
{
time_t tv_sec; /* seconds */
long tv_nsec; /* nanoseconds */
};
Pomocou funkcie clock_gettime() sa do sˇtruktu´ry ulozˇ´ı aktua´lny cˇas. Pri testoch bol
merany´ rea´lny cˇas potrebny´ na analy´zu, z neho sa da´ neskoˆr vypocˇ´ıtat’ skutocˇna´ priepust-
nost’ syste´mu. Cˇas sa pri teste uklada´ na dvoch miestach programu (na zacˇiatku a na konci







4.2 Testy a ich vy´sledky
Jednotlive´ testy a ich vy´sledky su´ pop´ısane´ v nasleduju´cich bodoch:
• Deko´dovanie hlavicˇiek – pri tomto teste sa meria doba, za ktoru´ prebehne deko´-
dovanie vsˇetky´ch hlavicˇiek protokolov na jednotlivy´ch vrstva´ch. Zacˇiatok merania
zacˇ´ına pri deko´dovan´ı Ethernetove´ho ra´mca a koncˇ´ı deko´dovan´ım hlavicˇky paketu
na transportnej vrstve. Ta´to fa´za analy´zy nie je vy´pocˇtovo najna´rocˇnejˇsou cˇast’ou
syste´mu. Testy uka´zali, zˇe doba deko´dovania hlavicˇiek protokolov na jednotlivy´ch
vrstva´ch sa pohybuje v rozmedz´ı 1 955 azˇ 3 800 nanoseku´nd. V konfiguracˇnom su´bore
sniffer.conf sa nacha´dzaju´ parametre, s ktory´mi je analyza´tor spusteny´. Jedny´m
z nich je aj mozˇnost’ zapnutia kontroly nazy´vanej cyklicky´ redundantny´ su´cˇet (CRC
checksum), ktory´ slu´zˇi na odhal’ovanie chy´b v prena´sˇany´ch da´tach. Kontrola sa vy-
kona´va na siet’ovej a transportnej vrstve. Vy´pocˇet kontrolne´ho su´cˇtu sa pri testovan´ı
vy´raznejˇsie neprejavil, namerane´ cˇasy su´ totozˇne´.
• Vyhl’adanie ret’azca – je test, v ktorom sa meria doba analy´zy ret’azca jedny´m
regula´rnym vy´razom (na tento u´cˇel sa pouzˇ´ıva funkcia regexec() z hlavicˇkove´ho
su´boru regex.h [19]). Iny´mi slovami, je to cˇas, ktory´ je potrebny´ na zistenie, cˇi sa
v buffery nacha´dza vzor, ktory´ je pop´ısany´ regula´rnym vy´razom. Roˆzne regula´rne
vy´razy vytva´raju´ rozdielne deterministicke´ konecˇne´ automaty, preto aj cˇas potrebny´
na prechod jednotlivy´mi automatmi bude rozdielny. Z tohto doˆvodu bol test vykonany´
na va¨cˇsˇom mnozˇstve regula´rnych vy´razov, konkre´tne sa jedna´ o regula´rne vy´razy
popisuju´ce protokoly DHCP, DNS, FTP, HTTP a SSH. V tabul’ke 4.1 sa nacha´dzaju´
cˇasy namerane´ pri analy´ze payloadu, ktory´ skutocˇne obsahoval signatu´ry pre dany´
protokol, cˇizˇe detekcia aplikacˇne´ho protokolu bola u´spesˇna´.
protokol test 1 [µs] test 2 [µs] test 3 [µs] test 4 [µs] test 5 [µs] priemer [µs]
DHCP 20,114 11,454 12,292 12,013 12,292 13,633
DNS 53,638 66,489 65,651 62,857 45,536 58,834
FTP 19,276 52,800 24,864 52,521 49,727 39,438
HTTP 67,327 75,708 67,606 71,796 94,425 75,371
SSH 25,422 25,701 23,466 23,187 18,997 23,355
Tabul’ka 4.1: Vy´sledne´ cˇasy pri u´spesˇnej detekcii protokolu
Pre kazˇdy´ protokol bolo namerany´ch pa¨t’ cˇasov a vypocˇ´ıtany´ ich priemer. Tieto cˇasy
za´visia od miery zaplnenia buffera. Esˇte va¨cˇsˇ´ı vplyv na cˇas ma´ vsˇak regula´rny vy´raz.
Cˇ´ım je zlozˇitejˇs´ı a obsahuje viac sˇpecia´lnych znakov, ty´m stu´pa aj cˇas potrebny´ na
analy´zu. Toto potvrdzuju´ aj vy´sledky, z ktory´ch je podl’a namerany´ch cˇasov vidiet’, zˇe
zlozˇitejˇsie regula´rne vy´razy su´ vy´pocˇtovo na´rocˇnejˇsie. V d’alˇsom teste boli namerane´
cˇasy analy´zy payloadu, ktory´ neobsahuje signatu´ry pre dany´ protokol. Vy´sledky tejto
analy´zy sa nacha´dzaju´ v tabul’ke 4.2. Z namerany´ch cˇasov je zrejme´, zˇe neu´spesˇna´
detekcia protokolu je cˇasovo na´rocˇnejˇsia, za´vis´ı hlavne od zlozˇitosti regula´rneho vy´razu
a vel’kosti prehl’ada´vane´ho payloadu.
• Analy´za bez pouzˇitia cˇ´ısel portov – je test, pri ktorom sa sekvencˇne vyhl’ada´va
regula´rny vy´raz, ktory´ popisuje da´ta ulozˇene´ v buffery. V tomto teste je do vy´sled-
ny´ch cˇasov zahrnuta´ doba analy´zy hlavicˇiek, zmena stavu spojenia, alokovanie pama¨te
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protokol test 1 [µs] test 2 [µs] test 3 [µs] test 4 [µs] test 5 [µs] priemer [µs]
DHCP 8,939 31,289 7,822 41,067 25,981 23,020
DNS 101,410 100,571 67,380 53,431 89,917 82,542
FTP 13,130 10,895 13,689 12,013 7,029 11,351
HTTP 100,292 1054,044 1060,750 62,019 1062,984 668,018
SSH 103,924 23,187 93,587 28,940 15,644 53,057
Tabul’ka 4.2: Vy´sledne´ cˇasy pri neu´spesˇnej detekcii protokolu
pre buffer a nakop´ırovanie payloadu do bufferu. Je to test, na za´klade ktore´ho sa da´
odhadnu´t’ priepustnost’ cele´ho syste´mu. Namerane´ cˇasy sa nacha´dzaju´ v tabul’ke 4.3
pre aplikacˇne´ protokoly vyuzˇ´ıvaju´ce TCP spojenie. Jednotlive´ regula´rne vy´razy sa
v buffery vyhl’ada´vaju´ v porad´ı, v akom su´ ulozˇene´ v su´bore pre ne urcˇenom. Pri
tomto teste sa protokoly vyuzˇ´ıvaju´ce TCP prehl’ada´vaju´ v porad´ı: HTTP, FTP, SSH.
Pretozˇe aj pri tomto teste boli merane´ rea´lne cˇasy, je vidiet’, zˇe pri analy´ze ma´ vel’-











Tabul’ka 4.3: Sekvencˇna´ analy´za vybrany´ch protokolov
ky´ vplyv na ry´chlost’ aj aplika´cia, ktora´ je v cˇase analy´zy spustena´. Predpokladalo
sa, zˇe pri va¨cˇsˇom pocˇte neu´spechov bude stu´pat’ aj doba analy´zy. Pri protokoloch
HTTP a FTP toto plat´ı, pocˇas analy´zy aplika´cia vyuzˇ´ıvala procesor priblizˇne v rov-
nakej miere (bol pouzˇity´ ten isty´ prehliadacˇ). U protokolu SSH sa ocˇaka´valo, zˇe cˇas
analy´zy bude va¨cˇsˇ´ı ako pri FTP alebo HTTP. Tento cˇas je ale priblizˇne rovnaky´ ako
u protokolu HTTP, pretozˇe aplika´cia, ktora´ bola pocˇas analy´zy spustena´ nie je tak
vy´pocˇetne na´rocˇna´ ako tomu bolo u HTTP a FTP. Ak v payloade nebol detekovany´
zˇiadny aplikacˇny´ protokol, cˇas analy´zy by mal byt’ va¨cˇsˇ´ı, ale za´lezˇ´ı aj v tomto pr´ıpade
na pouzˇitej aplika´cii.
• Analy´za s pouzˇit´ım cˇ´ısel portov – je to v podstate rovnaky´ test ako predosˇly´,
rozdiel je len v porad´ı, v akom sa budu´ vyhl’ada´vat’ regula´rne vy´razy v buffery. Do
vy´sledny´ch cˇasov, ktore´ sa nacha´dzaju´ v tabul’ke 4.4 je zahrnuta´ doba deko´dovania
hlavicˇiek, pra´ca s bufferom a pr´ıpadna´ zmena stavu spojenia.
Namerane´ cˇasy ukazuju´, zˇe cˇ´ısla portov podstatne ury´chl’uju´ analy´zu. Ak sa podar´ı pro-
tokol detekovat’ na prvy´ pokus, cˇas za´vis´ı od vel’kosti ulozˇeny´ch da´t v buffery, zlozˇitosti
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Tabul’ka 4.4: Analy´za vybrany´ch protokolov vyuzˇ´ıvaju´ca cˇ´ısla portov
regula´rneho vy´razu a vyt’azˇenosti procesora iny´mi procesmi pocˇas analy´zy. Ak je analy´za
na za´klade cˇ´ısla portu neu´spesˇna´, pokracˇuje sa sekvencˇny´m prehl’ada´van´ım bufferu ostat-
ny´mi regula´rnymi vy´razmi, tak ako je pop´ısane´ v predcha´dzaju´com teste. S va¨cˇsˇ´ım pocˇtom
regula´rnych vy´razov rastie doba analy´zy linea´rne.
4.3 Priepustnost’ syste´mu
Priepustnost’ syste´mu uda´va ake´ mnozˇstvo da´t je schopny´ analyza´tor spracovat’ za jednu
sekundu. Toto cˇ´ıslo sa neda´ jednoznacˇne urcˇit’, za´vis´ı na mnohy´ch faktoroch, aky´mi su´
ry´chlost’ procesora, operacˇny´ syste´m a jeho nadstavenie, vyt’azˇenost’ procesora pocˇas ana-
ly´zy iny´mi procesmi, pocˇet analyzovany´ch protokolov, atd’. Pri analy´ze je doˆlezˇite´, aby
nedocha´dzalo k strata´m pri odchyte komunika´cie z doˆvodu pret’azˇenia analyza´tora.
Pri odhade priepustnosti syste´mu je potrebne´ urcˇit’ cˇasy medzi odchytom dvoch za se-
bou idu´cich ra´mcov. Medzi ra´mcami sa nacha´dzaju´ urcˇite´ medzery tzv. interFrameGap [8],
ktore´ urcˇuju´ zacˇiatok nove´ho ra´mca. Ich vel’kost’ je minima´lne 96 bitov. U 100 Mb Ether-
netu je doba prenosu jedne´ho bitu 10ns ( 1
108
s). Minima´lna vel’kost’ Ethernetove´ho ra´mca
je 576 bitov a cˇas jeho prenosu sa da´ vypocˇ´ıtat’ nasledovne:
(576 + 96) ∗ 10ns = 6 720ns = 6, 72µs
Maxima´lna vel’kost’ ra´mca je 12 208 bitov a pre vy´pocˇet cˇasu prenosu take´hoto objemu da´t
plat´ı:
(12 208 + 96) ∗ 10ns = 123 040ns = 123, 040µs
Pre odhad priepustnosti syste´mu je vsˇak treba poznat’ jeho priemernu´ d´lzˇku, ktora´ bola
vypocˇ´ıtana´ zo 100 000 odchyteny´ch ra´mcov. Priemerna´ hodnota d´lzˇky ra´mca je 6 101 bitov,
pri pripocˇ´ıtan´ı 96 bitov je vy´sledok 6 197 bitov. Priemerny´ cˇas medzi odchytami ra´mcov je
teda 61, 97µs. Filter, ktory´ sa pri odchyte komunika´cie pouzˇ´ıva, posiela do analyza´toru iba
TCP a UDP pakety za predpokladu, zˇe je nadstaveny´ vy´razom tcp or udp. To znamena´,
zˇe doba medzi odchyteny´mi ra´mcami sa moˆzˇe esˇte vy´razne zva¨cˇsˇit’ a ty´m zosta´va viacej
cˇasu na analy´zu.
Pri testoch sa uka´zalo, zˇe analy´za payloadu prebieha iba na dvana´stich percenta´ch
z odchytenej komunika´cie cˇo predstavuje asi kazˇdy´ oˆsmy odchyteny´ ra´mec. Pokial’ je cˇas
na analy´zu okolo 61, 97µs a podar´ı sa detekovat’ aplikacˇny´ protokol pouzˇit´ım cˇ´ısla portu na
prvy´ pokus, potom nedocha´dza k strata´m pri odchyte komunika´cie. V pr´ıpade, zˇe protokol
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nie je detekovany´ na za´klade cˇ´ısla portu, cˇas analy´zy sa moˆzˇe dostat’ do ra´dov stoviek azˇ
tis´ıcok mikroseku´nd. V takomto pr´ıpade vsˇak esˇte nemus´ı docha´dzat’ k strata´m, pretozˇe
operacˇny´ syste´m poskytuje paketovy´ buffer a v nˇom sa hromadia odchytene´ ra´mce, ktore´
by inak boli stratene´. Vel’kost’ tohto buffera je v Unixovy´ch syste´moch va¨cˇsˇinou 256 KB,
ale da´ sa zva¨cˇsˇit’ azˇ na niekol’ko MB. Nahromadene´ ra´mce sa z buffera potom dosta´vaju´ do
analyza´tora, v tomto momente je podstatne´, aby sa znova neopakovala situa´cia, pri ktorej
bude vykonana´ neu´spesˇna´ analy´za na za´klade cˇ´ısla portu, cˇo by uzˇ mohlo viest’ k strata´m
pri odchyte komunika´cie.
Z vykonany´ch testov sa da´ odhadnu´t’ priepustnost’ navrhnute´ho syste´mu, ktora´ je okolo
100 Mb/s. Ta´ za´vis´ı hlavne na pouzˇitom hardware, operacˇnom syste´me a jeho konfigura´cii,




Bol vytvoreny´ syste´m pre detekciu aplikacˇny´ch protokolov na za´klade obsahu da´tovej cˇasti
paketu. Syste´m bol implementovany´ v jazyku C pre dosiahnutie cˇo mozˇno najva¨cˇsˇej ry´ch-
losti analy´zy. Analyza´tor je okrem rozpozna´vania protokolov z payloadu paketu schopny´
deko´dovat’ hlavicˇky odchyteny´ch da´t na jednotlivy´ch vrstva´ch siet’ove´ho modelu TCP/IP,
konkre´tne sa jedna´ o Ethernet, protokol IPv4 a na transportnej vrstve protokoly TCP
a UDP.
Pre popis aplikacˇny´ch protokolov syste´m pouzˇ´ıva regula´rne vy´razy, ktore´ je mozˇne´ cˇer-
pat’ z L7-filtra [22]. Analy´zou payloadu je mozˇne´ rozpoznat’ aj protokoly vyuzˇ´ıvaju´ce dy-
namicke´ pridel’ovanie cˇ´ısel portov (napr´ıklad P2P aplika´cie). Sˇtandardne´ porty moˆzˇu byt’
vyuzˇ´ıvane´ aj iny´mi aplika´ciami, ako je ocˇaka´vane´. Je to snaha o znemozˇnenie odhalenia ta-
kejto komunika´cie a jej pr´ıpadne´ho blokovania. Zariadenia ako firewally alebo analyza´tory,
ktore´ rozpozna´vaju´ aplikacˇne´ protokoly na za´klade cˇ´ısel portov nedoka´zˇu taku´to komuni-
ka´ciu identifikovat’. Navrhnuty´ syste´m ale rozpozna´va, zˇe na sˇtandardnom porte sa nemus´ı
nacha´dzat’ ocˇaka´vany´ protokol a je schopny´ detekovat’, o aky´ protokol sa jedna´.
Vy´sledky testov uka´zali, zˇe priepustnost’ syste´mu je okolo 100 Mb/s. Limituju´cou cˇas-
t’ou je podl’a namerany´ch cˇasov vyhl’ada´vanie vzorov v payloade paketu pomocou regula´r-
nych vy´razov. Pre ury´chlenie vyhl’ada´vania boli pouzˇite´ cˇ´ısla portov, ktore´ urcˇuju´ proto-
koly, pre ktore´ sa vykona´ analy´za ako prva´. Ty´m sa celkova´ priepustnost’ syste´mu znacˇne
zvysˇuje, ale nasta´va proble´m pri neu´spesˇnej detekcii protokolu pomocou cˇ´ısla portu, ako
je pop´ısane´ v predcha´dzaju´cej kapitole. Z pohl’adu d’alˇsieho vy´voja je teda potrebne´ skra´-
tit’ dobu vyhl’ada´vania vzorov v payloade paketu cˇ´ım sa dosiahne aj va¨cˇsˇia priepustnost’.
Riesˇen´ım by mohlo byt’ vytvorenie jedne´ho deterministicke´ho konecˇne´ho automatu, ktory´
by obsahoval regula´rne vy´razy vsˇetky´ch detekovany´ch protokolov. Pri analy´ze payloadu by
bol potrebny´ iba jeden prechod taky´mto konecˇny´m automatom cˇo by zjednodusˇilo analy´zu
a nebolo by potrebne´ spoliehat’ sa na cˇ´ıslo portu. Rovnako je potrebne´ pridat’ podporu
pre d’alˇsie protokoly na prvej azˇ tretej vrstve siet’ove´ho modelu TCP/IP, jedna´ sa hlavne
o protokoly PPP, ARP, IPv6 a ICMP, cˇ´ım sa zvy´sˇi miera pouzˇitel’nosti vytvorenej aplika´cie.
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Program sa prelozˇ´ı pr´ıkazom make v adresa´ri /src, kde sa nacha´dza su´bor Makefile. Po
preklade sa vytvor´ı program s na´zvom sniffer v nadradenom adresa´ri. Pri preklade je
mozˇne´ pouzˇit’ parameter DEBUG, ktory´ spoˆsob´ı, zˇe vy´sledny´ program bude vypisovat’ pri
odchyte komunika´cie ladiace informa´cie.
Parametre
V su´bore sniffer.conf sa nacha´dzaju´ parametre programu, s ktory´mi je spusteny´. Popis
jednotlivy´ch parametrov:
interface – na´zov zariadenia, na ktorom bude prebiehat’ analy´za odchytenej komu-
nika´cie. Ak je tento parameter nadstaveny´ na auto, program sa sa´m poku´si vyhl’adat’
spra´vne zariadenie.
bpf_filter – urcˇuje vy´raz, podl’a ktore´ho bude prebiehat’ filtra´cia odchytenej komu-
nika´cie pomocou BSD packet filtra.
regex_file – na´zov su´boru, v ktorom sa nacha´dzaju´ na´zvy protokolov a regula´rne
vy´razy
checksum – tento parameter zap´ına/vyp´ına kontrolu CRC checksum na tretej a sˇtvrtej
vrstve modelu ISO/OSI. Jeho hodnoty su´ yes alebo no.
hash_table_size – uda´va vel’kost’ hashovacej tabul’ky (vel’kost’ by mala byt’ prvo-
cˇ´ıslom).
timer_lim – cˇas v sekunda´ch, po ktorom sa sta´va spojenie neakt´ıvnym.
timer_interval – cˇas v sekunda´ch, ktory´ uda´va, ako cˇasto sa ma´ vykona´vat’ kontrola
na neakt´ıvne spojenia.
print_l2, print_l3, print_l4 – spoˆsob vy´pisu informa´cii o odchyteny´ch da´tach.
Cˇ´ıslo uda´va, o aku´ vrstvu sa jedna´ vzhl’adom na model ISO/OSI. Parameter moˆzˇe
mat’ hodnoty no, yes alebo detail.
print_l7_length – urcˇuje, cˇi sa ma´ vypisovat’ vel’kost’ payloadu. Hodnota parametra
je no alebo yes.
print_l7 – moˆzˇe mat’ hodnoty yes alebo no a urcˇuje, cˇi sa bude vypisovat’ payload
paketu.
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print_status – urcˇuje, cˇi sa ma´ vypisovat’ stav spojenia. Parameter moˆzˇe mat’
hodnotu no alebo yes.
TCP spojenie sa moˆzˇe dostat’ do roˆznych stavov, podl’a detekcie TCP flagov a prena´sˇane´ho
payloadu:
inactive – zˇiadny paket obsahuju´ci payload, SYN, FIN alebo RST flag
syn – iba SYN paket od klienta
syn_ack – iba paket so SYN a za´rovenˇ ACK flagom od servera bez SYN paketu od
klienta
partial – iba paket s payloadom
parial_s – SYN paket a paketom s payloadom
partial_sa – SYN, ACK paket od servera a paket s payloadom, bez SYN paketu od
klienta
establish – SYN a SYN, ACK paket, bez paketu s payloadom
active – SYN paket spolu so SYN, ACK paketom a paketom s payloadom
client_f – FIN paket od klienta
server_f – FIN paket od servera
last_a – odpoved’ na FIN flag, cˇakanie na posledny´ ACK paket
closed – spojenie ukoncˇene´ na za´klade FIN paketu
reset – RST paket
time_term – spojenie ukoncˇene´ po urcˇitej dobe neaktivity
V UDP spojen´ı su´ definovane´ stavy:
inactive – v spojen´ı nebol detekovany´ zˇiadny paket
request_s – klient poslal pozˇiadavku na server
request_r – server odchytil pozˇiadavku od klienta
active – server odpovedal na pozˇiadavku
time_term – spojenie ukoncˇene´ po urcˇitej dobe neaktivity
Su´bor s protokolmi
V tomto su´bore sa nacha´dzaju´ informa´cie o jednotlivy´ch protokoloch, ktore´ je analyza´tor





protocol_name – je na´zov protokolu aplikacˇnej vrstvy
t alebo u – urcˇuju´, cˇi sa jedna´ o TCP alebo UDP spojenie
port_numbers – cˇ´ıslo alebo cˇ´ısla portov
regex – regula´rny vy´raz popisuju´ci aplikacˇny´ protokol
Vsˇetky polozˇky su´ povinne´ okrem port_numbers.
Vy´stup programu
Pocˇas odchyta´vania komunika´cie program vypisuje informa´cie o kazˇdom odchytenom ra´mci.
Forma´t vy´pisu je za´visly´ od parametrov nacha´dzaju´cich sa v su´bore sniffer.conf. Ak je
detekovany´ aplikacˇny´ protokol, program vzˇdy tu´to informa´ciu vyp´ıˇse spolu s na´zvom dane´ho
protokolu.
Ak je analy´za ukoncˇena´, program vyp´ıˇse informa´cie o vsˇetky´ch spojeniach, ktore´ boli pocˇas
analy´zy identifikovane´. Taky´to vy´pis ma´ forma´t:
IP_addresses ports transport_layer status pkt_count protocol
Popis jednotlivy´ch polozˇiek:
IP_addresses – IP adresy koncovy´ch zariaden´ı, medzi ktory´mi prebiehala komunika´-
cia
ports – cˇ´ısla portov aplika´ci´ı, medzi ktory´mi prebiehala komunika´cia
transport_layer – protokol na transportnej vrstve (TCP alebo UDP)
status – stav, v ktorom sa spojenie nacha´dzalo v cˇase ukoncˇenia analy´zy
pkt_count – celkovy´ pocˇet odchyteny´ch paketov v spojen´ı (od klienta aj servera)
protocol – na´zov aplikacˇne´ho protokolu
Dˇalej program vypisuje sˇtatistiky ty´kaju´ce sa pocˇtov spojen´ı a odchyteny´ch paketov. Vy´pis
ma forma´t:
UDP connections: – pocˇet UDP spojen´ı
TCP connections: – pocˇet TCP spojen´ı
Connections total: – celkovy´ pocˇet spojen´ı (TCP + UDP)
UDP packets: – pocˇet odchyteny´ch UDP paketov
TCP packets: – pocˇet odchyteny´ch TCP paketov
Packets total: – celkovy´ pocˇet odchyteny´ch paketov (TCP + UDP)
Libpcap poskytuje sˇtatistiky ty´kaju´ce sa pocˇtu paketov od spustenia po ukoncˇenie ana-
ly´zy. Polozˇka Dropped: predstavuje pocˇet paketov, ktore´ boli analyza´torom odmietnute´,
najcˇastejˇsie z doˆvodu jeho pret’azˇenia.
Ukoncˇenie analy´zy
Program analy´zu ukoncˇ´ı pri odchyten´ım signa´lu SIGINT (Ctrl + C) alebo SIGTERM (kill PID).
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