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TÍTULO
EXTENSIONES HOPF-GALOIS Y ANILLOS NO-CONMUTATIVOS
ABSTRACT: In this document we review the notion of Hopf Galois extensions, addressing re-
markable examples, some properties and recent advances in such theory. Similarly, we present
some families of non-commutative rings and algebras which arise in several applications and
contexts. With particular examples, and using recent results on Hopf Galois theory, we study
some interactions between such extensions and the mentioned families.
RESUMEN: En este documento abordaremos la noción de extensión Hopf Galois, revisando los
ejemplos más destacados, algunas propiedades y los avances recientes en dicha teoría. De igual
manera, presentamos algunas familias de anillos y álgebras no-conmutativas que aparecen en
diversas aplicaciones y escenarios. Con ejemplos particulares, y usando trabajos recientes en
teoría Hopf Galois, estudiamos algunas interacciones entre dichas extensiones y algunas de las
familias mencionadas.
KEYWORDS: Hopf Galois extension, quantum torsor, Hopf Galois system, Ore extension, almost
symmetric algebra.
PALABRAS CLAVE: Extensión Hopf Galois, torsor cuántico, sistema Hopf Galois, extensión de Ore,
algebra casi-simétrica.
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Discovery is a child’s privilege. I mean the small child, the child who
is not afraid to be wrong, to look silly, to not be serious, and to act
differently from everyone else. He is also not afraid that the things
he is interested in are in bad taste or turn out to be different from his
expectations, from what they should be, or rather he is not afraid of
what they actually are. He ignores the silent and flawless consensus
that is part of the air we breathe – the consensus of all the people
who are, or are reputed to be, reasonable.
Alexander Grothendieck, Crops and Seeds
In the last half-century, Hopf algebras turned out to be a great tool for studying a large num-
ber of problems in several contexts: from providing solutions for the Yang-Baxter equation and
describe the famous quantum groups –appearing in theoretical physics and algebraic theory–,
to generalize Galois theory. And precisely, this last one instance is what concerns us in this
document.
Classically, Galois theory studies and classifies automorphism groups of fields. In [CHR65]
the theory was generalized to groups acting on commutative rings, and posteriorly, [CS69]
extended those ideas, by replacing the action of a group on the algebra by the coaction of a Hopf
algebra on a commutative algebra. The first general definition of Hopf Galois extensions is due
to [KT81], although they restricted their study to the finite-dimensional case. In Chapter 1 we
address the modern definition of such extensions, not without first recalling some basic notions
regarding the theory of Hopf algebras. Our aim is to provide a large number of examples and
properties, developing proofs and calculations that are usually omitted in the literature. We end
the chapter giving two recent alternative approaches for Hopf Galois theory: quantum torsors,
defined in [Gru03], and Hopf Galois systems, introduced by [Bic03a]. We address results relating
these three notions.
Almost parallel to the first appearance of Hopf algebras, in [Ore33] a new class of non-
commutative rings was defined, nowadays known as skew polynomial rings or Ore extensions.
Although the aim of Ore was to find non-commutative algebras which could be embedded on
division rings (cf. [Coh85]), these structures are per se a branch of study in algebra, as they allow
us to describe many rings and algebras – most of them coming from physics mathematics and
with wide applications in quantum mechanics. Therefore some classical results, such as Hilbert’s
Basis Theorem or Hilbert’s Syzygy Theorem, have been generalized to these objects, while many
other properties are still being studied. In [Cal16] we explored some interactions between Hopf
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algebras and skew polynomial rings, based on the results of [Pan03] and [BOZZ15].
Thus, we star Chapter 2 reviewing basic definitions and results of skew polynomial rings,
along with some remarkable examples. However, this is not the only family of non-commutative
rings (or algebras) that has been defined since then. Inspired by the PBW theorem for enveloping
algebras of Lie algebras, in [BG88] the so called PBW extensions were introduced. They consist
of polynomial-type rings having a PBW basis and specific commutation rules. Moreover, [GL11]
generalized such notion. Hence, our aim is to address these types of rings and the examples they
comprehend. We close the chapter with a quite different collection of algebras, known as almost
symmetric algebras or Sridharan enveloping algebras. They generalize enveloping algebras via
twisting by 2-cocycles, without losing some nice properties.
With these two overviews, one could ask for the possible relations between some of these
families and Hopf Galois extensions. Therefore, in Chapter 3 we review such interactions be-
tween skew polynomial rings and Hopf Galois extensions, studying the coactions of an arbitrary
Hopf algebra over those objects. We also attach a Hopf Galois system to almost symmetric
algebras and evidence the structure of quantum torsor present in Kashiwara algebras.
Notations and conventions. Throughout this document, all rings and morphisms are sup-
posed to be unitary. K will denote an arbitrary commutative ring and k any field. Unless stated
otherwise, tensor products are assumed to be over K and every K -module is supposed to be
non-zero.
Let f , g ,h be functions. If defined, we denote the composition of f with g by f g and the
composition of h with itself n-times as hn . idX : X → X will always denote the identity map of X .
Arrow diagrams will be constantly used; they represent composition of functions as concate-
nation of arrows. A diagram is said to be commutative if, no matter what path one follows, the
composition of arrows (functions) gives always the same result.
The symbolsN, Z,Q, R, C denote the usual numerical systems, assuming that 0 ∈N.
CHAPTER 1
HOPF GALOIS EXTENSIONS: PRELIMINARIES, DEFINITIONS
AND EXAMPLES
Although we assume some familiarity with the theory of Hopf algebras, for the purpose of a self-
contained document, this chapter will start addressing some basic terminology of (co)algebras,
bialgebras and Hopf algebras (Section 1.1), and their (co)modules and (co)actions (Section 1.2).
Then we introduce in Section 1.3 the concept of Hopf Galois extension, which is transversal to
this work; a large amount of examples and properties are presented. Finally, and following recent
developments, we dedicate Sections 1.4 and 1.5 to two alternative (and equivalent) approaches
to Hopf Galois extensions, namely quantum torsors and Hopf Galois systems.
1.1 HOPF ALGEBRAS
The starting point for the theory of Hopf algebras is restating the classical notion of an (unitary)
algebra over a commutative ring in the language of arrows and commutative diagrams.
DEFINITION 1.1 (ALGEBRA, [MON93, DEFINITION 1.1.1]). A K -algebra is a K -module A to-
gether with two K -linear maps, m : A⊗ A → A and u : K → A, such that the following diagrams
are commutative:















REMARK 1. Classically, a ring A is called a K -algebra if there exists a ring morphism φ : K → A
such that Im(φ) ⊆ Z (A), where Z (A) denotes the center of A. As expected, this formulation
is equivalent to Definition 1.1 via the identification ab = m(a ⊗b) and u = φ. Thus the map
1
CHAPTER 1. HOPF GALOIS EXTENSIONS: PRELIMINARIES, DEFINITIONS AND EXAMPLES 2
m is called the multiplication and u the unity. For this reason, we will assume familiarity
with classical definitions for algebras (namely ideals, modules, bimodules, etc.). Moreover, for
convenience, for any given algebra A, we will simply write ab := m(a ⊗b) for the multiplication
and 1A := u(1K ) for its unit element.
The purpose of replacing standard definitions for this one is that of being able to reverse
arrows and hence obtain the dual concept.
DEFINITION 1.2 (COALGEBRA, [MON93, DEFINITION 1.1.3]). A K -coalgebra is a K -module C
together with two K -linear maps, ∆ : C →C ⊗C and ε : C → K , such that the following diagrams
are commutative:
C C ⊗C












The map ∆ is called the comultiplication and ε the counit.
REMARK 2. Notice that the right diagram of (1.2) gives that ∆ is injective, just as the right one
from (1.1) means that m is surjective.
As one can expect, arrows between these structures are defined as those preserving the
operations.
DEFINITION 1.3 (MORPHISM OF ALGEBRAS, [DNR01, DEFINITION 1.1.14]). Let A,B be two K -
algebras. A K -linear map f : A → B is said to be an algebra morphism, if the following diagrams
are commutative:









DEFINITION 1.4 (MORPHISM OF COALGEBRAS, [DNR01, DEFINITION 1.1.14]). Let C ,D be two
K -coalgebras. A K -linear map g : C → D is said to be an coalgebra morphism, if the following
diagrams are commutative:
C D
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By writing down some diagrams, one can easily verify that the composition of morphisms, in
either case, is well defined. Therefore we can consider K −Alg, the category of K -algebras, and
K −Cog, the category of K -coalgebras. Several properties of these two are studied in [DNR01,
§1.4]; we only mention here the subobjects and factor objects of K −Cog.
DEFINITION 1.5 (SUBCOALGEBRA, [DNR01, DEFINITION 1.4.1]). Let C be a K -coalgebra. A
submodule D of C is called a subcoalgebra of C , if ∆(D) ⊆ D ⊗D .
DEFINITION 1.6 (LEFT, RIGHT AND BILATERAL COIDEAL, [DNR01, DEFINITION 1.4.3]). Let C
be a K -coalgebra and I a submodule of C .
(i) I is called a left coideal of C , if ∆(I ) ⊆C ⊗ I .
(ii) I is called a right coideal of C , if ∆(I ) ⊆ I ⊗C .
(iii) I is called a coideal of C , if ∆(I ) ⊆ I ⊗C +C ⊗ I and ε(I ) = 0.
Despite the intuition provided by classical notions over algebras, one must be careful, since
not necessarily the respective ones in coalgebra theory behave equally. For example, if I is a
coideal, it does not follows that I is a left or right coideal (cf. [DNR01, Exercise 1.4.4]).
Given M , N two K -modules, the twist map τM ,N : M⊗N → N⊗M is defined by m⊗n 7→ n⊗m,
for all m ∈ M and n ∈ N . This arrow is always a K -isomorphism (cf. [AM69, Proposition 2.14]),
and sometimes is also denoted as τ(12) when emphasis in the interchanged coordinates is needed.
In the situation M = N , we simply write τM . The twist map allows us to define when an algebra
is commutative, and hence, dualize the concept to coalgebras.
DEFINITION 1.7 (COMMUTATIVE ALGEBRA, [DNR01, DEFINITION 1.1.13]). A K -algebra A is
said to be commutative, if the following diagram is commutative:




DEFINITION 1.8 (COCOMMUTATIVE COALGEBRA, [DNR01, DEFINITION 1.1.13]). A K -coalgebra
C is said to be cocommutative, if the following diagram is commutative:
C
C ⊗C C ⊗C
∆ ∆
τC
NOTATION. If M is a K -module, for n ≥ 2, we denote
M⊗n := M ⊗M ⊗·· ·⊗M︸ ︷︷ ︸
n-times
.
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By definition, M⊗0 := K and M⊗1 := M . Furthermore, for any coalgebra C , we recurrently define






∆n−1, for any n ≥ 2.
Notice that, whereas in an algebra A the multiplication is a straightforward application of a
rule m : A⊗A → A, in a coalgebra C the comultiplication∆ : C →C⊗C will always give an element
in the tensor module, whose elements are known for not being calculation-friendly. Hence, we
adopt the notation introduced in [Swe69, §1.2], which will relieve proofs and calculations.
NOTATION (SWEEDLER’S SIGMA NOTATION, [MON93, §1.4]). Let C be a K -coalgebra. Given




ci 1 ⊗ ci 2, for some ci 1,ci 2 ∈C .
For simplicity we will get ride of the subscripts and write the above as
∆(c) =∑c1 ⊗ c2 or ∆(c) =∑c(1) ⊗ c(2).
The second one shall be used mostly when several operations (other than comultiplication) are
involved. As we will do in Section 1.5, sometimes even the summation symbol is suppressed.
This notation is handy in the sense that we can state some properties of the comultiplication
in a simpler way. For example, the coassociativity of ∆ (left of (1.2)) states that∑(∑
c11 ⊗ c12
)⊗ c2 =∑c1 ⊗ (∑c21 ⊗ c22) ,
and therefore we are able to just write
∆2(c) =
∑
c1 ⊗ c2 ⊗ c3
Moreover, we will have
∆n(c) =
∑
c1 ⊗·· ·⊗cn+1, for any n ≥ 1.
We also may reformulate the main property of the counit (right of (1.2)) as∑
ε(c1)c2 = c =
∑
c1ε(c2).
The behavior of a coalgebra morphism g : C → D can be state as∑
g (c)1 ⊗ g (c)2 =
∑
g (c1)⊗ g (c2).
Now, suppose that H is an algebra over K in which we were able to define also a K -coalgebra
structure. The obvious question is whether, in some way, the operations involved are related. In
that sense, the next result provides some compatibility essential in the bialgebra structure.
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LEMMA 1.1 ([DNR01, PROPOSITION 4.1.1]). Let H be a K -module which is simultaneously
endowed with an algebra and a coalgebra structure, both over K . Then the following assertions
are equivalent:
(i) The maps m and u are morphisms of coalgebras.
(ii) The maps ∆ and ε are morphisms of algebras.
Proof. As we shall see later in Examples 1.1 and 1.2, H ⊗ H and K also acquire algebra and
coalgebra structures over K via
∆H⊗H =∆H ⊗∆H , mH⊗H = mH ⊗mH , uH⊗H = (uH ⊗uH )∆K ,
εH⊗H = mK (εH ⊗εH ), ∆K = idK ⊗1, uK = εK = idK .
Hence, by definition, mH is a morphism of coalgebras if and only if the diagrams
H ⊗H H








are commutative. Similarly, uH is a morphism of coalgebras if and only if the diagrams
K H









are commutative. Notice that diagrams in (1.3) can be rewritten as






















Referring again to definitions, one can see that ∆H is a morphism of algebras if and only if both
left diagrams of (1.5) and (1.6) are commutative. Similarly, εH is a morphism of algebras if and
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only if both right diagrams of (1.5) and (1.6) are commutative. Hence, by transitivity on the
implications above, we have shown (i) ⇔ (ii).
This allows us to define the notion of bialgebra and arrows between them.
DEFINITION 1.9 (BIALGEBRA, [MON93, DEFINITION 1.3.1]). A K -bialgebra is a K -module H
endowed simultaneously with both algebra and coalgebra structure over K in which m and u
are morphisms of coalgebras.
REMARK 3. For simplicity, and since it holds for most applications, throughout we will require
every K -bialgebra H to be flat over K , meaning that the tensor product functor −⊗H is exact
(i.e., preserves the exactness of sequences).
DEFINITION 1.10 (BIALGEBRA MORPHISM, [MON93, DEFINITION 1.3.1]). Let H ,L be two K -
coalgebras. A K -linear map f : H → L is said to be an bialgebra morphism, if it is both algebra
and coalgebra morphism.
The category of K -bialgebras is denoted by K −Bialg.
We are still laking one last operation involved in the constitution of a Hopf algebra. For that,
we will give an algebra structure to the module of all K -linear maps between a coalgebra C and
an algebra A, HomK (C , A). The convolution product is defined as
( f ∗ g )(c) := (mA( f ⊗ g )∆C ) (c), for all f , g ∈ HomK (C , A) and all c ∈C . (1.7)
In Sweedler’s sigma notation, this can be rewritten as
( f ∗ g )(c) =∑ f (c1)g (c2).
PROPOSITION 1.2. If C is a K -coalgebra and A is a K -algebra, then the convolution product over
HomK (C , A) given by (1.7) is associative and the identity element is uAεC . Hence HomK (C , A) is a
K -algebra.
Proof. Using Sweedler’s sigma notation, for g , f ,h ∈ HomK (C , A) and c ∈C , we have(
( f ∗ g )∗h) (c) =∑( f ∗ g )(c1)h(c2) =∑ f (c1)g (c2)h(c3) =∑ f (c1)(g ∗h)(c2) = ( f ∗ (g ∗h)) (c).
On the other hand,(
(uε)∗ f ) (c) =∑(uε)(c1) f (c2) =∑ε(c1) f (c2) = f (∑ε(c1)c2)= f (c),
and hence (uε)∗ f = f . Similarly f ∗ (uε) = f .
Notice that the coassociativity was used above, which in the eyes of Sweedler’s sigma notation
can be misunderstood as a sloppy manipulation of indexes; one shall not be deceived (cf.
[DNR01, 1.1.11]).
Due to Proposition 1.2, we say that f ∈ HomK (C , A) is convolution invertible if f is invertible
in HomK (C , A), that is, if there exists g ∈ HomK (C , A) such that f ∗ g = g ∗ f = uAεC .
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Now, in the particular case of H being a K -bialgebra, we can consider the convolution
product on HomK (H , H), understanding the first appearance of H as coalgebra and the second
as algebra. Notice that idH ∈ HomK (H , H); however, not necessarily it is convolution invertible
(cf. [DNR01, Example 4.3.1]). In the affirmative case, H is called a Hopf algebra.
DEFINITION 1.11 (HOPF ALGEBRA, [MON93, DEFINITION 1.5.1]). Let H be a K -bialgebra. H is
said to be a K -Hopf algebra, if there exists an element S ∈ HomK (H , H) which is an inverse to
idH under the convolution product. In this case, S is called an antipode for H .
REMARK 4. Since HomK (H , H) is an algebra and the antipode S is defined as an inverse, it is
unique. Moreover, using Sweedler’s sigma notation, S satisfies∑
S(h1)h2 = ε(h)1 =
∑
h1S(h2), for all h ∈ H , (1.8)
which can be restated as the commutativity of the following diagram:
H ⊗H H ⊗H
H K H









Similarly to previous structures, arrows can be considered between Hopf algebras and
therefore one can define the corresponding category, denoted by K −HopfAlg.
DEFINITION 1.12 (MORPHISM OF HOPF ALGEBRAS, [DNR01, DEFINITION 4.2.4]). Let H ,L be
two K -Hopf algebras. A morphism of K -bialgebras f : H → L is said to be a Hopf algebra
morphism, if f SH (h) = SL f (h) for all h ∈ H .
REMARK 5. In fact, it can be shown that any bialgebra morphism between two Hopf algebras
is always a Hopf algebra morphism (cf. [DNR01, Proposition 4.2.5]). In terms of categories, it
means that K −HopfAlg is a full subcategory of K −Bialg.
The subobjects and the factor objects of K −HopfAlg are defined as follows.
DEFINITION 1.13 (HOPF SUBALGEBRA, [DNR01, DEFINITION 4.2.12]). Let H be a Hopf algebra.
A K -submodule A of H is called a Hopf subalgebra, if it is a subalgebra of H , a subcoalgebra of H
and S(A) ⊆ A.
DEFINITION 1.14 (HOPF IDEAL, [MON93, DEFINITION 1.5.1]). Let H be a Hopf algebra. A K -
submodule I of H is called a Hopf ideal, if it is an ideal of H (as algebra), a coideal of H (as
coalgebra) and S(I ) ⊆ I .
Before some examples, we give additional notions and results related to Hopf algebras that
will be used throughout this document.
PROPOSITION 1.3 ([DNR01, PROPOSITION 4.2.6]). Let H be a Hopf algebra. Then, for any
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g ,h ∈ H, the following assertions hold:
(i) S(hg ) = S(g )S(h).
(ii) S(1) = 1.
(iii) ∆(S(h)) =∑S(h2)⊗S(h1).
(iv) ε(S(h)) = ε(h).
Properties (i)-(ii) mean that S is an anti-morphism of algebras, while (iii)-(iv) that S is an
anti-morphism of coalgebras.
In any coalgebra, elements whose comultiplication has a remarkable form are very important.
We name them.
DEFINITION 1.15 (GROUP-LIKE AND PRIMITIVE ELEMENTS, [DNR01, DEFINITION 1.4.13]). Let
C be a coalgebra. For an element c ∈C , we say that:
(i) c is a group-like element, if ∆(c) = c ⊗ c. G(C ) denotes the set of all group-like elements.
(ii) c is a primitive element, if∆(c) = c⊗1+1⊗c . P (C ) denotes the set of all primitive elements.
(iii) c is a g -h-primitive element, or simply a skew primitive element when g and h are not
specified, if ∆(c) = c ⊗ g +h ⊗ c. Pg ,h(C ) denotes the set of all g -h-primitive elements.
In particular, if H is a Hopf algebra, group-like elements acquire an important role.
PROPOSITION 1.4 ([DNR01, REMARK 4.2.9]). Let H be a Hopf algebra. Then G(H) is a group
with induced multiplication.
Proof. Since ∆ is an algebra morphism, for any f , g ∈G(H) we have
∆( f g ) =∆( f )∆(g ) = ( f ⊗ f )(g ⊗ g ) = f g ⊗ f g
and hence f g ∈G(H). The same argument shows that 1 ∈G(H). Finally, if g ∈G(H), then S(g ) is
also a group-like element (cf. Proposition 1.3). Hence, g−1 = S(g ). Indeed, by relation (1.8) and
using that ∆(g ) = g ⊗ g , we get S(g )g = ε(g )1 = uε(g ).
We end this section with some examples. For a larger amount refer to [DNR01], [Kas95],
[Mon93] or [Swe69], since only a few, widely used in this document, shall be mentioned.
EXAMPLE 1.1 (COMMUTATIVE RINGS AND FIELDS). Any commutative ring K has structure of
K -Hopf algebra by putting, for all k,k ′ ∈ K ,
m : K ⊗K → K , m(k ⊗k ′) := kk ′; u : K → K , u(k) := k;
∆ : K → K ⊗K , ∆(k) := k ⊗1; ε : K → K , ε(k) := k;
S : S → S, S(k) := k,
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Indeed, since the map K ×K → K given by (k,k ′) 7→ kk ′ is bilinear, m is a K -linear map; obviously
u = idK , which is also a K -linear map. Moreover,
[m(m ⊗ idK )](k ⊗k ′⊗k ′′) = m(kk ′⊗k ′′) = (kk ′)k ′′ = k(k ′k ′′) = m(k ⊗k ′k ′′)
= [m(idK ⊗m)](k ⊗k ′⊗k ′′),
[m(idK ⊗u)](k ⊗k ′) = m(k ⊗u(k ′)) = m(k ⊗k ′) = kk ′,
[m(u ⊗ idK )](k ⊗k ′) = m(u(k)⊗k ′) = m(k ⊗k ′) = kk ′,
which proves the commutativity of the diagrams in (1.1); hence K is a K -algebra. Similarly, since
∆ and ε are K -linear and
[(i dK ⊗∆)∆](k) = (idK ⊗∆)(k ⊗1) = k ⊗1⊗1 = (∆⊗ idK )(k ⊗1) = [(∆⊗ idK )∆](k),
[(ε⊗ idK )∆](k) = (ε⊗ idK )(k ⊗1) = ε(k)⊗1 = k ⊗1,
[(idK ⊗ε)∆](k) = (idK ⊗ε)(k ⊗1) = k ⊗ε(1) = k ⊗1,
the commutativity of (1.2) is shown and thus K is a K -coalgebra. The verification of ∆ and ε
being morphisms of K -algebras is straightforward, although it uses that K ⊗K is an algebra (cf.
Example 1.2 below). Finally, since
[m(S ⊗ idK )∆](k) = [m(S ⊗ idK )](k ⊗1) = m(S(k)⊗1) = m(k ⊗1) = k = uε(k),
[m(idK ⊗S)∆](k) = [m(idK ⊗S)](k ⊗1) = m(k ⊗S(1)) = m(k ⊗1) = k = uε(k),
S is an antipode for H and hence K is a K -Hopf algebra. In particular, this holds if K = k is a
field.
The next example establish a methodical way of constructing new Hopf algebras.
EXAMPLE 1.2 (TENSOR PRODUCT). Let A,B be two K -algebras. Then the K -module A ⊗B has
also structure of K -algebra with multiplication mA⊗B and unit uA⊗B given by the compositions
mA⊗B : (A⊗B)⊗ (A⊗B) (A⊗ A)⊗ (B ⊗B) A⊗B ,
idA ⊗τA,B⊗idB mA⊗mB
uA⊗B : K K ⊗K A⊗B.
∼= uA⊗uB
Notice that the multiplication can be stated as
(a ⊗b)(a′⊗b′) := aa′⊗bb′, for all a, a′ ∈ A, b,b′ ∈ B.
The unit element is 1A ⊗1B . Further results on this algebra can be found in [Kas95, §II.4]. When
A = B the multiplication simplifies to mA⊗A := mA ⊗mA .
Similarly, if C ,D are two K -coalgebras, then C ⊗D has also structure of K -coalgebra with
comultiplication ∆C⊗D given by the composition
∆C⊗D : C ⊗D (C ⊗C )⊗ (D ⊗D) (C ⊗D)⊗ (C ⊗C )∆C⊗∆D
idC ⊗τC ,D⊗idD
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and counit εC⊗D defined as
εC⊗D : C ⊗D K ⊗K K .εC⊗εD
∼=
In Sweedler’s sigma notation,
∆C⊗D (c ⊗d) =
∑
(c ⊗d)1 ⊗ (c ⊗d)2 =
∑
(c1 ⊗d1)⊗ (c2 ⊗d2),
εC⊗D (c ⊗d) = εC (c)εD (d).
When C = D the comultiplication simplifies to ∆C⊗C :=∆C ⊗∆C .
Furthermore, if H ,L are two K -Hopf algebras, then their tensor product is also a K -Hopf
algebra with antipode SH⊗L := SH ⊗SL .
Recall that for any k-vector space V , we denote by V ∗ := Homk(V ,k) its dual vector space
(also called the linear dual of V ), consisting of all k-linear maps from V to k together with the
pointwise addition and scalar multiplication by constants. In particular, we have k∗ ∼= k via
the identification f 7→ f (1k) (cf. [Hun74, Theorem IV.4.9]). This allow us to introduce the next
example.
EXAMPLE 1.3 (LINEAR DUAL OF A FINITE DIMENSIONAL HOPF ALGEBRA). Let H be a k-Hopf
algebra such that H is finite dimensional as k-vector space. Then its linear dual H∗ is also a
k-Hopf algebra with multiplication and unity
m◦ : H∗⊗H∗ (H ⊗H)∗ H∗,∼= ∆∗
u◦ : k k∗ H∗,
∼= ε∗
comultiplication and counity
∆◦ : H∗ (H ⊗H)∗ H∗⊗H∗,m∗ ∼=
ε◦ : H∗ k∗ k,u
∗ ∼=
and antipode
S◦ : H∗ H∗.S
∗
REMARK 6. In Example 1.3 the condition of H being finite dimensional can not be easily dropped,
for if H is not finite dimensional, H∗⊗ H∗ could be a proper subspace of (H ⊗ H)∗ and thus
the image of m◦ : H∗ → (H ⊗ H)∗ may not lie in H∗⊗ H∗. Therefore, for the general case, a
certain subset H◦ of H∗ is considered, often called the finite dual of H (cf. [Mon93, Chapter 9]
or [DNR01, §1.5]).
On the other hand, dual Hopf algebras for those defined over commutative rings consti-
tute an open line of investigation, and some progress has been made when the base ring is a
polynomial algebra (cf. [Kur02]).
EXAMPLE 1.4 (QUOTIENT OF A HOPF ALGEBRA). Let H be a K -Hopf algebra and I a Hopf ideal of
H . Since I is a two-sided ideal of H , the quotient module H/I already has structure of K -algebra,
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by putting
hg := hg , for all h, g ∈ H ,
where h := h+ I . Notice that the identity element is 1. Moreover, H/I has Hopf algebra structure
given by
∆(h) :=∑h1 ⊗h2, ε(h) := ε(h) and S(h) := S(h), for all h ∈ H .
One can easily check that the canonical projection H → H/I is a surjective morphism of
Hopf algebras.
In the following examples, the base ring is a field.
EXAMPLE 1.5 (GROUP ALGEBRA). Let G be a (multiplicative) group. The group algebra, denoted
by kG , is the k-vector space with basis {g ∈G}, and hence its elements are of the form∑
g∈G
kg g ,
where only finite kg are non-zero elements of k. kG is a k-algebra with multiplication given by














(ki l j )(gi h j ), for all ki , l j ∈ k, gi ,h j ∈G .
Furthermore, kG becomes a k-Hopf algebra by linearly extending the following rules:
∆(g ) := g ⊗ g , ε(g ) := 1 and S(g ) := g−1, for all g ∈G .
EXAMPLE 1.6 (TENSOR ALGEBRA). Let V be a k-vector space. A k-algebra T (V ) is said to be a
tensor algebra of V , if there exists a k-linear map ι : V → T (V ) such that the following universal
property is satisfied: for any k-algebra A and any k-linear map f : V → A there exists an unique
algebra morphism f : T (V ) → A such that the following diagram is commutative:





It can be shown that T (V ) is unique up to isomorphism (cf. [Lez19b, §3.5]) and that it can
be described as
T (V ) :=⊕
i≥0
V ⊗i ,
meaning that any element of T (V ) has the form z = (zi )i≥0, where zi ∈ V ⊗n and almost all zi
vanish. The multiplication is given by the rule
(v1 ⊗·· ·⊗ vi )(vi+1 ⊗·· ·⊗⊗vi+ j ) = v1 ⊗·· ·⊗ vi+ j , for all i , j ≥ 0.
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Notice that the identity element is 1 ∈V ⊗0 = k. T (V ) becomes a k-Hopf algebra by extending
(via the universal property) the rules
∆(v) := v ⊗1+1⊗ v, ε(v) := 0 and S(v) :=−v, for all v ∈V. (1.9)
A complete proof of this can be found in [DNR01, 4.3.2].
EXAMPLE 1.7 (SYMMETRIC ALGEBRA). Let V be a k-vector space. A commutative k-algebra S(V )
is said to be a symmetric algebra of V , if there exists a k-linear map l : V → S(V ) such that the
following universal property is satisfied: for any commutative k-algebra A, if h : V → A is a







A straightforward use of the universal property shows that S(V ) is unique up to isomorphism.
The existence of symmetric algebras is shown in [DNR01, 4.3.3] with an explicit construction of
S(V ) as the quotient T (V )/I , where
I = 〈u ⊗ v − v ⊗u : u, v ∈V 〉. (1.10)
An alternative construction can be found in [MR01, 15.1.18]. Using (1.9) we have, for all u, v ∈V ,
∆T (V )(u ⊗ v − v ⊗u) =∆(u)∆(v)−∆(v)∆(u)
= (u ⊗1+1⊗u)(v ⊗1+1⊗ v)− (v ⊗1+1⊗ v)(u ⊗1−1⊗u)
= (u ⊗ v − v ⊗u)⊗1+1⊗ (u ⊗ v − v ⊗u) ∈ I ⊗T (M)+T (M)⊗ I ,
εT (V )(u ⊗ v − v ⊗u) = ε(u)ε(v)−ε(v)ε(u) = 0,
ST (V )(u ⊗ v − v ⊗u) = S(u)S(v)−S(v)S(u) = (−y)⊗ (−x)− (−x)⊗ (−y) ∈ I ,
meaning that I is a Hopf ideal. Hence, by Example 1.4, S(V ) = T (V )/I is a (commutative) Hopf
algebra with the induced operations.
EXAMPLE 1.8 (UNIVERSAL ENVELOPING ALGEBRA OF A LIE ALGEBRA). We say that a k-vector
space g is a k-Lie algebra, if there exists a k-bilinear map [−,−] : g×g→ g, called the Lie bracket,
such that the following conditions hold:
(L1) (Antisymmetry) [x, y] =−[y, x], for all x, y ∈ g,
(L2) (Jacobi identity) [[x, y], z]+ [[z, x], y]+ [[y, z], x] = 0, for all x, y, z ∈ g.
The Lie algebra g is called abelian if [x, y] = 0 for every x, y ∈ g.
Notice that, in general, the product [−,−] is not associative. Moreover, (L1) implies [x, x] = 0,
for all x ∈ g. For example, R3 equipped with the usual vector product is a R-Lie algebra.
Every (associative) k-algebra A can be endowed with a k-Lie algebra structure by putting
[a,b] := ab −ba, for all a,b ∈ A. In this example we shall consider the converse construction,
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i.e., an associative algebra rising from a Lie algebra given. The importance of these associative
algebras is well known, going from representation theory (cf. [Hum72]), construction of Verma
modules (cf. [Hal03, §9.5]) or characterization of left-invariant differential operators (cf. [Hel01,
Chapter II]), to commutative cases of quantum groups (cf. [Kas95]).
If g1 and g2 are two k-Lie algebras, we say that a k-linear map f : g1 → g2 is an morphism of
Lie algebras, if
f ([x, y]) = [ f (x), f (y)], for all x, y ∈ g1.
In particular, if g2 = A is an associative k-algebra endowed with the Lie bracket mentioned above,
we say that the map f : g1 → A is a representation (of g1).
Let g be a k-Lie algebra. We say that an associative k-algebra U (g) is an universal enveloping
algebra of g, if there exists a representation f : g → U (g) such that the following universal
property is satisfied: for any associative k-algebra A and any representation h : g→ A there exists






From the above follows that h is also a k-Lie morphism and that U (g) is unique up to isomor-
phism. The existence of such enveloping algebra is shown in [Kas95, §V.2] and [Lez19c, p. 20]
with an explicit construction of U (g) as the quotient algebra k〈X 〉/I , where X = {xi }i is a basis of
g, k〈X 〉 is the free k-algebra over X (cf. Example A.1) and
I = 〈xi x j −x j xi − [xi , x j ] : x j , xi ∈ X 〉.
An alternative construction of U (g) can be found in [DNR01, 4.3.4], where U (g) is defined as the
quotient T (g)/J , where T (g) is the tensor algebra of g (cf. Example 1.6) and
J = 〈[x, y]−x ⊗ y + y ⊗x : x, y ∈ g〉. (1.11)
Either case, the Poincaré-Birkhoff-Witt Theorem (cf. [Jac79, Theorem V.3]) establishes that, if
there exists a total order ≤ in X , then the set containing 1 and all elements of the form
xi1 · · ·xin , with xi1 ≤ ·· · ≤ xin ,
form a k-basis of U (g).
The rules
∆(x) = x ⊗1+1⊗x, ε(x) = 0 and ε(x) =−x, for all x ∈ g, (1.12)
can be extended to U (g); this is done applying the universal property or, alternatively, verifying
that J , defined in (1.11), is a Hopf ideal. Either case, (1.12) gives U (g) a structure of cocommuta-
tive k-Hopf algebra.
EXAMPLE 1.9 (ENVELOPING UNIVERSAL ALGEBRA OF sl2(k)). Denote by gl2(k) the k-algebra con-
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form a k-basis for gl2(k). Moreover,
[x, y] = h, [h, x] = 2x, [h, y] =−2y and [i , x] = [i , y] = [i ,h] = 0.
We denote by sl2(k) the subspace of all matrices with null trace; a basis is {x, y,h}. For the
particular case k=C, in [Kas95, Chapter V] a detailed study of this Lie algebra can be found.
By the previous example, U (sl2(k)) can be seen as a Hopf algebra generated by x, y,h attached
to the relation [x, y] = h, [h, x] = 2x and [h, y] =−2y . In Chapter 2 we will endow this algebra
with another structure, evidencing the a single object can be endowed with several distinct
structures.
Recall that ω ∈ k is said to be a n-th root of unity (n ∈ Z+) if ωn = 1. Furthermore, ω is
primitive if it is not a k-th root of unity for some k < n.
EXAMPLE 1.10 (TAFT HOPF ALGEBRA). Given a n-th root of unity ω in k, the n2-dimensional
Taft Hopf algebra is given as an algebra by
Tn2 (ω) = k〈g , x〉/I ,
where I = 〈g n−1, xn , xg−ωg x〉. Tn2 (ω) acquires structure of non-(co)commutative Hopf algebra
via
∆(g ) = g ⊗ g , ε(g ) = 1, S(g ) = g−1,
∆(x) = x ⊗1+ g ⊗x, ε(x) = 0, S(x) =−g−1x.
Since the construction depends on the choice of ω, there are Φ(n) non-isomorphic Taft Hopf
algebras for each dimension n2, where Φ denotes Euler’s totient function. These Hopf algebras
were constructed as an example of finite dimensional Hopf algebra having antipodes of arbitrar-
ily high order, since in Tn2 (ω), S has order 2n (cf. [Taf71]). In the case n = 2, T22 (ω) is also known
as the Sweedler Hopf algebra.
EXAMPLE 1.11 (QUANTUM ENVELOPING ALGEBRA OF sl2(k)). Let q ∈ k an invertible element
such that q 6= ±1. We define Uq :=Uq (sl2(k)) as the k-algebra generated by e, f ,k,k−1 attached
to the relations
kk−1 = k−1k = 1, kek−1 = q2e, k f k−1 = q−2 f ,[
e, f
]= e f − f e = k −k−1
q −q−1 .
It can be shown that {e i f j k l : i , j ∈N, l ∈ Z} is a basis for this algebra (cf. [Kas95, Proposition
VII.1.1]). For simplicity, set k=C and q ∈C not being a root of the unit. Hence Uq is a C-Hopf
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algebra with the operations induced by
∆(e) := 1⊗e +e ⊗k, ∆( f ) := k−1 ⊗ f + f ⊗1, ∆(k) := k ⊗k, ∆(k−1) := k−1 ⊗k−1,
ε(e) = ε( f ) = 0, ε(k) = ε(k−1) = 1,
S(e) :=−ek−1, S( f ) :=−k f , S(k) := k−1, S(k−1) := k.
Moreover, if q2 is a n-th primitive root of unity, the elements kn − 1, en and f n are skew-
primitive. Hence, by [Kha15, Proposition 1.7], the ideal generated by them is a Hopf ideal and
thus U ′q :=Uq /〈kn −1,en , f n〉 is a Hopf algebra. U ′q is known as the Frobenius-Lusztig kernel.
EXAMPLE 1.12 (CIRCLE HOPF ALGEBRA). Let Hk be the algebra Hk := k〈c, s〉/I , where
I = 〈c2 + s2 −1,cs〉.
Hk is a Hopf algebra via
∆(c) = c ⊗ c − s ⊗ s, ε(c) = 1, S(c) = c,
∆(s) = c ⊗ s + s ⊗ c, ε(s) = 0, S(s) =−s.
As we shall see in Example 1.3.1.3, this algebra naturally appears in some examples of separable
field extensions not being Galois, but still satisfying the Hopf Galois extension property.
1.2 MODULE ALGEBRAS AND COMODULE ALGEBRAS
The aim of this section is to study (co)actions of a Hopf algebra over an arbitrary K -algebra;
they are of utmost importance for Hopf Galois extensions. Therefore, we review the notions of
(co)module over an algebra and (co)module algebra. Throughout this section A will denote an
arbitrary K -algebra, while C a K -coalgebra.
DEFINITION 1.16 (LEFT MODULE OVER AN ALGEBRA, [MON93, DEFINITION 1.6.1]). A left A-
module is a K -module M together with a K -linear map γ : A⊗M → M , called the scalar product












Classically, a left module over A would be a K -module M together with a K -bilinear map
A×M → M , denoted by (a,m) 7→ a ·m (or simply am), such that 1·m = m and (ab)·m = a ·(b ·m),
for all m ∈ M and a,b ∈ A. As expected, our definition is equivalent to the classical one with the
identification γ(a ⊗m) := a ·m. Therefore, we will use either notation.
Similarly, right modules over A are defined, the difference being that the scalar product map
has the form γ : M ⊗ A → M .
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DEFINITION 1.17 (RIGHT COMODULE OVER A COALGEBRA, [MON93, DEFINITION 1.6.2]). A right
C -comodule is a K -module N together with a K -linear map ρ : N → N ⊗C , called the structure
map of N , such that the following diagrams are commutative:
N N ⊗C











Left comodules over C are defined similarly, having structure map of the form ρ : N →C ⊗N .
As in coalgebras, calculations with comodules can be tricky. Therefore, we extend Sweedler’s
sigma notation.
NOTATION (SWEEDLER’S SIGMA NOTATION FOR COMODULES, [MON93, S1.6]). Let N be a right





ni 0 ⊗ni 1, for some ni 0 ∈ N and ni 1 ∈C .
Extending Sweedler’s sigma notation to comodules, we shall rewrite the above as
ρ(n) =∑n0 ⊗n1 or ρ(n) =∑n(0) ⊗n(1),
fixing the convention that n j ∈C for j 6= 0. With this, the defining properties of a right comodule
given in Definition 1.17 may be written as∑
(n0)0 ⊗ (n0)1 ⊗n1 =
∑
n0 ⊗ (n1)1 ⊗ (n1)2 =
∑
n0 ⊗n1 ⊗n2, (1.14)∑
ε(n1)n0 = n. (1.15)
Likewise, if N is a left C -comodule with structure map ρ : N →C ⊗N , preserving the conven-
tion for non-zero indexes, we write
ρ(n) =∑n−1 ⊗n0 or ρ(n) =∑n(−1) ⊗n(0).
Other useful formulas for calculations can be found in [DNR01, §2.1].
DEFINITION 1.18 (MORPHISM OF MODULES, [DNR01, DEFINITION 2.1.9]). Let M , X be two left
A-modules, with scalar product maps γM and γX , respectively. A K -linear map f : M → X is said
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DEFINITION 1.19 (MORPHISM OF COMODULES, [DNR01, DEFINITION 2.1.9]). Let N ,L be two
right C -comodules, with structure maps ρN and ρL , respectively. A K -linear map g : N → Y is
said to be a comodule morphism, if the following diagram is commutative:
N Y




In this case we also say that g is a C -colinear map. In Sweedler’s sigma notation,∑
g (n)0 ⊗ g (n)1 = g (n0)⊗n1, for all n ∈ N .
We denote the category of left (resp. right) A-modules by AMod (resp. ModA). Similarly, the
category of right (resp. left) comodules over a coalgebra C is denoted by ModC (resp. C Mod).
Some result relating these categories can be found in [DNR01, §2.1].
The definition of a bimodule over an algebra can also be dualized.
DEFINITION 1.20 (BIMODULE). Let A,B be two K -algebras. A K -module M is said to be a B-A-
bimodule, if the following conditions hold:
(BM1) M is a left B-module.
(BM2) M is a right A-module.
(BM3) (b ·m) ·a = b · (m ·a), for all a ∈ A, b ∈ B and m ∈ M .
If γ : M ⊗ A → M and α : B ⊗M → M are the respective scalar product maps, then (BM3) can
be state as α(idB ⊗γ) = γ(α⊗ idA). Hence, we can dualize the concept.
DEFINITION 1.21 (BICOMODULE, [DNR01, DEFINITION 2.3.1]). Let C ,D be two K -coalgebras.
A K -module N is said to be a D-C -bicomodule, if the following conditions hold:
(BC1) N is a left D-comodule with structure map µ : N → D ⊗N ,
(BC2) N is a right C -comodule with structure map ρ : N → N ⊗C ,
(BC3) (µ⊗ idC )ρ = (idD ⊗ρ)µ.
REMARK 7. The compatibility given by (BC3) may be written in Sweedler’s sigma notation as∑
(n0)−1 ⊗ (n0)0 ⊗n1 =
∑
n−1 ⊗ (n0)0 ⊗ (n0)1, for all n ∈ N .
Given two D-C -bicomodules, a morphism of bicomodules is a linear map which is both a
morphism of left D-comodules and a morphism of right C -modules. Hence, we can define the
correspondent category, which is denoted by D ModC . Similarly, the category of B-A-bimodules
is denoted by B ModA .
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Now, we define the (co)invariants of a (co)module over a Hopf algebra; they will play a main
role in Hopf Galois extensions.
DEFINITION 1.22 (INVARIANTS OF A HOPF ALGEBRA ON A MODULE, [MON93, DEFINITION 1.7.1]).
Let H be a Hopf algebra. For a left H-module M , the set of invariants of H on M is given by
M H := {m ∈ M : h ·m = ε(h)m, ∀h ∈ H }.
DEFINITION 1.23 (COINVARIANTS OF A HOPF ALGEBRA ON A COMODULE, [MON93, DEFINITION
1.7.1]). Let H be a Hopf algebra. For a right H-comodule N with structure map ρ : N → N ⊗H ,
the set of coinvariants of H on N is given by
N coH := {n ∈ N : ρ(n) = n ⊗1}.
When K = k is a field, a natural question is whether there is a relation between the comodules
of H and the modules of the dual Hopf algebra H∗ (cf. Example 1.3). The next result shows that,
at least in the finite-dimensional case, there exists such a correspondence.
PROPOSITION 1.5 ([MON93, LEMMA 1.7.2]). Let H be a finite-dimensional k-Hopf algebra and
H∗ its dual Hopf algebra. Then, for any k-vector space N , the following assertions are equivalent:
(i) N is a right H-comodule.
(ii) N is a left H∗-module.
Moreover, under these conditions, N H
∗ = N coH .
Proof. Let {e1, . . . ,en} be a basis for H and {e∗1 , . . . ,e
∗
n} the respective dual basis for H
∗ (i.e.,
e∗i (e j ) = δi j , the Kronecker delta).
(i)⇒(ii): Let N be a right H-comodule. N becomes a H∗-module via
f ·n :=∑ f (n1)n0, for all f ∈ H∗, n ∈ N . (1.16)
(ii)⇒(i): Let N be a left H∗-module. N becomes a right H-comodule with structure map




e∗i ·a ⊗ei . (1.17)
We omit the details in these two implications since they are a straightforward verification of
the defining conditions. Finally, we have
N H
∗ = {n ∈ N : f ·a = u◦( f )n, ∀ f ∈ H∗}
= {n ∈ N : ∑ f (n1)n0 = ( f u)(1k)n,∀ f ∈ H∗}
= {n ∈ N : n0 ∑ f (n1) = f (1H )n,∀ f ∈ H∗}
= {n ∈ N : (idN ⊗ f )(ρ(n)) = (idN ⊗ f )(n ⊗1),∀ f ∈ H∗}
= {n ∈ N : ρ(n) = n ⊗1} = N coH .
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Now, we review some examples of modules and comodules. They were adapted from
[DNR01], [Mon93] and [Mon09].
EXAMPLE 1.13 (ALGEBRAS AND COALGEBRAS). Any K -algebra A is a left module over itself by
taking γA = mA (in other words, a ·b = ab, for all a,b ∈ A).
Similarly, any K -coalgebra C is a right comodule over itself by taking ρC =∆C .
EXAMPLE 1.14 (TENSOR PRODUCT OF MODULES). Let H be a K -Hopf algebra and let V ,W be
two left H-modules. Then V ⊗W has also structure of left H-module via
h · (v ⊗w) :=∑(h1 · v)⊗ (h2 ·w), for all h ∈ H , v ∈V , w ∈W.
If γV and γW are the respective structure maps of V and W , the above means that the structure
map γV ⊗W is defined as the composition
γV ⊗W : H ⊗V ⊗W H ⊗H ⊗V ⊗W H ⊗V ⊗H ⊗W V ⊗W.∆⊗idV ⊗ idW
idH ⊗τH ,V ⊗idW γV ⊗γW
EXAMPLE 1.15 (TENSOR PRODUCT OF COMODULES). Let H be a K -Hopf algebra and let V ,W
two right H-comodules with respective structure maps ρV and ρW . Then V ⊗W is also a right
H-comodule by taking ρV ⊗W as the composition
ρV ⊗W : V ⊗W V ⊗H ⊗W ⊗H V ⊗W ⊗H ⊗H V ⊗W ⊗H .ρV ⊗ρW
idV ⊗τH ,W ⊗idH idV ⊗ idW ⊗m
Using Sweedler’s sigma notation for comodules, we have
ρV ⊗W (v ⊗w) =
∑
v0 ⊗w0 ⊗ v1w1, for all v ∈V , w ∈W.
Just as any Hopf algebra is both an algebra and a coalgebra with certain compatibility, a Hopf
module will be both a module and a comodule in which the structure map is a module map.
DEFINITION 1.24 (HOPF MODULE, [MON93, DEFINITION 1.9.1]). Let H be a K -Hopf algebra. A
K -module M is said to be a right H-Hopf module, if the following conditions hold:
(HM1) M is a right H-module,
(HM2) M is a right H-comodule with structure map ρ : M → M ⊗H ,
(HM3) For every m ∈ M and h ∈ H ,
ρ(m ·h) =∑(m ·h)0 ⊗ (m ·h)1 =∑m0 ·h1 ⊗m1h2. (1.18)
Notice that (1.18) means that ρ is a H-module morphism, where M ⊗H has the structure of
H-module described in Example 1.14.
REMARK 8. In (HM1) we may replace H by a Hopf subalgebra L of H ; in such case we say that M
is a right (H ,L)-Hopf module. The category of all right (H ,L)-Hopf modules is denoted ModHL ,
in which morphisms are K -linear maps also being both morphisms of right L-modules and
morphisms of right H-comodules. Clearly, changing laterality in Definition 1.24, we may obtain
the categories H ModL , LMod
H and HLMod.
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Now, we present two remarkable examples of Hopf modules. They are adapted from [DNR01]
and [Mon93].
EXAMPLE 1.16 (HOPF ALGEBRAS). Any K -Hopf algebra H is a H-Hopf module via ρ =∆.
EXAMPLE 1.17 (TRIVIAL HOPF MODULE). Let M be any right H-module. Then M ⊗H is a right
H-Hopf module using ρ = idM ⊗∆. An special case of this is when M is the trivial H-module,
that is, m ·h = ε(h)m, for all m ∈ M and h ∈ H . In this situation, M ⊗H is called the trivial Hopf
module.
The fundamental theorem of Hopf modules classify all Hopf modules as trivial. The relevance
of this result is that it can be applied to determine if a candidate of Hopf module really is it or
not.
THEOREM 1.6 (FUNDAMENTAL THEOREM OF HOPF MODULES, [MON93, THEOREM 1.9.4]). Let
M be a right H-Hopf module (that is, M ∈ ModHH ). Then M is isomorphic to M coH ⊗H as right
H-Hopf modules, where M coH ⊗H has the trivial structure of Hopf module.
Finally, we are able to present actions and coactions of any Hopf algebra. Although most
results and definition presented are we valid over bialgebras, throughout H will denote an
arbitrary K -Hopf algebra flat over K .
DEFINITION 1.25 (MODULE ALGEBRA, [MON93, DEFINITION 4.1.1]). Let A be a K -algebra. We
say that A is a left H-module algebra (or that H acts to the left on A), if the following conditions
hold:
(MA1) A is a left H-module.
(MA2) For all h ∈ H and a,b ∈ A,
h · (ab) =∑(h1 ·a)(h2 ·b) and h ·1A = ε(h)1A . (1.19)
The next result shows that (MA1) can be restate in terms of the multiplication and unit of A.
PROPOSITION 1.7 ([DNR01, PROPOSITION 6.1.1]). Let A be a K -algebra. If A is a left H-module
then the following assertions are equivalent:
(i) A is a left H-module algebra.
(ii) The multiplication mA : A ⊗ A → A and the unit uA : K → A are both morphisms of H-
modules.
Proof. Recall that A ⊗ A is also a left H-module (cf. Example 1.15). If γA is the scalar product
map of A, then mA is a morphism of H-modules if and only if the diagram
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commutes, meaning that for every h ∈ H and a,b ∈ A we have




(h ⊗a ⊗b). (1.20)
Expanding the left side we get
mAγA⊗A(h ⊗a ⊗b) = mA
(∑
(h1 ·a)⊗ (h2 ·b)
)=∑(h1 ·a)(h2 ·b).
On the other hand, right side of (1.20) gives[
γA(idH ⊗mA)
]
(h ⊗a ⊗b) = γA(h ⊗ (ab)) = h · (ab).
Comparing, we conclude that mA is a morphism of H-modules if and only if the left equality of
(1.19) holds. A similar argument applies for uA .
Now, we dualize Definition 1.25 and Proposition 1.7.
DEFINITION 1.26 (COMODULE ALGEBRA, [MON93, DEFINITION 4.1.1]). Let A be a K -algebra.
We say that A is a right H-comodule algebra (or that H coacts to the right on A), if the following
conditions hold:
(CA1) A is a right H-comodule with structure map ρ : A → A⊗H .
(CA2) For all a,b ∈ A,
ρ(ab) =∑a0b0 ⊗a1b1 and ρ(1A) = 1A ⊗1H . (1.21)
PROPOSITION 1.8 ([DNR01, PROPOSITION 6.1.4]). Let A be a K -algebra. If A is a right H-
comodule then the following assertions are equivalent:
(i) A is a right H-comodule algebra.
(ii) The multiplication mA : A ⊗ A → A and the unit uA : K → A are both morphisms of H-
comodules.
(iii) ρ is a K -algebra morphism.






is commutative, meaning that, for any a,b ∈ A, we have
ρAmA(a ⊗b) =
[
(mA ⊗ i dH )ρA⊗A
]
(a ⊗b). (1.22)
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With the operation behaving as described in Example 1.15, we expand the left side of (1.22) to
obtain [
(mA ⊗ i dH )ρA⊗A
]




Since ρAmA(a ⊗b) = ρA(ab), we have shown the left side of (1.21). Therefore mA is a morphism
of H-comodules if and only if the left relation of (1.21) holds. An analogous argument proves the
assertion for uA .
(i)⇔(iii): ρA is a morphism of K -algebras if and only if the diagrams









are commutative. Left one means, for a,b ∈ A, that[
mA⊗H (ρA ⊗ρA)
]
(a ⊗b) = (ρAmA)(a ⊗b). (1.23)
Right side of (1.23) is simply ρ(ab), while the left side is[
mA⊗H (ρA ⊗ρA)
]
(a ⊗b) = mA⊗H
(∑
a0 ⊗a1 ⊗b0 ⊗b1
)=∑a0b0 ⊗a1b1
(cf. Example 1.2). We have obtained the left side of (1.21) and therefore it is equivalent to the left
diagram. An analogous argument with the right diagram gives right side of (1.21).
Similarly to the previous definitions, one can have the notion of right H-module algebra, left
H-comodule algebra and L-H-bicomodule algebra.
The next result extends Proposition 1.5.
PROPOSITION 1.9 ([MON09, P. 6.3.9]). Let H be a finite-dimensional k-Hopf algebra and H∗ its
dual Hopf algebra. Then, for a k-algebra A, the following assertions are equivalent:
(i) A is a right H-comodule algebra.
(ii) A is a left H∗-module algebra.
Moreover, under these conditions AH
∗ = AcoH .
Proof. Let {e1, . . . ,en} be a basis for H and {e∗1 , . . . ,e
∗
n} the respective dual basis for H
∗.
(i)⇒(ii): Let A be a right H-comodule algebra. We know already that A is a H∗-module via
(1.16). Moreover, if a,b ∈ A and f ∈ H∗, we have
f · (ab) =∑ f ((ab)1)(ab0) =∑ f (a1b1)a0b0 =∑( f mH )(a1 ⊗b1)a0b0 =∑∆◦( f )(a1 ⊗b1)a0b0
=∑ f1(a1) f2(b1)a0b0 = f1(a1)a0 f2(b1)b0 =∑( f1 ·a)( f2 ·b);
f ·1A = f (1A)1A = ( f uH )(1H )1A = u◦( f )1A .
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Therefore, A is a left H∗-module algebra.
(ii)⇒(i): Conversely, let A be a left H∗-module algebra. We know already that A is a H-
comodule via (1.17). Moreover, if a,b ∈ A and f ∈ H∗, we have
(idA ⊗ f )(ρ(ab)) =
n∑
i=1
e∗i · (ab)⊗ f (ei ) =
n∑
i=1
(e∗i · (ab)) f (ei )⊗1 =
n∑
i=1




f · (ab)⊗1 =∑( f1 ·a1)( f2 ·a2)⊗1 = n∑
i , j=1




(e∗i ·a)(e∗j ·b)⊗ f1(ei ) f2(e j ) =
n∑
i , j=1
(e∗i ·a)(e∗j ·b)⊗ f (ei e j )




(e∗i ·a)(e∗j ·b)⊗ei e j
)
= (idA ⊗ f )(ρ(a)ρ(b)),




e∗i ·1A ⊗ei =
n∑
i=1
e∗i (1H )1A ⊗ei =
n∑
i=1
1A ⊗e∗i (1H )ei = 1A ⊗
n∑
i=1
e∗i (1H )ei = 1A ⊗1H .
Thus, A is a right H-comodule algebra.
The equality AH
∗ = AcoH follows as in the proof of Proposition 1.5.
Now, we generalize Remark 8.
DEFINITION 1.27 (A-H -HOPF MODULES, [SCH90B]). Let A be a right H-comodule algebra. A
K -module M is said to be a Hopf module in AMod
H (or an A-H-Hopf module), if the following
conditions hold:
(i) M is a left A-module.
(ii) M is a right H-comodule with structure map ρM : M → M ⊗H .




As expected, the collection of all A-H-Hopf modules, AMod
H , is a category with morphisms
being all K -linear maps which are also A-linear and H-colinear morphisms.
Similarly, objects in the category ModHA can be define with the compatibility being ρM (ma) =∑
m0a0 ⊗m1a1.
The next result shows that the set of coinvariants in a comodule algebra is always a subalge-
bra, called the subalgebra of coinvariants.
LEMMA 1.10. Let A is a right H-comodule algebra. Then AcoH is a subalgebra of A.
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Proof. If a,b ∈ AcoH , then ρ(a) = a ⊗1 and ρ(b) = b ⊗1. Therefore
ρ(a +b) = ρ(a)+ρ(b) = a ⊗1+b ⊗1 = (a +b)⊗1, (1.24)
ρ(ka) = kρ(a) = k(a ⊗1) = ka ⊗1, (1.25)
ρ(ab) = ab ⊗1. (1.26)
Notice that for (1.24) and (1.25) we used the linearity of ρ, while for (1.26) we used (1.21).
We end this section by giving some examples characterizing actions and coactions of re-
markable Hopf algebras. They are adapted from [DNR01], [Mon93] and [Mon09].
EXAMPLE 1.18 (ACTIONS AND COACTIONS OF A HOPF ALGEBRA OVER ITSELF). By Proposition 1.8,
H is a right H-comodule algebra using ρ =∆. By Proposition 1.9, when H if finite dimensional,
this dualizes to a left action (denoted by *) of H∗ on H given by
f * h =∑ f (h2)h1, for all h ∈ H and f ∈ H∗.
The (co)invariants are given by H H
∗ = H coH = K 1.
EXAMPLE 1.19 (ACTIONS OF THE GROUP ALGEBRA). Let G be a group. We say that G acts (to the
left) as automorphisms on a k-algebra A, if there is a group morphism ψ : G → Aut A. In this case
we write ψ(g )(a) = g (a) (or g ·a), for all g ∈G and a ∈ A. Moreover, if ψ is injective, we say that
G acts faithful.
If G acts as automorphisms on a A and kG is the group algebra of G (cf. Example 1.5), then
A is a left kG-module algebra via
g ·a = g (a), for all g ∈G , a ∈ A.
Indeed, for every g ∈G and a,b ∈ A, we have
g · (ab) = g (ab) = g (a)g (b) = (g ·a)(g ·b),
g ·1A = g (1A) = 1A = 1A1A = ε(g )1A .
In this case, AkG is the set of fixed points under the action of G ,
AkG = AG := {a ∈ A : g (a) = a, ∀g ∈G}.
Conversely, if A is a kG-module algebra, then G acts as automorphisms on A via ψ : G → Aut A,
given by
ψ(g )(a) = g ·a, for all g ∈G , a ∈ A.
Thus, we have shown that A is a kG-module algebra if and only if G acts as automorphisms
on A.
EXAMPLE 1.20 (COACTIONS OF THE GROUP ALGEBRA). Let G be a group and let A be a k-algebra.




Ag and Ag Ah ⊆ Ag h , for all g ,h ∈G .
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If A is a kG-comodule algebra with structure map ρ : A → A⊗kG , we replace the Sweedler’s
sigma notation for
ρ(a) =∑ag ⊗ g , for all a ∈ A.
Left diagram of (1.13) gives us
[(idA ⊗∆)ρ](a) = [(ρ⊗ idkG )ρ](a), for all a ∈ A.
Expanding the left side we get
[(idA ⊗∆)ρ](a) = (idA ⊗∆)
(∑
ag ⊗ g
)=∑ag ⊗ g ⊗ g , (1.27)
while right side gives us
[(ρ⊗ idkG )ρ](a) = (ρ⊗ idkG )
(∑
ag ⊗ g
)=∑(ag )h ⊗h ⊗ g . (1.28)
Comparing (1.27) and (1.28) we have that
(ag )h =
{
ag if g = h,
0 if g 6= h.
Thus ρ(ag ) = ag ⊗ g and we can set Ag = {ag : a ∈ A}, for all g ∈G . Since ρ is a k-linear map, we
have ρ(a +b) = ρ(a)+ρ(b) and ρ(ka) = kρ(a), for all a,b ∈ A and k ∈ k. Thus,
(a +b)g = ag +bg and (ka)g = kag ,
and therefore Ag is a k-subspace of A, for all g ∈G . On the other hand, since G is a basis of kG ,
the sum
∑
g∈G Ag is direct. Indeed, if 0 = ag1 +·· ·+ag t for some agk ∈ Agk , 1 ≤ k ≤ t , by applying
ρ we get
0⊗0 = ρ(0) = ρ(ag1 +·· ·+ag t ) = ρ(ag1 )+·· ·+ρ(ag t ) = ag1 ⊗ g1 +·+ag t ⊗ g t ,
and thus agk = 0, 1 ≤ k ≤ t . Additionally, since A is a kG-comodule algebra,
ρ(ag bh) = ag bh ⊗ g h, for all ag ∈ Ag , bh ∈ Ah .
Therefore ag bh ∈ Ag h and Ag Ah ⊆ Ag h . Finally, right side of (1.13) gives us
[(idA ⊗ε)ρ](a) = a ⊗1, for all a ∈ A.
But left side is




and thus for each a ∈ A, we have ∑ag = a. Therefore A =⊕g∈G Ag and A is a G-graded algebra.
Notice that
AcoH = {a ∈ A : ρ(a) = a ⊗1} = A1,
the identity component of the G-graduation. In particular, 1A ∈ A1.
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Conversely, if A is a G-graded algebra set the structure map ρ : A → A⊗kG by
ρ(a) = a ⊗ g , for all a ∈ Ag .
With this, we have shown that A is a kG-comodule algebra if and only if A is a G-graded
algebra.
EXAMPLE 1.21 (ACTIONS OF THE DUAL GROUP ALGEBRA). Let G be a finite group and H = (kG)∗.
By the universal property of kG , we can identify H with kG , the algebra of functions from G to k.
Thus, for f , g ∈ kG and x, y ∈G , and with the notation of Example 1.3,
( f · g )(x) := [m◦( f ⊗ g )](x) = [∆∗( f ⊗ g )](x) = [( f ⊗ g )∆](x) = ( f ⊗ g )(x ⊗x) = f (x)g (x),
[∆( f )](x) := [∆◦( f )](x ⊗ y) = [m∗( f )](x ⊗ y) = f (x y),
[S( f )](x) := [S◦( f )](x) = [S∗( f )](x) = [ f S](x) = f (S(x)).
Despite this formulas, a full description of ∆( f ) is not given. Therefore we define, for every x ∈G ,
the map px : G → k given by
px (y) := δx,y :=
{
1 if x = y ,
0 if x 6= y .
Since G is finite, {px : x ∈G} is a basis for kG (in correspondence with the dual basis of (kG)∗).








By Proposition 1.9, actions of kG correspond to coactions of kG , which by Example 1.20 are
precisely G-gradings.
EXAMPLE 1.22 (ACTIONS OF THE UNIVERSAL ENVELOPING ALGEBRA OF A LIE ALGEBRA). Let g be
a k-Lie algebra and U (g) its universal enveloping algebra (cf. Example 1.8). If A is a U (g)-module
algebra, since for every x ∈ g, ∆(x) = x ⊗1+1⊗x and ε(x) = 0, using (1.19) we get
x · (ab) = x · (a)b +a(x ·b) and x ·1 = 0.
Hence, AU (g) := Ag = {a ∈ A : x ·a = 0, for all x ∈ g}.
1.3 HOPF GALOIS EXTENSIONS
Finally, we are able to introduce one of the transversal concepts to this document. Hopf Galois
extensions generalize the notion of Galois extensions over rings, replacing the action of a group
on the algebra by the coaction of a Hopf algebra. The first general definition is due to [KT81],
although the commutative case was studied in [CS69].
DEFINITION 1.28 (RIGHT HOPF GALOIS EXTENSION, [MON93, DEFINITION 8.1.1]). Let A be a
right H-comodule algebra with structure map ρ : A → A⊗H . We say that the extension AcoH ⊂ A
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(also denoted A/AcoH ) is a right H-Galois extension, if the map β : A⊗AcoH A → A⊗K H , given by
β(a ⊗b) = (a ⊗1)ρ(b) =∑ab0 ⊗b1, for all a,b ∈ A, (1.29)
is bijective. In this case β is called the Galois map.
As a first remark, notice that we could have defined the Galois map β′ : A⊗AcoH A → A⊗K H
as
β′(a ⊗b) = ρ(a)(b ⊗1) =∑a0b ⊗a1, for all a,b ∈ A. (1.30)
A natural question is whether β′ can replace β. The next result gives a case in which the answer
is affirmative.
PROPOSITION 1.11 ([KT81, PROPOSITION 1.2]). Let A be a right H-comodule algebra with
structure map ρ : A → A ⊗ H. If the antipode S is bijective, then the following assertions are
equivalent:
(i) The map β, given by (1.29), is bijective (resp. injective, surjective).
(ii) The map β′, given by (1.30), is bijective (resp. injective, surjective).
Proof. Let Φ : A⊗H → A⊗H the endomorphism given by
Φ(a ⊗h) := ρ(a)(1⊗S(h)) =∑a0 ⊗a1S(h), for all a ∈ A, h ∈ H .
We have, for all a,b ∈ A,
(Φβ)(a ⊗b) =Φ(∑ab0 ⊗b1)=∑Φ(ab0 ⊗b1) =∑ρ(ab0)(1⊗S(b1))
=∑(a0b0 ⊗a1b1)(1⊗S(b2)) =∑a0b0 ⊗a1b1S(b2) =∑a0b0 ⊗a1ε(b1)
=∑a0b0ε(b1)⊗a1 =∑a0b ⊗a1 =β′(a ⊗b).
Hence Φβ=β′. But notice that Φ has as inverse Φ−1 : A⊗H → A⊗H given by
Φ−1(a ⊗h) := (1⊗S−1(h))ρ(a) =∑a0 ⊗S−1(h)a1, for all a ∈ A, h ∈ H .
Therefore the assertions are equivalent.
Left H-Galois extensions can be defined similarly, having Galois map βl : A⊗AcoH A → H ⊗k A.
NOTATION. If several Hopf Galois extensions of different laterality are involved, we add to their
Galois maps an index indicating whether they are left or right sided; for example, for a right Hopf
Galois extension we may write βr .
A particular case of interest in Hopf Galois extension theory is when the subalgebra of
coinvariants coincides with the base ring K .
DEFINITION 1.29 (RIGHT HOPF GALOIS OBJECT, [CS69]). When a right H-Galois extension is
of the form K ⊂ A (i.e., AcoH = K ), we called A a right H-Galois object.
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REMARK 9. Notice that, in this situation, the Galois map β is given by the composition
β : A⊗ A A⊗ A⊗H A⊗H .idA ⊗ρA mA⊗idH
PROPOSITION 1.12 ([CS69, THEOREM 1.15]). Let A be a right H-Galois object. Then A is a
faithfully flat K -module.
As bimodules or bialgebras, the setup of Galois objects can be bilateral with certain compati-
bility.
DEFINITION 1.30 (HOPF BIGALOIS OBJECT, [SCH96, DEFINITION 3.4]). Let H ,L be two K -Hopf
algebras. A K -algebra A is said to be a L-H-biGalois object if the following assertions hold:
(BG1) A is a faithfully flat L-H-bicomodule algebra.
(BG2) A is a left L-Galois extension of K .
(BG3) A is a right H-Galois extension of K .
1.3.1 EXAMPLES
We review some examples of Hopf Galois extensions. Most of them are adapted from [DNR01],
[Mon93], [Mon09] and [Sch04].
1.3.1.1 HOPF ALGEBRAS
Every K -Hopf algebra H can be seen as a K -Galois object. Indeed, since H has a natural
structure of H-comodule algebra via the comultiplication (i.e., the structure map is ρ :=∆), for
any h ∈ H coH ,
ρ(h) =∆(h) =∑h1 ⊗h2 = h ⊗1.




)= (ε⊗ idH )(h ⊗1) ⇒ ∑ε(h1)1⊗h2 = ε(h)1⊗1,
which via the isomorphism K ⊗H ∼= H , gives
h =∑ε(h1)h2 = ε(h)1.
That is, h ∈ K . Conversely, if h ∈ K then ∆(h) =∆(h1) = h∆(1) = h(1⊗1) = h ⊗1 and therefore
h ∈ H coH . Hence H coH = K .
The map β : H ⊗H → H ⊗H is defined by
β(a ⊗b) = (a ⊗1)ρ(b) = (a ⊗1)∆(b) =∑ab1 ⊗b2, for all a,b ∈ H .
Then, the inverse β−1 : H ⊗H → H ⊗H of the Galois map is given by
β−1(a ⊗b) =∑aS(b1)⊗b2, for all a,b ∈ H .
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Indeed, if a,b ∈ H , then
β(β−1(a ⊗b)) =β(∑aS(b1)⊗b2)=∑β(aS(b1)⊗b2) =∑aS(b1)b2 ⊗b3
=∑aε(b1)⊗b2 =∑a ⊗ε(b1)b2 = a ⊗b;
β−1(β(a ⊗b)) =β−1 (∑ab1 ⊗b2)=∑β−1(ab1 ⊗b2) =∑ab1S(b2)⊗b3
=∑aε(b1)⊗b2 =∑a ⊗ε(b1)b2 = a ⊗b.
Therefore β is bijective and we have shown the next result.
PROPOSITION 1.13 ([DNR01, EXAMPLE 6.4.8]). Let H be a K -Hopf algebra. Then K ⊂ H is a
H-Galois extension.
REMARK 10. Since Hopf Galois extensions are definable over bialgebras, it can be shown for
every bialgebra H that, in fact, H is a Hopf algebra if and only if K ⊂ H is a H-Galois extension
(cf. [Sch04, Example 2.1.2]). More generally, if H is a K -flat bialgebra admitting a H-Galois
extension AcoH ⊂ A that is faithfully flat as K -module, H must be a Hopf algebra (cf. [Sch97]).
1.3.1.2 CLASSICAL FIELD EXTENSIONS
Let G be a finite group acting as automorphisms on a field E ⊃ k in the sense of Example 1.19.
Obviously E is a k-algebra. Moreover, we know that E is a left kG-module algebra. Hence, by
Proposition 1.9, it is a right kG -comodule algebra ((kG)∗ = kG , cf. Example 1.21).
As the name suggest, the next result shows that classical Galois extensions of fields can be
seen as Hopf Galois extensions.
THEOREM 1.14 ([MON93, 8.1.2]). Let G be a finite group acting as automorphisms on a field
E ⊃ k, and F := EG . Then the following assertions are equivalent:
(i) The field extension E ⊂ F is Galois with Galois group G.
(ii) G acts faithfully on E.
(iii) [E : F ] = |G|.
(iv) F ⊂ E is a right kG -Galois extension.
Proof. The implications (i)⇔(ii)⇔(iii) are consequence of Artin’s Lemma (cf. [Jac85, Theorem
4.7] or [Hun74, Theorem V.2.15]). Hence, we will just show their equivalence with (iv). Suppose
that the field extension F ⊂ E is Galois. Set n := |G| and G = {x1, . . . , xn}. Let {u1, . . . ,un} be a basis
of E/F and let {p1, . . . , pn} ⊂ kG be the dual basis to {xi } ⊂ kG . As said before, E coacts on kG ,




(xi ·a)⊗pi , for all a ∈ E .
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Therefore, the Galois map β : E ⊗F E → E ⊗k kG is given by








a j (xi ·u j )⊗pi = 0⊗0.
Since the pi are linearly independent, we conclude that∑
j
a j (xi ·u j ) = 0, for all 1 ≤ i ≤ n. (1.31)
Using the faithfulness of the action of G , Dedekind independence theorem gives that the n ×n
matrix C = [xi ·u j ] associated to the system (1.31) is invertible (cf. [Jac85, p. 291]). Hence all
a j are 0 and w = 0. Thus β is injective. Since both E ⊗F E and E ⊗k kG are F -vector spaces of
dimension n2, if follows that β is a bijection.
Conversely, suppose that the Galois map β is an isomorphism. Notice that
dimF (E ⊗F E) = [E : F ]2 and dimF (E ⊗k kG ) = [E : F ]|G|.
Via the isomorphism, we get [E : F ] = |G| and therefore F ⊂ E is a Galois extension of fields.
1.3.1.3 SEPARABLE FIELD EXTENSIONS
For the circle Hopf algebra Hk (cf. Example 1.12), it is possible for a finite separable field
extension F ⊂ F to be Hk-Galois, although it is not Galois in the classical sense. This example is
due to [GP87].
Let k = F =Q and E = F (ω), where ω is the real 4-th root of 2. F ⊂ E is not Galois for any
group G , since the automorphism group of E/F fixes Q(
p
2) pointwise. However, if HQ is the
circle Hopf algebra, it can be shown that F ⊂ E is H∗
Q
-Galois; in this case HQ acts on E as follows:
· 1 ω ω2 ω3
c 1 0 −ω2 0
s 0 −ω 0 ω3
When we change k for Q(i ), Hk ∼= kZ4, the group algebra of Z4; that is QZ4 and HQ are
Q(i )-forms of each other. For a suitable Hopf algebra H , which is aQ(
p−2)-form ofQ[Z2 ×Z2],
Q ⊂ E is also a H∗-Galois (cf. [Par90, §3]). Hence an extension can be Hopf Galois over two
different Hopf algebras.
1.3.1.4 STRONGLY GRADED ALGEBRAS
Let A = ⊕g∈G Ag be a G-graded algebra (cf. Example 1.20). A is said to be strongly graded if
Ag Ah = Ag h , for all g ,h ∈G .
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LEMMA 1.15 ([NVO04, PROPOSITION 1.1.1]). Let A be a G-graded algebra. Then the following
assertions are equivalent:
(i) A is strongly graded,
(ii) Ag Ag−1 = A1 for all g ∈G.
Proof. (i)⇒(ii) is trivial. (ii)⇒(i): We have
Ag h = Ag h A1 = Ag h(Ah−1 Ah) ⊆ (Ag h A−1h )Ah ⊆ Ag hh−1 Ah = Ag Ah ⊆ Ag h ,
for all g ,h ∈G .
Recall that A is a kG-comodule algebra with structure map ρ : A → A⊗kG given by
ρ(a) = a ⊗ g , for all a ∈ Ag ,
and that AcokG = A1. Notice that β : A⊗A1 A → A⊗k kG is given by
β(a ⊗b) = (a ⊗1)ρ(b) = ∑
g∈G




The next theorem is due to Ulbrich and Osterburg (cf. [vU81]).
THEOREM 1.16 ([MON93, THEOREM 8.1.7]). Let G be any (multiplicative) group and let A be a
G-graded algebra. Then the following assertions are equivalent:
(i) A1 ⊂ A is a kG-extension.
(ii) A is strongly graded.
Proof. (i)⇒(ii) First assume that β is bijective and, in particular, surjective. Whence for every










ai (bi )h ⊗h =
∑
i ,h
ai (bi )h ⊗h = 1⊗ g .
Since G is a basis for kG , it follows that
∑
i ai (bi )g = 1 and
∑
i ai (bi )h = 0 for all h 6= g . The
inclusion Ag Ag−1 ⊆ A1 always holds in a G-graded algebra; so now suppose a ∈ A1. Fixing g ,
we have a = a1 = a ∑i ai (bi )g = ∑i aai (bi )g . Since (bi )g are homogeneous of degree g , a is
homogeneous of degree 1 and the sum of homogeneous components is direct, we get ai ∈ Ag−1 .
Hence Ag Ag−1 = A1 and by Lemma 1.15 it follows that A is strongly graded.
(ii)⇒(i): Conversely, suppose now that A is strongly graded. If g ∈G , then by Lemma 1.15,
1 ∈ A1 = Ag−1 Ag and we may write 1 =
∑
i ai bi for some ai ∈ Ag−1 and bi ∈ Ag . Therefore let
α : A⊗k kG → A⊗A1 A be defined as
α(a ⊗ g ) =∑
i
aai ⊗bi .
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Since all gi ∈ Ag , we get







aai bi ⊗ g = a (ai bi )⊗ g = a1⊗ g = a ⊗ g .













abg ai ⊗bi ,
but bg ai ∈ Ag Ag−1 = A1 and hence



















a ⊗bg 1 = a ⊗b.
Therefore α=β−1 and β is bijective.
1.3.1.5 CROSSED PRODUCTS OVER GROUPS
We now give a major example that can be deduce from the previous one. Let G be a (multiplica-
tive) group acting as automorphisms on a k-algebra R ; we denoted the action by g (r ) = g ·r . The
action is said to be twisted if there exists a map σ : G ×G → R such that the following conditions
hold:
(i) (Cocycle condition) For all g ,h,k ∈G ,
[g ·σ(h,k)]σ(h,hk) =σ(g ,h)σ(g h,k),
σ(g ,1) =σ(1, g ) = 1.
(ii) (Twisted module condition) For all g ,h ∈G and r ∈ R,
[g · (h · r )]σ(g ,h) =σ(g ,h)(g h · r ).
In this case, we say that σ is a 2-cocycle.
We define a new different structure over R ⊗kG ; in this context, an arbitrary element r ⊗g of
R ⊗kG will be denoted by r ∗ g .
DEFINITION 1.31 (CROSSED PRODUCT OVER A GROUP, [MON09, EXAMPLE 2.7]). Let G be a (mul-
tiplicative) group acting as automorphisms on a k-algebra R. If the action is twisted, we define
the crossed product of R and G , denoted by R ∗G , as the k-space R ⊗kG together with the
multiplication
(r ∗ g )(s ∗h) = r (g · s)σ(g ,h)∗ g h, for all r, s ∈ R and g ,h ∈G ,
and unit element 1R ∗1G .
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PROPOSITION 1.17 ([MON09, EXAMPLE 2.7]). Let G be a (multiplicative) group acting as auto-
morphisms on a k-algebra R. Suppose that the action is twisted. Then R∗G is a G-graded algebra.
Moreover, R ⊂ A is a kG-Galois extension.
Proof. For all g ,h,k ∈G and r, s, t ∈ R we have
(r ∗ g )[(s ∗h)(t ∗k)] = (r ∗ g )(s(h · t )σ(h,k)∗hk) = r [g · (s(h · t )σ(h,k))]σ(g ,hk)∗ g (hk)
= r [(g · s)(g · (h · t ))(g ·σ(h,k))]σ(g ,hk)∗ g (hk)
= r (g · s)(g · (h · t ))[(g ·σ(h,k))σ(g ,hk)]∗ (g h)k
= r (g · s)(g · (h · t ))[σ(g ,h)σ(g h,k)]∗ (g h)k
= r (g · s)[(g · (h · t ))σ(g ,h)]σ(g h,k)∗ (g h)k
= r (g · s)[σ(g ,h)(g h · t )]σ(g h,k)∗ (g h)k
= [r (g · s)σ(g ,h)∗ g h] (t ∗k) = [(r ∗ g )(s ∗h)] (t ∗k).
On the other hand,
(r ∗ g )(1∗1) = r (g ·1)σ(g ,1)∗ g 1 = r 1∗ g 1 = r ∗ g ,
(1∗1)(r ∗ g ) = 1(1 · r )σ(1, g )∗1g = 1r 1∗1g = r ∗ g .
Hence, R ∗G is a k-algebra. The homogeneous components are given by
(R ∗G)1 = R ⊗1 ∼= R and (R ∗G)g = R ⊗ g , for all g ∈G .
Finally, since (R ∗G)g (R ∗G)h = R ⊗g h = (R ∗G)g h , for all g ,h ∈G , the algebra is strongly graded
and therefore, by Theorem 1.16, R ⊂ A is kG-Galois.
The relation between crossed products over groups and group extensions is explored in
[Mon09, Example 2.8], showing that for any group G with normal subgroup N and quotient
L =G/N , kG = kN ∗kL. Also, in [Mon09, Examples 2.9 and 2.10], counterexamples of strongly
graded algebras that are not crossed products are given.
1.3.1.6 HOPF CROSSED PRODUCTS AND SMASH PRODUCTS
In a more general setting, let H be a K -Hopf algebra and R a H-module algebra. The action is
said to be twisted, if there exists a map σ : H ×H → R such that the following conditions hold:




σ(g ,1) =σ(1, g ) = ε(g )1. (1.33)
(ii) (Hopf twisted module condition) For all g ,h ∈ H and r ∈ R,
[g · (h · r )] =∑σ(g1,h1)(g2h2 · r )σ(g3,h3)−1. (1.34)
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In this case, we say that σ is a 2-cocycle.
DEFINITION 1.32 (HOPF CROSSED PRODUCT, [MON09, EXAMPLE 3.6]). Let H be a K -Hopf alge-
bra and R a H-module algebra. If the action is twisted, we define the crossed product of R and H ,
denoted by R#σH , as the K -module R ⊗H together with the multiplication
(r #g )(s#h) =∑r (g1 · s)σ(g2,h1)#g3h2, for all r, s ∈ R and g ,h ∈ H , (1.35)
and unit element 1R #1H .
For any group G , if H = kG , this definition coincides with that of a crossed product over G .
Other particular examples can be found in [Mon93, Chapter 7].
THEOREM 1.18 ([MON09, EXAMPLE 3.6]). Let R a H-module algebra. Suppose that the action is
twisted. If A := R#σH, then:
(i) A is an algebra.
(ii) A is a right H-comodule algebra via ρ : A → A⊗H given by
ρ(r #h) =∑(r #h1)⊗h2, for all r #h ∈ A.
(iii) AcoH ∼= R.




]= (r #g )[∑ s(h1 · t )σ(h2, f1)#h3 f2]
=∑r (g1 · (s(h1 · t )σ(h2, f1)))σ(g2, (h3 f2)2)#g3(h3 f2)2
=∑r (g1 · (s(h1 · t )σ(h2, f1)))σ(g2,h4 f3)#g3h4 f3
(1.19)= ∑r (g1 · s)(g2 · (h1 · t ))(g3 ·σ(h2, f1))σ(g4,h4 f3)#g5h4 f3
(1.32)= ∑r (g1 · s)(g2 · (h1 · t ))σ(g3,h2)σ(g4h3, f1)#g5h4 f2
(1.34)= ∑r (g1 · s)σ(g2,h1)(g3h2 · t )σ(g4h3, f1)#g5h4 f2
=∑r (g1 · s)σ(g2,h1)((g3h2)1 · t )σ((g3h2)2, f2)#(g3h2)3 f2
= [∑r (g1 · s)σ(g2,h1)#g3h2] (t# f ) = [(r #g )(s#h)] (t# f )
and
(r #g )(1#1) =∑r (g1 ·1)σ(g2,1)#g3 (1.34)= ∑(g1 ·1)ε(g2)#g3
(1.19)= ∑ε(g1)ε(g2)#g3 =∑r #ε(g1g2)g3 = r #g ,
(1#1)(r #g ) =∑1(1 · r )σ(1, g1)#1g2 (1.34)= ∑rε(g1)#g2 =∑r #ε(g1)g2 = r #g .
Therefore, R#σH is an algebra.
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(ii) Since for all r ∈ R and h ∈ H we have




= (ρ⊗ idH )
(∑
(r #h1)⊗h2
)= [(ρ⊗ idH )ρ](r #h),
[(idR#σH ⊗ε)ρ](r #h) = (idR#σH ⊗ε)
(∑
(r #h1)⊗h2
)=∑(r #h1)⊗ε(h2)1 = r #h1ε(h2)⊗1 = r #h ⊗1,
it follows that R#σH is an H-module. Moreover, for all r, s ∈ R and g ,h ∈ H ,
ρ((r #g )(s#h)) = ρ (∑r (g1 · s)σ(g2,h1)#g3h2)=∑(r (g1 · s)σ(g2,h1)#(g3h2)1)⊗ (g3h2)2
=∑(r (g1 · s)σ(g2,h1)#g3h2 ⊗ g4h3 =∑(r #g1)(s#h1)⊗ g2h2,
ρ(1⊗1) = (1#1)⊗1,
meaning that R#σH is an H-comodule algebra.
(iii) We have
(R#σH)
coH = {z ∈ R#σH : ρ(z) = z ⊗1} .
Clearly, R ∼= R#σ1 ⊆ (R#σH)coH ; reciprocally, if r #h ∈ (R#σH)coH , applying idR ⊗ε⊗ idH to the
equality ρ(r #h) = (r #h)⊗1 we get in the left
(idR ⊗ε⊗ idH )(ρ(r #h)) = (idR ⊗ε⊗ idH )
(∑
(r #h1)⊗h2
)=∑(r #ε(h1)1)⊗h2 = (r #1)⊗h,
while in the right
(idR ⊗ε⊗ idH )((r #h)⊗1) = (r #ε(h)1)⊗1 = (r #1)⊗ε(h)1.
Comparing, we get that h = ε(h)1 ∈ K and hence r #h = rε(h)#1 ∈ R#σ1 ∼= R . Hence, AcoH ∼= R , as
wanted.
Hopf crossed products are relevant since they characterize Hopf Galois extensions having
the normal basis property (cf. [Mon09, Theorem 3.8]).
A particular case of Hopf crossed products is when the cocycle σ is trivial, that is, when
σ(g ,h) = ε(g )ε(h) for all g ,h ∈ H . In this case we write R#H and the multiplication (1.35) is
simply
(r #g )(s#h) =∑r (g1 · s)#g2h, for all r, s ∈ R and g ,h ∈ H .
R#H is called the smash product of R and H .
Under these conditions, Theorem 1.18 restates as follows.
THEOREM 1.19. Let R be a H-module algebra. Then A := R#H is a H-comodule algebra with
structure map ρ : A → A⊗H given by
ρ(r #h) =∑(r #h1)⊗h2, for all r ∈ R and h ∈ H .
Moreover, AcoH ∼= R.
COROLLARY 1.20 ([DNR01, EXAMPLE 6.4.3]). Let R be a H-module algebra. Then R ⊂ R#H is a
H-Galois extension.
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Proof. We have β : (R#H)⊗R (R#H) → (R#H)⊗ H defined as β(z ⊗ w) = (z ⊗ 1)ρ(w), for all
z, w ∈ R#H . But since the first tensor is taken over R#1 ∼= R, for all r, s ∈ A and h, g ∈ H we
have (r #h)(s#1)⊗ (1#g ) = (r #h)⊗ (s#g ). Thus, is enough to study β on elements of the form
(r #h)⊗ (1#g ). That is,
β((r #h)⊗ (1#g )) = ((r #h)⊗1)ρ(1#g ) = ((r #h)⊗1)(∑(1#g1)⊗ g2)
=∑((r #h)(1#g1))⊗ g2 =∑(r (h1 ·1)#h2g1)⊗ g2 =∑(rε(h1)#h2g1)⊗ g2
=∑(r #hg1)⊗ g2.
As in the proof of Proposition 1.13, the inverse β−1 : (R#H)⊗H → (R#H)⊗R (R#H) is given by
β−1((r #h)⊗ g ) =∑(r #hS(g1))⊗ (1#g2), for all r ∈ R and h, g ∈ H .
Indeed, if r ∈ R and h, g ∈ H , we have
β−1(β((r #h)⊗ (1#g ))) =β−1 (∑(r #hg1)⊗ g2)=∑(r #hg1S((g2)1))⊗ (1#(g2)2)
=∑(r #hg1S(g2))⊗ (1#g3) =∑(r #hε(g1))⊗ (1#g2)
= (r #h)⊗ (1#g ),
β(β−1((r #h)⊗ g )) =β(∑(r #hS(g1))⊗ (1#g2))=∑(r #hS(g1)(g2)1)⊗ (g2)2
=∑(r #hS(g1)g2)⊗ g3 =∑(r #hε(g1))⊗ g2
= (r #h)⊗ g .
Therefore, R ⊂ R#H is a H-Galois extension.
Smash products are relevant for Hopf Galois extensions, since when H is finite dimensional,
a generator of their category of modules describes all H∗-Galois extensions (cf. Theorem 1.32).
1.3.1.7 GROUPS ACTING ON SETS
The Galois map β can be seen as the dual of a natural map arising whenever a group acts on a
set, as shows this example. Recall that if G is a (multiplicative) group and X is a non-empty set, a
function µ : X ×G → X is called a (right) group action of G on X , which we denote by (x, g ) 7→ x ·g ,
if
x ·1 = x and x · (g h) = (x · g ) ·h, for all x ∈ X and g ,h ∈G .
The action is said to be free if for a given g ∈G such that x · g = x, for some x ∈ X , it follows that
g = 1; in other words, no element in G , besides 1, has fixed points. It is not hard to check that an
action is free if and only if, given g ,h ∈G , the existence of an x ∈ X such that x · g = x ·h implies
g = h.
Also, recall that for any x ∈ X , its orbit is defined by x ·G := {x · g : g ∈G}; the set of all orbits
of X under the action of G is denoted by X /G and is called the quotient of the action.
Consider the map α : X ×G → X ×X given by (x, g ) 7→ (x, x · g ). Notice that α is injective if
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only if the action is free. Moreover, the image of this map can bee seen as a pull-back. Indeed,
Im(α) = {(x, y) ∈ X ×X : y = x · g for some g ∈G}
= {(x, y) ∈ X ×X : x ·G = y ·G}
= X ×X /G X ,
called the fiber product of X with itself over X /G via the canonical surjective map x 7→ x ·G .
We want to dualize this scenario; for simplicity assume that X and G are finite. We denote
by A := kX the algebra of functions from X to k endowed with the pointwise addition and
multiplication; the unit of this algebra is the map 1A : X → k given by x 7→ 1k. We say that a ∈ A
is constant on G-orbits if a(x · g ) = a(x), for all x ∈ X and g ∈G ; the set of functions constant on
G-orbits is denoted by kX /G . Finally, recall that H := (kG)∗ = kG is the Hopf algebra of function
from G to k (cf. Example 1.21). Hence, we have the following.
LEMMA 1.21 ([MON93, EXAMPLE 8.1.9]). Let X be a finite non-empty set, G a finite group and
µ : X ×G → X a right group action. If A = kX and H = kG , then:
(i) The right G-action on X induces a left G-action on A, given by (g ·a)(x) := a(x · g ),
(ii) A is a right H-comodule algebra with induced structure map µ∗ : A → A ⊗H. Moreover,
AcoH = kX /G .
Proof. (i) For every a ∈ A, g ,h ∈G and x ∈ X we have
(1 ·a)(x) = a(x ·1) = a(x),
((g h) ·a)(x) = a(x · (g h)) = a((x · g ) ·h) = (h ·a)(x · g ) = (g · (h ·a))(x).
(ii) Since for any non-empty sets U and V , kU×V ∼= kU ⊗kV , we have A ⊗H ∼= kX⊗G . Thus,
we can define (µ∗(a))(x, g ) = aµ(x, g ) = a(x · g ). The verification of A being a right H-comodule
algebra is straightforward. It is evident that AcoH = kX /G .
The map α defined above dualizes to α∗ : A⊗B A → A⊗k H ; by transposition, it is given by
α∗(a ⊗b) = (a ⊗1)µ∗(b), for all a,b ∈ A. (1.36)
That is, α∗ =β, the Galois map. By remarks in previous paragraphs, the freeness of the action is
equivalent to kX /G ⊂ kX being a kG -Galois extension. In other words, we have the following.
THEOREM 1.22 ([MON93, EXAMPLE 8.1.9]). Let X be a finite non-empty set, G a finite group
and µ : X ×G → X a right group action. The Galois map β=α∗ given by (1.36) is bijective if and
only if α : X ×G → X ×X /G X is bijective if and only if the G-action is free.
1.3.1.8 ALGEBRAIC GROUP SCHEMES
Recall that a k-algebra A is called affine, if it is finitely generated as k-algebra, i.e., there exist
finitely many elements a1, . . . , an ∈ A such that every element of A can be expressed as a poly-
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nomial in a1, . . . , an with coefficients in k. This definition we use is the one given by [Mon93,
Definition 4.2.3]; however, nowadays in most contexts affine algebras are also required to be
commutative and reduced (i.e., without nilpotent elements).
We say that X is an affine scheme if X = Spec(A) for a commutative affine k-algebra A.
Similarly, G is said to be an affine algebraic group scheme if G = Spec(H) for some commutative
affine k-Hopf algebra H . As in Lemma 1.21, any action µ : X ×G → X is determined by a coaction
ρ =µ∗ : A → A⊗k H .
LEMMA 1.23 ([MON09, EXAMPLE 2.12]). Let X = Spec(A) be an affine scheme, G = Spec(H) an
affine algebraic group scheme and ρ : A → A⊗k H a coaction. The map α : X ×G → X ×X given by
α(x, g ) = (x, x · g ), for all x,∈ X and g ∈G ,
is a closed embedding if and only if α∗ : A⊗k A → A⊗k H given by
α∗(a,b) = (a ⊗1)ρ(b)
is surjective. Under these conditions we say that the coaction ρ is free.
However, in contrast with the previous example, the Galois map can not be α∗, since its
domain is not A⊗AcoH A. Instead, we shall proceed differently by applying the Spec functor to
the exact sequence
AcoH A A⊗AcoH A,
ρ
−⊗1
and geting an exact sequence of affine schemes
X ×G X Spec(AcoH ),
µ
π
where π is the projection of the first coordinate. Spec(AcoH ) is called the affine quotient of X by
G .
In general, Y := Spec(AcoH ) not necessarily coincides with X /G , the set of G-orbits on X (cf.
[Mon09, Example 2.12]). However, if the coaction is free, it will happen that Y = X /G ; thus the
map X ×G → X ×Y X is an isomorphism and X → Y is faithfully flat. In an algebraic sense, we
have the following result.
THEOREM 1.24 ([MON09, EXAMPLE 2.12]). Let X = Spec(A) be an affine scheme, G = Spec(H)
an affine algebraic group scheme and ρ : A → A⊗k H a free coaction. Then,
(i) β : A⊗AcoH A → A⊗k H is bijective and so B ⊂ A is H-Galois,
(ii) A is a faithfully flat AcoH -module.
1.3.1.9 PRINCIPAL BUNDLES
In this example we discuss why, in non-commutative algebraic geometry, faithfully flat Hopf
Galois extensions are considered a generalization of classical affine principal bundles. Our
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main reference for this is [BF12]. Let us first shortly recall some basic terminology related to
topological bundles.
DEFINITION 1.33 (BUNDLE, [BF12, DEFINITION 1]). A bundle is a triple (E ,π, M) where E and
M are topological spaces an π : E → M is a continuous surjective map.
Here M is called the base space, E the total space and π the projection of the bundle. For each
m ∈ M , the fibre over m is the topological space Em := π−1(m). A local section of a bundle is a
continuous map s : U → E with πs = idM |U , where U is an open subset of M . If each fibre of a
bundle is endowed with a vector space structure such that the addition and scalar multiplication
are continuous, we call it a vector bundle.
When the fibers of a bundle are all homeomorphic to a common space F , it is known as a
fibre bundle. Intuitively, an example of fibre bundle is the Möbius strip, since it has a circle that
runs lengthwise through the center of the strip as a base M and a line segment running vertically
for the fibre F . The line segments are in fact copies of the real line, so F =R.
REMARK 11. Commonly, in the definition of fibre bundle a condition of local triviality is asked
for π, which means that, for each x ∈ E , there is a open neighborhood Ux ⊂ M and a homeomor-
phism φx :π−1(Ux ) →Ux ×F such that the following diagram commutes:





Here p1 denotes the first projection.
REMARK 12. In the most general sense, a bundle over an object M in a category C is a morphism
π : E → M in C . For m : 1 → M , a generalized element of M , the fibre Em is defined as the
pullback of E along m.
Given an object F in C , p : E → M is called a fibre bundle with standard fibre F , if given
any m : 1 → M , Em is isomorphic to F . Locally trivial fibre bundles can be defined over sites (cf.
[Hus94, p. 20]).
Let X be a topological space and G a topological group. Suppose there is a right action
µ : X ×G → X and write µ(x, g ) = x · g . We had seen in previous examples that, even without
structure, G acts freely on X if and only if the map α : X ×G → X ×X , given by (x, g ) 7→ (x, x · g ),
is injective if and only if α : X ×G → X ×X /G X is bijective. Furthermore, (X ,π, X /G) is a bundle,
where π is the natural projection.
Recall that a continuous map f : Y → W is proper if the map f × idZ : Y × Z → W × Z is
closed, for any topological space Z . The action µ is said to be proper if it is continuous and
α : X ×G → X ×X is proper.
DEFINITION 1.34 (PRINCIPAL BUNDLE, [BHMS06, DEFINITION 1.15]). A G-principal bundle is
a quadruple (X ,π, M ,G) such that
(i) (X ,π, M) is a bundle and G is a topological group acting continuously on X from the right
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via µ : X ×G → X ,
(ii) µ is principal (i.e., free and proper),
(iii) π(x) =π(y) if and only if there exists g ∈G such that y = x · g ,
(iv) The induced map X /G → M is a homeomorphism.
The first two properties tell us that principal bundles are bundles admitting a principal
action of a group G on the total space X , i.e., principal bundles correspond to principal actions.
But, by previous remarks, those are just continuous free actions (i.e., continuous actions such
that α : X ×G → X × X is injective). The third property ensures that the fibres of the bundle
correspond to the orbits coming from the action and the final one implies that the quotient
space can topologically be viewed as the base space of the bundle.
The next two examples are due to [BHMS06, p. 13] and [BF12, p. 4].
EXAMPLE 1.23. Clearly, a principal right action of G on X automatically makes the bundle
(X ,π, X /G) a G-principal bundle. However, not every principal bundle has to be of this form. If
we replace X /G by a homeomorphic space, not only we formally define a different bundle, but
also it might happen that such a new bundle is not equivalent to (X ,π, X /G) (cf. [Fri00, p. 157]).
EXAMPLE 1.24. Any vector bundle can be understood as a bundle associated to a principal bun-
dle in the following way: consider a G-principal bundle (X ,π, M ,G) and let V be a representation
space of G , that is, a (topological) vector space with a (continuous) left G-action G ×V → V ,
denoted (g , v) 7→ g · v . Then G acts from the right on X ×V by
(x, v) · g := (xg , g−1 · v), for all x ∈ X , v ∈V and g ∈G .
Hence, we define E = (X ×V )/G and a surjective (continuous) map πE : E → M given by
(x, v)G 7→π(x), for all x ∈ X , v ∈V.
Thus we have a fibre bundle (E ,πE , M ,V ).
More examples can be found in [Coh98, §1.2].
REMARK 13. In a category C , given a group object G , a G-principal bundle (also called a G-torsor)
is a bundle π : E → X equipped with a G-action µ : E×G →G on E over X such that the canonical
morphism α : E ×G → E ×X E is an isomorphism, which in turn means that the action is free and
transitive over X and hence each fiber of the bundle looks like G once we choose a base point.
In other words, this says that, after picking any point of X as the identity, X “acquires a
group structure” isomorphic to G . Hence, colloquially, a torsor is understood as a group that has
forgotten its identity.
In specific contexts (as that of the category of topological spaces, in Definition 1.34), several
perspectives for torsors come up. For example:
• In the category of sets, a G-torsor over a set X becomes a group action X ×G →G (denoted
by (x, g ) → x ·g ) such that for any x1, x2 ∈ X , there exists a unique g ∈G such that x1 ·g = x2.
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Usually g is denoted by x2/x1 and is called the ratio of x1 and x2. Due to the above, notice
that, while in an multiplicative (resp. additive) group G one can multiply and divide (resp.
add and subtract) elements, in a G-torsor one can multiply (resp. add) an element of G to
an element of X and get a result in X , or one can divide (resp. subtract) two elements of X
and get a result in G .
Basic examples of torsors are the anti-derivatives of a function or the euclidean plane
without the origin (cf. Section 1.4). There are more elaborated ones in physics; namely,
differences of energy, differences of voltage, the relative phases in quantum mechanics,
etc. A great explanation of these can be found in [Bae09].
• In algebraic geometry, given a smooth algebraic group G , a G-torsor over a scheme X is a
scheme with an action of G that is locally trivial in the given Grothendieck topology (cf.
[Ols16]).
• Recent works in measurement theory attempt to understand the algebraic structure
underlying the quantity calculus as topological bundles (cf. [Dom17, Rap18]).
Sticking with topological bundles, we want to dualize the setup in order to obtain a non-
commutative version. For simplicity, assume that X is a complex affine variety with an action of
an affine algebraic group G and set Y = X /G with the usual Euclidean topology. Let A :=O (X ),
B :=O (Y ) and H :=O (G) be the corresponding coordinate rings. Since O (G ×G) ∼=O (G)⊗O (G),
H is a Hopf algebra with operations given by
∆( f )(g ,h) = f (g h), ε( f ) = f (e) and (S f )(g ) = f (g−1).
Using the fact that G acts on X from the right, A is a right H-algebra comodule with structure
map ρ : A → A⊗H given by ρ(a)(x, g ) := a(x · g ) (cf. [BF12, p. 5]). Notice that B can be viewed
as a subalgebra of A via π∗ : B → A given by b 7→ b ◦π, where π is the canonical surjection
π : X → X /G . Indeed, the map π∗ is injective since b 6= b′ in B =O (X /Y ) means that there exists
at least one orbit x ·G such that b(x ·G) 6= b′(x ·G). But, since π(x) = x ·G , it follows π∗(b) 6=π∗(b′).
Furthermore, a ∈ π∗(B) if and only if a(x · g ) = a(x), for all x ∈ X and g ∈G , meaning that
ρ(a)(x, g ) = (a⊗1)(x, g ), where 1 : G →C is the unit function 1(g ) = 1. Hence a ∈ AcoH . The other
inclusion is obvious, so AcoH =π∗(B) ∼= B .
Finally, notice that we can identify O (X ×Y X ) with O (X )⊗O (Y ) O (X ) = A⊗B A via the map
θ(a ⊗a′)(x, y) = a(x)a′(y), with π(x) =π(y).
This last condition implies the well-definition of θ. With this, we have the following result.
THEOREM 1.25 ([BF12, PROPOSITION 4]). Let X be a complex affine variety with a right action
of an affine algebraic group G and put Y = X /G. Let A :=O (X ), B :=O (Y ) and H :=O (G) be the
corresponding coordinate rings. Then the following assertions are equivalent:
(i) The action of G on X is free,
(ii) The mapα∗ : O (X ×Y X ) →O (X ×G) given by f 7→ f ◦α is bijective, whereα : X ×G → X ×Y X
is defined as (x, g ) 7→ (x, xg ).
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(iii) The map β : A⊗B A → A⊗H given by β(a⊗a′) = aρ(a′) is bijective and thus B ⊂ A is a right
H-Galois extension.
Basically, this theorem states that, in bundles, the freeness condition is equivalent to the
Galois map being bijective. Hence, the Hopf Galois extension condition is a necessary condition
to ensure a bundle is principal.
However, not all information about the topological spaces involved is encoded in their
coordinate rings, so to make a transparent reflection of the richness of principal bundles, we
require an additional condition.
DEFINITION 1.35 (PRINCIPAL COMODULE ALGEBRA, [BF12, DEFINITION 9]). Let H be a K -Hopf
algebra with bijective antipode and let A be a right H-comodule algebra with structure map
ρ : A → A ⊗ H . We say that A is a principal H-comodule algebra, if it satisfies the following
conditions:
(PCA1) AcoH ⊂ A is a right H-Galois extension.
(PCA2) (Equivariant projectivity condition) The map B ⊗ A → A, given by b ⊗a → ba, splits as a
left AcoH -module and right H-comodule morphisms.
As remarked in [BH09], the key idea here is that the concept of equivariant projectivity
replaces that of faithful flatness used in general Hopf Galois theory. Under the hypothesis of
bijective antipode, in a Hopf Galois extension these two concepts are equivalent, while in general
only the implication “equivariant projectivity” ⇒ “faithful flatness” holds (cf. [SS05]).
The next result is due to [DGH01] and [BH04].
THEOREM 1.26 ([BF12, PROPOSITION 5]). Let H be a C-Hopf algebra with bijective antipode
and let A be a right H-comodule algebra with structure map ρ : A → A ⊗ H. A is a principal
H-comodule algebra if and only if it admits a strong connection form, that is, if there exists a map
ω : H → A⊗ A, such that
ω(1) = 1⊗1,
mHω= uHεH ,
(ω⊗ idH )∆= (idA ⊗ρ)ω,
(S ⊗ω)∆= (τA,H ⊗ idA)(ρ⊗ idA)ω.
This theorem provides an effective method to verify the principality of a comodule algebra.
For example, every cleft comodule algebra (cf. Definition 1.38) is a principal comodule algebra
(cf. [BF12, Example 3]).
1.3.1.10 OTHER EXAMPLES
Several other examples of Hopf Galois extensions (HGE) are treated in the literature. The most
remarkable are the following:
CHAPTER 1. HOPF GALOIS EXTENSIONS: PRELIMINARIES, DEFINITIONS AND EXAMPLES 43
• Differential Galois theory, [Mon09, Example 2.13]: Let E ⊃ k be a field of characteristic
p > 0 and let g⊂ Derk(E) be a restricted Lie algebra of k-derivations of E , which is finite-
dimensional over k. If the restricted enveloping algebra is denoted u(g) and it acts on E
via g acting as derivations, then for H = u(g)∗, E coH = Eg = {a ∈ E : x ·a = 0,for all x ∈ g}.
Eg ⊂ E is u(g)∗-Galois if and only if E ⊗k g→ Derk(E) is injective.
• HGE for Azumaya algebras, [DT89, Theorem 6.20]: For a fixed Hopf algebra H , let E be
an Azumaya algebra and let C ⊂ E be a subalgebra such that the right C -module E is
a progenerator. There is a 1-1 correspondence between the right H-Galois extensions
B coH ⊂ B (such that there exists an algebra morphism B → E and B coH ∼= C ) and the
measuring actions of the form EC ⊗H → EC , where EC := {x ∈ E : cx = xc, for all c ∈C }.
• HGE for Calabi-Yau Hopf algebras, [Yu16]: In his paper, Yu showed that Hopf Galois
objects of a twisted Calabi-Yau Hopf algebra with bijective antipode are still twisted Calabi-
Yau, and gave their Nakayama automorphism explicitly. As applications, cleft objects
(cf. Definition 1.38) of twisted Calabi-Yau Hopf algebras and Hopf Galois objects of the
quantum automorphism groups of non-degenerate bilinear forms are proved to be twisted
Calabi-Yau.
• HGE for monoidal Hom-Hopf algebras, [CZ16]: Analogous to the preliminaries for Hopf
algebra theory presented in Section 1.1, the concept of Hom-Hopf algebra can be reviewed;
Hom-type algebras appear in some physical contexts. In their paper, Chen and Zhang
prove the Schneider’s affineness theorem (cf. [Mon93, Theorem 8.5.6]) in the case of
monoidal Hom-Hopf algebras in terms of total integrals and Hom-Hopf Galois extensions.
• HGE for pointed Hopf Hops algebras, [Gün99]: In his paper, Günther develops a system-
atic method to calculate cleft extensions for pointed Hopf algebras. In particular, cleft
extensions for the quantum enveloping algebra Uq (sl2(k)) (cf. Example 1.11) and the
Frobenius-Lusztig kernel Uq (sl2(k))′ were classified.
• HGE for Taft Hopf algebras, [Mas94]: In the paper of Masoka, cleft extensions for certain
Hopf algebras generated by skew primitive elements are classified; a particular case is the
Taft Hopf algebra of Example 1.10.
• HGE for the Drinfel’d double of the Taft algebra, [Sch99]: In general, the Drinfel’d double of
a finite dimensional k-Hopf algebra H is the tensor product algebra D(H) = H ⊗H∗. This
construction is a quasi-triangular Hopf algebra. Roughly speaking, the Drinfel’d double of
the Taft algebra can be seen as Uq (sl2(k))′ with two copies of the group-like generators.
Schauenburg classifies all the Galois objects over Uq (sl2(k))′ and D(Tn2 (ω)).
• Quantum principal bundles with a compact structure group, [Dur95]: Another gener-
alization of classical principal bundles are the quantum principal bundles defined in
[Dur94, Definition 3.1] with the help of ∗-algebras. In his paper, Ðurd̄ević shows that every
quantum principal bundle with a compact structure group is a HGE.
• Reduced enveloping algebras, [Skr04, §6]: Let k be a field of characteristic p > 0, and let g
be a finite dimensional p-Lie algebra over k. For ξ ∈ g∗, denote by Uξ(g) the corresponding
reduced enveloping algebra of g. In other words Uξ(g) is the factor algebra of the universal
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enveloping algebra U (g) by its ideal generated by central elements xp −x[p] −ξ(x)p 1, with
x ∈ g. Skryabin shows that Uξ(g) is a U0(g)∗-Galois extension if and only if Uξ(g) is central
simple.
• HGE of structured ring spectra, [Rog08].
• Hopf Galois structures on Galois Sn-extension, [Tsa18].
• Hopf Galois structures of Heisenberg Type, [Kay19].
1.3.2 PROPERTIES
Since their first appearance, Hopf Galois extensions have been vividly studied and therefore
used as a tool in the investigation and classification of Hopf algebras themselves. In this section
we review some of their properties.
PROPOSITION 1.27 ([SCH90B, REMARK 1.1]). Let AcoH ⊂ A be a right H-Galois extension. Then
(i) A⊗AcoH A is a Hopf module in AModH with left A-module structure via
a(x ⊗ y) = ax ⊗ y, for all a, x, y ∈ A,
and right H-comodule structure via
x ⊗ y 7→∑x0 ⊗ y ⊗x1, for all x, y ∈ A. (1.37)
(ii) A⊗H is a Hopf module in AModH with left A-module structure via
a(x ⊗h) = ax ⊗h, for all a, x ∈ A and h ∈ H ,
and right H-comodule structure via
x ⊗h 7→∑x0 ⊗h2 ⊗x1S(h1), for all x ∈ A and h ∈ H . (1.38)
(iii) A⊗AcoH A is a Hopf module in ModHA with right A-module structure via
(x ⊗ y)a = x ⊗ y a, for all a, x, y ∈ A,
and right H-comodule structure via
x ⊗ y 7→∑x ⊗ y0 ⊗ y1, for all x, y ∈ A. (1.39)
(iv) A⊗H is a Hopf module in ModHA with right A-module structure via
(x ⊗h)a =∑xa0 ⊗ha1, for all a, x ∈ A and h ∈ H ,
and right H-comodule structure via
x ⊗h 7→∑x ⊗h1 ⊗h2, for all x ∈ A and h ∈ H . (1.40)
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Hence, the Galois map β : A⊗AcoH A → A⊗H is a morphism of Hopf modules, both in AModH and
ModHA .
The proof is a verification of the required compatibility (cf. Definition 1.27).
A classical theorem in Galois theory says that, if F ⊂ E is a finite Galois extension of fields
with Galois group G , then there exists a ∈ E such that {x ·a : x ∈G} is basis for E over F . Such
feature is known as the normal basis property. An important question in Hopf Galois theory is
whether such property is satisfied.
DEFINITION 1.36 (RIGHT NORMAL BASIS PROPERTY, [MON93, DEFINITION 8.2.1]). Let A be a
right H-comodule algebra and consider the algebra extension AcoH ⊂ A (not necessarily being
Galois). We say that the extension has the right normal basis property, if A ∼= AcoH ⊗H as left
AcoH -modules and right H-comodules.
We review some basic facts about finite-dimensional Hopf algebras in order to show that, in
this case, the normal basis property is equivalent to the classical notion.
DEFINITION 1.37 (INTEGRALS, [MON93, DEFINITION 2.1.1]). Let H be a K -Hopf algebra.
(i) A left integral in H is an element λ ∈ H such that hλ= ε(h)λ, for all h ∈ H .
(ii) A right integral in H is an element λ′ ∈ H such that λ′h = ε(h)λ′, for all h ∈ H .









H , it is called unimodular. Examples of such situation can be found
in [Mon93, Examples 2.1.2].





H are 1-dimensional (cf. [Mon93, Theorem 2.1.3]). Moreover,
if λ ∈ ∫ lH and λ 6= 0, H is a cyclic left H∗-module with generator λ for the action * described in
Example 1.18. That is, we can identify H with H∗* λ. Another result is that H is semisimple
if and only if ε(
∫ l




H and we may choose λ
such that ε(λ) = 1 (cf. [Mon93, Theorem 2.2.1]).
PROPOSITION 1.28 ([MON09, LEMMA 3.5]). Let H be a finite-dimensional k-Hopf algebra such
that dimk(H) = n and let A be a right H-comodule algebra. Consider H∗ acting on A with
AH
∗ = AcoH . Then the following assertions are equivalent:
(i) There exists u ∈ A and { fi } ⊂ H∗ such that { f1 ·u, . . . , fn ·u} is a basis for the free left AcoH -
module A (i.e., A has a normal basis over AcoH in the classical sense).
(ii) The algebra extension AcoH ⊂ A has the right normal basis property.
Proof. (i)⇒(ii): Assume that A has a normal basis over AcoH in the classical sense. Using the
identification H = H∗*λ of the previous paragraph, we may consider the left H∗-module map
φ : AcoH ⊗H → A given by
φ(b ⊗ ( f *λ)) := b( f ·u), for all b ∈ AcoH and f ∈ H∗.
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AcoH ⊗ H is a left H∗ module via f · (b ⊗h) = b ⊗ ( f * h), since this is the dual of the right
comodule structure given by id⊗∆. Thus, φ is a right H-comodule map. Since it is a left AcoH -
module isomorphism, AcoH has the normal basis property.
(ii)⇒(i): Now, assume that there exists an isomorphism φ : AcoH ⊗ H → A of left AcoH -
modules and right H-comodules. Given a k-basis { f1, . . . , fn} for H∗, the set
{1⊗ ( f1 *λ), . . . ,1⊗ ( fn *λ)}
is an AcoH -basis for AcoH ⊗ H . Hence, it follows that { f1 ·u, . . . , fn ·u} is an AcoH -basis for A,
where u =φ(1⊗λ). Thus AcoH ⊂ A has a normal basis in the usual sense.
In general, not all Hopf Galois extensions have the normal basis property (cf. [Mon93,
Example 8.2.3]). However, a result of Doi and Takeuchi characterizes extensions having the
normal basis property.
DEFINITION 1.38 (CLEFT EXTENSION, [MON93, DEFINITION 7.2.1]). Let A be a right H-co-
module algebra. The algebra extension AcoH ⊂ A is said to be H-cleft if there exists a right
H-comodule map γ : H → B which is convolution invertible.
REMARK 14. If AcoH ⊂ A is a H-cleft extension, then the map γ can always be chosen normalized,
in the sense that γ(1) = 1. Indeed, if it is not normalized we can replace γ by γ′ = γ−1(1)γ; this is
possible since 1 is a group-like element and hence γ(1) is invertible with inverse (γ(1))−1 = γ−1(1).
THEOREM 1.29 ([DNR01, THEOREM 6.4.12]). Let A be a right H-comodule algebra. Then the
following assertions are equivalent:
(i) There exists an invertible 2-cocycle and an action of H on AcoH such that A ∼= AcoH #σH.
(ii) The extension AcoH ⊂ A is H-cleft.
(iii) AcoH ⊂ A is a H-Galois extension and has the normal basis property.
Roughly speaking, this result establishes that every Hopf crossed product is “cleft” using the
convolution invertible map γ : H → A given by γ(h) = 1#h. The proof is extensive and can be
found in [DNR01].
Now, we discuss some conditions equivalent to AH ⊂ H being H∗-Galois.
LEMMA 1.30 ([MON93, LEMMA 8.3.2]). Let H be an arbitrary Hopf algebra and A a left H-
module algebra. Then the following assertions hold:
(i) A is a left A#H-module, via (a#h) ·b := a(h ·b), for all a,b ∈ A and h ∈ H.
(ii) A is a right AH -module, via right multiplication.
(iii) A is a A#H-AH -bimodule.
(iv) AH ∼= End(A#H A)op as algebras.
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Proof. (i) and (ii) are straightforward.
(iii) Let a ∈ AH , b#h ∈ A#H and c ∈ A. Hence, using the associativity of A we have
(b#h) · (ca) = b(h · (ca)) (1.19)= b [∑(h1 · c)(h2 ·a)]= b [∑(h1 · c)ε(h2)a]
= b[(h · c)a] = [b(h · c)]a = [(b#h) · c]a.
(iv) Let ψ : AH → End(A#H A) be given by a 7→ ar , where ar is the right multiplication by a in
AH . Notice that ar is indeed a A#H-map since, for all a ∈ AH , b#h ∈ A#H and c ∈ A, we have
ar ((b#h) · c) = [(b#h) · c]a = (b#h) · (ca) = (b#h) ·ar (c).
On the other hand, if a,b ∈ AH and x ∈ A#H A, then
ψ(a +b)(x) = (a +b)r (x) = x(a +b) = xa +xb = ar (x)+br (x) =ψ(a)(x)+ψ(b)(x),
ψ(ab)(x) = (ab)r (x) = x(ab) = (xa)b = (ar (x))b = br (ar (x)) = br ar (x),
ψ(1A)(x) = (1A)r (x) = x1A = x = idA(x).
Hence, ψ is an algebra anti-morphism. Clearly ar = 0 if and only if a1 = a = 0, so ψ is injective.
Moreover, it is surjective since for any σ ∈ End(A#H A) and a ∈ A, we have
σ(a) =σ(a1A) =σ(a(1H ·1A)) =σ((a#1H ) ·1A) = (a#1H ) ·σ(1A) = a(1H ·σ(1A)) = aσ(1A),
and hence σ=σ(1A)r =ψ(σ(1A)). Notice that σ(1A) is indeed an element of AH since, for any
h ∈ H ,
h ·σ(1A) = (1A#h) ·σ(1A) =σ((1A#h) ·1) =σ(h ·1A) (1.19)= ε(h)σ(1A).
When the antipode is bijective, the laterality in this result can be interchanged.
LEMMA 1.31 ([CFM90, LEMMA 0.3]). Let H be an arbitrary Hopf algebra such that the antipode
S is bijective, and let A be a left H-module algebra. Then the following assertions hold:
(i) A is a right A#H-module, via
b · (a#h) = S−1(h) · (ba), for all a,b ∈ A and h ∈ H ,
(ii) AH ∼= End(A A#H ) as algebras.
Proof. (i) The proof is similar to the one given for Lemma 1.30.
(ii) Let ψ : AH → End(A A#H ) be given by a 7→ al , where al is the left multiplication by a in
AH . Notice that al is indeed an A#H-map since, for all a ∈ AH , b ∈ A and c#h ∈ A#H , we have
al (b · (c#h)) = al (S−1(h) · (bc)) = a(S−1(h) · (bc)) = S−1(h) · (abc) = (ab) · (c#h) = al (b) · (c#h).
Here we used that the multiplication of A is a H-module map. On the other hand, if a,b ∈ AH
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and x ∈ A A#H , then
ψ(a +b)(x) = (a +b)l r (x) = (a +b)x = ax +bx = al (x)+bl (x) =ψ(a)(x)+ψ(b)(x),
ψ(ab)(x) = (ab)l (x) = (ab)x = a(bx) = a(bl (x)) = al (bl (x)) = al bl (x),
ψ(1A)(x) = (1A)l (x) = 1A x = x = idA(x).
Hence, ψ is an algebra morphism. Clearly al = 0 if and only if 1a = a = 0, so ψ is injective.
Moreover, it is surjective since for any σ ∈ End(A A#H ) and a ∈ A, we have
σ(a) =σ(1H ·a) =σ(S−1(1H ) · (1A a)) =σ(1A · (a#1H )) =σ(1A) · (a#1H )
= S−1(1H ) · (σ(1A)a) =σ(1A)a
and hence σ=σ(1A)l =ψ(σ(1A)). Notice that σ(1A) is indeed an element of AH since, for any
h ∈ H ,
h ·σ(1A) =σ(1A) · (1A#S(h)) =σ(1A · (1A#S(h))) =σ(h ·1A) (1.19)= ε(h)σ(1).
Using Lemma 1.30 and the notion of left trace function (that is, maps of the form λ̂ : A → AH
such that λ̂(a) = λa, for some left integral λ 6= 0 in H), works of Doi, Kreimer, Takeuchi and
Ulbrich lead to the following characterization of H∗-Galois extensions (cf. [DT86, KT81, vU82]).
THEOREM 1.32 ([MON93, THEOREM 8.3.3]). Let H be a finite-dimensional k-Hopf algebra and
A a left H-module algebra (and thus, a right H∗-comodule). Then the following assertions are
equivalent:
(i) AH ⊂ A is a right H∗-Galois extension.
(ii) The map π : A#H → End(A AH ) is an algebra morphism and A is finitely generated projective
as right AH -module.
(iii) A is a generator for the category of left A#H-modules.
(iv) If 0 6=λ ∈ ∫ lH , then the map [−,−] : A⊗AH A → A#H, given by [a,b] = aλb, is surjective.
(v) For any left A#H-module M, consider A⊗AH M H as a left A#H-module by letting A#H act
on A via π. Then the mapΦ : A⊗AH M H → M, given by a⊗m 7→ a ·m, is a left A#H-module
isomorphism.
In [Mon09, Example 4.6] it is shown that, even for group actions, Theorem 1.32 does not
necessarily holds.
Following [MR01, 1.1.6], for any two rings R and S, we say that they are connected by a Morita
context if there exist a R-S-bimodule RVS , a S-R-bimodule SWR and bimodule morphisms
[−,−] : W ⊗R V → S and (−,−) : V ⊗S W → R
such that, for all v, v ′ ∈V and w, w ′ ∈W , the relations
v ′ · [w, v] = (v ′, w) · v ∈V and [w, v] ·w ′ = w · (v, w ′) ∈W
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becomes an associative ring, where the formal operations are those of 2×2 matrices, using [−,−]
and (−,−) to compute the multiplication.
When the two maps [−,−] and (−,−) are surjective, we say that the rings R and S are Morita
equivalent. Notice that this is equivalent to saying that the four functors
−⊗R V : ModR → ModS , −⊗S W : ModS → ModR
W ⊗R − : R Mod → SMod V ⊗S − : SMod → R Mod
are equivalences of categories (cf. [MR01, 3.5.5]).
We shall see that, for any finite-dimensional Hopf algebra H and any left H-module algebra
A, such a set-up exists for the rings R = AH and S = A#H , using V =W = A. By Lemma 1.30, we
already guarantee that A is a A#H-AH -bimodule; however, the structure described in Lemma
1.31 is not enough for the other laterality to work. Hence, we proceed as follows: Recall that, if H




H are one-dimensional (cf. [Mon93,
Theorem 2.1.3]). Also notice that, if 0 6= λ ∈ ∫ lH , then λh ∈ ∫ lH , for any h ∈ H . Thus, there exist
α ∈ H∗ such that
λh =α(h)λ for all h ∈ H .
With the notation of Example 1.18, we define hα := α* h. Since α is multiplicative, it is a
group-like element of H∗ and thus the map h 7→ hα is an automorphism of H . By [Rad76],
λα = S(α). We define our new right action of A#H on A by
a · (b#h) = S−1hα · (ab), for all a,b ∈ A and h ∈ H . (1.41)
Notice that this is the action of Lemma 1.31 but “twisted” by α.
THEOREM 1.33 ([CFM90, THEOREM 2.10]). Let H be a finite-dimensional Hopf algebra and A a
left H-module algebra (and hence, a right H∗-comodule algebra). Consider A in A#H ModAH as in
Lemma 1.30, and in
AH
ModA#H with the right action of A#H given by (1.41). Then V = AH A A#H
and W = A#H A AH , together with the maps
[−,−] : A⊗AH A → A#H given by [a,b] := aλb,
(−,−) : A⊗A#H A → AH given by (a,b) :=λ · (ab),
give a Morita context for AH and A#H.
Using the left trace function, λ̂(A) =λ · A = (A, A). If we also consider the ideal AλA = [A, A],
the next result is immediate.
COROLLARY 1.34 ([MON09, COROLLARY 4.9]). Let H be a finite-dimensional Hopf algebra and
A a left H-module algebra. If 0 6=λ ∈ ∫ lH is such that the left trace function λ̂ : A → AH is surjective
and AλA = A#H, then A#H is Morita equivalent to AH .
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Since simplicity of A#H implies that AλA = A#H and semisimplicity of H implies that the
trace function is surjective (cf. [CFM90, Corollary 1.3]), the next result follows from Theorem
1.32.
COROLLARY 1.35 ([MON09, COROLLARY 4.9]). Let H be a semisimple finite-dimensional Hopf
algebra and A a left H-module algebra such that A#H is a simple algebra. Then AH ⊂ A is
H∗-Galois and AH is Morita equivalent to A#H.
Finally, we mention a relevant result also involving equivalences of categories of modules.
THEOREM 1.36 ([SCH90A, THEOREM I]). Let H be an arbitrary Hopf algebra with bijective an-
tipode and A a right H-comodule algebra. Then the following assertions are equivalent:
(i) AcoH ⊂ A is right H-Galois and A is a faithfully flat left (or right) AcoH -module.
(ii) The Galois map β : A⊗AcoH A → A⊗H is surjective and A is an injective H-comodule.
(iii) The functor Φ : ModAcoH → ModHA given by M 7→ M ⊗AcoH A is an equivalence.
(iv) The functor Φ′ :
AcoH
Mod → AModH given by M 7→ A⊗AcoH M is an equivalence.
Although in this section we tried to cover several properties of Hopf Galois extensions (HGE),
the list is large and it would be impossible to address them all. Nevertheless, we shall some
remarkable recent advances in Hopf Galois theory; we tried to list them in chronological order.
• Representation theory of HGE: In [Sch90b] some questions of representation theory were
addressed for HGE, such as induction and restriction of simple or indecomposable mod-
ules. In particular, generalizations were given of classical results on representations of
groups and Lie algebras.
• Maschke theorems for HGE: Classically, Maschke Theorem states that, if G is a finite group
and k a field whose characteristic does not divide the order of G , then the group algebra
kG is semisimple. For a finitely generated projective Hopf algebra H and a H-Galois
extension AcoH ⊂ A, [Doi90] proved an analogous of Maschke Theorem, stating that, if
AcoH is semisimple artinian, then so is A.
• Hopf biGalois objects and Galois theory for HGE: A result in [vOZ94] proves that, if k⊂ A
are fields such that k⊂ A is a L-H-biGalois extension, then there is a one-to-one corre-
spondence between the Hopf ideal of L and the H-costable intermediate fields F ⊂ A.
This correspondence theorem is a generalization of the classical Galois connection in
field extension theory. On the other hand, [Sch96] proves that the existence of a L-H-
biGalois object is equivalent to H and L being monoidally co-Morita k-equivalent, i.e,
their monoidal categories of comodules are equivalent as monoidal k-linear categories.
This leads to another Galois correspondence that is studied in [Sch98]. More recently, the
existence of a Galois connection between subalgebras of an H-comodule algebra and
generalized quotients of the Hopf algebra H was proven in [MS09].
• Hopf Galois coextensions: We studied above the relation between HGE and the normal
basis property; however, there exists a coalgebra version of the normal basis property
CHAPTER 1. HOPF GALOIS EXTENSIONS: PRELIMINARIES, DEFINITIONS AND EXAMPLES 51
involving the notion of crossed coproduct and cleft coextension, introduced by [DMR96].
This is further studied in [CWW03] addressing the notion of Hopf Galois coextension and
twisting techniques. More recently, this theory was used in [Has12] to show that Hopf
Galois coextensions of coalgebras are the sources of stable anti Yetter-Drinfeld modules.
• Hochschild cohomology on HGE: In [Şte95], for a H-Galois extension AcoH ⊂ A, spec-
tral sequences are constructed and used to connect the Hochschild cohomologies and
homologies of A and AcoH . This is further studied in [MŞ10].
• HGE with central invariants: A H-Galois extension AcoH ⊂ A is said to have central in-
variants if AcoH ⊂ Z (A). In [Rum98] these HGE were studied, addressing some geometric
properties which are close to those of principal bundles and Frobenius manifolds.
• Prime ideals in HGE: Let H be a finite-dimensional Hopf algebra and AcoH ⊂ A a H-Galois
extension such that A is a faithfully flat as a left AcoH -module. In [MS99] a comparison
between the prime ideals of AcoH and of A was made, studying in particular the clas-
sical Krull relations. Since Hopf crossed products are examples of faithfully flat Galois
extensions, those results were applied to crossed products. They also show that if H is
semisimple and semisolvable, then A is semiprime, provided AcoH is H-semiprime.
• Cyclic homology of HGE: For a Hopf algebra H , the category C M m(H ) of modular crossed
module over H was introduced in [JŞ06]. If M ∈ C M m(H) and L is a Hopf subalgebra,
they computed the cyclic homology of H ⊗L M under certain restrictions for L and M ; this
in particular was used to calculate the cyclic homology of group algebras, quantum tori
and almost symmetric algebras. This is further studied in [HR13].
• Algebraic K-theory of HGE: The concept of principal extensions (cf. Definition 1.35) was
firstly introduced in [BH04]; along the applications given in this document, principal
extensions also were used to construct an explicit formula for the Chern–Galois character
(which is a homomorphism of Abelian groups that assigns the homology class of an even
cyclic cycle to the isomorphism class of a finite-dimensional corepresentation). On the
other hand, years later [AW10] showed that the Cartan map from K-theory to G-theory of
HGE is a rational isomorphism, provided the subalgebra of coinvariants is regular, the
base Hopf algebra is finite-dimensional and its Cartan map is injective in degree zero.
This, in particular, covers the case of a crossed product of a regular ring with a finite group
and was applied to the study of Iwasawa modules.
• Generalized HGE: For an extension AcoH ⊂ A to be H-Galois is required the bijectivity
of the Galois map β : A⊗AcoH A → A⊗H . Criteria under which surjectivity of β (which is
usually much easier to verify) is sufficient were studied in [SS05]; they used such criteria
to investigate the structure of A as an AcoH -module and a H-comodule. In particular,
equivariant projectivity of extensions in several important cases was proven. Moreover,
they reconstructed the theory when the Hopf algebra H is interchanged for a quotient
coalgebra or an one-sided module of a Hopf algebra. In parallel, [Bö05] also recreated the
theory when H is a Hopf algebroid.
• Homotopy theory of HGE: As we have remarked before, HGE can be viewed as the non-
commutative analogues of principal fibre bundles where the role of the structural group is
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played by a Hopf algebra. It is therefore natural to adapt the concept of homotopy to them;
such construction was made in [KS05]. In their paper, they classify HGE up to homotopy
equivalence and some homotopy invariants were studied. More generally, in [Hes09],
a theory of homotopic HGE in a monoidal category (with compatible model category
structure) was introduced; this generalizes the case of structured ring spectra.
• HGE in braided tensor categories: Braided Hopf algebras have attracted much attention
in both mathematics and mathematical physics since they play an important role in the
classification of finite-dimensional pointed Hopf algebras (cf. [AS02]); the immediate gen-
eralization of such setup is the concept of braided tensor categories (BTC). Hence, [ZZ03]
generalized HGE to BTC, showing that if the category C is BTC and has (co)equalizers,
A = B#σH is a crossed product algebra if and only if the extension B ⊂ A is Galois, the
canonical map q : A⊗ A → A⊗B A is split and A is isomorphic as left B-modules and right
H-comodules to B ⊗H in C (cf. Theorem 1.29).
• Morita (auto)equivalences of HGE: Let AcoH ⊂ A and B coH ⊂ B be two H-Galois extensions.
In [CCMT07] was investigate the category AMod
H
B of relative Hopf bimodules and therefore
the Morita equivalences between A and B induced by them. More recently, in [CM10]
were addressed H-Morita autoequivalences of HGE, introduced the concept of H-Picard
group, and established an exact sequence linking the H-Picard group of the comodule
algebra A and the Picard group of AcoH .
• Generic HGE: [Kas09] deals with associative algebras αH , called twisted algebras, obtained
from a Hopf algebra H by twisting its product by a cocycle α. They coincides with the
class of cleft objects; as we saw in the examples, classical Galois extensions and strongly
graded algebras belong to this class. Continuing his work in [AK08], where they attached
two “universal algebras” U (H)α and A(H)α to each twisted algebra αH , Kassel studies
the second algebra, A(H)α, which is a “generic” version of αH . Then, he calculates the
generic cocycle cohomologous to the original cocycle α, and considers the commutative
algebra B(H )α generated by the values of the generic cocycle and of its convolution inverse.
He proves that A(H)α is a cleft H-Galois extension of B(H)α, called a generic H-Galois
extension. Some theory regarding versal deformation spaces is developed.
• Cohen-Macaulay invariant subalgebra of dense HGE: Let H be a finite-dimensional Hopf
algebra and A a left H-module (and hence, a right H∗-comodule). The algebra extension
AH ⊂ A is called a H∗-dense Galois extension if the cokernel of the Galois map β : A⊗AH
A → A⊗H∗ is finite-dimensional (no bijectivity required). Obviously the concept of Hopf
dense Galois extension is a weaker version of that of HGE. When H is semisimple and A is
left H-noetherian, [HZ17] proved that AH will inherit the AS-Cohen-Macaulay property
from A under some mild conditions, and A, when viewed as a right AH -module, is a
Cohen-Macaulay module.
• HGE for Hopf categories: The concept of k-algebra is translated to category theory with
the notion of k-linear category; similarly, there exist categorical versions of bialgebras
and Hopf algebras, respectively termed k-linear semi-Hopf categories and k-linear Hopf
categories. It turns out that several classical properties of Hopf algebras can be generalized
to Hopf categories (cf. [BCV16]). In [CF18] a notion of Hopf-Galois category extension
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is introduced and studied. Later in this document we will mention descent datums; the
cited paper also extended this notion to categories.
1.4 QUANTUM TORSORS
We saw in Example 1.3.1.9 that the notion of (classical) torsor is present in many algebraic
formulations of different contexts, such as vector bundle, affine scheme, categorical bundles,
etc.; furthermore, dualizing such setup, we motivated the notion of Hopf Galois extension based
on the bijectivity of the mapα∗. However, in recent years other approaches to non-commutative
torsors have been achieved. In this section we review the one given by [Gru03] in which, instead
of working with α∗ and the freeness of the action, a “parallelogram” property of torsors is used.
Following [Bae09], we shall give a rough motivation to this “parallelogram” property with one
simple example, although a more detailed can be found in [Gru03, §1.2] for torsors in general.
Recall that, when working with vectors on the euclidean plane, a point is fixed and called the
origin. Thus, any point in the plane is identified with the arrow going from the origin to that point.
This lets us add points in the plane by adding their arrows (in other words, the parallelogram
property), makingR2 a group. However, if we forget the origin, we lost the identification of points
with arrows. In this case we can not longer add them, but we can still subtract two of them and
get an arrow. Thus, the plane (without origin) is a R2-torsor. The moral of this is that, although
we are not longer able to apply the parallelogram property with arrows, we can still associate
to three points a,b,c a fourth point d such that a,b,c,d is a parallelogram. In multiplicative
notation for an arbitrary G-torsor, we have identified the assignation (a,b,c) 7→ d := ab−1c.
The following axioms dualize this setup to the non-commutative case.
DEFINITION 1.39 (QUANTUM TORSOR, [SCH03, DEFINITION 3.1]). A quantum K -torsor is a K -
algebra T together with an algebra morphism µ : T → T ⊗T op ⊗T such that the following
diagrams commute:
T T ⊗T op ⊗T
T ⊗T op ⊗T T ⊗T op ⊗T ⊗T op ⊗T
µ
µ idT ⊗ idT op ⊗µ
µ⊗idT op ⊗ idT
T





Following [Gru03], we extend Sweedler’s sigma notation.
NOTATION (GENERALIZED SWEEDLER’S SIGMA NOTATION FOR QUANTUM TORSORS). Let T be a
K -torsor with associated map µ : T → T ⊗T op ⊗T . For all x ∈ T , forgetting the summation
symbol, we denote
µ(x) = x(1) ⊗x(2) ⊗x(3).
With this, the left diagram of Definition 1.39 can be written as
µ(x(1))⊗x(2) ⊗x(3) = x(1) ⊗x(2) ⊗µ(x(3)), (1.42)
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while right diagram states
x(1) ⊗x(2)x(3) = x ⊗1T ,
x(1)x(2) ⊗x(3) = 1T ⊗x.
The torsor is said to be commutative if T is a commutative algebra. If µ = µop , where
µop (x) = x(3) ⊗x(2) ⊗x(1), the torsor is said to be equipped with a commutative law.
In order to relate quantum torsors with Hopf Galois extensions, we briefly recall the mecha-
nism of faithfully flat descent for extensions of non-commutative rings and a related result.
DEFINITION 1.40 (DESCENT DATUM, [SCH03, DEFINITION 2.1]). Let R be a subring of the ring
S, with the inclusion map denoted by η : R → S, and let M be a left S-module with structure map
γ : S ⊗M → M . An S/R-descent datum on M is a left S-module map D : M → S ⊗R M such that
the following diagrams commute:
M S ⊗R M
S ⊗R M S ⊗R S ⊗R M
D
D idS ⊗R D
idS ⊗Rη⊗R idM





Consider the pairs (M ,D), consisting of a S-module M and a S/R-descent datum D on M ,
together with arrows f : (M ,D) → (N ,E), where f : M → N is a S-module morphism such that
E f = (idS ⊗ f )D . This category is denoted by DD(S/R).
When S is faithfully flat as right R-module, there exists an equivalence between the category
of left R-modules and the category describe above.
LEMMA 1.37 (BECK’S THEOREM, [SCH03, THEOREM 2.2]). Let R be a subring of the ring S, with
the inclusion map denoted by η : R → S. If the category of left R-modules is denoted by R Mod, then
the assignation R Mod → DD(S/R) given by N 7→ (S ⊗R N ,D), where
D(s ⊗n) = s ⊗1⊗n ∈ S ⊗R ⊗S ⊗R N ,
induces a functor. Moreover, if S is faithfully flat as right R-module, then this functor is an
equivalence. The inverse equivalence is given in objects as
(M ,D) 7→ D M := {m ∈ M : D(m) = 1⊗m}.
In particular, for every descent datum (M ,D), the map f : S ⊗R D M → M given by s ⊗m 7→ sm is
an isomorphism with inverse induced by D, i.e., f −1 : M → S ⊗R D M is given by f −1(m) = D(m).
The next result shows that every torsor induces a decent datum.
LEMMA 1.38 ([SCH03, LEMMA 3.3]). Let T be a quantum K -torsor. If µ : T → T ⊗T op ⊗T is the
associated map to T , then
D := (m ⊗ idT ⊗ idT )(idT ⊗µ) : T ⊗T → T ⊗T ⊗T
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is a T /K -decent datum on the left T -module T ⊗T . Moreover, it satisfies
(idT ⊗D)µ(x) = x(1) ⊗1⊗x(2) ⊗x(3) = (idT ⊗1T ⊗ idT ⊗ idT )µ(x).
REMARK 15. For the sake of notation, we will denote an arbitrary element of T ⊗T by x ⊗ y ,
without necessarily implying that it is a simple tensor. We also drop the summation symbol in
coalgebras and right comodules, simply writing ∆(c) = c(1) ⊗ c(2) and ρ(n) = n(0) ⊗n(1) for the
respective operations.
Proof of Lemma 1.38. In Sweedler’s sigma notation, for every x ⊗ y ∈ T ⊗T , we have
D(x ⊗ y) = x y (1) ⊗ y (2) ⊗ y (3).
Left T -linearity of this map is obvious. Additionally, for every x ⊗ y ∈ T ⊗T we have
(idT ⊗D)D(x ⊗ y) = (idT ⊗D)(x y (1) ⊗ y (2) ⊗ y (3)) = x y (1) ⊗D(y (2) ⊗ y (3))
= x y (1) ⊗ (m ⊗ idT ⊗ idT )(y (2) ⊗µ(y (3)))
= (m ⊗m ⊗ idT ⊗ idT )(x ⊗ y (1) ⊗ y (2) ⊗µ(y (3)))
= (m ⊗m ⊗ idT ⊗ idT )(x ⊗µ(y (1))⊗ y (2) ⊗ y (3))
= (m ⊗ idT ⊗ idT ⊗ idT )(x ⊗ y (1)(1) ⊗ y (1)(2) y (1)(3) ⊗ y (2) ⊗ y (3))
= (m ⊗ idT ⊗ idT ⊗ idT )(x ⊗ y (1) ⊗1T ⊗ y (2) ⊗ y (3))
= x y (1) ⊗1T ⊗ y (2) ⊗ y (3)
= (idT ⊗1T ⊗ idT⊗T )(x y (1) ⊗ y (2) ⊗ y (3))
= (idT ⊗1T ⊗ idT⊗T )D(x ⊗ y),
which confirms the commutativity of the left diagram in Definition 1.40. For the right diagram,
we have
γT⊗T D(x ⊗ y) = γT⊗T (x y (1) ⊗ y (2) ⊗ y (3)) = x y (1) y (2) ⊗ y (3)
= (m ⊗ idT )(x ⊗ y (1) y (2) ⊗ y (3)) = (m ⊗ idT )(x ⊗1T ⊗ y) = x ⊗ y.
Hence, D is a T /K -decent datum on the left T -module T ⊗T .
Now, we are ready to prove a remarkable result. It states that every faithfully flat quantum
K -torsor T is a right H-Galois object, for a suitable Hopf algebra H provided by the categorical
equivalence of Lemma 1.38.
THEOREM 1.39 ([SCH03, THEOREM 3.4]). Let T be a faithfully flat quantum K -torsor and
H := D (T ⊗T ) = {x ⊗ y ∈ T ⊗T : x y (1) ⊗ y (2) ⊗ y (3) = 1⊗x ⊗ y}.
Then the following assertions hold:
(i) H is a Hopf algebra. The algebra structure is that of a subalgebra of T op ⊗T ; comultiplica-
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tion and counit are given by
∆(x ⊗ y) = x ⊗ y (1) ⊗ y (2) ⊗ y (3) and ε(x ⊗ y) = x y.
(ii) T is a right H-comodule algebra with structure map given by
ρ(x) =µ(x) = x(1) ⊗x(2) ⊗x(3).
Moreover, T coH = K .
(iii) T is a right H-Galois object.
Proof. (i) Since µ is a morphism of algebras, given x ⊗ y, a ⊗b ∈ H , we have
D[(x ⊗ y)(a ⊗b)] = D(xa ⊗ yb) = xa(yb)(1) ⊗ (yb)(2) ⊗ (yb)(3) = xay (1)b(1) ⊗b(2) y (2) ⊗ y (3)b(3)
= ab(1) ⊗b(2)x ⊗ yb(3) = 1⊗ax ⊗ yb = 1⊗xa ⊗ yb = 1⊗ (x ⊗ y)(a ⊗b).
Here we used that the second coordinate of the tensor is in T op . The above proves that H is a
subalgebra of T op ⊗T . Now, since H is faithfully flat, it is the equalizer of
T ⊗T ⊗H T ⊗T ⊗T ⊗H
D⊗idH
uT ⊗idT ⊗ idT ⊗ idH
and thus the image of ∆ is contained in H ⊗H , showing that ∆ is well defined. Now, if x ⊗ y ∈ H ,
then
[(idH ⊗∆)∆](x ⊗ y) = (idH ⊗∆)(x ⊗ y (1) ⊗ y (2) ⊗ y (3)) = x ⊗ y (1) ⊗ y (2) ⊗ (y (3))(1) ⊗ (y (3))(2) ⊗ (y (3))(3),
while
[(∆⊗ idH )∆](x ⊗ y) = (∆⊗ idH )(x ⊗ y (1) ⊗ y (2) ⊗ y (3)) = x ⊗ (y (1))(1) ⊗ (y (1))(2) ⊗ (y (1))(3) ⊗ y (2) ⊗ y (3).
By (1.42) these two expressions are equivalent, proving the coassociativity of∆. Moreover,∆ is an
algebra map since µ is. On the other hand, if x ⊗ y ∈ H , we have x y ⊗1 = x y (1) ⊗ y (2) y (3) = 1⊗x y ,
whence x y ∈ K by faithful flatness of T . This proves that ε is well defined. Moreover,
[(ε⊗ idH )∆](x ⊗ y) = (ε⊗ idH )(x ⊗ y (1) ⊗ y (2) ⊗ y (3)) = x y (1) ⊗ y (2) ⊗ y (3) = 1⊗x ⊗ y,
[(idH ⊗ε)∆](x ⊗ y) = (idH ⊗ε)(x ⊗ y (1) ⊗ y (2) ⊗ y (3)) = x ⊗ y (1) ⊗ y (2) y (3) = x ⊗ y ⊗1.
This proves the main property of the counit. Is easy to check that ε is an algebra morphism.
Therefore H is a K -bialgebra. Once (ii)-(iii) are proven below, we can invoke Remark 10 to
guarantee that H is in fact a Hopf algebra.
(ii) In order to prove that ρ : T → T ⊗H is well defined, we have to check that the image of µ
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is contained in T ⊗H , which is, by faithful flatness of T , the equalizer of
T ⊗T ⊗T T ⊗T ⊗T ⊗T
idT ⊗D
idT ⊗uT ⊗idT ⊗ idT
But in the proof of Lemma 1.38 was shown that (idT ⊗D) = (idT ⊗1T ⊗ idT ⊗ idT ). On the other
hand, since µ is an algebra morphism, so is ρ. Finally, using Proposition 1.8 we have that T is a
right H-comodule. Moreover, if x ∈ T coH then x⊗1 = x(1)x(2)⊗x(3) = 1⊗x ∈ T ⊗T , whence x ∈ K
by faithful flatness of T ; the other contenence is straightforward.
(iii) The Galois map β : T ⊗T → T ⊗H is given by
β(x ⊗ y) = (x ⊗1⊗1)ρ(y) = x y (1) ⊗ y (2) ⊗ y (3) = D(x ⊗ y)
By Lemma 1.37, β is an isomorphism. It follows that H is faithfully flat over K .
In [Gru03], as part of Definition 1.39, an algebra morphism θ : T → T satisfying
(idT ⊗ idT op ⊗θ⊗ idT op ⊗ idT )(µ⊗ idT op ⊗ idT )µ= (idT ⊗µop ⊗ idT )µ, (1.44)
(θ⊗θ⊗θ)µ=µθ, (1.45)
is also required. [Sch03] called θ a Grunspan map. However, as remarked in [Gru03, Note 2.3], θ
is fully determined by the multiplication of T and µ, via
(m ⊗ idT ⊗m)(idT ⊗µop ⊗ idT )µ(x) = 1T ⊗θ(x)⊗1T .
In Sweedler’s sigma notation this can be stated as
θ(x) = x(1)x(2)(3)x(2)(2)x(2)(1)x(3).
Notice that if T is either commutative or equipped with a commutative law, then θ = idT . If θ is
bijective, the quantum torsor is said to be autonomous.
As we shall see later, the existence of the Grunspan map is demonstrable, and hence it is
not necessary to require it in Definition 1.39. For that, we prove some preliminaries in order to
enunciate the converse of Theorem 1.39.
Let H be an arbitrary K -Hopf algebra and T a right H-Galois object with bijective Galois
map β : T ⊗T → T ⊗H . We define γ : H → T ⊗T by
γ(h) :=β−1(1⊗h), for all h ∈ H , (1.46)
and write γ(h) = h[1] ⊗h[2] ∈ T ⊗T . Notice that h[1] ⊗h[2] is not necessary a simple tensor. With
this notation, we obtain the following formulas.
LEMMA 1.40 ([SCH90B, REMARK 3.4]). Let H be an arbitrary K -Hopf algebra and T a H-Galois
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object. Then γ : H → T ⊗T defined by (1.46) satisfies the following relations:
x(0)x(1)
[1] ⊗x(1)[2] = 1⊗x, for all x ∈ T, (1.47)
h[1]h[2] = ε(h), for all h ∈ H , (1.48)
h[1]h[2](0) ⊗h[2](1) = 1⊗h, for all h ∈ H , (1.49)
h[1] ⊗h[2](0) ⊗h[2](1) = h(1)[1] ⊗h(1)[2] ⊗h(2), for all h ∈ H , (1.50)
h[1](0) ⊗h[2] ⊗h[1](1) = h(2)[1] ⊗h(2)[2] ⊗S(h(1)), for all h ∈ H , (1.51)
(g h)[1] ⊗ (g h)[2] = h[1]g [1] ⊗ g [2]h[2], for all h, g ∈ H , (1.52)
1[1] ⊗1[2] = 1⊗1. (1.53)
Proof. Recall that, since T is a H-Galois object, there exist an structure map ρ : T → T ⊗ H
endowing T with a right H-comodule algebra structure. Hence, β= (mT ⊗ idH )(idT ⊗ρ) is an
algebra morphism. Then, for all x ∈ T we have,
β(x(0)x(1)
[1] ⊗x(1)[2]) =β(x(0) ⊗1)β(γ(x(1))) = (x(0) ⊗1)β(β−1(1⊗x(1))) = (x(0) ⊗1)(1⊗x(1))
= x(0) ⊗x(1) = 1x(0) ⊗x(1) = (1⊗1)ρ(x) =β(1⊗x),
an hence, applying β−1, we get (1.47).
Now, since for every x ⊗ y ∈ T ⊗T ,
[(idT ⊗ε)β](x ⊗ y) = (idT ⊗ε)(x y0 ⊗ y1) = x y0 ⊗ε(y1) = x y0ε(y1)⊗1H = x y ⊗1H .
We get (idT ⊗ε)β= (m ⊗1H ). Applying to β−1, we get (1.48).
(1.49) immediately follows from
h[1]h[2](0) ⊗h[2](1) = (h[1] ⊗1)ρ(h[2]) =β(h[1] ⊗h[2]) =β(β−1)(1⊗h) = 1⊗h.
Now, if ρT⊗T (resp. ρT⊗H ) denotes the structure map of T ⊗T (resp. T ⊗ H) as right H-
comodule via (1.39) (resp. (1.40)), the H-collinearity of β (cf. Proposition 1.27) guaranties
ρT⊗Hβ= (β⊗ idH )ρT⊗T .
Hence, for all h ∈ H we have
(β⊗ idT )(h[1] ⊗h[2](0) ⊗h[2](1)) = [(β⊗ idH )ρT⊗T ](h[1] ⊗h[2]) = ρT⊗Hβ(γ(h)) = ρT⊗H (1⊗h)
= 1⊗h(1) ⊗h(2) =β(γ(h(1)))⊗h(2) = (β⊗ idT )(h(1)[1] ⊗h(1)[2] ⊗h(2)),
which proves (1.50).
Similarly, (1.51) follows from the collinearity of β in the sense of (1.37) and (1.38). Finally, to
prove (1.52) apply β and use (1.50).
Notice that (1.52)-(1.53) say that γ : H → T op ⊗T is an algebra morphism.
LEMMA 1.41 ([SCH02, LEMMA 3.1]). Let T be a faithfully flat H-Galois object. Then
S(x(1))
[1] ⊗x(0)S(x(1))[2] ∈ T ⊗K ⊂ T ⊗T, for all x ∈ T, (1.54)
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and
h[1](1) ⊗S(h(2))[1] ⊗h[2](1)S(h(2))[2] ∈ T ⊗T ⊗K ⊂ T ⊗T ⊗T, for all h ∈ H . (1.55)
Proof. If ρ : T → T ⊗H is the structure map of T as H-comodule algebra, for x ∈ T we have
S(x(1))
[1] ⊗ρ(x(0)S(x(1))[2]) = S(x(2))[1] ⊗x(0)S(x(2))[2](0) ⊗x(1)S(x(2))[2](1)
(1.50)= S(x(2))(1)[1] ⊗x(0)S(x(2))(1)[2] ⊗x(1)S(x(2))(2)
= S(x(3))[1] ⊗x(0)S(x(3))[2] ⊗x(1)S(x(2))
= S(x(1))[1] ⊗x(0)S(x(1))[2] ⊗1,
in T ⊗T ⊗H . Since T coH = K and T is flat over K , this proves the first claim. Similarly, for h ∈ H
we have
h(1)
[1] ⊗S(h2)[1] ⊗ρ(h(1)[2]S(h(2))[2]) (1.50)= h[1](1) ⊗S(h(3))(1)[1] ⊗h(1)[2]S(h(3))(1)[2] ⊗h(2)S(h(3))(2)
= h(1)[1] ⊗S(h(4))[1] ⊗h(1)[2]S(h(4))[2] ⊗h(2)S(h(3))
= h(1)[1] ⊗S(h(2))[1] ⊗h(1)[2]S(h(2))[2] ⊗1,
proving the second claim, again by flatness of T .
Roughly speaking, this result says that the elements x(0)S(x(1))[2] and h(1)
[2]S(h(2))[2] behave
like scalars and hence, in calculation below, we will be able to move these around freely in any
K -multilinear expression.
THEOREM 1.42 ([SCH02, THEOREM 3.2]). Let T be a faithfully flat H-Galois object. Then T is a
quantum K -torsor with associated map µ : T → T ⊗T op ⊗T defined by
µ(x) = (idT ⊗γ)ρ(x) = x(0) ⊗x(1)[1] ⊗x(1)[2], for all x ∈ T.
Moreover, T has a Grunspan map θ : T → T given by
θ(x) = (x(0)S(x(1))[2])S(x(1))[1] = S(x(1))[1](x(0)S(x(1))[2]).
Proof. For all calculations, we let x, y ∈ T and h ∈ H . Notice that, since ρ and γ are algebra
morphisms, so is µ. We have,
(idT ⊗ idT op ⊗µ)µ(x) = (idT ⊗ idT op ⊗µ)(x(0) ⊗x(1)[1] ⊗x(1)[2]) = x(0) ⊗x(1)[1] ⊗µ(x(1)[2])
= x(0) ⊗x(1)[1] ⊗x(1)[2] ⊗γ(x(1)[2](1))
(1.50)= x(0) ⊗x(1)[1] ⊗x(1)[2] ⊗γ(x(2))
=µ(x(0))⊗γ(x(1)) = (µ⊗ idT op ⊗T )µ(x),
which proves the commutativity of the left diagram in (1.43). Additionally we have,
(idT ⊗m)µ(x) = (idT ⊗m)(x(0) ⊗x(1)[1] ⊗x(1)[2]) = x(0) ⊗x(1)[1]x(1)[2] (1.48)= x(0) ⊗ε(x(1)) = x ⊗1.
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On the other hand,
(m ⊗ idT )µ(x) = (m ⊗ idT )(x(0) ⊗x(1)[1] ⊗x(1)[2]) = x(0)x(1)[1] ⊗x(1)[2] (1.47)= 1⊗x.
These two relations prove the commutativity of the right diagram in (1.43). Hence, T is a
quantum K -torsor.
Now, since
θ(x y) = ((x y)(0)S((x y)(1))[2])S((x y)(1))[1] = x(0) y(0)S(x(1) y(1))[2]S(x(1) y(1))[1]
= x(0) y(0)(S(y(1))S(x(1)))[2](S(y(1))S(x(1)))[1]
(1.52)= x(0)[y(0)S(y(1))[2]]S(x(1))[2]S(x(1))[1]S(y(1))[1]
(1.54)= x(0)S(x(1))[2]S(x(1))[1][y(0)S(y(1))[2]]S(y(1))[1] = θ(x)θ(y),
θ is an algebra morphism. Moreover,
h[1] ⊗θ(h[2]) = h[1] ⊗h[2](0)S(h[2](1))[2]S(h[2](1))[1] (1.50)= h(1)[1] ⊗ [h(1)[2]S(h(2))[2]]S(h(2))[1]
(1.55)= h(1)[1][h(1)[2]S(h(2))[2]]⊗S(h(2))[1] (1.48)= ε(h(1))S(h(2))[2] ⊗S(h(2))[1]
= S(h)[2] ⊗S(h)[1], (1.56)
so we conclude that
(idT ⊗ idT op ⊗θ)µ(x) = (idT ⊗ idT op ⊗θ)(x(0) ⊗x(1)[1] ⊗x(1)[2]) = x(0) ⊗x(1)[1] ⊗θ(x(1)[2])
= x(0) ⊗S(x(1))[2] ⊗S(x(1))[1].
Hence,
(idT ⊗ idT op ⊗θ⊗ idT op ⊗ idT )(µ⊗ idT op ⊗ idT )µ(x)
= (idT ⊗ idT op ⊗θ⊗ idT op ⊗ idT )(µ⊗ idT op ⊗ idT )(idT ⊗γ)(x(0) ⊗x(1))
= (idT ⊗ idT op ⊗θ)µ(x(0))⊗γ(x(1)) = x(0) ⊗S(x(1))[2] ⊗S(x(1))[1] ⊗γ(x(2));
on the other hand,




(1.51)= x(0) ⊗S(x(1))[2] ⊗S(x(1))[1] ⊗x(2)[1] ⊗x(2)[2].
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Comparing these two equalities, we get (1.44). To prove (1.45), we first see that
ρθ(x) = ρ([x(0)S(x1)[2]]S(x(1))[1]) (1.54)= x(0)S(x(1))[2]ρ(S(x(1))[1])
= x(0)S(x(1))[2]S(x(1))[1](0) ⊗S(x(1))[1](1)
(1.51)= x(0)S(x(1))(2)[2]S(x(1))(2)[1] ⊗S(S(x(1))(1))
= x(0)S(x(1))[2]S(x(1))[1] ⊗S2(x(2)) = θ(x(0))⊗S2(x(2)) (1.57)
and therefore
(θ⊗θ⊗θ)µ(x) = θ(x(0))⊗θ(x(1)[1])⊗θ(x(1)[2]) (1.56)= θ(x(0))⊗θ(S(x(1))[2])⊗S(x(1))[1]
(1.56)= θ(x(0))⊗S2(x(1))[1] ⊗S2(x(1))[2] = θ(x(0))⊗γ(S2(x(1)))
(1.57)= θ(x)(0) ⊗γ(θ(x)(1)) =µθ(x).
This proves that θ is a Grunspan map.
Under conditions of faithful flatness, we have thus shown that
Quantum torsors ⇔ Hopf Galois objects.
Moreover, if T is a quantum torsor, by Theorem 1.39, it is a faithfully flat right H-Galois
object. But by Theorem 1.42, every faithfully flat right H-Galois object is a quantum torsor with
Grunspan map. Hence, we have the following.
COROLLARY 1.43 ([SCH03, COROLLARY 3.6]). Every quantum torsor has a Grunspan map.
Now we present some examples from [Gru03]. Some of them evidence that this new per-
spective of Hopf Galois objects may include examples not studied as such before.
EXAMPLE 1.25 (HOPF ALGEBRAS). Let H be a K -Hopf algebra. By taking µ= (idH ⊗S ⊗ idH )∆2,
H becomes a K -torsor. Indeed, for every h ∈ H ,
[(µ⊗ idH op ⊗ idH )µ](h) = (µ⊗ idH op ⊗ idH )(h(1) ⊗S(h(2))⊗h(3))
= h(1)(1) ⊗S(h(1)(2))⊗h(1)(3) ⊗S(h(2))⊗h(3)
= h(1) ⊗S(h(2))⊗h(3) ⊗S(h(4))⊗h(5)
= h(1) ⊗S(h(2))⊗h(3)(1) ⊗S(h(3)(2))⊗h(3)(3)
= (idH ⊗ idH op ⊗µ)(h(1) ⊗S(h(2))⊗h(3)) = [(idH ⊗ idH op ⊗µ)µ](h),
which proves commutativity of the left diagram in (1.43). Similarly,
[(idH ⊗m)µ](h) = (idH ⊗m)(h(1) ⊗S(h(2))⊗h(3)) = h(1) ⊗S(h(2))h(3)
= h(1) ⊗ε(h(2)) = h(1)ε(h(2))⊗1 = h ⊗1,
[(m ⊗ idH )µ](h) = (m ⊗ idH )(h(1) ⊗S(h(2))⊗h(3)) = h(1)S(h(2))⊗h(3)
= ε(h(1))⊗h(2) = 1⊗ε(h(1))h(2) = 1⊗h,
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showing the commutativity of the left diagram in (1.43). Moreover, since S is an anti-morphism
µ(S(h)) = (idH ⊗S ⊗ idH )∆2(S(h)) = (idH ⊗S ⊗ idH )(S(h(3))⊗S(h(2))⊗S(h(1)))
= S(h(3))⊗S2(h(2))⊗S(h(1));
hence,
θ(h) = h(1)h(2)(3)h(2)(2)h(2)(1)h(3) = h(1)S(h(2))S2(h(3))S(h(4))h(5)
= ε(h(1))S(S(h(2)))ε(h(3)) = S2(ε(h(1))h(2))ε(h(3)) = S2(h1)ε(h(2)) = S2(h).
Thus, θ = S2.
EXAMPLE 1.26 (SIMPLE ALGEBRAIC FIELD EXTENSIONS). Recall that a simple field extension E
of a field k is one obtained by the adjunction of a single element, i.e., E = k(α); in such a case, α
is called primitive. It is known that, if α is algebraic over k, then




: f , g ∈ k[x], g (α) 6= 0
}
∼= k[x]/〈qα(x)〉,
where k[x] is the classical univariate polynomial algebra over k and qα(x) is the minimal poly-
nomial of α over k, i.e., the unique monic k-polynomial of smallest degree satisfied by α (cf.
[Rom06, Theorem 2.4.1]). Moreover, if d = dg(qα(x)), then the set {1,α, . . . ,αd−1} is a k-basis for
E .
Suppose that k⊂ E is a Galois extension of fields. Then, if G = {g1, . . . , gn} is the associated
Galois group and {p1, . . . , pn} ⊂ kG is the dual basis, by Theorem 1.14, we known that the Galois




F gi (G)⊗pi , for all F,G ∈ E ,
is bijective. Notice that the simple extension




: f , g ∈ k[x, y], g (α,β) 6= 0
}
can be identified with the algebra E ⊗E in such a way that α 7→α⊗1 and γ 7→ 1⊗α. Then, clearly




β− g j (α)
gk (α)− g j (α)
, for all k = 1, . . . ,n.






1gi (α)− g j (α)gi (1)






gi (α)− g j (α)




gk (α)− g j (α)
gk (α)− g j (α)
⊗pk = 1E ⊗pk .
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gi (F )⊗Pi , for all F ∈ E ,
makes E into a k-torsor.
EXAMPLE 1.27 (NON-COMMUTATIVE QUANTUM TORSOR WITH NO CHARACTER). For a fixed non-
negative integer n, suppose that the field k contains a n-th primitive root of unity q 6= 1. For any
α,β ∈ k×, the k-algebra generated by the elements x and y together with the relations
xn =α, yn =β and x y = q y x,
is called the non-commutative algebra without character A(n)
α,β. It is known that this algebra is a
non-trivial cyclic algebra and dimk A
(n)
α,β = n2. If n = 2, it is an algebra of quaternions (cf. [Gru03,
Example 2.8]).
Taking T = A(n)
α,β, we define µ : T → T ⊗T op ⊗T as
µ(x) = x ⊗x−1 ⊗x and µ(y) = y ⊗ y−1 ⊗ y.
Since
(idT ⊗ idT op ⊗µ)µ(x) = (idT ⊗ idT op ⊗µ)(x ⊗x−1 ⊗x) = x ⊗x−1 ⊗x ⊗x−1 ⊗x
= (µ⊗ idT op ⊗ idT )(x ⊗x−1 ⊗x) = (µ⊗ idT op ⊗ idT )µ(x),
(idT ⊗m)µ(x) = (idT ⊗m)(x ⊗x−1 ⊗x) = x ⊗1,
(m ⊗ idT )µ(x) = (m ⊗ idT )(x ⊗x−1 ⊗x) = 1⊗x,
and the sames calculations are valid for y , T = A(n)
α,β together with µ is a quantum k-torsor.
Grunspan found that, if the base ring is a field, then we can attach two Hopf algebras to any
quantum torsor.
THEOREM 1.44 (RECONSTRUCTION THEOREM, [GRU03, THEOREM 2.10]). Let T be a quantum
k-torsor with associated map µ : T → T ⊗T op ⊗T and Grunspan map θ : T → T . Put
Hl (T ) := {z ∈ T ⊗T op : (idT ⊗ idT op ⊗θ⊗ idT op )(µ⊗ idT op )(z) = (idT ⊗µop )(z)}. (1.58)
Then, the following assertions hold:
(i) If z ∈ Hl (T ), then both mT (z) and mT op (θ⊗ idT op )(z) are equal to a common scalar denoted
by ε(z)1T .
(ii) If z ∈ Hl (T ), then ∆(z) := (µ⊗ idT op )(z) ∈ Hl (T )⊗Hl (T ).
(iii) By defining mHl (T ) as the restriction of mT ⊗ mopT to Hl (T ) and uHl (T ) : k → Hl (T ) as
uHl (T )(1) = 1T ⊗1T , Hl (T ) becomes a bialgebra.
(iv) Im(uT ) ⊂ Hl (T )⊗T and γT := µ : T → Hl (T )⊗T embeds T with a left Hl (T )-comodule
structure.
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Moreover, if we set SHl (T )(z) := τT (θ⊗ idT op )(z), for all z ∈ Hl (T ), then Im(SHl (T )) ⊂ Hl (T ) and
hence Hl (T ) is a Hopf algebra.
In fact, [Gru03] proves the theorem also for k[[x]]-torsors, providing T is topologically free
over k[[x]]. Moreover, it is asseverated that the theorem can be extended to torsors over principal
ideal domains, although we were not able to find a proof of such assertion.
Similarly, for every k-torsor T , we can define a Hopf algebra structure on the set
Hr (T ) = {z ∈ T op ⊗T : (idT op ⊗θ⊗ idT op ⊗ idT )(idT op ⊗µ)(z) = (µop ⊗ idT )(z)}. (1.59)
We also have Im(µ) ⊂ T ⊗ Hr (T ) and hence the map δT := µ = T → T ⊗ Hr (T ) equips T with
an right Hr (T )-comodule algebra structure. Moreover, the commutativity of the left diagram
in Definition 1.39 implies that the two structures of left Hl (T )-comodule algebra and right
Hr (T )-comodule algebra are compatible. Therefore, we get the following corollary.
COROLLARY 1.45 ([GRU03, COROLLARY 2.17]). Let T be a quantum k-torsor. Then T is a Hl (T )-
Hr (T )-bicomodule algebra of k.
In [Gru03, Corollary 4.13] is shown that, in fact, T is a Hl (T )-Hr (T )-biGalois object. some
properties of Hl (T ) and Hr (T ) and the explicit calculation of them for the examples listed before
can be found after such corollary.
Roughly speaking, the next result establishes that these Hopf algebras attached to quantum
torsors and the ones find in Hopf biGalois extensions (cf. [Sch96]) are the same. Since the proof
uses either Hopf biGalois theory, or Miyashita-Ulbrich techniques (cf. [Sch02, §4]), and those
topics are not covered in this document, we shall omit it.
PROPOSITION 1.46 ([SCH02, PROPOSITION 3.4]). (i) Let T be a faithfully flat H-Galois object
and consider the quantum torsor structure associate to it as in Theorem 1.42. Then Hr (T ) ∼=
H and Hl (T ) = (T ⊗T )coH .
(ii) If T is a quantum torsor, then the quantum torsor associated as in Theorem 1.42 to the
Hr (T )-Galois object T coincides with T .
We end this section by discussing a generalization of quantum torsors proposed by Schauen-
burg. For that, let B be a K -algebra and B ⊂ T an algebra extension such that T is a faithfully flat
K -module. Since T ⊗B T is obviously a B-B-bimodule, we can consider the centralizer
CB (T ⊗B T ) := {t ∈ T ⊗B T : b · t = t ·b, for all b ∈ B}.
We can endow this module with an algebra structure.
LEMMA 1.47. The centralizer CB (T ⊗B T ) is a K -algebra with multiplication given by
(x ⊗ y)(z ⊗w) := zx ⊗ y w, for all x ⊗ y, z ⊗w ∈CB (T ⊗B T ),
and unit 1T ⊗1T .
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Proof. If x ⊗ y, z ⊗w ∈CB (T ⊗B T ), then
b[(x ⊗ y)(z ⊗w)] = b(zx ⊗ y w) = bzx ⊗ y w = (x ⊗ y)(bz ⊗w) = (x ⊗ y)[b(x ⊗w)]
= (x ⊗ y)[(z ⊗w)b] = (x ⊗ y)(z ⊗wb) = zx ⊗ y wb = (zx ⊗ y w)b
= [(x ⊗ y)(z ⊗w)]b.
Thus, CB (T ⊗B T ) is indeed closed under this operation. The other properties are immediate to
check.
DEFINITION 1.41 (GENERALIZED QUANTUM TORSOR, [SCH04, DEFINITION 2.8.1]). Let B be a
K -algebra and B ⊂ T an algebra extension such that T is a faithfully flat K -module. A (general-
ized) quantum B-torsor structure on T is a map µ : T → T ⊗CB (T ⊗B T ) such that, if the induced
map µ0 : T → T ⊗T ⊗B T is denoted by µ0(x) := x(1)⊗x(2)⊗x(3), then the following relations hold:
x(1)x(2) ⊗x(3) = 1⊗x ∈ T ⊗B T,
x(1) ⊗x(2)x(3) = x ⊗1 ∈ T ⊗T,
µ(b) = b ⊗1⊗1, ∀b ∈ B , (1.60)
µ(x(1))⊗x(2) ⊗x(3) = x(1) ⊗x(2) ⊗µ(x(3)) ∈ T ⊗T ⊗B ⊗T ⊗B T. (1.61)
Notices that (1.60) implies that µ is a left B-module map and hence the relation actually
(1.61) makes sense. This generalization of quantum torsor also induces a descend datum.
LEMMA 1.48 ([SCH04, LEMMA 2.8.3]). Let T be a quantum B-torsor in the sense of Definition
1.41. Then
D(x ⊗ y) = x y (1) ⊗ y (2) ⊗ y (3)
defines a T /K -descent datum on T ⊗B T . Moreover, it satisfies
(T ⊗D)µ(x) = x(1) ⊗1⊗x(2) ⊗x(3)
and D(T ⊗B T ) ⊂ T ⊗CB (T ⊗B T ).
Proof. The calculations are completely similar to those made in the proof of Lemma 1.38. The
only new part is the last one, which is immediately obtained from noticing that, by definition,
y (2) ⊗ y (3) is in the centralizer.
Recall that for an arbitrary descent datum D on DD(S/R) over M , Lemma 1.37 gives an
associated R-module D M = {m ∈ M : D(m) = 1⊗m}. From the above, we conclude that in our
setup D (T ⊗B T ) ⊂CB (T ⊗B T ). Hence, we have the following result, which generalizes Theorem
1.39.
THEOREM 1.49 ([SCH04, THEOREM 2.8.4]). Let T be a quantum B-torsor such that T is faith-
fully flat as right B-module. If
H := D (T ⊗B T ) = {x ⊗ y ∈ T ⊗B T : x y (1) ⊗ y (2) ⊗ y (3) = 1⊗x ⊗ y},
then the following assertions hold:
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(i) H is a K -flat Hopf algebra. The algebra structure is that of a subalgebra of CB (T ⊗B T );
comultiplication and counit are given by
∆(x ⊗ y) = x ⊗ y (1) ⊗ y (2) ⊗ y (3) and ε(x ⊗ y) = x y.
(ii) T is a right H-comodule algebra with structure map given by ρ =µ. Moreover, T coH = B.
(iii) B ⊂ T is a right H-Galois extension.
Proof. Again, the calculations are not essentially different from the ones in Theorem 1.39, the
only difference being is that, in this case, the assumption of faithful flatness of TB is used to
deduce, along the bijectivity of the Galois map β : T ⊗B T → T ⊗ H , that H is a faithful flat
K -module.
Finally, we have the following result which, together with the previous one, establishes that
Generalized quantum torsors ⇔ Hopf Galois extensions,
provided conditions of faithful flatness.
THEOREM 1.50 ([SCH04, LEMMA 2.8.5]). Let H be a faithfully flat K -Hopf algebra and T coH ⊂ T
a faithfully flat right H-Galois extension. If B := T coH , then T is a quantum B-torsor with
associated map µ : T → T ⊗CB (T ⊗B T ) defined by
µ(x) = x(0) ⊗x(1)[1] ⊗x(1)[2], for all x ∈ T, (1.62)
where h[1] ⊗h[2] :=β−1(1⊗h) ∈ T ⊗B T , whit β : T ⊗B T → T ⊗H the Galois map.
1.5 HOPF GALOIS SYSTEMS
Almost parallel to the develop of quantum torsors, [Bic03a] gave another formulation for non-
commutative torsors. His approach was that of noticing that a classical torsor naturally gives
rise to a grupoid with two objects. Although the axiomatic is slightly complicated, it is also more
natural an easier to handle with.
DEFINITION 1.42 (HOPF GALOIS SYSTEM [BIC03A, DEFINITION 1.1]). A K -Hopf Galois system
consists of four K -algebras (A,B , Z ,T ) satisfying the following axioms:
(HGS1) A and B are K -bialgebras,
(HGS2) Z is an A-B-bicomodule algebra with respective structure maps αZ : Z → A ⊗ Z and
βZ : Z → Z ⊗B .
(HGS3) There exist algebra morphisms γ : A → Z ⊗T and δ : B → T ⊗Z such that the following
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diagrams commute:
Z A⊗Z














(HGS4) There exists a K -linear map S : T → Z such that the following diagrams commute:
A K Z













While keeping the convention in notation of Remark 15, we can extend somehow Sweedler’s
sigma notation to Hopf Galois systems, writing
γ(a) = aZ ⊗aT and δ(b) = bT ⊗bZ , for all a ∈ A and b ∈ B.
[Bic03a, Corollary 1.3] proves that, for any Hopf Galois system (A,B , Z ,T ), the bialgebras A
and B are in fact Hopf algebras. Additionally, in [Bic03a, Corollary 1.10] is shown that S : T → Z op
is an algebra morphism.
For future reference in the calculations below, we state explicitly the commutativity of the
diagrams in (HGS3) and (HGS4):
(γ⊗ idZ )αZ = (idZ ⊗δ)βZ , (1.63)
(idA ⊗γ)∆A = (αZ ⊗ idT )γ, (1.64)
(δ⊗ idB )∆B = (idT ⊗βZ )δ, (1.65)
mZ (idZ ⊗S)γ= uZεA , (1.66)
mZ (S ⊗ idZ )δ= uZεB . (1.67)
The next result relates Hopf Galois systems with Hopf biGalois objects.
THEOREM 1.51 ([BIC03A, THEOREM 1.2]). Let (A,B , Z ,T ) be a K -Hopf Galois system with Z
faithfully flat over K . Then Z is an A-B-biGalois object.
Proof. (⇒) By Remark 9, first we have to prove that the composition
βl : Z ⊗Z A⊗Z ⊗Z A⊗ZαZ⊗idZ idA ⊗mZ
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is bijective. For that, let ηl : A⊗Z → Z ⊗Z be the map defined as the composition
ηl : A⊗Z Z ⊗T ⊗Z Z ⊗Z ⊗Z Z ⊗Z .
γ⊗idZ idZ ⊗S⊗idZ idZ ⊗mZ
Notice that, for all a ∈ A and z, w ∈ Z we have
(idZ ⊗S ⊗ idZ )(γ⊗ idZ )(idA ⊗mZ )(a ⊗ z ⊗w) = (idZ ⊗S ⊗ idZ )(γ⊗ idZ )(a ⊗ zw)
= (idZ ⊗S ⊗ idZ )(aZ ⊗aT ⊗ zw) = aZ ⊗S(aT )⊗ zw = (idZ ⊗ idZ ⊗mZ )(aZ ⊗S(aT )⊗ z ⊗w)
= (idZ ⊗ idZ ⊗mZ )(idZ ⊗S ⊗ idZ ⊗ idZ )(aZ ⊗aT ⊗ z ⊗w)
= (idZ ⊗ idZ ⊗mZ )(idZ ⊗S ⊗ idZ ⊗ idZ )(γ⊗ idZ ⊗ idZ )(a ⊗ z ⊗w),
so
(idZ ⊗S ⊗ idZ )(γ⊗ idZ )(idA ⊗mZ ) = (idZ ⊗ idZ ⊗mZ )(idZ ⊗S ⊗ idZ ⊗ idZ )(γ⊗ idZ ⊗ idZ ). (1.68)
Hence,
ηlβl = (idZ ⊗mZ )(idZ ⊗S ⊗ idZ )(γ⊗ idZ )(idA ⊗mZ )(αZ ⊗ idZ )
(1.68)= (idZ ⊗mZ )(idZ ⊗mZ ⊗ idZ )(idZ ⊗S ⊗ idZ ⊗ idZ )(idZ ⊗δ⊗ idZ )(β⊗ idZ )
(1.67)= (idZ ⊗mZ )(idZ ⊗uZεB ⊗ idZ )(βZ ⊗ idZ )
(1.15)= idZ⊗Z .
Similarly, one can show that βlηl = idA⊗Z and hence βl is bijective.
On the other hand, we also have to prove that the composition
βr : Z ⊗Z Z ⊗Z ⊗B Z ⊗BidZ ⊗βZ mZ⊗idB
is bijective. For that, we define ηr : Z ⊗B → Z ⊗Z as the composition
ηr : Z ⊗B Z ⊗T ⊗Z Z ⊗Z ⊗Z Z ⊗Z ,idZ ⊗δ idz ⊗S⊗idZ mZ⊗idZ
and similar to the first part, one can prove that ηr is the inverse of βr .
Finally, since Z is K -faithfully flat, by Proposition 1.12, it is A-B-faithfully flat.
The converse is proven using techniques of Tannaka duality (cf. [Sch92] and [Bic03a, Remark
1.9]).
THEOREM 1.52 ([BIC03A, COROLLARY 1.8]). Let A be a faithfully flat K -Hopf algebra and Z a
faithfully flat left A-Galois object. Then there exists a Hopf algebra B and an algebra T such that
(A,B , Z ,T ) is a Hopf Galois system.
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The explicit equivalence between quantum torsors and Hopf Galois systems is explored in
[Gru03, §4.2] and will be addressed in Section 3.2. We only mention the following result.
THEOREM 1.53 ([GRU03, THEOREM 4.2]). Let (A,B , Z ,T ) be a K -Hopf-Galois system. Then
µ : Z → Z ⊗Z op ⊗Z given by
µ= (idZ ⊗S ⊗ idZ )(γ⊗ idZ )αZ
makes Z into a quantum K -torsor.
Finally, we address some examples of Hopf Galois systems, which are adapted from [Bic03a]
and [Sch96].
EXAMPLE 1.28 (HOPF ALGEBRAS). Let H be a K -Hopf algebra. If we put A = B = Z = T = H ,
αZ =βZ = γ= δ=∆H and S = SH , then (A,B , Z ,T ) is a Hopf Galois system. Indeed, (1.63)-(1.65)
correspond to the coassociativity and (1.66)-(1.67) to the main property of the antipode.
EXAMPLE 1.29 (HOPF ALGEBRAS TWISTED BY 2-COCYCLES). Let H be a faithfully flat K -Hopf
algebra. Using the universal property of the tensor product, for any σ ∈ HomK (H ⊗H ,K ), since
it corresponds to an unique bilinear K -form, we shall write
σ(h ⊗k) =σ(h,k), for all h,k ∈ H .
Notice that, since H ⊗H is a coalgebra and K is an algebra, HomK (H ⊗H ,K ) is also an algebra
with the convolution product.
Following [Doi93], we say that σ : H ⊗H → K is a 2-cocycle if σ is a convolution invertible
K -linear map satisfying
σ(g(1),h(1))σ(g(2)h(2),k) =σ(h(1),k(1))σ(g ,h(2)k(2)),
σ(h,1) =σ(1,h) = ε(h)1,
for all g ,h,k ∈ H . If σ denotes the convolution inverse of σ, by [Doi93, Theorem 1.6], it satisfies
σ( f(1)g(1),h)σ( f(2), g(2)) =σ( f , g(1)h(1))σ(g(2)h(2))
σ(h,1) =σ(1,h) = ε(h)1,
for all f , g ,h ∈ H .
For a fixed 2-cocycleσ over H , we consider a new multiplication over the K -module H , given
by
h ·σ k :=σ(h(1),k(1))h(2)k(2), for all h,k ∈ H .
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This new algebra is denoted by σH . Similarly, another possible product for H is
h ·σ k :=σ(h(2),k(2))h(1)k(1), for all h,k ∈ H ,
and the induced algebra is denoted by Hσ. Notice that Hσ is a H-comodule algebra with
structure map ρl =∆H .
Finally, we can also induce a new Hopf algebra σHσ, which is isomorphic to H as coalgebra,
with multiplication
k ·h :=σ(h(1),k(1))σ(h(3),k(3))h(2)k(2), for all h,k ∈ H ,
and antipode
Sσ(h) :=σ(h(1),S(h(2)))σ(S(h(4)),h(5))S(h(3)), for all h ∈ H .
Notice that Hσ is a right σHσ-comodule algebra with structure map ρr =∆. Moreover, Hσ is a
H-σHσ-bicomodule algebra. The details of these constructions can be found in [Doi93, §2] and
[Sch96, §3].
[Bic03a, Proposition 2.1] and [Doi90, Theorem 1.6.(a5)] show that (H ,σHσ, Hσ,σH ) is a Hopf
Galois system.
EXAMPLE 1.30 (HOPF ALGEBRAS OF A NON-DEGENERATE BILINEAR FORM). Let k be an alge-
braically closed field and n,m > 1. For two fixed invertible matrices Em×m and Fn×n , we denote
by B(E ,F ) the k-algebra generated by {xi j : 1 ≤ i ≤ m, 1 ≤ j ≤ n} together with the relations
F−1t X E X = In and X F−1t X E = Im ,
where X is the matrix (xi j ) and In and Im are the identity matrices of size n and m, respectively.
For the particular case n = m and E = F we simply write B(E); this (Hopf) algebra was
introduced by [DVL90] and turns out to be the function algebra on the quantum (symmetry)
group of a non-degenerate bilinear form (cf. [Bic03b, §2]). For any matrix A = (ai j ) over B(E),
the comultiplication, counit and antipode are given by
∆(ai j ) =
n∑
k=1
ai k ⊗ai k , ε(ai j ) = δi j and S(A) = E−1t AE ,
where δi j denotes the Kronecker delta.
[Bic03a, Proposition 3.1] proves that, if tr(E t E−1) = tr(F t F−1), then
(B(E),B(F ),B(E ,F ),B(F,E))
is a Hopf Galois system. Without the assumption on the traces, [Bic03b, Proposition 3.3] verify
directly that B(E ,F ) is a B(E)-B(F )-biGalois object.
EXAMPLE 1.31 (FREE HOPF ALGEBRAS GENERATED BY DUAL MATRIX COALGEBRAS). Let C be a
K -coalgebra. We say that a K -Hopf algebra H(C ) is a free Hopf algebra generated by C if there
exists a coalgebra map i : C → H(C ) such that the following universal property is satisfied: for
any K -Hopf algebra H A and any coalgebra morphism f : C → H there exists an unique Hopf
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From the above follows that H(C ) is unique up to isomorphism. The existence of such free Hopf
algebra is shown in [Tak71, §1] with an explicit construction of H(C ) as follows. Let {Vi }i≥0 be
the sequence of coalgebras
V0 :=C and Vi+1 :=V opi , i ≥ 0.
Let V :=⊕i≥0 Vi be their direct sum, which is also a coalgebra via the induced pointwise opera-
tions. Considering the tensor algebra T (V ), we define the coalgebra map S : V →V op by
(x0, x1, . . .) 7→ (0, x0, x1, . . .),
which induces a bialgebra map S : T (V ) → T (V )op . Now, let
I = 〈x(1)S(x(2))−ε(x)1,S(x(1))x(2) −ε(x)1 : x ∈V 〉.
One can check that I is in fact a Hopf ideal of T (V ), and therefore H(C ) := T (V )/I is a Hopf
algebra with antipode induced by S.
A particular case of the above is when C = (Mn(k))∗, where Mn(k) denotes the algebra of
n ×n matrices over k. In such case, H(C ) is denoted by H(n) and corresponds to the k-algebra
generated by {u(α)i j : 1 ≤ i , j ≤ n, α ∈N} satisfiying the relations
(u(α))t u(α+1) = In = u(α+1)(u(α))t ,
where u(α) is the n ×n matrix (u(α)i j ) (cf. [DW96, Theorem 3.1]). More generally, for m,n ≥ 1, we
consider the algebra H(m,n) as that generated by {u(α)i j : 1 ≤ i ≤ m, 1 ≤ j ≤ n, α ∈N} together
with the relation
(u(α))t u(α+1) = Im and u(α+1)t (u(α)) = In ,
where u(α) is the n ×m matrix (u(α)i j ).
[Bic03a, Proposition 5.2] proves that, for m,n ≥ 2, (H(m), H(n), H(m,n), H(n,m)) is a Hopf
Galois system.
Hopf Galois systems can be also constructed for some particular cosovereign Hopf algebra
(cf. [Bic01] and [Bic03a, §4]).
CHAPTER 2
FAMILIES OF NON-COMMUTATIVE RINGS
In the last century, non-commutative rings and algebras have appeared in almost every subject
of research – not only mathematical but also physical. Therefore, the study of certain algebras
given by their generators and relations has become useful. However, within a more practical
approach, some general families of non-commutative rings have been defined and studied
along the years.
Although these collections do not cover, in general, every remarkable example, most of such
families contain a notorious amount of distinguished algebras, even having the case that one
object can be endowed with two or more different structures, as we shall relate in the examples.
In this chapter we will address several of such families of rings, most of them having a polynomial
behavior.
Quite popular for describing a large number of algebras and for having a pioneering role in
the systematic research of non-commutative rings, in Section 2.1 we star reviewing the skew
polynomial rings. Section 2.2 is dedicated to the PBW extensions which comprehend rings with
the PBW basis property, while Section 2.3 addresses a generalizations of such setup. Finally, in
Section 2.4 we present a generalization of enveloping universal algebras over Lie algebras.
2.1 SKEW POLYNOMIAL RINGS
Introduced by [Ore33], skew polynomial rings are distinguished by their elements, which have a
polynomial aspect but not necessarily the variable is assumed to commute with coefficients. For
such “commutation” to take place, certain rule involving an endomorphism and a derivation of
the ground ring is established.
DEFINITION 2.1 ([MR01, 1.2.1]). Let R be a ring and σ : R → R an endomorphism. An additive
map δ : R → R is called a σ-derivation of R, if
δ(r s) =σ(r )δ(s)+δ(r )s, for all r, s ∈ R.
Notice that, in particular, δ(1) = δ(1 ·1) =σ(1)δ(1)+δ(1)1 = 2δ(1), whence δ(1) = 0.
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DEFINITION 2.2 (SKEW POLYNOMIAL RING, [MR01, 1.2.3]). Let R be a ring, σ : R → R an endo-
morphism and δ : R → R a σ-derivation of R. A ring A such that
(O1) A contains R as a proper subring,
(O2) There is an element x ∈ A such that A is a left free R-module with basis {1, x, x2, x3, . . .},
(O3) xr =σ(r )x +δ(r ), for all r ∈ R,
is called a skew polynomial ring over R. In this case we write A := R[x;σ,δ].
Skew polynomial rings are also known as Ore extensions.
REMARK 16. There are some constructive proofs showing the existence of skew polynomial rings
(cf. [GW04, Proposition 2.3] or [Lez19c, §1.1]), which verify the ring structure of A = R[x;σ,δ]
not falling in the tedious calculations of a direct proof.
Moreover, such constructions guarantee that, given any ring R , any ring endomorphism σ of
R and any σ-derivation of R, there always will exist the skew polynomial ring R[x;σ,δ].
For a fixed ring R, let R[x;σ,δ] be a skew polynomial ring over R. From (O3) it is natural to
ask for a general formula to express xi r (i ∈N and r ∈ R) as a polynomial with left coefficients.
Nevertheless, those calculations can be tricky; for instance, with i = 3,
x3r =σ3(r )x3 + [δσ2(r )+σδσ(r )+σ2δ(r )]x2 + [δ2σ(r )+δσδ(r )+σδ2(r )]x +δ3(r ).
However, using an inductive argument, it can be shown that the multiplication rule can be
written as follows. Given r ∈ R and i ,k ∈N, we denote by W [δkσi−k ](r ) the evaluation of r in
the function given by the sum of all possible words that can be constructed with the alphabet
formed by k-times the symbol δ and (i −k)-times the symbol σ, where the concatenation is
understood as the composition of functions. For instance, if k = 2 and i = 5 we get
W [δ2σ3](r ) = δ2σ3(r )+δσδσ2(r )+δσ2δσ(r )+δσ3δ(r )+σδ2σ2(r )
+σδσδσ(r )+σδσ2δ(r )+σ2δ2σ(r )+σ2δσδ(r )+σ3δ2(r ).




W [δkσi−k ](r )xi−k . (2.1)
Moreover, if r, s ∈ R and i , j ∈N, then:
(r xi )(sx j ) = r
i∑
k=0
W [δkσi−k ](s)xi+ j−k . (2.2)
The above shows that, in the ring A = R[x;σ,δ], the product of two terms r xn and sxm is not
necessarily another term, yet in general it will be a polynomial. However, by (O2), it is quite clear
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i = r0 + r1x + r2x2 +·· ·+ rn−1xn−1 + rn xn , where ri ∈ R and 0 ≤ i ≤ n.
The element p is usually denoted p(x) to emphasize the variable x. Following the classical
terminology, the ri are called the coefficients of p(x). Hence, we conclude that the elements of A
have a polynomial writing, which justifies the name given to the ring.
DEFINITION 2.3 ([MR01, 1.2.8]). Let R be a ring and A = R[x;σ,δ] a skew polynomial ring over
R. If p(x) =∑ni=0 ri xi is an element of A such that rn 6= 0, we define:
(i) dg(p(x)) := n as the degree of p(x),
(ii) lc(p(x)) := rn as the leading coefficient,
(iii) lm(p(x)) := xn as the leading monomial,
(iv) lt(p(x)) := lc(p(x)) lm(p(x)) = rn xn as the leading term.
If all coefficient of p(x) are zero, we say that p(x) := 0 is the zero polynomial and in this case
lc(0) := 0, lm(0) := 0 and lt(0) := 0.
PROPOSITION 2.1 ([LEZ19C, REMARK 1.1.1]). Let R be a ring and A = R[x;σ,δ] a skew polyno-
mial ring over R. If p(x), q(x) ∈ A and p(x), q(x) 6= 0, then
(i) dg(p(x)) ≥ 0,
(ii) dg(p(x)+q(x)) ≤ max{dg(p(x)),dg(q(x))},
(iii) dg(p(x)q(x)) ≤ dg(p(x))+dg(q(x)).
REMARK 17. Notice that no degree was defined for the zero polynomial. However, some authors
put dg(0) :=−∞, so (ii) and (iii) holds for every p, q ∈ R[x;σ,δ] (cf. [GW04, p. 37]).
Since our work concerns algebras, the next result establishes when an skew polynomial ring
is an algebra induced by the base ring. We were not able to find a proof of such result in the
literature.
LEMMA 2.2. Let R be a K -algebra and A = R[x;σ,δ] a skew polynomial ring over R. A is a K -
algebra having R as subalgebra if and only if σ is a K -linear map and δ(k1) = 0, for every k ∈ K .
Proof. (⇒) Suppose A is a K -algebra. Hence, for a given k ∈ K we must have (k1R )x = x(k1R ),
but by (O3) x(k1R ) = σ(k1R )x +δ(k1R ). Comparing and using (O2) we get σ(k1R ) = k1R and
δ(k1R ) = 0.
(⇐) Suppose σ is a K -linear map and δ(k1R ) = 0 for every k ∈ K . We shall guarantee a ring
morphism φ : K → A such that Im(φ) ⊆ Z (A). Since 1A = 1R and R is already a K -algebra, put
φ(k) = k1R , for all k ∈ K .
Obviously φ is an (unitary) ring morphism. Moreover by (O3), xφ(k) = σ(φ(k))x +δ(φ(k)) =
σ(k1R )x +δ(k1R ) = (k1R )x =φ(k)x. Hence, Im(φ) ⊂ Z (A).
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Throughout, every time we have the hypothesis that R is a K -algebra, we will automatically
assume that σ and δ are such that A is also a K -algebra.
The next result states an universal property for skew polynomial rings.
THEOREM 2.3 (UNIVERSAL PROPERTY OF SKEW POLYNOMIAL RINGS, [GW04, PROPOSITION 2.4]).
Let R be a ring and A = R[x;σ,δ] a skew polynomial ring over R. Assume that B is a ring such that
the following assertions hold:
(i) There is a ring morphism φ : R → B.
(ii) There is a distinguish element y ∈ B such that yφ(r ) =φ(σ(r ))y +φ(δ(r )) for all r ∈ R.
Then there is an uniquely ring morphism ψ : R[x;σ,δ] → B such that ψ(x) = y and ψ|R =φ. The







Here ι : R → R[x;σ,δ] is the natural inclusion ι(r ) := r for all r ∈ R. Moreover, if R and B are
K -algebras and φ is a K -algebra morphism, then ψ is also a K -algebra morphism.
Proof. Notice that B has right R-module structure via r ·b :=φ(r )b, for all r ∈ R and b ∈ B . On
the other hand, by (O2), R[x;σ,δ] is a right free R-module with basis {xi |i ≥ 0}. Hence we can
define a morphism of left R-modules ψ : R[x;σ,δ] → B via ψ(xi ) = y i , for all i ≥ 0 (cf. [Lez19a,
Theorem 7.3.1]). ψ is given by
ψ(r0 + r1x +·· ·+ rn xn) = r0 ·ψ(1)+ r1 ·ψ(x)+·· ·rn ·ψ(xn)
=φ(r0)+φ(r1)y +·· ·+φ(rn)yn .
By definition, (2.3) is commutative. Furthermore, ψ preserves the unity, since ψ(1) =ψ(1x0) =
φ(1)y0 = 1. We want ψ to be a ring morphism, so the only left to prove is that
ψ(r xn sxm) =ψ(r xn)ψ(sxm), (2.4)
for all r, s ∈ R and n,m ∈N. This is done by induction over n. The case n = 0 is trivial. If n = 1, we
have
ψ(r xsxm) =ψ(r [σ(s)x +δ(s)]xm) =ψ(rσ(s)xm+1 + rδ(s)xm) =ψ(rσ(s)xm+1)+ψ(rδ(s)xm)
=φ(rσ(s))ym+1 +φ(rδ(s))ym =φ(r )[φ(σ(s))y +φ(δ(s))]ym =φ(r )yφ(s)ym
=ψ(r x)ψ(sxm).
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Assume that (2.4) holds for a fixed n. Then
ψ(r xn+1sxm) =ψ(r xn xsxm) =ψ(r xn[σ(s)x +δ(s)]xm) =ψ(r xnσ(s)xm+1)+ψ(r xnδ(s)xm)
=ψ(r xn)ψ(σ(s)xm+1)+ψ(r xn)ψ(δ(s)xm) =ψ(r xn)[φ(σ(s))y +φ(δ(s))]ym
=ψ(r xn)yφ(s)ym =ψ(r xn+1)ψ(sxm).
Therefore ψ is a ring morphism. By construction, ψ is uniquely determinated.
Now suppose that R, R[x;σ,δ] and B are K -algebras, and that φ is an algebra morphism.
Then,
ψ(kr xi ) =φ(kr )y i = kφ(r )y i = kψ(r xi ),
for all r ∈ R, k ∈ K and i ≥ 0. This guarantees that ψ is K -linear and, since it is already a ring
morphism, we have shown that it is an algebra morphism.
COROLLARY 2.4 ([GW04, COROLLARY 2.5]). Let R be a ring and A = R[x;σ,δ] a skew polynomial
ring over R. If B is another ring such that
(i) There is a ring morphism φ : R → B,
(ii) There is a distinguish element y ∈ B such that yφ(r ) =φ(σ(r ))y +φ(δ(r )) for all r ∈ R,
(iii) B satisfies the universal property of Theorem 2.3.
Then there exists a ring isomorphism between B and R[x;σ,δ].
Proof. Since R[x;σ,δ] satisfies the universal property and the condition (ii) of Theorem 2.3 holds






is commutative. Similarly, since B satisfies the universal property and the relation
xr =σ(r )x +δ(r ) = ι(σ(r ))x + ι(δ(r )), for all r ∈ R,







is commutative. Moreover, using the respective universal properties of R[x;σ,δ] and B with
CHAPTER 2. FAMILIES OF NON-COMMUTATIVE RINGS 77











Since ϕψ(x) = x and ϕψι= ι, by uniqueness ϕψ= idR[x;σ,δ]. Similarly, ψϕ(y) = y and ψϕφ=φ,
so ψϕ= idB . Hence, we conclude B ∼= R[x;σ,δ].
A basic property of Ore extensions is the following.
PROPOSITION 2.5 ([LEZ19C, PROPOSITION 1.2.1]). Let R be a ring and A = R[x;σ,δ] a skew
polynomial ring over R such that σ is injective. If R is a domain, then A is also a domain.
Proof. Let p(x) = p0 +p1x +·· ·+pn xn 6= 0 and q(x) = q0 +q1x +·· ·+qm xm 6= 0 be two elements
of A such that pn , qm 6= 0. Then lt(pq) = pnσn(qm)xn+m 6= 0, by the injectivity if σ. Hence,
pq 6= 0.
Is immediate that, under these conditions, gr(pq) = gr(p)+gr(q) for all p, q ∈ A− {0}. More-
over, A∗ = R∗.
Recall that a ring R is said to be left Noetherian if any ascending chain of left ideals stabilizes
(cf. [GW04, Propositicion 1.1]). We mention a theorem of huge relevance which generalizes the
well known Hilbert’s Basis Theorem for the commutative case; its complete proof can be found
in [Lez19c, Theorem 1.2.6].
THEOREM 2.6 (HILBERT’S BASIS THEOREM FOR SKEW POLYNOMIAL RINGS, [GW04, THEOREM
2.6]). Let R be a ring and A = R[x;σ,δ] a skew polynomial ring over R. If R is a left (resp. right)
Noetherian ring and σ is bijective, then A is a left (resp. right) Noetherian ring.
The construction of skew polynomial rings can be applied several times to obtain an iterated
skew polynomial ring of the form R[x1;σ1,δ1] · · · [xn ;σn ,δn]. Notice that σi and δi must be
defined as
σi ,δi : R[x1;σ1,δ1] · · · [xi−1;σi−1,δi−1] −→ R[x1;σ1,δ1] · · · [xi−1;σi−1,δi−1], 1 ≤ i ≤ n.
For iterated skew polynomial rings an explicit basis over the original base ring is given.
LEMMA 2.7. Let R be a ring and A = R[x1;σ1,δ1] · · · [xn ;σn ,δn] an iterated skew polynomial ring
over R. Then the set
Mon(x1, . . . , xn) :=
{
xα11 · · ·xαnn : (α1, . . . ,αn) ∈Nn
}
is a left R-basis of A.
Proof. Although this result is probably a well known fact, we were not able to find a proof of it in
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the literature. We proceed for induction over n, the number of variables. We denote
Ai := R[x1;σ1,δ1] · · · [xi ;σi ,δi ], for all 1 ≤ i ≤ n.
Since for n = 1 the statement reduces to (O2), there is noting to prove.
Let n = 2. Then, again by (O2), the powers of x2 form an left basis of A = A2 over A1, meaning
that every element p ∈ A2 can be written as
p = p0(x1)+p1(x1)x2 +p2(x1)x22 +·· ·+pm(x1)xm2 ,
with all p j (x1) ∈ A1, 0 ≤ j ≤ m. Since every p j (x1) can be generated by powers of x1, by distribu-
tivity, it is clear that p is generated by {xα11 x
α2



























so by linearly independence of the powers of x2,
∑n
i=0 ri j x
i
1 = 0 for every 1 ≤ j ≤ m. But, this
time, by the linearly independence of the powers of x1, every ri j = 0.
Now, assume that Mon(x1, . . . , xn−1) is left basis for An−1 over R. Similarly to the previous
case, every p ∈ A can be written as
p = p0(x1, . . . , xn−1)+p1(x1, . . . , xn−1)xn +p2(x1, . . . , xn−1)x2n−1 +·· ·+pm(x1, . . . , xn−1)xmn−1,
with all p j ∈ An−1, 0 ≤ j ≤ m. Using the induction hypothesis for every p j , it is clear that




















1 · · ·xαn−1n−1
xαnn .





1 · · ·xαn−1n−1 = 0,
but by induction hypothesis, that only happens if and only if every rα = 0, which shows the
linearly independence of Mon(x1, . . . , xn).
Now, we review some examples. They evidence that skew polynomial rings are, indeed, a gen-
eralization of more particular and well known cases. They were adapted from [GW04], [Lez19c]
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and [MR01]. Throughout the remaining of this section, let R be a ring, σ an endomorphism of R
and δ a σ-derivation of R.
EXAMPLE 2.1 (CLASSICAL POLYNOMIAL RING). Take σ= idR and δ= 0. Therefore (O3) reduces
to xr = r x, for all r ∈ R. This is simply the classical univariate polynomial ring over R, and
we write R[x; idR ,0] = R[x]. Moreover the formula (2.2) corresponds to usual multiplication of
monomials. Notice that in this case, Theorem 2.6 becomes the classical Hilbert’s Basis Theorem.
More generally, we can consider the classical multivariate polynomial ring over R , R[x1, . . . , xn],
as an Ore extension over R, where σi = idR and δi = 0, for all 1 ≤ i ≤ n.
EXAMPLE 2.2 (POLYNOMIAL RING OF ENDOMORPHISM TYPE). Take δ = 0. Then (O3) becomes
xr =σ(r )x, for all r ∈ R. In this case we write R[x;σ,0] = R[x;σ]. The formula (2.2) reduces to
(r xn)(sxm) = rσn(s)xn+m , for all r, s ∈ R and n,m ∈N. A widely studied particular case is when
σ is an automorphism of R.
EXAMPLE 2.3 (POLYNOMIAL RING OF DERIVATION TYPE). Take σ = idR . Then (O3) becomes
xr = r x +δ(r ), for all r ∈ R. In this case we write R[x; i dA ,δ] = R[x;δ]. Moreover the formula
(2.2) simplifies to







δk (s)xn+m−k , for all r, s ∈ R and n,m ∈N.
The generalizations of Examples 2.2 and 2.3 to several variables (i.e., iterated skew polyno-
mial rings) are straightforward and therefore omitted.
EXAMPLE 2.4 (ORE ALGEBRAS). Since the setup in general iterated skew polynomial rings can
be cumbersome, usually some conditions are imposed:
σi (x j ) = x j , j < i , (2.5)
δi (x j ) = 0, j < i , (2.6)
σiσ1 =σ1σi , 1 ≤ i ≤ n, (2.7)
δiδ1 = δ1δi , 1 ≤ i ≤ n, (2.8)
where the two last relations are understood to be restricted to R. Although iterated skew poly-
nomial rings satisfying these relations are common, we were not able to find in the literature
a coined name for them. Notice that in the case of one single variable (i.e., no iteration) these
relations trivialize.
It can be shown that (2.5)-(2.8) are equivalent to the following relations (cf. [Lez19c, Proposi-
tion 1.3.2]):
xi x j = x j xi , 1 ≤ i , j ≤ n, (2.9)
σi (R),δi (R) ⊆ R, 1 ≤ i ≤ n. (2.10)
Therefore, under these conditions the maps σi ,δi can be seen as σi ,δi : R → R.
We mention a particular case of the above, distinguished by its well behavior on compu-
tational implementations (cf. [KJJ15]). Let k[t1, . . . , tn] be a classical multivariate polynomial
ring over k. If A = k[t1, . . . , tn][x1;σn ,δ] · · · [xn ;σn ,δn] is an iterated Ore extension satisfying
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(2.5)-(2.8), then A is called an Ore algebra.
We present concrete cases of the above.
EXAMPLE 2.5 (ENVELOPING UNIVERSAL ALGEBRA OF sl2(k)). Recall from Example 1.9 that a k-

















and thus U := U (sl2(k)) can be seen as a the k-algebra generated by x, y,h attached to the
relation [x, y] = h, [h, x] = 2x and [h, y] = −2y . It is possible to show that U is isomorphic to
either of the following iterated polynomial rings:
k[x][h;δ1][y ;σ2,δ2] ∼= k[h][x;σ1][y ;σ2,δ2],
where
δ1 = 2x d
d x
, σ1(h) = h −2, σ2(x) = x,
σ2(h) = h +2, δ2(x) =−h, δ2(h) = 0.
Notice that, by Theorem 2.3 and Proposition 2.5, U is a Noetherian domain.
EXAMPLE 2.6 (QUANTUM ENVELOPING ALGEBRA OF sl2(k)). Recall from Example 1.11 that, for
q ∈ k an invertible element such that q 6= ±1, Uq := Uq (sl2(k)) is the k-algebra generated by
e, f ,k,k−1 attached to the relations
kk−1 = k−1k = 1, (2.11)
kek−1 = q2e, (2.12)
k f k−1 = q−2 f , (2.13)[
e, f
]= e f − f e = k −k−1
q −q−1 . (2.14)
We saw there that this algebra is, in fact, a Hopf algebra. In this example we will show that it can
also be seen as an iterated skew polynomial ring.
Let A0 := k[k,k−1] be the Laurent polynomial ring in the variable k, in which (2.11) is satisfied.
Notice that A0 is a Noetherian domain and that {k l }l∈Z is a k-basis of A0. Now, consider the
automorphism σ1 of A0 given by σ1(k) := q2k and the respective Ore extension A1 := A0[ f ;σ1].
Then, using a similar argument to the one given in the proof of Lemma 2.7, we can prove that
a k-basis for A1 is { f j k l : j ∈N, l ∈Z}. Moreover, by Theorem 2.6, A1 is a Noetherian domain.
Notice that f k = σ1(k) f = q2k f which corresponds to the relation (2.13). By the universal
property of free algebras and Theorem 2.3, A1 is isomorphic to the free algebra generated by
f ,k,k−1 attached to the relations (2.11) and (2.13).
Now we construct A2 := A1[e;σ2,δ]. Let
σ2( f
j k l ) := q−2l f j k l , j ∈N, l ∈Z. (2.15)
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Then σ2 is an automorphism of A1. If we denote by δ( f )(k) the Laurent polynomial
k−k−1
q−q−1 , let
δ(l l ) := 0, δ( f j k l ) :=
j−1∑
i=0
f j−1δ( f )(q−2i k)k l . (2.16)
We must verify that δ is a σ2-derivation of A1. For that, is sufficient to verify that, for every
j ,m ∈N and l ,n ∈Z,
δ( f j k l f mkn) =σ2( f j k l )δ( f mkn)+δ( f j k l ) f mkn . (2.17)
Indeed, starting from the right side of (2.17) and using (2.13), (2.15) and (2.16), we have
σ2( f




q−2l f j k l f m−1δ( f )(q−2i k)kn +
j−1∑
i=0




q−2l−2l (m−1) f j+m−1δ( f )(q−2i k)k l+n +
j−1∑
i=0




q−2lm f m+ j−1δ( f )(q−2i k)k l+n +
j+m−1∑
i=m





f j+m−1δ( f )(q−2i k)k l+n
)
= q−2lmδ( f j+mk l+n) = δ( f j k l f mkn).
Thus, in particular
δ( f ) = k −k
−1
q −q−1 , and δ(k) = 0,
whence ek = σ2(k)e +δ(k) = q−2ke, which corresponds to (2.12), and e f = σ2( f )e +δ( f ) =
f e + k−k−1q−q−1 , which is (2.14).
Therefore, Uq is isomorphic to the iterated skew polynomial ring k[k,k−1][ f ;σ1][e;σ2,δ]
and thus, it is a Noetherian domain with k-basis {e i f j k l |i , j ∈N, l ∈Z}.
EXAMPLE 2.7 (THE ALGEBRA OF SHIFT OPERATORS). Let k[t ] the classical univariate polynomial
ring over a field k. If σh : k[t ] → k[t ] is the endomorphism defined by σh(p(t )) = p(t −h), for all
p(t ) ∈ k[t ], then the skew polynomial ring Sh = k[t ][xh ;σh] over k[t ] is known as the algebra of
shift operators. If p(t ), q(t ) ∈ k[t ], the formula (2.2) becomes
p(t )xnh q(t )x
m
h = p(t )q(t −nh)xn+mh , for all n,m ∈N.
Notice that Sh is an Ore algebra; it is used to model time-delays systems if k=R and h > 0 (cf.
[CQR07]).
EXAMPLE 2.8 ( WEYL ALGEBRA). Let k[t ] be as in Example 2.7 and denote by dd t the derivate
operator with respect to t . The skew polynomial ring A1(k) = k[t ][x; dd t ] over k[t ] is known as
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the first Weyl algebra. If p(t ), q(t ) ∈ k[t ] the formula (2.2) becomes







q (k)(t )xn+m−k , for all m,n ∈N.
Here q (k)(t ) is the k-th derivate of q(t ) with respect to t . More generally, the n-th Weyl algebra




EXAMPLE 2.9 (THE MIXED ALGEBRA). For every h ∈ k, we define the mixed algebra (also known
as the algebra of delayed differential operator, cf. [CQR07]) as Dh := k[t ][x; dd t ][xh ;σh], where σh
is as in Example 2.7. Notice that Dh = A1(k)[xh ;δh] and hence it is an Ore algebra.
EXAMPLE 2.10 (THE ALGEBRA FOR MULTIDIMENSIONAL DISCRETE LINEAR SYSTEMS). The Ore
algebra defined as D := k[t1, . . . , tn][x1;σ1] · · · [xn ;σn], where
σi (p(t1, . . . , tn)) = p(t1, . . . , ti−1, ti +1, ti+1, . . . , tn), for 1 ≤ i ≤ n,
is known as the algebra for multidimensional discrete linear systems (cf. [CQR07]).
2.2 PBW EXTENSIONS
Although skew polynomial rings describe a large amount of non-commutative algebras, they do
not cover some remarkable examples, such as the generalized differential operator ring or the
enveloping algebra of a finite dimensional Lie algebra. Hence, in [BG88] a new family of rings
was define to cover algebras having the PBW property and polynomial aspect.
DEFINITION 2.4 (PBW EXTENSION, [BG88, §5]). Let R and A be two rings. We say that A is a
Poincaré-Birkhoff-Witt (PBW) extension of R, if the following conditions hold:
(PBW1) A contains R as a proper subring,
(PBW2) (PBW property) There exist finitely many elements x1, . . . , xn ∈ A such that A is a free
left R-module with basis
Mon(A) := {xα11 · · ·xαnn :α := (α1, . . . ,αn) ∈Nn} .
(PBW3) For each r ∈ R and every 1 ≤ i ≤ n,
xi r − r xi ∈ R.
(PBW4) For every 1 ≤ i , j ≤ n,
xi x j −x j xi ∈ R +Rx1 +·· ·+Rxn .
Under these conditions we will write A = R〈x1, . . . , xn〉, and R will be called the ring of coefficients
of the extension.
The basis Mon(A) is usually called the set of standard monomial (of A) and also denoted by
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Mon(x1, . . . , xn). Inspired by the PBW Theorem (cf. Example 1.8), Mon(A) is called a PBW basis
for A. Notice that, in general, for i 6= j the elements xi and x j do not commute.
REMARK 18. If only (PBW1) and (PBW2) hold, we say that A is a ring of left polynomial type over
R with respect to {x1, . . . , xn}.
Before giving some properties, we review a few examples of PBW extensions, adapted from
[Lez19c].
EXAMPLE 2.11 (ORE EXTENSIONS OF DERIVATION TYPE). Let R be a ring and let
A := R[x1;σ1,δ1] · · · [xn ;σn ,δn]
be an iterated Ore extension of R satisfying (2.5)-(2.8) (or equivalently, (2.9)-(2.10)). We say that
A is an (iterated) Ore extension of derivation type if σi = idR , for all 1 ≤ i ≤ n. These extensions
are all PBW extension, since, for every r ∈ R and 1 ≤ i , j ≤ n,
xi r − r xi = δi (r ),
xi x j −x j xi = 0,
which proves (PBW3) and (PBW4). Condition (PBW1) is trivial from the definition of Ore ex-
tension and (PBW2) is Lemma 2.7. In particular, the classical multivariate polynomial ring (cf.
Example 2.1) and Weyl algebras (cf. Example 2.8) are examples of PBW extensions.
Nevertheless, not every Ore extension is a PBW extension. Indeed, by taking A = R[x;σ,δ]
with σ 6= idR , condition (PBW3) does not hold. A particular example of this is the algebra of shift
operators (cf. Example 2.7). The other inclusion is also not true, as the next example shows.
EXAMPLE 2.12 (UNIVERSAL ENVELOPING ALGEBRA OF A FINITE DIMENSIONAL LIE ALGEBRA). Let
g be a finite dimensional k-Lie algebra with ordered basis X = {x1, . . . , xn} and recall the PBW
Theorem for the k-algebra U (g) (cf. Example 1.8); this means that (PBW1) and (PBW2) are
satisfied when R = k. With this, it is immediate that U (g) is a PBW extension of k, since for all
k ∈ k and xi , x j ∈ X ,
xi k −kxi = 0 ∈ k and xi x j −x j xi = [xi , x j ] ∈ g= kxi +·· ·+kxn ⊆ k+kxi +·· ·+kxn ,
which are precisely (PBW3) and (PBW4).
However, in general, U (g) is not necessarily an iterated skew polynomial ring (nor an Ore
extension), since in the expansion of the product xi x j , variables xk , with k > j , can appear.
Nonetheless, for some particular Lie algebras, its enveloping algebra can be seen both as PBW
extension and as iterated skew polynomial ring (cf. Example 2.5).
Finally, we give two more examples of PBW extensions involving the algebra U (g).
EXAMPLE 2.13 (TENSOR PRODUCT WITH THE UNIVERSAL ENVELOPING ALGEBRA OF A FINITE-DI-
MENSIONAL LIE ALGEBRA). Let g be a k-Lie algebra with basis X = {xi }i and let R be an arbitrary
k-algebra. Notice that the k-algebra R ⊗U (g) is also a left R-module via the multiplication by
elements of R.
If W := {xα1i1 · · ·x
αt
i t
: xi j ∈ X , αi ≥ 0, t ≥ 1} is the k-basis for U (g) given by the PBW Theorem,
CHAPTER 2. FAMILIES OF NON-COMMUTATIVE RINGS 84
then 1⊗W := {1⊗ z : z ∈W } is an R-basis for R ⊗U (g). Indeed, if M is a left R-module given and








λi f (1⊗Xi ),
with Xi ∈W and λi ∈ k. Hence, by the universal property of tensor products, we can uniquely
induce a k-linear map f ′ : R ⊗U (g) → M such that the diagram





is commutative, where ι is the canonical map. Notice that f ′ is, in fact, a R-morphism, since for






















= (sr ) ·∑
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λi f (1⊗Xi )
)














Moreover, it is clear that the diagram





is commutative, where j is the inclusion map. Additionally, by the uniqueness of f , f ′ is the only
one satisfying such commutativity. Hence, since every function from 1⊗W to an arbitrary left
module of R can be extended to a R-morphism from R ⊗U (g) to such module, 1⊗W is indeed
an R-basis.
Notice that R ,→ R ⊗U (g) via r 7→ r ⊗1 = r · (1⊗1), which corresponds to (PBW1). If g is
finite-dimensional with X = {x1, . . . , xn}, then we just proved that
1⊗W = {(1⊗x1)α1 · · · (1⊗xn)αn :α= (α1, . . . ,αn) ∈Nn} = Mon(1⊗x1, . . . ,1⊗xn)
is an R-basis for R ⊗U (g), which is (PBW2). Furthermore, (PBW3) and (PBW4) hold, for if r ∈ R
and 1 ≤ i , j ≤ n, then
(r ⊗1)(1⊗xi )− (1⊗xi )(r ⊗1) = r ⊗xi − r ⊗xi = 0 ∈ R,
(1⊗xi )(1⊗x j )− (1⊗x j )(1⊗xi ) = 1⊗xi x j −x j xi = 1⊗ [xi , x j ] ∈ R +R(1⊗x1)+·· ·+R(1⊗xn).
Thus R ⊗U (g) is a PBW extension of R.
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EXAMPLE 2.14 (CROSSED PRODUCT WITH THE UNIVERSAL ENVELOPING ALGEBRA OF A FINITE-DI-
MENSIONAL LIE ALGEBRA). Let g be a k-Lie algebra with basis X = {xi }i and let R be an arbitrary
k-algebra. Following [MR01, 1.7.12], we say that a k-algebra S is a crossed product of R by U (g),
if the following conditions hold:
(i) S contains R as a proper subalgebra,
(ii) There exists an injective k-algebra morphism g→ S, denoted by x 7→ x,
(iii) xr − r x ∈ R and r 7→ xr − r x is a k-derivation of R, for all r ∈ R,
(iv) x y − y x ∈ [x, y]+R, for all x, y ∈ g,
(v) S is a free right left R-module with the standard monomials over {xi } as a basis.
In such case, we write S = R ∗U (g). According to the previous conditions, if X is finite (that is,
g is finite-dimensional), then R ∗U (g) is a PBW extension of R. Particular examples of crossed
products with the universal enveloping algebra of a Lie algebra can be found in [MR01, 1.7.13].
2.3 SKEW PBW EXTENSIONS
We saw in the previous section that if the skew polynomial ring A = R[x;σ,δ] is such thatσ 6= idR ,
then A is not a PBW algebra. In [GL11] a generalization of PBW algebras was introduced.
DEFINITION 2.5 (SKEW PBW EXTENSION, [GL11, DEFINITION 1]). Let R and A be two rings.
We say that A is a skew PBW extension of R, if the following conditions hold:
(SPBW1) A contains R as a proper subring,
(SPBW2) There exist finitely many elements x1, . . . , xn ∈ A such that A is a free left R-module
with basis
Mon(A) := Mon(x1, . . . , xn) =
{
xα11 · · ·xαnn :α := (α1, . . . ,αn) ∈Nn
}
.
(SPBW3) For each r ∈ R − {0} and every 1 ≤ i ≤ n, there exists ci ,r ∈ R − {0} such that
xi r − ci ,r xi ∈ R.
(SPBW4) For every 1 ≤ i , j ≤ n, there exists ci , j ∈ R − {0} such that
xi x j − ci , j x j xi ∈ R +Rx1 +·· ·+Rxn .
Under these conditions we will write A =σ(R)〈x1, . . . , xn〉, and R will be called the ring of coeffi-
cients of the extension.
REMARK 19. Several facts can be immediately deduced from Definition 2.5.
1. By (SPBW2), the elements ci ,r and ci , j of (SPBW3) and (SPBW4) are unique.
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2. For i = j , in (SPBW4), ci ,i = 1. Indeed, since x2i − ci ,i x2i = 0, then 1− ci ,i = 0. If r = 0, we
define ci ,0 = 0.
3. Every ci , j ∈ R, with 1 ≤ i < j ≤ n, is left invertible. Indeed, ci , j and c j ,i are such that
xi x j − ci , j x j xi ∈ R +Rx1 +·· ·+Rxn ,
x j xi − c j ,i xi x j ∈ R +Rx1 +·· ·+Rxn .
Since Mon(A) is an R-basis then 1 = ci , j c j ,i .
4. We denote the elements of Mon(A) as xα when its important to highlight the exponents
α= (α1, . . . ,αn) ∈Nn . An alternative notation for an arbitrary element of Mon(A) is using
the capital letter X . Notice that, by (SPBW2), each element f ∈ A − {0} has a unique
representation in the form f = c1X1+. . .+ct X t , with ci ∈ R−{0} and Xi ∈ Mon(A), for every
1 ≤ i ≤ t .
5. It is clear that the verification of (SPBW2) in most cases can be cumbersome. There are
several techniques for that purpose, including Lemma 2.7 for skew polynomial rings,
computation of Gröbner bases of two-sided ideals for free algebras (cf. [Lev05]), the
Bergman’s Diamond Lemma (cf. [Ber78, Rey13]) and the existence Theorem for PBW
extensions (cf. [Aco14, AL15]).
The following result justifies the notation for skew PBW extensions.
PROPOSITION 2.8 ([GL11, PROPOSITION 3]). Let A be a skew PBW extension of R. Then, for
1 ≤ i ≤ n, there exist an injective ring endomorphism σi : R → R and a σi -derivation δi : R → R
such that
xi r =σi (r )xi +δi (r ), for every r ∈ R.
Proof. By (SPBW3), for every 1 ≤ i ≤ n and each r ∈ R, there exist elements ci ,r ,ri ∈ R such that
xi r = ci ,r xi + ri . Since Mon(A) is a R-basis of A, there elements are unique for r , so we can
define the maps σi ,δi : R → R by σi (r ) := ci ,r and δi (r ) := ri . Moreover, it is clear that, if r 6= 0,
then ci ,r 6= 0 so σi is indeed injective. Is easy to check that σi is an endomorphism and that δi is
a σi -derivation.
A particular case for skew PBW extension is when all derivations di are zero. Another
interesting situation is when all σi are bijective and the constants ci j ∈ R are invertible.
DEFINITION 2.6 (QUASI-COMMUTATIVE AND BIJECTIVE SKEW PBW EXTENSIONS, [GL11, DEFI-
NITION 4]). Let A be a skew PBW extension of R.
(i) A is said to be quasi-commutative if (SPBW3) and (SPBW4) are replaced by
(SPBW3’) For every 1 ≤ i ≤ n and r ∈ R − {0}, there exists ci ,r ∈ R − {0} such that
xi r = ci ,r xi .
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(SPBW4’) For every 1 ≤ i , j ≤ n, there exists ci , j ∈ R − {0} such that
x j xi = ci , j xi x j .
(ii) A is said to be bijective if σi is bijective, for every 1 ≤ i ≤ n, and each ci , j is invertible, for
any 1 ≤ i , j ≤ n.
Some examples of skew PBW extensions are the following. They are adapted from [Li02] and
[GL11].
EXAMPLE 2.15 (PBW EXTENSIONS). any PBW extensions is a bijective skew PBW extension since,
in this case, σi = idR (1 ≤ i ≤ n) and ci , j = 1 (1 ≤ i , j ≤ n).
EXAMPLE 2.16 (ORE EXTENSIONS OF INJECTIVE TYPE). Any Ore extension A = R[x;σ,δ] with σ
injective is a skew PBW extension, R[x;σ,δ] = σ(R)〈x〉. If additionally δ = 0, then R[x;σ] is
quasi-commutative.
Moreover, an iterated skew polynomial ring A = R[x1;σ1,δ1] · · · [xn ;σn ,δn] is a skew PBW
extension of R, if the following conditions hold:
(i) σi is injective, for 1 ≤ i ≤ n.
(ii) σi (R),δi (R) ⊆ R, for 1 ≤ i ≤ n.
(iii) There exist c,d ∈ R such that c is left invertible and σ j (xi ) = cxi +d , for i < j .
(iv) δ j (xi ) ∈ R +Rx1 +·· ·+Rxn , for i < j .
Under these conditions we have A = R[x1;σ1,δ1] · · · [xn ;σn ,δn] =σ(R)〈x1, ..., xn〉 and A is called
of injective type.
A particular case of such situation are iterated Ore extensions satisfying (2.5)-(2.8) with each
σi is injective. If specifically R = k[t1, . . . , tn], then we have an Ore algebra (cf. Example 2.4), and
k[t1, . . . , tn][x1;σn ,δ] · · · [xn ;σn ,δn] =σ(k[t1, . . . , tn])〈x1, . . . , xn〉.
Concrete examples are the algebra of shift operators Sh (cf. Example 2.7), the Weyl algebras An(k)
(cf. Example 2.8), the mixed algebra Dh (cf. Example 2.9) and the algebra for multidimensional
discrete linear systems D (cf. Example 2.10). Observe that all of these examples are not PBW
extensions.
EXAMPLE 2.17 (ADDITIVE ANALOGUE OF THE WEYL ALGEBRA). Given q1, . . . , qn ∈ k− {0}, let
An(q1, . . . , qn) be the algebra generated by x1, . . . , xn , y1, . . . , yn together with the relations
x j xi = xi x j , y j yi = yi y j , for 1 ≤ i , j ≤ n,
yi x j = x j yi , for i 6= j ,
yi xi = qi xi yi +1, for 1 ≤ i ≤ n.
An(q1, . . . , qn) is known as the additive analogue of the Weyl algebra (introduced by [Kur80])
and is isomorphic to the iterated skew polynomial ring k[x1, . . . , xn][y1;σ1,δ1] · · · [yn ;σn ,δn] over
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k[x1, . . . , xn], where
σ j (yi ) = yi , δ j (yi ) = 0, for 1 ≤ i < j ≤ n,
σi (x j ) = x j , δi (x j ) = 0, for i 6= j ,
σi (xi ) = qi xi , δi (xi ) = 1, for 1 ≤ i ≤ n.
Since An(q1, . . . , qn) is an iterated Ore extension of injective type, it is also a skew PBW extension
of k[x1, . . . , xn]. Moreover, it is bijective and
An(q1, . . . , qn) =σ(k[x1, . . . , xn])〈y1, . . . , yn〉.
Nonetheless, notice that An(q1, . . . , qn) can also be viewed as a skew PBW extension of k, by
putting
An(q1, . . . , qn) =σ(k)〈x1, . . . , xn , y1, . . . , yn〉.
If qi = q 6= 0, for all 1 ≤ i ≤ n, then An(q1, . . . , qn) becomes the algebra of q-differential operators
(cf. [JBSZ81]).
EXAMPLE 2.18 (MULTIPLICATIVE ANALOGUE OF THE WEYL ALGEBRA). Given λ j i ∈ k− {0}, with
1 ≤ i < j ≤ n, let On(λi j ) be the algebra generated by x1, . . . , xn and subject to the relations
x j xi =λ j i xi x j , for 1 ≤ i < j ≤ n.
On(λi j ) is known as the multiplicative analogue of the Weyl algebra (introduced by [Jat84]) and
is isomorphic to the iterated skew polynomial ring k[x1][x2;σ2] · · · [xn ;σn] over k[x1], where
σ j (xi ) =λ j i xi , for 1 ≤ i < j ≤ n.
Since On(λi j ) satisfies the conditions (i)-(iv) of Example 2.16, it is also a skew PBW extension of
K [x1] and hence
On(λi j ) =σ(K [x1])〈x2, . . . , xn〉.
Notice that On(λi j ) is quasi-commutative and bijective, and can also be viewed as a skew PBW
extension of k by putting
On(λi j ) =σ(k)〈x1, . . . , xn〉.
On(λi j ) is also called the homogeneous solvable polynomial algebra. If n = 2, then O2(λ21) is the
quantum plane (cf. [Man18]). If all λ j i = q−2 6= 0, for some q ∈ k− {0}, then On(λi j ) becomes the
well-known coordinate ring of the the quantum affine n-space (cf. [Smi92]).
EXAMPLE 2.19 (q -HEISENBERG ALGEBRA). Given q ∈ k− {0}, let hn(q) be the algebra generated
by x1, . . . , xn , y1, . . . , yn , z1, . . . , zn together with the relations
x j xi = xi x j , z j zi = zi z j , y j yi = yi y j , for 1 ≤ i , j ≤ n,
z j yi = yi z j , z j xi = xi z j , y j xi = xi y j , for i 6= j ,
zi yi = q yi zi , zi xi = q−1xi zi + yi , yi xi = qxi yi , for 1 ≤ i ≤ n.
hn(q) is known as the q-Heisenberg algebra (introduced by [Ber92]) and is isomorphic to the iter-
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ated skew polynomial ring k[x1, . . . , xn][y1;σ1] · · · [yn ;σn][z1;θ1,δ1] · [zn ;θn ,δn] over k[x1, . . . , xn],
where
θ j (zi ) = zi , δ j (zi ) = 0, σ j (yi ) = yi , for 1 ≤ i < j ≤ n,
θ j (yi ) = yi , δ j (yi ) = 0, θ j (xi ) = xi , δ j (xi ) = 0, σ j (xi ) = xi , for i 6= j ,
θi (yi ) = q yi , δi (yi ) = 0, θi (xi ) = q−1xi , δi (xi ) = yi , σi (xi ) = qxi , for 1 ≤ i ≤ n.
Note that, since δi (xi ) = yi 6= k[x1, . . . , xn], considering the extension over k[x1, . . . , xn], hn(q)
does not satisfies the condition (iii) of Example 2.16. However, if the base ring is k, it does
satisfies conditions (i)-(iv) and hence hn(q) is a bijective skew PBW extension of k,
hn(q) =σ(k)〈x1, . . . , xn , y1, . . . , yn , z1, . . . , zn〉.
This algebra has its roots in the study of q-calculus (cf. [Wal85]).
From these examples one could think that all skew PBW extensions are (iterated) skew
polynomial rings of injective type. However, that is not the case as the following examples show.
EXAMPLE 2.20 (QUANTUM ALGEBRA U ′q (so3)). Given q ∈ k− {0}, let U ′q (so3) be the algebra gen-
erated by I1, I2, I3 together with the relations
I2I1 −q I1I2 =−q1/2I3, I3I1 −q−1I1I3 = q−1/2I2, I3I2 −q I2I3 =−q1/2I1.
In [Aco14] is shown in detail that this algebra is indeed a PBW extension of k, i.e.,
U ′q (so3) =σ(k)〈I1, I2, I3〉.
Moreover, from the relations it is clear that it can not be expressed as a skew polynomial ring,
since the commutation rule of two variables involves the third. This algebra was introduced in
[GK91] and is a nonstandard q-deformation of the universal enveloping algebra U (so3) of the
Lie algebra so3 (cf. [HKP00]).
EXAMPLE 2.21 (DISPIN ALGEBRA). Let U (osp(1,2)) be the algebra generated by x, y, z together
with the relation
y z − z y = z, zx +xz = y, x y − y x = x.
Then U (osp(1,2)) =σ(k)〈x1, x2, x3〉. Again, due to the relations, this algebra can not be seen as a
skew polynomial ring. U (osp(1,2)) corresponds to the universal enveloping algebra of the Lie
superalgebra osp(1,2) (cf. [Ros95, C4.1]).
EXAMPLE 2.22 (HAYASHI ALGEBRA). Given q ∈ k− {0}, let Wq (J) be the algebra generated by
x1, . . . , xn , y1, . . . , yn , z1, . . . , zn together with the relations
x j xi = xi x j , z j zi = zi z j , y j yi = yi y j , for 1 ≤ i , j ≤ n,
z j yi = yi z j , z j xi = xi z j , y j xi = xi y j , for i 6= j ,
zi yi = q yi zi , yi xi = qxi yi , for 1 ≤ i ≤ n,
(zi xi −qxi zi )yi = 1 = yi (zi xi −qxi zi ), for 1 ≤ i ≤ n.
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Wq (J ) is known as the Hayashi algebra (introduced by [Hay90]). Notice that Wq (J ) is a skew PBW





j = y−1j xi , zi y−1j = y−1j zi , y j y−1j = y−1j y j = 1, for 1 ≤ i , j ≤ n,
zi xi = qxi zi + y−1i , for 1 ≤ i ≤ n.
Hence Wq (J ) =σ(k[y±11 , . . . , y±1n ])〈x1, . . . , xn , y1, . . . , yn〉.
We end mentioning two remarkable properties of skew PBW extensions.
By (SPBW4), for every 1 ≤ i , j ≤ n, we know that there exist an unique finite set of constants
ci , j ,di , j , aki j ∈ R − {0} such that
xi x j = ci , j x j xi +a(1)i j x1 +·· ·+a(n)i j xn +di j .
Such constants, together with the coefficient ring R, the number of variables n, the injective
endomorphism σk and the σk -derivations δk are known as the parameters of the extension.
THEOREM 2.9 (UNIVERSAL PROPERTY OF SKEW PBW EXTENSIONS, [AL15, THEOREM 3.1]). Let
A =σ(R)〈x1, . . . , xn〉 be a skew PBW extension of R with corresponding parameters R, n, σk , δk ,
ci j , di j , a
(k)
i j , for 1 ≤ i , j ≤ n and 1 ≤ k ≤ n. Let B a ring with a ring morphism φ : R → B and
elements y1, . . . , yn such that:
(i) ykφ(r ) =φ(σk (r ))yk +φ(δk (r )), for every r ∈ R and 1 ≤ k ≤ n,
(ii) y j yi =φ(ci j )yi y j +φ(a(1)i j )y1 +·· ·+φ(ani j )yn +φ(di j ), for every 1 ≤ i , j ≤ n.
Then, there exists an unique ring morphism ψ : A → B such that ψ(xi ) = yi , for 1 ≤ i ≤ n, and the
following diagram






is commutative, where ι is the inclusion map.
THEOREM 2.10 (HILBERT’S BASIS THEOREM FOR SKEW PBW EXTENSIONS, [GL11, THEOREM
10]). Let A = σ(R)〈x1, . . . , xn〉 be a bijective skew PBW extension of R. If R is a left (resp. right)
Noetherian ring then A is also a left (resp. right) Noetherian ring.
The proof of this result uses techniques of graduation-filtration (cf. Appendix A), since the
graded associated ring of A is always an iterated skew polynomial ring of endomorphism type.
Several other properties of skew PBW extensions regarding quantum algebras have been
studied in [RS17a, RS17b, RS17c, RS17d, JR18, RS18a, RS18b].
Recently, a more general type of non-commutative rings called semi-graded, containing all
skew PBW extensions, was defined in [LL17]. Their properties and some connections with non-
commutative geometry have been studied in the seminar Seminario de Álgebra Constructiva
(SAC2), https://sites.google.com/a/unal.edu.co/sac2/.
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2.4 ALMOST SYMMETRIC ALGEBRAS
In this section we introduce a certain class of N-filtered algebras whose main purpose is to
generalize universal enveloping algebras of Lie algebras. Several preliminaries of graded and
filtered rings will be used (cf. Appendix A).
DEFINITION 2.7 (ALMOST SYMMETRIC ALGEBRA, [LOD98, 3.3.8]). Let A be aN-filtered algebra
over k. A is said to be almost symmetric, if there exists a graded isomorphism between gr(A) and
the symmetric algebra S(gr(A)1).
REMARK 20. Notice that if A is an almost symmetric algebra, then F0(A) = k. Indeed, since
S(gr(A)1) is connected (cf. Example A.4) we have gr(A)0 = k. But
gr(A)0 = F0(A)/F−1(A) = F0(A)/0 ∼= F0(A) = k.
In order to classify these algebras, we give some definitions. Recall that, for any k-vector
space V , a bilinear form f : V ×V → k is said to be alternating if f (v, v) = 0, for all v ∈V .
DEFINITION 2.8 (2-COCYCLES, [SRI61, §1]). Let g be a k-Lie algebra and f : g×g→ k a bilinear
alternating form. We say that f is a 2-cocycle of g, if
f (x, [y, z])+ f (y, [z, x])+ f (z, [x, y]) = 0, for all x, y, z ∈ g.
The set of 2-cocycles of g is denoted by Z 2(g,k).
DEFINITION 2.9 (SRIDHARAN ENVELOPING ALGEBRA, [SRI61, DEFINITION 2.1]). Let g be a k-
Lie algebra and f ∈ Z 2(g,k). If T (g) is the tensor algebra over g and
I f := 〈x ⊗ y − y ⊗x − [x, y]− f (x, y) : x, y ∈ g〉,
the (associative) algebra U f (g) := T (g)/I f is called a f -Sridharan enveloping algebra of g.
LEMMA 2.11. Let g be a k-Lie algebra and f ∈ Z 2(g,k). Then U f (g) isN-filtered.
Proof. Since T (g) isN-graded (cf. Example A.3), the family {
⊕
i≤p g⊗i }p∈N is aN-filtration. Hence,
by Proposition A.2, the quotient U f (g) = T (g)/I f is alsoN-filtered. Explicitly,





, for all p ∈N,
where η f : T (g) → U f (g) = T (g)/I f is the canonical map, i.e., η f (z) = z := z + I f , for every
z ∈ T (g).
The restriction of η f : T (g) →U f (g) to g induces a k-linear map i f : g→U f (g) which, for
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every x, y ∈ g, satisfies
i f (x)i f (y)− i f (y)i f (x) = x y − y x = x ⊗ y − y ⊗x
= [x, y]+ f (x, y) = i f ([x, y])+ f (x, y) · i f (1). (2.19)
LEMMA 2.12 ([SRI61, LEMMA 2.4]). Let g be a k-Lie algebra and f ∈ Z 2(g,k). Given x1, . . . , xp ∈ g
and a permutation σ of (1, . . . , p), we have
i f (x1) · · · i f (xp )− i f (xσ(1)) · · · i f (xσ(p)) ∈ Fp−1(U f (g)).
Proof. Decomposing the permutation as a product of transpositions, it is sufficient to consider
the case of a transposition interchanging two consecutive indexes j and j +1. In this case, the
relation (2.19) gives
i f (x j )i f (x j+1)− i f (x j+1)i f (x j ) = i f ([x j , x j+1])+ f (x j , x j+1) · i f (1).
Since [x j , x j+1] ∈ g and f (x j , x j+1) ∈ k, we have i f ([x j , x j+1])+ f (x j , x j+1) · i f (1) ∈ F2(U f (g)), as
required.
PROPOSITION 2.13 ([SRI61, PROPOSITION 2.3]). Let g be a k-Lie algebra and f ∈ Z 2(g,k). Then
gr(U f (g)) is a commutative algebra.
Proof. Notice that the set {i f (x) : x ∈ g}∪ {i f (1)} generates U f (g) as an algebra. By Lemma 2.12
those generators commute in the associated graded algebra gr(U f (g)) and hence it must be
commutative.
Let X = {xi }i∈J be a k-basis for g and ≤ a total order in J . In [Sri61, Theorem 2.6] is shown
that the set containing 1 and all standard monomials of the form
i f (xi1 )i f (xi2 ) · · · i f (xin ), with i1 ≤ i2 ≤ ·· · ≤ in ,
is a k-basis of U f (g). In other words, the PBW Theorem for Sridharan enveloping algebras holds.
This is used to prove that i f is injective (cf. [Sri61, Corollary 2.8]) and the following result.
THEOREM 2.14 ([SRI61, THEOREM 2.5]). Let g be a k-Lie algebra and f ∈ Z 2(g,k). Then
gr(U f (g)) ∼= S(g),
as graded algebras.
Recall that, for any Lie algebra g, a k-subspace I is said to be a Lie ideal if
[I,g] := spank{[x, y] : x ∈ I, y ∈ g} ⊆ I.
In this case, the quotient space g/I has Lie algebra structure given by
[x, y] := [x, y], for all x, y ∈ g.
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The next result gives a complete characterization of almost symmetric algebras.
THEOREM 2.15 (SRIDHARAN’S CLASSIFICATION, [SRI61, §3]). Let A be an almost symmetric
algebra. Then there exist a Lie algebra g and a 2-cocycle f : g⊗g→ k such that A ∼= U f (g), as
N-filtered algebras.
Proof. Since gr(A) is isomorphic to a symmetric algebra, it must be commutative and hence, for
every x, y ∈ F1(A), we have x y − y x = 0 in gr(A)2 = F2(A)/F1(A). Thus x y − y x ∈ F1(A) and the
k-space F1(A) acquires a structure of Lie algebra given by
[x, y] := x y − y x, for all x, y ∈ F1(A).
Notice that F0(A) = k is a Lie ideal of F1(A). Indeed, [k, x] = kx − xk = 0, for all k ∈ k and
x ∈ F1(x). Hence g := F1(A)/k has an induced Lie structure, given by
[x, y] = [x, y] = x y − y x = 0, for all x, y ∈ F1(A).
In other words, g is abelian. We have the exact short sequence
0 k F1(A) g 0,ι
j
where ι is the inclusion and j is the quotient map. Since this sequence is made of k-vector
spaces, it splits and hence there exist a k-linear map t : g→ F1(A) such that j t = idg. Define the
k-bilinear map f : g×g→ k by
f (x, y) := [t (x), t (y)]− t ([x, y]), for all x, y ∈ F1(A).
A quick computation shows that f is, in fact, a 2-cocycle, and then we can consider U f (g). But
by definition, gr(A) ∼= S(g). Hence, applying Theorem 2.14, we have gr(U f (g)) ∼= S(g), and by
Proposition A.6, we get that A ∼=U f (g).
This classification is used to endow any almost symmetric algebra with a comodule structure
and obtain a new example of Hopf Galois extension.
THEOREM 2.16 ([JŞ06, PROPOSITION 6.4]). Let A be an almost symmetric k-algebra. Then there
exists a Lie algebra g such that A is an U (g)-Galois object.
Proof. By Theorem 2.15, there exist a Lie algebra g and f ∈ Z 2(g,k) such that A ∼=U f (g). Let
h : T (g) →U f (g)⊗U (g) be the k-linear map induced by
x 7→ x ⊗1+1⊗x, for all x ∈ g.
This map factorizes through an algebra map ρ : U f (g) → U f (g)⊗U (g) and hence U f (g) is a
U (g)-comodule algebra such that
ρ(x) = x ⊗1+1⊗x, for all x ∈ g.
Let X = {xi }i∈J be a k-basis for g and ≤ a total order in J . By the PBW Theorem there exists an
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unique k-linear map θ : U (g) →U f (g) such that θ(1) = 1 and
θ(xi1 xi2 · · ·xin ) = xi1 xi2 · · ·xin , for every i1 ≤ i2 ≤ ·· · ≤ in .
A straightforward computation shows that θ is in fact a U (g)-comodule morphism. Moreover, θ
is bijective and hence U f (g)
coU (g) = k. Then, by [Bel00, Proposition 1.5], it follows that k⊂U f (g)
is an U (g)-Galois object.
[Bel00, Proposition 1.5] basically states that all faithfully flat U (g)-Galois extensions AcoH ⊂ A
are characterized by maps λ : g→ A such that ρ(λ(x)) =λ(x)⊗1+1⊗x, for all x ∈ g. In our case,
such λ is what in the previous proof we called h.
We end this section mentioning a classification for Sridharan enveloping algebras (and thus
for almost symmetric algebras) when the associated Lie algebra is of dimension three.
THEOREM 2.17 ([NUS91, THEOREM 1.3]). Let g be a k-Lie algebra and f ∈ Z 2(g,k) such that
dimk(g) = 3. Then the Sridharan enveloping algebra U f (g) is isomorphic to one of the ten following
k-algebras generated by x, y and z, together with the relations given.
Type [x, y] [y, z] [z, x]
1 0 0 0
2 0 x 0
3 x 0 0
4 0 αy −x
5 0 −y −(x + y)
6 z −2y −2x
7 1 0 0
8 1 x 0
9 x 1 0
10 1 y x
Although some of these almost symmetric algebras are iterated skew polynomial rings (e.g.
type 1, 7 or 8), not all of them are (e.g., type 6). Nevertheless, they all are skew PBW extensions
and hence U f (g) ∼=σ(k)〈x, y, z〉.
CHAPTER 3
SOME INTERACTIONS
In this last part, we will review some relations between Hopf Galois extensions defined in Chapter
1 and some families and examples discussed in Chapter 2. Particularly, in Section 3.1 we describe
coactions over skew polynomial rings. Section 3.2 relates almost symmetric algebras with Hopf
Galois systems and Section 3.3 endows Kashiwara algebras with a quantum torsor structure.
Throughout this chapter, H will denote an arbitrary K -Hopf algebra (faithfully flat, if needed).
We follow the notation of Remark 15.
3.1 COACTIONS OVER SKEW POLYNOMIAL RINGS
We want to describe coactions of an arbitrary Hopf algebra H over a skew polynomial ring
induced by the algebra of coefficients. For that, we develop some preliminary facts. The results
of this section are all probably new.
LEMMA 3.1. Let R,B be two K -algebras. If A = R[x;σ,δ] is a skew polynomial ring over R, then
A⊗K B ∼= (R ⊗K B)[z;σ⊗ idB ,δ⊗ idB ],
B ⊗K A ∼= (B ⊗K R)[z; idB ⊗σ, idB ⊗δ]
as K -algebras.
Proof. We shall prove the first isomorphism since the argument for the second one is quite
similar. Notice that, since σ is a K -algebra morphism, σ⊗ idB is also of the same type. Analo-
gously, since δ is additive and δ(k1) = 0, for all k ∈ K , it follows that δ⊗ idB is also additive and
(δ⊗ idB )(k1⊗1) = 0. Furthermore, for all r, s ∈ R and b,c ∈ B , we have
(δ⊗ idB )[(r ⊗b)(s ⊗ c)] = (δ⊗ idB )(r s ⊗bc) = δ(r s)⊗bc = (σ(r )δ(s)+δ(r )s)⊗bc
=σ(r )δ(s)⊗bc +δ(r )s ⊗bc = (σ(r )⊗b)(δ(s)⊗ c)+ (δ(r )⊗b)(s ⊗ c)
= [(δ⊗ idB )(r ⊗b)][(δ⊗ idB )(s ⊗ c)]+ [(δ⊗ idB )(r ⊗b)](s ⊗ c).
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Thus, δ⊗ idB is a σ idB -derivation of R ⊗B . Hence, the K -algebra (R ⊗K B)[z;σ⊗ idB ,δ⊗ idB ]
actually makes sense.
Now, since the map R ×B → A ⊗B given by (r,b) 7→ r ⊗b is K -bilinear, by the universal
property of the tensor product, there exists a K -linear map φ : R ⊗B → A⊗B given by
φ(r ⊗b) = r ⊗b, for allr ∈ R ⊂ A and b ∈ B.
Notice that, in fact, φ is a K -algebra morphism. Since for all r ∈ R,
(x ⊗1)φ(r ⊗b) = (x ⊗1)(r ⊗b) = xr ⊗b = (σ(r )x +δ(r ))⊗b
=σ(r )x ⊗b +δ(r )⊗b =φ(σ(r )⊗b)(x ⊗1)+σ(δ(b)⊗b)
=φ[(σ⊗ idB )(r ⊗b)](x ⊗1)+φ[(δ⊗ idB )(r ⊗b)],
by Theorem 2.3, there exists an uniquely K -algebra morphism
ψ : (R ⊗B)[z;σ⊗ idB ,δ⊗ idB ] → A⊗B










φ(ri ⊗bi )(x ⊗1)i =
n∑
i=0















is K -bilinear, by the universal property of the tensor product, there exists a K -linear map
















































i ⊗bi ) =
n∑
i=0
(ri ⊗bi )zi ,
the isomorphism holds.
Via the isomorphism, the indeterminate z in (R ⊗B)[z;σ⊗ idB ,δ⊗ idB ] can be identify with
the element x ⊗1 of R[x;σ,δ]⊗B , and hence we shall write (R ⊗B)[x ⊗1;σ⊗ idB ,δ⊗ idB ].
PROPOSITION 3.2. Let H be a K -Hopf algebra. Suppose that R is a right H-comodule algebra with
structure map ρR : R → R ⊗H, and let A = R[x;σ,δ] be a skew polynomial ring over R such that
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σ and δ are H-comodule morphisms. Then A is also a right H-comodule algebra with induced












i ⊗ (ri )(1), with ri ∈ R, 0 ≤ i ≤ n.
Moreover, AcoH = RcoH [x;σ,δ], where σ and δ are considered restricted to RcoH .
Proof. By Lemma 3.1 we have A⊗H ∼= (R⊗H )[x⊗1;σ⊗idH ,δ⊗idH ] as algebras. Hence, since R is
a right comodule algebra, ρR : R → R⊗H ⊂ (R⊗H )[x⊗1;σ⊗idH ,δ⊗idH ] is an algebra morphism
(cf. Proposition 1.8). Moreover, for every r ∈ R , since σ and δ are comodule morphisms, we have
ρR (σ(r ))(x ⊗1)+ρR (δ(r )) = (σ(r )(0) ⊗σ(r )(1))(x ⊗1)+ (δ(r )(0) ⊗δ(r )(1)
= (σ(r(0))⊗ r(1))(x ⊗1)+ (δ(r(0))⊗ r(1))
= [(σ⊗ idH )(r(0) ⊗ r(1))](x ⊗1)+ (δ⊗ idH )(r(0) ⊗ r(1))
= (x ⊗1)(r(0) ⊗ r(1)) = (x ⊗1)ρR (r ).
Hence, by Theorem 2.3, there exists an algebra morphism
ρ : A → (R ⊗H)[x ⊗1;σ⊗ idH ,δ⊗ idH ]











ρR (ri )(x ⊗1)i =
n∑
i=0
((ri )(0) ⊗ (ri )(1))(x ⊗1)i .
Now, we use the isomorphism ψ of the proof of Lemma 3.1 to define the algebra morphism













































i ⊗ (ri )(1) ⊗ (ri )(2)





i ⊗ (ri )(1)
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which proves that A is a right H-comodule with structure map ρA . Moreover, since, ρA is an
algebra morphism, by Proposition 1.8, A is a right H-comodule algebra.







i ∈ A : ri ∈ RcoH , 0 ≤ i ≤ n
}
⊂ A,













i ⊗1 = p(x)⊗1,








i ⊗1 ∈ A⊗H .
Using the isomorphism of Lemma 3.1, this means
n∑
i=0
((ri )(0) ⊗ (ri )(1))(x ⊗1)i =
n∑
i=0
(ri ⊗1)(x ⊗1)i ∈ (R ⊗H)[x ⊗1;σ⊗ idH ,δ⊗ idH ].
By (O2) we must have ρR (ri ) = ri ⊗1 for all 0 ≤ i ≤ n, so each ri lies in RcoH and hence p(x) is an
element of RcoH [x;σ,δ]. Then AcoH = RcoH [x;σ,δ].
COROLLARY 3.3. Let H be a K -Hopf algebra. Suppose that R is a right H-comodule algebra
with structure map ρR : R → R ⊗ H, and let A = R[x1;σ1,δ1] · · · [xn ;σn ,δn] be an iterated skew
polynomial ring over R such that each σi and δi are H-comodule morphisms, for 1 ≤ i ≤ n. Then










(ri )(0)Xi ⊗ (ri )(1), with ri ∈ R and Xi ∈ Mon(A), 0 ≤ i ≤ n.
Moreover, AcoH = RcoH [x1;σ1,δ1] · · · [xn ;σn ,δn], where σi and δi are considered restricted to
RcoH [x1;σ1,δ1] · · · [xi−1;σi−1,δi−1], for every 1 ≤ i ≤ n.
Now, we prove that for a certain type of skew polynomial rings, the Hopf Galois extension
condition preserves.
THEOREM 3.4. Let H be a k-Hopf algebra, R a k-algebra and A = R[x;σ] a polynomial ring
of endomorphism type over R such that R is a right H-comodule algebra and σ is an injective
comodule morphism. If R is a right H-Galois object, then k[x;σ] ⊂ A is a right H-Galois extension.
Proof. R being a right H-Galois object means that the map βR : R ⊗R → R ⊗H given by
βR (r ⊗ s) = (r ⊗1)ρR (s) = r s(0) ⊗ s(1), for all r, s ∈ R,
is bijective. For A, with the comodule structure induced by Proposition 3.2, we have that the
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⊗ (s j )(1). (3.1)
βA is injective: It is sufficient to show that, if for r, s ∈ R and i , j ∈Nwe have βA(r xi ⊗sx j ) = 0,
then r xi ⊗ sx j = 0. By (3.1) we have
0 =βA(r xi ⊗ sx j ) = (r xi )(s(0)x j )⊗ s(1) (2.2)= rσi (s(0))xi+ j ⊗ s(1).
By the isomorphism of the Lemma 3.1, we have (rσi (s(0))⊗ s(1))(x +1)i+ j = 0, which by (O2)
means that
rσi (s(0))⊗ s(1) =βR (r ⊗σi (s)) = 0 ∈ R ⊗R.
By our hypothesis, it follows that r ⊗σi (s) = 0. Since the tensor product is taken over the field k,
by [Rom08, Theorem 14.5], it follows that r = 0 or σi (s) = 0. Hence, by the injectivity of σ, r = 0
or s = 0. Either case, r xi ⊗ sx j = 0.
βA is surjective: Recall the notation of Section 1.4,












































Thus β is bijective, as wanted.
3.2 ALMOST SYMMETRIC ALGEBRAS AND HOPF GALOIS SYSTEMS
We saw in Section 2.4 that for any almost symmetric algebra A, there exists a Lie algebra g such
that k⊂ A is an U (g)-extension. In this section, we shall give an alternative proof of that result
using the equivalence between Hopf Galois objects, Hopf Galois systems and quantum torsors.
For that, we must fist generalize Theorem 1.52.
Recall that any quantum K -torsor T has an associated map µ : T → T ⊗T op ⊗T , which is
denoted by µ(x) = x(1) ⊗x(2) ⊗x(3), and a Grunspan map θ : T → T satisfying
θ(x) = x(1)x(2)(3)x(2)(2)x(2)(1)x(3).
We also recall the construction of the Hopf algebra Hl (T ) (resp. Hr (T )) defined in (1.58) (resp.
(1.59)) as certain subalgebras of T ⊗T op (resp. T op ⊗T ). Summarizing Theorem 1.44, we have
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that the elements of Hl (T ) are of the form xi ⊗ yi ∈ T ⊗T op satisfying
x(1)i ⊗x(2)i ⊗θ(x(3)i )⊗ yi = xi ⊗ y (3)i ⊗ y (2)i ⊗ y (1)i .
Moreover, the comultiplication, counit and antipode on Hl (T ) are given by
∆Hl (T )(xi ⊗ yi ) = x(1)i ⊗x(2)i ⊗x(3)i ⊗ yi ,
uT εHl (T )(xi ⊗ yi ) = xi yi ,
SHl (T )(xi ⊗ yi ) = yi ⊗θ(xi ).
Similarly, the elements of Hr (T ) are of the form xi ⊗ yi ∈ T op ⊗T satisfying
xi ⊗θ(y (1)i )⊗ y (2)i ⊗ y (3)i = x(3)i ⊗x(2)i ⊗x(1)i ⊗ yi ,
and the comultiplication, counit and antipode are given by
∆Hr (T )(xi ⊗ yi ) = xi ⊗ y (1)i ⊗ y (2)i ⊗ y (3)i ,
uT εHr (T )(xi ⊗ yi ) = xi yi ,
SHr (T )(xi ⊗ yi ) = θ(yi )⊗xi .
In order to generalize Theorem 1.52 to the case when T is a faithfully flat Hr (T )-Galois object,
we introduce a symmetric version of Hopf Galois systems.
DEFINITION 3.1 (TOTAL HOPF GALOIS SYSTEM, [GRU03, DEFINITION 3.1]). A total K -Hopf Ga-
lois system consists of two K -Hopf algebras A and B , and two K -algebras T and Z , satisfying the
following axioms:
(THGS1) T is an A-B-bicomodule algebra with respective structure maps αT : T → A⊗T and
βT : T → T ⊗B .
(THGS2) Z is an B-A-bicomodule algebra with respective structure maps αZ : Z → Z ⊗ A and
βZ : Z → B ⊗Z .
(THGS3) There exist algebra morphisms γ : A → T ⊗Z and δ : B → Z ⊗T such that:
(γ⊗ idT )αT = (idT ⊗δ)βT ,
(idZ ⊗γ)αz = (δ⊗ idZ )βZ ,
(idT ⊗βZ )γ= (βT ⊗ idZ )γ,
(αZ ⊗ idT )δ= (idZ ⊗αT )δ,
(idA ⊗γ)∆A = (αT ⊗ idZ )γ,
(γ⊗ idA)∆A = (idT ⊗αZ )γ,
(δ⊗ idB )∆B = (idZ ⊗βT )δ,
(idB ⊗δ)∆B = (βZ ⊗ idT )δ.
CHAPTER 3. SOME INTERACTIONS 101
(THGS4) There exist algebra morphisms ST : T → Z op and SZ : Z → T op such that:
γS A = τ(12)(ST ⊗SZ )γ,
δSB = τ(12)(Sz ⊗ST )δ,
αZ ST = τ(12)(S A ⊗ST )αT ,
βZ ST = τ(12)(ST ⊗SB )βT ,
αT SZ = τ(12)(SZ ⊗S A)αZ ,
βT SZ = τ(12)(SB ⊗SZ )βZ ,
mT (idT ⊗SZ )γ= uT εA ,
mT (SZ ⊗ idT )δ= uT εB ,
mZ (ST ⊗ idZ )γ= uZεA ,
mZ (idZ ⊗ST )δ= uZεB .
Clearly, every Hopf Galois system (cf. Definition 1.42) is a total Hopf Galois system. Examples
of total Hopf Galois systems can be found in [Gru03, §3].
THEOREM 3.5 ([GRU04, THEOREM 2]). Let T be a faithfully flat quantum K -torsor with as-
sociated map µ and Grunspan map θ. Set A = Hl (T ), B = Hr (T ) and αT : T → A ⊗ T and
βT : T → T ⊗B given by
αT (x) = x(1) ⊗x(2) ⊗x(3) ∈ A⊗T ⊂ T ⊗T op ⊗T,
βT (x) = x(1) ⊗x(2) ⊗x(3) ∈ T ⊗B ⊂ T ⊗T op ⊗T,
for all x ∈ T , which define a structure of A-B-biGalois object on T . Then the following assertions
hold:
(i) (B ⊗T )coB = (T ⊗ A)coH as subsets of T ⊗T ⊗T .
(ii) There is a natural structure of K -algebra on Z := (B ⊗T )coB = (T ⊗ A)coH as subalgebra of
T op ⊗T ⊗T op .
(iii) There is a natural structure of B-A-biGalois object on Z given by the morphisms αZ =
Z ⊗∆A : Z → Z ⊗ A and βZ =∆B ⊗ idT : Z → B ⊗Z .
(iv) If x ∈ T , then ST (x) = [(θ⊗ idT ⊗θ)µop ](x) ∈ Z .
(v) The map ST : T → Z op is an algebra morphism.
(vi) If x ∈ Z , then (εB ⊗ idT )(x) = (idT ⊗εA)(x). We denote by SZ (x) this common value.
(vii) The map SZ : T → T op is an algebra morphism.
(viii) If h = xi ⊗ yi ∈ B ⊂ T op ⊗T , then
δ(h) = xi ⊗ y (1)i ⊗ y (2)i ⊗ y (3)i ıZ ⊗T ⊂ T op ⊗T ⊗T op ⊗T.
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(ix) If h = xi ⊗ yi ∈ A ⊂ T ⊗T op , then
γ(h) = x(1)i ⊗x(2)i ⊗x(3)i ⊗ yi ∈ T ⊗Z ⊂ T ⊗T op ⊗T ⊗T op.
(x) The map δ : B → Z ⊗T is an algebra morphism.
(xi) The map γ : A → T ⊗Z is an algebra morphism.
Moreover, the quadruple (A,B ,T, Z ) equipped with the morphism αT ,βT ,αZ ,βZ ,γ,δ,ST ,SZ is a
total Hopf-Galois system and the quantum torsor associated to this Hopf Galois system by Theorem
1.53 is isomorphic to T . In particular, (A,B ,T, Z ) and (B , A, Z ,T ) are two Hopf Galois systems.
Given the full equivalence of (1.69), we immediately have the following result.
COROLLARY 3.6 ([GRU04, COROLLARY 1]). Let B be a K -Hopf algebra and T a faithfully flat
B-Galois object. Then there exists a Hopf algebra A, an algebra Z and algebra morphisms
ST : T → Z op and SZ : Z → T op such that (A,B ,T, Z ) is a total Hopf Galois system. In particular,
(A,B ,T, Z ) and (B , A, Z ,T ) are two Hopf Galois systems.
Using Theorem 2.16 and Corollary 3.6, we have that almost symmetric algebras are examples
of Hopf Galois systems.
THEOREM 3.7 ([GRU04, THEOREM 3]). Let g be a k-Lie algebra and f ∈ Z 2(g,k). Consider the
Sridharan enveloping algebras U f (g) and U− f (g), and define γ : U (g) → U f (g)⊗U− f (g) and
δ : U (g) →U− f (g)⊗U f (g) as
x 7→ 1⊗x +x ⊗1, for all x ∈ g,
and S : U− f (g) →U f (g) as
S(x) =−x, for all x ∈ g.
Then, (U (g),U (g),U f (g),U− f (g)) is a k-Hopf Galois system.
By the equivalence theorems of Section 1.5, we have the following immediate results.
COROLLARY 3.8 ([GRU04, COROLLARIES 2 AND 3]). Let g be a Q-Lie algebra and f ∈ Z 2(g,Q).
Then the following assertions for the Sridharan algebra U f (g) hold:
(i) U f (g) is a quantum k-torsor with associated map µ(x) = x⊗1−1⊗x⊗1+1⊗1⊗x, for x ∈ g,
and Grunspan map θ = idU f (g). Moreover, Hl (U f (g)) ∼= Hr (U f (g)) ∼=U (g).
(ii) U f (g) is a U (g)-U (g)-biGalois object.
3.3 KASHIWARA ALGEBRAS AND QUANTUM TORSORS
In [Kas91] were defined a type of algebras which are useful in the study of crystal bases. In this
section we introduce the preliminaries for such algebras and then prove that they are examples
of Hopf Galois systems. Throughout, we assume that k=Q.
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DEFINITION 3.2 (GENERALIZED CARTAN MATRIX, [KAC90, §1.1]). A square matrix A = [ai j ]ni , j=1
with entries in Z is called a generalized Cartan matrix, if it satisfies the following conditions:
ai i = 2 for 1 ≤ i ≤ n,
ai j ≤ 0 for i 6= j ,
ai j = 0 if and only if a j i = 0.
The matrix A is said to be indecomposable, if for every pair of nonempty subsets I1, I2 ⊆ I =
{1, . . . ,n} with I1 ∪ I2 = I , there exists some i ∈ I1 and j ∈ I2 such that ai j 6= 0.
REMARK 21. Throughout we will suppose that every generalized Cartan matrix is symmetrizable,
i.e., there exists a diagonal matrix D with entries in Z>0 such that D A is symmetric.
Let P∨ be a free abelian group of rank 2n − rank(A) with a Z-basis
{hi : 1 ≤ i ≤ n}∪ {ds : s = 1, . . . ,n − rank(A)}.
P∨ is known as the dual weight lattice. The k-linear space spanned by P∨, h := k⊗ZP∨, is called
the Cartan subalgebra. We also define the weight lattice to be P := {λ ∈ h∗ :λ(P∨) ⊂Z}.
The elements of a linear independent subset Π := {αi : 1 ≤ i ≤ n} ⊂ h∗ satisfying
α j (hi ) = ai j and α j (ds) ∈ {0,1}, for all 1 ≤ i , j ≤ n and s = 1, . . . ,n − rank(A),
are called simple roots. Similarly, each element of the set Π∨ := {hi : 1 ≤ i ≤ n} is called a simple
coroots.
DEFINITION 3.3 (CARTAN DATUM, [HK02, DEFINITION 2.1.1]). Let A = [ai j ]ni , j=1 be a general-
ized Cartan matrix. The quintuple (A,Π,Π∨,P,P∨) defined as above is said to form a Cartan
datum associated to A.
Recall that if V is a k-vector space, the set gl(V ) of all k-linear maps on V acquires a Lie
algebra structure via the Lie bracket [x, y] = x y−y x, for all x, y ∈ gl(V ), and it is called the general
linear Lie algebra. If V = kn , we denote the general linear Lie algebra by gl(n,k). Now, given a Lie
algebra g we define a Lie morphism ad : g→ gl(g), called the adjoint representation of g, given by
ad x(y) = [x, y], for all x, y ∈ g.
Whit this, we are able to define a type of algebras of great relevance; they are consider as a
generalization of semisimple Lie algebra to the infinite dimensional case (cf. [Kac90, Chapter
1]).
DEFINITION 3.4 (KAC-MOODY ALGEBRA, [HK02, DEFINITION 2.1.3]). Let (A,Π,Π∨,P,P∨) be a
Cartan datum associated to a generalized Cartan matrix A = [ai j ]ni , j=1. The Kac-Moody algebra
associated to the Cartan datum is the k-Lie algebra generated by the elements ei , fi (1 ≤ i ≤ n)
and h ∈ P∨ subject to the following defining relations:
(KMA1) [h,h′] = 0 for all h,h′ ∈ P∨,
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(KMA2) [ei , f j ] = δi j hi for all i , j ∈ I ,
(KMA3) [h,ei ] =αi (h)ei for all i ∈ I and h ∈ P∨,
(KMA4) [h, fi ] =−αi (h) fi for all i ∈ I and h ∈ P∨,
(KMA5) (adei )1−ai j e j = 0 for all i 6= j , i , j ∈ I ,
(KMA6) (ad fi )1−ai j f j = 0for all i 6= j , i , j ∈ I .
(KMA1)-(KMA4) are called the Weyl relations, while (KMA5)-(KMA6) are known as the Serre
relations.
Given a Kac-Moody algebra g associated to the Cartan datum (A,Π,Π∨,P,P∨), we define an
inner product on h∗ such that
(αi ,αi ) ∈N and 〈hi ,λ〉 = 2(αi ,λ)/(αi ,αi ), for all λ ∈ h∗.
Our base ring is K := Q[[ħ]], the formal power series ring over Q. We also set q = exp(ħ),








DEFINITION 3.5 (KASHIWARA ALGEBRA). The Kashiwara algebra Bq (g) is the associative K -
algebra generated by the elements e ′i , fi (1 ≤ i ≤ n) and qh ,h ∈
⊕n
i=1Zhi (hi ∈ Π∨) together
with the relations:
qhe ′i q
−h = q〈h,αi 〉e ′i ,
qh fi q
−h = q−〈h,αi 〉 fi ,
e ′i f j = q
〈hi ,α j 〉
i f j e
′
i +δi j ,
1−〈hi ,αk 〉∑
k=0
(−1)k X (k)i X j X
(1−〈hi ,α j 〉)
i = 0,
where X = e ′, f and X (n)i = X ni /[n]i !.
THEOREM 3.9 ([GRU04, THEOREM 4]). Let B := Bq (g) be a Kashiwara algebra. Then the map
µ : B → B ⊗B op ⊗B defined by
µ(e ′i ) := 1⊗1⊗e ′i −1⊗e ′i ti ⊗ t−1i +e ′i ⊗ ti ⊗ t−1i ,
µ( fi ) = 1⊗1⊗ fi −1⊗ fi ti ⊗ t−1i + fi ⊗ ti ⊗ t−1i ,
µ(qh) = qh ⊗q−h ⊗qh ,
makes B into a quantum torsor. Moreover, the Grunspan map θ : B → B is given by
θ(e ′i ) = t−1i e ′i ti , θ( fi )t−1i fi ti and θ(qh) = qh .
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Using characterization theorems, [Gru04, §4.2] gives an explicit description of the two
algebras Hl (B) and Hr (B) that can be attached to the torsor, endowing it with a Hopf Galois
system.
APPENDIX A
GRADED AND FILTERED RINGS
Since the filtration-graduation technique was used in this work, for the purpose of a self-
contained document, in this Appendix we review the basic notions regarding filtered and graded
rings/algebras. Definitions and results are adapted from [MR01], [Lez19c] and [Lod98].
DEFINITION A.1 (GRADED RING). A ring A is said to be Z-graded if there exist a family {Ap }p∈Z
of its additive group A+ satisfying the following conditions:
(G1) Ap Aq ⊆ Ap+q , for all p, q ∈Z,
(G2) A =⊕p∈Z Ap , as an abelian group.
Furthermore, if A is a k-algebra, we addition the following condition:
(G3) Ap is a k-subspace, for every p ∈Z.
The family {Ap }p∈Z is called a grading of A, the subgroup Ap (for any p ∈ Z) is called the
homogeneous component of degree p and any non-zero element of Ap is said to be homogeneous
of degree p. Moreover, if Ap = 0 for p < 0, we say that A isN-graded.
Homogeneous elements of degree p will be usually denoted with the subscript p, emphasiz-
ing its degree.
As we saw in Example 1.20, graduations can be taken over any group G and not necessarily
over Z. However, for our purposes, is enough to consider this particular case. Also notice that
every ring (resp. k-algebra) A has a trivial graduation given by
A0 := A and Ap := 0, for all p ∈Z− {0}.
Throughout this Appendix, all graduations considered will be non-trivial.
REMARK. By (G1), A0 is a subring (resp. subalgebra) of A. Furthermore, 1 ∈ A0. Indeed, by (G2)
we can write 1 = a0 +ap1 +·· ·+apt ; if x = bq1 +·· ·+bql is an arbitrary element of A expanded in
homogeneous components, then for 1 ≤ i ≤ l ,
bqi = 1bqi = a0bqi +ap1 bqi +·· ·+apt bqi .
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Since the sum in (G2) is direct, comparing degrees we must have a0bqi = bqi for all 1 ≤ i ≤ l .
Hence a0x = x. Similarly, we get xa0 = x and therefore a0 = 1 ∈ A0 (ap1 = ·· · = apt = 0).
DEFINITION A.2 (GRADED MORPHISM). Let A = ⊕p∈Z Ap ,B = ⊕p∈ZBp be two Z-graded rings
(resp. k-algebras). A ring (resp. k-algebra) morphism f : A → B , is said to be graded if f (Ap ) ⊆ Bp ,
for every p ∈Z.
DEFINITION A.3 (CONNECTED ALGEBRA). Let A =⊕p∈N Ap be aN-graded k-algebra. A is said to
be connected, if A0 = k.
Since (G2) demands the sum to be direct, not necessarily every two-sided ideal of a graded
ring A will preserve the graduation for A/I . Hence we have the following result characterizing
the ideals preserving the graduation.
PROPOSITION A.1. Let A = ⊕p∈Z Ap be a Z-graded ring (resp. k-algebra) and I an ideal of A.
Then the following assertions are equivalent:
(i) I =⊕p∈Z(Ap ∩ I ).
(ii) If a ∈ I , then every homogeneous component of a is also an element of I .
(iii) I is generated (as ideal) by homogeneous elements.
(iv) The quotient A/I is Z-graded, with (A/I )p = (Ap + I )/I for every p ∈Z.
If I is a two-sided ideal of A which satisfies one of the previous assertions, we say that I is
graded or homogeneous.
We now define filtered rings.
DEFINITION A.4 (FILTERED RING). A ring A is said to beZ-filtered if there exist a family {Fp (A)}p∈Z
of its additive group A+ satisfying the following conditions:
(F1) Fp (A)Fq (A) ⊆ Fp+q (A), for all p, q ∈Z,
(F2) For p < q , Fp (A) ⊆ Fq (A),
(F3) A =⋃p∈ZFp (A),
(F4) 1 ∈ F0(A).
Furthermore, if A is a k-algebra, we addition the following condition:
(F5) Fp (A) is a k-subspace, for every p ∈Z.
The family {Fp (A)}p∈Z is called a filtration of A. The filtration is said to be separated if
additionally
⋂
p∈ZFp (A) = 0. Moreover, if F−1(A) = 0, we say that A isN-filtered.
REMARK. From conditions (F1) and (F4) is immediate that F0(A) is a subring (resp. subalgebra)
of A. Also notice that everyN-filtration is separated.
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DEFINITION A.5 (FILTERED MORPHISM). Let A,B be two rings (resp. k-algebras) with respective
filtrations {Fp (A)}p∈Z and {Fp (A)}p∈Z. A ring (resp. k-algebra) morphism f : A → B is said to be
filtered, if f (Fp (A)) ⊆ Fp (A), for every p ∈Z.
A filtered morphism f : A → B is called strict if f (Fp (A)) = Im( f )∩Fp (B), for every p ∈ Z .
As in the graded case, one can ask when a quotient A/I of a filtered ring (algebra) A is also
filtered; while for that case, conditions over the ideal I have to be imposed, for filtrations all
ideals work.
PROPOSITION A.2. Let A be a filtered ring (resp. k-algebra) with filtration {Fp (A)}p∈Z. If I is an
ideal of A then A/I has a Z-filtration given by
Fp (A/I ) := (Fp (A)+ I )/I , for all p ∈Z.





An , for all p ∈Z. (A.1)
Reciprocally, we have the following result.
PROPOSITION A.3. Let A be a Z-filtered ring (resp. k-algebra) with filtration {Fp (A)}p∈Z. Then
there exists a Z-graded ring (resp. k-algebra) associated to A, denoted by gr(A).
Proof. We define, for every p ∈Z, the abelian group
gr(A)p := Fp (A)/Fp−1(A)
and set gr(A) :=⊕p∈Zgr(A)p . gr(A) is obviously and abelian group. Moreover, the rule
(a +Fp−1(A))(b +Fq−1(A)) := ab +Fp+q−1(A), for all a,b ∈ A,
induces a multiplication in gr(A). The verification of (G1) and (G2) is straightforward from
the construction. Furthermore, if A is a k-algebra, every gr(A)p is a quotient of k-spaces and
therefore a k-space itself.
COROLLARY A.4. Let A =⊕p∈Z Ap be a Z-graded ring (resp. k-algebra). Then gr(A) ∼= A.






) ∼= Ap , for all p ∈Z,
and thus we have gr(A) =⊕p∈Zgr(A)p ∼=⊕p∈Z Ap ∼= A as abelian groups (resp. k-vector spaces).
It is clear that the isomorphism also respects multiplications.
The next result shows that, in categorical terms, gr(−) can be seen as a functor between
the category of Z-filtered rings (resp. k-algebras) and the category of Z-graded rings (resp.
k-algebras).
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PROPOSITION A.5. Let A,B be two Z-filtered rings (resp. k-algebras) with respective filtrations
{Fp (A)}p∈Z, {Fp (B)}p∈Z. If f : A → B is a filtered morphism, then there exists a graded morphism
gr( f ) : gr(A) → gr(B). Moreover, if f is strict and injective (resp. surjective, bijective), then gr( f ) is
also injective (resp. surjective, bijective).
Proof. Since f is a filtered morphism, we have f (Fp (A)) ⊆ Fp (B), for every p ∈ Z. Hence for
any p ∈Zwe can induce the function gr( f )p : gr(A)p = Fp (A)/Fp−1(A) → gr(B) = Fp (B)/Fp−1(B)
given by
gr( f )p (ap +Fp−1(A)) := f (ap )+Fp−1(B), for all ap ∈ Fp (A).
Notice that gr( f )p is a group (resp. k-linear) morphism. Therefore we can consider the map
gr( f ) :=⊕p∈Zgr( f )p given by
gr( f )((ap +Fp−1(A))p∈Z) = ( f (ap )+Fp−1(B))p∈Z for all (ap +Fp−1(A))p∈Z ∈ gr(A).
One can easily check that gr( f ) is, in fact, a ring (resp. k-algebra) morphism which, by construc-
tion, is graded.
Suppose that f is injective and strict. If (ap +Fp−1(A))p∈Z ∈ gr(A) is such that
gr( f )((ap +Fp−1(A))p∈Z ∈ gr(A)) = 0,
then by construction we have f (ap )+Fp−1(B) = 0 for every p ∈Z, meaning that f (ap ) ∈ Fp−1(B)∩
Im( f ) = f (Fp−1(A)). Hence, for every p ∈ Z, there exists a′p−1 ∈ F (A)p−1 such that f (ap ) =
f (a′p−1). Since f is injective, we have ap = a′p−1 and thus ap +Fp−1(A) = Fp−1(A), for every p ∈Z.
Then gr( f ) is injective.
Now, suppose that f is surjective and strict. Given (bp +Fp−1(B))p∈Z ∈ gr(B), we have that
for every bp there exists a ∈ A such that f (a) = bp and hence bp ∈ Fp (B)∩ Im( f ) = f (Fp (A)).
Then there exists ap ∈ Fp (A) such that f (ap ) = bp . It is obvious that gr( f )((ap +Fp−1(A))p∈Z) =
( f (ap )+Fp−1(B))p∈Z, implying that gr( f ) is surjective.
PROPOSITION A.6. Let A,B be two N-filtered rings (resp. k-algebras) with respective filtration
{Fp (A)}p∈N, {Fp (B)}p∈N. If f : A → B is a filtered morphism such that gr( f ) : gr(A) → gr(B) is
injective (resp. surjective, bijective), then f is also injective (resp. surjective, bijective).
Proof. For every p ∈N, we denote by Fp ( f ) : Fp (A) → Fp (B) the restriction of f to Fp (A). Notice
that Fp ( f ) is a group morphism, for every p ∈N. Moreover, F0( f ) is injective (resp. surjective,
bijective). Indeed, since gr( f ) is injective (resp. surjective, bijective), then every gr( f )p is also
injective (resp. surjective, bijective); in particular, gr( f )0 : gr(A)0 = F0(A) → gr(B) = F0(B) which
by construction coincides with F0( f ).
We assume by induction that Fp−1( f ) is injective (resp. surjective, bijective). Hence we can
consider the following commutative diagram:
0 Fp−1(A) Fp (A) gr(A)p 0
0 Fp−1(B) Fp (B) gr(B)p 0
Fp−1( f ) Fp ( f ) gr( f )p
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Since Fp−1( f ) and gr( f )p are injective (resp. surjective, bijective) and each row is exact, By the
Short Five Lemma (cf. [Hun74, Lemma IV.1.17]), the map fp ( f ) is also injective (resp. surjective,
bijective). Since p ∈Nwas arbitrary, by (F3), the assertion of the proposition is clear.
Several properties of gr(A) can be transfered to A, such as being an integral domain (cf.
[MR01, 1.6.6(i)]), prime ring (cf. [MR01, 1.6.6(ii)]) or left (right) Noetherian (cf. [MR01, 1.6.9]).
Since the associated graded ring has usually a nicer behavior than the original one, the study of
gr(A) is a powerful tool in non-commutative algebra. We review some examples treated in this
document.
EXAMPLE A.1 (FREE ALGEBRA). Let X be a non-empty set. A k-algebra k〈X 〉 is said to be a free
algebra over X if there exists a function ι : X → k〈X 〉 such that the following universal property is
satisfied: for any k-algebra A and any function f : X → A there exists an unique algebra morphism






It can be shown that k〈X 〉 is unique up to isomorphism (cf. [Coh03, Section 6.2]) and that any
element of this algebra is a finite k-linear combination of words, each being of the form x1 · · ·xp
with x1, . . . , xp ∈ X ; the empty word is accepted and denoted by e. We say that the degree of a
word w := x1 · · ·xp is p and we denote gr(w) = p; moreover, gr(e) := 0. The degree of an arbitrary
element f of k〈X 〉 is defined as the maximum degree of the words that comprise it; f is said to
be homogeneous if all of its words have the same grade.
For every p ∈Nwe define
k〈X 〉p :=
{
f ∈ k〈X 〉 : f is homogeneus of degree p}∪ {0}.
Notice that {k〈X 〉p }p∈N is a N-graduation for k〈X 〉. Moreover, with this graduation, k〈X 〉 is
connected.
EXAMPLE A.2 (POLYNOMIAL RING). Let R be a ring and R[x1, . . . , xn] the classical multivariate
polynomial ring over R (cf. Example 2.1). Recall that an element f ∈ R[x1, . . . , xn] is said to be
homogeneous if if all of its monomials have the same grade. The canonical N-graduation of
R[x1, . . . , xn] is given by
R[x1, . . . , xn]p :=
{
f ∈ R[x1, . . . , xn] : f is homogeneus of degree p
}∪ {0}, for every p ∈N.
Indeed, for X = {x1, . . . , xn}, we have R[x1, . . . , xn] ∼= k〈X 〉/I , where I is the homogeneous ideal
generated by xi x j = x j xi , for all 1 ≤ i , j ≤ n.
EXAMPLE A.3 (TENSOR ALGEBRA). Let V a k-vector space and T (V ) its tensor algebra (cf. Exam-
ple 1.6). AN-graduation for T (V ) is given by T (V )p :=V ⊗p , for every p ∈N. Notice that with this
graduation, T (V ) is connected.
EXAMPLE A.4 (SYMMETRIC ALGEBRA). Let V a k-vector space and S(V ) its symmetric algebra
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(cf. Example 1.7). Since the ideal I defined in (1.10) is homogeneous, by Proposition A.1, the
quotient S(V ) = T (V )/I is alsoN-graded. Moreover, since I is proper,
S(V )0 = (T (V )/I )0 = (T (V )0 + I )/I = (k+ I )/I = k,
making S(V ) into a connected algebra.
CONCLUSIONS AND FUTURE WORK
The implicit aim of this work was to create a picture of the current state of Hopf Galois theory
and, in parallel, the interactions with remarkable classes of non-commutative rings, together
with numerous examples.
We have presented useful and basic preliminaries of Hopf algebras in Chapter 1. However,
beyond our scope there are many topics that can be reviewed in the literature. Perhaps, our
merit is to develop and expand tedious calculations that usually are omitted in the literature.
The same can be said for Hopf Galois extensions themselves.
As mentioned and shown throughout the document, non-commutative polynomial algebras
appear in a wide range of applications and contexts. Nevertheless, the families presented in
Chapter 2 are not the only ones in the literature (e.g. G-algebras [Lev05] or PI rings [MR01]) and
hence their interactions with coactions of Hopf algebras and Hopf Galois extensions themselves
are still unknown.
On the other hand, Hopf Galois theory has for itself several open problems and fronts of
investigation. Although we mention some of them at the end of Section 1.3, we recall a few:
(co)homology calculations, generalization to tensor and Hom-Hopf categories, theory for Hopf
grupoids, Morita equivalences in more general contexts, etc. And, related with Sections 1.4
and 1.5, also several questions appear, such as classification problems, more characterization
theorems or generalizations.
Finally, we ask below some specific questions that came up during the realization of this
work.
QUESTION 1. Is there a generalization of Lemma 3.1 for (skew) PBW extensions? That question
was partially answered in [RS17c, Proposition 3.1]. An interesting case of future study for us is
the enveloping algebra of an arbitrary algebra A, which is defined as Ae := A⊗ Aop .
QUESTION 2. Is there an analogue of Proposition 1.2 for (skew) PBW extensions? We have found
some problems in the calculations but soon we hope to have a full answer.
QUESTION 3. Are the conditions of Theorem 3.4 only sufficient but not necessary? Can we
generalize it to skew polynomial rings in general? What about (skew) PBW extensions?
QUESTION 4. Is there a generalization of Hopf Galois systems such that they turn out to be
equivalent to Hopf Galois extensions (not just Hopf Galois objects)?
QUESTION 5. Are we able to find more examples of quantum torsor and Hopf Galois systems? Are
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they also members of our families of non-commutative rings? Can we find a non-commutative
geometric sense to them?
QUESTION 6. The dual of a quantum torsor is known as a quantum cotorsor. Is there any relation
between them and the notion of Hopf Galois coextension presented in [Has12]?
QUESTION 7. Can we extend the notion of quantum torsor and Hopf Galois systems to the
context of Hopf grupoids?
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