In recent years, a number of preconditioners have been applied to linear systems [A.D. Gunawardena, S.K. Jain, L. Snyder, Modified iterative methods for consistent linear systems, Linear Algebra Appl. 154-156 (1991) 119-125 [10]]. Since these preconditioners are constructed from the elements of the upper triangular part of the coefficient matrix, the preconditioning effect is not observed on the nth row of matrix A. In the present paper, in order to deal with this drawback, we propose a new preconditioner. In addition, the convergence and comparison theorems of the proposed method are established. Simple numerical examples are also given, and we show that the convergence rate of the proposed method is better than that of the optimum SOR.
Introduction
We herein consider the following preconditioned linear system:
where A = (a ij ) ∈ R n×n is an M-matrix, P ∈ R n×n is a preconditioner, and x, b ∈ R n are vectors. Without loss of generality, we assume that A has a splitting of the form A = I − L − U , where I denotes the n × n identity, and −L and −U are the strictly lower, and strictly upper triangular parts of A, respectively. In 1991, Gunawardena et al. [1] proposed the modified Gauss-Seidel method with P = (I + S), where S = (s ij ) = −a ii+1 for i = 1, 2, . . . , n − 1, j = i + 1, 0 otherwise.
Then, preconditioned matrix A S = (I + S)A can be written as follows:

A S = I − L − SL − U + S − SU = (I − D) − (L + E) − (U − S + SU ),
where D and E are the diagonal and strictly lower triangular part of SL, respectively. If a ii+1 a i+1i = 1(1 i n−1), then there exists {(I −D)−(L+E)} −1 . Therefore, the preconditioned Gauss-Seidel iterative matrix T S for A S becomes
which is referred to as the modified Gauss-Seidel iterative matrix. Gunawardena et al. proved the following inequality [1] :
where (T ) denotes the spectral radius of the Gauss-Seidel iterative matrix T . Similar preconditioners were proposed [2] [3] [4] [5] . Since these preconditioners are constructed from a part of upper triangular part of A, the preconditioned effect is not observed on the last row of matrix A.
To provide the preconditioned effect on the last row, Morimoto et al. [6] proposed a preconditioner
where R is defined as R = (r nj ) = −a nj , 1 j n − 1, 0 otherwise.
Here, R is referred to as the nth preconditioner. The elements (a R nj ) of A R 1 are given by
Then, preconditioned matrix A R 1 can be written as follows:
where D R , E R are the diagonal and strictly lower triangular parts of RU , respectively. If
. Therefore, the Gauss-Seidel iterative matrix T R 1 can be defined by
Following on this preconditioner, we proposed preconditioner [7] :
Then, the elements a R nj of preconditioned matrix A R given by
And A R can be written as follows:
If M R is nonsingular, then the Gauss-Seidel iterative matrix
R N R is defined. Recently, Noutsos and Tzoumas [8] proposed new preconditioners, and excellent results are obtained. A cyclic preconditioner proposed by them is used the first element of the last row. In this paper, we focus on finding preconditioned effect to the nth row. Throughout the present paper, we assume that a ii+1 = 0 (1 i < n) and a nj = 0 (1 j < n). The remainder of the present paper is organized as follows.
In Section 2, we prove the convergence and comparison theorems, and report numerical examples to confirm our theoretical analysis, followed by concluding remarks in Section 3.
Convergence and comparison theorems
In this section, we discuss a comparison theorem of Gauss-Seidel iterative methods with (I + R) and (I + S + R). In order to prove the theorem, we need the following definitions and results. As a specific class of the regular splitting, we define the Gauss-Seidel splitting as follows: 
Gauss-Seidel convergent splitting
Therefore (3) shows that A R is a diagonally dominant matrix, and thus A
Since
is also the Gauss-Seidel regular splitting.
Comparison theorem
Now, we introduce comparison results. Morimoto et al. proved the following.
Theorem 2.9 (Morimoto et al. [6, Theorem 3.4]). Let A be an M-matrix, and both
be the Gauss-Seidel convergent splittings. Then the following inequality holds:
Proof. From assumption, we have
Since R O, Ax 0 and N = N R 1 = U , we have
From Eq. (7), we have
It easily follows from Theorem 2.7 that (M
Morimoto et al. proposed using the successive application of P R 1 and P s =(I +S), that is, after using O. by noting that N S = N R , the following relation holds:
which by Theorem 2.7 implies
Remark 1.
There was omission in entry of assumption in Theorem 2.9 of [7] .
Using another proof, we investigate for M S N S in detail. And we show the necessity of hypotheses. Moreover, we obtained weaker hypotheses. We show that under some assumptions, (T R ) (T S ). We first observe the following:
We now obtain the following result from Theorem 2.8.
Theorem 2.11.
In addition to the assumption of Theorem 2.8, we assume that
Then,
This theorem is rewriting of Theorem 2.10. To prove this theorem, we need the following lemma. 
Proof. Direct computation. 
Proof of Theorem 2.11. The inequality (T S ) < (T ) follows from [1, Theorem 4.1(a)]. Hence, by Theorem 2.11, it suffices to show that (T R ) (T S ). By Lemma 2.12, we have
From Theorem 2.5, we have
S N S ).
Together with Theorem 2.8, this proves Theorem 2.11. 
Proof. As described in the proof of Theorem 2.12, (T 1 ) = (T 11 ) and (T 1 ) = (T 11 ) holds. Hence, for Eq. (11),
Eq. (10) 
(T S ) (T R ).
Proof. It follows that there exist (T S ) < 1 with the positive eigenvector x for T S [1]. Since from Theorem 2.7, T R x T S x holds, we have (T R ) (T S ).
Generalization of the nth preconditioner
The following sets of integers are useful for analysis:
For the case in which a R nj = − k∈N, k =j a nk a kj < a nj , Eq. (11) is not satisfied. 
otherwise.
G N G . Then, for u > , the following inequality holds: Table 1 shows the numerical results. 
