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Abstract
In this paper we associate an invariant to a biquaternion algebra B over a field K with a subfield
F such that K/F is a quadratic separable extension and char(F) = 2. We show that this invariant
is trivial exactly when B  B0 ⊗ K for some biquaternion algebra B0 over F. We also study the
behavior of this invariant under certain field extensions and provide several interesting examples.
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1. Introduction
Given a central simple algebraC over a field K with a subfield F, we say thatC has a descent to
F if there exists a central simple algebra C0 over F such that C  C0⊗K. When [K : F] = exp(C),
one necessary condition forC to have a descent to F is that corK/F(C) ∼Br F, because ifC  C0⊗K
then corK/F(C) = corK/F(C0 ⊗ K) = C
⊗[K:F]
0
∼Br F, where ∼Br denotes the Brauer equivalence.
If K/F is a separable quadratic extension and Q is a quaternion algebra over K, then
corK/F(Q) ∼Br F is a necessary and sufficient condition for Q to have a descent to F by [1,
Chapter X, Theorem 21]. This fact does not generalize to biquaternion algebras. For example,
take a division algebra A over F such that deg(A) = 8 and exp(A) = 2 which does not decompose
as a tensor product of three quaternion algebras (e.g. [2]), take a separable quadratic field exten-
sion K of F inside A (which exists by [28]) and B to be the centralizer of K in A. Then B ∼Br A⊗K
and so corK/F(B) ∼Br F. However, if B  B0 ⊗ K for some central simple algebra B0 over F, then
A decomposes as the tensor product of three quaternion algebras, a contradiction. Therefore B has
no descent to F.
In [10], the invariant δ was associated to any biquaternion algebra B over K where K/F is a
quadratic field extension and char(F) , 2. It was shown that the invariant is trivial exactly when
B has a descent to F. This invariant proved to be a refinement of an invariant ∆ defined in [16,
Section 11] for algebras of degree 8 and exponent 2, which is trivial when the algebra decomposes
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and is conjectured to be nontrivial otherwise. It was then used to show the existence of at least one
algebra A of degree 8 and exponent 2 with nontrivial ∆(A). The main tool Barry used in order to
construct this example was [10, Proposition 4.9], whose characteristic 2 analogue is given in this
paper as Proposition 6.1.
In this paper we present the characteristic 2 analogue for δ. We associate an invariant to any
biquaternion algebra B over K where K/F is a separable quadratic extension and char(F) = 2.
We show that this invariant is trivial exactly when B has a descent to F, and study its behavior
under certain field extensions, proving (among other things) that it does not split over odd degree
field extensions (see Proposition 5.1). This invariant is defined using the Kato-Milne cohomology
groups, which form a characteristic 2 analogue to the classical Galois cohomology groups.
2. Kato-Milne cohomology
Throughout this paper F denotes a field of characteristic 2. Let Ωm
F
= ∧mΩ1
F
be the space of
absolute m-differential forms over F, where Ω1
F
is the F-vector space generated by the symbols
dx, x ∈ F, subject to the relations:
d(x + y) = dx + dy,
d(xy) = xdy + ydx
for any x, y ∈ F. We set Ω0
F
= F. Clearly, d(x2y) = x2d(y) for all x, y ∈ F, and thus the map
F → Ω1F
x 7→ dx
is F2-linear, where F2 = {x2 | x ∈ F}. This map extends to the differential operator d : Ωm
F
→
Ωm+1
F
defined by
ydx1 ∧ · · · ∧ dxm 7→ dy ∧ dx1 ∧ · · · ∧ dxm.
Let B = {ei | i ∈ I} be a 2-basis of F, which means that the set
∏
i∈I
e
εi
i
| εi ∈ {0, 1}, and for almost all i ∈ I, εi = 0

is a basis of F over F2. We choose an ordering on I. So the set
{
dei1
ei1
∧ · · · ∧
deim
eim
| ei1 , . . . , eim ∈ B and i1 < i2 < · · · < im
}
is a basis of the F-vector space Ωm
F
.
The usual Frobenius map F → F, x 7→ x2, extends to a well-defined map, called the Frobenius
operator, as follows:
Φ : ΩmF → Ω
m
F/dΩ
m−1
F∑
i1<···<im
ci
dei1
ei1
∧ · · · ∧
eim
eim
7→
∑
i1<···<im
c2i
dei1
ei1
∧ · · · ∧
eim
eim
+ dΩm−1F .
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The Artin-Schreier operator ℘ : Ωm
F
→ Ωm
F
/dΩm−1
F
is defined by ℘ = Φ − Id.
Let Hm+1
2
(F) and νF(m) denote the cokernel and the kernel of ℘, respectively. Usually we will
consider the operator ℘ as a map Ωm
F
→ Ωm
F
given by:
∑
i1<···<im
ci
dei1
ei1
∧ · · · ∧
eim
eim
7→
∑
i1<···<im
℘(ci)
dei1
ei1
∧ · · · ∧
eim
eim
.
This map depends on the choice of the 2-basis, and it is well-defined modulo dΩm−1
F
. With
that we may take
Hm+12 (F) = Ω
m
F/(dΩ
m−1
F + ℘(Ω
m
F )).
A famous result of Kato [23] asserts the following isomorphism:
fm+1 : H
m+1
2 (F) → I
mF ⊗Wq(F)/I
m+1F ⊗Wq(F)
a
dx1
x1
∧ · · · ∧
dxm
xm
7→ 〈〈x1, · · · , xm〉〉 ⊗ [1, a]
where ImF is the mth power of the fundamental ideal of the Witt ringW(F) of nondegenerate sym-
metric F-bilinear forms,Wq(F) is the Witt group of non singular F-quadratic forms, 〈〈x1, · · · , xn〉〉
is the n-fold bilinear Pfister form 〈1, x1〉 ⊗ · · · ⊗ 〈1, xn〉, and [1, a] is the binary quadratic form
X2 + XY + aY2. We have H1
2
(F)  F/℘(F) and H2
2
(F)  2Br(F) the 2-torsion of the Brauer group
of F.
Kato also proved in [23] that νF(m) coincides with the additive group generated by the differ-
entials da1
a1
∧ . . . ∧
dam
am
for a1, · · · , am ∈ F
×, and it is isomorphic to the quotient ImF/Im+1F in a
natural way.
3. An invariant for biquaternion algebras over a quadratic extension
From now on K denotes a separable quadratic extension of F. We have K = F[α], where
℘(α) = a ∈ F \ ℘(F). Without loss of generality, we can assume a ∈ F2.
Because of the separability of the extension K/F, any 2-basis of F remains a 2-basis of K, and
thus we have Ωm
K
= Ωm
F
⊕ αΩm
F
for any nonnegative integer m.
Let Tr : K → F denote the trace map. This map extends to
Tr∗ : Ω
m
K → Ω
m
F
w0 + αw1 7→ w1
for all w0,w1 ∈ Ω
m
F
.
Since a ∈ F2, we also have α ∈ K2, and thus
dΩmK = dΩ
m
F ⊕ αdΩ
m
F
℘(w0 + αw1) = ℘(w0) + aΦ(w1) + α℘(w1)
for all w0,w1 ∈ Ω
m
F
. Hence, Tr∗(dΩ
m
K
) ⊂ dΩm
F
and Tr∗(℘(Ω
m
K
)) ⊂ ℘(Ωm
F
). Consequently, Tr∗
extends to a map from Hm+1
2
(K) to Hm+1
2
(F).
Moreover, by [6, Corollary 2.5] (see also [13, Complex 34.20]), the group homomorphism
Tr∗ : Wq(K) −→ Wq(F) induces by the trace map Tr : K → F satisfies Tr∗(I
nK ⊗ Wq(K)) ⊂
InF ⊗Wq(F) for all n ≥ 0. This is a part of the following exact sequence:
3
Proposition 3.1 ([7, Cor. 6.5]). The following sequence is exact:
0 // InF ⊗ [1, a] // InF ⊗Wq(F)
resK/F
// InK ⊗Wq(K)
Tr∗
// InF ⊗Wq(F) // 0
where resK/F is the restriction map.
We will also need the following result describing the group ImK ⊗Wq(K).
Proposition 3.2 ([6, Corollary 2.4]). For any n ≥ 0, InK⊗Wq(K) is generated by the Pfister forms
〈〈a1, . . . , an, b]] where a1, . . . , an ∈ F
× and b ∈ K.
For any m ≥ 0, let us denote by em+1 : ImF ⊗ Wq(F) → H
m+1
2
(F) the group homomorphism
given by:
ϕ 7→ f −1m+1(ϕ + I
m+1F ⊗Wq(F))
where fm+1 is the Kato isomorphism given in the previous section. In particular, for any ϕ ∈
ImF ⊗Wq(F), we have e
m+1(ϕ) = 0 iff ϕ ∈ Im+1F ⊗Wq(F).
Proposition 3.3. The diagram
InK ⊗Wq(K)
Tr∗
//
en+1

InF ⊗Wq(F)
en+1

Hn+1
2
(K)
Tr∗
// Hn+1
2
(F)
is commutative for any n ≥ 0.
Proof. Let ϕ ∈ InK ⊗Wq(K). By Proposition 3.2 it suffices to verify the diagram commutativity
for ϕ = 〈〈a1, . . . , an, b]] where a1, . . . , an ∈ F
× and b ∈ K. By the Frobenius reciprocity [13,
Proposition 20.2], we have
Tr∗(ϕ) = 〈〈a1, . . . , an〉〉 ⊗ Tr∗([1, b]).
Since Tr∗([1, b]) ≡ [1,Tr(b)] (mod IF ⊗Wq(F)) [13, Lemma 34.14], it follows that
Tr∗(ϕ) ≡ 〈〈a1, · · · , an,Tr(b)]] (mod I
n+1F ⊗Wq(F)),
and thus
en+1(Tr∗(ϕ)) = e
n+1(〈〈a1, · · · , an,Tr(b)]])
= Tr(b)
da1
a1
∧ · · · ∧
dan
an
= Tr∗
bda1
a1
∧ · · · ∧
dan
an

= Tr∗ ◦ e
n+1(ϕ).

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Since λ ∧ ℘(u) ≡ ℘(λ ∧ u) (mod dΩm+k−1
F
), and λ ∧ dv = d(λ ∧ v) for any λ ∈ νF(m) and
arbitrary u ∈ Ωk
F
and v ∈ Ωl
F
, it follows that the exterior product induces an action of νF(m) on the
groups Hn+1
2
(F) in a natural way:
∧ : νF(m) × H
n+1
2 (F) → H
m+n+1
2 (F)
(λ,w) 7→ λ ∧ w.
Let B be a biquaternion K-algebra such that corK/F(B) = 0. This condition on corestriction
means that the algebra B is defined over F up to Brauer equivalence. Let ϕ be an Albert K-
quadratic form such that C(ϕ)  M2(B) (recall that an Albert form is a non singular quadratic
form of dimension 6 and trivial Arf invariant). This form ϕ is unique up to scalar multiplication
[26]. Note that e2(ϕ) = [B], where [B] is the class of B in H2
2
(F).
The following proposition is the characteristic 2 analogue of [10, Lemma 4.1]:
Proposition 3.4. (1) Tr∗(ϕ) ∈ I
2F ⊗Wq(F).
(2) ∀λ ∈ K×, e3(Tr∗(ϕ)) = e
3(Tr∗(λϕ)) + Tr∗(dlogλ∧ [B]), where dlogλ denotes
dλ
λ
in νK(1) for
any λ ∈ K×.
(3) For any λ ∈ K×, Tr∗(λϕ) = 0 if and only if e
3(Tr∗(ϕ)) = Tr∗(dlogλ ∧ [B]).
Proof. For part (1), we follow the same proof as in characteristic not 2 using Proposition 3.3 for
n = 1.
For Part (2), since Tr∗(ϕ) = Tr∗(λϕ)+Tr∗(〈1, λ〉⊗ϕ), it follows that e
3(Tr∗(ϕ)) = e
3(Tr∗(λϕ))+
e3(Tr∗(〈1, λ〉 ⊗ ϕ)). Since the diagram
I2K ⊗Wq(K)
Tr∗
//
e3

I2F ⊗Wq(F)
e3

H3
2
(K)
Tr∗
// H3
2
(F)
is commutative, we get e3(Tr∗(〈1, λ〉⊗ϕ)) = Tr∗(e
3(〈1, λ〉⊗ϕ)) = Tr∗(dlogλ∧e
2(ϕ)) = Tr∗(dlogλ∧
[B]).
For Part (3), let λ ∈ K×. We have e3(Tr∗(ϕ)) = Tr∗(dlogλ ∧ [B]) iff e
3(Tr∗(λϕ)) = 0 iff
Tr∗(λϕ) ∈ I
3F ⊗Wq(F). This is equivalent to Tr∗(λϕ) = 0 by the Hauptsatz of Arason-Pfister for
non singular quadratic forms [25, Proposition 6.4]. 
Now statement (2) of Proposition 3.4 allows us to attach to B an invariant as follows:
Definition 3.5. The invariant δK/F(B) is the class of e
3(Tr∗(ϕ)) in the group
H32(F)/Tr∗(dlogK
∗ ∧ [B]).
The descent criterion of B to F is as follows:
Theorem 3.6. The K-algebra B has a descent to F if and only if δK/F(B) = 0.
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Proof. We proceed as in [10]. By Proposition 3.4, δK/F(B) = 0 if and only if there exists λ ∈ K
×
such that Tr∗(λϕ) = 0.
Suppose that B has a descent to F, this means that there exists a biquaternion F-algebra B0
such that B  B0⊗K. Let ϕ0 be an Albert quadratic form over F such that C(ϕ0) = M2(B0). Then,
ϕ and (ϕ0)K have the same Clifford invariant. It follows from [26] that ϕ  λ(ϕ0)K for a suitable
λ ∈ K×. Hence, Tr∗(λϕ) = 0.
Conversely, suppose that Tr∗(λϕ) = 0 for some λ ∈ K
×. By Proposition 3.1, in the case n = 1,
there exists ϕ0 ∈ IF ⊗Wq(F) such that λϕ is Witt equivalent to (ϕ0)K . Since the extension K/F is
excellent, we may suppose that λϕ  (ϕ0)K . Let us write ϕ0 = a1[1, b1] ⊥ a2[1, b2] ⊥ a3[1, b3].
The Arf invariant of (ϕ0)K is trivial, hence b1 + b2 + b3 + ǫa ∈ ℘(F) for ǫ ∈ {0, 1} (recall that
K = F[α] where ℘(α) = a ∈ F \℘(F)). We have (ϕ0)K  (a1[1, b1] ⊥ a2[1, b2] ⊥ a3[1, b3 + ǫa])K ,
and thus we may suppose that ϕ0 is an Albert form. Using the Clifford algebra, we get that B is
Brauer equivalent to (B0)K , where B0 is the biquaternion F-algebra satisfying C(ϕ0) = M2(B0).
By dimension count we deduce that B  B0 ⊗ K. 
Remark 3.7. Let A be a central simple algebra of degree 8 and exponent 2 over F. Suppose that
K is contained in A. Denote by B = CAK the centralizer of K in A. The algebra A admits a
decomposition of the form A  [a, a′) ⊗ A′, for some a′ ∈ F and some subalgebra A′ ⊂ A over
F, if and only if B has a descent to F. That is, A admits such a decomposition if and only if
δK/F(B) = 0. Hence, δK/F(B) , 0 if A is indecomposable.
In the following example we show that there exists a decomposable algebra of degree 8 having
K as subfield such that the centralizer of K, a biquaternion algebra over K, has no descent to F.
Example 3.8. Let D be an indecomposable algebra of degree 8 and exponent 2 over F. Suppose
that K is contained in D. It is well-known that M2(D) is a tensor product of four quaternion
algebras. The proof of this fact given in [18, Thm. 5.6.38] shows that one may find quaternion
algebras Q1,Q2,Q3,Q4 over F such that M2(D)  Q1 ⊗ Q2 ⊗ Q3 ⊗ Q4 with K ⊂ Q4. Setting
A = Q1 ⊗Q2 ⊗Q3, we may check that A is a division algebra. Since DK is of index 4, the index of
AK is also 4. So A contains a subfield isomorphic to K. A result of Merkurjev shows that there is
no quaternion subalgebra of A containing K, see [11, Cor. 4.5] for char(F) , 2. The characteristic
2 case works exactly by the same arguments. Therefore, if B is the centralizer of K in A, the
invariant δK/F(B) is not trivial.
4. Indecomposable algebras in cohomological dimension 3
Recall that the cohomological 2-dimension cd2(ℓ) of a field ℓ is by definition the smallest
integer such that for every n > cd2(ℓ) and every finite field extension L/ℓ we have H
n
2
(L) = 0.
This latter equality holds if and only if In−1L ⊗WqL = 0 (see [13, Fact 16. 2]). Note that in [13,
Section 101] the group is denoted by Hn,n−1(L,Z/2Z), but in the case of fields of characteristic 2,
Hn,n−1(L,Z/2Z) = Hn
2
(L). See also [17] and [15, P. 152].
In this section, we construct an example of an indecomposable algebra of exponent 2 and
degree 8 over a field of 2-cohomological dimension 3. Notice that every central simple algebra of
exponent 2 over F decomposes into tensor product of quaternion algebras if cd2(F) = 2 (see [19]
if char(F) , 2 and [12] if char(F) = 2). Hence, as it is the case in characteristic different from
6
2 [10], this example shows that 3 is the lower bound of the 2-cohomological dimension for the
existence of indecomposable algebras of exponent 2.
Let A be a central simple algebra over F. Recall that TCH2(SB(A)) denotes the torsion in
the Chow group of cycles of codimension 2 over the Severi-Brauer variety SB(A) modulo rational
equivalences. If A is of prime exponent p and index pn (except the case p = 2 = n) Karpenko
shows in [22, Proposition 5.3] that A is indecomposable if TCH2(SB(A)) , 0. Examples of
such indecomposable algebras, independently to the characteristic of the base field, are given in
[22, Corollary 5.4]. The following result appeared in [10, Theorem 1.3] under the assumption
char(F) , 2:
Theorem 4.1. Let A be a central simple algebra of degree 8 and exponent 2 over F such that
TCH2(SB(A)) , 0. There exists an extension M of F with cd2(M) = 3 such that AM is indecom-
posable.
For the proof we first prove:
Lemma 4.2. Let F be a field of char(F) = 2 such that cd2(F) > 2. Then there exists an extension
M of F such that cd2(M) = 3, M is 2-special, and the restriction of any anisotropic quadratic 3-fold
Pfister form over F to M is anisotropic.
Proof. Following a construction due to Merkurjev, we define inductively a tower of fields
F = F0 ⊂ F1 ⊂ · · · ⊂ F∞ =
⋃
i
Fi =: M
where the field F2i+1 is the subfield of the separable closure of F2i consisting of elements invariant
by a fixed Sylow 2-subgroup of the absolute Galois group of F2i. By [13, Proposition 101.16]
F2i+1 is 2-special, i.e., every finite field extension of F2i+1 is of degree a power of 2. The field
F2i+2 is the composite of all the function fields F2i+1(ψ) for ψ ranging over all 4-fold Pfister forms
over F2i+1. Since I
3
M⊗Wq(M) = 0 by construction, we have H
4
2
(M) = 0. Furthermore, the field M
is 2-special, so it follows by [13, Example 101.17] that cd2(M) < 4. Anisotropic quadratic 3-fold
Pfister forms over F are split by neither odd degree extensions (Springer’s theorem, [13, Corollary
18.5]) nor function fields of 4-fold Pfister forms (The separation theorem, [13, Theorem 26.5]),
and so their restrictions to M are anisotropic. Therefore, cd2(M) = 3. 
Proof of Theorem 4.1. Since the theorem was already proven for char(F) , 2, we may assume
char(F) = 2. Notice that cd2(F) > 2 since A is indecomposable. Let F be an odd degree extension
of F. It is shown in [22, Corollary 1.2 and Proposition 1.3] that the scalar extension map
TCH2(SB(A)) −→ TCH2(SB(A)F)
is an injection. On the other hand, let ψ be a 4-fold Pfister quadratic form over F and let Xψ be the
quadric defined by ψ. We show in Theorem Appendix A.1 that CH2(Xψ) is torsion free as it is the
case in characteristic different from 2 by Karpenko [20, Theorem 6. 1]. Hence, Merkurjev’s Chow
group computations in [10, Theorem 6.7] show that the scalar extension map
TCH2(SB(A)F) −→ TCH
2(SB(A)F(Xψ))
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is injective.
Now, let M/F be an extension with cd2(M) ≤ 3 constructed as in Lemma 4.2. The two latter
injections show that TCH2(SB(A)M) , 0. Consequently, the algebra AM is indecomposable and
cd2(M) = 3. 
This theorem allows to construct an example of a biquaternion algebra with nontrivial invariant
over a field of 2-cohomological dimension 3: By Theorem 4.1, every indecomposable algebra of
degree 8 and exponent 2 can be scalar extended to an indecomposable algebra over a field of
cohomological 2-dimension 3. Since indecomposable algebras of degree 8 and exponent 2 exist,
they exist also over fields M with cd2(M) = 3. Let A be such an indecomposable algebra over M.
Let K ⊂ A be a separable quadratic extension of M, and B = CAK the centralizer of K in A. Then
the invariant δK/M(B) is not trivial.
5. The behavior under odd degree field extensions
Let F be an extension of F of odd degree and K = F(α) (recall that K = F[α], where ℘(α) =
a ∈ F \ ℘(F)). Let B be a biquaternion K-algebra such that corK/F(B) = 0. As before let ϕ
be an Albert quadratic form over K such that C(ϕ)  M2(B). Our aim is to prove the following
proposition whose analogue in characteristic not 2 is a consequence of [10, Proposition 4.7].
Proposition 5.1. If δK/F(BK) = 0, then δK/F(B) = 0.
Our proof will be based on a lifting argument from characteristic 2 to characteristic 0, and then
apply the analogue of Proposition 5.1 in characteristic not 2.
It is well-known that we can consider F as the residue field of a Henselian discrete valuation
ring A of characteristic 0 with maximal ideal 2A. Let E and A× denote the field of fractions and
the group of units of A, respectively.
We recall two results due to Wadsworth [29] which will play an important role in our proof.
To this end, we consider the set
S = {(−1)ka2 + 4b | k ∈ Z, a ∈ A×, b ∈ A}
which is clearly a multiplicative subgroup of A×.
Lemma 5.2 ([29, Lemma 1.6]). There is a surjective homomorphism γ : S −→ F/℘(F) given by:
(−1)ka2 + 4b 7→ b/a2 mod ℘(F).
Furthermore, Ker γ = ±A× 2.
Proposition 5.3 ([29, Proposition 1.14]). Let V be a free A-module, Q a nondegenerate quadratic
form on V over A, and Q the induced form on the F-vector space V/2V. Then, detQ ∈ S/A× 2 and
∆(Q) = γ(detQ), where ∆(Q) denotes the Arf invariant of Q.
As a corollary, we get:
Corollary 5.4. For any quadratic form ψ over F whose Witt class is in InF ⊗ Wq(F) for some
n ≥ 1, there exists a quadratic form ψ′ over A whose Witt class is in In+1A such that ψ′ is Witt
equivalent to ψ. Moreover, for n = 1, we may choose ψ′ such that ψ′ is isometric to ψ
8
Proof. We start with the proof in the case n = 1. Suppose that ψ ∈ IF⊗Wq(F) and set dimψ = 2m.
Let ψ′ be a nondegenerate quadratic form over A such that ψ′  ψ. As in the proof of [29,
Proposition 1.14], the form ψ′ has a symplectic basis for which detψ′ = (−1)m + 4b for some
b ∈ A. Moreover, we have by Proposition 5.3 that
γ(detψ′) = ∆(ψ). (1)
The condition ψ ∈ IF ⊗Wq(F) is equivalent to saying that ∆(ψ) = 0. It follows from (1) that
detψ′ ∈ Ker γ. By Lemma 5.2 there exists u ∈ A× such that detψ′ = ±u2. We claim that we
have precisely detψ′ = (−1)mu2, which means that ψ′ ∈ I2A because dimψ′ = 2m. Suppose that
detψ′ = (−1)m+1u2. Then, (−1)m + 4b = −(−1)mu2, and thus (u + 1)2 = 2(u − (−1)m2b) ∈ 2A.
Hence, u+ 1 ∈ 2A. Let c ∈ A be such that u+ 1 = 2c. Then, 2c2 = u − (−1)m2b and thus u ∈ 2A, a
contradiction.
Now suppose that n ≥ 2. Since ψ belongs to InF ⊗ Wq(F), it is Witt equivalent to a sum∑k
i=1
〈〈
ai,1, · · · , ai,n, bi
]]
for ai,1, · · · , ai,n ∈ F \ {0} and bi ∈ F. For each 1 ≤ i ≤ k and 1 ≤ j ≤ n,
we choose a′
i, j
∈ A× and b′
i
∈ A such that ai, j = a
′
i, j
+ 2A and bi = b
′
i
+ 2A. Since the quadratic
form [1, b′
i
] is nondegenerate over A and a′
i, j
∈ A×, it follows that ψ′ :=
∑k
i=1
〈〈
a′
i,1
, · · · , a′
i,n
, b′
i
]]
is
a nondegenerate quadratic form over A. Moreover, ψ′ ∈ In+1A and its reduction modulo 2 is Witt
equivalent to ψ. 
Proof of Proposition 5.1. As before let A be a Henselian discrete valuation ring of characteristic 0
with maximal ideal 2A and residue field F. Let E be the field of fractions of A.
From Proposition 3.4 (3) we have the following equivalence:
δK/F(B) = 0 if and only if there exists λ ∈ K
× such that Tr∗(λϕ) = 0. (2)
(a) Recall that K = F(α) where α2 + α = a ∈ F \ ℘(F). Let a′ ∈ A be such that a′ + 2A = a.
The polynomial p(t) = t2+ t+a′ ∈ A[t] is irreducible over A, and thus irreducible over E. The ring
A′ = A[t]/(p(t)) is local of maximal ideal 2A′. Since A′ is integral over A, it is a Henselian, discrete
valuation ring. The residue field of A′ is isomorphic to K, and the quotient field is isomorphic to
E′ := E[t]/(p(t)) (this argument was used in [9, middle of page 1339]). We write A′ = A[ǫ] for ǫ
a root of p(t).
(b) The extension F/F is separable since [F : F] is odd. Hence, F = F(θ) for a suitable θ. Let
q(t) = tn + an−1t
n−1 + · · ·+ a1t+ a0 ∈ F[t] be the minimal polynomial of θ over F. The polynomial
q(t) = tn + an−1t
n−1 + · · · + a1t + a0 ∈ A[t] is irreducible over E. As in (a), A
′′ = A[t]/(q(t)) is a
Henselian discrete valuation ring of maximal ideal 2A′′, residue field isomorphic to F and quotient
field isomorphic to E′′ = E[t]/(q(t)). We write A′′ = A[ǫ′′] for ǫ′′ a root of q(t).
We summarize the points (a) and (b) in the following diagram:
E′′ = Frac(A′′) ←− A′′ = A[ǫ′′] −→ F
↑ ↑ ↑
E = Frac(A) ←− A −→ F = A/2A
↓ ↓ ↓
E′ = Frac(A′) ←− A′ = A[ǫ′] −→ K = F(α)
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(c) As in cases (a) and (b), sinceK/F is quadratic, the fieldK is the residue field of a Henselian,
discrete valuation ring isomorphic to A′′[ǫ′]. Its quotient field is isomorphic to E′.E′′.
(d) Let ϕ′ be a A′-quadratic form of dimension 6 whose reduction modulo 2 is isometric to ϕ.
By Corollary 5.4 (applied to the ring A′), ϕ′ is an Albert form over A′. Since corK/F(B) = 0, there
exists a quadratic form ψ ∈ IF ⊗Wq(F) such that ϕ ⊥ ψK ∼ γ for γ ∈ I
2K ⊗Wq(K). By Corollary
5.4, there exist ψ ∈ I2A and γ ∈ I3A′ whose reductions modulo 2 are Witt equivalent to ψ and γ,
respectively. Since A′ is Henselian, it follows from [24, Satz 3.3] that ϕ′ ⊥ ψA′ ∼ γ. In particular
ϕ′ ⊥ ψE′ ∈ I
3E′. (3)
Let B′ be the biquaternion E′-algebra satisfying M2(B
′) = C(ϕ′). It follows from (3) that
corE′/E(B
′) = 0.
(e) Now suppose that δK/F(BK) = 0. We have to prove that δK/F(B) = 0.
By (2) there exists λ ∈ K× such that Tr∗(λϕ) = 0, where Tr∗ is the transfer map induced by the
trace map with respect to the extension K/F. It follows from Proposition 3.1 in the case n = 1 that
there exists ψ ∈ IF ⊗Wq(F) such that λϕ ∼ ψK. Let ψ be a lifting of ψ to A
′′ and λ′ ∈ A′′[ǫ′] such
that λ′ = λ. Since λ′ ϕ′ ∼ ψK and A
′′[ǫ′] is Henselian, it follows from [24, Satz 3.3] that λ′ϕ′ ∼ ψ
over A′′[ǫ′]. In particular, λ′ϕ′ ∼ ψ over E′.E′′. Since ψ is defined over E′′, we get s∗(λ
′ϕ′) = 0,
where s∗ is the Scharlau transfer with respect to the quadratic extension E
′.E′′/E′′, mapping 1 to
0 and ǫ to 1. This means for the algebra B′ that δE′.E′′/E′′(B
′) = 0. Since E′′/E is of odd degree, it
follows from [10, Proposition 4.7] that δE′/E(B
′) = 0.
By [10, Lemma 4.1(3)] there exists µ ∈ E′ such that
s∗(µϕ
′) = 0 (4)
where s∗ is the Scharlau transfer with respect to the quadratic extension E
′/E, mapping ǫ to 1 and
1 to 0. Without loss of generality, we may suppose that µ ∈ A′. Moreover, using the Frobenius
reciprocity, we may reduce to the case where µ is a unit. Hence, µϕ′ is a regular quadratic form
over A′.
Let s′ : A′ → A be the A-linear map satisfying s′(1) = 0 and s′(ǫ′) = 1. The relation (4) is
equivalent to saying that (s′∗(µϕ
′))E = 0. Hence, s
′
∗(µϕ
′) = 0 by [27, Corollary 3.3]. It follows
from [8, Theorem 5.2, Chapter 5] that µϕ′ ∼ ϕ′′ for a suitable ϕ′′ ∈ Wq(A). Reducing modulo 2,
we get µϕ ∼ ϕ′′, where ϕ′′ is a quadratic form over F. Hence, Tr∗(µϕ) = 0, which implies by (2)
that δK/F(B) = 0. 
6. An injectivity result
Let A be a central simple algebra over F of degree 8 and exponent 2 containing K = F[α]. Let
B be the centralizer of K in A. Let t be an indeterminate over F and A′ the division F(t)-algebra
Brauer equivalent to A ⊗F [a, t). Clearly, A
′ ⊗F(t) K(t) is Brauer equivalent to B ⊗K K(t).
Our aim in this section is to prove the following proposition that extends [10, Proposition
4.9] to characteristic 2. The motivation for this proposition is the construction of central simple
algebras of degree 8 and exponent 2 of nonzero ∆-invariant. This invariant is currently only defined
for fields of characteristic not 2 (see [16]), but we believe its definition will be extended to the
characteristic 2 case as well, and this proposition will come in handy when it is done. In addition,
it demonstrates the use of Arason residue map, which is of independent interest.
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Proposition 6.1. The restriction map
H32(F)/Tr∗(dlogK
× ∧ [B]) −→ H32(F(t))/dlogF(t)
× ∧ [A′]
is well-defined and injective.
The proof of this proposition uses the existence of the residue map from the group H3
2
(F(t))′
to H2
2
(F), where H3
2
(F(t))′ = νF(2) ∧ H
1
2
(O) and O is the ring of the t-adic valuation of F(t).
For the rest of this section, let O be a discrete valuation ring of characteristic 2 with quotient
field L and residue field L. Let O× be the group of units of O and π a uniformizer. Let Wq(L)
′ be
the W(L)-submodule of Wq(L) generated by the forms [1, a] where a ∈ O .
The following proposition is inspired by a result of Arason [4, Satz 8] and gives a presentation
by generators and relations of Wq(L)
′.
Proposition 6.2. There exists a surjective homomorphism
S : W(L) ⊗Z/2Z O/℘(O) −→ Wq(L)
′
of W(L)-modules given by: 〈α〉 ⊗ [d] 7→ α[1, d]L, and whose kernel is the W(L)-submodule gener-
ated by the elements 〈1, q〉 ⊗ [d] such that q ∈ L×, d ∈ O and q ∈ DL([1, d]).
Proof. First of all the map S is well-defined since [1, a]L is hyperbolic for a ∈ ℘(O), and the forms
[1, a1 + a2]L and [1, a1]L ⊥ [1, a2]L are Witt equivalent for any a1, a2 ∈ O .
Let N be the W(L)-submodule of W(L) ⊗Z/2Z O/℘(O) generated by the elements 〈1, q〉 ⊗ [d]
such that d ∈ O and q ∈ DL([1, d]).
Since the form 〈1, q〉 ⊗ [1, d]L is hyperbolic when q ∈ DL([1, d]), it follows that N ⊂ Ker S .
It remains to prove the opposite inclusion Ker S ⊂ N .
Let A =
∑n
i=1 〈αi〉 ⊗ [di] ∈ Ker S for αi ∈ L
× and di ∈ O . We proceed by induction on n to
prove that A ∈ N .
If n = 1, then A ∈ Ker S implies that α1[1, d1]L is hyperbolic. Then, it is easy to prove that
d1 ∈ ℘(O), and thus A = 0.
Suppose that n > 1 and any element of Ker S which is a sum of less that n elements 〈α〉 ⊗ [d],
with α ∈ L× and d ∈ O , belongs to N .
Without loss of generality, we may suppose that α1, · · · , αn ∈ O \ {0}. Since A ∈ Ker S , the
quadratic form Q := α1[1, d1] ⊥ · · · ⊥ αn[1, dn] is hyperbolic over L, in particular it is isotropic.
Since L is the field of fractions of O , there exists xi ∈ DO (αi[1, di]) for any 1 ≤ i ≤ n such that∑n
i=1 xi = 0. Without loss of generality, we may suppose that xi , 0 for any 1 ≤ i ≤ n.
(1) Suppose that at least one of x1, · · · , xn is a unit. We may suppose that x1 is a unit. Using the
standard isometries
[a, b] ⊥ [c, d]  [a + c, b] ⊥ [c, b + d] and x[a, b]  [xa, x−1b]
for any a, b, c, d ∈ L and x ∈ L \ {0}, we deduce
QL  [x1, x
−1
1 d1] ⊥ [x2, x
−1
2 d2] ⊥ · · · ⊥ [xn, x
−1
n dn]
 [0, x−11 d1] ⊥ [x2, x
−1
2 d2 + x
−1
1 d1] ⊥ · · · ⊥ [xn, x
−1
n dn + x
−1
1 d1] (5)
 [0, 0] ⊥ x2[1, d2 + x2x
−1
1 d1] ⊥ · · · ⊥ xn[1, dn + xnx
−1
1 d1].
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Since QL is hyperbolic, it follows from (5) that the quadratic form
x2[1, d2 + x2x
−1
1 d1] ⊥ · · · ⊥ xn[1, dn + xnx
−1
1 d1]
is hyperbolic over L, which means that
B :=
n∑
i=2
〈xi〉 ⊗ [di + xix
−1
1 d1] ∈ Ker S .
We deduce by the induction hypothesis that B ∈ N . Moreover, the hyperbolicity of αi[1, di]L ⊥
xi[1, di]L implies that
〈αi〉 ⊗ [di] ≡ 〈xi〉 ⊗ [di] mod N . (6)
We also have
〈xi〉 ⊗ [xix
−1
1 d1] ≡
〈
xi(xix
−1
1 d1)
〉
⊗ [xix
−1
1 d1] mod N (7)
=
〈
x−11 d1
〉
⊗ [xix
−1
1 d1].
Now combining (6) and (7) with the fact that B =
∑n
i=2 〈xi〉 ⊗ [di]+
∑n
i=2 〈xi〉 ⊗ [xix
−1
1
d1] ∈ N ,
we deduce modulo N that
A ≡ 〈α1〉 ⊗ [d1] +
n∑
i=2
〈
x−11 d1
〉
⊗ [xix
−1
1 d1]
≡ 〈x1〉 ⊗ [d1] +
n∑
i=2
〈
x−11 d1
〉
⊗ [xix
−1
1 d1]
≡ 〈x1d1〉 ⊗ [d1] +
n∑
i=2
〈
x−11 d1
〉
⊗ [xix
−1
1 d1]
=
〈
x−11 d1
〉
⊗ [d1] +
n∑
i=2
〈
x−11 d1
〉
⊗ [xix
−1
1 d1]
=
〈
x−11 d1
〉
⊗

n∑
i=1
xix
−1
1 d1
 .
Since N ⊂ Ker S and A ∈ Ker S , it follows that C :=
〈
x−1
1
d1
〉
⊗
[∑n
i=1 xix
−1
1
d1
]
∈ Ker S . By
the case n = 1, we conclude that C ∈ N . Consequently, A ∈ N .
(2) Suppose that x1, · · · , xn ∈ πO . Hence, xi = π
ǫiyi for yi a unit and ǫi > 0. Without loss of
generality, we may suppose ǫ1 ≤ ǫi for any 2 ≤ i ≤ n. Since we have
〈αi〉 ⊗ [di] ≡
〈
πǫiyi
〉
⊗ [di] mod N
for any 1 ≤ i ≤ n, it follows that
A ≡
n∑
i=1
〈
πǫiyi
〉
⊗ [di] mod N . (8)
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Obviously, the hyperbolicity of QL implies that the form
y1[1, d1] ⊥ π
ǫ2−ǫ1y2[1, d2] · · · ⊥ π
ǫn−ǫ1yn[1, dn]
is also hyperbolic over L, which means that A′ :=
∑n
i=1
〈
πǫi−ǫ1yi
〉
⊗ [di] ∈ Ker S . Since y1 +∑n
i=2 π
ǫi−ǫ1yi = 0 and y1 is a unit, it follows from the case (1) that A
′ ∈ N . Hence, 〈πǫ1〉 .A′ ∈ N
and we conclude by (8) that A ∈ N .

For any a ∈ L×, we have 〈a〉  〈πiu〉 where i = 0 or 1 and u ∈ O×. There exist group
homomorphisms ∂1π, ∂
2
π : W(L) → W(L) defined on generators as follows:
∂kπ(〈π
iu〉) =

〈u〉 if k . i (mod 2)
0 if k ≡ i (mod 2)
(see [27, Lemma (1.1), page 85]). We call ∂1π and ∂
2
π the first and the second residue homomor-
phisms associated with the valuation of O . Note that ∂2π depends on the choice of the uniformizer
π.
Proposition 6.3. We keep the notations and hypotheses as in Proposition 6.2. There exist two
group homomorphisms δπ,∆π : Wq(L)
′ → Wq(L) given as follows:
δπ(B ⊗ [1, d]) = ∂
2
π(B) ⊗ [1, d]
and
∆π(B ⊗ [1, d]) = (∂
1
π + ∂
2
π)(B) ⊗ [1, d],
where for d ∈ O , we denote by d its residue class in L.
Proof. For any d1, d2 ∈ O , if [1, d1]L  [1, d2]L, then [1, d1]  [1, d2]. Hence, we have bi-additive
maps W(L) × O/℘(O) → Wq(L) given by:
(B, [d]) 7→ ∂2π(B) ⊗ [1, d]
(B, [d]) 7→ (∂1π + ∂
2
π)(B) ⊗ [1, d].
This induces group homomorphisms λ, γ : W(L) ⊗Z/2Z O/℘(O) → Wq(L) given by:
λ(B ⊗ [d]) = ∂2π(B) ⊗ [1, d]
γ(B ⊗ [d]) = (∂1π + ∂
2
π)(B) ⊗ [1, d].
Moreover, let d ∈ O and q ∈ L× be such that q ∈ DL([1, d]), and let a ∈ L
×.
(1) If q = uπ for u ∈ O×, then the condition q ∈ DL([1, d]) implies [1, d] = 0. Hence,
λ(a〈1, q〉 ⊗ [d]) = 0 and γ(a〈1, q〉 ⊗ [d]) = 0.
(2) If q is a unit, then q ∈ D
L
([1, d]) and thus 〈1, q〉 ⊗ [1, d] = 0.
– If a is a unit, then λ(a〈1, q〉 ⊗ [d]) = 0 since ∂2π(a〈1, q〉) = 0, and γ(a〈1, q〉 ⊗ [d]) = a〈1, q〉 ⊗
[1, d] = 0.
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– If a = πb for b ∈ O×. Then,
λ(a〈1, q〉 ⊗ [d]) = γ(a〈1, q〉 ⊗ [d]) = b〈1, q〉 ⊗ [1, d] = 0.
This proves that the maps λ and γ vanish on the kernel of
S : W(L) ⊗Z/2Z O/℘(O) −→ Wq(L)
′,
and thus this induces, by Proposition 6.2, group homomorphisms δπ : Wq(L)
′ → Wq(L) and
∆π : Wq(L)
′ → Wq(L) given by: δπ(B⊗ [1, d]) = ∂
2
π(B)⊗ [1, d] and ∆π(B⊗ [1, d]) = (∂
1
π + ∂
2
π)(B)⊗
[1, d]. 
For any integer n ≥ 1, let Pn(L)
′ denote the set of n-fold quadratic Pfister forms 〈〈a1, · · · , an−1, b]]
with a1, . . . , an−1 ∈ L
× and b ∈ O . Let GPn(L)
′ be the set L · Pn(L)
′. We take Inq(L)
′ =
In−1L ⊗ {[1, a] | a ∈ O} and I
n
q(L)
′ = Inq(L)
′/In+1q (L)
′. Clearly, Inq (L)
′ is additively generated
by GPn(L)
′.
Lemma 6.4. We keep the same notations and hypotheses as in Proposition 6.3. Let n ≥ 1 be an
integer. Then:
(1) δπ(Pn(L)
′) = GPn(L) ∪GPn−1(L) and δπ(I
n
q (L)
′) = In−1q (L).
(2) ∆π(Pn(L)
′) = GPn(L) and ∆π(I
n
q(L)
′) = Inq(L).
(3) There exist well-defined group homomorphisms
δ : I
n
q(L)
′ → I
n−1
q (L)
and
∆π : I
n
q(L)
′ → I
n
q(L),
given by: δ(ϕ+ In+1q (L)
′) = δπ(ϕ)+ I
n
q (L) and ∆π(ϕ+ I
n+1
q (L)
′) = ∆π(ϕ)+ I
n
q (L). Moreover, the map
δ is independent of the choice of the uniformizer π.
Proof. For (1) and (2): Using some arguments from the proof of [3, Satz 3.1], we get ∂2π(BPn(L)) =
GBPn(L)∪GBPn−1(L) and (∂
1
π + ∂
2
π)(BPn(L)) = GBPn(L), where BPn(L) denotes the set of n-fold
bilinear Pfister forms over L and GBPn(L) = L
×.BPn(L). Consequently, ∂
2
π(I
nL) = In−1L and
(∂1π + ∂
2
π)(I
nL) = InL. Now the statements (1) and (2) readily follow from the definitions of δπ and
∆π.
For (3): The maps δ and ∆π are well-defined by statements (1) and (2). Let π
′ be another
uniformizer of O . Hence, there exists u ∈ O× such that π = uπ′. Clearly, for any d ∈ O , the form
[1, d] is independent of the uniformizer. Moreover, for any form B ∈ InL, we have ∂2π(B)+∂
2
π′
(B) =
〈1, u〉 ⊗ ∂2
π′
(B) ∈ InL because ∂2
π′
(B) ∈ In−1L. Consequently, δπ(ϕ) + I
n
q (L) = δπ′(ϕ)+ I
n
q(L) for any
ϕ ∈ Inq(L)
′, and thus the map δ is independent of the uniformizer. 
Notation 6.5. Let Hm+1
2
(L)′ denote the subgroup νL(m) ∧ H
1
2
(O) of Hm+1
2
(L).
Kato’s isomorphism fm+1 induces an isomorphism gm+1 : H
m+1
2
(L)′ → I
m+1
q (L)
′.
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As a consequence of Proposition 6.3 and Lemma 6.4, we obtain two residue maps
ξ : Hm+12 (L)
′ → Hm2 (L)
and
χπ : H
m+1
2 (L)
′ → Hm+12 (L)
so that the following diagrams commute:
Hm+1
2
(L)′
gm+1
//
ξ

I
m+1
q (L)
′
δ

Hm
2
(L)
fm
// I
m
q (L)
Hm+1
2
(L)′
gm+1
//
χπ

I
m+1
q (L)
′
∆π

Hm+1
2
(L)
fm+1
// I
m+1
q (L)
that is ξ = f −1m ◦ δ ◦ gm+1 and χπ = f
−1
m+1
◦ ∆π ◦ gm+1.
Now we are able to prove Proposition 6.1.
Proof of Proposition 6.1. Let F(t) be the rational function field in the indeterminate t. Recall that
A′ is the division F(t)-algebra Brauer equivalent to A ⊗F [a, t). We have also that A
′ ⊗F(t) K(t) is
Brauer equivalent to B ⊗K K(t). Let c =
∑m
i=1 ai
dbi
bi
∈ H2
2
(F) be such that c = [A]. Hence, we get
[A′] = c + adt
t
.
The map
H32(F)/Tr∗(dlogK
× ∧ [B]) −→ H32(F(t))/dlogF(t)
× ∧ [A′]
is well-defined by the same argument as in [10, Proof of Proposition 4.9].
Now let w ∈ H3
2
(F) be such that
wF(t) =
c + adt
t
 ∧ d f (t)
f (t)
(9)
for some f (t) ∈ F(t)×. Without loss of generality, we may assume that f (t) is square free. Our aim
is to prove that w ∈ Tr∗(dlogK
× ∧ [B]).
We consider the t-adic valuation on F(t). Clearly, wF(t), a
dt
t
∧
d f (t)
f (t)
, and c belong to H3
2
(F(t))′.
By applying the map ξ, previously defined, to the equality (9), we get:
ξ
(
c ∧
d f (t)
f (t)
)
= ξ
adt
t
∧
d f (t)
f (t)
 . (10)
(i) Suppose that f (t) is a unit. On the one hand, since ∂2t (〈〈t, f (t)〉〉) = 〈1, f (0)〉 and ξ(c∧
d f (t)
f (t)
) =
0, it follows from (10) that a
d f (0)
f (0)
= 0 ∈ H2
2
(F). On the other hand, we apply χt to the relation (9),
we get w = c ∧
d f (0)
f (0)
. Since a
d f (0)
f (0)
= 0, it follows that f (0) ∈ DF([1, a]) = NK/F(K
×). Using [5,
Lemma 2.5] and the Frobenius reciprocity we get w ∈ Tr∗(dlogK
× ∧ [A]).
(ii) Suppose that f (t) = tg(t). Since 〈〈t, f (t)〉〉  〈〈t, g(t)〉〉, it follows that ∂2t (〈〈t, f (t)〉〉) =
〈1, g(0)〉, and thus ξ(adt
t
∧
d f (t)
f (t)
) = a
dg(0)
g(0)
. Moreover, because ∂2t (〈〈bi, f (t)〉〉) = g(0)〈1, bi〉 for any
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1 ≤ i ≤ m, we get ξ(c ∧
d f (t)
f (t)
) = c. Hence, we obtain by (10) that c = a
dg(0)
g(0)
, i.e., A is Brauer
equivalent to [a, g(0)). This implies that B ∼Br A ⊗ K ∼Br 0, and thus Tr∗(dlogK
× ∧ [B]) = 0.
Moreover, applying χt to the equation (9) implies that
w = χt(c ∧
d f (t)
f (t)
) + χt(a
dt
t
∧
d f (t)
f (t)
) = a
dg(0)
g(0)
∧
dg(0)
g(0)
= 0.

Appendix A. Torsion in codimension 2 Chow groups of projective quadrics in characteristic
two
A regular quadratic form means a quadratic form which is either nonsingular or singular whose
quasilinear part is anisotropic of dimension 1. Our aim is to prove the following:
Theorem Appendix A.1. Let ϕ be a regular quadratic form over F of dimension > 8, and Xϕ its
projective quadric. Then, the group CH2(Xϕ) is torsion free.
The analogue of this theorem is well-known in characteristic not 2 and is due to Karpenko
[20]. Our proof will proceed in three steps and follows many arguments given by Karpenko in
[20] and [21], which apply to our case since we consider smooth projective quadrics. We decide
to include a proof since there is no reference concerning Theorem Appendix A.1.
Step 1: Our aim in this step is to prove the following:
Proposition Appendix A.2. Let ϕ be a regular quadratic form over F of dimension > 8. Then,
there exists a purely transcendental extension L/F and a regular quadratic form ϕ′ over L of
dimension 9 such that TCH2(Xϕ) ≃ TCH
2(Xϕ′).
Proof. Let ϕ be a regular quadratic form over F and X = Xϕ its projective quadric.
Case 1: ϕ is nonsingular.
We write ϕ = [a, b] ⊥ ψ. Let Y = X〈a〉⊥ψ and U = X \ Y . We have an exact sequence
CH1(Y)
i∗
−→ CH2(X)
j∗
−→ CH2(U) −→ 0
induced by the inclusions j : U ֒→ X and i : Y ֒→ X. Since CH1(Y) = Z.h, where h is the
hyperplane section of Y , we get
CH2(X)/i∗(CH
1(Y)) ≃ TCH2(X) ≃ CH2(U). (A.1)
Note that U is the affine variety given by: ax2 + x + b + ψ(y1, . . . , yn). Let π : U −→ A
1 be the
morphism given by (x, y1, . . . , yn) 7→ x. Then we have an exact sequence∐
α∈(A1)1
CH1(Uα) −→ CH
2(U) −→ CH2(Uθ) −→ 0,
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where Uα is the fiber of π over the closed point α, and Uθ is the generic fiber. Note that Uθ is the
affine quadric over the rational function field F(t1) given by: at
2
1
+ t1 + b + ψ, and Uα is defined
over the residue field F(α) by the affine quadric:
at2
1
+ t1 + b + ψ.
Claim 1: CH1(Uα) = 0 for each α, and thus CH
2(U) ≃ CH2(Uθ).
In fact, we have the exact sequence
CH0(U2) −→ CH
1(U1) −→ CH
1(Uα) −→ 0, (A.2)
where U2 is the projective quadric given by ψF(α), and U1 is the projective quadric given by
〈at2
1
+ t1 + b〉 ⊥ ψF(α).
Since CH0(U2) = Z.[U2], U2 is of codimension 1 in U1 and CH
1(U1) is generated by the hyper-
plane section, it follows from (A.2) that CH1(Uα) = 0.
Claim 2: CH2(Uθ) ≃ TCH
2(Z), where Z is the projective quadric defined over F(t1) by the
quadratic form
〈
at2
1
+ t1 + b
〉
⊥ ψ. To this end, we see Uθ as Z \ Z
′, where Z′ is the projective
quadric given by ψF(t1), and we use the exact sequence
CH1(Z′) −→ CH2(Z) −→ CH2(Uθ) −→ 0
to get the desired claim as we did for (A.1).
Hence, combining (A.1) with claims 1 and 2 yields TCH2(X) ≃ TCH2(Z).
Case 2: ϕ is singular.
We write ϕ = 〈a1〉 ⊥ ψ, where ψ = [a2, b2] ⊥ ψ
′ is nonsingular. As at the beginning of the
case 1, we have TCH2(X) ≃ CH2(U), where U is the affine quadric given by: a1 + ψ.
Let U′ be the affine quadric given by a1 + 〈a2〉 ⊥ ψ
′, and let U′′ = U \ U′. Clearly, U′′ is the
affine variety given by: 〈a1〉 + a2x
2
2
+ x2 + b2 + ψ
′. We have the exact sequence:
CH1(U′) −→ CH2(U) −→ CH2(U′′) −→ 0.
Claim 1. CH1(U′) = 0, and thus CH2(U) ≃ CH2(U′′).
To this end, and using the exact sequence
CH0(Z′) −→ CH1(Z) −→ CH1(U′) −→ 0,
it suffices to prove that CH1(Z) = Z.h, where Z is the projective quadric given by ψ′′ := 〈a1, a2〉 ⊥
ψ′, and Z′ is the projective quadric given by 〈a2〉 ⊥ ψ
′.
In fact, let K/F be a separable quadratic extension such that ψ′′ is isotropic, and G the Galois
group of K/F. Using the same argument as in [20, Subsection (2.1)] we have ZK \ Z
′′ ≃ Ad
K
,
where d = dim Z and Z′′ is a singular quadric of dimension dim Z − 1. Since CH1(Ad
K
) = 0 [14],
it follows that CH1(ZK) ≃ CH
0(Z′′) = Z.[Z′′], and thus CH1(ZK) is generated by h. By the same
argument used for the proof of [20, Lem. 2.4] we have an injection CH1(Z) ֒→ (CH1(ZK))
G, and
consequently, CH1(Z) = Z.h.
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Now, let π : U′′ −→ A1 be the morphism defined by: (x1, x2, x3, y3, . . . , xn, yn) 7→ x2. This
induces the exact sequence
∐
α∈(A1)1
CH1(U′′α ) −→ CH
2(U′′) −→ CH2(U′′t2 ) −→ 0,
where U′′t2 the fiber over the generic point given by the affine quadric 〈a1〉+ a2t
2
2
+ t2 + b2 +ψ
′ over
F(t2), and U
′′
α is the fiber over the closed point α defined by the affine quadric
〈a1〉 + a2t
2
2
+ t2 + b2 + ψ
′
over F(α). By the Claim 1 before, we have CH1(U′′α ) = 0 for each α. Then, CH
2(U′′) ≃ CH2(U′′t2 ).
Now let V = U′′t2 and π : V −→ A
1 be the morphism defined by: (x1, x3, y3, . . . , xn, yn) 7→ x1.
Then, again we have the exact sequence
∐
α∈(A1)1
CH1(Vα) −→ CH
2(V) −→ CH2(Vt1 ) −→ 0,
where Vα is the fiber over the closed point α, and Vt1 is the generic fiber. Note that Vt1 is the affine
quadric over the rational function field F(t2)(t1) given by:
a2t
2
2 + t2 + b2 + a1t
2
1 + ψ
′(x3, y3, . . . , xn, yn),
and Vα is defined over the residue field F(t2)(α) by the affine quadric:
a2t
2
2
+ t2 + b2 + a1t
2
1
+ ψ′.
For each point α, we have CH1(Vα) = 0 as we did in the case 1. Hence, CH
2(V) ≃ CH2(Vt1 ), and
thus TCH2(X) ≃ CH2(Vt1).
Using the same arguments as in Claim 2 of the Case 1, we deduce that TCH2(X) ≃ TCH2(W),
where W is the projective quadric given by 〈a1t
2
1
+ a2t
2
2
+ t2 + b2〉 ⊥ ψ
′ over F(t1, t2).
Now repeating Case 1 and 2 it is clear that we get the desired result.
Step 2: Our aim in this step is to reduce the study of TCH2(X), where X is a quadric given by a
regular form of dimension 9, to the study of TCH2(Xψ) such that ψ is a 10-dimensional quadratic
form of trivial Arf and Clifford invariants. All the material needed for this reduction is explained
in the paper by Karpenko [21, Section 4] and remains true in characteristic two. So we will just
give a brief idea on how to proceed. The main tool used by Karpenko is the Grothendieck group
K0(X) of the quadric X. This group is equipped with the topological filtration:
· · · ⊃ K0(X)
(p) ⊃ K0(X)
(p+1) ⊃ · · · .
For any integer p, let K0(X)
(p/p+1) denote the quotient K0(X)
(p)/K0(X)
(p+1). There is a connection
between the Chow group and the Grothendieck groups given by an epimorphism
CHp(X) −→ K0(X)
(p/p+1),
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defined by [Y] 7→ [OY ]. For our case p = 2, this morphism is an isomorphism, see the explanations
given in [20, Subsection 3.1]. Moreover, in [20, Section 4] Karpenko studies the elementary part
of K0(X), which is defined as the subgroup of K0(X) generated by all h
p, for p ≥ 0, where h is the
hyperplane section of X. Two facts have been proved in [21]:
(Fact 1) Let ψ be an odd-dimensional quadratic form and ϕ = ψ ⊥ 〈− det± ψ〉. If for some p
the groups K0(Xϕ)
(i/i+1) are elementary for all i ≤ p, then the same thing holds for the groups
K0(Xψ)
(i/i+1) for all i ≤ p [20, Cor. 4.5]. In our case we should take ψ = 〈a〉 ⊥ ψ′ for ψ′
nonsingular and ϕ = a[1,∆(ψ′)] ⊥ ψ′.
(Fact 2) Let ϕ be a quadratic form and E/F a field extension that splits C0(ϕ). If for some p
the groups K0(XϕE )
(i/i+1) are elementary for all i ≤ p, then the same thing holds for the groups
K0(Xϕ)
(i/i+1) for all i ≤ p [20, Cor. 4.9]. In our case we take ϕ nonsingular.
Step 3 (The conclusion): Let ψ ∈ IF ⊗ Wq(F) of dimension 10 and trivial Clifford invariant,
and let X be its projective quadric. Suppose that ψ is not hyperbolic. Then, ψ is isotropic and
dimψan = 8. Let Y be the projective quadric given by ψan. Using the same arguments as in [20,
Subsection 2.2], we get CH2(X) ≃ CH1(Y). Since CH1(Y) = Z.h, the group CH2(X) is elementary,
i.e., K0(X)
(2/3) is elementary. As K0(X)
(1/2) is also elementary, it follows from (Fact 2) that the
groups K0(Xϕ)
(i/i+1) are elementary for any i ≤ 2 and any quadratic form ϕ ∈ IF ⊗ Wq(F) of
dimension 10. Consequently, we deduce from (Fact 1) that the groups K0(Xϕ)
(i/i+1) are elementary
for any i ≤ 2 and any regular quadratic form ϕ of dimension 9. Hence, for such a quadratic
form CH2(Xϕ) is generated by h
2, and thus CH2(Xϕ) is torsion free. This completes the proof of
Theorem Appendix A.1.
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