Flow cytometric analysis allows rapid single cell interrogation of surface and intracellular determinants by measuring fluorescence intensity of fluorophore-conjugated reagents. The availability of new platforms, allowing detection of increasing numbers of cell surface markers, has challenged the traditional technique of identifying cell populations by manual gating and resulted in a growing need for the development of automated, high-dimensional analytical methods. We present a direct multivariate finite mixture modeling approach, using skew and heavy-tailed distributions, to address the complexities of flow cytometric analysis and to deal with high-dimensional cytometric data without the need for projection or transformation. We demonstrate its ability to detect rare populations, to model robustly in the presence of outliers and skew, and to perform the critical task of matching cell populations across samples that enables downstream analysis. This advance will facilitate the application of flow cytometry to new, complex biological and clinical problems.
finite mixture model ͉ flow cytometry ͉ multivariate skew distribution F low cytometry transformed clinical immunology and hematology over 2 decades ago by allowing the rapid interrogation of cell surface determinants and, more recently, by enabling the analysis of intracellular events using fluorophore-conjugated antibodies or markers. Although flow cytometry initially allowed the investigation of only a single fluorophore, recent advances allow close to 20 parallel channels for monitoring different determinants (1) (2) (3) (4) . These advances have now surpassed our ability to interpret manually the resulting high-dimensional data and have led to growing interest and recent activity in the development of new computational tools and approaches (5) (6) (7) (8) .
The difficulty in data analysis arises from the traditional technique of identifying discrete cell populations by manual gating, which is a labor-intensive process and varies by user experience. The initial computational packages for flow cytometric analyses focused largely on different preprocessing tasks such as data acquisition, normalization, and live cell gating. Besides visualization and transformation of flow cytometric data, useful tools such as Flowjo (www.flowjo.com) and the packages in BioConductor (www.bioconductor.org) (such as prada, flowCore, flowViz, flowUtils, and rflowcyt) allow some form of software-assisted gating and extraction of populations of interest. The operator subjectively demarcates a cell population while moving through successive 2-or 3-dimensional projections of the data. This process limits the reproducibility of data processing. A more fundamental problem is that this lower dimensional visualization hinders the identification of higher-dimensional features. Furthermore, current methods extract only a limited number of sample parameters, such as the mean fluorescence intensity of a cell population, which can lead to loss of critical information in defining the properties of a cell population.
Although mathematical modeling of the fluorescence intensity distribution of cell populations in higher dimensional flow cytometric data can address these issues, there are significant challenges. First, these populations tend to be noisy, to contain outliers, and, generally, are not symmetrically distributed. This suggests that standard Gaussian mixture approaches to model cell populations, such as those used in Demers et al. (9) and more recent studies (6) (7) (8) , will often be insufficient and may cause spurious splits leading to an inaccurate count of populations during sample analysis.
Another challenge derives from the difficulty of correctly and efficiently matching corresponding populations across multiple samples in preparation for comparisons across phenotypes or time points. This matching process is key to building classification and prediction algorithms that employ flow cytometric data from patient samples for clinical applications such as diagnosis and prognosis. Notably, a traditional k-partite graph matching formulation of this problem, given k samples in 3 or more dimensions, is a member of the nondeterministic polynomial (NP)-complete class of computationally intractable problems (10) .
Here, we report the development of a new computational approach for modeling high-dimensional cytometric data directly, without the need to project into lower dimensions or to transform it to reduce asymmetry (5). Such transformations can diminish skew but may lead to less accurate models. Our method is based on finite mixture model clustering techniques. Although mixture modeling is not a new concept in statistics or in modeling flow cytometric data (5-9), we break new ground by introducing (i) the use of multivariate skew t mixture models ideally suited for directly modeling flow cytometric data, (ii) algorithms for estimating these multivariate models, and (iii) a method to address the challenging issue of matching cell populations across samples. The use of non-Gaussian distributions in finite mixture modeling is challenging and has only recently been addressed (11, 12) .
To enable unsupervised learning of non-Gaussian populations, our multivariate skew t modeling methods use theoretically wellstudied high-dimensional distributions (13) that are robust against outliers and skew. This yields clusters, which provide ''automatically gated'' populations in a sample and, importantly, describe each population with multivariate parameters. We then employ a 2-tiered metaclustering algorithm that matches corresponding populations across samples despite intersample variation. The rigorous model-based estimation of parameters and population association enables sophisticated, quantitative downstream analyses, such as classification and prediction of clinically relevant phenotypes.
In this article, we describe our approach and demonstrate its ability to model robustly in the presence of outliers and skew, to identify a rare cell population, and to characterize and match cell populations across samples. We refer to the method as flow analysis with automated multivariate estimation (FLAME), and make it freely available in a software package with the same name.
Results
Overview of the FLAME Method. We developed FLAME to define and characterize discrete populations within a mixture of cells interrogated by flow cytometry without prior knowledge of the number or specific properties of the populations, without transformation to diminish skew, and without the bias of sequential 2-dimensional gating or of selective use of dimensions in the analysis. The fundamental assumption is that we can effectively model such cell populations with a corresponding mixture of skewed and heavy-tailed multivariate probability distributions. Once the mixture model is built, any desired statistical inquiry regarding the biological populations can be translated into an appropriate test or analysis of the mixture model parameters. FLAME starts with a collection of samples for which kdimensional flow cytometric data has been acquired, qualitycontrolled and tabulated into an .fcs file, the standard format for this type of data. We extract from each file an m row by k column matrix, corresponding to intensity values of k markers/antibodies for m cells. Data from tens to hundreds of thousands of cells may be available for each sample. Our task is to find the best description of each sample as a heterogeneous mixture of g populations of cells each modeled by a k-variate distribution. There are 4 main steps in the method that we describe below (see Methods and SI Appendix for additional details and Fig. S1 in SI Appendix for the data flow).
Step 1. Automated discovery of cell populations in each sample. For a range of values of g, we use maximum likelihood estimation via the Expectation-Maximization (EM) algorithm to optimally fit the parameters for the k-variate distributions used to model the g populations (14) . By default, we use the skew t distribution for modeling. This step can be done in a completely unsupervised fashion, using no a priori knowledge of the data or the markers, or can be guided if ancillary information is available. The output of this step is a preferred model, or clustering, of g cell populations, along with a set of characteristic parameters for each sample and each value of g in the range tested.
Step 2. Determining the appropriate number of populations within each sample. For each sample, we assess the candidate models' fit by a novel measure, the Scale-free Weighted Ratio (SWR), a weighted ratio of average intracluster scale-free distance to average intercluster scale-free distance and choose the value of g that minimizes the SWR. Average Mahalanobis distances, normalized for the distinct variances (which determine shape, dispersion, orientation, etc.) of different populations, are computed for pairs of points within and across clusters. By weighting these average distances we restrict outlier cells from influencing the number of populations. The resulting model optimizes both intercluster heterogeneity and intracluster homogeneity.
Step 3. Registering cell populations across samples. To match populations across samples, we use a 2-tiered approach. First, we identify the modes of all of the populations in each sample based on the mixture model (Step 1). These population ''locations'' for all of the samples in a class are then pooled and clustered using PAM (Partitioning Around Medoids) (15) to construct a template of locations for the global ''metaclusters.'' The optimal number of metaclusters in the template is determined by a measure of overall cluster stability known as the average silhouette width (15) . Next, we refine the assignment of every sample's populations to the metaclusters of the template with a bipartite matching algorithm on population modes and metacluster locations, which takes into account the proportions of cells in each sample's subpopulations. This step also helps to detect extra or missing populations and to recombine spurious splits.
Step 4. Downstream analysis. Once steps 1-3 are complete, parameters of the corresponding clusters are available for identification of important features, and subsequent analyses or visualization can be carried out to address biological questions.
Enhanced Fitting of Natural Distributions of Cell Surface Marker
Expression. We first show how FLAME's use of the skew t distribution provides more accurate modeling of the skewed cell populations. Accuracy in these measurements enhances statistical power in downstream analyses. This is important when studying modest effects on gene expression associated with genetic variation.
We interrogated a lymphoblastic cell line derived from B cells infected in vitro with the Epstein-Barr virus. Pertinent here is the single cluster of genetically identical cells in this cell line. The contours of the density plot of the data derived after staining the cells with anti-HLA DQ and anti-CD95 antibodies ( revealed a single, skewed unimodal population of live cells that expressed these 2 markers (see also SI Appendix, Fig. S2 ). This single, skewed population is a challenge to packages that employ symmetric, Gaussian distributions for mixture model-based clustering, e.g., EMMIX (11) or MCLUST (16) , which can split the population of cells in a spurious manner (Fig. 1B) . Notably, the use of the heavy-tailed skew t distribution by FLAME (Fig. 1C ) resulted in far better estimates of the true distribution of this cell population and the mode's location ( Fig. 1 A and B) .
Phenotyping Genotypic Classes of Lymphoblastic Cell Lines. Given our method's ability to fit flow cytometric data, we next compared the results of analyses using FLAME with manually preprocessed data. We used data generated by another project, in which we cultured lymphoblastic cell lines from 194 different individuals under tightly regulated conditions and captured the expression of cell surface markers, including HLA DQ, using a panel of fluorescently labeled monoclonal antibodies. Using manually processed data, we identified the association (P ϭ 2.3 ϫ 10 Ϫ8 ) of increased expression of the HLA DQ molecule to the ''G'' allele of rs9272346, a single nucleotide polymorphism found in the promoter region of the HLA DQA1 gene, one of the component genes of the HLA DQ heterodimer (17) . With FLAME-derived measurements, we confirmed this association between the rs9272346 G allele and higher expression of HLA DQ (P ϭ 1.31 ϫ 10 Ϫ9 ). Thus, both manual and FLAME processing returned the same, highly significant result confirming the comparability of FLAME's automatically derived parameters to those obtained by a skilled operator.
Automated Discovery of a Rare Subpopulation of Regulatory T Cells.
We next sought to evaluate the effectiveness of our automated method in an unsupervised discovery mode by determining whether FLAME could discover a known rare cell population.
Notably, we uncovered the complex cell population structure found in a sample of human peripheral blood mononuclear cells (PBMC) and identified an important, distinct, low frequency cell population. Specifically, we targeted a recently discovered, relatively rare cell population, CD4 ϩ CD25 high natural regulatory T cells, that plays an important role in autoimmunity (18) . In humans this population can be identified in peripheral blood using 4 informative markers: CD4, CD25, Foxp3, and HLA DR (19) . None of these markers is unique to regulatory T cells, which can be defined as CD4 ϩ CD25 high Foxp3 ϩ HLA DR ϩ . We used FLAME in a 2-step manner to analyze peripheral blood mononuclear cells (PBMC) stained for these 4 markers. First, we fit skew t distributions to the 4-dimensional data, and obtained an optimal model of 19 clusters. Of these, clusters 2 and 5, which contain CD4 ϩ CD25 ϩ DR ϩ Foxp3 ϩ cells (Fig. 2 A and B) were candidates for further investigation. Cluster 2 had lower mean CD4 expression, and the forward-and side-scatter values confirmed that this cell population of large, very granular cells consists of activated T cells and not regulatory T cells (Fig. 2B) . Further examination of cluster 5, with a second round of clustering, returned an optimal model of 9 subpopulations (Fig. 2D) , one of which (cluster 5.9) had the expected high levels of Foxp3 and CD25 expression that characterize regulatory T cells. Cluster 5.9 contains 0.81% of the PBMC sample, a fraction that is consistent with the expected frequency of regulatory T cells. This example illustrates FLAME's ability to identify a rare but important cell population within a PBMC sample in the absence of a specific marker. It also illustrates the power of FLAME to decompose a mixture of cells into its component parts so that each cell cluster or subcluster can be targeted for cell sorting and further functional characterization.
Quantifying Differences in Naïve and Memory T Cell Phosphorylation in a Cohort of Subjects. Here, we assessed the ability of FLAME to identify the corresponding cell populations across a cohort of subjects by forming ''metaclusters'' to assess differences between classes of subjects or experimental conditions. We reanalyzed raw flow cytometric data generated ex vivo by Maier and colleagues to determine differences in phosphorylation events downstream of T cell receptor activation in naïve and memory T cells (20) . For each of the 30 subjects, whole blood was stained using labeled antibodies against CD4, CD45RA, SLP76 (pY128), and ZAP70 (pY292) before stimulation with an anti-CD3 antibody (baseline measurement), and another aliquot underwent the same staining procedure 5 min after stimulation. FLAME segregated the baseline data into 5 cell clusters ( Fig. 3  A and B) ; 2 of these clusters represent the naïve (CD4 ϩ CD45RA high ) and memory (CD4 ϩ CD45RA low ) T cell subsets. The large shift in phosphorylation of SLP76 after stimulation is clearly visible (Fig. 3C) . In 2 metaclustering steps, we first assigned each individual's cell clusters to metaclusters within the prestimulation and poststimulation cohorts, and then identified corresponding metaclusters across these 2 cohorts (SI Appendix, Fig. S3 ). Importantly, despite the large phosphorylation shift, we note that FLAME identified the correct correspondence of each sample's prestimulation and poststimulation cell subpopulations. Moreover, when we extracted parameters, we replicated the results found in manually derived data (20) , e.g., that memory T cells displayed a lower baseline SLP76 phosphorylation level than naïve T cells (P ϭ 5.7 ϫ 10 Ϫ5 ). Further, by matching samples pre-and postsimulation, we found that naïve T cells displayed a greater fold-induction in SLP76 phosphorylation (P ϭ 0.01) (20) than memory T cells do. Similar results were obtained for ZAP70 (P ϭ 2.2 ϫ 10 Ϫ4 ). Thus, FLAME provided objective, robust, reproducible, automated analysis of data collected on different days across a cohort of subjects. FLAME can extract many more parameters than a human operator using routine methods. The major difference that a human operator would observe is the poststimulation increase in certain cell populations' levels of SLP76 phosphorylation (Fig. 3C) . However, FLAME also captured additional parameters from each cell cluster (SI Appendix, Table T1 ) that describe its shape and spatial orientation. These parameters can be informative, as illustrated in Fig. 3 A and B . The shapes of the 2 CD4 ϩ clusters were narrowed after T cell receptor stimulation. Importantly, we quantitatively captured this difference using a feature selection method. The result of this analysis is displayed as a heat map in SI Appendix, Fig.  S4 that highlights the clear differences observed in this geometric feature and in many other parameters.
In this example, we have shown FLAME's ability to (i) perform matching of cell populations within and across cohorts of samples, (ii) extract features that can be used to compare different classes of samples or subjects, and (iii) recapitulate the manual data processing of a trained human operator.
Discussion
Computational modeling of flow cytometric data is receiving increasing attention with the rapidly rising number of simultaneously monitored markers. Gaussian mixture modeling for flow cytometry was introduced by Demers and colleagues (9) and is the subject of ongoing development (6) (7) (8) . However, the use of Gaussian distributions can cause spurious splits because of outliers and skew in the data as shown in Fig. 1 . Lo and colleagues (5) address this issue in flowClust by employing a Box-Cox transformation to reduce skew, followed by an efficient t mixture modeling algorithm originally introduced by Peel and McLachlan (11) . However, even in the 1-dimensional case this approach can yield indistinguishable models for 2 very distinct forms of skew (see SI Appendix, SI Discussion). On the other hand, our direct and parametric modeling with skew t preserves the distinct nature of the original distributions and precisely models the asymmetry and ''heavy tails'' of the data. Importantly, this approach can capture phenotypic differences that may be lost if the data were transformed to appear symmetric.
The metaclustering approach in FLAME matches corresponding cell populations across samples. This registration is critical for downstream analysis, e.g., class discovery or class prediction, and not available in other methods. Metaclustering is stable with respect to the inherent biological variation as illustrated in the T cell phosphorylation example and in simulation studies we performed (see SI Appendix, SI Methods). However, metaclustering must be used with care and with an understanding of the underlying biology of the problem. For example, when identifying populations across phenotypes or experimental conditions, it is critical to consider the possibility of (i) new populations arising or (ii) differing proportions of cells belonging to each subpopulation. FLAME should be used at the distal end of a production pipeline that includes a suite of QA/QC steps that minimizes experimental noise. Several such approaches are in various stages of implementation (21, 22) . Because FLAME uses the standard *.fcs as its input format, it can be readily coupled to any commonly used preprocessing method. Importantly, the user should know exactly how their data are collected and processed and whether either will cause artifacts, spikes, or boundary populations.
The advantage of FLAME's ability to model a sample in the multiple dimensions inherent in flow cytometry data is clear. Because the number of surface markers simultaneously captured by flow cytometry has grown over the past decade, human operators can no longer directly visualize or analyze the data. The current strategy to sequentially gate cell populations by projection to 2-or 3-dimensional space may be reasonable, particularly when a specific, predetermined cell population is sought. However, this approach has substantial limitations related to subjectivity, lack of efficiency and reproducibility for the examination of large number of samples, and loss of information for the multidimensional analysis necessary for discovery of novel populations. In our examples, we have shown that FLAME can recapitulate the data processing performed by a trained human operator while extracting a greater number of parameters for use in classification or diagnostic tests.
Some past approaches (23) (24) (25) to automated multidimensional flow cytometric analysis were restricted to supervised or nonparametric techniques. The unsupervised learning methodology of FLAME allows sensitive and more accurate exploratory identification of new, and known, populations for high-dimensional flow cytometric data. We process data in a pure discovery mode, evaluate a range of models with different numbers of clusters and, using a quantitative measure, identify an optimal solution that best fits these data. Our approach is statistically rigorous and eliminates the subjectivity of a human operator. Importantly, because we can use skew distributions to model our data, extracted parameters offer a better description of a cell population's expression characteristics.
Although FLAME's approach is rigorous and reproducible, it is not rigid and can be adapted to a number of different study designs. As illustrated in the regulatory T cell example, one can subcluster a population to explore structure at a higher resolution. Furthermore, one can readily implement a gating step before or during the FLAME analysis if certain cell populations are not of interest. Similarly, once clusters of interest are discovered, the most informative dimensions can be defined and subsequently used with FLAME in an identification mode. This enhances processing speed and ensures that all samples are processed in the same manner.
There are many opportunities for further research and enhancement of the systematic analysis of multiparametric flow cytometric data as presented here. Instead of relying on the ''one component, one cluster'' legacy of mixture modeling, the use of multicomponent population models could yield more complex and even nonconvex shapes. Here, FLAME might be extended with a hierarchical design to address this need (SI Appendix, SI Discussion). Another challenge is more sensitive detection of very small populations, which may require the power of vastly increased sample sizes. One strategy here is the stepwise approach described in the regulatory T cell example above to focus on the subpopulation of greatest interest followed by a second round of clustering to extract the rare cell population.
The ''Discovery'' mode of FLAME is computationally intensive as a range of models is evaluated for optimality. We estimate that FLAME may require Ϸ30 min to discover the optimal model (number of clusters) within a sample of 20,000 cells with 6-dimensional data and 15 cell populations (see SI Appendix, SI Discussion). However, once one or a small number of samples is run in this manner, the range of models evaluated can be significantly reduced for the remaining samples, resulting in faster processing speeds. The Discovery mode is distinct from a ''Clinical'' mode in which the desired number of clusters is known, and FLAME is simply used to extract parameters on each cluster in large numbers of samples. In Discovery mode, it is difficult to compare FLAME to a human operator both because an operator does not consider more than 3 dimensions of information simultaneously and because such efforts are not standardized. However, in Clinical mode, the comparison is more pertinent as a precise set of parameters needs to be extracted. Here, FLAME is able to process the sample of 20,000 cells with 6-dimensional data and 15 cell populations in Ͻ4 min (SI Appendix, SI Discussion). This is comparable with a human operator but is much more precise and reproducible.
In summary, we have devised a direct computational approach for the rigorous, flexible, automated, multivariate analysis of flow cytometric data, which handles outliers and skew without the need of any preliminary transformation and includes a method for identifying corresponding subpopulations of cells across samples. The software implementation of this tool, when combined with rigorous quality control of the production pipeline, can enhance the use of the flow cytometric platform for disease diagnosis and clinical utility.
Methods
Data Preparation. Extraction of the matrix of marker/antibody intensity values for each cell in a sample (with optional forward-scatter (FSC) and side-scatter (SSC) columns) as described in Results above is performed with Bioconductor (www.bioconductor.org) packages flowCore, prada and Biobase. The intensities, but not the FSC and SSC, are transformed with a biexponential (Logicle) transformation and the matrix is output as a *.txt file. Details of example datasets are described in SI Appendix, SI Methods.
Identifying Cell Populations by Mixture Modeling of a Sample. FLAME fits each cell population in a sample to a multivariate parametric cluster (a component) with a full covariance matrix. The skew t distribution is used by default (SI Appendix, Figs. S5 and S6) . Alternatively, the user may choose to use t (Student t) or skew normal distributions for modeling. Here, we describe the computations for the skew t case (see SI Appendix, SI Methods for alternative distributions). We model the k-dimensional data points in a sample Yi with the probability density function (or pdf) f with unknown parameters ⌿ consisting of a mixture of g components for a range of values of g in unknown mixing proportions p1, . . . , pg (p1, . . . , pgՆ0; ͚hϭ1...g ph ϭ 1)
where fh(y; h, ⌺h, Dh, h) is the multivariate skew t pdf for the hth component with location vector h, scale matrix ⌺h, skew parameter Dh and degrees of freedom h. The multivariate skew t distribution is defined by introducing skewness in a multivariate elliptically symmetric t distribution (26) f͑y; , ⌺ D, ͒ ϭ 2t k, ͑y; ,
where
is the pdf of a k-dimensional t distribution with degrees of freedom, mean , and scale covariance ⍀; T ϩ k(M)is the t distribution function with ϩ k degrees of freedom. We fit the entire vector of unknown parameters ⌿ ϭ (, ⌺, D, ) to the flow cytometric data, and estimate the unknown mixing proportions p1 . . . pg, using the expectation-maximization (EM) algorithm (14) . FLAME uses a newly developed multivariate skew density mixture modeling EM program, which is freely available from the authors (www.maths.uq.edu.au/ϳgjm/EMMIX-skew). To speed up convergence, we perform 10 EM iterations with initialization by a k-means algorithm, and choose the one with the largest log-likelihood as the initial condition for the rest of the EM iterations until convergence. This entire process is repeated for all of the samples independently for a range of g values from 2 to max {2 k , 20}. The program also allows fitting for a specific range of g. The mixture model induces ''soft'' clustering, i.e., each data point has a probability of belonging to each of the different components. To find the optimal number of components, g*, for each sample, we assign each data point i to the component with maximal posterior probability p i, then set g* to the value of g that minimizes the scale-free weighted ratio ( 
The posterior probability pi of point i belonging to cluster C from the mixture model is used for weighting the average distances and ⌺c denotes the scale variance of cluster C. The final mixture model output includes the multivariate cluster parameters, mixture weights (or proportions), and cluster membership labels for the original data points. Although FLAME assesses quality of fit using SWR, the user can opt for other criteria (see SI Appendix, SI Methods).
Matching Populations Across Samples. To match populations and mixture model parameters across samples, we perform metaclustering of populations using a 2-step strategy. For details see SI Appendix, SI Methods.
Step 1. PAM clustering. For a given class of samples, we first overlay all of the cluster locations, represented by their modes, across the samples and then apply the Partitioning Around Medoids (PAM) algorithm (15) to construct a highdimensional template of G metaclusters for that class specified by the locations (high-dimensional medians, also known as ''medoids'') and the associated weights (the proportions of cells) for the subpopulations. The medoids computed by PAM serve as natural metacluster locations. A metacluster's weight is the median weight of the c clusters closest to its location, c ϭ (total number of clusters in the metacluster)/5. The optimal number of metaclusters, G*, is determined by maximizing the average silhouette width. We use PAM because of its robustness to outlier effects. Thus, metaclusters are made of clusters, as represented by their location representatives, and not the original data points.
Step 2. Bipartite matching. Clusters from every sample are matched to the metaclusters of its class-template from Step 1 using an enhanced version of the classical minimum cost bipartite matching problem. The matching problem is formulated as integer programming (IP) and solved with a fast IP solver routine. We seek to ensure that an optimal solution for a biologically homogeneous set of samples matches clusters with metaclusters that have both similar locations and weights. Importantly, in a given solution, multiple clusters could be matched to one metacluster of combined weight (or capacity) and comparable location, and vice versa. In this manner our approach handles missing, extra or spuriously split clusters in the mixture model output of each sample (see SI Appendix, SI Methods). Note that this second step is both a global clustering of clusters across samples according to location, and a feature registration or component labeling procedure that matches the clusters from sample to sample. For metaclustering of samples across 2 classes, we apply a similar bipartite matching formulation to the templates of the compared classes and then extend the obtained matching from the templates to the respective classes based on the scheme described above. The final superset of all labeled clusters becomes the full set of features for the entire sample collection. Most features should be represented in every sample. However, this may not be the case because of biological or technical variation. In that case, they are labeled as missing values in the corresponding samples. Corresponding features across samples retain their own parameters and weights.
Performing Association Testing to a Genetic Variation. We assessed the correlation of our lymphoblastic cell line HLA DQ expression data to the rs9272346 single nucleotide polymorphism using the quantitative trait analysis module of the PLINK software suite (pngu.mgh.harvard.edu/ϳpurcell/plink and ref. 27) . Genotypes for each cell line were obtained from the HapMap project (www.hapmap.org).
