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NEVANLINNA-PICK INTERPOLATION FOR C+BH∞
MRINAL RAGHUPATHI
Abstract. We study the Nevanlinna-Pick problem for a class of subalgebras
of H∞. This class includes algebras of analytic functions on embedded disks,
the algebras of finite codimension in H∞ and the algebra of bounded analytic
functions on a multiply connected domain. Our approach uses a distance
formula that generalizes Sarason’s [18] work. We also investigate the difference
between scalar-valued and matrix-valued interpolation through the use of C∗-
envelopes.
1. Introduction
Let us assume that we are given n points z1, . . . , zn ∈ D, n complex numbers
w1, . . . , wn and a unital subalgebra A of H∞. We will say that a function f ∈ A,
interpolates the values z1, . . . , zn to w1, . . . , wn if and only if f(zj) = wj . Such an
f will also be called an interpolating function. We say that a function f ∈ A is a
solution to the interpolation problem if f interpolates and ‖f‖∞ ≤ 1.
For the algebra H∞, the Nevanlinna-Pick theorem gives an elegant criterion for
the existence of a solution to the interpolation problem. The theorem states that
a holomorphic function f : D→ D interpolates z1, . . . , zn to w1, . . . , wn if and only
if the Pick matrix [
1− wiwj
1− zizj
]n
i,j=1
is positive (semidefinite).
The operator theoretic approach to Nevanlinna-Pick interpolation has its roots in
Sarason’s work [18]. Sarason used duality methods and Riesz factorization to prove
a distance formula, which in turn implies the Nevanlinna-Pick theorem. Abra-
hamse [1] extended this approach to prove a Nevanlinna-Pick type interpolation
theorem for the algebra H∞(R) of bounded analytic functions on a multiply con-
nected domain R. We will see in Section 2 that the algebra H∞(R) can be viewed
as a subalgebra of H∞. These duality methods were used in [7] to prove an in-
terpolation theorem for the codimension-1, weak∗-closed, unital subalgebra of H∞
generated by z2 and z3. There is a clear connection in all three cases between the
invariant subspaces for the algebra and the interpolation theorem.
It is too much to hope for a Nevanlinna-Pick theorem for all unital, weak∗-closed
subalgebras of H∞. In this paper we will study a certain class of subalgebras of
H∞ that arise naturally. We will call these algebras the algebras with predual
factorization. We define these algebras in Section 4.
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In Section 2 we will look at algebras of the form H∞B := C+ BH
∞, where B is
an inner function and C denotes the span of the constant functions in H∞. This
algebra is easily seen to be the unitization of BH∞, which is a weak∗-closed ideal
of H∞. This is the basic construction we will manipulate in order to obtain a
large class of algebras with predual factorization. In section 3 we establish, for
the algebra H∞B , an analogue of the Helson-Lowdenslager theorem on invariant
subspaces. We also establish the analogue of the Halmos-Lax theorem. We would
like to point out that our invariant subspace theorem in Theorem 3.1 generalizes
the result in [15]. Our proof is also much more elementary and is in fact a simple
consequence of the Helson-Lowdenslager theorem. In Section 4 we compute the
distance of an element f ∈ L∞ from the weak∗-closed ideal EH∞ ∩ A, where E is
the finite Blaschke product with zero set z1, . . . , zn and A is an algebra with predual
factorization. As a consequence we obtain a Nevanlinna-Pick type theorem for A.
An important aspect of Nevanlinna-Pick interpolation is distinguishing between
scalar-valued and matrix-valued interpolation theory. We will show in Section 6
that the scalar-valued interpolation result obtained in Theorem 5.1 is not valid in
the matrix-valued setting. Our work is inspired by, and considerably extends, the
results in [7].
2. Notation and Examples
Throughout this paper Lp, 1 ≤ p ≤ ∞, will denote the usual Lebesgue space
of the circle. The subspace of elements whose negative Fourier coefficients are 0
will be denoted Hp and we will freely use the identification of these spaces with
spaces of analytic functions on the disk. We refer the reader to [8] for the relevant
background. We will regard Lp as a normed space with its usual norm, but in
dealing with L∞, and its subspaces, we will work with the weak∗-topology that L∞
inherits as the dual of L1. Given a non-empty set S ⊆ Lp, we denote by [S]p the
smallest closed subspace of Lp spanned by S, when p = 2 we will denote this as [S]
and when p =∞ we use [S]∞ to denote the weak∗-closed subspace spanned by S.
Let g ∈ H∞ and let Hpg denote the space [C ·1+gH
p]p. If u is an outer function,
then [uHp]p = H
p. If we factor g into its inner factor B and outer factor u, then
Hpg = [C · 1 + gH
p]p = [C · 1 + BH
p]p = H
p
B. Therefore it is enough to consider
inner functions.
Our primary interest will be in the spaces HpB for a Blaschke product B and for
p = 1, 2,∞. We denote by φa the elementary Mo¨bius transformation of the disk
given by φa(z) =
a− z
1− a¯z
, for a 6= 0, and φ(z) = z, when a = 0. We will write the
Blaschke product B as
B =
∏
j∈J
|αj |
αj
φmjαj ,
where J is either a finite or countably infinite set, {αj} are distinct and mj ≥ 1.
The normalizing factor
|αj |
αj
is introduced to ensure convergence and is defined to
be 1, if αj = 0. We will assume throughout that B has at least 2 zeros, i.e.,∑
j=inJ mj ≥ 2. We point out that a function f ∈ H
∞
B if and only if it satisfies the
following twoc onstraints:
(1) f(αi) = f(αj), i, j ∈ J .
(2) If mj ≥ 2, then f
(i)(αj) = 0 for i = 1, . . . ,mj − 1.
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We will use K to denote the Szego¨ kernel and kz to denote the Szego¨ kernel at the
point z, i.e., the element of H2 such that f(z) = 〈f, kz〉 for all f ∈ H2. Note that
the Szego¨ kernel is actually a bounded analytic function on D and so is in H∞. We
will often abuse notation by using the letter z to represent a complex variable, the
identity map on D and the identity map on T.
We now provide some examples from the literature that motivate these defini-
tions.
First, consider the subalgebra H∞1 of functions for which f
′(0) = 0, this algebra
has been studied in [7]. Clearly, H∞1 = C + z
2H∞ and corresponds to the case
where B is the Blaschke product z2. The algebra H∞1 is generated by z
2 and z3.
Second, consider the algebra of functions that are equal at the points a, b ∈ D
where a is different from b. Note that if f ∈ H∞ and f(a) = f(b), then f − f(a)
vanishes at both a and b. Hence, f − f(a) = Bh, where h ∈ H∞ and B is the
Blaschke product for the points a, b. Hence, this algebra is C+BH∞. This example
can be extended to any Blaschke sequence. Interpolation questions for algebras
of this type where the zeros of the Blaschke product are finite in number, and of
multiplicity one, were studied in [19]. In [19] the focus was the matrix-valued theory
and an additional condition was imposed that reduced the result to the classical
situation. When we study the matrix-valued interpolation problem in Section 6 we
will need to impose a similar restriction.
The two examples just mentioned are special cases of the cusp algebras studied
by Agler and McCarthy [2, 3]. Cusp algebras are of finite codimension in H∞. We
do not require H∞B to be of finite codimension. In dealing with cusp algebras and
embedded disks we must consider not only the algebra H∞B but also consider finite
intersections of such algebras. The interpolation theorem that we prove in Section 4
applies to both the infinite codimension case as well as an infinite intersection of
algebras of the form H∞B .
Our third example provides some additional motivation as to why one may wish
to study H∞B . If G is a group of conformal automorphisms of the disk D, then
we have a natural action of the group G on H∞ given by f 7→ f ◦ α−1, where
α ∈ G. The fixed point algebra is denoted H∞G . In the case where the group is
a Fuchsian group there is a natural Riemann surface structure on R = D/G and
H∞G is isometrically isomorphic to the algebra of bounded analytic functions on R.
If we assume for a moment that H∞G is non-trivial, then it must be the case that∑
α∈G(1− |α(ζ)|) <∞ for any ζ ∈ D. Let Bζ be the Blaschke product whose zero
set is the points of the orbit of ζ under G. The Blaschke product Bζ converges for
each ζ ∈ D. From the constraints on page 2 we see that C + BζH∞ is the set of
functions in H∞ that are constant on the orbit of ζ, and so H∞G =
⋂
ζ∈DH
∞
Bζ
.
While the interpolation results presented in Section 4 do apply to the algebra
H∞G , the result is not as refined as Abrahamse’s theorem [1]. A result that gener-
alizes Abrahamse’s theorem to the algebra H∞G can be found in [17].
3. Invariant Subspaces
In this section we examine the invariant subspaces for the algebra H∞B .
Let H be a Hilbert space, let A be a subalgebra of B(H). We say that a subspace
M⊆ H is invariant for A if and only if A(M) ⊆M for all A ∈ A.
We first make some general comments about models for invariant subspaces for
subalgebras of H∞. The algebra H∞ has an isometric representation on B(H2).
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Suppose that A is a subalgebra of H∞. For the purposes of invariant subspaces
we may assume that A is unital and weak∗-closed, since the lattice of invariant
subspaces is unaffected by unitization and weak∗-closure. If M ⊆ H2 is invariant
for A, then Beurling’s theorem tells us thatM = [AM] ⊆ [H∞M] = φH2 for some
inner function φ. Hence, M = φN for some subspace N . It is the subspace N and
not the inner factor φ which is relevant. In some sense the class of subspaces N
that can arise are the models for invariant subspaces.
A natural class of invariant subspaces for an algebra A are the cyclic subspaces.
If f ∈ H2, then we know that it has an inner-outer factorization f = φu which
is unique up to multiplication by a unimodular scalar. The cyclic subspace M =
[Af ] = φ[Au]. We see that the cyclic subspaces generated by A and an outer
function u are the models for all cyclic subspaces for A. This will be relevant to
our discussion about interpolation in Section 5.
Given a subalgebra A ⊆ H∞ we say that a subspace M⊆ Lp is invariant for A
if and only if fg ∈M, whenever f ∈ A and g ∈ M. We will assume, unless stated
otherwise, that the term subspace means closed, non-trivial subspace.
We begin our study with a look at the subspaces of H2 that are invariant for
H∞B . Beurling’s theorem proves that the shift invariant subspaces of H
2, i.e., the
subspaces of H2 invariant for the algebra H∞, are of the form φH2, where φ is
inner. The Helson-Lowdenslager theorem is an extension of Beurling’s theorem.
Helson and Lowdenslager proved that the simply shift invariant subspaces of L2
are of the form φH2 where φ is unimodular, i.e., |φ| = 1 a.e. on T. Our first result
is the analogue of the Helson-Lowdenslager theorem.
Theorem 3.1. Let B be an inner function and let M be a subspace of Lp which
is invariant under H∞B . Either there exists a measurable set E such that M =
χEL
p or there exists a unimodular function φ such that φBHp ⊆ M ⊆ φHp.
In particular, if p = 2, then there exists a subspace W ⊆ H2 ⊖ BH2 such that
M = φ(W ⊕BH2).
Proof. The space [BH∞M]p is a shift invariant subspace of L
p and since B is
an inner function [BH∞M]p = B[H∞M]p. By the invariant subspace theorem
for H∞, either [H∞M]p = χELp for some measurable subset E of the circle or
[H∞M]p = φHp for some unimodular function φ. In the former case
M⊇ B[H∞M]p = BχEL
p = χEL
p ⊇M.
In the latter case we see that
φBHp = B[H∞M]p ⊆M ⊆ [H
∞M] = φHp.
When p = 2, since BH2 ⊆ φM ⊆ H2, we see that M = φ(W ⊕ BH2) where
W ⊆ H2 ⊖BH2. 
As a corollary we obtain:
Corollary 3.2 ([7, Theorem 2.1]). Let H∞1 denote the algebra of functions in H
∞
such that f ′(0) = 0. A subspace M of L2 is invariant under H∞1 , but not invariant
under H∞, if and only if there exists an inner function φ, scalars α, β ∈ C with
|α|2 + |β|2 = 1, with α 6= 0, such that M = φ([α + βz]⊕ z2H2).
Proof. From the previous result we see that M = φ(W ⊕ z2H2) where W ⊆
H2 ⊖ z2H2 = span{1, z}. Since M is not invariant under H∞ see that W is
one-dimensional and that α 6= 0. 
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We will identify inner functions that differ only by a constant factor of modulus
1. If S 6= {0} is a subset of H2, then Beurling’s theorem tells us that [H∞S] = φH2
for some inner function φS . The inner function φS is called the inner divisor of
S. If S1 and S2 are two subsets of H2, then we define their greatest common
divisor gcd(S1,S2) to be the inner divisor of [H
∞(S1 ∪ S2)] and the least common
multiple lcm(S1,S2) to be the inner divisor of [H∞S1] ∩ [H∞S2]. For a function f
the inner divisor of {f} is clearly the inner factor of f . For functions f1, f2 ∈ H2
we define gcd(f1, f2) := gcd({f1}, {f2}) and lcm(f1, f2) := lcm({f1}, {f2}). For a
more detailed description of these operations we refer the reader to [6].
Let A ⊆ B(H) be an operator algebra. Associated to this operator algebra is its
lattice of invariant subspaces, which is defined as the set of subspaces of H that are
invariant for A. We will denote the lattice of non-trivial, invariant subspaces of A
by Lat(A).
An important consequence of Beurling’s theorem is that it allows a complete
description of the lattice of invariant subspaces for H∞. Two shift invariant sub-
spaces φH2 and ψH2 are the equal if and only if φ = λψ for a unimodular constant
λ. Since we have chosen to identify inner functions that differ only by a constant,
we see that that the shift invariant subspaces of H2 are parametrized by inner func-
tions. There is a natural ordering of inner functions. If φ, ψ are inner functions,
then we say that φ ≤ ψ if and only if there exists an inner function θ such that
φθ = ψ. This makes the set of inner functions a lattice with meet and join given
by
φ ∧ ψ = gcd(φ, ψ), φ ∨ ψ = lcm(φ, ψ).
In this ordering the inner function 1 is the least element of the lattice and the
lattice has no upper bound. The map φ 7→ φH2 is a bijection between the lattice
of inner functions and the the lattice of non-trivial, invariant subspaces for H∞.
This identification is a lattice anti-isomorphism, i.e., order reversing isomorphism,
taking meets to joins and joins to meets.
For the lattice Lat(H∞B ) the situation is different. There are two parameters
that determine an invariant subspace M ∈ Lat(H∞B ), an inner function φ and a
subspace W ⊆ H2 ⊖BH2. However, the subspaceM does not uniquely determine
φ and W . Conversely, different choices of φ and W can sometimes give rise to the
same subspace. A simple example is obtained by setting B = z2, in which case
(1) zH2 = z
(
[1, z]⊕ z2H2
)
= [z]⊕ z2H2.
In general, if M = φ(W ⊕ BH2), then the subspace W = φM ⊖ BH2. It is
always possible to make a canonical choice of inner function and subspace W . The
canonical choice is to set the inner function equal to φM, the inner divisor of M,
and to let WM = φMM⊖BH2.
We now describe the extent to which the decomposition of the subspace M
into the form φ(W ⊕ BH2) fails to be unique. It is useful to keep in mind the
rather trivial example in (1). Note that in addition to being invariant for H∞z2 , the
subspace zH2 is also shift invariant.
Proposition 3.3. Let M ∈ Lat(H∞B ), let φM be the inner divisor of M and let
WM = φMM⊖BH2. Let ψ be inner and V be a subspace of H2⊖BH2 such that
M = ψ(V ⊕BH2). The following are true:
(1) The inner function gcd(WM, B) = 1.
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(2) The inner function ψ ≤ φM and
(2) φMWM = ψV ⊕B(ψH
2 ⊖ φMH
2).
(3) If θ is such that ψθ = φM, then θ = gcd(B, V ).
(4) We have φM = ψ if and only if WM = V .
(5) If M 6∈ Lat(H∞C ) for all C < B , then ψ = φM and V =WM.
Proof.
(1) Note that φM gcd(WM, B) is an inner function that divides M. Since φM
is the inner divisor of M we get gcd(WM, B) = 1.
(2) Since φ is the inner divisor of M, it follows that ψ|φ. Let θ be the inner
function such that ψθ = φ. We have,
ψθ(WM ⊕BH
2) = φM(WM ⊕BH
2) = ψ(V ⊕BH2).
It follows that
θWM ⊕ θBH
2 = V ⊕BH2 = V ⊕B(H2 ⊖ θH2)⊕BθH2.
Hence,
(3) θWM = V ⊕B(H
2 ⊖ θH2).
Multiplying by ψ gives (2).
(3) From (3) we see that θ divides both V and B and so θ ≤ gcd(B, V ).
From (3) we get that gcd(B, V )|θWM. Since gcd(WM, B) = 1 it must be
the case that gcd(B, V ) ≤ θ. Hence, θ = gcd(B, V ).
(4) The conditions ψ = φM and WM = V are equivalent. If ψ = φM, then (3)
shows thatWM = V . Conversely, ifWM = V , then (3) shows that θWM ⊇
WM. If w ∈ WM ⊆ θWM, then there exists w1 ∈ WM such that w = θw1.
Repeating the argument we find that there exists wn ∈ WM such that
θnwn = w. If θ 6= 1, then the equation θ
nwn = w for all n ≥ 0, contradicts
the fact that θ cannot divide w with infinite multiplicity. Hence, θ = 1 and
φM = ψθ = ψ.
(5) If θ 6= 1, then
M = ψ(V ⊕BH2) = ψθ(X ⊕ CH2),
where C < B. Hence, M ∈ Lat(H∞C ).

Proposition 3.3 indicates that the lattice of invariant subspaces for H∞B is more
complicated than the lattice of shift invariant subspaces. Although the canonical
choice of inner divisor seems natural, this choice does not behave as expected with
respect to the lattice operations. We do not, as yet, have at our disposal a useful way
to describe the lattice operation in Lat(H∞B ). For illustrative purposes we examine
what happens to the inner divisor when we take meets and joins of elements in
Lat(H∞B ). Note that Lat(H
∞) is a sublattice of Lat(H∞B ). Any good description
of Lat(H∞B ) would have to take into account the fact that Lat(H
∞) is the lattice
of inner functions.
Let M = φM(WM ⊕ BH
2),N = φN (WN ⊕ BH
2) ∈ Lat(H∞B ), where φM and
φN are the inner divisors of M and N respectively. Let X =M∩N . We have,
B lcm(φM, φN )H
2 ⊆ lcm(BφM, BφN )H
2 = (BφMH
2) ∩ (BφNH
2)
⊆M∩N = X
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⊆ (φMH
2) ∩ (φNH
2) = lcm(φM, φN )H
2.
Hence, φX satisfies
lcm(φM, φN ) ≤ φX ≤ B lcm(φM, φN ).
These are the best general bounds we have. If we consider the case where φM =
φN = 1, then we see that
X =M∩N
= (WM ∩WN )⊕BH
2
= gcd(WM ∩WN , B)(WX ⊕BH
2)
If WM ∩WN = {0}, then the inner divisor φX = B. However, if W1 ∩W2 is non-
trivial the situation can be different. Let B = z5, letM = [1+z2, z3]⊕z5H2 and let
N = [1− z2, z3]⊕ z5H2. It is straightforward to check that the inner divisor φX of
the intersection X =M∩N is divisible by z3. Since the functions 1+z2 and 1−z2
are outer we see that φM = φN = 1. Note that gcd(φM, φN ) = 1 < φX < z
5 = B.
If we consider the join of two subspaces Y = M ∨ N , then we have φY =
gcd(φM, φN ). The inequality gcd(φM, φN ) ≤ φY follows from
M∨N ⊆ (φMH
2) ∨ (φNH
2) = gcd(φM, φN )H
2.
Since φY |Y, we have φY |M and φY |N . Hence, φY | gcd(W,B)φM = φM and
φY | gcd(V,B)φN = φN . Therefore, φY ≤ gcd(φM, φN ), which implies φY =
gcd(φM, φN ).
We now turn our attention to the vector-valued invariant subspaces for H∞B .
It is not difficult to extend Theorem 3.1 to the vector-valued setting. If H is a
separable Hilbert space, then we denote by H2H the H-valued Hardy space. The
natural action of H∞ on H2H is given by (fh)(z) = f(z)h(z) and this makes H
2
H a
module overH∞. This action obviously restricts to H∞B and we say that a subspace
M of H2H is invariant for H
∞
B if and only if H
∞
B M ⊆ M. We denote by H
∞
B(H)
the set of B(H)-valued bounded analytic functions. An element of H∞B(H) is called
rigid if Φ(eiθ) is a partial isometry a.e. on T. A subspaceM is invariant under H∞
if and only if there exists a rigid function Φ ∈ H∞B(H) such that M = ΦH
2
H. The
proof of the scalar case carries through with the obvious modifications to give the
following result.
Theorem 3.4. If M be a closed subspace of H2H which is invariant for H
∞
B , then
there exists a rigid function Φ ∈ H∞B(H) and a subspace V ⊆ H
2
H ⊖BH
2
H such that
M = Φ(V ⊕BH2H).
Proof. Let M ⊆ H2H be an invariant subspace for H
∞
B . As in the proof of The-
orem 3.1 we form the shift invariant subspace [H∞M] ⊆ H2H. By the invariant
subspace theorem in [9] we can write [H∞M] = ΦH2H for a rigid function Φ. Now,
M ⊇ [BH∞M] = B[H∞M] = BΦH2H and so BΦH
2
H ⊆ M ⊆ ΦH
2
H. It follows
that M = W ⊕ BΦH2H, where W ⊆ ΦH
2
H ⊖ BΦH
2
H. If w ∈ W , then w = Φf for
some f ∈ H2H⊖BH
2
H. Choosing V to be the subspace of elements f ∈ H
2
H⊖BH
2
H
such that Φf ∈ W completes the proof. 
Keeping in mind our comments about models for invariant subspaces we see that
H2 serves as a model for subspaces of H2 invariant for H∞. For the algebra H∞B
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the situation is more complicated. Even in the simplest cases, for example H∞z2 ,
there can be infinitely many models.
In the vector-valued case, H2H which is a direct sum of H
2 spaces, forms the only
model for an invariant subspace of H∞. The models for invariant subspaces of H∞B
are parametrized by subspaces V ⊆ H2H ⊖ BH
2
H and these may fail to decompose
as a direct sum of invariant subspaces contained in H2. Therefore, one expects
the scalar theory and vector-valued theory to be fundamentally different. A first
indication of this fact is given by [7, Theorem 5.3] and Theorem 6.6 of this paper
provides an extension of this result.
4. A Distance Formula
Let A be a weak∗-closed, unital subalgebra of H∞, let z1, . . . , zn ∈ D and let I
denote the ideal
I := {f ∈ A : f(z1) = · · · = f(zn) = 0}.
The ideal I is weak∗-closed and the codimension of I in A is at most n.
In this section we give a formula for ‖f + I‖, where f ∈ L∞. The formula
relates the norm of ‖f + I‖ to the norm of certain off-diagonal compressions of the
operator Mf . The result is valid for subalgebras A ⊆ H∞ that have a property
which we call predual factorization.
We identify L∞ as the dual of L1 and refer to L1 as the predual of L∞.
We will say that a subspace X ⊆ H∞ has predual factorization if the following
two properties hold
(1) There exists a subspace (not necessarily closed) S ⊆ L1 with [S]1 = X⊥
(2) Given f ∈ S, there exists an inner function φ such that φf ∈ H1.
A simple consequence of Riesz factorization is that any function f ∈ S can be
written as f = ψu2 where ψ is unimodular, u is outer and |f |1/2 = |u|.
Proposition 4.1. Suppose that {Xj : j ∈ J} is a set of weak∗-closed subspaces
of H∞. If for each j ∈ J , Xj has predual factorization, then X :=
⋂
j∈J Xj has
predual factorization.
Proof. We note that
X⊥ =

⋂
j∈J
Xj


⊥
=

⋃
j∈J
{(Xj)⊥ : j ∈ J}


1
.
Set S = span{(Xj)⊥ : j ∈ J}. Given fj ∈ Xj there exists an inner function φj
such that φjfj ∈ H1. If f =
∑m
i=1 cifji ∈ S, then φf ∈ H
1 where φ = φj1 · · ·φjm .
Hence, S has predual factorization. 
Proposition 4.2. If X is a subspace of L∞ such that BH∞ ⊆ X , then X has
predual factorization.
Proof. We have X⊥ ⊆ (BH∞)⊥ = BH10 . The inner function B multiplies X⊥ into
H1. 
Corollary 4.3. If {Bj : j ∈ J} is a set of inner functions, and Xj ⊇ BjH∞, then
X =
⋂
j∈J Xj has predual factorization.
Corollary 4.4. If {Bj : j ∈ J} is a set of inner functions, then A =
⋂
j∈J H
∞
Bj
has predual factorization.
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Recall that a function u ∈ H2 is called outer if [H∞u] = H2. Given an outer
function u ∈ H2 we define Mu = [Au], Ku to be the span of the kernel functions
for Mu at the points z1, . . . , zn and Nu :=Mu ⊖ Ku = {f ∈ Mu : f(z1) = · · · =
f(zn) = 0}. Given a subspaceM⊆ L2 we denote by PM the orthogonal projection
of L2 onto M.
Lemma 4.5. let z1, . . . , zn be n points in D and suppose A has predual factoriza-
tion. If I is the ideal of functions in A such that f(zj) = 0, for j = 1, . . . , n, then
I has predual factorization.
Proof. Let I⊥ be the preannihilator of I in L1. Since A has predual factorization
there exists a subspace S ⊆ A⊥ such that
(1) The closure of S in the L1 norm is A⊥
(2) For each f ∈ S, there exists an inner function φ such that φf ∈ H1.
Note that I⊥ = A⊥ + span{kzj : 1 ≤ j ≤ n}, where kz is the Szego¨ kernel at the
point z. If E is the Blaschke product for the points z1, . . . , zn, then Ekzj ∈ H
∞
for j = 1, . . . , n. The space S˜ = S + span{kzj : 1 ≤ j ≤ n} is dense in I⊥. Given
h + v ∈ S˜, with h ∈ A⊥ and v ∈ span{kzj : 1 ≤ j ≤ n}, there exists an inner
function φ such that φh ∈ H1 and so Eφ(h+ v) ∈ H1 with Eφ is inner. Hence, I⊥
has predual factorization. 
Lemma 4.6. Let I, A be as in Lemma 4.5. If u is an outer function, then [Iu] =
Nu.
Proof. Since every function in I vanishes at z1, . . . , zn, [Iu] ⊆ Nu. On the other
hand given f ∈ Nu we know that there exists fm ∈ A such that ‖fmu− f‖2 → 0.
Since u does not vanish at any point of the disk we see that fm(zj) → 0 for
j = 1, . . . , n. By a construction similar to the one in Lemma 5.8 we see that there
exists functions ej ∈ A such that ej(zi) = δi,j . Setting gm = fm −
∑n
i=1 fm(zi)ei
we see that gmu converges to f in H
2 and gm ∈ I. Hence, Nu ⊆ [Iu] and our proof
is complete. 
We will now prove our distance formula.
Theorem 4.7. Let z1, . . . , zn be n points in D, let A be a weak∗-closed, unital
subalgebra of H∞ with predual factorization and let I be the ideal of functions in
A such that f(zj) = 0 for j = 1, . . . , n. If f ∈ L∞, then
‖f + I‖ = sup
u
‖(I − PNu)MfPMu‖ ,
where the supremum is taken over all outer functions u ∈ H2.
Proof. We have,
‖f + I‖ = sup
{∣∣∣∣
∫
fg
∣∣∣∣ : g ∈ I⊥, ‖g‖1 ≤ 1
}
= sup
{∣∣∣∣
∫
fg
∣∣∣∣ : g ∈ S˜, ‖g‖1 ≤ 1
}
,
where S˜ is a dense subspace of I⊥ with the property that each function in S can
be multiplied into H1 by an inner function. Let g ∈ S˜, and let φ be inner with
the property that φg ∈ H1 and factor φg as g1u where g1, u ∈ H
2, u is outer, and
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‖u‖2 = ‖g1‖2 = ‖g‖
1/2
1 . It follows that g = g2u where g2 ∈ L
2 and u is outer with
‖u‖2 = ‖g2‖2 = ‖g‖
1/2
1 .
Since g ∈ I⊥, for all h ∈ I we get
0 =
∫
gh =
∫
g2uh = 〈hu, g2〉 .
This shows g2 ⊥ [Iu] = Nu. Hence∣∣∣∣
∫
fg
∣∣∣∣ = |〈fu, g2〉|
= |〈fPMuu, (I − PNu)g2〉|
≤ ‖(I − PNu)MfPMu‖ .
For the other inequality we let h ∈ I. We have MhMu ⊆ Nu and so (I −
PNu)MhPMu = 0. Therefore,
‖(I − PNu )MfPMu‖ = ‖(I − PNu)Mf+hPMu‖
≤ ‖Mf+h‖ ≤ ‖f + h‖∞ ≤ ‖f + I‖

We point out that the proof of Theorem 4.7 holds in the case n = 0 to give the
distance of an element in L∞ from the algebra A =
⋂
j∈J H
∞
Bj
. This result can be
interpreted as a Nehari-type theorem for the algebra A.
Theorem 4.8. If f ∈ L∞, then ‖f +A‖ = supu ‖(I − PMu)MfPMu‖.
5. Interpolation
Let A be a subalgebra of H∞, unital and weak∗-closed as before. Given n
points z1, . . . , zn in the disk D and n complex numbers w1, . . . , wn, the interpolation
problem for A is to determine conditions for the existence f ∈ A with ‖f‖ ≤ 1 such
that f(zj) = wj for j = 1, . . . , n. Such an f will be called a solution. For the algebra
H∞, the Nevanlinna-Pick theorem gives us a necessary and sufficient condition for
the existence of a solution.
Suppose that f1, f2 ∈ A such that fi(zj) = wj for j = 1, . . . , n, i = 1, 2. If
I denotes the ideal of functions in A such that f(zj) = 0 for j = 1, . . . , n, then
f1 − f2 ∈ I. If we assume the existence of at least one function f ∈ A such that
f(zj) = wj , then all other solutions are of the form f + g for some g ∈ I. As A is
weak∗-closed it follows that a solution exists if and only if ‖f + I‖ ≤ 1.
In this section we will prove the interpolation theorem for algebras with predual
factorization. While the interpolation theorem is a little abstract we will see that it
contains as special cases the original Nevanlinna-Pick theorem and the interpolation
result from [7]. It also provides us with an interpolation theorem for algebras of
analytic functions on embedded disks.
Theorem 5.1. Let A be a weak∗-closed, unital subalgebra of H∞ which has predual
factorization. Let z1, . . . , zn ∈ D and w1, . . . , wn ∈ C. Let K
u denote the kernel
function for the space Mu := [Au]. There exists a function f ∈ A such that
f(zj) = wj, j = 1, . . . , n with ‖f‖∞ ≤ 1 if and only if for all outer functions
u ∈ H2, [(1− wiwj)K
u(zi, zj)]
n
i,j=1 ≥ 0.
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The proof of this result will follow from the distance formula obtained in Theo-
rem 4.7.
We first need to establish the fact that the multiplier algebra ofMu contains A.
Proposition 5.2. Let A be a weak∗-closed, unital subalgebra of H∞ and let u ∈ H2
be an outer function. If M := [Au], then A ⊆ mult(M).
Proof. It is straightforward that A(M) ⊆M. Since u does not vanish on the disk
we see that none of the kernel functions in M are the zero function. If Mf denotes
the multiplication operator on M induced by f , then ‖f‖mult = ‖Mf‖B(M) ≥
‖f‖∞. On the other hand if h ∈ M ⊆ L
2, then
‖Mfh‖
2 =
∫
|fh|2 ≤ ‖f‖2∞ ‖h‖
2 ,
which proves ‖f‖mult ≤ ‖f‖∞. 
In the special case where H =
⋂
j∈J H
2
Bj
is A =
⋂
j∈J H
∞
Bj
we can improve on
the previous proposition.
Proposition 5.3. Let {Bj : j ∈ J} be a set of inner functions. The multiplier
algebra mult(
⋂
j∈J H
2
Bj
) =
⋂
j∈J H
∞
Bj
.
Proof. Let us denote M :=
⋂
j∈J H
2
Bj
. Let f ∈ mult(M). Since 1 ∈ M none of
the kernel functions in M can be zero. This shows that any f ∈ mult(M) must be
bounded. If f ∈ mult(M), then f ∈ M, since 1 ∈ M. Hence, f = λj + Bjkj for
j ∈ J , kj ∈ H2. Since f is bounded so is kj and we have shown that f ∈
⋂
j∈J H
∞
Bj
.
On the other hand any function f ∈
⋂
j∈J H
∞
Bj
multiplies M into itself. It remains
to be seen that ‖f‖mult ≤ ‖f‖∞. This follows from
‖Mfh‖
2
=
∫
|fh|2 ≤ ‖f‖2∞ ‖h‖
2
,
where h ∈M ⊆ L2. 
We now have all, but one, of the pieces required for our interpolation theorem.
In order to use the distance formula to deduce the interpolation theorem we must
know that there exists an interpolating function f ∈ A. The proof of this fact is
contained in Lemma 5.8. Let us assume the lemma for a moment and see how the
interpolation theorem follows.
If f ∈ A, then Mf leaves Mu invariant and
‖f + I‖ = sup
u
‖(I − PNu)MfPMu‖(4)
= sup
u
‖(I − PMu + PKu)MfPMu‖(5)
= sup
u
‖PKuMfPMu‖(6)
= sup
u
∥∥M∗fPKu∥∥ .(7)
If kuz denotes the kernel function for Mu at z, then a spanning set for Ku is
given by {kuz1 , . . . , k
u
zn}. Standard results about multiplier algebras of reproducing
kernel Hilbert spaces tell us that the norm of M∗fPKu is at most 1 if and only if
[(1 − wiwj)Ku(zi, zj)]ni,j=1 ≥ 0. Combining this fact with equation (4)–(7) proves
the interpolation theorem.
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Note, when A = H∞, the cyclic subspace [H∞u] = H2 and so we recover the
classical Nevanlinna-Pick theorem. When A = H∞B the structure of the cyclic
subspaces is given by the next Proposition.
Proposition 5.4. If B is an inner function, then [H∞B u] = [v] ⊕ BH
2, where
v = PH2⊖BH2u.
Proof. Let u = v ⊕ Bw. If v = 0, then u ∈ BH2 which contradicts the fact that u
is outer. If λ + Bf ∈ H∞B , then (λ + Bf)u = λv + B(v + fv + Bfw) ∈ v ⊕ BH
2.
Conversely, let f = λv⊕Bh ∈ ([v]⊕BH2)⊖ [H∞B u]. Since f ⊥ [H
∞
B u] we see that
0 = 〈λv +Bh,Bgu〉 = 〈h, gu〉 for all g ∈ H∞. Hence, h ⊥ [H∞u] = H2 and so
h = 0. Now,
0 = 〈λv, u〉 = λ 〈v, v +Bw〉 = λ 〈v, v〉 = λ ‖v‖2
and so λ = 0. 
Hence, the collection of cyclic subspaces for the algebra H∞B is a contained in
the collection of subspaces of the form [v]⊕BH2. We can assume of course, that v
is a unit vector. The vector v has an additional property. If φ is an inner function
that divides v and B, then φ divides u. Since u is outer, we see gcd(v,B) = 1.
Let v ∈ H2⊖BH2 be a unit vector and setH2v = [v]⊕BH
2. This is a reproducing
kernel Hilbert space with kernel function,
Kv(z, w) = v(z)v(w) +
B(z)B(w)
1− zw
.
Let Kv = span{kvz1 , . . . , k
v
zn} and let Nv = span{f ∈ H
2
v : f(zj) = 0, j = 1, . . . , n}.
Applying our distance formula to H∞B we get the following analogue of Nehari’s
theorem.
Theorem 5.5. If f ∈ L∞, then
‖f + I‖ = sup
∥∥(1 − PNv )MfPH2v∥∥ ,
where the supremum is taken over all unit vectors v ∈ H2 ⊖BH2.
The interpolation result now reads as follows:
Theorem 5.6. Let z1, . . . , zn ∈ D and w1, . . . , wn ∈ C. There exists a function
f ∈ H∞B such that f(zj) = wj if and only if the matrices,
[(1 − wiwj)K
v(zi, zj)] ,
are positive for all unit vectors v ∈ H2 ⊖BH2.
Note in both the above theorems that the collection of subspaces is really parametrized
by the one-dimensional subspaces of H2 ⊖BH2.
The purpose of the next two lemmas is to show that if the matrix
[(1− wiwj)K
u(zi, zj)]
n
i,j=1
is positive for just one outer function u ∈ H2, then there exists an interpolating
function for the algebra A.
Lemma 5.7. Let H be a finite-dimensional Hilbert space, let v1, . . . , vn be a basis
for H and let W1, . . . ,Wn,Wn+1 ∈ Mp. Suppose that vn+1 ∈ H and vn+1 =∑n
i=1 αivi. If the matrix Q =
[
(I −WiW ∗j ) 〈vj , vi〉
]n+1
i,j=1
is positive, then for all
1 ≤ i ≤ n either αi = 0 or Wi =Wn+1.
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Proof. Let Ws =
[
w
(s)
i,j
]p
i,j=1
and consider the matrix Qk that we get by compress-
ing to the (k, k) entry of each block in Q. The (i, j)-th entry of this matrix is(
1−
∑p
l=1 w
(i)
k,lw
(j)
k,l
)
〈vj , vi〉. Let λ1, . . . , λn+1 ∈ C and note that
n+1∑
i,j=1
(
1−
p∑
l=1
w
(i)
k,lw
(j)
k,l
)
〈vj , vi〉λiλj ≥ 0.
By setting λj = αj for j = 1, . . . , n and λn+1 = −1 we get,
0 ≤
n∑
i,j=1
(
1−
p∑
l=1
w
(i)
k,lw
(j)
k,l
)
〈vj , vi〉αiαj
−
n∑
i=1
(
1−
p∑
l=1
w
(i)
k,lw
(n+1)
k,l
)
〈vn+1, vi〉αi
−
n∑
j=1
(
1−
p∑
l=1
w
(n+1)
k,l w
(j)
k,l
)
〈vj , vn+1〉αj
+
(
1−
p∑
l=1
∣∣∣w(n+1)k,l ∣∣∣2
)
‖vn+1‖
2 .
This simplifies to∥∥∥∥∥vn+1 −
n∑
i=1
αivi
∥∥∥∥∥
2
−
p∑
l=1
∥∥∥∥∥
n∑
i=1
(w
(n+1)
k,l − w
(i)
k,l)αivi
∥∥∥∥∥
2
≥ 0
which gives
∑n
i=1(w
(n+1)
k,l − w
(i)
k,l)αivi = 0, for 1 ≤ k, l ≤ p. If αi 6= 0, then by the
linear independence of v1, . . . , vn we get w
(n+1)
k,l = w
(i)
k,l and so Wn+1 =Wi. 
Lemma 5.8. Let A be a unital, weak∗-closed subalgebra of H∞. Let u be an outer
function and let M = [Au]. Let K be the kernel function of M, z1, . . . , zn be n
points in the disk and W1, . . . ,Wn ∈Mk. If
(8)
[
(1 −WiW
∗
j )K(zi, zj)
]n
i,j=1
≥ 0,
then there exists F ∈Mk(A) such that F (zj) =Wj.
Proof. We may assume after reordering the points that {kz1 , . . . .kzm} is basis of
span{kzj : 1 ≤ j ≤ n}, with m ≤ n. Since u is outer, u is non-zero at every point
of D. There exists f ∈M such that
f(zj)
u(zi)
are distinct for for 1 ≤ j ≤ m. If this is
not the case, then u(zj)
−1
kzj − u(zi)
−1
kzi = 0 is a non-trivial linear combination
of kzi and kzj . Since M is the closure of [Au], we conclude that there exists g ∈ A
such that g(zj) are distinct for 1 ≤ j ≤ m. By setting
(9) ej =
m∏
r=1,r 6=j
g − g(zr)
g(zj)− g(zr)
∈ A,
we see that ei(zj) = δi,j , for 1 ≤ i, j ≤ m. Let h =
∑m
i=1 wiei and note that for
1 ≤ j ≤ m, h(zj) = wj . To complete the proof we need to show that h(zj) = wj
for j > m.
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Let j > m and suppose that kzj =
∑m
l=1 αlkzl . We have seen that the matrix
positivity condition (8) implies that either wj = wl or αl = 0, for 1 ≤ l ≤ m.
Hence,
h(zj) =
m∑
i=1
wiei(zj) =
m∑
i=1
wiu(zj)
−1(uei)(zj)
=
m∑
i=1
wiu(zj)
−1
(
m∑
l=1
αl(uei)(zl)
)
=
m∑
i=1
wiu(zj)
−1αiu(zi) = u(zj)
−1
m∑
i=1
wiαiu(zi)
= wju(zj)
−1
m∑
i=1
αiu(zi) = wju(zj)
−1u(zj) = wj .
The matrix case follows easily. 
6. The C∗-envelope of H∞B /I.
The C∗-envelope of an operator algebra was defined by Arveson [4]. Loosely
speaking the C∗-envelope of an operator algebra A, which is denoted C∗e (A), is
the smallest C∗-algebra on which A has a completely isometric representation.
Arveson’s work established the existence of the C∗-envelope in the presence of
what are called boundary representations. The existence of the C∗-envelope of an
operator algebra was established in full generality by Hamana, whose approach did
not have any relation to boundary representations.
Theorem 6.1 (Arveson-Hamana). Let A be an operator algebra. There exists a
C∗-algebra, which is denoted C∗e (A), such that
(1) There is a completely isometric representation γ : A → C∗e (A).
(2) Given a completely isometric representation σ : A → B, where B is a C∗-
algebra and C∗(σ(A)) = B, there exists an onto ∗-homomorphism pi : B →
C∗e (A) such that pi ◦ σ = γ.
It is easy to see that the C∗-envelope is essentially unique up to ∗-isomorphism.
For a detailed description of the C∗-envelope we refer the reader to [13].
For the algebra H∞ the C∗-envelope of H∞/I is Mn. In [19] the algebras
H∞a1,...,am := {f ∈ H
∞ : f(a1) = . . . = f(am)},
were examined and the following result was obtained.
Theorem 6.2 (Sollazo [19]). Let a1 = 0, a2 =
1
2 and let z1 = 0, z2, z3 ∈ D with
z1, z2, z3 distinct. The C
∗-envelope of the algebra H∞B /I is M4.
Note that the quotient H∞B /I is a 3-idempotent algebra [14]. When we compare
this to the classical case we see there has been a jump in the dimension of the
C∗-envelope from 3 to 4.
This dimension jump phenomenon has also been observed in [7, Theorem 5.3]
for the algebra C + z2H∞. In this section we will show, given certain constraints
on the number of zeros in the Blaschke product B, that a similar result is true for
the algebra H∞B /I. The first step in understanding the quotient H
∞
B /I is to gain
some knowledge about the structure of the ideal I.
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We will consider only the case where B is a finite Blaschke product. To fix
notation we let α1, . . . , αp be the zeros of B, we assume that these are distinct and
have multiplicity mj ≥ 1 and we set m = m1 + . . . +mp. We arrange the points
z1, . . . , zn so that B(zj) = 0 for j = 1, . . . , r and B(zj) 6= 0 for j = r + 1, . . . , n.
Denote by E the Blaschke product for the points z1, . . . , zn. It is clear that I =
H∞B ∩EH
∞. Since B is a finite Blaschke product we see thatW ⊆ (H2⊖BH2)∩H∞
and I = E(W + BH∞). This can also be seen directly from the fact that I is
invariant for H∞B .
Theorem 6.3. Let B be a finite Blaschke product and let I be the ideal of functions
in H∞B that vanish at the n points z1, . . . , zn. If r = 0, then
I = E([w] +BH∞)
for some w ∈ H∞ ∩ (H2 ⊖BH2). If r ≥ 1, then
I = lcm(B,E)H∞ = E(W +BH∞),
where W is r-dimensional.
Proof. Let f ∈ I and write f = λ+Bg ∈ EH∞, where g ∈ H∞. By evaluating at
z1, . . . , zn we obtain λ+B(zj)g(zj) = 0.
First, consider the case where r = 0. We can write f = λ+B(
∑n
j=1 cjkzj )+BEh
for some choice of c1, . . . , cn ∈ C and h ∈ H∞. Hence, λ+B(
∑n
j=1 cjkzj ) is 0 at the
points z1, . . . , zn and so λ+B(zi)
∑n
j=1 cjK(zi, zj) = 0 for i = 1, . . . , n. Rewriting
this as a linear system we get

B(z1)
. . .
B(zn)




K(z1, z1) · · · K(z1, zn)
...
...
K(zn, z1) · · · K(zn, zn)




c1
...
cn

 = −λ


1
...
1

 .
Since r = 0, this system has a unique solution and the constants c1, . . . , cn can be
taken to depend linearly on λ. In this case W is one-dimensional.
If r ≥ 1, then λ = 0 and g(zj) = 0 for j = r + 1, . . . , n. Hence, f =
Bφzr+1 · · ·φznh, f ∈ lcm(B,E)H
∞ and I ⊆ lcm(B,E)H∞. The reverse inclu-
sion is straightforward. Let C = Bgcd(B,E) ∈ H2. From
lcm(B,E)H2 = lcm(B,E)
(
[kz1 , . . . , kzr ]⊕ gcd(B,E)H
2
)
= EBgcd(B,E)
(
[kz1 , . . . , kzr ]⊕ gcd(B,E)H
2
)
= E(C[kz1 , . . . , kzr ]⊕BH
2),
we see that W is r-dimensional. 
For an outer function u,
[Iu] = [lcm(B,E)H∞u] = lcm(B,E)[H∞u] = lcm(B,E)H2.
We have seen in Proposition 5.4 that [H∞B u] = [v]⊕BH
2 for some vector v and so
Ku = ([v]⊕BH
2)⊖ lcm(B,E)H2
= [v]⊕B(H2 ⊖ φzr+1 · · ·φznH
2)
= [v]⊕B[kzr+1 , . . . , kzn ].
The space Ku has dimension (n− r)+1. Note that this is also the dimension of the
quotient algebra H∞B /I. Our distance formula says that interpolation is possible if
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and only if the compression of M∗f to [v]⊕B[kzr+1 , . . . , kzn ] is a contraction for all
v ∈ H2 ⊖BH2.
In the case where one or more of the points z1, . . . , zn is a zero of B, i.e., when
r ≥ 1, the distance of f ∈ L∞ from I is the distance of f from lcm(B,E)H∞. This
is the case we will examine more closely. The objective will be to show that the
scalar-valued result in Theorem 5.1 is not the correct matrix-valued interpolation
result. This result also generalizes the result from [19].
A basis for K = H2 ⊖ lcm(B,E)H2 is given by the vectors
(10) E := {ziki+1αj : 1 ≤ j ≤ p, 0 ≤ i ≤ mj − 1} ∪ {kzr+1 , . . . , kzn}.
We begin by computing the matrix of M∗f |K with respect to the basis E . It is an
elementary calculation to show, for f ∈ H2 and m ≥ 0, that
f (m)(w)
m!
=
〈
f, zmkm+1w
〉
.
Lemma 6.4. If f ∈ H∞, then
M∗f (z
mkm+1w ) =
m∑
j=0
1
j!
f (j)(w)zm−jkm−j+1w .
Proof. Let g ∈ H2 and consider
〈
g,M∗f z
mkm+1w
〉
=
〈
fg, zmkm+1w
〉
=
(fg)(m)(w)
m!
=
1
m!
m∑
j=0
(
m
j
)
f (j)(w)g(m−j)(w)
=
1
m!
m∑
j=0
(
m
j
)
f (j)(w)(m− j)!
〈
g, zm−jkm−j+1w
〉
=
〈
g,
m∑
j=0
1
j!
f (j)(w)zm−jkm−j+1w
〉
.
From this, we see that
M∗f (z
mkm+1w ) =
m∑
j=0
1
j!
f (j)(w)zm−jkm−j+1w .

When f ∈ H∞B , Lemma 6.4 and the constraints on page 2 show us that the
matrix of M∗f is diagonal with respect to the basis E . The matrix of M
∗
f |K is given
by
D∗f =


f(α1)Im1
. . .
f(αp)Imp
f(zr+1)
. . .
f(zn)


,
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If we partition the basis E as in (10), then the grammian matrix with respect to
this basis has the form
Q =
[
Q1 Q2
Q∗2 P
]
,
where P is the Pick matrix for the points zr+1, . . . , zn. Since Q is the grammian
matrix of a linearly independent set it is invertible and positive. The matrix Q1 is
m×m, positive and invertible, and the matrix Q2 is an m× (n− r) matrix of rank
min{m,n− r}.
For a function f ∈ H∞, Sarason’s generalized interpolation [18] shows that the
distance of f from the ideal φH∞, i.e., ‖f + φH∞‖, is given by the norm of the
compression of Mf to H
2⊖φH2. This distance formula is also valid in the matrix-
valued case.
Let T be an operator on a finite-dimensional Hilbert space H, of dimension n
say, let E be a Hamel basis for H and let A be the matrix of T with respect to
E . The operator T is a contraction if and only if In − A∗QA ≥ 0, where Q is the
grammian matrix with respect to E .
Using this last fact, if f ∈ H∞B , then∥∥M∗f |K∥∥ ≤ 1 ⇐⇒ Q−DfQD∗f ≥ 0
⇐⇒ Q1/2(I −Q−1/2DfQD
∗
fQ
−1/2)Q1/2 ≥ 0
⇐⇒ I −Q−1/2DfQD
∗
fQ
−1/2 ≥ 0
⇐⇒ I − (Q−1/2DfQ
1/2)(Q−1/2DfQ
1/2)∗ ≥ 0.
This induces a completely isometric embedding ρ of H∞B /I in Mm+n−r given by
ρ(f) = Q−1/2DfQ
1/2.
The universal property of the C∗-envelope tells us that C∗e (H
∞
B /I) is a quotient
of B := C∗(ρ(H∞B /I)). Since we are dealing with a representation on a finite-
dimensional space we know that B is a direct sum of matrix algebras. In the event
that B = Mm+n−r we see that B = C∗e (H
∞
B /I). This follows from the fact that
Mm+n−r is simple.
Theorem 6.5. Let r ≥ 1 and let B be the C∗-subalgebra of Mm+n−r generated by
the image of ρ. The algebra B =Mm+n−r if and only if m ≤ n− r.
Proof. We examine the commutant of B and show that B′ contains only scalar
multiples of the identity. Let R = Q1/2 and let RXR−1 ∈ B′.
It is possible to choose f ∈ H∞B such that f(αi) = 1 for all 1 ≤ i ≤ p and
f(zj) = 0 for r + 1 ≤ j ≤ n. Given j, with r + 1 ≤ j ≤ n, it is possible to choose
f such that f(zj) = 1, f(αi) = f(zl) = 0 for 1 ≤ i ≤ p and l 6= j. Therefore B
is generated by R−1EjR where E0 := E1,1 + . . . + Em,m and Ej := Em+j,m+j for
1 ≤ j ≤ n− r.
The matrix RXR−1 ∈ B′ if and only if
RXR−1R−1EjR = R
−1EjRRXR
−1
and
RXR−1(R−1EjR)
∗ = (R−1EjR)
∗RXR−1.
This happens if and only if QXQ−1Ej = EjQXQ
−1 and XEj = EjX . These
conditions tell us that X and QXQ−1 are both block diagonal with 1 block of size
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m×m followed by n− r blocks of size 1. Let us write
X =
[
A 0
0 D
]
, QXQ−1 =
[
B 0
0 E
]
,
where D and E are scalar diagonal of size (n− r). We have,[
Q1 Q2
Q∗2 P
] [
A 0
0 D
]
=
[
B 0
0 E
] [
Q1 Q2
Q∗2 P
]
.
This tells us that PD = EP , where P = [pi,j ]
(n−r)
i,j=1 is the Pick matrix. Since
pi,jdi = pi,jej and pi,j are non-zero for 1 ≤ i, j ≤ (n − r), we get di = ej for
1 ≤ i, j ≤ (n− r). Hence, we may assume that D = E = In−r . Now comparing the
off-diagonal entry we see that Q∗2A = Q
∗
2, BQ2 = Q2 and so
Q∗2A = Q
∗
2B
∗ = Q∗2.
Rewriting this we get
(11) Q∗2(A−B
∗) = Q∗2(Im −A) = Q
∗
2(Im −B
∗).
If m ≤ n− r, then Q∗2 has rank m which implies Im = A = B, X = Im+n−r and
B = B′′ = {Im+n−r}
′ =Mm+n−r.
On the other hand if m > n − r, then there exist m − n + r linearly independent
solutions to the equation Q∗2v = 0. These can be used to construct matrices A,B 6=
Im that solve equation (11). Hence, B 6=Mm+n−r. 
Theorem 6.6. Let r ≥ 1. The C∗-envelope of H∞B /I is Mm+n−r if and only if
m ≤ n− r.
Proof. This follows from Hamana’s theorem and the fact that Mm+n−r is simple.

As a corollary we obtain the following generalization of a theorem from [7].
Corollary 6.7 ([7, Theorem 5.3]). Let z1 = 0 and n ≥ 3. The C∗-envelope of
H∞1 /I is Mn+1.
Proof. Since r = 1 and n ≥ 3 we see that n− r = m = 2. Hence, by the previous
result C∗e (H
∞
1 /I) =Mm+n−r =Mn+1. 
As a corollary we also obtain Solazzo’s result [19], which we stated as Theo-
rem 6.2, for the algebra H∞
0, 1
2
.
To close our discussion we want to make a few statements about the relevance
of the result on C∗-envelopes in distinguishing between scalar-valued and matrix-
valued problems.
Note that the collection of one-dimensional subspaces of H2⊖BH2 can be iden-
tified with the complex-projective m-sphere X = PSm. For a point v ∈ X let
us denote by H2v the subspace [v] ⊕ BH
2 and let the kernel for H2v be denoted
Kv. For a fixed pair of points z, w ∈ D, the map (z, w) 7→ Kv(z, w) is continuous.
Denote by Kv the span of the kernel functions at the points z1, . . . , zn for H
2
v . The
interpolation theorem tells us that there is an isometric representation of H∞B /I on
C(X,M(n−r)+1) given by σ(f + I)(v) = PKvMfPKv . If σ is a completely isometric
representation, then C = C∗(σ(H∞B /I)) is a candidate for C
∗
e (H
∞
B /I). However,
the C∗-algebra C is a subalgebra of M(n−r)+1(C(X)) and as such its irreducible
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representations can be at most (n− r + 1)-dimensional. The fact that m ≥ 2 tells
us that m+ (n− r) > (n− r) + 1 and this implies that C∗e (H
∞
B /I) cannot be con-
tained completely isometrically inM(n−r)+1(C(X)). This contradiction proves that
the matrix-valued analogue of the interpolation result in Theorem 5.1 is generally
false.
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