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Let F be a ﬁeld and let m and n be integers with
m, n 3. Let Mn denote the algebra of n × n matri-
ces over F. In this note, we characterize mappings ψ :
Mn →Mm that satisfy one of the following conditions:
1. |F| = 2 or |F| > n + 1, and ψ(adj (A + αB)) = adj
(ψ(A) + αψ(B)) for all A, B ∈Mn and α ∈ F with ψ(In)
/= 0.
2. ψ is surjective andψ(adj (A − B)) = adj (ψ(A) − ψ(B)) for
every A, B ∈Mn.
Here, adj A denotes the classical adjoint of the matrix A, and In
is the identity matrix of order n. We give examples showing the
indispensability of the assumption ψ(In) /= 0 in our results.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Given a squarematrixA, the classical adjointofA, oftendenotedby adjA, is deﬁnedby the transposed
matrix of cofactors of the matrix A. More precisely, the (i, j)th entry of adj A of an n × nmatrix A is
(adj A)ij = (−1)i+j det(A[j|i]),
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where det(A[j|i]) denotes the determinant of the (n − 1) × (n − 1) submatrix A[j|i] of A obtained by
excluding its jth row and ith column. The classical adjoint, sometimes called the adjugate, is one of the
important matrix functions on square matrices. Information about the early history of the notion of
the classical adjoint is outlined by Muir in his book, The Theory of Determinants [7], where he observes
that the present form of the classical adjoint is due to Gauss in his study of quadratic forms as given in
the ﬁfth chapter of Gauss’Disquisitiones Arithmeticae, published in 1801. The classical adjoint hasmany
applications in matrix theory, and particularly, it has been employed to various studies of generalized
invertibility of matrices (see [8]).
Let F be a ﬁeld and let m, n be integers with m, n 2. We denote by Mn the matrix algebra of all
n × n matrices over F. Let U1 and U2 be subspaces of Mn and Mm, respectively, such that adj A ∈ Ui
whenever A ∈ Ui for i = 1, 2. A mapping ψ : U1 → U2 is said to be classical adjoint-commuting if
ψ(adj A) = adj ψ(A) for every A ∈ U1. (1.1)
In 1982, Sinkhorn [9] initiated the study of classical adjoint-commuting linear mapping on n × n
complexmatrices. Bymaking use of continuity argument and the Frobenius’s classical theorem [5], he
showed, for n 3, that the mapping is either of the form A → λPAP−1 or of the form A → λPAtP−1,
where P is an invertible complex matrix, λ ∈ C with λn−2 = 1, and At denotes the transpose of the
matrix A. Since then classical adjoint-commuting linear mappings as well as additive mappings on
various matrix spaces have been studied in some papers, see [1–3,11–14].
In the study of preserver problems, it is surprising that in some cases of preserversψ , nice structural
results could still be obtained without any algebraic assumptions like linearity or additivity imposed
on ψ . For example, Dolinar and Šemrl [4] improved the classical result of Frobenius [5] concerning
determinant preservers ψ by removing the linearity of ψ . They studied surjective mappings ψ on
n × n complex matrices satisfying a single weaker assumption
det(A + αB) = det(ψ(A) + αψ(B))
for all complexmatrices A, B andα ∈ C, and showed thatψ is automatically linear. ContinuingDolinar
and Šemrl’s work, Tan and Wang [10] were able to drop the surjectivity assumption, and proved that
Frobenius’s result holds true for any ﬁeld with more than n elements and not justC.
Motivated by their works, in this note, we continue the study of classical adjoint-commuting map-
pings between matrix algebras and investigate the structure of mappings ψ : Mn → Mm satisfying
one of the following conditions:
(AC-1) ψ(adj (A + αB)) = adj (ψ(A) + αψ(B)) for all A, B ∈ Mn and α ∈ F.
(AC-2) ψ(adj (A − B)) = adj (ψ(A) − ψ(B)) for all A, B ∈ Mn.
We notice that if ψ satisﬁes condition (AC-1) or (AC-2), then ψ is a classical adjoint-commuting
mapping. This is becauseψ(0) = ψ(adj (0 − 0)) = adj (ψ(0) − ψ(0)) = 0, and so,ψ satisﬁes (1.1).
More precisely, we obtain the following two results.
Theorem 1.1. Let m, n be integers with m, n 3, and let F be a ﬁeld with |F| = 2 or |F| > n + 1. Then
ψ : Mn → Mm is a mapping satisfying (AC-1) with ψ(In) /= 0 if and only if m = n, and there exist an
invertible matrix P ∈ Mn and a scalar λ ∈ F with λn−2 = 1 such that
ψ(A) = λPAP−1 for all A ∈ Mn,
or
ψ(A) = λPAtP−1 for all A ∈ Mn.
If we impose the surjectivity condition on ψ , then we only require a weaker condition (AC-2).
Theorem 1.2. Let m, n be integers with m, n 3, and let F be a ﬁeld. Then ψ : Mn → Mm is a surjec-
tive mapping satisfying (AC-2) if and only if m = n, and there exist an invertible matrix P ∈ Mn, an
automorphism σ : F → F and a scalar λ ∈ F with λn−2 = 1 such that
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ψ(A) = λPAσ P−1 for all A ∈ Mn,
or
ψ(A) = λP(Aσ )tP−1 for all A ∈ Mn.
Here, Aσ is the matrix obtained from A by applying σ entrywise.
We highlight that the assumption ψ(In) /= 0 in Theorem 1.1 is indispensable. This is because if ψ
satisﬁes condition (AC-1) or (AC-2), then adjψ(In) = ψ(In). So, we have eitherψ(In) = 0 orψ(In) is
invertible. If ψ(In) = 0, then it can be shown that ψ sends all rank one matrices to zero (see, Lemma
2.6(a)(i)). We remark that ifψ is linear or additive, then it can be proved thatψ = 0 (see, for example
[2, Lemma 3.4]). Nevertheless, under the current setting, it is not enough to guarantee the zero form.
Indeed, we have, beside the zero map, also the following examples of classical adjoint-commuting
mappings that send rank one matrices to zero.
Example 1.3. Let F be an arbitrary ﬁeld and letm, n be integers.
(i) Let m, n 3 and σ : Mn → F be a nonzero function. Let ψ1 : Mn → Mm be the mapping
deﬁned by
ψ1(A) =
{
0 when A ∈ Mn is of rank 0, 1 or n,
σ(A)(E11 + · · · + Em−2,m−2) when A ∈ Mn is of rank k with 1 < k < n.
(ii) Letm, n 4. We deﬁne the mapping ψ2 : Mn → Mm by
ψ2(A) =
⎧⎨
⎩
E11 when A ∈ Mn is of rank k with 1 < k < n and k odd,
E11 + E22 when A ∈ Mn is of rank k with 1 < k < n and k even,
0 when A ∈ Mn is of rank 0, 1 or n.
(iii) Letm, n 5, and let ψ3 : Mn → Mm be the mapping deﬁned by
ψ3(A) =
⎧⎨
⎩
E11 + E22 when A ∈ Mn is of rank k with 1 < k < n and k odd,
E22 + E33 when A ∈ Mn is of rank k with 1 < k < n and k even,
0 when A ∈ Mn is of rank 0, 1 or n.
(iv) Letm, n 3. LetGLn denote the totalityof invertiblematricesofMn, and letE = {adjA : A ∈ GLn}.
We deﬁne the mapping ψ4 : Mn → Mm by
ψ4(A) =
{
0 when A ∈ Mn is of rank 0 or 1, or A ∈ E ,
E11 otherwise.
Here, Eij denotes the square matrix unit whose (i, j)th entry is one and the others are zero. It is easily
veriﬁed that eachψi is a classical adjoint-commutingmapping satisfying conditions (AC-1) and (AC-2)
with ψi(In) = 0. Clearly, these mappings are neither injective nor surjective.
2. Proof
In what follows, unless otherwise stated, F is an arbitrary ﬁeld. Given a matrix A, by rank A, we
denote the rank of A. We start with the following result proved in [2].
Lemma 2.1 [2, Lemma 3.3]. Let n be an integer with n 2. If A ∈ Mn is of rank one, then there exists a
rank n − 1matrix B ∈ Mn such that A = adj B.
Lemma 2.2. Let n be an integer with n 2 and let A, B ∈ Mn. Then adj (A + X) = adj (B + X) for every
X ∈ Mn if and only if A = B.
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Proof. The sufﬁciency is trivial. We now prove the necessity. By our hypothesis, we see that
adj (A − B + X) = adj (X) for all X ∈ Mn. (2.1)
Clearly, rank (A − B) /= n by (2.1). Suppose that rank (A − B) = kwith 0 k < n. Then there exists a
rank n − k matrix C ∈ Mn such that rank (A − B + C) = n. By (2.1), we see that adj (C) = adj (A −
B + C) is of rank n, and so, C is of rank n. Thus k = 0 and so A = B. 
Lemma 2.3. Let F be a ﬁeld, and let n be an integer with n 3. Let A, B ∈ Mn.
(a) Then there exists a matrix X ∈ Mn such that rank (A + X) = rank (B + X) = n.
(b) Then there exists a nonzero matrix X ∈ Mn such that either A or X is invertible but not both, and
rank (A + X) = n.
(c) If |F| > n + 1 and rank (A + B) = n, then there exists a scalar λ0 ∈ F with λ0 /= 1 such that
rank (A + λ0B) = n.
Proof. (a) If A = B, then the result holds true if we select X = In − A. Suppose that A /= B. Let C =
A − B and let rank C = k n. Then there exist invertible matrices P, Q ∈ Mn such that C = P(E11 +· · · + Ekk)Q . Suppose that the characteristic of F is q. Let X = D − B, where
D =
⎧⎨
⎩
P((E12 + · · · + Ek,k+1) + Ek+1,1 + (Ek+2,k+2 + · · · + Enn))Q if k < n,
P((α − 2)E11 + (E12 + · · · + En−1,n) + En1)Q if k = n, n is odd,
P(αE11 + (E12 + · · · + En−1,n) + En1)Q if k = n, n is even
and
α =
{
1 if q = 0,
q − 1 if q is a prime.
Clearlyα /= 0, and it is easy to check thatC + D andD areof rankn, andA + X = C + D andB + X = D.
(b) If A is invertible, then the result follows if we take X = AE12. We now consider A is singular. Let
rank A = k < n. Then there exist invertible matrices P, Q ∈ Mn such that A = P(E11 + · · · + Ekk)Q .
We select X = PDQ , where D is the invertible matrix given by
D = (E12 + · · · + Ek,k+1) + Ek+1,1 + (Ek+2,k+2 + · · · + Enn).
Clearly, det(A + X) = (−1)k det PQ /= 0, and we are done.
(c) Let λ ∈ F and p(λ) = det(A + λB). We note that p is a nonzero polynomial since p(1) /= 0. If
B = 0, then rank A = n and the result holds by choosing λ = 0.We consider B /= 0. Suppose rank B =
k n. Then B = P(E11 + · · · + Ekk)Q for some invertible matrices P, Q ∈ Mn. So, we obtain p(λ) =
β det(C + λ(E11 + · · · Ekk))with C = P−1AQ−1 andβ = det(PQ). Clearly, p is a polynomial of degree
at most k n. Since |F| > n + 1, it follows that there exists a scalar λ0 ∈ F with λ0 /= 1 such that
p(λ0) /= 0. Hence, rank (A + λ0B) = n, as desired. 
Lemma 2.4. Let m, n be integers with m, n 3. If ψ : Mn → Mm is a mapping satisfying (AC-2), then
the following assertions hold.
(a) rank ψ(A) 1 for every rank one matrix A ∈ Mn.
(b) rank ψ(A)m − 1 for every rank n − 1matrix A ∈ Mn.
(c) rank ψ(A)m − 2 for all matrices A ∈ Mn with rank A n − 2.
Proof. (a) Let A ∈ Mn be a rank one matrix. By Lemma 2.1, there exists a rank n − 1 matrix B ∈ Mn
such that A = adj B. Then ψ(A) = adj ψ(B), and adj ψ(A) = ψ(adj A) = ψ(0) = 0 as n 3. So,
rank ψ(A) /= m, and thus, rank ψ(B) < m. Hence, rank ψ(A) 1.
(b) Let A ∈ Mn be a rank n − 1 matrix. Suppose that rank ψ(A) = m. Since n 3, we have 0 =
ψ(0) = ψ(adj (adj A)) = adj (adjψ(A)). On the other hand, since rankψ(A) = m, we have rank (adj
(adj ψ(A))) = m, a contradiction. Hence, rank ψ(A)m − 1.
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(c) Let A ∈ Mn with rank A n − 2. Thus, 0 = ψ(0) = ψ(adj A) = adj ψ(A). Therefore, we con-
clude that rank ψ(A)m − 2. 
Lemma 2.5. Letm, nbe integers 3, and letA, B ∈ Mn. Ifψ : Mn → Mm is amapping satisfying (AC-2),
then the following statements are equivalent.
(a) ψ is injective.
(b) If adj (ψ(A) − ψ(X)) = adj (ψ(B) − ψ(X)) for every X ∈ Mn, then A = B.
(c) kerψ = {0}.
(d) rank ψ(A) = m if and only if rank A = n.
Proof. (a) ⇒ (b) Let A, B ∈ Mn. If adj (ψ(A) − ψ(X)) = adj (ψ(B) − ψ(X)) for all X ∈ Mn, then
ψ(adj (A − X)) = ψ(adj (B − X)) for all X ∈ Mn. By the injectivity of ψ , we conclude that adj (A −
X) = adj (B − X) for every X ∈ Mn. Hence, A = B by Lemma 2.2.
(b)⇒ (c) Let A ∈ kerψ . Thenψ(A) = 0, and so, adj (ψ(A) − ψ(X)) = adj (0 − ψ(X)) = adj (ψ
(0) − ψ(X)) for every X ∈ Mn. Therefore, we get A = 0 by (b). Hence, kerψ = {0}.
(c) ⇒ (d) We ﬁrst note, in view of Lemma 2.4(b) and (c), that if A ∈ Mn and rank ψ(A) = m, then
rank A = n.Wenowprove the converse. LetA ∈ Mn be a ranknmatrix. Suppose that rankψ(A)m −
1. Sincem 3, we have adj (adj ψ(A)) = 0, and so, ψ(adj (adj A)) = 0. Since kerψ = {0}, it follows
that adj (adj A) = 0, which contradicts to the invertibility of A. Hence, ψ(A) is of rankm.
(d) ⇒ (a) Let ψ(A) = ψ(B) for some A, B ∈ Mn. We claim that A = B. Suppose A − B is of rank
k. Then there exists a rank n − k matrix C ∈ Mn such that A − B + C is of rank n. Then adj (A − B +
C) is of rank n. So, by (d), we see that rank (adj ψ(A − B + C)) = rank (ψ(adj (A − B + C)) = m.
Consequently, we have
adj ψ(C) = adj ψ(B − (B − C))
= adj (ψ(B) − ψ(B − C))
= adj (ψ(A) − ψ(B − C))
= adj(ψ(A − B + C))
is of rankm. Therefore, rank ψ(C) = m, and so, rank C = n by (d). Therefore, k = 0, and thus, A = B
as claimed. Hence, ψ is injective. We are done. 
Lemma 2.6. Let m, n be integers with m, n 3, and let A, B ∈ Mn. Let ψ : Mn → Mm be a mapping
satisfying (AC-2). Then the following assertions hold.
(a) If ψ(In) = 0, then
(i) ψ(A) = 0 for every rank one matrix A ∈ Mn,
(ii) rank ψ(A)m − 2 for every matrix A ∈ Mn.
(b) If ψ(In) /= 0, then
(i) ψ is injective,
(ii) rank (ψ(A) − ψ(B)) = m if and only if rank (A − B) = n.
Proof. (a)(i) Let 1 i n. We see thatψ(Eii) = ψ(adj (In − Eii)) = adj (ψ(In) − ψ(Eii)) = adj (−ψ
(Eii)). Since m 3 and rank (ψ(Eii)) 1, it follows that ψ(Eii) = 0. Consequently, we conclude that
ψ(Eii) = 0 for every 1 i n. We next claim that ψ(αEij) = 0 for every 1 i, j n and α ∈ F. The
result clearly holds when α = 0. We now consider α /= 0. We note that adj (In − Eii − Ejj + αEjj) =
αEii with j /= i. So, we have
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ψ(αEii) = ψ(adj (In − Eii − Ejj + αEjj))
= adj (ψ(In + αEjj − Eii) − ψ(Ejj))
= adj (ψ(In + αEjj − Eii)) = adj (ψ(In + αEjj) − ψ(Eii))
= adj ψ(In + αEjj) = adj (ψ(In) − ψ(−αEjj))
= adj (−ψ(−αEjj)) = 0
since rank (ψ(−αEjj)) 1. For each 1 i /= j n, we have adj (In − Eii − Ejj + (−1)i+jαEij) = αEij .
By a similar argument, we show thatψ(αEij) = 0. Hence,ψ(αEij) = 0 for every 1 i, j n andα ∈ F.
Let A ∈ Mn be a rank onematrix. Then, by Lemma 2.1, there exists a rank n − 1matrix B = (bij) ∈
Mn such that A = adj B. Then
ψ(A) = ψ(adj B) = adj ψ(B)
= adj ψ
⎛
⎝ n∑
i,j=1
bijEij
⎞
⎠ = adj ψ
⎛
⎝ n∑
i,j=1,(i,j) /=(1,1)
bijEij − (−b11)E11
⎞
⎠
= adj
⎛
⎝ψ
⎛
⎝ n∑
i,j=1,(i,j) /=(1,1)
bijEij
⎞
⎠− ψ(−b11E11)
⎞
⎠
= adj ψ
⎛
⎝ n∑
i,j=1,(i,j) /=(1,1)
bijEij
⎞
⎠ = · · · = adj ψ(bnnEnn) = 0.
Therefore, ψ(A) = 0 for every rank one matrix A ∈ Mn.
(a)(ii) LetA ∈ Mn. Suppose thatA is of rank k. Then there exist k rank onematricesA1, . . . , Ak ∈ Mn
such that A = A1 + · · · + Ak . So,
adj ψ(A) = adj ψ(A1 + · · · + Ak)
= adj ψ((A1 + · · · + Ak−1) − (−Ak))
= adj (ψ(A1 + · · · + Ak−1) − ψ(−Ak))
= adj ψ(A1 + · · · + Ak−1)
because Ak is of rank one. Continuing in this way, we obtain adj ψ(A) = adj ψ(A1) = 0. Hence,
rank ψ(A)m − 2. We are done.
(b)(i) We claim that ψ preserves rank one matrices. We ﬁrst prove that rank ψ(Eii) = 1 for every
1 i n. Sinceψ(In) /= 0 and adjψ(In) = ψ(In), it follows that rankψ(In) = m. Let 1 i n. We see
that In = Eii −
(∑n
j=1,j /=i −Ejj
)
. So, we have
rank adj
⎛
⎝ψ(Eii) − ψ
⎛
⎝ n∑
j=1,j /=i
−Ejj
⎞
⎠
⎞
⎠ = rank adj ψ(In) = m.
Therefore, rank
(
ψ(Eii) − ψ
(∑n
j=1,j /=i −Ejj
))
= m. By Lemma 2.4, we see that rank ψ(Eii) 1 and
rank ψ
(∑n
j=1,j /=i −Ejj
)
m − 1. It follows that rank ψ(Eii) = 1, as shown.
Wenext claimthatψ(aEij) /= 0 for everynonzero scalara ∈ Fand1 i, j n. Suppose thatψ(a0Eij)= 0 for some nonzero scalar a0 ∈ F and 1 i, j n. Since n 3, it follows that if i = j, we can select
two distinct integers 1 s, t  n with s, t /= i; or if i /= j, we select an integer 1 s n with s /= i, j,
such that
Ess =
{
adj (In − Ess − (1 + a0)Eii − (1 + a−10 )Ett) if i = j,
adj (In − Eii − Ejj − Ess + a−10 Eji − a0Eij) if i /= j.
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Then
ψ(Ess) =
{
adj (ψ(In − Ess − Eii − (1 + a−10 )Ett) − ψ(a0Eii)) if i = j,
adj (ψ(In − Eii − Ejj − Ess + a−10 Eji) − ψ(a0Eij)) if i /= j
=
{
ψ(adj (In − Ess − Eii − (1 + a−10 )Ett)) if i = j,
ψ(adj (In − Eii − Ejj − Ess + a−10 Eji)) if i /= j
= ψ(0) = 0,
a contradiction. Consequently, rank ψ(aEij) = 1 for every nonzero scalar a ∈ F and 1 i, j n.
Let Z ∈ Mn be a rank one matrix. Then there exist an invertible matrix P ∈ Mn and a scalar λ ∈ F
such that Z = P(λEpq)P−1 for some integers 1 p, q n. We deﬁne the mapping ϕ : Mn → Mm by
ϕ(A) = ψ(PAP−1) for every A ∈ Mn.
We now show that ϕ satisﬁes condition (AC-2). Let A, B ∈ Mn. Then
ϕ(adj (A − B)) = ψ(P(adj (A − B))P−1)
= ψ(adj (P(A − B)P−1))
= adj ψ(PAP−1 − PBP−1)
= adj (ψ(PAP−1) − ψ(PBP−1))
= adj (ϕ(A) − ϕ(B))
as shown. Since ϕ(In) = ψ(PInP−1) = ψ(In) /= 0, it follows that rank ϕ(aEij) = 1 for every nonzero
scalar a ∈ F and 1 i, j n. Thus, ψ(Z) = ψ(P(λEpq)P−1) = ϕ(λEpq) is of rank one, as claimed.
Now, we are ready to prove ψ is injective. Let A ∈ Mn with ψ(A) = 0. Suppose that A /= 0. Then
there exists a rank n − 2 matrix B ∈ Mn such that rank (B − A) = n − 1. So, rank adj (B − A) = 1,
and thus, rank ψ(adj (B − A)) = 1 asψ preserving rank onematrices. On the other hand, we see that
ψ(adj (B − A)) = adj (ψ(B) − ψ(A)) = adj ψ(B) = ψ(adj B) = ψ(0) = 0, a contradiction. Thus,
we conclude that A = 0 and so kerψ = {0} by Lemma 2.5. Hence, ψ is injective.
(b)(ii) Let A, B ∈ Mn. Since ψ(In) /= 0, it follows from (b)(i) that ψ is injective. By Lemma 2.5(d),
we have
rank (A − B) = n ⇔ rank adj (A − B) = n
⇔ rank ψ(adj (A − B)) = m
⇔ rank adj (ψ(A) − ψ(B)) = m
⇔ rank (ψ(A) − ψ(B)) = m.
We are done. 
We notice that if a mapping ψ : Mn → Mm satisﬁes condition (AC-1), then ψ satisﬁes condition
(AC-2), so results in Lemmas 2.4–2.6 hold true forψ . Moreover, ifψ(In) /= 0, then, by Lemma 2.6(b),ψ
is injective. By a similar argument as in the proof of Lemma 2.6(b)(ii), it can be shown that if A, B ∈ Mn
and α ∈ F, then
rank (A + αB) = n ⇔ rank (ψ(A) + αψ(B)) = m. (2.2)
We have the following result.
Lemma 2.7. Letm, n be integers withm, n 3, and letF be a ﬁeld such that either |F| = 2 or |F| > n + 1.
If ψ : Mn → Mm is a mapping satisfying (AC-1) with ψ(In) /= 0, then ψ is linear.
Proof. Let A, B ∈ Mn and α ∈ F such that rank (A + αB) = n. In view of (2.2) and Lemma 2.5(d), we
see that ψ(A + αB) and ψ(A) + αψ(B) are of rankm. Then
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ψ(A + αB)adj ψ(A + αB) = (detψ(A + αB))Im,
(ψ(A) + αψ(B))adj (ψ(A) + αψ(B)) = (det(ψ(A) + αψ(B)))Im.
Since adj (ψ(A) + αψ(B)) = adj ψ(A + αB), it follows that
ψ(A + αB)
detψ(A + αB)adj ψ(A + αB) = Im =
ψ(A) + αψ(B)
det(ψ(A) + αψ(B))adj ψ(A + αB).
By the uniqueness of the inverse of adj ψ(A + αB), we have
ψ(A + αB) =
(
detψ(A + αB)
det(ψ(A) + αψ(B))
)
(ψ(A) + αψ(B)). (2.3)
Repeating a similar argument as in (2.3), we obtain
ψ(A + αB) =
(
detψ(A + αB)
det(ψ(A) + ψ(αB))
)
(ψ(A) + ψ(αB)). (2.4)
In particular, if we take A = 0 and αB is of rank n in (2.3), then
ψ(αB) =
(
detψ(αB)
det(αψ(B))
)
(αψ(B)). (2.5)
Firstly, we claim that
ψ(μX) = μψ(X) (2.6)
for every nonzero scalar μ ∈ F and X ∈ Mn with rank X = n. In view of Lemma 2.3(b), there exists
a nonzero singular matrix Y ∈ Mn such that rank (μX + Y) = n. By Lemma 2.5(d) and (2.2), we see
that ψ(μX + Y), μψ(X) + ψ(Y) and ψ(μX) + ψ(Y) are of rankm. By (2.3) and (2.4), we obtain(
detψ(μX + Y)
det(μψ(X) + ψ(Y))
)
(μψ(X) + ψ(Y)) =
(
detψ(μX + Y)
det(ψ(μX) + ψ(Y))
)
(ψ(μX) + ψ(Y)),
and hence,
μψ(X) + ψ(Y)
det(μψ(X) + ψ(Y)) =
ψ(μX) + ψ(Y)
det(ψ(μX) + ψ(Y)) . (2.7)
We denote a1 = det(μψ(X) + ψ(Y)) and a2 = det(ψ(μX) + ψ(Y)). Then, by (2.7), we have
a1ψ(μX) − a2μψ(X) = (a2 − a1)ψ(Y). (2.8)
Suppose that a1 /= a2. Since rank X = n, by (2.5), we see thatψ(μX) andψ(X) are linearly dependent.
So, ψ(μX) = λψ(X) for some λ ∈ F. Substituting into (2.8), we obtain
(a1λ − a2μ)ψ(X) = (a2 − a1)ψ(Y).
Sinceψ(X) andψ(Y) arenonzero, it follows thatψ(X) andψ(Y) are linearlydependent and rankψ(X)
= rank ψ(Y). On the other hand, by Lemma 2.5(d), we notice that ψ(X) is invertible and ψ(Y) is
singular. Thus, rank ψ(X) /= rank ψ(Y), a contradiction. Consequently, we conclude det(μψ(X) +
ψ(Y)) = det(ψ(μX) + ψ(Y)). Hence, the desired conclusion follows immediately from (2.7).
We next claim that if X, Y ∈ Mn such that rank (X + Y) = n, then
X, Y are linearly independent ⇒ ψ(X),ψ(Y) are linearly independent. (2.9)
Suppose to the contrary thatψ(X),ψ(Y) are linearly dependent. Then there exists a scalar γ ∈ F such
thatψ(Y) = γψ(X). Since rank (X + Y) = n, it follows from(2.2) that rank (ψ(X) + ψ(Y)) = m, and
so, rankψ(X) = m. ByLemma2.5(d),weconclude rankX = n, and thus,ψ(Y) = γψ(X) = ψ(γ X)by
(2.6). By the injectivity ofψ , we get Y = γ X , whichmeansX , Y are linearly dependent. This contradicts
our assumption. Thus, (2.9) is proved.
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We now claim that if X, Y ∈ Mn such that 0 < rank X < n, rank Y = n and rank (X + Y) = n, then
ψ(X + Y) = ψ(X) + ψ(Y). (2.10)
In view of (2.3), by taking α = 1, we have
ψ(X + Y)
detψ(X + Y) =
ψ(X) + ψ(Y)
det(ψ(X) + ψ(Y)) . (2.11)
If |F| = 2, then we have detψ(X + Y) = 1 = det(ψ(X) + ψ(Y)), and so, claim (2.10) follows im-
mediately from (2.11). We now consider |F| > n + 1. By Lemma 2.3(c), there exists a nonzero scalar
α0 ∈ F such that rank (X + (1 + α0)Y) = n. By (2.11), we have
ψ(X + Y) + ψ(α0Y)
det(ψ(X + Y) + ψ(α0Y)) =
ψ(X + Y + α0Y)
det(ψ(X + Y + α0Y)) =
ψ(X) + ψ(Y + α0Y)
det(ψ(X) + ψ(Y + α0Y)) .
Since rank X < n, it follows that 1 + α0 /= 0 and rank ((1 + α0)Y) = rank (α0Y) = n. Thus, by (2.6),
we have ψ(Y + α0Y) = ψ(Y) + ψ(α0Y). So, we get
ψ(X + Y) + ψ(α0Y)
det(ψ(X + Y) + ψ(α0Y)) =
ψ(X) + ψ(Y) + ψ(α0Y)
det(ψ(X) + ψ(Y + α0Y)) . (2.12)
We denote b1 = det(ψ(X + Y) + ψ(α0Y)) and b2 = det(ψ(X) + ψ(Y + α0Y)). Clearly, b1, b2 /= 0.
In view of (2.11), we see that ψ(X + Y) and ψ(X) + ψ(Y) are linearly dependent. Then there exists a
scalar c1 ∈ F such that ψ(X) + ψ(Y) = c1ψ(X + Y). By (2.12), we obtain
(b1c1 − b2)ψ(X + Y) + (b2 − b1)ψ(α0Y) = 0. (2.13)
Since X, Y are linearly independent, it follows that X + Y and α0Y are linearly independent. Further,
since rank ((X + Y) + α0Y) = n, it follows from (2.9) that ψ(X + Y) and ψ(α0Y) are linearly inde-
pendent. In view of (2.13), we conclude that b1 = b2, and hence,ψ(X + Y) = ψ(X) + ψ(Y) by (2.12).
Claim (2.10) is proved.
We next show the homogeneity of ψ , that is
ψ(αA) = αψ(A) for every A ∈ Mn and α ∈ F. (2.14)
Evidently, (2.14) holds when either α = 0, A = 0, or rank A = n. We now consider α /= 0 and A is a
nonzero singular matrix. In view of Lemma 2.3(b), there exists an invertible matrix Z ∈ Mn such that
rank (αA + Z) = n. So, rank (A + α−1Z) = n. By (2.6) and (2.10), we see that ψ(α(A + α−1Z)) =
αψ(A + α−1Z) = α(ψ(A) + ψ(α−1Z)) = αψ(A) + αψ(α−1Z)) = αψ(A) + ψ(Z). On the other
hand, we have ψ(α(A + α−1Z)) = ψ(αA + Z) = ψ(αA) + ψ(Z) by (2.10). So, ψ(αA) = αψ(A).
Hence, (2.14) as claimed.
We now claim that
ψ(X + Y) = ψ(X) + ψ(Y) (2.15)
for everymatricesX, Y ∈ Mnwith rank (X + Y) = n. In viewof (2.11),wesee that (2.15)holds for |F| =
2. Consider |F| > n + 1. If X and Y are linearly dependent, since rank (X + Y) = n, we assume X /= 0,
then Y = βX for some scalar β ∈ F. By the homogeneity ofψ , we haveψ(X + Y) = ψ((1 + β)X) =
(1 + β)ψ(X) = ψ(X) + βψ(X) = ψ(X) + ψ(βX) = ψ(X) + ψ(Y), as desired. We now consider
X and Y are linearly independent. By Lemma 2.3(c), there exists a nonzero scalar β0 ∈ F such that
rank (X + (1 + β0)Y) = n. By (2.11) and the homogeneity of ψ , we obtain
ψ(X + Y) + ψ(β0Y)
det(ψ(X + Y) + ψ(β0Y)) =
ψ(X) + ψ(Y) + ψ(β0Y)
det(ψ(X) + ψ(Y + β0Y)) . (2.16)
Since X and Y are linearly independent, it follows thatψ(X + Y) andψ(β0Y) are linearly independent
by (2.9). By a similar argument in the proof of (2.13), it can be shown that det(ψ(X + Y) + ψ(β0Y)) =
det(ψ(X) + ψ(Y + β0Y)), and hence, claim (2.15) follows immediately from (2.16).
Finally, we show ψ is additive. Let A and B be any matrices in Mn. By Lemma 2.3(a), there exists
a matrix Z ∈ Mn such that rank (A + Z) = rank (A + B + Z) = n. By (2.15), we see that ψ(A + B +
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Z) = ψ(A + B) + ψ(Z). On the other hand, by (2.15), we obtainψ(A + B + Z) = ψ(A + Z) + ψ(B).
Since rank (A + Z) = n, again by (2.15), we get ψ(A + Z) = ψ(A) + ψ(Z). Consequently, we obtain
ψ(A + B) + ψ(Z) = ψ(A + B + Z) = ψ(A) + ψ(B) + ψ(Z), and so,ψ(A + B) = ψ(A) + ψ(B) for
every matrices A, B ∈ Mn. Hence, ψ is additive. Together with the homogeneity of ψ , we conclude
that ψ is a linear mapping. This completes our proof. 
As an immediate consequence of Lemma 2.7 and [11, Theorem 3.4] (or [2, Corollary 3.10]), Theorem
1.1 is proved.
Proof of Theorem 1.2. Suppose ψ(In) = 0. Then ψ(A) is singular for every matrix A ∈ Mn by
Lemma 2.6(a)(ii), which contradicts to the surjectivity of ψ . Hence, ψ(In) /= 0, and it follows from
Lemma 2.6(b)(ii) that rank (A − B) = n if and only if rank (ψ(A) − ψ(B)) = m for A, B ∈ Mn. We
distinguish our proof into the following two cases.
Case I: |F| /= 2. Then, by combining [6, Theorem3.2] and the fundamental theoremof the geometry
of matrices [15, Theorem 3.4], we conclude thatm = n and there exist invertible matrices P, Q ∈ Mn,
an automorphism σ : F → F and a matrix R ∈ Mn such that either
ψ(A) = PAσQ + R for all A ∈ Mn
or
ψ(A) = P(Aσ )tQ + R for all A ∈ Mn.
We consider only the ﬁrst case as the second case can be treated similarly. Since ψ(0) = 0, we
obtain R = 0. Further, since adj ψ(In) = ψ(adj In) = ψ(In), it follows that adj (PQ) = PQ , and so,
one can computes that PQ(Q−1(adj A)Q) = (Q−1(adj A)Q)PQ for every A ∈ Mn. Since {Q−1EijQ :
Eij ∈ Mn} spansMn, it follows that PQ commutes with all matrices inMn. Hence, PQ = λIn for some
nonzero scalarλ ∈ F. Again, by the fact thatψ(adj In) = adjψ(In),weobtainλn−2 = 1. Consequently,
Theorem 1.2 holds.
Case II: |F| = 2. Then we have rank (A + B) = n if and only if rank (ψ(A) + ψ(B)) = m for A, B ∈
Mn. Let A, B ∈ Mn with rank (A + B) = n. Then ψ(A + B) and ψ(A) + ψ(B) are of rankm. Since
ψ(A + B)
detψ(A + B) =
ψ(A) + ψ(B)
det(ψ(A) + ψ(B)) ,
and since detψ(A + B) = 1 = det(ψ(A) + ψ(B)), it follows that ψ(A + B) = ψ(A) + ψ(B) for ev-
ery A, B ∈ Mn with rank (A + B) = n. By repeating a similar argument as in the last paragraph of
Lemma 2.7, it can be shown that ψ is additive. Consequently, Theorem 1.2 follows immediately from
[13, Theorem 5.1] (or [2, Corollary 3.10]). We are done. 
Remark 2.8. Let F be an arbitrary ﬁeld. We now consider mappingsψ : M2 → M2 satisfying condi-
tion (AC-1) or (AC-2).
(i) If ψ satisﬁes (AC-1), then, by the fact that
adj (adj A) = A for every A ∈ M2. (2.17)
Let A, B ∈ M2 and α ∈ F. We note that ψ(A + αB) = ψ(adj adj (A + αB)) = adj adj ψ(A +
αB) = adj adj (ψ(A) + αψ(B)) = ψ(A) + αψ(B). Thus, ψ is a classical adjoint-commuting
linear mapping. Since the classical adjoint is linear when n = 2, it follows from [1, Theorem
2] that for each A ∈ M2, ψ(A) is a linear combination of mappings of the form PAadj P with
P ∈ M2.
(ii) If ψ satisﬁes (AC-2), then, again by the fact of (2.17), we obtain ψ(A − B) = ψ(A) − ψ(B) for
every A, B ∈ M2. Sinceψ(−B) = −ψ(B), it follows thatψ(A + B) = ψ(A − (−B)) = ψ(A) −
ψ(−B) = ψ(A) + ψ(B) for every A, B ∈ M2. So, ψ is a classical adjoint-commuting additive
mapping. By [14, Theorem 4], we have
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ψ
(
a b
c d
)
=
(
f1(a) + f2(b) + f3(c) + f4(d) g1(a) + g2(b) + g3(c) − g1(d)
h1(a) + h2(b) + h3(c) − h1(d) f4(a) − f2(b) − f3(c) + f1(d)
)
for every a, b, c, d ∈ F. Here, f1, . . . , f4, g1, . . . , g3, h1, . . . , h3 are additive mappings on F.
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