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Moderne Kommunikationsgeräte, z. B. Smartphones und GPS-Empfänger streben einen hohen Inte-
grationsgrad an, um Kosten, Platz und Energie zu sparen. Es existieren auch große Geräte, wie zum
Beispiel Fahrzeuge mit integrierten Long Term Evolution-Antennen. Um den Entwicklungsprozess zu
beschleunigen, werden adäquate Testverfahren benötigt, die eine korrekte Funktionsweise aller Geräte-
komponenten sicherstellen. Das Ziel dieser Arbeit ist es, Testverfahren einschließlich Kalibrierverfahren
zu entwickeln, die reproduzierbare Testbedingungen erlauben, um vergleichbare Leistungstests von
Kommunikationssystemen zu ermöglichen. Diese Arbeit besteht aus zwei Teilen. Der erste Teil be-
schäftigt sich mit Wellenfeldsynthese (WFS) für elektrisch kleine Geräte. Der zweite Teil präsentiert
ein alternatives Testverfahren für elektrisch große Geräte, welches Wireless Cable (WLC) bezeichnet
wird.
ImWFS-Teil werden Simulationen durchgeführt, um die Anwendbarkeit der WFS für Over-The-Air-
Tests in 2D und 3D zur Erzeugung ebener elektromagnetischer Wellen zu untersuchen. Ein Kalibrier-
verfahren wird für die 2D-WFS vorgestellt, um den Frequenzgang analoger Systemkomponenten zu
entzerren. Das Kalibrierverfahren wird mit Hilfe der Metriken Error Vector Magnitude und Poynting
Vector AngularDeviation verifiziert. Es werden zur Verifikation des gesamtenWFS-SystemsMessungen
auf Basis von GPS durchgeführt, die mit kabelgebundenen Tests verglichen werden. Zur Demons-
tration der vollständigenMess- und Testprozedur werden verschiedene Mehrelement-Antennen un-
ter identischenMessbedingungen verglichen. Einflüsse auf ein reales System durch Rauschen, Drift
und Temperatureinfluss werden untersucht. Für 3D-WFS wird ein optimierender Algorithmus wird
entwickelt und verifiziert, um Emulationsantennen auf einer Sphäre oder Hemisphäre optimal zu
verteilen.
ImWireless Cable-Teil wird das gleichnamige Testverfahren vorgestellt, das als alternative Over-The-
Air-Testmethode dieUntersuchung großerGeräte erlaubt.DieAnwendbarkeit in nicht-reflexionsfreien
Umgebungen wird demonstriert. Wie alle Over-The-Air-basierten Testverfahren berücksichtigt Wire-
less Cable auch Selbstinterferenz. Eine Langzeitstabilitätsanalyse wird durchgeführt, außerdem eine




Today’s wireless communication devices, such as Global Navigation Satellite System receivers, smart-
phones, etc., aim at a high integration grade to save space, costs and energy consumption. Besides
small devices, also very large communication devices, e. g. cars with integrated Long Term Evolution
antennas exist. To accelerate the development process and time-to-market, adequate test procedures
are needed to ensure proper functioning of all device components. The goal of this thesis is to develop
test processes that guarantee for reproducible test conditions and to allow for comparable performance
measurements of communication systems of different sizes. This thesis consists of two parts, namely
Wave-Field Synthesis (WFS) for electrically small, and Wireless Cable (WLC) for electrically large
devices.
In theWave-Field Synthesis part, simulations are conducted to verify the applicability of Over-The-Air
tests usingWave-Field Synthesis for two- and three-dimensional emulation of plane electromagnetic
waves. A calibration procedure is developed for 2D-Wave-Field Synthesis to compensate for analog
components’ frequency responses that include contributions of amplifiers, cables and antennas. This
calibration procedure is verified by grid measurements to allow visual inspection of the plane waves,
and by analysis of the wave shape using appropriate metrics. Reflections inside the anechoic chamber
are analyzed and discussed. A verification measurement is performed and compared to conducted
measurements using a Global Positioning System use case to verify the whole Wave-Field Synthesis
Over-The-Air system. Three differentmulti-element antennas are investigated by emulation of identical
wave-fields in each test run to demonstrate the general test procedure. System imperfections such as
noise, drift and the influence of temperature are investigated. For 3DWave-Field Synthesis Over-The-
Air testing, an optimizing sub-sphere algorithm is developed to distribute Emulation Antennas on a
sphere or hemisphere adequately. Simulations are conducted to verify the derived distributions.
In the Wireless Cable part, the homonymous test method is presented as an alternative Over-The-Air
testmethod especially suited for large test devices. The applicability even in non-anechoic environments
is shown. A long-term stability analysis is performed, and a verification of the application of a realistic
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When products, e. g. technical devices are sold, they have to run through a testing cycle to ensure
not harming the customer on one hand, but also to guarantee the functionality and following the
regulations on the other hand. The development of modern radio communication devices puts new
requirements to the testing process of the whole system functionality. In todays short development
cycles, manufacturers have to find the balance between a holistic and costly test process, or a fast and
cheap one which may lead to customer dissatisfaction as occurred with Apple’s Antennagate [12], or
Samsung’s pyrophoric Galaxy Note 7 [13]. Many aspects of a system can be tested. Such are e. g. ro-
bustness against environmental influences or a drop of a smart-phone to the ground, battery life tests,
usability and functionality tests of the software, and tests regarding the wireless communications.
Testing does not only play an important role shortly before system or device deployment, but it is also
involved in the research process of, for example, Direction Of Arrival (DOA)-estimation algorithms
that make use of e. g. Compressive Sensing (CS) or other methods for efficient Digital Signal Process-
ing (DSP) [14–17]. In wireless communications, ways were found to exploit the radio spectrummore
efficiently, e. g. to improve throughput and allow for higher data rates. Besides the frequency domain
and the temporal domain,Multiple-InputMultiple-Output (MIMO) algorithms started utilizing the
spatial domain as well. A manifold of systems is running at the same time, and therefore sharing the
same radio environment. Examples are devices for Cognitive Radio (CR), mobile communications
(LTE, 5G), and for Global Navigation Satellite Systems (GNSSs). In this thesis, GNSSs serve themain
use case for validation and evaluation of the developed test procedures. Although if GNSS, especially
the US-American system NAVSTAR Global Positioning System (GPS) was rolled out already in the
mid 80’s, it still serves various research aspects. SinceMay, 2nd in 2000, as the SelectiveAvailability (SA)
was turned off [18], the precision for civil GPS applications increased to a positioning deviation in the
range of a few meters to centimeters. As the weak satellite signals are prone to jamming, interference
mitigation techniques are more andmore of interest. Especially, the coexistence of GNSS systems and
jammers require a large dynamic range to be reproduced by the testbed hardware.
To ensure proper functioning of radio devices and all parts and functions related to the transmission
like electromagnetic environment, reception, and signal processing, appropriate test procedures have
to be designed. A critical aspect of a radio device is that its transmission follows the rules of the reg-
ulation bodies and does not interfere to other users or services. Other aspects are for example the
hand-over performance, antenna efficiency or the throughput. Several methods were developed to
test the mentioned features. This is, e. g. the conducted test, which is of the lowest hardware effort,
the two stage method, and the Over-The-Air (OTA) test [1, 19]. Several arguments exist against using
16 I INTRODUCTION
cable connections to the devices to be tested. This is for example the high integration grade of devices,
where either the antenna port cannot be accessed for design reasons, or putting cables would disturb
the radiation pattern significantly. Another reason where a conducted test cannot be applied is when
self- or inter-system interference shall be considered, cables would blackball any kind of interference.
Before OTA tests were developed, no interaction of the Device Under Test (DUT) antenna with the
Radio Frequency (RF) environment could be considered. The areas of interest in OTA testing are
for Single-Input Single-Output (SISO) communication tests e. g. the difference in power that a de-
vice receives, when the antenna is exposed to a real radio environment. The opposite, namelyMIMO
communication tests benefit from the spatial correlation that is emulated using an OTA-based test
procedure. The spatial correlation is directly connected to the rank of the MIMO channel matrix.
Hence, the propagation channel correlation in connection with certain types of antennas can be eval-
uated.
The focus of this thesis is the development of OTA-based test procedures for holistic device testing1.
Every test method has its advantages and drawbacks, which are discussed in the following chapter.
To overcome most of the shortcomings, two alternatives are developed and discussed in this thesis.
The two are Wave-Field Synthesis (WFS), and Wireless Cable (WLC) [2]. Both test procedures al-
low for a holistic test that include all test device parts at a time, i. e. the antenna(s), the back-end and
the software processing. WFS is a method to produce physical plane2 waves from arbitrary directions
towards a DUT. This allows for a realistic electromagnetic environment to be emulated around the
DUTwithout the need of prior antenna radiationmeasurements, i. e. the test is transparent from the
DUTs point of view. Hence, the complete device experiences an environment as in the field. If the
dimensions of a DUT exceeds a certain size which is, depending on the operating frequency about
0.3m–0.7m, WFS cannot be applied any more. Therefore, WLC is an alternative for large DUTs.
The WLC method as an extension of the Radiated Two-Stage (RTS) method and allows to operate
OTA even in non-anechoic environments. By using frequency-domain operation, an almost unlim-
ited number of taps can be realized.
In Ilmenau, Fraunhofer IIS built a test facility, called Facility for Over-the-Air Research and Test-
ing (FORTE) [20], which is world-wide unique with tailored solution (TS) hardware. The facility
consists of two research platforms, namely SatCom, and WFS-OTA. The SatCom platform is out of
scope of this thesis and is explained briefly in the state of the art chapter. The OTA part of the facility,
that enables WFS andWLC, serves with 32 coherent hardware signal processing chains, where each is
a superposition of 12 digital input signals. By operating between 350MHz and 3GHz at a bandwidth
of 80MHz, the hardware is able to cover various communication standards. The propagation chan-
nel is applied by multiplication in the frequency domain, which allows for wide-band and real-time
processing of the input signals. This facility is in the actual setup new to the community, and hence
providing a rich field for scientific investigation and contribution:
1The opposite of a holistic system test is the component test
2In tis thesis, the focus is on plane waves, as they are a simplification of signals impinging from a far communication
partner. Of course, spherical waves exist in practice as well, e. g. if transmitter and receiver are very close. Spherical
waves and cylindrical waves can be emulated as well.
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1.1 Contributions
The scientific contribution of this thesis is the development and verification of suitable testing meth-
ods for OTA testing usingWFS andWLC in general. The following bullets shall summarize the con-
tributions of the respective chapters:
Chapter III (Theory):
• Full-polarimetric datamodel for two-dimensional and three-dimensionalWave-Field Synthesis,
inWave-Field Synthesis Data Model, Section 3.2.
• Approximation formula for a three-dimensional Emulation Antenna arrangement to estimate
themaximumSweet Spot size versus the number of EmulationAntennas and frequency, inThe
Number of Emulation Antennas versus the Sweet Spot Size, Section 3.5.
• Analysis and simulation of suitable Emulation Antenna constellations, and an algorithm for
optimal Emulation Antenna distribution on a sphere and sub-part of a sphere, e. g. a hemi-
sphere, inOptimized Sub-Sphere Algorithm, Section 3.6.2.6.
Chapter IV (Achievable Accuracy and System Imperfections):
• Analysis of the identified Emulation Antenna constellations using the Error VectorMagnitude
metric, in Error Vector Magnitude Analysis, Section 4.3.
• Analysis of the identifiedEmulationAntenna constellationsusing theCramér-RaoLowerBound
for Direction Of Arrival estimation, in Standard Deviation of Direction Of Arrival Estimation,
Section 4.4.1.
• Analysis of the identified Emulation Antenna constellations by evaluation of the positioning
error in connection with a high resolution parameter estimator, inDirection Of Arrival Esti-
mation Accuracy, Section 4.4.2.
Chapter V (Hardware Setup & Calibration):
• System calibration procedure for two-dimensional Wave-Field Synthesis that is extensible to
three-dimensional Wave-Field Synthesis, in System Calibration, Section 5.3.
Chapter VI (Evaluation and Validation):
• Evaluation and Validation of theWave-Field Synthesis calibration procedure, inReﬂections and
Reﬂection Compensation, Section 6.1.
• Evaluation and Validation of the Wave-Field Synthesis using a Global Navigation Satellite Sys-
tem setup, inWave-Field Synthesis Validation using a GNSS Setup, Section 6.2.
Chapter VII (Conducting Practical Tests):
• Design and implementation of a complete test procedure, whole chapter.
Chapter VIII (An Alternative Approach for Testing Large Devices: Wireless Cable):
• Wide-band equalization applied to the existing Radiated Two-Stage method using specialized
hardware. This allows the applicability of themethod also in non-anechoic environments. This
method especially addresses large Devices Under Test. Whole chapter.
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1.2 Outline
This thesis is structured as follows. Chapter II on state of the art gives the background to the following
contents and explains use cases, which can be applied toOTA testing usingWFS orWLC. Chapter III
describes the mathematical details of WFS. In Chapter IV, the achievable accuracy and system imper-
fections are analyzed and discussed. The hardware and the system calibration process is presented in
ChapterV.ChapterVI evaluates and verifiesWFS, while ChapterVII gives an example for a practically
conducted test. InChapterVIII, an alternativemethod for testing electrically large test objects, namely
Wireless Cable (WLC), is presented and discussed. Chapter IX concludes this thesis and gives an out-
look towards possibilities and applications ofWave-Field Synthesis (WFS) andWireless Cable (WLC)
for Over-The-Air (OTA) testing. Themes for further investigations are discussed.
II
STATEOF THE ART
This chapter presents the state of the art of topics with regards to Over-The-Air (OTA) testing and
to related algorithms. Besides the description of device/system testing and its classification (2.1), it is
distinguished between conducted (2.2) and Over-The-Air (2.3) test methods. The OTAmethods are
handled in detail. This includes Pre-Faded Synthesis (PFS) (2.3.3),Wave-Field Synthesis (WFS) (2.3.4),
andRadiated Two-Stage (RTS) (2.3.6). An overview about practical testbeds is given in Section 2.5. In
2.6 a relevant selection of Direction Of Arrival (DOA) algorithms is introduced. Section 2.7 presents
a set of relevant use cases for WFS andWireless Cable (WLC) testing.
2.1 Classification of Device and System Testing
Manufacturers of communication systems continuously deploy new devices to keep upwith the com-
petition. For example, the life cycle of smart-phones is getting shorter. Ten years ago, having a 5 years
old mobile was not unusual. Nowadays, providers offer contracts to renew the mobile every year [21].
Beside the shorter development cycle, the integration grade of communicationdevices increases to save
space andweight. These aspects a havemajor influence on the testing process. When the development
cycle gets shorter, the testing has either to be accelerated, or shortened. The higher integration grade
influences the complexity of component tests, and prevents components to be considered individu-
ally, as for example the antenna or the back-end. The term ”testing” can be divided into two parts,
namely software- and hardware-tests [22–24]. While software-testing proofs the functionality and
usability of operating system, drivers and applications, the hardware test ensures proper functioning
of the underlying hardware components. Included into the hardware branch, tests of deterioration
(battery, mechanical parts) or damage to devices due to dropping can be evaluated.
To perform holistic tests under laboratory conditions, that presume reproducibility, a Device Under
Test (DUT) has to be put under realistic operation conditions. Holistic testing means that all parts
of a device can be tested in one process, and without e. g. disconnecting the antennas. For wireless
devices, the complex structure of the radio propagation environment, which can only difficultly be
abstracted, has to be emulated. When the test devices are of high integration grade or shall be tested
on inter-system interference, an OTA test becomes indispensable. As this thesis especially treats OTA
testing, an overview is given about different kinds of this method as well as alternatives. A very good
comparison of existing techniques was given in [25]. This thesis only covers an overview.
20 II STATEOF THE ART
Figure 1: Depiction of different environment perspectives. Base picture taken from [26].
Figure 1 shows a vehicular communication scenario, inwhich auser is navigating through a city using at
least two different radio systems, namely Global Positioning System (GPS) and Long Term Evolution
(LTE). From a systemunits’ point of view, a radio communication system can be divided into different
parts. Onepart is theuser environment,where an application is running andproducing a certain traffic
and data while it is communicating with another application at the remote station (end-to-end). This
remote station can either be a data server, or a calling application. The data produced in the user
environment has to be prepared for transmission. This is done in the radio environment. Here, the
data is encoded and modulated, to produce Radio Frequency (RF) signals from data. The RF signals
are radiated into the propagation environment. Starting at the antenna, the signal transits from a cable
to free space and is exposed to propagation effects such as Doppler, reflections and shadowing. The
system environment comprises this all, including one or multiple remote devices, the network layout
in between, communication structures, and protocols.
When a device is tested, all parts of the environment have to be considered. The type of testing defines
the grade of simplification of selected parts. For example, in software network simulation, the radio-
and propagation environment is highly simplified. Tests of practical devices require to adequately
emulate the complex propagation environment. In conducted tests, all parts including the antenna
are simulated. If the antenna cannot be separated from the device, an OTA test has to be performed,
which emulates the propagation environment in the air, and therefore excludes the emulation of the
antenna behavior, because it is physically present.
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Figure 2: Communication scenario withDUT andmultiple communication partners, GSM, UMTS,
and LTE BSs, andWLANAP.
The complexity of the wireless propagation channel is demonstrated in Figure 2. A mobile device
communicates with different base stations operating in multiple different frequency bands, between
0.9GHz and 2.6GHz, depending on the standard and country regulations. In this example, an urban
environment is assumed. The signal of the direct propagation path (Line Of Sight (LOS)) is superim-
posed by scatterers, reflections (multi-path components), or shadowing. Besides the multipath envi-
ronment, in-band interference may occur. When a test procedure is designed, the radio environment
can be simplified with restrictions, depending on the test purpose.
2.1.1 Software-based Tests
A cost-effective way for device testing is to perform software simulations. In software, every part of
the wireless propagation channel can be modeled. An important aspect is the level of model detail,
which determines the simulation quality and significance. For example, Hardware in the Loop (HIL)
tests operate in real-time, because the operational system is evaluated. In aHIL test, the real hardware,
e. g. a micro-controller is fed with inputs similar to those when deployed and the according outputs
are evaluated [27]. In software, the simulation speed directly depends on the implementation detail
in connection with the used simulation computer. The advantage is that besides the simulation com-
puter no additional hardware is needed, also multiple communication nodes can be considered. The
drawback is themodel implementation, whichmeans to find an appropriate level of detail versus sim-
plification. An example of software simulation is the OMNeT++ simulation framework [28]. It was
built for simulations of many communication nodes. The simulation framework can be extended
by, e. g. the MiXiM package, which is designed to support also physical layer modeling and simu-
lation [29]. In 2014, MiXiM was merged into the INET framework [30]. OMNeT++ is a discrete
event simulator, which means that events, such as handshakes, packet transmissions are timed dis-
cretely. Using MiXiM, communication nodes can be distributed and physical layer properties can be
set. Propagation effects as shadowing and fading are possible. Obstacles placed in the simulation area
cause signal attenuation if hit by the LOS component. The signal behavior is abstracted by a Signal-
to-Noise-Ratio (SNR) model. The modular structure of the framework allows to implement more
sophisticated models as for example modulation symbols [31]. This discrete event simulator can be
extended arbitrarily. It is especially suited to simulate (wireless) networks of multiple nodes, e. g. BSs
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with a number ofmobile devices. Theoretically, the behavior of a practical device can be implemented
in such simulator, which is mainly a question of effort and gain. If the discrete time intervals are set
too coarse, important information could be hidden. In this section, only the OMNeT++ simulation
framework is presented, as is it known to the author and offers possibilities tomodel the physical layer.
Several more software-based simulators exist, for example NS3 or OPNET, [32–34].
2.1.2 Hardware-based Field Tests
Field test allow to investigate a device or a system under realistic conditions. The DUT is put in its
real environment to test on its behavior and performance. A drawback is the lack of reproducibility,
compared to software simulations or OTA tests. An example is the Global Navigation Satellite Sys-
tem (GNSS) reception performance for different GPS receivers mounted on the roof of a car. When
driving a certain track multiple times for different receivers, many aspects of the environment change.
Such are theGPS satellite positions, weather conditions, othermoving objects, e. g. trucks or cars shad-
owing and reflecting the signals. The GNSS is an unidirectional communication system, this means
that the receiver does not interact with the satellites. In a bidirectional communication system, for
example mobile communications [35–37], one cannot assure that a test device operates conform to
radio regulations and will not interfere other deployed devices; this has to be tested under shielded
conditions.
2.1.3 Hardware-based Laboratory Tests
In hardware-based laboratory tests, test devices are tested under shielded and reproducible conditions.
Several methods exist. The simplest one is the conducted test, where nowireless transmission appears,
the signals are guided through cables. Another method is the two-stage method, which is a special
case of the conducted test. Over-The-Air (OTA)-based tests are the Radiated Two-Stage (RTS), the
Wireless Cable (WLC), and the Wave-Field Synthesis (WFS) method, [3, 38–40]. RTS and WLC are
hybrid test methods, where the antenna radiation pattern is embedded digitally. The mentioned test
methods are explained in the following sections.
2.2 Conducted Test and Two-Stage Method
Conducted testing is a superordinate concept of test methods that operate solely with cable connec-
tions. The test device is connected via cable to a signal processing unit, or a communication tester,
which can be for example a base station emulator. Between the communication tester and the DUT,
a propagation channel emulator is put to generate a realistic communication channel. The conducted
test procedure has the advantage that no shielded and/or anechoic chamber is needed to enclose the
RF signals. The drawback of such methods is the necessity of DUTs to have accessible antenna ports,
into which the signals can be fed. This can be problematic when devices have either high integration
grade with integrated antennas, e. g. soldered directly onto the circuit board, or when a large number
of antenna ports have to be fed individually, such that multiple individual and coherent signals have
to be generated.
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An extension of the conducted test method is the two-stage method [41]. This test concept measures
the DUTs antenna radiation pattern in the first stage. In the second stage, a conducted test is per-
formed, with the addition of embedding the antenna radiation pattern into the propagation channel.
With this method, realistic and reproducible tests can be performed. The idea behind is having the
simplicity of a conducted test with the realism of emulation comparable to OTA tests due to the in-
clusion of the measured DUT radiation pattern. The disadvantage of the non-OTA lab tests is the
necessity of measuring the radiation pattern before the actual test can begin. Additionally, the radi-
ation pattern measurement is not always possible, because in the case of small devices accessing the
antenna connectors is equivalent to disturbing the radiation pattern significantly.
2.3 Over-The-Air Test Methods
Compared to conducted testmethods,OTAtestingoperates by realRF transmissionof signals through
the air. Hence, the DUT can be tested in a holistic way, while it is not necessary to disassemble parts
of theDUT to access the antenna ports. A disadvantage ofOTA testmethods is the necessity of either
having licenses and permission for the frequency bands the DUT shall be tested at, or the test is con-
ducted in a shielded and/or anechoic chamber. In the following, the distinction between OTA-tests
and field tests shall bemade. When talking aboutOTA-testing, the author is specifically talking about
wireless testing that is performed in a shielded environment (laboratory test). Field tests literally are
OTA tests, but is not treated in this thesis.
2.3.1 Reverberation Chamber and Anechoic Chamber
There exist two kinds of testing in a shielded environment. The first is the test inside a Reverberation
Chamber (RC). As the name tells, there is no measure to avoid reflections by absorbing material.
RCs can be used performed for Single-Input Single-Output (SISO) communication testing. In the
chamber, a homogeneous field is produced with the help of mode stirrers. The generated waves have
a large angular spread, which is to circumvent an antennas directivity. The RC is historically used to
test e. g. the output power of a DUT [42]. Advantages of the RC method are that it can be made
small, as no far-field condition has to be met. There is no need for an extensive calibration procedure,
multiple field-probes are not necessarily required. Disadvantageous is that no spatial correlation can
be adapted. Also, no polarization diversity is available due to the field homogeneity [25]. RC testing
is usually not performed in real-time, because it is averaged over time to guarantee for a homogeneous
field distribution.
The second type is the anechoic chamber setup. Therein, a certain electromagnetic environment,
based on propagation channel models is produced by using one to multiple probe antennas which
we call Emulation Antennas (EAs). The advantage of the anechoic chamber based test methods is
the realistic interaction between the propagation channel and the DUT antennas. For the channel
emulation, two-dimensional (2D) or three-dimensional (3D) arranged EA setups are used. This al-
lows to emulate spatial features of the channel, which is especially advantageous for Multiple-Input
Multiple-Output (MIMO) testing that utilizes the spatial channel structure. The major disadvantage
is the need of a large number of EAs and therefore multiple signal processing branches that are the
main cost factor for such testbeds. This is crucial, because the Sweet Spot (SP) linearly scales with the
number of probe antennas (for 2D) [25].
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Figure 3: Reverberation Chamber (RC)1(left), and anechoic chamber (right).
2.3.2 2-Channel Method
The 2-channel method has its name from the suitability for 2 × 2-MIMO systems. The specializa-
tion in 2 × 2-MIMO systems is based on the high relevance of such systems at the time of publica-
tion [43]. Focus of the two channel method are the DUT antennas in connection to the front-end,
which allow for evaluation metrics as the Channel Quality Information (CQI), PrecodingMatrix In-
formation (PMI), and Rank Indicator (RI) [44]. The setup is depicted in Figure 4. The DUT is
mounted on a turntable to realize a movement in azimuth. Two individually mounted antennas re-
alize the elevation angles. Hence, all azimuth and elevation angle combinations can be realized. The
depicted setup realizes a 2 × 2-MIMO test. In theory, the setup can be extended for three or more





Figure 4: Setup for 2-channel method test. The enclosing anechoic chamber is not depicted here.
The 2-channelmethod is an extensionof the SISO test that canbe realized in aReverberationChamber
(RC)or on a conductedbasis. Compared to that, features are testedhere that require to be testedOTA,
such as the MIMO channel matrix, for example. Originally, no fading channel is used in a 2-channel
1Image taken from https://commons.wikimedia.org/wiki/File:Reverberation_chamber.jpg
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method test; it is not a real-time test, because arbitrary spatial signal constellations cannot be realized
at a time. The 2-channel method focuses especially on the MIMO features and is therefore more a
component test than a system test. The advantage is the need of only two hardware channels, for e. g.
2 × 2-MIMO evaluation. A negative point is that for 2 × 2 MIMO already a two-way positioner is
needed.
2.3.3 Pre-Faded Synthesis
Pre-Faded Synthesis (PFS) was presented by Kyösti et al. in [40]. PFS provides a stochastic approach
to field synthesis. By using the sum of sinusoids technique, fading signals are radiated by a set of trans-
mitter probe antennas. WithPFS, propagationpath clusters canbe emulated,where the contributions
of several adjacent probe antennas act as clusters. The method provides correct spatial characteristics
for a hypothetical analytically described cluster. It aims at the emulation of Geometry-Based Stochas-
tic Channel (GBSC). A big advantage is the calibration process, where only the probe power, not the
phase, needs to bemeasured [25,45,46]. As also inWFS (cf. following section) the resulting SP diame-
ter depends on the number of probe- or EAs. One aimof PFS is the emulation of propagation channel
characteristics for MIMO communications. These include the spatial correlation, delay spread and
power loss. Due to the stochastic-based approach not physical fields are emulated, but moments of
fields, which is a disadvantage. Furthermore, PFS is formally only valid for antennas which were used
for the calibration, also the emulated fields only cover Non Line Of Sight (NLOS). Concluding it can
be stated, that PFS is applicable for MIMO testing. If physical fields are required as for example for
tests of devices incorporating DOA algorithms (Null-Steering (NL)/Beam-Forming (BF)), PFS is not
applicable and therefore WFS is to be preferred.
2.3.4 Wave-Field Synthesis
Wave-Field Synthesis (WFS) and the special case Plane Wave Synthesis (PWS) were firstly published
for electromagnetics in [47] and especially as a device test method in [40]. The goal in contrast to
PFS is to emulate physical wave-fields, e. g. planar wave-fronts with uniform power distribution from
a desired angle of incidence and polarization. This is realized by coherent superposition of multiple
electromagnetic waves with individual amplitude and phase, radiated from a certain number of EAs.
A propagation channel is emulated by superposition of all emulated signal paths, belonging to one
time instant. A path is a plane wave coming from a certain direction with the properties Doppler,
polarization, power, and delay. The planar shape of the emulated wave equals the far-field condition.
As also in PFS, the achievable volume of the test zone, namely Sweet Spot (SP) or quiet zone, strongly
depends on the angular density of Emulation Antennas (EAs) [48]. For WFS, all hardware channels
driving the EAs have to be phase coherent.
2.3.5 Wave-Field Synthesis CalibrationMethods
An important matter in every real system is the calibration. Depending on the system type, a more or
less complex calibration is needed. For example, PFS only requires power calibration, and no phase
calibration, this makes the process very easy. In contrast to PFS, the concept of WFS bases on super-
position of individual spherical waves to construct a plane wave – this increases the calibration effort
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significantly. In other words, not only the amplitude, also the phase values have to be calibrated. In
a real system, all analog parts do influence these parameters, e. g. D/A-converters, amplifiers, cables,
antennas and also temperature variations.
In [49, 50], Parveg, Khatun et al. presented a calibration procedure forWFS that uses a horn antenna
for the system calibration. It is moved along a circle in the inner part of a 2D OTA ring to measure
amplitude and phase influences of each probe antenna. Due to the fact that only one measurement
per probe is performed, its radiation pattern has to be measured prior to the calibration measure-
ment. The advantage of this approach is that during the calibration onlyM measurements have to be
performed, whereM is the number of probe antennas. Disadvantageous is, that either each probe an-
tennas radiation pattern has to bemeasured, or the assumption has to bemade, that they are identical.
Positioning errors may lead to errors in the WFS.
2.3.6 Radiated Two-Stage andWireless Cable Method
The RTS andWLCmethod extend the conducted two stage method, cf. Section 2.2, to the inclusion
of self- and inband-interference. The first step of themethods is the radiation patternmeasurement of
all DUT antennas. In the second stage, either cable connections are used to access the DUT backend
ports, which is the case for the two-stagemethod. Alternatively, anOTA test is performed. Therefore,
the characteristics of the anechoic or echoic chamber have to be removed, while the desired propaga-
tion channel and antenna pattern have to be embedded [3,38,39,51]. The difference betweenRTS and
WLCmethod is that usingWLC, there is no need for an anechoic chamber, a static RC is sufficient to
emulate desired propagation channel characteristics. This is possible due to real-time frequency pro-
cessing, which allows for an almost unlimited number of delay taps in time domain. The advantage of
RTS andWLCare that under optimal conditions onlyM probe antennas are required, whenM is the
number of DUT antenna ports. A disadvantage is that after the chamber calibration process, all RF-
active parts have to be static such that they not change the chamber characteristics throughout the test
procedure. A detailed description of the Wireless Cable (WLC) method is given in Chapter VIII.
2.4 Comparison of Test Methods
At the end of presenting diverse test methods, the question arises which one to choose. This always
depends on the test purpose and the available money for a testbed. The conducted test and the two
stage method can be applied, when the DUT antenna is detachable and when there is no relevance
for investigating effects of self- or in-band interference. No shielded chamber is needed for these test
methods.
The best is to apply anOTA test method for wireless device testing, but this always requires a shielded
environment to have comparable conditions. The 2-channel method is a component test only. For
holistic testing, WFS or WLC is recommended, although WFS is an expensive method because it re-
quires the most of the hardware. When comparing PFS andWFS, the choice has to be made in favor
of WFS, as PFS does not produce physical fields but emulates statistical properties of a field, and re-
quiring the same amount of hardware as WFS to achieve the same SP size.
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2.5 Practical Testbeds
The previous sections were mentioning test concepts for wireless communication device testing. This
section presents testbeds, where different kinds of test concepts can be realized.
2.5.1 Galileo Test Environment
The Galileo Test Environment (GATE) is a field test environment for system evaluation and test of
Galileo GNSS DUTs. Eight pseudolites2 are distributed around the city of Berchtesgaden, Germany,
on mountain tops radiating Galileo GNSS signals from a fixed constellation. In an area of 65 km2,
navigation signals of Galileo, including ionospheric and tropospheric influences can be simulated by
variation of signal types and power [52–54]. GATE is therefore a small part of a deployedGNSS. It al-
lows to investigate Galileo receivers with their algorithms under multi-path conditions. Nevertheless,
an investigation of interferer presence is not possible without further ado.
2.5.2 Virtual Road Simulation and Test Area
The Virtual Road Simulation and Test Area (VISTA) was built at Technische Universität Ilmenau
originally for radiation pattern measurements of large test devices, i. e. cars with integrated antennas,
which is necessary for some test procedures, e. g. the two stage method, Radiated Two-Stage (RTS)
andWireless Cable (WLC). Another purpose of VISTA is the performance of realistic drive tests. The
DUT as shown in Figure 5 is positioned on a dynamometer to emulate realistic operational driving
conditions. An antenna arch and in a future development stage antenna arrays will produce the elec-
tromagnetic environment. Hence, a holistic test of all components involved while driving, including
the drivers behavior can be investigated at the same time [55, 56]. The functionality of the VISTA
facility was comprehensively described in [57]. VISTA is a fundamental part of Thüringer Innova-
tionszentrumMobilität (ThIMo) [58].
2.5.2.1 Radiation PatternMeasurements
The measurement chamber is equipped with an arc, composed of two antenna groups. Each group
has antennas being equally distributed, covering an angular range (co-elevation) of$ = 0 . . . 110◦.
The first group has 21 probe antennas for the frequency range of 70 MHz to 400 MHz, the second has
121 probes for the range of 400MHz to 6GHz. To include the behavior of a device for low elevations,
the DUT can be hydraulically lifted to the arc center point. To measure different azimuth angles, the
turn-table is used to rotate the DUT. The measurements are performed in the near-field. Hence,
a near-field–far-field transformation has to be applied to obtain the radiation pattern. A radiation
pattern measurement takes approximately 15 min of time net [57].
2Pseudolite is a contraction of pseudo and satellite.
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Figure 5: Virtual Road Simulation and Test Area (VISTA), rendered image showing car and dy-
namometer (left), and installed archwith calibration antenna (right), images taken from[56].
Chamber dimensions: 16 m× 12 m× 9 m.
2.5.2.2 Drive Tests
The built in dynamometer allows for vehicles of a diameter up to 6.5m, and tolerates up to 1.8 t per
axis. Vehicles can be tested at a speed up to 100 km/h. This allows to put the DUT under realis-
tic driving conditions, while built-in communication devices can be tested. To communicate with
such devices, different methods are available. These are for example the two-stage method, WLC, or
a cluster-based propagation channel emulation [56]. WFS is theoretically possible, but would require
more than 600 independent and phase coherent hardware channels due to the large DUT size. This
is economically infeasible [57]. To produce the required radio environment for communication de-
vices test, the following channel emulation hardware is available. It supports 12 input and 32 output
channels, where each of the inputs canbe connected to every output, providing 384 independent hard-
ware channels. 80MHz wide signals can be emulated, either with 32 delay taps in time domain, or in
frequency domain. A Doppler shift up to 100 kHz is possible [57].
2.5.3 Facility for Over-the-Air Research and Testing
In 2011, Fraunhofer Institute for Integrated Circuits (IIS) built the Facility for Over-the-Air Research
andTesting (FORTE), cf. Figure 6 [20]. The Facility forOver-the-AirResearch andTesting (FORTE)
is owned by Fraunhofer IIS and is located AmVogelherd 61, 98693 Ilmenau, Germany. As the abbre-
viation tells, the facilities’ main purposes are research in the field of satellite and mobile communica-
tions. Prototypes of such devices can be tested on performance as well as functionality. The facility is
composed of two research platforms:
2.5.3.1 Satellite Communication Testing
One platform is treating Satellite Communication (SatCom) at the FORTE. Its purpose is tomeasure
satellite terminal radiation patterns under far-field conditions. This is done by mounting the satel-
lite terminal / antenna on a Motion Emulator (MoEm), which is placed in the center of an anechoic
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SatCom
detector cross
Anechoic chamber with 
RF-transparent window
and motion emulator
Figure 6: FORTE including laboratory building with anechoic chamber containingmotion emulator
(left), and antenna tower with satellite terminal measurement cross (right).
chamber and acts as a positioner to rotate the antenna. The transmitter is located at the antenna tower
(measurement/detector cross, cf. Figure 6).
Another field of application is the assessment of an antenna’s de-pointing formobile satellite commu-
nication (SOTM) under realistic operating conditions. If a satellite terminal is not able to track a satel-
lite, it is not allowed to operate in the field. Hereby, the MoEm replays a previously recorded motion
profile of, e. g. a truck or a ship. Then, the detectormeasurement cross estimates the de-pointing of the
terminal while the motion emulator moves correspondent to the Inertial Measurement Unit (IMU)
track.
The SatCompart shall bementioned at this point just for completeness, although it is not relevant for
the thesis topic.
Figure 7: Motion emulator with mounted satellite terminal inside anechoic chamber
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2.5.3.2 Over-The-Air Testing
The other component is the OTA3 part of the facility that consists of an anechoic chamber, a number
ofM EAs to transmit communication signals OTA, and signal processing hardware. Up to 32 indi-
vidual and phase coherent signals can be produced which superimpose for WFS, cf. Figure 8. Each of
the 32 signal generators can handle up to 12 input signals, whereof each of the 12 signals is multiplied
in frequency domain by a steering vector in real-time to adjust amplitude and phase offsets for the
signals. For the uplink direction, up to 8 analog signals at the time of writing can be down-converted
and digitized to generate signals that return to the communication partner [59]. Additional to the
signal processing hardware, a Spirent GSS9000 Taylored Solution 788 (TS788) GNSS RF Constella-
tion Simulator (RFCS) is available. It wasmodified to deliver digital I/Q output that can be fed to the
Digital Signal Processing (DSP) hardware. Supported GNSS systems are GPS, Galileo, GLONASS,
and BeiDou. The following table (1) summarizes the system specification data, while a more detailed
description of the OTA hardware is given in Chapter V.
Figure 8: Illustration of wave superposition for wave-field synthesis.
Table 1: Specification of OTA testing facility
Chamber dimensions (L×W×H) 4.8m× 4.3m× 3m
MaximumDUT size see Figure 26
Frequency range 350MHz–3GHz
Channel emulator connectivity 12× 32 = 384 physical channels
Signal bandwidth 80MHz
Modes of operation BPM/HPM (time/frequency domain processing)
MaximumDoppler frequency 100 kHz
3As the SatCom part of FORTE could also be assigned to the term OTA testing, in here, it is explicitly defined that OTA
testing treats test methods such as WFS andWLC.
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2.6 Direction Of Arrival Estimation
Direction Of Arrival (DOA) algorithms play a big role in signal processing. When multiple antenna
elements are used,DOAestimationhelps e. g. for self-localization or interferer null-steering, etc. Here,
basic algorithms, a correlation-based approach, SpaceAlternatingGeneralized ExpectationMaximiza-
tion (SAGE)) and a sophisticatedparameter estimation framework, namelyRIMAX, are presented.
2.6.1 The Cramér-Rao Lower Bound for Direction Of Arrival Estimation
TheCRLBprovides is the lower bound for the variance of any parameter that is estimated by an unbi-
ased estimator. When the variance of an estimate asymptotically approaches the Cramér-Rao Lower
Bound (CRLB), the used model for the estimator is optimal and the estimator is then called eﬃcient.
This provides a statement whether the connection of signal synthesis on the transmitting side, and
the receiving array antenna with the parameter estimator model are adequate. Also, the CRLB is used
in this thesis to judge whether a certain arrangement of EAs is appropriate to apply WFS for a DUT
antenna of a certain size. When the CRLB is met by the variance of an adequate number simula-
tion iterations, WFS of a wave from a defined direction can be treated as of good quality. Specific
metrics to evaluate the quality of WFS are explained later. For the simulations, the high resolution
parameter estimator RIMAX is used. Compared to solely a DOA estimation, employing the CRLB
provides information of the estimator model under certain SNR conditions. The matter of the fol-
lowing derivation in this section is to provide the reader a comprehensive overview. Of importance
are the equations (8) to (10).
The CRLB for DOA estimation was already derived in [60, 61]. To give an overview, it is briefly re-
capped here. In the case of DOA estimation,L parameters have influence onto the received signal:
θT = [ϕ, ϑ, <(γh), =(γh), <(γv), =(γv)], (1)
ϕ and ϑ are the azimuth and elevation angle, respectively. <(·) denotes the real part and =(·) the
imaginary part, γh and γv denote the horizontal and vertical polarization component of an impinging
virtual wave, respectively. The observed output y ∈ CM×1 at a DOA estimation antenna withM
elements can then be written as
y(θ,n) = z(θ) + n, (2)
withn being a noise vector and
z(θ) = bh(ϕ, ϑ) · γh + bv(ϕ, ϑ) · γv, (3)
where bh and bv are the components of the beam pattern for horizontal and vertical excitation, re-






For the case of independent and identically distributed (i.i.d.) Gaussian noise,
Rnn = E{nH · n} = σ2 · I. (5)
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Rnn is the noise covariance matrix. The CRLB is defined as the inverse Fisher-Information:
CRLB = J−1, (6)








where log fy(y|θ) is the log-likelihood function. Following the steps explained in [61], we obtain the




































Finally, the CRLB is





The variancesσ21 · · ·σ2L represent the CRLB, i. e. theminimumachievable variances for themodel pa-
rameters θ1 · · · θL. In DOA-estimation, azimuth (θ1) and elevation (θ2) are relevant, whose variances
are represented by σ21 and σ22 , respectively, cf. to the parameter vector in (1).
2.6.2 Correlation-Based Direction Of Arrival-Estimation
Using correlation is the easiest way to estimate for a DOA. The correlation-based DOA-estimation is
mentionedhere, because it provides an easy-to-implement, and intuitiveway toperformDOA-estima-
tion. This algorithmwasmainly used in thebackground for checking the validity of a radiationpattern
and impinging signal before more sophisticated approaches as for example RIMAX are applied.
The received signal vector is correlated to a normalized version of the radiation pattern elements for
each angle of incidenceΩi = {ϕi, ϑi}. The signal model can be described
y = b(Ωi)x+ n, (11)
where the signalx, impinging fromdirectionΩi is overlain by noisen; b is the beampattern vector for





where the normalization ‖b(Ω)‖2 assures not to prefer incidence angles with higher gain. Figure 9
shows Pcorr(Ω) for a signal incidence angle of Ωi = {ϕi, ϑi} = {−86◦, 88◦}; the used radiation
pattern ismeasured and stems froma2×2GNSSpatch antennawith λ/2 element distance. Onewould
expect to have identical values at each pole, but due to the turn of the polarization of the incidentwave,
different values appear.
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Figure 9: Correlation-based DOA estimation, depicted is the resulting correlation for all possible an-
gles of incidence. The true angle of incidence is marked by a blue plus sign.
2.6.3 Space Alternating Generalized ExpectationMaximization
Space Alternating Generalized Expectation Maximization (SAGE) is a Maximum Likelihood (ML)
based parameter estimator [62,63]. It splits the multi-dimensional search into consecutive searches in
single dimensions. The goal is to minimize the estimation error
Θ = arg min
Θ
‖y − l(Θ)‖, (13)
whereΘ is the vector of parameters to be estimated, l(Θ) the systemmodel, and y the antenna array
output as described in (11) [64]. The parameter vector may not only consist of azimuth and elevation,
but also polarization and delay [60]. A drawback of SAGE is that the model order has to be defined
prior to estimation, which may lead to estimation errors, if not the correct model order is met. An-
other drawback is the slow convergence rate, if multiple paths are situated spatially close in a coherent
scenario [65]. RIMAX is convergingmuch faster, because it implements another gradient method, as
explained in the following. A comprehensive investigation of the estimation convergence of SAGE in
comparison to RIMAX is conducted in [60].
2.6.4 RIMAXMaximum Likelihood Parameter Estimator
RIMAX is, as SAGE, an ML estimator. It uses the concept of SAGE in the first step. Then, a Gauß-
Newton type algorithm Levenberg-Marquardt is applied to improve the calculation time to conver-
gence [66, 67]. Furthermore, RIMAX is able to provide additional information about the reliability
of the estimated parameters. Since RIMAXoperates in amulti-dimensional parameter space, exhaus-
tive search is not feasible. Hence, the estimator operates iteratively snapshot-wise to circumvent high
computational effort. The parameter set of the current snapshot acts as the initial estimate for the
following one [68]. Besides the specular components, RIMAX also estimates DenseMultipath Com-
ponents (DMCs), which provide a modeling of diffuse scatterers. This is important as for example a
120MHzbandwidthmeasurement has a spatial resolution of approximately 2.5m, which aremultiple
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wavelengths in the gigahertz region [69]. By usingDMC, these spatial/temporal gaps can bemodeled
with a decaying exponential in delay domain [60].
RIMAX is used in this thesis helping to estimate the achievable accuracy of a WFS system. In sim-
ulations, it helps to evaluate the DOA estimation quality, which gives insight into possible EA con-
stellations and the achievable SP size. The SP size determines the maximum electrical size of a DUT
to which WFS is applicable. In measurements, RIMAX is used on one hand for DOA estimation
of synthesized waves to evaluate the synthesis quality; on the other hand, an estimation of possible
unwanted reflections inside the anechoic chamber is performed.
2.7 Use Cases
This section describes a selected set of use cases that can be covered by OTA testing. The selection is
based on several key aspects of OTA testing, which should be highlighted. Depending on the DUT
size, either WFS or the WLC method is more appropriate. The decision, which method is suited
better, is discussed in the respective use case.
2.7.1 Cognitive Radio – Secondary Use of Unused Spectrum
The radio spectrum is divided into a manifold of frequency bands for distinct radio applications
[70, 71]. The Regulation bodies, e. g. Bundesnetzagentur (BNetzA) in Germany or Federal Com-
munications Commission (FCC) in the USA are limiting the use of RF bands to certain applications,
such as GSM, LTE, Digital Video Broadcast – Terrestrial (DVB-T), etc. Even if the whole technically
available spectrum is assigned and or licensed to operators, it is not used at all the time. For example,
consider GSM operating in a rural area; if only few users actively use the GSM system for phone calls,
less of the spectrum is occupied. Additionally, as GSMuses also TimeDivisionDuplex (TDD)mode,
temporal areas in the active frequency bands can be unoccupied. The remaining dimension is the
space or direction. No real RF antenna characteristic is omnidirectional, whichmeans that depending
on the direction of incidence, different power levels can be seen. Shadowing objects hide radiators or
at least attenuate their signals.
CognitiveRadio (CR) is using cognition algorithms todetermine gaps, synonymous for opportunities
that appear in frequency, time, and space/direction to enable so-called Secondary Use (SU) of the RF
spectrum when it’s not used by the licensee, also called Primary User (PU). When a secondary user
is active, its RF transmission must not interfere with the primary user, i. e. sophisticated algorithms
have to be designed to either detect primary spectrum usage, or to predict it from statistical points of
view [72, 73].
Figure 10 shows an antenna, designed for CR experiments, developed at Technische Universität Ilme-
nau. Its three sectors, 120◦ each, are able to determine spatial opportunities. In the other direction,
spatial filtering is possible as the antenna is able to receive communication signals in one of three di-
rections, depending on where no primary user is present [74, 75]. Every sector has three monopole
antennas for transmission at 0.9GHz, 1.8 GHz and 2.45GHz, respectively [76, 77].
The benefit of WFS OTA testing lies in the specific feature of emulating the spatial characteristics
of a propagation channel realistically [78]. While the temporal and spectral features [4] of a radio
2.7 USE CASES 35
environment can be emulated for tests using cables, the spatial attributes are strongly connected to
the antenna radiation pattern. Therefore, an OTA test is advantageous. Depending on the resulting
size of the test device, either WFS or WLC is more appropriate. If a CR device is of small size, WFS
is appropriate. If, for example, the CR device exceeds the geometric diameter of 30 cm – 70 cm, de-
pending on the operating frequency, the use of the WLC method is proposed. By using WLC the
antenna ports have to be accessible for an AntennaMeasurement Chamber (AMC) radiation pattern
measurement. It has to bemade sure that connecting a cable to the antenna port must not disturb the
radiation pattern characteristics, such that noticeable changes of the device performance appear.
Figure 10: Three sectorized antenna for multi-band CR applications [74].
2.7.2 Mobile Communications / Intelligent Transportation Systems
Figure 11: Urban ITS scenario, graphic taken from [79].
Mobile communication devices are developing towards 5G. Higher data rates are achieved by making
use of multi-antenna systems and MIMO algorithms, while the size of a mobile DUT is decreasing.
The high integrity grade of e. g. smart-phones require to perform test procedures on the basis ofWFS
OTA. Goals of a test procedure are to investigate the system performance in terms of throughput or
handover success in a Multi-Path (MP) environment where transmission loss might appear.
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Modern cars provide functionality of e. g. aWLANhot-spot, where the data transport to the Internet
is usually realized by LTE network access at the outer side of the car. In the harshMP-environment of
urban roads with reflecting cars, trucks or traffic signs, but also shadowing by the same as well as by
buildings, the LTE performance has to be investigated prior to system deployment. Also, ITS systems
for Car-to-Car (C2C) communications have to be tested [79]. Such systems try to increase road traffic
safety by inter car and Car-to-Infrastructure (C2I) communications, e. g. to propagate the event of
full braking to following cars.
Every DUT has to be tested. If a DUT is for example a car, where antennas are located at the housing,
the whole car is a part of the antenna, an antenna performance evaluation has to consider the whole
device. A large DUT needs a large SP, where impinging signals’ waves mostly have planar shape. As
this is from economical perspectives not feasible withWFS, the WLCmethod is recommended.
2.7.3 Global Navigation Satellite Systems
Another important application forOTA-Testing is in the area of GNSS. Many navigation systems co-
exist in space. The most popular ones are GPS, GLONASS, Galileo and Beidou, which are operated
by USA, Russia, Europe, and China, respectively. GNSS signals arrive on earth with a power of typi-
cally around -158.5 dBW (GPS L1 C/A) which is below the noise floor. The following example, taken
from [80], illustrates the power- and SNR-relation: The receiver noiseN0 can be obtained using the
Boltzmann constant k = 1.38 ·10−23 J/Kmultipliedwith a typical receiver temperature of 290K get-
ting -204 dBW/Hz. This equates to a C/N0 of−158.5 dBW− (−204 dBW/Hz) = 45.5 dBHz. A
typical receiver front-end bandwidth is BW=4MHz. By using SNR=C/N0 - BW=45.5 dBHz-66 dB,
this results in an SNR of -20.5 dB.
Using correlation receivers, the received signal power is raised above the noise floor to be processed for
positioning purposes, i. e. for determining a Position Velocity Time (PVT) solution. GNSS systems
are nowadays widely used. The weak signals are endangered by strong andmainlyman-made interfer-
ence. Not only inmilitary or avionic applications, but also for civil users, a market for so-called privacy
protection devices, also known as jammer or spoofer developed. These devices that are cheaply available
out of the shelf from the Internet (e. g. [81]), operate with +33 dBm (2 Watts; Figure 12, left device),
measured at the antenna connector. Having such power, jammer can easily block GNSS bands in a
wide area. Single element GNSS antennas can technically not be prone against jammer or spoofer at-
tacks, except the interferer is a sine that can be mitigated using a notch filter, for example. Such single
element antennas are not able to detect the Angle Of Arrival (AOA) of the interferer and are hence
not able to generate a spatial null towards the direction of an interferer.
In Figure 13, a possible use-case for GNSS systems with OTA testing is shown. The DUT, situated in
the center is trying to determine its position via the available GNSS satellites while it is encountering
scattered or reflected MP components of the satellite signals. In the receiver’s vicinity, a jammer or
spoofer moves along with a certain trajectory. Although the interferer’s LOS components are already
strong, multi-path propagation is deteriorating the situation additionally. The negative influence of
MP-components is twofold: At first, the multipath-components reduce the receivers C/N0 because
GNSS signal components besides the strongest are considered as noise. The PVT solution is impaired,
too. Secondly, when the interferer signal has multiple angles of incidence due to MP, it is harder for
a multi-element antenna (Controlled Reception Pattern Antenna (CRPA)) to mitigate those. For
example, anM = 4 element CRPA is able to mitigateM − 1 = 3 impinging signal angles.
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The task of theWFS-OTA system is to emulate the weak GNSS signals as well as the strong interferer
at the same time. To evaluate the DUT’s capability in terms of interference mitigation by NL or BF,
the spatial propagation channel has to be emulated properly. Depending on the test duration, both
jammer and the satellites trajectories have to be considered and spatially emulated. As an output of the
GNSS receiver robustness test, it can be evaluated under which circumstances in terms of interferer
parameters the DUT is still able to determine its position. The C/N0 ratio after a receiver’s data post
processing can be taken as a benchmark to compare different antennas, GNSS receivers and algorithms
for the same test scenario [82, 83]. This use case is taken as a practical example for the WFS OTA test
performance in Chapter VII.
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This chapter presents the theorybehind full-polarimetricWave-Field Synthesis (WFS). Relevantmath-
ematical formulas are presented at first, starting with the Kirchhoff-Helmholtz integral, and the con-
nection to analyticWFS. This is followedby aderivationof equations fornumericalWFS. Afterwards,
field quality metrics are introduced to evaluate synthesized waves. An approximation formula is de-
rived to estimate the number of Emulation Antennas (EAs) for a certain Device Under Test (DUT)
diameter for three-dimensional (3D) WFS. Then, two-dimensional (2D) and 3D EA constellations
are discussed and a novel sub-sphere optimization procedure is presented to distribute EAs almost
equidistantly on sub-area of a sphere for a defined minimal elevation.
Different methods for device testing were presented in Sections 2.2 and 2.3. Over-The-Air (OTA)-
testing is one method for device testing without the need for connecting cables to the DUT. Instead,
electromagnetic waves are transmitted through the air carrying information to communicate with the
DUT. The advantage of not having to connect any cables to the DUT allows to test compact devices,
which have e. g., integrated antennas, and therefore, the radiation pattern is not influenced by cables.
A drawback of theWFSmethod is the required number of independent and phase coherent hardware
channels that dictate the majority of the costs. This means that the DUT size is limited to certain
system design factors, which is described in Section 3.5.
3.1 Background
This section highlights the scientific history ofWave-Field Synthesis (WFS) shortly and themathemat-
ical background with the Kirchhoff-Helmholtz integral that is the basis to understand the working
principle of WFS.
3.1.1 History
The way of generating the electromagnetic waves in this chapter is by Wave-Field Synthesis (WFS).
WFS has its roots at Delft University, where it was firstly described in 1988 for acoustics [84]. It was
further developedwithin the European project CARROUSO,where i. a. the Fraunhofer Institute for
Digital Media Technology (IDMT) and nine other institutions took part [85]. WFS is commercially
offered by IOSONOGmbH for cinema or concert applications, [86–88]. In Electromagnetics (EM),
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WFShas the same age of history [47], formeasurements of antenna radiation pattern, it was proposed
already in 1978 [89]. Even if the principle can be transferred from acoustics to EM, some substantial
differences appear. Sonic waves are longitudinal, while EMwaves are transversal. Thismeans that two
orthogonal transversal polarizations have to be supported. In acoustics, the coupling between loud-
speakers is much easier compensated than with using antennas in EM. Coherent signal processing
hardware for Radio Frequency (RF) applications is muchmore expensive than for driving loudspeak-
ers. Usually, EM-WFS setups have between eight and 32probe- or EAs, and therefore the samenumber
of signal processing chains to be driven. This lownumber is because of the costs of phase coherent and
wideband signal processing chains, and results in a smaller Sweet Spot (SP) and hence, in a smaller area
where a DUT can be placed and tested. Besides the wave-length, also a larger bandwidth (but lower
relative bandwidth) has to be supported, which brings high requirements to signal generators [90].
3.1.2 From the Kirchhoff-Helmholtz Integral to Wave-Field Synthesis
This section presents the mathematical background of WFS with the Kirchoff-Helmholtz integral.
From it, analytic functions can be derived to drive secondary sources, e. g. loudspeakers or antennas
for the acoustic or electromagnetic case, respectively. Throughout this thesis, a numerical approach
will be used which is described in Section 3.2. Hence, the Kirchhoff-Helmholtz integral is mentioned
here for completeness. It tells that an electromagnetic field in a source-free volume at point x can












P (x) for x ∈ V0 for x 6∈ V (14)
The field P (x) that is produced by transmitter T can completely be described by a surface integral






|x− x0| , (15)
wherek is thewave vector. Tohave a validKirchhoff-Helmholtz integral,Gmust follow theHelmholtz
equation∆G+ k2G = 0. The field inside the volume is constituted of monopole sourcesG(x,x0)
and dipole sources ∂
∂n
G(x,x0). The components of the integral are illustrated in Figure 14. The
equations allow to get an insight into the analyticWFS, and to discuss the effects that occur, i. e. the in-
fluence of secondary sources’/antennas’ distances onto the resulting wave and therefore the SP size.
For WFS it is desirable to eliminate one type of sources to ease the synthesis. The cost of the elim-
ination of one source type is a field mirror effect outside the synthesis area, which usually does not
matter, i. e. it does not influence the target field inside the SP area. In acoustics, loudspeaker represent
monopole sources. This can be transferred to electromagnetics, where an antenna is, idealized and
looking at a certain opening angle, a radiator of a spherical wave. Hence, the removal of dipoles is












Figure 14: Illustration of components of Kirchhoff-Helmholtz integral. Figure adapted from [93].
The field produced by T inside the volume V can be described fully with the contributions
of the volumes’ boundary/surface S0.
Figure 15 illustrates the synthesis of thewave inside a surface, represented as a surface section. Theblack
dots denote discrete sources. The first plot shows the primary wave, while the second one applies (14).
The third and fourth plot simplify the equation by only using monopoles (16) or dipoles, (third and
fourth plot). The cost of only using one source type is a mirrored field outside the surface (left side
of dotted plane). For further simulations, the driving functionD(x0) is used for a point x0 on the
surface:




|x0 − xT | , D := 0 if b < 0 (17)
where b(n,xT ,x0) is a compound of an antenna selection function, ∂/∂n, and is defined as the inner
product of normalized vectors:
b(n,xT ,x0) =
nT(x0 − xT )
|n| |(x0 − xT )| . (18)
The transition from the continuous integral to the discrete driving function is made because of the
Huygens-principle or Huygens-Fresnel-principle [96]. T (x0) = G(x0,xT ).
(a) Primary wave (b) Monopoles & Dipoles (c) Monopoles only (d) Dipoles only
Figure 15: Application of theKirchhoff-Helmholtz integral on a primarywave (a). Usage of both com-
ponents (b), and usage of only monopoles or dipoles, in (c) and (d), respectively. The black
dots represent secondary source points on a section of the surface.
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(a) ∆slit = 1.31λ (b) ∆slit = 0.49λ
Figure 16: Simulationof analyticalWFS. Antennadistance1.31λ (a), and0.49λ (b). The virtual green
wave is to be synthesized. The blue wave-field is a superposition of the waves, radiated by
the bright green marked point sources. Amplitude and phase is tuned using (17). The field
is correctly synthesized only when the sampling theorem is not violated (b).
Figure 17: Simulation of numerical WFS. Antenna distance 1.31λ. The virtual green wave is to be
synthesized. Thebluewave-field is a superposition of thewaves, radiated by the bright green
marked point sources. Amplitude and phase is tuned using (23).
Figure 16 depicts a simulation of WFS using the analytical driving function (17). In this figure, a pri-
marywave (green) determines theweights used at the active EAs (bright green). The gray circle denotes
the source-free synthesis area. It is shown, that for different distances of the slits/EAs, the synthesized
wave-field shows a different shape. When the spatial sampling theorem ismet such that the EAs have a
distance less than λ/2, a visually perfect shaped wave field is observed. Due to practical restrictions, λ/2
cannot be hold for all use cases, because in the gigahertz area, antennas cannot be placed according to
the spatial sampling theorem on one hand, and also coherent signal processing channels are expensive.
When we look at the left hand simulation where λ/2 is not met, a wave planarity is hold only on the
opposite side of the OTA ring.
If the virtual wave moves around the ring, it is desirable to have the area with plane wave structure
(SP) always in the center of the ring, where the test device is placed. This is the reasonwhy a numerical
solution is used that utilizes the degrees of freedom to synthesize a plane wave inside a SP of a certain
size. This SP is a defined area inside the center of the synthesis area. A result of a simulation for
numerical WFS at the same number of sources and the same target wave as in Figure 16 is shown in
Figure 17. Numerical WFS is described in the next section. According to (23), the sources amplitudes
and phases are forced to produce the green target wave as it would appear in the bright gray circle
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(Sweet Spot (SP)). The diameter of the bright gray circle is dimensioned such that the number of
sources projected on this circle will meet the spatial sampling theorem again, cf. Section 3.5. Ergo, the
wave shape inside the bright gray circle has planar shape, whereas the wave field outside of it is very
different. In this simulation setup the question arises, why the sources are not directly placed on the
inner ring. In electromagneticWFS, the sources (EAs) suffer from coupling if they are positioned too
close to each other on one hand. On the other hand, as usually plane waves are to be synthesized, a
larger distance of the EAs to the SP has the advantage that the wave front of a single source has already
a more planar shape when it arrives at the SP region. Hence, a better field quality can be achieved1.
These aspects corroborate the decision for numerical WFS.
The following of this chapter handles all the theoretical aspects of numerical WFS, which consists of
the data model forWFS, metrics for evaluation of the field quality, Emulation Antenna (EA) constel-
lations and Optimization Point (OP) distributions.












Figure 18: Explanation of symbols related to WFS. The plane wave coming from the direction −κ,
‖κ‖ = 2pi/λ, impingeswithwave-lengthλ and the correspondent frequency c/λ, and the po-
larization γ. At the optimization points o, the resulting electromagnetic field is described.
Inside the Sweet Spot (SP), the electromagnetic field achieves a certain quality. The steering
vector for the antennas (black dots) has to be determined to synthesize the plane wave.
The algorithms for Electromagnetics (EM) WFS were firstly published in [47, 97]. These serve as a
basis and are further developed in [5, 6, 40] for OTA testing. Figure 18 shows the general setup. A
plane wave having the polarization γ ∈ C3×1 shall be synthesized inside the Sweet Spot (SP). The SP
is the area, where a certain field quality can be guaranteed and where the test device is placed. It is also
1Placing the EAs arbitrarily far away from the SP is not possible because of chamber dimension limitations, but also
because the higher path loss would require higher power for driving the EAs
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sometimes called Quiet Zone (QZ). The wave has the wave-length λ and the propagation direction
κ ∈ R3×1, ‖κ‖ = 2pi/λ; this defines the Direction Of Arrival (DOA), Ω = {ϕ, ϑ} in azimuth and
elevation, respectively. To define the targeted field values inside the SP that are determined by the
plane wave properties, Optimization Points (OPs) are distributed there. The target (tgt) field vector
etgt ∈ C3×1 at the optimization position o ∈ R3×1 and the frequency f consisting of 3 complex
components for each spatial dimension is calculated as






· γ · e−j·κTon . (19)
The signal that is radiatedby the virtual source results in the targeted field vectoretgt(f,on) at the geo-
metrical positionon. Every considered frequency gets multiplied by the according weight determined
by signal origin−κ, and position inside the SP o. I3 is the identity matrix with dimension 3× 3. At
the origin of the Cartesian coordinate system, the synthesized plane wave has the field strengthE0. To
obtain the steering vector s(f,Ω,γ) ∈ CM×1 which tunes the EAs at the positions am ∈ R3×1 in
terms of amplitude and phase, the influence of each EA to each OP has to be known. This is called
transfer matrixX ∈ CN×M .M is the number of EAs, andN the number of OPs. Each element of









·αm · ρ(dm,n) · e−j 2piλ ·dm,n , (20)
where pm,n = on − am is a vector pointing from EAm to OP n; dm,n = ‖pm,n‖2 is its euclidean
norm. The free space path loss term ρ(dm,n) = λ/(4pidm,n). For completeness sake, the frequency f
is related to the wave-length λ with the speed of light in vacuum c = λ · f = 299, 792, 458m
s
. The
relation between the target field vector etgt, the steering vector s, and the transfer matrixX is given
by
[e(ν)o1tgt . . . e
(ν)
ontgt]T = X(ν) · s, (21)




tgt]T. Excluded in [40],







 ∈ C3N×M (22)
Solving (21) can equivalently written as a minimization problem





where e(ν)synth(f,on) = X(ν)(f,on) · s?. The steering vector is finally obtained by solving (21) by
utilizing the Moore-Penrose pseudoinverse Xˇ+ = (XˇHXˇ)−1XˇH.
s? = Xˇ+ · [e(1)tgt,1 . . . e(1)tgt,N e(2)tgt,1 . . . e(2)tgt,N e(3)tgt,1 . . . e(3)tgt,N]T (24)
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As (23) states, the steering vector is obtained for each frequency independently, but also for eachAngle
Of Arrival (AOA). Due to the linearity of (23), it makes mathematically no difference, if etgt is ob-
tained formultiple incident signal paths by using (19) for all paths and then getting the steering vector,
or if the steering vector is calculated for each path independently and summed up at the end. For the
ease of signal processing, the latter method is used. The steering vectors are calculated for all possi-
bleΩ and stored in a Look-Up-Table (LUT) which allows to superimpose steering vectors for signals
impinging from arbitrary directions.
3.3 Channel Data Model
In practice, not only one signal is emulated, but a manifold of it. At this point, we would like to
illustrate a simple version of a channel model on the example of Global Navigation Satellite System
(GNSS). All signals, representing different satellites, are distributed over the sky, seen as a hemisphere
by the DUT. Due to trees, buildings and hills, signals get reflected. Hence, each satellite signal may
impinge in many realizations, with a different pathloss, phase, and polarization. On the DUT side,
all signals are received by one or multiple receiver antenna elements. This situation is illustrated in


























































Figure 19: Simplified model of GNSS downlink communication. Propagation channel is mapped for
K satellite signals usingM OTA EAs for emulation.D antenna elements on DUT side are
receiving.
The following propagation model that we presented in [6] shows the connection between satellite
signals, propagation delays, and the WFS steering vectors. For simplicity, the polarization is omitted.








[h(f, τq,k(t)) · s(f,Ωq,k(t),γq,k(t))] ∈ CM×1. (25)
In this equation, gk(f, t) is the radiated signal of the k-th source,
h(f, τ(q,k)(t)) = e−j2pifτ(q,k)(t) (26)
accounts for the phase shift introduced through the Time Difference of Arrival (TDOA) τ(q,k)(t).
The vector s(·) is the steering vector as obtained by (23). The vector γq,k(t) determines polarization
46 III THEORY
and amplitude of a certain path. Each source k consists ofQk individual paths. Hence, the received
signal field vector of satellite k can be extended to a superposition of all Line Of Sight (LOS) and













· γq · e−j·κTq on
]
. (27)
3.4 Field Quality Metrics
When an electromagnetic field is synthesized, its quality has to be evaluated and compared. For this
purpose, twomainmetrics are defined, namely the Error VectorMagnitude (EVM), and the Poynting
Vector Angular Deviation (PVD). Despite that those two metrics deliver results that are suitable for
comparisons, they give nopractical inside into the actual field quality. For that purpose, we employ the
Cramér-Rao Lower Bound (CRLB) forDOA-estimation that is explained in Section 2.6.1 and applied
in Section 4.4.
3.4.1 Error Vector Magnitude
The Error Vector Magnitude (EVM) is a metric to compare vectors in general. In the special case of
electromagnetic fields, field vectors are compared, more precisely the electric field vectors. The EVM is
a strictmetric in a sense that, due to the complexmanner of the vectors, also the absolute phase error is
taken into account. In a real system, e. g. a mobile communication system, the mobile is never phase-
coherently synchronized to the base station. The polarization and magnitude matters, the absolute
phase is not of importance. Thus, the EVM is a pessimistic metric. We compare the targeted field
vector etgt and the resulting synthesized (synth) field vector after WFS esynth at a certain position
o = [x, y, z]T. The difference of both vectors is related to the target vector etgt and expressed in
decibels (cf. Figure 20) as


















Figure 20: Graphical interpretation of the EVM
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When the field quality shall be evaluated for the whole SP as one value, more than one point has to
be considered and linearly averaged. A uniform grid ofN points having point distance less than λ/2 is
used to cover all the SP area or volume. Therefore, we define the average EVM as










3.4.2 Pointing Vector Angular Deviation
The Poynting Vector Angular Deviation (PVD) is a more vivid metric as the unit is expressed in de-
grees. Compared is the target Poynting vector Stgt with the resulting Poynting vector of the synthe-









Figure 21: Simulative comparison of EVM and PVD values. EVMavg=-37.0 dB, PVDavg=0.45◦. The
white circle denotes the area for which the plane wave field is optimized (SP).
Figure 22: Simulative comparison of EVM and PVD values. EVMavg=-21.0 dB, PVDavg=0.44◦. The
white circle denotes the area forwhich theplanewave field is optimized (SP). Steering vector
s is shifted 5◦ in phase.
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To calculate the average PVDavg [deg], proceed analog to (29) without taking the logarithm. Figure 21
shows an example for wave-field evaluation using the measures EVM and PVD. Synthesized is an
electromagnetic field that impinges from θ =0◦, φ =45◦ at a frequency of f = 1.57542 GHz. 16
EAs are used for the field synthesis. With the EVMavg=-37.0 dB, and the PVDavg=0.45◦, good values
are achieved, even if the requirement which exact values are needed for a certain use case have to be
discussed further. Figure 22 shows the same simulation; the difference is that now the steering vector
for each EA, and therefore the synthesized field is shifted by 5 degrees phase. As it can be seen, the
EVM rises up to -21.0 dB, while the PVD is unaffected due to the missing phase consideration.
3.4.3 Field Quality Metrics: Comparison & Conclusions
Comparing the EVM and PVD it is important to mention that the PVD does not take into account
the phase of the field vector. Additionally, the PVD ignores amplitude decay. A perfect plane wave
has no amplitude decay in the area of the SP, while a wave synthesized by a linear array has a decay of
1/
√
distance. Thus, a general phase offset or amplitude decay is not noticeable when using the PVD. In
the opposite way, the EVM is too strict because a common phase offset and the amplitude decay of
an electromagnetic wave inside the SP would cause a bad EVM even if the wave has the right shape,
propagation direction and polarization. As practical DUTs usually not operate phase synchronous to
the communication partner at the testing hardware side, the EVMcan yield a too pessimistic result.
3.5 The Number of Emulation Antennas versus the Sweet Spot Size
The number of EAs has major influence on the synthesis quality. Hence, it is important to be able to
approximate the required number of EAs for a certain size of the SP – and vice versa – the maximum
size of the SP for a certain amount of EAs or hardware channels, respectively. In [40, 98] a rule of








where piD is the SP perimeter, andM the number of EAs. The approximation describes the spatial
sampling theorem. Figure 23 illustrates the meaning of equation 31. The black dots denote the EAs.
The SP perimeter is the number of EAs times half a wavelength. Because λ/2 is the border criterion,








In the following derivations, we omit the safety value of 1. For 3D WFS we make an approximation
depicted in Figure 24. The surface of an uniform sphere isA = 4pir2. Thus a side length of a square




pi. M points (EAs) are distributed approximately uniform on the surface, the
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Figure 23: Illustration of spatial sampling theo-








Figure 24: Scheme of points arrangement for the
3D approximation.
To verify the derived inequality 34, its results shall be compared to simulations. Therefore, the Lebe-
dev grid is used to distribute points almost equidistantly on a sphere. The adjacent points are analyzed
on their distance in relation to λ/2, as depicted for the 2D case in Figure 23.A = [a1 · · ·aM ] ∈ R3×M
is a matrix containing the EA position vectors, d contains the lengths of a1 · · ·aM .
d = [ ‖a1‖2 · · · ‖aM‖2 ]T d ∈ RM×1. (35)
To analytically calculate the point (EA) distance on a sphere where points are distributed using e. g.
the Lebedev grid, we extend the relation
cosα = 〈a, b〉‖a‖ · ‖b‖ , (36)
〈a, b〉 is the inner product. For matrices, we get the points distance in radians by
∆ = arccos{(ATA) (d⊗ d)}. (37)
In (37),  is the element-wise Hadamard division, and ⊗ the outer product (d ⊗ d) ≡ ddT. The
matrix∆ describes the angular distances of each point to each other. The average of the minimum of







excluding the main diagonal is used to obtain the angles to the neighbor points, where δ¯ yields the
average distance between two neighbor points. To obtain an equation for the simulative analysis, we
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utilize the 2D circle relations, cf. Figure 23. The points distance δ¯[rad] relates to λ/2 and shall be smaller.
The perimeterU of a circle is commonly knownpi times the diameterD. The point distance δ¯rad times
the number of points on a circle Mˆ is the perimeter of the full unit circle with 2pi:
δ¯ · Mˆ = 2pi. (39)
As λ/2 should be equal or larger than the point or EA distance, we can write

























































Figure 25: SP diameterD as a function of numberM of EAs as an approximation formula (solid line),
and calculated fromusing Lebedev-distributed points (circles/plusses), f = 1.57542 GHz.
Figure 25 shows a validation of the analytical calculation (circles/plusses, using (43)) comparing it with
the mathematical approximation (solid line) for a sphere (blue), and for a hemisphere, (magenta) re-
spectively, (cf. (34)).
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At the operating frequency of f = 1.57542 GHz we can accurately emulate a field using WFS in a
DUT diameter of 0.39m on the hemisphere with 29 EAs. Figure 26 depicts the achievable SP diam-
eters for different frequencies when either having a 2D circle of EAs or a full 3D spherical arrange-
ment.
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Sweet spot diameter (3D) [m]
Figure 26: Achievable SP diameter vs. number of EAs and operating frequency, for a 2D constellation
of EAs according to (32) (left), and for 3D constellations following (34) (right).
Figure 27: Simulation of EVM values for SP diameter of 0.45m. EVMavg=-21.4 dB.
Please note that the calculated SP diameters in the 2D or 3D EA arrangement are only an approxima-
tion. In practice, the SP diameter is typically smaller, depending on the field quality requirements.
Figure 27 shows a simulation identical to those made in Section 3.4.2. The difference is that the op-
timization region (SP) enlarged to 0.48m given by (32). It can be seen that the EVM value now to
degrades -21.4 dB. In the border regions of the sweet spot, the values are even worse. When a DUT
fills out the SP with its electrical size, also the border regions matter, and may have negative influence
to a measurement test result.
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3.6 Emulation Antenna Constellations
For idealWFS theEAshave tobe arrangedwith a distance less than λ/2 tomaintain the spatial sampling
theorem and get the largest possible SP size. Due to hardware constraints that aremainly driven by the
connected costs, only a certain number of hardware channels are available to drive the EAs. Hence, it
is important to distribute the available EAs wisely. By default, it should be possible to emulate a plane
wave from all incidence directions with the same quality, which means that equidistant arrangements
are favorable.
3.6.1 Two-dimensional Constellations
In a two-dimensional OTA setup, the distribution of EAs is straightforward. To achieve optimal em-
ulation results for all directions of signal incidence, the EAs are distributed equidistantly circularly on
a ring, cf. Figure 28. For terrestrial communications, the ring is placed in the x-y-plane at zero eleva-
tion covering all azimuth angles. In the case of satellite communications, the DUT is positioned on
edge such that the former zenith is towards the x- or y-axis; azimuth angles on the OTA ring represent
elevation angles around the DUT.
Figure 28: Two-dimensional arrangement of 16 OTA EAs on a ring. The orange arrows denote the
main beam direction of the EAs. The blue circle denotes the SP area.
3.6.2 Three-dimensional Constellations
For a three-dimensional arrangement of EAs, the distribution of points on a sphere or hemisphere gets
more complex. Kyösti et al. were investigating simple arrangements of EAs in [99]. Distributingmany
points equidistantly on a sphere raised the attention many of scientists. In [100], Saff and Kuijlaars
presented an overview about various distribution strategies. In this section, it is talked about relevant
distributions and the feasibility of each is evaluated.
Beside the first four platonic solids (cf. Figure 29) that were described in Euclid’s Elements 300 BC
[101], there are no other constellations of vertices to distribute points on a sphere ideally equidistant.
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Starting with the tetrahedron, also the cube, octahedron, and the icosahedron provide equidistant
distributions of vertices. The dodecahedron (right) has no equidistant vertex distribution. Beside the
platonic solids, there are other calculations to distribute points almost equidistantly on a sphere.
Figure 29: Platonic solids: Tertahedron, cube, octahedron, icosahedron, and dodecahedron.
3.6.2.1 Chebyshev Grid
TheChebyshev grid [102] distributes points on a sphere angular equidistantly sampled. We change the
definition by using∆ϕ = ∆ϑ = const instead of∆ϕ = 2 ·∆ϑ = const to cover equal distances in
both, azimuth and elevation. A higher density of points in the upper elevation areas is achieved, which
is not beneficial as we want to distribute points equidistantly. In the left hand plots of Figures 30 and
31, a Chebyshev grid using a point spacing of ∆ϕ = ∆ϑ = 30◦ is shown.
3.6.2.2 Lebedev Grid
The Lebedev grid is another quadrature to distribute sampling points on a sphere. Originally it was
designed to provide an optimal arrangement of sampling points on a sphere to decompose data into
spherical harmonic functions of a particular order. Lebedev did not aspire an equidistant grid, never-
theless, most order grids tend to an equidistant distribution. A counter example is the Lebedev grid of
order 13 having 266 points, which are obviously not equidistant. Noteworthy is the octahedral sym-
metry of the points [103]. Figures 30 and 31, middle are showing a symmetry element marked yellow.
The shown grid has 50 (29) points arranged on the sphere (hemisphere). As the construction of a
Lebedev grid is not trivial, it is referred to [103] for further information.
3.6.2.3 Fibonacci Grid
The Fibonacci grid which is also known as Fibonacci spiral or lattice [104] is using the golden ratio to
distributeN points via a spiral on the sphere. The golden ratio is defined as
Φ = 1 +
√
5
2 ≈ 1.618, (44)
and the golden angle as
Ψ = 2pi − 2piΦ ≈ 2.399=ˆ137.5
◦. (45)
Now, the azimuth and elevation angles forN points are computed by









; 1 ≤ k ≤ N ; k ∈ N. (47)
The resulting point arrangement is depicted in Figures 30 and 31 (right).
Figure 30: Distributing points on a sphere: Chebyshev (62/37), Lebedev (50/29), and Fibonacci
(64/32) grid.
Figure 31: Distributing points on a sphere (top view): Chebyshev (62/37), Lebedev (50/29), and Fi-
bonacci (64/32) grid.
3.6.2.4 Optimized Scenario
To save hardware resources, it can be beneficial to include a specific communication scenario by only
placing EAs at scenario-dependent positions. Figure 32 shows two histograms of signal incidence an-
gles for two different communication scenarios. The left hand histogram shows a terrestrial mobile
communication scenario with a user walking through a street, while the signals were emitted from
an elevated base station. A higher density of impinging paths can be seen along the x-axis, because
the street is directed in the same direction. The signal incidence concentrates at low elevation angles
including various ground reflections. Ground reflections may either be caused by streets or sidewalks,
but can also be an effect of the propagation channel measurement setup. For instance, a large ground-
plane where the measurement antenna is mounted on, or the metal top of the measurement car can
be the cause. The right histogram shows signal incidence angles for a satellite communication sce-
nario, namely Galileo satellites. Here, the positive elevation angles up to the zenith are covered. The
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Figure 32: Histograms of the signal incidence anglesΩ for different communication scenarios: Mobile
communications (IlmenauReference Scenario [105], left), andGalileoGNSS (derived from
Spirent RFCS data, right). The white dots denote an equidistant and sub-sampled version
of the histograms.
empty area in positive x-direction is because of no GNSS satellites cross the geographical north pole.
The used coordinate system is situated at Lon= 13.375◦, Lat= 52.518◦ (Berlin). The x-axis directs
towards the north pole on earth (compass needle); the actual north pole is approximately at the co-
ordinate (1|0|1). The upper hemisphere in the plots corresponds to the above-horizon area at the
mentioned location.
For a scenario dependent set Ω of T signal incidence angles (DOAs), we want to find the optimal
constellationA ofM EAs. For this optimization studies, we chooseM = 16 EAs considering the 32
available hardware channels and dual polarization. We define Ω to be the subset of signal incidence
angles by using 256Thomson [106] distributed points on a sphere and choosing those having their po-
sitions where the histogram value is greater than zero, cf. Figure 32, white dots. Using the Thomson
grid, we can avoid having more points distributed at the zenith or nadir, as it is usual in equidistant
azimuth-elevation representations. The optimization is done via minimizing the EVM that is calcu-
lated at the setO ofN OPs. The EVM is defined as















At this pointwedonotwant to gobeyond the lineof the academic approachof the scenario-dependent
optimization. Obviously, placing EAs according to a specific scenario provides an optimal field qual-
ity. However, such approach has – at the moment – no practical relevance, as the placement and
re-placement of EAs and cables according to a specific use-case and therefore signal incidence scenario
yields high effort and is in conflict with economic and wear and tear aspects.
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3.6.2.5 Optimized Sphere Algorithm
Beside the explained fixedly defined grids, we can also use optimization techniques to obtain an opti-
mal grid. Optimization algorithms canbe used to find an almost equidistant grid for a definednumber
of points or EAson the sphere. Formulated as theTammesproblem[107,108] it is the goal tomaximize










This is equivalent to the packing problem [109] that formulates to increase the diameter ofN circles on
a sphere without overlap. Such algorithms are biologically inspired and try to recreate shapes found
in nature, cf. Figure 33. We simulated a grid having 64 points on the sphere (32 on the hemisphere)
using the pattern search algorithm [110] out of MATLAB’s Optimization Toolbox [111]. A drawback
of optimization algorithms is that they may run into local minima. The result of the simulation is
depicted in Figure 34 and 35, left; the algorithm probably ran into a local minimum; the distribution
looks almost equidistant but shows some holes with less dense points distributed.
Figure 33: Simian Vacuolating Virus 40 (SV40) as an example of packing strategies found in nature2.
The Thomson problem [106] uses a slightly different formulation by threating the points as electrons







|ai − aj| . (51)
An iterative algorithm was used to simulate movements of the virtual electrons on the sphere [112].
About 550 iterations were necessary to achieve an error less than 10−6. The result is depicted in Fig-
ure 34 and 35, right.
3.6.2.6 Optimized Sub-Sphere Algorithm
As it can be seen in Figure 32, signals usually arrive from elevations greater than 0◦. In some cases,
ground reflections may appear, as for example in a mobile communication scenario, where signals are
reflected by a street or a sidewalk. The relevant ground reflections are unlikely to impinge from eleva-
tions below−10◦ or−20◦. Hence, covering the whole sphere with antennas is unnecessary and even
uneconomic, as driving multiple coherent hardware channels at large bandwidth is costly. Therefore
2File source: https://commons.wikimedia.org/wiki/File:Symian_virus.png
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Figure 34: Distributing points on a sphere: Using Tammes’ and Thomson’s problem formulation as
64/32 (sphere/hemisphere) configuration. Left using Equation 50, right using Equation 51.
Figure 35: Distributing points on a sphere: Using Tammes’ and Thomson’s problem formulation as
64/32 (sphere/hemisphere) configuration. Left using Equation 50, right using Equation 51.
(top view).
it is sufficient to cover the elevation area of the sphere from aminimum elevation angle ζ = −20◦..0◦






|ai − aj| , ϑa > ζ. (52)
Figure 36 shows the result from using the algorithm presented with Equation 52. When the condition
ϑa > ζ is used to restrict the particles from moving below ζ , many of them accumulate around the
angular border and no equidistant distribution is achieved at the hemisphere area.
To achieve equidistant distribution, we present an iterative approach. The set of M particles that
shall be distributed on the sphere are initialized randomly at an elevation larger ζ . A second set of
R = 2 particles is introduced on the sphere at an elevation of−89◦ in a circular arrangement. This
set of repulsing particles is iteratively increasing its elevation in steps of two degrees. To keep the
repulsing energy over the growing circumference of the R particles, the value R is increased by one
at each iteration step. In each iteration, the Thomson’s algorithm is used to optimize the positions of
theM particles. The condition ϑa > ζ, ∀a ∈ A is tested as the stop criterion at every iteration. The
particle arrangement of the final state is depicted in Figure 37. The blue dots denote theM points
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Figure 36: Example result using the minimization formulation of Equation 52 andM = 32 points.
Figure 37: Demonstration of extended Thomson algorithm. Points on the desired sphere area (blue),
and additional repulsing particles (orange) to force the condition ϑa > ζ,∀a ∈ A. De-
picted is the final optimization state.
which were distributed, while the R orange dots mark the additional repulsing particles needed to
push the others towards the zenith.
3.6.3 Emulation Antenna Constellations: Comparison & Conclusions
Comparing the presented grid types, the Chebyshev grid can be omitted generally because of the non-
homogeneous (too dense) distribution at the poles. The Tammes distribution of points also presents
a non-satisfying set of points with an obviously unequally distributed grid, cf. Figures 34 and 35. Re-
maining is Lebedev distribution at a certain order, Fibonacci, and Thomson grid, which shall be com-
pared now.
Figure 38 presents the results of a comparison between the Lebedev, Fibonacci, and Thomson grid.
The simulation is conducted at a center frequency of f = 1.57542 GHz and a SP diameter of dSP =
0.3 m. To omit dependencies to horizontal or vertical polarization, EAs of right-hand circular polar-
ization (RHCP) are used. A Lebedev grid exists forM = 50 points. The same number of points is
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Figure 38: Comparison of Lebedev, Fibonacci, and Thomson grid. The coloring represents the re-
sulting EVM-values for respective signal incidence angles. The green spheres mark the EA
positions.
chosen for the Fibonacci and Thomson grid, too. The black orientation circles on the spheres have an
elevation distance of 22.5◦.
It can be seen that each grid achieves good results at almost every position (EVM ≈ −30 dB). The
Lebedev grid shows a decline in field quality for high elevation angles to≈ −25 dB EVM. The same
happens for the Fibonacci and Thomson grid, just at different positions. Even small differences in
the points’ distances decline the field quality from that incidence angle noticeably. This is another
argument against the consideration of the Chebyshev and Tammes grid. Concluding it can be stated
that no great difference can be drawn from the EVMvalues. From practical perspectives, the extended
Thomson algorithm according to Section 3.6.2.6 is recommended, because it allows to cover an arbi-
trary elevation area of a sphere, i. e. a hemisphere, with an arbitrary number of points.
3.7 Emulation Antenna Selection
When a plane wave is impinging from a certain direction, it is advantageous to only use EAs to con-
tribute to the wave field that are in a certain angular vicinity. One reason is that fewer optimization
points are needed for theWFS, as the full rank transfer matrix is achieved with fewer OPs, and hence,
themeasurement time needed for calibration reduces. The other reason comes from a geometric point
of view. An electromagnetic wave has its origin and propagates in the opposite direction. This pro-
duces a plane wave in the region of interest, the Sweet Spot (SP). After the calibration process, the
DUT is placed in the SP region to conduct the actual test. The DUTs antenna takes energy from the
electromagnetic field that has i. a. the property of having a certain wave origin. When the plane wave
is constructed using EAs coming from the opposite direction than the direction of incidence, a plane
wave with the same properties can be synthesized in empty space. But when a DUT is placed into the
SP, one part of the wave impinges from the correct direction (i. e. the wave origin), and the other part
from an opposite direction, meaning the DUT prevents the wave-field from having the right shape
after the wave superposition.
To exclude unnecessary EAs, we empirically decided for a cone having the angle β = 80◦ from the
rotation axis, which corresponds to the wave origin, and the cone border. In Section 3.1.2, the EA
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Figure 39: Illustration of antenna selection window size. Top: 90◦ window (blue), two EAs in transi-
tion state; bottom: 80◦ window, one EA in transition state (yellow).
selection was already mentioned shortly. In (17), β is selected to be β = 90◦. It showed that an angle
ofβ = 80◦ is sufficient forWFS. Additionally, theWFS producesmore smooth results if not two EAs
are switched at the same time when a wave moves around the DUT. E. g. if β = 90◦ and the EAs are
placed with an angular distance of 15◦, 15 is a multiple of 90, meaning that two antennas are switched
simultaneously (one on, one off), when the antenna selection window moved along, cf. Figure 39.
The antenna selection can be formulated using the inner product as
X ∈ CN×M ; ∀a ∈ A, if a
T(−κ)
‖a‖ · ‖κ‖ < cos(β), X
′ := X; X ′ := 0 otherwise. (53)
In this Equation,X is the transfer matrix. For an EAa, having an angular distance less than β to−κ,
the corresponding transfer matrix element is put intoX ′, and taken into account for the subsequent
steering vector calculation.
Figure 40 depicts the selection of active EAs. The solid blue line denotes the wave origin −κ, and
the blue sub-part of the gray sphere is the area, where EAs are active and used for the WFS. The gray
EAs do not contribute to the actual wave. The left picture shows a 2D arrangement of EAs, whereas
the right hand image shows the 3D variant. In the 2DWFSOTA case, the wave origin usually has no
elevation, i. e. ϑ = 0◦, this is plotted here just for clearness of the algorithm.
Figure 40: Selection of Emulation Antennas (EAs). The blue solid line marks the wave incidence an-
gle, and the blue bullets symbolize active EAs for the 2D (left), and 3D (right) OTA case.
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3.8 Optimization Points Constellations
The distribution of theN optimization points at the positions on has major influence onto the syn-
thesis result. To avoid an under-determined system of equations for Equation 21 and 23, respectively,
the number of OPs has to be larger than the amount of EAs, i.e.N > M . Besides that, the optimiza-
tion area has to enclose a certain area corresponding to the operating frequency to achieve a full rank
transfer matrix. Therefore, it is recommended to calculate the diameter according to (32), and (34) for
2D, and for 3D, respectively. To maintain the spatial sampling theorem, the point-to-neighbor-point
distance shall be less than λ/2. As every optimization point has to bemeasured by switching eachOTA
EA on after another andmoving to every point, it is beneficial to trying to reduce the number of OPs.
To reduce the number of optimization pointsN and to still meet the requirementN > M , it can be




ACHIEVABLE ACCURACY AND SYSTEM
IMPERFECTIONS
This chapter provides a detailed analysis of imperfections appearing in a WFS OTA system. After
discussing geometrical and polarization influences, a comprehensive EVM analysis is conducted to
evaluate achievable synthesis quality in both a 2D and a 3D setup. A CRLB analysis is conducted by
utilization of the high resolution parameter estimator RIMAX to analyze the WFS quality in terms
of DOA estimation in different Signal-to-Noise-Ratio (SNR) regimes. Noise and drift are analyzed
in various simulations to investigate its influence on analog system components. Finally, a long-term
temperaturemeasurement is conducted to evaluate day/night temperature cycles and the influence on
the Error Vector Magnitude (EVM).
Every system, if its real or ideal has its limitations. The practical restrictions with the number of avail-
able hardware channels and geometrical dimensions set limits to the idealized simulation model as
well. In the first part, ideal simulations are performed to estimate the achievable quality of the electro-
magnetic field inside the Sweet Spot (SP). The simulations provide an upper bound for a field quality
as we do not include practical system deficiencies in the beginning. The Sections 4.2 and 4.3 start with
an analysis of the EA polarization properties that are evaluated using the field quality metric EVM
and PVD. Subsequently the DOA estimation accuracy is evaluated using a high resolution parameter
estimator in Section 4.4.
When the transition from ideal simulations is made towards the practical implementation, additional
effects have to be considered. The OTA hardware is a complex system that is exposed to influences
such as temperature variations, signal reflections, noise, etc. Each factor contributes a piece of known
or unknown uncertainty to the final test measurement, in the easiest manner to the synthesized plane
wave. This chapter handles influences onto the system that occur inside the anechoic chamber, e. g.
noise and drift in Section 4.5, and long-term temperature stability in Section 4.6.
4.1 Geometry-Based Field Degradation
There are some aspects in WFS that are based on the system geometry. Such are, for instance, the SP
diameter, which strongly depends on the number of EAs and the operating frequency. Due to the
constrained size of an anechoic chamber, and of course the maximum transmission power, the EAs
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cannot be placed arbitrarily far away from the SP. This limited size causes two additional problems,
namely the amplitude decay and the curvature of a plane wave.
4.1.1 Amplitude Decay
A plane wave theoretically traveled an infinite distance, such that the plane shape appears. Addition-
ally, the power deviation between two points of observation (SP) is zero. In a real setup, the EAs
cannot be placed at infinite distance. In our setup described later, the diameter of the antenna ring
is 2.83m in the 2D OTA setup, which is restricted by the anechoic chamber dimensions. The closer
the distance between EA and SP, the greater is the power deviation across the SP. Figure 41 illustrates
the problem for an artificial SP diameter of 0.5m. When the EA has a distance of 1.5 m (approximate
radius of OTA ring), the maximum Free Space Path Loss (FSPL) deviation over the SP is 2.5 dB. If a
larger distance of 7m (arbitrarily chosen value) lies between EA and SP, the FSPL deviation decreases
to 0.6 dB. To reduce the curvature, either the 2DOTA ring has to be enlarged, or the number of EAs
has to be increased [7, 48, 90].
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Figure 41: FSPL deviation (amplitude decay) at different distances.
The influence of differently large OTA-rings is depicted in Figure 42. The top plots illustrate simu-
lation results for the present OTA ring diameter of 2.83m. The EVM plot indicates that only in the
center, and orthogonal to the direction of incidence, the EVM has very good values. In the other part
of the white-encircled SP, the field quality is still good, but worse than in the center. In the bottom
plots, the OTA ring diameter is enlarged to 5m. It can be seen that the field quality in terms of EVM
is noticeably better. The PVDmetric, which does not take into account any amplitudes, shows only a
slight difference between twoOTA ring configurations. The right plots directly show the power devi-
ation in decibels compared to the target values. Approximately doubling dOTA approximately reduces
the power deviation in decibels by the factor of two.
4.1.2 Wave Field Curvature
In a 2DWFS OTA setup with horizontally oriented ring, it is no problem to synthesize a wave with
low horizontal curvature (x- or y direction). In z-direction, the curvature of the synthesized wave
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depends, as also the amplitude decay, on the geometrical dimensions of the setup. Figure 43 illustrates
the curvature problem. The black dots denote EAs, where each EA is radiating a wave. The EAs
are arranged in a line horizontally and approximate a line source. This line symbolizes a cutaway of
the OTA ring. In this horizontal direction, the wave curvature is very small (green line). In vertical
direction, the curvature is much larger, and follows the spherical wave propagation (orange line). To
circumvent the wave curvature, either a 3D OTA setup can be used, or the OTA ring dimension is
increased.
Figure 42: Influence of the power decay. Diameter ofOTAring 2.83m (top), and 5m (bottom); dSP =
0.3 m, fc = 1.57542 GHz,NOTA = 16,Ω = {ϕ, ϑ} = {45◦, 0◦}.
Figure 43: Illustrationofwave curvature. Plane shape of resultingwave inhorizontal direction (green),
and circular shape in vertical direction (orange).
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4.2 Polarization of Emulation Antennas
In 2D OTA, where all EAs are placed on a ring, all polarization vectors, both horizontal and vertical
are perfectly in parallel in their individual planes. Hence, when a plane wave is emulated using a single
polarization component of the EAs, the achieved result is optimal. Nevertheless, the parallelism for
the polarization vectors contributing to one wave is present only in a restricted area around the wave
origin angle. Actual channel models enhance the channel description to the third spatial dimension
[113]. Even for 2D emulation, a 3D setup is reducing the plane wave curvature, cf. Section 4.1.2. In
the 3D OTA case, the parallelism is not present at all incidence angles due to the spherical coverage.
Additionally, covering a sphere requires more channel emulators which are the main cost factor of a
WFS OTA setup. To reduce the hardware effort, we investigate the usage of solely linear polarized
antennas for horizontal and for vertical polarization, which we discussed in [7]. For emulation of
both polarizations at the same time or a combination, e. g. RHCP or left-hand circular polarization
(LHCP), dual-linear polarized EAs are necessary, which means twice the effort in signal generator
hardware.
Figure 44: Polarization vectors inϕ (horizontal, red) andϑ (vertical, blue) fromdifferent perspectives.
Left: side view, and right: top view.
Figure 44 shows a spherical arrangement of OTA EAs using a Lebedev grid of order 11. When looking
on the green bullets denoting the EApositions, perfect rotation symmetry between all axes is achieved.
This is different when polarization vectors are taken into account. The red and blue arrows denote the
horizontal and vertical polarization vectors of the dual-linear polarized EA, respectively. The left sub-
plot shows the side view, where horizontal polarization vectors (red) align. The vertical polarization
vectors (blue) point towards the zenith and are in parallel for low elevations. At higher elevations, the
vertical vectors lose parallelism. So, less contribution for vertical polarization can be made by adjacent
EAs in the zenith region. The polarization of the zenith antenna is undefined, i. e. arbitrary.
Figure 45 shows the synthesis results using the PVDmetric for a wave impinging with zero elevation
along and parallel to the y-axis. Please note, that there is no saturation of the PVD value at 10◦, the
colorbar is restricted for visual purposes. Compared to other simulations in this thesis, we turn the
optimization area to be orthogonal to the propagation direction for comparable results in this analysis.
The optimization area is denoted by the white circle, where the OPs are shown by white dots. The
SP diameter is 0.3m. Both polarizations, horizontal (left) and vertical (right) show good results in
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synthesis. For the vertical case, a slight degradation in PVD is visible, which may result due to the
slight tilt of vertical EA polarization vectors at elevations 6= zero.
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Figure 45: PVD results of a plane wave impinging from negative y-axis. Horizontal (ϕ) polarization
(left), and vertical (ϑ) polarization (right). Only according antenna polarizations are used.
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Figure 46: PVD results of a plane wave impinging from positive z-axis (zenith). Horizontal (ϕ) polar-
ization (left), and vertical polarization (right) with corresponding EA polarization.
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Figure 47: PVD result of a plane wave impinging from positive z-axis. Horizontal (ϕ) polarization,
using horizontal (ϕ) polarized EAs and vertical (ϑ) polarized EAs at the same time.
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The second simulation, cf. Figure 46, was conducted with the same parameters. The difference is the
signal propagation direction, which is now along the negative z-axis (from zenith downwards). The
nonparallel polarization vectors result in a strong degradation of the PVD compared to the previous
simulation. The PVD distribution reminds of waves, radiated by line sources. In Figure 47 we use
both polarization components for the horizontal polarized plane wave synthesis along negative z-axis
to achieve comparable results as for the propagation along x-axis.
Note that the simulations that were conducted were along x- and z-axis. At exactly these propagation
origins, an EA is available to contribute most signal power. When a propagation origin has its angle
in between EAs, the synthesis quality degrades additionally. The emulation of lower elevation angles
yields better synthesis results than for higher elevation angles, which holds until the equatorial region.
This effect is discussed in more detail in the following sections.
4.3 Error Vector Magnitude Analysis
In Section 3.4 we presented field quality metrics that are now used to evaluate the achievable field
quality when having a certain constellation of EAs in either 2D or 3D. An important aspect is the
polarization of the EAs. Depending on the wireless standards that shall be emulated in an OTA test,
different polarization requirements hold. However, in some cases simplification canbemade to reduce
the number of dual-polarized EAs without the risk of simulation model oversimplification.
The default simulation setup consists of the OP constellation depicted in Figure 48, where N =
29 OPs are distributed inside the SP. The SP diameter dSP = 0.3m. The frequency used in the
simulations is f = 1.57542GHz.
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Figure 48: Distribution of OPs in coordinate system,N = 29.
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4.3.1 Two-dimensional Emulation Antenna Arrangement
For the two-dimensional (2D) case two configurations are considered, with 16, andwith 24 EAs on the
ring. The value of 16 is chosen due to the 32 available hardware channels. Hence, 16 dual-polarized an-
tennas can be driven. 24 is a number due to practical reasons; the screw holes have an angular distance
of 7.5◦, which allow 48 or 24 antennas to be equidistantly mounted on the antenna ring.
At first, we show results for emulation of linearly polarized waves, cf. Figure 49. The following Fig-
ures 49 and 50 show results for emulation of linear polarized waves, using 16 dual-polarized EAs at
first and then 16 linearly polarized EAs on the 2D ring. For the emulation of a single plane wave, a
subset of the 16 EAs is taken that lies within an angle of 80◦ to the signal incidence angle, cf. Sec-
tion 3.7. Depending on the signal incidence angle, 7 or 8 EAs are used for a single wave synthesis. In
the case of dual-polarized antennas, the double amount of ports is driven. The EAs are depicted by
the green bullets. The red and blue arrows at the EAs denote the horizontal or vertical polarizations,
respectively. As we work 2-dimensionally here, we depict elevation angles only up to 22.5◦. The black
rings have a distance of 10◦ elevation for orientation. The small bars, centered by a black dot denote
the polarization to be emulated. The color code at a certain position of the indicated sphere shows the
resulting EVM at the respective signal incidence angle.
Figure 49: Emulation of vertically (left) and horizontally (right) polarized waves using 16 dual-
polarized OTA EAs.
It can be seen that the emulation of horizontally polarized waves (right) yields good EVM values of≈
−30 dB until elevation angles of±10◦, while vertically polarized waves can only be emulated at zero
elevation. The reason for that is orientation of the EAs and the corresponding polarization vectors.
While the horizontal polarization vectors show parallelism also to the polarization vectors of plane
waves at higher elevations, the vertical polarization vectors do not align to a vertical wavewhen leaving
the equator as they point to the zenith/nadir. The difference of Figures 49 and 50 is that Figure 50
only uses 16 linearly polarized EAs saving half the number of emulator channels. At the first view, no
difference in the resulting EVM is noticeable. However, the second available polarization allows for
slight compensation of the missing parallelism of the polarization vectors. This compensation is only
noticeable for elevation angles different than zero.
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Figure 50: Emulation of vertically (left) and horizontally (right) polarized waves using 16 linear-
polarized OTA EAs.
The effect is depicted inFigure 51. Avertical polarizedwave is simulated impinging fromΩ = {ϕ, ϑ} =
{90◦, 5◦}. The emulation is performed using 16 vertical polarized EAs (top), and for comparison 16
dual-linear polarized EAs that are distributed on the 2DOTA ring. Please note that again, due to the
antenna selection algorithm, only≈ 7 EAs synthesize the wave. From the top plots, it can be clearly
seen that the PVD value of 5.0◦ equals the elevation of the wave. By using also, the horizontally po-
larized EAs, the field quality can be slightly improved, the PVD decreases from 5.0◦ to 4.2◦. The
impact can be seen by evaluation of the steering vector (right plots). When dual polarized EAs are
used, the horizontal polarization contributes with not more than 30 dB below the maximum steering
vector value. Eventually, if only linear polarization of a certain orientation shall be emulated, half of
the emulation hardware can be saved.
Now, the number of EAs is increased toM = 24 EAs,≈ 11 EAs are used for a single wave synthesis
because of the antenna selection algorithm. No additional difference can be noticed in this display
format. Even increasing the number of EAs further does not bring any further improvement of the
EVM value. However, using a higher number of EAs allows to increase the Sweet Spot (SP) diameter
dSP. Considering the frequency versus the number of EAs versus dSP, the graph of Figure 26 shows
that the SP diameter can be increased up to≈ 0.7m.
4.3.2 Three-dimensional Emulation Antenna Arrangement
In this section, we show the achievable field quality in terms of EVM for different 3-dimensional EA
constellations and different SP diameters dSP. Please keep inmind the approximation formula for the
maximum SP diameter according to (34), and Figure 26, respectively. ForM = 16 versusM = 32
EAs on a hemisphere (ζ = 0◦), the achievable SP diameter is 0.30m and 0.43m, respectively. When
covering a sphere instead of a circle, the EA density dramatically decreases, when its number is kept
constant. We again simulate at a frequency of f = 1.57542 GHz. To cover the sphere, we use the
extended Thomson algorithm explained in Section 3.6.2.6, which bases on distributing only relevant
areas above a certain elevation threshold ζ . The simulations are conducted at different SP sizes between
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0.2m and 0.5m in steps of 0.1 m. In Section 3.5, Equation 34, we did already derive an upper bound
for the SP diameter dSP. This bound shall be investigatedwith the following simulations. We simulate
the EVM for all relevant impinging signal anglesΩ on the sphere.
Figure 51: Simulation of emulation of a vertical polarized plane wave impinging fromΩ = {ϕ, ϑ} =
{90◦, 5◦}. Using 16 vertical polarized EAs (top), and 16 dual-linear polarized EAs (bottom).
Figure 52: Emulation of vertically (left) and horizontally (right) polarized waves using 24 linear-
polarized OTA EAs.
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From prior discussions in Section 3.6.2.4, low elevation signal angles were excluded. Hence, we con-
sider minimum elevation angles of ζ = −20◦ and ζ = 0◦ only. Different communication standards
require different polarizations, for example GNSS uses circular polarization, while mobile communi-
cation usually requires linear polarization.
Three polarization types are considered, RHCP, horizontal, and vertical polarization. With the avail-
ability of 32 hardware channels, there are two options.
• Using 16 OTA EAs, but each with dual polarization. This allows to emulate arbitrary polariza-
tions, with the drawback of having just the half of EAs distributed on the hemisphere. Hence,
the emulation quality is worse compared to using 32 EAs.
• Using 32 OTA EAs, by operating them in either RHCP, horizontal, or vertical polarization.
The advantage is to achieve better field quality, but with such setup, one is restricted to a certain
type of polarization. Additionally, practical problems appear, e. g. the question of mounting
all antenna polarization types; this would be possible without high financial effort, but guiding
high quality cables in triple or quadruple manner from EAs to the chambers cable feedthrough
would require a feedthrough redesign, because of the number of ports. To reducemeasurement
reconstruction work, two cables have to be connected to each EA. For linear polarization, only
one antenna port has to be driven. When using circular polarization, either a phase shifter1 has
to be mounted to each antenna or generally RHCP EAs are used. This results in construction
overhead, because the phase shifter can only bemounted on the antenna side and not the signal
generator side, as the exact cable lengths, and therefore phase differences are not known.
In the following simulations and figures, the green bullets denote the EAs. The arrows denote the
excitation polarization of the EAs, i.e. a circular arrow stands for RHCP, a single arrow for linear po-
larization, and two orthogonal arrows for using both horizontal and vertical polarization individually
and at the same time. The color of the sphere at a certain incidence angle denotes the EVM value that
is a logarithmic calculus of the linear average at points distributed equidistantly inside the SP area.
In the first scenario, depicted in Figure 53, the emulation of circular polarization is simulated. In
the ζ = 0◦, 32 RHCP antenna case, an acceptable field quality can be achieved up to a SP diameter
of 0.4m [8]. When ζ is set to −20◦, already the 0.4m SP case at the border to an insufficient field
emulationquality. With 16dual-polarizedEAs, the SPdiameter reduces to about0.2m. As a good field
quality, we defined to have an EVM value less than -20 dB or less than -30 dB under ideal conditions.
As it is hard to judge on the EVM requirements, Section 4.4 utilizes the DOA estimation accuracy as
a more practical metric.
In the second scenario (Figure 54), horizontal polarizationwas analyzed. In general, the SP vs. number
of EA limits stay the same. Themajor difference is that the EVM for horizontal polarization performs
better in the equatorial region when using only horizontal polarized EAs. This is based on the higher
parallelism of the EA polarization vectors for low elevations [7]. In contrast to the better performance
for low elevations, the high elevation angles show the opposite behavior. Here, the synthesis quality
significantly decreases.
In the vertical polarization scenario, presented in Figure 55, we can see a similar result as for theRHCP.
The difference is the same as for the horizontal polarization to theRHCP case: For linearly excited EAs
1In practice, additionally two splitter and two combiner are required. All modules could be easily manufactured in a
printed manner on a circuit board, but are then restricted to certain frequencies (narrow-band).
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the field quality is also below average for high elevations for the same reason: The polarization vectors
of the EAs significantly differ in rotation angle from each other in the zenith region.
To conclude this discussion, another aspect canbe accounted for. Whenwedistinguishbetween terres-
trial mobile communication and satellite communications, very different elevation angles are covered
by different systems. This was shown in Figure 32, where terrestrial communication systems rarely
cover elevation angles above≈ 22.5◦, but also have small negative elevation angles due to ground re-
flections. Satellite systems only have positive elevation angles because of the horizon shadowing. They
range up to the zenith. SomeGNSS receivers even omit low elevation satellites because of atmospheric
penetration and signal degradation effects.
Beneficial is a mixed polarization arrangement of dual polarized OTA EAs for low elevation angles,
and RHCPOTA EAs for higher elevation angles. This leads to the advantage not to having to spend
more thanone signal generator chain for eachhigher elevationEA. Additionallywe are able to emulate
LHCP signals in lower elevation angles using the dual polarized antennas, which occur due to signal
reflections that cause a polarization reversion.
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(a) dSP = 0.2 m
(b) dSP = 0.3 m
(c) dSP = 0.4 m
(d) dSP = 0.5 m
Figure 53: Emulation of RHCP, using 16 dual-linear polarized EAs (left two columns), and 32
RHCP EAs (right two columns). From left to right: minimum elevation ζ =
−20◦, 0◦, −20◦, and 0◦.
4.3 ERRORVECTORMAGNITUDE ANALYSIS 75
(a) dSP = 0.2 m
(b) dSP = 0.3 m
(c) dSP = 0.4 m
(d) dSP = 0.5 m
Figure 54: Emulationofhorizontal polarization, using 16dual-linear polarizedEAs (left two columns),
and 32 horizontally polarized EAs (right two columns). From left to right: minimum eleva-
tion ζ = −20◦, 0◦, −20◦, and 0◦.
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(a) dSP = 0.2 m
(b) dSP = 0.3 m
(c) dSP = 0.4 m
(d) dSP = 0.5 m
Figure 55: Emulation of vertical polarization, using 16 dual-linear polarized EAs (left two columns),
and 32 horizontally polarized EAs (right two columns). From left to right: minimum eleva-
tion ζ = −20◦, 0◦, −20◦, and 0◦.
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4.4 Cramér-Rao Lower Bound and DOA Estimation Accuracy
In the previous section (4.3) wewere analyzing the achievable EVMand the according accuracy for dif-
ferent EA constellations and polarizations. While the EVM is an accuratemetric, it is a very pessimistic
one at the same time. To get a more vivid impression of the achievable accuracy of WFS, we analyze
the DOA estimation accuracy in this section. For example, GNSS Controlled Reception Pattern An-
tennas (CRPAs) use DOA algorithms to estimate the position of interfering signals for the purpose of
mitigation. Hence, it is indispensable to guarantee high precision for the signal DOA emulation.
In the following simulations, we use ideal Uniform Rectangular Array (URA) antennas with an el-
ement spacing of λ/2 at fcenter = 1.57542GHz, depicted in Figure 56. By using ideal antenna el-
ements, we can avoid any influence coming from a real measured radiation pattern, e. g. coupling
effects, and additionally reduce the factors of uncertainty for the system accuracy estimation. Three
types of URAs are used, with 2 × 2, 3 × 3, and 4 × 4 antenna elements. In practical applications,
usually the antenna size does not exceed the (2× 2) · λ/2 case bymuch. This is because of the antenna
compactness and weight. Nevertheless, the antenna housing also has influence on the antenna behav-
ior such that we also consider the larger cases with 3 × 3 and 4 × 4 to get an impression of the field


















Figure 57: Illustration of field vector significance related to their antenna element distance.
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In this simulations, wemake a simplification of treating each antenna element as infinitesimally small.
For DOA estimation this means that only the field vectors, appearing at the positions of the antenna
elements are considered for the estimation, not the ones in-between. In practice, all field vectors over
the whole antenna surface are of importance. From discussions [114] it turned out that the influence
of the field vectors at larger distance from the element center influence the resulting voltage of the
antenna port with hyperbolic declining significance, cf. Figure 57. The weighting of the local field
strengthby the aperture function is an interesting topic, which innot yet solved and is also not handled
here.
The following subsections investigates the presented URA configurations in terms of DOA estima-
tion accuracy with the same EA constellations as used in Section 4.3 to guarantee comparable results.
The only difference is that we nowuse ideal antenna arrays, which do not take into account horizontal
or vertical polarization. Hence, also the OTA EAs do not have polarization orientation.
4.4.1 Standard Deviation of Direction Of Arrival Estimation
To proof the validity of a simulation configuration, we conduct Monte Carlo (MC) simulations with
1,000 iterations. The calculated steering vector for the EAs for a certain impinging signal angle is mul-
tiplied with the transfer matrix to get the synthesized field vectors esynth at each antenna element
position. Additionally, the synthesized direction of the Poynting vector Ssynth of the plane wave is
calculated to obtain the antenna elements’ complex values for this direction. Those complex values
are multiplied with the synthesized field vectors esynth to represent the complex output values at the
antenna ports. These values are now superimposed by noise to perform the MC simulation. The
noise power is adapted to the simulation requirements in terms of a certain SNR which is explained
later. Hence, the influence of the noise at the antenna ports is investigated on its influence to theDOA
estimation result, evaluated by the deviation and variance in azimuth and elevation.
Figure 58: Simulation setup for the 3×3URA configuration (maroon) withM = 32 and ξ = −20◦
(blue). The white dotted line denotes the investigated signal trajectory.
Figure 58 shows the according configuration. Simulating the whole hemisphere would take too long.
Hence, a trajectory is laid on the hemisphere (white dotted line), covering all elevation angles to look
at all relevant parts. To avoid ambiguities at the zenith, the trajectory is placed such that the pole is
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omitted. As an example, the figure shows the URA with 3 × 3 elements. The blue dots symbolize
the EA positions. The MC simulations were conducted for all three Receiver (Rx) antennas, and
for all four OTA EA configurations. As EA configuration we chose the same 3D constellations as in
the EVM analysis. M = 16 EAs andM = 32 EAs is investigated as well as ξ = 0◦ and ξ = −20◦.
The investigatedmetrics are the CRLB as described in Section 2.6.1, the according StandardDeviation
(STD), the RootMean Square Error (RMSE), and theMean Bias Error (MBE) for each, azimuth and
elevation. The definitions of the statistical metrics can be found in Appendix A.3. The analysis of the
statistical metrics is conducted at three different SNR values: at 5 dB, 10 dB, and 20 dB.
Figure 59 shows the first simulations for the 2 × 2 Rx antenna usingM = 16 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right). The system model including the used RIMAX estimator is called effi-
cient, when the MC-estimated STD meets the CRLB. This requirement is met in both cases. Due
to the use of spherical coordinates, an effect that appears: At high elevation angles, the estimation of
azimuth is worse, because of the higher closeness of azimuth angles (central indexes at 10 and 11). For
the elevation estimation, the opposite effect appears: The elevation estimation is less accurate for low
elevation angles. This is not because of the coordinate system but because of the antennas of inves-
tigation, which are planar URAs. If the antennas had been stacked in z-dimension, this effect would
be less significant. The RMSE of the estimation closely converges to the CRLB. The estimation bias
errorMBE is below the CRLB and ranges around one degree. Hence it can be stated that theWFS for
that EA and Rx configuration works very well.
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Figure 59: MC simulations for a 2 × 2 URA with an SNR of 20 dB,M = 16 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right).
The effect of differently Stacked URAs onto the CRLB is depicted in Figure 60. For NZ = 1, the
Rx antenna element configuration is identical to the one used for the simulations with the 2 × 2
URA (x-marker). When NZ = 2, two layers appear, where the second has a distance of ∆Z = λ/4
in the-dimension (triangle marker). For NZ = 3 the procedure is analog (star marker). The more
height the Rx antenna has, the larger is the antenna aperture in z-dimension. This allows for more
accurate elevation estimation around zero elevation. The reason for this effect is the seen aperture in
z-dimension: when looking onto aNZ = 1 URA from zero elevation, the extension in z-dimension
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is zero which does not allow for any elevation estimation from that perspective (lim
θ→0
(CRLB) = ∞),
while the extension in x- or y- dimension is still present.
Test position index





















































Figure 60: CRLB for different version of stacked URAs. If N = 1, only one URA layer is present.
∆Z = λ/4
The next configuration, depicted in Figure 61, has the difference of using theM = 32 EA configura-
tions. Due to the more EAs used for WFS, the result is better. The mean estimation error (MBE) is
almost zero.
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Figure 61: MC simulations for a 2 × 2 URA with an SNR of 20 dB,M = 32 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right).
In the next simulations, the Rx configuration for the 3 × 3 URA is examined. BothM = 16 EA
configurations show huge estimation errors. In the ζ = −20◦ configuration (left), the estimation
bias is larger than ten degrees (indexes 6 and 15). When looking in Figure 67 at theM = 16, Rx
3 × 3 configuration it is visible that due to the lower EA density at those positions the estimation
error appears. For ζ = 0◦, the estimation error is less with around two degrees, but still above the
achieved CRLB.
In Figure 63 the 3 × 3 Rx antenna is investigated forM = 32 EAs. Here, the resulting mean error
values are again below one degree. The configuration is appropriate forWFS andDOA estimation.
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Figure 62: MC simulations for a 3 × 3 URA with an SNR of 20 dB,M = 16 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right).
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Figure 63: MC simulations for a 3 × 3 URA with an SNR of 20 dB,M = 32 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right).
In the Figures 64 and 65 the Rx 4 × 4 configurations are under analysis. WithM = 16 OTA EAs,
the MBE is far above the CRLB values. Also the STD does not approach the CRLB at all values,
meaning that the estimator model is not appropriate anymore, the DUT antenna is too large for the
WFS emulation configuration. In Figure 65, withM = 32, the errors are less, but also with about 5
degrees very high for the used SNR value of 20 dB. This shows that the WFS and the achievable SP
diameter run into the limit withM = 16, but also withM = 32 OTA EAs. Please note that with
the 4× 4 Rx configuration, the array has the dimensions of 28 cm× 28 cm.
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Figure 64: MC simulations for a 4× 4 URAwith an SNR of 20 dB,M = 16 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right).
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Figure 65: MC simulations for a 4 × 4 URA with an SNR of 20 dB,M = 32 OTA EAs, ζ = −20◦
(left), and ζ = −0◦ (right).
To investigate the influence of different SNR values, we present simulations for 5 dB, 10 dB, and 20 dB
SNR in Figure 66. Therein, the 3×3URA is takenwithM = 16OTAEA at ζ = −0◦. In principle,
the SNR is a scaling factor for theCRLB values. The figure shows that lower SNRvalues yield amodel
mismatch as the STD cannot approach the CRLB curve. This might be due to additional maxima in
the estimation plane that are considered optimal instead of the true values in the low SNR regime.
The STD strongly depends on the SNR. The MBE stays almost constant for the different signal to
noise ratios, as it averages over the 1,000MC iterations and might hide outliers.
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Figure 66: MC simulations for a 3 × 3 URA with an SNR of 5 dB, 10 dB, and 20 dB,M = 16 OTA
EAs, ζ = −0◦ (right).
4.4.2 Direction Of Arrival Estimation Accuracy
In this section, we omit the efficiency of theRIMAXestimator, and lookpurely on the estimated angle
deviation. Figure 67 is showing the results, while each row stands for one Rx configuration, namely
2× 2, 3× 3, and 4× 4. From left to right, theM = 16 EA constellation for ξ of−20◦, and 0◦, and
theM = 32 EA constellation again for ξ of−20◦, and 0◦ is under review. The white dotted line is
not directly used here, it should show the analyzed positions from Section 4.4.1, because similarities
to the CRLB analysis are visible.
In the 2×2Rx configuration, we achieve good estimates with an error of lower than 5◦. TheM = 16
configuration of ξ = 0◦ shows larger deviations at the equator line, where signals impinge from a
direction between adjacent EAs. At those positions WFS is not able to produce adequately plane
waves because of the EA distance and the missing EAs below the signal incidence angles.
In the 3×3Rx configuration, theDOA result shows high degradation for theM = 16 and ξ = −20◦
constellation. Only few angles are estimated correctly. AtM = 16 and ξ = 0◦, we see a degradation,
as in the 2×2Rx configuration at the equator. WithM = 32EAs, the results are still in an acceptable
region.
With the 4×4Rx configuration, where the Rx diameter already is at≈ 20 cm×20 cm, theM = 16
EA configuration is not applicable any more. WithM = 32 EAs, we see for both ξ configurations a
DOA estimation degradation at the equator, and for ξ = −20◦ an estimation error of mor than 5◦ at
the pole.
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Figure 67: DOA estimation accuracy for all incidence angles on the hemisphere. Simulated at the pre-
viously discussed OTA EA and Rx configurations using RIMAX. Rx is a URA with λ/2
element distance. The black dots are the EApositions, thewhite dotted line is the trajectory
from the previous simulation only for comparison with the previous sections results.
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4.5 Noise and Drift
This section analyzes the noise influence onto the WFS result as we presented in [9]. This is of rele-
vance, because in the actual setup 32 synchronized hardware channels contribute to the synthesis of a
plane wave that shall be emulated in the SP area or volume. Figure 68 shows the digital to analog per-
spective of theOTAhardware. Thedigital input signals pass through theOTA/WFSprocessingblock,
where antenna weights are applied for a certain Angle Of Incidence (AOI) and propagation channel
for each signal individually. Each output path is digital-to-analog converted and up-converted. To
maintain phase-coherency, a shared Local Oscillator (LO) drives the up-converters. The LO is fed by
an external 10MHz reference signal that is used commonly for all devices in the Facility for Over-the-
Air Research and Testing (FORTE) facility. After up-conversion, the signals are power-amplified and












Figure 68: Signal generation chainwith digital (blue) to analog (black) conversion, up-conversion, am-
plification and propagation.
With having practical devices, an amount of instability or uncertainty is introduced to the WFS. De-
pending on the observation time, we distinguish between noise and drift that appears for short and
long time, respectively. Nevertheless, both types describe the physical process of uncertainty of a sig-
nal over time. Noise is characterized by its statistical properties as for example the distribution and the
corresponding parameters. In our case of 32 parallel hardware channels, also the correlation between
the hardware channels plays a role. To characterize noise effects, we impair the steering vector s that
is determined using the measured transfer matrixX and (21) by
[e(ν)o1synth . . . e
(ν)
onsynth]
T = X(ν) · s, (54)
where esynth is the resulting electric field vector that is present at a certain position o and time in the
SP. The steering vector s ∈ CM×1 describes a single signal source with a certain AOI having antenna
weights forM OTA EAs.
We conduct a simulation in a 2D OTA setup and evaluate the noise influence by investigating the
EVM (cf. Section 3.4.1) and PVD (cf. Section 3.4.2) metric. Only vertical polarization are considered
for simplicity, radiated from 16 ideal OTA EAs by default. The OTA ring diameter is, as in reality,
2.83m in diameter. To evaluate the noise influence, we lay out OPs in a uniform grid with a point
distance of 1/20 sweet spot diameter and conduct aMC simulationwith 1,000 iterations. To determine
the SP diameter according to a certain number of EAs and frequency, we use (32). the simulations are
performed for 4 up to 24 OTA EAs in steps of four. The analyzed frequencies are 500MHz to 3GHz
in steps of 500MHz. To avoid too optimistic or pessimistic cases, the plane wave’s AOI is drawn
randomly in the 1,000 trials in the azimuthal range of−pi ≤ ϕ ≤ pi at the elevation ϑ = 0.
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With the relatively small geometrical size of the OTA ring, we have also to think about the far-field
condition that is required by standardization bodies. The transition between the near-field and far-
field is described by the Fraunhofer-distance 2d2/λ. We also consider λ and d to get the minimum








where ff stands for far-ﬁeld, d = 0.11 m being the aperture size of the OTA EA. The available re-
gions of operation are depicted in Figure 69. According to the number of used EAs, the sweet spot
size (radius rSP) changes (cf. (32)), the more EAs, the larger the SP size. For lower frequencies, the
wavelength has the highest impact onto lff while above≈ 2 GHz the Fraunhofer-distance dominates.
It can be stated that optimal far-field conditions appear starting from 0.5 GHz upwards. Hence, we
omit frequencies lower 500MHz.
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Far field distance  (OTA antenna)
Figure 69: Depiction of SP radius (blue) for different numbers of OTA EAs and forbidden near-field
region (red).
Figure 70 shows one simulation trial for clearness of the sweet spot percentage. The simulation shows
the resulting EVM, with the configuration of 16 OTA EAs at the frequency of 1.5 GHz. The black
circle denotes the standard SP, whose diameter was obtained using (32). The two smaller and larger
white circles stand for 0.8, 0.9, 1.1, and 1.2 times the SP size.
To validate Equation 32, we conducted a simulationwhere we considered every configuration, namely
4 to 24 EAs, and the frequencies from 500MHz up to 3GHz in the step sizes mentioned above. The
simulation results are shown in Figure 71 in the form of PVD and EVM. Whenwe look at 100% of the
SP diameter, wewould expect the errormetrics still to be in an acceptable region. However, we can see
an upper bound for themean PVDof already 10 degrees. Also the EVM for the regular SP size rises up
to≈ −20 dB. This effect is caused by the optimization algorithm and geometrical aspects. As theOPs
are laid out in SP, the region with the best field quality is in the very center. When we approach the
SP border, the error values already rise dramatically and yield the bad result when averaged. To avoid
this edge effect affecting the simulation results, we chose the empirical value of 70% of the SP and only
consider the values inside for the following simulations. Please note that this precedent simulation
was conducted without noise.
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Figure 70: EVM [dB] simulation of a ring of 16 EAs at 1.5 GHz. The black ring shows nominal sweet
spot size according to (32), the white rings 0.8, 0.9, 1.1 and 1.2 times the SP size































Figure 71: PVD and EVM as a function of the percentage of the SP. The lines denote the different
frequency/number of EAs configurations.
In Figure 72 we present the baseline values for the different EA vs. frequency configurations that were
simulated using the 70% SP rulementioned above. Due to the fact that the SP size adapts according to
frequency and number of EAs, one would expect the EVM value to be almost constant for different
configurations. This does not happen, especially for the low frequency, high antennanumberM cases,
where the SP is very large, compared to the diameter of the OTA ring. ForM = 24 OTA EAs and
the frequency f = 0.5 GHz, we get a SP diameter of dSP = 2.29 m, note that the OTA ring diameter
is rOTA = 2.83 m. The poor EVM values in these configurations appear due to geometrical reasons
that consist of amplitude errors, where the ideal wave has less amplitude decline, and the circular wave
shape of the EAs, with which we try to synthesize a plane wave. To verify this theses, we simulated
exactly with the same parameters, except the OTA ring radius being rOTA = 1, 000 m dSP, the re-
sults are shown in Figure 73. Herewe can see the expected behavior being almost constant for different
frequencies, and in general much better also for the differentM configurations.
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In the following simulations, we concentrate therefore on the configuration with f = 1.5 GHz and
M = 16 EAs, if not stated differently. The noise-free baseline parameters for this particular setup











































































































Figure 73: Baseline mean EVM values without noise, rOTA  dSP.
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4.5.1 Fixed Amplitude and Phase Errors
Nowwe consider impairments that influence the system. These can affect the system as amplitude or
phase errors. We model them as influencing the steering vector s:
sErr = gErr · exp(jφErr) · s. (56)
The erroneous steering vector sErr is influenced by amplitude noise gErr, and phase noise φErr, where
each vector has the same size as s. Within this simulation, only one EA is impaired at a time. The AOI
Ω = {ϕ = 45◦, ϑ = 0◦} of the synthesized plane wave coincides with the position of EA number 5.
The error range forφErr was between zero and 10 degrees. The amplitude error gErr between 0 dB and
2 dB. In Figure 74, we can see that it is of importance, which EA is disturbed. The steering vector s
has a high decline of magnitude from themain EA to the outer ones, cf. Figure 75. Hence, the highest
impact has the antenna contributing the most power to the resulting plane wave. When an antenna
is disturbed, which is more than two EA positions away, almost no effect is noticeable. In Figure 74,











































Figure 74: Phase (left) and amplitude (right) impairments added to individual EAs of a 16 antenna
ring.
In the next simulation, we disturbed all EAs equally. This is an academic case but it clearly shows
the difference between both metrics, the EVM and PVD, see Figure 76. While the EVM now shows
the same behavior across all EAs (left subplot), the PVD is unaffected of such errors and keeps the
baseline error value (right subplot). In practice, an error influencing all EAs equally corresponds to a
phase shift of the signal. While the EVMmetric is designed to compare targeted field vectors with the
synthesized ones, which both include phase, the PVD value only indicates the directional deviation of
the Poynting-vector.
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Figure 75: Normalized steering vector s for current simulation setup. The wave AOI coincides with










































Figure 76: Comparison of error metrics in the case all EAs being equally disturbed. Sensitive EVM
value shows effect while PVD stays at the baseline value.
4.5.2 Random Amplitude and Phase Errors
Nowwecome to amore realistic case ofnoise influence,wherewemodel a randomprocess that impairs
the phase term. To obtain comparable results to the case of a shared oscillatorwith added independent
local noise, we draw phase noise values from a multi-variate zero-mean Gaussian distribution [115]
φErr ∼N (0,Σ), (57)
with the parameter Σi,i = σ2, Σi,j = χσ2 for i 6= j, φErr ∈ RM×1; χ is the coherence parameter.
Additionally, in this simulation the AOIwere drawn randomly at eachMC iteration. Figure 77 shows
the simulation results in measured of EVM and PVD as a function of different phase error standard
deviationsσ andnoise coherence factorsχ. It canbe seen that different levels of coherence donot affect
the EVM value. For σ = 10◦ the EVM rises in a region where errors already deteriorate measurement
results. The PVD takes coherence into account as full coherent noise represents just phase noise of
the synthesized wave, but does not turn the Poynting-vector. For the coherence factor of χ = 100%,
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the DUT will not be able to distinguish between the possible noise sources being the OTA signal
generators, reference clock, or the own local oscillator. This means that the EVMmetric might be too
pessimistic for high coherence values. With less coherence, the Poynting-vector steers into different
directions and causes the mean PVD to rise above 1◦. When we investigate amplitude noise, we get
similar results. With σ = 1 dB amplitude noise standard deviation, the error metrics reach the same
regions as with ten degrees of phase noise standard deviation, see Figure 78.
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Figure 77: Mean EVMandPVDas a function of different phase noise standard deviationsσ and noise
coherence χ.
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Figure 78: Mean EVM and PVD as a function of different amplitude noise standard deviations σ and
noise coherence χ.
4.5.3 Emulation Antenna Variation
In this section, we investigate the amplitude noise and phase noise influence onto the synthesis result
when having different numbers of OTA EAs. We investigate values ofM = [8 ... 24] in steps of 4.
The simulation results are depicted in Figure 79. In the noise free case, we can see the less field quality
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for higher numbers of EAs and the larger SP size, respectively. When the influence of the amplitude
and phase error rises, the geometrical aspects (cf. Figure 72) are covered completely and noEAnumber
dependency is visible any more. This effect vanishes at around σφ = 5◦/σg = 5 dB. With the full




























































































Figure 80: Mean EVM as a function of phase error, amplitude error, and the frequency.
4.5.4 Frequency Variation
In this section, we vary the frequency in the range of f = [0.5 ... 3.0]GHz in steps of 0.5 GHz, cf.
Figure 80. Note that for different frequencies also different SP sizes appear which corresponds to the
EVM rise for lower frequencies. We can again see the covering effect as in the previous simulation at
about σφ = 5◦/σg = 5 dB.
4.6 TEMPERATURE VARIATIONS 93
4.6 Temperature Variations
Besides the noise values that are caused by hardware imperfections and instabilities, the temperature
has a major influence onto the synthesis result. This is based on the cables that are bound from the
OTA hardware signal generators towards the anechoic chamber. In our actual setup, 24 cables of
three different manufacturing types, having a length of ≈ 15 m each, guide the signals to the ane-
choic chamber. As we operate with an interim solution, the cables are guided through the corridor,
cf. Figure 84, where they are exposed to unstable temperature influences, mainly coming from the
laboratory heating control but also sunlight warming throughout the day.
Figure 81 shows the phase change of a Commercial Off The Shelf (COTS) RF cable as a function of
temperature [116]. Here, we only consider the purple curve. It can be seen that at the usual operating
temperature of 20◦, the phase curve has a very high steepness. When we consider, for example, a
temperature variation of ±1◦K , this results in a phase change delta of 70 parts per million (PPM).
At a cable length of 15m this corresponds to an equivalent length change of 1.05mm; at a frequency
of f = 1.5 GHz this leads to a phase drift in a range of 1.89◦. At around 40◦C the change due
to temperature influence is almost constant, but the air conditioning of all system parts is either not
feasible for the OTA SP hardware, or very costly, when the high temperature has to be kept constant
at 40◦C in the relevant parts of the laboratory building.
Figure 81: Phase stability of COTS RF cables for different temperatures, plot taken from [116].
To evaluate temperature influences onto themeasurement results, we conducted a long-termmeasure-
ment over three days in May 2015. Using the electromagnetic field probe, we continuously measured
the EVM inside the SP. Figure 82 shows the EVM values as well as the temperature values inside the
anechoic tent and the corridor over the measured period of three days. We can clearly see a periodic
behavior per day. For some reasons, two peaks of slightly worse EVM per day appear. Despite the
EVMpeak of around -25.5 dB EVM at Thu., 6 a.m., it is still in an acceptable region, with being 3.5 dB
above the best achievable value. The second shorter peak at≈ 6 p.m. can be explained by solar radia-
tion at the time, when the sun turns around the building at 3:25 p.m., warming up the studio and the
anechoic tent, until the sun sets at 9:24 p.m. in the evening, see Figure 83. The sun incidence angle can
be seen at the time, the measurement was taken. At the point of interest (POI)-side of the building,
large windows allow the studio area to warm up in the evening hours, cf. Figure 84. The satellite plot
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Figure 82: EVM evolution in the period of three days.
also shows the antenna tower, for orientation. Please note that the plot shows a zoomed version of
the EVM over time values, to make the temperature influence visible. Even at the worst case EVM of
-25.5 dB, we are in an acceptable region. The lower subplot shows the according temperatures. The
corridor temperatures follow the same cycle as the tent ones, but the temperature swing is with about
1◦ K larger. Due to air mass displacement, also reasoned by scientists walking along, the tempera-
ture evolution is influenced by noise after noon. The temperature inside the anechoic tent has lower
variation because of no wind stream is disturbing the air condition. This is also the reason why the
tent temperature cycle is lagging about 3 h. The EVM calibration and measurement was started on a
Wednesday afternoon/evening, when the temperature cycle has up-station. This explains the EVM
degradation in the night and morning hours, when the temperature has its minimum.
If we would not have considered a coherent receiver for the EVM analysis, the resulting values had
been better, as explained in the previous section (4.5). When all cables are equally influenced by tem-
perature, the resulting effect would only be a time delay. An effect that cannot be identified with the
usedmeasurement setup is the influence of the different cables that were used to connect theOTA an-
tennas. If the temperature behavior of different cable types differs, then the EVM is also influenced.
It is important to mention that we conducted the temperature measurement exactly one year after
the EVMmeasurement. The dates at the x-axis of Figure 82 are synchronized. The reason is the un-
availability of the temperature recording device when the EVMmeasurement was conducted. Due to
the high measurement preparation and conductance effort, we did not want to repeat the measure-
ment. Anyways, the temperature measurement shall only provide a coarse impression of the temper-
ature evolution inside the laboratory building. As only one temperature sensor was available, we first
recorded the tent temperature from Tuesday, 10th of May, 2016 till the next Sunday, afterwards the
corridor temperature from Tuesday, 17th of May, 2016 till the next Sunday. The EVMmeasurement
took place fromTuesday, 7th ofMay, 2015 until the next Sunday. Wewanted to keep the week-rhythm
to measure possible weekday–weekend influences. The weather conditions inMay 2015 were compa-
rable to the conditions in May 2016.
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Figure 83: Sun path relative to FORTE building, available at [117]. The orange dot denotes the sun
position. At about 3:30 p.m. the sun turns around the building to start heating the studio.











Figure 84: Ground plot of the first floor of the FORTE building, including interim anechoic tent,
cabling, and OTA SP HW. The position of both temperature sensors are marked. Plot
derived from escape and rescue plan, created by [118].
VHARDWARE SETUP&CALIBRATION
The first part of this chapter describes the hardware setup that is used to perform WFS-based OTA
tests which includes the anechoic chamber equipped with a set of EAs, a positioner, field probes,
and the signal processing hardware. The second part presents a novel system calibration procedure
using electromagnetic field probes. Next to the calibration procedure for system influences like de-
lay, antenna radiation pattern, etc., an independent power calibration procedure is conducted subse-
quently.
5.1 Anechoic Chamber
Figure 86 shows a sketch of the anechoic chamber "tent", which is an interim solution until the larger
anechoic chamber is completely built up. Starting from the outside, the tent is enclosed by a flexible
metal-layered fabric to shield the RF radiation. Within the shielding, the tent is covered with RF
absorbers to avoid signal reflections. The absorbers have a minimum frequency of≈ 1 GHz, with a
maximumreflectivity level of -30 dB, cf. Figure 85. The lowest possible frequency, the signal generators




Figure 85: Reflectivity characteristics of EHP-8PCL absorber, taken from [119].
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5.1.1 Positioner and OTARing
As the tent is designed for 2DWFS, an OTA ring with a diameter of 2.83m (inner circle) is installed.
It carries 24 OTA EAs that are used to synthesize plane waves. When the field probe is unmounted
for the actual test procedure measurements, the DUT can have a maximum size of 86 cm towards the
positioner platform at the bottom, and 53.5 cm to the chamber top. These measures are the overall
restrictions of the tent. Usually, DUTs are significantly smaller, as the WFS quality restricts the size
with the number of independently drivable hardware channels and OTA EAs, respectively. At the
inner side of the OTA ring, additional absorbers were attached to avoid reflections from the ring.
Reflections without those absorbers were discovered during the initial calibration process. A detailed
analysis of the reflections is given in Section 6.1.
The positioner platform (yellow, cf. Figure 86) carries absorbers to cover the positionersmetal-rails. In
the 2D-tentOTAversion, the positionermoves along x- and y-direction. The z-axis is immobile beside
the azimuth rotation. The final 3D-OTA version will also allow for z-axis movement. The schematic
further shows the electromagnetic field probe(s) that is/are used in the calibration process. By default,
a field probe is mounted in the antenna ring plane to produce plane waves in that plane as well. The
advantage of the field probe is the very small cross section of 6.6 mm×6.6 mm that allows for precise



















Figure 86: Sketch of anechoic chamber "tent".
5.1.2 Emulation Antenna
In Figure 87, a closer view onto the OTA EA can be made. The antennas are manufactured by IRK
Dresden [121]. The left hand picture depicts the back side of the antenna, where the Sub-Miniature-
A (SMA) ports for the horizontal and vertical antenna components are. The right picture shows the
front side. Thewhite cross encloses the crossedVivaldi hornswithRF-transparentmaterial [122]. The
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black material is an absorbing layer. The coordinate system shows the azimuthϕ, elevation ϑ, and co-
elevation$ directions. The radiation pattern is depicted in Figure 88 (2D) and Figure 89 (3D). Co-
and cross-polarized excitation is shown for both ports. The 3 dBbeam-width is larger than 80◦. A large
beam-width is important because a virtual plane wave with a theoretically infinite distance produces
a constant power distribution inside the SP. With an EAs having almost such isotropic radiation over
a wide angle, it is easier to synthesize plane waves because every position of the SP is illuminated by
approximately the samepower of an antenna. The cross polarization discrimination (XPD) is at 17 dB.















































H port, h excited
V port, h excited
H port, v excited
V port, v excited
Figure 88: Radiation pattern of EA as a cut over azimuth (left), and elevation (right) for frequency
f = 1.5 GHz.
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Figure 89: 3D Radiation pattern of EA for H port, h excited (left), and V port, v excited (right) at the
frequency f = 1.5 GHz.











Figure 90: OTA hardware.
The signal processinghardware,manufacturedby InnovationszentrumfürTelekommunikationstech-
nik GmbH (IZT) [123], is the centerpiece in terms and functionality and also the main cost factor of
the OTA system. The real hardware, and a schematic are depicted in Figure 90, and Figure 91, respec-
tively.
To drive the OTA EAs that are mounted on the OTA ring or hemisphere, 16 S1000Digital-to-Analog
Up-converters (DAUs) signal generators with two RF channels each are available which are synchro-













































Figure 91: Schematic of OTA hardware.
nized by a common clock distribution for phase coherent operation. The frequency range is 350MHz
to 3GHz at a bandwidth of 80MHz. The maximum output power is +10 dBm.
Each signal generator is fed by a Field ProgrammableGateArray (FPGA)-basedDigital Signal Process-
ing (DSP), called FDSP, that convolves digital input signals with arbitrary channel impulse responses
to achieve both plane waves from arbitrary directions, and also allow for the application of wireless
propagation channels. In theHighPerformanceMode (HPM) case, the signal processing is performed
in frequency domain, where the convolution results in a frequency response multiplication with the
spectrum of the input signal. The 80MHz system bandwidth is represented by a 2048 samples fre-
quency response, which results in a frequency sampling of 80 MHz/2048 = 39.0625 kHz, or an impulse
response length of 2048/80 MHz = 25.6µs. Each FDSP can handle up to 12 input channels, which are
processed in parallel and finally summed up. To realize time-variant propagation channels, multiple
impulse responses can be uploaded to the FPGA-based Digital Signal Processors (FDSPs). For the 12
input channels, a double 8GBRandom-AccessMemory (RAM) is availablewhichmakes amaximum
of 699,050 impulse responses, or 116,508 impulse responses per input channel1 that can be uploaded
at once. The dwell time for each impulse responses can be varied between 25,6µs and 0.42 s. For ex-
ample, using the maximum dwell time of 0.42 s, the maximum profile duration that can be processed
in real-time is 0.42 s · 116, 508 ≈ 13.5 h.
To enable closed loop Hardware in the Loop (HIL) tests that consist for example of a Long Term
Evolution (LTE)mobileDUTon theOTAside, and aBase Station (BS) emulator on the other side (cf.
Figure 2), theBS’s analog output ports have to be digitized such that they canbe digitally processed and
forwarded to theLTEDUT. For this purpose, fourR4000Analog-to-DigitalDownconverter (ADD)
units with two channels each are used to digitize in total up to 8 input signals that are distributed to
the FDSP units.
ForGNSS related tests, the 12 digital input channels can also be used for emulation of digitalGNSS sig-
nals with the Spirent GSS9000RFConstellation Simulator (RFCS). TheGSS9000 is able to emulate
1It is not 12 times but six times the amount of Impulse Responses (IRs), because the memory is distributed over two
banks.
102 V HARDWARE SETUP&CALIBRATION
arbitrary movement trajectories with different navigation standards as for example GPS, GLONASS,
Beidou, and Galileo. The practical application of the RFCS is explained in detail in Chapter VII.
All system components are synchronized via the central clock distribution. TheOTA server is used to
initially synchronize all devices, to upload impulse responses, and to control the calibration and test
process.
5.3 System Calibration
This section explains the calibration procedure that is necessary for the synthesis of plane waves. Fig-
ure 92 shows the relationship between calibration, and the subsequentmeasurement or test procedure
from a practical point of view. The calibration is always dependent on the test procedure that shall be
performed. This means that every measurement has its preceding calibration procedure. The Device
Under Test (DUT)with its electrical size and active antenna parts determines the arrangement ofOPs
that have to be measured in the SP region. The larger the DUT, the higher the number of OPs, be-
cause a larger area/volume has to be covered. The number of OPs has a linear relation to the time the
calibration process takes. Depending on the DUT size, between 0.5 h and 1.5 h of measurement time
have to be considered. Additionally, mounting and unmounting the field probe is time consuming.
The calibration process results in the transfer matrix/tensor that is required for obtaining the steering
vectors for the actual test process. In the test process the DUT has to be mounted. In the following,
the calibration procedure is explained in detail. To shorten the calibration time, the stability of the
transfer matrix is utilized to omit the calibration measurement before each test measurement. It is
based on the assumption that temperature and the related amplitude and phase drift of cables and the
chamber can be neglected, cf. Section 4.6.
To be able to synthesize plane waves inside an anechoic chamber using a 2D or 3D arrangement of
EAs, the influence of all analog system components has to be calibrated. These components are:
• Digital-to-Analog Converters (DACs) with power amplifier (S1000)
• RF cables guiding to, and from the OTA chamber
• OTA Emulation Antennas (EAs)
• Air (Free Space Path Loss (FSPL) with frequency- and distance-dependent phase)
• Field probes
Figure 93 depicts the connections between the devices. The Arbitrary Waveform Generator (ARB)
of the R4000 is used to generate a multi-sine calibration signal. The signal is digitally (blue arrows)
handed over to the FDSP for signal convolution, and then to the S1000 DAU. The S1000 units per-
form the digital-to-analog-conversion, up-conversion and amplification. Cables guide the signal to the
OTAEAs (black square), where it is radiated. After crossing the air (black-dotted arrow), it is received
by an electromagnetic field probe. The field probe converts the RF to optic, such that it can be guided
in an RF transparent manner. The signal is then converted from optic to electric and received by an















































Figure 93: Signal chain for OTA calibration.
Y (f) = HR4000(f) ·HCable2(f) ·HProbe ·HAir(f) ·HEA ·HCable1(f) ·HS1000(f)︸ ︷︷ ︸
HOTA(f)
·X(f). (58)
In [49], a test procedurewas presented to calibrate aMultiple-InputMultiple-Output (MIMO)OTA
setup. In this procedure, the authors used a horn antenna tomeasure the influence of eachOTAprobe
antenna in the region of the SP by turning the horn antenna circularly in the 2D plane at different
radii. In this calibration procedure we identify the drawback that unwanted, but possible reflections
inside the anechoic chamber are not considered. Hence, not a horn antenna but an almost isotropic
calibration antenna is desired. In simulations, when an EA is simplified to a spherical radiator, the
influence from each EA to each OP can just be calculated by consideration of polarization and FSPL,
cf. Section 3.2. In practice, each OTA EA has a slightly different radiation pattern and is connected to
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the emulation hardware (signal generators) with cables of varying length and therefore different atten-
uations and phases. Hence, one would need an infinitesimal small antenna with isotropic radiation
pattern, such that at each OP o, the influence of each EA can be measured for signals impinging from
different directions with the same quality.
5.3.1 Electromagnetic Field Probe
To approach the desired specifications for the measurement of the transfer-matrixX , we employ an
electromagnetic field-probe EFS-105 [120]. To verify the field probe characteristics, we measured the
radiation pattern using a state of the art antennameasurement system, where the field probe including
the optical-to-electrical converter is mounted on the positioner to avoid measurement imperfections
due to optical cable movement (cf. Figure 94). In Figure 95 (left) we present the radiation pattern
of the EFS-105 field probe. It is obvious that with this approach no realistic radiation pattern can
be obtained for every incidence angle, as the back-hemisphere is measured where the positioner itself
shadows the probe. The radiation pattern shows a high decline in gain when moving from the front
(ϕ = 0◦) to the rear side (ϕ = ±180◦). The higher the antenna gain on the back-side, the more
erroneous is a radiation pattern measurement with a standard system as explained here. In the case of
the field probe, about half of the power is received from the back side, because the radiation pattern
is dipole-like and therefore approximately omni-directional in the horizontal plane. The right hand
plot of Figure 95 depicts the antenna factorK , measured by SchwarzbeckMess-Elektronik [124]. The
gain values are calculated usingK and (101), Appendix C.2, solved forG.
Figure 94: Mount of field probe for radiation pattern measurement.
This lead us to measuring the azimuthal characteristic of the field probe using the OTA setup, where
the field probewas installed on anRF transparentmount of (white) Rohacell material [125]. With the
measurement of the probe’s radiation pattern using the OTA facility, we aspire to get deeper insight
in the real radiation characteristic. This is the case, when all directions of incidence in one measured
plane can be illuminated with the same signal strength and when no positioner shadowing appears in
important areas.
The measurement setup is depicted in Figure 96. The OTA EA antennas, of which the vertical polar-
ization is used, are circularly arranged on top of the OTA ring which is made of fiberglass and coated
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by a 1 cm thick absorbing layer. The field probe is mounted using the Rohacell material to be air-
suspended in the sense of RF. The field probe can be continuously moved inside the SP region using
a 4-axis positioner. In the 2D OTA case, the moving z-axis is not attached. To measure the radiation
pattern, the field probes position is in the center of the OTA ring having the coordinates (0;0;0). The
frequency for the measurement was set to 1.5 GHz at a measurement band-width of 80MHz. During
the measurement, one OTA EA was radiating the multi-sine signal, while the field probe was rotated
using the positioners φ-axis in steps of one degree. In Figure 96, the eccentricity of the field probe
center to the φ-axis can be seen. This eccentricity of 65mm was compensated by x- and y-movement
of the positioner to preserve the probes (0;0;0) position.
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Figure 95: AMC-Measured radiation pattern for enprobe EFS-105 electrical field probe (left), and an-
tenna factor, taken from the calibration certificate of Schwarzbeck Mess-Elektronik (right)




Figure 96: Anechoic chamber with OTA ring and EFS-105 field probe, installed on a ROHACELL
mount.
Figure 97 shows themeasurement results of the field probe patternmeasurement. The plot shows the
relative received power for different azimuth angles of incidence. The curve shows the time domain
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peak power of the Fourier-transformed 80MHz frequency band. After reception, the signal was di-
vided (deconvolution) by the reference multi-sine signal to result in a Dirac-impulse. The pulse-peak
of the Dirac is evaluated for all measured incidence angles. It can be seen that the angular dependent
variation of the field probe gain is within a range of slightlymore than 1 dB and can hence be treated as
almost isotropic for the zero-elevation azimuth cut. When the field probe is used in a 3DOTA setup,
all three polarization vectors have to be measured. This azimuth cut does not provide any informa-
tion about the probe behavior for different signal elevations and polarizations that are different from
vertical.
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Figure 97: Radiation pattern of the EFS-105 field probe measured using one active OTA EA and rota-
tion of the field probe.
5.3.2 CalibrationMeasurement and Steering Vector Determination
In the theory section III, the equations needed for the steering-vector determination were presented.
The steering vector for a certain angle of signal incidence is calculated according to (24). In practice,
no single frequency, but a frequency band of 80MHz has to be calibrated.
To excite all frequencies of the available 80MHz band, a crest factor minimized multi-sine signal was
synthesized. The digital signals characteristics are depicted in Figure 98. The crest factorminimization
is realized by quadratic increase of phase (middle plot) [126–128].
Due to the small aperture of the field probe, the measured SNR is very low. To reduce the noise influ-
ence, at least 1,000 averages of onemeasurement point are taken. After every OP position is measured
by radiation of each OTA EA, the transfer-matrixX can be used to calculate the steering vectors. As
the input signal used to excite all frequencies is a multi-sine, the target signal etgt(f,on) must have
the same characteristics. With other words, an impinging multi-sine signal from an incidence angle
Ω yields again a multi-sine signal inside the SP, only having an OP-dependent phase and amplitude
offset. Due to the system linearity, the steering vector components are computed for each frequency
independently.
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Figure 98: Periodic and crest factor optimized multi-sine signal used for the system calibration and
radiation pattern measurement.
5.3.3 Power Calibration
Onemain objective of theOTAsetup is the power calibration. For differentUseCases (UCs), different
field strengths are needed, but also different dynamic ranges. A challenging UC is GNSS exposed
to jammer signals. Here, we have on one hand the weak received GNSS signal, which is typically at
≈ −155 dBW, composed of a FSPL of 184 dB on 25,000 km and a transmit power of≈ 1 kW EIRP,
see Figure 99. In contrast to the weak GNSS signal, a strong jammer may interfere. COTS jammers
with an output power of 2W are easily available [81].
To get an understanding, how the different gain values correspond, and if there are any deviations in
the system, we designed the setup, depicted in Figure 100. The equations partially stem from [129–
132]. In Appendix C.2, they are derived.
A signal generator is emitting a sine having a power level PTX. The sine wave signal is transmitted via
a cable with an attenuationAcable 1 to the EA with the gainGTX that is mounted on the antenna ring.
The Free Space Path Loss (FSPL) Fair, which is calculated by
FAir = 10 · log
(4 · pi · r
λ
)2
= 10 · log
(4 · pi · 1.415 m
0.19 m
)2
= +39.41 dB, (59)
attenuates the signal, influencing the field strength E in the center of the OTA EA ring. The wave-
length λ = 0.19 m corresponds to a frequency of f = 1.57542 GHz. The value of 1.415m is the
radius of the OTA ring. The electromagnetic field probe with the antenna gainGRX and the antenna
factorK receives the signal that is passing another cable with attenuation Acable 2 and producing the
received power PRX at the spectrum analyzer [120]. Table 3 is summarizing the relevant values.
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10,898ft 
                                = 20,183km
≈26,000km


























Figure 100: Measurement setup for power calibration.
To determine the field strength E at the antenna ring center, three calculative ways are possible. To
estimate possible errors, all three ways shall be compared in the following.
1. The first way is to use the antenna factorK (cf. Figure 95) and the received power PRX of the
field probe, transformed into a voltage atZi = 50 Ω. Due to the low gain and high probe noise,
this way will possibly yield errors.
2. The second way uses the received power PRX as well. Now, the field strength at the ring center
is calculated using the receiver antenna gain GRX. The gain GRX is obtained by the radiation
pattern measurement of the receiver antennas, namely the field probe and a cone antenna, cf.
Figure 101.
3. The third way is going the other direction using the transmitted power PTX, the OTA EA gain
GTX, and the FSPL.
The measured power PRX in case 1 is -66.6 dBm. By subtraction of the cable attenuation of 1.13 dB,
-65.47 dBm are converted to a voltage with the help of the conductor impedanceZi = 50 Ω and (99)
5.3 SYSTEMCALIBRATION 109
solved forU . URX = 0.119mV.K = 45.66 dB/m = 191.87 1/m (cf. Figure 95). ForE1, we obtain the
field strength by using (100).
E1 = K · URX = 220.80 1/m · 0.119 mV = 26.3 mVm . (60)
Table 3: Decibel values for measurement setup
Variable Value Unit Comment
PTX -10.00 dBm Value set.
ACable 1 1.87 dB Value measured.
GTX,EA -3.64 dBi Value taken from AMCmeasurement, see Fig. 88 left.
FAir 39.41 dB Value calculated.
GRX, probe -12.00 dBi Value taken from AMCmeasurement, see Fig. 95 left.
GRX, cone -1.5 dBi Value taken from AMCmeasurement, not depicted.
Kprobe 46.88 dB Value taken from probe calibration, see Fig. 95 right.
ACable 2 1.13 dB Value measured.
PRX,probe -66.60 dBm Value measured.
PRX,cone -63.35 dBm Value measured.
Σprobe -1.45 dB Value calculated.
Table 3 is showing the gain and attenuation values for the different system parts. To get the field
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−1.5 dBi · λ2
√
(−63.35 + 8.313) dBm = 24.07 mVm (62)
By using 105, described in Appendix C.2, we get the field strength for the third case:
E3 EA =
√
GTX · PTX 1204 · r2 = 20.53
mV
m . (63)
Table 4: Determined field strength values





E2 probe 24.26 GRX probe, PRX probe
E2 cone 24.07 GRX cone, PRX cone
E3 EA 20.53 PTX,GTX, Fair
Table 4 shows very different field strength values for the different approaches. Using the electromag-
netic field probe is dangerous, as it has a low SNR and is build paramount for measuring at different
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spatial points. Going the transmitter way and using theOTAEA is still not trustworthy, because only
one OTA EA out of 96 antennas was measured inside an AMC. They may slightly differ in the gain
due to manufacturing tolerances. The antenna factor of the field probe, cf. Figure 95 (right), is used
to follow another approach. Nevertheless, the measures ofE2 for both, field-probe and cone antenna
are very similar, which puts the truth somewhere in between.
These analyses were made to investigate the gains and attenuations of the anechoic chamber related
parts without the OTA signal processing hardware. When a plane wave has to be synthesized with a
certainpower/field strength, theOTAdevices have tobe calibrated aswell. These are theR4000on the
receiving side, and the S1000 devices on the transmitter side. An approach for the power calibration
of the R4000 receiver can be performed using the following steps:
1. Generate signal with a signal generator, e. g. using theR4000ARB and the S1000 for radiation,
at a known power level, e. g. a
a) sine or multisine with known number of carriers
b) sine/multisine periodic to 2048 samples at a bandwidth of 80MHz
2. Measure the signal power with power meter / signal analyzer
3. Measure the signal power at a different R4000 (the signal generatormust be connected to same
cable as in step 2)
4. Determine correction factor between step 2 and 3, apply correction factor
However, the power calibration of the signal generators and receivers is only of use, if also the cable
attenuation and frequency responses are known. For example, in theGNSS experiments, it is easier to
determine the rightGPSpower setting by going backwards, namely using aGlobal Positioning System
(GPS) receiver to determine the received C/N0 and iteratively adapt the transmitted power. This is
because GNSS is very much influenced by noise, and thermal noise as a special case. The different
noise influences of a cold sky versus the anechoic chamber make it difficult to meet the desiredC/N0
by only setting the transmission signal power.
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Figure 101: Cone antenna used for comparative power calibration (left, [134]), andmeasured radiation
pattern at 1.5 GHz (right).
VI
EVALUATIONANDVALIDATION
This chapter presents methods for evaluation of the synthesized plane waves. In the beginning, an
analysis is made to uncover reflections inside the anechoic chamber. Methods are presented to com-
pensate for the reflections. In the second part, a test scenario including a Global Navigation Satellite
System (GNSS) is used to validate the WFS. The measurement results are compared to conducted
tests.
When the process of system calibration is finished, the resulting emulated plane waves have to be
verified. This can either be done from an academic perspective, i. e. the verification of the visual wave
planarity and by using a metric such as the EVM (Section 6.1), or by conducting a full measurement
with apractical setup,where thedesired structure of thewaves is evaluatedusing another relatedmetric
which is in this case the GPS Position Velocity Time (PVT) solution accuracy, cf. Section 6.2.
In [50], a verification procedure was presented using a CTIA antenna ( [135]) and measuring the
throughput of a MIMO communication system by implementation of a channel model. This kind
of procedure allows to compare the results of a channel model reproduced byWFS in comparison to
simulation, but it provides no direct statement about the quality of the synthesized waves themselves.
Additionally to the throughput test, the spatial synthesized wave structure is visually compared to the
ideal wave as we presented previously as a part of [136].
6.1 Reflections and Reflection Compensation
To synthesize a plane wave in a simulation, the EAs are treated as sources of spherical waves. The
wave of each EA superimposes to form a plane wave. Beside the EAs, no other sources of radiation are
present. In a practical setup, cf. Figure 96 on Page 105, this goal is achieved by covering the measure-
ment chamber with absorber material. Nevertheless, it might happen that other unwanted reflections
appear, which can be either caused by a not properly shielded chamber, or by objects inside the cham-
ber that cause those reflections [136]. In Figure 96 we can see the OTA EA ring. Inside the ring an
electromagnetic field probe is mounted for the calibration. Themount of the probe is made of Roha-
cell material [125] that has RF transparent properties. The probe is carried by a positioner to allow for
exact probemovement in four dimensions (x, y, z, φ). In the 2D setup explained in the following, the
z-axis is not moved. Only points in the x-y-plane at a constant z-value are used. The measurement
setup is similar to the one explained in Section 5.3.2. As the measurement frequency, fc = 1.5 GHz
is used. In the subsequent measurements, starting from Section 6.1.4, fc = 1.57542 GHz is used.
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Figure 102: First setup used to synthesize a plane wave: five EAs with an angular separation of 15◦
contribute to a plane wave.
The first setup that was used to synthesize a plane wave is depicted in Figure 102. In this setup, five
OTAEAs are placed on the ringwith an angular separationof15◦. Thewave incidence angle ismarked
by a green arrow. The angle of 33.75◦ results from the fact that the first EA is placed at the azimuth
angle of 3.75◦1. To calibrate the system for a plane wave synthesis, we distributed 32 + 37 points
on a disc forming the Sweet Spot (SP) with a diameter of 0.2m, cf. Figure 103 (left). The measure-
ment points for the evaluation process are depicted in the same figure on the right. A grid of 21× 21
measurement points is laid out in an area of 30 cm × 30 cm. To get an impression of how accurate
the synthesis will get, we simulated the plane wave to have a look onto the wave shape and its power
distribution. The simulation results are depicted in Figure 104. The left subplot shows the real part
of the wave, which has a, from optical perspective, perfect planar shape. The right subplot shows the
power distribution of the wave. A perfect plane wave has constant power in the SP area. As we have a
simulation of a practical setup, where a plane wave (no power decay inside the SP) shall be composed
of a sum of spherical waves that naturally subject to FSPL, the power decline can be clearly seen in the
simulation.
1The value of 3.75◦ originates from a planned amount of 48 EAs on the OTA ring. This makes an angular distance
of 360◦/48 = 7.5◦. Since not the center of an OTA EA is placed at the positive x-axis (0◦ azimuth) but the middle
between two EAs, the value of 7.5/2 = 3.75◦ arises. With only 24 EAs being distributed on the OTA ring, they have an
angular distance of 15◦. Hence, the center of the third EA and the chosen signal incidence angle is at 33.75◦ azimuth.
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Figure 103: Optimization Points (OPs) distribution with 32 points on the ring plus 37 points on the
disc (left), and 21× 21 grid of measurement points distribution (right)
Figure 104: Simulation of plane wave impinging from 33.75◦. Real part of wave (left), and power
distribution (right), fc = 1.5 GHz.
6.1.2 Uncompensated Reflections
The results from the measurements are depicted in Figure 105. The left sub-figure shows an almost
planar wave shape inside the SP. Outside the SP the wave has a bend. The power distribution of the
synthesized wave shows multiple ripples in the area of interest. Such ripples may occur, when a re-
flection is present that produces interference. To investigate this reflection effect further, we build a
synthetic antenna array whose elements are represented by the electromagnetic field probe, cf. Fig-
ure 106. The virtual Uniform Circular Array (UCA) consists of eight elements and has a diameter of
0.2m. To represent the elements’ phase values, we use the color code. The gain of the virtual elements
has a cosine-shape with the values one at an elevation of 0◦, and zero at the poles.
The SP diameter equates the area, where the spherical waves of the EAs superimpose to construct
a plane wave. The aperture of a DUT antenna must not exceed this area, otherwise it sees not the
plane wave, but instead the individual spherical waves. Using a multi-element antenna and a DOA-
estimator, one would estimate the signal origins of the contributing EAs if the size exceeded the SP.
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Figure 105: Measurement results for plane wave impinging from 33.75◦. Real part of wave (left), and
power distribution (right), fc = 1.5 GHz.
If the reflections to be identified had the same angular separation as the EAs it is necessary that the
size of the DOA-estimation antenna array is larger than the SP. With a larger receiving array, the wave
field curvature of the synthesizedwave increases. These effects have to be kept inmindwhen synthetic
waves are under investigation.
To conduct ameasurement with this virtual torus-pattern array that is represented by one field probe,
the probe is moved to the first element position, then the plane electromagnetic wave is replayed.
Then the probe moves to the second position and the wave is replayed again. This is continued until
all elements are measured. The resulting data set consists of eight data vectors.
Figure 106: Virtual UniformCircular Array (UCA)with eight elements, diameter 0.2m. The element
phase is depicted as color value.
To get an estimate of the present paths that were measured using the virtual UCA, we employ the
high resolution parameter estimator RIMAX, which was presented in Section 2.6.4, [68]. RIMAX
allows to estimate multipath propagation, including single path weights, polarization and delay. As
an input, RIMAX takes the data measured with the antenna, and the Effective Aperture Distribu-
tion Function (EADF) describing the receiver antenna radiation pattern [137]. Figure 107 shows the
estimation results for two paths. The first path is in alignment with the desired wave propagation
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direction (33.75◦, estimate: 33.9◦). The path weight is normalized to 0 dB and also the delay in me-
ters according to the OTA ring radius of 1.41m. Following that values, we get a second path almost
(17.75◦) from the opposite that has a magnitude of -16 dB. The delay with 4.27m is likely to corre-
spond to a reflection inside the OTA ring. As the plane wave is composed of the contribution of five
EAs, one would expect also five reflections in total. Due to model mismatch, no plausible third path
can be identified. The mismatch may occur, e. g. due to a too small receiver array (number of ele-
ments and diameter), but also because of the assumed ideal torus-shaped pattern. The phases of the
receiver elements are designed such that the array is receiving plane waves. If a spherical wave caused














 0.0dB, 1.42m, 33.9°
 -16.1dB, 4.27m, -128.5°
Figure 107: Results of a two path estimation using RIMAX.
The calculation of the reflection coefficient is depicted in Figure 108. After the wave traveled rOTA =
1.415 m, it lost 39 dB due to FSPL. The RIMAX estimate provides a second path with 16.1 dB below
the first at 39 dB. The second path is estimated at a distance 4.27m, which corresponds to 3 · rOTA.
When calculating the FSPL for rOTA and 3 · rOTA, we get a delta of 9.5 dB. By subtraction of the
RIMAX estimate with 16.1 dB, we get a reflection coefficient of -6.6 dB.
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39dB FSPL + 16dB 1st reflection
48.5dB FSPL
∆ FSPL = 9.5dB
reflection
∆ FSPL 9.5dB - RIMAX estimate 16.1dB = reflection coefficient -6.6dB
6.6dB
Figure 108: Illustration of reflection coefficient calculation.
When we look again at Figure 96, the OTA ring itself forms a reflector, and due to the concave man-
ner, a focusing of the reflected wave seems possible. To eliminate the possibility of focusing, we depict
the effect in Figure 109 for either a spherical wave emitted by an EA (left), or if a plane wave impinges
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(right). The outer circle denotes the OTA ring with a diameter of 2.83m. The inner circle denotes
the SP with a diameter of 0.2m. The right case for a plane wave impinging is only for imagination
purposes. On the left hand subplot, it can be seen that the focal point of the reflections shows aberra-
tion due to the not parabolic shape of the reflector and because of not having a plane impinging wave.
More important is the position of the focal point, it lies with ≈ 0.5 m outside the SP area and can






















Figure 109: Illustration of focusing effect and aberration for two cases. A spherical wave impinging
from an EA on the OTA ring (left), and a plane wave impinging (right). The outer circle
denotes the OTA ring with a diameter of 2.83m. The inner circle denotes the SP with a
diameter of 0.2m.
To get rid of the discovered reflection, there are two solutions:
1. Removal of the reflecting surface by coverage with absorbing material
2. Reflection compensation by driving the opposite EAs on the OTA ring
The first solution is the method of choice that is followed further in this dissertation. Just for the
sake of completeness, we also show the reflection compensation by driving the opposite EAs in the
following. The second method is not applicable in real test scenarios, because bringing a DUT inside
the SP causes reflections from the opposingOTA ring side to disappear. If now the opposite antennas
try to compensate a reflection that is not present because of the DUT, an unforeseen behavior in the
measurement is the result.
6.1.3 Reflection Compensation
To be able to compensate for reflections, the full OTA ring has to be covered with EAs. Right now,
we use 16 + 3 EAs. The three additional EAs (gray) shall allow to compensate more efficiently for re-
flections. The EAwere placed in the northwest of the coordinate system because of easier accessibility.
Hence, we choose the signal incidence angle to be the counter direction, namely at 318.75◦. With
having 16 OTA EAs, the angular antenna separation now is at 22.5◦.
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Figure 110: Second setup used to synthesize a plane wave: Five EAs with an angular separation of 15◦
contribute to a plane wave.
To simulate the reflections, see Figure 111, we also reflect the antenna constellation areflect = −a and
calculate the transfer matrix X ′reflect(areflect) and X ′(a). The total transfer matrix X used for the
WFS simulation finally isX ′ + X ′reflect · 10−16 dB/10. The value of 16 dB is taken from the previous
RIMAX simulations. The left sub-figure shows the real part of a perfect looking plane wave. In the
right subplot the reflection effect can be slightly noticed in the center of the SP’s power distribution.
Figure 111: Simulation of plane wave impinging from 318.75◦. Real part of wave (left), and power
distribution (right), fc = 1.5 GHz.
In Figure 112, a 3D representation to illustrate the steering vector and the according reflection compen-
sation used, is shown. To ease the understanding, we omitted the contribution of the gray antennas.
The blue dots denote the OTAEAs, the vertical lines symbolize the steering vector magnitude, whose
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value is written on top as red numbers in decibels. The black values below show the steering vector
phase angle in degrees. It can be seen that the opposing EA contributes with 15 dB below themain sig-
nal level, which is almost exactly the simulated reflection. The phase of the opposing antenna weight
is about 180◦ shifted.
Figure 112: 3D depiction of steering vector and reflection compensation. Gray antennas omitted for
this simulation. Red values denote normalized steering vector gain in decibels, black values
the steering vector phase in degrees.
Figure 113 shows the results of the measurement in terms of wave shape and power distribution. The
real part of the wave now shows the desired shape from a visual perspective, as well as the power dis-
tribution which shows a slight decline in propagation direction. Again, we performed a two path es-
timation using a virtual Uniform Circular Array (UCA) and RIMAX. Now the second path is again
not perfectly at the opposing side, but the path weight is more than 8 dB less than without reflection
compensation.
6.1.4 Absorber Covered OTARing
As a final experiment for reflection estimation, a measurement is conducted by using an absorber-
covered OTA ring, cf. Figure 115. Differently to the previous measurements, now 24 OTA EAs are
arranged on the OTA ring. For the system calibration, a SP with a diameter of dSP = 0.25 m is used.
Following from the reflection analysis, only the OTA EAs are used for WFS that lie within a cone,
centered at the signal incidence angle, having an angle of 80◦, cf. Section 3.7. As the EA selection
algorithm reduces the number of active EAs for WFS, the number of OPs can be reduced as well.
Within the SP, N = 32 OPs are distributed for the system calibration. After calibration, a grid
measurement is performed with a diameter of 0.3 m and having 21 × 21 measurement points, as
depicted in Figure 103 (right). The grid measurement is mainly used to visualize the wave shape. For
DOA-estimation, a circular measurement having an OPs distribution area not larger than the SP is
conducted.
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Figure 113: Measurement of plane wave impinging from 318.75◦. Real part of wave (left), and power














 0.0dB, 1.42m, -41.5°
 -24.4dB, 4.27m, 153.3°
Figure 114: Results of a two path estimation using RIMAX including reflection compensation, fc =
1.5 GHz.
To analyze possible reflections, two post-processing methods are applied:
1. The transfermatrixmeasures the influence fromeveryEA to every optimizationpoint. Hence, a
set of spherical wavemeasurements are contained in it. If a reflection occurs, it can be identified
by using DOA estimation on the basis of the transfer matrix. The only important thing is that
due to the spherical wave shape (WFS is applied later), the phases of the virtual estimation array
have to be adapted accordingly.
2. The second way is the one we performed in the sections before. By using the measured transfer
matrix, a steering vector is calculated to form a plane wave from a desired direction. When the
wave is emitted, measurements are conducted at multiple points to build a virtual array.
At first, the measured transfer matrix is analyzed to investigate for reflections that may appear from
single OTA EA radiation. Therefore, two EAs are investigated, the one at an azimuth angle of 33.75◦
and the one at −26.25◦. The analysis results for a two-path estimation using RIMAX are depicted
in Figure 116. The maroon lines show the results for the first EA. While the first path is estimated at
34.3◦with a deviation of 0.55◦, the second path is impinging from the same incidence angle with 9 dB
less power and a deviation of≈ 1◦. For the second OTA EA, the deviation for the first path is 1.05◦,
120 VI EVALUATIONANDVALIDATION














o: -9.06dB, 1.488m, -23.50° (2nd)
o: -8.97dB, 1.489m, 32.72° (2nd)
x: 0.00dB, 1.500m, -27.29° (1st)
x: 0.00dB, 1.500m, 34.29° (1st)
Figure 116: Results of a two path estimation using RIMAX using the absorber covered OTA ring and
the measured transfer matrix (spherical waves, noWFS). First case at 33.75◦ (orange), sec-
ond at−26.25◦ (yellow).
and for the second path 2.75◦. The deviations can appear due to a model mismatch of the virtual
UCA. In the transfer matrix measurement, the exact positions of the EA are not known and are not
directly of interest. The resulting azimuth angles are related to the UCA coordinate system. This can
explain a general estimation offset, if the positioner carrying the field probe is slightly turned off the
OTA ring coordinate system. The second path that was estimated appears at every investigated EA,
andmight be there due to cross-coupling effects, or because of the EA radiation pattern / structure, or
a mismatch inside the EA. The OTA EAs are radiating spherical shaped waves instead of plane waves.
Nevertheless, this first analysis shows no reflections from other parts of the ring or the chamber.
The second analysis concentrates on the synthesized plane wave. A plane wave is synthesized with a
signal incidence angle of 33.75◦. Out of the Q = 21 · 21 = 441 grid measurement, a subset with
‖q‖2 < 0.125 m = rSP ofQsub = 221measurement points is taken to build a virtual Circular Planar
Array (CPA). The results of a two-path estimation with RIMAX are depicted in Figure 117. The first
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path has an estimation deviation of 0.15◦. The second path impinges with 2.95◦ deviation at 22.9 dB
less power. The small estimated distance of path 2 identifies it as a ghost path. The subset of points
is taken because the complete measurement grid also includes regions lying outside the SP, where a














 -22.9dB, 0.45m, 30.8° (o)
 0.0dB, 1.42m, 33.9° (x)














 0.0dB, 1.42m, 33.9° (x)
 -28.3dB, 4.27m, -128.9° (o)
Figure 118: Results of a two path estimation using RIMAX. The target angle is 33.75◦.
The EVManalysis of Figure 120 shows that, as well as in simulations, the best EVMvalues concentrate
in the center of the SP. Hence, we repeat the previous analysis, but nowwith a smaller set of measure-
ment points, namely ‖q‖2 < 0.08 m, Qsub = 89. The estimation result is depicted in Figure 118.
Now, the second path is not a ghost path coming from the same direction as the first one, but now it
is impinging from the opposite direction. The difference in magnitude now is -28.2 dB.
As well as in the reflection analysis, a visual analysis shall be made on the wave shape and power distri-
bution. This is depicted in Figure 119. The planarity of the synthesized wave is now perfectly met and
also the signal power distribution meets the simulated values that were shown in Figure 104.
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Figure 119: Measurement results of plane wave impinging from 33.75◦. Real part of wave (left), and
power distribution (right), fc = 1.57542 GHz.
6.1.5 Error Vector Magnitude Analysis of Absorber Covered OTARing
In the previous sections, a DOA estimation was performed to evaluate the traveling waves inside the
anechoic tent. The significance of the results is questionable because many unknowns can deteriorate
the final result. Hence, an EVM analysis provides a clearer statement of the resulting field shape.
In Figure 120, an EVM analysis is conducted. The left subplot shows the simulated EVM values for
a wave impinging from 33.75◦. The right top and bottom plots show the results obtained by the
measurement. The top right result was obtained by a measurement (Sept. 3rd 2016, 0:33 a.m.) taken
closely after the transfer matrix measurement (Sept. 2nd 2016, 6:29 p.m.). The bottom measurement
took place at (Sept. 4th 2016, 3:53 p.m.) using the same transfermatrix after rebooting theOTA system.
It can be seen that the EVMvalue approaches the simulated value nearly perfect in the SP center, while
it decreases slightly at the propagation borders. The measurements at different times show a slightly
different EVM image, nevertheless, the value range is the same.
6.1.6 Discussion
In this section, we showed that in the initial anechoic chamber installation reflections were present.
An approach for compensation of the reflections using the opposing EAs was presented and verified.
Nevertheless, this is an academic example for the following reasons. When a plane wave propagates in
space, it has one traveling direction. A DUT antenna which is placed inside this wave-field disturbs it
as its collecting energy from the wave. When a DUT has such dimensions that it blocks the reflection
from the beginning, then the reflection compensation algorithm is not able to compensate a reflection,
but produces another wave that acts independently from the initial one. As a conclusion, the better
way of omitting reflections is the covering up of the reflective ground with absorbers, as depicted in
Figure 115. Finally, no significant reflections produced by the chamber or inner parts of it could be
estimated any more.
The reflection estimation has its limitationwith themodel accuracy/mismatch, e. g. the simplification
of the field probe as having a uniform radiation pattern for all azimuth angles. Depending on which
type of wave (plane/spherical) is estimated, the arrays phases are adapted accordingly. If a spherical
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wave is estimated, the origin has to be defined andwas set to the radius ot theOTAring. This produces
errors, when another reflection from more far away shall be detected. With the reflection estimation
in general, a trade-of has to be made, because if chamber reflections shall be discovered that are the
consequence of the initial plane wave, the receiving array has to be larger than the SP. This allows
also for identification of the individual waves radiated by the EAs. When, in turn, the correctness of
the plane wave is under investigation, the receiver array must not exceed the SP. Furthermore, the
EVM and with it the field degradation increases towards the border of the SP. From the analysis of
Section 6.1.4 it can be deduced that if the SP EVM value is, e. g. -20 dB, the resolution of the field and
also of a parameter estimation cannot be larger than 20 dB.
Figure 120: Simulation (left), andMeasurement (right) results of plane wave impinging from 33.75◦.
Analysis of EVM. Measurements of top right and bottom right figures taken at different
times, see Section 6.1.5 for details, fc = 1.57542 GHz.
6.2 Wave-Field Synthesis Validation using a GNSS Setup
A main use case for OTA testing are GNSS applications. Hence, we like to use especially the GNSS
signals for the system verification as we already presented in [10]. E. g. GPS receivers retrieve their
PVT solution by processing of the received satellite signals. Each satellite is continuously transmitting,
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amongst other information, its actual position (xs1, ys1, zs1) and time (ts1). To obtain the receivers’
position and time (x0, y0, z0, t0), at least four valid satellite signals have to be available [138–140].
Using the position and time of the available satellite signals, the receivers’ position and time can be
calculated. Modern GNSS receivers have a positioning deviation in the sub-meter range. One meter
corresponds to a signal propagation delay of ≈ 3.3 ns, which requires high precision clocks in the
satellites. The GNSS operating conditions and the small values of tolerance prescribe the testing re-
quirements: When emulating multiple satellite signals, their phase coherency has to be maintained.
TheWFS OTA calibration approach has to consider all sources of delay, which are mainly cables and
the signal processing overhead. At the OTA system internal sampling rate of 160MHz, one sample
delay would cause a signal propagation delay, expressed distance of≈ 1.9 m. This effect is discussed
later.
6.2.1 Testbed
Toallow aproper testbed validationprocess and to avoid thatGNSS specific impairments of aDUTor
its antenna alter the PVT results, we not only verify theOTAtestbed solelywith itself. Also conducted
tests without andwith inclusion of the receiver antenna radiation pattern shall allow cross-checking of
the measurement results. Therefore, another Spirent GSS9000 with an analog RF output for trans-
mission of the GNSS signals is used for comparison. Before the different measurement setups are
















































Figure 121: Cabling of OTA setup in connection with Spirent GSS9000 for 2D/2D emulation.
Figure 121 shows the system schematic for theOTA setup. For the emulation of GNSS signals it is nec-
essary todefine the virtual trajectory of aDeviceUnderTest (DUT) that consists of position, speed and
orientation. Additional parameters as for example time, atmospheric properties and the positioning
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system used (GPS, Galileo, etc.), have to be set. Those parameters are fed to the Spirent GSS9000 via
the SimGen computer. The connected signal generator is producing up to 12 satellite signals2, which
are digitally fed into the WFS OTA system. In each of the 32 OTA output signal paths, each of the 12
satellite signals is convolvedwith individualWFSweights and thepropagation channel (12×32 = 384
individual signal paths), which is performed in the FDSP units. The 32 processed signals are delivered
to the S1000DAUunits and forwarded via cable to the anechoic chamber and the EAs where they are
radiated.
6.2.2 Measurement Setups
Figure 122 shows the six measurement setups. The first four setups (A–D) are related to the conven-
tional conducted test. In this cases, all satellite signals are propagated from the same virtual and real
direction in the OTA testbed sense. The receiver does not recognize a difference in received signal
power for different satellites. The last two setups (E and F) concentrate on the signal propagation
incidence angles to have conditions as in a real environment, i. e. outside.
A: In the first scenario a conducted test is performed using the OTA hardware. Every digital satel-
lite signal is added to the resulting signal by simple superposition, is then converted to the ana-
log domain and mixed up to the operating frequency. The receiver is connected to the OTA
hardware via cable.
B: The satellite signals are superimposed as well, but then radiated via one OTA EA to impinge
from the zenith of the DUT antenna. As only one antenna is used, a spherical wave impinges
to the receiver antenna.
C: Compared to the previous setup (B), Wave-Field Synthesis (WFS) is used to produce a plane
wave in the zenith of the DUT antenna. For generating the plane wave, multiple EAs are used.
All antennas within a cone having an included angle of 160◦ are active. In this setup with 24
OTA EAs this corresponds to 11 EAs for a single plane wave.
D: Veriﬁcation of / Comparison to Setup A–C. To compare the results from A–C from the OTA
hardware, the stand-alone Spirent GSS9000 with analog output is used to generate the super-
imposed satellite signals. The GSS9000 RFCS is a satellite emulator that works independently
from the OTA hardware.
E: Similarly to Setup C, WFS is used to produce plain waves. The difference is that each satellite
signal is emulated coming from its real elevation angle andmapped to the 2DOTA ring. Hence,
the lower elevation satellites result in lower C/N0 caused by the DUT radiation pattern. GNSS
antennas usually have lower gain at lower elevations.
F: Veriﬁcation of / Comparison to Setup E.The last setupuses the stand-aloneGSS9000. Compared
to Setup D, the radiation pattern of the antenna is included in the signal generation. As this is
again a conducted test, theDUT radiation pattern is digitally emulated represented by different
gain values for differently elevated satellites. The DUT antenna gain values are taken from a
previously conducted AMC pattern measurement.
2TheOTAhardware can handle up to 12 independent signals as input. Depending on the purchased license for the Spirent


































































Figure 122: Measurement setup configurations
Figure 123 shows the devices related to the test. On the left side, the NavXperience 3G+C DUT an-
tenna [141] is placed inside the anechoic chamber in a 2DOTA ring. A zoomed version of the antenna
is shown in the center picture. On the right hand side, the Septentrio PolaRx4 receiver is shown, that
used for the GPS signal evaluation [142].
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Figure 123: 2D OTA antenna arrangement with 3G+C geodetic antenna ( [141], left, middle), and
Septentrio PolaRx4 receiver (right) as DUT. Image taken from [142].
6.2.3 GPS Signal Parameters & Device Under Test
Figure 161 (Appendix B) shows the SimGen’s Graphical User Interface (GUI) which is used to config-
ure theGNSS scenario and its parameters. For the verificationmeasurements, we chose two scenarios:
The first having a static receiver position at latitude/longitude 0◦/0◦, the second one with a mobile
receiver moving on a rectangular racetrack. The racetracks dimensions are 1440 m× 940 m, the cor-
ner radius is 20m. The bottom left corner of the racetrack is at lat./long. 0◦/0◦. The device is moving
at a speed of 25 km/h on cornering and 100 km/h on the straight legs. The user interface (UI) shows that
with the actual position and time only 10GPS satellites are visible to theDUT receiver. To reduce pos-
sible sources of error, the atmosphere was turned off for all measurements. It is important that also
in the receiver the atmospheric compensation is turned off. On the receiver side, a geodetic antenna,
the navXperience 3G+C geodetic antenna is used for the OTA measurements [141, 143]. The RF sig-
nal processing to obtain the PVT information is done using a Septentrio PolaRx4 receiver [142], cf.
Figure 123.
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Figure 124: C/N0 ratios set for Setups A–D (left), and E, F (right). Investigation of SVID 10.
To get comparable results in the measurements, it has to be ensured that the resulting C/N0 ratio of
the received satellite signals is identical in the different setups to be compared. For Setup A–C, every
satellite in each setup has the same C/N0 ratio, because the DUT antenna radiation pattern is not di-
rectly considered, cf. Figure 124 (left). In Setups E and F, different satellites have different C/N0 ratios;
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important is that same satellites have the same C/N0 ratios in both setups, cf. Figure 124 (right). This
means in general that not a certain GNSS signal power is set, but the received signal C/N0 ratio.
6.2.4 Results for Static Device Under Test
The Figures 125 and 126 show the measurement results for the Setups A–D. It can be seen that all
four measurements show comparable mean and STD values for the PVT solution. As the values in
the verification scenario D are similar to setups A–D, it can be stated that the GNSS signals are not
impaired by the OTA hardware as a first conclusion.
Figure 127 presents the results for the WFS OTA and conducted test incorporating the antenna pat-
tern. A clear difference can be seen comparing the previous plots. The antenna pattern influence
lowers the received signal power for low elevation satellites and degrades the positioning result. The
standard deviation now is at 16 cm, but in both cases. The WFS OTA case (Setup E) shows a slight
mean positioning offset of 5 cm, which can be accounted for as an error, but considering the whole



































Figure 125: Results of measurement setup A (left), and B (right) for the static scenario.
6.2.5 Results for Mobile Device Under Test on Rectangular Race-Track
To evaluate the rectangular track scenario, we calculated the positioning difference of the racetrack
position with the received position. The data point synchronization is done using the time of week
(TOW) value. In comparison to the previous static scenario, in the mobile one the receivers’s settings
have to be set to mobile as well to avoid positioning tear-off.
Figures 128 and 129 show the results for measurement setups A–D. In these measurements, the stan-
darddeviation is, as in the staticmeasurements, again around9 cmand themean error in themillimeter
range. In setups C andD the standard deviation is slightly higher with 0.5 cm to 1 cm. Again, themean
error is almost zero.






































































Figure 127: Results of measurement setup E (left), and F (right) for the static scenario.
Measurements E and F, cf. Figure 130 show the same results as in the static scenariowith a standard de-
viation being about 5 to 6 cm higher than for the non-antenna patternmeasurements. It can be stated
that the mobile scenario produces no noticeable effect on the measurements and on the positioning
accuracy.
6.2.6 Observed Effects and Discussion
During themeasurements, we discovered two effects that are of importance for furthermeasurements
with the OTA system. The first effect occurred due to the SP size. The second effect led us to a







































































Figure 129: Results of measurement setup C (left), and D (right) for the mobile scenario.
6.2.6.1 Dimensioning the Optimization Grid
As discussed earlier in this thesis, the SP size and the number of OPs has a huge influence onto the
synthesis result, and therefore onto the subsequent testing process. WFS has the goal to produce plane
waves in the region where DUT is located. This region is called Sweet Spot (SP). For the case that
the SP is smaller than the size of the antenna, unwanted wave superposition effects occur and produce
unexpected effects on theDUT antenna. Hence, not only the geometrical dimension of a test antenna
shall be covered, but also the electrical dimensions. The electrical dimensions are represented by the
antenna aperture or effective area and denote the physical region out of which the antenna collects
electrical energy from and therefore disturbs the electrical field lines [144].



































Figure 130: Results of measurement setup E (left), and F (right) for the mobile scenario.
Figure 131: Steering vector magnitude distribution (left) and EVM distribution (right) for two differ-
ent SP diameter: 0.2m (top), and 0.3m (bottom).
Figure 131 shows the results of a WFS simulation for the SP dimensions 0.2m (top), and 0.3m (bot-
tom). Both simulations show a good field quality in terms of EVM, with the difference that the wave
planarity in the top plot decreases significantly when moving outside the SP. Compared to that, the
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bottom plot has good field quality even outside of the 0.3m diameter SP. The left plots show the
power distribution of the steering vectors. The solid dots denote active antennas that contribute to
the planewave. An indicator that theWFS does not work properly is, when the steering vectormagni-
tude decline to neighbor antennas is not rapid, as seen in the top plot. In the bottom plot the steering
vector rapidly decreaseswhenneighbor antennas of themain one have a significantmagnitude decline,
which is more than 5 dB in this case. This effect can occur when the SP diameter in connection with



































Figure 132: Results of measurement setup E (left), and F (right) for the static scenario. SP diameter is
chosen too small (0.2m), cf. Figure 131.
The reason of this discussion can be seen in Figure 132 (left). The measurement results shown in the
plot for measurement E were gained from a SP optimized wave field with a diameter of 0.2m. The
measurements priorly presented were repeated with a SP diameter of 0.3m. The plot for measure-
ment F in the current figure shall give a comparison to the conducted test with the antenna pattern
gain model applied. It can be seen that in the plot for measurement E of Figure 132 with an SP diam-
eter of 0.2m a significant bias occurs with more than 25 cm of mean deviation. In the SP case with
the diameter of 0.3m the bias is at only 5 cm, and comparable to the conducted measurement. The
geometrical diameter of the used antenna is 172mm, cf. [141]. For simplicity, it can be stated that the
SP diameter must enclose the whole electrical size of an antenna. The question how the field vectors
at all positions of the antenna interact with it requires complex EM-simulations, which are not part
of this thesis.
6.2.6.2 FDSP Sampling Problem
In the OTA system, every of the 16 FDSP devices handles 2 × 12 digital input signals (every FDSP
and S1000 handles two RF chains). In the case of GNSS, these input signals are the individual (up to
12) GPS satellite signals. When, for example, a single channel conducted test is performed, one FDSP
simply adds the 12 satellite signals and hands them over to the GPS receiver via the S1000 DAU. As
expected, the replay of the 12 signals shall be synchronous and phase coherent such that the OTA
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hardware does not add any delay to single input signals. The internal clock rate of the OTA sys-
tem is 160MHz. If one channel’s sampling is started one sample later, this causes a spatial delay of
c0/160 MHz = 1.87 m.
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Figure 133: Results of measurement setup A (left), and C (right) for the static scenario. Measurements
with sampling problem.
When looking on Figure 133 we can see a significant offset from the desired value. Please mind that
the axis bounds were changed compared to the previous plots. The left plot shows the conducted
measurement and the right plot the WFS result, where all signals are superimposed and radiated us-
ing multiple EAs as a planar wave towards the receiver antenna zenith. The offsets that occur in the
measurements can only be caused from delayed replay of single satellite signals, because the STD is in
the same region as the previously presentedmeasurements in the same setup (without sampling prob-
lem). As it was unknown, which and howmany of the 12 input channels are delayed by a sample, the
resulting signal’s PVT can result in the double or less than the 1.87m, which depends on the position
on the sky of each GPS satellite and the fact if a certain input channel is delayed or not.
After thediscoveryof the samplingproblemand contacting the support, IZTsent anupdated firmware
version such that the sampling is coherent and the synchronous replay was assured. The previously
presented measurements were conducted after the update. No unwanted offset in the PVT solution
could be observed anymore. Concluding it can be stated that the accuracy of the GPS- and GNSS
system(s) in general allowed us to discover this bug which otherwise would have maybe never been
detected.
A question may appear whether the bug could have influenced previously conducted measurements.
It had main influence on the synchronism of the 12 input hardware channels of one FDSP. The in-
vestigation was not followed further if the missing synchronism could have influenced the channels
of different FDSPs. If so, also the wave planarity and with it the DOA-estimation result could have





This section demonstrates the practical application of WFS OTA testing, as already briefly described
in [11]. Aperformance comparisonof three differentCRPAs anddifferent signal processing algorithms
is presented. The contribution is on one hand a kind of a how-to to perform aWFS-based OTA test;
on the other hand, it is to demonstrate the system’s ability to evaluate the performance of different
antennas. The main benefit of the OTA testbed that is presented here, is that a device under test can
be holistically tested, surrounded by a time variant spatial propagation channel. For a performance
comparison of different systems, reproducible conditions can be guaranteed.
7.1 Scenario / Use Case
As a use case, we concentrate onGNSSs, whichwas explained in Section 2.7.3. For this test, the perfor-
mance of different CRPAs shall be investigated. CRPAs allow to concentrate the radiation beam into
a desired spatial direction for both focusing a desired signal, and also mitigating interferer signals. De-
pending on the physical dimensions of a CRPA, Null-Steering (NL) and Beam-Forming (BF) works
more or less good and is amatter of design constraints. When, for example a drone is equippedwith an
antenna, it should not be heavy-weight and of large dimensions. Nevertheless, a larger multi-element
antenna can reduce inter-element coupling and therefore has a better BF andNLperformance. In this
test, the CRPAs receive a GPS signal, transmitted by 10 satellites, while each satellite is mapped to its
real elevation. TheGNSS signals are superimposed by amobile jammer signal. A drive-by / fly-by past
the jammer is emulated. BF and NL algorithms are applied to evaluate the antennas’ performance on
interferer suppression. For comparisons, the GPS satellite signals carrier-to-noise ratio (C/N0) is used
as a metric.
Themotion profile of theGPS satellites and the interferer is depicted in Figure 134. The total duration
of the profile is 30 s. It is divided into six blocks of five seconds. After an initial synchronization pulse,
which is used to synchronize all taken measurements, an alignment phase takes place, which allows a
GPS receiver to acquire the satellite signals. No jammer signal is present within the alignment phase.
At second five, the interferer begins to fade in; note that its position still is on the back side of the
receiver antenna (−180◦ azimuth). Two fly-byes follow with five seconds each, where the receiver
antenna is revolved. At second 12.8 and 17.8 the interferer crosses the satellite with SVID 10, which is
under investigation in the evaluation section (7.6). At second 20 the fade-out starts, and from second
25, the interferer is turned off.
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Figure 134: Motion and magnitude profile of GPS satellites (blue) and interferer signal (red).
Figure 163 in Appendix B shows the UI of the SimGem software. A static scenario is used with the re-
ceiver being at position lon./lat. 0◦/0◦ andhaving an altitude of 0m. The center sub-windowwith the
green bars (Power Levels Graph) shows the satellite channel assignment. Ten satellites are distributed
on the OTA channels 2 to 11, the OTA channels 0 and 1 are reserved for the emulation of the inter-
ferer signal. The position of each satellite is depicted in the Received Signals window, and graphically
illustrated in the sky plot. The ionospheric and tropospheric models are disabled to reduce additional






























Figure 135: Coordinate system inside the anechoic chamberwith oneCRPAunder test (left), and satel-
lite elevation mapping (right).
7.2 DEVICE PROPERTIES /MEASUREMENT SETUP 137
Figure 135 shows the coordinate system that is used inside the anechoic chamber with the 2D OTA
setup. The receiver CRPA is mounted upright with the main beam direction pointing towards the
x-axis (green arrow). The satellite azimuth angles are mapped to the OTA ring azimuth as shown in
the right sub-figure and Figure 136. The jammer is moving, starting at the back side of the antenna












Figure 136: Mapping of satellite azimuth and elevation to 2DOTA ring.
7.2 Device Properties / Measurement Setup
The different CRPAs under test are depicted in Figure 137. The first antenna is a four-element CRPA
designed and manufactured by Antcom [145] with an inter-element distance of λ/6. The second an-
tenna (middle) has six elements with a distance of λ/3, and the third antenna has six elements at λ/2
element distance. As usual for GNSS antennas, all elements are active with an internal Low Noise
Amplifier (LNA) and have to be fed with a voltage of 5 V. According to the Antcom data sheet, the
four-element CRPA consumes between 15mA and 25mA per element, while the six-elements Fraun-
hofer antennas consume approximately 150mA per element LNA.
On the receiver side, twoFlexiband receivers are used, where each receiver is able to record threeRF sig-
nalswhich are down-converted and transferred to a laptopviaUniversal Serial Bus (USB) 3.0 [146,147].
Both receivers are synchronized for coherent signal reception. Multiple FPGA configurations can be
uploaded to the receiver via theGUI. In themeasurements performedhere, a 10MHzbandwidth con-
figuration is used, where the signals are sampled in inphase and quadrature using an 8 bit eachAnalog-
to-Digital Converter (ADC). The 8-bit ADC has a receiver dynamic range of 20 · log10(28) = 48 dB.
Aswe operate with active antenna elements, we use the Flexiband featurewhich allows to directly feed
the CRPA LNAs with 5 V DC current. So no additional bias-Ts and power sources are needed.
138 VII CONDUCTING PRACTICAL TESTS
Figure 137: Three different CRPAs, fromAntcom (left, [145]), and Fraunhofer developments (middle,









Figure 138: Receiver hardware: Two synchronized Flexiband receivers (2×3 channels), with each hav-
ing one laptop running a signal analysis and recording software.
7.3 Simulation and Calibration
7.3.1 Error Vector Magnitude Simulation
Prior to calibration or measurements, an analysis has to be made on the achievable WFS accuracy.
There are three different CRPAs under investigation, where the largest one has a diameter of 35 cm. In
thiswhole regionof the antenna, theplanarity of the synthesizedwaves has tobe guaranteed. In the 2D
OTAsetup, usually theOPs are laid out in the x-y plane. Due to the dimensions of theDUTantennas,
which are ranging into the positive and negative z-dimension, a wave field calibration only in the x-y
plane would result in a fast wave quality decline when moving out of the plane, cf. Figure 139 (left).
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This would result in inaccurate and indefinite signal conditions at the top- and bottom-most antenna
elements of the large CRPA (antenna elements denoted by black pluses). As the positioner used for
calibration until now only operates in the x-y-plane, it was tried to move the OP-plane out of z = 0.
By mounting the electromagnetic field-probe at z = −0.05 m, a different field quality distribution
could be achieved. Also in this case, the impinging wave elevation is set zero. Due to symmetry effects
that occur because of the 2D arrangement of the OTA EAs in the x-y plane, the movement of the
OPs to negative z-values produces equal field quality at the according positive z-values. Whenmoving
the OPs too far away from z = 0, this would result in a field quality degradation at z = 0. That is
why z = −0.05 m was chosen as a trade-off between good EVM at high and low z-values, but also
still good EVM at zero z-values. The difference can be seen in the right sub-figure of Figure 139. The
contour lines correspond to to EVM values of -10 dB, -20 dB, and -30 dB for the maroon, green, and
blue equal-EVM-lines, respectively. Comparing both plots, the green -20 dB line misses the top and
bottom antenna element (left), but meets it in the right sub-figure for OPs moved to z = −0.05 m.
Figure 139: Simulation for different OP distributions (black dots). The black pluses denote the array
antenna elements for the large 6 elementsCRPA. For z = 0 m (left), and for z = −0.05 m
(right).N = 27, dSP = 0.3 m.
7.3.2 Steering Vector Calculation
After determining the optimalOP amount and positions, the transfermatrixX could bemeasured to
determine the steering vectorssof each incidence angle. ALook-Up-Table (LUT)of steering vectors is
calculated for each signal incidence angle, in arbitrarily chosen steps of 1◦ azimuth. Hence, calculation
time is saved, when a steering vector of a certain signal incidence angle is usedmore than once. For the
interferer signal, the angular and magnitude profile, explained in Figure 134 is used. This is uploaded
into the FDSP channel 1. In the fly-by- or encircling-phase of the interferer, it is moved in steps of 1◦,
making 360 steering vectors, and in total for the whole profile 6 · 360 = 2160 steering vectors. These
2160 steering vectors shall be replayed with a duration of 30 s. This makes 30 s/2160 = 13.8¯ ms per
steering vector. The OTA system operates in multiples of 4 · 2048/80 MHz·4 = 4 · 6.4µs = 25.6µs. So
the update rate (dwell time) per steering vector is 4 ·d13.8¯ ms/25.6µse = 2172. The resulting dwell time
per steering vector is 2172 · 6.4µs = 13.9008 ms, making a total profile duration of 2172 · 6.4µs ·
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2160 = 30.025728 s. In this case, the scenario duration deviation of 0.025728 s is not of importance.
If a use case requires to have exact temporal IR replay, the oppositeway can be taken: at first, the replay
time grid is defined by choosing an appropriate update rate; afterwards the IRs are calculated for the
according time steps.
The 2160 steering vectors for the interferer signal are uploaded to input channel one of each FDSP. In
this experiment, we distribute the GPS satellites according to their elevation angles but for the ease of
implementation their positions stay fixed. So only one steering vector per satellite is needed. Because
of hardware and implementation specifics of the FDSP devices, the input channels must all have the
same amount of steering vectors to be replayed. This means that for the ten emulated satellites, the
according steering vector is replicated to 2160 copies, and then uploaded into the input channels 2–11
of each FDSP.
7.3.3 GPS and Interferer Power Relations
In practice, the received signal power from a GNSS satellite is at about -125 dBm for LOS and good
signal conditions which results in a C/N0 value of and approximately 50 dBHz. An interferer signal
has a much lower distance to the receiver than the navigation satellites, hence, the interferer power is
much higher. Commercial jammers range in power levels of about 1W to 3W, cf. Section 2.7.3, while
military jammers have even more power. For the experimental purposes that are handled here that
focus on signal processing, the Flexiband receivers shall not enter the saturation state, but shall still
receive the GPS signal for evaluation. All input channels of the FDSP devices are summed up after
convolution with the steering vectors, then delivered to the S1000 DAU devices. All input channels
share the same output channel Power Amplifier (PA). So an amplification setting has to be found that
meets theGPS signal power conditions but also allows for the strong interferer signals. This is realized
via digital attenuation of the GPS steering vectors compared to the interferer steering vectors. It is set
such that the resulting GNSS signals yield aC/N0 of about 45 dBHz, depending on the satellite eleva-
tion,measuredwith a hardwareGPS receiver. The interferer power is set 27 dBhigher, relatively to the
satellite signals, which is and shall still be inside the receivers’ dynamic range of 48 dB. A GPS-symbol
consists of 1023 temporal spread chips, which means that the signal is raised about 30 dB up, and out
of the noise floor. As the interferer power is just 27 dB above the GPS signal power, signal reception
should still be possible even without signal post-processing algorithms, such as NL or BF. For the ex-
periments, it is not necessary that the interferer completely suppresses the GPS signal. The focus is on
the differences of the investigated CRPAs and not on the performance of different algorithms. Effects
as for example receiver saturation are out of scope of this tests.
7.4 Performance Metric
To evaluate the performance of different antennas in the measurements, appropriate metrics have to
be defined. In the GNSS field, one thinks of the resulting positioning accuracy. As the complete mes-
sage of aGPS satellite is longer than themeasured 30 s and hence, no position evaluation is possible, an
intermediate metric was chosen. Prior to obtaining the positioning information, a GPS receiver per-
forms a correlation of the Gold-code of each satellite with the received signal to obtain the Doppler
shift that is introduced due to the satellite and receiver movement, and also the temporal shift which
corresponds to the propagation delay of the signal. After the initial correlation of the signal with the
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GPS satellite codes, which is made to detect the present satellites called acquisition, the tracking can
be performed. In the tracking process, the navigation symbols containing the satellite position and
time information are determined. Additionally to the navigation symbols determination the result-
ing signal quality is evaluated in terms of the carrier-to-noise ratio C/N0 for each satellite. In this
measurements, the resulting C/N0 values, as well as the clearness of the navigation symbols are ana-
lyzed.
7.5 PerformingMeasurements
To perform measurements with different systems under equal and repeatable conditions for compa-
rability, which are in this case the CRPAs, the measurements were performed as follows: Initially, the
system calibration has to be performed. Therefore, the electromagnetic field probe is mounted in the
OTAring center on the positioner. Aftermeasuring the transfermatrix, the field probe is removed and
the steering-vector LUT is calculated. With the steering-vectors, plane waves can be emulated from
all signal incidence angles inside the SP. Now, the first antenna is mounted in the OTA ring center,
cf. Figure 135 (left). A three-dimensional laser cross helps for accurate positioning in the millimeter
range. It is important to have the DUT required position such that it does not exceed the SP. After
uploading the generated azimuth- andmagnitude-profiles for the interferer andGPS signals, the GPS
scenario is started synchronously, replaying the uploaded profiles. Before having the initial pulse for
synchronizing the playback with the measurements, the recording has to be started a few seconds in
advance. The accurate measurement synchronization is done in the signal post-processing according
to the signal pulse for timing and sample count for duration. After finishing the measurement, the
signal replay is turned off that the nextDUTcanbemounted inside the SP. This procedure is repeated
for all DUTs.
7.6 Data Post-Processing
Depending on the used CRPA, either four or six coherent data streams are recorded. For gaining the
performance metrics for each CRPA, a software GPS receiver is used that calculates the C/N0 values
for each acquired satellite as well as the satellites navigation symbols. Therefore, the receiver accepts
one signal stream as input. Three different methods apply to generate the data stream:
1. Usage of only the first antenna elements data stream. This method should produce the worst
results as no interferer can be mitigated. The signal is overlain by the jammer signal.
2. Null-Steering (NL). Only the interferer signal is considered andmitigated. The antennaweights
are calculated such that a null is pointing into the direction of the interfering signal incidence
angle. The drawback is that when interferer and desired signal share the same incidence angle,
both signals vanish.
3. Beam-Forming (BF). The interferer signal is mitigated with the additional advantage of desired
signal amplification. For BF, the radiation pattern, as well as the desired signal incidence angle
has to be known. BF has the same drawback as NL.
Because the single element operation of point 1 is trivial, only the signal processing procedure forNull-
Steering (2.) and Beam-Forming (3.) is explained briefly in the following sections.
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7.6.1 Null-Steering
To steer the antenna beamdesirable equally in all directions, and nulling the interfererwithout knowl-







‖BTd ·Null{bTi } · λ‖2
)
; Null{bTi } · λ = wopt,NL. (64)
Bd := {B \ bi}; Bd ∈ CM×N being the beam pattern of the desired directions, and bi is the
pattern response having an interference signal impinging.M is the number of antenna elements, and
N the number of observed points of the pattern. The kernel, or null space, is obtained by the operator
Null{·}.
To better get an impression how the operator works, imagine an antenna having three ports. An im-
pinging signal, e. g. an interferer produces a certain output at the antenna ports, namely three complex
values. These values represent a vector bi in three-dimensional space. To null out the interferer, every
vector, i. e. antenna response or antenna weight which is orthogonal to bi, mitigates the interferer.












Figure 140: Depiction of the Null-operator. It calculatesM − 1 orthogonal base vectors (black) to bi
(gray) with it havingM elements.
themeaning of theNull-operator. The null-space or orthogonal space is determined by calculation of
M −1 base vectors to the interferers vector bi havingM elements. The scaling with lambda is used to
point to a specific direction inside the null-space. Finding λ = [λ1, λ2, ... λM−1]T for this problem
is with high computational effort. As the kernel operator already serves base-vectors of an orthogonal
space to bi, a simplification can be made by setting λ1, λ2, ... λM−1 to 1. So we obtain the optimal
weights vectorwopt,NL for NL by
wopt,NL = Null{bTi } · λ; λ1, λ2, ... λM−1 = 1. (65)
In the measurements the vector bi is obtained by calculating the Fourier-transform of the recorded
signals and choosing those frequency bin transporting themost signal power. At this bin, the complex
values bi,1 . . . bi,M are taken for all elements’ data streams. For the case that no interferer is present, a
threshold prevents the mitigation of the GPS signal, i. e. no NL is performed. If the threshold is not
met,wopt,NL is defined as
wopt,NL,m := 1, form = 1; wopt,NL,m := 0 else, (66)
i. e. taking only the data stream of the first element into account for further processing. For the case,
whenNL is applied is it not guaranteed that the resulting beam does not mitigate the desired imping-
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ing signal. Therefore, BF is needed to steer the beam into desired signal direction while mitigating the
interferer. This is explained in the following section.
Figure 141: Resulting radiation pattern after NL for 4-element CRPA (left), small 6-element CRPA
(center), and large 6-element CRPA (right).
To investigate the effects of additional angular nulls in NL, the radiation pattern of the three CRPAs
were analyzed, cf. Figure 141. The plot shows the resulting pattern for each interferer incidence angle
and the application of NL. The dashed line denotes the position of the satellite with SVID 10 at 24◦
co-elevation. The 4-element CRPA (left) shows an additional null when mitigating an interferer at
145◦ in the main beam. The small 6-element CRPA (center) produces more attenuation effects when
the interferermoves around. The radiation pattern gain has a localminimumat+130◦ independently
fromNL. The large 6-element CRPA has a general drop of gain at−117◦/− 65◦.
The investigated angles show an azimuth cut in the OTA coordinate system, which corresponds to
an elevation cut at an azimuth angle of 0◦/180◦ in the antenna coordinate system. So the analyses
show only a subset of possible effects that may appear. It has to be understood that the investigated
CRPAs havemore than one null in the angular spectrumwhich cannot be avoided. In the application
of GNSS, always more satellite signals and therefore signal incidence angles have to be used and are
used. This reduces the probability of mitigating all signal necessary for a PVT solution.
7.6.2 Beam-Forming
In [82], a CRPA was used to perform post-processed null-steering on GNSS signals using a static
interferer. As explained earlier, we consider a mobile interferer that shall be mitigated. As explained
in [82, 148], the optimal weights vector can be obtained by a linear constrained minimum variance






R is the covariance matrix of the processed data streams,C = [bi, bd] the constraint matrix with the
radiation pattern vectors of the interfering (i), and the desired (d) signal incidence angles. The gain
vector g = [gi, gd] = [0, 1] prescribes the amplification (1) or attenuation (0) of the specific signal
incidence angles. With the simplification of R = IM that can be made reducing computational
complexity and with the assumption of white noise [148, 149], (67) reduces to
wHopt,BF = gHC+, (68)





CH is the Moore-Penrose pseudo inverse [150, 151]. Figure 142 shows the
result for BF towards SVID 10 at 24◦ co-elevation. Compared to the NL approach, BF does not suffer
from nulls mitigating the desired angle of incidence.
Figure 142: Resulting radiation pattern after BF at 24◦ co-elevation for 4-element CRPA (left), small
6-element CRPA (center), and large 6-element CRPA (right).
7.6.3 Carrier-to-Noise Estimation
The carrier-to-noise evaluation shall be used here to evaluate the differentDUTCRPAs. The C/N0 has
huge importance for signal quality evaluation. It is used to quantify the reliability of a PVT solution.
Typical values of C/N0 range between 30 dBHz...55 dBHz. Below 25 dBHz the tracking errors rapidly
increase until the tracking loop completely fails. TheC/N0 is obtained from the estimated samples after
correlation. The estimation is a critical process as the most estimation algorithms show an asymptotic
behavior. Next to the estimation quality, the computation complexity is important for practical ap-
plications, as the computational effort is accompanied by power consumption [152]. In this section,
three algorithms are presented that have been proposed in literature. They differ in complexity, and
in the asymptotic behavior for low and high SNR regimes. The C/N0 is defined as
C
N0
= λC ·Beqn, (69)
whereBeqn is the normalized equivalent system noise bandwidth, λC , is the SNR estimate. In [152] it











for the ν-th sample. D[ν] = ±ejθν is a navigation bit sample, with the tracking loop phase error θν .
The complex noise is characterized by η[ν] = ηRe + jηIm [153]. The following table (5) compares
the method from Beaulieu (BL, [154]), the moments method (MM, [155]), and Yoo’s method (YOO,
[156]). Toget to the finalC/N0 values, (69) has tobeused. I canbe seen that the algorithmsdiffer in their
complexity. In [154], Beaulieu’s method was proposed with rC,Re[ν− 1] being rC,Im[ν]. According to
[152], the substitution towards rC,Re[ν−1] can bemade for Binary Phase Shift Keying (BPSK) signals
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without affecting the estimators performance, because the information is only carried in the in-phase
component. For Yoo’s method (YOO), the variable L was set to 10 for the experiments. Important
is that the first sum in the numerator of µ sums up the in-phase components of rC before squaring,
which requiresL to be within one-bit period, and also synchronous to it. A workaround is to use the
absolute value of rC .
Table 5: SNR (λC) estimation algorithms, C/N0 determination using (69). Pd refers to the power of
the data symbols, and Pn to the power of the noise. In the complexity column: number of
sums (S), multiplications (M), and square roots (R).
Method Algorithm Complexity
Pn = ( |rC,Re[ν]| − |rC,Re[ν − 1]| )2 S: 3N+1
Bealieu’s method Pd = 12 ( rC,Re[ν]













ν=1 |rC [ν]|2 M4 = 1N
∑N
ν=1 |rC [ν]|4 S: 4N
Moments method Pd =
√
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Yoo’s method M: 2N+3N/L+3
λC = µ−1L−µ R: 0
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Figure 143: Comparison of the carrier-to-noise estimation algorithms Bealieu’s method (BL), Mo-
ments method (MM), and Yoo’s method (YOO). The bottom subplot shows the accord-
ing correlator output for the measured profile of the first element of the large 6-elements
CRPA. The presented C/N0 values are the average of 50 correlator samples.
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The decision of which algorithm to take was made in favor of the MM. According to [152, 156], the
Moments method (MM) operates closer to ideal than Bealieu’s method (BL). Yoo’s method (YOO)
shall even bemore close to ideal for low SNR regimes, but as the language of the publication is foreign
to the author, this shall only be mentioned for completeness. Figure 143 shows a comparison for the
three presented algorithms, while the bottom subplot shows the according correlator output. The
correlator loop locks at about 4 s. At eleven seconds, the emulated interferer is at the same position
as the tracked satellite (SVID=10). It can be seen that all algorithms behave similar in the tracking
phase. Before the locked state, BL and YOO treat the phase error (quadrature component not zero)
as noise. TheMoments method (MM) is more robust in that case and therefore chosen in the follow-
ing. Nevertheless, the decision of the method is arbitrary as long as the same algorithm is used for all
measurement comparisons.
7.7 Evaluation
This section evaluates the results for the performed measurements by comparison of the three ap-
plied methods, namely using the first CRPA-element for acquisition and tracking, the application of
Null-Steering (NL), and the application of Beam-Forming (BF). Additionally, the comparison of the
CRPAs with each other is conducted.
In Figure 144, the measurement results of the large 6-element CRPA are shown. The top plot depicts
the C/N0 values, while the bottom subplot shows the according correlator output. When no NL and
BF is applied (single element, yellow curves), the C/N0 ranges at about 40 dBHz. Slight drops are no-
ticeable, when the interferer signals cross the satellite incidence angle at 12.8 s and 17.8 s. Due to the
fact that the interferer signal is not too strong, the tracking does not interrupt during the whole mea-
surement. Nevertheless, the signal quality is quite low at interferer presence. Before the fade-in of the
interferer, the single element C/N0 is at 45 dBHz, which is a good value. BF yields better performance
in terms of C/N0 also without jammer presence. This is because the four or six signal streams are coher-
ently added, related to the targeted satellite signal. At the critical moments, when the jammer crosses
the position of the investigated satellite, the C/N0 drops for both NL and BF, because mitigating the
interferer is equivalent to mitigating the desired signal when the signal directions coincide. For this
current case of a weak jammer, turning off NL and BF yields better results.
The next Figure (145) compares the antennas by processing only the first elements data streamwithout
NL and BF. The curves show a C/N0 decline at seconds 12 and 17. Besides that, element one of the large
6-elements CRPA seems to have slightly less gain or is looking less towards the satellite signal. Element
one of the largeCRPAhas the north-most position, with the larges z-value. This can be an explanation
aswell for the comparatively lowC/N0: the EVM isworse than for themore centric elements. TheC/N0
curves of the 4-elements and the small 6-elements CRPA show similar behavior.
When Null-Steering (NL) is applied, cf. Figure 146, the antennas show very different behavior. The
large 6-elements CRPA has the best performance, the decrease in C/N0 is very small and only while the
interferer is crossing. Otherwise the C/N0 is at 50 dBHz, which is a very good value. The four-elements
CRPA shows a slightly less performance. TheC/N0 is a bit below the large 6-elements one, and theC/N0
fade is wider, meaning that the focus of the smaller antenna is worse, which is a logical effect of the
smaller aperture. Another drop appears at 14.5 s and 19.5 s, respectively. The small 6-elements antenna
is producing an additional null in the angular spectrum that leads to a C/N0 collapse at 11.5 s and 16.5 s.
This is based on the radiation pattern properties that were shown in Figure 141. At the mentioned
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Figure 144: Comparison of three post-processing methods for the large 6-elements CRPA.
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Figure 145: CRPA comparison for processing of the first antenna elements data stream, neither NL
nor BF applied.
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Figure 146: CRPA comparison for Null-Steering (NL) applied.
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times, the interferer position is at−72◦ azimuth. WhenNL is applied, another null appears in a wide
area of the angular spectrum, which also covers the satellite incidence angle of 24◦. In general, the
resulting C/N0 of the small 6-elements CRPA is with 43 dBHz significantly lower than for the other
antennas under investigation.
The next analysis, see Figure 147, compares the CRPAs with respect to the BF performance. It can be
seen that all CRPAs show similar performance when the jammer is off the satellite incidence angle.
When both angles coincide, the aperture sizes of the antennas are influencing the performance sig-
nificantly. The smallest antenna (4-elements) has a wide region, where the C/N0 values are influenced
due to the jammer presence. The 6-element antennas have a comparable performance and have the
signal fade only when the interferer is at the same position as the satellite signal. When comparing
the performance of the small 6-elements CRPA in terms of NL and BF, it can be seen that the Null-
Steering (NL) effect, shown in Figure 146, has vanished due to the desired signal focusing by using
BF.
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Figure 147: CRPA comparison for Beam-Forming (BF) applied.
7.8 Discussion
The experiments conducted in the previous sections have shown a practical example for the applica-
tion of OTA testing using WFS. It is obvious that an antenna having a larger aperture is performing
better at Beam-Forming (BF). Nevertheless, the observed effects give an insight into the antennas
characteristics in connection to NL and BF signal processing. The focus shall be on the testing pro-
cedure itself, the necessary steps and the procedural method. The technical verification was shown
in Section 6.1.4 by the analysis of the plane wave field, and by comparison with conducted tests in





This chapter presents an alternative Over-The-Air (OTA)-based approach to test wireless communi-
cation devices. It is called Wireless Cable (WLC). It is an extension of the Radiated Two-Stage (RTS)
method. This test method supports Device Under Test (DUT) dimensions of theoretically arbitrary
size. The contribution is the applicability of theWLCmethod in non-anechoic environments as well,
which is realized via wide-band equalization.
Prior in this thesis, we presented a test procedure for electrically small devices. As Figure 26 showed,
only certain sizes of DUTs are achievable using Wave-Field Synthesis (WFS). Therefore, this chapter
presents a test procedure that can be applied to DUTs with theoretically arbitrary dimensions, as e. g.
airplanes or cars, namely Wireless Cable (WLC), which has been proposed in [3]. A requirement for
the test procedures presented in this thesis, and an advantage at the same time is the consideration
of self-interference, which is always met, when an OTA approach is used. In contrast to the WFS
approach, for WLC the DUT antenna radiation pattern has to be measured as the first step. This is
the most complex part when having a large DUT.
8.1 Theory
Figure 148 depicts a standard communication scenario involving an electrically large DUT in shape of
a car in this example. A communication partner having Multiple-Input Multiple-Output (MIMO)
capabilities is equipped with multiple antennas. We introduce P to be the number of Base Station
(BS)/communication partner ports, andW to be the number ofDUTports to form aP×W MIMO
system. The antennas of the communication partner and those of the DUT form a complex propa-
gation channel scenario that is influenced by environmental objects such as trees, buildings, etc. The
dashed lines denote the different components, which are the communication partnerwith its commu-
nication signals x(f), the communication partner beam pattern bCP, the target propagation channel
Htgt, and the DUTwith itsW received communication signals y(f) and the beam pattern bDUT.
















Figure 148: Illustration of a communication scenario as used in our WLC approach
8.1.1 Overview
To test such communication scenario using the two-stage method [157–159], it would not be possible
to consider self/in-band interference effects that DUT1 and DUT2 or other devices produce. This
is caused by the only conducted functionality of the two-stage method. The RTS method tries to
cope with that by using an OTA approach instead of cables as the conventional two-stage method is
using [38, 39]. To realize the propagation channel that usually includes multiple propagation paths
including reflections, scattering and polarization effects, conventional tap-based equalization tech-
niques run into the limit. An extension of the RTS method, known as WLC, is presented here [3]. It
is a wideband equalization technique to be able to realize the complex propagation channel that ap-
pears in reality. The RTSmethod operates in three steps, namely the radiation pattern measurement,
the chamber channel measurement, and the embedding of radiation pattern and desired propagation
channel [38, 39]:
Figure 149: VISTA—Virtual Road Test and Simulation Area: Anechoic chamber with turntable dy-
namometer (not visible) and arch for wideband full-polarimetric antenna pattern mea-
surements; chamber dimensions: length 16m, width 12m, height 9m, arch diameter:
8m [160].
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1. The radiation patternbDUT of theDUT ismeasured in an anechoic chamber, for example in the
VISTA—VirtualRoadTest and SimulationArea in Ilmenau, as depicted in Figure 149, [55,56].
The elevation angles are covered with the antenna arch, while the azimuth rotation is realized
by a turntable that is able to carry DUTs with an electrical diameter up to 5.2m. The diameter
is frequency-dependent. Tomeasure the radiation patterns of each of theW antenna elements
under consideration, its antenna ports have to be accessible. This is done by disconnecting the
DUT back-end at connection point c1,2 (Figure 148) and using that point as a reference plane
for the measurement and the test.
2. In the second step, the DUT is placed into a shielded chamber, as depicted in Figure 150. The
chamber does not necessarily have to be anechoic. The DUT is surrounded byM Emulation
Antennas (EAs), where M ≥ W has to be met. The position and orientation of the EAs
is arbitrary when using an echoic chamber. This is through the rich multi-path reflective en-
vironment. To apply the targeted propagation channelHtgt(f) ∈ CW×P , the propagation
characteristics of the chamber have to be removed. This is done by measuring the channel im-
pulse responses from each ofM EA ports to each ofW DUT antenna ports, which we call
channel transfer matrixHchamber(f) ∈ CW×M . For that, the back-end of the DUT is removed































Figure 150: WLC, step two: obtaining the transfer characteristics of the isolated chamber.
3. In the last step, W wireless cables have to be determined to individually access each of the
DUT antenna ports. The wireless cables are convolved with the desired propagation chan-
nel and multiplied with antenna pattern values of the communication partner bCP and the
DUT bDUT in terms of amplitude and phase of the according propagation channel path angles
Ωk = {ϕk, ϑk}. This is called antenna embedding. The resulting channel matrix, consisting of
the wireless cable and the propagation channelHtgt(f) and the antenna pattern bCP and bDUT



































Figure 151: WLC, step three: Conducting the actual test run.
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The Figures 150 and 151 also depict the needed OTA Hardware (HW) configuration. The switch is
one main part of the system as it distributes digital signals from and to each device. The FPGA-based
Digital Signal Processor (FDSP) units multiply and sum up the up to 12 digital signals with the steer-
ing matrix S(f) in the frequency domain to realize wide-band time-variant propagation channels.
The S1000 units convert the digital signals to the analog domain and perform an up-conversion. The
R4000 devices are the counterparts of the S1000 units, which down-convert and digitize the analog
signal.
The difference, and the advantage of the WLC approach compared to the two-stage method is the
consideration of in-band interference. This is met because the second part of the third step operates
OTA. To demarcate from the radiated two-stage method [38, 39], the WLC operates on wide-band
frequency equalization, as it is explained in the following.
8.1.2 ObtainingWireless Cables
The general description of the signals y(f) ∈ CW×1 that arrive at the DUT, having an input signal
x(f) ∈ CP×1 and a propagation channelH(f) can be written as
y(f) = H(f) · x(f). (72)






where the Angle Of Arrival (AOA) Ωk belongs to the setΩ ofK AOAs at the same time instant t,
y(f) = BDUT(f) ·H(f) ·BCP(f) · x(f). (74)
In step two of the WLC approach, we have the following equation:
y(f) = Hchamber(f) · S(f) · x(f), (75)
where we defineHchamber(f) ∈ CW×M to include the radiation pattern bOTA(f) and bDUT(f) of the
EAs and the DUT for the ease of notation. The steering matrix S(f) ∈ CM×P is set constant to
one for the measurement of the chamber transfer matrix. Each ofM channel inputs and each ofW
channel outputs are measured sequentially. To obtain the desired steering matrix, we have to solve
Hchamber(f) · S(f) = Htgt(f) (76)
forS(f). So we get
S(f) = H+chamber(f)Htgt(f), (77)
where (·)+ denotes the Moore-Penrose pseudo inverse [150, 151]. Finally, we have to embed the radia-
tion patterns of communication partner and DUT by
S(f) = BDUT(f) ·BCP(f) ·H+chamber(f) ·Htgt(f). (78)
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8.1.3 Embedding a Realistic Propagation Channel
Figure 152: Measurement site in Cologne with transmitter, and receiver vehicle for obtaining propaga-
tion channel data [161].
To have a realistic propagation channel Htgt(f) for the following measurements, it is referred to
[162–164]. In the mentioned publications a measurement campaign was performed by the Electronic
Measurement Research Lab of Technische Universität Ilmenau in the city of Cologne. The measure-
ment setup is depicted in Figure 152. The signal transmitter is placed on the rooftop as shown in the
picture. The Polarimetric Uniform Circular Patch Array (PUCPA) receiver antenna is mounted on a
vehicle driving along the road. After measuring the signal streams for each element of the antenna, a
high resolution parameter estimation algorithm RIMAX is used to de-embedd the antennas and to
estimate the full polarimetric propagation channel for eachmeasurement point [68,69,165]. Standard
channelmodels only consider specular propagation pathswith a definitemagnitude, polarization, and
phase. TheRIMAXestimated propagation channel goes a step further and also estimatesDenseMul-
tipath Components (DMCs) [166, 167].
An example of the different propagation channel components is shown in Figure 153. While the black
curve shows the specular components, the DMCs are highlighted in blue. The final superposition of
both is shown by the yellow curve.
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Figure 153: Example of a channel impulse response. Specular, DMC, and the superposition of both
components are shown.
8.2 Setup & Implementation
This section explains, how the setup looks like, and how themeasurement are conducted. The results
will be presented and evaluated afterwards.
8.2.1 Step One – Radiation PatternMeasurement
Step one of theWLCmethod is performed in the VISTA anechoic chamber as depicted in Figure 149,
where the shown calibration antenna is replaced by the DUT, which is in this case a car. The DUT
antennas back-ends are disconnected to connect the receiver cables of the antennameasurement cham-
ber. The radiation pattern of each DUT antenna element is measured for all signal incidence angles.
Those are in this case all angles above −20◦ elevation. In the experiments done in this chapter, step
one was omitted. For simplicity, the DUT’s radiation pattern are treated omni-directional.
8.2.2 Step Two – Echoic Chamber Measurement
The setup for step two and three shows Figure 154.M = 8OTAEAs are placed inside the, in this case,
echoic chamber. It is demonstrated (cf. Figure 154) that no special orientation of the EAs is needed,
except the fact that the antennas have to be fixed in their arbitrary position throughout the whole
WLC calibration and measurement process. One requirement is that the EA installation produces a
chamber propagation matrix that is of full rank, such that it is invertible. At the receiver side, namely
at the cars dashboard, and at the phantom head,W = 2 CTIA test antennas are placed that operate
in Long Term Evolution (LTE)-band seven [168], which is at 2.6GHz. The receiver antennas have to
be static as well during the measurements. Their connectors are accessed and connected to a R4000
receiver. The transmitter antennas are connected to four phase-coherent S1000 signal generators with
two channels each. To determineHchamber(f), every transmitter channel is turned on after another,
and at both receiver ports, the channel impulse response is measured. Hence, a 8× 2 channel transfer
matrix is measured.
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Figure 154: DUT withW = 2 antennas placed into shielded chamber, surrounded byM = 8 EA
elements (realized using six antennas).
8.2.3 Step Three – Propagation Channel Application
To remove the chamber’s propagation channel Hchamber(f) and to apply the desired propagation
channelHtgt(f), and the antenna radiation patternBDUT(f) andBCP(f), (78) is used. Htgt(f) is
shown in Figure 158 (page 158). To each of the DUT antenna ports, an individual Channel Impulse
Response (CIR) as propagation channel is applied. To better investigate the channel isolation, the
channel to the second DUT antenna has an artificial delay of 12.8µs. The port isolation describes the
quality of the orthogonal channels of the WLC method. A port isolation of e. g. 50% or 3 dB means
that half of the signal power of one port leaks to the other port.
8.3 Measurements & Results
This section analyzes the validity of the steps two and three of theWireless Cable (WLC) method. At
first, the stability of step two, the chamber characteristics measurement, is analyzed. After that, the
application of a realistic propagation channel shows the accuracy of the complete process, namely the
chamber orthogonalization and the propagation channel application.
8.3.1 Long-Term Stability
As the WLCs port isolation strongly depends on stable signal phases, a long-term stability analysis is
conducted. Beside imperfections in the signal generators, the temperature has a huge impact on the
signal phase due to cable warming and influencing the phase. To measure the long-term stability, the
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desired propagation channelHtgt(f) is chosen to be frequency flat for now. Custom input signals
x1(f) and x2(f) are designed:
x1(f) =

j for f < 1025
1 for f > 1024; f = 2n, n ∈ Z
0 for f > 1024; f = 2n+ 1, n ∈ Z
, x2(f) =

1 for f < 1025
0 for f > 1024; f = 2n, n ∈ Z
1 for f > 1024; f = 2n+ 1, n ∈ Z
.
(79)
In the signals, the lower half-bandwith f < 1025 is to investigate the phase stability, with a 90◦ shifted
signal phase for both receiver antennas. The index f stands for a frequency bin of a total of F = 2048
bins. The upper band f > 1024 is to evaluate the port isolation. With alternating zeros and ones for
consecutive frequency bins. The signals are depicted in Figure 155.
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Figure 155: Designed signals x1(f) and x2(f).
Before the measurement run started, the air conditioning was turned on to settle for more than two
hours to a target temperature of 20◦C in a temperature range of 1◦C width. The results of a 16 hours
measurements are depicted in Figure 156. The initial isolation is above 40 dB. It decreases to 30 dB
after 16 h. The phase standard deviation starts af ≈ 0.5◦ and rises to ≈ 1.5◦. The same experiment
was repeated without air conditioning. In Figure 157 is can be seen that already after one hour, the
port isolation underruns 20 dB. The phase error immediately reaches an unacceptable range.
8.3.2 Car-to-Infrastructure Propagation Scenario Emulation
In this experiment, a realistic propagation channel shall be emulated with the simplification of having
an omni-directional DUT radiation pattern embedded. Therefore, we apply the channel, depicted
in Figure 158. In this measurement the input signals are perfect Dirac pulses in time domain. Hence
the accurate propagation channel can be realized andmade visible. Figure 159 shows themeasurement
results for both emulated impulse responses. Both signals are almost perfectly rebuilt. Below an at-
tenuation value of 40 dB the noise floor becomes visible. At 14µs, the port isolation error can be seen
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at CIR1, when CIR2 radiates maximumpower. It can be clearly seen, that withWLC, also DMCs can
accurately be emulated, which would not be possible with a tap-based channel emulator.
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Figure 156: Port isolation (top) and phase deviation along 16 hours. Air conditioning is active.
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Figure 157: Port isolation (top) and phase deviation along 1 hour. Air conditioning turned off.
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Figure 158: Desired propagation channelHtgt(f).
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Figure 159: Measured channel impulse responses.
IX
CONCLUSIONS&OUTLOOK
In this thesis, two Over-The-Air Testing approaches for holistic device tests were presented. Depend-
ing on the field of application, a devicemayhave different dimensions. For example, a smart-phone can
be treated as a small device where a test has to treat the antennas and device back-end as one, because
it is not separable without causing unwanted effects. The definition whether a device is electrically
small or large cannot be clearly done, because the operating frequency has an influence, too. In the
small devices case, the emulated radio environment for device testing has to be realistic in a sense that
it consists of plane waves. Therefore, the test is transparent, no prior knowledge of a device goes into
the test process. The opposite are large devices, e. g. cars or planes. Those have the drawback in the
sense of testing that a realistic radio environment emulation with planes waves is not feasible. Simpli-
fication strategies have to be developed to make the device experiencing a realistic environment. The
test procedure for large devices cannot be made transparent without high effort, e. g. the radiation
pattern has to be known and therefore measured before.
To measure the impact of this thesis onto the scientific community and on the technological devel-
opment, the following can be stated: We have shown that we could build a Wave-Field Synthesis
Over-The-Air testbed and verified the proper functioning of it. With such a testbed, a versatile en-
vironment is available that helps for testing wireless communication devices in a holistic and repro-
ducible manner. The advances over the other test methods, for example the conducted or Radiated
Two-Stage are the ease of implementation for a test, where a Device Under Test is just put into the
testbed without the need of unmounting the antennas or accessing the Device Under Test by cables
to feed signals. The system calibration is a process which is independent from a certain Device Under
Test. Therefore, the calibration can be performed prior to having a certain test device. The ability
to produce arbitrary physical fields of e. g. plane waves allows for a comprehensively designed virtual
electromagnetic environment. For the case that aDeviceUnderTest it too large to fit in theWave-Field
SynthesisOver-The-Air testbed, we developed an alternative, namelyWireless Cable, that has a similar
calibration overhead, but needs to have the radiation pattern of the Device Under Test antenna ports
measured in advance. The advantage of Wireless Cable over the Radiated Two-Stage method, which
it is based upon, is the ability to operate in arbitrary, not necessarily anechoic environments.
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9.1 Wave-Field Synthesis
For smallDevicesUnderTest, we cover all aspects necessary to successfully implementWave-Field Syn-
thesis for Over-The-Air testing. Depending on the use case, a two-dimensional or three-dimensional
Emulation Antenna arrangement is used.
A calibration procedure was developed that uses a field probe for the system calibration on one hand,
and for the plane wave evaluation on the other hand. The algorithms which determine the signals to
be transmitted by the Emulation Antennas guarantee a certain field quality in the Sweet Spot. How-
ever, in practice, as many of the theoretical assumptions are not completely met, the field quality ap-
proximates the theoretical value. The probe is scanning this area on the influence of each Emulation
Antenna such that later the amplitude and phase of the Emulation Antennas can be set to produce
a plane wave impinging from an arbitrary direction. The Error Vector Magnitude and the Poynting
Vector Angular Deviation is used as a metric to evaluate the achievable quality of the electromagnetic
field.
System imperfections were analyzed, such as noise and drift of the hardware, as well as long-term tem-
perature influences. The noise and drift analysis showed that the Over-The-Air system is working
properly within the design specifications. Temperature variations in day- and night-cycles do influ-
ence the Error Vector Magnitude, nevertheless, the field degradation is beyond the line where harm is
caused to measurement results of the presented test cases. This allows even for long-term tests to be
performed.
For two-dimensional Wave-Field Synthesis Over-The-Air Testing, a practical verification measure-
mentwas performedusing aGlobalNavigation Satellite System, emulated by aRadio FrequencyCon-
stellation Simulator and comparative measurements in a conducted manner were used to proof the
two-dimensional Wave-Field Synthesis Over-The-Air Testing system. It showed that by using Wave-
Field Synthesis, the same electromagnetic field quality can be achieved as in a conducted test. Finally,
the performance of a practical test was presented to show the general procedure on the example of
multiple antenna evaluation in the Global Navigation Satellite System context under interferer pres-
ence.
The three-dimensional Wave-Field Synthesis setup was handled theoretically. A detailed analysis on
the distribution of Emulation Antennas on a sphere or hemisphere was conducted, where an opti-
mized sub-sphere algorithm was presented. An approximation formula was derived to estimate the
number of Emulation Antennas (EAs) versus the Device Under Test (DUT) diameter for the three-
dimensional (3D) case. A high resolution parameter estimator was used to compare different Emula-
tionAntenna arrangements on the applicability for differentDeviceUnder Test sizes. The results lead
to a compound arrangement of differently polarized antennas.
9.2 Wireless Cable
For largeDevices Under Test, Chapter VIII presented and analyzed the Wireless Cable method as an
extension of the Radiated Two-Stage method. By using Wireless Cable, arbitrarily large test devices
can be tested under realistic conditions including a realistic propagation channel.
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The method incorporates interference from the test device itself or surrounding ones. It was shown
that using appropriate control of temperature, a long measurement time can be bridged with very
good quality metrics. One drawback of the Wireless Cable method in comparison to using Wave-
Field Synthesis is the measurement of the antenna radiation pattern of the Device Under Test. Also,
the requirement of having static transmit and receiving antennas is a hard restriction.
An advantage of the presentedWireless Cable approach using wide-band equalization is that no ane-
choic chamber is necessary. This comes at the cost of signal processing hardware and signal chains. The
test could also be performed e. g. in an airplane hangar as test environment, if it is ensured that all Ra-
dio Frequency reactive objects are static and the enclosure is Radio Frequency-tight, i.e. well-shielded.
Also, Dense Multipath Components (DMCs) can be correctly emulated by using wide-band equal-
ization.
9.3 Outlook
Many scientific questions were discovered during the work period of which somewere handled in this
thesis. BothWave-Field Synthesis andWireless Cable still provide a rich field for further development
and investigation.
At the time of writing, the three-dimensionalWave-Field Synthesis anechoic chamber was under con-
struction. The next piece of work is the development of a calibration procedure covering all three
components of the electromagnetic field vector when elevated Emulation Antennas radiate. When
the three-dimensional testbed is deployed, a comparison with the simulated field quality metrics and
measurements verifies the simulations. Including the radiation pattern information of the Over-The-
Air Emulation Antennas into the calibration process may help reducing the calibration overhead.
Looking at Wireless Cable. When a holistic test of a car is considered that incorporates driving tests
where the environment and the Device Under Test vibrates and moves, the measurement quality sta-
bility has to be proved. Therefore, investigations can be made that increase the size of the emulated
Sweet Spot. This size determines the quality in terms of isolation of every individual Wireless Cable.
Also theWireless Cable calibration procedure has to be developed further. This applies for closed loop





A.1 Coordinate Systems & Transformation
A.1.1 Roll/Pitch/Yaw
The orientation change of e. g. an airplane can be described by Euler angles. Those angles describe the
rotation of an object around its three axes. An arbitrary change in orientation can be described by at
most three turns along the Euler angles. In aviation, those angles are called roll, pitch, and yaw, and
act as depicted in Figure 160. The yellow arrow represents a flying object.
Figure 160: Definition of roll, pitch and yaw angles, corresponding to an aircraft, represented as large
arrow.
166 A MATHEMATICAL TABLE
A.1.2 RotationMatrix
The rotation matrixR for the angles roll, pitch and yaw is defined as
R =
 1 0 00 cos(roll) sin(roll)
0 − sin(roll) cos(roll)
·
 cos(pitch) 0 sin(pitch)0 1 0
− sin(pitch) 0 cos(pitch)
·




WhenR is applied to a vector asR · v, it is turned according to the shown roll/pitch/yaw angles in
Figure 160.
A.2 Polarization & Conversion
A plane electromagnetic wave consists of a linear combination of two polarization vectors, which are
perpendicular to each other and to the propagation direction, which holds in the far-field. All linear
combinations of both vectors are possible. The simplest polarization types are linear polarization,
namely horizontal (H), and vertical (V) polarization. Satellites usually use circularly polarized waves,
as the orientation to the receiver is not known. The definitions used in this thesis for conversion of H
andVpolarization to right-hand circular polarization (RHCP) (R), and left-hand circular polarization
(LHCP) (L) are defined as follows:
R = H − jV√
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The Standard Deviation (STD) uses the mean value of its estimates X¯ , while the Root Mean Square
Error (RMSE), the Mean Absolute Error (MAE), and the MBE are considering the true value Xtgt.
TheRMSE, as well as theMAE give information about data spreading, whereas theMBE, as the name
tells, determines the bias error of series of estimates.

BSPIRENTGSS9000 TS788
B.1 SimGen Graphical User Interface
Figure 161 is showing the SimGenGraphical User Interface (GUI). The presented Scenario is used for
the Wave-Field Synthesis (WFS) verification in Section 6.2.
Figure 161: SimGen user interface showing properties for the rectangular racetrack scenario.
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Next to the static Global Navigation Satellite System (GNSS) scenario, a race-track scenario is used.
This is shown in Figure 162.
Figure 162: Rectangular racetrack scenario in detail.
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Figure 163: Static SimGen GPS scenario with 10 satellites, the receiver position is lon./lat. 0◦/0◦ and




When antenna radiation patterns are measured, the values are usually given in electrical field strength
E($,ϕ) in V/m, where $ is the co-elevation in the range [0, pi], and ϕ the azimuth in the range of
[−pi, pi]. Now we need to determine the actual antenna gain G[dBi]($,ϕ). Taken out of [129], we
recap some antenna basics in the following.















The directivity pattern is then calculated by
D($,ϕ) = Dmax · C2($,ϕ), (89)
with the antenna characteristicC($,ϕ) being normalized as
C($,ϕ) = |E($,ϕ)||E($,ϕ)|max . (90)
The antenna gainG is obtained using the efficiency factor η, which describes the relation between the
radiated power of an antenna, and the power put into the antenna.
G = η ·D (91)
The gain for the whole sphere in decibels, related to the isotropic radiator (dBi) is






174 C ANTENNAS& PROPAGATION
C.2 Field Strength Calculation
This section shall give insights into relations of field-strength E, antenna gain G, Free Space Path
Loss (FSPL), the antenna factorK and powerP , as depicted in Figure 100. The equations and deriva-
tions are taken from [129–132]. The equations are needed for the Over-The-Air (OTA) system power
calibration.




The antenna aperture areaA specifies, from with area in the space an antenna is collecting energy. It









where Z0 is the free space impedance with Z0 =
√
µ0/0 ≈ 120piΩ. (93) solved forA, in connection
with (94) yields
P = S ·Gλ
2
4pi . (96)














Equation 98 gives the relation between the field strength at a receiver antenna in connection with its



















· U = E = K · U , (100)


















, K[dB] = 20 · log10(K) (101)
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= PRX · 4pi
GRX · λ2 ;
|E|2 · λ2




The Friis formula [169] describes the received powerPRX under free space vacuum conditions consid-
ering the transmitted powerPTX, wavelengthλ, the transmit antenna gainGTX, the receiving antenna
gainGRX, and the distance between transmitter and receiver r:
PRX = PTX ·GTX ·GRX
(
λ







4 · pi · r
)2
. (103)
Putting (103) and (102) together, we get
|E|2 · λ2
Z0 · 4pi = PTX ·GTX
(
λ
4 · pi · r
)2
, (104)
solved forE, we finally get
E =
√
GTX · PTX Z04pi · r2 . (105)
Equation 105 provides the relation between the field strength E at the receiver antenna, calculated
using the gainG and power P of a transmitting antenna at a distance r.

List of Tables
1 Specification of OTA testing facility . . . . . . . . . . . . . . . . . . . . . . . . . 30
2 Baseline parameters for following simulations. . . . . . . . . . . . . . . . . . . . 88
3 Decibel values for measurement setup . . . . . . . . . . . . . . . . . . . . . . . . 109
4 Determined field strength values . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5 Signal-to-Noise-Ratio (SNR) (λC) estimation algorithms, C/N0 determination using
(69). Pd refers to the power of the data symbols, andPn to the power of the noise. In
the complexity column: number of sums (S), multiplications (M), and square roots
(R). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

List of Figures
1 Depiction of different environment perspectives. Base picture taken from [26]. . . . 20
2 Communication scenario with Device Under Test (DUT) and multiple communi-
cation partners, Global System for Mobile Communications (GSM), Universal Mo-
bile Telecommunications System (UMTS), and Long Term Evolution (LTE) Base
Stations (BSs), andWireless Local Area Network (LAN) (WLAN) Access Point (AP). 21
3 Reverberation Chamber (RC)1(left), and anechoic chamber (right). . . . . . . . . . 24
4 Setup for 2-channel method test. The enclosing anechoic chamber is not depicted here. 24
5 Virtual Road Simulation and Test Area (VISTA), rendered image showing car and
dynamometer (left), and installed archwith calibration antenna (right), images taken
from [56]. Chamber dimensions: 16 m× 12 m× 9 m. . . . . . . . . . . . . . . . 28
6 Facility for Over-the-Air Research andTesting (FORTE) including laboratory build-
ing with anechoic chamber containing motion emulator (left), and antenna tower
with satellite terminal measurement cross (right). . . . . . . . . . . . . . . . . . . 29
7 Motion emulator with mounted satellite terminal inside anechoic chamber . . . . . 29
8 Illustration of wave superposition for wave-field synthesis. . . . . . . . . . . . . . 30
9 Correlation-based Direction Of Arrival (DOA) estimation, depicted is the resulting
correlation for all possible angles of incidence. The true angle of incidence is marked
by a blue plus sign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
10 Three sectorized antenna for multi-band Cognitive Radio (CR) applications [74]. . 35
11 Urban Intelligent Transportation System (ITS) scenario, graphic taken from [79]. . 35
12 Commercial jammers, available at [81]. . . . . . . . . . . . . . . . . . . . . . . . 37
13 GlobalNavigation Satellite System (GNSS) scenario example. TheDUT is interfered
by a jammer or spoofer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
14 Illustration of components of Kirchhoff-Helmholtz integral. Figure adapted from
[93]. The field produced by T inside the volume V can be described fully with the
contributions of the volumes’ boundary/surface S0. . . . . . . . . . . . . . . . . 41
15 Application of the Kirchhoff-Helmholtz integral on a primary wave (a). Usage of
both components (b), and usage of onlymonopoles or dipoles, in (c) and (d), respec-
tively. The black dots represent secondary source points on a section of the surface. . 41
16 Simulation of analytical Wave-Field Synthesis (WFS). Antenna distance 1.31λ (a),
and 0.49λ (b). The virtual green wave is to be synthesized. The blue wave-field is a
superposition of the waves, radiated by the bright green marked point sources. Am-
plitude and phase is tuned using (17). The field is correctly synthesized only when the
sampling theorem is not violated (b). . . . . . . . . . . . . . . . . . . . . . . . . 42
17 Simulation of numericalWFS. Antenna distance 1.31λ. The virtual green wave is to
be synthesized. The blue wave-field is a superposition of the waves, radiated by the
bright green marked point sources. Amplitude and phase is tuned using (23). . . . . 42
180 LIST OF FIGURES
18 Explanation of symbols related to WFS. The plane wave coming from the direction
−κ, ‖κ‖ = 2pi/λ, impinges withwave-lengthλ and the correspondent frequency c/λ,
and the polarization γ. At the optimization points o, the resulting electromagnetic
field is described. Inside the Sweet Spot (SP), the electromagnetic field achieves a
certain quality. The steering vector for the antennas (black dots) has to be determined
to synthesize the plane wave. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
19 Simplifiedmodel ofGNSSdownlink communication. Propagation channel ismapped
forK satellite signals usingM OTA Emulation Antennas (EAs) for emulation. D
antenna elements on DUT side are receiving. . . . . . . . . . . . . . . . . . . . . 45
20 Graphical interpretation of the Error Vector Magnitude (EVM) . . . . . . . . . . . 46
21 Simulative comparison of EVM and Poynting Vector Angular Deviation (PVD) val-
ues. EVMavg=-37.0 dB, PVDavg=0.45◦. The white circle denotes the area for which
the plane wave field is optimized (SP). . . . . . . . . . . . . . . . . . . . . . . . . 47
22 Simulative comparison of EVMandPVDvalues. EVMavg=-21.0 dB,PVDavg=0.44◦.
The white circle denotes the area for which the plane wave field is optimized (SP).
Steering vector s is shifted 5◦ in phase. . . . . . . . . . . . . . . . . . . . . . . . . 47
23 Illustration of spatial sampling theorem (31)/(32) for the two-dimensional (2D) case. 49
24 Scheme of points arrangement for the three-dimensional (3D) approximation. . . . 49
25 SPdiameterD as a function of numberM of EAs as an approximation formula (solid
line), and calculated from using Lebedev-distributed points (circles/plusses), f =
1.57542 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
26 Achievable SP diameter vs. number of EAs and operating frequency, for a 2D constel-
lation of EAs according to (32) (left), and for 3D constellations following (34) (right). 51
27 Simulation of EVM values for SP diameter of 0.45m. EVMavg=-21.4 dB. . . . . . . 51
28 Two-dimensional arrangement of 16 OTA EAs on a ring. The orange arrows denote
the main beam direction of the EAs. The blue circle denotes the SP area. . . . . . . 52
29 Platonic solids: Tertahedron, cube, octahedron, icosahedron, and dodecahedron. . . 53
30 Distributing points on a sphere: Chebyshev (62/37), Lebedev (50/29), and Fibonacci
(64/32) grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
31 Distributing points on a sphere (top view): Chebyshev (62/37), Lebedev (50/29), and
Fibonacci (64/32) grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
32 Histograms of the signal incidence angles Ω for different communication scenarios:
Mobile communications (IlmenauReference Scenario [105], left), andGalileoGNSS
(derived from Spirent Radio Frequency (RF) Constellation Simulator (RFCS) data,
right). The white dots denote an equidistant and sub-sampled version of the his-
tograms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
33 Simian Vacuolating Virus 40 (SV40) as an example of packing strategies found in
nature2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
34 Distributing points on a sphere: Using Tammes’ and Thomson’s problem formula-
tion as 64/32 (sphere/hemisphere) configuration. Left using Equation 50, right using
Equation 51. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
35 Distributing points on a sphere: Using Tammes’ and Thomson’s problem formula-
tion as 64/32 (sphere/hemisphere) configuration. Left using Equation 50, right using
Equation 51. (top view). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
36 Example result using theminimization formulation of Equation 52 andM = 32points. 58
LIST OF FIGURES 181
37 Demonstration of extended Thomson algorithm. Points on the desired sphere area
(blue), and additional repulsingparticles (orange) to force the conditionϑa > ζ, ∀a ∈
A. Depicted is the final optimization state. . . . . . . . . . . . . . . . . . . . . . 58
38 Comparison of Lebedev, Fibonacci, and Thomson grid. The coloring represents the
resulting EVM-values for respective signal incidence angles. The green spheres mark
the EA positions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
39 Illustration of antenna selection window size. Top: 90◦ window (blue), two EAs in
transition state; bottom: 80◦ window, one EA in transition state (yellow). . . . . . 60
40 Selection of EmulationAntennas (EAs). Theblue solid linemarks thewave incidence
angle, and the blue bullets symbolize active EAs for the 2D (left), and 3D (right)OTA
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
41 FSPL deviation (amplitude decay) at different distances. . . . . . . . . . . . . . . 64
42 Influence of the power decay. Diameter of OTA ring 2.83m (top), and 5m (bottom);
dSP = 0.3 m, fc = 1.57542 GHz,NOTA = 16,Ω = {ϕ, ϑ} = {45◦, 0◦}. . . . . 65
43 Illustration of wave curvature. Plane shape of resulting wave in horizontal direction
(green), and circular shape in vertical direction (orange). . . . . . . . . . . . . . . 65
44 Polarization vectors in ϕ (horizontal, red) and ϑ (vertical, blue) from different per-
spectives. Left: side view, and right: top view. . . . . . . . . . . . . . . . . . . . . 66
45 PVD results of a planewave impinging fromnegative y-axis. Horizontal (ϕ) polariza-
tion (left), and vertical (ϑ) polarization (right). Only according antenna polarizations
are used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
46 PVD results of a plane wave impinging from positive z-axis (zenith). Horizontal (ϕ)
polarization (left), and vertical polarization (right) with corresponding EApolarization. 67
47 PVD result of a plane wave impinging from positive z-axis. Horizontal (ϕ) polariza-
tion, using horizontal (ϕ) polarized EAs and vertical (ϑ) polarized EAs at the same
time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
48 Distribution of Optimization Points (OPs) in coordinate system,N = 29. . . . . . 68
49 Emulation of vertically (left) and horizontally (right) polarized waves using 16 dual-
polarized OTA EAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
50 Emulation of vertically (left) and horizontally (right) polarized waves using 16 linear-
polarized OTA EAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
51 Simulation of emulation of a vertical polarized plane wave impinging from Ω =
{ϕ, ϑ} = {90◦, 5◦}. Using 16 vertical polarized EAs (top), and 16 dual-linear polar-
ized EAs (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
52 Emulation of vertically (left) and horizontally (right) polarized waves using 24 linear-
polarized OTA EAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
53 Emulation of right-hand circular polarization (RHCP), using 16 dual-linear polarized
EAs (left two columns), and 32 RHCP EAs (right two columns). From left to right:
minimum elevation ζ = −20◦, 0◦, −20◦, and 0◦. . . . . . . . . . . . . . . . . . 74
54 Emulation of horizontal polarization, using 16 dual-linear polarized EAs (left two
columns), and 32 horizontally polarized EAs (right two columns). From left to right:
minimum elevation ζ = −20◦, 0◦, −20◦, and 0◦. . . . . . . . . . . . . . . . . . 75
55 Emulationof vertical polarization, using 16dual-linear polarizedEAs (left two columns),
and 32 horizontally polarized EAs (right two columns). From left to right: minimum
elevation ζ = −20◦, 0◦, −20◦, and 0◦. . . . . . . . . . . . . . . . . . . . . . . 76
182 LIST OF FIGURES
56 Ideal Uniform Rectangular Array (URA) antennas used for simulations. The dots
denote the antenna element positions. . . . . . . . . . . . . . . . . . . . . . . . . 77
57 Illustration of field vector significance related to their antenna element distance. . . 77
58 Simulation setup for the 3 × 3 URA configuration (maroon) withM = 32 and
ξ = −20◦ (blue). The white dotted line denotes the investigated signal trajectory. . 78
59 Monte Carlo (MC) simulations for a 2 × 2 URA with an SNR of 20 dB,M = 16
OTA EAs, ζ = −20◦ (left), and ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . 79
60 Cramér-RaoLowerBound (CRLB) for different versionof stackedURAs. IfN = 1,
only one URA layer is present. ∆Z = λ/4 . . . . . . . . . . . . . . . . . . . . . . 80
61 MC simulations for a 2 × 2 URA with an SNR of 20 dB,M = 32 OTA EAs, ζ =
−20◦ (left), and ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 80
62 MC simulations for a 3 × 3 URA with an SNR of 20 dB,M = 16 OTA EAs, ζ =
−20◦ (left), and ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 81
63 MC simulations for a 3 × 3 URA with an SNR of 20 dB,M = 32 OTA EAs, ζ =
−20◦ (left), and ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 81
64 MC simulations for a 4 × 4 URA with an SNR of 20 dB,M = 16 OTA EAs, ζ =
−20◦ (left), and ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 82
65 MC simulations for a 4 × 4 URA with an SNR of 20 dB,M = 32 OTA EAs, ζ =
−20◦ (left), and ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 82
66 MC simulations for a 3 × 3 URA with an SNR of 5 dB, 10 dB, and 20 dB,M = 16
OTA EAs, ζ = −0◦ (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
67 DOA estimation accuracy for all incidence angles on the hemisphere. Simulated at
the previously discussed OTA EA and Receiver (Rx) configurations using RIMAX.
Rx is a URA with λ/2 element distance. The black dots are the EA positions, the
white dotted line is the trajectory from the previous simulation only for comparison
with the previous sections results. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
68 Signal generation chainwithdigital (blue) to analog (black) conversion, up-conversion,
amplification and propagation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
69 Depiction of SP radius (blue) for different numbers ofOTAEAs and forbidden near-
field region (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
70 EVM [dB] simulation of a ring of 16 EAs at 1.5 GHz. The black ring shows nominal
sweet spot size according to (32), the white rings 0.8, 0.9, 1.1 and 1.2 times the SP size 87
71 PVD and EVM as a function of the percentage of the SP. The lines denote the dif-
ferent frequency/number of EAs configurations. . . . . . . . . . . . . . . . . . . 87
72 Baseline mean EVM values without noise, rOTA = 2.82/2 m . . . . . . . . . . . . . 88
73 Baseline mean EVM values without noise, rOTA  dSP. . . . . . . . . . . . . . . . 88
74 Phase (left) and amplitude (right) impairments added to individual EAs of a 16 an-
tenna ring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
75 Normalized steering vector s for current simulation setup. The wave Angle Of Inci-
dence (AOI) coincides with position of EA 5. The antenna selection is turned off in
this simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
76 Comparison of error metrics in the case all EAs being equally disturbed. Sensitive
EVM value shows effect while PVD stays at the baseline value. . . . . . . . . . . . 90
77 Mean EVM and PVD as a function of different phase noise standard deviations σ
and noise coherence χ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
78 Mean EVM and PVD as a function of different amplitude noise standard deviations
σ and noise coherence χ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
LIST OF FIGURES 183
79 Mean EVM as a function of phase error, amplitude error, and the number of OTA
EAsM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
80 Mean EVM as a function of phase error, amplitude error, and the frequency. . . . . 92
81 Phase stability of Commercial Off The Shelf (COTS) RF cables for different temper-
atures, plot taken from [116]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
82 EVM evolution in the period of three days. . . . . . . . . . . . . . . . . . . . . . 94
83 Sun path relative to FORTE building, available at [117]. The orange dot denotes the
sun position. At about 3:30 p.m. the sun turns around the building to start heating
the studio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
84 Ground plot of the first floor of the FORTE building, including interim anechoic
tent, cabling, and OTA SPHardware (HW). The position of both temperature sen-
sors are marked. Plot derived from escape and rescue plan, created by [118]. . . . . . 96
85 Reflectivity characteristics of EHP-8PCL absorber, taken from [119]. . . . . . . . . 97
86 Sketch of anechoic chamber "tent". . . . . . . . . . . . . . . . . . . . . . . . . . 98
87 OTAEAandaccording coordinate systemfor azimuthϕ, elevationϑ, and co-elevation
$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
88 Radiation pattern of EA as a cut over azimuth (left), and elevation (right) for fre-
quency f = 1.5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
89 3D Radiation pattern of EA for H port, h excited (left), and V port, v excited (right)
at the frequency f = 1.5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
90 OTA hardware. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
91 Schematic of OTA hardware. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
92 Approach of calibration and measurement procedure . . . . . . . . . . . . . . . . 103
93 Signal chain for OTA calibration. . . . . . . . . . . . . . . . . . . . . . . . . . . 103
94 Mount of field probe for radiation pattern measurement. . . . . . . . . . . . . . . 104
95 Antenna Measurement Chamber (AMC)-Measured radiation pattern for enprobe
EFS-105 electrical field probe (left), and antenna factor, taken from the calibration
certificate of Schwarzbeck Mess-Elektronik (right) [124]. The radiation pattern was
measured at f = 1.5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
96 Anechoic chamber with OTA ring and EFS-105 field probe, installed on a ROHA-
CELLmount. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
97 Radiation pattern of the EFS-105 field probemeasured using one activeOTAEA and
rotation of the field probe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
98 Periodic and crest factor optimized multi-sine signal used for the system calibration
and radiation pattern measurement. . . . . . . . . . . . . . . . . . . . . . . . . . 107
99 Distance of a GPS satellite over earth [133]. . . . . . . . . . . . . . . . . . . . . . 108
100 Measurement setup for power calibration. . . . . . . . . . . . . . . . . . . . . . . 108
101 Cone antenna used for comparative power calibration (left, [134]), and measured ra-
diation pattern at 1.5 GHz (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 110
102 First setup used to synthesize a plane wave: five EAs with an angular separation of
15◦ contribute to a plane wave. . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
103 Optimization Points (OPs) distribution with 32 points on the ring plus 37 points on
the disc (left), and 21× 21 grid of measurement points distribution (right) . . . . . 113
104 Simulation of planewave impinging from33.75◦. Real part ofwave (left), andpower
distribution (right), fc = 1.5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . 113
184 LIST OF FIGURES
105 Measurement results for planewave impinging from 33.75◦. Real part of wave (left),
and power distribution (right), fc = 1.5 GHz. . . . . . . . . . . . . . . . . . . . 114
106 Virtual Uniform Circular Array (UCA) with eight elements, diameter 0.2m. The
element phase is depicted as color value. . . . . . . . . . . . . . . . . . . . . . . . 114
107 Results of a two path estimation using RIMAX. . . . . . . . . . . . . . . . . . . 115
108 Illustration of reflection coefficient calculation. . . . . . . . . . . . . . . . . . . . 115
109 Illustration of focusing effect and aberration for two cases. A spherical wave imping-
ing from an EA on the OTA ring (left), and a plane wave impinging (right). The
outer circle denotes theOTA ring with a diameter of 2.83m. The inner circle denotes
the SP with a diameter of 0.2m. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
110 Second setup used to synthesize a plane wave: Five EAs with an angular separation
of 15◦ contribute to a plane wave. . . . . . . . . . . . . . . . . . . . . . . . . . . 117
111 Simulation of plane wave impinging from 318.75◦. Real part of wave (left), and
power distribution (right), fc = 1.5 GHz. . . . . . . . . . . . . . . . . . . . . . 117
112 3D depiction of steering vector and reflection compensation. Gray antennas omitted
for this simulation. Red values denote normalized steering vector gain in decibels,
black values the steering vector phase in degrees. . . . . . . . . . . . . . . . . . . . 118
113 Measurement of plane wave impinging from 318.75◦. Real part of wave (left), and
power distribution (right). Reflection compensation applied, fc = 1.5 GHz. . . . . 119
114 Results of a two path estimation using RIMAX including reflection compensation,
fc = 1.5 GHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
115 Extension of anechoic chamber with additional absorbers to avoid reflections. . . . 120
116 Results of a two path estimation using RIMAX using the absorber covered OTA
ring and themeasured transfer matrix (spherical waves, noWFS). First case at 33.75◦
(orange), second at−26.25◦ (yellow). . . . . . . . . . . . . . . . . . . . . . . . . 120
117 Results of a two path estimation using RIMAX. The target angle is 33.75◦. . . . . 121
118 Results of a two path estimation using RIMAX. The target angle is 33.75◦. . . . . 121
119 Measurement results of plane wave impinging from 33.75◦. Real part of wave (left),
and power distribution (right), fc = 1.57542 GHz. . . . . . . . . . . . . . . . . . 122
120 Simulation (left), and Measurement (right) results of plane wave impinging from
33.75◦. Analysis of EVM. Measurements of top right and bottom right figures taken
at different times, see Section 6.1.5 for details, fc = 1.57542 GHz. . . . . . . . . . 123
121 Cabling of OTA setup in connection with Spirent GSS9000 for 2D/2D emulation. 124
122 Measurement setup configurations . . . . . . . . . . . . . . . . . . . . . . . . . 126
123 2D OTA antenna arrangement with 3G+C geodetic antenna ( [141], left, middle),
and Septentrio PolaRx4 receiver (right) as DUT. Image taken from [142]. . . . . . 127
124 C/N0 ratios set for Setups A–D (left), and E, F (right). Investigation of Space Vehicle
Identification (SVID) 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
125 Results of measurement setup A (left), and B (right) for the static scenario. . . . . . 128
126 Results of measurement setup C (left), and D (right) for the static scenario. . . . . . 129
127 Results of measurement setup E (left), and F (right) for the static scenario. . . . . . 129
128 Results of measurement setup A (left), and B (right) for the mobile scenario. . . . . 130
129 Results of measurement setup C (left), and D (right) for the mobile scenario. . . . . 130
130 Results of measurement setup E (left), and F (right) for the mobile scenario. . . . . 131
131 Steering vector magnitude distribution (left) and EVM distribution (right) for two
different SP diameter: 0.2m (top), and 0.3m (bottom). . . . . . . . . . . . . . . . 131
LIST OF FIGURES 185
132 Results of measurement setup E (left), and F (right) for the static scenario. SP diam-
eter is chosen too small (0.2m), cf. Figure 131. . . . . . . . . . . . . . . . . . . . . 132
133 Results ofmeasurement setupA (left), and C (right) for the static scenario. Measure-
ments with sampling problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
134 Motion and magnitude profile of Global Positioning System (GPS) satellites (blue)
and interferer signal (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
135 Coordinate system inside the anechoic chamber with one Controlled Reception Pat-
tern Antenna (CRPA) under test (left), and satellite elevation mapping (right). . . . 136
136 Mapping of satellite azimuth and elevation to 2DOTA ring. . . . . . . . . . . . . 137
137 Three different CRPAs, from Antcom (left, [145]), and Fraunhofer developments
(middle, right, schematic illustration because of confidentiality), having an element
distance of λ/6, λ/3, and λ/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
138 Receiver hardware: Two synchronized Flexiband receivers (2×3 channels), with each
having one laptop running a signal analysis and recording software. . . . . . . . . . 138
139 Simulation for different OP distributions (black dots). The black pluses denote the
array antenna elements for the large 6 elements CRPA. For z = 0 m (left), and for
z = −0.05 m (right).N = 27, dSP = 0.3 m. . . . . . . . . . . . . . . . . . . . . 139
140 Depiction of the Null-operator. It calculatesM − 1 orthogonal base vectors (black)
to bi (gray) with it havingM elements. . . . . . . . . . . . . . . . . . . . . . . . 142
141 Resulting radiationpattern afterNull-Steering (NL) for 4-elementCRPA(left), small
6-element CRPA (center), and large 6-element CRPA (right). . . . . . . . . . . . . 143
142 Resulting radiationpattern afterBeam-Forming (BF) at24◦ co-elevation for 4-element
CRPA (left), small 6-element CRPA (center), and large 6-element CRPA (right). . . 144
143 Comparisonof the carrier-to-noise estimation algorithmsBealieu’smethod (BL),Moments
method (MM), and Yoo’s method (YOO). The bottom subplot shows the according
correlator output for themeasured profile of the first element of the large 6-elements
CRPA. The presented C/N0 values are the average of 50 correlator samples. . . . . . 145
144 Comparison of three post-processing methods for the large 6-elements CRPA. . . . 147
145 CRPA comparison for processing of the first antenna elements data stream, neither
NL nor BF applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
146 CRPA comparison for Null-Steering (NL) applied. . . . . . . . . . . . . . . . . . 147
147 CRPA comparison for Beam-Forming (BF) applied. . . . . . . . . . . . . . . . . . 148
148 Illustrationof a communication scenario as used in ourWirelessCable (WLC) approach 150
149 VISTA—VirtualRoadTest andSimulationArea: Anechoic chamberwith turntable
dynamometer (not visible) and arch for wideband full-polarimetric antenna pattern
measurements; chamber dimensions: length 16m, width 12m, height 9m, arch di-
ameter: 8m [160]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
150 WLC, step two: obtaining the transfer characteristics of the isolated chamber. . . . 151
151 WLC, step three: Conducting the actual test run. . . . . . . . . . . . . . . . . . . 151
152 Measurement site in Cologne with transmitter, and receiver vehicle for obtaining
propagation channel data [161]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
153 Example of a channel impulse response. Specular, DMC, and the superposition of
both components are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
154 DUT withW = 2 antennas placed into shielded chamber, surrounded byM = 8
EA elements (realized using six antennas). . . . . . . . . . . . . . . . . . . . . . . 155
186 LIST OF FIGURES
155 Designed signals x1(f) and x2(f). . . . . . . . . . . . . . . . . . . . . . . . . . 156
156 Port isolation (top) and phase deviation along 16 hours. Air conditioning is active. . 157
157 Port isolation (top) and phase deviation along 1 hour. Air conditioning turned off. . 157
158 Desired propagation channelHtgt(f). . . . . . . . . . . . . . . . . . . . . . . . 158
159 Measured channel impulse responses. . . . . . . . . . . . . . . . . . . . . . . . . 158
160 Definition of roll, pitch and yaw angles, corresponding to an aircraft, represented as
large arrow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
161 SimGen user interface showing properties for the rectangular racetrack scenario. . . 169
162 Rectangular racetrack scenario in detail. . . . . . . . . . . . . . . . . . . . . . . . 170
163 Static SimGen GPS scenario with 10 satellites, the receiver position is lon./lat. 0◦/0◦
and the height of 0m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
BIBLIOGRAPHY
Own Publications
[1] R. K. Sharma,W.Kotterman,M.H. Landmann, C. Schirmer, C. Schneider, F.Wollenschläger,
G. Del Galdo, M. Hein, and R. S. Thomä, “Over-the-air testing of cognitive radio nodes in a
virtual electromagnetic environment,” International Journal of Antennas and Propagation, vol.
2013, 2013.
[2] W. A. T. Kotterman, C. Schirmer, M. Landmann, and G. Del Galdo, “New challenges in over-
the-air testing,” in The 11th European Conference on Antennas and Propagation (EuCAP 2017)
(EuCAP 2017), Paris, France, Mar. 2017, accepted.
[3] C. Schirmer, M. Lorenz, W. A. T. Kotterman, R. Perthold, M. Landmann, and G. Del Galdo,
“MIMO Over-The-Air testing for electrically large objects in Non-Anechoic environments,”
in The 10th European Conference on Antennas and Propagation (EuCAP 2016) (EuCAP 2016),
Davos, Switzerland, Apr. 2016.
[4] C. Schirmer, M. Alsharef, W. Kotterman, A. Ihlow, G. Del Galdo, and A. Heuberger, “High
time-resolution spectrum occupancy model for testing of cognitive radio devices,” in Personal
Indoor andMobile Radio Communications (PIMRC), 2013 IEEE 24th International Symposium
on, Sept 2013, pp. 596–600.
[5] C. Schirmer, M. Landmann, W. Kotterman, M. Hein, R. Thomä, G. Del Galdo, and
A. Heuberger, “3D wave-field synthesis for testing of radio devices,” in Antennas and Prop-
agation (EuCAP), 2014 8th European Conference on, April 2014, pp. 3394–3398.
[6] C. Schirmer, W. Kotterman, G. Siegert, A. Rügamer, G. Del Galdo, A. Heuberger, and
M. Landmann, “Accuracy of an OTA system emulating a realistic 3D environment for GNSS
and multi-satellite receiver testing,” in Sensor Array and Multichannel Signal Processing Work-
shop (SAM), 2014 IEEE 8th, June 2014, pp. 113–116.
[7] W. Kotterman, C. Schirmer, M. Landmann, and G. Del Galdo, “On arranging dual-polarised
antennas in 3Dwave field synthesis,” inAntennas and Propagation (EuCAP), 2014 8th European
Conference on, April 2014, pp. 3406–3410.
188 BIBLIOGRAPHY
[8] C. Schirmer, M. Landmann, W. Kotterman, G. Siegert, A. Rügamer, G. Del Galdo, and
A. Heuberger, “Real world GNSS test environment under laboratory conditions,” in Interna-
tional Symposium on Certiﬁcation of GNSS Systems & Services (CERGAL), Dresden, Germany,
Jul. 2014, pp. 25–31.
[9] M. Lorenz, C. Schirmer, R.Damm,W.A. Kotterman, G.Del Galdo, A.Heuberger, andM.H.
Landmann, “The influence of hardware imperfections onto wave-field synthesis accuracy,” in
WSA 2015; 19th International ITG Workshop on Smart Antennas; Proceedings of, March 2015.
[10] A. Rügamer, C. Schirmer, M. Lorenz, S. Taschke, M. Grossmann, M. Landmann, andW. Fel-
ber, “Setup and verification of a multi-GNSS over-the-air wave field synthesis testbed,” in 2016
IEEE/ION Position, Location and Navigation Symposium (PLANS), April 2016, pp. 863–873.
[11] C. Schirmer, A. Rügamer, W. A. T. Kotterman, M. H. Landmann, and G. Del Galdo, “Evalu-
ation of array antenna systems for gnss applications using wave-field synthesis in an ota labora-
tory,” in 2017 11th European Conference on Antennas and Propagation (EUCAP), March 2017,
pp. 3370–3374.
References by Other Authors
[12] L. Hattersley. (2016, Aug) From antennagate to touch disease: The 11 biggest apple scandals.
macworld. [Online]. Available: http://www.macworld.co.uk/feature/apple/antennagate-11-
biggest-apple-scandals-3620624/
[13] FAZ. (2016, oct) Samsung beendet produktion von galaxy note 7. Frankfurter Allge-
meine Zeitung. [Online]. Available: http://www.faz.net/aktuell/wirtschaft/unternehmen/
samsung-beendet-produktion-von-smartphone-galaxy-note-7-14476054.html
[14] F. Römer, M. Ibrahim, R. Alieiev, M. Landmann, R. S. Thomae, and G. Del Galdo, “Polari-
metric compressive sensing based DOA estimation,” in Smart Antennas (WSA), 2014 18th
International ITG Workshop on, March 2014.
[15] M. Ibrahim, F. Römer, R. Alieiev, G. Del Galdo, and R. Thoma, “On the estimation of grid
offsets in cs-based direction-of-arrival estimation,” inAcoustics, Speech and Signal Processing
(ICASSP), 2014 IEEE International Conference on, May 2014, pp. 6776–6780.
[16] M. Ibrahim, F. Römer, andG.Del Galdo, “On the design of themeasurementmatrix for com-
pressed sensing based DOA estimation,” inAcoustics, Speech and Signal Processing (ICASSP),
2015 IEEE International Conference on, April 2015, pp. 3631–3635.
[17] ——, “An adaptively focusingmeasurement design for compressed sensing basedDOAestima-
tion,” in Signal Processing Conference (EUSIPCO), 2015 23rd European, Aug 2015, pp. 859–863.
[18] Office of the Press Secretary. (2000, May) Statement by the president regarding the united
states’ decision to stop degrading global positioning system accuracy. Available: http://
clinton3.nara.gov/WH/EOP/OSTP/html/0053_2.html.
[19] Y. Jing, Z.Wen,H.Kong, S.Duffy, andM.Rumney, “Two-stage over the air (OTA) testmethod
for MIMO device performance evaluation,” inAntennas and Propagation (APSURSI), 2011
IEEE International Symposium on, July 2011, pp. 71–74.
BIBLIOGRAPHY 189
[20] (2015) FORTE – Facility for Over the Air Research and Testing. Fraunhofer Institute for
Integrated Circuits IIS. [Online]. Available: http://www.iis.fraunhofer.de/de/abt/dvt/forte.
html
[21] (2016) Magentamobil happy – jedes jahr eins. T-Mobile. [Online]. Available: https://www.t-
mobile.de/tarife-und-optionen/smartphone-tarife/magenta-mobil-happy/
[22] P.Liggesmeyer, Software-Qualität: Testen, Analysieren und Veriﬁzieren von Software. Spektrum
Akademischer Verlag, 2002.
[23] J. Naoum,Mobile-Device Testing. Duc, 2012.
[24] K. Schaub and J. Kelly, Production Testing of RF and System-on-a-chip Devices for Wireless
Communications, ser. Artech House microwave library. Artech House, 2004. [Online].
Available: https://books.google.de/books?id=oxcGnwEACAAJ
[25] N. Cardona, Ed., Cooperative Radio Communications for Green Smart Environments. River
Publishers, 2016.
[26] D. Sankowski. (2015, Nov) Public domain picture. [Online]. Available: https://pixabay.com/
de/navigation-auto-antrieb-stra%C3%9Fe-gps-1048294/
[27] J. Zander, I. Schieferdecker, and P. J. Mosterman,Model-Based Testing for Embedded Systems,
1st ed. Boca Raton, FL, USA: CRC Press, Inc., 2011.
[28] OMNeT++. (2016) Omnet++ – discrete event simulator. [Online]. Available: https:
//omnetpp.org/
[29] D. Willkomm, K. Wessel, M. Swigulski, and A. Köpke. (2009, Mar) Mixim – the physical
layer, an architecture overview. Telecommunications Networks Group, TU Berlin. [Online].
Available: http://omnet-workshop.org/2009/docs/daniel-willkomm.pdf
[30] (2016, Jun.) Inet – framework, recent progress. omnetpp.org. [Online]. Available: https:
//inet.omnetpp.org/Progress.html
[31] A. Köpke, M. Swigulski, K. Wessel, D. Willkomm, P. T. K. Haneveld, T. E. V. Parker, O. W.
Visser, H. S. Lichte, and S. Valentin, “Simulating wireless and mobile networks in omnet++
the mixim vision,” in Proceedings of the 1st International Conference on Simulation Tools
and Techniques for Communications, Networks and Systems & Workshops, ser. Simutools
’08. ICST, Brussels, Belgium, Belgium: ICST (Institute for Computer Sciences, Social-
Informatics and Telecommunications Engineering), 2008, pp. 71:1–71:8. [Online]. Available:
http://dl.acm.org/citation.cfm?id=1416222.1416302
[32] (2015) NS-3. [Online]. Available: https://www.nsnam.org/
[33] OPNET. [Online]. Available: www.opnet.com
[34] J. Pan, “A survey of network simulation tools: Current status and future developments.”
Washington University in St. Louis, 2008. [Online]. Available: http://www.cse.wustl.edu/
~jain/cse567-08/ftp/simtools.pdf
190 BIBLIOGRAPHY
[35] J. H. Baek, G. Y. Kim, D. C. Yang, H. Y. Choi, Y. K. Kim, and Y. K. Yoon, “A LTE wireless
communication interface test for on-board oriented train control system field test,” in 2014
International Conference on Information and Communication Technology Convergence (ICTC),
Oct 2014, pp. 690–694.
[36] R. Fan, Y. Qian, Z. Guo, H. Wang, J. Liu, and Z. Hu, “Inter-cell interference field test results
and coordinationmethods with the deployment of TD-LTE in-band relay,” in 2014 IEEE 79th
Vehicular Technology Conference (VTC Spring), May 2014.
[37] S. Saito, T. Shitomi, S. Asakura, A. Satou, M. Okano, K. Murayama, and K. Tsuchida, “8k
terrestrial transmission field tests using dual-polarized MIMO and higher-order modulation
ofdm,” IEEE Transactions on Broadcasting, vol. 62, no. 1, pp. 306–315, March 2016.
[38] M. Rumney, H. Kong, and Y. Jing, “Practical active antenna evaluation using the two-stage
MIMOOTAmeasurement method,” inAntennas and Propagation (EuCAP), 2014 8th Euro-
pean Conference on, April 2014, pp. 3500–3503.
[39] M.Rumney,H. Kong, Y. Jing, andX. Zhao, “Advances in antenna pattern-basedMIMOOTA
test methods,” inAntennas and Propagation (EuCAP), 2015 9th European Conference on, April
2015.
[40] P. Kyösti, T. Jämsä, and J.-P. Nuutinen, “Channel modelling for multiprobe Over-the-Air
MIMO testing,” International Journal of Antennas and Propagation, vol. 2012, 2012.
[41] M. Rumney, R. Pirkl, M. H. Landmann, andD. A. Sanchez-Hernandez, “MIMO over-the-air
research, development, and testing,” International Journal of Antennas and Propagation, vol.
2012, 2012.
[42] D. A. Hill, Electromagnetic Fields in Cavities: Deterministic and Statistical Theories. Wiley-
IEEE Press, 2009.
[43] A. Tankielun, “Two-channel method forOTAperformancemeasurements ofMIMO-enabled
devices,”White paper, Rohde & Schwarz, 2011.
[44] B. Auinger, M. Gadringer, A. Tankielun, C. Gagern, and W. Bösch, “Numerical analysis of
the decomposition method using LTE reference antennas,” Journal of Advances in Computer
Networks, vol. 3, no. 3, pp. 191–196, 2015.
[45] W. Fan, J. Nielsen, O. Franek, X. Carreno, J. Ashta, M. Knudsen, and G. Pedersen, “Antenna
pattern impact on MIMOOTA testing,”Antennas and Propagation, IEEE Transactions on,
vol. 61, no. 11, pp. 5714–5723, Nov 2013.
[46] W. Fan, J. Nielsen, and G. Pedersen, “Estimating discrete power angular spectra in multiprobe
OTA setups,”Antennas and Wireless Propagation Letters, IEEE, vol. 13, pp. 349–352, 2014.
[47] D.Hill, “A circular array for plane-wave synthesis,”Electromagnetic Compatibility, IEEE Trans-
actions on, vol. 30, no. 1, pp. 3–8, Feb 1988.
[48] W. Kotterman, “Increasing the volume of test zones in anechoic chamber MIMO over-the-air
test set-ups,” inAntennas and Propagation (ISAP), 2012 International Symposium on, Oct 2012,
pp. 786–789.
BIBLIOGRAPHY 191
[49] D. Parveg, T. Laitinen, A. Khatun, V. M. Kolmonen, and P. Vainikainen, “Calibration pro-
cedure for 2-D MIMO over-the-air multi-probe test system,” in Antennas and Propagation
(EUCAP), 2012 6th European Conference on, 2012, pp. 1594–1598.
[50] A. Khatun, V. M. Kolmonen, V. Hovinen, D. Parveg, M. Berg, K. Haneda, K. I. Nikoski-
nen, and E. T. Salonen, “Experimental verification of a plane-wave field synthesis technique
for MIMOOTA antenna testing,” IEEE Transactions on Antennas and Propagation, vol. 64,
no. 7, pp. 3141–3150, July 2016.
[51] M. Rumney, H. Kong, Y. Jing, Z. Zhang, and P. Shen, “Recent advances in the radiated two-
stage MIMO OTA test method and its value for antenna design optimization,” in 2016 10th
European Conference on Antennas and Propagation (EuCAP), April 2016.
[52] M. Cuntz, M. Heckler, S. Erker, A. Konovaltsev, M. Sgammini, A. Hornbostel, A. Dreher,
and M. Meurer, “Navigating in the galileo test environment with the first GPS/galileo multi-
antenna-receiver,” in Satellite Navigation Technologies and EuropeanWorkshop on GNSS Signals
and Signal Processing (NAVITEC), 2010 5th ESA Workshop on, Dec 2010.
[53] GATE – Galileo Test Range Berchtesgaden. IFEN GmbH. [Online]. Available: http:
//www.gate-testbed.com/en/gate-overview.html
[54] E.Wittmann, T. Zink, G. Heinrichs, D. Lekaim, H. Delfour, D. Joly, M. Jeannot, andM. Tos-
saint, “The GATE test infrastructure and its use for galileo integrity tests to support ESA‘s
european GNSS evolution programme,” in Proceedings of the 25th International Technical
Meeting of The Satellite Division of the Institute of Navigation (ION GNSS 2012), Nashville,
Tennessee, USA, September 2012, pp. 2818–2827.
[55] M. A. Hein, C. Bornkessel, W. Kotterman, C. Schneider, R. Sharma, F. Wollenschläger, R. S.
Thomä, G. Del Galdo, andM. Landmann, “Emulation of virtual radio environments for real-
istic end-to-end testing for intelligent traffic systems,” 12th COST IC 1004 Scientific Meeting,
Dublin, Ireland, Tech. Rep. TD(15)12037, Jan. 2015.
[56] F. Wollenschläger, P. Berlt, C. Bornkessel, and M. A. Hein, “Antenna configurations for over-
the-air testing of wireless automotive communication systems,” in The 10th European Confer-
ence on Antennas and Propagation (EuCAP 2016) (EuCAP 2016), Davos, Switzerland, Apr.
2016.
[57] M. A. Hein, C. Bornkessel, W. Kotterman, C. Schneider, R. K. Sharma, F. Wollenschlager,
R. S. Thoma, G. Del Galdo, andM. Landmann, “Emulation of virtual radio environments for
realistic end-to-end testing for intelligent traffic systems,” in 2015 IEEE MTT-S International
Conference on Microwaves for Intelligent Mobility (ICMIM), April 2015, pp. 1–4.
[58] (2014, November) TU Ilmenau: Aus Autos werden "rollende Smartphones". [Online].
Available: https://www.tu-ilmenau.de/de/journalisten/pressemeldungen/einzelnachricht/
newsbeitrag/16678/
[59] W.Kotterman,M.Landmann,A.Heuberger, andR.Thomä, “New laboratory for over-the-air
testing and wave field synthesis,” inGeneral Assembly and Scientiﬁc Symposium, 2011 XXXth
URSI, Aug 2011.
[60] M. H. Landmann, Limitations of experimental channel characterisation. Digitale Bibliothek
Thüringen, Dissertation, Technische Universität Ilmenau, Germany, 2008.
192 BIBLIOGRAPHY
[61] A. Richter, Estimation of Radio Channel Parameters: Models and Algorithms. ISLE, Disser-
tation, Technische Universität Ilmenau, Germany, 2005.
[62] B. H. Fleury, D. Dahlhaus, R. Heddergott, andM. Tschudin, “Wideband angle of arrival esti-
mation using the SAGE algorithm,” in Spread Spectrum Techniques and Applications Proceed-
ings, 1996., IEEE 4th International Symposium on, vol. 1, Sep 1996, pp. 79–85 vol.1.
[63] B. H. Fleury, P. Jourdan, and A. Stucki, “High-resolution channel parameter estimation for
MIMO applications using the SAGE algorithm,” in 2002 International Zurich Seminar on
Broadband Communications Access - Transmission - Networking (Cat. No.02TH8599), 2002, pp.
30–1–30–9.
[64] J. Fessler and A. Hero, “Space-alternating generalized expectation-maximization algorithm,”
Signal Processing, IEEE Transactions on, vol. 42, no. 10, pp. 2664–2677, Oct 1994.
[65] A. Richter, M. Landmann, and R. S. Thomä, “Maximum likelihood channel parameter es-
timation from multidimensional channel sounding measurements,” in Vehicular Technology
Conference, 2003. VTC 2003-Spring. The 57th IEEE Semiannual, vol. 2, April 2003, pp. 1056–
1060 vol.2.
[66] K. Levenberg, “A method for the solution of certain non-linear problems in least squares,” in
The Quarterly of Applied Mathematics, 1944, pp. 164–168.
[67] D.W.Marquardt, “An algorithm for least-squares estimation of nonlinear parameters,” in Jour-
nal of the Society for Industrial and Applied Mathematics, 1963, pp. 431–441.
[68] R. S. Thomä, M. Landmann, and A. Richter, “RIMAX— amaximum likelihood framework
for parameter estimation inmultidimensional channel sounding,” in International Symporium
on Antennas and Propagation, 2004, pp. 53–56.
[69] A. Richter, M. Landmann, and R. Thomä, “RIMAX - A Flexible Algorithm for Channel Pa-
rameter Estimation fromChannel SoundingMeasurements,” inCOST 273 TD(04)045. Athens,
Greece, Jan 2004.
[70] Bundesnetzagentur. (2015, May) Frequenzplan gemäß § 54 TKG üer die Aufteilung des
Frequenzbereichs von 9 kHz bis 275 GHz auf die Frequenznutzungen sowie über die Festle-
gungen für diese Frequenznutzungen. Bundesnetzagentur. Retrieved: 22 Nov. 2015. [Online].
Available: http://www.bundesnetzagentur.de/SharedDocs/Downloads/DE/Sachgebiete/
Telekommunikation/Unternehmen_Institutionen/Frequenzen/Frequenznutzungsplan.pdf
[71] FCC. (2015, Aug) FCC online table of frequency allocations. Federal Communications
Commission Office of Engineering and Technology Policy and Rules Division. Retrieved: 22
Nov. 2015. [Online]. Available: https://transition.fcc.gov/oet/spectrum/table/fcctable.pdf
[72] J. Mitola and G. Maguire Jr., “Cognitive radio: Making software radios more personal,” Per-
sonal Communications, IEEE, vol. 6, no. 4, pp. 13–18, Aug. 1999.
[73] B. Qureshi, R. Sharma, N. Murtaza, M. Grimm, A. Krah, M. Hein, A. Heuberger, and
R. Thomä, “Exploiting spatial dimension in spectrum sensing using a sector antenna: A ray
tracer based analysis,” in Vehicular Technology Conference (VTC Spring), 2013 IEEE 77th, June
2013.
BIBLIOGRAPHY 193
[74] N. Murtaza, A. Krah, M. Grimm, A. Heuberger, R. Thomä, and M. Hein, “Multi-band
direction-sensitive cognitive radio node,” inAntennas and Propagation in Wireless Communi-
cations (APWC), 2011 IEEE-APS Topical Conference on, Sept 2011, pp. 251–254.
[75] N.Murtaza,Design and Analysis Approaches to Compact Directional Antennas for Cognitive Ra-
dio. Digitale Bibliothek Thüringen, Dissertation, TechnischeUniversität Ilmenau, Germany,
2014.
[76] N.Murtaza,M.Hein, and E. Zameshaeva, “Reconfigurable decoupling andmatching network
for a cognitive antenna,” inMicrowave Conference (EuMC), 2011 41st European, Oct 2011, pp.
874–877.
[77] N. Murtaza, R. Kumar-Sharma, R. S. Thomä, and M. Hein, “Directional antennas for cogni-
tive radio: Analysis and design recommendations,” in Progress In Electromagnetics Research,
2013.
[78] A. Krah, M. Grimm, N. Murtaza, W. Kotterman, M. Landmann, A. Heuberger, R. Thomä,
and M. Hein, “Over-the-air test strategy and testbed for cognitive radio nodes,” in General
Assembly and Scientiﬁc Symposium, 2011 XXXth URSI, Aug 2011.
[79] Car 2 Car Communication Consortium. Mission & objectives. [Online]. Available: https:
//www.car-2-car.org/index.php?id=5
[80] A. Jpseph. (2010, November) Measuring GNSS signal strength. Inside GNSS. [Online].
Available: http://www.insidegnss.com/auto/novdec10-Solutions.pdf
[81] JAMMER4U.CO.UK. (2015) Handheld antitracking gps jammer. [Online]. Available:
http://www.jammer4uk.com/handheld-antitracking-gpsl1-l2l3l4l5-jammer-j242g-p-29.html
[82] G. Siegert, G. Del Galdo, F. Klier, J. Mahr, A. R. Günter Rohmer, andM. Landmann, “Multi-
directional over the air testbed for robustness testing of GNSS receivers against jammers and
spoofers,”AIAA International Communications Satellite System Conference (ICSSC), 2013.
[83] A. Rügamer, G. Del Galdo, J.Mahr, G. Rohmer, G. Siegert, andM. Landmann, “GNSSOver-
the-Air testing using wave-field synthesis,” in Proceedings of the 26th International Technical
Meeting of the Satellite Division of the Insitute of Navigation, IONGNSS+, Nashville, Tennessee,
USA, 2013.
[84] A. J. Berkhout, “A holographic approach to acoustic control,” J. Audio Eng. Soc, vol. 36, no. 12,
pp. 977–995, 1988. [Online]. Available: http://www.aes.org/e-lib/browse.cfm?elib=5117
[85] T. Sporer, J. Plogsties, and S. Brix, “CARROUSO - an european approach to 3D-
audio,” in Audio Engineering Society Convention 110, May 2001. [Online]. Available:
http://www.aes.org/e-lib/browse.cfm?elib=10014
[86] K. Brandenburg, S. Brix, and T. Sporer, “Wave field synthesis,” in 3DTV Conference: The True
Vision - Capture, Transmission and Display of 3D Video, 2009, May 2009.
[87] ——, “Wave field synthesis: From research to applications,” in Signal Processing Conference,
2004 12th European, Sept 2004, pp. 1369–1376.
[88] IOSONOGmbH. (2015) Barco. [Online]. Available: http://www.iosono-sound.com/home/
194 BIBLIOGRAPHY
[89] J. C. Bennett and E. P. Schoessow, “Antenna near-field/far-field transformation using a plane-
wave-synthesis technique,” Electrical Engineers, Proceedings of the Institution of, vol. 125, no. 3,
pp. 179–184, March 1978.
[90] W. A. T. Kotterman, A. Heuberger, and R. S. Thomä, “On the accuracy of synthesised wave-
fields in MIMO-OTA set-ups,” inAntennas and Propagation (EUCAP), Proceedings of the 5th
European Conference on, 2011, pp. 2560–2564.
[91] G. Kirchhoff, “Zur Theorie der Lichtstrahlen,” Annalen der Physik, vol. 254, no. 4, pp.
663–695, 1883. [Online]. Available: http://dx.doi.org/10.1002/andp.18832540409
[92] U. Brosa. (2010, February) Diffraction of electromagnetic waves. Brosa GmbH. [Online].
Available: http://www.znaturforsch.com/s65a/s65a0001.pdf
[93] S. Spors, R.Rabenstein, and J.Ahrens. (2008,May)The theory ofwave field synthesis revisited.
Deutsche Telekom Laboratories. [Online]. Available: http://www.wfs-sound.com/wp-
content/uploads/2015/03/AES124_WFS_revisited_talk.pdf
[94] R. Rabenstein, S. Spors, and P. Steffen. (2006) Wave field synthesis tech-
niques for spatial sound reproduction. University Erlangen-Nuremberg, Germany.
[Online]. Available: http://www.deutsche-telekom-laboratories.de/~sporssas/publications/
2006/Rabenstein_ChapterinTAENC_WFS.pdf
[95] K. Ehrenfried. (2003, April) Voräufiges Skript zur Vorlesung Strömungsakustik
II. Technische Universität Berlin. [Online]. Available: http://vento.pi.tu-berlin.de/
STROEMUNGSAKUSTIK/SCRIPT/n2main.pdf
[96] C. Huygens, Traité de la Lumière. van der Aa, 1690, english translation Treatise
on Light by Silvanus P. Thompson, published 1912 by Macmillan. [Online]. Available:
http://www.gutenberg.org/ebooks/14725
[97] J. E. Hansen, Spherical Near-Field Antenna Measurements. Institution Engineering & Tech,
1988, 1988.
[98] T. Laitinen, P. Kyösti, J. P. Nuutinen, and P. Vainikainen, “On the number of OTA antenna
elements for plane-wave synthesis in a MIMO-OTA test system involving a circular antenna
array,” inAntennas and Propagation (EuCAP), 2010 Proceedings of the Fourth European Con-
ference on, 2010.
[99] P. Kyösti and A. Khatun, “Probe configurations for 3DMIMOover-the-air testing,” inAnten-
nas and Propagation (EuCAP), 2013 7th European Conference on, April 2013, pp. 1421–1425.
[100] E. B. Saff and A. B. J. Kuijlaars, “Distributing many points on a sphere,” The Mathematical
Intelligencer, vol. 19, no. 1, pp. 5–11, 1997. [Online]. Available: http://dx.doi.org/10.1007/
BF03024331
[101] Euclid, Elements XIII. http://opera-platonis.de/euklid/index.html, 300 BC.
[102] M.Abramowitz and I.A. Stegun,Handbook ofMathematical FunctionsWith Formulas, Graphs,
and Mathematical Tables. United States Department of Commerce, 1972.
[103] V. Lebedev, “Quadratures on a sphere,”USSR ComputationalMathematics andMathematical
Physics, vol. 16, no. 2, pp. 10 – 24, 1976. [Online]. Available: http://www.sciencedirect.com/
science/article/pii/0041555376901002
BIBLIOGRAPHY 195
[104] A. González, “Measurement of areas on a sphere using fibonacci and latitude–longitude
lattices,” Mathematical Geosciences, vol. 42, no. 1, pp. 49–64, 2010. [Online]. Available:
http://dx.doi.org/10.1007/s11004-009-9257-x
[105] C. Schneider, G. Sommerkorn, M. Narandzic, M. K. andAihua Hong, V. Allgeier, W. A. T.
Kotterman, R. S. Thomä, andC. Jandura, “Multi-userMIMOchannel reference data for chan-
nel modelling and system evaluation frommeasurements,” in International ITG Workshop on
Smart Antennas WSA 2009 Berlin, February 2009.
[106] J. J. Thomson, “On the structure of the atom: an investigation of the stability of the periods
of oscillation of a number of corpus cles arranged at equal intervals around the circumference
of a circle with application of the results to the theory of atomic structure.” in The London,
Edinburgh, and Dublin Philosophical Magazine and Journal or Science, 1904.
[107] P.M. L. Tammes,On the origin of number and arrangement of the places of exit on pollen grains.
J.H. de Bussy, Dissertation, Groningen, Netherlands, 1930.
[108] V. Batagelj and B. Plestenjak. (2015) Optimal arrangements of N points on a sphere and in a
circle. [Online]. Available: http://www-lp.fmf.uni-lj.si/plestenjak/talks/preddvor.pdf
[109] J. H. Conway, N. J. A. Sloane, and E. Bannai, Sphere-packings, Lattices, and Groups. New
York, NY, USA: Springer-Verlag New York, Inc., 1987.
[110] C. Audet, J. E. Dennis, and Jr., “Analysis of generalized pattern searches,” SIAM Journal on
Optimization, vol. 13, pp. 889–903, 2000.
[111] MathWorks. (2015) Optimization toolbox. [Online]. Available: http://de.mathworks.com/
products/optimization/
[112] A. Semechko. (2012) Suite of functions to perform uniform sampling of a sphere.
[Online]. Available: http://www.mathworks.com/matlabcentral/fileexchange/37004-suite-
of-functions-to-perform-uniform-sampling-of-a-sphere
[113] 3GPP TR 36.873. (2013, Sept.) 3D-channel model for LTE. V.1.0.0.
[114] A. Popugaev, “On the influence of field vectors at larger distance from the antenna element
center,” 2016, Fraunhofer IIS. Personal communication.
[115] S. M. Stigler, The History of Statistics. The Measurement of Uncertainty before 1900. Belknap
Press (September 26, 1986), 1986.
[116] (2014) High temperature RF cable. Times Microwave Systems. [Online]. Available: http:
//www.mrc-gigacomp.com/Times_Microwave.php
[117] T. Hoffmann. (2015) Suncalc - sunrise, sunset, shadow length, sun position, sun phase, sun
height, sun calculator, sun movement, map, sunlight phases, elevation, photovoltaic system,
photovoltaic. [Online]. Available: www.suncalc.org
[118] S. Kroll. (2010) Arnhold & Müllenberg – Ingenieurbüro für Abrbeitssicherheit und
Brandschutz. [Online]. Available: http://www.arnhold-weimar.de/
[119] Microwave absorber selection guide. ETS Lindgren. [Online]. Available: http://www.ets-
lindgren.com/pdf/absorber.pdf
196 BIBLIOGRAPHY
[120] E-Field Probe System EFS-105 Technical Data, enprobe. [Online]. Available: http://www.
enprobe.de/datasheets/EFS-105.pdf
[121] microwave engineering and antenna development. IRK Dresden. [Online]. Available:
http://www.irk-dresden.de
[122] P. J. Gibson, “The vivaldi aerial,” inMicrowave Conference, 1979. 9th European, Sept 1979, pp.
101–105.
[123] IZT GmbH. Am Weichselgarten 5, D-91058 Erlangen, Germany. [Online]. Available:
https://www.izt-labs.de/en/home/
[124] SCHWARZBECK Mess - Elektronik. (2017). [Online]. Available: http://www.schwarzbeck.
de/de/
[125] ROHACELL®—At the Core of Sandwich Solutions, EVONIK Industries. [Online]. Available:
http://www.rohacell.com/product/rohacell/en/about/pages/default.aspx
[126] D. J. Newman, “An L1 extremal problem for polynomials,” in Proceedings American Math.
Society, 1965, pp. 1287–1290.
[127] S. Boyd, “Multitone signals with low crest factor,” IEEE Transactions on Circuits and Systems,
vol. 33, no. 10, pp. 1018–1022, Oct 1986.
[128] D. Gimlin and C. Patisaul, “On minimizing the peak-to-average power ratio for the sum of N
sinusoids,” Communications, IEEE Transactions on, vol. 41, no. 4, pp. 631–635, Apr 1993.
[129] K. W. Kark, Antennen und Strahlungsfelder: Elektromagnetische Wellen auf Leitungen, im
Freiraum und ihre Abstrahlung. Vieweg+Teubner Verlag, 2010.
[130] J. König, “Field strength calculation derivations,” June 2016, Technische Universität Ilmenau.
Personal communication.
[131] F. Schütze, A. Winter, and L. Yordanov. (2016) Field strength and power estimator. Rohde
& Schwarz. [Online]. Available: https://cdn.rohde-schwarz.com/pws/dl_downloads/dl_
application/application_notes/1ma85/1MA85_6e_Estimator.pdf
[132] M. Reckenweg. (2014, November) Antenna basics. Rohde & Schwarz. [Online]. Avail-
able: http://www.radioastronomysupplies.com/uploads/9/2/4/8/92482330/8ge01_antenna_
basics.pdf
[133] L. Martin. (2014, Aug) GPS III the next generation global positioning system. Lockheed
Martin. Retrieved: 18 Dec. 2015. [Online]. Available: http://www.lockheedmartin.com/
content/dam/lockheed/data/space/documents/gps/GPS-III-Fact-Sheet-2014.pdf
[134] K.Blau. (1999)Cone antenna.Designed in thedepartmentGrundlagenderHochfrequenztech-
nik, under Dr. Kurt Blau.
[135] I. Szini, G. F. Pedersen, S. C. D. Barrio, and M. D. Foegelle, “LTE radiated data throughput
measurements, adopting MIMO 2x2 reference antennas,” in 2012 IEEE Vehicular Technology
Conference (VTC Fall), Sept 2012, pp. 1–5.
[136] C. Schirmer, M. Lorenz, R. Damm, W. Kotterman, M. H. Landmann, and G. Del Galdo,
“A calibration procedure for practical wave-field synthesis in over-the-air testing,” in COST
TD(15)13026. Valencia, Spain, May 2015.
BIBLIOGRAPHY 197
[137] M.Landmann andG.DelGaldo, “Efficient antenna description forMIMOchannelmodelling
and estimation,” inWireless Technology, 2004. 7th European Conference on, Oct 2004, pp. 217–
220.
[138] National Coordination Office for Space-Based Positioning, Navigation, and Timing. (2014)
GPS overview. [Online]. Available: http://www.gps.gov/systems/gps/
[139] J. R. Clynch. (2003) The global positioning system. [Online]. Available: http://www.oc.nps.
edu/oc2902w/gps/gpsoview.htm
[140] Arnic Research Corporation. (2004, Dec) Navstar GPS space segment navigation user
interfaces. [Online]. Available: http://www.navcen.uscg.gov/pdf/IS-GPS-200D.pdf
[141] navXperience GmbH. next-generation GNSS antenna, datasheet. [Online]. Available:
http://navxperience.com/wp-content/themes/navexp/navxperience-gnss-antenna-DE.pdf
[142] Septentrio. Polarx4. [Online]. Available: http://www.septentrio.com/products/gnss-
receivers/reference-receivers/polarx4
[143] A. E. Popugaev, R. Wansch, and S. Urquijo, “A novel high performance antenna for GNSS
applications,” inThe Second European Conference on Antennas and Propagation, EuCAP 2007,
Nov 2007, pp. 1–5.
[144] W.Wiesbeck. (2005) Antennen und Antennensysteme. online. Universität Karlsruhe, Institut
für Höchstfrequenztechnik und Elektronik. [Online]. Available: http://download.prgm.org/
ham/ant/wiesbeck-aas-05skript.pdf
[145] Antcom. L1/L2 GPS GLONASS CRPA antennas. ANTCOM CORPORATION. [On-
line]. Available: http://antcom.com/documents/catalogs/05_Antcom_CRPA_L1L2_GPS_
Antenna_Array_for_E_mailing.pdf
[146] A. Rügamer, F. Förster, M. Stahl, and G. Rohmer, “A Flexible and PortableMultiband GNSS
Front-end System,” in Proceedings of the 25th International Technical Meeting of the Satellite
Division of the Insitute of Navigation, ION GNSS 2012, September 17-21, 2012, Nashville,
Tennessee, USA, September 2012.
[147] A. Rügamer. (2016) Flexiband USB front-end. Fraunhofer IIS. [Online]. Available: http:
//www.iis.fraunhofer.de/de/ff/lok/leist/test/flexiband.html
[148] H. L. Van Trees,Optimum Array Processing (Detection, Estimation, and Modulation Theory,
Part IV). Wiley-India, 2002.
[149] W. F. Gabriel, “Adaptive arrays – an introduction,” Proceedings of the IEEE, vol. 64, no. 2, pp.
239–272, Feb 1976.
[150] E. H. Moore, “On the reciprocal of the general algebraic matrix,” in Bulletin of the American
Mathematical Society 26, 1920, pp. 394–395.
[151] R. Penrose, “A generalized inverse for matrices,” in Proceedings of the Cambridge Philosophical
Society 51, 1955, pp. 406–413.
[152] E. Falletti,M.Pini, andL.L. Presti, “Lowcomplexity carrier-to-noise ratio estimators forGNSS
digital receivers,” IEEE Transactions on Aerospace and Electronic Systems, vol. 47, no. 1, pp.
420–437, January 2011.
198 BIBLIOGRAPHY
[153] M. Petovello, “GNSS solutions – carrier-to-noise algorithms,” Inside GNSS, 2010. [Online].
Available: http://www.insidegnss.com/auto/novdec10-Solutions.pdf
[154] N. C. Beaulieu, A. S. Toms, and D. R. Pauluzzi, “Comparison of four SNR estimators for
QPSKmodulations,” IEEE Communications Letters, vol. 4, no. 2, pp. 43–45, Feb 2000.
[155] D.R. Pauluzzi andN.C. Beaulieu, “A comparison of SNRestimation techniques in theAWGN
channel,” inCommunications, Computers, and Signal Processing, 1995. Proceedings., IEEE Paciﬁc
Rim Conference on, May 1995, pp. 36–39.
[156] S. Yoo, J. Baek, D.-J. Yeom, G.-I. Jee, and S. Y. Kim, “A novel carrier-to-noise power ratio es-
timation scheme with low complexity for GNSS receivers,” in Journal of Institute of Control,
Robotics and Systems. Institute of Control, Robotics and Systems, 2014, pp. 767–773.
[157] Agilent Technologies, “Incorporating self-interference into the two-stage method,”
in 3GPP TSG RAN WG4 Meeting #66 MIMO OTA Ah hoc, Mar 2013, avail-
able: ftp://ftp.3gpp.org/tsg_ran/WG4_Radio/TSGR4_AHs/TSGR4_66-AH-MIMO-
OTA/Docs/R4-66AH-0012.zip.
[158] ——, “Impact of path isolation on radiated second stage,” in 3GPP TSG RANWG4 Meeting
#69, Nov 2013, available: http://www.3gpp.org/ftp/tsg_ran/WG4_Radio/TSGR4_69/docs/
R4-136799.zip.
[159] W. Yu, Y. Qi, K. Liu, Y. Xu, and J. Fan, “Radiated two-stage method for LTE MIMO user
equipment performance evaluation,” Electromagnetic Compatibility, IEEE Transactions on,
vol. 56, no. 6, pp. 1691–1696, Dec 2014.
[160] M. Hein, C. Bornkessel, W. Kotterman, C. Schneider, R. Sharma, F. Wollenschläger,
R. Thomä, G.DelGaldo, andM. Landmann, “Emulation of virtual radio environments for re-
alistic end-to-end testing for intelligent traffic systems,” 12th COST IC 1004 ScientificMeeting,
Dublin, Ireland, Tech. Rep. TD(15)12037, Jan. 2015.
[161] G. Sommerkorn, M. Käske, C. Schneider, S. Häfner, and R. Thomä, “Full 3DMIMO channel
sounding and characterization in an urban macro cell,” in General Assembly and Scientiﬁc
Symposium (URSI GASS), 2014 XXXIth URSI, Aug 2014.
[162] ——, “Full 3DMIMO channel sounding and characterization in an urbanmacro cell,” inGen-
eral Assembly and Scientiﬁc Symposium (URSI GASS), 2014 XXXIth URSI, Aug 2014.
[163] R. S. Thomä, D. Hampicke, A. Richter, G. Sommerkorn, and U. Trautwein, “MIMO
vector channel sounder measurement for smart antenna system evaluation,” European
Transactions on Telecommunications, vol. 12, no. 5, pp. 427–438, 2001. [Online]. Available:
http://dx.doi.org/10.1002/ett.4460120508
[164] R. Thomä, M. Landmann, A. Richter, and U. Trautwein, multidimensional high-resolution
channel sounding, ser. Smart Antennas in Europe – State-of-the-Art, EURASIP Book Series on
SP&C, T. Kaiser, Ed. Hindawi Publishing Corporation, 2006, vol. 3, ISBN 977-5945-09-7.
[165] M. Landmann, M. Käske, and R. Thomä, “Impact of incomplete and inaccurate data models
on high resolution parameter estimation in multidimensional channel sounding,” Antennas
and Propagation, IEEE Transactions on, vol. 60, no. 2, pp. 557–573, Feb 2012.
BIBLIOGRAPHY 199
[166] A. Richter, J. Salmi, and V. Koivunen, “Distributed scattering in radio channels and its contri-
bution to MIMO channel capacity,” inAntennas and Propagation, 2006. EuCAP 2006. First
European Conference on, Nov 2006.
[167] M. Landmann, M. Käske, R. Thomä, J. Takada, and I. Ida, “Measurement based parametric
channelmodeling considering diffuse scattering and specular components,” in International
Symposium on Antennas and Propagation, Aug 2007.
[168] I. Szini, B. Yanakiev, and G. Pedersen, “MIMO reference antennas performance in anisotropic
channel environments,”Antennas and Propagation, IEEE Transactions on, vol. 62, no. 6, pp.
3270–3280, June 2014.
[169] H. T. Friis, “A note on a simple transmission formula,” Proceedings of the IRE, vol. 34, no. 5,
pp. 254–256, May 1946.

SYMBOLS
a, b, c Scalars
a, b, c Vectors
A,B,C Matrices
A,B,C Tensors
a ∈ R3×1 Emulation Antenna (EA) position
α ∈ C3×1 Polarization of Emulation Antenna (EA)
bd Beam pattern in the direction of the desired signal
bh Horizontal component of beam pattern
bi Beam pattern in the direction of the interferer
bv Vertical component of beam pattern
B Beam pattern
β Exclusion angle for EA selection used for the steering vector calculation
c = 299, 792, 458m/s Speed of light in vacuum
C/N0 Carrier to noise ratio
D Diameter of Sweet Spot (SP)
d = ‖ · ‖2 Euclidean norm of (·)
d Vector of d-elements
esynth ∈ C3×1 Synthesized field vector
etgt ∈ C3×1 Target field vector
ETX(f) Signal of the virtual source
f Frequency
ϕ = [− pi, pi] Azimuth
γ ∈ C3×1 Polarization of virtual source signal
202 SYMBOLS
γh ∈ C1×1 Horizontal component of virtual wave
γv ∈ C1×1 Vertical component of virtual wave
=(·) Imaginary part
κ ∈ R3×1 Wave number
λ Wave length
M Number of antennas or antenna elements
N Number of Optimization Points (OPs)
o ∈ R3×1 Optimization Point (OP) position
Ω = {ϕ, ϑ} Direction Of Arrival (DOA)
pm,n ∈ R3×1 Vector pointing from Emulation Antenna (EA) to Optimization
Point (OP)
P Number of Base Station (BS) antenna ports
pi ≈ 3.14159 Ratio of a circle’s circumference to its diameter
$ = [0, pi] Co-elevation
q ∈ R3×1 Measurement point
Q Number of measurement points
R Number of repulsing particles
<(·) Real part
s ∈ CM×1 Steering vector
s? ∈ CM×1 Estimated steering vector
S ∈ C3×1 Poynting vector
ϑ = [− pi2 , pi2 ] Elevation
W Number of Device Under Test (DUT) antenna ports
x ∈ C3×1 Transfer matrix element
X ∈ CN×M Transfer matrix
Xˇ ∈ C3N×M Transfer matrix, rearranged
Xˇ+ ∈ CM×3N Moore-Penrose pseudoinverse of rearranged transfer matrix
ζ Minimum elevation angle at which signal paths are expected and EAs





ADD Analog-to-Digital Down converter
AMC AntennaMeasurement Chamber
AOA Angle Of Arrival
AOI Angle Of Incidence
AP Access Point




BPM Basic Performance Mode




CIR Channel Impulse Response
COTS Commercial Off The Shelf
CPA Circular Planar Array
CQI Channel Quality Information
CRLB Cramér-Rao Lower Bound
CRPA Controlled Reception Pattern Antenna
CR Cognitive Radio
CS Compressive Sensing




DOA Direction Of Arrival
DSP Digital Signal Processing
DMC Dense Multipath Component
DUT Device Under Test
DVT Drahtlose Verteilsysteme / Digitaler Rundfunk
DVB-T Digital Video Broadcast – Terrestrial
EA Emulation Antenna
EADF Effective Aperture Distribution Function
EIRP Equivalent Isotropic Radiated Power
EM Electromagnetics
EVM Error Vector Magnitude
EIRP Equivalent Isotropically Radiated Power
FCC Federal Communications Commission
FDSP FPGA-based Digital Signal Processor
FIM Fisher InformationMatrix
FORTE Facility for Over-the-Air Research and Testing
FPGA Field Programmable Gate Array
FSPL Free Space Path Loss
GATE Galileo Test Environment
GBSC Geometry-Based Stochastic Channel
GLONASS Global Navigation Satellite System (russian pendant)
GNSS Global Navigation Satellite System
GPS Global Positioning System
GSM Global System for Mobile Communications
GUI Graphical User Interface
HIL Hardware in the Loop
HPM High Performance Mode
HW Hardware
IDMT Fraunhofer Institute for Digital Media Technology
IIS Institute for Integrated Circuits
IMU Inertial Measurement Unit
i.i.d. independent and identically distributed
IR Impulse Response
ITS Intelligent Transportation System
IZT Innovationszentrum für Telekommunikationstechnik GmbH
LTE Long Term Evolution
LUT Look-Up-Table
LAN Local Area Network
ACRONYMS 205
LCMV linear constrained minimum variance
LHCP left-hand circular polarization
LO Local Oscillator
LOS Line Of Sight
LNA LowNoise Amplifier
MAE Mean Absolute Error













POI point of interest
PPM parts per million
PMI PrecodingMatrix Information
PU Primary Use(r)
PUCPA Polarimetric Uniform Circular Patch Array
PVD Poynting Vector Angular Deviation






RFCS Radio Frequency (RF) Constellation Simulator
RHCP right-hand circular polarization
RI Rank Indicator
RIMAX RIMAXMaximum Likelihood Parameter Estimator










SOTM Satellite Communication on the Move
STD Standard Deviation
SV40 Simian Vacuolating Virus 40




TS788 Taylored Solution 788
tgt target
TDD Time Division Duplex
TDOA Time Difference of Arrival
ThIMo Thüringer InnovationszentrumMobilität
TOW time of week
TS tailored solution
UC Use Case
UCA Uniform Circular Array
UI user interface
UMTS Universal Mobile Telecommunications System
URA Uniform Rectangular Array
USB Universal Serial Bus
US United States
VISTA Virtual Road Simulation and Test Area
WLAN Wireless Local Area Network (LAN)
WLC Wireless Cable
WFS Wave-Field Synthesis




2-channel method . . . . . . . . . . . . . . . . . . . . . . . . 24
A
absorber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
acoustic wave-field synthesis . . . . . . . . . . . . . . . . 39
amplitude
decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
anechoic
chamber . . . . . . . . . . . . . . . . . . . . . . . . . 23, 97
tent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
antenna
cone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
CRPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
emulation antenna . . . . . . . . . . . . . . . . . . . 98
antenna constellation
2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
antenna embedding . . . . . . . . . . . . . . . . . . . . . . 151
antenna factor . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
antennas & propagation . . . . . . . . . . . . . . . . . . 173
approximation of emulation antennas
2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
B
Bealieu’s Method . . . . . . . . . . . . . . . . . . . . . . . . 145
beam-forming . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
C
C2C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
C2I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35, 156
calibration
measurement . . . . . . . . . . . . . . . . . . . . . . . 106
power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
carrier-to-noise
estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 144
ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36, 128
channel data model . . . . . . . . . . . . . . . . . . . . . . . 45
Chebyshev grid . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
cognitive radio . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
conducted test . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
cone antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
constellation
emulation antenna . . . . . . . . . . . . . . . . . . . . 52
emulation antenna 2D . . . . . . . . . . . . . . . . . 52
emulation antenna 3D . . . . . . . . . . . . . . . . . 52
coordinate system transformation . . . . . . . . . . 165
correlation-based DOA estimation . . . . . . . . . . 32
Cramér-Rao lower bound . . . . . . . . . . . . . . . . . . 31
CRLB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31, 77
CRPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
D
de-pointing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
dense multipath components . . . . . . . . . . . . . . 154
208 INDEX
device testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
direction of arrival . . . . . . . . . . . . . . . . . . . . . . . 44
DMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
DOA
estimation . . . . . . . . . . . . . . . . . . . . . . . . 31, 78
estimation acurracy . . . . . . . . . . . . . . . . . . . 83
drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
drive test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
E
EADF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
EIRP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
emulation antenna . . . . . . . . . . . . . . . . . . . . 48, 98
constellation . . . . . . . . . . . . . . . . . . . . . . 52, 58
polarization . . . . . . . . . . . . . . . . . . . . . . . . . 66
selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
error vector magnitude . . . . . . . . . . . . . . . . . . . . 46
errors
amplitude . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
amplitude random . . . . . . . . . . . . . . . . . . . 90
phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
phase random . . . . . . . . . . . . . . . . . . . . . . . 90
EVM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46, 68
measurement analysis . . . . . . . . . . . . . . . . . 122
simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 138
2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
F
far-field condition . . . . . . . . . . . . . . . . . . . . . . . . 86
FDSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100, 132
Fibonacci grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
field
probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
quality metric . . . . . . . . . . . . . . . . . . . . . . . . 46
strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
equations . . . . . . . . . . . . . . . . . . . . . . . . . 174
vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
FIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Fisher information matrix . . . . . . . . . . . . . . . . . 32
Flexiband receiver . . . . . . . . . . . . . . . . . . . . . . . . 138
focusing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
FORTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Fraunhofer-distance . . . . . . . . . . . . . . . . . . . . . . 86
frequency variation . . . . . . . . . . . . . . . . . . . . . . . 92
FSPL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
G
GATE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
GLONASS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
GNSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36, 123
golden angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
golden ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
GPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
grid
Chebyshev . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Fibonacci . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Lebedev . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
optimization . . . . . . . . . . . . . . . . . . . . . . . . 130
GSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
H
hardware in the loop . . . . . . . . . . . . . . . . . . . . . 101
hardware-based
field tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
laboratory tests . . . . . . . . . . . . . . . . . . . . . . . 22
I
INET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
interferer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
IOSONO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
isolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
ITS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
J
jammer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36, 140
INDEX 209
K
kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
Kirchhoff-Helmholtz integral . . . . . . . . . . . . . . 40
L
Lebedev grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
LHCP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
LO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
local oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
long-term stability . . . . . . . . . . . . . . . . . . . . . . . 155
LTE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
M
MAE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
MBE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
minimization
EVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
MiXiM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
mobile communications . . . . . . . . . . . . . . . . . . . 35
moments method . . . . . . . . . . . . . . . . . . . . . . . . 145
Monte Carlo simulation . . . . . . . . . . . . . . . . . . . 78
Moore-Penrose pseudoinverse . . . . . . . . . . . . . 44
motion emulator . . . . . . . . . . . . . . . . . . . . . . . . . 29
multi-sine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
N
nadir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55, 69
noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
noman’s antenna . . . . . . . . . . . . . . . . . . . . . . . . . 35
null space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
null-steering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
O
optimization
EVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
optimization problem
Tammes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Thomson . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
optimized
scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
sub-sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
OTA ring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
over-the-air testing . . . . . . . . . . . . . . . . . . . . . 23, 30
P
PA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
packing problem . . . . . . . . . . . . . . . . . . . . . . . . . 56
parameter vector . . . . . . . . . . . . . . . . . . . . . . . . . . 31
path loss
free space . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
PDF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
performance metric . . . . . . . . . . . . . . . . . . . . . . 140
phase rrrors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
platonic solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
polarization
conversion . . . . . . . . . . . . . . . . . . . . . . . . . . 166
emulation antenna . . . . . . . . . . . . . . . . . . . 66
port isolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
positioner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
power
amplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
calibration . . . . . . . . . . . . . . . . . . . . . . . . . . 107
received . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
transmitted . . . . . . . . . . . . . . . . . . . . . . . . . 108
Poynting vector angular deviation . . . . . . . . . . 47
practical testing . . . . . . . . . . . . . . . . . . . . . . . . . . 135
pre-faded synthesis . . . . . . . . . . . . . . . . . . . . . . . . 25
privacy protection device . . . . . . . . . . . . . . . . . . 36
probability density function . . . . . . . . . . . . . . . . 31
profile
magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . 136
motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
propagation channel . . . . . . . . . . . . . . . . . . . . . . 45
210 INDEX
application . . . . . . . . . . . . . . . . . . . . . . . . . . 155
embedding . . . . . . . . . . . . . . . . . . . . . . . . . . 153
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
PVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47, 66
Q
quiet zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
R
R4000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
race-track scenario . . . . . . . . . . . . . . . . . . . . . . . 128
radiated two-stage . . . . . . . . . . . . . . . . . . . . 26, 150
radiation pattern . . . . . . . . . . . . . . . . . . . . . . . . 173
cone antenna . . . . . . . . . . . . . . . . . . . . . . . . 110
emulation antenna . . . . . . . . . . . . . . . . . . . 99
field probe . . . . . . . . . . . . . . . . . . . . . . . . . 105f
measurement . . . . . . . . . . . . . . . . . . . . . . . . 27
reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111, 116
compensation w. absorber . . . . . . . . . . . . . 118
compensation w. steering vector . . . . . . . . 116
uncompensated . . . . . . . . . . . . . . . . . . . . . . 113
repulsing particles . . . . . . . . . . . . . . . . . . . . . . . . 57
reverberation chamber . . . . . . . . . . . . . . . . . . . . 23
RFCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30, 101
RHCP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
RIMAX . . . . . . . . . . . . . . . . . . . . . . . . . . 33, 78, 114
RMSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
roll . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
rotation matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 166
RTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26, 150
S
S1000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
SAGE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
satcom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
satcom on the move . . . . . . . . . . . . . . . . . . . . . . 29
satellite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36, 108
satellite mapping . . . . . . . . . . . . . . . . . . . . . . . . 137
Schematic
OTA hardware . . . . . . . . . . . . . . . . . . . . . . 100
Septentrio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
signal processing hardware . . . . . . . . . . . . . . . . 100
SimGen GUI . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Simian Vacuolating Virus 40 . . . . . . . . . . . . . . . 56
Simulation
EVM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
software-based tests . . . . . . . . . . . . . . . . . . . . . . . 21
specular components . . . . . . . . . . . . . . . . . . . . . 154
Spirent . . . . . . . . . . . . . . . . . . . . . . . . . . 30, 101, 169
stability
long-term . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
STD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
steering vector . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
calculation . . . . . . . . . . . . . . . . . . . . . . . . . . 139
determination . . . . . . . . . . . . . . . . . . . . . . . 106
sub-sphere optimization . . . . . . . . . . . . . . . . . . . 56
SV40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
sweet spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
system
calibration . . . . . . . . . . . . . . . . . . . . . . . . . . 102
imperfections . . . . . . . . . . . . . . . . . . . . . . . . 63
testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
T
Tammes problem . . . . . . . . . . . . . . . . . . . . . . . . 56
target field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
temperature variation . . . . . . . . . . . . . . . . . . . . . 93
testbed
GNSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
over-the-air . . . . . . . . . . . . . . . . . . . . . . . . . . 23
practical . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Thomson problem . . . . . . . . . . . . . . . . . . . . . . . 56
transfer matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Two-stage method . . . . . . . . . . . . . . . . . . . . . . . . 22
U
UCA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
INDEX 211
UMTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
uniform
circular array . . . . . . . . . . . . . . . . . . . . . . . . 114
rectangular array . . . . . . . . . . . . . . . . . . . . . 77
URA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Use Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
V
variation
emulation antennas . . . . . . . . . . . . . . . . . . . 91
frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
temperature . . . . . . . . . . . . . . . . . . . . . . . . . 93
verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
VISTA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27, 150
W
wave-field synthesis . . . . . . . . . . . . . . . . . . . . . . . 25
numeric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
WFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25, 43
wireless cable . . . . . . . . . . . . . . . . . . . . . . . . 26, 149
calculation . . . . . . . . . . . . . . . . . . . . . . . . . . 152
WLC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
X
XPD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Y
yaw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Yoo’s method . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Z
zenith . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55, 66, 69
