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Связь субдифференциалов с кодифференциалами.
Построение непрерывных кодифференциалов. I
Автор изучает дважды кодифференцируемые функции, введенные профес-
сором В.Ф. Демьяновым, и способы вычисления ее субдифференциалов и ко-
дифференциалов. Вначале рассматривается более простой случай, когда функ-
ция дважды гиподифференцируемая. Доказывается, что дважды гиподиффе-
ренцируемая положительно однородная функция второго порядка есть макси-
мум квадратичных форм по некоторому множеству матриц, которое совпадает с
выпуклой оболочкой предельных матриц, вычисленных в точках, где исходная
функция дважды дифференцируемая, а сами точки стремятся к нулю. Пока-
зывается, что множество предельных матриц совпадает с субдифференциалом
второго порядка, введенным автором, исходной функции в точке нуль. Первый и
второй субдифференциалы используются для вычисления второго кодифферен-
циала функции в точке. При этом вторые гиподифференциал и гипердифферен-
циал функции f(·) вычисляются с точностью до эквивалентности. Доказывают-
ся теоремы, дающие правила вычисления субдифференциалов и непрерывных
кодифференциалов, что важно для практической оптимизации.
Ключевые слова: положительно однородные функции, квазидифференци-
руемые функции, кодифференцируемые функции, субдифференциал первого и
второго порядка, субдифференциал Кларка, второй кодифференциал.
1 Введение
Многие авторы по-разному вводят множество обобщенных градиентов и матриц
для липшицевых функций [1]- [8]. Но в отличие от гладкого случая субдиффе-
ренциалы, состоящие из обобщенных градиентов, не являются непрерывными в
метрике Хаусдорфа. Поэтому в [4] были введены пары множеств − аналоги суб-
дифференциалов, которые в частных, важных для практики случаях являются
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2непрерывными в метрике Хаусдорфа. Субдифференциалы Демьянова-Рубинова
и их связь с кодифференциалами мы будем изучать в настоящей статье.
Демьянов В.Ф. и Рубинов А.М. ввели [4] кодифференцируемые и дважды
кодифференцируемые функции. Он назвал функцию f(·) : Rn → R кодифферен-
цируемой в точке x, если существуют выпуклые компакты df(x), df(x) из Rn+1,
называемые соответственно гиподифференциалом и гипердифференциалом, что
верно разложение
f(x+∆) = f(x) + max
[a,v]∈df(x)
[a+ (v,∆)] + min
[b,w]∈df(x)
[b+ (w,∆)] + ox(∆), (1)
и дважды кодифференцируемой в точке x, если существуют выпуклые компакты
d2f(x), d
2
f(x) из R1×Rn×Rn×n, называемые соответственно вторым гиподиффе-
ренциалом и вторым гипердифференциалом, для которых верно представление
f(x+∆) = f(x) + max
[a,v,A]∈d2f(x)
[a+ (v,∆) +
1
2
(A∆,∆)]+
+ min
[b,w,B]∈d
2
f(x)
[b+ (w,∆)) +
1
2
(B∆,∆)] + ox(∆
2), (2)
где ∆2 = ‖∆‖2, ox(∆) → 0, ox(∆
2) → 0 при ∆ → 0, ox(α∆)
α
→ 0 и ox(α
2∆2)
α2
→ 0
при α→ +0. Пары множеств Df(x) = [df(x), df(x)] и D2f(x) = [d2f(x), d
2
f(x)]
согласно терминологии Демьянова В.Ф. называются соответственно (первым)
кодифференциалом и вторым кодифференциалом функции f в точке x.
Задачей автора является определение и построение непрерывного первого и
второго кодифференциала функции f(·) в точке x с помощью субдифференци-
алов первого и второго порядков, введенных автором в [12].
Поскольку субдифференциал второго порядков состоит из симметричных
матриц как матриц вторых смешанных производных функции и мы будем опре-
делять второй кодифференциал с помощью именно таких матриц, то будем счи-
тать в дальнейшем, что матрицы, входящие во второй кодифференциал, явля-
ются симметричными матрицами. Это не является сильным ограничением, так
как если это не так, то матрицы второго кодифференциала можно "симметри-
зовать т.е. сделать симметричными, а именно: вместо матрицы A рассмотреть
симметризованную 1/2(A+AT ), где AT− транспонированная матрица. При этом
равенство в (2 ) сохранится.
Для решения сформулированной задачи автор использовал конструкции,
введенные в [12]. Напомним их.
В дальнейшем для определения субдифференциалов первого и второго по-
рядка нам потребуется напомнить определение семейства многозначных отоб-
ражений (МО) D(·) [12].
Рассмотрим МО D(·), удовлетворяющее следующим условиям:
31. x0 ∈ int (x+D(x)) для всех x ∈ S, S ∈ R
n− окрестность точки x0;
2. диаметр множества D(x), который обозначим через diamD(x) = d(D(x)),
стремится к нулю при x → x0, и удовлетворяет неравенству d(D(x)) ≤
k‖x− x0‖ для некоторой константы k(D);
3. для некоторой последовательности {εi(D)}, εi → +0, при i → ∞ МО D(·)
постоянно для x из множества ε2i+1 <‖ x− x0 ‖< ε2i;
4. граница множества D(x) для всех x ∈ S, x 6= x0, задается дважды непре-
рывно дифференцируемыми функциями от x.
Мы будем рассматривать МО D(·), удовлетворяющие написанным выше усло-
виям, для произвольных последовательности {εi}, εi → +0, и константы k(D).
Определенное семейство МО обозначим через Ξ.
Для произвольной липшицевой функции f(·) : Rn → R определим функции
ϕ(·) : Rn → R и ψ(·) : Rn → R
ϕD(x) :=
1
µ(D(x))
∫
D(x)
f(x+ y)dy,
ψD(x) :=
1
µ(D(x))
∫
D(x)
ϕ(x+ y)dy,
где D(·) : Rn ⇒ Rn− многозначное отображение (МО) из семейства многознач-
ных отображений, определенных в [10]- [12].
В [6] введено множество кривых
Определение 1.1 η(x0) есть множество гладких кривых
r(x0, α, g) = x0 + αg + or(α), где g ∈ S
n−1
1 (0) = {v ∈ R
n : ‖v‖ = 1} и
функция o(·) : [0, α0]→ R
n, α0 > 0, удовлетворяет следующим условиям:
1) or(α)/α → 0 равномерно по r(·) при α ↓ 0;
2) существует непрерывная производная o′r(·), и ее норма ограничена для всех
r в следующем смысле: существует c <∞ такое, что
sup
τ∈(0,α0)
‖ o′r(τ) ‖≤ c;
3) производная ∇f(r(·)) существует почти всюду (п.в.) вдоль кривой r(x0, ·, g).
Введем множества
Ef(x0) = {v ∈ R
n : ∃{αk}, αk ↓ 0, (∃ g ∈ S
n−1
1 (0)),
(∃r(x0, ·, g) ∈ η(x0)), v = lim
αk↓0
α−1k
∫ αk
0
∇f(r(x0, τ, g))dτ }
4и
Df(x0) = co Ef(x0). (3)
Для МО D(·) и функции f(·) введем множество
∂ϕD(x0) = co {v ∈ R
n | v = lim
xi→x0
ϕ′D(xi)},
где точки xi берутся из областей постоянства МО D(·). Множество ∂ϕD(x0)−
выпуклое компактное в Rn [7] .
Определим МО Φf(·) : Rn → 2R
n
с образами
Φf(x0) = co
⋃
D(·)
∂ϕD(x0),
где объединение берется по всем МО D(·) ∈ Ξ. Множество Φf(x0) назовем [12]
субдифференциалом первого порядка функции f(·) в точке x0. Была доказана
теорема [12], устанавливающая связь множеств Φf(x0) и Df(x0): для липшице-
вой функции f(·) верно равенство
Φf(x0) = Df(x0).
Также в [12] был введен субдифференциал второго порядка.
Введем множество матриц для функции h(·)
∂2ψD(x0) = co {A ∈ R
n×n | A = lim
xi→x0
ψ′′D(xi)},
где точки xi принадлежат областям постоянства МО D(·) ∈ Ξ.
Определим МО Ψ2f(·) : Rn → 2R
n×n
с образами
Ψ2f(x0) = co
⋃
D(·)
∂2ψD(x0),
где объединение берется по всем МО D(·) ∈ Ξ. Множество Ψ2f(x0) назовем [12]
субдифференциалом второго порядка функции f(·) в точке x0.
Приведем пример вычисления субдифференциалов.
Известно [9], что любой выпуклой конечной положительно однородной (п.о.)
первого порядка функции h(·) : Rn → R соответствует выпуклое компактное
множество ∂h(0) в Rn, которое называется субдифференциалом функции h(·) в
точке 0. Также справедливо равенство
h(q) = max
v∈∂h(0)
(v, q) ∀q ∈ Rn, (4)
где (v, g)− скалярное произведение векторов v и g. Соответствие выпуклому
компактному множеству ∂h(0) выпуклой п.о. функции h(·), для которого верно
(4), получило название двойственности Минковского.
5По функции h(·) найти множество ∂h(0) можно следующим образом. Из-
вестно, что любая выпуклая функция почти всюду дифференцируемая в Rn.
Обозначим множество, где функция h(·) дифференцируема, через N1(h). Тогда
∂h(0) = {v ∈ Rn | ∃{xi}, xi → 0, xi ∈ N1(h), v = lim
xi→0
h′(xi)},
что совпадает с субдифференциалом Кларка функции h(·) в нуле [1]. Вычислить
∂h(0) можно другим способом.
В [7] доказано, что для положительно однородной (п.о.) первой порядка вы-
пуклой функции h(·) : Rn → R
∂h(0) = Dh(0),
так как ∂h(0) совпадает с субдифференциалом Кларка ∂CLh(0).
Доказано [12], что для выпуклой п.о. первой порядка функции h(·);Rn → R
Φh(0) = Dh(0).
2 Построение субдифференциала для гиподифферен-
цируемой функции
Пусть f(·) : Rn → R− липшицевая гиподифференцируемая функция в точке x,
т.е. верно представление
f(x+∆) = f(x) + max
[a,v]∈df(x)
[a+ (v,∆)] + ox(∆). (5)
От представления (5) нетрудно перейти к представлению вида
f(x+∆) = f(x) + max
v∈∂f(x)
(v,∆) + ox(∆),
где ∂f(x) = {v | [a, v] ∈ df(x)}, a = max{a | [a, v] ∈ df(x)}. Множество ∂f(x)
называется субдифференциалом функции f(·) в точке x. Докажем, что ∂f(x) =
Df(x).
Для любого ∆ = αg, g ∈ Sn−11 (0), возьмем кривую r(x, ·, g) ∈ η(x), вдоль
которой вычислим усредненный интеграл градиентов
α−1
∫ α
0
∇f(r(x, τ, g))dτ.
Возьмем произвольную последовательность {αk}, αk → +0, для которой суще-
ствует предел
v = lim
αk→+0
α−1k
∫ αk
0
∇f(r(x, τ, g))dτ.
6По определению v ∈ Df(x). Ясно, что
(v, g) =
∂f(x)
∂g
= max
u∈∂f(x)
(u, g).
Поэтому
Df(x) ⊂ ∂f(x).
Строгое включение выполняться не может, так как для любого g ∈ Sn−11 (0)
найдется вектор v ∈ Df(x), что
(v, g) =
∂f(x)
∂g
.
Итак, доказана
Теорема 2.1 Если f(·)− липшицевая гиподифференцируемая функция в точке
x, то Df(x) = ∂f(x).
3 Построение субдифференциала и супердифферен-
циала для кодифференцируемой функции
Пусть f(·) : Rn → R− липшицевая кодифференцируемая функция, т.е. для нее
выполняется равенство (1).
От представления (1) нетрудно перейти к представлению вида
f(x+∆) = f(x) + max
v∈∂f(x)
(v,∆) + min
w∈∂f(x)
(w,∆) + ox(∆), (6)
где
∂f(x) = {v | [a¯, v] ∈ df(x)}, a¯ = max{a | [a, v] ∈ df(x)},
∂f(x) = {w | [b¯, w] ∈ df(x)}, b¯ = min{b | [b, w] ∈ df(x)}.
Множество ∂f(x) называется субдифференциалом, а множество ∂f(x)− супер-
дифференциалом функции f(·) в точке x, а сама функция квазидифференцируе-
мой в точке x.
Первоначально рассмотрим случай, когда функция f(·) имеет вид
f(x+∆) = f(x) + max
v∈∂f(x)
(v,∆) + ox(∆).
для любого ∆ = α g, g ∈ Sn−11 (0), α > 0, возьмем кривую r(·) ∈ η2(x), вдоль
которой вычислим усредненный интеграл
α−1
∫ α
0
∇f(r(x, τ, g))dτ.
7Возьмем произвольную последовательность {αk}, αk → +0, для которой суще-
ствует предел
v = lim
αk→+0
α−1k
∫ αk
0
∇f(r(x, τ, g))dτ
По определению v ∈ Df(x). Ясно, что
(v, g) =
∂f(x)
∂g
.
Поэтому Df(x) ⊃ ∂f(x).
Строгое включение выполняться не может, так как в противном случае на-
шелся бы вектор v ∈ Df(x), v /∈ ∂f(x), и g(v) ∈ Sn−11 (0), для которого
(v, g(v)) >
∂f(x)
∂g(v)
,
чего быть не может. Отсюда следует равенство Df(x) = ∂f(x).
Итак, доказана
Теорема 3.1 Если f(·)− липшицевая субдифференцируемая функция в точке
x, то Df(x) = ∂f(x).
Введем разность выпуклых компактных множеств A и B [4].
A ⇀ B = co{∇pA(q)−∇pB(q) | q ∈ S
n−1
A ∩ S
n−1
B }, (7)
где pA(·), pB(·),− опорные функции к множествам A и B соответственно:
pA(q) = max
v∈A
(v, q), pB(q) = max
w∈B
(w, q),
Sn−1A , S
n−1
B − множества единичных опорных векторов к множествам A, B, где
функции pA(·), pB(·) дифференцируемы. Разность (7) получила название разно-
сти Демьянова В.Ф. [4]. Пары выпуклых компактных множеств [A,B] и [C,D]
называются эквивалентными, если A ⇀ B = C ⇀ D.
Пусть верно равенство (1). Перепишем (1) в виде (6). Возьмем ∆ = αg, g ∈
Sn−11 (0). Для вектора g и произвольного вектора v ∈ Df(x), для которого суще-
ствует последовательность {αk}, αk → +0, что
v = lim
αk→+0
α−1k
∫ αk
0
∇f(r(x, τ, g))dτ
и
(v, g) = (v1, g) − (v2, g) =
∂f(x)
∂g
,
где
(v1, g) = max
w∈∂f(x)
(w, g), (v2, g) = max
w∈−∂f(x)
(w, g).
8Отсюда следует, что
∂f(x)⇀ ∂f(x) ⊂ Df(x).
Строгое включение выполняться не может, так как в противном случае суще-
ствовали бы векторы v ∈ Df(x) и g(v) ∈ Sn−11 (0), для которых
∂f(x)
∂g(v)
= (v, g(v)) > (v1, g(v)) − (v2, g(v)) =
∂f(x)
∂g(v)
,
где
(v1, g(v)) = max
w∈∂f(x)
(w, g(v)), (v2, g(v)) = max
w∈−∂f(x)
(w, g(v),
чего быть не может. Итак, доказана
Теорема 3.2 Если f(·)− липшицевая квазидифференцируемая функция в точ-
ке x, то
Df(x) = ∂f(x)⇀ (−∂f(x)),
т.е. множества ∂f(x) и ∂f(x) определяются по множеству Df(x) с точно-
стью до эквивалентности.
Расчет вторых кодифференциалов начнем с п.о. функций второго порядка.
4 Положительно однородные функции второго поряд-
ка
Пусть теперь h(·) : Rn → R− п.о. второго порядка дважды гиподифференциру-
емая в нуле функция, т.е.
h(λq) = λ2h(q) ∀λ > 0,∀q ∈ Rn
и верно равенство
h(q) = max
[a,v,A]∈d2h(0)
[a+ (v, q) +
1
2
(Aq, q)] + o(q2), (8)
o(α2q2)
α2
→ 0 при α → +0. Множество d2h(x) называется вторым гиподифферен-
циалом согласно терминологии В.Ф. Демьянова.
Перейдем теперь от записи (8) к записи вида
h(q) = max
[v,A]∈∂2h(0)
[(v, q) +
1
2
(Aq, q)] + o(q2),
9где ∂2h(0) = {[v,A] | ∃ [a, v,A] ∈ d2h(0)}, a = max{a | ∃ [a, v,A] ∈ ∂2h(0)}.
Множество ∂2h(0) назовем вторым субдифференциалом функции h(·) в нуле.
По условию h(·)− п.о. второго порядка функция. Поэтому членов в разло-
жении (8), содержащих линейные функции по q, не будет, т.е.
h(q) = max
A∈A
1
2
(Aq, q), ) (9)
где A = {A[n × n] | ∃ [v,A] ∈ ∂2h(0)}. Таким образом, доказана
Теорема 4.1 Пусть h(·) : Rn → R дважды гиподифференцируемая , п.о. вто-
рого порядка функция. Тогда существует выпуклое, компактное множество
матриц A такое, что верно равенство (9).
Покажем, что функция h(·) почти всюду дважды дифференцируемая в Rn.
Заметим, что в случае выпуклости функции h(·) последнее следовало бы из
известной теоремы А.Д. Александрова [13], которая утверждает, что выпуклая
конечная функция почти всюду (п.в.) дважды дифференцируемая в Rn.
Возьмем произвольный вектор q¯ ∈ Sn−11 (0). Обозначим через
V (q¯) = {A¯ ∈ A | (A¯q¯, q¯) = max
A∈A
(Aq¯, q¯)}.
Если V (q¯) состоит из одной матрицы A¯, то в точке q¯ функция h(·) дважды
дифференцируема и h′′(q¯) = ∇2h(q¯) = A¯. Последнее доказывается аналогич-
но тому, как доказывается дифференцируемость функции, представимой в виде
(4), в точках q, где максимум по v ∈ ∂h(0) достигается в единственной точке. В
нашем случае функцию (9) можно представить как максимум скалярного про-
изведения векторов, координаты которых выражаются через элементы матрицы
A и координаты вектора q.
Из выпуклости множества A и сказанного вышке следует, что функция h(·)
почти всюду дважды дифференцируемая в Rn. Обозначим множество, где функ-
ция h дважды дифференцируема в Rn через N2(h).
Покажем, что
A = co {A[n × n] | A = lim
qi→0
h′′(qi), qi ∈ N2(h)}.
Множество A может быть приближено в метрике Хаусдорфа с любой степе-
нью точности множеством Am с гладкой границей так. что множество
Vm(q¯) = {A¯ ∈ Am | (A¯q¯, q¯) = max
A∈Am
(Aq¯, q¯)}
будет состоять из одной матрицы A¯ для любого вектора q¯. Последнее означает,
что функция
hm(q) = max
A∈Am
1
2
(Aq, q),
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дважды дифференцируемая на Bn1 (0)\{0}, где B
n
1 (0) = {v ∈ R
n | ‖v‖ ≤ 1}. Такое
приближение гарантирует нам равномерное на Bn1 (0)\{0} приближение матриц
∇2h(q) матрицами ∇2hm(q). Но
Am = co {Am[n× n] | Am = lim
qi→0
h′′m(qi), qi ∈ B
n
1 (0)\{0})}.
Из сказанного выше следует, что
A = co {A[n × n] | A = lim
qi→0
h′′(qi), qi ∈ N2(h)},
поскольку
lim
m→∞
ρH(Am,A) = 0,
где ρH− метрика Хаусдорфа.
Мы получили следующий результат.
Теорема 4.2 Если для функции h(·) : Rn → R верно равенство (9), то
A = co {A[n× n] | A = lim
qi→0
h′′(qi), qi ∈ N2(h)}.
Покажем теперь, что A = Ψ2h(0), т.е. A совпадает с субдифференциалом
второго порядка функции h(·) в точке нуль.
В точках q, где функция h(·) дважды дифференцируема, Ψ2h(q) = {h′′(q)}.
Но если функция h(·) дважды дифференцируема в точке q¯, то она дважды
дифференцируема во всех точках луча {λ q¯ | λ > 0}, причем h′′(λq¯) = A¯. При
подходящем выборе многозначного отображения (МО) D(·) из определения суб-
дифференциала второго порядка [12] получим матрицу A, как угодно близкую
к матрице A¯ = h′′(q¯). Поэтому A ⊂ Ψ2h(0).
С другой стороны, Ψ2h(0) согласно определению есть выпуклая оболочка
всех предельных матриц h′′(qi) при qi → 0. Отсюда Ψ
2h(0) ⊂ A.
Из двух включений следует равенство Ψ2h(0) = A.
Итак, доказана
Теорема 4.3 Если для функции h(·) : Rn → R верно равенство (9), то
Ψ2h(0) = A, т.е. множество матриц A совпадает с субдифференциалом вто-
рого порядка функции h(·) в точке 0.
5 Вторые кодифференциалы
Пусть f(·) : Rn → R− липшицевая дважды кодифференцируемая функция в
точке x, т.е. верно равенство (2). Первоначально рассмотрим случай, когда f(·)
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дважды гиподифференцируемая, т.е.
f(x+∆) = f(x) + max
[a,v,A]∈d2f(x)
[a+ (v,∆) +
1
2
(A∆,∆)] + ox(∆
2). (10)
Перейдем от записи (10) к записи вида
f(x+∆) = f(x) + max
[v,A]∈∂2f(x)
[(v,∆) +
1
2
(A∆,∆)] + ox(∆
2), (11)
где
∂2f(x) = {[v,A] | ∃ [a, v,A] ∈ d2f(x)}, a = max{a | ∃ [a, v,A] ∈ d2f(x)}.
Множество ∂2f(x) назовем вторым субдифференциалом функции f(·) в точке x,
которое есть выпуклое компактное множество, что следует из свойств множества
d2f(x).
Определим множество
∂f(x) = {v | ∃ [v,A] ∈ ∂2f(x)},
которое называется субдифференциалом функции f(·) в точке x и является вы-
пуклым компактным множеством, что следует из выпуклости и компактности
множеств d2f(x) и ∂2f(x).
Для произвольного △ = αg, α > 0, из (10) и (11) получаем разложение
f(x+ αg) = f(x) + α max
v∈∂f(x)
(v, g) + o(α).
Отсюда следует равенство для производной по направлению
∂f(x)
∂g
= max
v∈∂f(x)
(v, g).
Введем функцию f˜(·) : Rn → R
f˜(x+△) = f(x+△)− max
v∈∂f(x)
(v,△) − f(x) =
1
2
max
A∈A
(A△,△) + ox(△
2), (12)
где A = {A | ∃[v,A] ∈ ∂2f(x), v ∈ ∂f(x)}. Множество A− выпуклое и компакт-
ное, что следует из выпуклости и компактности множеств d2f(x) и ∂2f(x).
Справедливость представления (12) следует из равенства (11). Если бы (12)
было неверно, то не нашлась бы пара [v,A] ∈ ∂2f(x), для которых равенство
(11) было верно для всех малых ∆.
Но тогда также, как и для случая п.о. функции второго порядка, будем иметь
Ψ2f˜(x) = A,
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так как добавка ox(△
2) для вычисления субдифференциала второго порядка
роли не играет. Доказывается этот факт аналогично тому, как это делалось
в [12] для дважды дифференцируемой в точке x функции при доказательстве,
что ее субдифференциал второго порядка совпадает со второй производной этой
функции в точке x.
Таким образом, алгоритм вычисления второго субдифференциала ∂2f(x)
функции f(·) в точке x в случае представления ее в виде (10), т.е когда f(·)
является гиподифференцируемой, следующий:
1) представим функцию f(·) в виде (11);
2) находим субдифференциал ∂f(x) согласно теореме 3.1;
3) находим функцию f˜(·) по формуле (12);
4) находим субдифференциал второго порядка функции f˜(·) в точке x, т.е.
находим множество Ψ2f˜(x), которое совпадает с A.
Второй гиподифференциал для гиподифференцируемой функции f(·) будет
равен
d2f(x) = co {[a, v,A] | v ∈ ∂f(x), A ∈ Ψ2f˜(x) = A},
где a ∈ [−a0, 0], a0 > 0, и [0, v, A] ∈ d
2f(x) только для v,A, принадлежащих одно-
временно границам множеств ∂f(x) и Ψ2f˜(x) = A соответственно, или границе
второго субдифференциала ∂2f(x).
Пусть теперь функция f(·)− дважды кодифференцируемая в точке x, т.е.
справедливо равенство (2). Перепишем (2) в виде
f(x+∆) = f(x) + max
[v,A]∈∂2f(x)
[(v,∆) +
1
2
(A∆,∆)]+
+ min
[w,B]∈∂
2
f(x)
[(w,∆)) +
1
2
(B∆,∆)] + ox(∆
2),
где ∂2f(x), ∂
2
f(x)− вторые субдифференциал и супердифференциал соответ-
ственно, [∂2f(x), ∂
2
f(x)]− второй квазидифференциал функции f в точке x.
В качестве векторов v,w можно взять векторы из множеств ∂f(x), ∂f(x),
называемых субдифференциалом и супердифференциалом соответственно, для
которых верно равенство (6). Множества ∂f(x), ∂f(x) определяются с точностью
до эквивалентности, а именно: чтобы для них выполнялось равенство
Df(x) = ∂f(x)⇀ (−∂f(x)). (13)
Пусть множества ∂f(x), ∂f(x) уже определены. Введем функцию
f˜(x+∆) = f(x+∆)− f(x)− max
v∈∂f(x)
(v,∆)− min
w∈∂f(x)
(w,∆) =
=
1
2
max
A∈A
(A△,△) +
1
2
min
B∈B
(B△,△) + ox(△
2).
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Согласно предыдущим рассуждениям в качестве матриц A,B можно взять мат-
рицы из множеств A и B, для которых
Ψ2f˜(x) = A⇀ (−B), (14)
где
A = {A | ∃[v,A] ∈ ∂2f(x), v ∈ ∂f(x)}, B = {B | ∃[w,B] ∈ ∂
2
f(x), w ∈ ∂f(x)}.
Таким образом, множества A и B также определяются неоднозначно, а именно:
с точностью до эквивалентности, чтобы выполнялось равенство (14).
В [4] на стр. 189 авторы пишут: "Конечно, существенным для практического
использования является вопрос о том, как конструктивно построить множество
df(x) для выпуклой функции.Этот вопрос необходимо решать для конкретных
классов выпуклых функций."Ответим на поставленный вопрос.
Если f(·)− выпуклая конечная в Rn функция, то она гиподифференцируемая
и верно представление
f(x+∆) = f(x) + max
[a,v]∈df(x)
[a+ (v,∆)]. (15)
Нетрудно перейти от (15) к представлению вида
f(x+∆) = f(x) + max
v∈∂f(x)
(v,∆) + o(∆),
где ∂f(x) = {v | [a, v] ∈ df(x)}, a = max{a | [a, v] ∈ df(x)}.
В предыдущих параграфах было показано (Теорема 3.1), что Df(x) = ∂f(x).
В качестве отрезка значений для параметра a можно взять любой отрезок
[−a0, 0], a0 > 0, для которого пары [0, v¯] ∈ df(x) только для v¯, принадлежа-
щих границе множества ∂f(x), которое мы можем строить.
Сказанное выше верно для произвольной гиподифференцируемой функции.
Рассмотрим теперь произвольную кодифференцируемую функцию f(·) :
R → Rn, для которой верно представление (1). От представления (1) мы пе-
решли к представлению вида (6). В качестве супердифференциала ∂f(x) можно
взять произвольное выпуклое компактное множество в Rn с непустой внутрен-
ностью. Тогда субдифференциал ∂f(x) согласно теореме 3.2 равен
∂f(x) = Df(x) + (−∂f(x)).
В качестве отрезков значений для параметров a, b в (1) можно взять любые от-
резки [−a0, 0], [0, b0], a0 > 0, b0 > 0, для которых пары [0, v¯] ∈ df(x), [0, w¯] ∈ df(x)
только для v¯, w¯, принадлежащих границам множеств ∂f(x), ∂f(x) соответствен-
но, которые мы можем строить.
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Аналогично со вторым кодифференциалом. В качестве множества B можно
взять произвольное выпуклое компактное множество матриц размерности n×n
с непустой внутренностью. Тогда
A = Ψ2f˜(x) + (−B).
Функция f˜(·) определена выше. Построение второго кодифференциала
D2f(x) = [d2f(x), d
2
f(x)] в точке x функции f(·) идет по тому же пути, что
построение первого кодифференциала.
Вторые гиподифференциал и гипердифференциал для кодифференцируемой
функции f(·) будут равны
d2f(x) = co {[a, v,A] | v ∈ ∂f(x), A ∈ A},
d
2
f(x) = co {[b, w,B] | w ∈ ∂f(x), B ∈ B},
где a ∈ [−a0, 0], a0 > 0, и [0, v, A] ∈ d
2f(x) только для v,A, принадлежащих
границе второго субдифференциала ∂2f(x), b ∈ [0, b0], b0 > 0, и [0, w,B] ∈ d
2f(x)
только для w,B, принадлежащих границе второго суперфференциала ∂
2
f(x)
6 Построение непрерывного первого кодифференциа-
ла
Хотя мы научились строить первые и вторые кодифференциалы для липши-
цевых функций, но построенные кодифференциалы не обязательно являются
непрерывными многозначными отображениями (МО), как функции от x. Ос-
новная цель введения кодифференцируемых функций как раз и заключалась
в том, чтобы кодифференциалы были непрерывными МО в отличие от пред-
шественников − квазидифференциалов. Наша дальнейшая задача − это по-
строение непрерывных первых и вторых кодифференциалов для липшицевых
функций. В первой части статьи мы ограничимся построением непрерывных
первых кодифференциалов. Во второй части статьи будет рассмотрено постро-
ение непрерывных вторых кодифференциалов.
Из сказанного выше следует, что достаточно ограничиться рассмотрением
гиподифференцируемых функций, т.е. функций для которых верно разложение
f(x+∆) = f(x) + max
[a,v]∈df(x)
[a+ (v,∆)] + ox(∆).
Построение непрерывного первого кодифференциала для липшицевой функции
f(·) будет основываться на следующей теореме.
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Теорема 6.1 Любая субдифференцируемая функция f(·) : Rn → R, субдиффе-
ренциал ∂f(·) которой полунепрерывен сверху в точке x, является непрерывно
кодифференцируемой в точке x.
Доказательство. Для любого g ∈ Sn−11 (0) = {w |‖ w ‖= 1} имеет место разло-
жение
f(x+ αg) = f(x) + α max
v∈∂f(x)
(v, g] + o(α, g) = f(x) + αf ′(x, g) + o(α, g),
где по определению
f ′(x, g) =
∂f(x)
∂g
, lim
α→+0
o(α, g)
α
= 0.
Заметим, что из ограниченности производной по направлениям функции f(·) в
окрестности произвольной точки и полунепрерывности сверху (ПН.СВ) отобра-
жения ∂f(·) следует липшицевость функции f(· с константой Липшица, завися-
щей от свойств отображения ∂f(·).
Ранее было доказано (Теорема 2.1), что
Df(x) = ∂f(x),
где множество Df(x) было определено ранее (см. (3)).
Образуем для некоторого α0 > 0 множества
V (α, x) = co {v ∈ Rn | ∃g ∈ Sn−11 (0),∃r(x, ·, g) ∈ η(x), v = α
−1
∫ α
0
∇f(r(x, τ, g))dτ},
V (x) = co
⋃
α∈(0,α0]
V (α, x).
Множество V (x)− ограниченное, что следует из липшицевости функции f(·).
Из равенства
V (0, x) = Df(x) = ∂f(x),
следует, что МО V (·) : Rn → 2R
n
есть непрерывное расширение субдифферен-
циального отображения ∂f(·) (см. [6]).
Построим гиподифференциал функции f(·) в точке x
df(x) = co {[a, v] ∈ Rn+1 | ∃β ∈ (0, α0],∃g ∈ S
n−1
1 (0),∃r(x, ·, g) ∈ η(x),
a(β, g) = −βρH(v(β, g), ∂f(x)), v(β, g) = β
−1
∫ β
0
∇f(r(x, τ, g))dτ}}.
Здесь и далее
ρH(A,B) = max{max
v∈A
min
w∈B
‖v − w‖, max
w∈B
min
v∈A
‖v − w‖}
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− расстояние в метрике Хаусдорфа между множествами A и B.
Проверим разложение для α > 0 и g ∈ Sn−11 (0)
f(x+ αg) = f(x) + max
[a(v),v]∈df(x)
[a+ α(v, g)] + o(α, g). (16)
Заметим, что
f(x+ αg)− f(x) = α(α−1
∫ α
0
∇f(r(x, τ, g))dτ, g) = α(v(α, g), g), (17)
где
v(α, g) = α−1
∫ α
0
∇f(r(x, τ, g))dτ.
Обозначим через
v(g) = arg max
w∈∂f(x)
(w, g).
Так как
lim
α→+0
ρH(v(α, g), ∂f(x)) = 0,
то равенство (17) можно переписать в виде
f(x+ αg)− f(x) = α(v(g), g) + α(v(α, g) − v(g), g) = α(v(g), g) + o(α, g) =
= α(v(α, g), g) − αρH(v(α, g), ∂f(x)) + o(α, g), (18)
где по определению
lim
α→+0
o(α, g)
α
= 0.
Покажем, что для всех β ∈ (0, α0]
f(x+ αg) ≥ f(x) + a(β, g) + α(v(β, g), g) + o(α, g).
Справедливо очевидное неравенство
f(x) + α(v(β, g), g) − βρH(v(β, g), ∂f(x)) ≤ f(x) + α(v(g), g)+
+ α max
v(β,g)∈V (x)
(v(β, g) − v(g), g) − βρH(v(β, g), ∂f(x)). (19)
Так как для любого β ∈ (0, α0]
ρH(v(β, g), ∂f(x)) ≥ (v(β, g) − v(g), g),
то из (19) для малых α и всех β > α следует неравенство
f(x) + α(v(β, g), g) − βρH(v(β, g), ∂f(x)) ≤
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≤ f(x) + α(v(g), g) + o(α, g) = f(x+ αg) (20)
Как следует из (18), неравенство (20) превращается в равенство для β = α.
Для β < α
α max
v(β,g)∈V (x)
(v(β, g) − v(g), g) − βρH(v(β, g), ∂f(x)) = o˜(α, g),
поскольку
lim
β→0
(v(β, g) − v(g), g) = 0,
lim
β→0
ρH(v(β, g), ∂f(x)) = 0,
где
lim
α→+0
o˜(α, g)
α
= 0.
Поэтому (19) перепишем в виде
f(x) + α(v(β, g), g) − βρH(v(β, g), ∂f(x)) ≤ f(x) + α(v(g), g) + o˜(α, g) = f(x+ αg)
(21)
Заметим, что в разложении (21) функция o˜(·, g) есть равномерно бесконечно
малая по g ∈ Sn−11 (0), так как в разложении
f(x+ αg) = f(x) + αf ′(x, g) + o(α, g)
функция o(α, g) есть равномерно бесконечно малая по g ∈ Sn−11 (0), что следует
из липшицевости функции f(·) и полунепрерывности сверху субдифференци-
ального отображения ∂f(·).
Итак, мы рассмотрели все возможные случаи и доказали равенство (16).
Теорема доказана. 
Из доказанной теоремы 6.1 и сказанного выше насчет вычисления субдиф-
ференциалов и супердифференциалов следует
Теорема 6.2 Любая квазидифференцируемая функция f(·) : Rn → R, МО Df(·)
которой полунепрерывно сверху в точке x, является непрерывно кодифферен-
цируемой в точке x.
Приведем пример липшицевой квазидифференцируемой функции f(·), для
которой Df(·) не является полунепрерывным сверху МО, а сама функция f(·)
не есть непрерывно кодифференцируемая.
Пример 6.1. Граф функции f : R → R состоит из сегментов с тангенса-
ми углов наклона ±1, расположенными между кривыми −x2,+x2. Функция
f(·) не представима в виде разности двух функций в окрестности точки 0,
поскольку ∨a0f
′ = ∞ для произвольного a > 0. Легко видно, что ∂Clf(0) =
[−1,+1], Df(0) = {0}. МО Df(·) не есть полунепрерывное сверху в нуле. Функ-
ция f(·) квазидифференцируемая, но не является непрерывно кодифференциру-
емой в точке 0.
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Connection between subdifferentials and codifferentials. Constructing the
continuous codifferentials. I
In the article the author is studying the twice codifferentiable functions, defined
by Prof. V.Ph. Demyanov, and some methods for calculating their codifferentials. At
the beginning easier case is considered when a function is twice hypodifferentiable.
There is proved that a twice hypodifferentiable positively homogeneous function h(·)
of the second order is maximum of the quadratic forms with respect to a certain set
of matrices, which coincides with the convex hull of the limit matrices calculated at
points, where the original function h(·) is twice differentiable, and these points tend
themselves to zero. It is shown that a set of the limit matrices coincides with the
second-order subdifferential, introduced by the author, of a positively homogeneous
function of the second order at the point zero. The author’s first and second
subdifferentials are used to calculate the second codifferential of a codifferentiable
function f(·). The second hypodifferential and hyperdifferential of a function f(·) are
evaluated up to equivalence. The proved theorems, that give the rules for calculating
subdifferentials and codifferentials, are important for practical optimization.
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