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Abstract 
This thesis is concerned with the investigation of the extended array manifolds 
and their applications. Extended array manifolds are an extension of the spa-
tial array manifold by incorporating additional channel parameters, such as the 
CDMA code, the lack of synchronisation, etc. Initially, the geometric properties 
of these manifolds are derived using differential geometry. Then the theoretical 
knowledge acquired by this investigation is used to estimate theoretical perfor-
mance bounds for array systems, analyse the performance of channel estimation 
algorithms and finally design a novel algorithm for array calibration in a non-
stationary signal environment. 
Firstly, the concept of the "extended" array manifolds is introduced. This 
generic model is shown to accommodate both existing and newly defined ex-
tensions of the widely employed in the literature spatial array manifold. The 
geometry of the extended array manifolds is studied and the theoretical results 
are then readily applied to estimate the geometric properties of various array 
manifolds. 
Furthermore, existing theoretical performance bounds for linear array systems 
are extended for array systems of arbitrary 3-dimensional geometry. The theoret-
ical tools developed during the analysis of the extended array manifolds are used 
in order to compare the performance of various array systems employing antenna 
arrays of identical geometry, but operating in diverse signal environments. 
A special class of array manifolds, "hyperhelical" manifolds, is studied next. 
Their study is motivated by their unique properties, which greatly facilitate the 
computability of their geometric parameters. The issues of existence and unique-
ness of hyperhelical manifolds is addressed and the various antenna geometries 
giving rise to hyperhelical array manifolds are identified. 
Finally, the problem of array uncertainties is tackled using a geometric ap-
proach. The effects of geometric and carrier uncertainties on channel estimation 
and subspace based, algorithms are investigated and modelled. Based on this 
modelling, an array calibration algorithm for a non-stationary signal environ-
ment is proposed. 
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Chapter 1 
Introduction 
THE evolution of wireless communications systems has always been driven by the need for greater information data rates, a need arising from the 
ever more demanding end-user applications. Given the cost and scarcity of the 
available radio spectrum, engineers struggle to design spectrum efficient wireless 
communications systems by devising more sophisticated tranceivers and signal 
processing algorithms. The introduction of Turbo codes in 1993 [3] allowed for 
systems operating only a fraction of a dB away from the Shannon capacity limit. 
With no significant margin for improvement by using more advanced Error Cor-
rection Coding (ECC) techniques, the current 3G and under development post-3G 
standards involve (or are likely to invlonve) novel technologies. Among others, 
Orthogonal Frequency Division Multiple Access (OFDMA) and Multicarrier Code 
division Multiple Access (MC-CDMA) have been either proposed or incorporated 
into the latest and future standards, for example W-CDMA, the air interface of 
UMTS, as well as in 802.16e (WiMAX) and 802.20 standards. In addition, most 
of these schemes support or demand, the use of multiple antennae at both the 
receiver and transmitter side of the radio link. 
Multiple-input, multiple-output (MIMO) systems allow for the use of space-
time signal processing on both ends of the communication link. They have enjoyed 
wide attention from the scientific community because of their potential to increase 
the overall channel capacity and link quality without added transmission power or 
extra bandwidth requirements. However, most of the research on MIMO systems 
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ignores the spatial configuration of the array and the resulting spatial correlation 
of the received signals, induced by the geometry of the antenna array. 
Systems which take into account the geometry of the antenna array (hence-
forth array systems in order to distinguish them from conventional MIMO sys-
tems) have been used in a wide spectrum of commercial and scientific applications; 
wireless communications systems, radar and sonar systems, surveillance and lo-
calisation systems, seismology, astronomy, medical tomography [55]. Recently, 
array systems have been used in the area of wireless sensor networks [16, 29] of 
small sensor nodes. 
All the characteristics of an array system can be incorporated in the array 
manifold, which represents the response of an array system. In mathematical 
terms, the array manifold is a geometric object, embedded in a multidimensional 
complex space. Thus, the main objective of this research thesis is to investigate 
the properties of these geometric objects, which are widely used in array signal 
processing algorithms employed in array systems. What has to be pointed out 
is that this investigation is carried out in an abstract level and is not, at least 
initially related to a specific array system or any specific array application. 
The rest of this chapter is organised as follows: in Section 1.1 the array mani-
fold is defined and basic notions of Differential Geometry employed in the rest of 
this thesis are introduced. Next, in Section 1.2, a comprehensive exposition of the 
most important research work to date on the array manifold will be presented. 
Finally, in Section 1.3 the various research questions tackled in the following 
chapters and the organisation of this thesis are outlined. 
1.1 T h e Concept of t h e Array Manifold 
Array processing and communications techniques, exploiting the structure of an 
antenna-array system, have evolved into a well-established technology, moving 
from old conventional direction finding and phased-arrays to arrayed MIMO sys-
tems, arrayed wireless sensor networks and advanced super-resolution space-time 
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array systems. Nevertheless, array systems demand efficient, robust and sophisti-
cated algorithms, in order to reach their peak performance. For instance, a power-
ful class of algorithms which fits the above-mentioned criteria is the subspace-type 
algorithms. These algorithms are robust to near-far effects (i.e. they remove the 
need for power control) and can be used in a variety of signal environments, such 
as in synchronous and asynchronous, single and multicarrier CDMA communica-
tion systems. 
These algorithms are based on the concept of the array manifold, which is the 
locus of all the array response vectors (manifold vectors) and maps the geometrical 
aspects of the array system to the signal environment. For an omnidirectional 
array of N elements, the array manifold is formally defined as 
A 4 = { a ( p , g ) e C ^ , V ( p , g ) : (1.1) 
where p, q are directional parameters (e.g azimuth 6 and elevation 0 angles of 
arrival as depicted in Fig. 1.1), is the parameter space, c is the velocity of the 
propagation of the electromagnetic wave and 
a(p,g) = e x p ^ - ; ^ ^ k.Ey.Ez] (12) 
is the manifold vector, where r = [r^ , r^ , r^] is the matrix containing the x,y,z 
coordinates of the sensor elements in units of meters, Fc is the carrier frequency 
and u (p, q) is the unit vector pointing towards the direction (p, q). 
The array manifold vector (see Fig. 1.1) models the response of an array 
of omnidirectional elements, in the case of a unity powered signal impinging on 
the array from direction {p, q), with respect to the array reference point and the 
chosen system of coordinates. It should be noted that plane wave propagation is 
assumed for the derivation of Equation (1.2). Furthermore, the signal is assumed 
narrowband, so that the baseband information signal does not change significantly 
within the time required for the plane wave to traverse the antenna array, i.e. 
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m(t + Ar) =m{t), where 
At = max 
k,l c 
and c is the propagation velocity of the radio signal. Thus, the differences in the 
measured signals at the array reference point and at the fc-th sensor, k = 1,... ^ N 
is due to the rotation WcArfc of the phasor of the incoming signal. 
An equivalent formulation of Equation (1.2) is the following. 
a(p,g)=exp(-;7r (1.3) 
in which the matrix of the array elements coordinates [r^,ry,r^] is in units of 
half-wavelengths. For the rest of this thesis, unless otherwise stated, the units of 
the sensor coordinates will be considered to be half-wavelengths. 
The array manifold vector of Equation (1.3) reflects changes in the measured 
signal which depend exclusively on the geometry of the antenna array and the 
direction of arrival of the incoming signal. In the related literature, the object 
defined in Equation (1.3) is referred to as the array manifold vector. However, as 
it will be shown in Chapter 2, it is possible to define new array manifold vectors, 
which will again model the response of various array systems. Hence, in the rest of 
this thesis, the terms spatial array manifold (or simply array manifold) and spatial 
array manifold vector (or simply array manifold vector) will be used whenever 
reference to Equations (1.1) and (1.3) is required. The terms extended array 
manifolds and extended array manifold vectors will be used within this thesis to 
refer to all existing and future definitions of mathematical objects emerging as 
the locus of various array response vectors. 
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Signal wavefront 
at the array 
reference point 
Array reference 
point (0,0,0) 
Far field signal 
from {6I, (pi) 
Signal wavefront 
at the k-th array 
element 
y 
Figure 1.1: Physical interpretation of the array manifold vector of an array 
of omnidirectional elements in the case of a far-field, narrowband signal 
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1.2 Previous Work on t h e Geomet ry of t h e Ar-
ray Manifolds 
Existing research has focused exclusively on the investigation of the geomet-
ric properties of (spatial) array manifolds embedded in A^'-dimensional complex 
spaces. However, the spatial array manifold is a member of the set of the ex-
tended array manifolds and all extended array manifolds will be shown to rep-
resent geometric objects embedded in multidimensional complex spaces. Hence, 
the geometric concepts presented next will serve as an introduction to the ba-
sic notions of Differential Geometry, notions indispensable for the study of any 
extended array manifold. 
The spatial array manifold is a multidimensional complex non-linear subspace 
in or equivalently a multidimensional real subspace of equipped with the 
standard complex structure [19]. The term "manifold" is inathematically defined 
as a topological space which satisfies the following conditions: 
1. It is second countable, i.e. it can be described by a countable basis. 
2. It is a Hausdorff space, i.e. its points can be separated by neighbourhoods. 
3. It is locally homeomorphic to a Euclidean space. 
Since, by its definition, 
= N 
the spatial array manifold is a non-linear subspace of the N — 1-dimensional 
complex sphere with radius equal to y/N [21]. 
Equations (1.1) and (1.3) define a regular parametric representation (in terms 
of the directional channel parameters p and q) of a geometric object embedded 
in an A^-dimensional complex space. If the spatial array manifold depends solely 
on one parameter, it represents a curve; if it depends on two parameters (e.g. 
azimuth/elevation or azimuth/frequency), it represents a surface. 
1.2 Previous Work on the Geometry of the Array Manifolds 22 
In general, the extended array manifolds, which will be presented in Chapter 
2, will be a function of a number of channel parameters, such as the bearing 
parameters p and q of the incoming signal, the delay of each incoming path, the 
PN-code of each user in a CDMA system, the polarisation of the electromag-
netic wave, the doppler effects, etc. This implies that the array manifolds will, 
in the most general case, represent geometric objects of dimensionality greater 
than two, namely "hypersurfaces". However, there is a multitude of theoretical 
results and techniques for studying curves (1-dimensional objects) and surfaces 
(2-dimensional objects) embedded in multidimensional real spaces, dating back 
to the work of Gauss and Riemann. In addition, the spatial array manifold of 
Equation (1.1) depends (apart from the array geometry) on the directional char-
acteristics of the incoming signal. Hence, it is at most a 2-dimensional object, 
since far field sources are assumed. Thus, as a natural consequence, existing 
studies on the properties of the array manifolds have focused on array mani-
fold curves and surfaces only. The same approach will be used herein, in order 
to take advantage of the huge mathematical arsenal on the treatment of 1 and 
2-dimensional geometric objects. The rest of the channel parameters affecting 
the array manifolds will be considered to be fixed, which implies that a multidi-
mensional "slice" of the array manifold, the one corresponding to parameters of 
interest, is investigated. 
1.2.1 Spatial Array Manifold Curves 
The geometric properties of the spatial array manifold curve have been extensively 
studied in the literature [7,31,48]. If the spatial array manifold is a function of one 
parameter only, it corresponds to a curve embedded in a complex jV-dimensional 
space. In this case, Equation (1.1) becomes 
-4, = {a(p) G , Vp : p e n } (1.4) 
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where p may be the azimuth angle 6, the elevation angle 0 or any other equiva-
lent channel parameter of interest, which, however, has to be related to the free 
variable {9 or (p) via an allowable change of parameters. 
The spatial array manifold curve, like any array manifold curve, can be treated 
as a curve embedded in a complex dimensional space. In this case, the most 
important properties of the array manifold curve at some point a (p) are 
1. the tangent vector a^ (p) — 
2. the arc length s (p); 
3. the rate of change of the arc length s (p); 
4. the set of coordinate vectors (p) , k = 1,... ,data, point p of the manifold 
curve; 
5. the set of curvatures of the manifold curve K,k{p) , k = 1,... ,d, which form 
the Cartan Matrix C (p) 
C(p) = 
0 
- K l 0 . . 0 0 
Ki 0 — K,2 • . 0 0 
0 1^2 0 . . 0 0 
0 0 0 . . 0 
— l^d 
0 0 0 . /^d—1 0 
The arc length s (p) of the array manifold curve is formally defined as 
s(p) = [ ||a^(0||c?C (1.5) 
where po is the value of the parameter p for which s (po) = 0. The arc length is 
an extremely important parameter because it is the most basic feature of a curve 
and a natural parameter representing the actual physical length of a segment of 
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Observation space C N 
a (Pi) = ||Ap (Pf) 
Mamfold 
curve S =Si 
f - A 
Figure 1.2: Graphical representation of the array manifold curve in 
the manifold curve. Parametrization of the manifold curve A in terms of the arc 
length s is more suitable in the treatment of space curves. Moreover, the arc 
length s (p) is an invariant parameter, that is the tangent vector to the curve, 
expressed in terms of s, a' (s) = has always unity norm [21]. 
The rate of change of the manifold length 
5(p) = | |4(p)| l (1.6) 
is a local property of the curve and is directly related to the resolution and de-
tection capabilities of the array. The greater the rate of change of the manifold 
length at a point a (p) on the array manifold curve, the more accurate the es-
timation will be and the better the detection capabilities of the array at the 
corresponding bearing p, as will be properly shown in Chapter 3. 
At any point a (p) of a curve embedded in it is possible to attach a continu-
ous, differentiable and orthonormal system of 2N coordinate vectors % (p) , k = 
1,.. .,2N [30,31]. These coordinate vectors, the first two of which are depicted 
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in Figure 1.2, form a set of orthogonal, in the "wide" ^ sense, unit vectors which 
are used to analyse the properties of the curve locally at each point SQ. It is the 
main tool in the differential geometric treatment of curves as it is far easier and 
more natural to describe local properties (e.g. curvature, torsion) in terms of a 
local reference system than using a global one, like an orthonormal Euclidean 
coordinate system attached at the origin. 
The curvatures of a space curve are of immense value in differential geom-
etry because according to the fundamental uniqueness theorem [30] curvatures 
uniquely define a space curve expressed in terms of its arc length, except for its 
position in space. Moreover, the number of non-zero curvatures reveal symmetries 
in the geometry of the array manifold curve, since a curve with d — 1 , d < 2N 
non-zero curvatures is restricted to a d-dimensional subspace of . It can be 
proven that if the curvatures of the array manifold remain constant, then the 
shape of A will be a hyper helix, embedded in an T V - d i m e n s i o n a l complex space. 
This property of manifold curves is of high importance, since based on this it can 
be proven [31] that the manifolds of the popular class of linear arrays (and also 
the elevation and a, (3 curves of planar arrays), are curves of hyperhehcal shape 
embedded in an A^-dimensional complex space. Hyperhelical curves are easier to 
study and analyse due to the specific format of their expression, as will be shown 
in Chapter 4. 
1.2.2 Spatial Array Manifold Surfaces 
The spatial array manifold as it is defined in Equation (1.1) is a special case 
of extended array manifolds depending on two parameters of interest. Array 
manifolds that are functions of two free variables correspond to surfaces embedded 
in C^. The most important geometric properties of space surfaces embedded in 
multidimensional complex spaces are the following [31,38]: 
1. the manifold metric G{p, q); 
^Re {u^uj} — Si. 
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2. the Christoffel matrices Ti{p, q) and T2{p, g); 
3. the Gaussian curvature g); 
4. the geodesic curvature kg of a curve on M 
and their physical interpretation is described below. 
The manifold metric 
| 2 
G(p, g) Re ii-pii (1.7) 
ii^ii 
is a 2 X 2 semi-positive definite symmetric matrix, with its elements known, 
in differential geometry terms, as the first fundamental coefficients (or metric 
coefficients). It is a function of the tangent vectors a^ and which form a basis 
T = [ ^ , a , ] (1.8) 
of the tangent plane of the surface at the point (p, g). The first fundamental 
coefficients provide a way of measuring trajectories on non-Euclidean spaces. 
Furthermore, y^det{G) serves as a tool for detecting the changes of the shape of 
the manifold surface [21], while the area of a segment on the manifold surface can 
be calculated as 
J j det{€i)dpdq 
The Christoffel symbol matrices of the first Ti and second T2 kind determine 
how the tangent plane varies as the point (p, q) moves on the manifold surface. 
It is important to note that these matrices depend on the first fundamental coef-
ficients and their derivatives only. 
• According to the Theorema Egregium by Gauss, to every point of a surface 
embedded in can be assigned a real number Kg, independently of any specific 
curve passing through it. This real number, the Gaussian curvature, provides an 
indication of the local shape of the surface at the neighborhood of that point. 
However, the array manifold surface is embedded in a real space of dimensionality 
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larger that 3, therefore the Gaussian curvature has to be defined in a way that it 
is independent of the normal plane at a point a(p, q) of the manifold surface, since 
there is no unique tangent plane. Because of this, the definition of the Gaussian 
curvature given in [31] utilises the intrinsic geometry of the manifold surface. 
Finally, for curves lying on manifold surfaces two important parameters are 
the arc length s and the geodesic curvature Kg. The arc length of a curve has 
already been defined in the previous paragraph. The geodesic curvature Kg is 
defined using the first curvature ki of the curve along the tangent plane to the 
surface at every point along the curve. By considering a curve on a surface 
connecting two points, the geodesic curvature assesses the similarity of this curve 
to a geodesic curve (i.e. a curve which is equivalent to a straight line in Euclidean 
space). 
However, the investigation of a surface as a mathematical object embedded 
in dimensional complex space presents many difficulties and complications. 
To overcome these obstacles, an alternative representation using two families of 
parameter curves has been proposed in [31]. These are the family of p-curves 
defined as 
{•^p\qo ' G (19) 
where Q,g is the domain of q, and the family of g-curves defined in a similar fashion. 
Every value of the fixed parameter qo defines a new p-curve and the ensemble of 
p-curves provide a covering for the whole manifold surface. In terms of differential 
geometry, the original array manifold surface can be viewed as a fiber bundle, 
where a g-curve is the base space and the p-curves are the fibres or the other way 
around. By treating the manifold surface using the aforementioned two families 
of curves, then a unified framework for the analysis of linear and non-linear array 
geometries is possible and some representative results are summarized below [31]. 
• The manifolds of 3-dimensional arrays of arbitrary geometry are locally 
elliptic. 
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• The manifolds of 3D-grid arrays (for which [r^,ry,r^]'^ [Lx^ry,r^] = CI3) 
are spherical. 
• All planar arrays have a manifold of conoidal shape. 
• If {p, q) represent the azimuth and elevation angles respectively, then the 
family of elevation-curves is a family of geodesic curves (i.e. equivalent to 
straight lines in Euclidean space) for all grid and all planar arrays, while 
the family of azimuth-curves are not. 
• The elevation-curves of 2-dimensional arrays are hyper helices. 
1.3 Organisat ion of t h e Thesis 
The rest of this thesis is organised as follows. 
Chapter 2 deals with the geometric properties of the extended array mani-
folds. Initially, the concept of the extended array manifold is introduced as a 
generalization of the conventional, spatial array manifold. This generic array 
manifold defines a class of array manifolds which includes all the array manifolds 
proposed in the literature so far. This generalization allows for the modelling of a 
large class of array systems, such as asynchronous, DS-CDMA systems, systems 
affected by Doppler effects, systems utilizing polarization sensitive elements, etc. 
Next, the extended array manifold is treated as a geometric object embedded 
in a multidimensional complex space. This study focuses on extended array man-
ifolds dependent on one or two parameters only, that is extended array manifold 
curves and extended array manifold surfaces respectively. For both curves and 
surfaces, the geometric properties which were presented in the introduction are 
analytically derived. Finally, the general analytical formulae for the geometric 
properties of the extended array manifold are applied to estimate the geometric 
properties of each one of the array manifolds that have been introduced in the lit-
erature and were shown to be special cases of the generic concept of the extended 
array manifold. 
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In Chapter 3 the issue of theoretical performance bounds for array systems 
is treated. At first, the detection and resolution bounds defined in the literature 
for linear array systems are extended for array systems of any 3-dimensional 
geometry. These bounds were derived based on the concept of the spatial array 
manifold. Therefore, next these bounds are generalised for array systems being 
modelled by extended array manifolds and comparative studies are conducted for 
the performance of the various array systems under investigation. 
Finally, a new approach is presented for determining the aforementioned per-
formance bounds. The procedure used so far relied heavily on the estimation of a 
specific manifold curve on the manifold surface. However, this method could not 
be readily applied in any case as in most situations a complex coordinates trans-
formation was necessary in order to determine the parameters of this manifold 
curve. The approach proposed here results in much simpler algebraic expressions, 
which greatly reduce the computational burden on noth man and computer and 
have a clear geometric interpretation. The resulting expressions are shown to 
produce identical results with the methods used so far both for linear and general 
3-dimensional array geometries. 
Next, in Chapter 4 the study focuses on the concept of hyperhelical array man-
ifold curves. Hyperhehcal array manifold curves constitute a special class of array 
manifold curves, the defining characteristic of which is their constant curvatures 
throughout the length of the curve. This important characteristic facilitates the 
analysis of their geometry and consequently the computation of the theoretical 
performance bounds presented in Chapter 3. This chapter aims at determining 
which array geometries may be modehed by hyperhelical manifold curves. Thus, 
firstly, the general equation for a hyperhelical space curve in a multidimensional 
complex space is derived. Then, the corresponding regular parametric represen-
tation of a hyperhelical array manifold curve is established and based on this the 
respective classes of array geometries are identified. 
Geometrical array uncertainties are the main topic of Chapter 5. Geometrical 
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uncertainties severely hinder the performance of array systems and they can be 
mitigated in two stages. First, robust array geometries can be designed, which will 
be affected by uncertainties as little as possible. Secondly, calibration algorithms 
can be applied to the array system, so that the uncertainties are removed. The 
first part of the chapter deals with modelling the effect of uncertainties in channel 
estimation methods using an approach based on the geometric properties of the 
array manifold. The results can be used to design array geometries robust to the 
effects of geometrical uncertainties. 
Next, a novel blind calibration algorithm is proposed, which aims in miti-
gating the effects of geometrical uncertainties. The algorithm makes use of a 
single moving source and achieves a significant reduction in the position errors 
of the array elements. In addition, it improves the accuracy of the Direction-of-
Arrival estimation method which is initially affected by both uncertainties and 
the movement of the source. 
Finally, in Chapter 6 the most important results of this thesis are iterated 
and some suggestions for continuation of the work are given. 
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Chapter 2 
Extended Array Manifolds 
The spatial array manifold vector for isotropic sensors, as defined in Equations 
(1.2) - (1.3), is a function of the bearings of the incoming signals and the array 
geometry. In more sophisticated array systems, the modelling may include various 
additional parameters - variables, which are not included in Equations (1.2) -
(1.3). Thus, a number of extensions of the the spatial array manifold vector have 
been introduced in the literature; 
• the Spatio-Temporal ARay manifold vector (STAR) [33], which is suitable 
for modelling asynchronous, DS-CDMA array systems; 
• the Doppler-STAR manifold [40], which, additionally, takes into account 
any doppler phenomena present in the signal environment; 
• the Polar-STAR manifold [35] which assumes that the array sensors are 
sensitive to the signal polarisation; 
• the MC-STAR [46] manifold which can model asynchronous, MC-CDMA 
array systems. 
All the aforementioned extensions of the spatial array manifold are themselves 
geometric objects, embedded in appropriate multidimensional complex spaces. 
Therefore, the study of these manifolds, under the general framework developed 
for the study of the spatial array manifold, can provide significant insight for the 
properties of each of the corresponding array systems. The goal of this chapter is 
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to introduce a generic model for the existing and, possibly, for future extensions 
of the array manifold vector, which will allow for a comprehensive study of the 
geometrical properties of these objects without having to analyse each one of 
them separately. 
This chapter is organised as follows. First, in Section 2.1 some examples of 
extended array manifolds, such as the Spatio-Temporal ARray (STAR) manifold, 
are presented and a generic model of extended array manifolds is defined. In Sec-
tion 2.2, the theoretical framework of the extended array manifolds is developed 
and the connection of the spatial and the extended array manifolds is investi-
gated. Then, in Sections 2.3 and 2.4 the geometric properties of the extended 
array manifold curves and surfaces, respectively, are derived as a function of the 
corresponding properties of the spatial array manifold curves and surfaces. 
2.1 Beyond t h e spatial a r ray manifold 
2.1.1 Examples of extended manifold vectors 
In the previous section, a number of extensions of the spatial array manifold 
vectors have been introduced, aiming at modelling more complex signal environ-
ments and more sophisticated array systems. These new array manifolds can be 
seen as members of a new class of array manifolds which, henceforth, will be 
referred to in this thesis as extended array manifolds. Equations (2.1) - (2.4) pro-
vide representative examples of extended array manifold vector and are followed 
by a brief description of their associated array systems. 
S^TAR^^  g, z) = a(p, g) Ig) (J'c) (2.1) 
M^C-STAR = a (p, g) ® (J'g [Z, Ft]) (2.2) 
P^OL-STAR 2, -y, 77) = a (p, g) (g) q (p, g, 7,77) ® (J'c) (2.3) 
D^OP-STAR 2, M) = a (p, g) ® (J'c 0 Zz) W) (2.4) 
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where a(p, q) is the spatial manifold vector of Equation (1.3) and 
1 = 
nT 0 
l2;Vc-l %,nc-l 
(2.5) 
is the downshifting matrix. 
The STAR manifold vector of Equation (2.1) has been defined in [33] for the 
modelling of an asynchronous, CDMA array system. This new manifold vector is 
a function of the geometry of the array, which is included in the spatial manifold 
vector a (p, g), a PN sequence of length contained in the 2Ac vector c (which 
is padded with Ac zeros at the end) and the lack of synchronisation 
r,-v 
Tc 
mod Nr (2.6) 
where I is the discretised delay Tij of the j-th path of the ?-th user in units of 
the code chip period Tc- The main advantage of the STAR manifold over the 
spatial array manifold is that it extends the degrees of freedom (and thus the 
observation space) from A to 2AAc and that allows for the handling of more 
incoming signals/paths than the number of the array elements. 
Multicarrier CDMA systems are a strong candidate for the next generation 
wireless communications systems, because of their inherent ability to tackle fre-
quency selective channels, while at the same time enjoying the advantages of 
spread-spectrum systems. For an array system where multicarrier transmission 
is used, the MC-STAR manifold vector was introduced in [46] and given in 
Equation (2.2), where 
a [Z, fk] = 7 [k] 
c [0] e-
ns, 
nr.n,r-i 
^sc 
.j2wFk{-l)Ts 
j2trfk{l^l-l)ts 
ec 
and N,r is the number of different sub-carriers used in the multicarrier modula-
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tion, Fk = {k~ 1) A / is the frequency corresponding to the fc-th subcarrier, Ts 
is the sampling period, A / is the separation in Hz between the sub carriers and 
7 [k] is the k-th. element of a second PN-sequence 7 G used to spread the 
data among the sub carriers. 
Polarisation information has been used in the literature to improve the detec-
tion and estimation capabilities of the array [35] and to deal with correlated [18] 
or coherent [28] sources. In order to model the effect of the signal polarisation on 
the channel, the Polar -STAR manifold vector of Equation (2.3) was introduced 
in [41], where 
-}t 
= V 1 du{p,q) du{p,q) 
cos q dp dq cos 7 sin 7 (2.7) 
models the effect of a signal with a state of polarisation (7,77), with the z-th 
column of V representing the complex voltages induced at the i-th sensor in 
response to unit electric fields polarised in the x, y and z directions respectively 
(see [35]). 
Finally, in [40] the authors presented an array system affected by Doppler 
effect and defined the Doppler -STAR manifold vector of Equation (2.4), where 
W = 
exp (j27r/D?^) 
exp {j2'KnfDTcs} 
exp (;2 (2A^ - 1) Tr/z)?;) 
and Jd is the Doppler spread affecting the signal. Notice that the non-stationarity 
of the channel is reflected on the dependence of the Doppler-STAR manifold 
vector on the time index n. 
Each of the extended array manifold vectors of Equations (2.1) - (2.4) gives 
rise to the associated extended manifold H, which ( similarly to the definition of 
the spatial array manifold as the locus of the spatial array manifold vector as p 
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and q vary) is defined as 
W = j / i (p) e , Vp : p e (2.8) 
where Q e M is the dimensionahty of the complex space in which Ti is embedded 
and p represents the parameters upon which each respective extended manifold 
vector depends. For example, for the MC-STAR manifold, Q = 2NNcNsc and 
p = 
2.1.2 Basic array system 
Let us consider an array system of n omni-directional antennas operating in the 
presence of m co-channel users. There are no multipaths, so that only m signals 
arrive at the antenna array. The architecture of such a system is depicted in 
Figure 2.1. The z-th user transmits a modulating information signal: 
rui (t) = ^ aj [n] c{t — nTa (2.9) 
where {a, [n], Vn G Z} represent the i-th user's information symbols and c(t) , t G 
[0, Tcs) is the symbol pulse-shaping waveform of duration 
: Scalar 
Vector 
ai[/i] 
Source MOD 
mi(t) 
Source a.[»] 
= i/tz 
MOD 
« / , ( / ) 
a.«[n] Source MOD = y/zf 
\n\/ 
Channel 
1st 
antenna^ 
2nd 
antenna 
Afth 
antenna^ 
my-1 
= //7L. 
Figure 2.1: Conventional Array System Architecture 
The received signal x{t) at the output of the array (Point A in Figure 2.1) 
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can be modelled as 
x{t) = §, (p) Mm{t)+ n (t, al) (2.10) 
where x (t) E is the vector of the observed signals and p denotes all the 
parameters of interest of all users, that is 
T 
P El ' - .PL 
with p. , i = 1 . . . m representing the parameters associated with the i-th user. 
Furthermore 
§ ( p ) = [ a i ( p j , . . . , a ^ ( p ^ eC NxM 
is the matrix of the channel vectors (spatial manifold vectors) for each one of the 
m incoming signals and 
B == diag{[/?i,... ,/3m]} (2.11) 
with Pi being the complex fading coefficient for the 2-th incoming signal. Moreover 
m{t) = [mi (t), m2 (t) , . . . , tum (t)]^ (2.12) 
is the vector containing the baseband information signals of the m sources at 
the array reference point and n (t, a^) is a A'" x 1 complex vector of additive, zero 
mean, white gaussian noise, with covariance matrix equal to apAr. 
At the receiver, the continuous signal vector x {t) is sampled at a rate = Tcs 
to produce the observation vectors x (t*), tk = kTg, k = 1 , , Lcs, where Lcs is 
the number of snapshots. Under these assumptions, the discretised output of the 
array system ( Point B of Figure 2.1) at = kTcs , k = 1,... can be modelled as 
g (tk) = § (p) B m ((t) + a ((k, (2.13) 
where m [tk) is the vector given by Equation (2.12) (see also (2.9)) at time instant 
t = 
For the remaining of the thesis the system architecture of Figure 2.1 will be 
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referred to as the basic array system and it will be used for the analysis of more 
complex array systems. 
2.1.3 Extended array systems 
Figure 2.2 shows an alternative and more complex array communications sys-
tem. The information symbols a, [n] of the i-th user, with a data symbol rate 
of Res = are fed into a Transmitter Linear Preprocessing Unit (Tx-LPU) 
which outputs the new symbols bi [k] with a symbol rate of Rc = T~^, where Tc 
is now the duration of the new data symbol pulse-shaping waveform. 
At the receiver side, the continuous received vector signal x {t) at Point A in 
Figure 2.2 is sampled at a rate of Rc to produce the sample vectors x ((&), = kTc 
at Point B. These vectors are then fed into a Receiver Linear Preprocessing Unit 
(Rx-LPU), which produces, at Point C, the observation signal vectors x[n] G 
Q> N aX a. rate Res-
The architecture shown in Figure 2.2 can be used as a generic representation 
of all systems described in Section 2.1.1. For example, the spreading of the data 
symbols to produce the CDMA chips, as well as the use of multiple carriers 
are linear processes and thus can be represented abstractly by the Tx-LPU. In 
addition, Doppler effects can be part of the wireless channel. Finally, the Rx-
LPU may involve a Tapped Delay Line which is associated with extended array 
manifold vectors of Equations (2.1) - (2.3). Note that if the TDL acts on a batch 
of 2Nc vectors x{tk), then this is a linear operation and its output x[n] can be 
mathematically expressed as follows 
(M+l)Nc 
^ mod 2Nc) ^ ((&) (2.14) 
fc=(n—l)iVc+l 
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Figure 2.2: Extended Array System Architecture 
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where 
Pm = 
P, m,l 
P. 
P = 
•m,N 
fim-1 0(m-{m—l)x{N—l) 
0^-1 
•2Nc-m ^(2Nc-m)x{N-l) 
and Jjv is defined as 
Jjv = 0^-1 
I . 
0 
(2.15) 
^n-l 0^-1 
The output x{tk) of the array system depicted in Figure 2.1, as can be seen 
from Equation (2.13), is a function of the spatial array manifold, which contains 
all the information regarding the array system. However, the output x [n] of each 
of the four systems of Section 2.1.1 is a function of its associated extended array 
manifold. 
In addition, the Transmitter-LPU and the Receiver-LPU, are not limited to 
the operations described earlier and may model any linear operation performed 
on the data symbols a, [n] at the transmitter and on the sample vectors x (<&) at 
the receiver. Thus, the system architecture of Figure 2.2 may be used to model a 
larger class of array systems than the four described in Section 2.1. Hence, a class 
of extended array manifolds can be defined, which will consist of the extensions of 
the spatial array manifold required to model the output of an array system fitting 
the model of Figure 2.2. All of the array manifolds defined so far, including the 
spatial array manifold, are then members of this class. 
Thus, the study of all the existing and, potentially, new array manifolds de-
fined in the future is reduced to the study of the properties of the class of extended 
array manifolds. The nature of these properties , which will reveal the relation 
between the spatial and the extended array manifolds, is investigated in the fol-
lowing section. 
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2.2 Extens ions of t h e spatial a r ray manifold 
All of the extended array manifold vectors presented in Section 2.1 are functions 
of the spatial manifold vector a = a (p, g). In detail, for reasons that will be made 
clear in this section, any extended array manifold can be viewed as the result of 
a complex mapping, satisfying certain constraints and acting on the spatial array 
manifold. The nature of these constraints, as well as the general properties of 
these mappings will be investigated next. 
2.2.1 The extended manifolds as complex mappings 
Let us consider an analytic complex mapping T : ^ An "analytic 
mapping" T is a vector function, every component of which, ig : C ,q = 
1 , . . . , Q, is an analytic function. Applied on the spatial manifold vector a, this 
mapping produces a new vector h e ,Q > N , that is 
A = T (a) = [fi (a), fg (a), . . . , (a)]^ (2.16) 
Equation (2.16) may assume a more specific format if one considers the nature 
of the various spatial manifold vector extensions. Based on Figure 2.2, these 
extensions arise either due to a change in the actual wireless channel, for example 
the introduction of Doppler effects, or because of the Tx-LPU and the Rx-LPU. 
The basic difference is that extensions due to a change in the wireless channel 
do not affect the dimensionality of the array manifold vector, simply because 
the dimensionality of the observation vectors at point B of Figure 2.2 remains 
unchanged. However, the insertion of the Rx-LPU on the receiver side (in order 
to model changes such as the co-existence of multiple information symbols in the 
TDL) and the effect of polarisation sensitive sensors do affect the dimensionality 
of the resulting the observation space and, thus, of the array manifold vector. 
As the Tx-LPU and the Rx-LPU are linear blocks/systems and the wireless 
channel is assumed to be linear (i.e. FIR structure), then T will be a linear 
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mapping too. Hence, Equation' (2.16) can be rewritten as 
A(p) = A(p)a(p ,g) (2.17) 
Note that in all the array systems presented in Section 2.1 the Rx-LPU consists 
of a bank of n parallel processing units, each one of which provides q/n outputs. 
In this case the mapping T can be written as 
h = [fi (ai), f2 (ai), . . . , fg (a*), . . . , fg (a^)]^ (2.18) 
where all fg (a*) is a linear function of the A:-th element a^ of the spatial array 
manifold vector a. Thus, Equation (2.17) can be reformulated as 
A ( p ) = A ( p ) a ( p , g ) (2.19) 
with A (p) having only one non-zero element in each row, which implies 
that 
A^A e and diagonal (2.20) 
Finally, as long as the n preprocessors are identical, that is that the output 
of all the array elements is affected in a similar way, then A can be expressed in 
the following format 
A (p) = ® z (p) (2.21) 
where 
y f.W 
n 
^ (p) G € W (2.22) 
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2.3 E x t e n d e d Manifold Curves 
2.3.1 Basic theoretical framework 
The extended array manifolds are geometric objects embedded in multidimen-
sional complex spaces. In this section, manifolds which depend on one parameter 
only (i.e. curves) will be considered. Since the investigation of the spatial array 
manifold has focused on the bearing curves (i.e. azimuth, elevation, directional 
cosine curves), the parameter p in the following analysis will stand for a direc-
tional parameter, which implies that the vector parameter p reduces to the scalar 
parameter p. In this case, the locus of all extended manifold vectors h {p) defined 
by Equation (2.19) is given by 
— {hip) e , V p : p e O p } ( 2 . 2 3 ) 
Equation (2.23) defines a curve embedded in a Q-dimensional complex space. 
Note that the dependence on the fixed parameters (such as the array geometry, 
the frequency of the carrier, etc.) has been dropped, for simplicity. 
The tangent vector at each point p of the extended manifold curve is given by 
(2.24) 
For the shake of simplicity, the dependence of the various vectors and matrices 
on the variable p will be dropped and only explicitly mentioned when it is needed. 
Moreover, x will denote differentiation of x with regards to the variable p. 
The rate of change of the arc length of Tic is 
axc(p)= A(p) 
a^A^Aa + a^A^Aa -t- 2Re j a ^ A ^ A a j 
(2.25) 
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However 
A ^ A = ||z(p)r , A ^ A = ||z(p)||' Ijv iH k 
4^2 (2.26) 
a^A^Aa — 0 
where a^a = 0 because of the fact that the array centroid has been taken as the 
array reference point (i.e. — i j f l z = 0). Based on Equations (2.26), 
Equation (2.25) may be rewritten as 
Cp) == (p) 4- oj[(;)) 
where 
(p) - V = TT sinp \\r^ 
(2.27) 
(2.28) 
is the rate of change of arc length of the corresponding spatial manifold curve 
A (see Equation (1.4)). It is important to note that the rate of change of arc 
length of the extended manifold curve Tic has been expressed as a function of the 
corresponding geometric property of the spatial manifold curve and the scalar 
functions cr^  (p) and cr^  (p) which code the properties of the mapping T. Equation 
(2.27) provides a deeper insight into the relation between the spatial and the 
extended array manifold curves. The right hand side of Equation (2.27) consists 
of two terms; the first one of these terms is the square of rate of change of arc 
length of the spatial manifold curve A scaled by the factor cr% (p). The second 
term includes the factor ||i (p)||^ which can be regarded as the rate of change of 
the arc length of a new manifold curve Az, defined as 
(jfCp) : 2),= (2.29) 
The multiplicative factors (p) and N act as weighting factors because of the 
different dimensionality of the embedding spaces for the two curves. 
The total length of He is given by 
j'TYc == / 3^<,(2))ctp 
j QT) 
(2.30) 
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where Clp is the domain of p. The first coordinate vector, a unit vector co-linear 
with the tangent vector h (p) can be expressed as 
Ml — hi (s) — , — (2.31) 
where s is the total arc length of the manifold curve up to the point p and it can 
be related to the bearing parameter p via the allowable change of parameter [21] 
defined in Equation (2.32). 
•SKc (p) = [ s-Hc ( 0 (2.32) 
j po 
Because the extended manifold curves are embedded in a Q-dimensional com-
plex space, it is possible to attach to every point of the manifold curve up to 
2q coordinate vectors and 2q curvatures, which form the Cartan matrix C and 
uniquely define the shape of the manifold curve [21,30]. However, any symmetry 
in the geometry of the array system will reduce the dimensionality of the subspace 
of in which the array manifold curve is embedded [31]. Therefore, in general 
up to d coordinate vectors may be defined, where | is the dimensionality of the 
complex subspace of in which the array manifold curve lies. 
These d coordinate vectors and curvatures can be analytically calculated by 
applying the formulae presented in [31] to the model of the extended array mani-
folds presented earlier in this paper and making use of Equations (2.23) - (2.28). 
The derivation of all the coordinate vectors and subsequently the curvatures of 
the extended manifold curves, although analytically possible, is in practice ex-
tremely arduous. However, the most interesting differential geometric properties 
from an array processing point of view are 
• the first and second coordinate vectors 1/2) 
• the rate of change of the arc length 
• and the first curvature ki. 
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These properties have been used extensively in the study of array systems, 
such as in determining the resolution and detection capabilities of linear [34], 
planar [32] and 3D [12] array geometries, the Cramer-Rao Lower bound for the 
estimation of channel parameters [32], analysing the ambiguities of linear and 
planar arrays [36] and finally in array design [11]. 
The second coordinate vector Mg (s) and the first curvature Ki can be calcu-
lated using the following equations 
lb (a) (2.33) 
(2.34) 
IK (a) II 
(s) = I IM'I (S)|| 
where x' denotes differentiation with regards to the natural parameter s. Based 
on these definitions and on Equations (2.24) - (2.31) it is straightforward to show 
that the principal (first) curvature and the second coordinate vector are 
le-^dp — di^ 
dl 
M2(P) = e-idp — dit^ 
\eido — di^ 
(2.35) 
(2.36) 
where 
= A(P) 
4 ( p ) - (Po) (^ 1 (p) = (P) 
(2.37) 
Based on the expression of the rate of change of the arc length of the extended 
array manifold curves. Equation (2.25), and the estimation of the first curvature 
given in Equation (2.35) we are now in position to compare the bearing curves 
of the various extended array manifolds presented in Section 2.1.1. Note that 
the analysis in the following section will be limited in the case of linear arrays or 
Equivalent Linear Arrays (ELA) of planar arrays for the shake of simplicity. 
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2.3.2 Hyperhelical extended manifold curves 
As it has been already said, in the most general case of the extended array mani-
fold curves, the matrix of the linear mapping A (p) depends on some fixed channel 
parameters and on the bearing variable p. However, if A is independent of the 
bearing parameter p, then the resulting linear mapping has some extra structure. 
This structure enables for the analytical evaluation of the entire spectrum of the 
geometric properties of the extended manifold curve in terms of the corresponding 
properties of the spatial manifold curve and the matrix A. The detailed analysis 
of the curvatures of extended manifold curves, resulting from conformaP linear 
mappings of the spatial array manifold curves will be presented in Appendix A. 
The most significant result, summarised in Theorem 1, will be given here and 
used to calculate the curvatures of various hyperhelical extended array manifold 
curves. 
Theorem 1. Let A = {a(p) E , Vp : p E [0,180°)} be the spatial array man-
ifold curve of a linear array of N elements, the shape of which is described by the 
Cartan Matrix C{p), containing the spatial curvatures. Let another manifold 
curve He = {hip) e ,\/p : p G [0,180°)}, related to A via the linear mapping 
T : ^ C^. That is, A (p) G is the matrix representing the mapping T, 
A(p) = A (p) a(p) 
= Q f/iem A^ A = (7% ^ omd (Ae Coiian mafnr (p) degcnbmg (/le 
shape of He can he calculated as 
Cn, (p) = - C (p) (2 38) 
O'A 
Furthermore, the coordinate vectors Ui^^c (p) , ^ = 1 - ., of He can be expressed 
as functions of the coordinate vectors (p) ,i = 1 .. • ^d of A as follows 
(p) = (p) (2XS9) 
^ A mapping is conformal when it preserves the angles between vectors 
^Note that now cja is not a function of p 
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The proof of this Theorem and a derivation of closed form formulae for the 
expression of the coordinate vectors , i = and the curvatures 
•^i,nc , i = 1, • • •, c? of the extended array manifold curves can be found in Ap-
pendix A. 
The importance of this theorem lies in the fact that if the conformality as-
sumption is satisfied, then the curvatures of the extended manifold curves are just 
a scaled version of the curvatures of the original, spatial array manifold curves. 
However, it is known from [31] that the curvatures of the spatial manifold curves 
of linear arrays are constant and independent of the bearing variable p, that is 
these curves are of hyperhelical shape. Thus, the extended manifold curves are 
also of hyperhelical shape. Therefore, the theoretical tools developed so far for 
the study of the hyperhelical manifold curves [31] can be readily applied to study 
the extended manifold curves as well. 
Three of the extended array manifolds presented in Section 2.1 are produced 
by conformal linear mappings, the STAR manifold, the Doppler and Doppler-
STAR manifolds and finally the Multi-Carrier-STAR manifold. Using Theorem 
1 and the known curvatures of the corresponding spatial manifold curve, their 
curvatures can easily be estimated. The required A and parameters for these 
cases are as follows; 
1. STAR manifold curves 
\/27Vc — i , nc < i < 2nc 
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2. Doppler-STAR Manifold curves 
1/7%: , 0<Z:<jVc (2 41) 
\/2iVc — i , n(. < i < 2nc 
^DOP-STAR _ II I f / „ I 
'a — «u k 
3. Multi-carrier STAR Manifold Curves 
\/7v;7v:; ,0 < Z :< TVcJVc, (2 <12) 
M^C-STAR 
O A VSATcNca - z ,/Vc/Vcs <: z <c 2;Vc;Vc, 
where the various parameters have been defined in Section 2.1.1. 
From Equations (2.40) - (2.41) it is clear that the parameter is the same 
for the STAR and the Doppler-STAR manifold curves. Consequently, the cur-
vatures and, therefore, the shape of these manifold curves is identical. However, 
the orientations of the extended manifold curves within the 2jVjVc-dimensional 
complex space are not identical and this clearly distinguishes the two manifold 
curves. 
The curvatures for the spatial and the STAR, Doppler-STAR manifold curves 
for a symmetrical and a non-symmetrical linear array have been estimated and 
their values are plotted in Figures 2.3-2.4. Note that the tag "extended curve" 
in the graphs refers both to the STAR and the Doppler-STAR curves. The 
number of non-zero curvatures is the same for both the spatial and the extended 
hyperhelical manifold curves which arise from the same array geometry. This 
implies that both curves lie in a subspace of the overall observation space of the 
same dimensionality. 
It is important to note that if the assumption that "the path-delay is smaller 
than the period of a data symbol is invalid, or equivalently the discretised 
delay I is greater than Nc, then only some of the energy of the current data 
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Figure 2.3: Curvatures of spatial and e x t e n d e d hyperhelical manifold curves, 
symmetr ica l array, sensor locat ions at [ - 2 , - 1 , 0 , 1 , 2 ] , Nc = 15 
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Figure 2.4: Curvatures of spatial and ex tended hyperhelical manifold curves, 
a symmetr ica l array, sensor locat ions at [—3, —1,0.5,0.9, 2.6], Nc — 15 
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symbol is contained within the TDL (see Section 2.1 and [33]). The total energy 
of a symbol in the TDL is directly connected to the radius of the hypersphere 
on which the manifold curve lies. This is the reason why the curvatures of the 
extended manifold curves increase in magnitude as a function of Z as Z > 
2.3.3 Non-hyper helical extended manifold curves 
In this subsection, the results of Section 2.3.1 will be used to analyse the extended 
manifold curves of linear arrays which do not preserve the hyperhelical shape of 
the spatial manifold curves. Such non-hyperhelical manifold curves are: 
1. The POLAR-STAR manifold curves. 
2. Manifold curves of directional elements. 
POLAR-STAR Manifold curves 
To study the POLAR-STAR manifold curves, the overall mapping will be par-
titioned into two mappings. The first part will provide an intermediate curve 
(POLAR curve) which will be studied using the proposed framework in Section 
2.3.1. The second mapping, from POLAR to POLAR-STAR, will be shown to 
satisfy the assumptions of Theorem 1 and, thus, this theorem will be applied. 
The POLAR manifold vector in the case of crossed-dipole arrays and for 
coplanar sources can be written as 
where q(p) has been defined in Equation (2.7). Based on Equation (2.43) one 
may calculate for this intermediated curve 
P^OLAR = g, q (p) 
^ P O L A R _ y y2 3 1 ^ 2 p c Q g 2 j _|_ GIN^ j (2.44) 
^ P O L A R _ VxCOSp COS 7 
with T4 ,K,7 defined in Section 2.1.1 and in [41]. 
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Furthermore, Equation (2.3) of the POLAR-STAR manifold vector can be 
expressed as a function of in Equation (2.43) as follows: 
AA 
Since A is independent of the bearing parameter p, Theorem 1 can be applied 
for the estimation of the geometric parameters of the POLAR-STAR curves based 
on those of the POLAR manifold curves. 
M a n i f o l d c u r v e s o f arrays of d i r e c t i o n a l e l e m e n t s 
Consider a linear or ELA having directional elements (ie non-isotropic). In this 
case, the array response vector {weighted array manifold vector) can be expressed 
as a function of the array manifold vector a (p) for isotropic elements (see Equation 
(1.3)) as follows 
(2.46) 
= A^a (p) 
where 
diEyr.[g (p)} 
and g (p) E is a. vector containing the complex-valued gains of each array ele-
ment. Of course. Equation (2.46) defines a linear mapping of the spatial manifold 
vector. 
In Fig. 2.5 - 2.6 four different manifold curves of linear array have been 
studied. The first one is the spatial manifold curve of a Uniform Linear Array 
(ULA), the elements of which are positioned at = [—2,-1,0,1,2] in units 
of half wavelengths. The second curve is the curve of the same array, with the 
exception that the elements are now considered to be sensitive to the polarisation 
of the incoming signal, with polarisation parameters equal to (2.43) 
1/; = 0.5 , == 0.5 , ^ == 0.1 , % = 0.5 (2/18) 
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The other two curves are the manifold curves of the same array, when the elements 
of the array are assumed to have the following gain patterns 
/ \ . , . . / \ SU10P-2) 
(p) = smp + J smp , g2 (p) = — 
i p 2 ) 
The dependence of the principal curvature on the directional parameter p 
implies that specific operational characteristics of the array systems modelled by 
these manifolds are more sensitive of the direction of arrival of the signals. For 
example, the theoretical resolution threshold [31,34] and the Cramer-Rao lower 
bound [31,52] are dependent on the rate of change of the arc length, which is 
p-dependent even in the hyper helical manifold curves, but also on the principal 
curvature. 
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Figure 2.6: Principal curvature of various extended manifold curves 
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2.4 E x t e n d e d Ar ray Manifold Surfaces 
In the previous section, the geometric properties of the extended array manifold 
curves have been studied as a function of the geometric properties of the spatial 
array manifold curves and the nature of the extension. The focus is now redirected 
to 2-dimensional extended array manifolds. 
Assuming that the extended array manifold vector is now dependent on both 
bearing parameters p and g, the extended array manifold is defined as 
- {A (p, g) : (p, g) E (2.49) 
where, according to Equation (2.19), 
A(P, g) = A(p,g)a(p,g) 
The objective of this section is the investigation of the most important geomet-
ric properties of the extended array manifold surfaces, which were presented in 
Chapter 1. In detail, a link will be established between the properties of the 
extended array manifold surfaces and the corresponding properties of the spa-
tial array surfaces (from now on extended and spatial surfaces respectively.) This 
link, will not only allow for an efficient computation of the geometric properties of 
the extended surfaces, given the existing results for the spatial manifold surfaces, 
but will also provide an insight into the geometrical differences and similarities 
between the two manifolds. 
Note that, in the analysis that follows, every variable with a subscript T-i will 
refer to the geometric properties of the the extended array manifold surface M-h, 
whereas variables without a subscript will refer to the properties of the spatial 
array manifold surface Ai, where 
Ai = {a(p,g) E ,V(p,g) : (p,g) e 0} (2.50) 
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2.4.1 "Conformal" extended array manifold surfaces 
Consider a 3-dimensional array of n omni-directional elements. Its response is 
described by the vector a{p,q) given in Equation (1.3) and the spatial array 
manifold is a surface embedded in an TV-dimensional complex space. Moreover, 
consider a linear mapping T : ^ (ie from an A/'-dimensional space to a 
Q-dimensional space), described by a matrix A, with 
^ = In ® z{p^q) (2.51) 
according to Section 2.2.1. In this section, the case where 
will be investigated. This condition will be relaxed in the following sections, when 
more general mappings will be considered. For the rest of this thesis, any extended 
array manifold surface satisfying (2.52) will be called conformal extended array 
manifold surface, as it is produced by conformal complex mappings acting on the 
spatial manifold surfaces. 
The tangent plane at a point h (p, q) on the manifold surface is a plane surface 
ikpjilq , is a spanned by the two tangent vectors hp and h^. Therefore, if = 
basis for the tangent plane of the extended array manifold surface and T = [a^, a^] 
is a basis for the spatial array manifold surface, then these two bases are related 
as follows. 
T K = ilp^ tkg [Aa^jAaJ — A T (2.53) 
From Equation (2.53) one can deduce that the tangent plane of the extended 
array manifold surface at a specific point h (p, q) will be rotated with regards to 
the tangent plane of the spatial array manifold surface at the corresponding point 
a (p, q). This result was expected since the effect of the linear mapping T results 
in a rotation of the whole spatial manifold surface. Note, however, that this is not 
a trivial rotation such as, for example the rotation of a circle in a 3-dimensional 
real space, but it can be viewed as the rotation of a circle formerly lying on a 
2.4 Extended Array Manifold Surfaces 56 
2-diniensional plane, into the full 3-dimensional space. 
Furthermore, based on Equation (2.53) the relationship connecting the two 
manifold metrics G and Gn can be derived. 
= R e { ( A T ) ^ A T } 
(2.54) 
The elements of the manifold matric are used to measure trajectories on the 
manifold surface via the concept of the first fundamental form % 
jT^^dpffZdp (2.55) 
where 
p (g) = [p (5), g (s)]^ 
and 
dp = {dp, dqf^ 
Thus, Equations (2.54) and (2.55) imply that for the same infinitesimal in-
crement dp, dq of the directional parameters, the distance between h {p, q) and 
h{p + dp,q + dq) will be CTA times the distance between the corresponding spatial 
array manifold vectors. Moreover, the area with sides dp, dq is mapped via the 
extended array manifold vector h(p, q) onto an infinitesimal surface of an area 
larger than the area of the surface which the spatial manifold vector produces. 
This is consistent with the result of the previous section that the new manifold is 
on a sphere with a radius (Ja times larger than that of the spatial array manifold. 
The Christoffel Matrices of the first kind and of the extended 
manifold surfaces are related to the corresponding matrices Tip and of the 
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spatial manifold surfaces as follows 
ricM = Re T C . W } 
= R e | ( A T ) ^ A 
~ ^A^iC (2.56) 
with C = p,q, while the Christoffel matrices of the second kind are identical. 
R2C,H = (G%) ^ 
"a 
== I'2c (2157) 
with C = p , q . 
The Christoffel matrices are used to to calculate the infinitesimal variance of 
the tangent plane as the point h (p, q) moves on the manifold surface by dh = 
hpdp + hqdq, that is 
dtn = T-TY (t2p,ndp + ^2q,'hdq) 
= AT {T2pdp + Tiqdq) 
= A dT 
However, since the shape of the actual surface has not changed, the only differ-
ence dTu in the change of the vectors spanning the tangent plane in the case of 
the extended array manifold surface (compared to dT of the spatial array mani-
fold surface) is due to the original transformation of the tangent plane, which is 
described in Equation (2.53). 
The final geometric property of surfaces, which will be examined is that of the 
Gaussian curvature. The sign of the Gaussian curvature of the array manifold 
surface at a point h (p, q) provides an indication of the local shape of the surface at 
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the neighbourhood of this point. Since the shape of the spatial manifold surface 
has already been studied in the literature, it would be convenient to be able 
to link the shape of the extended array manifold surfaces to the corresponding 
spatial ones. The following theorem, Theorem 2, provides this link. 
Theorem 2. Let = {a (p, q) e , V (p, q) : {p,q) E ^p,q} be the spatial ar-
ray manifold surface of an array of N elements, the shape of which is described, 
locally at a point a (p,q), by the Gaussian curvature Kg {p,q). Let 
AiH-{A(p ,g)EC'^ ,V(p ,g ) : (p,g)eOp,g} 
be an extended array manifold surface, related to M. via the linear mapping T : 
That is, A G ^ matrix representing the mapping T, 
= A (p, g) a(p, g) 
If 
ip, g) _ 9A (P, q) _ 
dp dq 
and 
A = (T^  I;v 
then 
L The Gaussian curvature Kg^n of the extended manifold surface Mn can be 
computed as 
(p, g) = 4"-^9 (P' 9) 
2. The shape of Mn at the neighbourhood of a point h (p, q) has locally the 
same shape as the spatial array manifold surface A4 has at a neighbourhood 
around a (p, q) 
Proof. The local shape of a surface at the neighbourhood of a point h (po, qo) can 
be determined by the sign of the Gaussian Curvature at that point. Therefore, it is 
sufficient to prove Equation (2.58). For the rest of this proof, the dependence of all 
magnitudes on the parameters p and q will be dropped for notational convenience. 
An expression for the Gaussian curvature of the surface M-n, based on the 
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intrinsic geometry of the surface, is [63] 
d 
'R'g.M (p, g) = 1 
\ /det {G-^} 
[ ^ ( V'det{C'H}pg 
9pp,H 
dp 
7 I \ / (let{GM}y_,g 
^ ' app.M ^ PP.M 
dq 
\ / (2.59) 
where 
and 
— hp hp — 0"A^P Ap — (^a9pp 
r2c,w -
Thus, by substituting into Equation (2.59) 
ppp-t pp,'H 
r ( 
PP r ^ ' 
rC pC 
qq,n IV 
, c = P,Q 
^9,n = 
V a p e t { ^ 
/ 
/ / <j|v'det{G}^q 
' ojgpp pg 
v 
dp 
/ i f \/det{G} 
^ SPP M 
\ 
\ /de t{G} dp 
\ 
dq 
/ v/det{G} ^ \ \ 
^ Spp P^P 
dq 
ka 
(2.60) 
• 
This relationship between the two Gaussian curvatures was to be expected, 
since it reflects the fact that the extended array manifold surface M-n lies on 
a hyper sphere of radius (TA times larger than that on which the spatial array 
manifold surface M lies. 
Finally, let as assume that there exists a spatial array manifold curve A on the 
spatial manifold surface A4 and the corresponding, via a linear mapping T which 
satisfies the conditions of Section 2.2, extended array manifold curve A-h on Aiu-
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The properties of the extended manifold curves have been extensively studied in 
Section 2.3. However, for curves lying on surfaces, another geometric property 
of interest is the geodesic curvature Kg of the curve. The geodesic curvature is 
defined as the component of the principal curvature ki along the tangent plane 
to the surface at every point of the curve. If the geodesic curvature of a curve A 
on a surface A4 is equal to zero throughout its length, then this curve is called 
geodesic and it defines the path of minimum length on A4, which connects the 
two end points of A. The concept of geodicity of a curve is extremely important, 
as it assesses the similarity of of the curve to a straight line lying on a plane. 
Therefore, it is interesting examine how the geodesic curvature (s) of the 
extended manifold curve An is connected to the geodesic curvature Kg (s) of the 
spatial manifold curve A. 
Let us consider the formula for the geodesic curvature given in [31]. 
/ <9p' 
Kg (s) = a/det {G (5)} ~ 
0 1 
- 1 0 (2.61) 
dp 
'^5 
dq\ dp 
where 
p(g) = 
For an extended array manifold curve, Equation (2.61) can be reformulated as 
9p ^ 
Kg^ n (s) = y d e t { G ; ^ (s)} — 85 
0 1 
- 1 0 
(2.62) 
H 
2p,M- + r 
-n 
ds J ds 
Since the objective is to compare two manifold curves which have, in general, 
different lengths but the same domain for the bearing parameters p and g, it is 
more convenient to consider Equations (2.61) and (2.62) a functions of p and q 
and not s. In other words, the point a(po, go) on A (and of course on Ai) is 
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mapped via T onto the point h (%, Qo) on An (and Mn)- However, a(so) is not 
mapped onto h (go), since as it was shown in Section 2.3 the total manifold curve 
length of A is different than that of An-
For the extended array manifold curve of Equation (2.62) 
T 
ds 
and 
Therefore 
ds 
ds^ 
- 1 
1 
k h„ 
& 
a /ap, h 
ds \ ds 
1 f g 
cr* 
1 0 1 
- 1 0 
1 
(7A + f r2p 
(2.63) 
(2.64) 
dpn . _ dq\ 
ds ds j ds 
= Kp (p, g) (2.65) 
Note, of course that since the geodesic curvature is a property associated with 
the manifold curve, it depends on one parameter only which is consistent with the 
notational convention Kg {p, q) since there is a dependency between p and q. The 
main conclusion drawn from Equation (2.65) is that geodesic spatial manifold 
curves are mapped to geodesic extended manifold curves. 
2.4.2 "Non-conformal" extended manifold surfaces 
In the previous section, the differential geometric properties of the extended array 
manifold surfaces arising from conformal complex mappings (i.e. A independent 
of p, q) of the spatial array manifold surfaces have been examined. The atten-
tion is now turned to extended array manifold surfaces which are the product 
of non-conformal mappings. Namely, conditions (2.52) are relaxed and now the 
matrix A = A{p, q) is a function of both p and q. These extended array manifold 
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surfaces will be referred to for the rest of this thesis as non-conformal extended 
array manifold surfaces. It is expected that the non-conformality of the complex 
mapping will deform the spatial array manifold surface and the relatively sim-
ple connection between the geometric properties of the two surfaces will not be 
present any more. 
The investigation will commence with the tangent plane at some point h {p, q) 
of the extended manifold surface. Similarly to Equation (2.53), which is true for 
conformal mappings, for non-conformal mappings can be expressed as follows. 
TH = ApA 
ApSL -|- Aa ,^ A^a -I- A ^ 
= A T -h Apg (I2 <8> a) 
(2.66) 
(2.67) 
where 
Note that now the basis of the tangent plane of the extended manifold surface is 
comprised of two terms. The first term is identical to Equation (2.53), while the 
second one represents the deformation of the surface because of the dependence 
of the complex mapping on the bearing parameters p and q. 
Based on Equation (2.66) the relationship connecting the two manifold metrics 
G and (6% can be derived. 
H 
H 
Re j^ (A TT)^  A T + (I2 g) a)^ (G^ (g) & ) (I2 ® W } 
CaG 4- NGz 
A A 
(2.68) 
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where, in similarity to the definitions of G and G%, is defined as 
G, A 4) 4) 
^ 4 
(2.69) 
Re{z^ip} 
Let us compare Equation (2.68) with Equation (2.54). For an non-conformal 
extended array manifold surface there are two terms contributing to the manifold 
metric Gn. The first term is the same as the one in Equation (2.54) and expresses 
the change of dimensionality of the embedding complex space. The second term 
NGz, however, is related to the dependence of the mapping on the directional 
parameters and can be visualised as the manifold metric G^ of a second surface, 
whose parametric equation is given by 
Mz = {z (p, g) E CN : (p, g) E j (2.70) 
Note, however, that the manifold surfaces are embedded in complex spaces 
of different dimensions, that is Ai C c^, m-n C and m-z C . Therefore, 
another interpretation of the extended array manifold surface is that the spatial 
array manifold vector has acted on Mz to produce M n - However, the properties 
of this new mapping are not entirely dual to those of T and this can be deduced 
from the first term on the right hand side of Equation (2.66), where the term 
Apg = [liv appears instead of [zp, which would be the dual of 
T. This, nevertheless, is simply related to the way one chooses to view the output 
of the Rx-LPU and stems from the structure of the output of the Tapped Delay 
Line used in the literature so far. 
Let us proceed next to the ChristofTel matrices of the first and second kind. 
Following a detailed analysis which can be found in Appendix B 
I'lCM = Re (Tff Trcj,!- =Re 4- z f^ziG 4- zfrTT,) 
^ i ^ (2.71) 
+ ntic^^z + 
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where 
(STS) 
is the tangent matrix of Aiz-, 
(2.73) 
Tic,. = Re { % T . } (2.74) 
is the Christoffel matrix of the first kind for M.^ and, finally 
(2.75) 
Again, the pattern which appeared initially in the study of the extended 
manifold curves and next in the tangent matrix and the manifold metric 
is present. On the right hand side of Equation (2.71) there exist two terms, which 
are properly scaled versions of the Christoffel matrix of the first kind of the 
extended array manifold surface M u and the Christoffel matrix of the first kind 
of Mz- The remaining terms, 
Re Af T + 
are due to the fact that the reference point of the array system is taken to be the 
array centroid. This guarantees that 
and therefore ^ a = 0 , ( = p, g but does not guarantee that the tangent vectors 
ic (P> ?) , ( = at every point z (p, q) of the manifold surface Mz will be 
normal to the surface. 
Finally, the Christoffel matrix of the second kind for the extended manifold 
surface is related to the respective matrix of the spatial array manifold surface 
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as follows 
v-l 
r2c,M = h 
j\r2 |(;,j 4- Hr TVcriTt {jq;,,! CXG};!} ^ 
R(!<[Trf:Z 4- TTfTa 4- TVlTz,!; 4- crSJTic]! 
2.5 S u m m a r y 
In the Chapter the concept of the extended array manifold has been introduced 
and its functional dependence on the spatial array manifold has been investi-
gated. In detail, the geometric properties of extended array manifold curves and 
extended manifold surfaces have been studied as a function of the corresponding 
properties of the spatial array manifolds. Throughout the Chapter, a distinction 
has appeared between extended array manifolds (conformal extended manifolds) 
which retain, locally, the shape of the spatial array manifolds and non-conformal 
extended manifolds which appear from non-conformal complex mappings of the 
spatial array manifolds.
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Chapter 3 
Extended Array Manifolds and 
Array Bounds 
Two important measures for the analysis of the performance of an array system 
are 
• the detection threshold and 
• the resolution threshold 
introduced in [34]. 
The detection capability of an array system is defined as its ability to detect 
two closely located sources for a given Signal-to-Noise ratio (SNR) of each in-
dividual signal. The resolution capability is related to the ability of the array 
to actually resolve the two directions of the incoming signals, for a given SNR. 
If an infinite observation interval were available at the array, the sources would 
be detected and resolved irrespectively of how small the angular separation be-
tween them was. It is clear, therefore, that the detection/resolution issue exists 
because of finite observation interval. It is, thus, preferable to express the detec-
tion/resolution thresholds as the minimum number of snapshots, Ldet and L^ es 
respectively, that are required in order to detect/resolve two sources that are 
separated by some small angle Ap, for a given SNR. 
Up to now, the detection and resolution thresholds have been estimated only 
for the case of linear arrays [34] and for planar arrays [31]. Furthermore, the 
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analysis in these papers has focused only on the case of spatial array manifolds 
and how the geometry of the spatial array manifolds poses a limit on the detection 
and resolution capabilities of the array systems. 
A similar investigation has been performed in [10] where the the authors study 
the detection capabilities of array systems based on the notion of the effective 
rank of the channel matrix. Note that in this paper, the authors use the term 
"resolution" for what in the this thesis is termed as detection. Moreover, the 
authors do not investigate the resolution capabilities of the array systems. 
In [2], the authors study the Cramer Rao Bound for the accuracy of DOA es-
timation for and propose a method for designing array geometries which achieve 
uniform performance. Some of the results of this paper seem to duplicate those 
of [34], however they do not derive bounds for the detection and resolution capa-
bilities of random array geometries. 
In the case of a fully 3-dimensional environment, array geometries where sen-
sors do not lie on the same horizontal plane may be formed and, furthermore, 
these arrays have to be able to resolve signals from sources anywhere in the 3-
dimensional space. Consequently, the theoretical detection and resolution thresh-
olds need to be extended, in order to encompass the more general 3-dimensional 
case, as well as the case where extended array manifolds are used for the modelhng 
of the array system. 
Manifolds of 3-dimensional array geometries are the most general case of array 
manifolds. These manifolds are functions of both azimuth and elevation and, 
therefore, represent a surface embedded in a multidimensional complex space, 
as has already been shown in Chapter 2. However, manifold surfaces for 3-
dimensional array geometries are difficult to be studied. 
Finally, it is important to note that the concepts of the detection and resolu-
tion thresholds of array systems, as they have been introduced in [34], are due to 
the geometry of the array and they constitute the absolute lowest performance 
limits of the array system. The various algorithms which are used to actually de-
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tect the signals and resolve their DOAs may or may not achieve this theoretical 
lower bound. 
3.1 A r r a y Bounds for 3D Array Geometr ies 
The aforementioned bounds have so far been estimated for linear array geome-
tries and for planar arrays, in the case of sources of constant elevation, constant 
azimuth of constant a ov (3 cone angles, angle for planar arrays via the concept of 
Equivalent Linear arrays (ELA). Let us assume that two co-channel sources, with 
bearings (pi, and (%, ^o) are impinging on an array, the geometry of which 
is given by the coordinates matrix . The condition that the elevation 
angle is fixed, i.e. q = Qo defines a curve 
Alg. - {A (P, 9o), Vp : p 6 Hp} (3.1) 
which lies on the spatial array manifold surface M. of Equation (1.1). 
The approach presented in [34] is based on a circular approximation of the 
array manifold curve Ap\g^ at the neighbourhood of the point {p = , Qo)-
Based on this approximation the detection and resolution thresholds are found 
to be 
" V2s{p) (vSNRi -L VSNR2 • l ) 
and • 
^SNRs - Z:) 
where SNRj , i = 1,2 is the Signal-to-Noise ratio of the i-th source, pi is the 
bearing of the first source, P 2 = P i + Ap is the bearing of the second source, L is 
the number of the snapshots available for the detection/estimation of , % and 
ki = Ki sin(() (3.4) 
where ki is the principal curvature of the spatial array manifold curve at p and 
C is the angle between the first two coordinate vectors (Frenet Frame vectors 
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which, span the principal tangent plane on which the circular approximation lies) 
u-y and U2 at that point [21]. 
However, for random 3-dimensional geometries and sources impinging from 
any possible bearing of the 3D space, no ELA can be found (as will be proven 
in Chapter 4), which produces a spatial array manifold curve that includes both 
points of the manifold surface. Therefore, in this chapter another approach has 
been adopted. The a, (3 parametrisation will be used in order to get a curve, which 
actually includes both points of interest on the manifold surface. After this curve 
has been identified, an approximation of this curve at the neighbourhood of the 
points of interest will provide the required geometric parameters of interest in 
order to express the required theoretical bounds. 
3.1.1 Defining the [a, (3) Parametrization 
Although the use of polar angles 9 and (p is the most common in order to param-
eterize the array manifold, in certain cases, the analysis of the latter is facilitated 
by the use of an alternative parametrization called the cone-angle parametriza-
tion, which was introduced in [23]. With reference to Figure 3.1 (see [31]), the 
basic transformation formulae are 
cos a = cos (9 — 9o) cos {(/)) 
> (3.5) 
cos (5 = sin {9 — 80) cos {(f) I 
where 0o is the angle by which the x — y frame of the axes has been rotated 
counter-clockwise to form a new set of axes x, y for the x — y plane. The cone 
angle a is the angle between the wavenumber vector k with the positive side of 
the X axis, while the cone angle P is the angle between the same wavenumber 
vector and the positive side of the y axis. 
3.1.2 Using the {a, (5) Parametrization 
Let the positions of the array elements be given by a matrix £ — [zii , ly , E ]^ and 
let two incoming signals with directions of arrival (01, (j)i) and (0%, ^2) respectively. 
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Figure 3.1: {a, (3) parametrization 
Note that now both the azimuth and the elevation bearing parameters of the 
incoming sources are different. In order to find an a-curve^ which passes through 
both these points of the manifold surface, the parameter jS is considered to be 
constant and equal to (3o. Based on Equation (3.5) 
cos (do = sin (0i - Go) cos 
cos Po = sin (02 - ©o) cos 02 
^ / sin 01 cos (/>i — sin 02 cos 
@o = arctan 
(3.6) 
^ cos 01 COS 01 — cos 02 COS 02 , 
Based on this transformation the spatial array manifold vector can be expressed 
as 
a(o!) = exp ( - j f - &(o!)) (3.7) 
A^n a-curve is defined as — {a(a,/)) : a G = Po} 
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where 
f = [[(Go) , r (eo + 90°) , 
21(80) = ZIi 008(80) 4- 8111(80) 
and 
k{a) = TT cos (a) , cos {/3o) , y j l - cos^ {a) - cos^ (^o) 
(3.8) 
(3.9) 
Now that the desired a-curve has been identified, the rate of change of the 
arc-length Sq, (a) = the principal curvature ki of the spatial array manifold 
curve and the inclination angle C have to be calculated. 
Using these values for the parameters ©o and (3o of the cone-angle parametri-
sation, it is possible to prove (see Appendix C) that the rate of change of the 
arc-length Sa, the principal curvature of the cv-curve at the point of interest 
(which is the curvature of the circular approximation of the a-curve at the same 
point) and the inclination angle ( are given as follows. 
Ki (a) = 
where 
5a (a) = llm(a) 
( a ) 
+ \\w^{a)\\ TTsino; ||w (tt) ( G ( a ) r ( e , ) - # ( a ) r , ) 
G(a) sin a 
9(a) 
z: (80) - r 
sma 
-1 I cos^  a 
g(a) 
w{a) = r(6o) 
22(80) - r COSO: 
z g(a:) 
COS A 
\ / l - cos^ (a) - cos^ (/5o) 
V ^ / 
(3.10) 
(311) 
(3.12a) 
(3.12b) 
(&12^ 
Having calculated KJ (a), it is easy to calculate the angle between the first 
two coordinate vectors Ui (a) and Wg (a;) 
sinC (a) = \ / l - l^f (a) M2 (3.13) 
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where 
and 
It should be noted that sin ( in a real orthogonal system of coordinates should 
be equal to 0. However, in this case the imaginary part of the inner product is not 
0, which implies that the two coordinate vectors u-^  and Mg are not orthogonal. 
This is the reason why the curvature of the circular approximation is not the 
same as the magnitude of 
3.1.3 Resolution and Detect ion Thresholds for the Spatial 
Manifold 
In the previous section, the geometric parameters ni, Sa and sin^ have been 
derived for any 3-dimensional array geometry and, thus, the detection and res-
olution bounds, given by Equations (3.2) and (3.3) can be evaluated. In this 
section, two representative examples of 3-dimensional geometries will be studied; 
' 1. A 3-dimensional grid geometry. 
2. A 3-dimensional array of random, known geometry. 
3-dimensional "grid" array geometry 
The array under consideration is pictured in Figure 3.2. This array is a represen-
tative example of the class of so-called grid arrays, the geometry of which satisfies 
the constraint 
k,Ey , ^ [r,:, = cEg (3.16) 
This array operates in the presence of two sources with directions of arrival 
(#1, 4>i) , (01 + ao, (j)i 4- A0). The two sources are considered equipowered and 
the system is corrupted by AWGN. The required number of snapshots l (observa-
tion interval) in Equations (3.2), (3.3) will be evaluated with {9i, 4>i) taking values 
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Figure 3.2: Array of 6 elements. The elements of the array are placed at 
the centre of each side of a cube with edge equal to 2 half-wavelengths. 
in the upper hemisphere of the 3-dimensional space. It is important to point out 
that the case where 0 = 0 has been excluded because the (a,/5) parametrization 
cannot be used at that point. If 01 = ^2 = 0, the bounds for the corresponding 
curve can be derived using the methodology presented in [31]. 
In Figures 3.3 - 3.4 the required number of snapshots for the detection of the 
two sources have been plotted. It is interesting to notice that for a given elevation 
angle (p = (po the detection threshold is constant and independent of the azimuth 
angle 9. This is a property of 3-dimensional grid arrays due to the independence 
of the rate of change of the arc length ^ of the azimuth. As it will be shown 
later on, this is not the case for all 3-dimensional arrays in general. 
Furthermore, it is interesting to comment on the behaviour of the detection 
threshold as 0 approached 90°. Although one would expect a similar behaviour as 
for the case when 0 = 0 = 0°, this is not the case, because for the same angular 
3.1 Array Bounds for 3D Array Geometries 74 
separation between the two sources, the distance between the array manifold 
vectors is much smaller in the former case than the latter. 
Another point that should be noted is that the results presented in this analy-
sis refer to the minimum number of snapshots required for the detection/resolution 
of two sources, based on the limit posed by the array geometry. However, there 
are other factors which may necessitate a higher limit on the minimum number of 
snapshots required. For example, the minimum number of snapshots cannot be 
less than the number of the array elements, otherwise the matrix will not be 
of full rank and therefore, it will not represent accurately the whole observation 
space. This is the reason why values of Ldet smaller than the number of antennas 
n can be seen in Figure 3.4. Therefore the required number of snapshots is given 
by the following expression 
.^required m a X ( 3 . 1 7 ) 
where Ljet is the value calculated above and n is the number of antennas. 
Finally, in Figures 3.5 and 3.6, the required snapshots for resolving two sources 
being separated by 0.5° both in the azimuth and the elevation are given. 
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Figure 3.3: Contour plot of the detection capability for two sources, AO 
A4> = 0.5° , SNR — 20dB for the array of Figure 3.2 
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Azimuth (degrees) 
50 
Elevation (degrees) 
Figure 3.4: Required snapshots for the detection of two sources, AO = A(j) 
0.5° , SNR = 2QdB for the array of Figure 3.2 
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Figure 3.5: Contour plot of the resolution capabilities for two sources, A0 
= 0.5° , SNR = 2QdB of the array of Figure 3.2 
n-'rier 
100 
Azimuth (degrees) 0 0 Elevation (degrees) 
Figure 3.6: Required snapshots for the resolution of two sources, A0 = A^ 
0.5° , SNR = 20dB for the array of Figure 3.2 
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Prom figures 3.5 and 3.6 a number of observations can be made. 
1. The maximum required number of snapshots corresponds to an eleva-
tion equal to 45°. This is an expected result due to the geometry of the 
array. 
2. In addition, again due to the 4-fold symmetry of the cube, for a given 
elevation angle </>, the same pattern is repeated 4 times. 
3. One may observe that the whole pattern is somehow tilted downwards in 
the contour plot. This can be explained by the way this plot has been pro-
duced. It can be seen from Equation (3.3) that the various variables are 
evaluated at the point p = , with the two points being on a line on 
the (0, (j)) plane with positive inclination, since the second source is at bear-
ing (01 4- A0,01 -t- A(/)). If the second bearing was at (0i ± A0,0i q= A0) 
then the plot would be "tilted" upwards, since the two points on the 
(01 ± A0, 01 A0) plane, representing the two sources, would be on a line 
with negative inclination. 
4. Another point, which is worth commenting on, is the behaviour of this plot 
for 0 = 90°. Although for 0 = 90° all 9 G [0, 27r) correspond to the same 
point in the 3-dimensional space, one may observe a fluctuation in the value 
of the required resolution snapshots. The reason for this is that there are 
infinite curves passing through the point on the manifold surface for which 
0 = 90°, However, each of these curves has a different curvature ki. Thus, 
whenever a value of Go is calculated (for every possible value of 0) using 
Equations (3.5), a new a-curve is selected, which is rotated on the manifold 
surface. All these a-curves do not have the same curvature at the point 
under consideration and this is the reason why the value of Lres fluctuates. 
A plot for Ki at 0 = 90° for the diflFerent a-curves can be found in Appendix 
C. 
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Random 3-dimensional array 
In Figure 3.7 the positions of the elements of a 3-dimensional array of random, 
but given, geometry are plotted. The coordinates of the array elements are given 
in Table 3.1.3. The detection and resolution thresholds for this array are given 
in Figures 3.8 - 3.11 
S 0.4 
y (in half-wavelengths) - 1 - 1 X (in half-wavelengths) 
Figure 3.7: Random array of 6 elements 
Table 3.1: Coordinates of the elements of the array of Figure 3.7 
X y z 
-0^85 -0.261 -0.977 
0.941 -&133 0.486 
-0.730 -0.141 -0.118 
-0.140 0.669 0.856 
0.780 0.006 -0.076 
-0.826 -0.141 -0.171 
3.1 Array Bounds for 3D Array Geometries 79 
350 -
S? 200 
E 150 
30 40 50 60 70 
Elevation (degrees) 
Figure 3.8: Contour plot of the detection capabilities for two sources, A0 
A(j) = 0.5° , SNR = 20dB of the array of Figure 3.7 
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50 
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Figure 3.9: Required snapshots for the detection of two sources. Ad = A<p 
0.5° , SNR = 20dB for the array of Figure 3.7 
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Figure 3.10: Contour plot of the resolution capabilities for two sources, 
AO = A(f) = 0.5° , SNR = 20dB of the array of Figure 3.7 
10 
400 
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Figure 3.11: Required snapshots for the resolution of two sources, Ad 
Acj) = 0.5° , SNR = 20dB for the array of Figure 3.7 
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Based on these Figures, it can be observed that for a purely random 3-
dimensional array geometry, the detection capability of the array is not inde-
pendent of the azimuth, in contrast to the 3-dimensional grid array used in the 
previous example. The detection and resolution thresholds for random geome-
tries and sources of random bearings do not exhibit some definitive pattern (due 
to the lack of symmetry), as can be seen from Figures 3.8 - 3.11. However, it is 
obvious that the performance of an array system of random geometry can suffer 
significantly in certain directions in space, such as the direction (114°, 55°) for 
the array of Figure 3.7. Therefore, the expressions presented in this chapter may 
be of value in the decision for the formation of dynamic arrays in environments 
where multiple nodes are available to serve as the elements of a wireless array 
system (e.g. in arrayed wireless sensor networks). The detection and resolution 
capabilities towards specific directions of interest could serve as decision criteria 
for the selection of certain nodes to serve as elements in a wireless array with 
desired operational characteristics. 
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3.2 A r r a y Bounds Based on t h e Ex tended Ar ray 
Manifo lds 
The analysis presented in Section 3.1 focused on the theoretical performance 
bounds of array systems with regards to their ability to detect and resolve sources, 
the bearings of which are arbitrarily close. Equivalently, these bounds reflect the 
ability of the array systems to detect and resolve the two spatial array manifold 
vectors associated with the sources under consideration. A natural extension of 
this work is in the case of systems that are modelled with the use of the extended 
array manifold vectors. 
In the following investigation two separate cases will be considered, one in-
volving extended array manifolds emerging as conformal mappings (see Section 
2.4.1) of the spatial array manifold and one involving non-conformal mappings 
(see Section 2.4.2). The reason of this distinction is related to the deformation of 
the spatial array manifold surface in the case of non-conformal mappings. This 
deformation, as will be shown later on, drastically affects the detection and resolu-
tion bounds of the array systems. In addition, a new approach in the estimation 
of the detection bound will be presented. This approach will be shown to be 
compatible with the effects of the extensions of the spatial array manifold sur-
face irrespectively of the nature of the extension of the spatial manifold surface 
and will be presented in Section 3.3. However, first, the modifications to the 
expressions of Section 3.1 will be presented, in order to deal with "conformal" 
and "non-conformal" extended array manifolds. 
3.2.1 Array Bounds of "Conformal" Extended Manifolds 
In general, the complex mappings producing the extended array manifolds are 
dependent on the bearing parameters p and q of the associated spatial manifold. 
However, the basic assumptions, on which the derivation of Equations (3.2) and 
(3.3) was based, hold whether A is dependent on p, q or not. The reason for 
this is that, as it has been demonstrated in Chapter 2, the complex mapping 
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results in a new manifold curve which again can be approximated locally with a 
circular arc located on the plane spanned by the first two coordinate vectors U], 
and U2. Therefore, the corresponding formulae for the case of conformal extended 
array manifolds will be of the same format, with the exception that the geometric 
properties of interest will be those of the respective extended manifold curve. 
According to the results of Chapter 2, the relationship between the required 
geometric properties of the extended and the associated the spatial manifold curve 
can be summarised as follows. 
smi 
J%Y0p) = OAg(p) (3.18a) 
1 
1^1,n = — 
O'A 
(3.18b) 
ILi,h ip) = —A Ml ip) 
(/A 
(3.18c) 
(p) = — ^ 3^ (p) 
<^A 
(3.18d) 
y 1 - (p) (p) r - sin ((p) (&18^ 
Thus, the detection and resolution thresholds for systems modelled using "con-
formal" extended array manifolds can be reformulated as 
1 / 1 1 
Apdet.W = 
ip) V VSNRi • L \/SNR2 • L 
1 ^ 
— Apdet 
(3.19) 
and 
1 / 2 / 1 , 1 
APres.W = _ / / po i 4/QMP T + 
o-Ag ip) V ip) - i iM^ V \/SNRi • L ^SNRs • L 
_ J _ V — M 1 ^ 
OAsfp) WSNRi -i , </SNR2 - Z, 
1 ^ 
: ZAPres 
(3.20) 
It is interesting to note that the detection and resolution thresholds for the 
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extended and the spatial array manifold curves are connected in such a way. 
The connection is demonstrated better in Equations (3.21) and (3.22). Assuming 
that SNRi = SNR2 = SNR, by rearranging Equations (3.19) and (3.20), the 
minimum number of snapshots required to detect (Ldet.-n) and resolve {L^es.n) 
the two sources can be expressed as follows. 
2 1 1 
•^ det 
(3 21) 
(7^  
r _ 32 
-^ res.K — 
_ J_r 
— o r^es 
(7% 
(3.22) 
where L^et and Lres are the corresponding bounds when the spatial array mani-
folds are employed. 
This relationship between the thresholds for the spatial and the extended 
array manifold curves (given in Equations (3.21) and (3.22)) is due to the fact 
that the radius of the hypersphere on which the extended manifold lies is greater 
than the corresponding radius of the "spatial" hypersphere. Thus, if the angular 
separation between two spatial manifold vectors a^  and ag is equal to the angular 
separation between the associated extended manifold vectors and Ag, then 
IIA2 ~hi\\ > !!& — aJI 
Hence, the extended array manifolds can accommodate a larger radius of the 
uncertainty sphere, i.e. more detrimental noise effects, and still be able to detect 
and resolve the two different sources. Note that in this analysis we assume that 
the signal to noise ratio is the same in the case of a system described by the spa-
tial manifold and a system described by an extended manifold. This is justified 
since the extension is due to a change in the system architecture and not the 
noise in the channel or the thermal noise of the electronics/antennas in the re-
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ceiver. In addition, we should mention that we consider here the same functional 
dependence of the radius of the uncertainty sphere on the noise power as in [34]. 
From a communications system perspective, this is better demonstrated if 
one considers the STAR manifold as an example of a conformal extended array 
manifold. In the case of the STAR manifold, as can be seen from Equation (2.40), 
cr% = A/'c, where Nc is the length of the PN Sequence, also known as the Processing 
Gain of the spread spectrum system, which is actually a gain in the SNR of the 
system. Therefore, the effect of the PN sequence is an increase in the SNR which 
can allow for a reduction of the total number of snapshots l , so that the product 
SNR X l remains constant. Note, however, that the number of snapshots Ldet 
or Lres refers to the number of available observation vectors x [n], Vn at point C 
of Figure 2.2. In the case of an asynchronous CDMA system fitting the model 
presented in Figure 2.2 (properly modelled in [33] using the STAR manifold), 
each of the vectors x [n] contains 2NNc samples, while the vectors x (t&.), Vfc at 
point B of the system described in Figure 2.1 contain only N. However, at each 
sampling instance, only half of these values contained in each x [n] were actually 
sampled at Point A of Figure 2.2, the rest were just duplicated by remaining 
for two symbol periods in the Tapped Delay Line, which in this case is the Rx-
LPU. This implies that the asynchronous CDMA system requires exactly the 
same number of sample values (at point A) of the analog baseband signal as the 
reference system of Figure 2.1, namely 
L'det,H X X Nc) = Z/jet ^ N (3.23) 
System of Figure 2.2 System of Figure 2.1 
This may be explained by the fact that the only thing that actually matters 
for the array system is the energy carried by each sample at Point A of the two 
Figures. 
The bounds illustrated in Figures 3.12 - 3.19 have been produced based on 
the same scenarios as those of Figures 3.4 - 3.11, but using the STAR manifold 
and a PN-code of length Nc = 15. By comparing the two sets of figures, one can 
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observe that the only difference between them the number of snapshots required 
for the detection and the resolution of the two sources. Finally, in Figure 3.20 the 
maximum required number of snapshots for detecting the two sources is plotted 
as a function of the length Nc of the PN-code. As was expected from Equations 
(3.21) - (3.22), the shape of the curve of Figure 3.20 is a hyperbola. 
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Figure 3.12: Contour plot of the detect ion capabilities for two sources, 
A6 = Acf) = 0.5" , S N R = 20dB, Nc = 15 for the array of Figure 3.2 
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Azimuth (degrees) 0 0 Eievation (degrees) 
Figure 3.13: Required snapshots for the detect ion of two sources, A6 = A(j) 
0.5° , S N R = 20dB, Nc = 15 for the array of Figure 3.2 
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Figure 3.14: Contour plot of the resolution capabilities for two sources, 
A0 = A(f) = 0.5° , S N R = 20dB, Nc = 15 of the array of Figure 3.2 
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Figure 3.15: Required snapshots for the resolution of two sources, A6 
A(p = 0.5° , S N R = 20dB, Nc = 15 for the array of Figure 3.2 
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Figure 3.16: Contour plot of the detect ion capabilities for two sources, 
A6 = A<p = 0.5° , S N R = 20dB, Nc = 15 of the array of Figure 3.7 
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Figure 3.17: Required snapshots for the detect ion of two sources, A9 = A<^  
0.5° , S N R = 20dB, Nc = 15 for the array of Figure 3.7 
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Figure 3.18: Contour plot of the resolution capabilities for two sources, 
A6I = = 0.5" , S N R = 2QdB, Nc = 15 of the array of Figure 3.7 
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Figure 3.19: Required snapshots for the resolution of two sources, A6 
A(p = 0.5° , S N R = 20dB, Nc = 15 for the array of Figure 3.7 
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Figure 3.20: M a x i m u m required snapshots for t h e de tec t ion of two sources, 
A9 = Acj) = 0.5° , S N R = 20dB, for the array of Figure 3.7 as a funct ion of 
t h e l eng th of t h e P N - c o d e 
3.2.2 Ar ray Bounds of "Non-Conformal" E x t e n d e d Ar ray 
Manifolds 
In the case of extended array manifolds emerging from non-conformal complex 
mappings of the associated spatial array manifolds, the same line of reasoning 
as the one presented for the spatial array manifolds in Section 3.2.1 will lead to 
Equations (3.24) (3.25) given below. 
1 
P^det,W — 
1 1 
+ ip) V \ / S N R i • L y S N R g • L (3.24) 
and 
Apres.H = - (P) y iiMAir 
1 1 
+ 
^SNRi • L ^SNRs • L 
(3.25) 
The only difference between these two expressions and Equations (3.19) (3.20) 
is that the group of Equations (3.18) is not valid and, thus, no simple relationship 
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between the bounds for the spatial and the extended manifolds can be derived. 
The necessary geometric parameters can be calculated using the procedure 
and the expressions presented in Chapter 2. Once the required geometric prop-
erties {p) and (p) of the associated spatial array manifold curve have been 
calculated and the matrix A (p) of the complex mapping producing the extended 
manifold vector has been formed, the corresponding properties s-h ( P ) and (p) 
can be estimated directly using Equations (2.27) and (2.35)-(2.37). Note that 
Ki.M (p) = Ki.M (p) sin (p) (3.26) 
and 
sinCk = \ / l - \M.2,n(p)^i.n(P)\'^ (3 27) 
Next, two representative examples of detection and resolution bounds for 
"non-conformal" extended array manifold vectors will be given. The first is based 
on the manifold vector of a non-omnidirectional array consisting of perfect dipoles. 
The second is based on the POLAR manifold vector. 
Performance bounds for an array of perfect dipole antennas 
The array manifold vector for an array of perfect dipole antennas is given by 
&(^,';6)=gd(^)a(g,<^) (3.28) 
where 6 and 0 are the directional parameters, a {9,0) is the spatial array manifold 
vector and ga {(f) is the normalised gain pattern of a perfect dipole, given by 
((6) == (3/29) 
The gain pattern of a single antenna of the array is depicted in Figures 3.21 and 
3.22. For the entire arrays described in Figures 3.2 and 3.7 the gain patterns are 
shown in 3.23 and 3.24 respectively. Note that the array pattern is defined as 
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Figure 3.21: Normalised gain pattern for an ideal dipole 
Gain pattern at the 9 = constant plane 
90 1 
120. 
Gain pattern at the z = 0 plane 
90 1 
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30 21 
270 270 
Figure 3.22: Cross sections of the gain pattern of an ideal dipole 
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Figure 3.23: Gain pattern for the array of Figure 3.2 when each element is 
an ideal dipole 
Figure 3.24: Gain pattern for the array of Figure 3.7 when each element is 
an ideal dipole 
3.2 Array Bounds Based on the Extended Array Manifolds 95 
The required geometric parameters for the estimation of the detection and 
resolution thresholds in terms of the cone-angle parameters a, Po and 9o are 
given below. Note that Po and @o are fixed parameters and for that reason the 
dependence of the geometric parameters on them will be dropped for the shake 
of simplicity. Moreover, x will denote differentiation with respect to the variable 
a. 
Qd {a) = a^{a) = 1 - cos^ a - cos^ Pq 
do {a) = («) dee 
(c^ ) = 2 cos a sin a 
dAd(a) 
da 
= ^a|(a)iV + c7i(a) s\ {a) 
(3.31a) 
(3.31b) 
(3.31c) 
di = (CK) (o:) (o:) + o-A (o:) (a) (a:) + (^ A (a) (a) («) 
dcK^  do 
eo (a) = & (o:) 
gi (a) = & (a:) 
(3.31d) 
(3.31e) 
(3.31f) 
where 
a2 da (a) 
da 
is the square of the rate of change of the arc length (a) of the spatial a-curve 
(see Equation (C.2) in Appendix C). 
The resulting detection and resolution bounds for the two array geometries 
studied earlier (see Figures 3.2 and 3.7) can be seen in Figures 3.25 - 3.32. 
Note that in Figures 3.27 and 3.28 there is a variation of the threshold with 
regards to the azimuth, but is not easily distinguished in the figures due to the 
log scale. 
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Figure 3.25: Contour plot of the detect ion capabilities for two sources, 
A9 = A(f) = 0.5° , S N R = 20dB for the array of Figure 3.2 when each antenna 
is a perfect dipole 
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Figure 3.26: Required snapshots for the detect ion of two sources, A6 = A(j) = 
0.5° , S N R = 20dB for the array of Figure 3.2 when each antenna is a perfect 
dipole 
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Figure 3.27: Contour plot of the resolution capabilities for two sources, 
A9 = A(p = 0.5° , S N R = 20dB of the array of Figure 3.2 when each antenna 
is a perfect dipole 
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Figure 3.28: Required snapshots for the resolution of two sources, A9 = 
A0 = 0.5° , S N R = 20dB for the array of Figure 3.2 when each antenna is a 
perfect dipole 
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Figure 3.29: Contour plot of the detect ion capabilities for two sources, 
A0 = = 0.5° , S N R = 2QdB for the array of Figure 3.7 when each antenna 
is a perfect dipole 
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Figure 3.30: Required snapshots for the detect ion of two sources, A0 = At/i = 
0.5° , S N R = 2MB for the array of Figure 3.7 when each antenna is a perfect 
dipole 
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Figure 3.31: Contour plot of the resolution capabilities for two sources, 
A9 = Acf) = 0.5° , S N R = 20dB of the array of Figure 3.7 when each antenna 
is a perfect dipole 
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Figure 3.32: Required snapshots for the resolution of two sources, A6 — 
A(f> = 0.5° , S N R = 20dB for the array of Figure 3.7 when each antenna is a 
perfect dipole 
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Performance bounds based on the POLAR array manifold 
The analysis in the case of the POLAR manifold is similar to that of the spatial 
array manifold of an array of perfect dipoles. The polarisation parameters assume 
the following values. 
Table 3.2: Polarisation parameters 
7 v 
0.33 0.33 0.33 0.1 0.5 
The gain pattern for the arrays of Figures 3.2 and 3.7 can be found in Figures 
3.33 and 3.34 respectively. 
Figure 3.33: Gain pattern for the array of Figure 3.2 when each element is 
polarisation sensitive. 
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Figure 3.34: Gain pattern for the array of Figure 3.7 when each element is 
polarisation sensit ive 
The required parameters for the estimation of the detection and resolution 
thresholds are given next. 
Ap = In ® zp 
hp = A pa 
C08^ 
(3.32a) 
[cos7, sin7exp{j?7}]^ (3.32b) 
(3.32c) 
and the remaining parameters are estimated using Equations (3.31). The detec-
tion and resolution bounds for both arrays are given in Figures 3.35 - 3.42. 
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Figure 3.35: Contour plot of the detect ion capabilities for two sources, 
Ad = A(p = 0.5° , S N R = 20dB for the array of Figure 3.2 when each element 
is polarisation sensit ive 
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Figure 3.36: Required snapshots for the detect ion of two sources, A9 = 
A(/> = 0.5° , S N R = 20dB for the array of Figure 3.2 w h e n each element is 
polcu-isation sensit ive 
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Figure 3.37: Contour plot of the resolution capabilities for two sources, 
A9 = A(l) = 0.5° , S N R = 20dB, of the array of Figure 3.2 when each element 
is polarisation sensit ive 
ICQ 
Azimuth (degrees) 0 0 Elevation (degrees) 
Figure 3.38: Required snapshots for the resolution of two sources, A0 = 
A(j) = 0.5° , S N R = 20dB, for the array of Figure 3.2 when each element is 
polarisation sensit ive 
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Figure 3.39: Contour plot of the detect ion capabilities for two sources, 
A0 = = 0.5° , S N R — 20dB, for the array of Figure 3.7 when each element 
is polarisation sensitive 
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Figure 3.40: Required snapshots for the detect ion of two sources, /\9 = 
A(f) = 0.5° , S N R = 20dB, for the array of Figure 3.7 when each element is 
polarisation sensit ive 
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Figure 3.41: Contour plot of the resolution capabilities for two sources, 
A9 — A(/) = 0.5° , S N R = 20dB, of the array of Figure 3.7 when each element 
is polarisation sensitive 
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Figure 3.42: Required snapshots for the resolution of two sources, A9 = 
A(f) = 0.5° , S N R = 20dB, for the array of Figure 3.7 when each element is 
polarisation sensit ive 
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3.3 Performance Bounds in Terms of the Man-
ifold Surface 
The study of the theoretical performance bounds in the cases of both "confor-
mal" and "non-conformal" extended array manifolds, presented in the previous 
sections, has been based on the circular approximation of an array manifold curve 
passing from the two points of interest on the array manifold surface. However, 
as has been shown previously, it is not always straightforward to obtain a man-
ifold curve passing through two specific points of interest and in most cases a 
coordinate transformation is required, namely the transformation from the (0, cj)) 
parametrization to the {a, (5) one. This results in complicated expressions which 
require a heavy computational burden both for calculating the analytical expres-
sions of the various geometric parameters and for the numerical evaluation of 
these expressions. 
For the aforementioned reasons, in this section, a new, alternative, approach 
in the estimation of the detection bound for array systems is presented. This 
approach has to satisfy the following constraints 
• It has to be able to handle arbitrary array manifolds, not necessarily curves 
and not necessarily lying on a complex sphere. 
• The resulting performance bounds have to agree with the ones calculated 
using the manifold curves based method presented so far. 
• It needs to be able to deal with all possible scenarios (e.g. sources with 
elevation angle 0 = 0 or sources with the same azimuth 6). 
and is presented next. 
3.3.1 Detect ion threshold 
Let as assume that an array of arbitrary geometry operates in the presence of two 
sources parameterized using the generic parameters (p, q). Note that p and q may 
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be directional parameters or any other parameter of interest. These two sources 
correspond to two distinct extended array manifold vectors = h{px,qi) and 
h.2 — h. ip2, 92) • The aim is to calculate the theoretical thresholds for the detection 
of these two sources by the antenna array in a manner independent of any array 
manifold curve passing through the two points {Pi,qi) and 92) on the 
extended array manifold surface. 
The correct number of sources can be detected if and only if the dimension of 
the subspace spanned by the manifold vectors equals the number of sources or, 
equivalently, if the set of manifold vectors is not linearly dependent. In the case 
of two sources, linearly dependency corresponds to the two manifold vectors hi 
and being co-linear. However, assuming that hi and /tg are not co-linear, i.e. 
^Ci E C : hi = Cih2 (3.33) 
the addition of random effective-noise^ vectors n^ i and 2^ 2 of variance = 
1,2 to them may result in co-linear vectors, i.e. 
3c2 eC : hi + 21e,i = C2 [h^ + 7^,2) (3 34) 
where cTg i = | | |ng j | | ^ | is the radius of the uncertainty sphere of the effective-
noise (see [31]). Note that £ {•} stands for the expected value of a variable. 
Of course, there are many ways in which the uncertainty spheres can per-
turb the manifold vectors in order to render them co-linear. However, the most 
restrictive case, the one which requires the smallest cumulative length of the un-
certainty spheres and consequently the smallest noise power occurs when only one 
of the manifold vectors is "projected" on the 1-dimensional subspace spanned by 
the other. Hence, with reference to Figure 3.43 the detection threshold occurs 
when the distance cr, = (Tg^ i + dg g is equal to the distance (^ 2,1 of the second (say) 
manifold vector from its projection ¥h^h2 on hi, where 
= hi {hi hi) hi (3.35) 
^See [31] for a definition of the effective noise. 
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Figure 3.43: Graphical representat ion of the min imum distance b e t w e e n 
t h e t w o manifo ld vectors 
However, if the two sources are close together, then the following approxima-
tion is valid 
1^ 2,1 = 11^ 2 - — IIA2 - hiW (3.36) 
Therefore the two sources can be detected if and only if 
\\h.2 II ^ (3.37) 
By taking a first order Taylor expansion of h2 around h^, Equation (3.37) is 
reformulated as 
# ( p , g ) 
hi + Ap- dp 
Ap 
q=qi oq 
h, p=p1 — !±i 
9=91 
# ( P , 9) 
dp p=pi + Lxq % 9=91 oq 
p=pi 
9=91 
> (7. 
> (T. 
hp{pi,qi) ,Ag(Pi,gi) 
— 
> O-e 
Ap 
Aq 
=Ap 
AprRe{T%TH}Z^)>,^; 
Ap^G^^P ^ <^e 
(3.38) 
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Therefore, the detection threshold occurs when the first fundamental form X 
of the extended array manifold surface is equal to the square of the sum of the 
uncertainty spheres, that is 
J = Ap^GwAp = a l (3.39) 
It is important to note that in the case of two sources lying on the same p-
curve, the q parameter is the same for both sources and for that reason = 0. 
Hence, Equation (3.39) reduces to 
ZipS/ifjbi = 0-2 (3X10) 
. . 
which is equal to Equation (3.2) since (p). 
This approach produces identical results with the methods presented in [31] 
when applied to sources lying on a known manifold curve. In addition, it can be 
applied to any extended array manifold and does not require a manifold curve 
passing from the points of interest (i.e. the points corresponding to the two 
sources) on the array manifold surface. Therefore, it is much more computation-
ally efficient than the coordinates transformation method which was implemented 
in Section 3.1 to calculate the detection bounds for 3-dimensional array geome-
tries because no coordinates translation is necessary. 
In Figures 3.44 - 3.49 the difference in the predicted number of required snap-
shots for two sources with 0.5° separation in the azimuth and elevation is plotted 
for the arrays of Figures 3.2 and 3.7, for omnidirectional array elements, per-
fect dipole array elements and array elements sensitive to the polarisation of the 
incoming signal. In all cases SNR = 20dB. It can be seen that the two meth-
ods provide almost identical results. The small discrepancies arise due to the 
different approximations upon which the two methods rely. The curves method 
approximates a manifold curve with a circular arc, while the surfaces method 
approximates the manifold surface with a flat surface. These two approximation 
are of different accuracy, so these small deviations in the results appear. 
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Figure 3.44: Difference in the est imated number of snapshots for detect ion 
be tween the two methods , for the array of Figure 3.2 and omnidirectional 
e lements are assumed. 
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Figure 3.45: Difference in the est imated number of snapshots for detect ion 
be tween the two methods , for the array of Figure 3.7 and omnidirectional 
e lements are assumed. 
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Figure 3.46: Difference in the est imated number of snapshots for detect ion 
be tween the two methods , for the array of Figure 3.2 and the antennas are 
assumed to be perfect dipoles. 
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Figure 3.47: Difference in the est imated number of snapshots for detect ion 
be tween the two methods , for the array of Figure 3.7 and the antennas are 
assumed t o be perfect dipoles. 
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Figure 3.48: Difference in the est imated number of snapshots for detect ion 
be tween the two methods , for the array of Figure 3.2 and the antennas are 
assumed to be polarisation-sensitive. 
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Figure 3.49: Difference in the est imated number of snapshots for detect ion 
be tween the two methods , for the array of Figure 3.7 and the antennas are 
assumed to be polarisation-sensitive. 
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3.4 Summary 
In this chapter the problem of theoretical array performance bounds was ad-
dressed. Initially, the existing theoretical bounds for linear and planar arrays 
were extended for the case of random 3-dimensional array geometries. Then, the 
concept of the extended array manifolds was employed to carry these results to 
more complex array systems. Finally, a new approach for the calculation of the 
detection threshold was presented which depends not on the geometry of mani-
fold curves, but on the geometry of manifold surfaces. This approach was shown 
to be a generalisation of the exisiting curves method and, in addition, removes 
the singularities of the curves method at the boundary of the manifold. 
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Chapter 4 
Hyper helical Manifold Curves 
The differential geometry approach, which studies the array manifold as a geo-
metric object embedded in a multidimensional complex space has led to a number 
of significant results regarding the performance analysis of array systems. The 
problem of ambiguities in array processing has been analysed and linked with 
array manifold geometric properties in [36,37]. In [34], theoretical lower bounds 
regarding the detection, resolution and accuracy capabilities of linear array sys-
tems have derived as function of the intrinsic geometry of the spatial array man-
ifold. Moreover, in Chapter 3 these results were extended to the case of random 
3-dimensional array geometries and then to array systems modelled using the 
extended array manifolds enabling for a comprehensive study of practical array 
systems. Finally, in [7] geometric concepts have been utilised to tackle the array 
design problem in an optimal way. 
Although the differential geometric approach has been shown to be fruitful, 
the geometric analysis of the array manifolds for a purely random 3-dimensional 
array geometry can be extremely complex due to the high degree of non-linearity 
of the corresponding geometric objects. This, in turn, renders the derivation of 
the aforementioned theoretical results an extremely arduous matter and usually 
one is compelled to resort to approximations. However, in [31] a specific class 
of spatial array manifold curves have been identified (array manifolds depending 
on a single parameter of interest), the analysis of which is greatly simplified. 
In detail, array manifold curves belonging in this class have constant curvatures 
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throughout the length of the curve, which implies that they are of hyperhelical 
shape. In the case of hyperhelical manifold curves, analytic expressions for the 
most significant theoretical results and bounds have been derived [31]. 
In addition, in Chapter 2 the concept of hyperhelix was carried over to the 
extended array manifolds, where it was shown (see Theorem 1) that if the spatial 
array manifold curve has constant curvatures and the complex mapping which 
produces the extended array manifold curve is conformal, then the extended array 
manifold curve has constant curvatures as well. Therefore, if the conditions of this 
theorem are met, the analysis of the extended array manifold curves is simplified 
as well. 
These properties render the hyperhelical manifold curves extremely useful. 
Given their importance, it is interesting to determine which array geometries 
can, in theory, give rise to such curves. Due to Theorem 1, it is sufficient to 
determine which array geometries give rise to hyperhelical spatial array manifold 
curves, since if the spatial array manifold curve does not have constant curvatures, 
it is very unlikely (but not impossible) that the extended array manifold curve 
will be a hyperhelix. Note that an extended manifold curve, derived as a complex 
mapping of a non-hyperhelical manifold curve, may still be a hyperhelix, provided 
that the complex mapping is not conformal and that its effect is such that turns 
non-hyperhelical manifold curve into a hyperhelical one. Although very rare to 
appear in practice, such mappings may exist and determining their nature is an 
interesting challenge which is closely related to the array design problem. 
Hence, the purpose of this chapter is to investigate the necessary and sufficient 
conditions for the existence of hyperhelical spatial array manifold curves in an 
array of a given geometry. (This, of course, is related to the existence of extended 
hyperhelical manifold curves as well.) After these conditions have been identified, 
the next goal is to determine all the possible array geometries or classes of array 
geometries, which can give rise to hyperhelices. 
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4.1 Hyperhelical Space Curves Embedded in 
Prior to presenting the main theoretical results of this chapter, a short definition 
of some notions of diiferential geometry, which will be used frequently in the rest 
of this chapter, will be given. 
A regular parametric representation of a curve A embedded in an TV-dimensional 
complex space (C^) is a complex valued vector function 
(4.1) 
of the parameter p, defined in an interval I QTZ, with the following properties^. 
a (p) is of class in I 
A 
(4.2) 
a{p) = ^ 0 , Vp € / 
A real valued function p = p(p) :/—>•/ is an allowable change of parameter 
for the expression of A if 
p(p) is of class in I 
dp 
Two regular representations a(p) and a{p) are equivalent if and only if there 
exists an allowable change of parameter p = p(p) such that 
o(p(p)) = a(p), V p E / 
What has to be pointed out is that a curve A may have many equivalent regular 
parametric representations, but the properties of the curve are independent 
of the parameter. 
Assume that a{p) is a regular parametric representation of the curve A and 
function is said to be of class if its first derivative exists and is continuous 
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let s = s{p) define the arc length of the curve, as it is measured from a given 
point a (po) on the curve, that is 
s = s(p)= f |la(^)||o?^ (4.4) 
jpo 
However from Equations (4.2) and (4.3), s(p) = ||o (p)|| is continuous and non-
zero Vp G I. Thus, s = s{p) is an allowable change of parameter on I and a = a{s) 
is a regular parametric representation of A. Furthermore, 
|a'rs)|| = da{s) 
ds 
= 1 
so that a = o(g) is called a natural representation of A. 
A very important concept of Differential Geometry related to curves is that 
of the curvatures of a curve. According to the Fundamental Uniqueness Theorem 
by Gauss, a space curve expressed in a natural representation, (i.e. in term of 
its arc length) is uniquely defined by its curvatures, except for its position in 
space. For a curve A of the form of Equation (4.1) defined in J = \pmin,Pmax\ and 
an allowable change of parameter of the form of Equation (4.4), an equivalent, 
natural representation is the following 
a ^ 0(5) e , S(pmm) 0 < g < L - (4.5) 
A curve embedded in an JV-dimensional complex space has 2N - 1 non-zero 
curvatures ki,k,2, - • •, /(zN-i- If, however, this curve is limited to a subspace C" of 
C^, then only d~l = 2u — l non-zero curvatures can be defined. A (real) example 
of this is a curve lying on the plane x~yoiTl^. Although the dimensionality of 
the real space is 3, the curve is limited on a plane, the dimensionality of which is 
obviously equal to 2 and, hence, only ni is non-zero. 
The curvatures of a space curve A embedded in a subspace of are defined 
using the concept of the Frenet Frame, which is a set of d complex unit vectors 
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Ui{s) , i — 1,... ,d, which are attached at every point s of the curve and serve as 
a local coordinate system. 
The Frenet vectors and the curvatures are given by 
wi(s) = a'(s) Ki = ||wi(s)|l 
^2(5) = K2(a) = IK (a) + Ki(g)Mi(g)|| 
a ( 4 = + K<{.) = u m + 
(4.6) 
The curvatures are in the general case functions of the arc length s. We define 
as hyperhelix the space curve A which has constant curvatures, that is 
Ki{s) = Ki , i = 1,... ,d (4.7) 
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4.2 N a t u r a l Representa t ion of Hyperhel ices 
So far, in [31] it has been shown that the spatial array manifold curves of linear 
arrays and the elevation and cone angle spatial manifold curves of planar arrays 
are hyperhelices. The regular parametric representations of these two classes of 
curves present some distinct similarities. Based on this observation, the question 
naturally arises of whether there is a more general equation for the representation 
of a hyperhelical manifold curve embedded in and whether this equation is 
unique, i.e. 
• Is there an equation which may serve as a general regular parametric repre-
sentation of a hyperhelical manifold curve (not necessarily an array manifold 
curve but any space curve) and which encompasses the known formula of 
hyperhelical array manifold curve as a special case? 
• If such a representation does exist, is it unique? 
Theorem 3, which follows, is the first step towards answering the previous 
questions. It provides a general formula for a natural representation of a hyper-
helical manifold curve in and asserts that this representation in terms of the 
arc length s of the curve is unique. 
Theorem 3. Let a space curve A he embedded in a u-dimensional complex space 
U = and assume thatU is the space of minimum dimensionality which contains 
A. Then, A is a hyperhelix, that is the curvatures of A are constant, if and only 
(Aere ia o zieaZ sector c E a compZei 
with 
d = 2u (4.8a) 
||uOcl| = 1 (4.8b) 
l^c = 0 (4.8c) 
such that 
a{s) =vQeyip{-jc-s} (4.9) 
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is a natural representation of A. 
Proof. Throughout this proof the notation x' will denote differentiation of the 
quantity x with respect to the arc length 5. 
Note that Equation (4.8b) guarantees that Equation (4.9) is a natural repre-
sentation, since 
| | a ( 5 ) ' | | = | | w 0 c | | = 1 
Forward: Let us assume that Equation (4.9) is a natural representation of the 
curve A. Then, it is sufficient to show that its curvatures are independent of the 
arc length s. Based on Equation (4.6), the lower order coordinate vectors and 
curvatures are given below. 
m (g) = a (&)' = - j c 0 a (g) 
O a (s) 
Mz (•5) = ^ O ^  (^) 
ki 
1^1 = wOc 
% ;2 ('^ ) — q q, (s) Kg = • • • = 11^  O (c^  - KlC 
(4.10) 
Based on the results for the first and second coordinate vectors, the emerging 
pattern of the formulae leads to the the following expressions 
l^i-1 
f 
. . . ki—\ 
^ (-1)"-^ 0 a (3) 
n=l 
(4.11) 
Kj = llMi + Ki-1 -Mi-ill = 
k2 • • • 1 
t4J+i 
! ! 0 E (-1)"^' c' —2ti+3 
n=l 
where 
— 2^—l,n i^—1 ' 2,n—1 ; ^ ^ 
(4.12) 
(4.13) 
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with 
h,i = 1 , i>l 
(4.14) 
2^,2 — 1^1 
The proof of Equations (4.11) - (4.14) can be found in Appendix D. Since the 
curve is embedded in a w-dimensional complex space, these formulae are valid 
for z = 1,... ,d — 1 = 2u — 1 since the d-th curvature is zero for any curve, not 
only a hyperhelix, constrained in a w-dimensional complex space. The important 
characteristic of Equation (4.12) is that it is independent of the parameter s. 
Hence, by the definition of hyperhelix, curve A is of hyperhelical shape. 
Converse-. Let as assume now that is a hyperhelix, embedded in the u-
dimensional complex space U. Since by assumption U is the space of mini-
mum dimensionality that contains A, the latter has d = 2u constant curvatures 
K,i,K2, • •., K,d, of which the first d — 1 are non-zero and of course Kd = 0. Let us 
consider the set of all the possible hyper helices embedded in the same com-
plex space U. Each hyperhelix in is uniquely defined, according to the 
Fundamental Uniqueness theorem by Gauss, by a vector k = Kg,..., 0]^ 
of curvatures. 
Consider now the set of those hyperhelices which can be expressed by a 
natural representation in the form of Equation (4.9). It was shown previously 
that C s^. The proof will be complete if it is shown that = S ^ . 
To that end, let us choose one of the members of which is defined 
by a vector k = [ki,K2,---, Kj-i, 0]^ of constant curvatures. The objective is to 
find a constant real vector c G and a complex constant vector 
such that the curve A having as a natural representation the vector function 
a(s) = vO exp {-jc • s} has the same curvatures as 
Let us write down the Frenet-Serret formulae [21] which connect the coordi-
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nate vectors u^, i = 1,... ,d and curvatures Ki, i = 1 , . . . , d of a space curve. 
^ u ( g f y = c ( 6 ) u ( g y 
where 
C (s) = 
0 
0 
is the Cart an matrix and 
0 K,i (s) 0 
-«i (s) 0 «2 (a) 
0 ~K,2 (S) 0 
0 
0 
0 
0 
0 
0 
0 
0 
-Kd-l(s) 
0 
0 
0 
Kd-lfs) 
0 
(4.15) 
(4.16) 
U(g) = [ « i ( 5 ) , . . . , ^ ( 5 ) ] (4.17) 
Let us denote as 
where 
Y = U^ = W ' - W 
^.(g) ( 8 ) , % ( 6 ) , . . . , [ / w ( 5 ) r 
the i-th column of U^. Then, Equation (4.15) can be re-written as 
Y(g)' = C(a)Y(g)^ 
(4.18) 
(4.19) 
Equation 4.19 corresponds to d decoupled systems of first order differen-
tial equations. In this case the Cartan matrix is independent of s, so that all 
y.(s), i = satisfy the following differential equation with constant coef-
ficients 
y' (s) = C «. (s) (4.20) 
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Since C is a skew-Hermitian matrix, it is normal and therefore has a set of d 
independent eigenvectors E^,i = 1 , . . . , d forming the matrix 
E = l £ i , . . , a l (4.21) 
Hence, Equation (4.20) has d independent solutions given by 
(s) = Ei exp {Ajs} , i = I,..., d (4.22) 
Hence, the general solution of Equation (4.19) is 
Y = E diag{ exp {As} } (4.23) 
where A is the vector of the eigenvalues of the Cart an matrix. 
Consequently, the matrix of the coordinate vectors U is given by 
U = diag{ exp {As} } E^ (4.24) 
and the first coordinate vector (s) is given by 
Ml (s) = El exp {As} (4.25) 
where E^ is the first row of E. Hence, the natural representation of the curve can 
be found by integrating Equation (4.25) which yields 
a ( s ) = ( E l 0 A ) e x p { A s } ( 4 . 2 6 ) 
From Equation (4.26), we conclude that 
t; = E^  0 A (4.27) 
c = jX (4.28) 
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Note that 
lb ' (Ei0A)0A| | = l (4.29) 
and 
llAlli = 0 (4.30) 
since the eigenvalues of a skew-symmetric matrix like C are purely imaginary and 
come in conjugate pairs. In addition, none of the eigenvalues can be zero, because 
that would imply that the Cart an matrix would have a determinant equal to zero. 
However 
det (C) = . . . Kd-i 
Thus, this would signify that some of the first c? — 1 curvatures is zero, which is 
contrary to the assumptions made so far. 
• 
4.2.1 Comments on Theorem 3 
Theorem 3 states that given d constant curvatures it is always possible to have 
a complex vector a (s) E which will be the natural representation of a curve 
represented by these curvatures. In practice, however, for array manifold curves 
it has been shown [11] that it is possible to have an array with n elements, 
the array manifold curve of which will be embedded in a ^-dimensional complex 
space, where N <2u = d. It is useful to see how this may arise in the framework 
of the analysis presented in this section. 
The Cart an matrix C is a skew-symmetric matrix and therefore its curvatures 
are purely imaginary and come in conjugate pairs, which implies that 
i jA = 0 (4.31) 
Let us consider the set of d/2 curvatures with distinct absolute value |A |^. If there 
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is a subset of this set, with m eigenvalues Ai , . . . , Ar„ such that 
Ai + A2 + -.. + Xm — 0 (4 32) 
then this implies that the m corresponding entries exp {Ais} , . . . , exp {A^s} are 
linearly dependent and are, therefore, redundant in the description of the manifold 
curve. Hence the dimension of the vector a (s) can be reduced from d to d — m 
by removing these redundant entries. 
Next two examples are going to be given, which will clarify these concepts. 
Example 1 
Let us consider the following set of curvatures. 
[0.5,0.4,0.3,0.2,0.1, o f 
The eigenvalues of the Cart an matrix are 
X = j [±0.6742, ±0.3, ±0.0742f 
No subset of these eigenvalues adds up to 0, so the natural representation of this 
curve is (see Equation (4.26)) 
a{s) = 
0.4917; 
-0.4917j 
0.4029; 
-0.4029; 
-0.3097 
0.3097; 
0 
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Example 2 
Let us consider the following set of curvatures. 
K = [0.6019,0.2076,0.2974,0.1185,0.2089,0.1264,0.1224,0]^ 
The eigenvalues of the Cartan matrix are 
A = ; [±0.6462, ±0.3231, ±0.2261, ±0.0969]^ 
Obviously, 0.3231 - 0.2261 - 0.0969 = 0. So m = 3 of the eigenvalues add up to 
0 and therefore the following two representations are, equivalent. 
- j 
- J 
-0.7073; 
-0.7073; 
-0.7068; 
-0.7068; 
-0.7071; 
-0.7071; 
& (s) = 0 A O e x p {As} 
and 
fe (^) — 
-j ;0.6462 exp {;0.6462s} 
-3 -;0.6462 exp {—;0.6462s} 
-0.7073; 0 -;0.3231 0 exp {—;0.3231s} 
-0.7068; ;0.2261 exp {;0.2261s} 
-0.7071; ; 0.0969; exp {;0.0969s} 
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4.3 Regular Pa ramet r i c Representa t ion of Hy-
perhelices in 
In the previous section, Theorem 3 provided the most general form of a natural 
representation of a hyper helical manifold curve lying on a complex sphere em-
bedded in However, the ultimate goal is to identify which array geometries 
can, potentially, give rise to hyperhelical spatial array manifold curves. 
Using the azimuth 9 and elevation cf) as parameters, the spatial array manifold 
vector of an array of n omnidirectional elements (defined in Equation (1.3)) can 
be written as 
a(0, (^ ) = exp (-jTT , ZIz] (4.33) 
where [r^ , Zy , r^] has been defined in Chapter 1 and 
u = [cos (9) cos (fp) , sin (0) cos (0) , sin (< )^]^  
The locus of the array manifold vectors as 8 and (j) vary, forms the array 
manifold surface 
M = {a(^, (^ ) E ,V(^, 0) ; (#, ^ ) G (4.34) 
where ^e,4> is the parameter space, usually 9 G [0,27r) , 0 G [—f, f]-
By enforcing a constraint 
F (g, ,^ ) = 0 (4.35) 
the array manifold vector traces a curve 
VIA {a(g, ,^ ) € V(g, <^ ) : F (g, <^ ) = 0 A (^, .^ ) € (4.36) 
lying on the array manifold surface of Equation (4.34). In this case, the array 
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manifold vector of Equation (4.33) can be rewritten as 
a(p) = exp ( - j g(p)) 
(4^7) 
g(p) -TT , Zly , 
provided that p = p{0, (j)) E VLp is an allowable change of parameter. Note that 
due to the constraint (4.35), p = p{9, (p) is actually a function of one independent 
variable. 
Equation (4.37) is a regular parametric representation of the spatial manifold 
curve A since p = p{9, 4>) G Qp is an allowable change of parameter. However, p 
is not necessarily a natural parameter and Theorem 3 cannot be readily applied. 
For this reason, before investigating issues related to the existence of hyperhelical 
array manifold curves, it is convenient to investigate what the implications of 
Theorem 3 are for the possible regular parametric representations of hyper helical 
array manifold curves in . 
Theorem 4 presented next addresses exactly this issue, as it provides the 
general form of a regular parametric representation of a hyperhelical manifold 
curve. 
Theorem 4. Let A be the array manifold curve of an array of N-omnidirectional 
efemenk. TAem, ^ a /lyper/ieZp onZi/ tAere are tiuo reaZ 
r E ^ G dTitf a reoZ gcafor p(p) o/ t/te pommekr 
p such, that 
a{p) = exp { - j {rg(j))+ K)} , G (4.38) 
is a regular parametric representation of A-
Proof . According to Theorem 3, the array manifold curve A will be a hyperhelix 
if and only if there are two constant vectors c 6 and v G , such that 
a(s) = vQ exp {-jc • s} (4.39) 
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is a natural representation of A. 
It was shown that any regular parametric representation for the array manifold 
curve A can be expressed in the following format 
a (p) = exp { - j g (p)} (4.40) 
where g{p) e . This implies that 
a(p) is of class in J g{p) is of class in J 
da(p) 
a ( p ) A ^ ^ O , V p E 7 ^ g ( p ) f 0 , VpGZ 
Since expressions (4.39) and (4.40) refer to the same manifold curve, they 
have to be equivalent, which implies that 
a(p(g)) = a(g) => 
( 1 (4.42) 
exp {~j g {p (s))} = exp < -jc • s + Inw-ju > 
L Inv ) 
where \iiy_ = In w—jw, Wi = \vi \ •, — = arg with w, w constant real vectors. 
Note that the general natural representation of a hyperhelical manifold curve 
has a complex phase or equivalently an amplitude vector ^ different than 1^. 
However, since we are interested in array manifold curves, for Equation (4.42) to 
be true, we have to restrict ourselves to the case where 
lnw = 0^ (4.43) 
Thus, Equation (4.42) becomes 
exp { - j £ (p (s))} = exp { - j (c • s + a;)} (4.44) 
Equation (4.44) constitutes a system of n equations. Let us consider the 
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i — th and the j — th equations of this system 
CiS + Ui = gi(p{s)) 
(4^5) 
CjS + UJj — Qj {p (s)) 
Note that from Theorem 3 the existence of at least one i for which Cj ^ 0 is 
guaranteed. Equation (4.45) implies that 
(b (p)== (k(p)+ (4X^0 
Cj \ Q / 
-n- =Kj 
Of course, Equation (4.46) is true Vi, j = 1 , . . . , N. Thus, g (p) can be written 
in the form 
g{p)=rg{p) + K 
where g (p) can be chosen to be any of the different gi{p) , i = 1,... ,N, for 
which Ci ^ 0, so that it is not constant in p. Note that the conditions of Equation 
(4.41) guarantee that there is at least one gi (p) such that 
dp 
• 
4.4 Possible hyperhelical array manifold curves 
Based on the results of the previous sections it is now possible to examine which 
array geometries may, in principle at least, give rise to spatial array manifold 
curves, which can be expressed in the form of Equation (4.1). Let us write the 
spatial array manifold vector of an array of N omnidirectional elements as follows. 
a {p) = exp I-JTT [ i i , . . . , u (p) I (4.47) 
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where 2 = 1 , . . . , TV is the coordinates vector of the z-th array element and 
p is any allowable parameter, so that Equation (4.47) is a regular parametric 
representation of the array manifold curve. The following Theorem provides the 
necessary conditions for the array geometry, so that Equation (4.47) represents a 
hyperhelical array manifold curve in . 
Theorem 5. Let A be the spatial manifold curve of an array of N-omnidirectional 
elements. Then, for A to be a hyperhelix, it is necessary that the array is either 
linear or planar. 
Proof . It has been proven in the previous sections that every hyperhelical man-
ifold curve embedded in a multi-dimensional complex space can be expressed 
in the form of the natural representation (4.9). For hyperhelical manifold curves, 
this natural representation is equivalent to the regular parametric representation 
(4.38). Therefore, in order for A to be of hyperhelical shape, two real vectors 
r, have to exist, such that 
exp [2:1,... ,2:^] M(p) j = exp (p) + ^ ) } , Vp E fZp (4.48) 
By considering two arbitrary rows i, j of the vector equation (4.48) 
7^ r j u{p)= rig (p) + Ki 
(4.49) 
which implies that 
TTZf u (p) - Kj ^ ^ 
irrj u (p) - Kj rj (4.50) 
r J u {p) = Ci rfu (p) + C2, Vp e flp 
However rf u{p) is the norm of the projection of onto w (p) and similarly 
for rJ u{p). Thus, the only cases in which Equation (4.50) holds Vp G fip, as 
u{p) moves in the 3-dimensional space are when 
4.5 Summary 132 
1. the unit vector u{p) moves in space in such a way that its component 
on the plane defined by the position vectors Li,Lj has a constant direction, 
i.e. the angles between and are independent of p. 
2. == kfj, A; E % 
The second case clearly arises only when the array is a linear one. 
The first case can only arise in the case of planar arrays and not if the array 
elements are placed in 3-dimensional space. To see why this is the case, let us 
consider a 3-dimensional array, that is an array where there are at least 3 element 
position vectors li,lj-,lk such that they are not all on the same plane. Condition 
(4.50) requires that the the angles between and are constant. However, 
the same has to be true for the projection of u{p) on the plane spanned by 
Li^ Lk-, which is by assumption diflFerent by the plane spanned by 72^ ,22^ - These 
two restrictions, along with the assumption that ||«(p)|| = 1 imply that u(p) is 
constant, independent of p. 
• 
4.5 S u m m a r y 
The issues of existence and uniqueness of hyperhelical manifold curves were ad-
dressed in this chapter. Initially, we proved that the natural representation of 
hyperhelical manifold curves embedded in is given by Equation (4.9). This 
implies that all hyperhelical manifold curves lie on a complex sphere. Next, we 
turned our attention to hyperhelical manifold curves describing array systems. 
The requirement that the phase of the array manifold is real led us to restrict 
ourselves to a subset of all the possible hyperhelical manifold curves in , namely 
those for which Equation (4.43) is true. Based on this, we proved in Theorem 4 
that the general parametric representation of hyperhelical array manifold curves 
is given by Equation (4.38). Finally, we showed in Theorem 5 that only linear 
and planar arrays can be described by hyperhelical array manifold curves. 
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Chapter 5 
Array Uncertainties and Array 
Calibration 
IN most signal processing algorithms for array systems, the assumption is made 
that perfect knowledge of the array system is available. However, in practice, 
this is hardly ever true, since the exact values of the required array properties 
array are rarely precisely known. Manufacturing errors, ageing of the array ele-
ments and environmental factors may cause the true values of the various array 
parameters to deviate from their nominal values. This is the problem of array 
uncertainties. The positions and the electrical characteristics of the array ele-
ments, the coupling matrix between them and in general any other parameter of 
the array system may be uncertain. These uncertainties have negative effects on 
the performance of the various algorithms, for example the MUSIC of algorithm 
breaks down even in the case of a small uncertainty in the location of the array 
elements is present. This can be seen in Figure 5.1 where the performance of 
MUSIC has been illustrated for a perfectly calibrated array and another affected 
by geometric uncertainties. 
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Exact array geometry 
m 35 
Erroneous array geometry 
30 40 
Azimuth (degrees) 
30 40 
Azimuth (degrees) 
Figure 5.1: Graphical representation of the effect of geometrical uncertain-
ties on the MUSIC algorithm 
There are two main ways to address the problems arising from array uncer-
tainties. The first approach is to design array systems in such a way that they 
will be robust to array uncertainties. For example, one may design the geometry 
of an array system in such a way that small deviations from the nominal positions 
of the array elements have as small an effect as possible on the performance of 
the array system. In order to accomplish this, however, it is necessary to have 
an accurate modelling of the effects of array uncertainties on the performance of 
the array system. This is the topic of the first section of this chapter. 
Some theoretical work on such error estimations has been done, providing 
bounds such as the Cramer-Rao bound for the estimation errors on channel pa-
rameters [44]. However, here, the goal is to derive analytical expressions which 
link the errors in sub-space, channel estimation algorithms to the array uncertain-
ties. The effect of geometrical uncertainties, i.e. uncertainties in the coordinates 
of the array elements will be estimated for a class of sub-space based algorithms. 
Then, these analytical expressions can be used in the array design process. 
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The second approach for handling array uncertainties is array calibration. 
Assuming that the array characteristics are fixed, one may try to calibrate the 
array so that the true values of the various array parameters are discovered. The 
various array calibration methods can be classified as pilot or blind. 
In pilot-based methods a number of sources emitting known signals are placed 
in known positions and measurements taken at the antenna array are used to 
perform array calibration. A multitude of pilot array calibration techniques have 
been proposed in the literature. For instance, in [47], the author uses known, 
time-disjoint calibration sources to estimate the positions of the array elements 
and a calibration matrix, which models the deviation of the true from the nominal 
array manifold. The problem is formulated and solved as a parameter estimation 
problem. In [51], again, three time-disjoint sources are employed for geometric 
and electrical cahbration. However, in the approach, the calibration matrix is 
properly modelled and it is assumed to have a specific structure which facilitates 
the estimation of the calibration parameters. Finally, in [39], the author is using 
simultaneously known calibration sources to perform array geometry calibration 
based on the Weighted Subspace Fitting estimator. 
In blind array calibration methods, the array is calibrated on-line, that is the 
unknown user signals are used to determine the true array characteristics. In [45], 
the authors utilize multiple unknown, but spectrally-disjoint far-field sources to 
achieve array geometry calibration and show that in any case a minimum of 3 non 
co-linear sources are required for calibration. Blind calibration is proposed in [61] 
as well, using unknown, non-disjoint sources. The algorithm achieves both array 
geometry calibration and DOA estimation, but again the number of required 
sources is greater than one. The problem of angularly dependent gain and phase 
uncertainties is studied in [59]. In this paper, the authors propose an auto-
calibration algorithm for gain and phase uncertainties based on the assumption 
that a few uncertainty-free sensors exist. Finally, in [58] the author has taken 
advantage of the signal multipaths in order to calibrate the gain and phases of 
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the array elements based on the CODE criterion. 
This paper focuses on array geometry calibration. In order to accurately cali-
brate an array system of random 3-dimensional geometry suffering from small un-
certainties in the positions of the array elements, at least 3 distinct sources/paths 
are required, because each source/path constraints the position of each array el-
ement to be on a plane. For a co-planar array, each source gives rise to a line 
of potential locations, so a minimum of two sources/paths are required. The 
array geometry calibration problem has been sufficiently tackled in the case of 
multiple sources with distinct DOAs, as the aforementioned publications suggest. 
It is interesting, however, to examine the problem when only one source/path is 
available. 
In the case of a single source with a fixed DOA, the positions of the array 
elements cannot be unambiguously determined. If, however the source is moving 
then, at least in principle, it is possible to derive the true array geometry. Nev-
ertheless, the movement of the source introduces complexity in the problem, as 
each observation of the source corresponds to slightly different DOA and thus the 
performance of direction finding algorithms degrades [62], [25]. The algorithm 
proposed herein tackles both these issues simultaneously and achieves array ge-
ometry calibration while at the same time improving the estimation of the sources 
DOA. 
The rest of this chapter is organised as follows. In Section 5.1 a model for 
predicting the induced errors in sub-space base, channel estimation algorithms is 
presented. In Section 5.2 a novel algorithm for array geometry calibration in the 
presence of a single moving source is presented. 
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5.1 T h e effect of uncertaint ies 
5.1.1 System modelling 
Consider M narrow-band signals (t) ,i = 1 , . . . , M impinging on an array 
of N omnidirectional elements. These signals can be modelled using Equation 
(2.9) or may be considered as realisations of zero-mean complex Gaussian random 
processes with power equal to Pj. The down-converted baseband signal at the 
array output x{t) 6 can be modelled as (see also Equation (2.10)) 
m 
2=1 
where n(t) is a vector of complex additive white Gaussian noise (AWGN) of 
power equal to The vector ^{9i,(pi) is the spatial array manifold vector 
(array response vector) with the N x 3 real matrix £ = [Zx l^-yiLz] representing 
the coordinates of the array elements, (0%, ^i) denoting the azimuth and elevation 
angles for the 2-th incoming signal and 
Mi = [cos (^i) cos (<^ i) sin (g^ ) cos (i^ )^ sin (( i^)]^ 
defines the unit vector pointing towards the direction of the {9i,(pi) source. For 
the rest of this thesis, for the shake of simplicity and without loss of generality, 
only planar arrays (i.e. = Opf) and co-planar sources (i.e. = 0, V%) will be 
considered. 
Based on the aforementioned modelling, the covariance matrix of the 
received signals at each of the array elements can be expressed as 
Rri = ^ ( t ) X ( t ) ^ j = SMrnmS®' + <^N^N (5 2) 
where 
(5.3) 
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and Mjnm is the covariance matrix of the signals. 
The covariance matrix of Equation (5.2) is of central importance to the "sub-
space" type of channel estimation algorithms, such as the MUSIC algorithm, the 
performance of which will be investigated in this section. These algorithms as-
sume perfect knowledge of the array geometry matrix r. The goal of this section 
is to assess the accuracy of the subspace-type channel estimation methods under 
the presence of some uncertainty in the array geometry or the carrier frequency. 
However, by expressing the coordinates matrix r in units of half-wavelengths, the 
spatial manifold vector is brought in the format of Equation (1.3), so that the 
carrier uncertainties can be seen as a special case of geometric uncertainties. 
In the following analysis, the true array geometry r will differ from the nominal 
array geometry by some error term Ar = [Ar^, Ar^, 0;^] — E — s o that the 
true manifold vectors will be 
S (Oi) = S{r,6i) = S + Ai , j , 2 = 1 , . . . , M (5.4) 
and the assumed true, nominal manifold vectors 
iSo {di) - S (r ,0i) , i = 1 , . . . ,M (5.5) 
The aim is to obtain an estimate of the errors in the channel estimation 
(i.e. direction finding) algorithms induced by the use of the erroneous, nominal 
manifold vectors of Equation (5.5) instead of the correct manifold vectors of 
Equation (5.4). 
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5.1.2 Channel estimation errors 
Single source 
Initially, it is assumed that only one source is present, so that the modelling of 
the received signal covariance matrix becomes 
(&l) + CrNlUv (5.(5) 
The MUSIC algorithm depends on the minimisation of the following cost 
function 
e f e ) =&»(•()) (5.7) 
where is the projection operation matrix on the subspace of spanned by 
the # — 1 eigenvectors corresponding to the # — 1 smallest eigenvalues of R n . 
Geometrically, the minimisation of Equation (5.7) corresponds to the intersection 
of the nominal array manifold curve with the JV — 1 dimensional noise-subspace 
ofC". 
If the true array manifold curve is used, then MUSIC will provide the true 
bearing of the incoming signal 6i. If, however, the nominal array manifold curve 
is used, then an error A0 will occur. Equation (5.7) can be written as 
where is the projection operator matrix on the signal subspace. However, the 
signal subspace in this case is a 1-dimensional subspace and the normalised basis 
for this subspace is the normalised true array manifold vector S (#i) /^/N. Thus, 
after some algebraic manipulations, the MUSIC cost function can be written as 
( = AT -- 5"* (()) (5.8) 
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Hence 
= arg mm M 0 
6'i = arg max (#i) (Q (5.9) 
= arg min 
where the last equation stems from the fact that the two manifold vectors 5 (0i) 
and ^01^ are of equal length and relatively close to each other, because of the 
small error assumption. 
However, because the error in the geometry is assumed to be small, S(di) 
can be approximated using a first order Taylor expansions around ^ (based on 
Equations (5.4)-(5.5)) as follows 
(5.10) 
where r = and Ar = [ArJ, Ar^]^. Note that 
<9^0 ( # l ) ^ qNx2N 
dr 
Similarly, expanding iSo (0i) around 6i and noting that + A0i 
(5.11) 
Using Equations (5.10) and (5.11), Equation (5.9) becomes 
AOi = arg min 
ae dr 
(5.12) 
so that the estimated error A^i of the MUSIC estimation error A9i is the Least 
Squares solution of the over determined TV x 1 linear system 
ds 
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Thus, introducing the notation x for the derivative of x with respect to the 
azimuth 6 
A^i = •h («i) 4® Ci) (5.13) 
Note that the term s ^ (#i) of Equation (5.13) is the rate of change 
of the arc length of the nominal manifold curve at the point of the true bearing 
91 [31]. The parameter s is a measure of how fast the manifold vector 
"moves" as it traces the manifold curve. For a given change A^i in the initial 
value 9i of the bearing parameter 0, the larger the rate of change of the arc length, 
the further the manifold vector <2(^i 4- will be from 5(6'i). The inverse 
square dependence of the estimation error on s implies that the greater 
the manifold vector movement on the manifold curve as the DOA changes the 
smaller the estimation error. This result was expected, since a rapidly moving 
nominal manifold vector (i.e. large s j ) would move far away from the 
true vector even for a small A0i. Hence, MUSIC, searching on the nominal 
manifold curve for a suitable value A9i which minimises (5.9), will produce a 
small estimation error. 
Multiple sources 
Assume that there are m sources with bearings , i = 1 , . . . , M. The aim is to 
get estimates of the true bearings 9i,\fi. Following a similar reasoning as in 
the case of the single source scenario, the MUSIC cost function can be expressed 
as 
9i = argmm ^ [ 9 
(&14) 
9i = arg max ^ 
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In this case, Pg = §(&*§) , where § is defined in Equation (5.3). The 
stationary points of C (0) = ^ can be found by setting 
= 0 (5.1!5) 
Bearing in mind that 9i = 9i + A9i, the nominal manifold vector S_^  (^ 6i^  and the 
first derivative of the nominal manifold vector ^ (g,) are expanded around 9i 
By using these expressions, after some algebraic manipulations, stationarity con-
dition becomes 
4- c==() (5.16) 
where 
G =Re (Gi)]P,j^,(6'i)) 
6 =Re (6*,) (g,) + ^ (g,) (g,)) (5.17) 
c =Re (jff' (%) 
and again x stands for the second derivative of x with respect to 9. For suffi-
ciently small errors Ar, Equation (5.16) has 2 real solutions, the smallest of which 
corresponds to the estimated error A9i = 6i -- 0%. It has to be pointed out that 
the same procedure can be repeated for the remaining M — 1 sources, in order to 
get the estimates A0j,Vi. 
To complete the estimation, one has to express the projection matrix Pg as a 
function of the nominal manifold vectors (0%), Vi However, the signal subspace 
in this case is M-dimensional, which means that the perturbation caused by the 
uncertainties, although algebraically tractable, is highly complicated. For this 
reason, only an outline of the procedure in the general case will be presented. 
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The true manifold vectors -S(0i) , . . . ,S_{9m) constitute a basis for the sig-
nal subspace. By applying the Gram-Schmidt procedure, an orthonormal basis 
[Ki , . . . ,Ej^] can be derived, where 
f - s c ' ) 
(5.18) 
and the rest of the orthonormal basis vectors can be derived from the Gram-
Schmidt procedure. 
Using these orthonormal vectors, the expression for P, can be simplified as 
follows 
= [el,- • • [^1' Ml (5.19) 
Noting that the new orthonormal basis vectors Vi actually depend on the true 
array geometry, they can be expanded as 
e,{l) =mi{u + W dr Ar , i = 1,..., M (5.20) 
where 
r A vec {r} = 
Ar = vec {Ag} = [Ar^, ArJ]^ 
r 
dr 
dE, 
•ia dei ,l drx,i ' dr: •x,2 
dej^t^ dej^n 
, ' drx,2 ' 
dei,i 
9ry,i ' 
8ei,M 
dry,I : 
dry,n 
(5.21a) 
(5.21b) 
(5.21c) 
and Ei^i is the first component of Substituting Equation (5.20) into Equation 
(5.19) the required expression in terms of the nominal geometry ^ is acquired. 
In the special case where M = 2, which is the case in the experimental studies 
presented next, the required expressions can be found in Appendix E. 
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5.1.3 Effects on various array receivers 
The errors in the channel parameters estimation will propagate to the weight 
vectors used by the receiver in order to separate and recover the signal waveforms 
from each source. Three different receivers will be studied, namely the Wiener-
Hopf (WH) receiver, the Modified Wiener-Hopf (MWH) and a super-resolution 
receiver (SR). 
The WH and the MWH receivers are defined as follows 
and 
w-mwh — iSo j (5.23) 
where is the covariance matrix of the interefering signals and the noise only. 
The WH receiver is optimal with regards to the Signal-to-Noise-plus-Interference 
(SNIR) criterion for uncorrected sources, while the MWH is robust to pointing 
errors, that is errors in the estimation of the bearings of the incoming signals. 
This SR receiver is defined as 
WSR = P f S , (»i) (5-24) 
where Ff is the projection operator matrix on the orthogonal subspace to the 
interference subspace. 
In the single source scenario, the MWH reduces to 
HImwh = (Oi) (5.25) 
since there are no interferences. For the same reason, the matrix Pf of the SR 
receiver is the identity matrix and thus it is just a scaled version of the MWH. 
In the multiple sources scenario, it is assumed that there are m sources and 
that the first one is the desired one. The presence of interferences, the power of 
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which will be significantly greater than the power of the noise renders the Wiener-
Hopf receiver sub-optimum. Hence, it is expected that the SR receiver, being 
optimum with regards to the Signal-to-Interference (SIR) criterion will perform 
better. However, since P j is constructed based on the estimated manifold vectors 
S.O (^2^ , • • • ,S_g , there will be an error in the estimation of the interference 
subspace and this will hinder its performance. 
5.1.4 Experimental studies 
The results of Sections 5.1.2 and 5.1.3 will be evaluated using Monte Carlo sim-
ulation studies. In all scenarios, the nominal array geometry will be a circular 
array of N elements, uniformly spaced on the unit circle. The errors in both the 
X and y coordinates of the array geometry are assumed to be independent and 
normally distributed with zero mean and a standard deviation which will vary 
depending on the simulation. The signal power will be assumed normahsed to 
unity and the power of the AWGN will be cr^  = 0.001. In all simulations, the 
length of the available data record was equal to 500 channel symbols and 1000 
Monte Carlo simulations were run. 
Single Source Case 
A single source with a true direction of arrival equal to = 50° is assumed. In 
Figure 5.2 the average absolute errors 
§1 — 9i 
are plotted, while in Figure 5.3 the % error between the predicted Adi using 
Equation (5.13) and the M i of MUSIC is plotted. As expected, the average 
error in the DOA estimation increases as (Zg increases. The DOA errors are more 
significant for the smaller array, because of the increased s (6) of the larger array. 
Based on Figure (5.3), the DOA errors estimation accuracy using Equation 
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(5.13) is worse for small and large values of o-g. The former drop in accuracy is 
due to the very small value of cTg, in which case the not modelled noise effects 
become significant compared to the effects of the uncertainties. The latter drop 
is due to the increase in Ar, which makes the contribution of the second and 
higher order terms in the expansion of Equation (5.10) significant. 
In Figure 5.5 the performance of four receivers are evaluated, of which two use 
the true manifold vector 5(0i) (i.e. correct array geometry and correct DOA) 
and two use the nominal one (i.e. the nominal array geometry) and the estimated 
DOA 6i + A^i- Note that the estimated DOAs are derived using MUSIC and 
the nominal array geometry. Note that the MWH is almost unaffected from the 
DOA errors as was expected. On the other hand, the performance of the WH 
suffers a 30-60 dB penalty due to the uncertainties. 
Multiple sources 
In this scenario, 2 sources are present, with DOAs 9i = 30° and % = 70° re-
spectively. Figures 5.6 and 5.7 are similar to the ones presented for the channel 
estimation error in the single source scenario, apart from the fact that the average 
of the A6*1 and A6*2 has been plotted. The accuracy of the error prediction follows 
the same pattern as before. 
In Figures 5.8 and 5.9 the performance of several receivers is evaluated. Again, 
the MWH is more robust to the DOA estimation errors. The SR receiver suffers 
as cTg increases, as expected, but still outperforms the WH. It is important to 
note that the modified Wiener-Hopf receiver still outperforms the conventional 
Wiener-Hopf and achieves almost identical performance to the super-resolution 
receiver. 
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Figure 5.2: MUSIC and predicted errors in the estimation of Oi 
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Figure 5.5: SNKout for the WH and MWH receivers for an array of 12 
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5.1 The effect of uncertainties 149 
e— N = 6. MUSIC Error 
* — N = 6, Estimated Error 
0 - N = 12, MUSIC Error 
*— • N = 12, Estimated Error 
Ce (|) 
Figure 5.6: Average MUSIC and predicted errors in the estimation of 6i 
and 02 
a—N = 6 
- * - N = 12 
Figure 5.7: Error between the predicted and the actual estimation errors 
of di and 02 
5.1 The effect of uncertainties 150 
10 
- 1 0 
-30 
0.02 
— 9 — W-H, correct weights 
•—*— W-H, nominal weights 
• —O- • Modified W-H, correct weights 
• • IWodified W-H, nominal weights 
—B— Super-resolution, correct weights 
—0—- Super-resolution, nominal weights 
0.04 0.06 
(i) 
0.08 0.1 
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Figure 5.9: SNIRo„«, WH, MWH and SR receivers, array of 12 elements. 
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5.2 Ar ray calibration using a moving source 
5.2.1 Stat ionary source 
Consider a single, narrow-band, baseband signal m (t) impinging on a co-planar 
array of N omnidirectional antennae from a stationary source of direction Oq. It 
is assumed that the signal is a zero-mean complex Gaussian signal of power Pg. 
Let us assume, also, that the are some small uncertainties in the positions of the 
array elements. The true x and y sensor coordinates are given by the TV x 1 
vectors and respectively. These differ from the nominal vectors „ and 
by the error vectors Ar^ and Ar^. That is ^ -I- Ar^ , = ry ^ 4- Ar^ 
The baseband received signal at the antenna array x (t) G can be modelled 
as 
x{t) = S {6o) m(t) + n (t) (5.26) 
where n (t) is a vector of complex additive, white Gaussian noise (AWGN) of 
power a \ . The constant vector 5 (^o) is the array manifold vector (array response 
vector), with r = G and = [cos0o,sin0o,0]^ defining the 
unit vector pointing towards the direction Qq. 
Let us assume that a single stationary source is observed and q snapshots are 
available to the receiver. Then, the received sampled values x (Z&) , A; = 1 , . . . , <5 
can be expressed as 
^ ^ (^ o) (^ k) + n ((k) (5.27) 
and the sample covariance matrix of the received baseband signal x (t) can 
be estimated as 
3%== 0?o) 2 (9o)"f 4-lRm, (5.2SI) 
where Ps is the power of the signal and Rnn is the covariance matrix of the noise 
of power a^. 
The signal subspace Hs of the entire observation space H is spanned by the 
principal eigenvector of Mxx- In addition, according to Equation 5.28, the array 
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response vector S{Bo) is also a basis for Hs, ie Us = C [E^^] = £ [5 (0o)]- Thus 
^(go)^P^,^(6)o) = 0 (5.29) 
where is the projection operator matrix onto the complement of Tig. 
Equation (5.29) is the well known MUSIC cost function. However, this equa-
tion cannot be used in this case to perform array calibration, since optimization 
of this equation with regards to the unknown vectors and will not pro-
duce a single solution, but rather a constraint of the type cosOq -I- sin % = 
constant vector. This constraint involves 2N unknowns in N decoupled linear 
equations. Thus, with only one stationary source, the best that can be done is 
to constrain the positions of the sensors on lines perpendicular to the unknown 
DOA of the signal (blind) or to the known DOA of a pilot signal. 
5.2.2 Moving source 
Consider now that the source is moving with an angular speed of w = Ag x 
Fs rad/sec where Fs is the sampling frequency of the array system. The source 
is observed for AT = (21/ + l)Ts seconds and 21, 4- 1 snapshots are available to 
the receiver. During this interval, the DOA of the moving source has changed 
from 6o - LAO to 6o -f LA9. Assuming that the observation interval is sufficiently 
small so that the angular velocity of the moving source is constant, the 2L + 1 
sampled values x (t^) , k = —L,... ,L can be expressed as 
X (tk) = S{6 (tfe)) ITT' {tk) + n ih) 
(5.30) 
= S_ (00 + kA0) m (tfc) + n ((&) 
Note that this time the array response vector 5 (0 (Z*)) is time varying and that 
each snapshot is considered to be dependent on a different value of the DOA 
angle. For that reason the accuracy conventional DOA finding techniques such 
as MUSIC will decrease. 
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For the shake of simplicity denote 9^ — 6 (t&), = m ((&). Based on (5.30) 
and using a first order Taylor expansion of the A;-th manifold vector S_ (0&) around 
6q, that is 
,2 (6*^ ) - ^ (^ o) + (%) (5.31) 
the sample covariance matrix of the received baseband signal can be written 
as 
+ (5-32) 
where § — [-2 (#-&) ,••• ,s_ (^^)) G qnxm M = diag {m}, m — , ^ l ] ^ -
Note that in the case of a moving source, § is a matrix and not a vector as in Sec-
tion 5.2.1. After some algebraic manipulation Equation (5.32) can be re-written 
as 
IRxi — ps^ (0o) s_ {oq)^ + lRnn+ 
(5-33) 
+ S (So) S (»„)" 
where L = [—L,..., L]^. 
According to Equation (5.33) the movement of the source results in the ap-
pearance of a pseudo-source with power equal to 
A fl2 
(5.214) 
The array response vector corresponding to this pseudo-source is the tangent 
vector ^ {6q) to the array manifold curve at the point 5 (%). 
The presence of this pseudo-source can be useful in the estimation of the DOA 
of the real moving source. Because of Equation (5.33) and the presence of the 
pseudo-source, it is possible to perform a search over the tangent of the array 
manifold curve for its intersection with the modified signal subspace consisting 
of the first two principal eigenvectors of Kxx-
The accuracy of this DOA estimation method, which will be used in the 
proposed calibration algorithm, can be seen in Figure 5.10, where it is compared 
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Figure 5.10: Average error in the estimation of the DOA for the MUSIC 
and the modified MUSIC algorithms, SNR= 20dB 
with the performance of MUSIC. Note that for this simulation both MUSIC 
and Tangent-MUSIC assume a 2-dimensional signal subspace. The array used is 
circular array of 8 sensors with half-wavelength separation. No array uncertainties 
were present and 10000 MC simulations were performed. For small values of the 
overall angular movement of the source, MUSIC outperforms the modified version 
since the power of the pseudo-source is minimal and its effects negligible. 
However, for larger speeds, the modified MUSIC outperforms the classical version. 
5.2.3 Array calibration 
The main objective of this section is to estimate and i.e. the coordinate 
vectors of planar arrays. The algorithm proposed is based again on Equation 
(5.33) Euncl taJces Euivsmtajse cd tike ipreseiice (af ttus ixseucloHsoiirce. "ITie sigpiai 
subspace % of the entire observation space Ti is spanned by the two principal 
eigenvectors of Mxx- k addition, the array response vectors corresponding to the 
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real and the pseudo-source (that is the array manifold vector S_(r^,ry,9o) and 
the tangent 5 (r^,r^,0o) to the manifold curve a at 9o respectively) are also a 
basis for Us, ie Hg = JC 
following equations 
is (0o) ,s{9o) = c This is represented by the 
S ( u , L , A ) " = 0 (535) 
s (1^,^,00)" = 0 (5.36) 
where is the projection operator matrix onto the complement of the signal 
subspace 
It was shown in Section 5.2.1 that the positions of the array elements cannot 
be determined unambiguously using Equation (5.35) alone. However, Equation 
(5.36) results in N pairs of linear equations 
L u (#0) = Ci and z ik (#0) = & (5.37) 
the common solution of which {N points) corresponds to the sensor locations. 
Note that u (#0) is the derivative of the unit vector u (#0) with regards to the 
azimuth angle 6. Unfortunately, although Equation (5.36) does provide a single 
position for each one of the array elements, its solution is very sensitive to the 
effects of the noise Enn- This is because is not (for reasonable velocities of the 
source) much larger than the power of the noise. Thus, the perturbation of the 
signal subspace due to the effects of the noise is significant and since » P^ 
the eigenvector corresponding to the pseudo-source is much more susceptible to 
the perturbations. Hence, a combined optimization method is used to derive the 
true coordinates vectors. The main idea behind the calibration algorithm is to 
take advantage of the robustness of Equation (5.35) and the unique solution of 
Equation (5.36) (at least in a region close to the true position of the array sensor). 
The proposed algorithm is summarised below. 
1. Use the nominal array geometry to get an initial estimate Oq. 
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2. Using 6o from Step 1, the array reference point and the known sensor, 
minimise the cost function of Equation (5.35) to estimate the dash-dot 
lines of Figure 5.11. 
3. For each sensor, project the nominal sensor position on the corresponding 
line to get the new estimated array geometry [Lx,ty,Q.N\-
4. Repeat Steps 1-3 using [f^, as the new nominal array geometry, until 
the sensor positions change in Step 3 less than a specified threshold. 
5. Minimize Equation (5.36) with respect to the array geometry using two 
constraints; the sensors must lie on the lines determined in Steps 1-4 and 
not exceed a predetermined distance from the nominal positions. 
A representative example for the geometrical interpretation of the algorithm is 
given in Figure 5.11. 
Steps 1-4 of the algorithm are used to determine the solution of Equation 
(5.35) and constrain the sensors on the specified lines (dash-dot line of Fig 5.11). 
In each step, the estimation of 9q improves as well, because the projection on the 
constraint-lines ensures that the new estimated sensor positions will be closer to 
the true array geometry. 
Furthermore, in the second part of the algorithm (Step 5), Equation (5.36) is 
optimized with regards to the array geometry. The two constraints, one acquired 
through Steps 1-3 and one based on reasonable assumptions about the maxi-
mum possible uncertainty in the positions of the array elements (inner square in 
Fig. 5.11) serve as anchors which mitigate the devastating effects of the noise in 
perturbing the minimum of Equation (5.36). 
It has to be noted at this point that the assumption that one of the array 
sensors is free of errors is not indispensable for the algorithm. However, it renders 
the estimation of the solution of Equation (5.35) more accurate and consequently 
increases the final calibration accuracy. 
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Figure 5.11: Graphical representation of the calibration algorithm for a 
single array element. Note than in general there are iV - 1 configurations 
like the one presented here, one for each of the sensors affected by geometric 
uncertainties. 
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5.2.4 Numerical results 
In this section the performance of the proposed algorithm is evaluated. Two 
circular arrays of 6 and 10 elements are used. In all simulations the source is as-
sumed to have moved 6 degrees around a random DOA 9o during the observation 
window and 1000 snapshots are available. The initial errors in the geometry are 
also random with a standard deviation of 0 . l | . The optimization method used 
for Step 5 of the algorithm is the modified Newton method [43] and an interior-
point method is implemented to model the constraints. In all simulations, 50 
iterations of the optimization method were performed and no stoppage criterion 
was set in order to determine a lower bound for the calibration accuracy of this 
algorithm. It is important to note that the proposed algorithm has not been 
tested against other calibration algorithms, because no algorithm known to the 
author can perform array calibration using a single source/path. In addition, the 
accuracy of MUSIC and tangent-MUSIC when no calibration errors occur can be 
seen in Figure 5.10. 
Initially, the effect of the noise is studied. In Figure 5.12 the initial and residual 
MSB in the positions of the array elements are plotted for different values of SNR, 
both for the array of 6 and the array of 10 elements. As expected, the performance 
of the algorithm deteriorates significantly for low values of SNR because of the 
severe perturbations in the signal subspace of M x^- Note that the total residual 
error | | | £ — l l l ^ j in. the calibration of both arrays is the same, which signifies 
that the residual error is mainly affected by noise and not the dimensionality of 
the array. 
In Figure 5.13 the errors in the estimation of the true bearing 9o are plotted, 
for the uncalibrated and the calibrated array. It can be seen that the improve-
ment in the estimation of the DOA of the incoming source is significant for all 
values of the SNR. Finally, in Figure 5.14 the calibration improvements per it-
eration of the optimization method is presented. The iteration corresponds to 
the initial error in the positions of the array elements. The second iteration cor-
5.2 Array calibration using a moving source 159 
responds to the estimated position of the array elements after projecting on the 
lines-solutions of Equation (5.35). The iterations after that correspond to the 
constrained optimization of Equation (5.36). 
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Figure 5.12: Average MSE in the positions of the array elements before and 
after calibration 
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Figure 5.14: Calibration improvements per iteration of the algorithm 
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5.3 Summary 
Array uncertainties and two different approaclies for their mitigation was the 
main topic of this chapter. In the first part, the focus was on modelling the 
errors of subspace-based channel estimation techniques which were induced by 
geometric uncertainties in the array. Two closed form expressions were derived 
(Equations (5.13) and (5.16)) which can be used to design array geometries robust 
to the effects of uncertainties. Next, the problem of blind array calibration was 
tackled and a novel algorithm from geometric array calibration in the presence of 
a rapidly moving source was proposed. 
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Chapter 6 
Conclusions and Future Work 
The main topic of this research work has been the investigation of the newly 
defined extended array manifolds and the application of differential geometry 
in various array processing problems. In Section 6.1 a brief summary of the 
technical work presented in Chapters 2 - 5 is presented, while in Section 6.3 a few 
suggestions about possible continuation of this work are given. 
6.1 Summary 
In Chapter 2 the concept of the spatial array manifold has been generalised to 
the extended array manifold. The motivation for this generalisation is twofold. 
Firstly, a large number of theoretical and practical results regarding the prop-
erties of array systems exist, which are based on the geometric properties of 
the spatial array manifold. Nevertheless, the modelling of sophisticated array 
systems requires information which is not incorporated in the spatial array man-
ifold. Therefore new array manifolds have been introduced to accomplish exactly 
this. The concept of the extended array manifold allows for a generic modelling 
of an array system, which includes virtually all the parameters of interest for the 
array system and encompasses many of the existing array architectures. 
On the other hand, the generic concept of the extended array manifold facili-
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tates the geometrical analysis of the new array manifolds. Instead of performing 
the same analysis every time a new array manifold is defined in the literature, 
generic expressions have been derived, which connect the properties of the spatial 
array manifold already studied in the literature to those of the extended array 
manifolds. Therefore, only the properties of each specific extension are required 
to calculate the desired geometric properties of each extended array manifold. 
Having introduced the concept of the extended array manifold, the geomet-
ric properties of extended array manifold curves and surfaces have been derived 
as functions of the corresponding properties of the spatial manifold curves and 
surfaces and the properties of the associated mapping from the spatial to the 
extended array manifold. In the special case where the mapping producing the 
extended manifolds satisfies certain conditions, it has been shown that the shape 
of the resulting extended array manifolds remains unaltered. Hence, existing the-
oretical results and techniques which can be applied to only a class of manifold 
curves of specific geometry (i.e. hypehelices) are applicable to certain extended 
array manifolds as well. 
Next, in Chapter 3 the problem of theoretical performance bounds for array 
systems has been studied. The concept of detection and resolution bounds was 
extended in the case of arbitrary 3-dimensional array geometries through the 
use of a coordinates transformation. These theoretical bounds were then carried 
over to the case of extended array manifolds as well, providing a theoretical 
tool to measure the performance of more sophisticated array systems. Finally, a 
new method to calculate the detection threshold has been proposed, base on the 
properties of the array manifold surface, which greatly simplifies the analytical 
and numerical calculations. 
In Chapter 4, hyperhelices, a special class of array manifold curves with con-
stant curvatures, have been studied. Hyperhelices are of special interest in array 
processing because their constant shape allows the closed form expression of most 
of their geometric properties. Moreover, due to their shape it is easier to identify 
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ambiguities and calculate the theoretical performance bounds which were pre-
sented in Chapter 3. Hence, an important question has been to identify which 
array geometries can, in principle, be described by hyperhelical manifold curves. 
In order to address this, first the most general natural representation of hyperhe-
lical manifold curves embedded in has been identified. Based on this, it was 
shown that only 1 and 2-dimensional array geometries can give rise to hyperhe-
lices. 
Finally, in Chapter 5 the problem of the effect of array uncertainties on the 
performance of array systems has been considered using an approach partially 
based on the concepts presented earlier in this thesis. Initially, a model of the 
effects of geometrical array uncertainties on channel estimation was developed 
and shown to accurately predict the errors present in MUSIC because of the 
uncertainty in the position of the array elements. Next, the problem of blind 
array calibration in the presence of a single moving source was investigated and a 
new cahbration algorithm was proposed. Again, through Monte Carlo simulations 
it has been demonstrated that the proposed algorithm can greatly enhance the 
channel estimation accuracy of the array system and eliminate a large percentage 
of the geometrical uncertainties. 
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6.2 List of Contr ibut ions 
The following aspects of the thesis summarise the original contributions: 
1. The introduction of the concept of the extended array manifold and its 
definition as a complex linear mapping of the spatial array manifold in 
Section 2.2. 
2. The investigation of the geometric properties of the extended array manifold 
curves and surfaces as a function of the corresponding properties of the 
spatial array manifold in Sections 2.3 and 2.4. 
3. A theorem providing sufficient conditions for an extended array manifold 
curve to have a hyper helical shape in Section 2.3. 
4. A theorem linking the Gaussian curvature of spatial and hyperhelical ex-
tended array manifold surfaces in Section 2.4. 
5. The extension of the detection and resolution thresholds in the case of arrays 
of random 3-dimensional geometry in Section 3.1. 
6. The extension of the detection and resolution thresholds for any 3-dimensional 
array geometry, based on: 
• spatial array manifold curves. 
• extended array manifold curves. 
in Section 3.2. 
7. A new approach for estimating the detection threshold based on the geo-
metric properties of array manifold surfaces in Section 3.3. 
8. A generalisation of the natural and regular parametric representations of a 
hyperhelical manifold curve embedded in an N-dimensional complex space 
in Sections 4.2 and 4.3. 
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9. The conclusion that only linear and planar arrays may be described by 
manifold curves of constant curvatures in Section 4.4. 
10. The modelling of the effects of geometrical and carrier uncertainties on the 
performance of subspace-based channel estimation methods in Section 5.1. 
11. An algorithm for mitigating the effects of geometrical/carrier uncertainties 
and movement for an array system in the presence of a single moving source 
in Section 5.2. 
6.3 Fu tu re Work 
The aim of this research work has been to investigate the properties of the ex-
tended array manifolds and especially the nature of their relations with the widely 
studied spatial array manifold. Although this investigation managed to clarify 
many issues regarding the geometry of the extended array manifolds, their study 
is far from complete. It would be interesting to examine the geometry of delay 
manifold curves, that is curves which are parameterised using the lack of syn-
chronisation of the incoming signal. This is a relatively challenging task, since in 
the existing modelling the delay is considered to be an integer and not a contin-
uous quantity. Another interesting task, would be the investigation of a possible 
relation between the shape of the manifold curves and the ambiguities an array 
system presents. In the case of constant shape curve, namely hyperhelices, a large 
number of ambiguities have been identified. However, for non-constant curvature 
curves this task has not yet been accomplished. 
Furthermore, in Chapter 3 a new approach was presented to estimate the de-
tection threshold for any given array system based on the differential geometric 
properties of the manifold surface. However, this has not been accomplished for 
the resolution threshold. An extension of this surface-based approach to the res-
olution threshold will probably result in dramatic decrease in the computational 
burden of calculating this theoretical bound. 
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A significant part of the technical work presented in this thesis could be used in 
the array design problem. The theoretical performance bounds, as they were pre-
sented in Chapter 3 can be used as a design criterion for array systems. Another 
design criterion could be the robustness of array systems to the effects of geomet-
rical uncertainties, which were modelled in Chapter 5. These criteria could be 
used in concert with previously proposed design criteria, such as the sensitivity 
of the array system with regards to individual array sensors [49], [1]. 
Finally, array calibration seems to be a not yet fully resolved issue in array 
processing. Especially the case where the sources are not static has received vir-
tually no attention in the literature, despite the fact that scenarios with moving 
sources are encountered frequently in array processing. The case where multiple 
moving sources are available is a plausible and challenging continuation of the 
work presented herein. The existence of more than one source is likely to render 
the problem solvable with greater accuracy due to the reasons explained in Sec-
tion 5.2. However, the significantly increased degrees of freedom inherent in the 
problem also result in an increase in the complexity of the problem. 
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Appendix A 
Proof of Theorem I 
The general forniulae for calculating the i-th coordinate vector and curvature can 
be found in [30,31]. 
A . l i- th coordinate vector and curva ture 
Based on the results for the first and second order coordinate vectors and curva-
tures, the emerging pattern of the formulae leads to the the following expressions: 
ui = 
' . . • Ki-l 
-A %—2ti+2 © a 
LV n=l 
(A.l) 
ki = k\k2 • • • K;—1 
E ( - i ) 1 L f z t — 2 n 4 - 3 
where 
7 2 = 1 
bi^ ji — l,n 4" 1^ 1—2,n—1 ; ^ ^ 
(A.2) 
(A.3) 
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and 
0^,1 = 1 
62^  = (4 
r A_z: 
(A.4) 
(A.5) 
These expressions will now be proven. 
Proof. We will begin with the proof of Equation (A.l) and the method of 2-step 
mathematical induction will be used to prove the desired expression. Note that 
Equation (A.l) is valid for i 6 , i > 1. 
2 = 1 a n d 2 = 2 
If we apply formula (A.l) for z = 2 and i = 3 it is straightforward to show that 
it is verified. 
i = k — 1 , i — k 
Let us assume that this formula is correct for i = A: - 1 and i = k, that is 
J 1 
^ (-1)"-" - I 0 a 
n—1 
and 
llu u •' 
alkik2 • 
ATJ+I 
:FC+2—2TI 
n = l 
© a 
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Then 
jfc+i 
—fc — fcTl J 
L \ n = l 
© a 
and 
0"a ^ • K:iK2 • • • «fc-l 
A 
A v j + 1 
L\ n = l 
By setting m = n + 1 
K*-i • VLk-1 
''-Kk-1 
A 
L V m = 2 
Substituting again n — m, we get 
, / + V i 4 - i 
fefc-i'Mfc-i— fe+i 0-& K1K2 • • • Kk-l 
fLiJ+1 
^ ( - l ) - :6k-2.»- i f ' fc+3-2n 
L V n = 2 
0 a 
y 
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i — k-\-\ 
^lk + l^k-\vlk~\ 
ofc+1 
+ A 
0\r K:iK2 -- Kk 
/ i V j I + i 
fc-j-3—271 
L \ n=l 
'LfJ+1 
y i (—1)" ^6fc_2,n-l£' k+3—2n 
n=2 
© a 
© a 
(A.6) 
The formula of Equation (A.6) is not the same as the one we are trying to 
prove. From the first sum of the right hand side, the term for n = [|J + 1 is 
missing, while from the second sum, the term for n = 1 is missing. We will show 
now, that both these terms equal to 0, or equivalently, that the corresponding 
coefficients bi^ n = 0-
The coefficients 6^  ^ are 0 if 
1. i = n A i > 2 
2. 
3. n = 0 
Therefore, the second missing term can easily be proven to be equal to 0, since 
&fe-2 ,n - l h-2,0 = 0 
If A: = 2p + 1 , p = 1 , 2 . . . , then [|J + 1 = p + 1 = [ ^ J + 1. Therefore, there 
is no need to show that the term under consideration is equal to 0. 
li k = 2p , p = 1, 2 ... then the term under consideration is 
n 
k 
2 
+ 1 = p + 1 • (—1)^  ' b ' 2 p - l , p + l • L 
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Therefore, we have to show that ftsp-i.p+i = 0. 
The coefficients can be defined recursively, as can be seen in Equation 
(A.3). In every step of the recursion, the coefficient can be expressed as the sum 
of two terms, in each one of which there is another coefficient, with different 
indices. In every step, in both of the emerging coefficients, the difference between 
the first and the second index is decreased by one. However, in the second term, 
the first index is decreased each time by two and the second by one, while in 
the first term only the first index is decreased by one. In order for 62p-i,p+i = 0 
to be zero, all of the emerging coefficients in this recursion must be also zero. 
Equivalently, the indices of all the emerging coefficients must satisfy one of the 
conditions mentioned above. We can represent this recursion as a binary tree, see 
s-1 jr 
Figure A.l: Graphical representation of the iterative generation of 6%^  
Figure A.l, each node of which will represent a different coefficient. For the root 
of this tree to be 0, all the leafs have to be zero too. However, if we prove that the 
coefficient emerging always from the second term of the recursive equation (A.3), 
that is the rightmost leaf of the tree is equal to 0 then, all the other coefficients 
will be equal to 0 as well, because even though the difference in the indexes is 
decreased by the same amount in each recursion (each level of the tree), the 
indices of the rightmost coefficients (the nodes in the path from the root to the 
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rightmost coefficient) approach the hmit i = 2 faster than the nodes in any other 
path. 
After X steps of the recursion, the indices of the rightmost leaf will be 
^ix,nx — i'2p-l-2x,p+l-x 
The indices have to be equal, in order for the coefficient to be zero, so 
2p—1 — 2x = p+ l~x^x = p — 2 
Therefore, after x = p~ 2 steps of the recursion, indices will be 
= 2p — 1 — 2 (p — 2) = 3 > 2 
Hx = p + l — (p — 2 ) = 3 > 2 
Thus, it has been proven, that all the coefficients for this term are 0 and 
the proof for the coordinate vectors is complete. The proof for the curvatures is 
straightforward using Equation (A.2), since this formula is based on the formula 
of the coordinate vectors. 
• 
A.2 Proof of Theorem 1 
Proof. 
The method of mathematical induction will be used again. During this proof, 
variables and will refer to the coefficients and the curvatures of the 
extended manifold curves, while variables b and k will refer to the coefficients 
and curvatures of the spatial manifold curves. 
Based on Eq. (A.2), the calculation of the the z-th curvature ACj requires the 
knowledge of all the coefficients , A; = 1 , . . . , z , n = 1 , . . . , , whereas 
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the calculation of the coefficients bi^n,^ = 1) • • • > [ f j require the knowledge of the 
curvature Ki-i and the that of some of the previous coefficients. Therefore, the 
proof of the two equations has to be simultaneous. 
Let us write down the necessary coefficients for the calculation of the curvature 
ACj of the spatial manifold. 
^1.1 
2^,1 &2,2 
bia bi' 6. 
'Li J 
Based on this arrangement and Equation (A.3) the calculation of each coeffi-
cient is a function of the coefficients which precede it in the previous arrangement 
plus the curvature of the previous order. Therefore, if it is known that up to an 
order i 
~ bk,n J k — 1 , . . . , ? , n 1 , . . . , % 
k •he — , k — 1 , . . . , 
(A.7) 
then for the next order i + I, the coefficients of the spatial manifold and the 
extended manifold will be equal as well. Since Equation (A.3) is a two step 
recursion, we have to prove first that the necessary conditions hold for i = 1 and 
i = 2. 
For i = 1, it is 
6 ? = [1] = h 
11^ 211 
o'a 
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For i = 2, it is 
% = = Ki = 62,2 
^ " (««•)' K?' = 
CA 
Now, it has to be proven that, if the conditions of Equation (A.7) hold and 
given the previous result for the coefficients, the curvatures relation of Equation 
(A.7) will hold for the next order i + 1 as well. 
For the next order, i + 1, based on Equation (A.7), the coefficients and 
will be equal. Thus, from Equation (A.2) it is straightforward to show that 
N+i — 
l^i+l (A.8) 
Now that the curvatures relation has been proven, by substituting Equation 
(A.8) into Equation (A.l) it is straightforward to show that Equation (A.l) is 
also verified. 
• 
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Appendix B 
Derivation of Christoffel Matrices 
B . l Derivat ion of Equat ion (2.71) 
Based on the definitions of the Christoffel matrix of the first kind 
ric,H = Re (B.l) 
However 
= Apgl2 0 9^4- ® & + A^T 4- AT^ 
where 
and 
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Thus 
h 
Re j' — Re ® a^ + Apg^ l^2 (8* a + A^T + AT^^ 
{kpq I2 ® a + A I 
= Re •( I2 ® a^A^ApgEg ® a +12 ® a^A^AT + 
+ I2 ® ® - (B.2) 
+ ^ I2 ® a^A^^AT + A^ Apgig g, a + A^ AT hkhk rH kH, 
-\X" 
5 
+ Re ^ T^ A^Apgla O a + T^ A"" AT 'h kh , 
Terms 1, 4 and 5 are all equal to O2 since they involve the inner products a f a = 0 
Term 2: 
R e { l 2 ® a ^ A g A T j = R e 
= Re 
a^A^A^ a^A^Aa, 
^A^Aa^ a^A^A^ 
a^a^ afAg 0 
afA), a^a^ 
f^AfTT} 
-V — 
(B.3) 
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Term 3: 
Re | l 2 ® ® a | = Re a^AgApa a^AgAga 
a^A^ApS a^A^Aga 
= ATRe^  
ATRe 
(B.4) 
Term 6: 
= Re 
a^A^Aa^ a^A*Aa, 
Term 7: 
= Re < a^ Ag 
a^ Ag 
= Re 2 G j 
(B.5) 
Re iTT^A^Apglz (» a j = Re 
= Re 
a^A-^Apa ^A^A^a 
-qC 
ajja aga 
© 
L J 
(B.6) 
== Re {irgfa z:"Tr,j 
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Term 8: 
Re = c i^Re {TTifTr} = oj ic (B.7) 
B.2 Derivation of Equa t ion (2.76) 
Initially the inverse of the manifold metric GH of the extended manifold surface 
has to be derived. 
(Tl-l _ 
^ det (G-H) 
(7^tGtG-^ + Ar|Gz|G - 1 z 
det (G-n 
However 
(13 8) 
det (GH) = - Re { j"a ,} Re { i f i , } ) 
det(G )^ 
+ 4 (afa^af ag - Re {af a^} Re {af a j ) 
det(G) 
+ 
Re Re - Re Re 
Tr{det(G )^GGjl} 
= Af^et (GJ + ffldet (G) + AfcriTl: {det (G.) GG"'} 
(B.9) 
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Appendix C 
Derivation of Eq. 3.11 
Initially, the first coordinate vector has to be calculated. 
, , 5a da 
It is 
((31) 
a f a) = — = JTT sin a 
oa 
r{qo) cos a 
s j l - cos^ {a) - cos^ (/3o)" 
9(a) 
and 
||a(Q;)|l = TTsina \\'w{a) (C.2) 
where 
w (a) = 22(80) cos a 
a/1 - cos^ (a) - cos^ (Po) 
' ' 
/(a) 
and 
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m(a) II = V {r{Qo) - f (a) i j (21(80) - / (a) r j 
z:(0o)ll^,+p («) l l r ^ - 2 / ( a ) l { q o y l z , 
Ci Cz C3 
Thus 
where 
i i l S i i = m ( a ) 0 a(a) 
llAWll 
w (a) = wipe) 
ilwMI 
(C.3) 
(CJO 
Differentiating again 
Ml (a) = ^ = J ® Mo:) + m(a:) 0 &(«)) | i % ^ (C.5) 
After some algebra 
Ml (a) = H II / \,| (G (a) r (Go) - H (a) r^) 
TT llmWII 
0a(o;) (C.6) 
where 
g{a) = 
sin a - r ( e . f r . ) ( l + ^ ) 
P(a!) r (Go) - r Z g{a) 
(C.7) 
and 
H{a) Sin a 
^1+ 
g(«) r (80) - r g(a) s(a) 
Based on Equations (C.6) - (C.8) the first curvature is 
(C.8) 
k,i{a) = (C.9) 
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Figure C.l: Principal curvature of the different a-curves when (f) = 90° for 
the array of Figure 3.2 
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Appendix D 
Proof of the curvatures formula 
of Theorem 3 
We will begin with the proof of Equation (D.l) and the method of 2-step math-
ematical induction will be used to prove the desired expression. Note that the 
approach is similar with the one in Appendix A, however it is given here for the 
shake of completeness. 
Proof. Based on the results for the first and second order coordinate vectors 
and curvatures, the emerging pattern of the formulae leads to the the following 
expression for the i-th coordinate vector; 
% = 
f 
L\ 
(D.l) 
kik,2 • • • 
Equation (D.l) is valid for % E Z , i>2. 
i = 2 and i = 3 
If we apply formula (D.l) for i = 2 and i = 3 it is straightforward to show that 
it is verified. 
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i = k — \ , i — k 
Let us assume that this formula is correct ioi i = k — 1 and i = k, that is 
_-fc—1 
%-i — kik,2' ' ' l^k-2 
L\ 
n=l 
and 
% = 
J :k 
ki • k2 - • • l^k-1 
/'LTJ+1 
E hir-'-h-i.n-d .k-\-2—2ti 
L V n = l 
© a 
Then 
Mfc = 
J ik+l 
ki • k,2' ' ' Kjk-l 
,fc-l"3—2 71 © a 
L V n = l 
and 
Kk-i • %k-l = kl • k,2 - • • Kk-1 
/g+l—2n 
n = l 
© a 
By setting m = n + 1 
Kk-i • m_i = 
• 4 - 1 
Kl'Kg--- Kfc-1 
,/c-j-3—2771 
ni=2 
© a 
y 
Substituting again n = m, we get 
&k-l• Mk-l — 
• 4 - 1 
Kl - Kg - - - K>k-l 
i L#J+i 
© a 
71=2 
i = k + 1 
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Mfc+i — 
Mfc + ^fc-i • Mfc-i 
o'fc+l 
+ 
• K2 • • • fvfc 
• 4 - 1 
hi • k2 ••• kk 
( - 1 ) " ,^ 4-3—2fi 
L V n = l 
© a 
/ 
y i (—1)" ^6fc_2,n-l • ,/c-f-3—271 
L\ n=2 
0 a 
(D.2) 
The formula of Equation (D.2) is not the same as the one we are trying to 
prove. From the first sum of the right hand, the term for n= [|J + 1 is missing, 
while from the second sum, the term for n, = 1 is missing. We will show now, that 
both these terms equal to 0, or equivalently, that the corresponding coefficients 
bi,n 0-
The coefficients bi^ n are 0 if 
1. i = n A i> 2 
2. 
3. n = 0 
Therefore, the second missing term can easily be proven to be equal to 0, since 
h-2,n-l h-2,0 = 0 
If fc = 2/9 + 1 , p = 1, 2 . . . , then [^\ +1 = p + 1 = + 1. Therefore, there 
is no need to show that the term under consideration is equal to 0. 
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If A: = 2/9 , p = 1, 2 ... then the term under consideration is 
+ 1 = p + 1 : (-1)^ • 62p-i,p+i • c n = 
Therefore, we have to show that 62p-i,p+i = 0. 
The coefficients bi^ n can be defined recursively, as can be seen in Equation 
(4.13). In every step of the recursion, the coefficient can be expressed as the 
sum of two terms, in each one of which there is another coefficient, with different 
indices. In every step, in both of the emerging coefficients, the difference between 
the first and the second index is decreased by one. However, in the second term, 
the first index is decreased each time by two and the second by one, while in 
the first term only the first index is decreased by one. In order for fc2p-i,p+i = 0 
to be zero, all of the emerging coefficients in this recursion must be also zero. 
Equivalently, the indices of all the emerging coefficients must satisfy one of the 
conditions mentioned above. 
We can represent this recursion as a binary tree, see Figure D.l, each node of 
which will represent a different coefficient. For the root of this tree to be 0, all 
the leafs have to be zero too. However, if we prove that the coefficient emerging 
always from the second term of the recursive equation (4.13), that is the rightmost 
leaf of the tree is equal to 0 then, all the other coefficients will be equal to 0 as 
well, because even though the difference in the indexes is decreased by the same 
amount in each recursion (each level of the tree), the indices of the rightmost 
coefiacients (the nodes in the path from the root to the rightmost coefficient) 
approach the hmit i = 2 faster than the nodes in any other path. 
After X steps of the recursion, the indices of the rightmost leaf will be 
^ix,nx — ^ 2 p - l - 2 c c , p + l - i 
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Figure D.l: Graphical representation of the iterative generation of 
The indices have to be equal, in order for the coefficient to be zero, so 
2p — 1 — 2x = p+ l — x=>x = p — 2 
Therefore, after x = p-2 steps of the recursion, indices will be 
ix — 2p — 1 — 2(p — 2) — 3 > 2 
Mi = p 4 - l - ( p — 2) = 3 > 2 
Thus, it has been proven, that all the coefficients for this term are 0 and 
the proof for the coordinate vectors is complete. The proof for the curvatures is 
straightforward using Equation (4.12), since this formula is based on the formula 
of the coordinate vectors, but for the shake of brevity, only a short proof for the 
independence of the arc length will be presented next, which is what is required 
for the curve Vl to be a hyperhelix. 
By definition 
w + 2K,_i(5)Re WMXa)} 
(D.3) 
However &om Equation (D.l) it is known that the %-th coordinate vector (a) 
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can be written as 
where 
^ - k,ik,2 • • • Ki-1 
•2n-f-2 
v n = l 
is independent of s. Based on this and on the fact that by assumption a' (s) = 
—jc © a (s), then all the terms of Equation (D.3) are independent of s provided 
that K,_a(s) is. However, Ki, Kg are independent of s , as can be seen in Equation 
(4.10) and by induction all the consequent are as well. 
• 
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Appendix E 
Approximate Projection Matrix 
Throughout this Appendix the following additional notational conventions will 
be used. 
S, = S(rA) 
& = S (&.«<) 
g A g qNX2N 
=oi gr 
S - Ik I] ~ 
where Soi [k,l], Soi [fc] and r[l] are the {kj), fc-th and Z-th elements of 
and r respectively. 
In the case where only two sources are present, the projection matrix on the 
signal subspace Pg can be written as 
P.. = I&&I ( !&&]" ! & & ] ) K i & l " (E.i) 
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However 
1 
det s f & 5 f & 
s f a s f S2 
- jSf S2 
Therefore, Pg can be expressed as 
n 
S ? & 
- s ? a 
- S f s , 
n 
p., = & 
sf 
ss - | 2 f & 
h si 
s? 
H 
(E.2) 
{E.3) 
Af' - [ g f & r 
Af&gf - ( g f & ) g ; g f + - ( g f g;) sisj 
n' ~ igf&r 
Using the following first-order Taylor expansions around the nominal array 
geometry ^ 
jli 5^ ,1 (I3.4a) 
)^2 2^ jL.2 + i§2/4j: (EL/lb) 
and ignoring any second order terms involving the uncertainties in the array 
geometry the following approximations can be derived. 
lol 
( S ? a ) & g p ( g S & i + g g & A r + 
So2Sa + S .2Ar' - i , + S„ArSS 
(E.5a) 
(E.5b) 
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SS&2 + 5 5 4 , Ar + 
2 . ryff n \ T 
(E.5c) 
(S?S,)&gf - ( g ; & 2 + 554,2Ar + 
( & i 5 g + & . A f g % + 4 , A r g » ) 
& 5 f - + 4 , A r S 5 + (E.5d) 
I S f & f ^ ( a 5 & 2 + 5 5 4 , A r + Ar^S^S, , )" . 
(E.5e) ^ lS55 ,2r + 5„''2S„,Ar^4,S„2 + S 5 & , i S 5 4 , A r + 
+ 5 5 5 , 1 5 5 4 , Ar + S5a.,Ar^4^^S:<„ 
= |S»S.2| ' + 2Re { 5 5 & , A f g % & , } + 
+ 2Re { s 5 a . & 5 4 2 A ! ; } 
Substitution of Equations (E.5) into Equation (E.3) will yield the required 
expression. 
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