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Abstract: Este artigo aborda o problema da gerac¸a˜o de trajecto´rias em tempo-real
para ve´ıculos auto´nomos e semi-auto´nomos. Neste trabalho, gerac¸a˜o de trajecto´rias
refere-se ao planeamento do movimento do ve´ıculo, parametrizado no tempo, e ao
ca´lculo da refereˆncia para a entrada do sistema para que esse planeamento seja
concretizado. Tempo-real, neste contexto, signiﬁca que o ca´lculo da trajecto´ria e´
realizado suﬁcientemente ra´pido de modo que o controlo do ve´ıculo em malha
fechada possa ser efectuado por este processo. Este trabalho foi desenvolvido
tendo em vista a sua utilizac¸a˜o na gerac¸a˜o de trajecto´rias em tempo real para um
ve´ıculo auto´nomo subaqua´tico existente no Laborato´rio de Sistemas e Tecnologia
Subaqua´tica da Faculdade de Engenharia da Universidade do Porto.
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controlo e planeamento, ve´ıculos auto´nomos subaqua´ticos, sistemas
diferencialmente planos, implementac¸a˜o em software.
1. INTRODUC¸A˜O
Este artigo aborda o problema da gerac¸a˜o de
trajecto´rias para ve´ıculos auto´nomos e semi-
auto´nomos em tempo-real. Neste trabalho, gerac¸a˜o
de trajecto´rias refere-se ao planeamento do movi-
mento do ve´ıculo de modo a incorporar re-
stric¸o˜es dinaˆmicas e cinema´ticas bem como re-
stric¸o˜es de estado que surjam devido a` presenc¸a
de obsta´culos. Para ale´m disso, a gerac¸a˜o de tra-
jecto´rias devera´ calcular a entrada do sistema que
permita implementar o planeamento efectuado.
Se estas duas tarefas, planeamento e ca´lculo da
entrada, foram executadas em tempos compat´ıveis
com os requisitos de controlo do ve´ıculo diz-se
que a gerac¸a˜o de trajecto´rias e´ feita em tempo
real. Tempo-real signiﬁca enta˜o que o ca´lculo
da trajecto´ria e´ realizado suﬁcientemente ra´pido
de modo que o controlo do ve´ıculo em malha
fechada possa ser efectuado por este processo.
Esta abordagem permite incorporar dois proble-
mas distintos numa u´nica infra-estrutura, advindo
da´ı vantagens, na˜o so´ de desempenho do sistema
mas tambe´m de facilidade de projecto do sistema
completo de controlo de ve´ıculos auto´nomos.
A abordagem para a resoluc¸a˜o deste problema
consiste na transformac¸a˜o de um problema de con-
trolo o´ptimo num problema de programac¸a˜o na˜o-
linear atrave´s da aproximac¸a˜o das trajecto´rias
por B-splines e sua discretizac¸a˜o. Para ale´m
desta aproximac¸a˜o, sa˜o apresentados alguns resul-
tados que permitem diminuir signiﬁcativamente
o nu´mero de varia´veis a calcular no problema
de programac¸a˜o na˜o-linear. Esses resultados sa˜o
baseados na teoria dos sistemas diferencialmente
planos que permitem a determinac¸a˜o de varia´veis
que parametrizam todo o estado e entrada do
sistema, atrave´s de um nu´mero reduzido de
varia´veis.
Neste artigo e´ tambe´m apresentada uma aplicac¸a˜o
de software que permite implementar os conceitos
referidos anteriormente. O software denomina-
se por ”Nonlinear trajectory generation (NTG)”
(Milam, 2003)(Milam et al., 2000) e foi desen-
volvido no California Institute of Technology
(Caltech). Sera´ apresentado um exemplo da apli-
cabilidade deste software num ve´ıculo subaqua´tico
do Laborato´rio de Sistemas e Tecnologia Sub-
aqua´tica (LSTS) da Faculdade de Engenharia da
Universidade do Porto (FEUP), que foi fruto da
cooperac¸a˜o existente entre este laborato´rio e o
departamento ”Control and Dynamical Systems”
no Caltech.
Esta apresentac¸a˜o esta´ organizada conforme se in-
dica de seguida. Na secc¸a˜o 2 descreve-se a te´cnica
que possibilita o ca´lculo das trajecto´rias de modo
eﬁciente, na secc¸a˜o 3 e´ apresentado um exemplo
de aplicac¸a˜o desta te´cnica e na secc¸a˜o 4 sa˜o apre-
sentadas as principais concluso˜es deste trabalho.
2. GERAC¸A˜O DE TRAJECTO´RIAS EM
TEMPO-REAL
A gerac¸a˜o de trajecto´rias desempenha um papel
muito importante num sistema de controlo. Gerar
uma trajecto´ria signiﬁca planear a trajecto´ria de-
sejada para o estado do sistema e a entrada que
permitira´ implementar essa mesma trajecto´ria.
Normalmente o planeamento das trajecto´rias e´
um processo demorado computacionalmente, so-
bretudo se se pretender planear trajecto´rias op-
timizando alguma func¸a˜o de custo sujeita a re-
stric¸o˜es. Pretende-se enta˜o resolver o seguinte
problema:
min
x,u
Fi(t0, x(t0))+
∫ tf
t0
Ftraj(s, x(s), u(s))ds + Ff (tf , x(tf ))
(1)
sujeito a:
x˙(t) = f(t, x(t), u(t))
lbi ≤ Ai.[ x(t0)u(t0) ] ≤ ubi
lbtraj ≤ Atraj .[ x(t)u(t) ] ≤ ubtraj
lbf ≤ Af .[ x(tf )u(tf ) ] ≤ ubf
LBi ≤ Ci(t0, x(t0), u(t0)) ≤ UBi
LBtraj ≤ Ctraj(t, x(t), u(t)) ≤ UBtraj
LBf ≤ Cf (tf , x(tf ), u(tf )) ≤ UBf
onde x : [t0, tf ] → Rn, u : [t0, tf ] → Rm e
t ∈ [t0, tf ], sendo que F representa a func¸a˜o de
custo (inicial, integral e ﬁnal), f representa as
restric¸o˜es dinaˆmicas do sistema, as matrizes A
representam restric¸o˜es lineares no instante inicial,
na trajecto´ria e no instante ﬁnal e podem ser
vectores linha ou matrizes de dimensa˜o depen-
dente do nu´mero de restric¸o˜es (nu´mero de linhas)
e nu´mero de varia´veis de optimizac¸a˜o (nu´mero de
colunas), as func¸o˜es C representam restric¸o˜es na˜o-
lineares e lb, ub, LB, UB sa˜o valores constantes
representando os limites superiores e inferiores das
restric¸o˜es lineares e na˜o-lineares das trajecto´rias.
Estas restric¸o˜es na˜o-lineares sa˜o tambe´m deﬁnidas
para os instantes inicial, ﬁnal e na trajecto´ria das
varia´veis de optimizac¸a˜o.
O objectivo do trabalho apresentado neste ar-
tigo sera´ enta˜o resolver este problema de um
modo eﬁciente, de tal modo que o controlo do
sistema possa ser feito por interme´dio desta com-
putac¸a˜o. Assim, poder-se-a´ em cada instante de
amostragem calcular uma nova trajecto´ria que
permita a re-optimizac¸a˜o com base em novos
dados dos sensores e, eventualmente, novas re-
stric¸o˜es no espac¸o dos estados. E´ usual denominar
esta metodologia por optimizac¸a˜o com horizonte
rolante. A implementac¸a˜o destes conceitos per-
mitem grande ﬂexibilidade no projecto do sis-
tema de planeamento de movimento bem como
do pro´prio controlo do ve´ıculo, pois permite o
sistema adaptar-se com relativa facilidade ao seu
meio envolvente.
2.1 Abordagem
Nesta secc¸a˜o mostrar-se-a´ a te´cnica que permite a
gerac¸a˜o de trajecto´rias optimizadas de modo eﬁ-
ciente. Esta tecnologia constitui o nu´cleo do soft-
ware NTG para a gerac¸a˜o de trajecto´rias(Nonlinear
Trajectory Generation - NTG, 2003). A descric¸a˜o
do nu´cleo do software NTG e´ importante para o
desenvolvimento de novas aplicac¸o˜es usando este
software. Isto ﬁcara´ claro apo´s apresentac¸a˜o do
conteu´do desta secc¸a˜o e da secc¸a˜o onde se apre-
sentara´ o exemplo de aplicac¸a˜o.
A te´cnica fundamental para o ca´lculo de tra-
jecto´rias optimizadas de um modo eﬁciente reside
na transformac¸a˜o do problema de controlo o´ptimo
apresentado na equac¸a˜o 1 num problema de pro-
gramac¸a˜o na˜o-linear, que se apresenta a seguir:
min
c
f(c) (2)
CE(c) = 0
Cl(c) ≤ 0
onde c representam as varia´veis discretas de op-
timizac¸a˜o, f representa a func¸a˜o de custo e as
func¸o˜es C as restric¸o˜es do problema. Para fazer
essa transformac¸a˜o, parametriza-se as soluc¸o˜es
do problema da equac¸a˜o 1 atrave´s de B-Splines
(Boor, 1978) e discretiza-se essas trajecto´rias para
avaliar as restric¸o˜es e a func¸a˜o de custo so-
mente em alguns pontos. Daqui pode-se desde
ja´ concluir que a soluc¸a˜o para este problema e´
uma aproximac¸a˜o ao problema apresentado na
equac¸a˜o 1, dado que as restric¸o˜es sera˜o so´ sat-
isfeitas em pontos discretos e a func¸a˜o de custo
somente avaliada nesses mesmos pontos. Para
ale´m disso, o espac¸o das soluc¸o˜es esta´ restringido
a`s func¸o˜es deﬁnidas pelas B-Splines e na˜o a to-
das as func¸o˜es do espac¸o. A parametrizac¸a˜o das
trajecto´rias por B-Splines permitira´ deﬁnir uma
trajecto´ria atrave´s de um nu´mero ﬁnito de coeﬁ-
cientes viabilizando a transformac¸a˜o eﬁciente de
um problema de dimensa˜o inﬁnita para um de di-
mensa˜o ﬁnita. A escolha da parametrizac¸a˜o por B-
Splines traz muitas vantagens sobretudo porque o
nu´mero de coeﬁcientes necessa´rios para descrever
uma trajecto´ria com uma determinada suavidade
e´ menor do que com outras parametrizac¸o˜es, como
por exemplo parametrizac¸o˜es usando polino´mios.
Outra vantagem relevante das B-Splines reside no
facto destas curvas terem suporte local, ou seja,
e´ poss´ıvel modiﬁcar parte da trajecto´ria sem que
outras partes da trajecto´ria sejam afectadas. Esta
caracter´ıstica na˜o esta´ presente na parametrizac¸a˜o
por polino´mios, onde modiﬁcando um coeﬁciente
toda a trajecto´ria vem afectada.
Assim, parametriza-se as varia´veis que se pretende
optimizar por B-Splines conforme e´ mostrado na
equac¸a˜o seguinte:
z
(d)
i (t) =
Nci∑
j=1
B
(d)
j,ki
(t).cij (3)
Na equac¸a˜o precedente, B representa a base de
func¸o˜es das B-Splines de ordem k, c representa os
coeﬁcientes, d refere-se a` ordem da derivada da
varia´vel e N ci representa o nu´mero de pontos de
controlo da B-Splines (”knot points”). Conforme
e´ poss´ıvel observar pela equac¸a˜o precedente, a
descric¸a˜o das trajecto´rias e suas derivadas e´ feita
com recurso a um nu´mero discreto e ﬁnito de
pontos.
Usando esta representac¸a˜o, o problema de con-
trolo o´ptimo vem enta˜o redeﬁnido do seguinte
modo:
min
Z˜
F˜i(t0, z˜(t0))+
∫ tf
t0
F˜traj(s, z˜(s))ds + F˜f (tf , z˜(tf ))
(4)
G(t, z˜(t)) = 0
lbi ≤ A˜i.z˜(t0) ≤ ubi
lbtraj ≤ A˜traj .z˜(t) ≤ ubtraj
lbf ≤ A˜f .z˜(tf ) ≤ ubf
LBi ≤ C˜i(t0, z˜(t0)) ≤ UBi
LBtraj ≤ C˜traj(t, z˜(t)) ≤ UBtraj
LBf ≤ C˜f (tf , z˜(tf )) ≤ UBf
onde z˜ : [t0, tf ]→ RNz e z˜ deﬁnido por:
Z˜ =
[
z
(0)
1 ... z
(d1)
1 ... z
(0)
N0
... z
(dN0 )
N0
]T
(5)
sendo N0 o nu´mero de varia´veis de optimizac¸a˜o
e (di) o nu´mero de derivadas de cada uma
das varia´veis de optimizac¸a˜o. Acrescentou-se o
s´ımbolo ˜ no nome das varia´veis para realc¸ar o
facto de que nesta nova formulac¸a˜o ser poss´ıvel
deﬁnir sistemas de ordem superior a 1 e, assim,
incluir derivadas de varia´veis de optimizac¸a˜o nas
func¸o˜es de custo e nas func¸o˜es representativas das
restric¸o˜es. A func¸a˜o G representa as restric¸o˜es
dinaˆmicas do problema num formato em que essas
restric¸o˜es aparecem sob a forma de uma restric¸a˜o
na˜o-linear. Esta representac¸a˜o do problema de
controlo o´ptimo e´ mais gene´rica dado ser poss´ıvel
transforma´-la numa representac¸a˜o equivalente a`
da equac¸a˜o 1.
Com o problema assim deﬁnido e´ enta˜o poss´ıvel
transforma´-lo num problema de programac¸a˜o na˜o-
linear. Para o fazer sera´ ainda necessa´rio deﬁnir
os instantes τ onde as trajecto´rias sera˜o avaliadas
nas func¸o˜es de custo e nas suas restric¸o˜es. Assim,
deﬁnindo:
z˜(τ) = B˜(τ)C˜
τ ∈ [τ0, ..., τNτ−1] (6)
sendo C o conjunto de todos os coeﬁcientes das B-
Splines das varia´veis de optimizac¸a˜o, problema de
controlo o´ptimo vem deﬁnido do seguinte modo:
min
C˜
f(C˜)
LB ≤
⎡
⎣ C˜AC˜
c(C˜)
⎤
⎦ ≤ UB (7)
em que:
f(C˜) = F˜i(τ0, z˜(τ0))+
+
Nτ∑
i=1
F˜traj(τi, z˜(τi)).hi + F˜f (τNτ−1 , z˜(τNτ−1));
LB = [LBc lbi (lbtraj)1...
...(lbtraj)Nτ lbf LBi (LBtraj)1...(LBtraj)Nτ LBf ]T ;
UB = [UBc ubi (ubtraj)1...
...(ubtraj)Nτ ubf UBi (UBtraj)1...(UBtraj)Nτ UBf ]T ;
A =
⎡
⎢⎢⎢⎢⎣
AiB˜(τ0)
AtrajB˜(τ0)
...
AtrajB˜(τNτ−1)
Af B˜(τNτ−1)
⎤
⎥⎥⎥⎥⎦ c(C˜) =
⎡
⎢⎢⎢⎢⎣
C˜i(z˜(τ0))
C˜traj(z˜(τ0))
...
C˜traj(z˜(τNτ−1))
C˜f (z˜(τNτ−1))
⎤
⎥⎥⎥⎥⎦
A soluc¸a˜o deste problema e´ o conjunto dos coe-
ﬁcientes das B-Splines C˜. Para se obter as tra-
jecto´rias que constituem a soluc¸a˜o do problema
bastara´ usar a base das func¸o˜es das B-Splines e
aplicar os coeﬁcientes calculados:
z˜(t) = B˜(t)C˜ (8)
2.2 Parametrizac¸a˜o do espac¸o de optimizac¸a˜o
Nesta secc¸a˜o ir-se-a´ mostrar algumas te´cnicas que
permitem simpliﬁcar um problema de controlo
o´ptimo permitindo maior eﬁcieˆncia na resoluc¸a˜o
do mesmo. Assim, va˜o-se apresentar duas te´cnicas
que permitem diminuir o nu´mero de varia´veis
de optimizac¸a˜o, bem como reduzir o nu´mero de
restric¸o˜es diferenciais existentes devido a` pro´pria
dinaˆmica do sistema.
A primeira te´cnica baseia-se nas propriedades
dos sistemas diferencialmente planos (Petit et al.,
2001) (Fliess et al., 1995) (Fraga, 2002). Em sis-
temas desta classe e´ poss´ıvel encontrar varia´veis,
denominadas por sa´ıdas planas, que permitem
parametrizar todo o estado do sistema e a sua
entrada. A dimensa˜o das sa´ıdas planas e´ igual a`
dimensa˜o da entrada do sistema pelo que constitui
um espac¸o de optimizac¸a˜o menor. Para ale´m disto,
com esta mudanc¸a de coordenadas o sistema ﬁca
equivalente a um sistema sem restric¸o˜es diferenci-
ais, o que tambe´m se traduz numa vantagem em
termos de tempo de computac¸a˜o. Assim, denom-
inando as sa´ıdas planas por p, tem-se que estas
varia´veis dependem do estado e da entrada do
sistema e suas derivadas do seguinte modo:
p = P(x, u, u˙, ..., u(l)) (9)
Por outro lado, a partir destas varia´veis e suas
derivadas e´ poss´ıvel determinar o estado completo
do sistema e a respectiva entrada:
x = X(p, p˙, ..., p(q))
u = U(p, p˙, ..., p(q)).
(10)
No caso das sa´ıdas planas serem func¸a˜o apenas
da conﬁgurac¸a˜o do sistema o sistema denomina-
se por sistema de conﬁgurac¸a˜o plana.
Usando esta mudanc¸a de coordenadas e´ necessa´rio
exprimir as restric¸o˜es do problema e as func¸o˜es de
custo em func¸a˜o destas varia´veis planas. Normal-
mente, este procedimento faz com que a func¸a˜o de
custo e as restric¸o˜es fronteira e de trajecto´ria se
tornem mais complexas. Este facto pode-se tornar
numa desvantagem e podera´ prejudicar o tempo
de computac¸a˜o do problema. Muitas vezes e´ pre-
fer´ıvel usar parametrizac¸o˜es parciais por se veri-
ﬁcar que o tempo computacional e´ menor (Petit
et al., 2001).
O desaﬁo actual nesta a´rea reside na veriﬁcac¸a˜o
se um sistema e´ diferencialmente plano e caso o
seja encontrar as sa´ıdas planas desse sistema. Ex-
istem ja´ alguns resultados interessantes que per-
mitem, por exemplo, fazer o paralelismo entre sis-
temas lineariza´veis por realimentac¸a˜o e sistemas
diferencialmente planos (Nieuwstadt, 1997). Ex-
iste tambe´m um cata´logo de sistemas mecaˆnicos
(Murray et al., 1995) onde foram encontradas as
sa´ıdas planas de alguns sistemas mecaˆnicos.
Para ale´m desta te´cnica, existe tambe´m outra
metodologia que permite diminuir a dimensa˜o
do espac¸o de optimizac¸a˜o do problema de con-
trolo o´ptimo, mas sem eliminar totalmente as
restric¸o˜es diferencias do sistema. Trata-se pois
de uma parametrizac¸a˜o parcial conforme referido
atra´s. Esta te´cnica denomina-se por inversa˜o da
dinaˆmica (Petit et al., 2001) e consiste em deﬁnir,
caso seja poss´ıvel, as entradas do sistema em
func¸a˜o das varia´veis de estado do sistema. Deste
modo, na˜o sera´ necessa´rio calcular as trajecto´rias
das entradas pois estas sera˜o uma func¸a˜o das out-
ras varia´veis de optimizac¸a˜o. Este procedimento,
para ale´m de diminuir o espac¸o das varia´veis de
optimizac¸a˜o, permite tambe´m a eliminac¸a˜o de
algumas restric¸o˜es diferenciais provocadas pela
dinaˆmica do sistema. Esta te´cnica sera´ usada no
exemplo da secc¸a˜o seguinte.
3. EXEMPLO
Nesta secc¸a˜o sera´ apresentado um exemplo onde
mostrar-se-a´ a aplicabilidade dos conceitos referi-
dos ao longo deste artigo. Sera˜o mencionados
aspectos importantes de projecto, tais como a
correcta deﬁnic¸a˜o dos paraˆmetros das B-Splines
e a transformac¸a˜o das varia´veis de optimizac¸a˜o
noutras que aumente o desempenho do processo
de optimizac¸a˜o. Para ale´m destes conceitos ira´
ser tambe´m apresentado o modo de deﬁnic¸a˜o do
problema de optimizac¸a˜o no software NTG. A
problema´tica da deﬁnic¸a˜o de uma func¸a˜o de custo
adequada para o planeamento de movimento sera´
tambe´m abordada. O exemplo apresentado refere-
se ao planeamento de movimento de um Ve´ıculo
Subaqua´tico Auto´nomo (VSA) existente no Lab-
orato´rio de Sistemas e Tecnologia Subaqua´tica da
FEUP (ﬁgura 1).
Para simpliﬁcar a apresentac¸a˜o dos conceitos de
gerac¸a˜o de trajecto´rias, ir-se-a´ usar um modelo
simpliﬁcado do plano horizontal do ve´ıculo sub-
aqua´tico do LSTS.
A deﬁnic¸a˜o das varia´veis de estado e entrada para
este ve´ıculo e´ a seguinte:
Fig. 1. Ve´ıculo do projecto PISCIS (LSTS-FEUP)
Fig. 2. Referencial inercial e referencial do corpo
[x, y] posic¸o˜es do centro de massa (m)
ψ orientac¸a˜o do ve´ıculo (rad)
X actuac¸a˜o (direcc¸a˜o x do ref. do corpo)
Y actuac¸a˜o (direcc¸a˜o y do ref. do corpo)
u velocidade (direcc¸a˜o x do ref. do corpo)
v velocidade (direcc¸a˜o y do ref. do corpo)
O sistema de coordenadas utilizado para a deﬁnic¸a˜o
do movimento do VSA esta´ de acordo com a
notac¸a˜o de ”The Society of Naval Architects and
Marine Engineers (SNAME)”. Para o plano hori-
zontal este sistema de coordenadas e´ apresentado
na ﬁgura 2.
Assume-se que o u´nico propulsor do ve´ıculo exerce
uma forc¸a constante no ve´ıculo X que equilibrara´
a forc¸a de arrastamento de tal modo que a ve-
locidade do ve´ıculo na direcc¸a˜o o x possa ser con-
siderada constante u = const. Dado considerar-se
X = const. a u´nica actuac¸a˜o no sistema refere-
se ao leme do ve´ıculo que afecta a orientac¸a˜o o
do ve´ıculo ψ e as varia´veis x e y. Neste exemplo,
desprezar-se-a˜o as forc¸as hidrodinaˆmicas como o
arrastamento e a massa acrescentada bem como
as forc¸as de Coriolis.
O modelo utilizado neste exemplo e´ o seguinte:
x˙= cosψ.u− sinψ.v
y˙ = sinψ.u + cosψ.v
Jz.ψ¨ =−d.Y
u˙= 0⇒ u(t) = u(0)
v˙  Y
m
⇒ v˙ = − Jz
d.m
.ψ¨ ⇒ v = − Jz
d.m
.(ψ˙ − ψ˙(0))
Neste exemplo considerou-se u(0) = 1.5m.s−1 e
d = 0.5m representa a distaˆncia entre o centro
de massa do ve´ıculo e o seu leme. A formulac¸a˜o
do problema de controlo o´ptimo e´ agora poss´ıvel.
Neste exemplo, optou-se por um problema de
tempo mı´nimo ja´ que esta situac¸a˜o corresponde
a` forma mais agressiva para a gerac¸a˜o de tra-
jecto´rias, em termos de exigeˆncia do sistema. As-
sim, o problema de controlo o´ptimo e´ formulado
do seguinte modo (considerando ψ˙(0) = 0):
min t2f (11)
x˙= 1.5 cosψ +
Jz
d.m
sinψ.ψ˙
y˙ = 1.5 sinψ − Jz
d.m
cosψ.ψ˙
x(0) = y(0) = 0
ψ(0) = ψ˙(0) = ψ¨(0) = 0
x(tf ) = y(tf ) = 0
ψ(tf ) = π; ψ˙(tf ) = ψ¨(tf ) = 0
−5≤−Jz
d
ψ¨ ≤ 5.
A u´ltima equac¸a˜o refere-se a` restric¸a˜o na ac-
tuac¸a˜o, que neste caso e´ o valor ma´ximo que
o leme do ve´ıculo pode exercer (5N (Prestero,
2001)). Como se pode observar na formulac¸a˜o do
problema de tempo mı´nimo, foi poss´ıvel usar a
te´cnica descrita na secc¸a˜o 2.2 no que se refere a`
determinac¸a˜o da actuac¸a˜o a partir das varia´veis de
estado e respectivas derivadas (Y = −Jzd ψ¨). Deste
modo foi poss´ıvel reduzir o espac¸o das varia´veis de
optimizac¸a˜o numa varia´vel. Observe-se tambe´m
que houve uma restric¸a˜o diferencial que foi elim-
inada. Assim, para este problema as varia´veis de
optimizac¸a˜o sa˜o as seguintes:
z =
[
x x˙ y y˙ ψ ψ˙ ψ¨ tf
]
. (12)
Para a resoluc¸a˜o deste problema, os paraˆmetros
das B-Splines de cada trajecto´ria sa˜o os seguintes:
x y ψ tf
Suavidade (Cs−1) 3 3 4 0
No de intervalos (l) 3 3 3 1
Ordem dos polino´mios (k) 5 5 5 1
No de derivadas 1 1 2 0
.
Destes valores e´ poss´ıvel concluir que o nu´mero de
coeﬁcientes das B-Splines a calcular no problema
de programac¸a˜o na˜o-linear e´
∑n
i=1 li(ki−si)+si =
26 (Boor, 1978). Quanto menor for o nu´mero de
coeﬁcientes a calcular maior sera´ a eﬁcieˆncia com-
putacional do problema. No entanto, um nu´mero
reduzido de coeﬁcientes signiﬁca tambe´m que o
espac¸o de optimizac¸a˜o estara´ bastante restringido
o que podera´ implicar que a soluc¸a˜o encontrada
tenha um custo mais elevado. A resoluc¸a˜o deste
compromisso permitira´ a obtenc¸a˜o dos melhores
resultados. A t´ıtulo de exemplo note-se que para
a varia´vel tf e´ uma constante pelo que a ordem
e o nu´mero de intervalos da B-Spline e´ igual a 1.
Apo´s deﬁnic¸a˜o do problema de controlo o´ptimo e´
enta˜o poss´ıvel mostrar o resultado obtido quando
se deﬁne este problema no NTG. Basicamente, a
manobra que se pretende implementar e´ inverter a
direcc¸a˜o do movimento do VSA em tempo mı´nimo
com condic¸o˜es iniciais e ﬁnais bem deﬁnidas, sat-
isfazendo as restric¸o˜es dinaˆmicas do sistema e evi-
tando que a actuac¸a˜o ultrapasse a sua saturac¸a˜o.
A soluc¸a˜o calculada por esta aplicac¸a˜o e´ repre-
sentada na ﬁgura 3 onde sa˜o mostradas as tra-
jecto´rias das varia´veis de optimizac¸a˜o (para sim-
pliﬁcar a apresentac¸a˜o omitiram-se os resultados
referentes a`s derivadas destas varia´veis). O valor
do tempo mı´nimo foi 17.6s. A partir da soluc¸a˜o
ψ¨(t) e´ poss´ıvel determinar a actuac¸a˜o no leme
do ve´ıculo para inverter o sentido de navegac¸a˜o
do ve´ıculo de modo que este regresse a` posic¸a˜o
inicial. Na ﬁgura 4 e´ apresentada a actuac¸a˜o Y do
sistema e a trajecto´ria do caminho soluc¸a˜o deste
problema. O ca´lculo destas trajecto´rias foi real-
izado num processador Intel Pentium 4 a 2.4GHz e
teve um tempo de computac¸a˜o de 0.08s. O tempo
de ca´lculo para este problema pode ser consider-
ado suﬁcientemente baixo de tal modo e´ poss´ıvel
fechar a malha de controlo atrave´s deste processo.
Isto e´ o mesmo que dizer que sera´ poss´ıvel im-
plementar um sistema de gerac¸a˜o de trajecto´rias
optimizadas em tempo-real.
4. CONCLUSA˜O
Este artigo mostrou uma te´cnica para gerac¸a˜o de
trajecto´rias optimizadas. Foram apresentados os
fundamentos desta te´cnica e mostrou-se como esta
pode ser implementada efectivamente em ve´ıculos
auto´nomos. O baixo tempo de computac¸a˜o podera´
permitir o controlo do sistema por este processo.
As principais desvantagens residem no facto de
so´ se garantir que as restric¸o˜es do sistema sejam
Fig. 3. Soluc¸a˜o do problema de tempo mı´nimo
Fig. 4. Actuac¸a˜o e caminho do sistema para o
problema de tempo mı´nimo
satisfeitas em pontos discretos das trajecto´rias. A
possibilidade de na˜o convergeˆncia da optimizac¸a˜o
traduz-se tambe´m numa desvantagem. A cada
computac¸a˜o e´ dada como condic¸a˜o inicial a u´ltima
trajecto´ria calculada, que por vezes pode na˜o ser
suﬁciente. Se a optimizac¸a˜o na˜o convergir, usa-
se a u´ltima trajecto´ria calculada para controlar o
sistema. Se este problema ocorrer repetidamente,
o tempo de amostragem aumenta consideravel-
mente implicando perda de desempenho. Para
se evitar que esta situac¸a˜o ocorra na pra´tica e´
necessa´rio simular o problema e analisar o de-
sempenho desta optimizac¸a˜o. A complexidade do
modelo inﬂuencia o desempenho da optimizac¸a˜o
podendo haver necessidade da sua simpliﬁcac¸a˜o
para a aplicac¸a˜o desta te´cnica. Futuramente, ir-
se-a´ implementar um modelo mais aproximado do
ve´ıculo o que permitira´ a implementac¸a˜o deste
software no computador de bordo do ve´ıculo.
Em relac¸a˜o a` evoluc¸a˜o do algoritmo de opti-
mizac¸a˜o, esta´-se a estudar a aplicac¸a˜o de novas
parametrizac¸o˜es que permitam baixar o tempo
computacional da optimizac¸a˜o.
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