Conclusions
Starting with a new concept of local equivalence, we have developed a system of invariant quantities and a canonical form characterizing linear dierentialalgebraic equations with variable coecients with respect to solvability, uniqueness of solutions and consistency of initial values. While the global canonical form as generalization of the Kronecker canonical form may be a powerful tool in the analysis of such equations, the numerical accessibility of local characterizing quantities which give essential information on the global solution behaviour as given in this paper is of great importance in the development of reliable numerical methods. ; the matrix E is not of full rank. Therefore, we must require at least`= 1. In this case, we can use the (m + 2; m + 2){identity matrix of the (1; 0){block to eliminate all other entries in this column and then interchange the pivot row with the corresponding row in the rst block row. The (0; 0){block now has rank n 0 c 1 . But at this point there is nothing left to do because the remaining rows in the (1; 1){block have full row rank. Therefore, we must require at least = 2. But then we can eliminate as above with the help of the (m + 2; m + 2){ identity matrix in the (2; 1){block. By this, the (m + 1; m + 1){identity of the (1; 0){block becomes free for interchange into the (0; 0){block which then has rank n 0 c 2 .
Proceeding inductively in this way, we arrive at a (0; 0){block of rank n only by the choice`= m + 1 because c i 6 = 0; i = 1; : : : ; m. The same elimination procedure also shows that in this case M`is indeed smoothly 1{full and so k = m + 1.
The reason that k and m dier by 1 as soon as a m 6 = 0 lies in the fact that we do not replace the algebraic equations by their dierentiated expressions when we pass from (17) to (19). If we would do so, we would loose the information on the number of equations for which we cannot freely impose initial conditions. Instead of the statement that those problems (1) are hard for which k 2, we here have the condition m 6 = 0. This condition, however, can easily be checked locally by pointwise determination of the strangeness of (E(t); A(t)). Under the assumption of constant characteristic values, the cost of this in a numerical algorithm for solving (1) are three rank decisions in the beginning of the computations, which are the computation of the values r; a; s as in Theorem 7 and which can be obtained in a numerically stable way via three singular value decompositions. Because of (13e) in the form u + s = n 0 r 0 a, we can decide on u + s 6 = 0 with the rst two rank decisions. So, already at this stage, we can check for the dierentiation index k to be greater than one or even undened, like in the well-known standard test for higher index problems. the exception of the last one, they are all equal for linear dierential{algebraic equations modulo some dierences in the necessary technical assumptions. For more details, see [3, 9, 11, 15] . In the following, we show that the strangeness index m from (22) directly leads to a generalization of the dierentiation index k which we dene according to [4, 5] as follows: Denition 15 Let E; A in (1) be suciently smooth and let
for`= 0; 1; : : :. Formal dierentiation of (1) then leads to linear equations of the form M`(t)z`= N`(t)x 0 + g`(t) (34) for any`, where
The dierentiation index k of (1) is now dened to be the smallest value`2 0 for which M`(t) is smoothly 1{full, i.e. for which there is a continuous matrix function R with R(t) nonsingular and
Note that by denition k gives the number of dierentiations we must apply to (1) to obtain an ordinary dierential equation (the so{called underlying ordinary dierential equation), which is equivalent to (1) 
of the transformed equation, we obtain
Summarizing the results of the previous sections, we have shown that three quantities are sucient to discuss the solution behaviour of a dierential{ algebraic equation whose coecients satisfy some indispensable rank and smoothness assumptions. These are the strangeness index m and the nal numbers d m and a m of dierential and algebraic components.
6 Relation to ot er glo al invariances
In trying to generalize the concept of (local) index (8) 
where the inhomogeneity is determined by f where all steps are reversible, and in each step the inhomogeneity is dierentiated once. Now, we can state the answers to the raised questions. Observing that we need the higher dierentiability of f to guarantee that x 2 is dierentiable, the results are direct conclusions from Theorem 13.
We remark here that the special form (28) of a dierential{algebraic equation may suggest a weaker form of solvability because there seems to be no need in requiring x 2 to be dierentiable. To circumvent dierentiation in the general form (1) when x 2 is only continuous, we nd in [17] the denition of a so{called modied matrix pencil. Realizing that under the assumption of constant rank we obtain the following equivalent pairs of matrix functions in the i{th step (omitting superscripts (i) and denoting by 
Proof. Replacing I si by 0 in the rst block matrix of (20) yields (21) by direct application of (13). Since A 
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Theorem 10 Let (E(t); A(t)); (Ẽ(t);Ã(t)) be equivalent and of form (1 ) . Then the modied pairs (E mod (t); A mod (t)); (Ẽ mod (t);Ã mod (t)) obtained by passing to (1 ) are also equivalent.
Proof. By assumption, there are smooth, pointwise nonsingular matrix functions ; such that (omitting arguments) E = E ;Ã = A 0 E _ : From the rst relation, we deduce if we partition ; according to (17) . With this, we obtain for the last three block rows of the second relation In terms of the matrix , we therefore have In the last step, 2 was chosen to be the solution of the initial value problem _ 2 = A 22 2 ; (t 0 ) = I;
which is nonsingular at every point t 2 [t; t]. Recalling Remarks 1 and 2, which say that for the Examples 1 and 2 (consisting of a Kronecker pair L 0 8 M 1 and of a nilpotent block N 2 respectively), we have as triple (r; a; s) = (1; 0; 1) in both cases, it follows that (17) is not sucient for the discussion of (1) with respect to the questions posed in the beginning. In particular, we must expect that the matrix functions A ij (t) in (17) contain important information concerning these questions.
Writing down the system of dierential{algebraic equations that belongs to (17), we get (a) _ x 1 (t) = A 12 (t)x 2 (t) + A 14 (t)x 4 (t) + A 15 (t) 
for which we again compute characteristic values r; a; s; d; u. The above procedure therefore leads to an inductive denition of a sequence of pairs of matrix functions (E i (t); A i (t)); i 2 0 , where (E 0 (t); A 0 (t)) = (E(t); A(t)) and (E i+1 (t); A i+1 (t)) is derived from (E i (t); A i (t)) by bringing it into the form (17) and passing then to (19). Here we must assume (15) for every occuring pair of matrices. Connected with this sequence, we then have sequences r i ; a i ; s i ; d i ; u i ; i 2 0 of nonnegative integers.
The next theorem shows that these sequences are characteristic for the given pair (E(t); A(t)), that is, that they do not depend on the specic way they are obtained. throughout the rest of this paper. Note that for analytical E; A this is violated only at a nite number of points (see e.g. [2] or [6] ). Points violating these conditions must be treated separately whether in the context of the subsequent discussion or by dierent techniques. But this would be beyond the scope of this paper. Because of (15), we make now use of the following property (see e.g. [16, 18] . Using now the equivalence relation (10) on the pair (E(t); A(t)), the rst question is, whether under the assumption (15) there is an equivalent pair which according to (14) reects this property. From the restriction of to _ one expects a more complex answer to this question.
Theorem Let E; A in (1) be su ciently smooth and let (1 ) 
Proof. Using Lemma 8, we have (omitting the argument t and using the word \new" on top of the equivalence operator to mark that we have changed the t] ! f0; : : : ; ng. Without any further restrictions, we are in particular faced with problems of the following kind. Example 3 Let n = 1 and t _ x 1 = f 1 (t). Then a(t) 0, s(t) 0 but r(t) has a jump at the origin from 1 to 0. Necessary for solvability is f 1 (0) = 0. Now let n = 1 and 0 = tx 1 + f 1 (t). In this case r(t) 0, s(t) 0 but a(t) has a jump at the origin from 1 to 0. Necessary for solvability is again f 1 (0) = 0. Finally let n = 2 and _ x 1 = f 1 (t), 0 = tx 1 + f 2 (t). Here r(t) 1, a(t) 0 but s(t) has a jump at the origin from 1 to 0. It follows that f 2 must satisfy f 2 (t) = 0tx 1 (t) where x 1 is continuously dierentiable. So we have as necessary condition for solvability that f 2 is continuously dierentiable and f 2 (0) = 0 where the requirement for more smoothness of the inhomogeneity seems to be induced by the nonzero strangeness.
To exclude phenomena like the above interior point conditions, we assume r(t) r; a(t) a; s(t) s
where we used 3 1 E 1 = 0, this also holds for 1 . Moreover, with the same technique, the invariance of a and s and therefore also of d and u follows immediately.
For the derivation of the canonical form (14), we take a basis 0 of range E and a basis 0 of range ( 3 A ). Note that the block matrices ( 0 ; ); ( 0 ; ); ( 0 ; ) are then nonsingular so that we obtain the following sequence of equivalent () matrix pairs : which at last leads to (14) by a similar third transformation step. emar 2 Since the equivalence relation (4) is included in (11), we can rst transform to Kronecker canonical form and then treat the single blocks separately. Note that since (11) only applies for quadratic matrices, we must treat the bidiagonal blocks in pairs, which is possible, since in (5) for quadratic matrices we have = q . In the following, we denote the i{th canonical basis vector of length n by e 
Standard rules for dierentiation show that this is indeed an equivalence relation. emar 1 Examples 1 and 2 are obtained by non{constant transformations applied to dierential{algebraic equations with constant coecients, where the underlying matrix pencil is singular in the rst case and regular with index k = 2 in the second case.
It is obvious that the above problems occur because (4) is not a proper local version of (10). But one would like to have local quantities, i.e. characteristic values of (E(t); A(t)) for xed t 2 [t; t], at hand which also give information on the global problem.
Taking into account that at a xed point t 2 [t; t] we can choose (t) and _ (t) independently (see [10]), we modify (4) in the following way: Again, it is clear that this is an equivalence relation. Note, however, that (11) cannot be applied to the dierential{algebraic equation (1) because it would transform x and _ x independently. Therefore, we cannot expect existence and uniqueness results on the basis of (11). Nevertheless, it will be helpful for a better understanding of (10).
Since we get (4) back as special case for = 0, we can expect a simpler set of characterizing quantities and a simpler canonical form compared with the Kronecker canonical form. With the notion that a matrix is basis of a vector space if this is valid for the set of its column vectors, we get the following result. 
