Intuitively, given that a document is about a particular topic, it would be expected that certain words would appear in the document more or less frequently. A document typically is concerned with multiple topics in different proportions thus, in a document that is 10% about "A" and 90% about "B", there would probably be about 9 times more "B" words than "A" Topic models are also described as probabilistic topic models, which refers to statistical algorithms used for the discovery of latent semantic structure in an extensive body of text. In this age of information, understanding large collections of unstructured bodies of text is simply beyond an individual's processing capacity due to the amount of written material encountered each day. Topic models can help to organize written material and offer insight. Originally developed as a text-mining tool, topic models have been used to detect "instructive" structure in data such as genetic information, images, and networks. They also have applications in other fields such as bioinformatics [1] .
Topic modeling is a type of big data analysis methodology for discovering abstract topics that repeatedly occur in a collection of documents. When writing an article, an author has a specific keyword in mind, this keyword is repeated throughout the article. The collection of keywords is modeled as a finite mixture over an underlying set of topic probabilities, and then a latent topic in a specific document is returned [2] . 
