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Abstract
In this thesis, the ultrafast dynamics of conduction band electrons in semi-
conductors are investigated by nonlinear terahertz (THz) spectroscopy. In
particular, n-doped gallium arsenide samples with doping concentrations in
the range of 1016 cm−3 to 1017 cm−3 are studied. A novel source for the
generation of intense THz radiation is developed which yields single-cycle
THz transients with field amplitudes of more then 400 kV/cm. The THz
source uses ultrashort optical laser pulses provided by a Ti:sapphire oscilla-
tor. In addition, a two-color THz-pump mid-infrared-probe setup is imple-
mented, which allows for two-dimensional time-resolved experiments in the
far-infrared wavelength range.
Field ionization of neutral shallow donors in gallium arsenide with intense,
ultrashort THz pulses and subsequent coherent radiative recombination of
electrons to impurity ground states is observed at room temperature. The
superradiant decay of the nonlinear polarization results in the emission of
a coherent signal with picosecond lifetimes. Such nonlinear signals, which
exhibit a lifetime ten times longer than in the linear regime are observed for
the first time. At low temperatures and THz field strengths below 5 kV/cm,
Rabi flopping on shallow donor transitions is demonstrated.
For the first time, the polar electron-LO phonon interaction is directly
measured in the quantum kinetic transport regime. Quasi-instantaneous ac-
celeration of conduction band electrons in the polar gallium arsenide lattice
by the electric field of intense THz pulses and subsequent probing of the
mid-infrared transmission reveals a modulation of the transmission along the
THz-mid-infrared delay coordinate with the frequency of the LO phonon.
These modulations directly display the relative phase between the electron
motion and its surrounding virtual phonon cloud. Quantum kinetic model
calculations fully account for the observed phenomena.
Keywords:
ultrafast spectroscopy, THz generation, gallium arsenide, Quantum kinetic
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Zusammenfassung
In dieser Arbeit wird die ultraschnelle Dynamik von Leitungsbandelektronen
in Halbleitermaterialien mit Hilfe nichtlinearer Terahertz-Spektroskopie er-
forscht. Insbesondere wird n-dotiertes Galliumarsenid bei mittleren Dotier-
dichten zwischen 1016 cm−3 und 1017 cm−3 untersucht. Für die Erzeugung
intensiever THz Strahlung wurde eine neuartige Quelle entwickelt, die THz
Transienten mit nur einer Oszillationsperiode und maximalen Feldamplituden
von mehr als 400 kV/cm liefert. Diese THz-Quelle benutzt ultrakurze optische
Laserpulse aus einem Ti:Saphir Oszillator. Zusätzlich wurde ein neuartiger
zwei-Farben Anrege-Abtast Experimentierplatz aufgebaut, der zweidimen-
sionale, zeitaufgelöste Messungen im mittleren und fernen Infrarotbereich
ermöglicht.
Feldionisation flacher, neutraler Störstellen im Galliumarsenid-Gitter mit-
tels intensiver, ultrakurzer THz Impulse und die anschliessende kohärente,
strahlende Rekombination von Elektronen in die Störstellen-Grundzustände
bei Raumtemperatur wird gezeigt. Der superradiante Zerfall der nichtlinea-
ren Polarisation führt zur Abstrahlung eines kohärenten Signals mit Lebens-
dauern von über einer Pikosekunde. Solche nichtlinearen Signale, die 10-fache
Lebensdauern im Vergleich zum linearen Fall aufweisen, wurden in dieser Ar-
beit zum ersten Mal gemessen. Bei niedrigen Temperaturen und THz Feld-
stärken unter 5 kV/cm werden Rabi-Oszillationen an Übergängen in flachen
Störstellen demonstriert.
Zum ersten Mal konnte die polare Elektron-LO-Phonon Wechselwirkung
im quantenkinetischen Regime direkt gemessen werden. Die quasi-instantane
Beschleunigung von Leitungsbandelektronen im polaren Galliumarsenid-Git-
ter und die anschließende Messung der Transmission im mittleren Infrarot-
Bereich, zeigen eine Modulation der Transmission entlang der Anrege-Abtast
Verzögerung mit der Frequenz des LO Phonons. Diese Oszillation ist ein di-
rektes Maß der relativen Phase zwischen der Elektronenbewegung und der
umgebenden Phonon Wolke. Quantenkinetische Modellrechnungen reprodu-
zieren vollständig die beobachteten Effekte.
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The THz spectral range is of particular importance for semiconductor physics
since it covers a wide range of elementary excitations such as phonons, bulk
plasmons, internal and bound-continuum transitions of hydrogenic impuri-
ties and excitons as well as inter-Landau level transitions in magnetic fields.
These transitions are characterized by the high dipole moment and the low
effective carrier mass. In addition, THz spectroscopy provides insight into the
free carrier response to an external electric field. The electric field strength
applicable to a sample can be extremely high if the applied THz pulses are
short enough to prevent irreversible damage due to the induced high cur-
rent densities. For instance, an electric field of 10 kV/cm induces a current
density of more than 50 MA/cm2 at doping densities around 1017 cm−3 [1].
High-field THz spectroscopy is therefore a promising approach to study the
excitation and relaxation dynamics on low energetic transitions and free car-
rier transport in semiconductors.
Besides the theoretical interest, high electric field effects in semiconductor
devices are of growing importance in modern electronics. Since the invention
of the first transistor 60 years ago in 1948 [2], semiconductor physics has seen
a revolutionary expansion of research and technological development. The
constant progress is best expressed in Moore’s famous prediction that the
number of transistors on a microchip doubles every 18 months [3]. Moore’s
law proved correct over the past 30 years, and the transistor gate length in
conventional microchips shrunk to less than 50 nm [4]. Together with the
miniaturization comes an increase of the internal electric field strength in
modern devices and an increase in the operation frequency of up to 300 GHz
[5]. Hence, high field effects at frequencies approaching 1 THz are a growing
issue for the development in modern electronics.
Other devices operating at high internal electric THz fields are semicon-
ductor sources for THz radiation, so-called quantum cascade lasers (QCL)
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[6, 7]. These devices depend on a thorough understanding of the internal
electron propagation under high field conditions.
In this thesis the physics of free and weekly bound electrons in a semi-
conductor lattice is investigated in strong electric fields. The best method to
study the field response of the electronic system is time domain THz spec-
troscopy (TDTS) [8]. Its main advantage is the ability to fully resolve the
electric field in amplitude and phase. This allows for a complete, contactless
characterization of the material. In order to extend the research to the non-
linear regime, a novel technique for the generation of THz transients with
high field amplitudes has been applied. The developed THz source yields
ultrashort, sub single-cycle THz pulses. The following topics are studied in
this thesis:
(i) Weakly bound electrons in strong electric fields
Control of the conductivity via the insertion of donor atoms is fundamental
for the operation of semiconductor devices. These substitutional atoms mod-
ify the potential landscape in their vicinity, giving rise to bound electronic
states of the donor atoms. In this thesis, the interplay of localized and free
conduction band carriers is studied at different temperatures and different
doping concentrations.
(ii) High field electron transport in gallium arsenide at room tem-
perature
At room temperature high field electron transport in a polar lattice such
as gallium arsenide is dominated by the Coulomb interaction between the
electron and polar optical phonon modes of the crystal lattice. The electron
mobility is drastically modified when the particle reaches a kinetic energy
which corresponds to the energy of the lattice vibration. However, an ex-
perimental study in that regime is difficult due to the reststrahlen band
at the phonon resonance. In this thesis, two color THz pump MIR probe
spectroscopy is applied to investigate the electron polar optical phonon in-
teraction on ultrashort time scales. The interaction is resonant at electron
energies comparable to the energy of the LO phonon.
Outline of this thesis:
The material system investigated is n-type gallium arsenide. The basic
properties of this material and the theoretical background on electrons bound
to silicon impurities and electron transport in an electric field is discussed
in Chapter 2. The experimental methods, which make extensive use of ul-
trashort laser pulses provided by a Ti:sapphire oscillator-chirped pulse am-
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plifier laser system, are discussed in the Chapter 3 from a technical point of
view. The focus lies on the generation and detection of ultrashort pulses in
the mid-infrared and THz range. In addition, the thin-film geometry which
was used to extract the response of the measured sample is introduced and
the experimental setup is presented together with the concept of two-color
pump-probe spectroscopy. Chapters 4 and 5 present experimental studies
of electrons bound to impurity atoms in an intense THz field. Strong THz
transients with field strength above the impurity ionization threshold are
applied to a n-doped gallium arsenide sample in Chapter 4. The coher-
ent sample response after the excitation pulse is detected and compared to
model calculations of a single particle model. In the experiments described
in Chapter 5, weak THz pulses are applied, where the amplitude is subse-
quently increased to field strength close to and slightly above the theoretical
ionization field strength. In this experiment, the coherent interaction of the
sample with the pump pulse is observed and modeled. In Chapter 6, a high
field electron transport study is presented which uses THz pump MIR probe
spectroscopy. This technique allows to study the electron mobility at kinetic
energies comparable to the energy of the optical phonon in gallium arsenide.
The experimental data are compared to quantum kinetic model calculations.
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Chapter 2
THz field response of n-type
gallium arsenide
This chapter gives a summary of the basic properties of gallium arsenide with
a special focus on the THz response. After a general overview, n-doping in
gallium arsenide is discussed in some detail in the first part of this chapter.
The second part deals with the transport properties of free conduction
band electrons in externally applied electric fields.
2.1 General properties of gallium arsenide
2.1.1 Band structure
Gallium arsenide is a III-V semiconductor compound with a zinc-blende crys-
tal structure and a lattice constant al=0.56 nm. The gallium arsenide unit
cell is depicted in Figure 2.1 (a) and the band structure is shown in Fig-
ure 2.1 (b). The direct, dipole allowed band gap lies in the Γ-valley in the
zone center. The separation between the conduction band minimum and the
valence band maximum is 1.42 eV [10] at room temperature. At the Γ-point,
the valence band is four fold degenerate and splits into a light-hole and a
heavy-hole band for higher wavevectors. The degeneracy in the zone center
is lifted by stress or quantum confinement, e.g., in quantum wells [11]. A
split-off band lies 0.34 eV below the valence band maximum.
The conduction band is spherically symmetric at the zone center. The
parabolic approximation in the Γ-valley yields a band dispersion which is
described by a scalar effective mass meff=0.067 me, where me is the free
electron mass. Other local conduction band minima (L-, X- valley) are found
at high symmetry points at the zone boundary.
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Figure 2.1: Crystal structure of gallium arsenide: (a) Unit cell (b) electronic band
structure [9].
2.1.2 Phonon spectrum
The phonon spectrum of gallium arsenide is shown in Figure 2.2 [12]. It con-
sists of three optical and three acoustic modes. The energy at the Γ-point is
33.25 meV for the transversal optical mode and 36.14 meV for the longitu-
dinal optical mode at room temperature. At liquid helium temperature, the
energies are 33.88 meV and 36.86 meV, respectively.
2.1.3 Doping and shallow impurities
Doping is an essential technique for semiconductor electronic devices because
it controls the material’s conductivity. The insertion of donor atoms in the
lattice of a semiconductor leads to localized hydrogenic states below the
conduction band edge, which play an important role in the system response
to a THz field. The doping atoms are also referred to as impurities.
Hydrogenic donors in gallium arsenide
A section of a gallium arsenide crystal doped with silicon is shown in Fig-
ure 2.3. In an undoped gallium arsenide lattice three valence electrons from
the gallium atoms and five valence electrons from the arsenic atoms form
the valence band of the crystal, which is entirely filled. By n-doping the
material, a silicon atom having four valence electrons, substitutes a gallium
7






Figure 2.3: Si donor ion (green) replacing a neutral Ga atom (red) thus providing
a free electron to the lattice. The As atoms are depicted in blue.
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(a) (b)
Figure 2.4: (a) Attractive potential of the silicon donor. Bound states exist for
low energetic carriers. The continuum states lie in the conduction band. (b) Band
structure of a doped gallium arsenide crystal within the effective mass approxima-
tion. Bound localized donor states (n=1, n=2 in (a)) lead to discrete states below
the conduction band edge.
atom. Hence, the additional valence electron of the silicon atom populates
conduction band states of the crystal.
An exact calculation of the screened silicon potential is very complicated
as it contains many-body interactions between the valence electrons of the
host and the silicon electrons. However, a reasonable approximation for the
potential is to assume the positive charge of the donor to be screened by the
dielectric constant of the host crystal [13]. The approximation is valid in the
case that the Coulomb potential V (r) is spread over a large area, i.e., r  al.
The Coulomb potential of the donor then reads:




with ε0 and εGaAs being the free space and gallium arsenide dielectric constant
and e is the elementary charge of the electron, respectively. Insertion of the
potential (2.1) in the Hamiltonian describing an electron propagating in a
crystal lattice in the Born-Oppenheim approximation yields the Schrödinger
equation for the hydrogenic impurity:− ~p 22meff + e
2
4πε0εGaAs|r|
φ(r) = Eφ(r). (2.2)
φ(r) denote the envelope function of the conduction band electron and ~p is
the electron momentum, respectively.
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Equation (2.2) resembles the Hamiltonian of an isolated hydrogen atom,
except for the parameters meff and εGaAs. It can be solved analytically and















where h̄ = h/2π denotes the normalized Planck’s constant. The extent of






Figure 2.4 (a) depicts the donor potential in real space and Figure 2.4 (b)
sketches the band structure of a doped semiconductor. The bound electronic
states below the conduction band edge are marked in analogy to the hydrogen
atom 1S, 2P,... The large extension of these states in momentum space
correspond to confined, localized states in real space. For Si-doped gallium
arsenide with εGaAs = 12.6 one finds a donor binding energy of R
′
y ≈6 meV
and an effective Bohr radius of aB ≈10 nm.
Semiconductor statistics
The relative density of ionized donors depends on the doping concentration
and on the lattice temperature, i.e., the thermal energy [14]. The density
of ionized donors, which corresponds to the density of free carriers in the


























with the donor binding energy ∆ED and kB denoting the Boltzmann factor.
A derivation of equation (2.5) is found in [15]. Figure 2.5 shows the relative
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Figure 2.5: Relative density of free carriers over temperature for Nd=1016 cm−3
(green), Nd=1017 cm−3 (red) and Nd=1018 cm−3 (black) in an n-doped gallium
arsenide lattice.
density of ionized impurities in silicon doped gallium arsenide over the tem-
perature for three different doping concentrations Nd=1016 cm−3, 1017 cm−3
and 1018 cm−3 (green, red and blue, respectively) as calculated from equa-
tion (2.5). Because only unbound carriers can participate in charge transport,
even doped semiconductors can become isolating at very low temperatures
(N/Nd ≈ 0). On the other hand, even at room temperature, which corre-
sponds to a thermal energy of approximately 26 meV not all donor atoms are
ionized (N/Nd<1). The higher the doping concentration, the higher is the
remaining population in the impurity ground states at a given temperature.
Impurity conduction and impurity bands
The electronic wavefunction in the donor ground state is significantly larger
than the lattice constant. At intermediate and high doping concentrations,
where the donor Bohr radius aB is on the same order as the inter-impurity dis-
tance ∆imp, the probability for an impurity ground state electron to stretch
over neighboring impurities can become important. It can be shown that
a screened Thomas-Fermi potential has bound states for screening length
ks<1.19/aB [16, 17]. A simple cubic lattice would be isolating, if ∆imp>2.28 aB.

















Figure 2.6: Miniband dispersion (solid lines) in a semiconductor superlattice cal-
culated with the Kroenig-Penny model. The dashed lines show the energy of the
ground state and the first excited state of an isolated quantum well of the same
width. The potential of the superlattice is depicted in the inset.
are rare. A sharp MIT was observed in p-doped silicon. The conductivity
increased by more than 103 for a variation of the carrier concentration nc
of less than 1% [18]. The critical density observed was 3.74×1018 cm−3. A
similar value was found in [19].
An interesting aspect of carrier delocalization and the formation of im-
purity bands is whether or not this would influence the transition energies
between the impurity states. A simple one-dimensional model for a quick in-
vestigation is the Kroenig-Penney model found in many quantum mechanics
textbooks [20]. It describes the miniband formation in coupled rectangular
potentials similar to a semiconductor superlattice. The potential is depicted
in the inset of Figure 2.6. The subband dispersion can be calculated with
the following expression [21]:
En(~k) = En +
∆n





Here, ∆n, d, kz and kx,y denote the energetic width of the miniband, the
barrier thickness and the wavevector in the confined and unconfined direction,
respectively.
Figure 2.6 shows the calculated miniband dispersion for the two lowest
minibands (solid lines) in the kz-direction compared to the energy levels of an
isolated quantum well (dashed lines) of the same size. The transition energy
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increases for low ~k-vectors, i.e., in the zone center and decreases below the
value of the isolated potential at the zone boundary. If the miniband is
completely filled, one observes a broad absorption spectrum because optical
transitions occur over the whole superlattice Brillouin zone. However, if the
miniband is only half filled, the optical absorption spectrum is blueshifted
compared to an isolated quantum well [22].
The impurity absorption spectra in doped semiconductors hence depend
on the doping concentration. Since the impurities are randomly distributed
in the crystal lattice, a delocalization of the ground state wavefunction over
more than one impurity can occur even at rather low doping concentrations.
This would be the case if the local inter-impurity distance is below the aver-
age. At the same time the disordered potential also counteracts a complete
delocalization into impurity bands since a periodicity in the impurity distri-
bution is not given over a larger area. Hence, the electron wavefunction is
localized only over neighboring impurities even at higher doping concentra-
tions. This effect is called Anderson localization [23].
2.1.4 Coherent interaction of THz pulses in gallium
arsenide
Impurity systems are characterized by electronic transitions in the impurity
potentials. In the following section, the coherent interaction of THz light
with electrons bound to impurity atoms is described. The coherent regime
during and immediately after the exciting pulse is characterized by a macro-
scopic polarization with a definite phase relative to the excitation. This
macroscopic polarization determines the linear and nonlinear response of the
system. Several coherent spectroscopy techniques have been developed in
the last decades [24]. The coherent regime is interesting because it exhibits
some of the most fundamental quantum mechanical processes like interfer-
ence and superposition phenomena. In addition it allows the study of various
scattering processes, which are responsible for the loss of coherence and the
extraction of scattering rates in semiconductors.
Density matrix of an ensemble of independent two-level systems
The impurity system can be modeled approximately as an ensemble of inde-
pendent two-level systems. The lower and upper states correspond to the 1S
and 2P states of the impurity system, respectively. Neglecting other states is
reasonable because the 1S→2P transition has the highest electric dipole mo-
ment in the impurity transition spectrum. The interaction of the ensemble
of two level systems with an incident THz pulse is described by the density
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matrix [20]. The diagonal elements of the density matrix %ii (i=1,2) denote
the occupation probability of the two energy eigenstates and the off-diagonal
elements %ij (i,j=1,2;i6=j) represent the coherence of the population between
the upper and lower state, respectively. The density matrix does not yield
the quantum mechanical state of the ensemble but gives certain information
in terms of occupation probabilities and coherence in the system. In an en-
semble of two level systems, the elements of the density matrix fulfill the
relations:
%12 =%∗21,
%11 + %22 =1,










The Hamiltonian is composed of a term H0 which describes the system in
absence of an electric field, and of the interaction term H′=−~d · ~E(t), where ~d
is the electric dipole matrix which has the form: d11 = d22 = 0 and d12 = d21.
The time evolution of the non-diagonal elements of the density matrix, which






















where the time constants T1 and T2 are phenomenological population relax-
ation and dephasing time constants, which result from the interaction of the
ensemble with the surrounding reservoir. The system of coupled partial dif-
ferential equations (2.10) and (2.11) is called the Optical Bloch Equations
(OBEs).
Bloch vector representation









Figure 2.7: Bloch vector of an atomic ensemble in (a) ground state, (b) maximum
polarization and coupling to the driving field and (c) maximum polarization but
no coupling to the driving field.
It allows the representation of the population and polarization state of an
ensemble of two level systems in a sphere. The vector component r3 is of
particular interest, as it depicts the population in the lower and upper level.
An example is given in Figure 2.7 (a), which shows an ensemble in the ground
state. Here r3 = −1 and all polarization components are zero. In the case
that the coherence in the ensemble is maximal, the Bloch vector will always
rotate on the surface of the sphere, i.e., | ~r |=1. Less coherence manifests in
a Bloch vector which satisfies | ~r |<1. An important variable is the rotation
frequency Ω around the r1 axis. It is called the Rabi frequency and describes
an oscillation of the population between the lower and the upper state. The





The polarization in the ensemble is maximal if the Bloch vector rotates on
the surface of the sphere in the r1-r2-plane. This situation is depicted in
Figure 2.7, vectors (b) and (c). The expectation value of the microscopic
polarization is also obtained from the density matrix
〈~d〉 = Tr(%~d) = ~d(%12 + %21) (2.13)
and the macroscopic polarization is obtained by summation over the n indi-
vidual two-level systems. That is:
P = n〈~d〉. (2.14)
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 nd = 8x10
12 cm-3
(b)
Figure 2.8: (a) Photoluminescence spectrum of impact-ionized n-type gallium ar-
senide (Nd = 2.5×1014 cm−3) at a lattice temperature of 4.2 K taken from reference
[37]. The PL peak corresponds to the 2P→1S transition, the high-energetic com-
ponents result from recombination between continuum states and ground states.
(b) Photocurrent measurement of a GaAs sample with a doping concentration of
Nd = 8× 1012 cm−3 at T=4.2 K taken from reference [32].
THz spectroscopy of shallow donors
The physics of impurity transitions in semiconductors gained broader in-
terest in the 1940’s when scientists searched for possible detectors for long
wavelength radiation [13, 27]. Theoretical works predicted a hydrogen-like
absorption spectrum from shallow donors and acceptors [28, 29, 30], which
makes them an interesting model for atomic systems [31]. Experimentally,
isolated impurities were studied via photocurrent (PC) [32, 33, 34] and pho-
toluminescence (PL) [35, 36, 37] measurements. PC measurements exploit
the fact that carriers in the impurity ground state do not contribute to charge
transport. The measured conductivity is therefore proportional to the pop-
ulation in excited impurity states. In the PL measurements the incoherent
recombination radiation from the impurities is spectrally detected [38]. Typ-
ically these experiments were done at liquid helium temperatures. A far-
infrared PL spectrum of impact-ionized donors in Cr-doped gallium arsenide
measured by Melngailis et al. [37] is shown in Figure 2.8 (a). It shows a dis-
tinct PL peak, which corresponds to the donor exited state to donor ground
state transition. In addition, a recombination band from higher impurity and
continuum states to the impurity ground state was observed. Figure 2.8 (b)
shows a PC measurement of n-doped gallium arsenide with an even lower
doping concentration of Nd = 8 × 1012 cm−3. Again, a distinct peak cor-
responding to an impurity ground state to excited state transition and a
16
broader band corresponding to continuum transitions was observed.
Nonlinear spectroscopy on shallow donor transitions
In nonlinear spectroscopy experiments, the splitting of the impurity states in
a magnetic field was used to tune the transition energy to a coherent radiation
source ([39, 40] and references therein). By changing the resonance condi-
tions, a significant modification of the excited state lifetime was observed
[41]. The lifetime changes from around 10 ns in resonance to approximately
500 ns under off-resonance conditions, a precondition for lasing in a shallow
impurity system. The saturation intensities of the 1s→2p-transition were
shown to increase with decreasing magnetic field, i.e., for lower resonance
frequencies [42].
The magneto-impurity effect was also utilized to measure the free induc-
tion decay of the donor ground-to-excited state transition in PC experiments
[43]. For resonant excitation, a coherent excited state population was trace-
able up to 50 ps after excitation, compared to 5 ps for off-resonant excitation.
Coherent manipulation of the excited state population and Rabi oscillations
on donor transitions have been demonstrated [44, 45, 46], which suggest
shallow impurities as model systems for quantum information processing.
Recently, an optical method for the direct readout of the donor ground state
population was proposed [47], which exploits the high scattering contrast
between electrons in the donor ground and excited states with excitons.
Far-infrared lasing was observed on transitions between Landau levels of
the light-hole and heavy-hole valence band in p-type germanium in crossed
electric and magnetic fields [48, 49]. This mechanism provides narrow band
far-infrared generation which is linearly tunable by the magnetic field strength
and yields output powers of several 100 mW [50, 51]. In the last decade p-type
inter-valence band lasers were optimized to yield picosecond pulses [52, 53]
at low magnetic fields [54]. A review on p-type germanium lasers is given in
reference [55].
Electronic transitions in impurity potentials can be used to generate far-
infrared radiation via stimulated emission from excited impurity states to
the impurity ground state. The mechanism is depicted in Figure 2.9. In n-
doped material, lasing was demonstrated on transitions in donor potentials
in silicon, where a CO2-Laser was used as a pump source [56, 57]. Recently,
stimulated emission in a phonon-assisted process was observed [58], which
allows the use of THz radiation as a pump source.
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Figure 2.9: Far-infrared laser exploiting transitions in the impurity potential of a
donor in n-doped silicon. A CO2-laser is used as a pump source. Excited carriers
recombine to the impurity ground state via the emission of coherent THz radiation.
Sketch taken from reference [56].
2.2 Open questions and perspective
In the previous sections, the properties of donor atoms in gallium arsenide
were discussed. These so-called impurity systems are of great interest: doping
is essential for the properties of modern electronic devices, as it provides free
carriers for charge transport. It is also known that the donor atoms modify
the potential surface in their vicinity. These modifications lead to bound,
localized states which can be used for radiative transitions and coherent
population control, leading to new applications like THz lasers or storages
for quantum information.
The low binding energy of the donor ground state of approximately 6 meV
in gallium arsenide and the high dielectric function combined with a low ef-
fective electron mass suggest that THz pulses can interact with shallow im-
purity systems via different mechanisms. The low binding energy leads to
resonant interaction with THz radiation, thus inducing radiative transitions,
which prefers the photon character of the THz light. In contrast, the high
dielectric constant and the low effective electron mass lead to a low ioniza-
tion field strength, which emphasizes the field character of the THz pulse in
the interaction with the impurity system. While the description of the shal-
low impurity system is self-consistent in either of these two regimes, which
are selected by the experimental conditions, e.g., temperature and doping
18
concentration, the transition between the regimes is unexplored.
Here, ultrafast, highly intense THz pulses could provide new insights to
the interplay between field driven and optical excitation. Following these
ideas, such experiments are carried out in our lab for the first time. In
Chapter 4 the response of n-type doped bulk gallium arsenide to a quasi
single-cycle THz pulse with peak amplitudes of approximately 80 kV/cm
is studied, elucidating the interplay between initially bound and unbound
electronic states. In Chapter 5 the coherent interaction of ultrashort THz
transients with bound carriers is driven to a limit by constantly increasing
the THz amplitude up to the ionization of an initially neutral impurity.
2.3 Electron transport in n-type gallium ar-
senide
In this section, electron transport in n-doped gallium arsenide is discussed.
In contrast to the first part of this chapter which dealt with electrons bound
to donor atoms, here the focus lies on free conduction band electrons.
2.3.1 Quantum mechanical electron transport
A complete quantum mechanical formulation of electron transport in a semi-
conductor is a problem of enormous complexity since it includes many-body
interactions. The Hamiltonian including free conduction band electrons and


































ε, c†, c denote the electron energy and the electron creation and annihilation
operators, b† and b denote the phonon creation and annihilation operators, V
is the Coulomb scattering potential, ωLO is the frequency of the LO phonon
and k and q denote the electron and phonon wavenumber. The five terms of
the Hamiltonian denote the energy of the electrons and phonons, the electron-
electric field interaction in the electric dipole approximation, the electron-
electron interaction and the electron-phonon interaction, respectively, where












Here, ε∞, εs and Ω represent the high frequency and static dielectric constant
and a normalization volume, respectively.
Starting with the Hamiltonian in equation (2.15) the Quantum Boltz-
mann Equation can be derived [60], which is still too complex to be solved
without making significant approximations. A commonly used formalism to
study transport phenomena is the semiclassical Boltzmann equation which
neglects completely any quantum coherence and quantum kinetic effects in
transport processes [61, 60, 62]. However, despite the approximations made,
the Boltzmann transport model can accurately describe linear and nonlinear
transport phenomena on long time scales. It is described in the next section.
2.3.2 Boltzmann transport model
In the semiclassical Boltzmann transport theory, the electrons are described
by a distribution function f(~r,~k, t), which is in general a non-equilibrium
distribution function. The temporal change of f(~r,~k, t) is governed by the




















Here, ~E and ~B denote an external electric and magnetic field, respectively.
The collision term on the right hand side of equation (2.17) describes the
change of the distribution function due to collisions of the electrons at, e.g.,
phonons, impurities, dislocations and surfaces. The BTE represents a self-
consistent rate equation system for the population in various quantum me-
chanical states, i.e., an equation of motion for the electron distribution func-
tion. For a spatially homogeneous system the ~r-dependence is neglected and
f(~r,~k, t) becomes f(~k, t). Typically only an external electric field is assumed
and the magnetic field is set to zero.
The most interesting term is the collision term on the right hand side of







W (~k′ , ~k)f(~k)[1− f(~k′)]−W (~k,~k′)f(~k′)[1− f(~k)], (2.18)
where W (~k′ , ~k) denotes the scattering probability of an electron from state ~k
to ~k′ , is commonly evaluated by Fermi’s Golden Rule. It is important to note
that equation (2.18) is a serious approximation of the many-particle interac-
tion process [59, 60]. It consists in assuming an infinitely short duration of
the scattering process and neglecting any coherence between the scattering
partners. The actual time scale of a scattering event is determined by, e.g.,
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the lattice response time, i.e., the inverse phonon frequency ω−1LO. Hence,
the so-called Markov-approximation which leads to equation (2.18) is valid
for electron transport in dc and slowly varying electric fields with moderate
amplitudes, where the electron movement is slow compared to the time scale
of the scattering event [64].










where the non-equilibrium distribution function depends on the external field
strength. With the ensemble velocity one can define a linear electron mobility
〈~v( ~E)〉 = µ~E + · · · (2.21)
and a conductivity
σ = Ndeµ (2.22)
for the material. The collision term acts like a friction force against the
acceleration of the electrons in the external field. Hence, the electric field




The relaxation time approximation
The collision term in equation (2.18) is often simplified by introducing a









It describes the relaxation of a non-equilibrium distribution to thermal equi-
librium through scattering. The equilibrium distribution is characterized by









Figure 2.10: Frequency dependent conductivity of n-type and p-type GaAs com-
pared to a Drude fit (solid line) showing good agreement for frequencies up to
4 THz. Data taken from reference [67].
Here εF and T denote the the Fermi energy and the characteristic distribution
temperature, respectively. In the relaxation time approximation, τ is inde-
pendent of the structure of the non-equilibrium distribution function f(~k).
The inverse relaxation time corresponds to a mean scattering rate Γ = 1/τ .
Electron transport in time-dependent electric fields: the Drude
model
The steady-state current density~j fades out exponentially with the relaxation









In the frequency domain, this time dependance corresponds to a Lorentzian
conductivity spectrum of the form
σ(ω) = σdc
iΓ
ω + iΓ , (2.27)
Such a frequency response was predicted by Paul Drude using a ballistic
electron transport model [65] and has been experimentally confirmed at low
frequencies in doped semiconductors like n-doped silicon [66] or n- and p-
doped gallium arsenide [67]. Results of linear THz transmission experiments
on gallium arsenide are shown in Figure 2.10. The Drude fit (solid line)
matches the measured conductivity of the gallium arsenide sample very well,
showing that the Drude frequency response resulting from the relaxation time
approximation is in good agreement with the linear THz response in n-type
gallium arsenide.
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Electron transport at mid-infrared frequencies
At mid-infrared frequencies, the interaction of a medium with an exter-
nal electric field is usually treated in an optical picture instead of a trans-
port picture. For semiconductors with intermediate doping concentration
of Nd<1017 cm−3 as studied here, the frequency dependent absorption co-








where n′′(ω) denotes the imaginary part of the refractive index. A deviation
of this relation is given in appendix B.
Measurements of the mid-infrared absorption of n-type gallium arsenide
with a doping concentration between Nd ≤ 5 × 1014 cm−3 (sample 1) and
Nd = 5.4× 1018 cm−3 (sample 6) are shown in Figure 2.11 [68]. The absorp-
tion coefficient shows an ω−3-frequency dependence, which is in contrast to
the frequency dependence resulting from the Drude model.At mid-infrared
frequencies, electrons are accelerated on time scales comparable to the lattice
response time (ω/2π)−1. Therefore, the approximations of equation (2.18)
are violated and the Boltzmann transport theory makes incorrect predictions.
A more accurate description must account for the quantum kinetic nature of
the scattering process. The absorption coefficient at mid-infrared frequencies
is usually calculated in second-order perturbation theory [69, 70, 71].
Intraband relaxation via scattering
The gain in kinetic energy of the electrons in an external electric field is
transferred to the crystal lattice via scattering. Electron-electron scatter-
ing does not lead to an energy dissipation out of the electron ensemble but
only leads to a momentum redistribution. The dominant channel for en-
ergy relaxation in a material depends on the experimental conditions like the
temperature or the carrier concentration. Figure 2.12 shows the calculated
contribution to the Hall mobility of different scattering mechanisms in n-
doped gallium arsenide [72]. The Hall mobility measures the lateral electron
acceleration in a magnetic field via the voltage induced due to the charge
separation. The simulated data is compared to experimentally obtained Hall
mobilities taken from reference [73]. Figure 2.12 shows that the dominant
scattering process in n-type gallium arsenide at temperatures above 100 K
is polar scattering at optical phonons. At very low temperatures, the intra-
band relaxation is dominated by scattering at ionized impurities. Scattering
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Figure 2.11: Absorption measurement in the mid-infrared range on n-type GaAs
with a doping concentration between Nd ≤ 5×1014 cm−3 and Nd = 5.4×1018 cm−3
(sample 6). The absorption coefficient shows a ω−3-dependence. The measurement
is taken from reference [68].
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Figure 2.12: Calculated hall mobility of n-type GaAs over temperature (solid line)
[72]. Additional experimental data (dotted curve) is taken from reference [73]. The
dashed curve shows the contributions of the individual scattering processes. Above
100 K the mobility is limited by polar optical mode scattering.
at acoustic phonons via deformation potentials [74] or via the piezoelectric
interaction [75, 14] becomes relevant when the kinetic energy of the electrons
is too low to emit optical phonons. Deformation potential scattering at op-
tical phonons [76, 77] in gallium arsenide vanishes for symmetry reasons for
conduction band electrons at the Γ-point. Scattering at neutral impurities
adds the least contribution to the mobility. The calculated scattering rates
are well reproduced in the experimental data. Hence, the transport regime
studied here is dominated by polar scattering of electrons at optical phonons.
2.3.3 Nonlinear electron transport in static external
electric fields
Electrons accelerated in the electric field of an ultrashort THz pulse gain
kinetic energies comparable to the energy of the optical phonon on ultrashort
time scales. The approximation of instantaneous scattering, as done in the
Boltzmann transport model, is wrong. In addition, at high field strength, the
relation between the amplitude of the external field and the electron velocity
becomes nonlinear, i.e. Ohm’s law is not valid. In contrast a saturation of
the velocity is observed. Therefore, in this section, the limits of the BTE are
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Figure 2.13: Electric field dependence of the drift velocity [78]. For low fields, the
velocity increases linearly until it saturates and decreases with rising field strength.
This regime corresponds to a negative differential resistance. Experimental data
from reference [78] are compared to calculations from Butcher and Fawcett [79]
discussed.
High field electron transport on a long time scale
In direct bandgap materials like gallium arsenide, indium phosphite, etc., the
saturation velocity starts to decrease if the driving field strength is raised,
thus leading to a negative differential resistance (NDR). This is shown in
Figure 2.13. Note that the velocity dependence on the electric field is depicted
for a stationary situation. The effect was first proposed in [80]. It results
from scattering of electrons from the Γ-valley to the L-valley (see Figure 2.1).
Due to the smaller curvature of the conduction band in the L- and X- valley
compared to the Γ-valley, an electron in a side valley has a higher effective
mass. Therefore it has a lower mobility, which leads to a lower saturation
velocity of electrons in the L-valley. Due to the higher density of states in the
L-valley, the inter-valley scattering rate for L-valley electrons is lower than
in the inverse direction τ−1L→Γ = (2.5 ps)−1 < τ−1Γ←L < (100 fs)−1 [81, 82, 13].
For electric fields high enough to promote electrons to the side-valleys by
inter-valley scattering, the drift velocity decreases with increasing electric
field [83]. However, the dominant scattering process for electrons with small
wavevectors in the Γ-valley is polar optical mode scattering. Therefore, the
NDR based on inter-valley scattering is observed in a stationary regime on
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longer time scales, when a significant population in the L-valley is generated.
A practical application of this effect is the so-called Gunn-diode [84].
Friction force due to polar optical mode scattering
The friction force due to polar optical mode scattering can be calculated
with the BTE only for low, slowly varying external fields. This restriction
results from the Markov approximation in the calculation of the scattering
rate. Resonant electron-phonon interaction is expressed by the following
condition:
~v(~k) = ~q · ωLO, (2.29)
where ωLO and ~q denote the frequency and the wavevector of the optical
phonon, respectively.
The friction force resulting from the Boltzmann transport model in the
relaxation time approximation reads:
~Ffric = h̄~kτ(~k), (2.30)

































Here, h̄ωLO, n, εs, ε∞ and ε(~k) denote the energy of the optical phonon, the
material index of refraction, the static and the high frequency dielectric con-
stant and the kinetic energy of the electron, respectively. The friction force
~Ffric is plotted versus the electron velocity in the black line in Figure 2.14.
The velocity scale is normalized to the velocity v0=435.6 km/s, correspond-
ing to a kinetic energy similar to the energy of an optical phonon. At this
point, the friction increases in a step-like fashion and saturates at higher
electron velocities. However, if the electron moves faster than the response
time of the lattice, i.e. faster than the inverse phonon frequency, it should
experience less friction from the lattice. Hence, the Boltzmann transport
picture clearly fails at high electron velocities.
A more accurate description of the electron-lattice interaction at high
electron velocities is obtained by decomposing the Coulomb field of a classi-
cal, point-like electron into the spectral components. The resonant coupling
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to the lattice is introduced via the dielectric function of the medium [86].














The classical friction force is plotted in the red line in Figure 2.14. As ex-
pected, it decreases for higher electron velocities. However, for low velocities
the friction force becomes infinite because a slow electron couples to an in-
finitely large number of optical phonon modes.
Carrier transport on a short time scale: the quantum kinetic regime
The transport models discussed so far relied on various assumptions. The
BTE describes the electron-phonon interaction in the long-time limit, i.e. an
infinite interaction time is assumed. Hence, propagation effects on the time
scale of the interaction are neglected. On the other hand, the classical friction
force ~F classfric assumes point-like charges, which interact with an infinite number
of optical phonons. A complete quantum mechanical description must hence
account for the finite size of the electron and for the finite interaction time.
This so-called short-time limit refers to the quantum kinetic regime [87].
Characteristic quantum features like virtual transitions appear due to time-
energy uncertainty on the time scale of the experiment [88]. In addition,
the evolution of the quantum system at time t depends on its history. The
dynamics is non-Markovian [89, 90] and exhibits memory effects. Several
experimental studies of electron-phonon interaction in the quantum kinetic
regime will be briefly discussed in Section 2.4.3 [91, 92, 93, 88, 94, 95, 96].
The non-Markovian dynamics on short time scales allows for the coherent
control of electron-phonon scattering [97, 98].
Final remarks on high field electron transport
Carrier transport is difficult to characterize over a broad velocity range. The
interaction of a moving electron can be described below and above the phonon
resonance in independent models. However, both descriptions are unsatisfac-
tory the closer one approaches resonant coupling to the lattice as described
by equation (2.29). Figure 2.14 shows the dilemma: While the Boltzmann
equation diverges at high velocities (black solid line), the classical model
(red solid line) fails to describe the electron-lattice interaction for low elec-
tron velocities. The real velocity dependence of the deceleration force on the
electron must be a combination of both curves. In particular there should be
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Figure 2.14: Velocity dependent force acting on an electron propagating through
a lattice: Boltzmann model (black solid line) and the classical model (red solid
line). v0=435.6 km/s is the threshold velocity for phonon emission.
a saturation velocity from where the deceleration force decreases to higher
velocities.
Until now, experimental barriers prevented a deeper investigation of both
the linear frequency dependent mobility and the high field transport proper-
ties at the lattice resonance. In both regimes the electron-lattice interaction
seems to change fundamentally when the phonon barrier is reached. The ex-
periment presented in the second part of this thesis sheds more light on this
problem. In addition, a uniform interaction model for linear and nonlinear
electron transport is proposed.
2.4 Electron-phonon interaction
In this section, polar optical mode scattering is discussed in more details. It
is the dominant scattering process which governs the transport behavior in
the gallium arsenide lattice in the regime discussed in this thesis.
2.4.1 Polar optical mode scattering
An electron propagating through the lattice of a polar host crystal, e.g., gal-
lium arsenide, will lead to a distortion of the latter. The driving mechanism
behind the lattice deformation is the Coulomb interaction. While ions with
a positive net charge will be attracted by the negative charge of the electron,
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Figure 2.15: (a) Longitudinal optical phonon modes lead to a net space charge
density %. (b) For transversal modes, a net space charge density exists only at the
edges of the mode and vanishes for infinite TEM waves.
negatively charged ions will be repelled. The deformation corresponds to a
virtual cloud of longitudinal optical (LO) phonons. The displacement of a











i~q·~r + b†~q e−i~q·~r
)
, (2.33)
where b†~q and b~q are the creation and annihilation operators of the LO-phonon
with wave vector ~q and energy h̄ωLO. The summation stretches over ~q phonon
modes, N depicts the total number of modes andM = ((m−Ga)−1+(m+As)−1)−1












where εs and ε∞ describe the static and the high frequency dielectric constant,
respectively. In the static case, the polarization includes components from
electronic motion and movements of the ions. In the high frequency case, the
ions are too slow and ε∞ includes the electronic motion only. ∇ · ~P leads to
a space charge density which decomposes uniquely into longitudinal optical
modes as shown in Figure 2.15. The electron LO-phonon exchange energy is
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where rel denotes the spatial electron coordinate and the phonon coordinate
Q~q and its conjugate momentum P~q have the following relation to the quan-
tum mechanical creation and annihilation operators










Hel−phcorresponds to the electron-phonon interaction term of the Hamilto-
nian in equation (2.15).
2.4.2 The electron in a dressed state: Polaron
In incoherent electron-phonon interaction processes, like e.g., free-carrier ab-
sorption (FCA), a phonon interacts independently with one photon and one
electron. The lattice deformation caused by an electron in a polar crystal can
in contrast be expressed as a virtual cloud of coherent phonons. Coherent
phonons have been reported under various conditions in gallium arsenide and
other III-V semiconductor compounds [100, 101, 102, 103]. The interplay of
the phonon cloud and the electron forms a quasiparticle [104, 105], which is
called polaron [106]. The lattice deformation caused by the electron induces
a slight dip in the potential surface leading to a trapping of the electron
as shown in Figure 2.16 (a) and (b). The strength of the electron lattice












h̄/m∗ωLO. The coupling constant can be understood as a mea-
sure of the number of LO phonons surrounding the electron. It determines
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Figure 2.16: (a) Deformation of the gallium arsenide lattice due to a charged
electron. The positive As-ions (blue) are attracted and the negative Ga-ions (red)
are repelled by the electron. The electron localizes at the gravity center of the
potential dip. The ion displacement relative to the equilibrium position is strongly
exaggerated. (b) Polaron in the potential sphere. V (r, T ) describes the depth of
the potential trap and the Rd depicts the radius of the quasiparticle.
the polaron radius R, which is defined as the mean-square deviation of the




and the depth of the self-consistent potential trap V(r,T)


















In gallium arsenide one finds αep=0.067 yielding a polaron binding energy of
5 meV and a polaron radius of R=2.7 nm at T=300 K [107].
2.4.3 Experimental studies of quantum kinetic phe-
nomena
Coherent phonons in gallium arsenide
Coherent LO phonon oscillations in bulk gallium arsenide are triggered by the
space-charge field of photoexcited electron-hole pairs [101, 108]. The electric
field associated with the phonon oscillation modulates the linear susceptibil-
ity through the first order electro-optic effect. The modulation is monitored
with an optical probe pulse. Phonon dephasing times of 4 ps were extracted
for moderate excitation densities (N=1017 cm−3). At higher densities, faster
dephasing components appear. Time resolved coherent anti-stokes Raman
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(CARS) experiments identified a decay of an LO phonon into a TA phonon
and a high wavevector LO phonon at the L-point of the Brillouin zone as the
main relaxation channel for the LO phonon [109]. Coherent non-linear THz
spectroscopy on bulk material is a completely new field which is demon-
strated here for the first time. However, coherent charge oscillations have
been observed in single [110] and double quantum well structures [111] and
in semiconductor superlattices [112]. A detailed review on coherent spec-
troscopy in semiconductors and semiconductor nanostructures is found in
[24].
Collective electronic response to an external electric field
In doped gallium arsenide, an interaction of the plasmon mode of the elec-
tron ensemble with the optical modes of the lattice was observed via Raman
scattering [113]. The buildup of the plasmon after excitation with an ul-
trashort femtosecond optical pulse is investigated theoretically in reference
[114]. A four-wave mixing experiment allowing to observe the interaction of
the plasmon mode with the LO phonon is suggested in reference [115]. In
the experiments, a high carrier density is generated with an ultrashort opti-
cal pump pulse. The free induction decay shows a superimposed oscillation,
where the oscillation period is inversely proportional to the carrier density.
This reveals quantum kinetic features of the electron-phonon interaction and
the duration of the oscillation corresponds to the interaction memory time.
The buildup of a collective electronic response, i.e., a plasmon, is observed ex-
perimentally in an optical pump mid-infrared probe experiment in reference
[104]. Depending on the pump-probe delay, the complex dielectric function
is obtained with a Drude fit. While for short delay times, the mid-infrared
response shows only broad structures, a clear plasmon resonance emerges at
late delay times. The initial width of the resonance results from the time-
energy uncertainty, due to the finite interaction time of the electron gas.
Similar results have been reported on InP [116].
Electron-phonon interaction in the short-time limit
Early theoretical studies of quantum kinetic transport predict memory ef-
fects [117, 118, 119] and an oscillatory modulation of the polarization decay
[120, 121]. Experimentally, the quantum kinetic regime is difficult to access
because it requires a time resolution which is significantly higher than the
period of the lattice oscillation (≈ 115 fs in gallium arsenide). However, the
predicted modulation was observed in 1995 by L. Bányai et al. in a four-
wave-mixing (FWM) experiment in undoped bulk gallium arsenide [91]. The
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Figure 2.17: (a) Diffracted four-wave mixing signal over time delay for three
different carrier densities (from top to bottom: 1.2×1016, 1.9×1016, 6.3×1016). All
transients (solid lines) exhibit the same oscillation frequency. The curve labeled
AC is the autocorrelation of the laser pulse, the dotted curve are results from
quantum kinetic calculations [91]. (b) Spectrally resolved transmission change
∆T/T in gallium arsenide at a lattice temperature of 15 K measured for different
time delays tD (solid line). The excitation spectrum is shown as the dashed line.
After approximately one phonon oscillation period (≈115 fs) a phonon satellite
emerged below the principal transmission maximum at approximately 1.65 meV.
The broad side band at shorter times indicates non-energy conserving scattering
events [122].
authors photo-excited electron-hole pairs with a 11 fs optical pulse and ob-
served an oscillation with the frequency ωosc=(1+me/mh)ωLO independent
of the excited carrier density in the diffracted FWM signal. The oscillation
results from a beating between various LO-phonon sidebands in the polar-
ization. Results of that experiment are shown in Figure 2.17 (a).
Leitensdorfer et al. [122, 93] observed signatures of the LO-phonon in
the time dependent transmittance of a bulk gallium arsenide sample. The
authors generated electron-hole pairs by optical excitation and probed the
relaxation dynamics with a weak optical probe pulse. The excitation energy
is higher then the optical bandgap, which leads to an electron gas with high
kinetic energy in the conduction band. The temporal evolution of the trans-
mission spectra reveals the formation of the phonon sidebands as depicted in
Figure 2.17 (b). On early time scales, shorter than a LO-phonon oscillation
period, the broadening of the phonon sideband points to non-energy con-
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Figure 2.18: THz transients from GaAs [(a)-(d)] and InP [(e)-(h)] p-i-n diodes
for different bias fields E at room temperature. The data are taken from reference
[100].
serving scattering via virtual transitions as predicted in the quantum kinetic
theory. These experiments are particularly interesting because they prove the
quantum kinetic nature of the relaxation of a carrier gas with high kinetic
excess energy. While the energy is provided during the excitation process of
the electron-hole pairs, the application of an ultrashort but intense electric
field should create a similar situation.
Photogenerated electrons accelerated by strong electric fields were stud-
ied in reference [100]. Results of that experiment are shown in Figure 2.18.
The authors used GaAs (Figure 2.18 (a)-(d)) and InP (Figure 2.18 (e)-(h))
p-i-n diodes, respectively, which were biased with a strong electric field at
room temperature. After generating photocarriers with an ultrashort optical
pulse, the irradiated electric field from the sample was detected using electro-
optic sampling (see Section 3.2). The positive slope at early times results
from the acceleration of the generated carriers in the electric field. The sub-
sequent negative slope, which emerges for higher bias fields, corresponds to
a significant carrier population in the L-valley, where the charges experience
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a lower mobility. At high bias fields, electron scattering from the L-valley
to the Γ-valley becomes resonant to the LO-phonon frequency, triggering co-
herent phonons, which dominate the observed signal (Figure 2.18 (d) and
(h)). The experiment shows that under high electric fields, charge transport
is strongly coupled to coherent ionic motions. The high electric field regime
will be investigated in a new experiment presented in Chapter 6 with the
means of time resolved THz pump MIR probe spectroscopy.
Due to the non-Markovian dynamics in the quantum kinetic regime,
the carrier-phonon interaction can be subject to coherent quantum control
[123, 124]. In a FWM experiment similar to [121], Wehner et al. demon-
strated the reversion or the enhancement of a scattering event [97] by intro-
ducing a second pump pulse. Variation of the relative delay between the two
pump pulses on an attosecond time scale [125] allows for the control of the
scattering amplitude. Experiments on the II-VI semiconductors CdSe [96]
and ZnSe [95] showed nearly identical results, except that multiple phonon
scattering becomes important due to the increased electron-phonon coupling
constant αZnSe=0.43 compared to αGaAs=0.065. Studies in lower dimensional
systems have demonstrated that quantum control is feasible for independent
scattering mechanisms between a subsystem and different reservoirs [94]. Re-
cently, coherent control of scattering between electrons and acoustic phonons
in a gallium arsenide quantum well was demonstrated [98]. An extension of
the carrier-phonon quantum kinetics to spatially inhomogeneous systems is




spectroscopy in the THz and
mid-infrared range
This chapter describes the generation and characterization of tunable, in-
tense ultrashort pulses in the mid-infrared (MIR) (λ ≈ 9 µm - 30 µm) and
THz (λ ≈ 30 µm - 300 µm) range. Such pulses are widely applied in time-
resolved studies of a variety of systems, including elementary excitations in
semiconductors and semiconductor nanostructures [127], vibrational and ro-
tational molecular spectroscopy [128], imaging [129] and microscopy [130].
The study of coherent phenomena in atoms or semiconductor systems is an-
other important field of application which necessitates intense and reliable
sources of few-cycle MIR/THz radiation. In this particular wavelength range
the electric field of the radiation can be directly measured in amplitude and
phase, thus providing full information on the response of the system under
study.
In Section 3.1.1 the laser system used for the generation of the long wave-
length radiation is presented. It utilizes a Ti:sapphire oscillator, followed by
an amplification and compression stage which yields highly energetic, ultra-
short optical pulses.
Section 3.2 gives an introduction in electro-optic sampling which allows to
detect the electric field of the THz/MIR transients in amplitude and phase.
A particular emphasis is laid on the response function of the electro-optic
detector.
Section 3.3 describes the generation of MIR radiation via difference fre-
quency mixing and the generation of THz radiation via optical rectification,
as used later in the experimental chapters. In addition, a novel generation
mechanism for THz radiation is introduced, which yields almost single-cycle
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pulses with unprecedented high field amplitudes through four wave rectifica-
tion in a laser induced plasma. The ability to generate THz and MIR pulses
with high electric field amplitudes has paved the way for nonlinear optics in
the THz regime.
Section 3.4 introduces particular aspects of THz spectroscopy on samples
which are much thinner than the excitation wavelength. There, the carriers
responding to the excitation field experience a strong radiative coupling.
Finally, in section 3.5 the experimental setup used in this thesis is pre-
sented.
3.1 Optical pulse generation and shaping
3.1.1 Ti:sapphire laser system
Ultrafast spectroscopy relies on extremely short optical pulses. With the
advent of Ti:sapphire lasers, optical pulses with only a few oscillation peri-
ods of the electric field have become possible [131]. The main advantage of
Ti:sapphire as a gain medium is its large gain bandwidth of about 400 nm
between 670-1070 nm with a maximum around 800 nm [132], together with
its high damage threshold. In addition, it has a high third-order nonlin-
ear coefficient so that ultrashort pulses can be generated via passive Kerr
lens mode-locking. Today, pulses with less than 5 fs temporal length can be
generated using pulse shaping and compression techniques [133, 134, 135].
The setup employed in this thesis used a Femtolasers Ti:sapphire laser
oscillator (Femtosource Scientific Pro) together with a 9 pass chirped pulse
amplifier (CPA) system (Femtopower Compact Pro). Figure 3.1 shows a
sketch of the oscillator layout.
It is pumped by a frequency doubled Nd:YVO4 laser (Coherent Verdi 5 )
with 4 W output power at 532 nm. The oscillator generates 12 fs pulses via
passive Kerr-lens mode-locking at a repetition frequency of frep = 71 MHz
and an average output power of 400 mW which corresponds to a pulse energy
of approximately 6 nJ.
After transmission through the output coupler (OC) the beam is divided
by two beam splitters (BS). One fraction is guided over a pair of chirped
mirrors (CM) which pre-compensate dispersion of the pulse. The main frac-
tion is chirped in a glass block and then spectrally shaped in an acousto-optic
modulator (AOM). The glass stretcher reduces the peak intensity of the pulse
which otherwise could damage the Ti:sapphire crystal in the amplification
stage. The third fraction of the oscillator pulse, which is transmitted through
the second beam splitter (BS2), is detected by a photodiode (PD) and con-
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Figure 3.1: Oscillator setup as used in the experiment: The Femtosource Scien-
tific Pro oscillator (framed) yields 12 fs pulses at a repetition rate frep of 71 MHz,
its output power is 400 mW. The abbreviations in the schematic denote: chirped
mirror (CM), output coupler (OC), beam splitter (BS), photo diode (PD), Faraday
insulator (FI), glass stretcher (GS) and acousto-optic modulator (AOM), respec-
tively.
Table 3.1: Parameters of the oscillator / multipass amplifier laser system
pulse length repetition rate pulse energy average output power
Oscillator 12 fs 71 MHz 6 nJ 400 mW
Amplifier 25 fs 1 kHz 500 µJ 500 mW
verted into an electronic pulse train with the oscillator repetition frequency.
This signal is used as a synchronization trigger.
The chirped pulse amplifier is shown in Figure 3.2. Stretched pulses from
the oscillator are amplified in 9 passes through a Ti:sapphire crystal which
is pumped at 532 nm by a 15 W frequency doubled Nd:YLF laser with a
repetition rate of 1 kHz. After the fourth pass the repetition rate is reduced
to 1 kHz by a Pockels cell using polarization sensitive optics. Reducing
the repetition rate after the fourth pass reduces the amplified spontaneous
emission (ASE) per amplified pulse. After the ninth pass the amplified pulses
enter the compressor stage which uses glass prisms for chirp compensation.
The system yields very intense optical pulses shorter than 30 fs with a pulse
energy of approximately 500 µJ.
The main parameters of the laser system are listed in Table 3.1.
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Figure 3.2: Sketch of the Femtopower Compact Pro amplifier [136]: The oscilla-
tor pulses are amplified during 9 passes through the Ti:Sapphire crystal which is
pumped by a 15 W Nd:YLF laser at 532 nm. After the fourth pass the repetition
rate is reduced to 1 kHz. The compressor stage compensates for the dispersion of
the glass stretcher, reducing the pulse duration to below 30 fs. The pulse energy
of the amplified pulses is 500 µJ
3.2 Characterization of MIR and THz pulses:
Electro-optic sampling
The following section discusses the time-resolved measurement of electro-
magnetic radiation in the frequency range of 1 to 40 THz via electro-optic
sampling (EOS). In a first paragraph the measurement principle is discussed
in detail. The following paragraph focuses on the influence of the spatial
mapping of the radiation from the source to the detector, which is of par-
ticular importance for the THz range and poses a limit for the sensitivity of
the setup for the lowest frequencies. The high frequency limit is determined
by the pulse length of the optical probe pulse.
Electro-optic sampling is a powerful technique because it allows for a
measurement of the amplitude and phase of the electric field of a THz or
MIR pulse. However, full information on the field can only be gained if
the pulses to be measured are synchronized to the optical probe pulses. This
case is discussed in the following paragraph. In Appendix C an experiment is
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presented which addresses specifically the unsynchronized case. Even without
synchronization, the autocorrelation spectrum and center frequency can be
reconstructed using unsynchronized EOS. At the end of this section, the
response function of the EOS detector, which depends on the measurement
geometry and on the parameters of the electro-optic crystal is discussed.
The principle of electro-optic sampling
Electro-optic sampling exploits the second order nonlinear susceptibility χ(2)
of non centro-symmetric crystals to induce birefringence upon exposition to
an electric field. This is called the linear electro-optic (EO) effect or, after its
discoverer, the Pockels effect [137]. As a result of the induced birefringence,
an optical probe pulse suffers a change of its polarization state, which is
linear in the electric field applied on the crystal. Figure 3.3 (a) shows how
this effect can be exploited to measure MIR or THz transients.
The optical probe pulse polarization is proportional to the electric field
of the THz pulse. The polarization change is detected using a λ/4 plate, a
Wollaston prism and a pair of balanced photodiodes. Figure 3.3 (b) shows the
polarization state at each point in the setup, and Figure 3.3 (c) depicts the
sampling principle to record the time dependent THz field (see Figure 3.16).
A popular material for the purpose of EO sampling is ZnTe because the
phase velocity of the optical probe pulse matches the group velocity of the
THz pulse. This allows to accumulate the phase shift over the whole crystal
length and therefore increases the sensitivity when using thicker crystals.
However, the reststrahlen band of ZnTe between 4 THz and 8 THz [138]
prevents a measurement in this frequency range. A higher bandwidth is
obtained when using GaP crystals.
For ZnTe crystals (or, in general, crystals having zincblende structure)
the THz field polarization is parallel to the (110) direction, and the probe
pulse polarization direction is either (001) or (110). At the end of a crystal
of the thickness d this causes a phase difference Γ between the polarization




where λ is the vacuum wavelength of the probe pulse, n(λ) is the wavelength
dependent refractive index, d is the thickness of the ZnTe-crystal and r41
denotes the nonlinear coefficient. Due to the additional 90◦ phase difference
added by the λ/4 plate, the difference signal of the photodiodes is given by:
I1 − I2
I1 + I2
= sin(Γ) ≈ Γ. (3.2)
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Figure 3.3: (a) Sketch of the EO sampling setup for the measurement of a THz
transient: the electric field of the THz pulse induces birefringence in the EO crystal,
which acts on the linearly polarized optical probe pulse. The polarization change is
detected using a λ/4 plate, a Wollaston prism and a pair of balanced photodiodes.
(b) Polarization state of the probe pulse: linearly polarized before the EO crystal,
slightly elliptical after the EO crystal, elliptical after the λ/4 plate. The difference
between the horizontal and vertical components, i.e., the difference signal of the
balanced photodiodes PD1 and PD2, is proportional to the electric field of the
THz pulse. (c) Sampling principle: by delaying the THz pulse against the optical
probe pulse the THz phase is sampled. To resolve the THz pulse completely, the
duration of the probe pulse τ has to be shorter than half the period of the THz
pulse: τp ≤ T/2.
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Figure 3.4: (a) THz transient (blue line) sampled by a probe pulse (red) with a
length τp=T/2. The electro-optic signal (green) is strictly negative. (b) The same
transient sampled by a probe pulse of the length τp>T/2. The elector-optic signal
has positive and negative components. (c) Spectral sensitivity of the electro-optic
detection for different temporal lengths of the optical probe pulse. The spectral
sensitivity is almost flat up to 10 THz for a probe pulse length of τ=10 fs (black
line). In contrast, for τp=500 fs probe pulses one can only measure frequencies
below 2 THz (pink line). The light blue, red, green and dark blue lines show the
spectral sensitivity of the detector for optical probe pulse length of 20 fs, 50 fs,
100 fs and 200 fs, respectively.
3.2.1 Response function of the electro-optic sampling
detector
In the following, the frequency response of the electro-optic sampling (EOS)
detector will be discussed. Several design parameters, which enter in the
detectable bandwidth, can be influenced by the user, e.g., the length of the
optical probe pulse or by the focusing geometry. Other parameters are de-
termined by the materials used, mainly the electro-optic crystal.
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Detection bandwidth and probe pulse length
The electro-optic signal Γ is accumulated over the length of the optical probe
pulse. Therefore, the detectable bandwidth is limited by the length of the
probe pulse, as shown in Figure 3.4 (a) and (b). In 3.4 (a), the length of
the probe pulse (red) τp is exactly half the wavelength of the THz transient
(blue line): τp=T/2. This yields an electro-optic signal Γ (green), which is
strictly negative. The same transient is sampled with a longer probe pulse
in Figure 3.4 (b). There, the electro-optic signal has positive and negative
components, due to contributions from the positive and negative electric field
of the THz transient. The measured integrated signal is smaller compared
to the situation depicted in (a). Thus, the longer probe pulse measures the
THz transient with a lower sensitivity. Frequencies where the contribution
of the positive and the negative field are equal cannot be detected. As a rule
of thumb, the probe pulse should be shorter than or equal to the half of the
period of the maximum signal frequency: τp ≤T/2. This result is extracted
from the simulation shown in Figure 3.4 (c). Here, a monochromatic wave is









where ω0/2π denotes the frequency of the monochromatic wave and σ denotes
the width of the gaussian-shaped probe pulse. Θ is plotted in Figure 3.4 (c)
over the frequency ω0 for different widths σ of the probe pulse. For σ=10 fs
(black line), the amplitude spectrum is almost flat up to a frequency of
10 THz. For a growing pulse width up to σ=500 fs (pink line), the detection
bandwidth decreases to approximately 1 THz. Intermediate pulse widths are
also shown in Figure 3.4 (c).
Spatial mapping of a gaussian shaped THz pulse in a focusing ge-
ometry
Measurements of the THz pulse with a knife edge technique as well as mea-
surements of the beam profile carried out by other groups [139] suggest that
the THz beam has a gaussian spatial profile. A discussion on gaussian beams
can be found in many text books. This section follows basically [25].
The simulated setup is shown in Figure 3.5 (c). The THz pulse which is
emitted from a point source (see Section 3.3.2) is collimated by a f = 25 mm
parabolic mirror with a high F-number and then refocused by a similar mirror
on the ZnTe crystal. The short focal length leads to a tight focusing of the
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Figure 3.5: (a) Calculated temporal THz waveforms: generated pulse (black),
collimated pulse (red) and pulse focused on the EOS detector (blue). (b) Transfer
function of the setup shown in (c). (c) Setup of the simulation: The THz transient
is generated in a plasma source (see section 3.3.2), collimated by a f = 25 mm
parabolic mirror and then focused on the EO crystal by a similar parabolic mirror.
calculate the propagation of gaussian beams is described in reference [140].
It accounts for wavelength dependent beam widening and diffraction effects
of the propagating pulses. Calculated transients are shown in Figure 3.5 (a)
and the transfer function of the setup is shown in 3.5 (b). It is perfectly flat
on the high frequency side of the spectrum. The detector looses sensitivity
only for very low frequencies. This results from the increasing focal spot size
of the THz beam for longer wavelengths. At 1 THz the transmission has
dropped to 50%. Spatial mapping of the radiation is therefore only an issue
for frequencies below 1 THz.
Another geometric effect on the measured pulse shape is the Gouy phase
shift. Because it affects the carrier-envelope phase, it is most relevant for
few-cycle or single-cycle pulses. The Gouy shift is a property of any focused
wave [141] and results from the transverse confinement which is related to
the transverse momentum through the uncertainty principle [142]. A focused
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Figure 3.6: Effect of the Gouy phase shift on the pulse shape: translation of the
EO crystal along the propagation direction of 500 µm leads to a slight asymmetric
pulse shape (blue, green) of the single cycle THz pulse compared to the symmetric
pulse obtained for perfect alinement (black). The incident pulse (dotted red) is
enlarged. The inset shows the mapping geometry.
gaussian beam suffers a carrier-envelope phase shift of π/2 in the focus.
Therefore the measured pulse shape can depend on the position of the electro-
optic crystal [143, 144].
Figure 3.6 shows the effect of a misaligned EO crystal on the pulse shape.
The deviation of the central focus position was taken to be 500 µm, which
is more than the thickness of the crystal in our measurements. One observes
a slight deviation of the pulse shape compared to the pulse measured at
the optimal position. However, a transversal shift of the crystal of 500 µm
probably exaggerates the misalignment of the crystal compared to a real
measurement. Therefore a significant modification of the measured pulse
shape by the Gouy shift is not expected.
Frequency dependence of the electro-optic coefficient r41
The electro-optic coefficient is composed of an electronic and an ionic re-
sponse of the material. The ionic response is governed by the resonance
of the TO phonon. The ratio between the electronic and the ionic contribu-
tion to the electro-optic coefficient is expressed in the Faust-Henry coefficient
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Table 3.2: Parameters for the calculation of the transfer function of a ZnTe electro
optic detector
ωTO/(THz) ωLO/(THz) γ/(THz) ε∞ C ng @ 835 nm
ZnTe 5.306 6.176 0.09 6.7 -0.07 3.224










re is the purely electronic contribution to the nonlinearity, C is the Faust-
Henry coefficient, ωTO is the frequency of the TO phonon and γ is the TO
phonon damping constant. The values of these parameters are listed in Ta-
ble 3.2. C is negligibly small for ZnTe. Therefore the frequency dependence
of r41 is very small. However, this does not apply for other materials com-
monly used for electro-optic sampling, e.g., GaP.
THz-probe pulse interaction in the electro-optic crystal
The modulation of the probe pulse by the THz field in the electro-optic
crystal depends on the phase matching between the phase velocity of the








Typically this condition holds only for one particular frequency and intro-
duces a frequency dependent detection sensitivity. In addition the probe
pulse modulation is also influenced by reflections at the crystal facets and
absorption inside the crystal. These effects alter the measured THz or mid-
infrared pulse form. Such deformations are expressed in a transfer function
G(ω), which yields the measured signal of an spectrally infinite broad inci-
dent pulse.
The complex refractive index of ZnTe is obtained through a harmonic
oscillator model:
n(ω) =
√√√√[1 + ω2LO − ω2TO
ω2LO − ω2 − iγω
]
ε∞. (3.6)
With equation (3.6), one obtains a phase matching frequency in ZnTe of
ωpm/2π=3.1 THz. For lower frequencies, n(ω) is almost flat and the phase
mismatch is very low. Hence, the interaction length between the THz and
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optical pulse can be increased by using thicker crystals, which leads to a
higher sensitivity in the THz range.
Reflection, absorption and the velocity mismatch are accounted for in the
following transfer function [147]:
G(ω) = 2(n(ω) + 1)δ(ω)
∫ δ(ω)
0




δ(ω) = ngr − n(ω)
c
d. (3.8)
ngr=vgrc−1 denotes the optical group index, n(ω) is the THz or MIR phase
index, d is the crystal thickness and c denotes the vacuum velocity of light.
The parameters of G(ω) for ZnTe are listed in Table 3.2.
Transfer function of electro-optic sampling in ZnTe
The transfer function of electro-optic sampling in ZnTe is obtained by com-
bining the results of the previous paragraphs:
R(ω) = G(ω)× r41(ω). (3.9)
It is plotted in Figure 3.7. The transfer function depends strongly on the
thickness of the electro-optic crystal. For thin crystals (dZnTe=10 µm) the
transfer function is almost flat over the whole frequency range, except at
the phonon resonance (black solid line). Below the phonon resonance, the
sensitivity can be increased by using thicker crystals (red solid line). How-
ever, in the mid-infrared range the transfer function calculated with equa-
tion (3.7) shows deep spectral fringes which appear above the phonon reso-
nance. These features result from the assumption that the measured pulse
propagates collinearly with the probe pulse through the electro-optic crystal.
In consequence, the time integral in equation (3.7) stretches over a rectangu-
lar window, which is determined by the propagation time in the crystal. In




resulting in the spectral fringes. These structures are an artefact of the
transfer function and do not appear in the measurement. For short crystals
these artifacts are negligible, because they occur at much higher frequencies.
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 dZnTe = 400 m
 dZnTe = 400 m - corrected
Figure 3.7: Transfer function of the electro-optic detector. It is flat except at the
phonon resonance for a thickness dZnTe=10 µm of the ZnTe electro-optic crystal
(black solid line). The THz sensitivity is increased for thicker crystals (red solid
line) but shows spectral features due to the focal mismatch between the THz pulse
and the optical probe pulse. A corrected transfer function is shown in the blue
dashed line.
However, they become important if an MIR pulse is measured with a thick
electro-optic crystal.
A realistic propagation path in a thick electro-optic crystal is depicted
in Figure 3.8. Assuming a smooth interaction window, e.g., similar to the
gray area, leads to a plane frequency response in the mid-infrared region
as shown in the blue dotted line in Figure 3.7. Equation (3.7) must be
modified in order to avoid the spurious spectral features by introducing a
window function which smoothes the edges of the interaction region. This is
achieved by introducing an effective crystal length. In a first step the time
integral of equation (3.7) is converted into an integral over the real space








(ng−n(ω)) = G(d). (3.11)
The window function introduced is e−z/z0 , where z0 is the effective crystal
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Figure 3.8: Calculation artefact due to the assumption of a parallel propagation
if the THz pulse and the probe pulse in the focus. The assumption leads to a rect-
angular interaction region (dotted rectangle) which translates into the observed
resonance features. The tight focusing in the experiment leads to a beam widen-
ing at the at the edges of the ZnTe crystal. The interaction region is therefore
smoothed (gray area).
length. It was set to a quarter of the real crystal length, i.e., z0=d/4. Equa-








Figure 3.7 shows that a 10 µm thick ZnTe crystal is an ideal detector for
the simultaneous measurement of THz and mid-infrared radiation due to
its flat frequency response. In particular, the calibration to absolute field
strengths can be performed at mid-infrared frequencies and assigned to the
THz range. A reliable calibration in the THz range is more difficult due to
the lack of reasonable detectors for THz radiation. For measurements in the
THz range, thicker electro-optic crystals can be used since they provide a
higher sensitivity of the detector.
Experimentally a sensitivity of 1 kV/cm was found in a single-shot mea-
surement (see Appendix C) for the setup utilized in this thesis. The signal-
to-noise ratio (SNR) can be increased by averaging over consecutive probe
pulses: SNR ∝ √navg, where navg is the averaging number. The single shot
SNR is limited by the shot noise of the optical probe pulses. However, in the
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presented setup the probe pulse energy can not be increased any further due
to white light generation in the ZnTe crystal.
The above considerations show that electro-optic sampling is the ideal
detection scheme for experiments in the MIR and THz regime. It is able to
detect radiation in the range between 300 µm (1 THz) to 9 µm (33 THz)
or less, depending on the duration of the optical probe pulse. At the same
time it is rather insensitive to changes in the beam path geometry, except
for extreme situations where the focusing is extremely tight and the pulses
are extremely short. The sensitivity can be increased for the THz pulses by
utilizing thick electro-optic crystals for the detection, a measure which does
not affect the MIR sensitivity.
Currently extensive research is done in order to find alternative electro-
optic detection materials in order to increase the detector bandwidth. An
interesting approach is followed by Dai et al. [148], who use a laser-generated
plasma for that purpose, thus avoiding perturbing phonon modes. Exper-
imentally the approach of Dai et al. requires additional effort, because a
second intense optical pump pulse is necessary for plasma generation. The
inverse process, i.e., the generation of THz radiation in laser-generated plas-
mas, is discussed in Section 3.3.2. An alternative approach is the use of
organic molecules embedded in polymers [149], where the amorphous struc-
ture should prevent disturbing phonon oscillations. However, the frequency
response of such materials still shows narrow absorption bands, even in the
range between 1 THz and 5 THz. In addition, the detection sensitivity is
lower than that of the standard electro-optic materials like ZnTe and GaP
[150].
3.3 Pulse generation at THz and mid-infrared
frequencies
3.3.1 Nonlinear optics and frequency mixing
The polarization induced in a medium by an incident electric field can be
expanded in a Taylor series, which includes the nonlinear components of the
susceptibility χ:
~P (t) = ε0χ(1) ~E(t)︸ ︷︷ ︸
linear
+ ε0χ(2) ~E(t)2 + ε0χ(3) ~E(t)3 + · · ·+ ε0χ(n) ~E(t)n︸ ︷︷ ︸
nonlinear
. (3.13)
In this case χ(n) is described by a tensor of the rank (n+ 1). Equation (3.13)
is useful to describe nonlinear polarizations for non-resonant electric waves
propagating through a medium.
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The second order nonlinear interaction is governed by the χ(2) component
of the χ tensor. Two superimposed waves ~E(t) = E1e−iω1t + E2e−iω2t + c.c.
propagating through a second-order nonlinear medium yield the nonlinear
polarization
~P (2)(t) =ε0χ(2)[ ~E21e−2iω1t + ~E22e−2iω2t + 2 ~E1 ~E2e−i(ω1+ω2)t
+ 2 ~E1 ~E∗2e−i(ω1−ω2)t + c.c.] + ε0χ(2)2[ ~E1 ~E∗1 + ~E2 ~E∗2 ], (3.14)
where the individual terms denote second harmonic generation (SHG), sum
frequency generation (SFG), difference frequency generation (DFG) and op-
tical rectification (OR). In order to account for energy conservation, the
relation between the participating frequency components reads:
ωout = ω1 ± ω2, (3.15)
where the subscript out indicates the generated component. Frequency con-
version is most efficient when the phase velocity of the optical pulse matches
the phase velocity of the generated frequency component, i.e., the overall
momentum of the three frequency components vanishes:
∆~k = ~k1 + ~k2 + ~kout = 0. (3.16)
Compliance to the last equation is called phase matching.
The next section deals with the generation of radiation in the mid- and
far-infrared range via difference frequency generation (DFG) and optical rec-
tification (OR).
Difference-frequency generation and optical rectification in a GaSe
crystal
Due to its broad transmission range (0.62 µm - 20 µm [151]), its high damage
threshold and its high nonlinear coefficient (54 pm/V) [152], GaSe is an ef-
fective medium for the conversion of optical wavelengths to the mid-infrared
and far-infrared range. In the optical range, GaSe is transparent for a wave-
length of 800 nm, but opaque for the second harmonic. Therefore, the SHG
and SFG components, which are also generated, are blocked. Optical pulses
provided by a Ti:sapphire oscillator multipass amplifier system working at
1 kHz repetition rate are used as pump pulses (see Table 3.1). The high spec-
tral bandwidth (≈48 nm) of the ultrashort pulses allow for the generation of
mid-infrared (MIR) pulses between 10 THz and 30 THz by phase-matched
type I difference frequency mixing [153, 154]. In this configuration two op-
tical waves with perpendicular polarization interact, yielding a p-polarized
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Figure 3.9: (a) Wavelength selective polarization rotation: The initial intensity
spectrum (left side) of the optical pulse contains two peaks at λ1 and λ2. The
MgF2-plate performs a 90◦ rotation of the polarization of the spectral components
at λ2 and conserves the polarization of the λ1 component. Spectra after propaga-
tion through the MgF2-plate (right side) for ordinary (Io) and extraordinary (Ieo)
polarizations. DFG occurs between the red spectral components. (b) DFG setup:
The vertical polarization of the incident optical pulse is split in a ordinary and
extra-ordinary component. MIR pulses with horizontal polarization are generated
through type I difference frequency mixing in the (001)-cut GaSe crystal.
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Figure 3.10: MIR pulses generated via DFG in a GaSe crystal. The generation can
be optimized via the optical pulse spectrum and phase matching in the birefringent
crystal in order to generate pulses in range from 10 THz to 30 THz.
MIR pulse (see Figure 3.9). To achieve phase matching, the crystal has to be
rotated around the x-axis, such that the optical pulse travels through the yz-
plane [155]. Depending on the rotation angle, phase matching is optimized
for different MIR frequencies [154]. A MgF2-plate is used to ensure per-
pendicular polarization of the spectral components which are involved in the
DFG process, as shown in Figure 3.9. The difference of the index of refraction
in the ordinary direction no and in the extra-ordinary direction neo of MgF2
depends on the optical frequency and can be adjusted by tilting the MgF2-
plate against the propagation direction of the optical beam. Ideally, it acts
as a λ/2-plate on one part of the spectrum (λeo in Figure 3.9 (a)), i.e, it ro-
tates the polarization for 90◦, while conserving the polarization of the other
spectral component involved in the mixing process (λo in Figure 3.9 (a)).
However, the controlled manipulation of the polarization cannot be achieved
over the whole bandwidth of the pulse. DFG occurs between the spectra
polarized in ordinary and extra-ordinary direction. These spectral regions
are narrower than the initial pulse spectra due to the wavelength selective
polarization rotation. Figure 3.9 (b) depicts the experimental MIR gener-
ation setup. Examples of generated MIR pulses are shown in Figure 3.10.
The DFG process can be optimized by manipulating the optical pulse spec-
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Figure 3.11: THz pulse generated via optical rectification in a GaSe crystal.
Electric field amplitudes of 200 kV/cm can be easily achieved with strong ultrashort
optical pump pulses. The pulse spectrum stretches from 1 THz to 5 THz, where
the detection is screened by the TO phonon in the ZnTe electro-optic crystal.
tra with the acousto-optic modulator and by tilting the GaSe crystal against
the propagation direction of the optical beam, in order to generate radiation
at different wavelengths. In Figure 3.10, the generation of a MIR pulse at a
frequency of 25 THz (λ=12 µm) (black line) and at a frequency of 15 THz
(λ=20 µm) (red line) is demonstrated. Depending on the thickness of the
GaSe crystal, mid-infrared pulses at a wavelength of 15 µm with energies up
to 300 nJ can be generated.
The generation of THz radiation via optical rectification has been stud-
ied using a variety of nonlinear materials [156, 157, 158, 159, 160]. Here,
the setup shown in Figure 3.9 (b) was employed with slight modifications for
THz generation. The GaSe crystal was placed under vertical incidence in the
optical beam and the MgF2-plate was omitted. The mixing occurs between
spectrally narrow components, which prevents a frequency selective polar-
ization rotation. Exemplary pulses are shown in Figure 3.11. Pulse energies
of 30 nJ have been realized via optical rectification in GaSe. However, the
generated THz transients have a pulse length of almost 2 ps, which is rather
long.
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Figure 3.12: Setup for THz generation: an intense optical pulse (800 nm) is
focused in the surrounding medium, e.g., air. A BBO crystal placed in front of
the focus generates second harmonic light by type-I SHG. Due to the high laser
intensity in the focus a plasma is generated which acts as a nonlinear medium and
leads to the emission of a THz pulse in a four-wave rectification process.
3.3.2 THz pulses generated in laser-induced plasma
In the last decade, a novel THz generation mechanism emerged. It is depicted
in Figure 3.12. An intense optical pulse (800 nm) is focused through a β-
barium borate (BBO) crystal in the surrounding medium, e.g., air. In the
crystal, second harmonic light is generated via type-I SHG. The high intensity
in the focus generates a plasma which acts as a four wave rectification medium
for the fundamental and second harmonic pulses.
The first proposal of a THz source driven by intense, ultrashort optical
pulses dates back to 1990 [161]. The authors suggest that the optical pulse
focused in air lead to a net space charge, which emits a THz pulse. An
experimental demonstration followed three years later [162]. However, a
THz source as depicted in Figure 3.12 has first been demonstrated by Cook
et al. in 2000 [163]. The authors employed 65 fs pulses from a Ti:sapphire
laser system with an energy of 150 µJ at a repetition rate of 1 kHz. The
energy of the emitted THz pulse increased by a factor of 4000 compared
to a generation with only the fundamental optical frequency as suggested
by [161]. The authors suggest a χ(3) description of the generation process.
The inverse mechanism, i.e., THz induced second harmonic generation, has
been reported earlier in water and acetonitrile [164], and in silicon [165].
In reference [161] the THz generation was observed in the χ3iiii and χ3iijj
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Figure 3.13: Dependance of the THz amplitude on the distance of the BBO crystal
from the focus of a 200 mm lens (from reference [166]).
configuration. Therefore, the authors suggest that the emission originates
from a spatially isotropic medium, e.g., the plasma in the focal region.
Kress et al. showed that THz radiation in the focus is generated only for
intensities higher than the ionization threshold of the medium [166]. There-
fore, the plasma is identified as the origin of the nonlinear χ(3)-component.
However, the BBO crystal contributes to the THz emission via optical rec-
tification already below the plasma threshold. The authors also observe a
dependence of the THz amplitude on the relative phase of the fundamen-
tal and second harmonic light shown in Figure 3.13. The relative phase is
changed through a variation of the distance of the BBO crystal from the
focus, exploiting the group velocity difference between the fundamental and
the second harmonic. The observed phase dependence strongly supports a
χ(3)-process as the origin of the THz radiation.
Recently a current surge model has been proposed, which identifies a
net dc current in the plasma resulting from an asymmetric laser driving
field [167]. The authors measured the phase dependence of the THz radia-
tion similar to Figure 3.13 and deduce the relative phase of the two optical
components by an extrapolation of their data to a BBO-to-focus distance
d = 0. The resulting relative phase allows them to reconstruct the optical
field in the focus. Even though such phase dependent currents have been
observed in semiconductors [168] and semiconductor nanostructures [169],
the approach in reference [167] seems rather questionable because additional
arbitrary phase shifts due to plasma nonlinearities [170] should prevent a
reconstruction of the optical field in the focus.
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Figure 3.14: THz amplitude of the four-wave mixing signal of the fundamental
and the second harmonic in different components of the χ(3)-tensor. For symmetry
reasons the signals on the left and the right side are equal (from reference [174]).
THz generation in ionized gases, e.g., xenon [171], is still a field of active
research. A broadband THz generation and detection setup is presented
in reference [172]. The authors use ionized air as generation source and as
a detection medium. The generation of radiation via four-wave mixing in
ionized gas is extended to the mid-infrared range in referrence [173].
General properties of the plasma nonlinearity




i (t) = ε0χ
(3)
ijkl
~E2(t)j ~E1(t)k ~E1(t)l sin(ϕ), (3.17)
where ~E1(t)x denotes the electric field at the fundamental frequency of the
optical pulse, ~E2(t)x the electric field of the second harmonic and ϕ is the
relative phase between the two. Because the second harmonic component is
generated by the same optical pulse as the THz pulse, ~P (3)i (t) depends on
the fourth power of ~E1(t).
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A detailed study of the plasma nonlinearity was published in 2006 [174].
The authors measured the THz yield of a laser induced plasma source by in-
dividually controlling the fundamental and second harmonic amplitude and
polarization as well as the relative phase. The threshold behavior and the
power dependence of the THz signal confirmed previous results. In addi-
tion, different χ(3)-components were probed in different polarization config-
urations, in order to study the symmetry properties of the susceptibility
tensor. The results are shown in Figure 3.14.





However, in Figure 3.14 also the component χ(3)jiii and χ
(3)
ijii yield THz radi-
ation. In contrast the THz signal generated in the χ(3)iijj component is very
low. The plasma is therefore not spatially isotropic. The anisotropy may re-
sult from the spatial profile of the optical beam, which generates the plasma.
This, however, means that the generation conditions depend heavily on the
employed optical setup.
A simulation of the generation of THz radiation through four wave recti-
fication in a χ(3)-medium is depicted in Figure 3.15. The optical pump pulse
is composed of the 800 nm fundamental component E1(t) and a frequency
doubled 400 nm component E2(t) with a relative phase shift ϕ
E(t) = E1(t) + E2(t)eiϕ. (3.18)
The superposition signal E(t) is mixed assuming a nonlinear susceptibility
as shown in the inset in Figure 3.15 (d). The calculation was performed at
a cubic χ(3) (black line) susceptibility. In addition, a quadratic χ(2) suscep-
tibility (red line) is shown. Figure 3.15 (a) and (b) show the superposition
signal E(t) (green line) with a relative phase shift of ϕ=0 and ϕ=π/2, respec-
tively, between the fundamental (black line) and the second harmonic (red
line). The calculated nonlinear polarization P(3) is shown in Figure 3.15 (c)
for a relative phase ϕ=0 (black line), ϕ=π/4 (red line) and ϕ=π/2 (blue
line), respectively. The inset in Figure 3.15 (c) shows a detailed view on
the polarization. The corresponding spectra are shown in Figure 3.15 (d).
The maximum spectral density is obtained for a relative phase of ϕ=π/2
(blue line). A relative phase of ϕ=π/4 (red line) yields less spectral density
in the THz range and a superposition with a relative phase of ϕ=0 (black
line) does not yield any signal at THz frequencies. In contrast, mixing at
a quadratic χ(2) susceptibility would yield a phase-independent rectification
signal at THz frequencies. Hence, the observed THz generation mechanism
can be described in a χ(3)-process. A detailed study of THz generation in
laser induced plasmas is given in reference [175] and a detailed review article
is found in reference [176].
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Figure 3.15: (a) Superposition (green line) of the fundamental (black) and the
second harmonic light (red line) with a relative phase ϕ=0. (b) Superposition with
a relative phase ϕ=π/2. (c) Nonlinear polarization for different relative phases of
the superposition signal: ϕ=0 (black line), ϕ=π/4 (red line) and ϕ=π/2 (blue
line). The inset in (a)-(c) shows a detailed view. (d) THz component of the
nonlinear polarization: ϕ=0 (black line), ϕ=π/4 (red line) and ϕ=π/2 (blue line).
The insets show the nonlinear susceptibility components χ(2) (red line) and χ(3)
(black line).
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Generation of ultrashort, intense THz transients in a nitrogen
plasma
This section presents results of the generation of THz transients with unprece-
dented high electric field amplitudes [177] based on four-wave rectification in
a laser-generated nitrogen plasma. The generation scheme basically follows
Figure 3.12. The optical pulses employed were provided by the Ti:sapphire
oscillator/CPA system discussed in Section 3.1.1. The bandwidth-limited
optical pulses with a temporal length of 25 fs and a pulse energy of 500 µJ
were focused by a fused-silica lens with a focal length of 50 mm. Without
plasma generation one expects a peak intensity in the focus of 1017 W/cm2.
A 100 µm thick type-I BBO crystal is placed approximately 5 mm in front
of the focal spot for second harmonic generation. THz radiation is generated
in the plasma in the focal region through four-wave mixing. The focal length
of the lens and the distance of the BBO from the focus have been optimized
for maximum THz signal. Note that this configuration utilizes the χ(3)iijj-
component of the plasma. The entire setup was purged with dry nitrogen to
prevent spurious absorption by water molecules. Generated THz transients
and the corresponding spectra are shown in Figure 3.16 for different lengths
of the optical pump pulse.
Transients in Figure 3.16 (a) and (b) were measured in a 0.4 mm thick
ZnTe crystal, the transient shown in Figure 3.16 (c) and (d) was measured
using a 0.1 mm thick GaP crystal as electro-optic detector. The transient
shown in Figure 3.16 (c) is the strongest THz pulse reported to date with a
peak amplitude of approximately 450 kV/cm and a pulse energy of 30 nJ.
The short optical pulse length also allows for the generation of THz transients
with an extremely large bandwidth. This is shown in Figure 3.17 (a) and
(b). The spectrum of the ultrashort pulse clearly shows the absorption band
of the ZnTe detection crystal at 5 THz.
For additional measurements, the THz source was placed in a vacuum
chamber to allow for pressure control. In this way THz radiation gen-
erated in the BBO crystal can be measured without manipulation of the
setup [166]. The results are shown in Figure 3.18. The maximum elec-
tric field of the transient measured with a pressure of 900 mbar (red line) is
180 kV/cm. Compared to the transient recorded with a pressure of 10−3 mbar
(black line), where the maximum field is approximately 100 kV/cm, the elec-
tric field decreased for about 55%. In terms of pulse intensity one finds
(100 kV/cm)2/(180 kV/cm)2=0.3, i.e., about 30% of the power of the THz
pulse is generated in the BBO crystal.
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Figure 3.16: (a) THz pulses generated according to Figure 3.12 and measured by
electro-optic sampling in a 0.4 mm thick ZnTe crystal. The pulse length of the
optical pump pulse is indicated next to the transients. A shorter optical pulse
yields higher THz field amplitudes. (b) Spectra of the THz transients measured in
a ZnTe crystal. The bandwidth increases for shorter optical pump pulses. (c) THz
pulse generated according to Figure 3.12 with an energy of 30 nJ. The pulse was
measured by electro-optic sampling in a 0.1 mm thick GaP crystal. (d) Spectrum















































Figure 3.17: Ultrashort THz transient containing frequencies up to 20 THz. (a)
Electric field vs. time. (b) Spectrum revealing the absorption band of the TO






















Figure 3.18: THz transients measured at varying pressure of the nitrogen gas.
The transients recorded at low pressure, i.e 10−3 mbar, shows the contribution of
the BBO crystal to the THz signal.
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Figure 3.19: Transmission experiment on optically thin films: (a) Incident (Ein),
reflected (Ere) and transmitted (Etrans) field. (b) Time dependent electric field Ein
(blue solid line) incident on an optically thin sample. The transmitted field Etrans
is composed of the superposition of the collectively emitted macroscopic field Eem
(green solid line) and the incident field. In reflection, the emitted field Eem is
directly measured. (c) Experimental setup of the transmission experiment. The
sample response is obtained by subtracting Etrans − Ein = Eem.
3.4 THz transmission spectroscopy on thin
films
For thin films, the sample thickness d is much shorter than the wavelength
of the driving field (d λ). In this case one can treat the sample as a two-
dimensional layer. As a consequence, the reflectivity induced by the sample
surface almost vanishes, because the reflection from the front and the rear
facet interfere destructively. This is exact as long as the imaginary part of
the refractive index is zero, i.e., as long as the incident radiation spectrum
is off-resonant. In addition, it can be shown that the plasma frequency for
electron motion parallel to the layer approaches zero for a two-dimensional
sample [85].
As a result, the transversal driving electric field is constant over the sam-
ple thickness. Thus, charges in the sample will respond collectively to the
driving field. The ensemble performs collective motions, which correspond to
a macroscopic current density in the two-dimensional layer. Figure 3.19 (a)
and (b) show such a situation: The incident field Ein (blue solid line) leads
to a collective acceleration of electrons in the sample. The coherent carrier
motion, i.e., the macroscopic current density j = ∂P/∂t, leads to the emis-






where Z0 is the vacuum impedance for the electric field and d is the thick-
ness of the sample. This emitted field acts back on the carriers in the two-
dimensional layer and modifies their motion. Hence, the field acting on the
carriers, the so-called local field Eloc, is the superposition of the incident field
and the emitted field [178]:
Eloc = Ein + Eem. (3.20)
In reflection geometry the emitted field can be measured directly, since the
emitted field of a current density in a two dimensional layer is the same
on both sides of the sample. Hence, Ere = Eem. In transmission geometry
one measures the superposition of the incident field and the emitted field,
i.e., Ein + Eem = Etrans, which is the field acting on the sample. Therefore,
Eloc = Etrans. In the thin film geometry depicted in Figure 3.19 one can
easily extract the coherent response of the sample by extracting the emitted
field with a simple subtraction:
Eem = Etrans − Ein. (3.21)
This is shown in Figure 3.19 (c).
The effect of strong radiative coupling is now demonstrated for a free
carrier gas, e.g., in a doped semiconductor, where the frequency response
follows the Drude theory. The emitted field is given by equation (3.19) and
the current results from the local field at the sample: j = Elocσ(ω). In




∣∣∣∣2 = ∣∣∣∣ ElocEloc + 1/2Elocσ(ω)Z0d
∣∣∣∣2 = ∣∣∣∣ 22 + σ(ω)Z0d
∣∣∣∣2. (3.22)
Hence, the frequency dependent transmission spectrum in the case of strong
radiative coupling is completely different from the transmission spectrum
obtained with Beer’s law, which is valid in the case of negligible radiative
coupling [178].
The main result from this paragraph for experimental applications is the
deviation of the local field Eloc acting on the sample from the incident field
Ein. This deviation is expressed in equation (3.21), which allows to easily
extract the local field at the sample [179].
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Figure 3.20: Setup for two-color pump-probe transmission spectroscopy: a strong
pump pulse (blue) excites the sample. A weak probe pulse (red) interferes with
the coherent polarization induced in the sample by the pump pulse. By variation
of the time delay τ between the two pulses the dynamic absorption of the sample
can be measured.
3.5 Time-resolved two color pump-probe spec-
troscopy
A typical setup for time-resolved two-color pump-probe experiments is shown
in Figure 3.20. An intense pump pulse induces a non-equilibrium situation
in the sample. A subsequent weak probe pulse measures the transmission
of the sample as a function of the time delay τ . A time-resolved detection
of the probe pulse, e.g., by electro-optic sampling, allows to measure the
time-dependent transmission spectrum of the system under investigation.
The time resolution is essentially determined by the length of the pump and
probe pulses.
The pump-probe signal is a nonlinear signal which can be described by
a third order nonlinear polarization PNL [180]. The transmitted field can
be calculated from the wave equation for the nonlinear polarization, which
yields for an optically thin sample:






The integrated pump probe signal is defined as the normalized difference
between the probe intensity with and without the pump field [181]. It can














Figure 3.21: Setup for THz transmission and THz pump MIR probe experiments.
THz and MIR radiation propagate parallel and are focused on the sample by a
parabolic mirror. A second mirror collimates the beam which is then overlapped
with the optical probe pulse and focused on an electro-optic crystal for detection
via electro-optic sampling. Two individual choppers in the beam path of the THz













During the temporal overlap of pump and probe pulses, the pump pulse can
interact both before and after the probe pulse with the sample and so-called
coherent artifacts occur. These artifacts can also lead to signals for negative
delay times τ ≤ 0 [180].
3.5.1 THz-pump-MIR-probe setup
The experimental setup used in this thesis is shown in Figure 3.21. The THz
and the MIR beam propagate collinearly, so that they can be focused on the
sample by a single parabolic mirror. The sample under investigation is placed
in the focus of the mirror. The transmitted THz and MIR transients are col-
limated by a second parabolic mirror and overlapped with the optical probe
pulse provided by the Ti:sapphire oscillator. A delay line (delay 2) introduces
a relative temporal shift τ between the THz and the MIR pulse. Another de-
lay line (delay 1) shifts the optical probe pulse for the electro-optic detection
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with respect to the MIR and THz pulses. This corresponds to the sampling
time coordinate t. The THz/MIR radiation and the optical probe pulse are
overlapped using a 0.5 mm thick undoped silicon plate, which reflects the
800 nm probe pulse, but is transparent for the long wavelength radiation. In
this configuration, both beams, which can be chopped individually, can be
used as pump and probe pulses. For the THz transmission measurements
the MIR beam is blocked. For the two-color pump-probe measurements, the
THz beam was chopped with a frequency of 500 Hz and the MIR beam was
chopped with a frequency of 125 Hz. This allows to measure the following
configurations:
• Eboth := 1 × ETHz + 1 × EMIR, i.e., both the MIR and the THz pulse
are incident on the sample.
• ETHz := 1× ETHz + 0× EMIR, i.e., only the THz pulse can propagate,
the MIR pulse is blocked.
• EMIR := 0×ETHz + 1×EMIR, i.e., only the MIR pulse can propagate,
the THz pulse is blocked.
• Ebg := 0× ETHz + 0× EMIR, both pulses are blocked.
By subtracting Eboth −ETHz −EMIR one can extract the nonlinear response
of the sample. In this thesis the THz beam was used as a pump and the MIR
as probe.
Chapter 4
High field THz response of
n-type gallium arsenide at
room temperature
As a first application of the experimental and theoretical concepts discussed
in the previous chapters, a THz transmission experiment on a thin layer of
n-doped GaAs is presented. Excitation with ultrashort, intense THz pulses
of the sample yields a nonlinear oscillatory response which originates from
radiative transitions of electrons in the potentials of the donor atoms. The
signal vanishes for very low pump intensities where the sample response is
Drude like. Data of linear and nonlinear measurements on samples with dif-
ferent doping densities are shown. For the interpretation of the experimental
data, a quantum mechanical discrete state (QMDS) model is developed and
model calculations are presented.
4.1 Sample geometry
The sample consists of a 500 nm thin silicon doped n-type gallium arsenide
layer clad between two 300 nm thick Al0.4Ga0.6As layers. The layers were
grown on a 500 µm thick semi-insulating gallium arsenide substrate. Two
samples with different doping concentrations Nd were investigated:
• HD: Nd=9× 1016 cm−3,
• LD: Nd=2× 1016 cm−3.
A sketch of the sample is shown in Figure 4.1 (a). The substrate layer pro-
vides the necessary mechanical stability but influences the measurement oth-
erwise by introducing dispersion or spurious nonlinearities from unintended
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Figure 4.1: n-type gallium arsenide sample (a) as grown; (b) the substrate is
locally removed by wet chemical etching. The dimensions (not to scale) are given
in the graph.
doping. Therefore it was removed locally for the nonlinear measurement by
selective wet chemical etching [182]. The etching solution utilized hydrogen
peroxide, which leads to an oxidation of the substrate and ammonium hy-
droxide which removes the oxidized layer [183]. The etching velocity in the
gallium arsenide substrate is ten times higher than in the Al0.4Ga0.6As layers,
which function as etch stops. Figure 4.2 (a) and (b) show the etched regions
of samples HD and LD, respectively.
A schematic of the etching process is shown in Figure 4.2 (c). The di-
ameter of the region where the substrate is removed must be larger than the
diameter of the THz pump beam in the focus. Otherwise the etched spot
could result in a spatial filtering of the THz wave because the focal spot size
depends on the THz wavelength. For both samples the diameter is ≥350 µm
compared to a focus diameter of ≤200 µm. For mechanical stability the ap-
proximately 100 µm thin sample was attached to a 400 µm thick diamond
plate. Diamond is an ideal substrate since it is transparent in the THz and
MIR range and has a high thermal conductivity. In addition, it adds only
negligible dispersion in that wavelength range [184].
4.2 Experimental Results
Linear THz transmission measurements
A schematic of the linear measurement is shown in the inset of Figure 4.3.
In this experiment, the sample was investigated as grown. In order to ex-
tract the signal from the doped layer, the measured transmitted pulses were
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Figure 4.2: picture of sample HD (a) and sample LD (b) taken under a microscope.
(c) Etching with a H2O2/NH4OH-solution following [182]
corrected for the reflection losses and the dispersion added by the substrate.
Figure 4.3 (a) shows the measured transients of the incident Ein(t) (black
dashed line) and transmitted Etrans(t) (blue dotted line) electric field after
correction for dispersion introduced by the gallium arsenide substrate. The
transmitted pulse displays a reduced amplitude mainly due to reflection losses
at the sample facets, and a slightly negative phase shift. The solid line in Fig-
ure 4.3 (a) is a Drude fit to the transmitted pulse assuming a scattering time
of τDrude=150 fs. It shows excellent agreement with the measured transient.
The Fourier transforms of the pulses are shown in Figure 4.3 (b). The dif-
ference spectrum |Etrans(ν)|2− |Ein(ν)|2 (red diamonds) is slightly redshifted
relative to that of the driving pulse without any spectrally narrow features.
Nonlinear propagation experiment
The nonlinear measurement is presented in Figure 4.4. For this measurement
the substrate was removed as shown in Figure 4.1 (b) and the sample was
placed in the focus of the THz beam between the parabolic mirrors (inset Fig-
ure 4.4 (b)). Due to the thickness of the sample, which is much smaller than
the THz wavelength, the reflection loss at the sample is zero. Figure 4.4 (a)
shows the driving THz field Ein(t) with a maximum amplitude of approxi-
mately 45 kV/cm (dashed line) and the transmitted pulse Etrans(t) (blue solid
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Figure 4.3: Linear measurement of sample HD: (a) Linear propagation of THz
pulses through an n-type GaAs layer. The electric field of the incident pulse
Ein(t) (black dashed line) and the transmitted pulse Etrans(t) (blue dotted line)
are plotted as a function of time. The expected Etrans(t) according to the Drude
model is shown for comparison (red solid line). Inset: experimental setup with
the sample placed in the parallel THz beam. (b) Corresponding power spectra:
|Etrans(ν)|2 − |Ein(ν)|2 (red diamonds) and the expected Drude result (black solid
line)
line). The corresponding power spectra are depicted in Figure 4.4 (b). The
difference signal Etrans(t)− Ein(t), which corresponds to the emitted field of
the n-type GaAs layer, is shown in Figure 4.4 (c). It reveals a pronounced
oscillation at times t>0.5 ps, which is already noticeable in the transmitted
pulse in Figure 4.4 (b).
The spectral difference signal |Etrans(ν)|2 − |Ein(ν)|2 is shown in Fig-
ure 4.4 (d) (red diamonds). The most prominent feature is the spectrally
narrow positive peak at 2 THz revealing a coherent emission at that fre-
quency. On both sides of the emission peak, one observes broadband THz
absorption. These features differ strongly from the expected Drude result
(black solid line) which perfectly match the sample response in the linear
measurement.
In Figure 4.5 (a), the difference signal Etrans(t) − Ein(t) is plotted for
various amplitudes Emax of the incident THz pulse. The amplitudes are
indicated in the graph above the transients. The discussion concentrates on
the oscillatory signal after the exciting pulse (shown in colored solid lines).
The Fourier transforms of these signals are shown in Figure 4.5 (b). For
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Figure 4.4: Nonlinear propagation of the THz pulses through the n-type GaAs
layer (sample HD) without the substrate. (a) incident pulse Ein(t) (black dashed
line), transmitted pulse Etrans (blue solid line) (b) Corresponding power spectra.
Inset: experimental setup. (c) The difference signal Etrans(t)−Ein(t) shows weakly
damped oscillations at a frequency of ν=2 THz. (d) The difference spectra (red
diamonds) exhibits a pronounced, positive peak at 2 THz, which is in distinct
contrast to the expected Drude response (solid).
74
Figure 4.5: (a) Difference signals Eout(t)− Ein(t) for several amplitudes Emax of
the incident THz pulse (amplitude indicated above the transients). The coherent
oscillations after the main pulse (colored solid lines) occur above a threshold of
approximately 40 kV/cm. (b) Fourier transforms of Eout(t)−Ein(t) after the main
pulse.
























Figure 4.6: Spectral power at 2 THz as a function of the intensity of the driving
field Emax (black solid line) on a double logarithmic scale. A linear dependence is
shown (black dashed line) for comparison.
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Figure 4.7: Comparison of the difference signal Etrans − Ein measured in sample
LD (black solid line) with the signal measured in sample HD (red solid line) for
comparable intensities of the incident excitation pulses (EHDin ≈70 kV/cm compared
to ELDin ≈100 kV/cm). (a) The oscillatory features after the excitation pulse (not
shown) occur only in sample HD. (b) The characteristic peak at 2 THz occurs for
the measurement in sample HD. The spectrum measured in sample LD is flat. (c)
Difference signal measured in sample HD with a broadband THz pulse (red solid
line) and a THz pulse which contains only frequencies below 2 THz (black solid
line). In the latter case no oscillations after the pulse are observed. (d) Spectra of
the difference signals shown in (c).
the lowest driving field of Emax=32 kV/cm the oscillations are absent. By
increasing the driving field to Emax ≥50 kV/cm, clear oscillations are found
which give rise to the 2 THz peak in the spectrum. Interestingly, the coherent
emission lasts for more than a picosecond, which is substantially longer than
the Drude scattering time of 150 fs.
The power dependence of the spectral feature at 2 THz has been analyzed
in Figure 4.6. The signal (black solid line) increases superlinearly with the
intensity of the driving field and saturates at very high fields. A linear
dependence is shown for comparison (black dashed line).
The nonlinear measurement was repeated on sample LD. The result are
shown in Figure 4.7 (a) and (b). Even though the excitation intensity is
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Figure 4.8: (a) Shallow donor potential in thermal equilibrium and (b) under the
influence of a strong electric field.
100 kV/cm, no oscillations after the main pulse are observed. In consequence
the spectrum in Figure 4.7 (b) does not show any distinct structures. In
addition, the oscillatory signal is not observed after excitation of sample HD
with a spectrally shaped THz pulse which contains only frequencies below
2 THz. This is shown in Figure 4.7 (c) and (d).
4.3 Discussion
In the following, the data presented in the previous section is analyzed and
the physical mechanism underlying the observed coherent emission is dis-
cussed. The chapter concludes by presenting model calculations based on
the solution of the one-electron Schrödinger equation in a disordered poten-
tial landscape.
4.3.1 Qualitative discussion
The following paragraph shows that the coherent nonlinear signal is gener-
ated in a stimulated emission process from free carrier states into impurity
ground states. Already the observation that the signal vanishes when the
doping concentration of the otherwise identical sample is reduced or if the
generated frequency is not contained in the excitation pulse strongly suggest
that inter impurity transitions are relevant for the experimentally observed
phenomena. The basic idea is explained in Figure 4.8 (a) and (b) showing
the donor potential in real space without and with a strong electric field,
respectively. In the case where no electric field is present on the sample, the
donor potential leads to discrete localized electronic states which lie energet-
ically below the conduction band edge. An incident THz pulse can promote
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an electron in the impurity ground state to continuum states via the opti-
cal dipole allowed transition. Due to the strong localization of the ground
state wavefunction compared to the wavefunction of the continuum states,
the transition dipole moment is rather small. On the other hand, the poten-
tial gradient provided by the strong electric field of the incident THz pulse
adds to the impurity potential and leads to a significantly reduced binding,
or even breaking, of the localized states, as shown in Figure 4.8 (b). Thus
trapped carriers in the impurity ground state are freed by above threshold
or tunneling ionization, respectively. The ionization field strength can be es-
timated using the equivalent Bohr radius to Eion = E1S(e · aB)−1 ≈6 kV/cm
for aB = 10 nm and a binding energy E1S=6 meV. Therefore the driving
pulse is strong enough to ionize the initially neutral impurities and the field-
ionization process dominates the optical transition to continuum states.
In sample HD about 30% of the donor electrons are trapped in the donor
ground state at room temperature, compared to only approximately 10% for
sample LD (see Figure 2.5). In absolute numbers, 15 times more impuri-
ties can be ionized in sample HD compared to sample LD. The dynamics
of the THz field induced effect is shown in Figure 4.9. The initially neu-
tral impurities are ionized by the electric field of the incident THz pulse. In
consequence, electrons from the impurity ground state are transferred to de-
localized continuum states, thus creating a non-thermal carrier distribution.
The ensemble of carriers in the conduction band contains the initially free
carriers and the carriers which result from ionization by the electric field of
the THz pulse. Subsequent thermalization through electron-electron scatter-
ing leads to the occupation of excited impurity states and energetically low
conduction band states. In impurities with a populated excited state and
an unpopulated ground state, stimulated emission can occur on the corre-
sponding dipole-allowed transition, which overlaps with the spectrum of the
THz pump pulse. As a result, the THz pulse is first amplified and eventually
saturates the optical gain, leading to the emission of a phase-coherent super-
radiant wave. This also explains the observed dependance of the stimulated
emission signal on the maximum incident field strength Emax shown in Fig-
ure 4.6. For low Emax the field strength is too low for efficient ionization. For
high Emax the coherent emission saturates, since at most all electrons can
emit coherently.
The derived mechanism explains the observed effect also quantitatively.
Still an open question is in particular the observed emission frequency of
approximately 2 THz, which does not match the transition frequency of
isolated impurities of 1.1 THz [37].
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Figure 4.9: THz field induced coherent emission: (a) equilibrium situation before
the excitation. A fraction of the donor potentials is neutral. (b) The electric field
of the incident THz pulse leads to ionization of the previously neutral impurities by
promoting carriers to continuum states in the conduction band. (c) The carriers
thermalize by electron-electron scattering on a sub-picosecond time scale, thus
populating higher lying impurity and continuum states. (d) In impurities with an
occupied P-like excited state and an unpopulated S-like ground state, stimulated
emission can occur on the corresponding dipole-allowed transition. The emission
is seeded by the THz pump pulse which spectrally overlaps with the transition
frequency.
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4.3.2 Quantummechanical discrete state model (QMDS)
In the following paragraph, a simple model provides a better understanding
of the electron wavefunction in the potential landscape which results from the
introduction of random impurity potentials. The medium is represented by a
rectangular box with a side length of 67 nm. Inside the box 30 Coulomb po-
tentials screened by the GaAs dielectric constant were randomly distributed
and represent the impurity potentials. The amount of q=30 impurities dis-
tributed in the volume (67 nm)3 corresponds to the doping concentration of
sample HD. The average distance between two impurities is approximately
20 nm and therefore roughly twice the donor Bohr radius. The random dis-
tribution of the impurities, however, allows for a variation of the inter donor
distance. In a donor which is spatially separated by less than the average
distance from other donors, the electron wavefunction of the donor ground
state would delocalize over two or more impurities. If for example two donors
were by chance located very closely together, this would result in a helium-
like impurity potential with a higher ionization energy and a lower dipole
moment compared to an isolated impurity. This analogy already shows that
the random distribution of the donor atoms during the growth of the crystal
has an influence on the THz field response. The formation of impurity bands
was already discussed in Section 2.1.3.
After distributing the impurity potentials, the one-electron Schrödinger
equation is solved in the medium with the finite difference method. In the
calculations each dimension was discretized in 7 steps, corresponding to a
spatial grid of approximately 9.5 nm, which is in the order of the Bohr
radius. This value was found as the best trade-off between spatial resolution
and calculation expense, which increases to the sixth power with the number
of grid points. An increase to more grid points leads to a significant increase
in calculation time without a significant modification of the result.
An advantage of the QMDS model is that it accounts for the effects of
disorder in the impurity distribution. Under the conditions defined above,
which correspond to sample HD, roughly 80% of the donors have a localized
ground state wavefunction. The excited states are much less localized and
all energetically higher states show complete delocalization.
In order to test the QMDS model, the transmission spectrum of an iso-
lated impurity (q=1) is studied. The joint density of 1S↔nP transition
(DOT) corresponds to the absorption spectrum of ground state to excited
state transitions in the medium for the case that all impurity ground states
are occupied. Hereby states which show the highest probability density at
the impurity are considered ground states. Note that in this definition the
energetically lowest states are not necessarily impurity ground states. The
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Figure 4.10: Transmission spectrum of an isolated impurity (q=1) calculated
in the QMDS model. (a) Results for a temperature of 300 K of the electron
distribution. Transmission in an inverted system (black dotted line), i.e. the
impurity ground state is ionized and in thermal equilibrium (red dotted line). (b)
Transmission at a temperature T=100 K for an inverted system (black dotted line)
and in thermal equilibrium (red dotted line).






|〈k|~r|1Si〉|2δ(Ek − E|1S〉 − h̄ω). (4.1)
The first summation includes all ground state wavefunctions, the second is
a summation over all Eigenstates of the system. The ground state |1S〉i of
impurity i has been identified as the state with the maximum probability
density at the impurity i. 1S↔nP transitions denote transitions between the
identified impurity ground state |1S〉i and the Eigenstates |k〉. The trans-
mission spectrum is obtained by occupying the various states calculated in
the QMDS model with an electron distribution. For the linear transmission
spectrum, a Boltzmann distribution is used, because at the given low doping
concentrations the carrier gas is non-degenerate. The nonlinear transmission
spectrum is obtained by removing electrons from the energetically lowest
states, thus creating a population inversion. The removed carriers are added
to the carrier distribution at higher energies.
The results of the QMDS model for an isolated impurity are shown in
Figure 4.10 (a) and (b). The characteristic temperature of the free, i.e., con-
duction band, electron gas has been set to T=300 K (Figure 4.10 (a)) and
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Figure 4.11: (a) Joint density of 1S↔nP transitions q=30 impurities in a rectan-
gular box with sidelength of 67 nm. (b) photoluminescence spectrum of n-doped
GaAs with a doping concentration of Nd=2.5×1014 cm−3 after reference [37]
T=100 K (Figure 4.10 (b)). It should be stressed that the case q=1 corre-
sponds to a doping concentration of Nd=3.3×1015 cm−3. The transmission
spectrum of the isolated impurity (black dotted line) shows distinct peaks
at 1.2 THz and 1.3 THz. These peaks correspond to the 1S→2P and to the
1S→3P transition, respectively. By decreasing the temperature, the ampli-
tude of the peaks increases drastically, which results from a higher occupation
difference between the ground state and excited states. At room tempera-
ture, i.e., T=300 K, the non-inverted isolated impurity shows a Drude like
transmission spectrum. By decreasing the temperature to T=100 K the im-
purity transitions appear as minima in the transmission spectrum of the non-
inverted impurity. The inverse effect, i.e., radiative recombination, leads to
the photoluminecense spectrum shown in Figure 2.8 and Figure 4.11 (b). At
cold temperatures, the system can therefore not be described with a simple
Drude response.
The results shown in Figure 4.10 show that the QMDS model accurately
describes the transmission spectrum of an isolated impurity. Therefore the
model is applied to systems which correspond to sample LD and HD.
At higher doping densities (q> 1), delocalization of the electronic wave-
function over several impurities influences the transmission spectrum of the
system. This effect is discussed in the following. The joint density of 1S↔nP
transitions calculated in a system which corresponds to sample HD is shown
in Figure 4.11 (a). In Figure 4.11 (b) the photoluminescence spectrum of an
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isolated impurity measured by Melngailis et al. [37] is shown for comparison.
Interestingly in the DOT-spectrum the maximum is blue shifted compared
to the isolated impurity. The result shown in Figure 4.11 is interpreted as
follows:
• The peak in the joint DOT slightly above 4 meV, which corresponds
to the energy of the photoluminescence maximum in Figure 4.11 (a),
originates from isolated impurities in the disordered potential, i.e., from
donor atoms with a higher distance to their neighbors than the average
distance of 20 nm. At this doping concentration in the calculation, the
sub-ensemble of isolated-like impurities is rather small. Therefore, the
amplitude of the corresponding peak in the DOT spectrum is rather
low.
• The global maximum of the DOT-spectrum at 6 meV corresponds to
1S↔nP transitions where the ground state energy is lowered due to a
delocalization over more than one impurity. In addition, the excited
state wavefunction still shows a significant degree of localization, which
results in the strongest oscillator strength in the ensemble at an energy
of 6 meV.
• The shoulder in the DOT-spectrum at higher energies corresponds to
transitions between ground states and higher excited impurity or con-
tinuum states. This shoulder is also present in the photoluminescence
spectrum in Figure 4.11.
A transmission spectrum calculated with the QMDS model is shown in
Figure 4.12. For the linear response (black dots) a thermal Boltzmann distri-
bution of the carriers at room temperature is assumed. For comparison, the
absorption spectrum calculated with the Drude model is plotted (blue solid
line), assuming a Drude scattering time of τ=150 fs. Both curves show ex-
cellent agreement. To model the nonlinear response, a population inversion
is created by ionizing q/2 of the energetically lowest states. This corresponds
to a population inversion of 50% and simulates the situation after the sample
was excited with a strong THz pulse, which ionized initially neutral impu-
rities. Note that the sample temperature is still approximately 300 K, i.e.,
room temperature. The transmission spectrum for the non-equilibrium situ-
ation (red diamonds), shows a strong maximum at 2 THz, exactly the same
frequency found in the experiment.
It must be stressed that the spectral position, height and width of the
peak in the transmission spectrum result from the random distribution of
donor atoms in the material. As the calculation of the QMDS model includes
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Figure 4.12: Transmission spectrum calculated with the QMDS model (30 impu-
rities in a rectangular box with a side length of 67 nm, corresponding to sample
HD) for an equilibrium occupation of the impurity states (black dots) and for a
non-equilibrium occupation, e.g. after excitation with a strong THz pulse (red
diamonds). A transmission spectrum calculated with the Drude model assuming
a scattering time of τ = 150 fs (blue solid line).
only very few impurities it does provide a much smaller statistical averaging
over the ensemble of impurities as the experiment. Surprising is the ex-
cellent agreement between the experimental observation and the calculation
with the QMDS model. However, to accurately reproduce the experimental
result, the QMDS model should include a greater number of impurities in a
greater volume. The resulting calculation expense would be enormous, be-
cause the calculation time rises with the third power of the volume. Thus,
the discussion is restricted to the present model.
Figure 4.13 shows the transmission spectrum of a system which corre-
sponds to sample LD (red Diamonds). For comparison, the spectrum of an
isolated impurity (black dotted line) is also shown. The transmission spec-
trum for sample LD already shows a blueshift of the peaks in the spectrum
compared to the spectrum of the isolated impurity. The spectral shift re-
sults from a delocalization of the ground state wavefunction. However, this
blueshift is less pronounced than for sample HD. The QMDS model esti-
mates that the nonlinear signal is also present for sample LD, which could
not be verified in the experiment. However, as the electric field emitted from
the sample is proportional to the density of initially neutral impurities, the
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Figure 4.13: Transmission spectra calculated with the QMDS model for an im-
purity density which corresponds to sample LD (red Diamonds) and an isolated
impurity (black dotted line).
emitted signal from sample LD is 15 times weaker compared to sample HD,
as shown in Figure 2.5. The amplitudes of the observed coherent signals in
sample HD (see Figure 4.5 and 4.7) are in the order of 10 kV/cm. Thus
signals emitted from sample LD are below the noise level of the experiment.
Chapter 5
Rabi flopping on radiatively
coupled shallow donor
transitions
In this chapter the study of electrons in impurity potentials is extended to
lower THz intensities at low temperatures. The experimental setup was built
in a vacuum chamber to be able to cool the sample down to temperatures of
approximately 100 K.
Excitation of the sample with coherent THz pump pulses revealed Rabi
oscillations in the carrier wave regime on transitions between bound impurity
levels. The impurity transition is approximated by a two-level system. The
sample response is analyzed with the help of model calculations which utilize
the coupled Maxwell-Bloch equations.
5.1 THz transmission spectroscopy in vacuum
The experimental setup is depicted in Figure 5.1. The whole propagation
path of the THz radiation was built in a vacuum chamber in order to avoid
spurious signals from vapor absorption. In addition the vacuum chamber al-
lows to approach the cooled sample with mirrors having a short focal length.
800 nm NIR pulses provided by a Ti:sapphire oscillator and amplified in a
chirped-pulse amplifier (CPA) with a duration of 30 fs are used as pump
pulses for THz generation via optical rectification in a 1 mm thick GaSe
crystal. The NIR pump pulses enter the vacuum chamber through a 3 mm
thick glass window with a diameter of 40 mm. The window dispersion is
pre-compensated in the compressor stage of the CPA. At the sample posi-
tion the generated THz beam is focused and collimated using two parabolic
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Figure 5.1: Setup for coherent THz propagation experiments build in a vacuum
chamber. The THz radiation which is generated using optical rectification in a
GaSe crystal is measured via electro-optic sampling in a ZnTe crystal.
mirrors with a focal length of 12.7 mm. The transmitted THz radiation is
overlapped with the 800 nm NIR probe pulse from the oscillator and mea-
sured via electro-optic sampling in a ZnTe crystal. The NIR probe pulse
enters the vacuum chamber through a 300 µm thick boron silica window
which adds only negligible dispersion to the pulses and therefore does not
affect the bandwidth of the detector.
The sample was mounted in a closed cycle helium cryostat. The cold
finger was attached to the vacuum chamber via a flexible aluminum bellow
which allowed for spatial adjustment of the sample from the outside of the
chamber. The lowest pressure reached in the chamber was approximately
10−6 mbar and the lowest temperature reached was approximately 60 K.
5.2 Experimental results
Exemplary THz transients are presented in Figure 5.2 (b), where the electric
field of the incident THz pulse Ein(t) (blue dashed line) and the transmitted
field Etrans(t) (black dash-dotted line) are shown together with the difference
signal Etrans(t)-Ein(t) (red solid line). The measurement geometry is depicted
in Figure 5.2 (a). As the sample of d=500 nm thickness is much thinner
than the THz wavelength, all carriers in the sample experience the same
driving field Eloc(t) which equals Etrans (see Section 3.4). Hence, the difference
between the incident and the transmitted field corresponds to the field Eem(t)









Ere(t)     =  Eem(t) =






























Figure 5.2: (a) Nonlinear propagation of a high field THz transient through
an n-type GaAs layer. The extraction of the emitted field of the sample
Eem(t)=Etrans(t)-Ein(t) is shown. (b) Electric field plotted as a function of time
for incident pulses Ein(t) (blue dashed line) and Etrans(t) (black dash-dotted
line). The time-dependent phase relation between Eem(t) and Etrans(t) indi-
cates absorptive (φ=π) and stimulated-emission-like (φ=0) phases of the sample-
THz-field interaction. (c) Time dependent energy absorption of the sample
Iabs(t) = −2ε0cEem(t)Etrans(t)
directions, the reflected field is equal to the emitted field Ere(t)=Eem(t).
For the analysis of the data it is instructive to consider the relative phase
of the emitted field. In the first half of the incident pulse shown in Fig-
ure 5.2 (b), Eem(t) oscillates in opposite phase relative to Ein(t) (φ=π), im-
plying an energy flow from the THz field to the sample, i.e., absorption. In
contrast, at the end of the pulse, one can observe an in-phase oscillation of
Eem(t) relative to Ein(t) (φ=0), which indicates an amplification of the inci-
dent pulse. Figure 5.2 (c) shows the time dependent energy absorption rate
Iabs(t)
Iabs(t) = ε0c[Ein(t)2−Eem(t)2−Etrans(t)2] = −2ε0cEem(t)Etrans(t) (5.1)
using Etrans = Ein +Eem. The maxima and minima of Iabs coincide with the
peaks of the local driving field Eloc(t), indicating a resonant energy exchange
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between the THz field and the sample. The energy absorbed in the first
period of the driving pulse is almost completely emitted in the second period.
Data for lower peak amplitudes of the driving field are summarized in
Figure 5.3. In particular, the amplitude of the incident field is lower than for
the transient shown in Figure 5.2 and already close to the signal to noise ratio
(SNR) of the detector. The incident field is again shown in Figure 5.3 (b)
(blue dashed line). The emitted field Eem (black solid line) from the sample
shows a strictly linear response to the driving field for incident field ampli-
tudes below approximately 1.7 kV/cm (Figure5.3 (a) and (b)). For higher
incident fields (Figure 5.3 (c)-(e)) Eem(t) shows a strongly varying temporal
shape. In particular, one observes a pronounced saturation of the amplitude
of the emitted field, which is limited to values |Eem(t)|≤0.5 kV/cm. Dur-
ing the excitation pulse, the emission transients in Figure 5.3 (c)-(e) show
fast oscillating features, which will be addressed specifically at the end of
Section 5.3. The emitted field also shows coherent oscillations well after
the driving pulse (t>2 ps), pointing to a collective behavior of the emitting
dipoles. This behavior is fully reproduced by model calculations discussed in
Section 5.3.
For selected transients, the energy per electron Λ(t) that is transiently







The energy absorption rate Iabs(t) (black solid line) and the transiently stored
energy Λ(t) (black solid line) is plotted in Figure 5.4 (a), (c), (e) and Fig-
ure 5.4 (b), (d), (f), respectively. The red lines are results from model cal-
culations which will be discussed below. In the linear case (Figure 5.4 (a),
(b)) the sample shows absorptive behavior. The negative values in Iabs(t)
and the strong oscillations in Λ(t) originate from a slightly off-resonant ex-
citation which leads to an increase of the Rabi frequency. For higher driving
fields one observes an increase of the deposited energy in the sample during
the first part of the driving pulse. The stored energy per electron is coher-
ently transferred to the driving field in the second part of the THz driving
pulse. In consequence one first observes a rise in the Λ(t) signal, followed by
a decrease close to zero at the end of the driving pulse. In Figure 5.4 (b)
and (d), the energy deposited per electron stays below the transition energy,
i.e., Λ(t = 1.25 ps)=2.7 meV<h̄ω1S−2P=5.5 meV. The transition energy is
marked by the dotted line in Figure 5.4 (b)-(f). However, for an incident field
of 5.6 kV/cm, the measurement reveals a transiently stored energy which is
higher than the transition energy, indicating a breakdown of the two level
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Figure 5.3: Measured emitted field transients Eem(t)=Etrans(t)-Ein(t) (black solid
line) for different amplitudes of the incident THz field Ein(t) and model calcula-
tions for radiatively coupled two level systems on the basis of the Bloch equations
(red solid line). In (b) the incident field Ein(t) (blue dashed line) is shown for
completeness.
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Figure 5.4: Left panels: time dependent intensity Iabs(t) (black solid line) of the
coherent energy transfer between the sample and the THz field corresponding to
Figure 5.3 (b), (c) and (d), respectively. Right panels: corresponding transiently
stored energy per electron Λ(t). Model calculations using the coupled Maxwell-
Bloch equations for a two level system are shown (red solid line) and the pulse
area of the driving pulse Θ=0.3π, 2π and 4π are indicated in (b), (d) and (f),
respectively, as well as the assumed transition energy h̄ω1S−2P=5.5 meV.
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Figure 5.5: Linear absorption spectrum of sample LD (black solid line) measured
at a lattice temperature of 100 K. It is compared to a photocurrent measurement
on a n-type GaAs sample with a doping concentration of Nd=8×1012 cm−3 (red
dashed line) taken from [32].
model. In consequence this behavior is not reproduced in the model calcula-
tions (red lines).
5.3 Shallow donors as two level systems
At very low doping concentrations (Nd ≤1015 cm−3) and at low temperatures,
studies of optical transitions between bound electron states have revealed
narrow transition linewidths which correspond to nanosecond population life-
times and picosecond decoherence times [37, 185, 46]. With increasing doping
concentration, the surrounding potential of a donor electron is modified by
both the potentials of neighboring impurity atoms and their donor electrons.
Figure 5.5 compares the linear absorption spectrum of sample LD (black
solid line) to an absorption spectrum measured in a sample having a doping
concentration of Nd=8×1012 cm−3 (red dashed line) [32]. The absorption
spectrum of sample LD was measured at a lattice temperature of 100 K in a
commercial Fourier-transform spectrometer optimized for THz frequencies.
The linear absorption spectra indicate discrete transitions which are slightly
broadened compared to the lower doping concentration, a result which was
already predicted by the QMDS model discussed in Section 4.3.2.
At a lattice temperature of 100 K the thermal energy of the electrons is
8.6 meV, which yields a probability of the donor ground state occupation
for sample LD of 40% (see Figure 2.5). The ionization field strength of the
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impurity ground states can be estimated to 6 kV/cm. For excitation fields
below the ionization threshold, the electron stays confined in the impurity
potential, which will be approximated by an ensemble of two level system,
where the lower energy level corresponds to the 1S impurity ground state
and the upper level corresponds to the 2P excited state. The high dipole
moment of an isolated impurity favors the coherent interaction of the THz
pulse with the ensemble, as described by the Maxwell-Bloch equations dis-
cussed in Section 2.1.4.
The quasi two-dimensional sample geometry leads to a strong radiative
coupling of the carriers, which all experience the same electric field. There-
fore, the driving field in equation (2.10) is in fact the local field Eloc(t) as







where P stands for the macroscopic polarization of the ensemble of two level
systems and can be obtained from the off-diagonal density matrix compo-
nents
P = 2Nd~d1S→2PdRe(%12). (5.4)
It is instructive to derive the equation of motion of the polarization compo-


























Hence, in the case of strong radiative coupling the damping term ∂%12/∂t is







which corresponds to an inverse time constant. For a dipole moment ~d1S−2P =
e × 7.5 nm and a transition frequency ω0/2π=1.3 THz one finds Γ−1rad=6 ps.
Since even the linear curve in Figure 5.3 (a) still shows oscillations more than
6 ps after the THz excitation pulse (not shown in Figure 5.3), the dephasing
time constant T2 must be longer than 6 ps, since in the case of population
inversion, the dephasing time constant Γ−1rad counteracts the dephasing time
T2.
93






























Figure 5.6: Bloch vector vs. time for three different relaxation and dephasing
time constants T1 and T2, respectively: T1=500 ps and T2=200 ps (black line),
T1=500 ps and T2=2 ps (red line), T1=5 ps and T2=2 ps (blue line). The envelope
of the excitation pulse is plotted in the green dotted line. On the right side, the
corresponding trajectory of the Bloch vector is plotted.
The influence of the dephasing and relaxation time constants is now dis-
cussed using the Bloch vector introduced in Section 2.1.4. The magnitude,
i.e., the length of the Bloch vector of a two level system during the interac-
tion with a THz pump pulse is plotted over time in Figure 5.6. The two-level
system was excited with a 5 ps THz pulse with a maximum field amplitude
of 1 kV/cm. The relatively low electric field prevents Rabi-flopping in the
carrier-wave regime. The relaxation and dephasing time constants were set
to T1=500 ps and T2=200 ps (black line), T1=500 ps and T2=2 ps (red line)
and T1=5 ps and T2=2 ps (blue line), respectively. If both time constants
are very long, the Bloch vector shows almost no decay. This corresponds to
a trajectory of the Bloch vector on the surface of the Bloch sphere, as shown
in the upper right Bloch sphere in Figure 5.6. A short dephasing time leads
to a decay of the Bloch vector, as shown by the red line in Figure 5.6. In
the corresponding Bloch sphere, the Bloch vector moves towards the cen-
ter point of the sphere, which corresponds to a remaining population of the
upper level without a macroscopic polarization in the medium. If both the
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Figure 5.7: Bloch vector vs. time extracted from model calculations for excitation
field strengths of 1.1 kV/cm (black line), 2.5 kV/cm (red line) and 5.6 kV/cm (blue
line), respectively.
relaxation and the dephasing time constants are short, as shown by the blue
line in Figure 5.6, the Bloch vector first shows a strong decay, followed by a
slower increase until it saturates at the maximal length of one. This behavior
can be understood by studying the lower right trajectory of the vector in the
Bloch sphere. Since the dephasing time constant is at least half as long as
the relaxation time constant, the Bloch vector first approaches the center of
the Bloch sphere. The population relaxation, which happens with a slower
time constant, leads to an increase of the magnitude of the Bloch vector due
to electron relaxation in the lower state, where the length of the Bloch vector
is one.
In the following, the linear and nonlinear data is modeled in an ensem-
ble of two-level systems by numerically solving the Maxwell-Bloch equations
(2.10) and (2.11) with the finite difference method in the time domain. Re-
sults of the model calculation are plotted in Figure 5.3 (red solid line) together
with the experimental data. The length of the Bloch vector extracted from
the model calculation is plotted in Figure 5.7 for excitation field strengths
of 1.1 kV/cm (black line), 2.5 kV/cm (red line) and 5.6 kV/cm (blue line),
respectively. All three curves resemble the black solid curve in Figure 5.6,
i.e., the case where the interaction time is much shorter than the dephasing
and relaxation time constant. In the simulations shown in Figure 5.3 and 5.7,
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the dephasing time constant was set to 6 ps, i.e., T−12 =Γrad. The relaxation
time constant T1 was set to 10 ps.
It should be noted that T1 and T2 were hold constant in the simulation.
Hence, no fitting parameters were used in the modeling of the data. The
ensemble of two level systems scales surprisingly well with the experimentally
observed intensity dependance of the emitted field of the sample, until the
ionization threshold is reached (Figure 5.3 (a-c)). The maximal amplitude







and occurs when all electrons emit coherently with the carrier frequency ω.
The very good agreement of the model with the experiment can be ob-
served in Figure 5.4, where the energy absorption rate and the transiently
stored energy per carrier, which corresponds to the population of the upper
level of the two level system, is represented for three different pump intensi-
ties. The model predicts the energy transfer for pulse areas up to Θ ≈ 2π.
For higher Ein(t) (Figure 5.4 (e) and (f)), the temporal phase of Iabs(t) and
the amount of stored energy Λ(t) are no longer described correctly by the
Maxwell-Bloch equations because the two level approximation breaks down.
The measured stored energy shows that electrons are excited significantly
above the ionization energy of the donor. However, the energy exchange be-
tween the sample and the THz field is still a coherent process, implying a
macroscopic polarization of the sample generated by carriers in the conduc-
tion band continuum.
Rabi oscillations in the carrier wave regime
Most experimental studies of Rabi oscillations utilized temporarily long op-
tical driving pulses, i.e., the pulse envelope varies little over an optical oscil-
lation period [26]. In that case, the slowly varying envelope approximation
(SVEA) can be applied. Connected to that, the Maxwell-Bloch equations
are often simplified by neglecting fast oscillating terms and only account for
the beating of the optical frequency with the transition frequency. This is
called the rotating wave approximation (RWA).
However, in the experiment discussed here both approximations are vi-
olated, since an ultrashort THz pulse is employed where the pulse envelope
changes significantly over an oscillation period of the carrier frequency. In
addition, the electric field amplitude of the driving pulse is high enough for
the Rabi frequency to approach and exceed the transition frequency, leading
to a breakdown of the RWA [186]. Such carrier wave (CW) Rabi oscillations
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(b)                  Ein = 6 kV/cm




(a)                  Ein = 1 kV/cm
                          = 5 ps
r3
Figure 5.8: Time evolution of the Bloch-vector ~r(t) (black dotted line). The pro-
jection on the x-y-plane (red solid line) shows a constant rotation of the induced
polarization. The projections on the x-z-plane (green solid line) and the y-z-plane
(blue solid line) show the oscillation of the absorptive and the dispersive compo-
nent. For maximum coherence between the two-level systems in the ensemble, ~r(t)
always moves on the surface of the Bloch sphere. (a) Rabi oscillation driven by
a weak (Ein=1 kV/cm) gaussian optical pulse with a temporal length of τ=5 ps .
(b) Rabi oscillations driven by a short (τ=2 ps), intense (Ein=6 kV/cm) driving
pulse. The magnitude of the population component (r3) oscillates almost as fast as
the magnitude of the polarization components (r1, r2), which is a signature of CW
Rabi-flopping. Note that in particular the ~r(t) does not necessarily cross the poles
of the Bloch sphere. Therefore in the CW regime, the system is not completely
inverted.
were first experimentally observed by Mücke et al. [187] on the interband
transition of GaAs. The authors identify the CW regime by the appearance
of higher harmonics in the spectrum of the emitted signal. Such features have
already been predicted in earlier theoretical studies [188, 186]. The higher
harmonic signal was applied to phase stabilization of ultrashort optical pulses
[189, 190].
Figure 5.8 (a) and (b) depict the time evolution of the Bloch-vector
~r(t) for normal and CW Rabi oscillations, respectively. Conventional Rabi
flopping driven by a gaussian optical driving pulse with an amplitude of
Ein=1 kV/cm and a temporal length of τ=5 ps is shown in Figure 5.8 (a). Re-
laxation and dephasing time constants were set to high values, such that ~r(t)
rotates on the surface of the Bloch-sphere. In the CW regime (Ein=6 kV/cm









































































































Figure 5.9: Time evolution of the population, the spectrum of the incident, trans-
mitted and emitted pulse and the trajectory of the Bloch-vector for a gaussian
driving pulse with τ=0.7 ps and amplitudes Ein=1 kV/cm (a-c), Ein=5 kV/cm
(d-f) and Ein=10 kV/cm (g-i). Asymmetric features in the evolution of the time
dependent upper state population at the zero crossing of the driving field appear
for higher driving fields. The emitted signal also shows the characteristic genera-
tion of higher harmonic components.
parallel to the r3-axis, corresponding to a fast oscillation of the population.
In particular ~r(t) does not necessarily propagate through the poles of the
sphere, which means that the system is not completely inverted. The projec-
tions of the Bloch sphere on the side planes (blue and green line) show the
evolution of the real and imaginary part of the polarization. The projection
on the r3-plane depicts the evolution of the magnitude of the polarization.
Theoretical studies [188] showed that in the CW regime typically plateau-
like features appear in the evolution of the upper state polarization ex-
pressed by the r3(t)-component of the Bloch-vector. These features occur
when the driving field Ein is zero and correspond to a modulation of the
r3(t)-component with two times the driving frequency. In conventional Rabi-
flopping, the modulation is very weak and is often neglected by applying
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the RWA. The only generated frequency components are side bands (ω−Ω)
and (ω − Ω) of the carrier frequency ω which form the so-called Mollow-
triplett. However, the modulation of r3(t) becomes particularly prominent
in the carrier-wave regime. The Optical Bloch Equation 2.11 shows that a
modulation of the population modulates the nonlinear polarization %12 of the
density matrix. This leads to the generation of higher frequency components
of the carrier frequency in the carrier-wave regime.
The upper level occupation is measured by the transiently stored energy
Λ(t) (see Figure 5.4), which clearly shows plateaus at the zero-crossings of
the driving field. It must be noted that these features partly steam from
the non-resonant excitation of the two level system, which has a transition
frequency of 1.3 THz compared to the center frequency of the driving pulse
of 2 THz. For comparison, in a simulation, an ensemble of two level systems
with the parameter Nd=2×1016 cm−3, d=500 nm, ~d1S→2P=e×7.5 nm and
ωtrans/2π=1.3 THz was resonantly excited with a gaussian optical pulse cen-
tered at the transition frequency, with a fixed pulse length of τ=0.7 ps and
varying amplitudes. These parameters correspond to a resonant excitation
of sample LD. The population and dephasing time constant were set to 10 ps
and 5 ps, respectively. The time evolution of the ground state population
(1-%22), the spectrum of the incident, transmitted and emitted pulse and the
trajectory of the Bloch-vector are shown in Figure 5.9 (a-c), 5.9 (d-f) and
5.9 (g-i) for Ein=1 kV/cm, 5 kV/cm and 10 kV/cm, respectively.
The time evolution of the ground state population clearly shows plateaus
at the zero crossings of the driving field, a characteristic of CW Rabi os-
cillations (Figure 5.9 (a), (d) and (g)). More instructive are the spectra of
the emitted signal (Figure 5.9 (b), (e) and (h)), where the appearance of
higher harmonics in the emitted spectrum at growing incident field strength
is shown.
For a driving field of Ein=5 kV shown in Figure 5.9 (e), one notes a peak in
Eem(ω) around 5 THz, a frequency which can not be detected by the electro-
optic sampling detector, as it corresponds to the LO-phonon resonance of
the ZnTe detection crystal. Therefore this oscillation does not appear in the
measurement shown in Figure 5.3 (d). However, fast oscillations are visible
in the simulated transient in Figure 5.3 (d). For a driving field of 10 kV/cm,
the emitted spectrum stretches to even higher frequencies (Figure 5.9 (h))
which again appears in the simulated transients shown in Figure 5.3 (e).
The trajectories of the Bloch-vector also demonstrate the evolution from
conventional Rabi-flopping (Figure 5.9 (c)) to the CW regime (Figure 5.9 (f)
and (i)).
Chapter 6
Internal motions of a
quasiparticle governing its
ultrafast nonlinear response
The interaction between a charged particle in a polar surrounding is of broad
interest. Examples are a proton in ice [164], an ion in a DNA molecule [191],
an electron at an interface [192] or an electron in an organic [193] or inorganic
[194, 195, 196] crystal. In polar semiconductors like gallium arsenide, the
polar interaction between conduction band electrons and the lattice leads to
the formation of quasiparticles, the so-called Fröhlich polarons [106].
In this chapter an experimental study of the internal quasi-particle dy-
namics of a coupled electron-phonon system is studied via time-resolved THz-
pump MIR-probe spectroscopy. The impulsive excitation of conduction band
electrons with an intense THz pulse triggers oscillations of the electron in
the self consistent polaron potential which results from the electron-lattice
interaction. These oscillations in turn act back on the electron. The elec-
tron motion within the lattice distortion is measured by mid-infrared probe
pulses. The experimental data are first discussed qualitatively. A theoretical
model which accounts for the quantum kinetic dynamics is presented at the
end of this chapter.
6.1 n-type GaAs sample and experimental setup
The sample investigated in the nonlinear transport measurement is sample
HD already discussed in Section 4.1 and shown in Figure 4.1. In contrast
to previous studies of carrier transport in the quantum kinetic regime ([87]

































 MIR probe pulse
Figure 6.1: Electric field of the THz pump and MIR probe pulse vs. time. (a)
THz pump pulse: The interesting part of the THz pulse, i.e., the region around
the highest positive lobe, is marked by the gray area. (b) MIR probe pulse.
through doping. Therefore, no electron-hole pair generation is necessary and
no interaction with other carrier types, e.g., electron-hole scattering, occurs.
In the linear regime the sample shows a transmission spectrum which is
structureless for mid-infrared frequencies.
The experimental setup was presented in Section 3.5 and is shown in
Figure 3.20. The THz pump pulse which was generated by optical rectifi-
cation in dry nitrogen via four wave mixing is shown in Figure 6.1 (a). In
order to study field induced effects, it is advantageous to generate shaped
THz pulses, with an unidirectional electric field. For that reason, the delay
between THz pump and MIR probe pulse was limited to values where the
MIR pulse interacts with the pump pulse in the vicinity of the shaded gray
area in Figure 6.1 (a). The ultrashort MIR-pulse is generated by difference
frequency mixing in a GaSe crystal and has a center frequency of 17 THz. It
is shown in Figure 6.1 (b). Both the THz and the MIR pulse are generated
using the same optical pump pulse as explained in Section 3.
The transmitted THz and MIR transients were detected in amplitude and
phase using electro-optic sampling. Two choppers with chopper frequencies
of 500 Hz and 125 Hz for the THz and the MIR pulses, respectively, allow
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Figure 6.2: (a) THz pump pulse with a maximum field amplitude of 20 kV/cm
(b) MIR probe pulse and (c) the combined signal measured for a relative delay
of τ=77 fs. (d) Steplike increase of the MIR transmission. (e) Spectra of the
THz pulse (black solid line) and the MIR pulse (blue solid line). In addition the
frequency of the LO phonon is marked.
to measure the transmitted signal with only the THz pulse (ETHz), only the
MIR pulse (EMIR) or both pulses (Eboth) incident on the sample.
In Figure 6.2, the electric field of the transmitted THz pump pulse (a),
the mid-infrared probe pulse (b), and the combination of the two (c) are
presented as a function of real time t for a mutual delay between the pulses of
τ=77 fs. The THz induced transmission change of the mid-infrared radiation














ENL = Eboth − ETHz − EMIR. (6.2)
The measurement of the independent pulses is discussed in Section 3.5.
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Figure 6.3: Two-dimensional plot of the mid-infrared transmission change.
The time dependent mid-infrared transmission change as calculated from
equation 6.1 is shown for a pump-probe delay τ=77 fs in Figure 6.2 (d).
It increases in a steplike fashion while the THz and MIR pulses interact
with the sample, and reaches a constant value after t=250 fs. Hence, the
nonlinear mid-infrared transmission change occurs in a narrow time window
only. Figure 6.2 (e) shows the spectra of the THz and MIR pulse, respectively.
In addition, the frequency of the LO phonon in gallium arsenide is indicated.
The THz and the MIR pulse have no spectral density at the LO phonon
resonance.
A two dimensional plot of the change in mid-infrared transmission is
shown in Figure 6.3. The THz pump MIR probe delay is denoted by the
time variable τ , while the real time coordinate is denoted t. The delay time
τ is defined by the temporal distance between the intensity maximum of the
MIR pulse and the maximum of the electric field of the THz pulse. Figure 6.3
shows a steplike behavior of the transmission change along the real time
coordinate. For delay times τ=0 and τ=120 fs one observes a transmission
decrease at t→∞. In contrast mid-infrared gain is observed around τ=75 fs
and τ=135 fs.
Figure 6.4 (b) plots the mid-infrared transmission change ∆T(τ ,∞) in-
tegrated over real time t as a function of the delay time τ . The oscillatory



















































Figure 6.4: MIR transmission change at ∆T(τ ,∞) vs. the delay time coordinate
τ . (a) THz pump pulses of two individual measurements. (b) ∆T(τ ,∞) vs. τ . the
blue diamonds correspond to the blue solid THz pump pulse in (a), the red dotted
measurement corresponds to the red dashed THz pump pulse in (a). (c) Sampling
of the THz pump pulse (black dashed line) with the MIR probe pulse (blue short
dashed line). The red solid line shows the nonlinear polarization ten times enlarged.
(d) Data already shown in (a), this time compared to the oscillation of the LO
phonon in gallium arsenide (black dashed line).
THz pump pulses of two independent two dimensional scans (blue solid and
red dashed line, respectively). The most relevant delay times τ of the THz
pulse correspond to the gray shaded area in Figure 6.1. The blue diamond
curve in Figure 6.4 (b) was obtained after excitation with the blue solid THz
pulse in Figure 6.4 (a) and the red dotted curve belongs to the red dashed
THz pulse in Figure 6.4 (a). Comparing both measurements, one notes that
the phase of the oscillation in ∆T(τ ,∞) is locked to the phase of the THz
pump pulse. The oscillation of the MIR transmission change is triggered by
the rising positive lobe of the THz pump pulse. Additional measurements on
sample LD do not show oscillations in the intra-band mid-infrared absorp-
tion.
The measurement of the THz induced change in the mid-infrared trans-
mission is again shown in Figure 6.4 (c). The THz pulse (black dashed line)
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is sampled by the MIR probe pulse (blue short dashed line). The result-
ing nonlinear polarization signal is shown in the red solid curve ten times
enlarged. Figure 6.4 (d) compares the oscillation of the MIR transmission
∆T(τ ,∞) (red dotted line), which was already shown in Figure 6.4 (b), to
the frequency of the LO phonon in gallium arsenide (black dashed line). The
oscillation in ∆T(τ ,∞) is triggered for a THz field higher than 10 kV/cm.
For amplitudes of the driving field ≤20 kV/cm, which is approximately the
highest field strength applied in our experiments, the oscillation in the mid-
infrared absorption is constant and the oscillation frequency corresponds to
the frequency of the LO phonon in gallium arsenide.
6.2 Discussion
First, the underlying physics causing the coherent oscillation of the mid-
infrared transmission is discussed qualitatively. It is followed by a theoretical
model based on the solution of the Heisenberg equation of motion of the
carrier velocity operator. This model accounts for the quantum kinetic nature
of the electron propagation in the polar gallium arsenide lattice. Finally
results of the model calculations are compared with the experiment.
6.2.1 Qualitative discussion
Since the oscillation in the mid-infrared transmission is observed on sam-
ple HD only, the effect stems from conduction band electrons introduced by
doping. In thermal equilibrium, electrons in a gallium arsenide lattice are
found in so-called dressed states, i.e., they form polarons due to the Fröhlich-
interaction with the lattice as shown in Figure 6.5 (a) and (b). An external
electric field acting on a polaron induces charge transport which is described
by the drift velocity vd. For weak external fields Eext, the electron is not dis-
placed from the polaron center and the response to the external field is deter-
mined by the center-of-mass motion of the entire quasiparticle. Assuming the
electric field in x-direction, one finds a drift motion x(t)=vdt=µEextt. Such
a situation is depicted in Figure 6.5 (c) and (d). An abrupt application of a
strong external field Eext(t) leads to a displacement of the electron from the
polaron center along the internal coordinate r. When the electron has gained
sufficient energy to emit LO phonons, the velocity saturates. The accelera-
tion time must be shorter than the inverse LO phonon period (ωLO/2π)−1,
i.e., faster than the response time of the lattice. Figure 6.6 shows friction
free acceleration of an electron in gallium arsenide by the electric field of the
THz pump pulse employed in the experiment.
105
Figure 6.5: (a) Contour plot of the self-induced polaron potential in thermal
equilibrium. (b) Polaron equilibrium potential (blue solid line) and electron wave-
function (black dotted line). (c), (d) Linear transport with the drift velocity vd.
The total potential is the sum of the applied potential and the zero-field polaron
potential. (e), (f) Nonlinear transport in a strong external field: the external po-
tential has been subtracted. The electron (red circle in (f)) is displaced from the
minimum of the LO phonon cloud and generates coherent phonon oscillations in
its stern wave. The nonlinear polarization of the LO phonon cloud leads to oscilla-
tions of the electron along the internal coordinate r, which add to the drift motion
of the entire quasiparticle.
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Figure 6.6: THz pump pulse (black solid line), electron velocity (red solid line)
and the corresponding kinetic energy of the electron (blue solid line). The energy
of the LO phonon of 36 meV is indicated in the dashed line. The rise time of the
kinetic energy is marked.
The maximum field of only 15 kV/cm already accelerates the electron
to kinetic energies of more than 45 meV. The emission threshold for LO
phonons of 36 meV is reached in approximately 100 fs, which is shorter
than the LO phonon oscillation period. Hence, the electron experiences a
displacement along the internal coordinate r, which is shown in Figure 6.5 (e)
and (f). Owing to the impulsive character of the energy transfer, coherent LO
phonon oscillations appear as a stern wave of the moving electron, similar to
wakefields in plasmas [197, 198]. With increasing strength of such oscillations,
the resulting electric field from the lattice polarization alters the motion of
the electron, leading to electron oscillations along the internal coordinate
r with the frequency of the lattice vibration ωLO. The electron oscillations
correspond to a periodic modulation of the momentary electron velocity ve(t)





The electron explores velocity regions that are characterized by different
differential mobilities with positive or negative sign, depending on the relative
phase between the lattice polarization and the external electric field. The
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Figure 6.7: Electron velocity plotted over the electric field strength. The satura-
tion velocity vs due to the breakup of the polaron is marked. For lower electric
fields, the differential mobility µdiff is positive which corresponds to MIR absorp-
tion. Above the saturation velocity µdiff is negative corresponding to MIR gain.
The external THz field E0 accelerates the electron to the saturation drift velocity
vs.







The instantaneous differential mobility can be deduced from the electric field
dependence of the velocity ve(E) as depicted in Figure 6.7.
For a positive slope of ∂E/∂ve a high frequency electric field induces a
current component of the same phase resulting in mid-infrared absorption.
In Figure 6.7 this situation is depicted by the green tangent to the field-
velocity curve. For ∂E/∂ve<0 the induced current has the opposite phase,
thus amplifying the mid-infrared radiation. This is shown by the red tangent
to the field-velocity curve in Figure 6.8. The saturation drift velocity vs is
reached at an external THz field strength E0.
In the following, probing of the differential mobility by measuring the
mid-infrared transmission as shown in Figure 6.7, is explained: an electron
is considered to be exposed to both a strong DC electric field represented by
the THz pulse and a weak AC field, which corresponds to the MIR probe
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= −F (ve) + eETHz + eEMIR. (6.5)
Here, F (ve) is a velocity dependent friction force due to electron LO-phonon
interaction as discussed in Figure 6.5. Assuming quasi-stationary transport,
the electron velocity is composed of a stationary velocity component vDC due
to the electric field of the THz pulse and an oscillating velocity component
vAC due to the MIR probe pulse. For weak MIR probe fields, equation (6.5)
can be expanded around the working point vDC . Truncation of the expansion






eEDC − F (vDC)
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Under quasi-stationary conditions the electric force of the DC field equals
the friction of the lattice. Hence,
[
eEDC − F (vDC)
]
= 0. With the relation
v = µE and with equation (6.6), a velocity and probe frequency dependent











∝ Re[µAC(ve, ω)]. (6.8)
This simple model shows, that the mid-infrared transmission is an effective
probe for the instantaneous electron velocity. However, it does not fully de-
scribe the experimentally observed MIR transmission change. In particular,
the assumption of a quasi-stationary transport is certainly incorrect on ul-
trafast time scales. The observed phenomena rather exhibit strong memory
effects which are neglected here. The full model discussed in Section 6.2.2
correctly accounts for such non-markovian behavior.
The experimentally observed THz induced modulation of the mid-infrared
transmission corresponds to a periodic shift of the working point vDC around
the saturation drift velocity vs. The electron velocity oscillates between
positive and negative differential mobility and the mid-infrared pulse expe-
riences absorption or gain, respectively. The observed oscillation frequency
is the frequency of the LO phonon ωLO. This is shown in Figure 6.8.
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Figure 6.8: The impulsive acceleration of the electron triggers coherent lattice
vibrations with the frequency of the LO phonon ωLO. These oscillations shift
the quasi-stationary DC velocity around the saturation drift velocity vs such that
the MIR probe pulse experiences either positive or negative differential electron
mobilities.
The assumption of an instantaneous mobility underlaying the phenomeno-
logical picture derived in Figure 6.8 is a serious approximation. An accurate
description in the quantum kinetic regime must account for the finite dura-
tion of scattering events which lead to the friction force F on the electron. A
full theoretical treatment of the observed effect is presented in the following
paragraph.
6.2.2 Quantum kinetic description of the internal po-
laron dynamics
In order to explain the experimentally observed nonlinear polaron dynamics,
a theoretical model was derived. It is based on the solution of the Heisenberg
equation of motion of the coupled electron-phonon system driven by the THz
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pump and MIR probe radiation. A similar approach was already presented
in reference [199].
The model considers a single electron interacting with the local electric
field and the LO phonon modes of the crystal via polar optical mode scatter-
ing. The ensemble response is obtained by multiplication with the electron
density. The local electric field Eloc(t) is the sum of the applied THz and
MIR fields plus the field re-emitted from the coherent motions of the elec-
trons in the sample. It contains the linear and the nonlinear response of
the system and accounts correctly for the radiative damping of the electron
motion [179]:
Eloc(t) = ETHz(t) + EMIR(t)−
1
2eNe〈v(t)〉Z0d. (6.9)
e, Ne, Z0 and d are the electron charge, the volume density of electrons,
the vacuum impedance and the layer thickness, respectively. The linear and
nonlinear response of the coupled electron-phonon system is contained in the
time dependent statistical average velocity, i.e., the expectation value of the









where x is the direction of the electric field and the quantum mechanical





















P~q cos(~q · ~r) + ωLOQ~q sin(~q · ~r)
|~q|
. (6.11)
Equation (6.11) assumes a collective motion of the electron ensemble in the
external electric field. The spatial coordinate r accounts for the center of
mass motion of the ensemble. Therefore, equation (6.11) does not include an
interaction term for electron-electron scattering, which depends on the rela-
tive spatial coordinate. Equation (6.11) is the reduced one-electron Hamil-
tonian from equation (2.15). In order to solve the Heisenberg equation of
motion (6.10) one has to know the time-dependent expectation value of the
commutator, which yields another similar equation for the velocity operator.
Solving for the commutator in the equation for the velocity operator yields
in turn new equations for the phonon coordinates Q~q and P~q. In fact, equa-
tion (6.10) is the starting point of an infinite hierarchy of equations which
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have to be solved simultaneously. The infinite set of coupled equations is
closed by establishing the equations of motion for the operators x, p, Q~q
and P~q and subsequent Taylor expansion to the second order. Note that
due to the theorem of Ehrenfest [20] the Heisenberg equations of motion for
expectation values of quantum mechanical harmonic oscillators are identical
to the classical counterparts in Hamilton mechanics. Therefore the second
order expansion corresponds to a first order quantum mechanical correction
of the classical equation of motion. At this point it should be remembered,
that the classical lattice restoration force introduced in Section 2.3.3 accu-
rately describes the electron propagation in a polar lattice above the phonon
resonance. The quantum mechanical correction extends the validity range of
the classical model to lower frequencies. The correction term corresponds to
a finite elongation in real space of the electron wavepacket. The truncation
of the Taylor expansion corresponds to the assumption that the electron size
is constant during the measurement process. Both conditions are expressed
in the finite and constant polaron radius R given in equation (2.38).
Derivation of the Heisenberg equation of motion
In the following the equation of motion for the operators x, p, Q~q and P~q are
























































ωLO sin(~q · ~r)
|~q|
. (6.12)
The next step is to derive the equations of motion for the operators appearing
on the right hand side in equations (6.12), i.e., for P~q sin(~q · ~r), Q~q cos(~q ·
~r), sin(~q · ~r) and cos(~q · ~r). In order to close the infinite set of equations
the operators are expanded and subsequently approximated. One thereby
obtains the expectation values of the relevant observables listed above.
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Expansion and approximation of the Heisenberg operators
The infinite expansion series of the three and four dimensional operators is
truncated at the second order. The resulting expressions are simplified by
making use of cylindrical symmetry for the case of a propagating electron,
i.e., with an applied external electric field, or of spherical symmetry in equi-
librium, i.e., without incident electric field. In a last step the resulting ex-
pression is approximated by an exponential function. A detailed description
of the operator expansion and approximation is given in Appendix F.
The resulting expressions for the quantum mechanical operators are:
































where x is the direction of the electron propagation. The exponential term
in the quantum mechanical operator determines the size of the electron
wavepacket in the self-consistent polaron potential. The size of the wavepacket
determines the coupling to the LO phonons in momentum space via the res-
onance condition ω = ~q · ~v. The electron couples to a LO phonon only if
R << 1/~q, (6.14)
i.e., if the wavepacket in real space is much smaller than the wavelength of
the LO phonon. Note that the Fröhlich interaction prefers coupling to LO
phonons with small wavevectors due to the q−2-dependence of the scattering
matrix element. The coupling condition is described in Figure 6.9. If the
phonon wavelength is long compared to the size of the electron wavepacket,
the electron experiences a spatially varying potential. For phonons with short
wavelengths, i.e., high wavevectors ~q, the electron experiences a spatially
homogeneous average potential.
The reason why the classical model described in Section 2.3.3 fails, is
that in the classical limit the electron is assumed to be a point-like charged
particle. Therefore it still couples to phonons with the shortest wavelengths
or the highest ~q-wavevectors. The quantum mechanical correction, i.e., the
exponential terms derived in the expressions (6.13) limits the coupling in








Figure 6.9: Coupling of the lattice potential to the electron. For long wavelength
phonon oscillations (left side) compared to the wavepacket size R, the electron sees
a spatially dependent potential. For short wavelength phonons (right side), the
electron sees only an average potential.
the self-consistent polaron potential and the energy exchange between the
electrons and the lattice after acceleration by a moderate electric field. In
order to obtain the final form of the equations of motion of the quantum
mechanical operators, as they were implemented in the theoretical model,










































































The finite, constant size of the electron wavepacket results from the trunca-
tion of the expansion of the operators after the second order. This approxi-
mation yields good results on short time scales. On longer time scales, the
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Figure 6.10: Reduced momentum space with only two phonon modes allowed.
Both modes provide energy and momentum conservation during scattering with
an electron which relaxes to the conduction band minimum.
evolution of the electron wavepacket must be taken into account, i.e., the
truncation after the second order is insufficient for a correct description of
the electron propagation. Therefore, the model calculations presented in the
next paragraph solve equations (6.15) only in a short time interval, where the
wavepacket size is conserved after the ultrafast acceleration of the electron by
the THz field. Another parameter having a high influence on the accuracy of
the model is the number of phonon modes included in the calculation. While
the model already yields good results when only two phonon modes are taken
into account, a greater number must be chosen in order to properly compare
the calculation with the experiment. In the model calculations presented
in the following section, the number of phonon modes was set to 300. In
that case the calculation on a conventional personal computer takes approxi-
mately 24 hours. Therefore less accurate calculations were performed, where
only two phonon modes were included. Such calculations take approximately
5 minutes and allow to test different parameter settings of the model.
6.2.3 Model calculations
In the model calculation, equations (6.15) were numerically integrated with
the Runge-Kutta method [201]. The input parameters are the THz and
the MIR pulse and the model solves for the local electric field as defined in
equation (6.9). The analysis of the simulation result is done exactly in the
same way as the analysis of the measured data, i.e., by solving for the change
in the MIR transition via equation (3.24).









































Figure 6.11: Instantaneous electron velocity ve(t) (blue solid line) under influence
of a THz pump pulse (purple dashed line) with 0.2·E0 (a), ·E0 (b) and 1.01·E0 (c)
intensity and a MIR probe pulse (green dashed line). (d)-(f) Corresponding quasi-
stationary regime.
LO phonon system, where only two LO-phonon modes were allowed. The











The system with two allowed phonon modes is depicted in momentum space
in Figure 6.10.
Figure 6.11 (a)-(c) shows the resulting time dependent quasi-stationary
velocity ve(t) (blue solid line) for an incident THz pulse (purple dashed line)
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Figure 6.12: (a) Instantaneous electron velocity ve(t) (blue solid line) after exci-
tation with a THz pump pulse (black dashed line). (b) Transmission change over
the THz pump - MIR probe delay time τ (blue solid line). For comparison, the
linear interband absorption is shown (red dashed line).
with different relative electric field amplitudes and for an incident MIR probe
pulse (green dashed line) with fixed intensity. Figure 6.11 (d)-(f) show the
corresponding quasi-stationary regime.
In Figure 6.11 (a), the velocity increases almost linearly during the pres-
ence of the weak THz field. Only around the maximum velocity, slight os-
cillations of the velocity set in. The amplitude of the THz pulse is 20% of
the saturation field E0. In Figure 6.11 (b) one observes a saturation of the
velocity for approximately 600 fs before strong velocity oscillations occur.
Here, the THz field strength is E0, i.e., the electron is accelerated to the
saturation drift velocity vs on a time scale shorter than the lattice response
time. Hence, strong velocity oscillations appear, which result from acceler-
ation and deceleration of the electron in the coherent phonon potential. By
increasing the THz field by 1%, the electron is completely detached from the
surrounding phonon cloud and accelerated to extremely high velocities. This
situation is shown in Figure 6.11 (c). After the THz pulse one observes a
monotonous deceleration.
The interpretation of such a behavior is shown in the corresponding quasi-
stationary regime plotted in Figure 6.11 (d)-(f). For low THz fields, the
displacement of the electron from the polaron center is rather low and the
saturation velocity vs is not reached. At a THz field strength E0 the operating
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Figure 6.13: Electric field dependence of the electron velocity calculated with
the full model (black solid line). The friction force after Fermi’s Golden Rule as
assumed in the Boltzmann transport theory (red dashed line) and after the classical
model as discussed in Section 2.3.3 (blue dashed line) are shown for comparison.
point is fixed at the saturation velocity and the electron performs maximal
oscillations in the polaron potential. At an even higher field strength, the
electron is undressed from the virtual phonon cloud and can therefore attain
a significantly higher velocity. The undressing of the electron requires only
a very slight increase of the THz field of only 1%, which is due to the very
limited number of phonon modes included in the simulation. The oscilla-
tion frequency of ve(t) in Figure 6.11 (a)-(c) is not constant and also lower
than the LO phonon frequency, which also results from the limited number
of phonon modes. A simulation including 300 phonon modes is shown in
Figure 6.12.
One observes a rise of the instantaneous velocity comparable to Fig-
ure 6.11 (b). The resulting oscillation frequency is constant and the cal-
culated transmission change in Figure 6.12 (b) shows an oscillation at the
frequency of the LO phonon. The result of the full calculation reproduces
the measured effect of the modulation of the MIR transmission with the
frequency of the LO phonon.
The calculated electric field dependent electron velocity is plotted in Fig-
ure 6.13. The velocity is normalized to the threshold velocity v0, which cor-
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responds to a kinetic electron energy of the LO phonon: v0 =
√
2h̄ωLO/meff.
The saturation drift velocity resulting from the model calculation is 1.7·v0.






≈ 27.8kVcm . (6.18)
The electric fields applied in the experiment should therefore trigger strong
lattice oscillations, without completely removing the electron from the po-
laron center.
It is instructive to compare the result of the model calculation (black
solid line) with the friction force after Fermi’s Golden Rule as assumed in
the Boltzmann transport theory (red dashed line) and after the classical
model (blue dashed line) as discussed in Section 2.3.3. Below and above the
saturation drift velocity, the simulated field-velocity curve reproduces qual-
itatively the results of the Boltzmann and the classical model, respectively.
In addition, the quantum kinetic model derived here correctly reproduces the




In this thesis the ultrafast dynamics of electrons in a polar semiconductor are
studied in intense electric fields. This subject is highly relevant for technolog-
ical applications in modern electronics, since the miniaturization of devices
leads to stronger internal fields and higher operation frequencies. In addi-
tion, the coherent manipulation of electrons as shown in this thesis can be
exploited for coherent control and quantum information processing.
The experiments presented here use ultrashort THz and mid-infrared
pulses for excitation and subsequent probing, respectively. The radiation
is detected in amplitude and phase by electro-optic sampling, which yields
the full information on the electric field. Single-cycle THz pulses with field
amplitudes of up to 400 kV/cm were generated via four-wave rectification in
optically ionized dry nitrogen gas. Ultrashort mid-infrared pulses were gener-
ated in a GaSe crystal via phase-matched type-I difference frequency mixing.
In this thesis, the first THz-pump mid-infrared-probe setup was developed,
which allows a time-resolved detection of the individual transients.
Our novel experiments gave insights into the underlying physics of the
following nonlinear THz-phenomena:
• Phase-resolved nonlinear propagation experiments on n-type gallium
arsenide with ultrashort, intense THz pulses reveal a coherent emission
at 2 THz with picosecond decay times. While the linear THz response
is in perfect agreement with the Drude response of free electrons, the
nonlinear response is dominated by the super-radiant decay of inverted
impurity transitions. Ultrafast electron redistribution in higher lying
impurity states and in the conduction band is essential for establishing a
population inversion in impurity atoms with unpopulated ground state.
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A quantum mechanical discrete state model using the potential of the
disordered impurities accounts for the experimental observations.
• The nonlinear optical response of shallow donor transitions in n-type
GaAs is studied in ultrafast phase-resolved THz propagation experi-
ments. At a lattice temperature of 100 K, carrier-wave Rabi oscillations
are observed at THz field strength of up to 5 kV/cm. Strong radiative
coupling between impurity transitions results in a coherently excited
macroscopic polarization which oscillates for several picoseconds. The
observed oscillations are reproduced by model calculations using the
coupled Maxwell-Bloch equations for an ensemble of radiatively cou-
pled two-level systems. A comparison with the simulation shows that
the two-level approach breaks down for driving fields above 5 kV/cm.
Absorption measurements of shallow impurities show that the linear
response at higher doping concentrations is governed by many-body
interactions which are still not fully understood.
• For the first time, the internal degree of freedom of the Fröhlich polaron
is directly measured in the nonlinear quantum kinetic transport regime.
Ultrafast acceleration of conduction band electrons in the electric field
of a THz pump pulse triggers coherent lattice vibrations which lead to
electron oscillations along the internal coordinate in the self-consistent
polaron potential. The concomitant drift velocity oscillations modulate
the optical response at mid-infrared frequencies between absorption and
stimulated emission.
In this work, time-resolved ultrafast nonlinear THz spectroscopy is demon-
strated for the first time. This new spectroscopic tool, which relies on THz
pulses combining high electric field amplitudes with high time-resolution,
can be applied to study the THz response in a variety of systems. Exam-
ples are atomic or molecular systems in intense electric fields, the nonlinear
field-induced generation of electrons from surfaces or field-induced control of
chemical reactions. Electrons bound to donor atoms may be used as potential
Qbits in future quantum computers. The large dipole moment of the 1S→2P
transition and the high dielectric constant make n-doped gallium arsenide a
candidate for coherent quantum control experiments. The direct monitoring
of free carrier transport in a polar lattice allows for a detailed investigation
of quantum kinetic processes in semiconductors. The experiments can be op-
timized through an independent tailoring of the THz pump and mid-infrared
probe pulses. This can be achieved either by spectral shaping of the op-
tical pulse used for THz generation or by directly shaping the THz pulse.
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Nonlinear electron transport in highly polar materials, like e.g., II-VI semi-
conductor compounds, should yield an even more pronounced modulation of




me free electron mass
c vacuum speed of light
e elementary charge of the electron
h Planck’s constant
h̄=h/2π normalized Planck’s constant




EC Conduction band offset energy
T Temperature
εs static background dielectric constant
ε∞ high frequency dielectric constant
Ry Rydberg constant
aB effective Bohr radius





αep electron-phonon coupling constant
α absorption coefficient
σ conductivity





Charge transport and optical
absorption
In this appendix, the relation between typical transport parameters such as
the frequency dependent mobility µ(ω) and optical parameters such as the
absorption coefficient α(ω) is given. A more detailed derivation is found in
[64].
The conductivity of a doped semiconductor follows from the electron mo-
bility as given by equations (2.21) and (2.22). The medium response to an
external electric field is described by the dielectric constant [203]
ε(ω) = εb + i
σ(ω)
ω
= ε′ + iε′′ , (B.1)
where ε′ and ε′′ are the real and imaginary part of the dielectric function.
For optical frequencies, the material is usually described by a frequency de-











In the limit that the imaginary component ε′′ is small compared to the real















where nb denotes a static background refractive index. The approximation
in Equation (B.3) is valid for low carrier densities Nd like e.g., in semicon-
ductors with low and intermediate doping concentrations. In addition, the
approximation holds for rather high frequencies, due to the anti-proportional
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frequency dependence of the imaginary part of the dielectric function ε′′ which
follows from Equation (B.1).
Samples investigated here had a doping concentration below 1017 cm−3.
Assuming a scattering rate of τ=150 fs, ε′′  ε′ is always true for frequencies








where n′′(ω) denotes the imaginary part of the refractive index. Equa-
tion (B.4) makes the link between the transport and the optical picture.
The absorption coefficient is approximately linear to the electron mobility
in the material under the present conditions. It should be stressed how-
ever, that the approximation fails for low frequencies, especially around the





In conventional electro-optic sampling (Figure C.1 (a)), a THz or MIR pulse
is scanned in time by an optical probe pulse. In order to increase the signal to
noise ratio (SNR), each data point results from an averaging over consecutive
probe pulses, which requires a synchronization of the measured signal, i.e.,
the THz or MIR transients, with the probe. In particular, synchronization
means that consecutive transients are identical, that is ETHz(t)=ETHz(t+T)
where T=1/frep=1/71 MHz, i.e. the inverse of the pulse repetition rate.
Figure C.1 (b) shows the setup for an unsynchronized source. A mea-
surement with such a setup will not yield the full information on the electric
field. However, the following section shows that it can be used as a broad-
band frequency counter. In addition to the broad spectral region covered,
which is determined by the bandwidth of the EOS detector, the presented
method is particularly convenient for low frequencies which are difficult to
resolve with upconversion techniques.
Figure C.2 (a) shows such a measurement on a linearly polarized cw
CO2 laser emitting on the 10P20 line, which corresponds to a wavelength of
≈10.6µm. [204]. The left side of this figure depicts the noise floor and the
right side is a measurement with the CO2 laser incident on the detector. The
signal to noise ratio (SNR) is approximately one. Knowing the laser power
and the focal spot size, an electric field present on the detection crystal of
ECO2 ≈1 kV/cm was deduced. This value denotes the power resolution limit
of the electro-optic sampling detection, resulting from the shot noise due to
the finite amount of photons in the optical probe pulse. Higher sensitivities
can be obtained by averaging over consecutive probe pulses, which would
require a synchronization to the source of the measured radiation. In the





Figure C.1: (a) Synchronized EOS: A coherent pulsed MIR/THz source is mea-
sured via the EO effect in a ZnTe crystal. The difference signal PD1-PD2, which
is proportional to the electric field of the MIR/THz pulse is recorded using a high-
speed analog-to-digital converter (ADC) and averaged for each temporal position.
A delay line allows for sampling of the pump pulse according to Figure 3.3 (c). (b)
Unsynchronized EOS of a CO2 Laser in cw mode. The high speed ADC records
the difference signal PD1− PD2 6= 0 in a single shot measurement.
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Figure C.2: (a) Electro-optic signal measured without (left green line) and with
(right red line) the CO2 laser. (b) Spectra for a measurement time of ∆T = 0.7 s
(red) and ∆T = 2.8 ms (blue). The inset shows the data for ∆T = 0.7 s again,
together with the spectrum of the noise (green).
Autocorrelation spectra from unsynchronized measurements of two differ-
ent duration are shown in Figure C.2 (b). A long measurement time yields
a rather broad autocorrelation spectrum compared to short measurement
times. In addition a fluctuation of the peak frequency was observed between
consecutive identical measurements.
The linewidth of the observed peak at frequency fC directly yields the
linewidth of the electric field at the optical frequency ν. To obtain the optical
frequency ν, one has to account for the undersampling of the electric field
oscillating with frequency ν with a sampling rate of frep, which is far below





with f′C=ν mod frep. Inversion yields
ν = n× frep ± fC , (C.1)
where n is an integer. Equation (C.1) requires the determination of n and
the proper sign for fC . If these parameters are not known with sufficient
accuracy beforehand, additional measurements with slightly different frep
(e.g. by changing the oscillator cavity length) have to be carried out. This
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would yield two equations for two unknown parameters, allowing to solve
Equation (C.1) without ambiguity.
In the CO2 laser measurement the spectral peak for ∆T = 0.7 s (red line
in Figure C.2(b)) is at fC=20.88 MHz. Knowing that the laser operates on
the 10P20 line n=395401 and the positive sign for fC in Equation (C.1) must
be chosen. With frep=71.586602 MHz one finds for the optical frequency
ν=28306225.7 MHz. The main source for the linewidths measured are fluc-
tuations of the length of the CO2 laser resonator, of the Ti:sapphire laser
resonator, or of both [205]. A thermal stabilization for both lasers would
yield much narrower linewidths in the measurement. Even though the setup
can be used as a frequency counter in the range of 1-40 THz, the measure-
ment bandwidth is limited to frep/2. Increasing the repetition rate would
therefore be an additional improvement of the setup [206].
Appendix D
Polarization dynamics in an
ensemble of radiatively coupled
two-level systems





















The diagonal element %12 denotes the polarization in the system and %22
stands for the population of the upper level. In a quasi two-dimensional
sample the the carriers which experience an incident electric field are radia-
tively coupled. Then, the macroscopic polarization in the sample reads
P = 2Nd~ddRe(%12) (D.3)












such that the local field E(t) acting on the sample is given by






The following analysis is limited to quasi-stationary population, i.e., ∂%22/∂t =
0. To derive the equation of motion for the polarization, the off-diagonal el-




%12 = (a+ ib) (D.6)
In addition it is convenient to introduce the following abbreviations:
∂x
∂t






















− iγ1 + iγ2ȧ+ iγ1Ein2%22
− iγ22%22ȧ (D.8)
The real part reads
ȧ = − a
T2
− bω0 (D.9)




− γ2ȧ(1− 2%22) + γ1Ein(1− 2%22) (D.10)
Equation D.9 yields the relations



















+ γ2ȧ(1− 2%22)− γ1Ein(1− 2%22)
(D.12)












ȧ+ ω0γ1Ein(1− 2%22) (D.13)








In the linear case, i.e., %22=0, the radiative coupling decreases the polariza-
tion components of the Bloch vector, similar to the dephasing. In contrast, in
the case of a complete population inversion, i.e., %22=1, the radiative coupling
constant in Equation D.13 changes its sign. Hence, the radiative coupling
tends to increase the polarization, i.e., it introduces a negative dephasing.
Appendix E
Derivation of the Heisenberg
equations of motion






is solved for x, p, Q, P , which represent the quantum mechanical operators for
the electron position and momentum and the coordinate and its conjugated
momentum of the LO phonon mode with wavevector ~q, respectively. The
Hamiltonian of an electron in a polar lattice with an external electric field





























In the EOM for the electron position x all but the first term of the Hamilto-


















































Next the EOM for the electron momentum p is derived. Here the terms (II)























































































Now the EOM for the canonical operators Q~q and P~q = −ih̄∂/∂Q~q are de-
rived. From equation (E.2) terms (III) and (IV) yield a contribution. For
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ih̄ cos(~q · ~r)
|~q|




























































































































































































Taylor expansion of the
expectation value 〈P~q sin(~q · ~r)〉
In order to close the infinite hierarchy of equations of motions of the conduc-
tion band electron propagating in the external electric field, the expectation
values of the operators P~q sin(~q · ~r), Q~q cos(~q · ~r), sin(~q · ~r) and cos(~q · ~r)
are expanded in a Taylor series which is truncated at the second order. For
example, the expansion of an operator F(x) is:















Here, the second Taylor expansion is demonstrated as an example for the
operator 〈P~q sin(~q · ~r)〉 = 〈P~q sin(qxx + qyy + qzz)〉 around the expectation
values P~q = 〈P~q〉, x = 〈x〉, y = 〈y〉, z = 〈z〉. The resulting expression is
simplified by applying symmetry relations and approximations which will be
detailed in the following.
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〈P~q sin(~q · ~r)〉 = (F.2)
+〈P~q〉 sin(qx〈x〉+ qy〈y〉+ qz〈z〉) (F.3)
+〈P~q
[
qx cos(qxx+ qyy + qzz)(x− 〈x〉) (F.4)
+qy cos(qxx+ qyy + qzz)(y − 〈y〉) (F.5)















2 sin(qxx+ qyy + qzz)(z − 〈z〉)
2 (F.9)
+qxqy sin(qxx+ qyy + qzz)(x− 〈x〉)(y − 〈y〉) (F.10)
+qxqz sin(qxx+ qyy + qzz)(x− 〈x〉)(z − 〈z〉) (F.11)
+qyqz sin(qxx+ qyy + qzz)(y − 〈y〉)(z − 〈z〉)
]
〉 (F.12)
+〈qx cos(qxx+ qyy + qzz)(x− 〈x〉)(P~q − 〈P~q〉)〉 (F.13)
+〈qy cos(qxx+ qyy + qzz)(y − 〈y〉)(P~q − 〈P~q〉)〉 (F.14)
+〈qz cos(qxx+ qyy + qzz)(z − 〈z〉)(P~q − 〈P~q〉)〉 (F.15)
+ · · · . (F.16)
The zero order term (F.3) is the classical approximation which follows from
the theorem of Ehrenfest. The first order terms (F.4)-(F.6) vanish because
〈n− 〈n〉〉 = 〈n〉 − 〈n〉 = 0, (F.17)
where n denotes the coordinates x, y and z, respectively.
Since the electron is accelerated by a linearly polarized electric field Ex,
the problem has cylindrical symmetry. Therefore the following expectation
values also vanish:
〈y〉 = 0, 〈z〉 = 0,
〈xy〉 = 0, 〈xz〉 = 0, 〈yz〉 = 0,
〈P~qy〉 = 0, 〈P~qz〉 = 0.
(F.18)
The mixed factors of the second order expansion terms read e.g.
〈(x− 〈x〉)(y − 〈y〉)〉 = (〈xy〉 − 〈x〉〈y〉). (F.19)
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With the identities (F.18) the terms (F.14)-(F.15), (F.10)-(F.12) plus the
〈y〉- and 〈z〉-terms in the argument of the sine and cosine function are ruled
out. In addition, in equilibrium, i.e., without an external field, the polaron
has spherical symmetry. Therefore the term (F.13) is zero.
The remaining second order terms simplify to
(x− 〈x〉)2 = 〈x2 − 2〈x〉〈x〉+ 〈x〉2〉 = 〈x2〉 − 〈x〉2. (F.20)
In the following, 〈x(t = 0)〉=0 is assumed without loss of generality. In
addition, a spherical polaron is assumed, i.e.,
〈x2〉 − 〈x〉2 = 〈y2〉 = 〈z2〉 = R2, (F.21)
where R2 is the constant polaron radius given by equation (2.38). The ap-
proximation of a constant, spherical polaron is only valid on ultrafast time
scales.
Takeing all symmetry considerations and the spherical approximation into
account, the Taylor expansion reads:
























The term in parenthesis in equation (F.22) is the second order correction of












equation (F.22) is approximated with an exponential decay, which simulates
















The approximation is shown in Figure F.1. Note that equation (F.24) is
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Figure F.1: Plot of the approximation function: f(x) = [1− x] (black solid line)
approximated by f(x) = e−x (red solid line). The approximation function reduces
the coupling for higher values of x without extending to negative values.
strictly positive for all values (~q · ~r) but limits the coupling to phonons with
higher ~q-vector.
The operators Q~q cos(~q · ~r), cos(~q · ~r) and sin(~q · ~r) are expanded in a
similar way and read after expansion and approximation:
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