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Self-Consistent Time-Domain Large-Signal
Model of High-Speed Traveling-Wave
Electroabsorption Modulators
Federica Cappelluti, Member, IEEE, and Giovanni Ghione, Senior Member, IEEE
Abstract—A new self-consistent large-signal model for traveling-
wave electroabsorption modulators (TW EAMs) is presented. A
time-domain finite-difference approach is exploited to carry out
a fully coupled analysis of the nonlinear distributed interaction
between the microwave and optical fields in the device. RF and
optical nonlinearities and saturation effects are taken into account,
as well as the influence on the microwave electrode propagation
parameters of the nonuniform distribution of the optical power
along the traveling direction. The model is applied to the analysis
of a InGaAsP/InP TW EAM in small- and large-signal operation.
Its performance in terms of bandwidth, linearity, and chirp are
investigated as examples of application. The technique is validated
in small-signal low optical-power condition through a comparison
with the results of a small-signal frequency-domain approach.
Index Terms—Electroabsorption modulators (EAMs), time-
domain analysis, traveling-wave (TW) devices.
I. INTRODUCTION
H IGH-SPEED high-efficiency electroabsorption modula-tors (EAMs) are key devices for the development of many
optical communication systems including high-data-rate optical
wavelength division multiplexing (WDM), high-speed optical
time division multiplexing (OTDM), and microwave analog
fiber optic links. By combining the optical and microwave
propagation on the same guiding structure, the traveling-wave
design allows to overcome the RC bandwidth limitation in-
herent to lumped devices, achieving high bandwidth and high
modulation efficiency as well [1], [2].
In order to optimize the modulator performance, it is of
primary interest to develop accurate microwave models of
the device. In fact, the bandwidth limitation of EAMs largely
derives from microwave losses in the transmission line and
from asynchronous coupling to the optical signal, not to
mention impedance mismatch issues, which are hard to manage
in traveling-wave electroabsorption modulators (TW EAMs),
whose characteristic impedance is significantly lower than
50 . Moreover, in TW EAMs, several nonlinear effects take
place, affecting the microwave and optical fields propagation,
as well as their interaction. Firstly, the microwave transmission
line (MTL) is nonlinear due to the voltage dependence of the
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junction capacitance, which is the main (albeit not the only)
contribution to the overall line capacitance. The high optical
absorption then generates a significant photocurrent, which,
in turn, modifies the propagation characteristics of the line. In
small-signal conditions, the small-signal per-unit-length (p.u.l.)
photocurrent is a linear function of the local voltage, and can
be conveniently described by a differential conductance model
[3]. However, in large-signal conditions, the photocurrent
nonlinearly depends on the local voltage (due to absorption
saturation as a function of the applied voltage), but also exhibits
saturation as a function of the optical power (due, e.g., to carrier
screening effects, in much the same way as in high-power
photodiodes). Finally, in EAMs, there is, at least in principle, a
feedback between the optical and microwave line, in the sense
that the line voltage modifies the optical waveguide absorption,
but this, in turn, introduces a photocurrent that influences the
microwave-line parameters; moreover, the microwave line is
nonuniform since its parameters depend on the local optical
power, which decreases along the line.
A first modeling approach, proposed in [3], concerns a quasi-
static frequency-domain treatment of the TW EAM. The model
assumes uniform bias and losses along the microwave line and
exploits linearized relationships for the voltage-dependent op-
tical absorption and the voltage-dependent photodetected cur-
rent. Since the optical power is a component of the dc oper-
ating point, two different small-signal conditions and models
arise for the ON/OFF states of the modulator, according to the
level of optical power along the device. This model, proven to
yield good agreement with experimental results [4], can cap-
ture the overall frequency response of the device and the effects
of the optical power on the microwave propagation character-
istics. However, as will be shown in Section III-A, some inac-
curacies may arise under high optical power, when the nonuni-
formity of the bias voltage, as well as of the microwave-line
parameters, are no longer negligible. Moreover, the aforemen-
tioned nonlinear effects cannot be included in linearized fre-
quency-domain models. On the other hand, self-consistent dy-
namic large-signal modeling is essential in order to gain insight
into microwave- and optical-power-induced saturation mecha-
nisms to model harmonics and intermodulation products (IMPs)
generation (analog applications), and to perform device design
and optimization in large-signal operation (OTDM and WDM
applications). In [5], some hints are given of a time-domain dis-
tributed model in which the nonlinear relationship between the
voltage and complex refractive index is accounted for, while the
microwave line is considered as linear; no back coupling exists
0018-9480/03$17.00 © 2003 IEEE
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between the microwave and optical line, i.e., the microwave line
works in low-power conditions, neglecting the effects of pho-
tocurrent and of nonuniform bias along the modulator. Time-do-
main approaches are commonly used in the modeling of elec-
troabsorption modulated lasers (EALs) [6]–[8]. However, such
modeling efforts are focused on the laser description, and leave
in the background the modeling issue of the EAM portion of the
device, usually treated as a lumped section, with voltage-depen-
dent optical complex refractive index.
In this paper, we present a novel dynamic time-domain
model of TW EAMs, featuring a fully coupled analysis of
the nonlinear distributed interaction between the optical and
microwave fields throughout the device. A circuit-oriented
large-signal model is proposed for the microwave electrodes,
treated as a nonlinear quasi-TEM transmission line with
optical-power-dependent propagation characteristics. On the
other hand, the optical field behavior in the device is studied by
solving the wave equation taking into account the time/spatial
variation of the optical complex refractive index, induced by
the modulating microwave field. The overall device behavior is
simulated by solving, through a finite-difference approach, the
coupled equations describing the electrical and optical fields
propagation along the device. Self-consistency is required
since the absorbed optical power, locally dependent on the mi-
crowave field, drives the carriers generation, and the parameters
of the electrical model are, in turn, photocurrent dependent.
Both RF and optical-power saturation effects, including analog
harmonic and IMP generation, can be simulated provided
that proper models for the voltage dependence of the active
region are inserted into the model. At the same time, chirp
effects in the time domain are simulated together with the
change of propagation characteristics with the incident optical
power. The model can be extended so as to include in a self-
consistent way other nonmodulating sections, such as a laser or
a semiconductor optical amplifier (SOA).
This paper is organized as follows. Section II is devoted to
the detailed description of the model equations and the numer-
ical approach to the self-consistent simulation. Section III re-
ports some simulation results in the small-signal, as well as
large-signal operation. Finally, a brief conclusion is given in
Section IV.
II. DISTRIBUTED TIME-DOMAIN MODEL
A. Microwave-Field Model
The electric equivalent circuit of a p.u.l. microwave electrode
section is depicted in Fig. 1. In this circuit, and are the in-
ductance and capacitance of the unloaded microwave electrode,
while models the frequency-dependent (owing to skin
effect) conductor impedance. The electroabsorption (EA) sec-
tion is modeled through the device series resistance , rep-
resenting the resistivity of p- and n- semiconductor layers and
metal contacts, the p-i-n junction capacitance , the junc-
tion voltage-controlled dark current , and the nonlinear
photocurrent generator , which provides the cou-
pling between the optical and MTLs. The quantities
and are the junction voltage and optical power, re-
spectively.
Fig. 1. Equivalent electric circuit for the p.u.l. MTL.
It is immediate to write the equations for the voltage and cur-
rent in Fig. 1 as follows:
(1)
(2)
The junction voltage and the total microwave voltage
are locally related through the following nonlinear dy-
namic equation:
(3)
where, for the sake of brevity, we have omitted the dependence
on of and . The second term on the right-hand side of
(3) is the voltage drop across the p-i-n junction resistance .
The voltage drop across the frequency-dependent impedance
can be computed in the time-domain through a con-
volution such as
(4)
where denotes the inverse Fourier transform of .
The numerical solution of (4) can be accomplished through a
discrete-time recursive formula (as will be discussed in Sec-
tion II-C).
The MTL equations (1), (2) can be conveniently reformulated
in a forward–backward traveling-wave approach. To this aim,
we introduce the following nonsingular linear variable transfor-
mations:
(5)
(6)
where is the characteristic impedance associated
to the ideal transmission line . By substituting (5) and (6)
in the MTL equations (1), (2), after some algebra, we obtain the
traveling-wave formulation
(7)
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(8)
where , , and Finally,
concerning the junction voltage , by substituting (5) and (6) in
(3), we have
(9)
Note that the simultaneous equations (7)–(9) are exactly equiv-
alent to (1)–(3) since no approximation has been introduced.
Thus, the voltages , , solutions of (7)–(9) may be used to
derive the MTL voltage and current satisfying (1)–(3) by the
relationships (5) and (6). In the following, for convenience, we
will refer to the variables and as the forward and backward
voltages on the line, respectively; however, the interpretation of
and as such strictly holds only when the transmission line
in Fig. 1 reduces to an ideal transmission line.
B. Optical-Field Model
We limit our analysis to a single-mode field propagating in the
optical waveguide, the extension to the multimode case being
straightforward. Moreover, we assume no reflections at the end
facet of the modulator. This is a reasonable approximation as
long as we study discrete EAMs since antireflection coatings
are usually deposited on the facets of the device, and it can be
expected that the residual reflections do not significantly influ-
ence the behavior of the modulator. However, if the model were
extended to the analysis of an integrated laser-EAM structure,
the approximation would no longer be acceptable. In fact, since
the power reflected from the modulator section into the laser
cavity changes with intensity modulation, it turns out to change
the laser wavelength, i.e., it introduces chirp [9], [10].
The optical field in the EAM waveguide can be written as
(10)
where is the modal function in the waveguide, the com-
plex amplitude represents the forward slowly varying
component of the optical field, is the laser optical frequency,
and is the unperturbed (i.e., in the absence of applied
voltage) propagation constant. The amplitude can be
derived from Maxwell’s equations by exploiting the slowly
varying envelope approximation and treating the electric-field
induced variations of the optical complex refractive index as
a small perturbation [11]. The time-dependent traveling-wave
equation describing the optical field propagation results as
follows:
(11)
where is the optical group velocity, assumed to be constant
over the frequency range of interest, and is the speed of light
in vacuum; and may be written as
(12)
(13)
where is the optical confinement factor in the active layer
and and are the voltage/power-dependent changes
of the optical absorption coefficient and refractive index in the
active layer, respectively. Analytical models for and
can be derived by curve fitting either from experimental data or
from physics-based simulations of the active region structure.
Finally, the optical propagation constant in (10) is given by
(14)
and being the effective refractive index and optical-
power EA coefficient at transparency (i.e., ). The term
accounts for all those mechanisms, such as free-carrier
absorption and scattering loss, which cause optical attenuation
without generation of carriers. To complete our model, we write
the p.u.l. photocurrent as
(15)
where is the electric charge, is the rationalized Planck’s
constant, is given as , and is the optical
power
(16)
The previous equations stress the aforementioned interplay
between the microwave and optical traveling fields as follows:
• optical-power dependence of (15), which affects the
propagation characteristics of the MTL and, thus, the
effective modulating voltage along the device through
(7)–(9);
• junction voltage dependence of the optical absorption (and
refractive index) which, in turn, affects the optical field
propagation and the photogenerated current according to
(11) and (15), respectively.
Indeed, a fully coupled solution is required in order to correctly
describe such nonlinear distributed interaction.
The small-signal equivalent circuit adopted in [3] can be de-
rived from the one proposed in Fig. 1 by approximating the
p.u.l. photocurrent generator as an optical-power-de-
pendent resistor evaluated at the junction
bias voltage . In fact, since the photocurrent generator
depends on , one has
where the second (linear) term simply is a conductance. The
linear approach in [3] assumes the whole length of the device
to operate at the same bias point; this, in turn, implies the dc
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Fig. 2. Lumped equivalent circuit of the TW EAM in dc operation.
optical absorption to be -independent. Following
this approach, in dc operation, (2), (3), and (15) reduce to
(17)
Integrating the previous equation, one has ,
where is the total photocurrent generated in the modulator
(18)
which is equivalent to the photodiode response. Note that, for the
transmission line to be uniform, the total photocurrent is equally
spread over the whole length of the line, i.e., ;
the corresponding ac p.u.l. equivalent resistance, modeling the
linearized dependence of on the junction voltage , is
(19)
In order to evaluate , we need to estimate the junction bias
point . To this aim, the EAM can be treated as equivalent
to the lumped electric circuit shown in Fig. 2, where is
the dc component of the conductor impedance and
is given by (18), being , the incident optical power.
Thus, the bias point satisfies the following nonlinear equation:
(20)
being . Note that either the modulator
bias point or the ac equivalent resistance depend on the optical
power and absorption through (18); thus, different small-signal
operating conditions arise depending on the optical power ab-
sorbed along the device. The consequence of the uniform bias
point assumption exploited in [3] on the predicted performance
of the TW EAM will be discussed in detail in Section III.
C. Numerical Algorithm
The numerical solution of the microwave and optical trav-
eling-wave equations is obtained by a finite-difference approach
[9]. The basic idea is to longitudinally divide the device into an
integer number of small sections having equal length. Across
each section, the propagation characteristics of the optical and
microwave waveguides are assumed to be constant, but they are
allowed to change from section to section. To account for the
velocity mismatch between the optical and electrical signals,
two different spatial grids must be used for the optical and mi-
crowave waveguides. The finite-difference approach is schemat-
ically illustrated in Fig. 3.
Fig. 3. Schematic view of the (top) microwave and (bottom) optical wave-
guides having an integer number of subsections of length z and z ,
respectively.
The time-dependent coupled MTL (7), (8) can be solved in
the time domain by a first-order difference approximation of the
partial differentials [9] yielding
(21)
(22)
where we have set and we have neglected the
second derivatives terms. Since does not include the effect
of the junction capacitance, the choice of is conservative
with respect to the numerical stability of the finite-difference
algorithm [12]. The solution of (9), locally relating the junc-
tion voltage to the total voltage across the trans-
mission line, has been achieved through a semi-implicit Euler
method. The spatial discretization step should be chosen
small enough to ensure an accurate solution of the total volt-
ages and currents along the microwave line. Specifically,
must be chosen small enough to make negligible the effect of
the second-order derivatives omitted in (21) and (22), and to
guarantee a rapid convergence in the integration of (9), i.e.,
. In this analysis the device length
is smaller or comparable to the guided wavelength and, there-
fore, the choice of is not overly critical. In the simulations
we have used ranging from to .
System (21) and (22) must be completed with the initial and
boundary conditions for the forward and backward voltages at
the beginning and end of the modulator. Initial conditions are
imposed according to the applied bias. The capacitor at
the load section can be exploited to decouple the dc-bias gener-
ator from the load resistor. In a similar way, the inductor
at the input section decouples the dc bias from the RF generator
resistor . Thus, the boundary conditions for the bias can be
written as
(23)
(24)
where we have denoted with and the dc components
of the forward and backward propagating waves. From the RF
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signal standpoint, the inductor and capacitor act as an open and
short circuit, respectively, and the corresponding boundary con-
ditions are
(25)
(26)
Finally, (4) has been numerically implemented through an in-
finite impulse response (IIR) digital filter. The frequency be-
havior of , known from experiments or physics-based sim-
ulations, is fitted with a rational function in the analog com-
plex variable , and successively transformed in the dig-
ital -transform domain by exploiting the bilinear transforma-
tion technique [13]. The resulting discrete-time simulator for
the voltage drop results as
(27)
where and are the coefficients of the digital rational func-
tion approximating . Good accuracy is achieved provided
that the time step is small enough so that , where
is the maximum frequency of interest.
Concerning the optical field propagation, by choosing
, the solution of (11) is given by [14]
(28)
Initial conditions are set according to the incident optical field.
The previous equations, coupled through (9), (12), (13), (15),
and (16), are solved through a time-stepped iterative approach.
For each time step, the optical and microwave fields will cover
different spatial steps and , re-
spectively. To account for this asynchronous spatial propaga-
tion, which is a consequence of the velocity mismatch, a linear
interpolation is exploited to switch from the optical to the mi-
crowave grid and vice versa. As a last remark, if the time step
is chosen in order to divide the device length into an integer
number of sections, the resulting number of sections on the
optical grid will not be an integer since usually and
are incommensurate quantities. To overcome this, the sim-
ulated optical length is allowed to be larger than , as shown in
Fig. 3, and the value of the optical quantities at is recov-
ered through a linear interpolation.
III. SIMULATION RESULTS
We have applied the model developed in Section II to study
a standard multiple quantum well (MQW) InGaAsP/InP EAM,
with a 3- m–wide waveguide, 0.3- m active layer thickness,
and 200- m length. The values assumed for the MTL equiva-
lent-circuit parameters are (see, e.g., [3]) nH/mm,
pF/mm, and mm, and for the depleted p-i-n junc-
tion, pF/mm. For typical EAM devices, the dc leakage
resistance , as well as the ac leakage resistance
, take values around 10 k or larger and, thus,
Fig. 4. Frequency behavior of the resistive (R ) and inductive (X )
components of the conduction impedance. Solid line (—): frequency-domain
model, circles (o): time-domain simulation.
Fig. 5. Changes of the absorption and refractive index with bias voltage.
they result to be negligible in static and small-signal operation,
respectively. Moreover, is usually weakly dependent on the
junction voltage [15], unless approaches the p-i-n diode
threshold voltage, i.e., under highly nonlinear operation. Thus,
in the following analysis, we neglect the nonlinearity of , as
well as , and focus on the optical mechanisms related nonlin-
earities. Finally, as for the conductor impedance, we assume a
frequency behavior such as ,
with mm and GHz. A seventh-order ra-
tional polynomial has been used to fit . Fig. 4 compares
the analytical frequency behavior of to the frequency
behavior predicted by the discrete-time simulator in (27). The
time step used was approximately 0.05 ps.
As for the optical parameters of the active layer, which is
the change of absorption coefficient and refractive index with
applied bias, we have used experimental data reported in [9].
Fourth-order polynomial functions have been used to fit
and between 0 and 6 V, at the operating wavelength of
1.544 m. The behavior of and as functions of the
reverse applied bias is shown in Fig. 5. The optical confinement
factor in the active layer is assumed to be , while
the residual absorption has been set to 15 dB/mm, which
is a typical value for EAMs. An optical group index of 3.5 has
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been used. The overall contribution of free-carrier and scattering
loss is usually limited to a few decibels per millimeter
(see, e.g., [16] and [17]) and has been neglected in the following
simulations.
Concerning the optical-power-induced saturation of the ab-
sorption coefficient, as well as of the refractive index change, we
have used an empirical model based on experimental observa-
tions reported in the literature [18]. Measurements of the mod-
ulator photocurrent as a function of the incident optical power
show that, after an initial linear growth with the optical power,
as predicted from the theory (15), by further increasing the op-
tical power, the photocurrent starts to saturate. To model this
effect, we use a corrective optical-power-dependent factor, and
compute the absorption coefficient as
(29)
When we have , i.e., the
photocurrent density in (15) saturates. The empirical parameter
sets the value of incident optical power corresponding to
half-absorption with respect to the zero optical-power condition;
note that if , this corresponds also to the half-detected
photocurrent. From a practical standpoint, the level of optical
power at which the photocurrent deviates from the linear be-
havior is strongly dependent on the structure of the active layer
and on the electroabsorptive mechanism exploited. Obviously,
more accurate models could be extracted from device measure-
ments or physics-based simulations. In the following, we have
assumed mW.
The resulting TW EAM static optical transmission has 3-dB
residual loss at zero bias and contrast ratios of 10 and 20 dB
at 1.3 and 2.1 V, respectively. In all the following simulations,
the RF generator impedance is set to 50 and the modulator is
terminated on a resistor , which corresponds to the
ideal line impedance . The bias voltage generator
is decoupled from both and .
A. Small-Signal Analysis: Frequency Response
To validate our nonlinear model, in small-signal conditions,
we have simulated the device under low optical illumination
dBm and compared the results with the predictions
of the linear model proposed in [3]. Fig. 6 shows the small-
signal optical response, i.e., the peak-to-peak amplitude of the
RF component of modulated optical power normalized to the
incident optical power as a function of the RF signal frequency.
The dc voltage source supplied 0.7-V bias and the amplitude of
the RF signal was 1 mV. At low optical power dBm ,
the linear and nonlinear models show an excellent agreement.
At higher optical power, the low-frequency optical response
drops, while the bandwidth increases. This is due to the larger
photocurrent-induced microwave losses, which flatten the fre-
quency response and increase the bandwidth (defined as the fre-
quency at which the optical response drops by 3 dB with respect
to the low-frequency limit). The effect is qualitatively captured
by both models. However, the linear model results to be less
accurate since it cannot account for the nonuniform microwave
Fig. 6. Small-signal optical response, at different incident optical power,
predicted by the linear (—) and nonlinear (x) models. The optical response is
normalized to the input optical power.
(a)
(b)
Fig. 7. (a) Junction voltage variation along the device, at different incident
optical power, predicted by the nonlinear (solid lines) and linear (dashed lines)
models. (b) Bias-dependent term of the ac optical response computed according
to the linear model.
losses and the nonuniform EAM bias voltage that occur at higher
optical power, as can be seen in Fig. 7(a), which depicts the
variation of the junction voltage along the microwave line. At
optical power of 15 dBm, the linear model significantly under-
estimates the junction voltage.
As reported in [3], the modulator small-signal response de-
pends on the bias point through the term
. This term is plotted in Fig. 7(b) as a function of the
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(a)
(b)
Fig. 8. Normalized optical response at: (a) 1 GHz and (b) 3-dB optical
bandwidth as functions of the applied bias at different incident optical power.
The optical response is normalized to the input optical power.
junction bias voltage . The junction voltage computed by the
nonlinear model is higher, on the average, than the one com-
puted by the linear model. Thus, according to Fig. 7(b), the non-
linear model will predict a lower modulation efficiency with re-
spect to the linear model, as indeed results from the comparison
of the computed frequency responses in Fig. 6.
As previously stated, the dependence of the microwave-line
parameters on the photocurrent causes these parameters to
change with the applied bias. As a result, the frequency response
of the TW EAM also changes with the applied bias. The amount
of this effect, in terms of both low-frequency response and
bandwidth, is shown in Fig. 8 for different optical-power levels.
B. RF and Optical-Power Saturation
Linearity and high optical-power handling are key require-
ments for EAMs suitable for high-performance analog applica-
tions [18], [19]. Thus, from a design standpoint, it is important
to have tools able to evaluate the effects of RF and optical-power
saturation mechanisms on the modulator behavior and, in par-
ticular, to predict harmonics and IMP generation. As examples
of the nonlinear model capabilities, a linearity analysis of the
modulator has been performed under single-tone excitation, as
a function of the modulating voltage, as well as of the inci-
dent optical power. A sinusoidal tone at 1 GHz was applied.
Fig. 9. Time-domain output optical waveforms for different levels of the RF
modulating signal.
(a)
(b)
Fig. 10. (a) RF harmonics generation and saturation effect under single-tone
RF input signal. (b) IMP generation under two-tone RF input signal.
The dc voltage source supplied 0.7-V bias, and the incident op-
tical power was 10 dBm. Fig. 9 shows the time-domain optical
waveforms at the output of the modulator for different levels of
RF input power. The RF amplitude modulation curve, extracted
from the time-domain waveforms, is reported in Fig. 10(a). The
receiver responsivity and impedance were set to 0.8 A/W and
50 , respectively. Due to the nonlinear relationship between
absorption and voltage, as the modulating signal increases, the
optical waveforms deviate from the small-signal sinusoidal be-
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Fig. 11. Optical-power-induced saturation for different device lengths.
havior, yielding saturation of the fundamental signal and har-
monics generation, as shown in Fig. 10(a). Finally Fig. 10(b)
reports the results of a two-tone simulation at input frequencies
of 1 and 1.1 GHz, showing generation of second- and third-order
IMPs. By fitting the fundamental and harmonics at low RF input
powers, an accurate small-signal multifrequency model can be
extracted to be used in system-level simulations.
As for the power saturation, we have compared the behavior
of different length TW EAMs with the same active layer.
Going to higher lengths is attractive either to decrease the
modulator switching voltage or to increase the power-handling
capability. However, microwave losses limit the available
lengths to a few hundreds micrometers. We have considered
three TW EAMs with a length of 200, 400, and 600 m,
corresponding to switching voltage, for 20-dB contrast ratio,
of 2.1, 1.26, and 0.96 V, respectively. The dynamic simulation
was performed under a sinusoidal tone at 1 GHz, with RF
input available power of 0 dBm so that, at low optical power,
the modulators operate linearly. The supplied bias voltage was
0.7 V. The results reported in Fig. 11 suggest the following
remarks. At low input optical power, the higher the modulator
length, the lower the available RF output power is because
of the increased optical residual loss . From a design
standpoint, a tradeoff can be sought since the higher optical
residual loss could cancel the advantage of increased length
in terms of reduced . Obviously, the slope of the curves in
logarithmic scale is 2 since the RF power is proportional to
the square of the optical power. However, as the optical power
increases, the slope of the curves corresponding to the 400- and
600- m EAMs increases. In fact, as previously highlighted,
the optical power traveling along the optical waveguide causes
“self-biasing” of the device, which leads to a locally varying
modulation efficiency (in terms of ). Depending
on the values of bias voltage and the optical-power level, the
local junction voltage can move toward higher values of ,
resulting in a larger overall modulation efficiency than in the
low-power case. This is the case in Fig. 11. Finally, a larger
optical saturation power can be observed in longer modulators.
C. Large-Signal Simulations: Frequency Chirp
As is well known, light chirping is a parasitic property
of intensity modulated light due to the interdependence be-
Fig. 12. Dependence of the chirp parameter  on the applied voltage for the
optical parameters shown in Fig. 5.
tween the real and imaginary parts of the refractive index
(Kramers–Krönig relationships). Thus, when the optical field is
intensity modulated, it also suffers a spurious phase modulation,
yielding an instantaneous frequency shift of the optical field.
From a system standpoint, frequency chirp limits the available
transmission bandwidth in single-mode fiber systems, due to
the chromatic dispersion of optical fibers. Thus, evaluation of
the modulator chirp is a key task, especially for high-speed
long-haul applications.
In small-signal conditions, it is customary to define the chirp
parameter , which relates the instantaneous variation of the
optical field intensity and phase as follows [20]:
(30)
The derivative of the phase with time on the left-hand side of
(30) represents the instantaneous frequency shift of the output
light. For EAMs, can be directly computed from the optical
properties of the active material as a function of the applied bias
[20]. The resulting is reported in Fig. 12, denoted as “static
chirp.” For the case under study, greatly varies with the ap-
plied bias: it takes values from 8 to 1 when the bias changes
from 0 to 3 V. This figure also shows the results obtained from
the numerical simulation under small-signal conditions at dif-
ferent bias voltages.
Under large-signal operation, the relationship in (30) is no
longer applicable, although the knowledge of the static chirp can
provide some qualitative indication. In this case, the frequency
chirp of the output optical power must be directly evaluated from
the instantaneous optical phase, i.e., . Fig. 13
reports the results of a large-signal simulation carried out under
different bias conditions. The incident optical power was 10
dBm and the modulating frequency was 10 GHz. At supplied dc
voltages of 1 and 1.5 V, the chirp results positive, according to
the small-signal prediction, with positive frequency shift on the
leading edge of the optical intensity, and negative frequency shift
on the trailing edge. As the dc bias is increased to 2 and 2.5 V,
negative chirp occurs, reversing the positions of the frequency
components, i.e., higher frequency components on the trailing
edge and lower frequency components on the leading edge.
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Fig. 13. Time-resolved frequency chirp in large-signal operation at different
bias voltage. Solid lines: optical intensity; dashed lines: frequency shift.
IV. CONCLUSION
We have presented a self-consistent time-domain model for
the analysis of TW EAMs. The model fully accounts for the
nonlinear interaction between the microwave and optical trav-
eling fields. The effects on the bandwidth and modulation effi-
ciency of the nonuniform optical field distribution along the de-
vice have been highlighted. A few examples of application have
been presented, showing the model to be an efficient tool for
the analysis, design, and optimization of TW EAMs intended
for analog, as well as digital applications.
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