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We assess the most macroscopic matter-wave experiments to date as to the extent to which they
probe the quantum-classical boundary by demonstrating interference of heavy molecules and cold
atomic ensembles. To this end, we consider a rigorous Bayesian test protocol for a parametrized set of
hypothetical modifications of quantum theory, including well-studied spontaneous collapse models,
that destroy superpositions and reinstate macrorealism. The range of modification parameters ruled
out by the measurement events quantifies the macroscopicity of a quantum experiment, while the
shape of the posterior distribution resulting from the Bayesian update reveals how conclusive the
data are at testing macrorealism. This protocol may serve as a guide for the design of future
matter-wave experiments ever closer to truly macroscopic scales.
I. INTRODUCTION
Matter-wave interference is one of the key observations
that validate quantum mechanics and challenge macro-
realism [1] and our classical perception of everyday life.
Attempts to explain the apparent absence of macroscopic
superposition states, so-called Schro¨dinger cats, involve
the many-world interpretation [2], decoherence theory [3–
5], and gravitational [6, 7] or spontaneous wavefunction
collapse [8, 9]. At the same time, longstanding experi-
mental efforts are pushing the frontiers of quantum me-
chanics to ever larger spatial [10, 11], temporal [12], and
mass [13, 14] scales. Systematic methods to assess and
compare the prospects of testing macrorealism with dif-
ferent experimental approaches could guide future devel-
opments and allocation of resources in the field.
From a theory perspective, macroscopic quantum phe-
nomena are often associated to quantum states whose
macroscopic character manifests as a high degree of de-
localization and entanglement in abstract many-body
Hilbert space [15]. They are then gauged with functionals
such as the quantum Fisher information [16], that return
large values for states intuitively deemed macroscopic.
This approach may lead to inconclusive or unintuitive
results [17]. As an alternative, one may adhere to an
empirical notion of macroscopicity [18], which is based
on how much the observation of quantum behavior con-
strains the hypothesis that quantum mechanics ceases to
be valid on the macroscale.
A common approach to quantum hypothesis testing
is to consider the binary propositions that pure quan-
tum or classical mechanics are more likely to have pro-
duced the observed measurement outcome [19–21]. In
practice however, there are always unaccounted sources
of noise and decoherence in the experiment so that both
the quantum and the classical model are incomplete, and
the measurement data will likely fit neither. One can
alleviate this problem by instead considering a contin-
uous hypothesis test against a set of minimal macrore-
alist modifications (MMM) of quantum mechanics [22].
These models augment the Schro¨dinger equation by a
parametrized stochastic process that destroys superpo-
sitions above a certain size, time, and mass threshold,
while preserving them on the microscopic scale and fulfill-
ing minimal consistency requirements [23]. Macroscopic-
ity then measures to what extent such classicalizing mod-
els are ruled out by the experimental demonstration of
quantum effects. The assessment of macroscopicity via a
Bayesian hypothesis test refines the original formulation
in Ref. [23] into an unambiguous definition. Thanks to
Bayesian consistency [24, 25], this agrees in the asymp-
totic limit of large amounts of data with consistent fre-
quentist estimators based on expectation values.
The formal definition of MMM and the continuous hy-
pothesis test is summarized in Sec. II. We then demon-
strate how to employ this hypothesis test in the most
relevant macroscopic matter-wave scenarios: near-field
Talbot-Lau interferometry (Sec. III) and atomic Mach-
Zehnder interferometry (Sec. IV). After evaluating the
macroscopicities of current record holders, we give a nat-
ural criterion in Sec. V how to assess the amount of data
needed to decisively rule out MMM, before concluding in
Sec. VI.
II. EMPIRICAL MACROSCOPICITY
A hypothetical modification of quantum mechanics
that restores macrorealism while adhering to the fun-
damental symmetry principles of the theory should ful-
fill several consistency requirements [23]. On a coarse-
grained timescale all its observable consequences are cap-
tured by a Markovian extension of the von Neumann
equation,
∂tρ =
1
i~
[H, ρ] +
1
τe
Mσρ. (1)
Here, the parameter τe sets the overall strength of the
MMM effect, as given by the associated decoherence time
for a single electron. The superoperatorMσ depends on
a set σ of additional parameters describing the details of
the MMM. Complete positivity, Galilean covariance, and
consistent many-body scaling requirements single out a
particular Lindblad form of the MMM generator in sec-
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2ond quantization [23],
Mσρ =
∫
d3sd3q gσ(s, q)
[
L(q, s)ρL†(q, s)
−1
2
{L†(q, s)L(q, s), ρ}
]
, (2)
with
L(q, s) =
∑
α
mα
me
∫
d3p eip·mes/mα~c†α(p)cα(p− q).
(3)
It applies to arbitrary many-body systems containing
several particle species α with masses mα. The elec-
tron mass me sets the reference scale. The cα(p) denote
(fermionic or bosonic) particle annihilation operators in
momentum representation. Applied to a single-particle
state the Lindblad operator L(q, s) effects a phase-space
translation on a characteristic scale set by the parame-
ters σ = (σq, σs), the momentum and position widths of
the distribution gσ(s, q), which we assume to be Gaus-
sian for simplicity. We avoid entering the relativistic
regime by enforcing the upper bounds ~/σq ≥ 10 fm and
σs ≤ 20 pm, as discussed in Refs. [18, 23]. In practice,
this renders the σs-scale irrelevant for all interferometer
scenarios since they exhibit momentum superpositions
far below (m/me) × ~/20 pm. The most prevalent in-
stance of MMM by far, the continuous spontaneous local-
ization (CSL) model [8, 9], is obtained by setting σs = 0.
MMM restore macrorealism by destroying coherences
on a length scale determined by ~/σq, at an effective rate
that amplifies with the mass and scales like 1/τe. Matter-
wave interferometers or other mechanical superposition
experiments then falsify MMM parameters (τe, σ) if the
predicted coherence loss is incompatible with, say, the
observed interference visibility. An experiment can thus
be deemed as more macroscopic than another one if its
measurement record falsifies a greater set of parameters.
This empirical notion of macroscopicity can be cast into
a quantitative measure using the concept of Bayesian hy-
pothesis testing [22]. To this end, we consider the odds
ratio
o(τ∗e |d, σ, I) =
P (Hτ∗e |d, σ, I)
P (Hτ∗e |d, σ, I)
(4)
that quantifies wether a hypothesis Hτ∗e or its rival hy-
pothesis is more plausible, given the data d accrued in
an experiment and additional background information I
(which includes experimental parameters). Here, Hτ∗e
states that macrorealism holds and a MMM affects (1)
with a time parameter τe ≤ τ∗e (at fixed σ); Hτ∗e assumes
weaker modifications, τe > τ
∗
e , or possibly none at all
(τe →∞). With help of Bayes’ theorem, we can express
the odds ratio in terms of the likelihoods P (d|τe, σ, I)
that the MMM model (1) predicts the observed data d
based on the given parameters [22],
o(τ∗e |d, σ, I) =
∫ τ∗e
0
dτe P (d|τe, σ, I)p(τe|σ, I)∫∞
τ∗e
dτe P (d|τe, σ, I)p(τe|σ, I)
. (5)
We are left with specifying a prior probability p(τe|σ, I)
for the MMM time parameter given the experimental sce-
nario. A natural choice is Jeffreys’ prior, defined as the
square root of the Fisher information [26] of the likeli-
hood with respect to τe,
p(τe|σ, I) ∼
√
F(τe|σ, I)
=
√√√√〈( ∂
∂τe
log[P (D|τe, σ, I)]
)2〉
D
, (6)
where 〈·〉D is the expectation value with respect to the
sample space D of elementary experimental outcomes,
from which the d are drawn. The prior (6) is the
most objective choice when it comes to comparing dif-
ferent experiments. Jeffreys’ prior is invariant under
reparametrizations and results in the largest information
gain between prior and posterior on average, as measured
by the Kullback-Leibler divergence (or relative entropy)
[17, 27, 28].
As a conservative criterion for rejecting the MMM hy-
pothesis Hτ∗e we require the odds ratio (5) to fall be-
low 1:19. This is equivalent to determining the low-
est five-percent quantile of the posterior distribution
P (d|τe, σ, I)p(τe|σ, I)/P (d|σ, I). The respective time pa-
rameter τm marking this quantile then defines the empir-
ical macroscopicity,
µm = max
σ
[
log10
(
τm(σ)
1 s
)]
. (7)
It characterizes the MMM time parameters most proba-
bly ruled out by the data. By maximizing over all σ one
obtains a single figure of merit.
III. NEAR-FIELD INTERFEROMETRY
Molecule interferometers are prone to achieve high
macroscopicities due to the large masses involved. Re-
cently, the long-baseline universal matter-wave interfer-
ometer (LUMI) [14], an extended version of the Kapitza-
Dirac-Talbot-Lau interferometer (KDTLI) [13], demon-
strated interference of individual molecules of more than
2.5× 104 atomic mass units. It makes use of the Talbot-
Lau near-field interference effect based on diffraction off
a standing light wave.
The experimental apparatus consists of three equidis-
tant gratings of equal grating period dg. The distance L
between them is of the order of the Talbot length, which
marks the near-field regime [29, 30]. An initially inco-
herent molecule beam is collimated by the first grating
and then diffracted by the second one, which results in
3a periodic interference fringe pattern at the position of
the third grating. In the KDTLI and the LUMI setups,
the second grating consists of a standing laser wave that
modulates the phase of the molecular wave, while the
first and third grating are material masks. The interfer-
ence pattern is scanned by varying the lateral position
xS of the third grating mask and counting the number of
transmitted molecules as a function of xS. One obtains
an approximately sinusoidal detection signal [18, 29],
S(τe, σ, I) = f1f3
{
1 + V sin
[
2pi
dg
(xS + δx)
]}
. (8)
Here, f1, f3 denote the opening fractions of the first and
third grating, and δx is the grating position offset, which
is not measured but can be extracted from a fit to the
data.
Quantum mechanics predicts an ideal interference con-
trast (or visibility) V0 that depends on various parame-
ters such as the molecular mass m, the time of flight T ,
and the grating laser power PL [29] which are all part
of the background information I = {xS, PL, . . . }. MMM-
induced decoherence will effect a reduction of the contrast
according to [31]
V
V0 = exp
{
−2Tm
2
τem2e
[
1−
√
pi~TT√
2dgσqT
erf
(
dgσqT√
2~TT
)]}
.
(9)
with TT = md
2
g/h the Talbot time. In practice, the ve-
locity at which individual molecules are ejected from the
source and traverse the setup is not known, so that the
signal (8) must be averaged over a measured time-of-
flight distribution.
Previous estimates of the achieved macroscopicity [14,
23] compared the measured contrast with (9), attribut-
ing a certain confidence to the latter, and deduced the
greatest excluded τe-value from there. Here we carry out
a proper statistical analysis based on the raw molecule
count data, which fully accounts for all measurement
uncertainties and allows dealing with small noisy data
sets. We distinguish two modes of measurement: station-
ary operation with a constant molecule flux (KDTLI),
which requires an additional uniformity assumption for
the count statistics, and pulsed operation (LUMI).
The probability of particles to end up at the detector
is directly proportional to the intensity S in (8). Given
the experimental setup, we may assume a constant par-
ticle flux that illuminates homogeneously many grating
slits and an efficient detector that covers all these slits,
i.e. every molecule that passes the first grating and is not
blocked by the third one will be counted. The probabil-
ity for a molecule that has entered the interferometer to
pass through all of its openings is then
P (+|τe, σ, I) = S(τe, σ, I)/f1, (10)
given a fixed lateral position xS of the third grating.
In the KDTLI experiment [13], the measurement
record consists of the count numbers N+xS of detected
molecules at each xS. The complementary events with
probability P (−|τe, σ, I) = 1 − P (+|τe, σ, I) are missing
as blocked molecules cannot be detected. However, the
numbers N−xS of blocked molecules can be deduced from
the sum of all counts, Ntot =
∑
xS
N+xS , with help of
the fair-sampling hypothesis, i.e. the position of the third
grating does not influence the lateral probability density
of the molecules. To this end, we use that the third grat-
ing uniformly scans the lateral dimension in M equidis-
tant steps extending over a multiple of the period dg. At
constant flux, this implies that about the same number of
molecules, NxS = Ntot/Mf3 must have traversed the in-
terferometer in each step, out of which N−xS = NxS −N+xS
were blocked. The posterior for the MMM time parame-
ter then reads as
p(τe|d, σ, I) ∝ p(τe|σ, I)
×
∏
xS,PL
[S(τe, σ, I)]
N+xS,PL [f1 − S(τe, σ, I)]N
−
xS,PL , (11)
omitting normalization. This expression also accounts
for data taken at different values PL of the grating laser
power, as was done in [13]. Further data could be simply
appended to the product if other parameters are varied
in consecutive grating scans, e.g. grating separations,
time-of-flight distributions, or the molecular species.
Figure 1 shows the posterior after plugging in the data
from Ref. [13], using two runs at grating laser power
PL = 0.84 W and PL = 1 W. For this we take the char-
acteristic MMM length scale ~/σq to exceed by far the
molecule size dm and to stay below the typical interfer-
ence path separation, dm  ~/σq  dgT/TT. This ad-
mits the point-particle description above while maximiz-
ing the decoherence effect to V ' V0 exp[−2Tm2/τem2e].
For future experiments where the spatial dimension of
the molecules might be of the order of the grating period
a treatment beyond the point particle approximation will
be necessary [32].
One observes that Jeffreys’ prior (dotted line) is up-
dated to larger MMM time scales (i.e. weaker modifica-
tions) and to a much narrower distribution. As further
discussed in Sec. V, this already indicates a conclusive
measurement and a good posterior convergence for these
runs. The plot also illustrates the double role of Jeffreys’
prior in the assessment of macroscopicity: On the one
hand, the prior gives a rough forecast of what MMM time
scales one can access and what macroscopicity one can
expect from a certain experimental setup with a given
mass, time, and length scale. On the other hand, the
overall performance of the experiment in terms of data
quantity and quality decides whether the Bayesian up-
date will ultimately converge to a sharp posterior distri-
bution that no longer resembles the prior. We can then
speak of a conclusive observation of genuinely macro-
scopic quantum behavior corresponding to the macro-
scopicity value µm.
4Figure 1. Analysis of the KDTLI experiment from Ref. [13]:
Jeffreys’ prior is shown as a dotted line for two combined ex-
perimental runs at 0.84 W and 1 W, the posterior after updat-
ing with the data is depicted by a solid line. All distributions
are normalized to their maximum value pmax and the lowest
five percent quantile of the posterior is marked by a shaded
area.
The LUMI experiment [14] is an extended version of
the KDTLI setup that operates in a pulsed regime and
is designed for more massive particles. During each shot,
the laser grating is switched on and off; the molecules
are detected in a time-resolved manner, resulting in two
count numbers per shot, N+xS and N
0
xS with the laser
on and off, respectively. The second value allows us to
infer the number of blocked molecules required for the
Bayesian update, N−xS = N
0
xS/f3 − N+xS , since the prob-
ability for a molecule to pass the third grating is simply
f3 in the absence of a second grating [33]. The lateral
position xS is again varied from pulse to pulse, and the
procedure is repeated for varying grating laser powers.
The measurement data from 23 LUMI runs at laser
powers between 0.2 W and 1.8 W, taken from Ref. [14],
result in the posterior shown in Fig. 2 (red solid line).
Similar to the KDTLI case, we obtain a sharply peaked,
approximately Gaussian distribution around greater clas-
sicalization time scales, i.e. weaker MMM, which corre-
sponds to the macroscopicity µm = 14.0.
The individual LUMI runs at different laser powers
comprise roughly an order of magnitude fewer molecule
counts than in the KDTLI experiment. Thus, more
of these runs have to be combined to reach the same
level of posterior convergence. Nevertheless, one might
be tempted to postselect among the 23 runs, discard-
ing those with a poor interference visibility in order to
achieve maximum macroscopicity. Indeed, by taking only
the best eight runs into account, we can boost the macro-
scopicity to µm = 14.8. But we are left with a broad
posterior (blue dashed line in Fig. 2) that has not yet
converged towards a Gaussian shape and still resembles
the prior (dotted line). Such an outcome suggests that
the hypothesis test is based on too little data to be fully
conclusive. In Section V, we will introduce a quantitative
criterion for how conclusive a set of data is in terms of
Figure 2. Analysis of the LUMI experiment from Ref. [14]:
Shown are Jeffreys’ prior (dotted line) together with the pos-
terior distributions achieved by updating the prior with re-
sults of the LUMI experiment [14]: Using the eight best data
sets leads to the blue posterior (dashed line) while using all
data (grating laser power ranging from PL = 0.2 to 1.8 W)
leads to the red posterior (solid line). Jeffreys’ prior coincides
for both scenarios. All distributions are normalized to their
maximum value pmax and the lowest five percent quantiles of
the posteriors are marked by the shaded areas.
empirical macroscopicity.
IV. MACH-ZEHNDER INTERFEROMETRY
We now turn to interferometers of the Mach-Zehnder
type, see Fig. 3. A first beam splitter creates a superposi-
tion of two wave packets, occupied by a single atom or an
entire BEC, which propagate on distinct paths, rejoin on
a second beam splitter, and are then detected in the two
associated output ports. Experimental demonstrations
of such phase-stable superposition states may be deemed
macroscopic due to the large arm separations and long
coherence times that can be achieved [10–12, 34].
One may distinguish two basic types of operation:
Either individual, i.e. distinguishable, atoms are sent
through the interferometer, or a BEC of many identi-
cal particles passes the setup, whose macroscopic wave
function then interferes with itself. In the ideal case,
where no particles are lost, coherence and a stable phase
ϕ are maintained, interactions can be neglected, and the
particles are detected with unit efficiency, both scenarios
lead to the same binomial distribution for the number of
atoms na and nb = N − na recorded in output ports a
and b,
p(na|N,ϕ) =
(
N
na
)
cos2na
(ϕ
2
)
sin2(N−na)
(ϕ
2
)
. (12)
This indicates that, in terms of empirical macroscopicity,
BEC interference with thousands of atoms in a product
state is equivalent to single-atom interference with the
same number of repetitions. It turns out that even par-
tial entanglement through squeezing [34–36] has no no-
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Figure 3. Typical setup of a Mach-Zehnder matter-wave interferometer: A first beam splitter prepares individual or Bose-
Einstein condensed atoms in a momentum superposition, usually by means of an internal pi/2-transition [10, 12]. A momentum
inversion, or the implementation of an atom guide, makes them impinge on a second beam splitter. Interference is demonstrated
by counting the atom number in the two output ports in dependence on the relative phase ϕ between the modes, which may
be tuned e.g. by varying the times of flight or a potential gradient.
ticeable advantage for BECs regarding macroscopicity,
as long as only collective observables are measured [22].
However, in the presence of decoherence effects and ex-
perimental disturbances the equivalence of both scenarios
no longer holds.
A. Two-mode interference of BECs
Suppose a BEC is split coherently at the first beam
splitter so that all atoms share the same collective phase
at the beginning. Even in this case, the interference pat-
tern may fluctuate randomly from shot to shot due to
technical noise in the beam splitters, timing uncertain-
ties, or fluctuating background fields. In case of full de-
phasing one expects the uniform phase average of the
binomial count distribution (12) as given by
p(na|N) =Γ(na + 1/2)Γ(N − na + 1/2)
piΓ(na + 1)Γ(N − na + 1) . (13)
It is smeared out over the whole range of 0 ≤ na ≤
N , with higher probabilities at the margins; the general
expression for all stages of dephasing is reported in [37].
Notice the striking difference between (13) and the bi-
nomial distribution peaked at na = N/2, which is pre-
dicted by a classical coin-flip model of the interferometer
where the beam splitters send individual atoms into one
or the other arm at random (see a specific example in
App. A). Recording atom count numbers na far from
N/2 in individual runs of the BEC interferometer there-
fore demonstrates a non-classical effect; however, since
practically the same count statistics (13) are expected if
two separately prepared BECs are sent simultaneously
onto a beam splitter [37, 38] it is doubtful whether a
genuine quantum superposition can be confirmed at all
without a stable phase [39].
The measure of macroscopicity introduced in this pa-
per is particularly suited to clarify this issue, as it based
on a Bayesian hypothesis test of MMM that prevent
superposition states. Given that typically hundreds or
thousands of atoms arrive at the detectors, one can per-
form a continuum approximation to obtain a closed ex-
pression for the partially dephased atom count distribu-
tion [22],
p(na|τe, σ, I) = Θ[cos
2(δa)]
2pi| cos(δa)|
[
ϑ3
(
δa − ϕ
2
, gN (t)
)
+ ϑ3
(
pi − δa − ϕ
2
, gN (t)
)]
, (14)
with δa ≡ arcsin(2na/N − 1). Dephasing with
rate ΓP is here captured by the function gN (t) =
exp [−1/2N − ΓPt/2] and ϑ3 is the Jacobi-theta function
of the third kind,
ϑ3(u, q) =
∞∑
n=−∞
qn
2
e2inu. (15)
The distribution (14) is an oscillatory function of the
phase difference ϕ between the two Mach-Zehnder arms.
Interference visibility is reduced, in parts, by the initial
phase uncertainty of the N -atom product state and by
gradual dephasing over the interference time t. MMM
predict the dephasing rate
ΓP =
2m2
τem2e
1− exp[−∆2xσ2q/(4σ2qw2x + 2~2)]√
(1 + 2σ2qw
2
x/~2)(1 + 2σ2qw2y/~2)
, (16)
with ∆x = ∆pT/2
√
3m the effective average arm sepa-
ration, given the momentum splitting ∆p and the atom
mass m. We assume free evolution of the BEC in the z-
direction, a Gaussian transverse mode profile with waists
wx, wy, and negligible mode dispersion; see [37] for a de-
tailed derivation. Given a highly diluted BEC, one may
also neglect phase dispersion caused by atom-atom in-
teractions [40]. Its presence would further reduce the
interference visibility, which would be falsely attributed
to MMMs, and omitting it thus underestimates macro-
scopicity.
Atoms lost from the condensate can simply be traced
out [41], given that we have a product state of single-
atom superpositions. Our reasoning thus applies to the
remaining particle number N registered in the detectors.
In fact, MMM also lead to atom loss, and for σq > ~/wx,y
6this depletion dominates, while the dephasing rate (16)
drops. The reason is simple: undetected atoms have no
effect on the interference signal [42]. In principle, one
could then rule out macrorealistic modifications such as
the CSL model by testing their predicted depletion rates
against actually measured atom loss over time [43]. But
since no quantum signatures would be verified in such a
scheme, no macroscopicity should be assigned to such an
observation either. As a genuine quantum experiment,
the BEC interferometer is most sensitive to MMM de-
phasing in the parameter range wx,y  ~/σq  ∆x,
which is where the dephasing rate reaches its maximum,
ΓP ≈ 2m2/τem2e, while MMM-induced depletion can still
be neglected. The greatest excluded classicalization time
τm yielding the macroscopicity value is thus obtained in
this regime, and we will restrict our subsequent evalua-
tion to this case.
We now perform the Bayesian hypothesis test with the
data taken from the Stanford atom fountain experiment
[10], which claims to test the superposition principle on
the half-metre scale. The original claim was debated,
because it hinged on two crucial assertions [39, 44]: (i)
the rubidium condensate splits coherently and accumu-
lates a stable relative phase ϕ between the two arms in
each shot of the experiment, and (ii) uncontrolled vibra-
tions of the recombining beam splitter cause the phase
(and the resulting atom counts) to fluctuate randomly
from shot to shot. The authors estimated from the data
of several dozen shots values of an average interference
contrast and phase that parametrize the expected atom
count distribution, but these estimates alone are not a
sufficient criterion for a coherently split condensate state
[37]. Recent comparative studies have largely ignored
this issue [14, 45].
To illustrate our formalism and assess macroscopicity
on the half-metre scale, we shall assume (i), but not (ii).
The reason is that, if we knew (ii) were true, we would
be prompted to describe the measurement statistics by
the phase-averaged distribution (13), which is insensitive
to any further MMM-induced dephasing and thus una-
menable to our macroscopicity analysis. Instead, we take
the position of an observer that is uninformed about the
phase noise and specify that the data be described by the
count distribution (14) subject to MMM dephasing, with
a fixed unknown phase ϕ that we determine a posteriori
as the one that maximizes the resulting macroscopicity.
Figure 4 shows the relevant posterior probability for τe
(solid line) resulting from 20 data points at ∆p = 90 ~k
momentum splitting and t = 2.08 s, i.e. at an effective
arm separation of ∆x ' 29 cm. The lowest 5% quan-
tile yields µm = 10.9. Compared to the solid lines in
Figs. 1 and 2, the Bayesian update neither shifts nor
narrows the posterior here significantly with respect to
Jeffreys’ prior (dotted line). This lack of convergence
stems from the lack of reproducible data: the posterior
is based on a mere 20 data points, whose phase infor-
mation is scrambled by the uncontrolled noise we had to
neglect. A conclusive test of macrorealistic dephasing on
Figure 4. Analysis of the Stanford BEC interferometer [44]:
Jeffreys’ prior based on the likelihood (14) is shown as the
dotted curve and updated with the data at 90~k transferred
photon recoils. Optimizing the macroscopicity over all possi-
ble relative phases ϕ results in the solid curve at ϕmax ≈ 6,
which updates the prior to slightly larger τe. The shaded
region marks the lowest five percent quantile that sets the
macroscopicity to µm = 10.9. Both distributions are normal-
ized to peak value pmax.
the half-metre scale would require additional measure-
ments. They could either reveal the remaining phase
information, in which case the posterior would approach
a narrow Gaussian distribution around a τe-value that
matches the observed phase losses. Or, if the observed
phase is indeed random, the posterior would be pushed
towards smaller τe than expected a priori.
B. Nested Mach-Zehnder BEC interferometry
Such additional measurements of the phase are not re-
quired in the subsequent nested Mach-Zehnder experi-
ment reported by the Kasevich group in Ref. [11]. They
measured phase shifts induced by tidal forces in a nested
dual Mach-Zehnder setup, in which they apply a se-
quence of laser-driven Bragg transitions to split a BEC
of N ' 106 Rb atoms at 50 nK into two arms separated
by ∆p = 102~k. They then form identical Mach-Zehnder
interferometers as in Fig. 3 in each arm by additional
splitting and recombination stages at ∆p = 20~k. Fi-
nally, instead of recombining the output ports of the two
outer arms, the authors image the two atom clouds in
each single shot and read out their relative phases using
a phase-shear technique [46]: a sinusoidal density modu-
lation is imprinted onto the two split components, which
shows up as spatial fringe patterns in their fluorescence
images, with an offset determining the phase difference.
This measurement configuration suppresses the effect of
vibration-induced fluctuations of the beam splitter phase.
Ideally, all atoms occupy the same nested two-mode
7superposition state,
|ψ〉 = 1√
2NN !
(
c†1(ϕ1) + e
iϕ0c†2(ϕ2)
)N
|vac〉, (17)
just before recombination of the inner Mach-Zehnder in-
terferometers. The two arms, spatially separated over
20 cm at a relative phase ϕ0, are superpositions of two
Mach-Zehnder modes with relative phases ϕ1,2,
c†1,2(ϕ1,2) =
1√
2
(
a†1,2 + e
iϕ1,2b†1,2
)
. (18)
The creation operators a1,2 and b1,2 respectively create
those inner two modes separated by up to 7 cm. Their
relative phases ϕ1,2 fluctuate randomly from shot to shot
due to uncontrolled vibrations, but their difference ∆ϕ
remains stable. It is extracted in each shot by comparing
the phase-sheared images of the two atom clouds. The
fluctuating outer phase ϕ0 has no relevance in the fol-
lowing, since the two outer arms are never recombined in
the experiment.
The probability to extract a phase value of φ1 from
the image in one arm and of φ2 from the other is then
simply given by the probability that any n out ofN atoms
occupy the mode c1(φ1), whereas the other N−n occupy
c2(φ2),
p(φ1, φ2|τ, σ, I) =
N∑
n=0
〈n,N − n|ρ|n,N − n〉, (19)
with
|n1, n2〉 = 1√
n1!n2!
[
c†1(φ1)
]n1 [
c†2(φ2)
]n2 |vac〉. (20)
In fact, we can view the n and N − n atoms in the two
outer arms as independent condensates. In the absence of
decoherence, we have ρ = |ψ〉〈ψ| and a binomial distribu-
tion of the atom portion n that is sharply peaked around
N/2. We incorporate MMM-induced dephasing by inte-
grating the master equation (1) over the interference time
t of the two simultaneous Mach-Zehnder stages. Neglect-
ing atom losses and phase dispersion due to atom-atom
interactions, we can treat the two branches separately
and in the same manner as before. To simplify further,
we make use of N  1 by setting n ≈ N/2 in (19) and
performing the continuum approximation. This leaves
us with p(φ1, φ2|τ, σ, I) ≈ p(φ1|τ, σ, I)p(φ2|τ, σ, I) and
an approximately Gaussian phase distribution in each
branch that is smeared out by the MMM-induced de-
phasing around the actual phase value,
p(φ1,2 ∈ [−pi, pi]|τ, σ, I) ≈ 1
2pi
ϑ3
(
φ1,2 − ϕ1,2
2
, gN/2(t)
)
=
∞∑
k=−∞
N
(
φ1,2 + 2pik
∣∣∣∣ϕ1,2, 1N + ΓPt2
)
. (21)
It is the conjugate of the dephased number distribution
(14) obtained by re-substitution of sinφ = 2na/N−1 and
Figure 5. Analysis of the Stanford nested BEC interfer-
ometer [11]: Jeffreys’ prior based on the likelihood (22) is
shown as the dotted curve and updated with the data at 20~k
transferred photon recoils in both Mach-Zehnder interferom-
eters. The posterior is updated to much greater classicaliza-
tion times due to the superb localization of the relative phase
measured in the experiment. The shaded region marks the
lowest five percent quantile that sets the macroscopicity to
µm = 12.4. Both distributions are normalized to peak value
pmax.
a subsequent −pi/2 pulse (For more details see Ref. [22]).
Here, N (x|µ,∆) stands for a normalized Gaussian dis-
tribution with mean µ and variance ∆ and the sum ac-
counts for the fact that the MMM-induced decoherence
may smear the initially narrow distribution beyond the
periodic interval (−pi, pi).
Now we can calculate the probability distribution of
∆φ = φ1 − φ2, the difference of two random variables,
via convolution, which returns once again a Gaussian
with double the width and samples the actual interfer-
ometer phase difference ∆ϕ unaffected by beam splitter
vibrations,
p(∆φ ∈ [−pi, pi]|τ, σ, I) = 1
2pi
ϑ3
(
∆φ−∆ϕ
2
, g2N/2(t)
)
.
(22)
In the experiment [11], the interferometer phase ∆ϕ was
varied by inserting a large test mass in half of the 138
shots recorded at t = 1.2 s interference time. How-
ever, the actual value of ∆ϕ is irrelevant, and only the
spread of the data points ∆φ around the theoretically ex-
pected mean matters for our hypothesis test. This spread
turns out to be much greater than 1/N , which implies
NΓPt/2  1 in (22) and justifies a posteriori that we
could assume a fixed N and neglect atom number fluc-
tuations in the condensate. We arrive at the posterior
shown in Fig. 5, a well converged peak far to the right
of the broad prior. Notice the striking improvement over
the previous result in Fig. 4, which can be attributed to
the fact that the data sample localizes at a stable phase
difference.
8C. Interferometry with individual atoms
In the case of single-atom interference, quantum statis-
tics of identical particles plays no role, which greatly
simplifies the analysis. We shall demonstrate this by
means of a recent experiment with Cs atoms realizing
a Mach-Zehnder scheme with fixed arm separation ∆x
and t = 20 s of coherence time [12]. Each of the four
million recorded atoms is brought into a two-arm super-
position that accumulates a variable controlled phase dif-
ference ϕk. At recombination, the state is split into four
branches, out of which only two interfere, whereas the
other two contribute to the detection signal incoherently
and thus halve the interference visibility. MMM dephas-
ing at the rate (16) would reduce it further predicting
the probabilities
pk := p(a|ϕk, τe, σ, I) = 1
2
− cos(ϕk)
4
e−ΓPt/2, (23)
and p(b|ϕk, τeσ, I) = 1 − pk, to detect the atom in the
output ports a and b, respectively. The phase differ-
ence is varied in equidistant steps by adding small sub-
millisecond increments δt  t to the interference time,
ϕk = ω(t + kδt) with ω = 2pi × 12.7 kHz. As Nk & 104
atoms are recorded in each step, we can approximate the
resulting binomial distribution for the number na of par-
ticle counts in a by a Gaussian distribution and take na
as a continuous variable running from zero to Nk,
p(na|ϕk, Nk, τe, σ, I) ' N (na|Nkpk, Nkpk(1− pk))
∝ exp
[
− (na −Nkpk)
2
2Nkpk(1− pk)
]
. (24)
This approximation for the likelihoods of detecting na
atoms in a would be inaccurate close to the boundaries
na = 0, Nk, but these extreme values never occur in prac-
tice in a realistic low-contrast scenario.
From Eq. (23) we infer that, whenever ϕk is an odd
multiple of pi/2, the likelihoods p(na|ϕk, Nk, τe, σ, I) do
not depend on the MMM parameters τe, σ, but instead
match the classical coin-flip model of the Mach-Zehnder
setup (i.e. a binomial count distribution centered at
na = N/2). Data points recorded at such ϕk are thus
useless in terms of macroscopicity, as they do not update
the posterior of the MMM time parameter τe. Notice
that the count distribution matches the classical model
also in the limit of complete dephasing (unlike the BEC
interferometer case, see Eq. (13)).
Contrary to some of the previous examples, there is no
shortage of data here to do Bayesian inference. Taking all
4 million recorded data points for t = 20 s into account,
we obtain a sharply peaked posterior for τe, with a cor-
responding macroscopicity value µm = 11.7 and a tiny
FWHM of 3.5 × 109 s (i.e. less than one percent of the
corresponding τm). However, such a small error in the
hypothetical τe-estimate seems “too good to be true”, as
it implies perfect single-atom detection for all four million
registered counts, which is unrealistic.
Figure 6. Analysis of the Berkeley atom interferometer [12]:
Jeffreys’ prior based on the likelihood (24) (dotted line) is
updated with the atom count data at t = 20 s interference
time, resulting in a quasi-δ posterior (blue solid line). A more
realistic assessment including fluctuating dark counts with
σdark = 10
3 standard deviation does not change the prior ap-
preciably, but yields a broader posterior (red solid line) with
a higher macroscopicity µm = 11.8, as marked by the shaded
region. Once again, all distributions are normalized to their
respective maxima pmax.
For this specific experiment, the most prevalent noise
source are dark counts in the CCD cameras; these in-
struments are supposed to detect atoms via fluorescence
imaging, but occasionally they miss an atom or click
when there is none. In conventional data analysis, one
would subtract an appropriate background level from the
average detection signal and top up its error bar. In
Bayesian inference, we must introduce a random vari-
able and convolute our model likelihoods with the re-
spective noise distribution. The most obvious choice, a
Gaussian random variable, is easily incorporated in our
Gaussian approximation (24) of the likelihoods by adding
its contribution σ2dark to the overall variance, i.e. writ-
ing N (na|Nkpk, Nkpk(1− pk) + σ2dark). The correspond-
ing Jeffreys’ prior is given in App. A. For the present
experiment, a realistic lower bound for the dark count
fluctuations would be σdark ' 103. The resulting poste-
rior yields the macroscopicity µm = 11.8 at a reasonable
FWHM uncertainty of 7.85 · 1010 s.
Figure 6 compares the posterior (red solid line) to the
one omitting dark counts (blue line, almost δ-peaked)
and to Jeffreys’ prior (dotted line). Both posteriors have
not moved far from the prior, which is consistent with
the low interference contrast reported in [12]. We ob-
serve that the inclusion of dark counts not only leads to
a more realistic spread (i.e. uncertainty) of the distribu-
tion, but also to a systematic shift towards greater τe and
µm. This exemplifies how measurement errors and their
proper statistical assessment affect the empirical macro-
scopicity of a quantum experiment and its capability to
rule out macrorealistic modifications such as CSL. The
decohering effect of any technical or environmental noise
source that one knowingly omits would be attributed to
MMM, which overestimates their hypothetical strength,
9i.e. underestimates τe and µm.
V. CONVERGENCE OF THE POSTERIOR
DISTRIBUTION
The Bayesian approach to hypothesis testing utilized
in this paper not only permits comparing matter-wave
experiments in terms of their macroscopicity; it also re-
veals, through the observed degree of posterior conver-
gence, how conclusive the measurement records are at
testing macrorealism. This can be turned into a quanti-
tative statement by employing Bayesian consistency and
tools from probability theory.
Suppose we interpret the Bayesian updating as a pa-
rameter estimation method for a specific macrorealistic
model such as CSL, with the aim of finding the “true”
underlying time parameter τe = τ0 at fixed σ. For this
case of a one-dimensional parameter space and a strictly
positive prior it is known to which distribution the pos-
terior will converge for an asymptotically large data set
[24, 25, 47]. It is the Gaussian N (τe|τ0, 1/F(τ0|σ, I)),
centered around the true parameter value τ0, whose vari-
ance is given by the inverse of the Fisher information
appearing in Jeffreys’ prior (6). This suggests to assess
the degree to which a quantum experiment is a conclusive
test of MMM by quantifying how well the respective pos-
terior has converged to that asymptotic distribution. It is
then natural to measure the residual deviation by means
of the (bounded and symmetric) Hellinger distance [48],
H2(d, σ, I) =
1
2
∫ ∞
0
dτe
[√
N (τe|τ0, 1/F(τ0|σ, I))
−
√
p(τe|d, σ, I)
]2
≤ 1. (25)
Of course, a true value of τe is not available in practice
because the existence of MMM cannot be verified experi-
mentally. The posterior can only serve to falsify collapse
models with values of τe up to a threshold (e.g. based
on the lowest 5% quantile, as in the empirical definition
of macroscopicity). After all, an observed reduction of
interference visibility might always be caused by uncon-
trolled technical disturbances, or due to an unidentified
environmental source of decoherence. Given that the pos-
terior expectation value of τe may not exist, we take the
minimum of (25) over all possible τ0 as a pragmatic mea-
sure for posterior convergence. Small values thus indicate
more conclusive experimental tests of MMM at the given
macroscopicity level.
Table I lists the minimal Hellinger distances for the
discussed experiments, together with the FWHM widths
of the posteriors and of the corresponding asymptotic
Gaussians. The KDTLI data, the LUMI data including
all 23 interferograms, the Stanford nested interferome-
ter, and the Berkeley Mach-Zehnder interferometer result
in Hellinger distances much less than unity, indicating a
conclusive test of macrorealism. On the other hand, the
best eight interferograms of LUMI and the 20 data points
Experiment FWHM Gaus. FWHM min. HD µm
KDTLI [13] 1.80 · 1011 s 1.77 · 1011 s 0.00054 12.3
LUMI8 [14] 1.94 · 1015 s 6.66 · 1015 s 0.52 14.8
LUMI23 [14] 2.63 · 1013 s 2.76 · 1013 s 0.079 14.0
MZI(BEC) [10] 1.69 · 1011 s 1.74 · 1011 s 0.13 10.9
nMZI(BEC) [11] 9.22 · 1011 s 9.28 · 1011 s 0.0012 12.4
MZI(atoms) [12] 7.85 · 1010 s 7.69 · 1010 s 0.018 11.8
Table I. Survey of posterior convergence and macroscopicity
for the evaluated experimental scenarios: We compare the
full widths at half maximum (FWHM) of the posteriors with
those of the respective asymptotic Gaussians that minimize
the Hellinger distance (25) (min. HD). The right column lists
the corresponding macroscopicities.
Figure 7. Macroscopicities of the experiments evaluated
in this paper and in Ref. [22]. This includes entangled
nanobeams (ENB [49]), quantum random walks (QRW [50]),
number-squeezed BEC interferometry (NSB [34]), molecule
interferometry (KDTLI [13] and LUMI [14]), Mach-Zehnder
interferometry (MZI) with single atoms [12], with BECs [10],
and nested BECs [11]. The values are decadic logarithms (7)
of the greatest falsified time parameters of minimal macro-
realistic models, plotted against the greatest length scale at
which the experiments probe macrorealism effectively [51].
The brightness of the points is directly proportional to the
respective Hellinger distance, as presented in Sec. V.
from the half-meter BEC interferometer at Stanford yield
values not far from unity, which indicates poor posterior
convergence and suggests that more data be taken for a
conclusive result. This is further indicated by the Gaus-
sian FWHM being of the same order as the mean in both
cases, i.e. the asymptotic distribution would extend ap-
preciably to unphysical values τe < 0. Taking these con-
siderations into account the LUMI experiment should be
associated with a macroscopicity of µm = 14.0, rather
than the µm = 14.8 derived from the reduced data set.
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VI. CONCLUSION
In this paper, we analyzed the most recent matter-wave
interference experiments with atoms, molecules, and
BECs regarding their capability to probe the quantum-
classical transition by ruling out minimal macrorealistic
modifications (MMM) of quantum theory. Building on a
parametrization of this class of models, Bayesian param-
eter inference with Jeffreys’ prior allows one to assess
and objectively compare the different experiments. The
achieved macroscopicity µm is then given by the maximal
classicalization time parameter ruled out by the mea-
surement data at a significance level of 5%. Based on
this yardstick, the matter wave interference reported in
Refs. [11–14] yield the highest macroscopicities demon-
strated in any test of the quantum superposition princi-
ple so far.
A second quantity characterizing the pertinence of in-
dividual interferometers is the greatest critical length
~/σq for which the falsified classicalization time is max-
imized. At this scale, often on the order of the inter-
ference path separation, the instrument is most sensi-
tive to collapse effects on delocalized quantum states.
Figure 7 shows the macroscopicity against this critical
length, comparing the discussed interference experiments
with previous case studies. One observes that the scales
probed by different superposition tests vary by ten or-
ders of magnitude. We remark that the BEC interference
experiment by the Kasevich group reaches ~/σq = 8 cm,
about an order of magnitude less than the geometric path
separation of up to half a meter; this is because the effec-
tive splitting distance ∆x = 29 cm has to be sufficiently
undershot to maximize the classicalization effect, as is
the case for all interference experiments shown here.
We note that the Bayesian method demonstrated in
this paper can be readily applied to constrain all the
parameters of a specific collapse model such as continu-
ous spontaneous localization (CSL). By combining data
from distinct experiments one would obtain a proba-
bility distribution on the set of all model parameters
that can be successively sharpened by Bayesian updating.
However, an uninformative prior that is invariant under
reparametrization is not available for a multi-parameter
space [27] so that in this case one must rely on the poste-
rior turning independent of the prior once sufficient data
has been processed. An exemplary result with the ex-
periments discussed in this paper is shown in App. B.
A great advantage of this Bayesian parameter estima-
tion, which builds on the raw data of each experiment,
is that the measurement statistics is correctly accounted
for. This is in contrast to naive exclusion plots based on
average values for each experiment in a frequentist fash-
ion, for which it is very hard to carry out a consistent
error analysis.
Apart from demonstrating the significance of statisti-
cal errors in diverse types of measurement data, our anal-
ysis also highlighted the importance of a realistic model-
ing of the experiment including technical noise and envi-
ronmental decoherence, and the pitfalls of post-selecting
a subset of “successful runs”. As the size and complexity
of experiments exploring the quantum-classical bound-
ary will grow, so will the difficulty to keep errors un-
der control and collect a sufficient amount of reliable
data. The presented Bayesian protocol provides a rig-
orous method to assess the quality of the data in regard
to probing macrorealism and to objectively quantify the
degree of macroscopicity. It could be readily applied to
space-borne precision interferometry [52–54] that is pro-
jected to outperform the current record experiments in
the future.
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Appendix A: Jeffreys’ prior for single-atom interferometry
The experimental setting of single-atom Mach-Zehnder interferometry subject to MMM is one of the rare instances
where Jeffreys’ prior (6) can be expressed in compact form, in the limit when the binomial distribution of atom counts
is well approximated by a Gaussian with a continuous number variable na, cf. (24). We consider the scenario where
the interference phase is varied over discrete values ϕk and Nk  1 atoms are counted for each phase value. The
approximation is then safely valid for the present count numbers beyond several thousands as long as the interference
contrast does not reach values close to 100%. Given that the Gaussian distribution for na ∈ [0, Nk] then practically
vanishes at the interval boundaries, we may extend the integration to na ∈ R and write
p(τe|σ, I) ∝
√∑
k
∫ ∞
−∞
dna
[∂τeN (na|Nkpk, Nkpk(1− pk) + σ2dark)]2
N (na|Nkpk, Nkpk(1− pk) + σ2dark)
'
√√√√∑
k
2N2k Γ˜
2
Pt
2 cos2(ϕk)eΓ˜Pt/τe
piτ4e [Nk cos2(ϕk)− 4(Nk + 4σ2dark)eΓ˜Pt/τe ]2
,
(A1)
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Figure 8. (a) Fisher information of the interference experiment with individual atoms (dotted line), as determined by the
square of the unnormalized Jeffreys’ prior (A1), and with Bose-Einstein-condensed atoms (dashed line), with N = 1000 atoms
each. (b) Corresponding atom number distributions in one of the output modes. In absence of a modified dynamics the
distributions coincide (solid line), while they assume the behavior expected for random classical particles (individual atoms,
dotted) and waves (BEC, dashed), respectively, in the fully decohered case.
with ΓP = Γ˜P/τe. Here we have omitted the normalization constant, but have incorporated the possibility of Gaussian-
distributed dark counts adding, the contribution σ2dark to the overall variance of the individual count distributions.
The square of (A1) is the Fisher information about the τe-parameter contained in the Gaussian likelihood. In
Fig. 8(a) we compare it to the Fisher information associated with a corresponding interference experiment with
Bose-Einstein-condensed atoms. In both cases the atom number is chosen as N = 103  1, so that the continuum
approximation applies (dark counts noise is omitted, σdark = 0). One observes that the BEC setup is slightly more
sensitive to weaker modifications (i.e. higher classicalization time parameters τe), illustrating the prospect to gain
higher macroscopicities. Note however that measurement inaccuracies and decoherence effects of real experimental
setups are not accounted for. Panel (b) shows the initial and the fully classicalized atom number distributions in one
output mode. In case of individual atoms it approaches the binomial distribution expected for independent coin flips,
while it approaches the intensity distribution of a random classical wave in the case of a BEC.
Appendix B: Bayesian updating from experiment to experiment
One strength of Bayesian inference is the effortless combination of different experiments to an overall picture by
simply multiplying the likelihoods of the realized experimental observations. That is, one can use the posterior of
one experiment as prior for another one. In Fig. 9 (top row, (a)-(e)), we plot the likelihoods p(d|τe, σq, I) resulting
from each experiment discussed in this paper in the two-dimensional parameter space (τe, σq). Each distribution
exhibits a flat plateau where the decoherence rate saturates for small ~/σq, yielding the maximum τe that determines
the respective macroscopicity. The transition to the diffusive regime at large ~/σq, where all distributions exhibit
a quadratic scaling with σq, typically takes place when ~/σq matches roughly the path separation of the involved
superpositions.
Here we illustrate how the results of the discussed experiments combine into a joint parameter estimate of macro-
realism, regardless of whether the observations are genuine quantum interference or particle loss. Assuming that
particle loss was monitored sufficiently well, we can neglect that the decoherence rate drops in the limit ~/σq → 0 (see
Sect. IV A) and extend the plateaus in Fig. 9(a)-(e) to ~/σq → 0. The lower panels (f)-(i) illustrate the successively
updated combined posterior as subsequent experiments are factored in. The localized distribution in the final panel
(i) thus represents the most likely range of MMM parameters based on the five experiments.
We emphasize that such a parameter estimate is based on the strong assumption that MMM-induced classicalization
does exist and that any unidentified source of decoherence or particle loss is attributed to MMM. The combined data
thus not only excludes stronger, but also weaker modifications, since systematic errors in the noise assessment are not
reflected in this analysis. A reliable procedure to account for those systematic errors would be needed to mimic the
exclusion curves prevalent in the literature [45].
Finally, we note that the distributions displayed in Fig. 9 are obtained by simply multiplying the likelihoods
p(d|τe, σq, I) of each experiment. Regarding the final distribution (i) as a posterior is equivalent to assuming a flat
prior in the very beginning. However, while the likelihoods p(d|τe, σq, I) for specific σq are close to the posteriors
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Figure 9. The top row shows the two-dimensional likelihoods p(d|τe, σq, I) for the experiments discussed in this paper. The
bottom row depicts the combined distributions obtained by accounting for more and more experiments, as indicated by the
arrows: (f) If two likelihoods share no significant overlap the combined distribution exhibits an elongated area of maximum
likelihood that is cut at ~/σq ' 10−6–the point where both likelihoods depart. The likelihood of the MZI with atoms dominates
the product since it is more peaked. (g) If two likelihoods have overlapping regions the combined distribution peaks at the
intersecting region. Here, the different geometries in the involved experiments would pinpoint the most likely modification
parameters under the premise that all decoherence effects are indeed a result of MMM. (h) As the likelihood for the LUMI
data does not cross the region of the previously combined distribution the latter is updated strongly to a different region. (i)
Such an update is negligible if the experiment provides only few data points as in the case of the MZI with BEC. Note that
the top and the bottom panels depict different parameter regions (indicated by the dashed rectangles). When comparing the
plots to CSL exclusion curves one has to set λCSL = m
2
n/m
2
eτe with mn the mass of a neutron and rCSL = ~/
√
2σq.
p(τe|d, σq, I) in most experiments (as indicated by the Hellinger distances in Tab. I), the choice of prior still matters
for ensuring integrability and thus normalization. One is then faced with having to choose a more suitable prior,
keeping in mind that there exists none that is simultaneously uninformative and independent of re-parametrization
in the multi-dimensional parameter space [27].
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