Bifurcation of the Edge-State Width in the Two-Dimensional Topological
  Insulator by Doh, Hyeonjin & Jeon, Gun Sang
ar
X
iv
:1
30
6.
40
01
v1
  [
co
nd
-m
at.
me
s-h
all
]  
17
 Ju
n 2
01
3
Bifurcation of the Edge-State Width in the Two-Dimensional Topological Insulator
Hyeonjin Doh∗
Department of Physics and Center for Computational Studies of Advanced
Electronic Material Properties, Yonsei University, Seoul 120-749, Korea
Gun Sang Jeon†
Department of Physics, Ewha Womans University, Seoul 120-750, Korea
(Dated: November 3, 2018)
We examine the properties of edge states in a two-dimensional topological insulator. Based on
the Kane-Mele model, we derive two coupled equations for the energy and the effective width of
edge states at a given momentum in a semi-infinite honeycomb lattice with a zigzag boundary. It is
revealed that, in a one-dimensional Brillouin zone, the edge states merge into the continuous bands
of the bulk states through a bifurcation of the edge-state width. We discuss the implications of the
results to the experiments in monolayer or thin films of topological insulators.
PACS numbers: 73.20.At,71.70.Ej,72.25.Dc
Topological insulators (TI) are one of the fascinat-
ing fields which have attracted extensive studies in con-
densed matter physics for the past decade [1, 2]. This
phenomenon can be traced back to quantum Hall ef-
fect (QHE) in two-dimensional (2D) systems under high
magnetic fields. The QHE is characterized by the pres-
ence of gapless edge states with a finite gap in the bulk.
This metallic edge channel is revived in TI with time-
reversal symmetry (TRS) preserved. This edge state is
also known to be topologically protected as in the QHE.
The study of TI was first initiated theoretically in
2D systems [3, 4] dubbed as a quantum spin Hall ef-
fect, where spin-orbit coupling(SOC) plays an important
role [5–8]. It was subsequently generalized to the TI in 3D
systems with a single Dirac-cone dispersion on the sur-
face [9–11]. Finally, the TI state in 2D systems has been
confirmed experimentally by transport measurements in
HgTe/CdTe quantum well [12, 13]. The 3D topologi-
cal insulators have also been supported experimentally
by angle-resolved photoemission spectroscopy(ARPES)
in BixSb1−x [14] , Bi2Se3 [15], and Bi2Te3 [16, 17]. This
is consistent with the density of states of the metallic sur-
face observed by scanning tunneling microscopy (STM)
for Bi1−xSbx [18], and Bi2Te3 [19].
Although the ARPES and STMmeasurements support
the surface states in TI, the transport measurements suf-
fer from the residual carriers in the bulk states. The
residual carriers are attributed to the imperfection of the
bulk crystals such as antisites and vacancies. There have
been many efforts for the reduction of the bulk carrier
density, which includes chemical doping on Bi2Se3 with
Sb [20] or on Bi2Te3 with Sn [21]. In spite of some im-
provements, the reduction of the bulk carrier density is
not sufficient to suppress completely the bulk contribu-
tion of the transport due to the difficulty of the fine tun-
ing of the doping concentration. An alternative way to
control the bulk carrier density is to reduce the sample
size or to apply gate voltage. Epitaxially grown thin
films of Bi2Se3 showed weak antilocalization effects with
large magnetic field, which represents the surface state
of TI. [21] Nonetheless, the reduction in the sample size
inevitably induces a gap in the metallic dispersion of TI
due to the overlap of the surface states at the two op-
posite surfaces [22, 23], which requires a detailed study
of the surface or edge states. In 2D TI, some existing
works have been performed on the properties of edge
states [13, 24]. However, general understanding of the
spatial features of the edge state is still lacking. Particu-
larly, we need systematic researches on the dependence of
the spatial features of the edge states on various physical
parameters, which is a main motivation of this work.
In this Letter, we investigate theoretically the spatial
variation of the edge states in the 2D TI. Many theoret-
ical models have been proposed for the understanding of
TI, with the increasing demands on its research. Kane-
Mele (KM) model [3, 25] is one of the prototype model of
2D TI. This model shows a bulk energy gap on the hon-
eycomb lattice due to the SOC, but its edge states on
the boundaries show linear metallic dispersions inside of
the bulk gap. Although the established TIs are not con-
structed on the honeycomb lattice, the essential physics
captured in this model is believed to give useful insights
on this field. In this work, we focus on the spatial de-
pendence of the edge-state wave functions at the zigzag
boundary. We define a edge-state width, which is a con-
venient measure of how tightly the edge state is confined
at the boundary. It is found that the edge states merge
into the energy band of the bulk states through a bi-
furcation(BFC) behavior. The edge-state width is com-
puted for various SOCs and sublattice potentials. We
also discuss what significant effects the variation of the
edge-state width to the boundary has in experiments.
We start from the Hamiltonian of the KM model [3]
with creation(annihilation) operators, ciσ(c
†
iσ) of an elec-
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FIG. 1. Schematic diagram for the semi-infinite honey-
comb lattice with the boundary at the bottom. The lattice
are described by the two primitive vectors, a1=a(1, 0), and
a2=
a
2
(1,
√
3) with two bases (0, 0) and a
2
(1, 1/
√
3) in a unit
cell.
tron of spin σ at site i on the honeycomb lattice.
H = −t
∑
〈i,j〉σ
c†iσcjσ+λv
∑
iσ
µic
†
iσciσ+iλSO
∑
〈〈i,j〉〉α,β
νijσ
z
αβc
†
iαcjβ ,
(1)
The first term describes the hopping of electrons between
the nearest-neighbor sites 〈i, j〉 with the hopping integral
t. The staggered sublattice potential of strength λv is in-
cluded in the second term with µi=±1 on each sublattice,
respectively. The third term is a spin-dependent hopping
between next-nearest neighbors 〈〈i, j〉〉 due to the SOC.
λSO is SOC, and σ
z is the z component of Pauli matrix.
νij = ±1 is determined by νij = 2√3a2 (d1 × d2), where
d1 and d2 are the two vectors connecting next nearest
neighbors i and j from the site j to i. Henceforth, we set
a=1 for simplicity. The Hamiltonian in Eq. (1) gives the
energy spectrum.
Eσ(k) = ±
√
ε0(k) + {2σλSOε1(k) + λv}2 (2)
where ε0(k) = 3+2 coskx+4 cos
kx
2 cos
√
3
2 ky and ε1(k) =
sin kx− 2 sin kx2 cos
√
3
2 ky, with σ = ±1 depending on the
electron spin. It is known that the system has finite gaps
of 2|3√3λSO ± λv| at two Dirac points K and K′, indi-
cating that the system lies in the insulating state.
One prominent characteristic of the topological non-
trivial phase is that a metallic state emerges with being
localized at the boundary. In order to investigate the
edge state, we assume a zigzag boundary along the x di-
rection while the system is semi-infinite in the y direction
as in Fig. 1. It is convenient to write the edge-state wave
function in the following form [13, 24],
Ψkσ,y =
(
eik/2Λ
)j
Ψkσ,y=0, (3)
where Ψkσ,y is the two-component vector whose elements
represent the wave functions of spin σ for the two bases in
the unit cell. Here k is the momentum in the x-direction,
and y ≡ j(√3a/2) with j=1, 2, . . . is the site index in the
y-direction. Here, Λ is a complex number the magnitude
of which should be less than unity for the states local-
ized at the bottom boundary to make the wave function
decays rapidly as y increases. The effective Hamiltonian
for the edge state in Eq. (3) is then given by
Hˆedge =

4λSO sin k2
{
cos k2 − Λ+Λ
−1
2
}
+ λv −te−ik/2
(
2 cos k2 + Λ
−1)
−teik/2 (2 cos k2 + Λ) −4λSO sin k2 {cos k2 − Λ+Λ−12 }− λv

 (4)
for spin-up. The Hamiltonian for spin-down can be ob-
tained by substituting −λSO for λSO. The following
equation should be satisfied for the energy, E.∣∣∣Hˆedge(Λ)− E∣∣∣ = 0 (5)
It turns out that the eigenvalue equation in Eq. (5) is
a quadratic equation of Λ + Λ−1, yielding four solutions
for Λ, i.e., Λ1, Λ
−1
1 , Λ2, and Λ
−1
2 , with given k and E.
We can assume that |Λ2| ≤ |Λ1| ≤ 1 with the loss of
generality. Only the two values Λ1 and Λ2 are relevant
for the description of states localized at the edge of our
interest. It is clear that the other two, Λ−11 and Λ
−1
2 ,
correspond to localized states at the upper boundary, if
any. The wave function can be written as
Ψk,y = C1
(
eik/2Λ1
)j
Φk1 + C2
(
e−ik/2Λ2
)j
Φk2 (6)
where Φki is the corresponding eigenvector of the solution
Λi and the energy E in (5). The wave function vanishes
at the boundary of the sample (j=0), which implies that
the two eigenvectors are linearly dependent. The condi-
tion for the linear dependence of eigenvectors produces
an additional equation
E−λv+4λSO sin k
2
(
Λ1 + Λ2
2
+ (Λ1Λ2 − 2) cos k
2
)
= 0.
(7)
Simple numerical solutions of the coupled equations
from (5) and (7) produce the energy dispersions of the
edge state as well as the corresponding wave functions.
In Fig.2 we show the edge-state energy dispersion for
spin-up electrons with various λv. The TRS in the
system guarantees that the dispersions for the opposite
spin are obtained by the inversion of k around k=pi(not
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FIG. 2. (color online) Edge-state energy dispersions for spin-
up electrons with λSO/t=0.1 and (top) λv/t=0.0; (middle)
0.2; (bottom) 0.49. The edge-state dispersions at the lower
boundary calculated in the text are denoted by (red) solid
lines. Those at the upper boundary are also plotted by (blue)
dotted lines for completeness. The shaded area represents the
bulk energy spectrum.
shown). The resulting dispersions clearly demonstrate
that a metallic edge state exists inside the finite band
gap and that its dispersion relation gradually merges into
the bulk states as its momentum approaches k=2pi3 or
4pi
3 . Even when the presence of λv induces a difference
between the gaps at the two Dirac points and the disper-
sion becomes asymmetric around k=pi, the metallic edge
state is still preserved. Finally one of the gaps closes
when λv reaches the critical value 3
√
3λSO. This makes
the whole system metallic. Further increase of λv above
the critical value in turn opens a gap in the bulk. In
this case, however, the bulk is a normal insulator which
is accompanied by a gap at the edge-state as well. All
the features of the edge-state dispersions are fully con-
sistent with the edge-state characteristics studied by the
full numerical diagonalization of the KM model in the
strip geometry of finite width [3, 25].
Our approach also allows the calculation of the wave
function of the edge state, which is useful for the study
of the edge-state confinement to the boundary. Since
the system considered is semi-infinite in the transverse
direction, the result is free of the size effects due to a
finite width of the system. We define a edge-state width
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FIG. 3. (color online) Edge-state width ξ as a function of
momentum k for λSO/t = 0.1. The data for λv/t = 0, 0.2 and
0.4 are denoted by (red) solid, (green) dashed, and (blue) dot-
and-dash lines, respectively. The inset shows the edge-state
width ξpi for k=pi as a function of λSO.
ξi for each decaying state from the Λi in Eq. (3).
ξi(k) ≡
√
3
2
[ln |1/Λi(k)|]−1, (8)
indicating a decay ∼ e−y/ξi(k). For k=pi, we can solve
Eqs. (5) and (7) analytically, yielding
ξpi =
√
3
2

ln


√
1 +
(
t
4λSO
)2
+
t
4λSO




−1
. (9)
It is of interest to note that for k=pi and |λv| < 4|λSO|
the staggered lattice potential λv changes only the phase
factor of Λ without any effect on ξpi . ( The effect of
λv on ξ shows up for k 6=pi or larger λv, which will be
discussed later. ) The inset of Fig. 3 shows the behavior
of ξpi as a function of λSO. The decrease in λSO makes
the wave function narrower. Finally, the edge state is
maximally confined at the boundary for λSO=0, which
corresponds to a well-known flat-band edge state of the
graphene nanoribbon with a zigzag edge. [26] Our results
prove that ξ vanishes logarithmically ∼ 1/ ln(λSO/t) as
λSO approaches zero.
The edge-state width ξ1(k) and ξ2(k) are shown in
Fig. 3 for several values of λv. In the finite region around
k=pi, we find that ξ1=ξ2 and that the value is rather in-
sensitive to the variation of k. Above a certain momen-
tum, ξ1 is no longer identical to ξ2 and increases rapidly
as k is increased with the monotonic decrease of ξ2. Such
behavior of the edge-state width is reminiscent of a bi-
furcation (BFC). Careful examination of Eq. (5) gives us
some insight on the origin of the BFC: A quadratic equa-
tion of Λ + Λ−1 with real coefficients give two complex
roots or two real roots. In the former case, two complex
roots, which are complex conjugates to each other, en-
force Λ1=Λ
∗
2, which explains ξ1=ξ2 around k=pi. On the
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FIG. 4. (color online) The edge-state width ξ at E = 0 as
a function of the ratio of the sublattice potential λv to SOC
λSO. The data for λSO/t = 0.1, 0.2, and 0.3 are denoted
by (red) solid, (green) dashed, and (blue) dot-and-dash lines,
respectively. The inset shows the location of the BFC value
λ∗v in units of λSO as a function of λSO.
other hand, such enforcement is not imposed for the lat-
ter case and ξ1>ξ2. Accordingly, the BFC occurs when
Eq. (5) has one real double root. It is also worthwhile to
mention that ξ1 diverges at two Dirac points, where the
edge state merges to the energy band of the bulk state.
We can verify that at k=pi±pi/3 the coupled equations in
(5) and (7) are satisfied by the energy E=∓3√3λSO+λv
and Λ1 = ±1, which guarantees the divergence of ξ1 and
the merging of the edge state to the energy band of ex-
tended states at two Dirac points.
The edge-state width has great significance in the ex-
periments on the samples of a finite width. When ξ is
comparable to the sample width, the overlap of the edge
states on the opposite boundaries becomes significant and
develops a finite gap in the edge-state dispersions. Such
effects have already been investigated by the variation of
the film thickness [22, 23].
In experiments it would be more convenient to tune
the edge-state width by the variation of external fields in
the sample of fixed width. Silicene, which was recently
synthesized [27–29], provides one interesting possibility.
The buckling of two sublattices in silicene enables one
to control the sublattice potential λv by applying exter-
nal electric fields [30]. The variation of the edge-state
width by the change of λv, shown in Fig. 4, exhibits a re-
markable dependence, particularly around a BFC point.
Such a dependence is expected to give observable effects
on the edge-state gap in narrow samples by the applica-
tion of external electric fields. It is also interesting that
the BFC point λ∗v where ξ(λv) bifurcates is enhanced by
the increase of SOC, which implies that strong SOC pins
down the width ξ and suppresses a formation of an edge-
state gap up to a higher BFC point λ∗v.
An alternative way to tune the edge-state width in
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FIG. 5. The width of the edge-state for spin-up electrons as
a function of the chemical potential µ for (top) λv/t = 0;
(middle) 0.2; (bottom) 0.4. The solid line corresponds to the
edge states at the lower boundary and the dotted line to those
at the upper boundary.
experiments is to control the chemical potential by the
change of a gate voltage [21]. In such experiments the de-
pendence of ξ on the chemical potential shown in Fig. 5
is useful. We have assumed the band structures are not
changed significantly by the variation of chemical poten-
tial. In the absence of the staggered sublattice potential,
ξ is hardly changed by a small variation of the chemical
potential around the half-filling case (µ=0). Only when
the chemical potential change exceeds, a BFC point ξ
increases rapidly and a gap formation is allowed with a
proper momentum transfering perturbation. A small in-
crease of λv shifts BFC points for both boundaries closer
to the Fermi level of a half-filled system, which makes
it easier to delocalize the edges states by the gate volt-
age. For large λv, the edge states at the both boundaries
get wider even in the half-filling case. It is interesting
that the change in the chemical potential increases the
width of one edge state while that of the other one is
suppressed.
In summary, we have derived analytically the equa-
tions for the energies and the width of the edge states in
the KM model with a zigzag edge. Through the analysis
of the width of the edge states, we have shown that a
BFC of the edge-state width plays an important role in
the properties of the edge states. It has also been shown
that the effects of such a BFC can be uncovered by the ad-
justment of experimentally controllable parameters such
5as the sublattice potential or the chemical potential.
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