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ABSTRACT
In this paper, we propose a technique to automatically de-
scribe items based on users’ reviews in order to be used by
recommender systems. For that, we extract items’ features
using a robust term extraction method that applies trans-
ductive semi-supervised learning to automatically identify
aspects that represent the different subjects of the reviews.
Then, we apply sentiment analysis in a sentence level to
indicate the polarities, yielding a consensus of users regard-
ing the features of items. Our approach is evaluated using a
collaborative filtering method, and comparisons using struc-
tured metadata as baselines show promising results.
Categories and Subject Descriptors
H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing, —indexing methods, linguistic pro-
cessing
General Terms
Algorithm
Keywords
Recommender systems; term extraction; sentiment analysis;
1. INTRODUCTION
Recommender Systems were created to help users to deal
with the information overload existent on the Web. It auto-
matically captures the users’ preferences, and output a list
of items which will probably be liked by the user. In or-
der to such generate recommendations, there are two main
mechanisms reported in the literature [1, 14]: content-based
and collaborative filtering (CF).
Regarding the content-based approach, there are two well-
known problems: i) the extraction of relevant items’ meta-
data; and ii) the over-specialization problem. In the first
case, describing content is a time-consuming and error-prone
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task; in the second, over-specialization occurs when the user
does not receive new and/or diverse content because his/her
profile is restricted to descriptions of similar items [1].
To overcome these problems, there is a growing effort to
consider unstructured data produced by users [12]. Users’
reviews are a great source of information that can help con-
sumers deciding if it is worth to use a particular product.
Nevertheless, a set of challenges has to be dealt with when
using unstructured content, especially when provided by
users [2]: the reviews may have noise, such as misspelling,
false information, and personal opinions. In addition, the
texts need to be processed by natural language processing
(NLP) routines in order to extract and organize only rele-
vant information about a subject.
In this paper, we propose a method that relies on users’
reviews to automatically describe items in such a way to be
used by recommender algorithms. Since reviews may have
partial information, we model the user’s preferences on the
consensus of different users’ opinions about the content as-
pects. For that, we use a robust term extraction method
that applies transductive semi-supervised learning to auto-
matically identify terms that represent the subject of the
reviews. The extracted terms correspond to the features of
the recommender system’s items. These features are used
to create a representation of items that contains the over-
all sentiment of the users about each feature. Finally, this
representation is used in a CF approach based on k nearest
neighbors. The main advantage of our approach is that a
user may receive recommendations related to items similar
to those he already like, while receiving novel and interesting
suggestions, where the similarity is dictated by the common
opinion regarding the quality of features related to the items.
This paper is organized as follows: Section 2 presents some
of the related works found in the literature; Sections 3 and 4
detail our proposed approach; Section 5 presents our results
and Section 6 gives our conclusions and future work.
2. RELATEDWORK
Earlier attempts in content-based filtering focused on de-
scribing items by using structured metadata, e.g., genres
of movies. Recent studies explore the use of unstructured
information by applying the natural language processing
and information retrieval techniques in textual datasets [12].
There are contributions that extract feelings related a fea-
ture of an item by using reviews in a content-based scenario
in order to generate recommendations [11, 13]. Other con-
tributions generate recommendations by using textual infor-
mation in a collaborative filtering context [10, 7].
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In order to improve the result of recommendation systems,
it would be useful to use a set of terms that well represent
the domain in question. In the natural language processing
(NLP) area the task that identifies them is called “term ex-
traction” [3, 6, 4]. Normally, extraction is performed using
basic knowledge of the words, such as to consider as terms
the most frequent words in a textual dataset or consider only
the nouns as terms. Recently, studies are applying the ma-
chine learning (ML) techniques to extract terms, since they
are able to learn how to automatically recognize a term [5, 6,
19]. The most recent contributions [5, 6] applied transduc-
tive semi-supervised learning to extract terms using a wide
range of word knowledge: linguistic, statistical and hybrid.
Our proposed approach differs from the aforementioned
contributions since we use a robust term extraction tech-
nique to produce a feature set from user’s reviews. For that,
we applied the term extraction of [5] because it is possible to
characterize the words using a greater amount of features.
We expect that in this way it is possible to identify more
terms of the domain in question. In addition, our recom-
mender is a collaborative filtering approach that uses these
terms and sentiment analysis to solely describe items.
3. TEXT INFORMATION EXTRACTION
We propose an approach for creating items’ representa-
tions for a collaborative filtering scenario using text reviews.
For that, we use NLP techniques to produce a vector-based
representation where each position reflects a feature of an
item (e.g., plot, direction), and its score is the overall level
of appraisal (positive, negative or neutral) of users. We use a
robust term extraction technique, and we apply a sentence-
level sentiment analysis approach for each of those terms.
Figure 1: Architecture of the proposed system.
Figure 1 illustrates the steps which compose our proposed
approach. The first step, depicted in this section, is to pro-
cess the reviews set through a NLP tool, called Stanford
CoreNLP1, and to infer a feature set by performing, af-
terwards, a robust term extraction technique. We use the
Stanford CoreNLP parser [16] to generate a structured rep-
resentation of the reviews which will be used by the term
extraction technique. The next steps are to produce a items’
representation by giving scores to those features and to per-
form recommendation through those representations. These
steps are detailed in Section 4.
In particular, we restricted our technique to the movies
domain, since there are several datasets and a vast amount
of information available. However, the technique can be
easily extended to other domains and applications.
1http://nlp.stanford.edu/software/corenlp.shtml
We combined two different sources of information in or-
der to produce a set of items’ descriptions: the MovieLens
100K2 dataset and the Internet Movie Database3 (IMDb).
The IMDb is a Web site that contains structured and un-
structured information about movies. Structured descrip-
tions consist of genres, actors, directors and writers. With
respect to unstructured data, the first 10 reviews for each of
the 1,682 movies of the MovieLens dataset were gathered.
In this work, we applied the TLATE method [5] (T rans-
ductive Learning for Automatic Term Extraction) to ex-
tract terms that will represent the users’ reviews. Origi-
nally, it uses transductive semi-supervised learning to clas-
sify words in terms or non-terms of a specific domain by
spreading the labels using labeled and unlabeled data. One
advantage in applying TLATE is the possibility of using at
the same time linguistic, statistical, and hybrid knowledge,
which improves the term extraction if compared with stan-
dard extraction normally found in the literature. An exam-
ple of standard extraction is to consider the n most frequent
words in users’ reviews (statistical knowledge). Another ad-
vantage is TLATE extracts terms automatically instead of
choosing manual or semi-automatically the n value, which
would add a human cost and its subjectivity [6].
TLATE is divided in four steps: (i) textual preprocessing,
(ii) feature extraction, (iii) filtering, and (iv) transductive
classification. The step of preprocessing aims to standardize
the data and remove what does not help in identifying terms.
For that, we annotated the users’ reviews using the Stanford
parser [16]; stemmed the words using the Porter algorithm;
converted all letters to lower case; and removed stop words.
The feature extraction step aims to characterize each word
that was not removed using features in order to help clas-
sifying it in term or non-term. The 24 used features range
from simple statistical and linguistic knowledge to more so-
phisticated hybrid knowledge. All these features are more
detailed in [5].
The filtering step of TLATE aims to remove words that
have less chance to be terms. We tested two different filters:
(i) filter DF, which removes the words that occur only in one
document in the database because those are not represen-
tative of the dataset, and (ii) filter DF N that also deletes
those that are not nouns, since normally terms are nouns.
Therefore, two word sets were independently generated and
they were the inputs of the transductive classification step.
We represented each word set in a mutual KNN network
[15, 20] and tested k = {7, 57}. To calculate the similarity
between words, we used the Euclidean distance [18].
This network is given to a transductive learning algorithm
aiming to classify the words into terms or non-terms. The
label spreading of words was performed using the LLGC al-
gorithm [20] with the regularization parameter (µ) as 0.9.
From the reviews, we selected 16 words labeled as terms
and 16 as non-terms. LLGC learned from the information
of these labeled words and the remaining unlabeled words
how to perform the classification. Let C = {c0, c1} be the
class labels where 0 corresponds to non-term and 1 to term.
LLGC calculates weights (between 0 and 1) of the object
for each class (term and non-term). In each iteration of the
algorithm the weight can be changed because it is influenced
by the weight of its neighboring objects. Finally, LLGC pro-
2http://movielens.umn.edu/
3http://www.imdb.com/
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duced a list of words classified as terms for each the word set
given by filter DF and filter DF N. The word list generated
from filter DF has 27,229 words and LLGC considered 362
words as terms when using k = 7 and 16,118 when k = 57.
The filter DF N selected 12,815 words and LLGC consid-
ered 313 words as terms when using k = 7 and 8433 when
k = 57.
4. ITEMS’ REPRESENTATION AND REC-
OMMENDATION
In the previous section, we depicted the initial phase of our
approach. We were able to generate terms that summarize
the topics detailed in the reviews, and they can be seen as the
features that each item may or not contain. The next step,
described in this section, is to assign scores to those features,
generate the items’ representation and, finally, produce rec-
ommendations through them. Those scores are produced by
applying sentiment analysis in sentences that relate to the
terms, capturing, in this way, the average sentiment of users
towards specific features of an item. We use a sentence-
level sentiment analysis algorithm [17] since most features
are nouns with an neutral sentiment score, and also, because
this algorithm can deal with negation sentences.
4.1 Generating Items’ Representation
For this work, we adopt a vector-based approach to rep-
resent items. Each item has a vector whose positions refer
to features extracted from raw text. Instead of having com-
plete words as terms, we opted to use stems as features since
they can comprise a set of words and hence describe a whole
idea. For example, the stem direct can refer to direction,
director, the verb direct, among others, which all rep-
resent the same topic: the direction part of a movie. The
scores in each position are an average of sentiments provided
by users toward these features.
We computed the sentiment of each sentence in each doc-
ument using the Stanford CoreNLP sentiment analysis tool.
This tool may classify a sentence in five different sentiment
levels, namely: “Very Negative”,“Negative”,“Neutral”,“Pos-
itive”, and “Very Positive”. We converted this classification
into a {−2,+2} rating system, in order to facilitate the score
computation, and performed an average of the sentiment
ratings of the sentences related to a feature of an item to
compute its score. Lower values indicate a collective depre-
ciation of a feature, while higher values show appreciation.
A zero value indicates that either it’s a neutral sentiment or
an item simply does not have that feature.
A drawback of our recommender algorithm is that it ac-
cepts only binary matrices in the form of indexes for the
item descriptions. Given that, our sentiment vectors needed
to be converted to this format. We split a feature into two
positions, one regarding the positive aspect, and the other
regarding the negative. Features that have a positive score
have their positive portion set to 1 and their negative por-
tion set to 0, while features that have a negative score have
their positive portion as 0 and their negative portion as 1.
4.2 The Recommendation Algorithm
In order to evaluate our approach, we used a collabora-
tive filtering algorithm based on k nearest neighbors that
computes the correlation among items using their attribute
vectors. We adopted the MyMediaLite Recommender Sys-
tem Library4 [9], whose algorithm’s implementation is called
ItemAttributeKNN.
The ItemAttributeKNN does not compute the correlation
among items using rating vectors [8]. Instead, the similarity
is accomplished by measuring the distance among Boolean
vectors that represent the presence or absence of each item
attribute. For this work, we used the cosine measure since
the distance is based on the angle between two instance’s
vectors instead of the its absolute distance.
5. EXPERIMENTAL EVALUATION
We compare the items’ description approach proposed in
this paper with structured metadata obtained from Movie-
Lens and IMDb as described in Section 3, namely: actors,
directors, genres, and writers. These metadata are repre-
sented in the form of binary vectors where the value 1 means
that an item has that feature and the value 0 otherwise. In
our experiments, we adopted the precision at 10 and MAP
measures, with 10-fold cross-validation and two-sided paired
t-test with a 95% confidence level.
Table 1 presents the results for prec@10 and MAP for
these baseline matrices.
Table 1: Obtained results using only structured
metadata.
prec@10 MAP prec@10 MAP
Actors 0.01862 0.02598 Genres 0.03622 0.0336
Directors 0.03818 0.03476 Writers 0.02905 0.03232
In our approach, we constructed four sets of features by
applying the techniques described in Section 3: two sets
were produced after applying the transductive classification
(TLATE) with k = 7 and k = 57 in the filter DF, and the
other two were produced after applying the same classifica-
tion algorithm in the filter DF N. Table 2 summarizes the
obtained results.
Table 2: Obtained results using different sets of fea-
tures.
k (TLATE) # features prec@10 MAP
Filter DF 7 362 0,03752 0,03069
57 16,118 0,05922 0,04626
Filter DF N 7 313 0,03904 0,03223
57 8,433 0,05991 0,04764
As observed, the features generated after applying the fil-
ter DF N produce better results for the recommender sys-
tem. Despite the difference is small, the filter DF N pro-
duced a much smaller word set, allowing the classification
algorithm to perform faster. Figure 2 compares the fil-
ter DF N results with used baselines. As observed, the
k = 57 yields the best results, surpassing in almost twice
the precision of the baselines. We highlighted that when
k = 7 the algorithm achieves an average result with a very
small set o features. The structured metadata vectors tend
to have many features and hence are very sparse. E.g., the
“Actors” vectors have around 44,000 features, and a small
portion of that is used as casting in a single movie. Having
that in mind, it is still preferable to use the k = 7 set of
features, reducing the computational cost.
4http://mymedialite.net/
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Figure 2: The filter DF N vs. baseline results.
Regarding the statistical analysis for the precision at 10
metric, the largest term set is statistically superior than the
baselines, while the smallest set is statistically superior than
most of the structured metadata matrices, being similar only
to the Directors matrix. Regarding the MAP measure, the
largest term set is statistically superior than the baselines,
while the smallest set is only statistically superior than the
Actor matrix.
6. CONCLUSIONS AND FUTUREWORK
The approach presented in this paper outperforms the
baseline, but there is room for improvement. For example,
initially, the recommendation algorithm could not support
float or numeric values, therefore, we performed a binariza-
tion of the vectors. Because of that, much of the information
was lost, e.g., how much a feature is positive or negative for
an item. Considering this fact, as future work, we intend to
improve our algorithm in order to allow it to receive mul-
tivalued vectors as weights for each feature. Moreover, the
evaluation was performed with a relatively small set of re-
views, where some of the items did not have enough reviews
to be well described. Additionally, we intend to gather more
reviews from different Web sources.
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