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Strong many-body interactions in two-dimensional (2D) semiconductors give rise to efficient
exciton–exciton annihilation (EEA). This process is expected to result in the generation of un-
bound high energy carriers. Here, we report an unconventional photoresponse of van der Waals het-
erostructure devices resulting from efficient EEA. Our heterostructures, which consist of monolayer
transition metal dichalcogenide (TMD), hexagonal boron nitride (hBN), and few-layer graphene, ex-
hibit photocurrent when photoexcited carriers possess sufficient energy to overcome the high energy
barrier of hBN. Interestingly, we find that the device exhibits moderate photocurrent quantum effi-
ciency even when the semiconducting TMD layer is excited at its ground exciton resonance despite
the high exciton binding energy and large transport barrier. Using ab initio calculations, we show
that EEA yields highly energetic electrons and holes with unevenly distributed energies depending
on the scattering condition. Our findings highlight the dominant role of EEA in determining the
photoresponse of 2D semiconductor optoelectronic devices.
Keywords: 2D materials, transition metal dichalcogenides, van der Waals heterostructures, exciton–exciton
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Many-body effects manifest themselves as unique pho-
toresponse in nanoscale materials [1]. Exciton–exciton
annihilation (EEA), a four-body interaction involving the
energy and momentum transfer between two holes and
two electrons, is known to be highly efficient in nanos-
tructures with reduced dimensions, such as quantum dots
[2, 3], graphene nanoribbons [4], carbon nanotubes [5, 6],
and polymer chains [7, 8]. Recent studies [9–11] indi-
cate that the EEA rate in two-dimensional (2D) Group
VI transition metal dichalcogenide (TMD) semiconduc-
tors is substantially enhanced even when compared to
their bilayer and trilayer samples [12]. While the EEA in
2D semiconductors leads to undesirable efficiency droop
in photoluminescence (PL) [13] and electroluminescence
(EL) [14], energy conservation requires hot electron-hole
pairs to be generated upon annihilation of individual ex-
citons. Recent study showed that the EEA-generated hot
carriers can be harnessed for remarkably efficient optical
upconversion in 2D TMD semiconductors [15, 16], and
their heterostructures [17], inspiring prospects for har-
nessing highly efficient EEA process in 2D materials to
generate hot carriers for energy harvesting application.
Herein, we report photoresponse originating from
EEA-generated hot carriers in a metal-insulator-
semiconductor (MIS)-type van der Waals heterostruc-
ture device. In this study, “hot” carrier refers to non-
thermalized high energy carriers generated by EEA in
contrast to thermalized hot carriers in graphene-based
photothermoelectric devices [18–20]. The MIS-type het-
erostructure consists of few-layer graphene (FLG), hexag-
onal boron nitride (hBN), and monolayer molybdenum
disulfide (MoS2) (Figure 1a). The bright optical micro-
scope and atomic force microscope (AFM) image of one
of the MIS devices is displayed in the Supporting Infor-
mation Figure S1. Figure 1b depicts the schematic band
diagram of the heterostructure. Because of the low elec-
tron affinity and wide band gap of hBN (Figure 1b), it
acts as an insulating barrier which blocks charge trans-
fer between the FLG and the MoS2 layer. However, the
band alignment between hBN with FLG and MoS2 re-
veals significantly lower energy barrier for interlayer hole
transfer compared to electron transfer [21–25]. Hence,
hBN acts as a carrier- and energy-selective tunnel barrier
that selectively favors hot hole transfer. Under forward
bias above a specific threshold voltage (Vd > Vth), the
device exhibits EL at low threshold current densities, ev-
idencing hole tunneling from FLG to MoS2. The tunnel
barrier for holes in reverse bias (Vd < 0) is similarly low,
however, the device remains highly insulating due to the
absence of holes in MoS2. The charge transport and EL
behavior of the tunnel diode are discussed in Supporting
Information S3 and in a previous study [14].
2FIG. 1: Photocurrent response of FLG/hBN/MoS2 heterostructure device. a, Schematic of a FLG/hBN/MoS2 heterostructure
irradiated by a laser beam. b, Schematic band diagram in flat band condition. EX and Eg represent excitonic and quasiparticle
band gap of monolayer MoS2. ∆
FLG
h , ∆
MoS2
h , ∆
FLG
e , and ∆
MoS2
e represent the energy barrier for interlayer hole and electron
transport at FLG/hBN and hBN/MoS2 interfaces, respectively. c, Absorbance spectrum of FLG and monolayer MoS2. d,
Color plot of EQE measured as a function of the excitation photon energy and bias voltage. The blue region corresponds to low
EQE below the detection limit. The origin of finite EQE in the yellow and red regions I, II, and III is explained in panels g, h,
and i, respectively. Dashed lines are guides to the eye, separating the regimes I, II, and III. e, EQE measured as a function of
the excitation energy at different forward biases (0.3, 0.4, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 3.75, 4 V). f, EQE measured as a function of
the excitation energy at different reverse biases (0, –0.25, –0.5, –0.75, –1, –1.25, –1.5, –1.75, –2, –2.5, –3 V). (g–i), Schematic
describing the photocurrent generation mechanism. In g, hole is photoexcited in FLG and transferred to MoS2 across the hBN
barrier in forward bias. In h, photoexcited high energy non-thermalized hole is emitted from MoS2 to FLG in reverse bias. i,
Hot hole is created following formation of ground exciton in MoS2 and transferred to FLG. Here, the excitation energy is below
the quasiparticle band gap of MoS2 and the heterostructure is under reverse bias.
We investigate the photocarrier dynamics of the het-
erostructure by measuring the bias-dependent spectral
features in the photocurrent generated by photons of
varying energy ranging from 1.65 to 2.91 eV. All pho-
tocurrent measurements were performed with lock-in
technique (Supporting Information S1) [26] at room tem-
perature and in vacuum (10−5 mbar). On the basis of
the band alignment of the heterostructure, non-negligible
photocurrent is only expected when the photoexcited car-
riers gain sufficient energy to overcome the potential bar-
rier due to hBN (Figure 1b). Note that the FLG exhibits
relatively uniform absorption across the visible frequen-
cies whereas monolayer MoS2 absorption exhibits promi-
nent excitonic resonances with three excitonic peaks (Fig-
ure 1c). Two types of excitons, A and B, at 1.89 eV
and 2.03 eV arise from spin–orbit split bands. Figure 1d
shows the external quantum efficiency (EQE), the inci-
dent photon to converted electron ratio, as a function of
the excitation energy ~ω and bias Vd. The EQE value
is calculated from the measured photocurrent (IPC) as
EQE=(IPC/P ) · (~ω/e), where P is the optical power,
and e is the elementary charge.
3The spectral features are distinctly different in the for-
ward (Figure 1e) and reverse (Figure 1f) bias regimes,
but the common trend is the presence of distinct thresh-
old behaviour. In forward bias, the photocurrent re-
mains negligible at low photon energy before increasing
exponentially above the threshold photon energy ~ωth.
The ~ωth, in turn, decreases linearly with increasing Vd,
as shown by the dashed line in Figure 1d. The pho-
tocurrent spectrum is featureless above the threshold
with no traces of excitonic absorption, suggesting that
photocarriers generated in FLG play a dominant role
in photocurrent generation (regime I). The maximum
~ωth is ∼ 2.6 eV at low bias. Here, ~ωth/2 coincides
with the difference between the neutrality point of FLG
and the valence-band maximum of hBN, corresponding
to the energy barrier for interlayer hole transfer from
FLG to MoS2 based on previous studies on photocarrier
transport across graphene/hBN interface [22, 23] (Figure
1b). This indicates that the interlayer charge transport
of non-thermalized photo-carriers, possibly by Fowler–
Nordheim tunnelling or over-barrier direct transport, is
responsible for the observed photocurrent above ~ωth
(Figure 1g). Under reverse bias, EQE exhibits a similar
threshold behaviour but with two prominent peaks corre-
sponding to A and B excitonic absorption resonances. At
the first sight, the threshold behavior can be explained
as the onset of hot hole direct tunneling from MoS2 to
FLG (see Figure 1h, regime II), similar to the forward
bias case albeit in opposite direction. On the other hand,
the relatively strong photocurrent in the low-energy ex-
citation regime is unexpected due to high binding energy
of excitons and their insufficient kinetic energy to over-
come the potential barrier of hBN. Remarkably, the EQE
at the exciton resonance in this regime III is compara-
ble to those in regime II, specially under strong reverse
bias. The observation of a finite photocurrent at the ex-
citation energy below the quasiparticle bandgap of MoS2
indicates exciton dissociation generating hot holes with
sufficient excess energy to overcome potential barrier due
to hBN (see Figure 1i).
There are two possible mechanisms for hot holes gener-
ation through exciton dissociation: disorder-assisted ex-
citon decay and EEA [27]. The exciton dissociation rate
through the first mechanism varies linearly with exciton
density [28] while the latter varies quadratically [29]. To
distinguish these two mechanisms, we measured photo-
luminescence (PL) and the photocurrent as a function
of excitation power at the excitation energy near the
ground-state exciton resonance, well below the quasipar-
ticle band gap of MoS2 and energy required for hole tun-
nelling from monolayer MoS2 to FLG (Figure 1d,f). This
allows us to determine whether the same rate constants
consistently describe the behavior of these interdepen-
dent phenomena. Figure 2a shows the power dependence
of the PL quantum yield (QY) and photocurrent internal
quantum efficiency (IQE) measured concurrently on the
FIG. 2: Photocurrent and PL measurement of exciton–
exciton annihilation in monolayer MoS2. a, QY and IQE
measured under the same experimental conditions and con-
sistently fitted as functions of geh using different values of τnr
for each Vd. The experimental data is taken at voltages lower
than −1 V to reduce electron doping and to obtain higher
QY [30]. QY is deduced from equation (1) with kXX = 0.1
cm2/s and τr = 10 ns. IQE is derived from equation (2) as-
suming τtr = 3.75 ns and kCC = 5 × 10
4 cm2/s. The inset
shows the photocurrent measured and calculated from equa-
tion (2). The trend changes at a generation rate of about
1019 cm−2s−1, indicating activation of EEA processes. The
excitation energy is about 1.96 eV. b, Schematics describing
photocurrent generation mechanisms. The upper panel shows
a charge-trapping process generating a high-energy free hole
corresponding to regime IIIA in a. The lower panel describes
an EEA process generating a pair of hot carriers, correspond-
ing to regime IIIB in b.
same sample with 633 nm (1.96 eV) laser as the excita-
tion source. The experimental details and the calculation
of PL QY and IQE are described in Supporting Informa-
tion S1.
The PL QY is nearly constant at low photocarrier gen-
eration rates and gradually decreases with increasing ra-
diation power. In contrast, the photocurrent IQE drops
initially and saturates to a finite value in the high-power
regime. The steady-state exciton concentration nX can
be found by balancing the electron-hole generation rate
geh with the total exciton decay rate as
kXXn
2
X +
nX
τX
= geh, (1)
where kXX is the EEA rate, τ
−1
X = τ
−1
r + τ
−1
nr is the
reciprocal exciton lifetime with τr and τnr being the ra-
diative and non-radiative exciton relaxation times, re-
spectively. The latter is mostly due to charge traps [28]
4with an additional contribution from electron-exciton an-
nihilation [30], which is particularly relevant for n-doped
samples. The charge traps are expected to be sulfur va-
cancies, which are the most energetically favorable type
of defect [31]. By tuning the Fermi level through an
external electric field, we change the equilibrium occu-
pation of traps altering their charge trapping efficiency.
Thus, the electron-exciton annihilation rate also changes
with bias [30]. Hence, τnr differs for each PL QY curve
shown in Figure 2a. The theoretical QY is given by
the ratio between radiative recombination and genera-
tion rates, QY = nX/(τrgeh), where nX is the solution
of equation (1). In the low-power (or linear-response)
limit, the QY approaches a constant given by the ratio
τX/τr that at the same time determines the maximum
QY for a given voltage. In the high-power limit the QY
decreases with increasing geh as QY ∼ 1/(τr
√
gehkXX)
because EEA reduces the steady-state concentration of
excitons. The kinetic model in equation 1 describes the
power-dependence of QY observed in experimental data
with fitting parameters of kXX = 0.1 cm
2/s, τr = 10
ns and τnr = 0.7 to 0.9 ns. The fitting parameters are
consistent with earlier studies in monolayer MoS2 [9, 29]
and other 2D semiconductors such as MoSe2[11], WS2
[12], and WSe2[10].
While EEA leads to reduction of exciton population
and therefore diminishes the PL QY, it generates hot car-
riers that can overcome the hBN barrier and contribute
to photocurrent. For the IQE model, we consider the
concentration of such hot holes denoted by N . Here,
EEA competes with high-energy carrier-carrier collisions
leading in particular to impact ionization, which is de-
scribed by the rate kCC of the order of 10
4 cm2/s. The
same process makes the high-energy holes thermalize by
collisions with lower energy carriers, hence, lose the en-
ergy required to escape the semiconductor. At the typical
N ∼ 109 – 1010 cm−2, the corresponding carrier-carrier
collision time is of the order of 10 – 100 fs, consistent
with literature values in bulk [32] and 2D semiconduc-
tors [33, 34]. The rate equation for N can be written
as
kXX (gehτX)
2
+
gehτX
τnr
= kCCN
2 +
N
τtr
, (2)
where τtr is the interlayer transport time (ns scaled), and
the corresponding IQE = N/(τtrgeh) is given by the ratio
between the transport and generation rates. Equation
(2) is deduced in Supporting Information S1. In con-
trast to a recent work [35], we do not use ultrafast pulses
and consider the rate equation in the steady-state limit.
The model does not account for the carrier-phonon in-
teractions because photocarrier thermalization is dom-
inated by the carrier-carrier scattering away from the
band edges [36].
The defect-assisted non-radiative recombination is also
responsible for the hole generation (as shown in Figure
2b) that connects equations (1) and (2). In the sim-
plest case, when no barrier exists and all the photoex-
cited carriers can escape the semiconductor, the terms
containing kXX and kCC are not relevant, and we obtain
IQE = τX/τnr. In MIS heterostructure case, the hBN
barrier places the hole escape window to rather high en-
ergies (∼ 0.4 eV or greater with respect to the top of the
MoS2 valence band), and the holes rapidly leave the win-
dow while thermalizing. Because of carrier-carrier scat-
tering being a quadratic function of carrier concentration,
the resulting IQE is strongly diminished with increasing
excitation rate. However, EEA compensates the carrier-
thermalization process at high excitation densities and
prevents the IQE from falling to zero. In the limit of high
photocarrier generation rates, we obtain a saturated IQE
independent of geh given by
IQEsat =
τX
τtr
√
kXX
kCC
, kXXgehτXτtr ≫ 1. (3)
This model fits the experimentally observed trend, as
shown in Figure 2a. The saturation of the IQE at high
photocarrier generation rates is a clear manifestation that
the photocurrent generation involves EEA.
In EEA process, nonradiative exciton recombination
ionizes another exciton. Considering energy conserva-
tion law, the ionization energy is equal to the energy
released during recombination process. This recombina-
tion energy is equal to excitation energy EAX and E
B
X for
excitons A and B, respectively. Ionization energy equals
the sum of the exciton binding energy and the excess
energy shared between the free electron and hole cre-
ated. The exciton binding energies are given as follows:
EA,Bb = Eg − E
A,B
X . Further, the momentum conserva-
tion law dictates that the electron and hole wave vec-
tors of ionized exciton must be opposite in direction, al-
though equal in magnitude, in the absence of Umklapp
processes. Hence, there is a finite range of possible al-
lowed states in electronic structure of MoS2 that satisfies
the energy and momentum restrictions. Here, we iden-
tify the allowed transition states within the first Brillouin
zone of MoS2 EEA processes to generate hot carriers that
can contribute to photocurrent generation using density
functional theory (DFT) modeling. The wave vectors
are counted with respect to the corner of the Brillouin
zone, where the electron-hole pairs emerge due to EEA.
Through scissor operators, we manually adjust the quasi-
particle bandgap to the experimental value of Eg = 2.24
eV since the theory does not reliably predict quasiparti-
cle energies [37]. Figure 3a,b shows the band structure,
density of states (DOS), and the DOS weighted with the
probability to occupy the states due to EEA. Figure 3c,d
shows the final wave vectors of electrons and holes in
the Brillouin zone with their excess energies encoded in
color. Note that the final electron and hole states are
asymmetric such that one of the two resulting particles
tends to gain more energy than the other. To contribute
5FIG. 3: Energy of EEA-derived carrriers in MoS2. a, Con-
duction band structure (left), conduction band DOS (center),
and the DOS weighted by the EEA probability for the type-
A (filled solid curve) and type-B (dot-dashed curve) excitons
(right). b, Same as a for valence bands. c, The Brillouin-zone
regions accessible to the electrons (left) and holes (right), de-
rived for the type-A exciton EEA. The regions are color-coded
with the electron and hole excess energies counted from the
valence- and conduction-band edges, respectively. d, Similar
to c for the type-B excitons.
to photocurrent generation, hot free holes need to over-
come the transport barrier due to hBN band gap. The
excess energy required is estimated to be 0.4 eV or greater
(Figure 1b) [21]. Our DFT modeling demonstrates that
holes derived from recombination of both A and B exci-
tons possess sufficient excess kinetic energies (> 1 eV) to
contribute to photocurrent (Figure 2b).
In summary, we have shown that EEA in 2D semi-
conductors can be harnessed in photocarrier transport
in vdW heterostructures. EEA rate in 2D semiconduc-
tor is significantly enhanced compared to bulk semicon-
ductor to generate clear photoresponse in the excitation
power range of ordinary optoelectronic devices, corre-
sponding to photocarrier generation rates greater than
1019 cm−2s−1. We note that the observed effect is not
limited to monolayer MoS2. We have also observed the
equivalent effects in devices based on FLG/hBN/WS2
heterostructure despite higher barrier that the holes must
overcome to yield photocurrent (see Supporting Informa-
tion S5). Although the efficiency of these unoptimized
devices is limited, we envision that an intelligent het-
erostructure design by material selection and band gap
engineering will enable improved energy-harvesting de-
vices by exploiting EEA processes in 2D semiconductors.
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