Abstract. This paper provides a mean value theorem for arithmetic functions f defined by
Introduction
Given an arithmetic function f : N → R, one of the most pertinent questions is about the behavior of f , on average. This is measured by the sums n≤x f (n). In particular, if the limit lim x→∞ 1 x n≤x f (n), equals c ∈ R, we say that f (n) has mean value c. Arithmetic functions may have mean value even if they behave "irregularly". For instance, let ϕ(n) be the Euler Phi function and set F (n) = ϕ(n) n . One can show that lim inf n→∞ F (n) = 0 and lim sup n→∞ F (n) = 1 but F has mean value 6 π 2 . In fact, there is a more general result on the mean value of multiplicative functions, i.e., arithmetic functions f such that f (mn) = f (m) · f (n) whenever gcd(m, n) = 1. More specifically, if f is multiplicative taking values in [−1, 1], then f has always a mean value, which is equal to 0 if the series
diverges [9] (this sum is over the prime numbers) and equal to
if the previous series converges [8] .
In this paper, we are interested in the average order of arithmetic functions given by convolution products
where g takes values in (0, 1]. We do not assume any further multiplicative property on g or f . Our main result, Theorem 3.2, entails that if g satisfies some special conditions, then f possesses a mean value A f and such mean value can be computed as the limit of a (not uniquely determined) sequence. Moreover, if g is bounded below by a positive (absolute) constant, we prove that A f is positive. Our main motivation to study this kind of arithmetic functions comes from the density of special elements in finite field extensions. In fact, the density ρ q (n) of the primitive elements and the density µ q (n) of the so called normal elements in the finite field extension F q n of F q are arithmetic functions given by an identity like Eq. (1). As the major application of our main result, we prove that µ q (n) and ρ q (n) have (positive) mean values N q and P q , respectively. The result regarding the existence of P q > 0 is known [7] , but the author employed a completely different approach. We also explore the values of N q and P q as q grows. In particular, good approximations of N q yield statistical results on the behavior of µ q (n), improving previous results; see Theorem 4.8, Corollary 4.9 and the comments thereafter. The paper is structured as follows. Section 2 provides background material. In Section 3 we state and prove our main result. Finally, in Section 4, we discuss the applicability of our main result to obtain mean value theorems for the arithmetic functions µ q (n) and ρ q (n).
Preliminaries
In this short section, we introduce some notation and provide basic background material that is used along the way. For positive integers a, b such that gcd(a, b) = 1, let e a (b) be denote the order of a modulo b, i.e., the least positive integer k such that a k ≡ 1 (mod b). Also, ϕ(n) denotes the Euler Phi function at n. As usual, for real valued functions F and G, we write
2.1. Estimates. The following lemma provides two inequalities that are frequently used throughout this paper. Its proof of is straightforward so we omit details.
Lemma 2.1. For any real numbers x 1 , x 2 , . . . , x n ∈ [0, 1] and e 1 , e 2 , . . . , e n ∈ [1, +∞), we have that
Additionally, if x ∈ 0, 1 2 , then
From the main result in [4] , we have the following lemma. In addition, from the Prime Number Theorem, we have the following result.
Lemma 2.3. If p n denotes the n-th prime number, then lim n→∞ p n n log n = 1.
Main result
Before we state and prove our main result, let us introduce a useful definition.
Definition 3.1. Fix N a positive integer. An arithmetic function g is Ndensity like if 0 < g(n) ≤ 1 for any positive integer n with equality g(n) = 1 whenever gcd(n, N) > 1.
Our main result can be stated as follows. 
converges and set f (n) = d|n g(d). Let {L t } i≥1 be a sequence of positive integers satisfying the following properties: 
converges and
In this case,
and so f (n) has a non zero mean value.
3.1.
A note on higher moments. Fix N a positive integer and let g be an N-density like arithmetic function. The same holds for g α and any α ≥ 1. In addition, from Eq. (2), for any α ≥ 1 and any x ∈ (0, 1], the following inequality holds
In particular, if the series
converges, so does
. From these observations, the following corollary follows immediately from Theorem 3.2. 
In particular, f has variance 
. Then the following holds:
Proof. We observe that
.
It is direct to see that, for each divisor r of L t , the number of positive integers
) and so we have that
since L t ≤ √ x and f (r) ≤ 1 for any r ≥ 1. It remains to prove that
Fix r a divisor of L t and let n ≤ x be a positive integer such that gcd(n, L t ) = r. Hence, if d divides n but does not divide r, we have that d does not divide L t . Let h : R >0 → R be as in Theorem 3.2.
In particular, any divisor d of n that does not divide r satisfies d > h(t) whenever gcd(d, N) = 1. Since g is N-density like, we obtain the following inequalities:
where in the last inequality we used Eq. (2). Since f (r) ∈ [0, 1] for any r ≥ 1, Eq. (4) entails that
So it suffices to show that
We observe that the previous sum is bounded by |A(x) − A(h(t))|, where
Since {L t } t≥1 is non decreasing, it follows that t = t(x) → +∞ as x → +∞ and so the same holds for h(t). By an argument of Cauchy sequences,
converges.
Since t = t(x) → ∞ as x → ∞, in order to conclude that f (n) has (finite) mean value, it suffices to show that the sequence {A t } t≥1 converges. From definition, the numbers A t are non negative. In the following lemma, we prove that they form a non increasing sequence. Proof. We observe that, from definition, L t divides L t+1 for any t ≥ 1. Fix t ≥ 1 and write L t+1 = bL t , where b is a positive integer. We have the following identity
· ϕ(b r ) and so
We claim that S 2 ≤ S 1 and this concludes the proof. We observe that each divisor s of L t+1 that does not divide L t can be written uniquely as s = ru with r a divisor of L t and u > 1 a divisor of b such that gcd Lt r , u = 1. In particular, if we write s in this way, we have that
. Therefore, we obtain the following inequalities
For a divisor r of L t and a divisor u of b r , we the equality
, where the set prime divisors of b * r is contained in the set of prime divisors of Lt r . In particular, we obtain that
We proceed to the mean value result for log f (n). From now and on, we assume that g(d) > c for some absolute constant c > 0. We observe that log f (n) = d|n log g(d) and so log f is the convolution of log g and F ≡ 1. From this fact, we easily obtain that
So it suffices to prove that the series
converges and that d≤x log g(d) = o(x). This is done in the following lemma. 
converges, the following hold:
Proof. We split the proof into cases.
(
for any x ∈ [0, 1), we see that there exists a positive integer j = j(c) > 1 and a constant δ g > 1 such that
provided that c < x ≤ 1. We observe that − log(g(d)) is always non negative. In particular, since (1 − x) i ≤ (1 − x) for any x ∈ [0, 1] and any positive integer i, we have that
converges).
So it remains to prove that A f ≥ exp(A *
The average density of primitive and normal elements
Throughout this section, P is a fixed prime number, q = P m is a prime power and F q denotes the finite field of q elements. We recall that, up to an isomorphism, there exists a unique n-degree extension of F q for any n ≥ 1: such extension has q n elements and is denoted by F q n . The field extensions F q n , n ≥ 1 have two main algebraic structures. The multiplicative group F * q n := F q n \ {0} is cyclic and any generator α of such group is called primitive. Moreover, F q n (regarded as an n-dimensional F q -vector space) admits a basis C β = {β, β q . . . β q n } comprising the conjugates of an element β ∈ F q n by the Galois group Gal(F q n /F q ) ∼ = Z n . In this case, such a β is called normal and C β is a normal basis.
Primitive elements are constantly used in cryptographic applications; peharps, the most notable application is the Diffie-Hellman key exchange [1] . Normal bases are also object of interest in applications such as computer algebra, due to their efficiency on basic operations. For instance, if b = n−1 i=0 a i β q i and β is a normal element, then b q is obtained after applying a cyclic shift on the coefficients of b in the basis C β , i.e., b q = n−1 i=0 a i−1 β q i , where the indexes are taken modulo n. We refer to [5] and the references therein for a nice overview on normal basis, including theory and applications.
Fix q a prime power and, for each positive integer n, let P q (n) and N q (n) be the number of primitive and normal elements in F q n , respectively. We observe that the density functions ρ q (n) := Pq(n) q n and µ q (n) := Nq(n) q n can be viewed as the probability that random element α ∈ F q n is primitive and normal, respectively. It is worth mentioning that some past works explored the behavior of the function µ q (n). In [6] , the authors provided an absolute lower bound for µ q (n) that depends only on the prime factors dividing n. Also, lim inf n→∞ µ q (n) log q n is a positive constant [2] and, in particular, lim inf n→∞ µ q (n) = 0. In addition, it is well known that P q (n) = ϕ(q n − 1) and so, by Ramanujan's bound, we have that ρ q (n) ≥ c log n+log log q for n > 1 and some constant c > 0 not depending on n or q.
As an application of Theorem 3.2, in this section we prove that such arithmetic functions admit mean values and we explicitly obtain formulas to compute them. Moreover, we explore the behavior of these mean values as q → ∞. Our main results can be stated as follows.
Theorem 4.1. For each positive integer t, let L t be the least common multiple of the positive integers i ≤ t. If we set
, then the sequence {A t } t≥1 converges to a limit P q > 0 and this is the mean value of ρ q (n), i.e.,
Moreover, P q > 0 for any prime power q and lim inf q→∞ P q = 0.
Theorem 4.2. For each positive integer t, let L t be the least common multiple of the numbers
, then the sequence {A t } t≥1 converges to a limit N q > 0 and this is the mean value of µ q (n), i.e.,
Moreover, N q > 0 for any prime power q and lim q→∞ N q = 1.
4.1.
On the density of primitive elements. As mentioned before, we know that the number of primitive elements in F q n equals ϕ(q n − 1). Let P be the set of prime numbers. Here, p usually denotes a prime number. We observe that
In particular, if e q (p) denotes the order of q = P m modulo p ∈ P \ {P }, we have that f q (n) = d|n g q (d), where
with the convention that g q (d) = 1 if the previous product is empty. We also observe that 0 < f q (n) − ρ q (n) < 1 q n for any n ≥ 0. Therefore, we have that either both or none of the functions f q (n), ρ q (n) possess mean value and, in the affirmative case, such mean values coincide. So we only need to prove Theorem 4.1 replacing ρ q (n) by f q (n).
4.1.1. Proof of Theorem 4.1. We naturally apply Theorem 3.2 for f (n) = f q (n) and g(n) = g q (n). Some conditions are easily checked. First, we observe that if L t denotes the least common multiple of the positive integers i ≤ t, then L t divides L t+1 and L t ≥ t for any t ≥ 1. In particular, lim t→∞ L t = +∞. From definition, the function g q (d) is 1-density like. We observe that, for any positive integer d that does not divide L t , we have that d > t and so the function h in Theorem 3.2 can be taken as h(t) = t. All in all, it suffices to prove that the series
converges and there exists an absolute constant c > 0 such that g q (d) > c. This is done in the following lemma. 
In particular, lim d→∞ g q (d) = 1 and the series
Proof. If there is no prime p ∈ P such that e q (p) = 1, there is nothing to prove. Let p
To prove the convergence of the series above, we observe that its terms are all non negative and so we have that
where we used the fact that p < q eq(p) . Let {p n } n≥1 be the ascending sequence of prime numbers. From Lemma 2.3, p n > n log n 2 for n sufficiently large and so there exists an absolute constant C > 0 such that
So it remains to prove that lim inf q→∞ P q = 0. We observe that, since q − 1 divides q n − 1 for any positive integer n, we have that P q ≤ ϕ(q−1) q−1
. In fact, we prove something stronger.
Proof. Let p i be denote the i-th prime number p = P and set P k the product of the first k primes distinct from P . If we set e k = e P (P k ), then P k divides P e k − 1 and so
4.2.
On the density of normal elements. We recall that the number of primitive elements in a finite field is given implicitly by the Euler function. There is an analogue of such function for polynomials over finite fields and this analog function plays an important role in counting the number of normal elements. The Euler Phi function Φ q for polynomials over F q is defined as follows: for an irreducible polynomial g ∈ F q [x] of degree r and a positive integer m, we set Φ q (g m ) = q (m−1)r (q r − 1) and then Φ q extends multiplicatively. We have the following result. The cyclotomic polynomials satisfy the recursive identity x n −1 = d|n E d (x) if gcd(n, P ) = 1. In addition, for n = P u · m with gcd(m, P ) = 1, we have that x n − 1 = d|m E d (x) P u . Therefore, from Theorem 4.5 and Lemma 4.6, we have the following identity for an arbitrary integer n ≥ 1 not divisible by P :
In addition, µ q (n) = µ q (nP j ) for any j ≥ 0. Therefore, if we set
we have that µ q (n) = d|n G q (d).
Proof of Theorem 4.2.
Again, we prove Theorem 4.2 by applying Theorem 3.2 with f (n) = µ(n) and g(n) = G q (n). Some conditions are easy to check. From construction, G q (d) is P -density like, where P is the characteristic of F q . Let L t be the least common multiple of the numbers q i − 1 with i ≤ t. In particular, L t divides L t+1 and L t ≥ q t − 1 for any t ≥ 1. In particular, lim t→∞ L t = +∞. We observe that, for any positive integer d relatively prime with P that does not divide L t , we have that e q (d) > t. Since e q (d) < d, the function h in Theorem 3.2 can be taken as h(t) = t. In overall, it suffices to prove that the series
converges and there exists an absolute constant c > 0 such that G q (d) > c for any d ≥ 1. We prove this in the following lemma. 
In particular, lim d→∞ G q (d) = 1 and the series
Proof. If gcd(d, P ) > 1, the result is trivial since G q is P -density like. So we assume that gcd(d, P ) = 1. From Bernoulli's inequality, we have that
We observe that the numbers 1−G q (d) are non negative and 1 − G q (d) = 0 if gcd(d, P ) > 1. In particular, we have that
where in the last inequality we used the fact that ϕ(d) < d and that the number of positive integers d with e q (d) = j is at most the number σ 0 (q j −1) of distinct divisors of q j − 1. From Lemma 2.2, σ 0 (q j − 1) = O(q j/2 ) and so
It remains to prove that N q → 1 as q → ∞. In fact, we prove something stronger. 
for any n ≥ 1 and so N q ≤ 1 − 
, the following holds
where in the last inequality we used Eq. (2). Since ϕ(d) < d for any d ≥ 1, Lemma 2.2 entail that s q (j) ≤ q j/2 whenever q j ≥ 10 4 . By a direct computation, we verify that the same holds in the range q j ≤ 10 4 . In particular,
where in the last inequality we used Eq. (3).
Numerical results on the density of normal elements.
We comment on previous results on absolute lower bounds for the function µ q (n), the density of normal elements in F q n (over F q ). According to Theorem 3 of [2] , there exists an absolute constant c such that µ q (n) ≥ .28477 1 log q n , for q ≥ 2, n ≥ q c .
Although this bound is absolute, i.e., holds for any q, the function 1 √ log q n goes to zero as n goes to infinity even when q is arbitrarily large. Taking into account the set of prime divisors of n, it is possible to obtain absolute positive lower bounds; in fact, according to Theorem 3.3 of [6] , if we fix a set S of distinct prime numbers p 1 , . . . , p s , there exists a constant C = C(S) > 0 such that µ q (n) > C, whenever S comprises the prime factors of n. However, such a constant is not given explicitly. Our aim here is to apply Theorem 4.8 in order to obtain explicit numerical results, for not all n but considerable proportion of N (in the sense of natural density). This is done in the following corollary. The previous corollary yields some explicit numerical results: for instance, at least half of the positive integers n are such that µ q (n) ≥ 1 − 1 q − 2 √ q , which is positive for q ≥ 7. Moreover, such bound goes fast to 1; we have that
for q ≥ 1, 640.
