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Resumo
Começamos com uma breve introdução à teoria de Lie. Em seguida, definimos cam-
pos de vetores afins e lineares em grupos de Lie, e provamos a equivalência entre
três caracterizações dos campos de vetores lineares. Então definimos os campos de
vetores lineares internos, e estabelecemos propriedades deles com relação a campos
invariantes à direita. Feito isso, definimos os sistemas de controle lineares, afins,
e invariantes à direita, a condição do posto, e a condição ad-rank. Então focamos
nos sistemas lineares para definir e estudar seus vários tipos de conjuntos de atin-
gibilidade, e sua álgebra de Lie. Em seguida, tratamos o caso dos sistemas lineares
internos. Mostramos que existe um sistema invariante associado, cuja controlabili-
dade em tempo finito, e com tempo ótimo, estão relacionadas àquelas do sistema
linear interno. Depois disso, aplicamos esses resultados ao estudo da controlabilidade
dos sistemas lineares em grupos de Lie semi-simples e em grupos de Lie nilpotentes,
e dos sistemas de controle afins em grupos de Lie compactos. Terminamos com
alguns exemplos.
Palavras-chave: Teoria de Lie, Campos de vetores afins, lineares, e invariantes,
Sistemas de controle afins, lineares, e invariantes, Conjuntos de atingibilidade, Con-
trolabilidade.
Abstract
We begin with a brief introduction to Lie theory. Then we define affine and linear
vector fields on Lie groups, and we prove the equivalence between three characteri-
zations of linear vector fields. After this, we define the inner linear vector fields, and
establish some of their properties with regard to right invariant vector fields. Then
we define the affine, linear and right invariant control systems, the rank condition
and the ad-rank condition. Then we focus on linear systems to define and study
their various types of reachable sets, and their Lie algebras. After this, we study
the case of inner linear systems. We show that there exists a related invariant sys-
tem, whose controllability in finite time, and in optimal time, are related to those
of the inner linear system. Then we apply these results to the study of the con-
trollability of linear control systems on semisimple Lie groups and on nilpotent Lie
groups, and of affine systems on compact Lie groups. We finish with some examples.
Keywords: Lie theory, Affine, linear, and invariant vector fields, Affine, linear, and
invariant control systems, Reachable sets, Controllability.
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Caṕıtulo 1
Introdução
A teoria do controle estuda a possibilidade de agir sobre um sistema dinâmico de-
pendendo da variável temporal, de modo a levar o estado dele até um dado estado
em um dado instante. Essa descrição se aplica tanto a um sistema concreto, por
exemplo a posição de um barco ou qualquer outro véıculo, quanto a um sistema de
equações diferenciais. Ao longo da história, os avanços em dois campos, o técnológico
e o matemático se estimularam mutualmente, dando lugar a teorias cada vez mais
aprofundadas, e a aplicações mais variadas.
Hoje em dia, um ramo importante da teoria do controle é aquele no qual um
sistema de controle é um sistema diferencial da forma
ẋ(t) = f(x(t), u(t)), x(t) ∈M, u(·) ∈ U
onde os estados x(t) pertencem a uma variedade diferenciável M , e os controles
u(·) pertencem a um conjunto de controles admisśıveis U , que é um conjunto de
aplicações localmente integráveis definidas em [0,+∞), com valores em Rm. Neste
trabalho, nos encaixamos no caso em que a variedade diferenćıavel M é um grupo
de Lie conexo, que denotaremos por G, e o sistema de controle é dado por






onde u = (u1, ... , um) pertence a um conjunto de controles admisśıveis U , os Y j são
campos de vetores em G invariantes à direita, e F é um campo de vetores afim em
G, como será definido mais adiante.
No caṕıtulo 2, são reunidos os fundamentos de teoria de Lie que foram necessários
ao autor para entender os artigos que serviram de suporte a essa dissertação, abrir
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as demonstrações tanto com respeito às contas, quanto com respeito às articulações
entre seus argumentos, ou até fazer aquelas que estavam omitidas ou somente su-
geridas. Essa base teórica vem do livro Grupos de Lie de L. San Martin ([13]),
trabalho notável pela riqueza e clareza do texto. Ela é apresentada no presente
trabalho segundo o prinćıpio seguinte com respeito às propriedades e teoremas: em
geral somente as propriedades e teoremas são escritos, com referência à sua demons-
tração em [13]. E nos poucos casos onde não há demonstração no livro, e onde o
autor escreveu uma demonstração própria como exerćıcio para seu entendimento e
sua aprendizagem, essa demonstração foi incluida nesta dissertação, indicada por
“Demonstração”, ou às vezes na forma de um parágrafo começando por “De fato”.
Esse prinćıpio vale também para o Apêndice A, que trata de campos de vetores
e colchetes de Lie no contexto mais geral de variedades diferenciáveis, e que servem
no Caṕıtulo 2.
Um conhecimento de variedades diferenciáveis necessário para abordar esses ele-
mentos de teoria de Lie pode ser adquirido em [12].
Uma introdução mais concreta e geométrica à teoria de Lie, através dos grupos
de Lie de matrizes (mas que não cobre todos os fundamentos usados neste trabalho),
se encontra em [17].
No caṕıtulo 3, estudaremos os campos de vetores afins e lineares em um grupo de
Lie conexo. A estrutura desse caṕıtulo segue essencialmente aquela da seção 3 de [6].
Depois de definir um campo de vetores afim como pertencendo a normV ω(G)g, e um
campo linear como um afim que além disso satisfaz X1 = 0, provamos propriedades
importantes para demonstrações posteriores : Primeiro, que o núcleo da aplicação
F 7→ ad(F ) é o conjunto invl dos campos de vetores invariantes à esquerda, e
segundo, que todo campo de vetores afim F por ser escrito de modo único como
soma F = X + Z, onde X é linear, e Z ∈ invl. O ponto essencial desse caṕıtulo é a
demonstração da equivalência entre as três caracterizações seguintes de campos de
vetores lineares:
(1) X ∈ normV ω(G)g e X1 = 0
(2) O fluxo de X é um grupo a 1-parâmetro de automorfismos de G;
(3) X satisfaz
∀ x, y ∈ G, Xxy = d(Lx)y.Xy + d(Ry)x.Xx (1.1)
Campos lineares foram considerados num contexto de teoria do controle primeiro
por Markus, em grupos de Lie de matrizes (ver [11] ), e então no caso geral por Ayala
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e Tirao (ver [1]). Na literatura sobre grupos de Lie, os campos de vetores lineares
em grupos de Lie são chamados de automorfismos infinitesimais (ver [3]).
A equivalência entre as caracterizações (1) e (2) já foi estabelecida por Ayala e
Tirao em [1], fazendo amplo uso de homomorfismos de recobrimento universal, e das
propriedades da álgebra de Lie de um grupo de Lie simplesmente conexo. Em [6],
Jouan simplifica essa demonstração, e acrescenta a equivalência da caracterização
(3). Uma vantagem da definição (1) com relação à (2) é que ela não necessita o
conhecimento do fluxo de X .
No caṕıtulo 4, estudaremos as propriedades de controlabilidade dos sistemas
lineares em grupos de Lie. Um sistema linear é definido como um sistema de controle






em um grupo de Lie conexo G, onde X é um campo linear de vetores, e os Y j são
invariantes à direita.
A motivação para tratar de tais sistemas é dupla. Uma é que são extensões
naturais dos sistemas invariantes em grupos de Lie. A outra (que foge do âmbito
desta dissertação) é que podem ser generalizados a espaços homogêneos e servir de
modelo para uma ampla classe de sistemas, graças ao teorema de equivalência.
Em grupos de Lie, algumas propriedades de controlabilidade de sistemas linea-
resjá foram provadas (ver [1, 4, 15]):
1. Em um grupo de Lie compacto e conexo, um sistema linear é controlável se, e
somente se, satisfaz a rank-condition; isso foi provado em [15];
2. um critério de controlabilidade local (chamado condição ad-rank) foi estabelecido
em [1, 4];
3. se um sistema linear em um grupo de Lie semisimples com centro finito é con-
trolável a partir da identidade, então um certo sistema invariante, estritamente
relacionado ao sistema linear, é controlável também (ver [15]).
Um campo de vetores linear age sobre a álgebra de Lie de G, pela representação
adjunta, como uma derivação. Boa parte desta dissertação trata do caso no qual essa
derivação é interna. Então um sistema invariante à direita é associado ao sistema
linear de um modo natural (ver subseção 4.4.1). As propriedades de controlabilidade
desses dois sistemas são comparadas e, em particular, a controlabilidade do sistema
linear é relacionada a um problema de tempo ótimo para o sistema invariante (ver
subseção 4.4.3).
3
Essa análise é aplicada a grupos de Lie semi-simples na subseção 4.5.1. Primeiro,
é estabelecido no Teorema 4.5.4 que o sistema invariante é controlável desde que o
linear seja controlável a partir da identidade, ou para a identidade. O Teorema 4.5.6
estabelece a equivalência entre a controlabilidade do sistema linear e a controlabi-
lidade do sistema invariante à direita no caso em que a condição ad-rank (que será
definida mais adiante) é satisfeita.
A subseção 4.5.2 trata de grupos de Lie nilpotentes. O teorema 4.5.12 afirma
que em um grupo de Lie conexo e nilpotente, e desde que a derivação seja interna,
(Σ) é controlável se, e somente se, a álgebra gerada por Y 1, ... , Y m é igual a g.
Finalmentente, consideramos sistemas afins na seção 4.6. Um campo de vetores
afim é a soma de um campo de vetores linear com um campo de vetores invariante à
esquerda, e um sistema afim é obtido substituindo o drift de um sistema linear por
um campo de vetores afim. Suas propriedades são estudadas nessa seção, e então
aplicadas a grupos de Lie compactos.
Isso permite estabelecer o Teorema 4.6.3, que generaliza os resulatdos conhecidos
sobre sistemas invariantes e lineares: Um sistema de controle afim em um grupo de
Lie conexo e compacto é controlável se, e somente se, ele satisfaz a condição do posto.
No caṕıtulo 5 serão apresentados alguns exemplos no grupo de Lie de Heisenberg.
Observação: No presente trabalho, o valor de um campo de vetores X em um
dado ponto p de uma variedade diferenciável M será denotado por X(p) ou por Xp.
Essas notações são equivalentes.
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Caṕıtulo 2
Fundamentos de teoria de Lie
2.1 Grupos de Lie
Nesta dissertação, os sistema de controle que vamos estudar são definidos em estru-
turas particulares, chamadas grupos de Lie.
Definição 2.1.1. Um grupo de Lie é um grupo cujo conjunto subjacente tem uma
estrutura de variedade diferenciável, de tal forma que a aplicação produto
p : G×G→ G
é diferenciável.
Observamos que a definição de grupo de Lie não exige a priori que a inversa
ι(g) = g−1 seja diferenciável ou sequer cont́ınua, pois a diferenciabilidade de p im-
plica a de ι através do teorema da função impĺıcita (Ver Proposição 5.1 em [13]).
Dado g ∈ G, as translações à esquerda e à direita Lg : G → G e Rg : G → G,
são definidas respectivamente por Lg(h) = gh e Rg(h) = hg. Essas aplicações são
diferenciáveis, e na verdade ambas são difeomorfismos, já que Lg ◦ Lg−1 = Rg ◦
Rg−1 = Id. Da mesma forma, os automorfismos internos Cg = Lg ◦Rg−1 , g ∈ G, são
difeomorfismos.
2.2 Álgebra de Lie de um grupo de Lie
Além dos grupos de Lie, outras estruturas muito importantes são as álgebras de Lie.
As relações entre grupos e álgebras, e entre as propriedades deles serão fundamentais
no nosso estudo.
Definição 2.2.1. Uma álgebra de Lie consiste de um espaço vetorial g munido de
um produto (colchete) [·, ·] : G×G→ G que satisfaz as propriedades:
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1) O colchete [·, ·] é bilinear, isto é, linear em cada uma das variáveis.
2) Antissimetria, isto é, [X, Y ] = − [Y,X] ,∀ X, Y ∈ g.
3) Identidade de Jacobi : ∀ X, Y, Z ∈ g, [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0
Alguns tipos de subespaços de uma álgebra de Lie terão um papel fundamental
neste trabalho.
Definição 2.2.2. Um subespaço h ⊂ g de uma álgebra de Lie g é uma subálgebra
se for fechado pelo colchete. Nesse caso h é também uma álgebra de Lie.
Definição 2.2.3. Seja g uma álgebra de Lie e v um subespaço vetorial de g. Dizemos
que v é um ideal de g se ∀X ∈ g, [X, v] ⊂ v.
Observação 2.2.4. Todo ideal de uma álgebra de Lie g é uma subálgebra de Lie de
g.
Proposição 2.2.5. Seja g uma álgebra de Lie. A soma de uma subálgebra de Lie
de g, e de um ideal de g, é uma subálgebra de Lie de g.
Demonstração: Seja h uma subálgebra de g, e v um ideal de g. Então temos:
∀H1, H2 ∈ h,∀Y1, Y2 ∈ v,
[H1 + Y1, H2 + Y2] = [H1, H2]︸ ︷︷ ︸
∈h
+ [H1, Y2]︸ ︷︷ ︸
∈v
+ [Y1, H2]︸ ︷︷ ︸
∈v
+ [Y1, Y2]︸ ︷︷ ︸
∈v
∈ h + v.

As definições dos sistemas de controle que vamos estudar são baseadas em tipos
particulares de campos vetoriais, que definimos a seguir. Para uma noção mais geral
de campo vetorial, veja o Apêndice A
Definição 2.2.6. Seja G um grupo de Lie. Um campo de vetores X em G é deno-
minado :
1) Invariante à direita se, ∀ g, h ∈ G, d (Rg)h (X (h)) = X (hg).
2) Invariante à esquerda se, ∀ g, h ∈ G, d (Lg)h (X (h)) = X (gh).
A condição de invariância implica que um campo de vetores invariante à direita
satisfaz
X (g) = d (Rg)1 (X (1)) , (2.1)
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e que um campo invariante à esquerda satisfaz
X (g) = d (Lg)1 (X (1)) . (2.2)
Portanto cada elemento do espaço tangente T1G determina um único campo invari-
ante à direita, e um único campo invariante à esquerda.
DadoX ∈ T1G, a notaçãoXr indica o campo invariante à direita tal queXr (1) = X,
e X l o campo invariante à esquerda tal que X l (1) = X.
Explicitamente, ∀g ∈ G,Xr (g) = d (Rg)1 (X), e X
l (g) = d (Lg)1 (X).
Denote por Invr (resp. Invl) o conjuto dos campos invariantes à direita (resp. à
esquerda). Esses conjuntos são subespaços vetoriais (sobre R), em geral diferentes,
do espaço de todos os campos de vetores em G.
As aplicações X ∈ T1G → Xr ∈ invr, e X ∈ T1G → X l ∈ invl são ismorfismos en-
tre os espaços vetoriais corespondentes, cujas inversas são dadas por Xr,l ∈ invr,l →
Xr,l (1) ∈ T1G.
Lema 2.2.7. Sejam X e Y campos invariantes à direita num grupo de Lie G. Então
o colchete de Lie [X, Y ] é invariante à direita. A mesma afirmação vale para campos
invariantes à esquerda.
Demonstração: Ver Lema 5.3 em [13]. 
O espaço tangente T1G é isomorfo tanto a inv
r quanto a invl. Através dos
isomorfismos, o colchete de Lie restrito aos espaços de campos invariantes induz
colchetes [·, ·]r e [·, ·]l em T1G. esses colchetes são daos por : ∀A,B ∈ T1G,
[A,B]r = [A






O seguinte lema permite relacioná-los.
Lema 2.2.8. Sejam A ∈ T1G e I (g) = g−1 a inversa em G. Então,
(I)∗ (A


















= −Ar (g) .
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Demonstração: Ver Lema 5.4 em [13]. 
Proposição 2.2.9. Sejam A,B ∈ T1G. Então [A,B]r = − [A,B]l.
Demonstração: Ver Proposição 5.5 em [13]. 
As relações acima nos permitem agora definir a álgebra de Lie do grupo G.
Definição 2.2.10. A álgebra de Lie de G, denotada por g, é qualquer uma das
álgebras de Lie isomorfas invr, invl, (T1G, [·, ·]r), ou ainda (T1G, [·, ·]l).
2.3 Aplicação exponencial
Para informação sobre a noção de fluxo de um campo de vetores, usada nesta
subseção, veja o Apêndice A.
Seja G um grupo de Lie com álgebra de Lie g, e X ∈ invr. Então, mostrando que
as duas trajetórias são solução da mesma equação diferencial com a mesma condição
inicial, estabelecemos
∀g, h ∈ G,Xt (hg) = Xt (h) g (2.5)
onde Xt denota o fluxo associado ao campo X.
Tomando em particular h = 1, fica
Xt (g) = Xt (1) g (2.6)
De maneira análoga, se Y ∈ Invl, mostra-se que
∀g, h ∈ G, Yt (gh) = gYt (h) (2.7)
Yt (g) = gYt (1) (2.8)
Como as trajetórias são obtidas umas das outras por translação, elas se prolon-
gam ao mesmo intervalo de R, isto é, as soluções maximais dos campos invariantes
têm todas o mesmo intervalo de definição. Isso permite mostrar que os campos
invariantes são completos, isto é, suas trajetórias se prolongam a (−∞,+∞).
Proposição 2.3.1. Um campo invariante (à esquerda ou à direita) é completo.
Demonstração: Ver Proposição 5.7 em [13]. 
Uma outra consequência das propriedades de invariância (2.6) e (2.8) são as
igualdades:
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• Se X ∈ Invr então Xt+s (1) = Xt (Xs (1)) = Xt (1)Xs (1) = Xs (1)Xt (1).
• Se Y ∈ Invl então Yt+s (1) = Yt (Ys (1)) = Yt (1)Ys (1) = Ys (1)Yt (1).
Essas igualdades implicam que X−t (1) = (Xt (1))
−1 e Y−t (1) = (Yt (1))
−1. Dáı
que, se X ∈ Invr e Y ∈ Invl, então suas trajetórias que passam pela origem
{Xt (1) : t ∈ R} e {Yt (1) : t ∈ R}
são subgrupos de G. Na verdade, esses subgrupos coincidem caso X (1) = Y (1).
Proposição 2.3.2. Sejam X e Y campos de vetores invariantes à direita e à es-
querda, respectivamente, que coincidem no elemento neutro, isto é, X (1) = Y (1).
Então suas trajetórias Xt (1) e Yt (1), que passam pelo elemento neutro, coincidem
para todo t ∈ R.
Demonstração: Ver Proposição 5.8 em [13]. 
Uma vez feita essa discussão sobre campos invariantes, pode se definir a aplicação
exponencial num grupo de Lie.






é usual, expX também se escreve como eX . Isso define uma aplicação exp : g→ G,
onde g = T1G é a álgebra de Lie de G.
Se Z é um campo de vetores e a ∈ R então as trajetórias de Z e aZ coincidem
e seus fluxos satisfazem (aZ)t = Zat. Aplicando essa observação aos campos X
r e






(1) = exp tX. (2.9)
Pelas propriedades dessas trajetórias enunciadas acima, segue que a aplicação
exponencial t 7→ exp (tX) , X ∈ g, é um homomorfismo, isto é,
exp(t+ s)X = exp(tX) exp(sX) = exp(sX) exp(tX) (2.10)
e sua imagem {exp (tX) : t ∈ R} é um subgrupo de G, denominado de subrupo a
1-parâmetro gerado por X ∈ g.
A seguinte proposição reune propriedades da aplicação exponencial e dos fluxos
dos campos invariantes, que foram discutidas acima:
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Proposição 2.3.4. Valem as seguintes afirmações:
1) Se X é campo invariante à direita então Xt = Lexp(tX), isto é, Xt (g) = e
tXg.
2) Se X é campo invariante à esquerda então Xt = Rexp(tX), isto é, Xt (g) = ge
tX .
3) e0 = 1.









Demonstração: Ver Proposição 5.10 em [13]. 
Essas propriedades generalizam propriedades conhecidas de exponenciais em si-
tuações concretas.
Além disso, a aplicação exponencial exp : g→ G é diferenciável. Em particular
sua diferencial na origem 0 ∈ g é dada por:
Proposição 2.3.5. d (exp)0 = id.
Demonstração: Ver Proposição 5.11 em [13]. 
Como d (exp)0 = id é inverśıvel, aplicando o teorema da função inversa obtemos
o seguinte corolário.
Corolário 2.3.6. Existem uma vizinhança U de 0 ∈ g e uma vizinhança V de
1 ∈ G, tal que exp|U : U → V é um difeomorfismo.
Demonstração: Ver Corolário 5.12 em [13]. 
E dele obtemos a propriedade seguinte, que será util no estudo da controlabili-
dade de sistemas de controle.
Corolário 2.3.7. Seja G um grupo de Lie conexo e tome g ∈ G. Então existem
X1, ....., Xs ∈ g tal que
g = exp (X1) .... exp (Xs).
Demonstração: Ver Corolário 5.13 em [13]. 
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2.4 Homomorfimos
Sejam G e H grupos de Lie. Um homomorfismo φ : G → H diferenciável entre G
e H é chamado de homomorfismo de grupos de Lie. A mesma terminologia se
aplica a isomorfismos e automorfismos de grupos de Lie.
A condição de ser diferenciável faz parte da definição de homomorfismo de grupos
de Lie. Para verificar se um homomorfismo φ : G → H entre grupos de Lie é
diferenciável, basta verificar a diferenciabilidade em em único ponto. De fato, para
todo g ∈ G, valem as igualdades
φ ◦Rg = Rφ(g) ◦ φ e φ ◦ Lg = Lφ(g) ◦ φ
Da primeira delas, obtem se φ = Rφ(g) ◦ φ ◦ Rg−1 . Aplicando a regra da cadeia,





◦dφ1 ◦d (Rg−1)g. Como as translações à direita Rx são di-
ferenciáveis em todo ponto de G, para todos os x ∈ G, vê-se que, se φ é diferenciável
no elemento neutro 1, então φ também é diferenciável em g ∈ G.
Os homomorfismos entre grupos de Lie dão origem a homomorfismos entre suas
álgebras de Lie.
Um homomorfismo entre as álgebras de Lie g e h é uma aplicação linear θ : g→ h
que satisfaz θ [X, Y ] = [θX, θY ] ,∀X, Y ∈ g. A relação entre os homomorfismos de
grupos e de álgebras de Lie é fornecida pela diferencial no elemento neutro. A prova
dessa relação usa fórmulas envolvendo homomorfismos de grupos e exponenciais.
Lema 2.4.1. Sejam G e H grupos de Lie com álgebras de Lie g e h, respectivamente.
Seja φ : G → H um homomorfismo diferenciável (ou seja, um homomorfismo de
grupos de Lie), e X ∈ g. Então, para todo g ∈ G vale
dφg (X




= Y l (φ (g))
onde Y = dφ1 (X).
Demonstração: Ver Lema 5.14 em [13]. 
Dois campos de vetores X e Y são ditos φ-relacionados se para todo x ∈
G, dφx(X(x)) = Y (φ(x)). Nesse caso, as trajetórias de Y são imagens por φ das tra-
jetórias de X (veja Apêndice A). O lema anterior garante que os campos invariantes
à direita (ou à esquerda) definidos por X ∈ T1G e Y = dφ1(X) são φ-relacionados.
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Como as trajetórias dos campos invariantes são dadas pelas respectivas exponenciais,
segue do Lema acima a seguinte fórmula fundamental para homomorfismos.
Proposição 2.4.2. Sejam G e H grupos de Lie com álgebras de Lie g e h, respecti-
vamente. Seja φ : G→ H um homomorfismo diferenciável (ou seja, um homomor-
fismo de grupos de Lie), e X ∈ g. Então,
φ (exp (X)) = exp (dφ1 (X)).
Demonstração: Ver Proposição 5.15 em [13]. 
Uma outra propriedade dos campos φ-relacionados é que seus colchetes de Lie
também são φ-relacionados (Veja Proposição A.2.2 em Apêndice A). Segue então do
Lema 2.4.1 a propriedade de homomorfismos da diferencial dφ1.
Proposição 2.4.3. Sejam G e H grupos de Lie com álgebras de Lie g e h, respec-
tivamente. Seja φ : G → H um homomorfismo diferenciável. Então dφ1 : g → h é
homomorfismo, isto é,
dφ1 [X, Y ] = [dφ1X, dφ1Y ],
com o colchete invariante à direita ou à esquerda.
Demonstração: Ver Proposição 5.16 em [13]. 
2.4.1 Representações
Um caso particular de homomorfismo entre grupos de Lie é quando o contradomı́nio
é um grupo linear Gl (V ). Nesse caso o homomorfismo é chamado representação
de G no espaço vetorial V . O espaço V é chamado de espaço da representação e
dimV sua dimensão. A seguir, V é um espaço vetorial real. (Veja [13], Cap 4, para
mais informações sobre representações de grupos.)
Seja ρ uma representação de dimensão finita (diferenciável) de G em V . A
Álgebra de Lie do grupo Gl (V ) é denotada por gl (V ), ela coincide com o espaço
vetorial das transformações lineares V → V com o colchete dado pelo comutador.
A diferencial de ρ na identidade dρ1 : g → gl (V ) é um homomorfismo de álgebras
de Lie e como tal uma representação em V da álgebra de Lie g. Essa representação
é denominada representação infinitesimal associada a ρ. É comum denotar a
representação infinitesimal com a mesma notação (isto é, ρ = dρ1). A formula que
relaciona as duas representações é dada pela Proposição 2.4.2 :
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ρ (expX) = exp (dρ1 (X)).
A exponencial no segundo membro é a do grupo linear e, portanto, pode ser
escrita como uma série de potências.
2.4.2 Representações adjuntas
Existe uma representação natural de um grupo de Lie G na sua álgebra de Lie g. Ela
é construida da seguinte forma: um elemento g ∈ G define o automorfismo interno
Cg (x) = gxg
−1. É claro que Cg (1) = 1, portanto d (Cg)1 é uma aplicação linear
g→ g. Dados g, h ∈ G,
Cg ◦ Ch (x) = g (hxh−1) g−1 = Cgh (x),
o que implica que d (Cg)1 ◦ d (Ch)1 = d (Cgh)1. Dáı que a aplicação g 7→ d (Cg)1 é
uma representação de G em g, isto é, um homomorfismo de G em Gl (g).
Definição 2.4.4. A representação adjunta Ad : G → Gl (g), de G em sua
álgebra de Lie g é definida por
Ad (g) = d (Cg)1 = d (Lg ◦Rg−1)1 = d (Rg−1 ◦ Lg)1
= (dLg)g−1 ◦ (dRg−1)1 = (dRg−1)g ◦ (dLg)1 .
A representação Ad é diferenciável.
De acordo com a Proposição 2.4.3, para qualquer g ∈ G,Ad(g) = d (Cg)1 é
um homomorfismo de g. Na verdade, um automorfismo, uma vez que Ad (g)−1 =
Ad (g−1). Isso significa que a imagem de Ad está contida no grupo dos automorfis-
mos Aut (g) de g. (Qué um grupo de Lie como é verificado em [13], Cap 6.)
Uma fórmula bastante utilizada em relações envolvendo a representação adjunta
é obtida aplicando a Proposição 2.4.2 a φ = Cg. Dessa proposição, obtém-se que





g exp (X) g−1 = exp (Ad (g)X).
Como Ad é uma representação diferenciável, pode-se considerar sua representação
infinitesimal, que é uma representação da álgebra de Lie g em si mesma, isto é, um
homomorfismo de álgebras de Lie g→ gl (g).
Abaixo será estabelcido que essa representação infinitesimal é a representação ad-
junta de g, que é definida a seguir.
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Definição 2.4.5. Seja g uma álgebra de Lie. Sua representação adjunta é a
aplicação ad : g→ gl (g) definida por
ad(X) (Y ) = [X, Y ].
A identidade de Jacobi garante que a aplicação ad é de fato um homomorfismo
de álgebras de Lie, onde o colchete em gl (g) é dado pelo comutador.
Definição 2.4.6. Uma aplicação linear D : g→ g é denominada derivação se
D [X, Y ] = [DX, Y ] + [X,DY ] (2.11)
A propriedade de Jacobi para colchetes em álgebras de Lie garante que as
aplicações ad (X) , X ∈ g são derivações de g. Elas são denominadas de derivações
internas de g.
As representações adjuntas Ad e ad são relacionadas através da exponencial,
como vemos na seguinte proposição.
Proposição 2.4.7. Seja G um grupo de Lie, com álgebra de Lie g, com o colchete
dado pelos campos invariantes à esquerda. Então, d (Ad)1 (X) = adl (X) para todo X ∈
g e vale a igualdade
Ad (expX) = exp (adl (X)).
(O sub́ındice ”l” foi colocado para enfatizar que o colchete é dado pelos campos
invariantes à esquerda).
Demonstração: Ver Proposição 5.19 em [13]. 
A igualdade [X, Y ]l = −[X, Y ]r implica que adl(X) = −adr(X), X ∈ g, o que
acrescenta um sinal na fórmula da proposição anterior, para o caso dos campos
invariantes à direita.
Proposição 2.4.8. Se na proposição anterior forem tomados campos invariantes à
direita então d (Ad)1 (X) = −adr (X) para todo X ∈ g e
Ad (expX) = exp (−adr (X)).
Demonstração: Ver Proposição 5.20 em [13]. 
Outra noção útil no nosso estudo , é o centro de um grupo.
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Definição 2.4.9. Seja G um grupo. O centro de G, denotado por Z(G), é o conjunto
dos elementos de G que comutam com todos os elementos de G pelo produto em G.
Isto é,
Z(G) := {g ∈ G; ∀h ∈ G, gh = hg}.
Definição 2.4.10. Um conjunto H munido de uma operação binária ∗ é denomi-
nado semigrupo se
1) H é fechado pela operação ∗.
2) A operação ∗ é associativa.
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Caṕıtulo 3
Campos de vetores lineares e afins
em grupos de Lie
3.1 Definições e propriedades fundamentais
Seja G um grupo de Lie conexo, e g sua álgebra de Lie, isto é o conjunto dos campos
de vetores invariantes à direita. O conjunto dos campos de vetores anaĺıticos em G
é denotado por V ω(G), e o normalizador de g em V ω(G) é por definição
N = normV ω(G)g = {F ∈ V ω(G);∀Y ∈ g [F, Y ] ∈ g}.
Definição 3.1.1. Um campo de vetores F em G é denominado afim se pertencer
a N . Um tal campo de vetores F é denominado linear se, além disso, satisfaz
F (1) = 0, onde 1 designa a identidade do grupo G.
Primeiro vamos verificar que N é uma álgebra de Lie. De fato,
∀ U, V ∈ N ,∀ Y ∈ g,∀ λ ∈ R, temos
[λU + V, Y ] = [λU, Y ] + [V, Y ] = λ[U, Y ] + [V, Y ]
onde por definição de N , [U, Y ] e [V, Y ] pertencem a g. Portanto, N é um subespaço
vetorial de V ω(G).
Agora vamos mostrar que N é fechado pelo colchete de Lie. Sejam U, V ∈ N ,
Y ∈ g. A identidade de Jacobi nos dá: [Y, [U, V ]] + [U, [V, Y ]] + [V, [Y, U ]] = 0.
Portanto
[[U, V ], Y ] = [U, [V, Y ]] + [V, [Y, U ]].
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onde por definição de N : Y ∈ g ⇒ [V, Y ] ∈ g ⇒ [U, [V, Y ]] ∈ g. E identica-
mente [V, [Y, U ]] ∈ g. Assim N é fechado pelo colchete de Lie. Portanto N é uma
subálgebra de Lie de V ω(G).
Seja F ∈ N . Definimos a aplicação
ad(F ) : g→ g
Y 7→ [F, Y ]
ad(F ) é claramente linear, pela bilinearidade do colchete. Além disso, para todos
Y, Z ∈ g, temos, pela identidade de Jacobi
ad(F )([Y, Z]) = [F, [Y, Z]] = [[F, Y ], Z] + [Y, [F,Z]]
= [ad(F )(Y ), Z] + [Y, ad(F )(Z)]
isto é, ad(F ) satisfaz a igualdade (2.11), chamada identidade de Leibniz. Assim,
pela Definição 2.4.6, ad(F ) é uma derivação de g.
Para terminar essa apresentação do contexto no qual esse trabalho vai ser desen-
volvido, vamos mostrar que a aplicação F 7→ ad(F ) é um homomorfismo de álgebras
de Lie de N em D(g), o conjunto das derivações de g.
Pela bilinearidade do colchete de Lie, a aplicação ad é claramente linear. Além
disso, vamos mostrar que ela preserva os colchetes de Lie, sendo aquele em D(g) o
comutador. De fato, para todos U, V ∈ N e todo Y ∈ g, temos
ad([U, V ])(Y ) = [[U, V ], Y ] = −[Y, [U, V ]] = [U, [V, Y ]]− [V, [U, Y ]]
= ad(U)(ad(V )(Y ))− ad(V )(ad(U)(Y ))
= (ad(U) ◦ ad(V )− ad(V ) ◦ ad(U))(Y )
= [ad(U), ad(V )](Y )
Assim, ad([U, V ]) = [ad(U), ad(V )]. Portanto a aplicação ad é um homomorfismo
de álgebras de Lie de N em D(g).
Proposição 3.1.2. Seja G um grupo de Lie conexo. Então
1) O núcleo da aplicação ad : N → D(g) é o conjunto dos campos de vetores
invariantes à esquerda, isto é, ker(ad) = invl.
2) Um campo de vetores afim F pode ser expresso de maneira única como uma soma
F = X + Z
onde X é linear, e Z invariante à esquerda.
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Essa proposição não vale mais caso o grupo G não seja conexo.
Demonstração: 1) Seja Z ∈ ker(ad), isto é Z ∈ N tal que, ∀ Y ∈ g, [Z, Y ] = 0.
Então, pela Proposição A.2.3, os fluxos zt de Z e ys de Y comutam. Isso se escreve
∀ x ∈ G, zt(ys(x)) = ys(zt(x))
para todos t, s para os quais isso faz sentido.
Como Y ∈ invr, pela Proposição 2.3.4 e a igualdade (2.9), temos que ys(x) =
ys(1)x = exp(sY )x.
Além disso, como G é conexo, pelo Corolário 2.3.7, existem k ∈ N, e Y 1, ..., Y k ∈
g tais que
x = exp(Y 1) ... exp(Y k).
Portanto,
zt(x) = zt(exp(Y
1) ... exp(Y k))
Usando o fato que todos os Y j, j = 1, ..., k, são invariantes à direita, temos pela
Definição 2.3.3 que ∀ j = 1, ...k, exp(Y j) = (yj)1(1), onde (yj)t designa o fluxo do























Continuando comutando (zt) com os (y
















Agora, aplicando de novo a iguladade (2.6), vamos poder escrever de novo essa
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= (y1)1(1) . (y
2)1(1) . ... . (y
k−1)1(1) . (y
k)1(1) . zt(1)
= exp(Y 1). exp(Y 2). ... . exp(Y k).zt(1)
= x.zt(1)



















= d (Lx)1 Z(z0(1))
= d (Lx)1 Z1
O que mostra, pela igualdade (2.2), que Z é invariante à esquerda. E assim conclui-
mos que ker(ad) ⊂ invl.
Reciprocamente, sejam Z ∈ invl, Y ∈ g. Vamos mostar que [Z, Y ] = 0.
Pela Proposição A.2.3, sabemos que dois campos de vetores comutam se e so-
mente seus fluxos comutam.
Aqui, para todo g ∈ G, e todos t, s onde fizer sentido, aplicando a igualdade
(2.6) a Y ∈ g = invr, e a igualdade (2.8) a Z ∈ invl, obtemos
ys ◦ zt(g) = ys(g.zt(1)) = ys(1).g.zt(1)
= ys(g).zt(1) = zt(ys(g))
= zt ◦ ys(g)
Assim os fluxos de Z et de Y comutam, portanto os campos comutam, isto é
[Z, Y ] = 0.
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Ou seja : ∀ Z ∈ invl, ad(Z) = 0, isto é: invl ⊂ ker(ad).
2) Seja F ∈ N . Considere Z ∈ invl tal que Z1 = F1, e X := F − Z. Então
i) X1 = F1 − Z1 = 0
ii) ∀ Y ∈ g, [X , Y ] = [F − Z, Y ] = [F, Y ]︸ ︷︷ ︸
∈ g
− [Z, Y ]︸ ︷︷ ︸
=0
∈ g⇒ X ∈ N
Portanto, X é linear, e temos F = X + Z. Assim, temos
N ⊂ {vetores lineares}+ invl.
Reciprocamente, é claro que {vetores lineares} ⊂ N , e que invl ⊂ N . Portanto,
N = {vetores lineares}+ invl.
Por outro lado, seja V ∈ {vetores lineares} ∩ invl. Então V1 = 0, e ∀ x ∈
G, Vx = d (Lx)1 V1 = 0. Portanto V = 0. Assim, {vetores lineares} ∩ inv
l = 0, e
portanto
N = {vetores lineares} ⊕ invl.
Ou seja, todo vetor afim F pode ser escrito de maneira única como uma soma
F = X + Z, onde X é linear, e Z ∈ invl. 
3.2 Caracterização dos campos lineares
Teorema 3.2.1. Seja X um campo de vetores em um grupo de Lie G conexo. As
condições seguintes são equivalentes :
1) X é linear;
2) O fluxo de X é um grupo a 1-parâmetro de automorfismos de G;
3) X satisfaz
∀ x, y ∈ G, Xxy = d(Lx)y.Xy + d(Ry)x.Xx (3.1)
Demonstração:
1) =⇒ 3):
O campo X é linear =⇒ ∀ Y ∈ g, [X , Y ] ∈ g = invr. Portanto,
∀x ∈ G, [X , Y ] = Rx∗[X , Y ] = [Rx∗X , Rx∗Y︸ ︷︷ ︸
=Y
] = [Rx∗X , Y ].
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Isso mostra que, primeiramente, ∀ Y ∈ g, [Rx∗X , Y ] ∈ g, ou seja, Rx∗X ∈ N ,
e segundo que ad(Rx∗X ) = ad(X ), ou seja Rx∗X − X ∈ ker(ad) = invl. Portanto
existe Z ∈ invl tal que
Rx∗X = X + Z (3.2)
onde Z1 = (Rx∗X )1 − X1︸︷︷︸
=0
= (Rx∗X )1.
onde, aplicando a igualdade (A.4), temos
(Rx∗X )1 = d(Rx)Rx−1 (1) (X (Rx−1(1)))
= d(Rx)x−1X (x−1)
Assim, como Z ∈ invl, temos para todo y ∈ G
Zy = d(Ly)1Z1 = d(Ly)1d(Rx)x−1X (x−1)
= d(Ly ◦Rx)x−1X (x−1) = d(Rx ◦ Ly)x−1X (x−1)
= d(Rx)yx−1d(Ly)x−1X (x−1)
A igualdade (3.2) avaliada no ponto y se torna
(Rx∗X )y = Xy + Zy
e, considerando que pela igualdade (A.4), (Rx∗X )y = d(Rx)yx−1Xyx−1 , temos :
d(Rx)yx−1Xyx−1 = Xy + d(Rx)yx−1d(Ly)x−1Xx−1
Agora basta aplicar (d(Rx)yx−1)
−1 que vale d(Rx−1)y aos dois membros para obter
Xyx−1 = d(Rx−1)yXy + d(Ly)x−1Xx−1
e trocar x−1 por x para obter
Xyx = d(Rx)yXy + d(Ly)xXx
e, trocando x e y :
Xxy = d(Lx)yXy + d(Ry)xXx
3) =⇒ 2):
Denote por ϕt o fluxo de X , definido em um domı́nio de R × G. Então, para
todos x, y ∈ G
• a curva t 7→ ϕt(x) é definida em um intervalo aberto (a, b) 3 0.
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• a curva t 7→ ϕt(y) é definida em um intervalo aberto (c, d) 3 0.
portanto a curva t 7→ ϕt(x)ϕt(y) é definida no intervalo aberto (a, b) ∩ (c, d) que
contém 0, e toma o valor xy em t = 0.










= d(Lϕt(x))ϕt(y)Xϕt(y) + d(Rϕt(y))ϕt(x)Xϕt(x)




Assim vemos que ϕt(x)ϕt(y) e ϕt(xy) satisfazem a mesma equação diferencial.
Além disso, temos
ϕ0(x)ϕ0(y) = xy = ϕ0(xy).
Portanto, pela unicidade da solução da equação diferencial para uma dada condição
inicial, temos que ϕt(x)ϕt(y) = ϕt(xy), desde que o lado esquerdo existe (isto é, no
intervalo (a, b) ∩ (c, d) definido acima).
Resta provar que o campo X é completo.
Avaliando a igualdade (3.1) em x = y = 1, temos
d(L1)1︸ ︷︷ ︸
=id
X1 + d(R1)1︸ ︷︷ ︸
=id
X1 = X1,
o que implica X1 = 0.
Sejam x ∈ G e t ∈ R.
X1 = 0 =⇒ ∀ t ∈ R, ϕt(1) = 1. Assim ϕt é definido em 1 para todo t ∈ R,
portanto em uma vizinhança Vt de 1.
Por outro lado, como G é conexo, então pela Proposição 2.16 em [13], ele é




t . Portanto, exitem n ∈ N e x1, ..., xn ∈ Vt tais
que x = x1x2 ... xn, e
ϕt(x) = ϕt(x1x2 ...xn)
= ϕt(x1) ... ϕt(xn)
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onde ∀i = 1, ... , n, ϕt(xi) é bem definido. Portanto ϕt(x) é bem definido para todos
x ∈ G, t ∈ R. Isso prova que X é completo, e que ϕt é um automorfismo de G para
todo t ∈ R.
2) =⇒ 1):
Seja {ϕt; t ∈ R} um grupo a 1-parâmetro de automorfismos de G, X seu gerador
infinitesimal (Ver Apêndice A), e Y um campo de vetores invariante à direita.
Pela expressão do colchete de Lie dada pela igualdade (A.5), temos:









onde para todo t ∈ R: ϕt automorphismo de G⇒ ϕt(1) = ϕt(1 · 1) = ϕt(1)ϕt(1)⇒
ϕt(1) = 1. Assim








Considerando, para todo y ∈ G
ϕ−t ◦Rϕt(x)(y) = ϕ−t(yϕt(x)) = ϕ−t(y)ϕ−t(ϕt(x))
= ϕ−t(y)x = Rx ◦ ϕ−t(y)
obtemos
ϕ−t ◦Rϕt(x) = Rx ◦ ϕ−t
Assim, para todo x ∈ G:



















































d (Rx)1 ◦ d(ϕ−t)1Y1
)
|t=0
Onde pela linearidade da diferencial d (Rx)1, podemos escrever ela fora da derivada
com relação a t. Assim :







e pela igualdade (3.3),
[X , Y ]x = d (Rx)1 [X , Y ]1
o que prova que ∀ Y ∈ g, [X , Y ] ∈ invr = g, isto é, que X é afim (ou seja X ∈ N ).








Assim, temos X ∈ N e X1 = 0, portanto X é linear.

3.3 Campos lineares internos
Relembramos aqui o Teorema 3.2.1 que estabelece uma equivalência entre critérios
para definir um campo de vetores linear:
Seja X um campo de vetores em um grupo de Lie G conexo. As condições
seguintes são equivalentes :
1) X é linear;
2) O fluxo de X é um grupo a 1-parâmetro de automorfismos de G;
3) X satisfaz
∀ x, y ∈ G, Xxy = d(Lx)y.Xy + d(Ry)x.Xx
Pelo primeiro item, a derivação D = ad(X ) da álgebra de Lie g de G é associada
ao campo de vetores linear X .
Definição 3.3.1. Uma derivação D é denominada interna se existir um X ∈ g tal
que D = ad(X).
Vamos agora ver uma propriedade dos campos cuja derivação associada é interna,
que será útil no próximo caṕıtulo, que trata da controlabilidade de sistemas lineares
e afins.
Proposição 3.3.2. Seja X um campo de vetores linear. Suponha que a derivação




X = X + I∗X. (3.4)
onde I designa o difeomorfismo g ∈ G 7→ I(g) = g−1. Portanto, X é a soma do
campo de vetores X invariante à direita e do campo I∗X invariante à esquerda.
2) Denotando por (ϕt)t∈R o fluxo do campo linear X , temos, para todo g ∈ G
ϕt(g) = exp(tX) g exp(−tX) (3.5)
Demonstração:
1) Primeiro vamos provar que I∗X é invariante à esquerda. Observamos que o
difeomorfismo I é sua propria aplicação inversa. A igualdade A.4 na Proposição
A.1.3 dá, para todo x ∈ G
(I∗X)(x) = dII−1(x)(X(I−1(x))) = dIx−1X(x−1) (3.6)
Assim, para todo y ∈ G temos
d(Ly)x((I∗X)(x)) = d(Ly)x(dIx−1X(x−1)) = d(Ly)I(x−1) ◦ dIx−1(X(x−1))
= d(Ly ◦ I)x−1X(x−1) = d(I ◦Ry−1)x−1X(x−1)
= dIx−1y−1 ◦ d(Ry−1)x−1X(x−1)
Onde d(Ry−1)x−1X(x
−1) = X(x−1y−1) = X((yx)−1), já que X é invariante à
direita. Assim
d(Ly)x((I∗X)(x)) = dI(yx)−1X((yx)−1)
= (I∗X)(yx), ∀x, y ∈ G.
Portanto, I∗X é invariante à esquerda.
Por outro lado temos
(I∗X)1 = dII−1(1)(X(I−1(1))) = dI1X(1)
onde dI1 = −id. Assim temos
(I∗X)1 = −X1.
Agora vamos provar a igualdade X = X + I∗X:
ad(X ) = ad(X)⇐⇒ ∀ Y ∈ g, ad(X )Y = ad(X)Y
⇐⇒ ∀ Y ∈ g, [X , Y ] = [X, Y ]
⇐⇒ ∀ Y ∈ g, [X −X, Y ] = 0
⇐⇒ X −X ∈ ker(ad)
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Pela Proposição 3.1.2, temos que ker(ad) = invl, portanto ∃ Z ∈ invl tal que
X −X = Z. Assim, X = X + Z onde X ∈ invr e Z ∈ invl. Como X1 = 0, temos
Z1 = −X1.
Portanto, ambos Z e I∗X são campos invariantes à esquerda, que são iguais
na unidade 1 de G. E sabemos que a igualdade (2.2) tem como consequência que
todo elemento de T1G determina um único campo invariante à esquerda. Portanto,
Z = I∗X, e finalmente X = X + I∗X
2) Para simplificar as notações, denotemos Z := I∗X. Sabemos pelo item ante-
rior que Z é invariante à esquerda, e que Z1 = −X1. Além disso, (−X) é um campo
invariante à direita como X. Portanto, aplicando a Proposição 2.3.2 juntamente
com a Definição 2.3.3, temos para todo t ∈ R





























Como X é invariante à direita e Z é invariante à esquerda, aplicando a igualdade





(exp(tX)g exp(−tX)) = Z(exp(tX) g exp(−tX))
+X(exp(tX) g exp(−tX))
= (X + Z)(exp(tX) g exp(−tX))
= X (exp(tX) g exp(−tX)).
Portanto, t 7→ exp(tX) g exp(−tX) é uma trajetória de X .
Além disso, (exp(tX) g exp(−tX))|t=0 = g = ϕ0(g).




lineares e afins em grupos de Lie
4.1 Sistemas de controle lineares e afins
Definição 4.1.1. Um sistema afim em um grupo de Lie conexo é um sistema de
controle






onde F é um campo de vetores afim chamado de drift, e os Y j são campos de vetores
invariantes à direita. O controle u = (u1, ..., um) toma seus valores em Rm.
No caso particular em que o campo F é linear, ele é denotado por X , e temos o
sistema, denominado sistema linear






E no caso particular em que o campo F é invariante à direita, ele é denotado por
X, e temos o sistema, denominado sistema invariante (à direita)






O conjunto U dos controles admisśıveis é um subconjunto de L∞loc([0,+∞[,Rm),
que contém as funções constantes por parte e é estável por concatenação, isto é, se
ω e ν pertencem a U, então a função w definida por
w(t) =
{
ω(t), t ∈ [0, T )
ν(t− T ), t ∈ [T,+∞)
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pertence também a U.
As definições até o final desta subseção são dadas para um sistema de controle
afim (ΣA).
Definição 4.1.2. Dado um tal controle, gu(t) (ou mais simplesmente g(t)) designa
a trajetória de (ΣA) que satisfaz gu(0) = g.
Seja h a subálgebra de g gerada por {Y 1, ..., Y m}. Em tudo o que segue, deno-
taremos por hD o menor subespaço D-invariante de g que contém h, onde D é a
derivação associada a F . Temos
hD = ger{DkY ;Y ∈ h, k ∈ N}.
onde a notação ger designa o espaço vetorial gerado pelo conjunto definido entre
chaves. E denotaremos por LA(hD) a subálgebra de g gerada por hD.
Definição 4.1.3. Seja






um sistema de controle afim de classe C∞ em um grupo de Lie conexo. Seja L a
álgebra de Lie de campos de vetores C∞ gerada por F , Y1, ... , Ym.
O ideal de tempo zero L0 do sistema é o menor ideal de L que contém Y1, ... , Ym.
Ele satisfaz a igualdade
L = RF + L0
Agora vamos definir duas condições de posto, fundamentais para o estudo da
controlabilidade de sistemas de controle.
Definição 4.1.4. Dizemos que o sistema (ΣA) satisfaz a condição do posto se L = g.
Definição 4.1.5. Dizemos que o sistema (ΣA) satisfaz a condição ad-rank se h
D =
g.
Vamos considerar vários tipos de conjuntos de atingibilidade de um sistema afim,
que definiremos aqui.
Definição 4.1.6. Sejam g ∈ G, t ≥ 0.
1) O conjunto A(g, t) := {gu(t);u ∈ L∞[0, t]} é chamado de conjunto de atingibili-
dade a partir de g no tempo t do sistema de controle afim (ΣA).
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2) O conjunto A(g,≤ t) := {gu(s);u ∈ L∞[0, s], 0 ≤ s ≤ t} é chamado de conjunto
de atingibilidade a partir de g em tempo menor ou igual a t de (ΣA).
3) O conjunto A(g) :=
⋃
t≥0A(g, t) é chamado de conjunto de atingibilidade a partir
de g em tempo qualquer de (ΣA).
Em particular, os conjuntos de atingibilidade a partir da identidade 1 são denotados
por
At = A(1, t), A≤t = A(1,≤ t), A = A(1).
Finalmente, relembramos aqui definições com respeito a vários tipos de contro-
labilidade, que podem ser encontradas em [5], e que vamos usar no que segue.
Definição 4.1.7. Um sistema de controle afim (ΣA) em um grupo de Lie G é
denominado
1) controlável se, ∀ g ∈ G,A(g) :=
⋃
t≥0A(g, t) = G.
2) controlável em tempo finito se ∃T ≥ 0 tal que ∀ g ∈ G,A(g,≤ T ) = G.
3) controlável em tempo exato se ∃T ≥ 0 tal que ∀ g ∈ G,A(g, T ) = G.
No caso 2) de um sistema controlável em tempo finito, dizemos também, conside-
rando o tempo T da definição acima, que (ΣA) é controlável em tempo menor ou
igual a T .
E no caso 3) de um sistema controlável em tempo exato, dizemos também, conside-
rando o tempo T da definição acima, que (Σ) é controlável em tempo T .
4.2 Controlabilidade e condição do posto
A proposição seguinte estabelece o fato que a controlabilidade a partir de um dado
ponto, de um sistema de controle afim, em um grupo de Lie conexo, implica na
condição do posto em todo ponto.
Proposição 4.2.1. Sejam G um grupo de Lie conexo, (ΣA) um sistema de controle
afim em G, e g ∈ G um ponto dado. Se o sistema (ΣA) é controlável a partir de g,
então ele satisfaz a condição do posto em todo ponto de G.
A demonstração dessa proposição, que está baseada em resultados de [18], foge
do escopo desta dissertação, mas vamos mencionar seu argumento abaixo:
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Em [18], no contexto de variedades diferenciáveis de classe C∞ e paracompactas,
o teorema principal diz que a órbita de um dado ponto por uma dada famı́lia de
campos de vetores diferenciaveis é uma subvariedade diferenciavel imersa, que é a
subvariedade integral da álgebra de Lie gerada pela dada famı́lia. Mas a órbita de
um dado ponto pela famı́lia dos campos de vetores de um dado sistema de controle
é exatamente o conjunto de acessibilidade a partir desse dado ponto. Portanto, o
conjunto de acessibilidade a partir desse dado ponto é a subvariedade integral da
álgebra de Lie gerada pela famı́lia dos campos de vetores do sistema de controle. Se
não vale a condição do posto num dado ponto, então a subvariedade integral não
é a variedade toda, de modo que o conjunto de acessibilidade a partir desse dado
ponto não é a variedade toda, e portanto o sistema não é controlável a partir desse
dado ponto. Então controlabilidade a partir de um dado ponto implica na condição
do posto para todos os pontos.
A rećıproca não é verdade : no Cap 5, o sistema (L1) satisfaz a condição do
posto em todos os pontos, mas não é controlável.
4.3 Sistemas de controle lineares
Nesta seção, vamos usar as propriedades de um campo linear vistas acima, para
estabelecer propriedades espećıficas dos conjuntos de atingibilidade, e da álgebra de
Lie, do sistema linear associado.
4.3.1 Conjuntos de atingibilidade
Primeiro vamos estabelecer um resultado que será útil para provar relações entre
conjuntos de atingibilidade, como será feito na Proposição 4.3.3.
Proposição 4.3.1. Para um controle u dado, denote e(t) a trajetória de (ΣL) par-
tindo da unidade 1. Para a condição inicial g, a trajetória é
gu(t) = e(t)ϕt(g)























(ϕt(g)) = Xϕt(g), e
d
dt
































































ou seja : e(t)ϕt(g) e gu(t) satisfazem a mesma equação diferencial.
Além disso, e(0)ϕ0(g) = g = gu(0), portanto
∀t ∈ R, e(t)ϕt(g) = gu(t)
. 
Observação 4.3.2. Caso os campos de vetores Y j fossem invariantes à esquerda,




aplicando a invariância à esquerda dos campos de vetores Y j ao lugar da invariância
à direita.
Os conjuntos de atingibilidade de um sistema de controle linear (ΣL) são relaci-
onados pelas seguintes igualdades e relações.
Proposição 4.3.3. 1) Para todo t ≥ 0, A(1,≤ t) = A(1, t) = At;
2) Para todo 0 ≤ s ≤ t, As ⊂ At;
3) Para todo g ∈ G, A(g, t) = Atϕt(g);
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4) Para todos s, t ≥ 0, At+s = Atϕt(As) = Asϕs(At).
Demonstração:
2) Sejam s, t ∈ R tais que 0 ≤ s ≤ t. Então [0, t] = [0, s] ∪ [s, t].
Seja x ∈ A(s), então existe u = (u1, ... , um) ∈ L∞[0, s] tal que x = eu(s). Seja
µ ∈ L∞[0, t] o controle definido por
µ(v) =
{
0, v ∈ [0, t− s)
u((v − (t− s)), v ∈ [t− s, t]
então
eµ(t) = eµ(s+ (t− s))
onde, para todo v ∈ [0, t− s], eµ(v) pertence à trajetória de (ΣL) partindo de 1 para
o controle µ. Denote g := eµ(t− s), o final dessa porção da trajetória.
Para todo v ∈ [t− s, t], denote r := v − (t− s). Essa segunda porção da trajetória
de (ΣL) parte de eµ(t− s) = g para r = 0, agora com controle u(v− (t− s)) = u(r)
para r ∈ [0, s], pela definição do controle µ. Portanto, ∀v ∈ [t − s, t], eµ(v) =
eµ(r + (t− s) = gu(r), r ∈ [0, s]. Assim, para v = t, ou seja r = s, temos que
eµ(t) = gu(s), onde g = eµ(t− s).
Além disso, ∀ v ∈ [0, t− s], temos








Por outro lado, X1 = 0 ⇒ ∀v ∈ [0, t − s], eµ(v) = 1. Assim g = eµ(t − s) = 1, e
portanto eµ(t) = eu(s), ou seja eµ(t) = x. Assim x ∈ At. O que prova As ⊂ At.
1) Seja t ≥ 0. Pelo item 2), ∀ s ∈ R / 0 ≤ s ≤ t, As ⊂ At, isto é,
∀ s ∈ R / 0 ≤ s ≤ t, A(1, s) ⊂ A(1, t) =⇒
⋃
0≤s≤t
A(1, s) ⊂ A(1, t)
=⇒ A(1,≤ t) ⊂ At.
E como 0 ≤ t ≤ t, a rećıproca é imediata.
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3) Para todo g ∈ G e todo t ≥ 0 temos
A(g, t) = {gu(t); u ∈ L∞[0, t]}
= {eu(t)ϕt(g); u ∈ L∞[0, t]}
onde ϕt(g) não depende do controle u ∈ L∞[0, t]. Portanto,




4) Para todos s, t ≥ 0, como o conjunto dos controles admisśıveis é estável por
concatenação, temos
At+s = A(1, t+ s)
= {eu(t+ s); u ∈ L∞[0, t+ s]}
Defina
• w(α) := u(α),∀α ∈ [0, s];
• v(β) := u(s+ β),∀β ∈ [0, t].
Assim, ∀r ∈ [0, s], ew(r) = eu(r) pertence à trajetória de (ΣL), partindo de 1,
para o controle u. Denote gw := ew(s) = eu(s) o final dessa porção, para r = s. Para
todo q ∈ [s, t+s], denote r := q−s. Essa segunda porção da trajetória de (ΣL) parte
de eu(s) = gw para r = 0, agora com controle v(r) = u(s + r), para r ∈ [0, t], pela
definição do controle v. Portanto, ∀r ∈ [0, t], eu(r + s) = (gw)v(r). Em particular,
para r = t, temos eu(t+ s) = (gw)v(t). Além disso L
∞[0, t+ s] é obtido exatamente
pelas concatenações dos elementos de L∞[0, s] com os de L∞[0, t], portanto
At+s = {(gw)v(t); v ∈ L∞[0, t], w ∈ L∞[0, s], gw = ew(s)}
onde, pela Proposição 4.3.1, (gw)v(t) = ev(t)ϕt(gw). Assim,
At+s = {(ev(t)ϕt(ew(s)); v ∈ L∞[0, t], w ∈ L∞[0, s]}
= {(ev(t); v ∈ L∞[0, t]} · ϕt
(
{ew(s); w ∈ L∞[0, s]}
)
= Atϕt(As)
Além disso, t + s = s + t =⇒ At+s = As+t, e pela mesma demonstração obtemos
As+t = Asϕs(At). Portanto At+s = Atϕt(As) = Asϕs(At). 
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4.3.2 Álgebra de Lie do sistema e condição do posto
Com as notações definidas acima, temos as seguintes propriedades.
Proposição 4.3.4. 1) A subálgebra LA(hD) é D-invariante;
2) Portanto, é igual ao ideal de tempo zero L0;
3) A álgebra de Lie L do sistema é igual a
RX ⊕ LA(hD) = RX ⊕ L0.
4) A condição do posto é satisfeita por (Σ) se, e somente se, L0 = g.
Demonstração:
1) Vamos provar que LA(hD) é D-invariante. De fato:
Todo elemento de hD é combinação linear de elementos de {DkY ; Y ∈ h, k ∈
N}, portanto, pela bilinearidade do colchete de Lie, todo elemento de LA(hD) é
combinação linear de colchetes da forma [DkY,DlZ] para Y, Z ∈ h, e k, l ∈ N.
E já que o colchete de Lie satisfaz a identidade de Leibniz, temos que
D[DkY,DlZ] = [D(DkY ), DlZ] + [DkY,D(DlZ)]
= [Dk+1Y,DlZ]︸ ︷︷ ︸
∈LA(hD)
+ [DkY,Dl+1Z]︸ ︷︷ ︸
∈LA(hD)
∈ LA(hD)
Portanto, LA(hD) é D-invariante.
2) Agora vamos provar a igualdade L0 = LA(hD).
Inclusão (⊃): Relembramos que o ideal de tempo zero L0 é definido como o me-
nor ideal de L que contém {Y 1, ... , Y m}, e que h é definida como a subálgebra de
g gerada por {Y 1, ... , Y m}, isto é, a menor subálgebra que contém {Y 1, ... , Y m}.
Assim, como L0 é uma álgebra que contém {Y 1, ... , Y m}, temos que h ⊂ L0.
Por outro lado, como X ∈ L, L0 ideal de L, e h ⊂ L0, temos, para todo Y ∈
h, [X , Y ] ∈ L0, isto é DY ∈ L0, portanto [X , [X , Y ]] ∈ L0, isto é D2Y ∈ L0. Por
indução obtemos que ∀k ∈ N, DkY ∈ L0, ou seja, {DkY ; Y ∈ h, k ∈ N} ⊂ L0.
Assim, hD = Sp{DkY ; Y ∈ h, k ∈ N} ⊂ L0, e a menor álgebra de Lie contendo hD
é contida em L0 que é uma álgebra de Lie, ou seja LA(hD) ⊂ L0.
Inclusão ⊂: Como {Y 1, ... , Y m} ⊂ LA(hD), basta provar que LA(hD) é um
ideal de L. L é gerada por {X , Y 1, ... , Y m}, portanto basta mostrar que o colchete
de um desses campos com um elemento qualquer de LA(hD) pertence a LA(hD).
De fato,
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• Como LA(hD) é D-invariante, então, ∀Z ∈ Dh, [X , Z] = DZ ∈ LA(hD).
• ∀Z ∈ LA(hD), ∀j = 1, ... ,m, [Z, Y j] ∈ LA(hD).
Assim, LA(hD) é um ideal de L, que, além disso, contém {Y 1, ... , Y m}, portanto
L0 ⊂ LA(hD).
3) Sabemos que L = RX + L0, e que L0 = LA(hD), portanto L = RX + LA(hD).
Então, para mostrar que essa soma é direta, basta mostrar que RX ∩LA(hD) = {0}.
De fato, seja Y ∈ RX ∩ LA(hD). Então, Y ∈ LA(hD) ⊂ g = invr, portanto,
∀x ∈ G, Yx = d(Rx)1Y1
onde, como Y ∈ RX , temos Y1 = 0. Assim, ∀x ∈ G, Yx = 0, ou seja, Y = 0.
Portanto, RX ∩ LA(hD) = {0}, e temos
L = RX ⊕ LA(hD).
4) (=⇒): Suponha a rank-condition satisfeita em todo x ∈ G. Em particular, em 1,
já que X1 = 0, o posto de L = RX+LA(hD) é máximo se, e somente se, LA(hD) = g.
(⇐=): Suponha que LA(hD) = g, e tome x ∈ G.
Denote n := dim(G) = dim(g). No ponto 1, temos dim(LA(hD)1) = dim(g1) =
n, portanto existem V 1, ... , V n ∈ LA(hD), tais que V 11 , ... , V n1 são linearmente
independentes.
Por outro lado, LA(hD) ⊂ g = invr, assim os campos V 1, ... , V n são invariantes à




























1 = 0⇐⇒ a1 = ... = an = 0
Portanto V 1x , ... , V
n
x são vetores linearmente independentes do espaço TxG tangente
a G em x, e assim, no ponto x, dim(LA(hD)x) = n = dim(G), e portanto
dim(RXx + LA(hD)x) = dim(G)
isto é, a rank-condition é satisfeita em x.

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4.4 Sistemas lineares internos
Nesta seção, a derivação ad(X ) é suposta interna.
4.4.1 Sistema invariante associado
Como a derivação D = ad(X ) é interna, ela é igual a ad(X) para algum campo X
invariante à direita, e como vimos na Proposição 3.3.2, X pode ser expresso como
X = X + I∗X
portanto, é natural definir em G o seguinte sistema invariante à direita






já que os sistemas invariantes foram estudados há mais tempo do que os lineares e
que existem mais resultados a eles referentes, que podem ser aproveitados no estudo
desses últimos.
Proposição 4.4.1. Seja t 7→ u(t) um controle admisśıvel. A curva absolutamente
cont́ınua t 7→ gL(t) é solução do sistema linear (ΣL) para esse controle se, se somente
se, a curva t 7→ gL(t) exp(tX) é solução do sistema invariante à direita (ΣI).
Demonstração:
(=⇒):
Se t 7→ gL(t) é solução do sistema linear, então para quase todo t temos
d
dt






Além disso, como X é invariante à direita, t 7→ exp(tX) é trajetória de X (passando
pela unidade 1), e assim temos
d
dt
exp(tX) = Xexp(tX),∀t ∈ R.
Portanto, para quase todo t
d
dt



































onde, pela igualdade (3.4), X = X + I∗X, com X invariante à direita, e todos os
campos Y j, j = 1, ...,m invariantes à direita. Assim, aplicando a igualdade (2.1) e














































































































se anulam. De fato, como (I∗X) é invariante à esquerda, e como as translações à





























































E, portanto, gL(t) exp(tX) é solução de (ΣI).
(⇐=):
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Primeiro vamos estabelecer uma igualdade que será necessária a seguir: Para
todos a, b ∈ G, temos
I ◦Rb(a) = I(ab) = (ab)−1 = b−1a−1 = Lb−1 ◦ I(a)
portanto,
I ◦Rb(a) = Lb−1 ◦ I(a), ∀a, b ∈ G (4.2)
Se t 7→ gL(t) exp(tX) é solução de (ΣI), então para quase todo t temos
d
dt






































































com relação à soma, por definição dos campos
invariantes à direita obtemos
d
dt




















































































































isto é, t 7→ gL(t) é solução de (ΣL). 
Vamos usar o śımbolo S ao lugar de A para denotar os conjuntos de atingibi-
lidade do sistema invariante. Uma consequência da Proposição 4.4.1 é a seguinte
proposição.
Proposição 4.4.2. 1) Para todo t ≥ 0, o conjunto St dos pontos atinǵıveis a partir
da identidade 1 em tempo t satisfaz
St = At exp(tX). (4.3)





3) ∀g ∈ G,∀t ≥ 0,S(g, t) = Stg.
4) S é um semi-grupo.
Demonstração:
1) Denotando, para um controle u dado, por s 7→ (eI)u(s) (respectivamente s 7→
40
(eL)u(s)) a trajetória de (ΣI) (respectivamente (ΣL)) partindo da identidade 1 de
G, pela Proposição 4.4.1, temos para todo t ≥ 0:
St = S(1, t) = {(eI)u(t); u ∈ L∞([0, t])}
= {(eL)u(t) exp(tX); u ∈ L∞([0, t])}
onde exp(tX) é independente de u. Portanto
St = {(eL)u(t); u ∈ L∞([0, t])} exp(tX)
= At exp(tX).








3) Dado um controle u, denote βu(t) a trajetória de (ΣI) partindo de 1 para o




















onde d (Rg)βu(t) é linear, assim
d
dt






e como o campo vetorial X e todos os campos vetoriais Y j, j = 1, ... ,m, são
invariantes à direita, aplicando a igualdade (2.1) obtemos
d
dt












portanto βu(t)g é uma trajetória de (ΣI), e além disso, para t = 0, temos βu(0)g =
1 · g = g. Logo, βu(t)g é a trajetória de (ΣI) partindo de g para o controle u.
Finalmente, temos
S(g, t) = {βu(t)g;u ∈ L∞[0, t]}
= {βu(t);u ∈ L∞[0, t]}g
= Stg.
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4) Sejam g, h ∈ S. Então exitem s, t > 0 tais que g ∈ Ss e h ∈ St. Assim, hg ∈
Stg onde, pelo item 3), Stg = S(g, t). Logo, hg ∈ S(g, t) ⊂ S(1, s + t) = Ss+t ⊂ S.
Portanto S é fechado pelo produto. Além disso, é claro que o produto é associativo
em S. Portanto S é um semi-grupo.

Com respeito aos ideais de tempo zero de (ΣL) e de (ΣI), temos a seguinte
propriedade:
Proposição 4.4.3. Os dois sistemas (ΣL) e (ΣI) têm o mesmo ideal de tempo zero
L0.
Demonstração: Denotemos a derivação associada a X (respectivamente a X) por
DX := ad(X ) (respectivamente por DX := ad(X)), e por (L0)L (respectivamente
(L0)I) o ideal de tempo zero do sistema (ΣL) (respectivamente, (ΣI)). Assim temos
DX = DX . Pela Proposição 4.3.4, sabemos que (L0)L = LA(hDX ), e que (L0)I =
LA(hDX ).
Por outro lado, temos por definição
hDX = Sp{(DX )kY ; Y ∈ h, k ∈ N}, e
hDX = Sp{(DX)kY ; Y ∈ h, k ∈ N}.
onde:
DX = DX =⇒ hDX = hDX =⇒ LA(hDX ) = LA(hDX ), ou seja,
(L0)L = (L0)I = L0.

Consequentemente, as álgebras de Lie dos sistemas são
LL = RX ⊕ L0, LI = RX + L0.
Se o sistema linear satisfaz a rank-condition, então L0 = g e, como X ∈ g = L0, o
sistema invariante satisfaz LI = L0 = g.
4.4.2 Controlabilidade em tempo finito
As observações feitas na seção anterior sobre as álgebras de Lie de (ΣL) e de (ΣI)
têm consequências sobre a controlabilidade em tempo finito.
Proposição 4.4.4. Seja T > 0. As condições seguintes são equivalentes :
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1) (ΣL) é controlável em tempo menor ou igual a T ;
2) (ΣL) é controlável em tempo T ;
3) (ΣL) é controlável a partir da identidade em tempo T ;
4) (ΣI) é controlável a partir da identidade em tempo T ;
5) (ΣI) é controlável em tempo T .
Além disso, essas condições são equivalentes à seguinte : (ΣI) é controlável em
tempo finito e (ΣL) satisfaz a condição do posto.
Demonstração:
2) =⇒ 3)
∀g ∈ G,A(g, T ) = G. Em particular, para g = 1,A(1, T ) = AT = G. Portanto
(ΣL) é controlável a partir de 1 em tempo T .
3) =⇒ 4)
Temos que AT = G, e sabemos pela igualdade (4.3) que ST = AT exp(TX). Assim,
temos ST = G exp(TX) = G, ou seja , (ΣI) é controlável a partir da identidade em
tempo T .
4) =⇒ 5)
Por hipótese, ST = G, e sabemos que ∀ g ∈ G,∀t ≥ 0,S(g, t) = Stg. Assim temos
que para todo g ∈ G, S(g, T ) = STg = Gg = G, portanto, (ΣI) é controlável em
tempo T .
5) =⇒ 2)
Por hipótese, ∀g ∈ G, S(g, T ) = G. Em particular, ST = S(1, T ) = G. Por outro
lado, pela igualdade (4.3), temos ST = AT exp(TX), assim, AT exp(TX) = G, e
portanto AT = G exp(−TX) = G.
Além disso, pela Proposição 4.3.3, item 3), temos que, A(g, T ) = ATϕT (g). Assim,
para todo g ∈ G,A(g, T ) = GϕT (g) = G. Isto é, (ΣL) é controlável em tempo T .
Resta provar que 1)⇐⇒ 2). Para isso, vamos mostrar a equivalência desses dois
itens com o fato que AT = G. De fato :
Suponha que o item 1) esteja satisfeito, isto é, (ΣL) é controlável em tempo me-
nor ou igual a T , ou seja, ∀g ∈ G,A(g,≤ T ) = G. Em particular, se g = 1, temos
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que A(1,≤ T ) = G, e sabemos pela Proposição 4.3.3, item 1), que AT = A(1,≤ T ).
Portanto, AT = G. O que mostra: 1) =⇒ AT = G.
Agora, suponha AT = G. Sabemos pela Proposição 4.3.3, item 3), que ∀g ∈
G,A(g, T ) = ATϕT (g). Assim, A(g, T ) = GϕT (g) = G. Portanto, (ΣL) é con-
trolável em tempo T . O que mostra: AT = G =⇒ 2).
Assim, temos provado : 1) =⇒ AT = G =⇒ 2).
Finalmente, suponha o item 2) satisfeito, isto é : ∀ g ∈ G,A(g, T ) = G. Então,
G = A(g, T ) ⊂
⋃
0≤t≤T
A(g, t)︸ ︷︷ ︸
=A(g,≤T )
⊂ G.
Portanto, ∀g ∈ G,A(g,≤ T ) = G, ou seja, (ΣL) é controlável em tempo menor ou
igual a T . O que termina de provar: 1) ⇔ AT = G ⇔ 2).
Finalmente, vamos provar a última afirmação:
(=⇒): Suponha que valem as cinco condições equivalentes. Pela afirmação 5), (ΣI)
é controlável em tempo exato, portanto em tempo finito. Além disso, pela afirmação
2), (ΣL) é controlável em tempo exato, portanto controlável. Logo, pela Proposição
4.2.1, ele satisfaz a rank-condition.
(⇐=): Suponha que (ΣI) é controlável em tempo finito, e que (ΣL) satisfaz a rank-
condition. Aqui vamos aplicar o Teorema 6 em [8] que afirma o seguinte:
Seja (Σ) um sistema controlável em tempo finito, em uma variedade diferenciável
N . Então ele é controlável em tempo exato desde que existe um ponto x ∈ N , onde
rank(L0)(x) = dim(N).
Aqui, (ΣL) satisfaz a rank-condition, logo em particular em x = 1 temos
dim(G) = rank(LL)(1)
= rank(RX + (L0)L)(1)
= rank(L0)L(1)
além disso, (ΣL) e (ΣI) têm o mesmo ideal de tempo zero, que denotamos L0.
Assim, (ΣI) é controlável em tempo finito, e rank(L0)(1) = dim(G). Portanto, pelo
Teorem acima, (ΣI) é controlável em tempo exato, o que é a condição 5). 
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4.4.3 Controle com tempo ótimo do sistema invariante
Nesta subseção, consideramos novamente um campo linear X tal que a derivação
ad(X ) é interna, com campo invariante à direita associado X. O sistema invariante
é suposto controlável. Com essa suposição, mostra-se que a controlabilidade do
sistema linear é equivalente a um problema de tempo ótimo. Dizemos que o tempo
t > 0 não é ótimo para exp(tX) se a trajetória τ 7→ exp(τX) não minimiza o tempo
necessário ao sistema invariante para levar o ponto 1 ao ponto exp(tX), ou seja,
existem um controle u, e um tempo s tal que 0 < s < t, tais que, denotando por
v 7→ (1I)u(v) a trajetória de (ΣI) com condição inicial 1 para o controle u, temos
(1I)u(s) = exp(tX) (Ver Figura 4.1).
Figura 4.1: Com 0 < s < t, o tempo t não é ótimo para exp(tX).
Teorema 4.4.5. Suponha que a condição do posto L0 = g é satisfeita e que o
sistema invariante à direita é controlável. As afirmações seguintes são equivalentes:
1) existe um tempo t > 0 que não é ótimo para exp(tX);
2) exp(RX) ⊂ A;
3) o sistema linear é controlável.
Essas condições são satisfeitas, e o sistema linear é controlável, desde que o conjunto
At seja uma vizinhança de 1 para algum t > 0, em particular, cada vez que a
condição ad-rank é satisfeita.
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Demonstração:
1. Primeiramente, note que o conjunto
B := {τ ∈ R : exp(τX) ∈ A}
é um semigrupo. De fato, sejam τ1, τ2 ∈ B, isto é, ∃t1, t2 ≥ 0 tais que exp(τ1X) ∈
At1 , exp(τ2X) ∈ At2 . Vamos mostrar que exp((τ1 + τ2)X) ∈ A. Como ad(X ) é uma
derivação interna, temos, pela igualdade (3.5),
∀g ∈ G, ϕt(g) = exp(tX)g exp(−tX)
Portanto,
ϕt1(exp(τ2X)) = exp(t1X) exp(τ2X) exp(−t1X)
= exp((t1 + τ2 − t1)X)
= exp(τ2X)
Assim,
exp((τ1 + τ2)X) = exp(τ1X) exp(τ2X)
= exp(τ1X)︸ ︷︷ ︸
∈At1
ϕt1 (exp(τ2X))︸ ︷︷ ︸
∈At2
∈ At1ϕt1(At2)
e pela Proposição 4.3.3, item 4), temos que At1ϕt1(At2) = At1+t2 . Assim,
exp((τ1 + τ2)X) ∈ At1+t2 ⊂ A
Portanto, τ1 + τ2 ∈ B, e assim B é um semigrupo.
Por outro lado, (ΣI) é controlável, e L0 = g, portanto, pelo Lema 2) em [5],
existe t > 0 tal que St é uma vizinhança da unidade 1. Além disso, pela Proposição
4.4.2, temos St = At exp(tX), e portanto At = St exp(−tX) é uma vizinhança de
exp(−tX). Assim,
St exp(−tX) ∩ exp(RX),
que é contido em At, contém uma vizinhança, no conjunto exp(RX), de exp(−tX).
Junto com a propriedade de semigrupo de B, isso implica
exp(RX) ⊂ A ⇐⇒ ∃τ > 0 tal que exp(τX) ∈ A. (4.5)
De fato:
O sentido direto dessa equivalência é óbvio.
Reciprocamente, suponha que existe τ > 0, tal que exp(τX) ∈ A, e tome x ∈ R.
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Como At contém uma vizinhança, em exp(RX), de exp(−tX), então pela continui-
dade da exponencial, existe uma vizinhança V de −t em R, tal que exp(V X) ⊂ At.
Portanto, existe ε > 0 tal que exp((−t− ε,−t+ ε)X) ⊂ At ⊂ A. Além disso, como
o conjunto {a ∈ R; exp(aX) ∈ A} é um semi-grupo, então temos que
∀k ≥ 1, exp((−kt− kε,−kt+ kε)X) ⊂ A,
onde (−kt− kε,−kt+ kε) é um intervalo de comprimento 2kε.
Por outro lado, como t > 0, então para todo x ∈ R, existe kx ∈ N tal que −kxt < x.
Além disso, como ε > 0, existe k0 ∈ N tal que 2k0ε > τ .
Denote k1 := max{kx, k0}. Então temos que −k1t < x, e que 2k1ε > τ .
Assim, por translações sucessivas por (+τ) do intervalo (−k1t − k1ε,−k1t + k1ε),
cada translatado do intervalo tem recobrimento com o anterior. Portanto, temos
que




(−k1t− k1ε,−k1t+ k1ε) + lτ
)
.
Assim, existe Mx ∈ N tal que x ∈
(
(−k1t − k1ε,−k1t + k1ε) + Mxτ
)
, onde, pela
propriedade do semi-grupo provada acima, temos
x ∈
(
(−k1t− k1ε,−k1t+ k1ε) +Mxτ
)
⊂ {a ∈ R; exp(aX) ∈ A}.
Portanto, exp(xX) ∈ A,∀x ∈ R, isto é, exp(RX) ⊂ A, o que termina a prova da
equivalência.
2. 1) =⇒ 2):
Hipótese : Existe t > 0 que não é ótimo para exp(tX). Portanto, existe τ , tal que
0 < τ < t e exp(tX) ∈ Sτ = Aτ exp(τX). Assim, exp((t− τ)︸ ︷︷ ︸
>0
X) ∈ Aτ ⊂ A, e pela
equivalência (4.5), temos que exp(RX) ⊂ A.
2) =⇒ 1):
Hipótese : exp(RX) ⊂ A. Seja τ > 0 arbitrário. Então, exp(τX) ∈ A, portanto,
existe t > 0 tal que exp(τX) ∈ At = St exp(−tX), e assim, exp((t + τ)X) ∈ St,
onde t+ τ > t > 0. Portanto t+ τ não é ótimo para exp((t+ τ)X).
3. 2) =⇒ 3):
Hipótese : exp(RX) ⊂ A. Primeiramente, vamos mostrar que o sistema linear (ΣL)
é controlável a partir da unidade 1. Seja g ∈ G.
(ΣI) é controlável =⇒ S = G =⇒ ∃t > 0 tal que g ∈ St = At exp(tX) =⇒
g exp(−tX) ∈ At.
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Pela hipótese, exp(RX) ⊂ A, portanto, existe s > 0 tal que exp(tX) ∈ As. Além
disso, pela igualdade (3.5), temos que
ϕt(exp(tX)) = exp(tX) exp(tX) exp(−tX)
= exp(tX)
e assim,
g = g exp(−tX) exp(tX)




) ∈ Atϕt(As) = At+s ⊂ A.
Assim, ∀g ∈ G, g ∈ A, portanto A = G, ou seja, (ΣL) é controlável a partir da
unidade.
Agora, vamos provar que (ΣL) é controlável para a identidade 1, isto é, que
∀ g ∈ G, 1 ∈ A(g).
Como (ΣI) é controlável, existe t > 0 tal que g
−1 ∈ St, onde St = At exp(tX).
Assim, g−1 exp(−tX) ∈ At.
Além disso, temos
exp(−tX) = g−1 exp(−tX)︸ ︷︷ ︸
∈At
exp(tX)g exp(−tX)︸ ︷︷ ︸
=ϕt(g)
∈ Atϕt(g) = A(g, t)
Como vimos acima, (ΣL) é controlável a partir de 1, portanto, existe s > 0 tal que
exp(tX) ∈ As. Além disso, usando de novo a igualdade (3.5), obtemos
ϕs(exp(−tX)) = exp(sX) exp(−tX) exp(−sX)
= exp((s− t− s)X)
= exp(−tX)
Portanto, aplicando dos dois lados da igualdade a multiplicação à esquerda por
exp(tX) obtemos
1 = exp(tX)︸ ︷︷ ︸
∈As
ϕs(exp(−tX)) ∈ Asϕs(exp(−tX))
onde, pela Proposição 4.3.3, item 3), temos Asϕs(exp(−tX)) = A(exp(−tX), s).
Assim, temos: 1 ∈ A(exp(−tX), s).
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Juntando os resultados obtidos, temos que
exp(−tX) ∈ A(g, t), e 1 ∈ A(exp(−tX), s).
Portanto, por concatenação da trajetória de g a exp(−tX), e da trajetória de
exp(−tX) a 1, temos que 1 ∈ A(g), isto é, que o sistema (ΣL) é controlável para
a identidade 1. Assim, para quaisquer dois pontos g, h ∈ G, o sistema (ΣL) pode
levar g para 1, e levar 1 para h, ou seja, pode levar g para h (Ver Figura 4.2). O
que termina de provar que (ΣL) é controlável.
Figura 4.2: Por concatenação de trajetórias, quaisquer dois pontos podem ser ligados
por trajetórias do sistema linear.
4. 3) =⇒ 2):
Como o sistema linear é controlável, ele é controlável a partir da identidade, isto é
A = G, portanto, exp(RX) ⊂ A.
Agora vamos provar a última afirmação deste teorema. De fato, se At é uma
vizinhança de 1 para algum t > 0, então pela continuidade de τ 7→ exp(τX) existe
um s > 0 tal que exp(sX) ∈ At. Então exp(sX) ∈ A, portanto, pela equivalência
(4.5), obtemos que exp(RX) ⊂ A, isto é, o item 2) do teorema.
Além disso, suponha a condição ad-rank satisfeita. Para um sistema linear a
Proposição 6 em [7] diz:
Se a condição ad-rank é satisfeita, então para todo t > 0, At é uma vizinhança da
unidade 1.
Assim, com mais razão, existe um t > 0 tal que At é uma vizinhança de 1, e pelo
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argumento acima, obtemos o item 2) do teorema. 
4.5 Aplicação a algumas classes de Grupos de Lie
4.5.1 Grupos de Lie semi-simples
Nesta seção, depois de definir grupos semi-simples, vamos estabelecer relações entre
tipos diferentes de controlabilidade do sistema linear e do sistema invariante em tais
grupos.
Definição 4.5.1. Uma álgebra de Lie g é denominada simples quando seus únicos
ideais são os triviais, e dim g 6= 1.
Definição 4.5.2. Um grupo de Lie é denominado semi-simples quando sua álgebra
de Lie pode ser escrita como soma direta de ideais simples.
Definição 4.5.3. Um conjunto gerador de um grupo G é um subconjunto de G que
não está contido em nenhum subgrupo próprio de G.
Dadas essas definições, podemos enunciar e provar o teorema seguinte.
Teorema 4.5.4. Seja G um grupo de Lie semi-simples, conexo, com centro finito.
Então o sistema invariante é controlável desde que o sistema linear seja controlável
a partir da identidade, ou para a identidade.
Demonstração: Seja S um subsemigrupo gerador de um grupo G. Ele é dito
reverśıvel à esquerda (respectivamente, reverśıvel à direita) se SS−1 = G (respec-
tivamente, S−1S = G). O resultado seguinte se encontra em [16], Teorema 6.7, p. 84:
Seja G um grupo de Lie conexo e semi-simples com centro finito. O único sub-
semigrupo de G com interior não vazio que é reverśıvel à esquerda ou à direita é
G.
É simples verificar que G é de fato um subsemigrupo de G, com interior não
vazio, e que é reverśıvel à esquerda e à direita.
O conjunto S dos pontos atinǵıveis a partir da unidade de (ΣI) é um semigrupo
pela Proposição 4.4.2 item 4), e como a rank-condition é satisfeita, seu interior é
não vazio. Portanto, se conseguirmos provar que S é reverśıvel à esqueda ou à di-
reita teremos que S é um semigrupo de G, com interior não vazio, e reverśıvel à
esquerda ou à direita. E pelo teorema acima, teremos que S = G, isto é que (ΣI) é
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controlável a partir de 1.
Vamos provar que a afirmação (ΣL) é controlável a partir da identidade 1 implica
a afirmação S é reverśıvel à esquerda. De fato: Seja g ∈ G.
(ΣL) controlável a partir de 1 =⇒ existe t ≥ 0 tal que g ∈ At = St exp(−tX).









· {exp(−tX); t ≥ 0}
⊂ S exp(−R+X) ⊂ G
E obtemos
G = S exp(−R+X) (4.6)
Além disso, X ∈ g = invr, portanto a equação ẋ = Xx corresponde ao sistema
(ΣI) para o controle u = 0, e ela tem como solução partindo de 1 a trajetória
x(t) = Xt(1) = exp(tX). Portanto, ∀t ≥ 0, exp(tX) ∈ S, ou seja exp(R+X) ⊂ S.
Por outro lado, exp(−R+X) = (exp(R+X))−1, e (exp(R+X))−1 ⊂ S−1, assim,
exp(−R+X) ⊂ S−1. Isso, juntamente com a igualdade (4.6), implica G ⊂ SS−1 ⊂
G. Portanto G = SS−1, isto é, S é reverśıvel à esquerda.
Vamos provar que a afirmação (ΣL) é controlável para a identidade 1 implica a
afirmação S é reverśıvel à direita. De fato: Seja g ∈ G.
Então g−1 ∈ G, e como (ΣL) é controlável para a identidade, então ∃t ≥ 0 tal que
1 ∈ A(g−1, t). Além disso, pela Proposição 4.3.3, temos A(g−1, t) = Atϕt(g−1),
onde (ϕt)t∈R continua designando o fluxo de X . Dessa forma, existe x ∈ At tal que
1 = xϕt(g
−1).
Por outro lado, aplicando a igualdade (3.5), temos que ϕt(g
−1) = exp(tX)g−1 exp(−tX),
portanto, 1 = x exp(tX)g−1 exp(−tX), isto é,
g = exp(−tX)︸ ︷︷ ︸
∈(St)−1
x exp(tX)︸ ︷︷ ︸
∈At exp(tX)
onde At exp(tX) = St ⊂ S. Portanto g ∈ S−1S. Dessa forma, temos G ⊂ S−1S ⊂
G. Portanto G = S−1S, isto é, S é reverśıvel à direita.
Então, pelo teorema acima, temos que S = G, e portanto, (ΣI) é controlável
partir de 1.
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Agora vamos mostrar que (ΣI) é controlável. De fato, seja g ∈ G.















Portanto, (ΣI) é controlável. 
O corolário seguinte é uma consequência direta dos Teoremas 4.4.5 e 4.5.4.
Corolário 4.5.5. Suponha que o grupo G é semi-simples, conexo, com centro fi-
nito. Se o sistema linear (ΣL) é controlável a partir da identidade 1, então ele é
controlável.
Demonstração: Suponha (ΣL) controlável a partir da unidade 1. Então, pelo
Teorema 4.5.4, temos que (ΣI) é controlável. Além disso, como o sistema (ΣL) é
controlável a partir de 1, pela Proposição 4.2.1 ele satisfaz a condição do posto em
G todo. Assim L0 = g. Como temos L0 = g e (ΣI) controlável, podemos aplicar o
Teorema 4.4.5. Como (ΣL) é controlável a partir da unidade 1, temos que A = G,
portanto exp(RX) ⊂ A, portanto pelo teorema, (ΣL) é controlável. 
Teorema 4.5.6. Seja G um grupo de Lie semi-simples, conexo, com centro finito.
Suponha a condição ad-rank satisfeita. Então o sistema linear (ΣL) é controlável
se, e somente se, o sistema invariante (ΣI) é controlável.
Demonstração:
(=⇒): Suponha (ΣL) controlável. Então é controlável a partir da identidade, por-
tanto, pelo Teorema 4.5.4, o sistema (ΣI) é controlável.
(⇐=): Suponha (ΣI) controlável. Como a condição ad-rank é satisfeita, isto é
hD = g, e como hD ⊂ LA(hD) ⊂ g, temos que LA(hD) = g. Pela Proposição 4.3.4,
item 2), temos que LA(hD) = L0, portanto L0 = g.
Resumindo, temos que a condição do posto L0 = g é satisfeita, e que o sistema in-
variante à direita é controlável. Portanto podemos aplicar o Teorema 4.4.5. Como a
condição ad-rank é satisfeita, esse teorema implica que o sistema linear é controlável.

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4.5.2 Grupos de Lie nilpotentes
Primeiro vamos definir um grupo nilpotente, uma álgebra de Lie nilpotente, e men-
cionar uma propriedade que relaciona grupos de Lie nilpotentes com álgebras de Lie
nilpotentes. Essas definições e a proposição se encontram em [13], seção 10.2.
Para um grupo G, sua série central descendente
G = G1 ⊃ G2 ⊃ ... ⊃ Gk ⊃ ...
é definida indutivamente por G1 = G,G2 = [G,G], e o termo geral Gk+1 = [G,Gk] é
o subgrupo gerado pelos comutadores [x, y] = xyx−1y−1, x ∈ G, y ∈ Gk. Para todo
k ≥ 0, Gk é um subgrupo de G.
De maneira análoga, a série central descendente
g = g1 ⊃ g2 ⊃ ... ⊃ gk ⊃ ...
da álgebra de Lie g é definida por g1 = g, g2 = [g, g], e gk+1 = [g, gk], que é o
subespaço gerado pelos colchetes [X, Y ], X ∈ g, Y ∈ gk.
Definição 4.5.7. Um grupo G é denominado nilpotente se sua série central descen-
dente termina no grupo trivial, isto é, se Gk = {1} para algum k ≥ 0.
Observação 4.5.8. Nesse caso, Gi = {1} para todo i ≥ k.
Definição 4.5.9. Uma álgebra de Lie g é denominada nilpotente se gk = {0} para
algum k ≥ 0.
Observação 4.5.10. Nesse caso, gi = {0} para todo i ≥ k.
Proposição 4.5.11. Um grupo de Lie conexo G é nilpotente se, e só se, sua álgebra
de Lie g é nilpotente.
Demonstração: Ver Proposição 10.7 em [13]. 
Consideramos agora um grupo de Lie G, com álgebra de Lie g, e um sistema de
controle linear (ΣL) em G. A subálgebra de g gerada pelos campos Y
j, j = 1, ... ,m,
é, novamente, denotada por h.
Teorema 4.5.12. Suponha que o grupo G é nilpotente, e que a derivação associada
a X é interna. Então o sistema (ΣL) é controlável se, e somente se, h = g. Nesse
caso ele é controlável em tempo exato T , para todo T > 0.
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Observamos que é mais simples examinar se h = g do que examinar se o sistema
linear satisfaz a condição do posto L0 = g, onde L0 = LA(hDX ).
Demonstração:
(⇐=)
A demonstração da suficiência e da controlabilidade em tempo exato que segue, que
é considerada óbvia em [7] (com base em noções de teoria de Lie mais avançadas),
foge do escopo deste trabalho.
(=⇒):
Hipótese: (ΣL) é controlável. Denote (g
i)i≥1 a série central descendente de g, isto é
g1 = g e gi+1 = [g, gi] (Veja [2]).
Observamos que g2 = [g, g] ⊂ g = g1. Seja i ∈ N, i ≥ 2, e suponha que gi ⊂ gi−1.
Então, gi+1 = [g, gi] ⊂ [g, gi−1] = gi. Assim provamos por indução que
∀i ≥ 1, gi+1 ⊂ gi, e portanto, gi é um ideal de g.
Seja X um campo de vetores invariante à direita, tal que ad(X) = ad(X ), e seja
k o maior ı́ndice tal que X ∈ gk. Então X ∈ gk =⇒ [X, g] ∈ [gk, g] = [g, gk] = gk+1.
Portanto vale a inclusão
ad(X)g ⊂ gk+1. (4.7)
Por outro lado, como (ΣL) é controlável, então pela Proposição 4.2.1 a condição
do posto é satisfeita. Portanto a menor subálgebra de Lie de g que contém h e
é ad(X)-invariante é igual a g. De fato (ver definições e propriedades na subseção
4.3.2): Uma subálgebra de Lie de g que contém h e é ad(X)-invariante contém neces-
sariamente o subespaço hD, portanto ela contém LA(hD) = L0. Além disso, LA(hD)
é uma subálgebra de Lie de g que contém h, e é ad(X)-invariante pela Proposição
4.3.4, item 1), portanto é a menor delas. E como a rank-condition é satisfeita, pela
mesma proposição, item 4), temos LA(hD) = g.
Agora, como h+gk+1 é a soma de uma subálgebra de Lie de g et de um ideal de g,
pela Proposição 2.2.5 é uma subálgebra de g. E essa subálgebra é ad(X)-invariante.
De fato,
ad(X)(h + gk+1) = ad(X)h + ad(X)(gk+1)
onde
• ad(X)h ⊂ ad(X)g ⊂ gk+1, já que X ∈ gk.
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• ad(X)(gk+1) ⊂ gk+2 ⊂ gk+1.
assim, ad(X)(h + gk+1) ⊂ gk+1 ⊂ h + gk+1, ou seja, h + gk+1 é ad(X)-invariante.
Finalemente, juntando os resulatdos provados acima,temos que h + gk+1 é uma
subálgebra de Lie de g, que contém h, e que é ad(X)-invariante. Portanto, pelo que
vimos acima, temos
h + gk+1 = g. (4.8)
Agora, suponha que existe um inteiro r > 0 tal que h+ gk+r = g. Então o campo X
pode ser escrito como soma X = Xh + Xr, onde Xh ∈ h, e Xr ∈ gk+r. Assim, pela
bilinearidade do colchete de Lie temos
ad(X)h = ad(Xh)h + ad(Xr)h
onde
• ad(Xh)h = [Xh, h] ⊂ h, já que h é uma subálgebra de Lie.
• ad(Xr)h = [Xr, h] ⊂ [gk+r, g] ⊂ gk+r+1.
Portanto
ad(X)h ⊂ h + gk+r+1 (4.9)
Por outro lado, ad(X)(gk+r+1) = [X, gk+r+1] ⊂ [g, gk+r+1] = gk+r+2, e como gk+r+2 ⊂
gk+r+1, temos que
ad(X)(gk+r+1) ⊂ gk+r+1 (4.10)
As duas inclusões (4.9) e(4.10) implicam que
ad(X)(h + gk+r+1) ⊂ h + gk+r+1
Assim, h + gk+r+1 é uma subálgebra de Lie, ad(X)-invariante, e que contém h.
Portanto, temos que h + gk+r+1 = g. E por indução, obtemos
∀r > 0, h + gk+r = g.
Como G é nilpotente, então pela Proposição 4.5.11 sua álgebra de Lie g é nilpotente,
o que implica que ∃q ≥ 1 tal que gq = {0}. Portanto, para r suficientemente grande,
gk+r = 0. O que implica h = g. 
Contra-exemplo: O Teorema 4.5.12 não vale mais, caso a derivação não seja in-
terna, como no exemplo (L2) no grupo de Heisenberg (ver Cap 5). Esse sistema é
controlável, apesar de que h 6= g.
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4.6 Sistemas de controle afins
Nesta seção, o drift do sistema é um campo de vetores afim F , que é a soma de
um campo de vetores linear X com um campo invariante à esquerda Z. O sistema
considerado é






Devido à decomposição F = X + Z, as trajetórias de (ΣA) podem ser comparadas
com as trajetórias de






Proposição 4.6.1. Seja um controle u dado. A solução de (ΣA) para a condição
inicial g ∈ G é igual a g(t)z(t), onde
1) t 7→ g(t) é a solução de (ΣL) satisfazendo g(0) = g;
2) t 7→ z(t) é a solução de ġ = Xg + Zg satisfazendo z(0) = 1.




















































































































Portanto, t 7→ γ(t) é solução de (ΣA). Além disso, γ(0) = g(0)z(0) = g · 1 = g. O
que termina a prova. 
Agora suponha que a rank-condition é satisfeita. Temos que distinguir três casos
e a Proposição 4.6.1 vai ter um interesse somente no terceiro caso. Esse estudo é
feito em [7], e aqui vamos notar somente suas conclusões.
Caso 1. Existe g0 tal que F (g0) = 0. Então a rank-condition exige L0 = g, e o
sistema é equivalente ao sistema linear












Caso 2. ∀g ∈ G,F (g) 6= 0, mas L0 6= g. Então o sistema é equivalente a um sis-
tema invariante à direita. Ele não pode ser controlável se G é simplesmente conexo.
Caso 3. ∀g ∈ G,F (g) 6= 0, e L0 = g. Aplicando a Proposição 4.6.1, o sistema
(ΣF ) é controlável desde que (ΣL) é controlável em tempo finito.
Agora vamos ver uma proposição que será útil no caso dos grupos de Lie compac-
tos que vamos ver na subseção seguinte, e em cuja demonstração, que se encontra
na Proposição 11 em [7], é usada a Proposição 4.6.1.
Proposição 4.6.2. Com as notações acima, suponha que o campo F não se anula,
e que o ideal de tempo zero L0 é igual a g. Então (ΣA) é controlável em tempo finito
se, e somente se, (ΣL) é controlável em tempo finito.
4.6.1 Grupos de Lie Compactos
Graças aos resultados das seções anteriores, um resultado geral de controlabilidade
pode ser estabelecido.
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Teorema 4.6.3. Suponha que o grupo de Lie G é compacto. Então, o sistema (ΣA)
é controlável, portanto controlável em tempo finito, se e somente se ele satisfaz a
rank-condition. Além disso, é controlável em tempo exato se e somente se L0 = g.
Essa condição é sempre satisfeita no caso onde o campo de vetores F é linear.
Demonstração:
1. Primeiro, vamos provar a controlabilidade no caso em que F é igual a um
campo linear X .
As afirmações seguintes vêm de [7] e serão admitidas sem mais discussão: Se o grupo
G é compacto, então sua álgebra de Lie se separa na soma g = z + s, onde z é o
centro de G e s é um ideal compacto semisimples. A derivação associada a X é igual
a ad(X), onde X pode ser escolhido em s (ver [8, 15]).
Agora, se a rank-condition é satisfeita pelo sistema linear, então ela é também satis-
feita pelo sistema invariante associado, como vimos na Seção 4.4. Nessas condições,
vamos poder aplicar os Teoremas 7.1 e 7.2 de [10], que citamos aqui.
Com as nossas notações, o Teorema 7.1 diz: Seja um sistema invariante à direita
em G. Uma condição necessária para o sistema ser controlável é que G seja conexo
e que L = g. Se G é compacto, essa condição é também suficiente.
E o Teorema 7.2 diz: Suponha que G é compacto, e que o sistema invariante à
direita (ΣI) é controlável. Então, existe T > 0 tal que, para todos g, g
′ ∈ G, existe
um controle que leva g para g′ em menos que T unidades de tempo. Se G é semi-
simples, então existe T > 0 tal que, para todos g, g′ ∈ G, existe um controle que leva
g para g′ em exatamente T unidades de tempo.
Voltamos à nossa demonstração no caso F = X linear, e denotamos por LI a
álgebra de Lie do sistema invariante (ΣI) associado a (ΣL) = (ΣA). Temos que G é
compacto, conexo, e que LI = g. Portanto, pelo Teorema 7.1 em [10], (ΣI) é con-
trolável. Agora, aplicando o Teorema 7.2, obtemos que (ΣI) é controlável em tempo
finito. Além disso, como (ΣL) = (ΣA) satisfaz a rank-condition, pela Proposição
4.4.4, (ΣL) é controlável em tempo exato (portanto, também em tempo finito).
2. Agora vamos considerar drifts gerais e distinguir os três casos.
Caso 1: (ΣF ) é equivalente a um sistema linear que, pelo item 1) desta prova, é
controlável em tempo finito.
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Caso 2: Esse caso, que foge do escopo deste trabalho, é tratado em [7], com base
nos resulados de [10].
Caso 3: Como L0 = g, aplicando ao sistema linear (ΣL) a Proposição 4.3.4,
item 4), temos que (ΣL) satisfaz a rank-condition. Portanto, pelo item 1) desta
prova, (ΣL) é controlável em tempo finito, e, aplicando a Proposição 4.6.2, (ΣA) é
controlável em tempo finito.
3. Para provar a última afirmação “Além disso, o sistema (ΣA) é controlável em
tempo exato se, e somente se, L0 = g”, vamos aplicar o Teorema 6 em [5], que vale
no contexto mais geral de variedades diferenciáveis, não necessariamente compactas,
e não somente em grupos de Lie.
Antes de enunciar o teorema, enunciamos a definição de um sistema Lie-determinado,
que se encontra em [9]: Uma famı́lia de campos de vetores suavesH é Lie-determinada
se o espaço tangente em cada ponto x em uma órbita de H coincide com a avaliação
em x da álgebra de Lie gerada por H.
Esse teorema diz:
Seja (Σ) um sistema controlável em tempo finito, em uma variedade diferenciável
N . Ele é controlável em tempo exato desde que existe um ponto x ∈ N onde
rank(L0)(x) = dimN .
Se o sistema é Lie-determinado, então essa condição é também necessária.
Denote por (LA) (respectivamente (LL)) a algebra de Lie do sistema (ΣA), (res-
pectivamente (ΣL)). Denote por (LA)0 (respectivamente (LL)0) o ideal de tempo
zero de (ΣA) (respectivamente (ΣL)). Antes de provar a equivalência, observa-
mos que por uma demonstração semelhante àquela da igualdade LA(hD) = L0 no
caso do sistema linear na Proposição 4.3.4, temos que, no caso do sistema (ΣA),
LA(hDA) = (L0)A, onde DA = DX , portanto (L0)A = (L0)L, e denotamos os dois
ideais de tempo zero por
(L0)A = (L0)L = L0.
Agora vamos provar a equivalência.
(=⇒): Suponha que o sistema é controlável em tempo exato. Então ele é controlável
em tempo finito, de modo que podemos aplicar o Teorema 6 de [5]. Aqui não vamos
provar, e vamos admitir, que o sistema (ΣA) é Lie-determinado. Como o sistema
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é Lie-determinado e controlável em tempo exato, então, pelo teorema, existe um
ponto x ∈ G onde rank(L0)(x) = dimG. Por outro lado, como L0 ⊂ g = invr,
a existência desse ponto x implica que L0 = g. De fato, denote n = dimG, e
tome V 1, ... , V n ∈ L0 tais que V 1x , ... , V nx ∈ L0(x) são vetores linearmente in-
dependentes. Tome y ∈ G, e suponha que existem (a1, ... , an) ∈ Rn tais que∑n
i=1 aiV
i









x = 0. Portanto,
a1 = ... = an = 0, e V
1
y , ... , V
n
y são n vetores linearmente independentes em L0(y),
e assim dimL0 = dimG, ou seja, L0 = g.
(⇐=): Se L0 = g, então o sistema (ΣA) satisfaz a rank-condition, portanto pela
primeira afirmação do Teorema 4.6.3, ele é controlável em tempo finito. Além disso,
L0 = g implica rank(L0)(1) = dimG, e portanto pelo Teorema 6 em [5], obtemos




5.1 Exemplos no grupo de Heisenberg
O grupo de Heisenberg é o grupo de matrizes
G =

1 y z0 1 x
0 0 1
 ; (x, y, z) ∈ R3

munido do produto de matrizes usual, denotado “·”. É um grupo de Lie conexo e
nilpotente.
Primeiramente, observe que existe entre G e R3 a bijeção1 y z0 1 x
0 0 1
 7→ (x, y, z),
e que para quaisquer matrizes1 y z0 1 x
0 0 1
 , e
1 b c0 1 a
0 0 1
 ∈ G
temos 1 y z0 1 x
0 0 1
 ·
1 b c0 1 a
0 0 1
 =
1 b+ y c+ ay + z0 1 a+ x
0 0 1

Portanto considerando em R3 o produto
(x, y, z) ∗ (a, b, c) := (a+ x, b+ y, c+ ay + z)
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podemos identificar o grupo (G, ·) com o grupo (R3, ∗).
Exemplo 1 : Determinação da ágebra de Lie de G, e cálculos dos colchetes.
Vamos considerar a álgebra de Lie g desse grupo de Lie como sendo o conjunto
invr dos campos de vetores invariantes à direita, e determinar essa álgebra de Lie.
Seja V um campo de vetores no grupo G. Para todo h ∈ G podemos escrever










onde ∀i = 1, 2, 3, fi : R3 → R.
Pela definição de campo de vetores invariante à direita, temos
V ∈ invr ⇐⇒ d (Rg)h (Vh) = V (Rg(h)) = V (hg),∀g, h ∈ G.
Sejam g = (a, b, c), e h = (x, y, z) ∈ G. Então
Rg(h) = h · g = (x, y, z) ∗ (a, b, c) = (a+ x, b+ y, c+ ay + z)















∂(c+ ay + z)
∂x
∂(c+ ay + z)
∂y
∂(c+ ay + z)
∂z
 =




d (Rg)h (Vh) =

















f3(hg) = af2(h) + f3(h)
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Logo, fixando h = 1,
∀g ∈ G,

f1(g) = f1(1) := α ∈ R;
f2(g) = f2(1) := β ∈ R;
f3(g) = af2(1) + f3(1) := aβ + γ; γ ∈ R.
Assim, o campo V é da forma























e, portanto, substituindo a notação (a, b, c) por (x, y, z):
g = invr =
{













;α, β, γ ∈ R
}
.

















0 0 10 0 0
0 0 0
 ,
g é gerada pelos campos de vetores invariantes à direita X, Y, Z.
Além disso, para toda função f : R3 → R, temos










































e aplicando o Teorema de Schwarz à derivadas de ordem 2, que então se anulam dois
por dois, obtemos




[X, Y ] = Z
Da mesma maneira,


















































Exemplo 2 : Associamos com a derivação D de g definida por
































o campo de vetores X definido por












Vamos mostrar que −ad(X ) = D. Para isso, vamos verificar a igualdade para os
três campos geradores de g:









































































e aplicando o teorema de Schwarz às derivadas de ordem 2, que então se anulam,
obtemos






































































e aplicando o teorema de Schwarz às derivadas de ordem 2, que então se anulam,
obtemos
−ad(X )Z = 0.
Da mesma maneira, mostramos que −ad(Y ) = X.
Resumindo, temos
−ad(X )X = Y = DX,
−ad(X )Y = X = DY,
−ad(X )Z = 0 = DZ.
portanto −ad(X ) = D.
Por outro lado, ad(X )({X, Y, Z}) ⊂ g, portanto X ∈ normV ω(g).
Além disso, a matriz unidade 1 ∈ G corresponde a (x, y, z) = (0, 0, 0), assim
X (1) = 0 · ∂
∂x









Portanto, X é linear.
















pode ser esrcrito da forma
ẋ = y + u





Vamos examinar se esse sistema satisfaz a condição ad-rank. Com as mesmas
notações que no caṕıtulo 4, temos que
h = LA({X}),
e que
hD = ger{DkX; k ∈ N}
onde DX = Y , e D2X = DY = X. Assim, hD = ger{X, Y } 6= g, portanto o sistema
(L1) não satisfaz a condição ad-rank.
Com respeito à condição do posto, como hD = ger{X, Y }, temos que LA(hD) =
LA({X, Y }), que contém X, Y , e [X, Y ] = Z, ou seja LA(hD) contém os campos de
vetores que geram g, portanto LA(hD) = g, o que implica, pela Proposição 4.3.4,
que (L1) satisfaz a condição do posto.
Porém, no sistema (L1), temos que ż =
1
2
(x2 + y2) ≥ 0,∀x, y, z ∈ R3. Assim,
∀t > 0, z(t) ≥ z(0), portanto (L1) não é controlável.
Exemplo 3 : Com o mesmo campo vetorial linear X que no exemplo anterior, consi-
dere o sistema seguinte:




















ou seja, em coordenadas naturais,
ẋ = y + u
ẏ = x (L2)
ż = 1
2
(x2 + y2) + v.
Vamos mostrar que esse sistema é controlável. De fato :




(x2 + y2) + v.
Ela contém um controle v independente, portanto a coordenada z é controlável.
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Agora consideramos o sistema linear (L′2) em R2ẋ = y + uẏ = x



































, e u : R→ R.
Vamos aplicar o Teorema de Kalman. Ele diz:
Seja o sistema de controle linear no grupo de Lie Rn
ẋ = Ax+Bu
onde x ∈ Rn, u : R → Rm, continua por partes, A ∈ Rn×n, B ∈ Rn×m. Ele é con-
trolável se, e somente se, rank[B AB · · ·An−1B] = n. (A matriz [B AB · · ·An−1B]
é denominada matriz de controlabilidade de Kalman, e tem dimensão n× nm.)
Aqui n = 2, logo por esse teorema, o sistema é controlável se, e somente se,



















, e rank[B AB] = 2.
Portanto o sistema (L′2) é controlável, e consequentemente o sistema (L2) é con-
trolável.
Além disso, o sistema (L2) satisfaz a condição ad-rank. De fato: Denotando, como
acima, por h a álgebra de Lie gerada pelos campos invariantes do sistema de con-
trole, temos que hD contém X e Z, e também Y = DX.
Por outro lado, como g é gerada por X, Y , e Z, e além disso, [X, Y ] = Z, [X,Z] = 0,
e [Y, Z] = 0, então temos que g = ger{X, Y, Z} = hD, ou seja, a condição ad-rank é
satisfeita.
Porém, a álgebra de Lie h de (L2) é
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h = ger{X,Z, [X,Z]} = ger{X,Z} 6= g.




Campos de vetores e colchetes de
Lie em variedades diferenciáveis
A.1 Campos de vetores
Um campo de vetores em uma variedade diferencial M é uma aplicação X : M →
TM que satisfaz X(x) ∈ TxM,∀x ∈M .




Se X é de classe C1 então, para todo x0 ∈M , existe uma única solução maximal
com condição inicial x(0) = x0. Essa solução é denotada por t 7→ Xt(x0). O seu
intervalo de definição é um intervalo (α, ω) ∈ R que contém 0.
Fixando t ∈ R, a aplicaçãoXt : x 7→ Xt(x) é um difeomorfismo local deM no sen-
tido em que o domı́nio domXt de Xt é um aberto de M , e Xt : domXt → Xt(domXt)
é um difeomorfismo. O campo X é denominado completo se domXt = M para
todo t ∈ R (isto é, se todas as soluções maximais estão definidas em (−∞,+∞)).
O conjunto de difeomorfismos locais {Xt; t ∈ R}, é denominado de fluxo do
campo de vetores. A menos de restrição de domı́nios, o fluxo satisfaz a propriedade
de homomorfismo: Xt+s = Xt◦Xs, isto é, se Xs(x) e Xt(Xs(x)) estão definidos então
Xt+s(x) está definido e vale a igualdade Xt+s(X) = Xt(Xs(x)). Em particular, os
elementos do fluxo comutam entre si: Xt ◦Xs = Xs ◦Xt, e X−t = (Xt)−1.
Em suma, Xt satisfaz as seguintes propriedades que o caracterizam:
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3) Xt+s = Xt ◦Xs = Xs ◦Xt.
O campo X é obtido de seu fluxo pela segunda das igualdades acima. X é
denominado de gerador infinitesimal de seu fluxo.
Definição A.1.1. Sejam M e N duas variedades diferenciáveis, e φ : M → N
uma aplicação diferenciável. Dois campos de vetores X em M e Y em N são
denominados φ-relacionados se dφ aplica X em Y , isto é se dφx(X(x)) = Y (φ(x)),
para todo x ∈ G.
Proposição A.1.2. Sejam M e N duas variedades diferenciáveis, φ : M → N uma
aplicação diferenciável, e dois campos de vetores X em M e Y em N φ-relacionados.
Então a imagem por φ de uma trajetória de X é uma trajetória de Y . Mais especi-
ficamente, se X e Y são campos φ-relacionados, então
∀g ∈M,φ (Xt (g)) = Yt (φ (g)).
para todo t ∈ R onde fizer sentido.
Ou seja, em termos de fluxos
φ ◦Xt = Yt ◦ φ.
para todo t ∈ R onde fizer sentido.
Demonstração: Seja g ∈ M , e seja Xt(g) a trajetória de X com condição inicial
X0(g) = g. Como X e Y são φ-relacionados, temos para todo t onde fizer sentido,







= Y (φ(Xt(g))) (A.3)












(φ(Xt(g))) = Y (φ(Xt(g)))
ou seja, φ(Xt(g)) é uma trajetória do campo de vetores Y .
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Portanto, ∃ h ∈ M tal que φ(Xt(g)) = Yt(h). Tomando t = 0, temos φ(g) =
φ(X0(g)) = Y0(h) = h, isto é h = φ(g). Portanto φ(Xt(g)) = Yt(φ(g)). 
Dado um campo X em M , nem sempre existe um campo em N que é φ-
relacionado comX. Por exemplo, se φ não é injetora e φ(x) = φ(y) com dφx(X(x)) 6=
dφy(X(y)) então não pode existir um campo φ-relacionado com X.
De fato, suponha que existe um tal campo Y em N , φ-relacionado com X. Então te-
riamos dφx (X (x)) = Y (φ (x)) pela definição de campos φ-relacionados, Y (φ(x)) =
Y (φ(y)) por hipótese, e Y (φ(y)) = dφy (Y (y)) pela definição de campos φ-relacionados.
Portanto dφx(X(x)) = dφy(X(y)). Um absurdo.
No entanto, se φ : M → N é um difeomorfismo de classe C∞, então existe um
tal campo em N .
Proposição A.1.3. Se φ : M → N é um difeomorfismo de classe C∞, e X é
um campo em M então existe um único campo em N , denotado por φ∗X, que é
φ-relacionado com X. Esse campo é definido por
∀y ∈ N, (φ∗X)(y) = dφφ−1(y)(X(φ−1(y))). (A.4)
Demonstração: Suponha que existe um tal campo Y. Seja y ∈ N . Como φ é um
difeomorfismo, ∃! x ∈ M tal que y = φ(x), o que equivale a x = φ−1(y). Então
pela hipótese temos dφx(X(x)) = Y (φ(x)). Assim Y satisfaz: ∀y ∈ M,Y (y) =
dφφ−1(y)(X(φ
−1(y))). Esse campo tem a mesma classe de diferenciabilidade que X
já que φ é difeomorfismo de classe C∞. É o único candidato a campo φ-relacionado
com X, e substituindo na sua expressão y por φ(x), e φ−1(y) por x, obtemos:
∀x ∈M,Y (φ(x)) = dφx(X(x)), o que mostra que Y é φ-relacionado com X.

A.2 Colchete de Lie
A noção de colchete de Lie, muito importante no contexto de grupos de Lie, é
definida no contexto mais amplo de variedades diferenciáveis. Seguem sua definição
e propriedades úteis no nosso estudo de teoria do controle em grupos de Lie.
Definição A.2.1. Sejam X e Y dois campos de vetores. O colchete de Lie entre
eles é definido por









Proposição A.2.2. Sejam φ : M → N uma aplicação diferenciável e X1, X2 cam-
pos em M . Suponha que os campos Y1 e Y2 sejam φ-relacionados com X1 e X2,
respectivamente.Então, os campos [X1, X2] e [Y1, Y2] também são φ-relacionados.
Demonstração: É a Proposição A.2 em [13]. Abrindo a demonstração sugerida
no livro, ou seja, partindo da definição do colchete de Lie, e aplicando a regra da
cadeia juntamente com a igualdade φ ◦Xt = Yt ◦ φ, temos para todo x ∈M :





























































Assim, temos dφx ([X1, X2](x)) = [Y1, Y2](φ(x)), ou seja, [X1, X2] e [Y1, Y2] são φ-
relacionados.

Em particular, se φ é um difeomorfismo então
φ∗[X, Y ] = [φ∗X,φ∗Y ]. (A.6)
De fato, como φ∗X é φ-relacionado com X, e φ∗Y é φ-relacionado com Y , então
pela Proposição A.2.2, temos que [X, Y ] é φ-relacionado com [φ∗X,φ∗Y ]. Mas pela
Proposição A.1.3, existe um único campo φ-relacionado com [X, Y ], e é igual a
φ∗[X, Y ]. Portanto, φ∗[X, Y ] = [φ∗X,φ∗Y ].
Finalmente vamos ver uma proposição que combina colchete de Lie, fluxos de
campos vetoriais e campos relacionados por um difeomorfismo.
Proposição A.2.3. Sejam X e Y campos de vetores em M . Então as seguintes
afirmações são equivalentes.
72
1) X e Y comutam, isto é, [X, Y ] = 0;
2) (Xt)∗ Y = Y para todo t;
3) (Yt)∗X = X para todo t;
4) Xt ◦ Ys = Ys ◦Xt para todo s, t.
Demonstração: Ver Proposição A.7 em [13]. 
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[3] N. Bourbaki: Groupes et algèbres de Lie. Chaps. 2, 3. CCLS, 1972.
[4] F. Cardetti and D. Mittenhuber: Local controllability for linear control systems
on Lie groups. J. Dynam. Control Systems 11 (2005), No. 3, 353–373.
[5] P. Jouan: Finite Time and Exact time Controllability on Compact Manifolds.
arXiv:1004.5224 [math.OC] (2010)
[6] P. Jouan: Equivalence of Control Systems with Linear Systems On Lie Groups
and Homogeneous Spaces. ESAIM: Control Optim. Calc. Var. 16 (2010),
956–973.
[7] P. Jouan: Controllability of Linear Systems on Lie Groups. J. Dynam. Control
Systems, Vol. 17, No. 4, (2011), 591-616.
[8] P. Jouan: Invariant measures and controllability of finite systems on compact
manifolds. ESAIM: COCV Volume 18, Number 3, July-September 2012, 643-
655.
[9] V. Jurdjevic: Geometric Control Theory. Cambridge University Press, 1997.
[10] V. Jurdjevic and H. J. Sussmann: Control systems on Lie groups. J. Differ. Eq.
12 (1972), 313-329.
[11] L. Markus: Controllability of multitrajectories on Lie groups. Dynamical sys-
tems and turbulence, Warwick (1980), Lect. Notes Math. 898, Springer, Berlin-
New York (1981) 250–265.
74
[12] B. O’Neil: Semi-Riemannian Geometry With Applications to Relativity. Aca-
demic Press, 1983.
[13] L. San Martin: Grupos de Lie. Editora Unicamp, 2017.
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