In modern computer architectures, caches are widely used to shorten the gap between processor speed and memory access time. However, caches are time-unpredictable, and thus can significantly increase the complexity of worst-case execution time (WCET) analysis, which is crucial for real-time systems. This paper proposes a time-predictable twolevel scratchpad-based architecture and an ILP-based static memory objects assignment algorithm to support real-time computing. Moreover, to exploit the load/store latencies that are known statically in this architecture, we study a Scratchpad Sensitive Scheduling method to further improve the performance. Our experimental results indicate that the performance and energy consumption of the two-level scratchpad-based architecture are superior to the similar cache based architecture for most of the benchmarks we studied.
I. INTRODUCTION
Worst-case execution time (WCET) is crucial for hard real-time systems, such as aircraft and automobile control software. Missing deadlines in such systems may result in putting human lives in danger or other catastrophic outcomes. Many architectural features of modern microprocessors, such as caches, pipelines, and dynamic branch prediction, however, have been designed to boost the average-case performance. Unfortunately, these advanced architecture features are often harmful to time-predictability, because their timing is dependent on the program's historic dynamic behavior. In particular, a cache-based memory structure is used to shorten the gap between processor speed and memory access time. Although there has been some progress in timing analysis for caches, generally, it is extremely hard and complex to accurately obtain the WCET for processors with cache memories, especially for data caches, unified caches, multi-level caches, and shared caches in multi-core/multi-threaded processors.
Scratchpad memories (SPMs), as an alternative technique to hardware-controlled caches, offer the characteristic of time-predictability and reasonable performance [1] [2] [3] . SPMs are small, physically separate memories directly mapped into the address space of a memory system, which always use high-speed SRAM. Compared with caches of the same capacity, SPMs generally are more area-and energy-efficient because SPMs do not need to use tag arrays.
To efficiently exploit SPMs, however, it is crucial to determine the memory objects assignment to SPMs. Early Yu Liu and Wei Zhang works on this topic focused mostly on studying compilation time algorithms to statically allocate hot spots of programs and/or data into the SPMs, where the objective was either to save energy consumption or access time to the greatest extent possible [2, 3] . To further improve the performance, researchers have also studied how to dynamically allocate the memory objects, including software-managed [4] and hardware-assisted replacement methods [5] . However, these dynamic allocation approaches may harm the time-predictability, because of their dynamic replacement of memory objects. In contrast, static algorithms are very friendly to WCET estimations, because it is fully predictable which memory will be used for a certain memory access [1] .
Banakar et al. [6] described a comprehensive evaluation between scratchpad and cache memories in their research. However, their work focused on a single-level shared scratchpad and cache memory, which is not a representative architecture used in modern high-performance microprocessors. To our knowledge, no two-level SPM based architecture with separated L1 instruction and data SPMs and a unified L2 SPM to support both instructions and data has been thoroughly studied and evaluated. Because two-level cache architectures have been used widely in modern processors to boost performance, it is worthwhile to exploit the SPM-based two-level architecture and compare it with the similar two-level caches to understand their pros and cons in terms of both performance and energy efficiency.
However, two-level SPMs or multi-level SPMs generally can bring new challenges to SPM allocation. First, because different levels of SPMs have various access latencies, it is important to make intelligent decisions for placing data/instructions into the appropriate level of SPM to achieve the best performance. Second, because the L2 SPM is shared by both data and instructions, just like a unified L2 cache, the SPM allocation algorithm must decide whether it is profitable to place instructions or data into the L2 SPM and how much SPM space should be used for data or instructions. Third, unlike multi-level caches that are typically inclusive, two-level SPMs are exclusive. This brings the question as to whether it is worth designing a two-level SPM architecture. For example, can we simply use a larger L1 SPM. This paper will explore the design space to answer these questions.
Additionally, to achieve time-predictability, this paper chooses a statically-scheduled processor based on very long instruction word (VLIW) processor architecture, although the two-level SPM architecture can also be applied to other architectural styles. VLIW microprocessors execute instructions in parallel, based on a fixed schedule determined by the compiler. Consequently, both the integer linear programming (ILP)-based memory objects allocation method and the SPM-sensitive scheduling discussed in this paper are implemented in the backend of the compiler.
Our contributions in this paper are thus two-fold. First, we propose a two-level architecture with small, separate L1 instruction and data SPMs and a larger shared (i.e., unified) L2 SPM. An ILP-based static memory objects assignment algorithm is used for the proposed architecture so as not to harm the characteristic of time predictability of SPMs. Also, both the performance and energy consumption of our two-level SPM based architecture are completely evaluated and compared with those of the traditional two-level cache based architecture. Second, we study a novel Scratchpad Sensitive Scheduling method to further improve the performance of the proposed architecture without compromising time predictability, which exploits the statically known load/store latencies due to the use of SPMs. Our experimental results indicate that both the observed WCET and energy consumption of the two-level SPM based architecture are superior to those of the cache based architecture with the same size.
We have undertaken comprehensive research work on SPM-based architecture performance evaluation and optimization. We have published several papers based on our work, and each has a specific focus. Specifically, we have a paper [7] focusing on the comparison of the static and dynamic memory object-allocation method on different SPM-based multi-core architectures. This paper focuses mainly on introducing the design of two-level SPM-based architectures and SPM Sensitive Scheduling, which use the advantages of SPM.
II. TWO-LEVEL SCRATCHPAD BASED ARCHITECTURE
The scratchpad is a memory array with decoding and column circuitry logic, and we need not check for the availability of data/instruction in the scratchpad [8] . Thus, SPMs have the essential characteristics of timepredictability and low energy consumption. Most modern high-performance computer systems offer two-level cache based architectures, as shown in Fig. 1 . The level 1 cache is the fastest form of memory, which is built into the chip but is limited in size. Also, two separate L1 caches are normally embedded into the processor to store either instructions or data, which isolates possible interference between them in an otherwise unified cache. The level 2 cache is slower than the L1 cache but is larger in size, trading off between speed and size, which is often shared by both instructions and data. The level 2 cache is important to mitigate the L1 cache miss latency, which otherwise has to fetch from memory for every L1 miss.
To combine the advantages of both SPMs and two-level architectures for balancing access latency and capacity, we propose a two-level SPM-based architecture for realtime systems, as shown in Fig. 2 . Similarly, the L1 SPM is the fastest SRAM with a small size, while the L2 SPM is a slower SRAM with a larger size. Because there is no replacement requirement in any higher level memory of our architecture, the L1 instruction, L1 data, L2 shared scratchpad, and the main memory are all connected directly to the microprocessor.
Such an SPM-based architecture is clearly time-predictable. Compared with a single-level SPM-based architecture, the added L2 SPM is still time-deterministic. Although the data access latency can vary, depending on whether it is in the L1 SPM, the L2 SPM, or the main memory, we plan to develop a static 2-level SPM allocation so that we can statically determine which data is stored at which level, thus making the execution time statically predictable.
In addition to time predictability, the proposed twolevel SPM based architecture can also potentially attain better performance. First, because the SPM does not have a tag array, it can be faster to access the SPM than a cache. Moreover, because the access latency in the SPMbased memory architecture is known statically, this makes it possible to use the compiler to optimize the data access order so that the total execution time can be reduced in a time-predictable manner. Additionally, the use of the L2 SPM can dramatically reduce accesses to the main memory, which can further increase the performance. There is no hierarchical path between the L1 and L2 SPM in Figs. 1 and 2. The reason is that we focus on the static-based allocation method in this paper. Consequently, we do not need to transfer memory objects between the L1 and L2 SPM. That is why we do not present a path between the L1 and L2 SPM in the figures. In [7] , we investigated the dynamic-based method, which requests memory object transferring between different level SPMs. Thus, the path between the L1 and L2 SPM is used in [7] .
III. MEMORY OBJECT ASSIGNMENT
In this paper, we use a static algorithm to allocate memory objects to SPMs, because the static method can keep the characteristic of time-predictability, which is the most important design objective of a real-time system. An ILP-based method is used to allocate the hot spots to the three SPMs in our architecture, and the details are introduced in the following subsections. Additionally, as mentioned, the two-level SPM-based architecture is based on the VLIW architecture. VLIW microprocessors execute instructions in parallel, based on a fixed schedule determined by the compiler. So, both the memory object assignment and scheduling are implemented in the backend of the compiler and executed in the compiling stage rather than the running stage. Thus, none of them has any impact on the execution time. Furthermore, the run-time of the memory allocation spent in the compiling stage mostly depends on the ILP solver rather than the memory allocation method itself.
A. Memory Objects
The memory objects covered in our work include instruction objects and data objects. First, the instruction objects consist of basic blocks, functions, and combinations of consecutive basic blocks. A basic block B i is the basic unit of instruction objects in the control flow graph (CFG), and the smallest one used in our ILP-based algorithm. The function F i is another instruction object considered in our work. Also, to minimize jump instructions, moving consecutive basic blocks is preferred [3] . Thus, the combination of consecutive basic blocks C i is used in our algorithm. For example, the function F 0 has three basic blocks B 0 , B 1 , and B 2 . So, we have two combinations of consecutive basic blocks, including C 0 (B 0 and B 1 ), and C 1 (B 1 and B 2 ). Second, our data objects consist of global scalars and non-scalar variables [3] , which are represented as D i . Note that the stack data is not considered in the memory objects, because generally the global scalars and nonscalar variables dominate the data in a real-time system. 
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However, the ILP-based static algorithm can be easily extended to handle the stack data following some recent research work on stack data allocation [2, 4, 9] .
It should be noted that the granularity of memory objects is important to the performance. If the size of a memory object is larger than the size of SPMs, it will be allocated to the main memory rather than SPMs, and then the performance, like WCET, will surely be worse. To address this, a memory object can be broken into smaller parts, and they may fit the SPMs. Thus, we have multiple types of memory objects including the basic blocks, functions and combinations of consecutive basic blocks. For example, if a whole function can fit into SPMs, it is the best outcome. If we cannot make it because of the size, we can partially allocate some basic blocks of this function into SPMs so as not to jeopardize performance.
B. Assignment Algorithm
In our scratchpad-based architecture, we have three SPMs: the L1 instruction, L1 data, and L2 SPMs. Accordingly, we need to use the ILP-based static allocation algorithm for each of them.
• L1 Instruction SPM: All instruction objects mentioned above need to be considered as candidates for this SPM. The objective of setting ILP is to select the most significant instruction hotspots into this L1 SPM to maximally save execution time. Eq. (1) is the objective formula. In this equation, S(x i ) is the size of instruction objects, and W(x i ) is the weight of instruction objects, where x i can be B i , F i , and C i . That is, W(x i ) means the number of references to any memory object. Also, B i , F i , and C i can be either 1 or 0, where 1 means it is allocated to the L1 instruction SPM, and vice versa. T l1i is the time saved by assigning a single byte of instruction to this scratchpad. We have two constraints in the ILP formulas. The first is Eq. (2), which ensures that the sum of the size of all selected objects does not exceed the size of this scratchpad S l1i . The second one is Eq. (3), which prevents a basic block from being selected more than once, because one basic block can occur in B i , F i , and several C i .
(1)
(3)
• L1 Data SPM: All data objects mentioned above need to be considered as candidates for this scratchpad. The objective of setting ILP is to select the most significant data hotspots into this L1 data SPM to minimize execution time. Eq. (4) is the objective formula, where S t (D i ) is the size of data type (data type determines the size of each memory operation of data object, such as char, int, float, and double), W(D i ) is the weight of memory operations of data objects, S(D i ) is the size of data objects, and T l1d is the time saving from assigning a single byte of data to this scratchpad. Also, D i can be either 1 or 0, where 1 means it is allocated to the L1 data SPM, and vice versa. The constraint in the ILP formulas is Eq. (5), which ensures the sum of the size of all selected objects will not exceed the size of this scratchpad S l1d .
(4)
• L2 Shared SPM: All instruction and data objects not selected to be allocated in L1 scratchpad need to be considered as candidates for the L2 SPM. The objective of setting ILP is to select the most significant instruction/data hotspots in the remaining candidates into the L2 scratchpad to reduce execution time as much as possible. Eq. (6) is the objective formula. In this equation, S(x i ) is the size of instruction/data objects; W(x i ) is the weight of instruction/data objects, where x i can be B i , F i , C i , and D i ; and S t (D i ) is the size of data type. Also, B i , F i , C i , and D i can be 1 or 0, where 1 means it is allocated to the L2 shared SPM and 0 indicates it is not. T l2 is the time saved from assigning a single byte of instruction/data to this scratchpad. Similarly, we have two constraints in the ILP formulas. The first is Eq. (7), which ensures that the sum of the size of all selected objects will not exceed the size of this scratchpad S l2 . The second one is Eq. (8), which prevents a basic block from being selected more than once, because one basic block can occur in B i , F i , and several C i .
IV. SCRATCHPAD-SENSITIVE SCHEDULING
In this section, to exploit the load/store latencies that are known statically in our two-level SPM-based memory architecture, we studied a Scratchpad-Sensitive Scheduling method to improve the performance without compromising time predictability by optimizing the Load-To-Use Distance (see Section IV-A for details).
A. Background of Load Sensitive Scheduling
Dynamically-scheduled processors such as out-oforder superscalar processors are known to have a timing anomaly [10] , which can significantly complicate WCET analysis and hurt time predictability. To achieve time-predictability, this paper chooses a statically scheduled processor based on VLIW processor architecture, although the two-level SPM architecture can also be applied to other architectural styles. VLIW microprocessors execute instructions in parallel based on a fixed schedule determined by the compiler. Consequently, the instruction scheduling in the compiler stage is very important to determine the execution time of a program on the VLIW microprocessor. When an instruction scheduler becomes more aware of the latencies of load instruction and uses such information during scheduling, then we say it is a Load-Sensitive Scheduler [11] .
In a cache-based architecture, it is generally very hard and complex to determine statically the latency of each load instruction because the operation of the cache is essentially dynamic. To deal with the lack of perfect knowledge of load latencies, an Optimistic Scheduler assumes that a load instruction always hits in the cache, while a Pessimistic Scheduler assumes that a load instruction always misses in the cache. While the Pessimistic Scheduler is always safe to schedule instructions that depend on the loads, it may lead to poor performance because many loads may actually hit in the cache at run-time. In contrast, the Optimistic Scheduler may schedule instructions too aggressively, thus special hardware needs to be used to enforce that whenever a load instruction actually misses in the cache, the processor is stalled until the load returns to ensure the correctness of execution.
We call a load instruction as Load Op, which loads data from memories. Also, we call an instruction that uses the data loaded by a Load Op a Use Op. The number of execution cycles scheduled between the Load Op and Use Op is called the Load-To-Use Distance in this paper. Also, the Stall-On-Use model is commonly used to handle data cache misses in VLIW, in which the microprocessor will not be stalled until the Use Op is executed. Obviously, the Stall-On-Use model may reduce the Use Stall Cycles based on the Load-To-Use Distance, and the reduced stall cycles are called the Hidden Stall Cycles. The relationship in Stall-On-Use model is illustrated in Fig. 3 .
Basically, the execution time consists of the computation and the memory stall time. The Optimistic Scheduling has the shorter Load-To-Use Distance, which may have longer use stall time if the data loaded is ready later. In contrast, the Pessimistic Scheduler has the longer Load-To-Use Distance but short Use Stall Cycles, which may have longer execution time because the instruction level parallelism is low.
B. Scratchpad Sensitive Scheduling
According to the analysis above, properly scheduling the Load-To-Use Distance can boost performance. For example, if we can schedule a Load Op having a large memory latency earlier and schedule its Use Op later, we can get the maximum Hidden Stall Cycles to shorten the Use Stall Cycles. Meanwhile, the microprocessor cycles within the Load-To-Use Distance can be used to schedule other instructions that do not depend on this load instruction [11] , which can improve the degree of instruction level parallelism to shorten the execution time.
The key advantage of our scratchpad-based architecture is to preserve time predictability because the memory objects are allocated statically to SPMs in the compiler stage and no dynamic replacement is requested during the running time. Therefore, we can develop a scheduling algorithm named Scratchpad Sensitive Scheduling to be sensitive to the varying memory latencies of load instructions, as the data can be loaded from the L1 data SPM, the L2 SPM or the main memory.
Our Scratchpad Sensitive Scheduling is a basic blockbased list scheduling algorithm. Its basic idea is to maintain a list of instructions ready to execute, to choose the instruction to schedule from the ready list, and then to update the ready list for the next microprocessor cycle. Generally, the list scheduling selects instructions from the ready list, based on the priorities of instructions. The priority is a function of what the algorithm designer views as an important criterion in selecting instructions [11] .
In this paper, we extend the default Critical Path Scheduling algorithm in Trimaran infrastructure [12] to schedule the appropriate Load-To-Use Distance to improve the performance of programs running on our scratchpadbased architecture. Basically, the Critical Path Scheduling in Trimaran is a typical list scheduling algorithm, whose priorities for instructions are based on the height of instructions above the last exit instruction in basic blocks [12] . Eq. (9) is its priority function of each instruction i in basic blocks, where α is the weighted factor for the height of instructions. Because the sorting of instructions in the ready list is based on the ascending order, the instruction with larger height has higher priority. The α is set as -1 by default in Trimaran [12] .
In our Scratchpad Sensitive Scheduling, we consider two factors related to the Load-To-Use Distance, including the memory latency for a Load Op (curLat) and the related Load Op memory latency for a Use Op (preLat). The goal is to increase the priority of Load Ops with large memory access latencies, while decreasing the priority of Use Ops whose corresponding Load Ops have large access memory latencies. Then, we can enlarge the Load-To-Use Distance if there is flexibility in the scheduling. Eq. (10) is its priority function for each instruction i in a basic block, where α is the weighted factor for the height of instructions (set as -0.1 to ensure that instructions with larger height have higher priority), β is the weighted fac-tor for the memory latency of Load Op (set as -0.45 to make the Load Op with higher priority), and γ is the weighted factor for the Load Op memory latency of a Use Op (set as 0.45 to let the Use Op with lower priority). The exact values of α, β, and γ are set by hand optimization, based on several experiments. However, these values can be set by multivariate analysis in future work. To be specific, for a different set of benchmarks, the optimized α, β, and γ might be different, because it depends on the patterns of load and use Op. For the set of benchmarks used in this paper, we simply manually adjusted the values of α, β, and γ for several rounds of testing, compared the results, and chose the set of α, β, and γ offering the best performance result as the hand-optimized values. We expected that the values of α, β, and γ can be optimized by the multivariate analysis or other optimization methods. However, this needs a significant research effort and is beyond the scope of this paper.
It is worth noting that if an instruction's successor instruction is a Load Op, it can inherit the curLat of its successor to raise the flexibility of Load Sensitive Scheduling. The reason is that the scheduling flexibility of a Load Op may be limited because its predecessor is scheduled prior to it. However, we can try to schedule the predecessor instruction earlier by giving it higher priority, and then the Load Op may be scheduled earlier to enlarge the Load-To-Use Distance. An algorithm to determine the priorities of instructions in the basic block is summarized in Fig. 4 . The complexity of this algorithm is O(N), where N is the number of instructions in the basic block. Fig. 4 . An algorithm to determine the priorities of instructions in the Scratchpad Sensitive Scheduling. http://jcse.kiise.org
V. EVALUATION METHODOLOGY
We study the proposed two-level SPM based architecture and Scratchpad Sensitive Scheduling on a VLIW processor with four integer functional units, two floating point functional units, one load/store unit, and one branch unit. The VLIW processor has a global register file with 32 registers. The Trimaran compiler/simulator infrastructure [12] is used to evaluate the performance of the target VLIW processor. Trimaran consists of a front-end compiler IMPACT, a back-end compiler ELCOR, and a cycle-level VLIW processor simulator. Also, the energy consumption data of the SPM and cache are obtained using Cacti [13] , which are incorporated into EPIC-Explorer, a parameterized VLIW-based platform framework for design space exploration [14] to report the total energy consumption. The ILP equations and inequalities were solved using a commercial ILP solver CPLEX [15] . The cache-based architecture uses the same processor with the same configuration, except for the cache memory part.
The default value of latencies in different levels of memories for the cache-based and the SPM-based architectures can be found in Table 1 . The small values for the L2 shared scratchpad memory are used for fetching instructions/data of one or two words, as the SPMs do not have to fetch a whole cache block, like the cache. LRU is used as a cache replacement policy. Also, the write policy of data cache is chosen as Write-Back and Write-Allocate.
The framework of the extended Trimaran infrastructure for evaluation our work is demonstrated in Fig. 5 . ELCOR outputs the memory objects information for setting ILP objective function and constraints to assign memory objects hotspots in scratchpad memories, which is solved by a commercial ILP solver CPLEX [15] . The results from the ILP solver were used by ELCOR again to assist Scratchpad-Sensitive Scheduling, if enabled, and to support the simulation by the Trimaran simulator. A cache/SPM switcher is defined to switch the function of our framework between the cache-based and scratchpadbased architecture. Simulation results are also used by EPIC-Explorer to generate an energy performance report. Also, the EPIC-Explorer and Trimaran simulator were extended to support both the cache-based and the SPMbased architectures.
To comparatively evaluate our SPM-based architecture and the cache-based architecture for real-time systems, we selected eight real-time benchmarks (i.e., kernels) from the MRTC real-time benchmark suite [16] , the salient characteristics of which are given in Table 2 . These benchmarks are either with the single fixed execution time, or with the variable execution time depending on different inputs.
VI. EXPERIMENTAL RESULTS

A. Observed WCET and Energy Results
• WCET Comparison: Our performance evaluation focuses on the observed WCET in terms of the number of clock cycles, including the computation cycles, the instruction cache stall cycles and the use stall cycles. Also, we focus on the WCET on both scratchpad and cache memories. The comparison results are shown in Fig. 6 . All the WCET results of the cache- 
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based architecture are normalized to that of the SPMbased architecture. Thus, the performance of the SPM-based architecture is better than that of the cache-based architecture if the ratio is larger than 1, and vice versa. From Fig. 6 , we can observe that the SPM based architecture performs better on all benchmarks except lms and minver, compared to either the best or the median WCET of the cache based architecture among all the four different associativity settings. • Energy Consumption Comparison: Our energy consumption evaluation results consist of caches/SPMs energy consumption, the main memory energy consumption and the microprocessor energy consumption. The comparison results are shown in Fig. 7 . All the energy dissipation results of the cache-based architecture are normalized to that of the SPM-based architecture. Thus, the energy consumption of SPMbased architecture is better than the cache-based architecture if the data is larger than 1, and vice versa. From Fig. 7 , we can observe that the SPMbased architecture performs better on 75% bench-marks compared to either the best or the median energy consumption of the cache-based architecture among the four different set associativities. In summary, these experimental results show that the proposed two-level SPM-based architecture has better observed WCET and energy consumption than the cachebased architecture in most cases. However, we also observed a few cases where the cache-based architecture performed better. Usually, if a benchmark does not have significant hotspots, its performance on the SPM-based architecture may not be as good as that of the cachebased architecture. The reason is that, unlike SPMs that are statically allocated, caches can dynamically reuse the space by replacing old instructions/data. For example, the benchmarks lms and minver consist of several loops with similar sizes, which are short of significant hotspots and thus lead to inferior performance. In detail, the memory allocation method in this paper is a static-based one. Only some of these loops can be fitted into the SPMs, because we cannot load other loops into the SPMs during the runtime. Additionally, the solution to this issue is actually the dynamic based allocation method, discussed in our previous paper [7] . 
B. Sensitivity Study
To evaluate the size sensitivity of our SPM-based architecture and the cache-based architecture, three pairs of size settings in L1 and L2 memories were used in our experiments, as shown in Table 3 . The observed WCET results on different size settings are shown in Fig. 8 for the caches, and Fig. 10 for the SPMs. The energy consumption results on different size settings are shown in Fig. 9 for the caches, and Fig. 11 for the SPMs. Note that the results of the cache-based architecture are the best results among the four associativity settings. From these figures, it can be seen that both the observed WCET and energy consumption improved with the increase in mem-ory size on both the SPM-and cache-based architectures. Fig. 12 shows the difference between the observed WCET of cache-and SPM-based architectures. Also, Fig. 13 demonstrates the energy consumption difference between the cache-and SPM-based architectures. All results were normalized to the performance of the SPMbased architecture. However, because the improvement rate of these two architectures on the same benchmark with the increase of the cache/SPM size is not the same, their performance difference does not always follow the increase of the SPM/cache size. The exact performance of the SPM-based architecture is determined by whether there are outstanding hotspots in the program and the exact size of hotspots, because we used the static memory objects allocation algorithm to maintain the time predictability. Also, different benchmarks have different best SPM working sizes, which depend on the exact size of their significant hotspots. Basically, if the SPM size almost fits the size of hotspots, the benchmark has the best performance on this size of SPM. For example, the benchmark compress performs best on the size setting 2 from Figs. 12 and 13. If the size of the SPM is larger than Fig. 9 . The energy consumption comparison between the caches with different size settings (S1: size setting 1, S2: size setting 2, S3: size setting 3). Fig. 11 . The energy consumption comparison between the SPMs with different size settings (S1: size setting 1, S2: size setting 2, S3: size setting 3). SPM: scratchpad memory. Fig. 8 . The observed WCET comparison between the caches with different size settings (S1: size setting 1, S2: size setting 2, S3: size setting 3). WCET: worst-case execution time. Fig. 10 . The observed WCET comparison between the SPMs with different size settings (S1: size setting 1, S2: size setting 2, S3: size setting 3). WCET: worst-case execution time, SPM: scratchpad memory.
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the size of hotspots, some non-hotspots will be allocated to the SPM. On the other hand, if the size of the SPM is smaller than the size of hotspots, some hotspots cannot be allocated to the SPM. Therefore, both cases will limit the performance of the SPM compared to that of the cache.
C. Why Two-Level SPMs?
We also evaluated the improvement of our two-level SPM-based architecture by comparing it to the performance and energy efficiency of the one-level SPM architecture, which has larger L1 instruction and data scratchpad memories but does not have the L2 scratchpad. In this one-level SPM-based architecture, the total size of its level-one instruction and data SPMs is equal to the sum of the sizes of SPMs (i.e., L1 instruction, L1 data and L2 SPMs) in a two-level SPM architecture. More specifically, the size of the L1 SPMs were set as 128 bytes for each of the instruction and data SPM, and the L2 scratchpad size was set as 256 bytes in the two-level architecture, and the size of L1 SPMs was set as 256 bytes for the instruction and data in the one-level SPM architecture, respectively. Because the size of L1 SPMs in the onelevel architecture is enlarged, they have larger latencies than the small SPMs used in the two-level architecture. In this experiment, the latency of large L1 SPMs in the one level architecture is set as the same as the latency of the L2 scratchpad in the two-level architecture, since their size is the same. It should be noted that in high-performance microprocessors, the L1 caches are typically kept small because a larger L1 caches often result in longer L1 cache access latency, which is also another reason that http://jcse.kiise.org those processors often employ a larger L2 cache while keeping the L1 caches small.
The performance comparison results are presented in Fig. 15 , and the energy consumption comparison results are demonstrated in Fig. 16 . The data are normalized to the execution time and energy consumption of a twolevel SPM-based architecture, respectively. We can observe that both the performance and energy consumption of a two-level architecture are better than those of a one-level SPM architecture, indicating the advantage of adding an L2 SPM instead of using large L1 SPMs. We also notice that the benchmark fdct showed only slight performance improvements. The reason is that the size of hotspots in this benchmark was larger than with the L1 SPM size. Thus, they can only be allocated to the L2 scratchpad in the two-level architecture, which limits the performance improvement.
D. Results of Scratchpad Sensitive Scheduling
Our experimental results of Scratchpad Sensitive Scheduling are shown in Tables 4-6 for different cache/SPM size settings, respectively. As in our analysis in Subsection IV-A, our Scratchpad Sensitive Scheduling may improve the computation and Use Stall Cycles if there is flexibility in scheduling. Among our eight real-time benchmarks, we observed four with obvious Use Stall Cycles, which have possibility of being improved by our scheduling algorithm. From Tables 4-6, we find that 75% of these four benchmarks did show performance improvement. The maximum improvement of computation cycles is about 3.9%, and the maximum improvement of use stall cycles is about 10%.
Also, we observe larger improvements in Use Stall Cycles on the benchmarks with originally large Use Stall Cycles (e.g., the benchmarks lms and ludcmp), while there is almost no improvement on the benchmarks with originally small Use Stall Cycles (e.g., the benchmarks compress and crc). The reason is that for benchmarks with more original Use Stall Cycles, the compiler is more likely to set the Load-to-Use Distance to reduce the Use Stall Cycles. In contrast, there is less room for the compiler to reduce the Use Stall Cycles for benchmarks with originally small Use Stall Cycles. 
VII. CONCLUSIONS
In this paper, we propose a time-predictable two-level SPM-based architecture, and use an ILP-based static memory objects assignment algorithm to maintain the characteristic of time predictability. Both the performance and energy consumption of our SPM-based architecture are compared quantitatively with a cache-based architecture. Also, we studies the Scratchpad Sensitive Scheduling to further improve the performance of our proposed architecture. Our experimental results indicated that our proposed SPM-based architecture performed better than the cache-based architecture for the majority of benchmarks we assessed.
In future work, we would like to assess time-predictable dynamic SPM allocation schemes for multi-level SPMs. Also, we plan to extend the scope of the Scratchpad Sensitive Scheduling using trace-based scheduling or superblock/hyperblock scheduling while keeping timepredictability.
