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Abstract
A low pressure, radio frequency (rf), magnetized plasma generated in the WOM­
BAT apparatus has been investigated through extensive experiments and theoretical 
modelling.
The plasma studied here is characterized by low electron density (108 to 5xl09 
cm-3) and low electron temperature (1 to 5 eV), and is only weakly collisional. The 
plasma phenomena are complicated in particular by the kinetics of non-Maxwellian 
electrons in a non-uniform magnetic field. The electron energy distribution func­
tions are usually anisotropic and possess a “hot tail” in the high energy region. An 
anisotropic, bi-Maxwellian electron energy distribution is used to model this plasma. 
Both Langmuir probe and Bernstein wave interferometry techniques are extensively 
employed to diagnose the plasma experimentally.
This work is primarily concerned with hydrogen plasmas for which the particle 
dynamics are examined and an existing model [35] is adapted to describe the balance 
between particle creation and loss. The modelling results demonstrate the importance 
of the “hot tail” electrons in sustaining the hydrogen plasma which has a very low 
bulk electron temperature. An experimental comparison of hydrogen and argon 
plasmas has been conducted and the results have shown the plasmas formed in the 
two gases are very different. In addition, an analytic model has been developed to 
deal with the effect of the non-uniform magnetic field on the plasma, and many of 
the modelling results are consistent with experimental observations.
The plasma phenomena are further complicated by the existence of the electron 
cyclotron resonance regions in the system. The effects of excitation and electron 
cyclotron frequencies on the plasma are explored through detailed experiments. A 
qualitative analysis of these experimental results has provided some very useful 
information for the optimization of the excitation frequency and magnetic field profile 
(as they relate to plasma processing) in this type of plasma device.
Throughout the thesis, the cgs system of units is used.
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Chapter 1
Introduction
In this thesis, a low pressure radio frequency (rf) generated plasma is studied through 
extensive experimental observations and theoretical modelling. Efforts have been 
made to understand some of the fundamental physical processes involved in this 
particular rf discharge plasma.
This work is motivated by the increasing applications of low temperature, low 
pressure rf plasmas in the areas of plasma processing [31, 80, 87] and laboratory 
simulation studies of space plasmas [73, 95]. In the first instance, the understand­
ing and control of plasma characteristics is essential to achieve optimal processing 
of semiconductors [46, 53, 93]; in the second instance, the simulation of plasma 
and plasma-wave phenomena naturally occurring in the ionosphere requires detailed 
knowledge of the background plasma under laboratory conditions [5, 57, 104].
The plasma studied here is produced in the WOMBAT apparatus -  an acronym for 
Waves on Magnetized Beams and Turbulence -  which is a large, cylindrical plasma 
diffusion device. This weakly ionized and magnetized plasma is characterized by 
low electron density (108 to 5xl09 cm-3) and low electron temperature (1 to 5 eV). 
The mean free paths for most of the collisional processes are normally greater than 
or on the order of the system dimensions so the plasma is only weakly collisional. 
In such a plasma the electrons often possess a “hot tail” in their energy distribution 
functions. In addition, the plasma phenomena in WOMBAT are further complicated
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by the nonuniform magnetic field which exists in the source region. This thesis 
focuses upon these particular effects which have not been previously studied in this 
type of plasma device.
1.1 Brief Review of Rf Discharge Plasmas
Since the first observation by Thomson [98] more than one century ago, rf discharge 
plasmas have been extensively investigated through laboratory experiments [2, 21, 
85], theoretical modelling [40, 45] and computer simulations [60, 101].
The rf discharges are often classified with respect to the form of the electromag­
netic field that causes the breakdown and sustains the discharge. One type is the 
inductive rf discharge, which occurs when the electromagnetic field in the plasma is 
induced by a change in the magnetic flux within the plasma. A typical example is the 
rf coil-coupled discharge first observed by Babat [3]. Another type is the capacitive 
discharge, where the electrodes are inside or outside the plasma, and the electro­
magnetic field in the plasmas is dominated by the electrostatic component. An rf 
parallel-plate discharge, which is commonly used in the current generation of plasma 
etching reactors in the microelectronics industry, capacitively couples the rf power 
into the plasma [79]. In both cases mentioned above, the free-space wavelength of 
the rf fields is longer than the plasma dimensions. The third type of discharge is the 
wave-sustained discharge where the plasma is excited by the electromagnetic fields 
of either propagating waves inside the plasma body [15] or surface waves on the 
boundary of the plasma [41]. In this case, the wavelength is generally shorter than 
the plasma dimensions, the length Lpi or diameter Dpi for cylindrical plasmas such 
as in WOMBAT.
In finite laboratory systems, the coupling is in reality always a mixture of both 
inductive and capacitive. The balance between the two depends on antenna design 
and the plasma conditions. The plasma parameters depend on the external parameters 
such as the pressure p, the rf power Prj , the magnetic field B,  the rf excitation 
frequency f rj and also the wave coupling itself.
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A typical example of this is the helicon plasma source, which operates by cou­
pling externally generated electromagnetic fields into a plasma confined by an axial 
magnetic field. The helicon wave propagates in the frequency band ujci <C cu <C u;ce 
(usually lj <C u pe), where uj=2k f rj is the angular wave frequency, and ujpe, cvce and 
ujci are the angular electron plasma frequency, cyclotron frequencies of electrons and 
ions, respectively, defined by
where c is the speed of light, e, n e and rrij are the charge, density and mass of 
electrons (or ions). The dispersion is described by [13]
where A is the wavelength in cm. Previous studies in WOMBAT have shown that the 
plasma generated by the helicon source can change mode as the wavelength decreases 
with increasing density [21]. When A > Lpi, the discharge is dominated by capacitive 
coupling which is characterized by relatively low density and high plasma potential; 
when A < Lpl, the helicon wave starts to propagate and the rf energy is coupled 
into the plasma through plasma-wave interactions. In this instance, the plasma has 
relatively high density but low plasma potential: these are desirable qualities for 
plasma processing, which often requires high fluxes of low energy ions [75]. Thus, 
helicon plasma sources may play a very important role in the next generation of 
plasma processing reactors in the microelectronics industry.
The rf discharge studied in this thesis is obtained in a similar way but with a 
different antenna geometry and excitation frequency range to that studied previously 
[81]. Although the single loop antenna used here is usually considered to be mainly 
inductively coupled [3], the rf voltage drop along the antenna always provides a 
capacitive component for the discharge. At certain frequencies, different plasma 
waves may propagate in the plasma, and a resonance may occur in the region where 
tu ~ u ce, the electron cyclotron resonance (ECR). Therefore, the plasma generation
( 1. 1)
( 1.2)
1 -  u l u ce
U /U c e
(1.3)
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mechanism for the plasma studied here can be very complex. The main focus of this 
thesis is the plasma behaviour in the diffusion region rather than that in the source.
1.2 Space Plasmas
Space plasmas are typically magnetized and characterized by large dimension, low 
temperature and low density. Some very hot electrons are observed in the auroral 
region, a result of acceleration earthward by electric fields [6]. These electrons 
interacting with the magnetized ionospheric plasma can produce very rich wave 
phenomena such as VLF radiation [14] and naturally occurring three-wave decay 
[38].
In recent years many studies on beam-plasma interactions have been carried out 
through laboratory experiments [9] and computer simulations [71]. The WOMBAT 
apparatus was originally built in order to produce a reasonably uniform, large volume 
plasma without electrodes, which could be used for the studies of low temperature 
and low density plasmas and of beam-plasma interactions. It was also the predecessor 
of smaller helicon plasma sources currently used for plasma processing. The first 
research project on WOMBAT was conducted by Porteous, with emphasis on the 
equilibrium of the rf generated argon plasma [81]. His work has provided very 
useful information concerning this type of diffusion rf plasma device.
Some research on beam-plasma discharges was also carried out in WOMBAT by 
Boswell et al. [17] and the experimental results compared with computer simulations 
[72]. Their studies successfully explained some wave phenomena observed during 
the different stages of the beam-plasma discharge [19].
1.3 Thesis Outline
In Chapter 2, the WOMBAT apparatus is described, and then the plasma diagnostics 
including the Langmuir probe and the electron Bernstein wave interferometry tech-
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niques are discussed. A bi-Maxwellian model is developed for the probe analysis to 
describe the “hot tails” appearing on the electron energy distributions. Bi-Maxwellian 
models are used throughout the whole thesis in both theoretical and experimental 
analysis.
The main interest of this work is hydrogen plasmas, which are studied through 
detailed experiments and modelling. For the purpose of comparison, argon plasmas 
are also investigated experimentally.
Chapter 3 deals with the particle balance in the hydrogen plasma. The principal 
collisional processes and particle losses due to diffusion to the walls are first dis­
cussed, and then a theoretical model by Donnelly et al. [35] is adapted to calculate the 
steady state particle densities for the bi-Maxwellian, nonuniform hydrogen plasma. 
The results presented in this chapter explain how the hydrogen plasma is sustained 
by the “hot tail” electrons even when most of the electrons have their energy around 
1.5 eV.
In Chapter 4, experimental observations of both hydrogen and argon plasmas are 
presented and compared. In order to limit the number of the variable parameters, 
and to reduce the the degree of complication involved in the physical processes, the 
results reported in this chapter are taken with both the magnetic field profile and the 
rf frequency fixed. The analysis of the particle dynamics in the hydrogen plasma 
in Chapter 3 serves as a useful guide for some of the physical explanation of the 
hydrogen results presented in this chapter. The discussion of the argon results are 
mostly based on the previous work by Porteous [81].
As has been previously mentioned, the plasma behaviour in WOMBAT is further 
complicated by the nonuniform magnetic field, converging from the source to the 
diffusion region. The effect of such a magnetic field on the electron kinetics is treated 
in Chapter 4. An analytical model involving anisotropic bi-Maxwellian distributions 
is developed to describe the spatial evolution of the plasma, and the modelling results 
are compared with the experimental data.
The results given in Chapter 5 show that the plasma behaviour is sensitive not
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only to the magnetic field profiles but also to whether the excitation frequency is 
below or above the electron cyclotron frequency in the source region. In Chapter 6, 
these effects are further explored through detailed experiments where both magnetic 
field profile and excitation frequency are varied. A quantitative discussion of these 
results is given based on a simple analysis for the power coupling mechanisms.
Finally, a conclusion of this work is given in Chapter 7, together with some 
proposals for future studies.
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Chapter 2
WOMBAT Apparatus and Diagnostics
All the experiments reported in this thesis were carried out in the WOMBAT appa­
ratus, which will be initially described in Sec. 2.1. Langmuir probes and electron 
Bernstein wave interferometry were extensively used to determine the plasma density 
and electron energy distribution function. The rest of the chapter will focus upon the 
applications of these two diagnostics with emphasis on the special effects occurring 
in the WOMBAT plasma. Another diagnostic technique, the electron energy anal­
yser, was only used rarely and so will not be discussed here. A detailed description 
on this topic is given in [81].
2.1 WOMBAT Apparatus
The WOMBAT apparatus consists of two parts. The first is a large cylindrical system 
with a non-magnetic, stainless steel vacuum vessel, 100 cm inner-diameter and 240 
cm long. A glass vessel, 20 cm diameter and 50 cm long, forms the second part. It 
is mounted at one end with an rf antenna around it. These two parts distinguish two 
different plasma regions, referred to as the diffusion and source regions. A 15 cm 
diameter vacuum port is mounted on a removable lid at the other (non-source) end.
Fig. 2.1a gives a side elevation view of the WOMBAT apparatus, adapted from 
[81]. The axial position is defined by the z coordinate which has its origin 70 cm
7
Vacuum Main Magnetic 
Field Coils
Source Magnetic 
Field Coils
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50
Axial Position z (cm)
Figure 2.1: (a) Side elevation view of WOMBAT and (b) Magnetic field profiles for 
different source currents
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from the vacuum port. Several diagnostic ports are radially mounted on the main 
chamber with four at 2=0 and four at 2=100 cm. Each of the two sets has two ports 
horizontally aligned and the other two vertical. A metal plate is located at 2=0 where 
the plasma is terminated (see A in Fig. 2.1a). A rotating probe, with a horizontal arm 
30 cm long and rotation angle between +45° (south) to —45° (north), through the 
top port at 2=100 cm (see B in Fig. 2.1a). Inside the chamber, an axially movable 
trolley is used to carry probes to detect the axial variation of plasma parameters (see 
C in Fig. 2.1a). Two radially movable probes are mounted through the horizontal 
ports at 2=100 cm. All the measurements of wave interferometry and most probe 
results have been taken at this axial position.
2.1.1 Magnetic Field
The magnetic fields in WOMBAT are produced by a set of magnetic coils wound 
on a cylindrical aluminium former with 88 cm inner diameter, positioned coaxially 
within the main chamber. A second set of Helmholtz coils is positioned coaxially 
outside the glass vessel in the source region.
The axial magnetic component measured by a Hall probe is shown in Fig. 2.1b 
The field in the main chamber remains uniform to ± 1% in the radial direction out 
to a radius of 30 cm and constant to 0.5% along the axis (0 < 2 < 100 cm). This 
field value in this uniform region is represented by B0. The source magnetic field 
(150 < 2 < 200 cm) and the field in the region between the main chamber and the 
source (100 < 2 < 150 cm) are far from uniform both axially and radially. Because 
of the nonuniformity, we cannot use a constant value to represent the field in the 
source region and instead the current in the source coil Is is used to represent the 
different profiles, as shown in Fig. 2.1b. With B0 fixed at 36 G, or the current in the 
main coil / 0=10.4 A, the field lines are roughly converging from the source to the 
chamber at Is < 3.5 A and become diverging at Is > 3.5 A. The uncertainty in the 
B0 measurement is around 2% while that in the source field measurement is about 
5%. The standard magnetic field for the experiments is B0=36 G and Is= 2 A.
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The inhomogeneity of the source magnetic field and its effects on the plasma 
were not considered in previous studies in WOMBAT when the source was run at 
7 MHz [21]. Since the excitation frequency, f rj ,  was much less than the electron 
cyclotron frequency at the position where the antenna was situated, f ces, cyclotron 
resonance had no effect on the plasma behaviour. However, in this work these effects 
must be taken into account because of some “unusual” phenomena observed when 
f rj  is varied across f ces (see Chapter 5 and 6). The converging magnetic field under 
the standard conditions also introduces an additional complication to the physics 
involving magnetic mirror effects, which is dealt with in Chapter 5.
2.1.2 Pumping and Gas Filling Systems
From atmospheric pressure, the initial pump down of the chamber is by a rotary 
pump, and it takes about one hour to reach the fore-pressure of the diffusion pump, 
0.5 Torr. The high vacuum is obtained using a Varian VHS-6 diffusion pump. The 
maximum speed of the pump is 2400 1 s-1 (air) with an operating range between 
1 x 10-3 to 5 x 10~9 Torr. The pump is connected to the vacuum port by an L-shaped 
vacuum line. A cold trap is mounted above the pump to stop the vacuum oil reaching 
the vacuum chamber. The base pressure (typically around 3 x 10-6 to 5 x 10“6 Torr) 
can normally be obtained after two days pumping. The pressures are monitored by 
a Baratron gauge with the operating range from 0.1 mTorr to 1 Torr. In the range of 
0.5 to 1 mTorr, the random error in reading can be as high as 10% caused by zero 
shifting. The shift is sensitive to the temperature and noise signal of the system and 
the maximum shift is 0.05 mTorr during a normal 5 hour experimental period.
Hydrogen is the main gas used for most of the experiments although argon has 
also been used for the purpose of comparison. The input flow rate is controlled by a 
mass flow controller and read by a readout/control box. The reading is set for H2 in 
the unit of “seem”, where “seem” stands for standard cubic centimeters/minute, and 
the calibrated reading is used for argon. At room temperature and 1 mTorr pressure, 
the input flow rate of H2 measured by the controller is 47.0 ± 0.2 seem.
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The particle removal rate by pumping is dependent on the pressure of the system, 
the cross-section Sc and Clausing factor K  of the pumping line [77]. The particle 
loss process due to pumping may affect the dynamics of neutral particles when it 
is competing with other loss mechanisms such as dissociation, ionization and wall 
absorption. The pumping loss rate can be estimated by
where Vs is the chamber volume and kB is Boltzmann constant; n, (v), M  and T  are 
the density, the average velocity, the mass and the temperature of neutral particles 
respectively. When these symbols have subscripts “0” and “a”, they represent H2 
molecules and H atoms respectively. Applying the method used by Porteous [81], 
the total Clausing factor is obtained
K  = 8.5 xlO "2.
Assuming To=300 K, we have
(v0) = 1.6 x 105 cm s“1.
For WOMBAT, Sc=176.7 cm2 and VS=\A5  xlO6 cm3. Applying all these values to 
Eqn. 2.1, the loss rate of H2 due to pumping is obtained
dn
dt pump
( 2. 1)
=  0.42no cm 3 s 1 ( 2.2)
pump
At p=l mTorr, H2 molecules have
V
kBTc
3.4 x lO 13 cm '3, (2.3)
so their pumping flow rate is
dnp  t /
dt Vspump
pump n0
5.9 x 105 cm3 s-1
46.7 seem
which is very close to the input flow rate.
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2.1.3 Plasma Source
The plasma is created by applying rf power to the antenna around the the glass 
vessel. The signal from a Wavetek rf generator is fed into a Kalmus broad-band rf 
amplifier (10 -  200 MHz), producing maximum output power of 100 W. The standard 
frequency and power are chosen at 72 MHz and 40 W respectively.
The rf power is measured by various rf power meters for different frequency 
ranges. The readings on all those power meters have been calibrated against a high- 
accuracy Bird 4391 rf power analyser, whose systematic uncertainty is less than 5%. 
The total uncertainty on power measurements is around 10 %.
To minimize the change in external parameters while the rf frequency is varied 
from 20 MHz to 90 MHz, a single-loop ring antenna has been used for all experiments 
over the whole frequency range even though it has been demonstrated that a helicon 
antenna works better at low rf frequencies [21]. The advantage of the single-loop 
antenna lies in its low inductance which makes it possible to tune frequencies as 
high as 90 MHz.
Two types of tuning circuit have been used for different frequencies. Fig. 2.2a 
and Fig. 2.2b show the tuning circuits for f r j  < 4 0  MHz and for / r/ > 40 MHz 
respectively. The first one is the standard tv rf tuning circuit which is commonly
/ V T vT l
C2 4 ^  Cl
RF
(b)
Figure 2.2: RF tuning circuits with 10 < C\ < 50 pF, 50 < C2 ^ 500 pF and 
50 < C3 < 1000 pF. (a) tv tuning circuit for f r f  < 40 MHz and (b) for f r i  > 4 0  MHz 
with the antenna and the capacitors in parallel.
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used for low frequency rf. In this work, the second one has been found necessary 
for tuning high frequencies. To examine the effect due to the circuit change at 40 
MHz some measurements on plasma properties have been taken with each circuit 
respectively over a narrow frequency range around 40 MHz. Tuning is frequently 
adjusted during all the experiments to keep the standing wave ratio (SWR) always 
less than 1.1.
2.2 Langmuir Probe Theory
The electron energy distribution in WOMBAT is usually non-Maxwellian with a “hot 
tail”. Langmuir probe characteristics can be very complex in this non-Maxwellian 
plasma in the presence of magnetic and rf fields. These effects will be addressed in 
particular in this section.
2.2.1 Fundamental Theory
Experimentally, it has been found that at low pressures the electron energy distribution 
of the WOMBAT plasma usually has a “hot tail” [16]. As shown later, such a 
distribution is very close to a bi-Maxwellian which has most electrons at Te, referred 
to as the bulk or lower temperature, and a small population at Teu (tail or upper 
temperature), described by
f ( v )  = ( l - a )
m e
2-jrkRTP
exp
m ev
2&RT„
+ a
27rkBTe
exp
m ev
2kBTeu
(2.4)
where v is the velocity of electrons and a is the relative population of the upper 
temperature component. The average energy of electrons over this distribution is
-  a)kBTe +  akBTeu). (2.5)
We define an effective temperature
Tefj — (1 — a)Te -f- aTeu (2.6)
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and a mean energy
{£) =  \ k BTeSS
which allows the use of Tejj as a useful parameter to represent the average energy 
of electrons.
Classical Langmuir probe theory discussed in this section is based on the follow­
ing assumptions [63, 94]: the plasma consists of
(1) bi-Maxwellian electrons;
(2) Single positive ion species and no negative ions;
(3) Collisionless thin sheath satisfying A e , A,  Dp >  A # ;
(4) Very weak magnetic field with rLe, rLi D p, \ D and no rf field.
Here Dp and AD are the characteristic dimension of the probe and the Debye length, 
while \ j  and r i j  are the mean free path and Larmor radius of the jth species of 
charged particles (eg. a subscript of “i” denotes ions; “e” denotes electrons). The 
Debye length and Larmor radius are defined by
where rrij and Tj are the mass and the temperature of charged particles, and B  is the 
static magnetic field. Of these assumptions, (1) is valid for the plasma in WOMBAT 
under most of the experimental conditions. Validity of (2) and (3) and (4) will be 
discussed later.
Electron Current
The electron flux to a probe is given by
where U|| is the velocity component perpendicular to the probe surface and dv  rep­
resents the elementary volume in velocity space and the integral is evaluated over
(2.7)
and
( 2.8)
(2.9)
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all permitted values of velocity. It should be noted that n e and f ( v )  are the values 
of the electron density and energy distribution in the unperturbed plasma far away 
from the sheath region formed around the probe.
All the probe results presented in this thesis were taken by a circular planar (disk) 
probe of diameter Dp- 1.5 cm situated with its surface perpendicular to B .  It is well 
known that the presence of B  can cause anisotropic electron energy distributions, 
so we should examine this effect on the electron flux to the probe. We first use an 
anisotropic Maxwellian with a form:
/ ( « II. « 1 )
1 y  1 exD (  m ' v l
2” kB )  ^jTenTel V 2hßTc 11 2kBTexJ
(2 . 10)
where Uy, Te]l and ux, Tel are the components of the electron velocity and temperature 
parallel and perpendicular to B  respectively. When the probe is biased with a voltage 
V < Vp, where Vp is the plasma potential, it can collect only the electrons with their 
parallel energy greater than the retarding potential energy of the sheath field, i.e. 
m euJ/2 > e{Vp — V). Substituting / ( u jhux) into Eqn. 2.9, and integrating over 
[uh > (2eVp/m e)1/'2, v± > 0] for V < Vp or [uy > 0, vL > 0] for V > Vp> we arrive at
r e||
7T m e J
8kBTe 1 \  
7rme J
. k ß  1  e II
V < vp
v>vp
( 2 . 11)
In this case, the electron flux is only dependent on the parallel temperature, which 
means the probe situated in this way only measures the parallel energy distributions. 
For anisotropic bi-Maxwellian distributions, formed by a sum of the two anisotropic 
Maxwellian distributions, the above conclusion is also applicable. Therefore, we 
can use the one dimensional form given in Eqn. 2.4 to represent the distribution 
in parallel direction but with the subscript “ ||” omitted in the following discussion. 
Similarly, we can obtain the electron flux for bi-Maxwellian distributions for V  < V P
r  ne)(^  \ ( 8kBTe\ 2
r ' =  T  (1 - a ) ( ^ 7 j  exp
< V - V P)
kBTe +  u 7rmf
exp e(V-VP)'
and for V > Vn
r -  üi 
e 4
( i - a ) ( 8feT<
7T m ( ) +ü(
SivX
jrrn.
n
(2. 12)
(2.13)
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The total electron current can then be derived from electron flux,
/ e =  eApFe
where Ap=ttDp2/A is the collecting area of the probe. Substituting Eqns. 2.12 and 
2.13 into above equation, we have
h
l e o
7?
(1 -  a) exp (r/) +  a^/gexp ( | ) ]  
(1 -  a)+a^/q\
k~TP
€ T l e A p
V Z7rme
< V - V p )
kBTe
Ten
Te
T) < 0
rj > 0
(2.14)
(2.15)
(2.16) 
(2.17)
where Ie0 is termed the electron saturation current.
The electron currents, calculated from Eqn. 2.14 as a function of rj, are plotted
in Fig. 2.3 for different values of a. The figure clearly shows that Ie increases with
c(V — V )a over the whole range of rj = v > T p /, and at rj < —10 the electron current
K B-Le
for a=0.04 differs significantly from that with no hot electrons (a=0). In principle,
a =1.00
Figure 2.3: The calculated Ie curves for the bi-Maxwellian distributions 
with Teu=lOTe and a=0 to 1.
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Eqn. 2.14 can be use to determine distributions when Ie is given by experiment, and 
Eqn. 2.15 can be used for electron density measurements. Under real experimental 
conditions, however, precautions must be taken because the collected electron current 
may be seriously affected by the presence of magnetic or rf fields. Generally, it is 
difficult to determine accurately the plasma density from I e0.
Ion Saturation Current
The ion current to a probe is determined by the velocity of the ions entering the 
sheath formed around the probe. This velocity is often called the Bohm velocity, vB. 
For a bi-Maxwellian plasma, it is given by [18]
V B
t b
1 — a ( l — 1 )
(2.18)
(2.19)
Under the assumptions of (1) to (4) shown in Sec. 2.2.1, the ion saturation current 
is given by classical Langmuir probe theory [26]
ho -  -eriiApvB
1/2
=  2 eniAp m,
kBTe
1 - a ( l  -  h
(2.20)
(2 .21)
where is the ion density. Eqn. 2.21 is commonly used to determine the plasma 
density n provided n e=nt=n.
In a low pressure plasma, the sheath thickness is often comparable to the probe 
dimension and varies with the bias voltage on the probe [1]. For cylindrical probes, 
Laframboise [61] studied the effect of finite sheath thickness and showed the ion 
current has a nonlinear dependence on the ratio between of the probe radius and 
Debye length. A planar probe is a better choice in terms of simplicity, which is one 
of the reasons for using the planar probe in this work. When the diameter of the 
disk probe is much greater than the Debye length, the plane sheath is well defined 
and edge effect can be neglected. In this instance, classical Langmuir probe theory
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is still valid for ion collection and thus Eqn. 2.21 can be used to calculate when 
/,o is obtained from experiments.
One useful quantity, floating potential Vj, can be defined by setting Ie=Ii0, which 
means at V=Vj the probe draws zero net current. From Eqn. 2.14 and 2.21, we can 
obtain
j ( l  — a) exp ~ VT)kRTP + ay/qtx p
<Vf -  Vp)
qkBTe
=  1 ( 2.22)
By solving this equation, (VJ, — Vf) can be calculated as a function of a, Te and Teu.
2.2.2 Effects of Magnetic Field
When an external magnetic field B  is applied, the most noticeable effect is the 
reduction of the electron saturation current, resulting in the apparent decrease of VJ,. 
This is presumably because the electron current, normally provided by the electrons 
diffusing isotropically into the probe sheath, is now decreased by the presence of 
B,  which makes the electrons diffuse at a reduced rate into the cylindrical “flux” 
tube defined by the lines of force intercepted by the probe and the ends of the 
machine. This phenomenon is often called “electron depletion”. There have been 
many published papers on this topic [10, 11, 12, 86] but each theory has its limitation 
in experimental applications for different plasma conditions [28].
Based on Bohm’s theory, Sugawara [92] developed a model for planar probes 
to calculate the electron current as a function of rj for different values of the field 
strength, B. He studied two cases: one with the probe surface perpendicular to B,  
collecting 7e(|, the current component parallel to B,  and one with the probe surface 
parallel to B,  collecting Iel, the perpendicular current component. His results clearly 
show that (a) for same value of B the decrease of Iel is greater than that of Iell and 
(b) the electron current decreases with increasing B  [92]. Since arranging the probe 
with its surface perpendicular to B  is one way to reduce electron depletion, the 
disk probe in WOMBAT has always been situated in this way (see Fig. 2.5a). The 
following discussion relates to this situation.
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The decrease of Vp can be evaluated by [92]
AVP
K
kR TP
1 +
16 Am \  
3 tv Dp)
16 Am 1/2\  1 
3 7TDp* )
(2.23)
(2.24)
where vm and Am are the collision frequency and mean free path for momentum 
transfer process between electrons and neutrals, which are discussed in detail in 
Chapter 3. Although this equation was originally derived for a Maxwellian plasma, 
it can be extended to a bi-Maxwellian case by using Tefj instead of Te.
Under standard experimental conditions in WOMBAT with B=B0=36 G, p= 1 
mTorr, we have (see Chapter 3)
um ~  1.3 MHz, Am ~  78.2 cm and coce =  6.28 x 108 rad/s. 
Putting the above values and Dp=1.5 cm into Eqn. 2.23, we finally obtain
AVP =  1.1 kBTeff
This result shows that the apparent plasma potential is lowered by approximately 
kBTejj/e  for plasma conditions not too far away from standard conditions.
2.2.3 Effects of Rf Field
In an rf discharge plasma, the oscillation in the plasma potential can cause distortion 
in the time-averaged I-V characteristics [50]. In the following discussion, a sinusoidal 
rf potential is assumed to be superimposed on the steady-state plasma Vp. Although 
the assumption does not quite apply over the whole volume of the WOMBAT plasma, 
the analysis can be easily extended to the other waveforms such as half-wave rectified 
and partial sine waves. Furthermore, it is assumed that ujpi <C co <C u pe which is 
the case for the conditions studied in this thesis. This implies that the ions are too 
slow to respond to the rf field and the electrons are mobile enough to follow the 
oscillating potential, hence only the electron current will be affected.
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We assume the plasma potential varies as
Vp(t) = Vp + Vrj cos ujt (2.25)
where Vrj  is the amplitude of the rf potential. Replacing Vp by Vp(t) in Eqn. 2.14, 
the time-varying electron current can be derived [51]:
m  =
|  I  g o  j ( l  — a) exp [rj(t)\ +  a y ^ e x p  } , T ] ( t )  <0
(2.26)
( e^o: *?W > o
n i t )  = f] —  T }rf COS LOt (2.27)
V r f  =
Vrj
kBTe
(2.28)
The time-averaged electron current is defined as
uj r 2tt/w
{Ie)
It must be noted that the phase point at which Ie becomes saturated depends on 
ij/rirj; the integral in above equation should be carried out in three regions of tj\ (a) 
t] < — rfrf, (b) -ijrf < t] < and (c) rj > . The time-averaged electron current thus
obtained is
Ue> =
/ eo[(l-a)exp(7/)J0(^/ ) +  a ^ e x p ( 2 ) z 0(^ -)]  ,
< /eo[(l-a)exp(7/)Q(7y,r^/ ) +  exp(^) Q ( | ,  ^ ) ]  ,
■feo 5
V^-Vrf
-rfrf<il<r}rf (2.29)
where 10 is the modified Bessel function of first kind and of zero order and the 
function Q is defined by
1 f ao
= — exp(7/ cos a)da
7T Jo
( V \a s = arccos —
W f J
The above formulas have been numerically calculated and the results are plotted 
in Fig. 2.4 where (Ie) is normalized by /,. Comparing the solid lines for t^ /=2 and 
5 with the dashed line for fy/=0 in the graph, the shift with constant shape of the 
negative portion of the curves is apparent for t] < —ryj and a knee point is formed at 
“A” with r/= T f r j. Note that for tj > — i j r f ,  the averaging leads to a flattening of the
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e(V - Vp)/KBTe
Figure 2.4: The calculated Ie curves for 7^=0 (dashed line), 2 and 5 (two 
solid lines) and the bi-M axwellian distribution with a=10%  and q=5.
curve and that the curves reach the saturation only at point “B” with rj=rfrf. Because 
of its appearance, it is very easy to misinterpret the knee at point “A” as Vv or as 
a directed electron beam [50]. Fig. 2.4 shows that when 7>/ < 2, knee “A” is much 
less predominant than when % = 5 . Therefore, we can conclude that the rf effect is 
negligible when t^ j < 2  (Vr/  <  2kBTe/e) can be satisfied.
In practice, there are many ways to avoid the rf effect on the probe I-V charac­
teristics. Among these, the compensation method developed by Benjamin et al. [22] 
has been tried in WOMBAT. This method is based on the principle of cancelling out 
the rf signal on the probe by applying a reference signal with the same amplitude as, 
and 7r difference in phase to, Vrf( t)  in the plasma. It was found that Vrj  measured 
in this way is generally less than 2kBTe/e  over the whole plasm a volume in the 
main chamber but greater in the source region. Therefore, we can finally state that 
in WOMBAT, except where it is very close to the rf  antenna, the distortion of the 
probe I-V characteristics due to rf modulation can be neglected for the bias voltage 
at least 2kBTe/e  lower than the plasm a potential. Simple Langm uir probe theory can 
be applied to interpret the probe I-V curves in this region.
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Figure 2.5: The probe constructions: (a) the plane probe and (b) cylin­
drical probe.
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2.3 Probes and Data Acquisition System
All the probe results reported in this thesis were taken by the disk probe. Fig. 2.5a 
shows the construction of the disk probe tip, which consists of a stainless-steel disk 
15 mm in diameter and a supporting ceramic tubing with a conducting wire enclosed 
inside. To provide a well-defined collecting area, one side of the disk is covered with 
a thin coating of ceramic. A special adaptor is used to connect this tip to standard 
probe supporting tubes made of 6 mm stainless-steel tubing. The planar probe with 
its surface perpendicular to the magnetic field is usually mounted on the radially 
movable arm through the north port at 2 = 100 cm (see Fig. 2.1). Alternatively, this 
plane probe can be mounted on the axially movable trolley to measure the axial 
variation of the plasma parameters from z - 86 cm (in the main chamber) to z=180 
cm (inside the source).
Two cylindrical probes are used as transmitting and receiving antennas for Bern­
stein wave experiments. The probe tips are formed by 0.7 mm bare copper wire, 
L-shaped and 25 mm long as shown in Fig. 2.5b. They are connected to a conducting 
wires enclosed in a coaxial cable, supported again with standard 6-mm tubing. The 
two probes are usually arranged with tips parallel to B  and mounted respectively on 
the north and south radial supporting arms.
The probe data acquisition system is shown in Fig. 2.6. To provide the bias 
voltage for probes, a Wavetek function generator and a sweeping amplifier are used 
to produce a triangular-shaped sweep voltages up to ± 100 V. The probe current is 
detected by measuring the voltage across the sensing resistor. A digital oscilloscope 
with two channels is used to store the signal of the bias voltage, V&, and the sensor 
voltage, Vs, simultaneously. A voltage divider of 1:10 is used for the bias voltage 
signal and an isolation amplifier is used for the sensor voltage before they are fed 
into the oscilloscope. Using RS-232 communication and a house-written software 
package on an IBM XT personal computer, the data on both channels are transferred 
to the computer and stored on a floppy disk. Here, the main source of potential error 
occurs in the actual probe voltage V, caused by the voltage drop across the 10 O
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Figure 2.6: The probe data acquisition system
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Figure 2.7: The experimental probe curve taken from hydrogen under 
the standard conditions
sensor resistor. For probe currents less than 10 mA, the error in V  is less than 0.1 
V. However, this system error is eliminated by setting V=VS + Vj, when the data are 
analysed.
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2.4 Probe Data Analysis
A typical experimental I-V characteristic of the planar probe in the hydrogen plasma 
is shown in Fig. 2.7. The dashed line in the figure is a straight-line fit extrapolation 
for the ion current. Several points should be noted before analysing such a curve: 
(a) the curve has a knee at point “A” just above the floating potential and this point 
distinguishes two-slope regions, (b) 7e/ / t, given by the value of Ie at the plasma 
potential of around 5 V and that of 7, at -40 V, is around 6 which is about 7 times 
smaller than the theoretical value estimated by ~ 43 and (c) the curve slope
falls off from exponential growth before the apparent saturation point “B”. Among 
these, it is believed that (a) possibly reflects a non-Maxwellian distribution with a 
“hot tail”, (b) and (c) are likely due to the magnetic field or rf effect as discussed in 
Sec. 2.2.2 and 2.2.3. To analyse such probe curves, a computer program has been 
written using a bi-Maxwellian model. For the given probe current-voltage curves, 
type of gas, geometry of the probe, the program will calculate the electron energy 
distribution function, plasma potential and plasma density.
2.4.1 Measurements of Electron Energy Distribution and Plasma 
Potential
To obtain net electron current, straight-line extrapolation is employed to subtract the 
ion current (see Fig. 2.7). After the net electron current is obtained, the probe data 
is analysed by the following procedures:
(1) Normalize 7e by 7^ ;
(2) Find the floating potential Vj and then add an adjustable A V  to give 
the initial Vup, the upper limit of V  above which the data is treated as 
unreliable;
(3) Give the initial values of (Te, Teu, a, Vp) and calculate the theoretical
curve of 7e/7, vs. V  from Eqn. 2.14 and 2.21;
(4) Use a minimizing technique to fit the experimental curves with theo­
retical ones and obtain a new set of (Te, Teu, a, Vp);
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(5) Give a tolerance in fitting error, each time automatically add step A V  
to Vup and repeat procedure (4) to obtain more sets of (Te, Teu, a, Vp) 
until the tolerance is exceeded;
(6) Plot all the curves for each set of fitting parameters and choose the set 
of (Te, Teu, a, Vp) from the best fit as the the final result.
There is another program developed only for Maxwellian plasmas which has been 
used occasionally to check the results given by the bi-Maxwellian program. Using 
the single Maxwellian program, Te and Teu can also be obtained by a two-slope fitting 
technique. In this way, the obtained value of Te is often higher than that obtained 
using the bi-Maxwellian analysis, but for Teu the opposite applies. This difference 
should be expected since the two-slope fitting ignores the role of a and simply treats 
a smoothly slope-changing curve as a curve joined suddenly from two exponential 
slopes. The single Maxwellian program gives Vp by calculating the maximum of the 
first derivative of the experimental I-V curves [52]. The plasma potential obtained 
by this method is expected to be lower than the true value at least by kBTe/e  because 
of the magnetic field effect (see Sec. 2.2.2). The difference in Vp analysed by the 
two programs is normally within kBTefj/e .  By considering all the error sources, the 
uncertainties in the measurements of Vp, Te, Teu and a are
A Up < 2 ^kBTejf 
e
A Te < 0.3 eV
a  re„ < 1.5 eV
A a 
a
< 15%.
In Fig. 2.8 two measured curves of the probe electron current (circle o), (a) for 
hydrogen at a pressure of 1.0 mTorr and (b) for argon at p ~ 0.5 mTorr, are plotted 
in semi-log scale with theoretical fitting by the bi-Maxwellian model (solid line) and 
the Maxwellian models (dashed lines) respectively. All other experimental conditions 
are at the standard values as defined in Sec. 2.1. In Fig. 2.8a, the bi-Maxwellian 
fitting gives the parameters of a=6.5%, Te=1.9 ± 0.2 eV, Teu= 9.0 ± 0.7 eV and 
VP=6A ±1 . 5  V while the Maxwellian fitting gives Te=23 to 3.0 eV; in Fig. 2.8b the
26
(a)
Hydrogen
O Measured
;9.0eV
V (V )
(b)
O Measured
------: a =4.0%,
T e=4.0eV, 
T =11.3eV
6.0eV'
Figure 2.8: The probe characteristics fitted respectively with bi-
Maxwellian (solid lines) and Maxwellian (dashed lines) distributions: (a) 
for hydrogen at p= 1 mTorr and (b) for argon at p=0.5 mTorr.
bi-Maxwellian fitting gives the parameters of a=4.0%, Te=4.0 ± 0.5 eV, Teu= ll3  ± 
1.2 eV and Vp=26.5 ± 3.0 V while the Maxwellian fitting gives Te= 5.2 to 6.0 eV. 
Both graphs show that the shape of electron current at high negative bias voltage 
has been dramatically changed because of the existence of the hot component in the 
distributions.
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Fig. 2.8 clearly shows that the measured probe current cannot be modelled by 
a single Maxwellian distribution, particularly in the region with high negative bias 
voltages, which corresponds to the “hot electron tail”. Furthermore, if a Maxwellian 
distribution is assumed, the temperature derived from such a probe curve is always 
higher than the true bulk temperature due to “hot tail” effects unless the electron 
current very close the saturation region is used to derive Te. However, as has been 
previously discussed, the electron current in that region is strongly affected by the 
electron depletion and the rf modulation of the plasma potential so that it cannot give 
reliable results. This has been a common problem for temperature determination 
using a normal Maxwellian approach.
2.4.2 Density Measurement
As has been discussed in Sec. 2.2, in practice the plasma density is derived from 
the experimental ion saturation current. In principle, the density for each species is 
still derivable from the probe characteristics if the fraction of each species is known. 
However, applications to such complicated systems will not be considered in this 
thesis.
Using classical Langmuir probe theory for a planar probe, is calculated from 
the ion saturation current Iio when TB (see Eqn 2.19) has been determined from 
experiments. Using Eqn. 2.21, nt- is given by
This is based on the assumption of single positive ion species. As will be demon­
strated in Chapter 3, such an assumption is valid for the hydrogen plasma under 
standard conditions where the pressure is low. For p < 5 mTorr, HJ is the domi­
nant positive ion species, but for p > 5 mTorr, the populations of H+ and HJ ions 
will become comparable to that of HJ. From the above equation, we can see that 
ni 00 y/ini, so using HJ as the only ion species should cover most of combinations 
of the three ion species since its mass is the same as the average value of the three 
masses. The uncertainty in the density measurement under this assumption will be
nt = (2.30)
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less than 12% if the population of any of H+ and Hj is not over 50% of the total 
ion population.
It should be noted that the variation of 7l0 with (V — Vp) causes uncertainty in the 
absolute measurement of n*. To reduce the relative error in density measurements 
for different experimental conditions, the value of 7l0 is always taken at (Vp — V")=60 
V. Bernstein wave interferometry is another way to measure the plasma density. The 
density measured by probes under standard conditions is calibrated by the Bernstein 
measurement. The values of the density for other conditions are then obtained from 
the relative measurements. In general, the relative density measurement by the probe 
can be as accurate as 5%, while the total error in the absolute measurement is around 
30%.
2.5 Bernstein Wave Dispersion
The electron Bernstein waves are those electrostatic electron cyclotron waves which 
propagate perpendicular to the magnetic field B .  In plasmas where an anisotropy in 
the electron distribution is introduced by the presence of B , the electron temperature 
will have two components, one parallel (Te) and the other one perpendicular (Tel) 
to B .  The perpendicularly propagating Bernstein waves are good candidates for 
the measurements of Te± and plasma density since their dispersion relations strongly 
depend on Tel and ne [29, 64].
2.5.1 Dispersion in an Isotropic Maxwellian Plasma
For a hot plasma with an isotropic Maxwellian distribution, the dispersion function 
for Bernstein waves is [8]
e(w, k±) =
lJ =
ür
1 -)---- —
6?
kl kBTe
“ ce m e 
UJ
1 -
sin(cj7r) J dx exp [-6j(cos X + 1)] cos(u>x)
u pe =
(2.31)
(2.32)
(2.33)
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where k is the wavenumber, e is the dielectric constant of the plasma and x  
is the  integral variable.
By setting e=0 in Eqn. 2.31 and numerically solving the equation, we can obtain 
the dispersion relations for the Bernstein waves. The multiple solutions for five 
branches of u;/cjce and several values of A=ujpe are plotted in Fig. 2.9. This figure 
clearly shows that the dispersion curves are very sensitive to bL for bL < 1.5 as well
bx
Figure 2.9: The Bernstein dispersion curves for <x=0 to 6 and A=uj2pe=\ 
to °°.
as to A except for A > 5 in the first branch. Such properties can be used to determine 
the plasma density and the electron temperature. To use Bernstein waves as a useful 
diagnostic for the WOMBAT plasma, the wave dispersion with a non-Maxwellian 
must be examined.
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2.5.2 Dispersion in a non-Maxwellian Plasma
We first consider the case of an anisotropic Maxwellian plasma. For the anisotropic 
Maxwellian given in Eqn. 2.10, it is well known that the dispersion relations of the 
Bernstein waves are not affected by the parallel electron temperature Te,t provided 
they propagate purely perpendicular to B  (fc,,=0) [43]. It is very easy to demon­
strate this mathematically by applying Eqn. 2.10 to the integral form of the general 
dispersion function for electrostatic waves [96]:
•2 + ~
r„M =2x /J — OO v, dv. UUJce I l 7 2v± dvx 113u||)
Ar||U|| — nu;c 
k,v.
(2.34)
(2.35)
where Jn is the nth order Bessel function of first kind. The final form of the disper­
sion for anisotropic Maxwellian distributions is identical to Eqn. 2.31 for isotropic 
Maxwellian distributions except Te should be replaced by Tex. This is why the 
Bernstein wave dispersion can be used to determine Te± in an anisotropic plasmas.
As has already been shown that the parallel distribution does not affect the Bern­
stein dispersion relations, we can now consider the case with a non-Maxwellian distri­
bution in the perpendicular direction, a general form of the distribution in the parallel 
direction. Porteous [81] examined this case and showed that the Bernstein dispersion 
is only sensitive to the averaged electron energy in the perpendicular direction even 
for significantly non-Maxwellian distributions including “hot tail” distributions. As 
a bi-Maxwellian distribution given by Eqn 2.4 with a «  1 is a specific type of “hot 
tail” distribution, his result should also be applicable to such a distribution.
Overall, we can conclude that from the Bernstein dispersion the average electron 
energy in the perpendicular direction, represented by a effective temperature Tef f }±, can 
be measured regardless of whether the electron energy distribution is anisotropic or 
non-Maxwellian. For the bi-Maxwellian case, this temperature can be approximated 
by the perpendicular component of the bulk electron temperature Te±, provided the 
hot population is small, a <  0.1.
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2.6 Bernstein Wave Interferometry
2.6.1 The Interferometer
The experimental arrangement for Bernstein interferometry is shown in Fig. 2.10. 
The Bernstein waves are launched by applying rf power to the previously described
TransmitterCentre
Plasma
Probe
Driver
0-500MHz
Oscillator
50 dB Linear 
Amplifier
Probe Position 
Control
Spectrum
Analyser
Chart Recorder
Figure 2.10: The experimental arrangement for the Bernstein interferom­
etry measurement.
L-shaped antenna. The rf signal, generated by a Wavetek and amplified by a broad­
band (0 -  500 MHz) amplifier, is directly fed the antenna via 50 coaxial cables. 
The input power is of the order of 0 dBm or 1 mW. The wave signal is picked up 
by another antenna which is identical to the transmitting antenna, as shown in Fig. 
2. 10.
Normally interferometry in a plasma requires an external reference signal. How­
ever, in this case, a separate reference signal becomes unnecessary since the received 
signal consists of two parts both originating from the roots of the dispersion relation. 
One term is the usual Bernstein wave contribution and the other is a capacitive signal
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with a very long wavelength, i.e. k L ~  0 [47].
The received signal consisting of the sum of the two waves is fed a spectrum 
analyser, which acts as a narrow band filter. The interferograms are plotted by a X- 
Y recorder with the output from the spectrum analyser on the Y-axis and the radial 
position r on the X-axis.
2.6.2 Derivation of Temperature and Density
A set of interferograms from WOMBAT are shown Fig. 2.11 where (a) and (b) are 
for argon and hydrogen plasmas respectively. It clearly shows that the wavelength 
in the hydrogen plasma changes gradually with r even within r < 7 cm and this 
reflects the radial variation of the plasma parameters. However, in argon (Fig. 2.11a) 
the wavelength does not change much for r~10 cm and this reflects the radial
f=195MHz
Radius r (cm)Radius r (cm)
Figure 2.11: The Bernstein wave interferograms taken from (a) argon and 
(b) hydrogen with the transmitting antenna located at r=0 for f ce= 100 
MHz, 130 < /  < 195 MHz.
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uniformity of the argon plasma. Such results are consistent with that given by probe 
measurements.
As u ceis known, the dispersion relation can be obtained from the interferograms 
by measuring the wavelength A for each üf. The dispersion relation of ts vs. ±
can be then plotted. The electron temperature and density are determined by fitting the 
theoretical dispersion curves to the experimental ones with the two fitting parameters
Teland A=UJl'- For ^  Siven k> ^ e  Bernstein wave dispersion has multiple solutions 
for Ü7 located on the branches 1 < w < 2, 2 < w < 3, etc. (see Fig. 2.9). Its has been
found that good estimates of the perpendicular electron temperature and the plasma 
density can be obtained if the dispersion curves for 1 < S' <  2 and 2 < ^  < 3 
are used together. In addition, the insensitivity of the curve to parameter A, and 
therefore to the density, in the first branch at can be compensated by that in
the second branch. Therefore, most of the results taken by this method are derived 
from two branches of dispersion curves.
Fig. 2.12 shows an example of such a fitting for the experimental results taken 
from (a) hydrogen with /« = 90 MHz and (b) argon with /« = 100  MHz. For hydrogen, 
Fel~1.0  eV and ne~ 7 xlO8 cm '8 (A~7); for argon, 7 ^ 1 . 8  eV and ne~ 2  xlO9 cm '8 
(Ace 16). The densities obtained from the probe and the Bernstein measurements 
agree to within 30%. However, the perpendicular temperature determined by the
Bernstein measurement is usually a factor of two lower than the bulk temperature by 
the probe.
This discrepancy between the temperatures measured by the two methods has 
been previously observed by Brand et al. [23], They showed that the temperature 
measured by the Bernstein method was 10 times lower than that measured by a 
double probe. It is well known that a double probe is sensitive to “hot tails” in the 
distributions. The difference in the two measurements was explained by postulating 
the existence of a bi-Maxwellian distribution. However, in this work, the discrep­
ancy still occurs even though a bi-Maxwellian model is applied to analyse the I-V 
characteristics of the probes. As will be discussed in Chapter 6, this discrepancy 
may be related to the mechanisms for plasma generation in the source region.
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Figure 2.12: The experimental Bernstein dispersion curves fitted with the 
theoretical curves: (a) for hydrogen with f ce=90 MHz and (b) for argon 
with / ce=100 MHz.
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Chapter 3
Particle Dynamics
This chapter deals with the particle dynamics of the molecular hydrogen plasma in 
WOMBAT.
In a low pressure hydrogen plasma, multiple types of particle species including 
neutral molecules and atoms, H2 and H, molecular and atomic ions, Hj and H+, 
negative ions, H_, and electrons, e, can coexist. The study of the particle dynamics, 
in particular the interactions between the particles, is very important in order to 
understand the plasma properties.
In the first two sections, the main collisional processes between the particle 
species, and the particle losses due to diffusion are discussed. In Sec. 3.3, the set of 
rate equations, describing the balance between the creation and losses of the particles, 
are adapted from Donnelly’s [35] theoretical model, originally for a uniform nitrogen 
plasma with a Maxwellian electron distribution. In this study we have extended this 
model to the non-uniform, bi-Maxwellian hydrogen plasma in WOMBAT. Following 
in Sec. 3.4, the solutions of the equation set are presented in terms of the densities 
of the six particle species for single- and bi-Maxwellian electron energy distribution 
functions respectively.
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3.1 Collisional Processes
For electron impact collisions, the cross-section a depends on the impact energy 
of electrons so the electron energy distribution function f ( v )  is a crucial factor 
in determining the probability of the collisions. An averaged cross-section can be 
defined by
(a) =
(v)
where (av) is the reaction rate coefficient defined as
(3.1)
(av) =  J  a(v)v f ( v )dv (3.2)
and (v) is the average electron velocity given by
(v) = J  v f (y )dv .  (3.3)
For the bi-Maxwellian / ( v) given in Eqn. 2.4, Eqn. 3.2 and 3.3 become
(av) =
7Tmf
( !  ~ Q)
. ( W 1
/% (5 )e x p  ( - j ß j r ) ™
+ ,, ° 3 /  <r(£)exp(—j^=-'\ Sd£
( k BT e u ) 2 '  Kr T p u J
(3.4)
and
{v)  =
'Stn« 1 -  a)Tc + aTeu\
7rme
where £=mev2 /2 is the electron energy.
(3.5)
For binary collisions between electrons with density ne and another particle 
species with density n, the collision frequency and the mean free path of the electrons 
are given by respectively
v =  n(av) =  n(a)(v)  (3-6)
and 1 = w
n(a) v
(3.7)
Fig. 3.1, adapted from [99], gives the overall picture of the energy range and the 
order of the cross-sections for some major electron collisions with H2. The figure is 
presented at this stage is to aid discussion on each collisional process and to assist 
the comparison between different processes.
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Figure 3.1: Cross-sections for various types of electron collisions with 
H2 molecules. ELAS., elastic scattering; ROT., rotational excitation;
VEB., vibrational excitation; Elec., electronic excitation (above 100 eV, 
the estimated sum of all electronic excitation cross-sections; below 100 
eV, the sum of the cross-sections measured for excitation of the six lowest 
electronic states); ION., ionization; TOT., total cross-section, adapted 
from [99].
3.1.1 Elastic Collisions
The total elastic scattering cross-section, crelas, and the cross section for momentum 
transfer, a m , are two important ones used to describe an elastic collision. They differ 
only when the angular scattering is distinctly anisotropic. At low energy, scattering 
is almost isotropic so that these two are nearly equal [68].
In Fig. 3.2, the <jm data for impact energy £  <  10 eV is from [54] and for £  > 
10 eV from [37] From Figs. 3.1 and 3.2, we can see that in hydrogen a eias or crm 
Sit £  <  100 eV is larger than the cross-sections for all the main inelastic collisions 
which are shown in Fig. 3.1. This means that for low energy electrons the elastic 
collisions are always dominant.
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Figure 3.2: Cross-section for momentum transfer in H2.
From the <rm data, (amv) is numerically calculated from Eqn. 3.1 and 3.2 for 
a bi-Maxwellian distribution. Under standard conditions, where a=10%, Te=1.5 eV 
and 7^=10 eV, the calculated (o-mv) ~  4.1 x 10-8 cm3 s“1. Applying this value to 
Eqn. 3.6, the collision frequency for momentum transfer can be approximated as
vm ~  1.3p x 106 s"1 (3.8)
where p is the neutral pressure in mTorr. The corresponding mean free path is then 
given by
\ m =  78.2- (cm). (3.9)
P
In addition to the elastic collisions with neutral particles, an electron may also 
collide with other charged particles; these so-called “Coulomb collisions” are gov­
erned by the long-range Coulomb force. The collision frequency for electron-electron 
and electron-ion collisions are given by [27, 90]
uee = 5 x 10-67ieT “3/2 In A s_1 (3.10)
vet = 2 x 10~6neT~3/2 In A s-1 (3.11)
In A = l27rne\ D3
Where ne is in cm 3, 7e is in eV and \D is the Debye length in cm. Note that 
here the ion charge number is assumed to be 1 which is true for or H+. The
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corresponding mean free paths are given by
Aee ~  Aet ~  3.4 x IQ13 Tf  —  (cm) (3-12)
ne In A
For typical conditions in WOMBAT, p= 1 mTorr, ne=5 x 108 cm-3 and Te=1.5 
eV, it is accurate enough to take lnA=10. From Eqn. 3.8 to 3.12, we obtain
= 1.3 xlO6 s“1 (3.13)
e^e =  1.4x10“ s ' 1 (3.14)
Vei = 5.4 xlO3 s“1 (3.15)
A rn ~  78.2 cm (3.16)
e^e ~  Xei ~  1.5 x 104 cm (3.17)
The plasma column in WOMBAT is 200 cm in length (Lpi) (between the antenna 
and the end plate in Fig. 2.1) and around 20 cm in diameter (Dpi). Thus, the length of 
the plasma column, Lpi ~ 2.6Am. This means that an electron experiences on average 
about two collisions with the neutrals when it travels from the source to the end plate. 
However, Aee or Ae, is almost two orders longer than Lpi. This shows that Coulomb 
interactions are too weak to play a significant role in electron collisions. Therefore, 
we can conclude that in general electron-neutral momemtum transfer collisions are 
the dominant elastic processes for the electrons in the WOMBAT plasma.
3.1.2 Rotational and Vibrational Excitation
An inelastic collision can induce many types of excitation of the molecular and 
atomic particle species in the plasma. The internal energy of the molecule is the sum 
of the three terms
&int — T S-y “I- Se
where Sr, Sv and Se are the rotational, vibrational and electronic energies and each 
of them has an energy threshold, Sc. They are quantized and satisfy Sr <C £v <C Se.
The energy thresholds of rotational and vibrational excitation of H2 molecules are 
£cr=0.015 eV and =0.516 eV respectively [33]. At room temperature, the thermal
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energy of the hydrogen gas is kBT0=2.58 xlO 2 eV so that we have
Hence, at room temperature the H2 molecules are at the lowest vibrational level 
but rotationally excited. Once a plasma is created, the probability of vibrational 
excitation can be dramatically enhanced through the electron impact collision:
where H2(1EJ) and H2(yib) stand for the ground and the vibrationally excited states 
of H2 respectively. The corresponding cross-sections are given in Fig. 3.1 marked 
with rot. and vib. This shows that the cross-section of the first vibrational excitation 
level (v’=l) has its maximum at £m ~ 1.8 eV. For the WOMBAT plasma, £cv >  
Te ~ £m- This means that many of the H2 molecules in the WOMBAT plasma may 
be excited to higher H2(m6) states through electron impact collisions.
3.1.3 Electronic Excitation and Dissociation
To dissociate a ground-state H2 molecule into two H atoms without electronic exci­
tation of the molecule requires about 4.4 eV:
However, according to the Frank-Condon principle, the above process cannot occur 
by a change only of the vibrational state without a simultaneous electronic excitation 
[68]. A minimum energy of about 8.9 eV is required to excite the H2 molecule from 
its ground electronic and vibrational state to the first excited electronic state b3EJ. 
This state is repulsive and a molecule excited to this state quickly dissociates into 
two H atoms and each of them has energy about 2 eV:
H2(jE+) + e (8.9 eV) — > H2(63EJ) — > H(2 eV) + H(2 eV) + e. (3.20)
The cross-section for this process is obtained by the numerical fitting of some existing 
data and plotted in Fig. 3.3. For E < 15 eV and £ > 40 eV, the data is from [32] while 
the data for 15 < £ < 40 eV is from [30]. The figure shows that the cross-section 
has a maximum value of around 8.6 x 10-17 cm-2 at £ ~ 15.5 eV.
Ha^EJ) + e(0.516 eV) — > H2(vib) +  e (3.18)
H2('EJ) + e(4.4 eV) — > H + H + e. (3.19)
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Figure 3.3: cross-section for dissociation of H2 by electron impact.
3.1.4 Ionization
The primary ionization in an rf discharge is caused by the collisions between neutral 
atoms or molecules and electrons which have gained energy from the applied rf field 
[24]. In a hydrogen plasma, H2 and H can exist at same time and ionization involves 
both species through electron impact.
The ionization of the ground state hydrogen molecule H2(1S J)  and atom H (ls) 
have the energy thresholds of 15.4 eV and 13.6 eV respectively:
H aO E J, vib) + e(15.4 eV) — » H+ + 2e. (3.21)
H (ls) + e(13.6 eV) — > H+ + 2e. (3.22)
The cross-sections for the two ionization processes are shown in Fig. 3.4 where the 
solid and dashed lines are respectively for the ionization of H2 molecules and of H 
atoms. The data for H2 is from [83] and that for H is from [89]. From the figure, 
we can see that the two cross-sections are very similar in shape but slightly different
in their magnitude. They are in the same order as that of dissociation shown in Fig.
3.3 but with a much higher energy threshold £c. This means that dissociation always 
dominates over ionization when the average electron energy in hydrogen plasma is 
lower than £c for ionization.
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Electron Impact Energy (eV)
Figure 3.4: cross-sections for ionization o f H2 (solid line) and H (dashed 
line) by electron impact.
In addition to the direct ionization processes which have just been discussed, there 
are also some other ionization mechanisms. However, they are often have higher 
energy thresholds and smaller cross-sections, so in this study only direct ionization 
processes are considered.
3.1.5 Negative Ions
In hydrogen plasmas, a repulsive state H2 can be produced through dissociative 
electron attachment to H2 m olecules after which it quickly dissociates:
H2 + e — > H2 — > H + H". (3 .23)
which is called dissociative attachment. The cross-section is shown in Fig. 3.5, 
where the data for S  < 7 eV are from [88] and for S  >  7 eV from [84]. Although 
the maximum cross-section is only about 2xlO -20 cm 2, which is about 3 to 4 orders 
smaller than the cross-sections for other inelastic collisions, the final population of 
the negative ions is not necessarily proportionally low since they are trapped by the 
plasma potential and they cannot escape to the walls.
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Figure 3.5: cross-section for electron dissociative attachment o f H2.
There are other mechanisms which produce H~ such as radiative attachment:
H + e — > H~ +  hu.
The cross-section for this process is in the order o f 10~24 cm -2 [33] which is about 
four orders lower than that for dissociative attachment. It has been proven that in 
hydrogen plasmas dissociative attachment is the dominant process for H - production 
when the average electron energy is lower than 18 eV [84].
However, the existence of energetic electrons with £ > 5 eV could quickly 
destroy H~ through electron detachment [25]:
H - + e — > H + 2e. (3.24)
The corresponding cross-section is shown in Fig. 3.6 where the data for £ < 25 eV  
is from Walton et al and for £ > 25 eV from Peart et al.
The figure shows that at £ ~ 13.8 eV the cross-section reaches its maximum value 
of 4.1 xlO-15 cm 2 which is more than 5 orders greater than that o f the dissociative 
attachment. Such a large cross-section could result in a very fast loss rate o f H_. The 
steady-state population of H-  should be determined from the rate balance between 
the creative process given in Eqn. 3.23 and the loss process given in Eqn. 3.24.
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3.2 Particle Losses due to Diffusion
In many cases, the transport of the charged particles in the absence of the magnetic 
field can be described by the ambipolar diffusion equation:
3 n
*  =
where Da is the ambipolar diffusion coefficient having the form:
j _ Pi^e  T Pe^i
PiI +  Pe
where n and D are the mobility and the diffusion coefficients defined by:
<7
(3.25)
P = 
D =
mu
kBT
mu
(3.26)
(3.27)
In general, the solution for the density in Eqn. 3.25 shows it to exponentially decay 
in time as exp(—t /r),  where r  is the confinement time. Then the particle loss rate 
due to diffusion can be expressed as
3 n n 
dt =  '
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r
(3.28)
3.2.1 Diffusion of Neutral Particles
The diffusion of the neutrals is relatively simple compared with that of the charged 
particles since they are not affected by the presence of the magnetic field. For H2 
molecules, they simply reflect from the walls and can be considered to have infinite 
confinement time [35]. For atoms, most of them are the products from dissociation 
of H2 molecules. According to the Franck-Condon principle, each of these atoms 
has an energy about 2 eV. Some of them can recombine with other atoms at the walls 
and reflect as a component of the diatomic molecules. The confinement time of the 
atoms, t0, can be derived from [33]
Ta
A |
D
m aua\
kBTa )
(3.29)
where Ad is the diffusion length. For a cylindrical system, it is given by [24]
1 _  /2 .405 \2 /7T\2
X j “  ( — > +  \ l )
where rw and L are the distance from the axis to the side wall and the total length 
of the system respectively. For the WOMBAT apparatus, rw= 44 cm and L=240 
cm. Then, we obtain Aj=326 cm2. For Ta- 2 eV, (va) ~  2.1 x 106 cm s-1, and the 
cross-section for elastic scattering of H atoms is approximately 60 cm2 [48]. Now, 
we can obtain the corresponding collision frequency at 1 mTorr:
(ua) ~  4.6 x 105 s 1
Putting the values of A2, ua, m a and Ta into Eqn. 3.29, we finally arrive at
Ta ~  80 f.is. (3.30)
3.2.2 Magnetic Confinement in WOMBAT
The diffusion process of the charged particles in WOMBAT is far more complex 
because of the presence of the magnetic field B  and of multiple ion species. Along 
the B  direction, the diffusion coefficient still has the form of Eqn. 3.27 for both
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electrons and ions. However, in the perpendicular direction the diffusion is slowed 
down by magnetic confinement.
The perpendicular mobility and diffusion coefficient are given by
(3.31)
(3.32)
where v is the effective collision frequency. When the cyclotron frequency is much 
greater than the collision frequency,
(3.33)
Eqn. 3.32 becomes
D ±  -  7 -T T f  <3'34){Uc/t' ) 2
Putting Eqn. 3.27 into the above equation and applying the relation v 1/m, we 
have
Dl = -2—  -  m1/2. (3.35)
rau
Comparing D± given above with D given by Eqn. 3.27, we can see that under the 
condition of Eqn. 3.33 the electrons diffuse along the B  direction much faster than 
ions while ions move faster than electrons in the perpendicular direction.
The WOMBAT system is a “fat” cylinder with L=240 cm and rw= 44 cm. The 
electrons with (tuce/^m)2 >  1 diffuse primarily along B  [27]. Although the ions 
do not always satisfy (tod/^i)2 ^  1, they are still expected to diffuse out to the 
walls primarily radially not only because of their collisions but also because of the 
acceleration to the walls by the radial electric field (as will be discussed presently).
3.2.3 Ion Dynamics
When HJ and H+ ions are first created, they should have the same temperature as 
H2 molecules (room temperature) and H atoms respectively, i.e. Tmj=T0=0.026 eV 
and Tai=Ta= 2 eV, where Tmi and Tai are the temperatures of and H+ ions
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respectively. Under standard  conditions (Bo = 36 G ),the  Larmor radii of the two 
ion species are rLai =  6.0 cm and rLmi =  0.89 cm. For the plasma radius rpl ~ 10 
cm and rw= 44 cm, we have
^Lmi ^  ^Lai ^  ^pi ^  ? i (3.36)
Thus, the motion of the ions will be confined by the magnetic field unless there is 
significant ion heating in the radial direction [811.
In WOMBAT, under standard conditions, it has been observed that the plasma 
potential Vp decreases radially monotonically with a total drop of about A V P ~  10 
V from the centre (r= 0) to the side walls (r^=44 cm), as shown in Fig. 3.7. This 
potential gradient corresponds to a large radial electric field,
£ o x  =
dV,
dr
(3.37)
which mainly occurs for 0 < r < 10 cm where the ions can be perpendicularly 
accelerated to higher energy, resulting in increased loss across B.  The final energy 
of the ions striking the side walls is determined by the combined effects of the electric 
and magnetic fields, and cooling due to the ion collisions with neutrals.
■ I ■ ■
Radius r (cm)
Figure 3.7: The radial profile of the plasma potential determined from 
experiments under standard conditions.
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Ion Heating and Collisions
For positive ion species of low temperature (room temperature upto a few electron 
Volts), the main collisions are usually charge exchange and elastic scattering. Since 
ion heating by the electric field and cooling by collisions are interactive processes, 
we should consider them together.
For molecular ions, the cross-section for charge exchange aCE at room tempera­
ture is given by [66]:
<7CE(H+/H2)(0.026eV) ~ 10 x 1(T16 cm2 (3.38)
The elastic collisions for HJ/H^ are not very different from those for H2/H2 [36], so 
the cross-section at room temperature is obtained as[65]:
<Je/as(H2/H2)(0.026eV) ~ <re/as(H2/H2)(0.026eV) ~ 55 x 10"16 cm2 (3.39)
Then, the mean free path for all HJ collisions is given by
^ m i  —
1
( ^ e / a s  “t-  crCE)n0
(3.40)
At 1 mTorr, n0=3.4 xlO13 cm-3, Ami=4.5 cm. In this case, the ions gyrating around 
the magnetic field lines with rmi < \ mi are accelerated by E0± in the direction 
perpendicular to B,  and so rLmi increases. When rLmt becomes larger than Ami, 
collisions will occur on average and the ions are either scattered elastically or become 
neutrals accompanied by creation of cold ions, and then re-accelerated, etc. As the 
electric potential decreases by about 1 0 V f o r 0 < r < 1 0  cm, the ions can gain 
energy from this electric field within Ami ~ 4.5 cm before they have collisions. On 
average the ions that reach the side walls are expected to have an energy of a few 
eV after they have been accelerated by the electric field and cooled due to collisions. 
For a simplified analysis, we assume that the final perpendicular energy of Hj ions 
£ m t , i  ~ 3 eV.
Using £mi,± ~ 3 eV and p= 1 mTorr, the final parameters for total collisions are 
given by
<rC£(H+/H2)(3eV) ~ 14 x l(T 16 cm2 (3.41)
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<je/as(H+/H2)(3eV) ~ 40 x 10-16 cm2 (3.42)
( v mi) = 1.7 x lO 6 cm/s (3.43)
V m i  ~  3.0 x 105 s-1 (3.44)
Similarly, the cross-section for elastic scattering of atomic ions is given by [48]:
<Tela5(H+/H2,2eV) ~  creias(H/H2,2eV) ~  60 x 1(T16 cm2 (3.45)
Following the argument for H£ ions, we can assume the H+ ions also have a final 
perpendicular energy of £ai)J_ 3 eV. With this energy, we can obtain the final collision 
parameters for H+ ions:
(*W> =  2.4 x 106 cm s 1 
uai = 6.3 x lO 5 s“ 1
(3.46)
(3.47)
It should be pointed out that these ion energies are obtained by very rough 
estimation. However, as the cross-sections used above generally change very slowly 
for ion energies within the range of a few eV, the collision frequency is only weakly 
dependent on ion energies as °c yj£^±.
Ion Diffusion
As shown in Fig. 3.8, the plasma density also has a gradient in the radial direction 
and the total drop occurs between 5 < r  < 8 cm, i.e. A r ~ 3 cm. The profile is 
obtained by fitting the experimental results and follows an analytical form:
n e(r)
9 ( r )
X r
™e(0)g(r)
' 1.0 +  4.0Xr4 ( l . 0 - § A 2)
rpi
X r < 0.9 
> 0.9
(3.48)
(3.49)
where r p/=10 cm is the radius of the plasma source and n e(0) is the density in the 
centre of the plasma.
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Figure 3.8: The radial profile of the plasma density derived from exper­
imental results under standard conditions.
When both density and potential gradients are present in the plasma, the drift 
velocity of radial diffusion is given by [49]
D± dne
VJ = ^ 7
(3.50)
By a rough estimation,
1 dne 1 ne(0) 
ne dr ne(0) Ar ’
and substituting Eqns. 3.31, 3.32 and 3.37 into Eqn. 3.50, the drift velocity becomes
—  ( — Ar KrriiUiJ
Then, the confinement time of ions can be estimated as
(3.51)
r, ~  —
Vdi
~  r,„Ar 1 +  ( —
V i
21 rriii/i
T7 (3.52)
Under standard conditions (B0=36 G), the cyclotron frequencies of the H+ and HJ 
ions are
uocai =  3.4 x 105 rad s 1 (3.53)
Ucmi = 1.7 x i o 5 rad s-1 (3.54)
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Now, putting rw=44 cm and Ar=3 cm, £t)±=3 eV, the values of vai and vmx given 
in Eqn. 3.47 and 3.44, u>cai and u;mai in 3.53 and 3.54 into Eqn. 3.52, we finally 
obtain the confinement times for H+ and HJ:
rai ~ 38 /is (3.55)
Tmt ~ 41 /is (3.56)
Therefore, we approximate them to rai ~  rmi ~  40 /is.
3.2.4 Diffusion-Controlled Plasma
As the ion confinement times are now known, the loss rates of each ionic species 
due to diffusion can be obtained from Eqn. 3.28. When one single ion species is 
dominant and ne ~  iii ~  n roughly holds, the rate of electron disappearance through 
recombination can be written as
drie
dt
otR —
- a Rn2
{ v r v )
(3.57)
where aR is the recombination coefficient of which has been defined in a general way 
in Eqn. 3.1. In order to compare the influence of the losses due to diffusion and due 
to volume recombination, we can equate the ion loss rate given by Eqn. 3.28 to that 
by Eqn. 3.57
rii
—  0(jiTleTli.
Tj
From this equation, a critical density nc can be obtained
1nc = -----
CXr T{
(3.58)
When n > nc the loss due to volume recombination exceeds that due to diffusion.
Under standard conditions, ne ~ 5 x l0 8 cm-3 and Te ~ 1.5 eV, the corresponding 
recombination coefficients for HJ and H+ are 3 xlO-8 [35] and 1.8 xlO-12 cm3/s 
[33]. Using these two coefficients and Tm i= r at- 40 /is in above equation, we obtain 
that nc ~ 8.3 x 1011 and 1.4 xlO16 cm-3 for Hj and H+ respectively. However, the
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plasma density in WOMBAT under all the possible conditions never exceeds lO10 
cm-3 , which is 2 to 5 orders lower than the critical densities. Therefore, we can 
conclude that in WOMBAT the loss because of diffusion is far greater than that 
resulting from volume recombination.
3.3 Rate Equations
The theoretical model used in this section is adapted from Donnelly’s original model 
for a uniform Maxwellian plasma [35]. We have further developed this model for the 
plasma in WOMBAT to include nonuniform density and bi-Maxwellian distributions.
3.3.1 Assumptions
In order to adapt Donnelly’s model for the WOMBAT plasma, the following assump­
tions are made
(1) Neutral molecules (m) have a temperature of 0.026 eV and atoms (a) 
have Ta ~  2 eV, and their densities, n m and n a, are constant over the
whole volume of the system with L=240 cm and rw=44 cm;
(2) All charged species including HJ, H+, H~ and e are axially uniform
over the total plasma length of L pl=200 cm;
(3) The radial density distributions of the charged species have same rel­
ative profiles with the forms of
n k(r) = n k(0)g(r) r < r w (3.59)
(4) The plasma is diffusion-controlled so that the plasma losses due to 
volume recombination is negligible;
(5) The confinement time of molecules is infinite since they simply reflect 
from the walls [35];
(6) 90% of the atoms and ions return from the walls as atoms, 10% being 
diatomic molecules [49].
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In assumption (3), g(r) is the normalized function given in Eqn. 3.49, k can be any 
one of mi, ai, - and e, and nk(0) stands for the particle density in the centre of the 
system (r=0).
3.3.2 Rate Equations
We define the following symbols as the reaction rate coefficients for the collisional 
processes considered in this model:
Im =ionization coefficient of H2 
Ia =ionization coefficient of H 
D ^dissociation coefficient of H2 
Da coefficien t of dissociative attachment 
Ed coeffic ien t of electron detachment from H~
H2 + e — > H2 + e 
H + e — > H+ + e 
H2 + e — » 2H + e 
H2 + e — > H + H" 
H" + e — > H + 2e.
These five coefficients can be calculated from Eqn. 3.4 for any given combination 
of a, Te and Teu.
Under the assumptions made in last subsection, we can adapt the particle rate 
equations given by Donnelly et al. with some modifications for the nonuniform 
plasma in WOMBAT. Since their model is for uniform plasmas, these rate equations 
cannot be directly used here. Instead, we must integrate the rate equations over the 
whole volume. For example, for the case of H2, the averaged rate equation can be 
obtained as
///¥ "  - III ( t 1 n  i n   ^ ( n a  I U a i \( An D  -\- D d j T le T l j n  -(- “t” 0 ( ""t” )T~mi 4  Ta Ta j dV
where dV  is the volume element. The boundaries for the integrals should be L=240 
cm and rw=44 cm for any terms consisting of neutral densities only but should be 
Lpi=200 cm and rw= 44 cm for any terms with charged densities involved (note: 
the plasma column is shorter than the device length, see Sec. 2.1). Applying the 
assumption (1), (2) and (3), and carrying out the integration in the above equation,
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we obtain
■V. = (Im +  D +  Da)nmne( 0) +  — '—  +  0.05
Tat
VP1 +  0.05 — Vs 
Ta
where Vpi and Vs are the plasma and system volumes respectively
f r w
Vpi =  27tL pi / g(r)dr = 1.15 x 1 0 s cm3 
Jo
Vo =  7T7\2,L =  1.46 x 10b cm3
(3.60)
(3.61)
(3.62)
Dividing both sides of Eqn. 3.60 by Vpi and assigning O = V3/Vpi, we arrive at
= - ( I m + D +  Da)nmne + ^  + 0.05 ( 2 “  + ü io ')  (3.63)
o t  Tmi '  1~ai Ta /
where the notation of “(0)” is omitted and from now on ne, n mi and nai represent 
the central values of these densities.
Using the same approach, the rate equations for the rest of the particle species 
(except for electrons) can be derived:
dna
H:
HJ
H+
H“
0  = —Ian an e -  0.1— 0
o t  Ta
+ 2D nmne +  D an mn e +  0.9—  +  E dn„ neOg
Tat
0Tlmi
dt
dll a{
“ÖT
dn _
Tlmi
Tmi
I m T l m ^ e
n a.i j
= ---------- h Ianane
Tai
— E dTl — TleO g “t- Ddllfjill t
(3.64)
(3.65)
(3.66)
(3.67)
where
/o- g \ r ) 
9 Io“ 9(r)dr  ■
(3.68)
Note that in Eqn. 3.64 the pumping loss of H atoms is omitted since it is many orders 
smaller than the loss rate due to diffusion.
For steady-state plasmas, the above rate equations can be simplified to:
~ ( I m + D + D a)nmne + ^  +  0.05 ( ^  +  - O )  =  0 (3.69)
Tm i  '  Tal Ta )
—Ianane -  0.1— 0  +  2D nmne +  D anmne +  0.9—  +  E dn _ n eOg = 0 (3.70)
Ta Tai
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+  / mnmn e =  0 (3.71)
T n ii
~ —  + Ianane = 0 (3.72)
Tai
- E dn _ n eOg +  D anmn e = 0 (3.73)
Note that only four of these five equations are independent so that Eqn. 3.70 will be 
left out when the equations are solved.
The condition of neutrality requires
ne "T n — — Timi "T Tiai (3.74)
and the initial conditions at t= 0 are given by
Tf'm  n 0
n0
na
P
kBT0
— nmi — na{ — 72— — ne — 0
The mass conservation condition requires
72q —  72m  -f- 72-mi +  7 ^ \n a “1“  n a { T 72- ) (3.75)
The four rate equations, from Eqn. 3.69 to 3.73, together with the equations of 
neutrality and mass conservation, Eqn. 3.74 and 3.75, form an equation set with six 
unknown variables: n m, n a, nmi, n ai, n_ and n e. From the four rate equations, we 
obtain
where
20 (D  + D a)
na — s, ( \ nm72eC(ne)
(3.76)
nmi — Tm11m72rn72e (3.77)
20 TaiIa(D  +  D a) 2
nai = r (  . n mi2
C(ne)
(3.78)
Da
n ~ =  E dOgn -
(3.79)
C(ne) = — +  Ia72e 
Ta
(3.80)
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By putting these expressions into Eqn. 3.74 we obtain the relation between nm and
n *
^  m  — 4“
20 (D + Da)IaTain2e Dc -l
.  , m  "e (3.81)C(ne) EdOg
Substituting Eqn. 3.76 to 3.81 into Eqn. 3.75, we finally arrive at a cubic equation
for ne:
c3n3 + c2n\ + cine +  cq = 0 (3.82)
where
c3
c2
Cl
Co
I a \ I m Tmi +  10(D +  D a ) r ai]
—7mrmi + 10(D + Da) + -  . —-
Tx 2 h / d U
4-/a[l 20(71 4" 71a)Taj?7.o]
O / ,  , 1 A
1 im T m i 'f t '  0 T ^
E>qO
EdOg
2 EdO,
, Ax r
+ l ^ /on°
/ a™o
Although Eqn. 3.82 can be solved analytically, the procedure is very tedious. A 
simplified version of the equation will be considered in the following section.
3.4 Solutions for Particle Densities
For the plasma in WOMBAT, the fraction of ionization is very small so that nm ~ n0. 
In this case, the density of the negative ions can be estimated from Eqn. 3.73. 
Under standard conditions, n0=3.4 xlO13 cm-3, Og= 0.88, Da ~ 2 x 10~14 cm3/s and 
Ed ~ 5 x 10~8 cm3/s. Then from Eqn. 3.79 we obtain
~ 1.6 x 107 cm 3
The density of negative ions estimated above is almost two orders lower than that of 
the positive ions measured under the standard conditions. In this case, we have
n_ <C ne <C nm ~  n0.
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Therefore, it should be a reasonable approach to ignore the contribution of the nega­
tive ions first by setting Da- 0. Subsequently, we have co=0 and Eqn. 3.82 becomes 
a quadratic equation:
+  d\ne +  do =  0 (3.83)
where
d2 = C3 ( D a = 0) =  Ia\ImTmx +  10DrOi]
d\ = c2(Da =  0) =  I m Tm i —  +  10 D
Ta
“b-faif d m T m {TlQ 20-0Tat'77.o] 
do (T a 0) (1 AnTni^o)
These three constants are equivalent to those derived by Donnelly et al. The analytical 
solution of Eqn. 3.83 is given by
ne =
—dx ± yjd\ — 4d2d0
2J2 (3.84)
3.4.1 For a Maxwellian Distribution
For a uniform Maxwellian nitrogen plasma, ne was calculated by Donnelly et al. both 
analytically and numerically and their results are shown in Fig. 3.9. The analytical 
solution was calculated in the same way as Eqn. 3.84 with the relevant constants and 
coefficients for their uniform Maxwellian nitrogen plasma.
The condition that ne > 0 in Eqn. 3.84 requires:
d0 < 0 when dx < 0 (3.85)
d\ — 4<Mo ^ 0 when dx > 0 (3.86)
From these two conditions, two critical temperatures, Tc and Tcm, were derived. 
When Te > Tc, dx > 0 and then ne has one high density solution; when Te < Tc, dx 
is negative and two solutions can be obtained corresponding to ± signs in Eqn. 3.84. 
When Te < Tcm, there is no solution which means the plasma cannot be sustained; 
when Tcm < Te < Tc, there are high and low density solutions for ne. Their results
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Analytical
Numerical
Figure 3.9: The solutions for the electron density of the uni­
form, Maxwellian nitrogen plasma with no=1014 cm-3 (p=3 mTorr), 
T = r a = T a i= T m i = 20 f i s ,  from [35].
clearly show that for the given conditions, a minimum electron temperature of 3.55 
eV is required to have the plasma sustained. Their results have provided important 
insights about how a plasma is sustained with a Maxwellian distribution function.
In this study, we first solve Eqn. 3.83 for a Maxwellian hydrogen plasma. Since 
the solution of ne given in Eqn. 3.84 is dependent on all the relevant reaction coeffi­
cients, these coefficients are numerically calculated as a function of Te by setting a=0 
in Eqn. 3.4 and then the electron density is obtained from Eqn. 3.84. In this study, 
the effects of the nonuniform plasma and different diffusion rates of the particles are 
considered by including O > 1 and different confinement times when d0, dx and d2 
are calculated.
Fig. 3.10 shows the solutions for ne as a function of Te. The two critical 
temperatures, between which there are solutions, are Tcm=4.0 eV and Tc=4.8 eV 
respectively. Again, there are two branches of solutions: the lower and the upper 
branches. The upper represents the approach to 100% ionization which is not relevant 
to the weakly ionized WOMBAT plasma. Therefore, only the low density solution 
will be considered in the following discussion.
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Upper Branch
Lower Branch
Figure 3.10: The solutions for electron density as a function of Te for a 
Maxwellian hydrogen plasma with n0=3.4 xlO13 cm-3 , ra=80 /zs, rmt =  
rai= 40 [ls, O =  12.7 and Og =  0.88.
The results in Figs. 3.9 and Fig. 3.10 are very similar except that the temperature 
range defined by Tcm < Te < Tc is slightly higher in Fig. 3.10. The prediction of 
Tcm= 4.0 eV shows that for a Maxwellian distribution to sustain the hydrogen plasma 
requires Te > 4.0 eV. However, under standard conditions in WOMBAT, the probe
a —
m i-----
Figure 3.11: The lower branch solutions for the particle densities with 
same parameters as in Fig. 3.10.
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measurements show Te ~ 1.5 < Tcm=4.0 eV. This means, according to this model, 
that the plasma would not be sustained at such a low temperature if the electron 
distribution in WOMBAT were Maxwellian.
In Fig. 3.11, the lower branch densities of the other five particle species are also 
plotted as a function of Te. The figure shows that the relative population of each 
particle species is sensitive to the electron temperature. An interesting phenomenon 
should be noted that ne decreases as Te increases, as shown in both Figs. 3.10 
and 3.11. When Te is low, the dissociation coefficient is far greater than that for 
molecular ionization, resulting in a large population of H atoms. This increases 
the total number of neutral particles and in turn the total ionization, so the electron 
density is high at low temperature. However, when Te is increased, the increase of 
the dissociation coefficient is slower than that of the molecular ionization coefficient, 
so the atomic population is relatively decreased. In this instance, the effective total 
pressure is decreased, resulting in the reduced total ionization rates.
3.4.2 For a Bi-Maxwellian Distribution
Under standard conditions, the three parameters which characterize the bi-Maxwellian 
electron energy distribution of the WOMBAT hydrogen plasma are approximately
a ~  10%, Te ~  1.5 eV and Teu ~  10 eV.
The rate coefficients are calculated while one of the parameters a, Te and Teu is varied 
and the other two parameters are kept constant at the standard values given above. 
Then, from these rate coefficients the electron density is calculated with Eqn. 3.84 
and the two branches of solutions are plotted as a function of Te for several values 
of a in Fig. 3.12. The figure clearly demonstrates that (a) both the lower and upper 
limits of the critical temperature, Tcm and Tc, decrease with increasing population of 
the hot electrons a, and (b) the upper branch is much higher than the lower branch 
when a is large enough, such as 10% here. We should point out that Tc=1.9 eV for 
a=10%, much lower than Tc=4.1 for a=0, means the existence of this fraction of hot 
electrons makes it possible to sustain the hydrogen plasma in WOMBAT when Te is
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a =10%
Figure 3.12: The two solutions for the electron density as a function of 
the bulk electron temperature for Teu=10 eV, several values of a:0, 5% 
and 10%. All other parameters are same as in Fig. 3.10.
as low as 1.5 eV.
Fig. 3.13 presents the lower branch solutions for all the particle densities as a 
function of (a) Te and (b) Teu under standard conditions. Fig. 3.13a shows that when 
Teu=10 eV and a=10% all the densities remain reasonably constant as Te is varied up 
to 1.6 eV and then decrease with Te until Te=Tc=1.9 eV. For the given parameters, 
HJ ions are the dominant ion species while H+ and H-  ions are negligibly small 
over the whole temperature range except for where Te —> Tc. Similarly, Fig. 3.13b 
shows that when Te=1.5 eV and a=10% there exist two crucial Teu values: Tucm=8.7 
eV and Tuc= 10.2 eV and the plasma can be sustained only when Teu is within this 
region.
As mentioned before, the standard values, rmt=raj= 40 fis, used for many calcu­
lations in this chapter are derived from the rough estimation of the ion energy, so 
it is useful to know how the solutions respond to the different confinement times. 
Fig. 3.14 shows the lower branch solution for the electron density as a function of 
the electron temperature for a=0 and three sets of confinement times. The figure 
shows that the two critical temperatures between which the plasma can be sustained 
decrease with increasing rmi=rai, but the magnitude of the variation in n e is not
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Figure 3.13: The lower branch solution for the six particle densities as a 
function of (a) Te with a=10% and Teu=10 eV, and (b) Teu with a=10% 
and Te=1.5 eV. All other parameters are are the same as in Fig. 3.10.
very sensitive to the two confinement times. This means the temperature required 
to sustain a plasma for a given density is reduced as the confinement times are 
increased.
The solutions are also examined when the nonuniformity of the radial profiles is 
varied. Fig. 3.15 shows the lower branch solution of n e for two O values: 12.7, 
25.0. A larger value of O represents more strongly nonuniform radial density profile.
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Figure 3.14: The solutions for the electron density as functions of Te for 
a=0 (Maxwellian distribution) and three sets of confinement times: (a) 
Ta = 80 f i s ,  Tmt=Tat=20 / /S , (b) Ta = 80 /2S, rmt=rat=40 / iS , and (c) ra=80 ^s,
Tm t—Ta t—80 /2S.
0=12.7
Figure 3.15: The solutions for the electron density as a function of Te 
for a=10% and Teu=10 eV, and 0=12.7 and 25.0. All other conditions 
are the same as in Fig. 3.10.
The critical temperature Tc is not affected but the electron density decreases as 0  
gets smaller.
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3.5 Summary
In this section, some major collision processes in the hydrogen plasma are discussed 
and their cross-sections are presented. It is found that momentum transfer process 
between electrons and molecules is dominant over all others in WOMBAT under 
standard conditions.
Both neutral and charged particle losses due to diffusion to the walls are examined. 
The ion dynamics in WOMBAT, which determines the ion loss rates, is complicated 
by the combined effects of magnetic confinement, acceleration by the radial electric 
field and cooling due to collisions. A rough estimation of the radial ion energy £,=3 
eV is used for derivation of the confinement time r,-. The uncertainty in the loss rate 
estimated in this way is less than 30% for 1 < £, < 6 eV (note that 1/r, °c y/Ei, see 
Eqn. 3.52).
Based on the information of collision and diffusion processes, a set of rate equa­
tions has been established to describe the competition between particle creation and 
losses in the steady-state hydrogen plasma. Donnelly’s model, originally intended 
for uniform, Maxwellian plasmas, has been extended to allow for the application to 
nonuniform, bi-Maxwellian plasmas. The modelling results demonstrate the impor­
tant role of the “hot tail” electrons in sustaining the hydrogen plasma when the bulk 
electron temperature is as low as 1.5 eV. Under standard conditions (p= 1 mTorr), the 
dominant ion species is H^.
However, it should be pointed that at sufficiently high pressures HJ ions can be 
important due to the conversion process [67]:
H+ + H2 — > H+ + H. (3.87)
This reaction will also increase the creation rate of H atoms, and therefore of H+. 
Using the rate coefficients given in [55], it is estimated that for p=5 mTorr in WOM­
BAT, HJ ions can be as high as 50% of the total population of positive ions. A 
quantitative analysis of the effects of this reaction would require detailed knowledge 
of the Hj/wall interaction and is not attempted in this study. However, qualitative
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estimation indicates that inclusion of this reaction channel will not alter the general 
conclusions presented for the plasma at low pressures (eg. p= 1 mTorr).
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Chapter 4
Plasma Characteristics: Comparison 
between Hydrogen and Argon Plasmas
This chapter describes the characteristics of the rf discharge plasmas in the WOMBAT 
apparatus. While the hydrogen plasma is the primary interest throughout this thesis, 
in this chapter the experimental results of the argon plasma are presented alongside 
those of the hydrogen plasma for the purpose of comparison.
The characteristics of the rf discharge plasmas are determined by many experi­
mental conditions including the pressure p, input rf power Prf, main magnetic field 
B0, source coil current Is and rf frequency f rj, and, in general, will vary with lo­
cation. The variation of the last three parameters involves the complicated magnetic 
mirror and ECR effects (see Chapter 2), which will be treated separately in the fol­
lowing two chapters. Therefore, this chapter only presents the results taken when the 
first three parameters were varied. The standard conditions were set at p= 1 mTorr, 
Pr/=40 W, B0=36 G, Is=2.0 A and / r /=72 MHz.
This study is mainly concerned with the plasma behaviour in the diffusion re­
gion. Therefore, all the measurements presented in this chapter were taken by both 
Langmuir probe and Bernstein dispersion in the diffusion (main chamber) region at 
z=100 cm. The plasma parameters including the electron density ne, the electron en­
ergy distribution function, represented by a, Te and Teu in our bi-Maxwellian model,
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floating potential Vj and plasma potential Vp were measured by the planar Langmuir 
probe with its surface perpendicular to B. The planar probe oriented in this way (see 
Chapter 2) can give the electron energy distributions only in the direction parallel to 
B . We note that Te and Teu in this chapter represent only the parallel components 
of the bulk and tail temperatures. The Bernstein measurements give the density and 
perpendicular component of the bulk temperature Tex.
The analysis of the particle dynamics in hydrogen in Chapter 3 serves as a 
useful guide for the physical explanation of the hydrogen results presented in this 
chapter. The results from the earlier studies of argon plasmas in WOMBAT [81] are 
often quoted for the discussion on the argon results in this chapter. To facilitate the 
comparison between the plasmas in two gases, a general description concerning the 
processes of collision, diffusion and power balance is given in Sec. 4.1.
The rest of the chapter concentrates on the presentation and discussion of the 
experimental results. The sections are organized according to the responses of the 
plasma to each of the variable parameters. In each section, the results of both 
hydrogen and argon are reported in parallel and the comparisons between the two 
kinds of plasma are made with emphasis on the observations, rather than forming 
complete plasma models for the two gases.
4.1 General Background
The obvious differences between hydrogen and argon plasmas are (1) the first has 
much lower ion mass than the second, (2) the first is molecular while the second 
is atomic and (3) the collision processes are different. These differences conse­
quently affect ionization, diffusion, power balance, etc. This section briefly reviews 
these processes by summarizing the results of Chapter 3 for hydrogen and some of 
Porteous’s [81] for argon.
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4.1.1 Collision and Diffusion Processes
Table 4.1 summarizes the most important collisional processes in both gases. The 
relevant data for the diffusion processes are also listed. For hydrogen, all the formulas 
and data are the results of Chapter 3 estimated using the standard bi-Maxwellian 
distribution: a=10%, Te=1.5 eV and Teu= 10 eV. For argon, most of the cross-sections 
and energy levels are quoted from [81] which has a large data collection for different 
collision processes in argon. The cross-section data for both charge exchange and 
elastic scattering between ions and neutrals in argon are obtained by extrapolating 
the data given in [33, Table 6A.12]. The formulas or data for vm (collision frequency 
for momentum transfer), vi (ion-neutral collision frequency) and r, (ion confinement 
time) for argon are derived using the same method as that for hydrogen in Chapter 
3. The neutral pressure p is in in “mTorr” in all the formulas. At p=1.0 mTorr, the 
standard pressure, the experimental results show that the argon plasma is very close 
to Maxwellian with Te ~ 3.0 eV which is used for the data estimation in Table 4.1. 
In addition, we have assumed that HJ and Ar+ are the dominant ion species in the 
two plasmas respectively. The results in the last chapter show this is true for the 
hydrogen plasma at p < 5 mTorr. For argon, more highly ionized states are possible 
in principle. However, the ionizing collisions for producing those ions normally have 
very small cross-sections and require very high electron energies [97]. For Te ~ 3 
eV, one would not expect to have an appreciable amount of multiply charged ions in 
the plasma.
At low temperature and low density, the momentum transfer process is often 
dominant over other types of collisions. This is true for both hydrogen and argon. 
Shown in the top block in Table 4.1, the averaged cross-sections for momentum 
transfer process have relatively flat maxima. They are 3.9 x 10-16 cm2 for hydrogen 
in the energy interval of 1.0 < Te < 2.0 eV and 2.0 x 10-15 cm2 for argon at 3.0 
< Te < 5.0 eV. For a given p, when Te is within these energy intervals, vm will 
reach a maximum and A will become shortest. At p=1.0 mTorr, um in hydrogen and 
argon, 1.3 xlO6 s-1 and 6.7 xlO6 s-1 respectively.
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P h y s ica l P ro cess H yd rogen A rgon
M om em - { ^ m ) m a x (cm 2) 3.9 XlO-16 (at Te -  1 . 5 ± 0 . 5  eV ) 2.0  x lO ” 15 (at Te -  3 .0  ±  2 .0  eV )
turn I'm (106 s “ 1) 1.3p 6.7p
Transfer (cm) 78.2/p 14.7/p
D irect H 2 + e ->  H+ + 2e A r + e —> A r+ + 2e
Ionization S c (eV ) 15.4 15.7
G m a x (cm 2) 9 x lO -17 3.0 x lO “ 16
D issociation o f  M olecules: Excitation to Metastables:
H 2 + e - > 2 H ( l s )  + e A r + e - »  A r*(3P 2)o) + e
Dominant Sc (eV ) 8.9 11.55, 11.74
Two-step & m ax (cm 2) 8.5 x lO “ 17 3.8 x lO ’ 17
Ionization Ionization o f  Atoms: Ionization o f  Metastables:
H ( ls )  + e - »  H + + 2e A r*(3P 2)0) + e ->  A r+ + 2e
S c (eV ) 13.6 4.2
& m ax (cm 2) 6.3 x lO " 17 8 x lO -16
Ion- Elastic and Charge Exchange
Neutral & m a x (cm 2) 5.4 x lO ” 15 9.5 x lO “ 15
C ollision Vi ( S - > ) 3.0 x  105p (H J) 1.0 x  105p
D iffusion U c e / v m >  1
Process Uci /Vi ~  1 <H}) < 1
Ti (ps) 60  ( H+) 210
Table 4.1: Comparison between some major processes in hydrogen
and argon plasmas.
This is a very important difference, as will shown in the later discussions.
In hydrogen, although the electrons of the hot component on average have ener­
gies smaller than the energy threshold for ionization, £c ~ 15 eV, this small population 
can dramatically enhance the ionization rates and play a major role in sustaining the 
plasma at low pressure (see Chapter 3). In argon, the direct ionization process has a 
very similar £c to that of the hydrogen plasma but its cross-section, shown in Table 
4.1, is several times higher. The calculations (see Chapter 3 and [81]) show that the 
ionization rate in argon with a Maxwellian temperature of Te=3 eV is higher than 
that in hydrogen with the bulk electrons at Te=1.5 eV, and 10% “hot tail” electrons
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at Teu=10 eV.
As demonstrated in Chapter 3, two-step ionization in hydrogen is not important 
at low density (ne < 1010 cm-3 ). In argon, two-step ionization can be important 
due to the existence of metastable atoms. From Table 4.1, we can see that to create 
argon metastable states 3P(2,o) requires energetic electrons with £  > 11.55 or 11.74 
eV. The cross-section of this process is of the same order as that of dissociation of 
H2 molecules. However, the second step ionization of Ar* atoms in argon is more 
important than the ionization of H atoms in hydrogen because the first has a lower 
energy threshold (4.2 eV) and larger cross-section than the second.
The contribution of metastables to the total ionization in argon is dependent on 
their equilibrium density, which, in turn, depends on the rate of diffusion losses. In 
our case, at p < 1 mTorr, the electron density is high and more importantly there is 
a high energy electron tail with Teu > 10 eV appearing in the electron distribution 
function. This fraction of hot electrons, even when the population is very small, can 
enhance the density of metastables since Teu ~ Ec for metastable production.
Another important process in hydrogen is the rotational and vibrational excitation 
of H2 molecules, which is not listed in Table 4.1. Referring to Fig. 3.1, the magni­
tudes of the cross-sections are about 10-16 cm2, which similar to that for ionization of 
H2 (see Table 4.1). However, the excitation only requires a few eV electron energy, 
and thus the excitation can be an easy and important channel for electron energy loss, 
which does not occur in atomic gases. This is one of the major differences between 
molecular and atomic plasmas.
Table 4.1 shows that the confinement time of Ar+ ions is more than three times 
longer than H2 ions. This is because of the combined effects of the large inertia and 
collision cross-section of Ar+ ions which reduce the ion drift velocity in the radial 
direction (see Eqn. 3.51). The equilibrium density of the plasma depends on the 
volume ionization rates and loss rates of the charged particles due to diffusion. For 
the same ionization rates, the slower the ions move toward the walls, the higher the 
density should be. However, the ionization rates are strongly dependent on how well 
the rf power is absorbed by the plasma (viz., the power balance).
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4.1.2 Power Balance
In an rf discharge, electrons gain energy from the applied field, forming the main 
channel for the rf power transfer into the plasma. The power absorbed by the plasma 
will be the same as that transmitted by the rf generator only if there are no radiation 
loss, no power reflection and no dissipation in the transmission lines.
For the experiments reported in this chapter, the reflected power was always less 
than 5% so that more than 95% of the input power Prj was either absorbed by 
the plasma or dissipated in the tuning circuits. In this case, the forward power is 
approximately equivalent to Prj within the 5% error. The power absorbed by the 
plasma is balanced by many channels of power loss including escape of electrons 
and ions to the walls, ionization and excitation of neutral particles (e.g. rotational 
and vibrational excitation in hydrogen and metastable production in argon), ohmic 
heating due to elastic electron-neutral collisions, spontaneous emission of resonant 
states, etc. At low pressures, power losses due to ohmic heating and radiation are 
negligible [81] so the first three are the only important channels for power losses 
in the plasma. If we neglect the power dissipated in the tuning circuits, the power 
balance can be described by
P r f  —  P io n  +  P e x  +  P e +  P i  ( 4 - 1 )
where Pion, Pex, Pe and Pi are the power lost due to the ionization and excitation 
of neutral particles, the escape of electrons and ions respectively. The division of 
the power between Pion, Pex, Pe and Pi depends on the electron energy distribution 
function which affects the many collision processes involving electrons, the plasma 
potential that controls the loss rates of both electrons and ions, etc. The power 
balance processes are very different in hydrogen and argon because the excitation 
schemes, collision and particle loss processes are different in the two gases.
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4.2 Dependence on Pressure
In this section, the results of the hydrogen plasma will be first presented followed by 
those of the argon plasma. All the symbols used to represent the plasma parameters 
are the same in the two cases, unless otherwise stated.
4.2.1 The Hydrogen Plasma
It has been found that under standard conditions, breakdown in hydrogen requires 
p > 1 mTorr. Once the plasma is established, it can be sustained until p is as low 
as 0.6 mTorr. When p > 7 mTorr, the plasma is localized in the source region and 
becomes very weak in the main chamber.
Fig. 4.1 shows the central plasma parameters, measured both by the probe and 
Bernstein wave interferometry as functions of the pressure: (a) the plasma density; 
(b) the different temperature components; (c) the population of the tail electrons; and 
(d) the plasma and floating potentials (as well as the difference between the two). 
All the results were taken on axis at 2=100 cm in the chamber. The Bernstein results 
are shown by the filled symbols and all others represent the probe results. The solid 
line in (d) represents the results of (Vp — Vj) calculated from Eqn. 2.22 with the 
measured values a, Te and Teu.
When p is increased from 0.6 to 5 mTorr, ne as measured both by the probe 
and Bernstein interferometry, Teu and a experience some sharp changes while the 
other quantities vary slowly and smoothly. While Te± is is relatively constant, Teu 
quickly, but Te slowly, decrease with the increasing pressure. Note that Te > Te± over 
the whole pressure range but the difference decreases as p is increased, which is a 
distinctive feature of the hydrogen plasma. Over this whole range of p, Vp decreases 
slowly with p while Vj remains roughly constant. This leads to the gradual decrease 
of (Vp — Vj), a parameter sensitive to the distribution functions (see Eqn 2.22). The 
agreement between the experimental and calculated results of (Vp — Vj) demonstrates 
that the bi-Maxwellian model used for analysing the probe results gives sensible
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Figure 4.1: The parameters of the hydrogen plasma as functions of the 
pressure under standard conditions: B 0=36 G, Pr/=40 W, Is=2.0 A and 
f r f=72 MHz.
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electron energy distributions.
At low pressure (p ~ 0.6 mTorr), the bulk electrons with Te ~  2 eV have 
Am ~ 150 < L pi=200 cm, the length of the plasma (see Table 4.1), so they are 
weakly collisional. In this case, most of the electrons created in the source region 
would move along the magnetic field lines into the main chamber with few collisions. 
For the tail electrons with Teu ~  7.5 eV, the mean free path is longer than L pi. These 
electrons are possibly those so called “runaway electrons”, which are created and 
accelerated in the source region, where the rf field is strong. Some of these electrons 
have energy higher than Vp so they can escape to the terminating plate (z= 0 cm) 
without any collisions. This could be the major power loss at low pressures [81].
As p is increased from 0.6 to 1.2 mTorr, both elastic and inelastic collision rates 
increase so that there are fewer hot electrons lost and the ionization is enhanced, 
which, in turn, results in the sharp increase of ne, compensated by the slow decrease 
of Teu. When p ~ 1.5 ±0 . 3  mTorr, both ne and a have their maxima. This pressure 
is called the optimum pressure, p0, around the value at which the mean free path of 
the tail electrons for elastic and inelastic collisions become shorter than Lpi.
When p > p0, the tail electrons suffer from the increased elastic and inelas­
tic collisions while the bulk electrons are still dominated by the elastic collisions. 
Therefore, both a and Teu of the hot electrons, escaping from the source to the main 
chamber, decrease with increasing p. This results in the reduced ionization rates in 
the main chamber. As the bulk electrons primarily experience elastic collisions, Te is 
hardly affected by p. The sharp drop of ne as p is increased is due to the combined 
effects of the reduced ionization rates in the main chamber, and the reduced number 
of the electrons diffusing from the source caused by elastic collisions.
Such collisional effects can be demonstrated by Fig. 4.2 which shows the axial 
density profiles for several pressures. When p <  1.5 mTorr, the plasma is very 
weakly collisional. The decrease of n e(z)  with increasing z is probably due to 
the magnetic field converging from the source to the main chamber, which will be 
discussed in the next chapter. As p is increased from 1.0 to 1.5 mTorr, ne(z) increases 
proportionally along 2  due to the equally increased ionization rates everywhere along
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Figure 4.2: The axial density profiles as functions of the pressure under 
standard conditions.
the axis. However, when p is increased to 3 mTorr, the collision effects become very 
important. The ionization rate in the main chamber decreases with increasing p (as 
Teu and a are decreased) while that in the source continues to increase. As p is further 
increased to 6.5 mTorr, the gradient in ne(z) is reversed and the plasma becomes 
localized in the source.
The decrease in the difference between Te and Te± with the increasing pressure 
suggests that the elastic collisions of the electrons may play a role in randomizing 
the distribution. However, the physical mechanism for the observed anisotropic dis­
tribution can be very complicated, since it is related to how the converging magnetic 
field affects the distribution in the diffusion region and how the plasma is generated 
in the source. This problem will be further explored in the following two chapters.
It is important to note that the electron distribution is distinctly bi-Maxwellian 
when p < p0 and becomes less distinctly so for p > p0. When p > 4.0 mTorr, a is 
close to zero, i.e. the distribution converges to a Maxwellian. Such convergence at 
high pressures has been commonly observed in different types of plasmas [81, 103].
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4.2.2 The Argon Plasma
Fig. 4.3 shows the measured argon plasma parameters as functions of the pressure 
also under standard conditions. All diagrams labelled (a), (b), (c) and (d) correspond 
to those in Fig. 4.1.
There are some similarities as well as differences between the characteristic de­
pendence of the hydrogen and argon plasmas on the pressure. The optimum pressure 
p0 is now around 0.8 mTorr. The plasma clearly has two different states for p below 
and above 0.8 mTorr, which is similar to the hydrogen plasma.
Shown in Fig. 4.3, at p ~ p0 the electron distribution converges from bi- 
Maxwellian to Maxwellian. The density has a flat plateau at 0.1 mTorr < p < p0 
and drops quickly for p > pQ. As p is increased from 0.1 to 7.0 mTorr, Te± first 
slightly increases until close to Te at 0.3 mTorr and then, together with Te, gradually 
decreases with p. Unlike the case of hydrogen where Te > Tex over a long range 
of p, Fig. 4.3b shows Te ~ Tel, except for p < 0.8 mTorr where Te > TeX. This is 
possibly because the bulk electrons in argon are much more collisional than those 
in hydrogen, so the electron distributions in argon can be randomized once p > 0.8 
mTorr. Under the standard pressure p=1.0 mTorr, the hydrogen plasma has Te > Te± 
while the argon plasma has Te ~ Te±.
The physical mechanisms responsible for these results are very similar to those 
for the hydrogen results as just discussed. However, one significant difference is 
that the “hot tail” electrons play a very crucial role in hydrogen but are much less 
important in argon. This is because the ionization rate in argon at Te ~ 3 eV is already 
higher than that in hydrogen with the “hot tail” component (see Sec. 4.1). Referring 
to Table 4.1, we see that at the same pressure (1) Am (argon) < Am (hydrogen) and 
(2) the direct ionization cross-section in argon is about three times higher than that 
in hydrogen. This shows that the argon plasma is more collisional than the hydrogen 
plasma, both elastically and inelastically so that p0 (argon) < p0 (hydrogen).
Overall, the argon plasma in the main chamber exists in a pressure range (0.1-7.0 
mTorr) broader than that for hydrogen (0.6 - 6.5 mTorr). At the same pressure,
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Figure 4.3: The parameters of the argon plasma as functions of the pres­
sure under standard conditions: B0=36 G, PrS=40 W, I3=2.0 A and 
frf=12 MHz.
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the density in argon is higher than in hydrogen, due to the combined effects of the 
higher ionization rates and lower diffusion rates in argon compared to hydrogen, as 
discussed in the first section of this chapter. The power loss due to the rotational 
and vibrational excitations in hydrogen could be another factor causing the lower 
density in hydrogen. Furthermore, under standard conditions Te ~ Te± here shows 
the electron energy distributions in argon is isotropic, while Te > Tel in hydrogen 
suggests an anisotropic distribution. We suggest the difference in the elastic electron 
collisions is one possible reason for this difference. Furthermore, the mechanisms 
for the plasma generation in the two gases could be different too (see Chapter 6).
4.3 Radial Profiles
The radial profiles of the plasma parameters were obtained by radially sweeping the 
planar probe (-15 < r < 15 cm) at 2=100 cm (see Fig. 2.1). The radial profiles of 
ne and Tex were also determined from the Bernstein wave interferograms.
4.3.1 The Hydrogen Plasma
It has been found that the radial profiles of the plasma parameters are sensitive to 
the externally controlled parameters. The results shown in Fig. 4.4 were taken under 
standard conditions except that the pressure was 2.5 mTorr.
Fig. 4.4a shows the radial profile of the electron density, ne(r), measured by 
both probe and Bernstein interferometry is well fitted by the analytical form given 
in Eqn 3.49 in Chapter 3. It clearly shows that ne(r) is hollow, with its minimum 
in the centre (7’=0) and maximum at 7 < r < 8 cm. Around 8 < r < 12 cm, ne(r) 
quickly drops forming a steep gradient.
In Fig. 4.4b, the radial profiles of Te±, Te and Teu are plotted. The radial profile of 
Teu is like a pair of “fat ears”, hollow with its maximum at r -  10 cm, corresponding 
to the edge of the plasma source. This provides more evidence demonstrating that 
the hot electrons observed in the diffusion region are from “runaway electrons”
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Figure 4.4: The radial profiles of the plasma parameters in hydrogen. All 
the conditions were set at their standard values, the same as in Fig. 4.1, 
except for p=2.5 mTorr here.
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created and accelerated in the source. The radial profile of Teu, measured in the 
diffusion region, is just the mapping of that in the source region. In contrast, Te has 
a conventional, centrally peaked profile [81]. The profile of TeX is very similar to 
that of Te but again Te± < Te.
In Fig. 4.4c, a slightly varies in the central region (r < 5 cm) and then quickly 
drops for 5 < r < 10 cm. Together with the profile of Teu, it shows that a small 
fraction of electrons with very high parallel energies exist along the edge of the 
plasma. This has been verified by the measurements with an electron energy analyzer, 
which also measures the electron distributions in the parallel direction [81]. Fig. 4.5 
shows the radial profiles of the collected electron current for £n > 100 eV, where 
the solid line is the experimental result and the dashed line represents the calculated 
result with the radial profiles of a, Te and Teu. The good agreement between the two 
confirms, again, that the bi-Maxwellian probe model gives physically meaningful 
results.
In Fig. 4.4d, Vp has a slightly peaked profile with a flat maximum in the central 
region and it gradually decreases to its minimum at r > 10 cm. The shape of V/ is
Measured
— - Calculated
Radius r (cm)
Figure 4.5: The radial profile of the current of the energetic electrons with 
£jl > 100 eV collected by the electron energy analyzer. The conditions 
are the same as in Fig. 4.4.
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like a “well” with a clear-cut wall at r ~ 5 cm. Vp and Vj together form a centrally- 
peaked (VJ, — Vj) with sharp edges at 5 <  r  < 8 cm, similar to that of a(r). It is 
found that (Vp — Vj) is more sensitive to a than to Te or Teu, which is only a function 
of Te in the case of Maxwellian distributions. The large radial electric field, formed 
by the gradient in the plasma potential from 5 to 8 cm, can accelerate the ions to the 
side walls and therefore enhance the radial diffusion losses of the ions (see Chapter
3).
The high ne at r ~ 8 cm and high Teu at r  ~ 10 cm together demonstrates a 
maximum power absorption at 8 <  r < 10 cm, suggesting the possible existence 
of strong electromagnetic fields there. Possible mechanisms for this are the skin 
effect or even propagating surface waves along the boundary of the plasma when the 
excitation frequency is higher than the local electron cyclotron frequency but lower 
than the plasma frequency (see chapter 6, [70]). This will be discussed again when 
the results of varying the excitation frequency are presented in Chapter 6.
4.3.2 The Argon Plasma
Fig. 4.6 shows the radial profiles of the argon plasma, taken by the probe under 
standard conditions except for p=0.5 mTorr, where the low pressure was chosen 
deliberately to observe the high energy electron tails.
Unlike the hydrogen case, both Te and Teu in Fig. 4.6 are radially uniform. The 
hot electron component disappears with a -»  0 at r  ~ 10 cm, i.e. at the same radius 
as in the source. This demonstrates, once more, that the “hot tail” electrons originate 
from the “runaway electrons” in the source. In Fig. 4.6d, the profile of Vp is flat 
while that of Vj is well-shaped. It is interesting to note that Vj increases by around 
10 V for 5 <  r  < 15 cm. This “well” of Vj leads to the centrally-peaked profile of 
(Vp — Vj), which is due to a ^  0 in this region.
Assuming the radial ion energy is 3 eV in both hydrogen and argon plasmas 
(see Chapter 3), the corresponding Larmor radii for HJ and Ar+ are around 6 and 
40 cm respectively. The first is smaller, while the second is much larger than the
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Figure 4.6: The radial profiles of the plasma parameters in the argon 
plasma, under standard conditions except for p=0.5 mTorr.
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diameter of the plasma source, Dpi=20 cm, which could lead to the radial density 
profile being more uniform in argon than in hydrogen. In addition, the radial profiles 
of the other parameters in argon are also flatter than those in hydrogen. This may 
be due to the combined effects of the different ion transport processes and power 
coupling mechanisms in the two gases.
4.4 Dependence on Power
When the power was increased from 0 to 100 W, the rf antenna system was always 
re-tuned to keep the SWR as low as possible. As the reflected power was negligible, 
the total rf input power Prj was treated as the same as the rf forward power within 
5% error.
4.4.1 The Hydrogen Plasma
Fig. 4.7 presents the experimental results of the plasma parameters as a function 
of the input rf power. As Prj is increased from 25 to 100 W, ne increases with 
approximately linearly scaling: ne Pr/, as shown by the solid line, and Te and 
Te± remains almost constant (again Te > Tel). Between Prj=25 and 60 W, Teu 
slowly increases while a decreases and then both of them becomes roughly constant 
at Prf >60 W. Both Vf and Vp are constant for 25 < Prj < 40 W and then 
monotonically increase as Prj  is increased from 40 to 100 W, but their difference 
Vp — Vj decreases very slowly over the whole range.
As mentioned in the introductory chapter, sudden plasma mode changes were 
previously observed as Pr/ was increased in WOMBAT using argon gas and a helicon 
coupling scheme at lower excitation frequency (7 or 14 MHz) and higher power (100 
W). However, we do not observe such changes during our experiments. It is possible 
that for the conditions used here, the helicon wave does not propagate in the plasma 
and the plasma generation mechanisms are different from helicon coupling. This 
idea will be further explored in Chapter 6.
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Figure 4.7: The parameters of the hydrogen plasma as functions of the 
input rf power. All the conditions were set at their standard values except 
for p=2.0 mTorr here.
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Figure 4.8: The parameters of the argon plasma as functions of the rf 
power under standard conditions for except p=2.0 mTorr here.
4.4.2 The Argon Plasma
The plasma parameters in argon as functions of Pr j are plotted in Fig. 4.8 for standard 
conditions except for p=2.0 mTorr. As shown in Sec. 4.2, when p > 0.8 mTorr, 
the argon plasma is Maxwellian so only a single electron temperature is presented in 
Fig. 4.8. As Prf  is increased, ne first increases scaling approximately as yJPTj (solid 
line) and then start to saturate at Prf ~ 60 W. The reason for this density saturation
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is unclear. Both Vj and Vp increase sharply at the beginning and much more slowly 
as Prf > 20 W. For a Maxwellian plasma, (Vp —  Vj) «= Te, which is confirmed by 
the fact that both Te and (Vp —  Vj) are constant over the whole power range.
The difference in the plasma dependence on the rf power in the two gases is 
caused by the different power balance processes, as mentioned in Sec. 4.1. However, 
a quantitative analysis for power balance in the two gases is beyond the scope of 
this thesis, so it is not attempted.
4.5 Summary
In general, we have observed many differences and similarities between the hydrogen 
and argon plasmas in the WOMBAT apparatus. The plasma parameters are summa­
rized only for the fixed standard conditions with r=0, p= 1 mTorr, Pr/=40 W, / r/=72 
MHz, B0=36 G and Is=2.0 A and presented in Table 4.2.
Plasma Parameter Hydrogen Argon
ne (cm-3) 5.0 - 8.0 xlO8 1.4 - 1.6 xlO9
a (%) 5.0 - 8.0 ~ 0
Te (eV) 1.5 - 1.8 2.5 - 3.0
Ten (eV) 8.0 - 10.0
vp (V) 7.0 - 10.0 14.0 - 15.0
Tex (eV) 0.8 - 1.0 2.0 - 3.2
Table 4.2: The plasma parameters under standard conditions.
From the table, we can see that in general the hydrogen plasma has lower tem­
perature and density than the argon plasma. Under standard conditions, the first 
has a hot electron tail appearing on the electron distribution while the latter has a 
distribution very close to Maxwellian.
We have demonstrated that many of those differences are due to the differences 
between the collision processes and the ion masses in the two plasmas, which in turn 
affect the ionization, the diffusion and even the power coupling mechanisms.
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The results reported in this chapter have shown that the bi-Maxwellian model can 
successfully describe the energy distribution functions of the plasmas. This detailed 
analysis has made it possible to observe those energetic electrons, which are referred 
to as the “runaway electrons” originated from the source, where the rf fields are 
strong.
To conclude, we note there are some problems which require further study. For 
the conditions investigated in this chapter, (1) why is Te > Te± in hydrogen while 
Te ~ Te± in argon? and (2) why is the rf power mainly coupled at the boundary of 
the hydrogen plasma while it is uniformly distributed along the radius in the argon 
plasma? These questions are closely linked to what actually happens in the plasma 
source and will be further explored when the magnetic mirror and the ECR effects 
are investigated in the coming two chapters.
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Chapter 5
Effect of Magnetic Mirror on Plasma 
Equilibrium
Under standard operating conditions in WOMBAT, the magnetic field has an unusual 
converging feature (weaker in the source than in the diffusion region). As the exper­
iments have shown that the plasma is very sensitive to the magnetic fields in both 
the source and the diffusion regions, it was necessary to investigate the effect of this 
magnetic mirror on the plasma equilibrium.
The study of magnetic mirrors have had a long history in fusion research [4, 7, 34]. 
Although there have been many published applications of mirror type magnetic fields 
in microwave and rf plasma sources for plasma processing [20, 58], the research has 
been mainly on plasma behaviour in diverging magnetic fields (stronger in the source 
than in the diffusion region).
In this chapter, we are concerned with the plasma equilibrium in a magnetic 
mirror formed by a converging magnetic field. Since the plasma behaviour in the 
diffusion region is the main area of this study, we will concentrate on the behaviour 
of the plasma after it is created and omit the break-down physics. However, different 
plasma conditions in the source, represented by electron energy distribution functions 
and densities at the reference point, where the rf antenna is located, could imply 
different mechanisms for plasma generation.
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In Sec. 5.1, a simple analytical model is developed to describe the magnetic 
mirror effect on the plasma equilibrium. Although the methodology involved is very 
similar to that in traditional studies of magnetic mirrors, this model allows a general 
bi-Maxwellian distribution to be used to cover almost any type of electron energy 
distribution. It should be noted that some unpublished results of Porteous are used in 
this section [82]. In Sec. 5.2., we present some modelling results for several types 
of specific distribution functions. In Sec. 5.3, the model is applied to the plasma 
in WOMBAT and the modelling results are compared with the experimental results. 
Finally, a summary is given.
5.1 The Model
In WOMBAT, the rf antenna is located at zs=190 cm (see Fig. 2.1), the point chosen 
as the reference point. The magnetic field at this point is denoted by Bs. Since an 
axial magnetic field gradient, dB(z)/dz ^  0, occurs between z- 100 cm and 200 cm, 
it is obvious that the interesting behaviour related to the gradient should be in this 
region.
5.1.1 Model Assumptions
Based on the real geometry of WOMBAT and axial profiles of its magnetic field, two 
monotonically converging magnetic fields Bx and B2, plotted with solid and dashed 
lines respectively in Fig. 5.1, are chosen in order to show the effect due to different 
magnetic field gradients in the theoretical modelling.
We first assume that at the reference point the ions are cold and the electrons 
have a general form of energy distribution function represented by an anisotropic 
bi-Maxwellian:
/ s(T||s? Vls) — (1 ^s)/ am( |^|si Tys, Tjj) T Qs f am(v||S, t^ ,  Tuys, Tuj_s) (5.1)
where v, T and Tu are respectively the electron velocity, the bulk electron temper­
ature and the upper electron temperature; as is the relative population of the hot
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Figure 5.1: Two axial distributions of the monotonically converging mag­
netic fields.
electrons at the reference point; the subscripts “||” and “JL” represent the parallel and 
perpendicular (with respect to the axial magnetic field) components of the defined 
physical quantity; the subscript “s” denotes the value of the defined quantity at zs ; 
f am is the anisotropic Maxwellian distribution as
The distribution function at z < zs is denoted by f(v\\ ,v±). Both f s and /  are 
assumed to be uniform both in radial and azimuthal directions so that the model is 
one dimensional.
We further assume that the plasma is collisionless and consists of only two types 
of charged particles: electrons and a single type of positive ions. In a collisionless 
magnetic mirror with a finite mirror ratio 7 = B (z ) /B s, there will be some electron 
losses in velocity space due to the “loss cone” effect [4]. For a plasma with a 
monoenergetic distribution, such losses have been previously considered by Persson 
[76] in his theoretical model. However, for the plasma with a general form of electron 
distribution, as shown in Eqn. 5.1, it can be very difficult to establish an analytical 
model with the “loss cone” effect included. In this model, with its simplified analysis, 
no detailed electron losses are considered.
(5.2)
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In a magnetic mirror there is, in general, an electrostatic field parallel to B ,  
£ 0|,=—V $ (z ) >  0, where is the electric potential [25]. The fundamental principle 
of magnetic mirrors is the conservation of the magnetic moment /x and the total 
energy £  of electrons:
n s  i  m evl/B{z) =  ^ (5.3) 
^ +  «*) -  e * (* )  =  +  O  (5.4)
where <F=<]>S=0 is assumed at the reference point. When the electrons move from 
the weak to strong field region of the converging field, some electrons with large 
will be reflected and therefore an electric field parallel to the magnetic field En  > 0 
(see Fig. 5.1) is required to maintain the quasi-neutrality by pulling out the electrons 
from the weak field region and containing the ions in the weak field region. We 
assume there is only the electrostatic field but no propagating nor oscillating wave 
fields in the system.
The presence of E0 N must be associated with an axial gradient in the plasma 
density, n e(z). Since the Debye length A of the WOMBAT plasma is always much 
shorter than the axial scale of the plasma column, Lpj, the condition for charge 
neutrality, nt( 2 )=ne( 2 ), can be used to determine the axial profile of the ion density
»0 140 1(
Axial Position z (cm)
Figure 5.2: Axial profiles of the electric potential.
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once that of the electron density is obtained. The plasma density at is denoted by 
n s. Since E0N is a self-consistent field, it must be known in order to find ne(z). In 
this model, we assume $ ( 2 ) is a known parameter and take the two axial profiles 
of $  with different gradients, represented by and <f>2, as shown in Fig. 5.2. The 
shapes of $ 1  and $ 2 are based on the requirement of d$ /d z  < 0 and their amplitudes 
are chosen to be a few times the electron thermal energy.
5.1.2 Phase Space Element
We now consider a small group of electrons in velocity space defined by (vn„t;u). 
This group of electrons is represented by the shaded area in Fig. 5.3a. This group
Xl
(b) z<z.(a) z=z
Figure 5.3: Electron groups in the two dimensional distribution functions.
(a) At in velocity space defined by and (b) at z < zs in
velocity space,
of electrons is bound to a magnetic field line and becomes a new group in the new 
velocity space, (uy, vx), as it moves from zs to z < za, as shown in Fig. 5.3b.
The density of the group of electrons at is given by
Sns =  n sf sdvs (5.5)
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and it becomes
6ne = Tdv  (5-6)
where T  is the electron energy distribution function at z before normalization, dvs 
and dv are the volume elements in the two velocity spaces respectively. In cylindrical 
coordinates, they are given by
dv s =  27Tvlsdvlsdv^s (5.7)
dv = 2irv±dv±dv\\ (5.8)
Using Eqns. 5.3 and 5.4, we can express ( v ^ v ^ )  in terms of (un,u±) and
O 1 ov,. = 7
1v 2e$
7
from which we can obtain
= 0
3u,i
dv.
Using the Jacobian relation
dv{\3dvLS =
and Eqn. 5.11, we have
8l;ll*3u_l
dv^dvjj, = ^^-^^-dv^dv±. 
o v || dvx
Multiplying both sides of the above equation by we obtain
l3u},di£
V\\3v±sdv\\sdvls =  - - — --^—dv^dv^
Substituting Eqn. 5.12 and 5.13, we arrive at [82]
vpv^ dviidv^  =  -V\\VLdv\\dvi_.7
(5.9)
(5.10)
(5.11)
2u|| (5.12)
2- v x.7 (5.13)
dv 1. dv\\dv±, (5.14)
(5.15)
(5.16)
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Figure 5.4: The flux tube of the electrons.
5.1.3 Flux of Electrons
Fig. 5.4 shows the flux tube of the group of electrons. From the definition of the 
flux and the density expression given in Eqn. 5.5 and Eqn. 5.6, the electron fluxes 
at zs and z can be expressed respectively by
8TS = (8ns)vp = nsf sv]]sdvs (5.17)
<$r =  (£ne)u„ =  Tv^dv. (5.18)
Since we are interested in the steady state plasma behaviour, we can take the
dn/dt=0 by assuming collisions and electron losses are negligible within the flux 
tube. Then from the equation of continuity we obtain
(ST)A = (8Ts)As (5.19)
where As and A are the surface areas of the flux tube at and z respectively. Gauss’ 
Theorem gives
/ J J(V ■ B)dV = J J(B ■ n)ds
where dV and ds are the volume and surface area elements of the flux tube respec­
tively, and n is the normal vector of the flux surface. As V B  =0, we obtain
B(z)A = BSA S (5.20)
Combining Eqn. 5.19 and Eqn. 5.20, we arrive at
6T =  7£rs. (5.21)
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Substituting Eqn. 5.17 and Eqn. 5.18 into Eqn. 5.21, we can obtain
Tv\\dv — 'ynsf svl{sdvs
Putting Eqn. 5.7 and Eqn. 5.8 into the above equation, we have [82]
FviVjßv^dvj. = i n sf sv\\sv±sdvl[sdv±s.
Applying Eqn. 5.16 to the above equation, we finally arrive at
T  =  nsf s (5.22)
5.1.4 Axial Evolution of the Plasma
Now we can start to derive the f(v\\,v±) and ne(z) as a function of f s, ns and $ 
when the plasma is in equilibrium within the magnetic mirror.
We can first consider a single anisotropic Maxwellian distribution, f am. In this 
case, Eqn. 5.22 becomes
i m  —  Tlsfam•
Applying the definition of f am given in Eqn. 5.2 to the above equation, we obtain
.2
Bim — n .«
1 \  I
2irkP
1 mPv:exp
2^bT||S
mevls
2knTiM
(5.23)
Using Eqns. 5.10 and 5.9, we can convert v^s and vls in Eqn. 5.23 to U|| and v± [82]:
^ am( |^|j ^ ± 5  -^ ||, T±) C V  e x p
m Pv‘ mev\
o = n<
1 \ I
2 kBT, 2 kBT±i
1
2tt kp ^ s T ±
exp
e4>
. kBT\\s _
(5.24)
(5.25)
T±
T\\s
7 ^ ! l 5
1 + ( 7 " 1) ^
(5.26)
(5.27)
where Tj| and T± are the new parallel and perpendicular temperature components at 
z. Eqns. 5.26 and 5.27 show the very interesting results that T± is dependent on 
B  and Ttts, while T\\ is independent of both of them.
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In same way, we can obtain the distribution function for the upper temperature 
component:
a m (^||5 J^.5 - ^ u | | 5 -^ u _l )  exp |
m euj m tv\
2kBTu\\ 2kuT,B  -1 u_L ,
(— Y — e$^ r exp\ T ru\\s-Lu±S  R  ’B ■*- u  || s
Tu\\ — Tu | | S
, =
(5.28)
(5.29)
(5.30)
(5.31)
T«lh
Then, the whole distribution function is given by
=  (1 -  a«)^ram(u||,t;j. , r , | , r j.) +  a a^ ram(v||,v±,T u„,TttJ.). (5.32) 
The density of the electrons over the whole velocity space at z can be derived from
r  oo  /»oo
ne(z ) =  / / ^r27rui c?U||C?u±.
Putting Eqn. 5.32 into the above equation and carrying out the integration, we arrive 
at
ne(z) = n
we can normalize T  as
z i , T ± (  e* \  t Tu± (  e$( l - a s)— exp —  + a . — expl —
-*■ I .<s \  B -*■ | | 5  /  - * •  I ä  V  1'S -1 u | |s
(5.33)
=  Jr(t,"’”l) (5.34)ne(z)
=  [1 ~ d(z )\fam(vv vu Tv T±) a(z) fam( v ^ v ±,Tul[,Tu±) (5.35)
where
(5.36)
(5.37)
Eqn. 5.35 shows that f ( v [{,vx) is also a bi-Maxwellian, but with different temperature 
and relative hot component population from those of f s. In general, /  is a function 
of B(z).
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After we obtain the distribution function and the density, we can now look at 
how the average electron energy (£) varies within the mirror region. (E) is defined 
as
r°° r°° u i
(£) =  JQ J_oo~y (vb + v l ) f ( v ^ v L)2TtvLdv\\dvL.
Substituting Eqn. 5.35 in the above equation and carrying out the integration, we 
arrive at
<£> = 3r2 e> (5.38)
Teff = 3 ^ V / , | |  + 3 ^ e / / u . (5.39)
Teff, I = [1 -  a(z)]T^ +  a(z)Tn (5.40)
T eff,± = [1 -  a(z)]T± + a(z)Tux (5.41)
where Tejj, Tejj  ^ and Tejj^ are called the effective temperature and its parallel and 
perpendicular components respectively. For non-Maxwellian cases, they are the use­
ful parameters to represent the total, parallel and perpendicular average electron 
energies.
Once the following parameters are given
Us? TUt Tu)|s, and Tu±s,
we can use Eqns. 5.26, 5.27, 5.30, 5.31 and 5.39 to 5.41 to calculate all the relevant 
temperatures. Eqn. 5.33 and Eqn. 5.36 can used to calculate ne(z) and a(z). Then 
/  and ne(z) are finally determined for any z within the magnetic mirror region.
5.2 Modelling Results
In this section, we apply the model to several specific types of source electron 
energy distribution functions, f s. The modelling results are organized according to 
the type of f s. In Sec. 5.2.1 we start from an isotropic, bi-Maxwellian distribution 
function. Since plasmas generated by electron cyclotron resonance (ECR) often have 
a distribution with T15 > T]]s or Tuls > Tu))s, such a f s is referred to as an ECR type 
which will be treated in Sec. 5.2.2. In contrast, we call f s with Tl]s > T±s or
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Tup > TuLs a beam type distribution (note that the word “beam” simply implies that 
the electrons are more energetic along than across B  and is not a real physical beam 
with monoenergetic distribution). The beam case is dealt with in Sec. 5.2.3. The 
contours for these three types of distributions are plotted in two dimensions in Fig. 
5.5.
Yls Xls v±s
(a) (b) (c)
Figure 5.5: The contours for constant f a f v ^ v ^ )  in two dimensions, (a) 
Isotropic Maxwellian, (b) ECR type (c) “beam” type distributions.
5.2.1 Isotropic, Bi-Maxwellian Distribution
An isotropic, bi-Maxwelhan f s can be represented by
a /  0, T||a — Tls — Te, Tulls — T u_ls — Teu, <7||s — <hs — Teu/Te.
From Eqns. 5.26, 5.27, 5.30 and 5.31, we obtain
7x — 7X3 — rp ■
x e
These results show that all the temperature components are the same everywhere 
along the magnetic field.
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Inserting the previous results into Eqns. 5.39 to 5.41, we have
Tefj = Tejjt || = Teffjl
= [1 -  a(z)]Te + a(z)Teu (5.42)
where a(z) is derived from Eqn. 5.36 to be
(1 as) exp (jtsTe) (l
(5.43)
When Te ^  Teu, a(z) will vary with 4>. From Eqn. 5.33, we can then arrive at
This is the Boltzmann relation for bi-Maxwellian electrons.
Eqns. 5.44 and 5.43 show that f ( v {\,v±) and ne(z) are independent of B  if f s is 
isotropic, no matter it is Maxwellian or bi-Maxwellian. In this case, the electrons 
are simply governed by the Boltzmann relation everywhere.
However, in a magnetic mirror it would be more common to see an anisotropic 
distribution, which will be treated presently.
5.2.2 ECR Distribution
As will be discussed in the following chapter, under some conditions in WOMBAT 
the electrons may experience a cyclotron resonance near the antenna. It is well 
known that heating of the electrons transverse to the magnetic field may occur due 
to ECR processes [25].
When most of the (bulk) electrons are heated, we can assume the electrons have 
a distribution with:
(5.44)
Again, applying these conditions, we obtain
a(z) — as =  0
100
(5.45)Tisi + (~,-i)ß 
1 + (37 -  T 
3[l + (7 - l) /8 ]  "3
i ß
(5.46)
ne(z) (5.47)
In this particular case, Eqns. 5.46 and 5.47 are exactly same as these derived by 
Brynolf et al. [25] using a different approach. In their model, they assumed that the 
energy distribution function of the ions was Maxwellian with a temperature equal 
to the parallel electron temperature Tp and the density of the ions was governed by 
the Boltzmann relation. Using the equation for charge neutrality, they derived an 
expression for $  as a function of 7:
where nes and nis are the electron and ion densities at the reference point respectively. 
However, in the WOMBAT plasma TB is often a few eV but there are not enough 
sources (collisions, electric fields, etc.) to heat the ions to such a temperature, so we 
cannot assume the ion temperature is the same as Tj| in this model. Therefore, the 
analytical form of 4> given in Eqn. 5.48 cannot be used here. Instead, we assume 4> 
is a known parameter and use $1 and <f>2 in Fig. 5.2 for the calculation. The shapes 
of these two potential profiles are based on the requirement of d$/dz  < 0 and their 
amplitudes are chosen to be of the order of a few times the electron thermal energy 
in the parallel direction.
Fig. 5.6a and 5.6b show the calculated axial profiles of the different temperatures 
for two magnetic field profiles (B\ and B2 in Fig. 5.1) respectively. Eqn. 5.26, 5.45 
and 5.46 show that Tp T± and Tejj are independent of 4> so that the results shown in 
Fig. 5.6 are valid for any electric field. In both figures T± (dashed lines) decreases 
dramatically as B  increases with decreasing z while Tj| (dash-dot-dot lines) is uniform 
all the way along 2. This implies that the anisotropy of the distribution function 
gets weaker in the higher magnetic field (diffusion) region even if it starts from a 
strongly anisotropic f s with ß=T±s / Tp=20. The larger the mirror ratio 7, the smaller 
the difference between T± and Tj|. For example, at 2=100 cm, Fig. 5.6a gives 7=2.47
(5.48)
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Figure 5.6: The calculated electron temperatures as a function of z for
(a) B 1 and (b) B 2 with as=0, T,|s= Tu||s=2.5 eV and T^3=TuLs= 50 eV or 
/? =20.
and ß  1.62 while Fig. 5.6b gives 7-1 .35 and ß=2.59. This demonstrates that the 
plasma tends to become isotropic as 7 gets large enough in the diffusion region.
The gradient in Tej j , shown in both Figs. 5.6a and 5.6b, is found to be very 
useful for negative-ion sources [25]. By controlling the magnetic field gradients, 
the temperature gradients can be adjusted. However, we must note that such sharp 
temperature gradients rely on the strong anisotropy of f s, typical of ECR plasma
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nT 0.6
>0 140 1<
Axial Position z (cm)
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Figure 5.7: The calculated electron density normalized against n s as a 
function of z for (a) B \ and (b) B 2 for the same conditions as in Fig.
5.6.
sources.
Fig. 5.7 shows the density normalized against n 3 as a function of z, again for 
(a) Bi and (b) B 2 respectively. The solid and dashed lines represent the results 
calculated with and (see Fig. 5.2) respectively. The axial density profiles 
are dependent on both axial gradients in the magnetic field {dB / dz) and the electric 
potential (d$/dz) .  When d $ / d z  is small, as in the case of (solid line), the
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electrons with large vL reflected back to the source by db/dz  <  0 dominates over 
those pulled out of the source by the electric field d $ / d z  < 0. Note that “reflection” 
and “repulsion” are relative to the reference point, zs=\90 cm. This is shown by the 
solid lines with dneld z  < 0 in both Fig. 5.7a and 5.7b. In this case, the stronger 
d B /d z ,  the sharper dne/dz .  In Fig. 5.7a, the solid line with 7=2.47 at ^=100 cm 
corresponds to ne( z ) / n s=0.25 while in Fig. 5.7b 7=1.35 gives n e( z ) / n s=0.52.
>0 140 1<
Axial Position z (cm)
>0 140 1<
Axial Position z (cm)
Figure 5.8: Axial profiles of (a) The calculated effective temperatures 
and (b) the normalized density for B = B 1} $ = $ 2 , T’,js=2.5 eV and {3=4, 
10 and 20.
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However, in the case of <$2 (dashed lines), the electron repulsion due to d $ /d z  
competes with the electron reflection due to dB/dz .  In Fig. 5.7a (dashed line), 
for zs <  170 cm the effect due to d $ /d z  dominates that due to d B / d z  but it 
becomes opposite for > 170 cm. In Fig. 5.7b (dashed line), the electric field 
repulsion certainly dominates the mirror reflection so the density variation has a 
similar tendency as that for $ 2.
To show how the effective temperature and density profiles vary with ß, the 
calculated Teff  and ne(z) against three values of ß= 4, 10 and 20, are plotted in 
Fig. 5.8. Fig. 5.8a shows that the higher the ß  (the stronger the anisotropy), the 
sharper the gradient in Tejj. In Fig. 5.8b, we can see that the higher the ß, the lower 
the density in the diffusion region because more electrons are reflected back to the 
source.
It is also possible that ECR heating only affects the electrons in the tail region 
of the distribution function. In this case, we can assume
as > 0, X||S =  TU||S =  T±s, ßu =  Tu±s/ T u\\s > 1.
Again, using the same approach as above, the expressions for a(z ), Teff(z)  and ne(z) 
can be obtained. Fig. 5.9 shows the calculated results of these three parameters as 
functions of z. In Fig. 5.9a Te/ / i± decreases dramatically with decreasing z or 
increasing B  while Tejj^ is axially uniform. From both Fig. 5.6 and Fig. 5.9 we 
can see that always Tejfyl > Tejj^  if f s has ß > 1 or ßu > 1. In addition, Te// 
always decreases with decreasing z in both cases. However, in the case of tail 
heating with ßu > 1, a decreases with decreasing z as shown in Fig. 5.9b, which 
makes the temperature gradient in Fig. 5.9a sharper than in Fig. 5.6a where a=as=0.0 
everywhere along z. Similarly, as in Fig. 5.6b, the increasing density with decreasing 
z is because the electron repulsion due to the electric field is dominant here.
5.2.3 Beam Type Distribution
As mentioned in the last chapter, in the hydrgogen plasma the perpendicular tem­
perature components measured by the Bernstein wave interferometry under standard
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10 140 1(
Axial Position z (cm)
Figure 5.9: Axial profiles of (a) the effective temperatures, (b) the pop­
ulation of the hot component and (c) the normalized density for B=BX, 
$ = $ 2 , as=30%, Tw|(s= r i|a=Tu =2.5 eV and ßu=TulJ,/T u],s=20.
conditions is lower than the parallel component measured by the planar probe. This 
phenomenon cannot be explained by the modelling results employing the isotropic 
and ECR type distribution functions as previously discussed in Sec. 5.2.1 and 5.2.2.
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We now consider a beam type electron energy distribution in the source with
as = 0, T^ iia =  T||s, Tu±s = Tu, ß =  —— < 1.
J n»
These conditions are the same as those for the case of ECR bulk heating except that 
ß < 1 here. Therefore the formulas for T±, Tejf  and ne(z) given in Eqn. 5.45 to 
5.47 can also be used for this calculation.
In Fig. 5.10 the calculated effective temperatures and densities are plotted as a
»o mo n 
Axial Position z (cm)
>0 140 1<
Axial Position z (cm)
Figure 5.10: Axial profiles (a) the calculated effective temperatures and 
(b) the normalized density for B=Bi, $=<l>i or <f>2> as=0, TU||s=T||s=10.0 
eV, Tu±s=T^=1.0 eV or ß - T J T ^ O .  1.
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function of z for ß=0.l. It is interesting that in this case TL (in Fig. 5.10a) increases 
from its value 1.0 eV at 2S to 2.15 eV at 2=100 cm. This can be shown by (see
Eqn. 5.45)
7 > 1 if ß < 1 and 7 > 1. (5.49)
1 + (7 -  l )ß
Fig. 5.10b shows that ne/ n s increases monotonically with decreasing 2 in both cases 
of $1 and <$2. This is because when as=0 Eqn. 5.44 becomes
/  e<$>ne(z) T±
=  t ~ 6XP• S  -L I .9 kBrl \ s
(5.50)
For both and 4>2, increases with decreasing 2. Together with Eqn. 5.49, 
Eqn. 5.50 shows ne/ n s should increase with decreasing 2.
We are also interested in the case where the parallel components of both bulk 
and tail temperatures are higher than the perpendicular ones. Let us assume that
as > 0, Tu±s = Txa, Tu„s > T||S, ß =  < 1, ßu = 7^ -  < 1.
1 ||S 1  u ||s
In this case we cannot further simplify the original formulas given in Eqns. 5.27, 5.31, 
5.33, 5.36, 5.39 and 5.41. The results calculated from these formulas are shown in 
Fig. 5.11. How Teffyl (in Fig. 5.11a) and ne(z) /ns (in Fig.5.11c) vary with 2 are 
very close to those in Fig. 5.10 for similar reasons. In Fig. 5.11b, a(z) decreases 
from 10% at 2S to 3.6% at 2=100 cm. This is because the density of tail electrons 
increases with (°c exp(e<&/ kBTu\\)) more slowly than that of the bulk electrons (°c 
exp(e^/A;sT||)) so the hot electrons become a smaller portion of the total electron 
population in the diffusion region. This effect subsequently causes the decrease of 
Te//,|| with decreasing 2 or increasing (in Fig. 5.11a).
Both Fig. 5.10 and Fig. 5.11 demonstrate that Te//,n > Tejjyl in the diffusion 
region if Tejj^s > Te//)XS at the reference point. In this case the parallel component 
of the temperature will always dominate the perpendicular one while in the ECR 
case it is just opposite. However, as in the ECR case, the difference between the 
two temperature components gets smaller as the electrons move from low to high 
magnetic field region. This means that a source electron energy distribution of any 
anisotropy always tends to become less anisotropic as it moves along a converging 
magnetic field.
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Axial Position z (cm)
Figure 5.11: Axial profiles of (a) the calculated effective temperatures,
(b) the population of the hot component and (c) the normalized density 
for B=Bly $=$1, a3=10%, T„s= 1.5 eV, Tu)|3=15 eV, TU±S=T^=0.8 eV.
5.3 Comparison with Experimental Results
The plasma parameters presented here were measured in the hydrogen plasma by 
the planar probe carried with the axially movable trolley from 2=86 to 180 cm (see
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Figure 5.12: Axial profiles of the magnetic fields in WOMBAT, (a) The 
sub-ECR field case: Bs < Bce for /o=10.4 A (B0=36 G) and Is=2.0 A (b) 
the near-ECR field case: Bs > Bce for 7o=20.8 A (B0=12 G) and 7S=2.0 
A. Bce=25.9 G is the value of the magnetic field for ECR resonance, 
/ c e = / r / =  72 MHz.
Chapter 2) and by the Bernstein wave interferometry at fixed z=100 cm. The external 
controlling parameters were kept at standard conditions (p=1.0 mTorr, Pr/=40 W, 
frj=72 MHz). The magnetic field for / ce= /r/=72 MHz is Bce=25.9 G.
Two actual axial profiles of the roughly converging magnetic fields in WOMBAT
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are plotted in Fig. 5.12. There are some important differences between the two 
fields. In Fig. 5.12a, the magnetic field in the source region (150 < z < 200 cm) is 
below the resonant field Bce, while in Fig. 5.12b the magnetic field is everywhere 
above Bce, except for Bs ~ Bce at zs. We note that the antenna is around 2.0 cm 
wide and the magnetic field varies over this distance. Thus, the electron cyclotron 
frequencies at the antenna (z=190 ± 1 cm), f ces, are 56.0 ± 0.5 MHz and 74.4 ±0.4 
MHz for the two magnetic fields (see Figs. 5.12a and 5.12b) respectively. In term of 
the frequencies, these two field profiles correspond to the conditions of f rj > fees and 
f rj < f ces respectively. To avoid confusion, we should emphasize that in this chapter 
the sub-ECR and near-ECR cases always correspond to B s < Bce and Bs ~ Bce.
5.3.1 Sub-ECR Field Case
The experiments were conducted also in hydrogen at a pressure as low as possible 
(p= 1 mTorr) in order to compare them with the collisionless model. Fig. 5.13 
shows the comparison between the experimental and modelling results on the plasma 
parameters for the sub-ECR condition, where Bs < Bce. In Fig. 5.13c, Tj| and Tu!( 
measured by the planar probe are axially uniform and agree well with the theory. 
From the electron density profile measured by the probe and assumed T±s and Tuls, 
4> can be calculated. The result in Fig. 5.13a, representing an electric field E0\\ > 0, 
is within the expectation for the converging magnetic field with dB/dz  < 0 [25, 82]. 
Since the variation in 4» predicted by the theory is smaller than the uncertainty of the 
plasma potential Vp as measured by the probe, the theoretical result cannot be directly 
verified by the Vp measurement. However, the difference between the measured and 
predicted Vp is within the experimental uncertainty.
With the assumed values of as, TLS and Tuxs, and the calculated profiles of 
4>, more parameters including a(z) and Te//)X are calculated and compared with 
the experimental results. Experimentally, Tg//^ is measured by the Bernstein wave 
interferometry at the fixed position of z=100 cm. Therefore, the assumed values of 
as, T^ s and Tu±s cannot be directly compared with the experimental results but can 
be checked indirectly by its consequent parameters TC//|X (z=100 cm) and a(z). The
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Figure 5.13: Axial profiles of the plasma parameters for the sub-ECR field
case. Experimental conditions: p=1.0 mTorr, Prf= 40 W, / r/=72 MHz. 
Fitting parameters: a s=10.0%, Tlls=2.2 eV, Tu|(s=11.0 eV, T^=TU±3=0.8 
eV.
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Figure 5.14: The axial profiles of the plasma parameters for the near-
ECR field case. All other conditions are the same as those in Fig. 
5.13. The fitting parameters: as= 20.0%, Tj|S=Tl5=2.66 eV, TU|(S=10.8
eV, TU±S=3TU||S=32.4 eV and V^IO.O V.
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result in Fig. 5.13d shows that the calculated a(z) decreases with decreasing z and 
agrees well with the measured results for 80 <  2  <  170 cm. When z > 170 cm, the 
measured a(z)  and TB are both greater than these predicted by the theory. This is 
possibly due to the distortion of the probe characteristics by the rf field in the source 
region.
5.3.2 Near-ECR Field Case
For the near-ECR condition, where Bs > Bce or f rj < f cest similar experiments were 
also carried out under the same conditions. Fig. 5.14 shows the axial profiles of 
the relevant plasma parameters. The analysis of the results shown in this figure is 
very similar to that for Fig. 5.13. Both the sub- and near- ECR cases represent 
the roughly converging magnetic fields and the results of the two cases have some 
common aspects. For example, TJ, and Tuy are axially uniform; both ne and $  
increase while a(z) decreases with decreasing z (dne/dz  < 0, d $ / d z  < 0 and 
da/dz  >  0), roughly in the region of 120 <  2  <  190 cm.
However, there are some important differences in the results between the near- 
ECR and sub-ECR cases. In the first case, T||=2.66 eV higher than the 2.2 eV 
measured in the second case; the Bernstein temperature in the first case is about 
2.5 eV, much higher than that of 1.0 eV shown in the second case; the difference 
between the Bernstein and the probe temperatures in the first case is much smaller 
than that measured in the second case. In the first case, the model predicts as= 18%, 
=T||S =2.66 eV, TU|ls=10.8 eV and TU±S=32A eV where as and Tu±s are much greater 
than those in the second case.
5.4 Summary
In this chapter, we have established a simple theoretical model to deal with the 
plasma equilibrium in a converging magnetic field. The axial profiles of the electron 
distribution function, / ,  and the plasma density, ne, have been derived for a given
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source electron distribution, f s, and axial potential profile. The model allows f s 
to have a general bi-Maxwellian form, defined by Tl[s, Tul]s, T±s, Tuxs and as. The 
different combinations of the five parameters can cover many types of the electron 
distribution functions such as isotropic bi-Maxwellian, beam and ECR types.
With each of these specific distributions, the plasma parameters are calculated 
for assumed converging magnetic fields and axial potential profiles. The modelling 
results have provided some very important insights of the plasma behaviour in a 
collisionless and lossless magnetic mirror: (a) if f s is isotropic, /  and ne do not 
change along the magnetic mirror; (b) if the f s is of the “beam” type, /  retains 
this property but becomes less anisotropic as it moves to the diffusion region, where 
the magnetic field is stronger. The plasma density is much more sensitive to the 
electric potential gradient compared to the magnetic field gradient; (c) if f s is an 
ECR type, /  has the same property but, again, becomes less anisotropic in the 
diffusion region, and the axial density profile is controlled by the balance between 
the electron repulsion (from the source) by the the electric field and the electron 
reflection by the converging magnetic field (back to the source); (d) For any type 
of source distribution, the parallel bulk and tail temperature components are not 
affected by the magnetic or electric field. However, the hot population a(z) and 
effective temperature Tejj are both sensitive to the gradients of both magnetic field 
and electric potential.
Many of these predicted properties of the plasma behaviour within a converging 
magnetic mirror are verified by the experimental results. Under both sub-ECR and 
near-ECR conditions (see Figs. 5.12a and 5.12b), the two parallel temperature com­
ponents (Xj| and TU||) measured by the planar probe are axially uniform and agree well 
with the theory. From the density profile measured by the probe and the assumed 
two perpendicular temperature components at the antenna (T^ and Tuls), the electric 
potential can be calculated. The calculated potential profile represents an electric 
field pointing to the source, which is expected for a converging magnetic field [25]. 
Since the variation in the electric potential predicted by the theory is smaller than 
the uncertainty of the plasma potential as measured by the probe, the theoretical
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result cannot be directly verified by the plasma potential measurement. However, 
the difference between the measured and predicted values of the plasma potential is 
within the experimental uncertainty.
With the assumed values of as, Txs and Tuls, and the calculated profile of <f>, the 
axial profile of the hot electron population a(z) and the perpendicular component of 
the effective temperature r e//)± are calculated and compared with the experimental 
results. Experimentally, Tejfi± is measured by the Bernstein wave interferometry is 
at the fixed position of z - 100 cm. Therefore, the assumed values of as, Txs and 
Tuxs cannot be directly compared with the experimental results but can be checked 
indirectly by its consequent parameters such as Te//,x {z- 100 cm) and a(z). The 
calculated a(z) decreases with decreasing z and agrees very well with the measured 
results excluding the region where the rf noise could affect the probe performance.
It has been found that (1) the theory predicts that for the near-ECR case, where 
Bs > Bce, the electrons in the source may have an ECR type distribution function 
with T^ s > T|,s and for the sub-ECR case, where Bs < 13ce, they may have a beam 
type distribution function in the source with T^  < Tp, (2) both theoretical and 
experimental results show that in the near-ECR case the bulk electron temperature is 
higher than that in the sub-ECR case (3) in the diffusion region r e//,x (measured by 
the Bernstein waves) ~ Tl} (measured by the probe) in the near-ECR case but Tejj}X < 
T|| in the sub-ECR case. These observed phenomena and theoretical predictions 
suggest that the difference between the two cases may correspond to different plasma 
generation mechanisms. These problems will be pursued in the following chapter.
116
Chapter 6
Effects of Excitation and Electron 
Cyclotron Frequencies
This chapter focuses upon the experimental studies of the effect of rf excitation and 
electron cyclotron frequencies, f rj  and / ce, on the rf discharge plasma.
The results in the last chapter showed that there were some dramatic differences 
in the plasma behaviour if the local magnetic field at the antenna was stronger or 
weaker than the electron cyclotron resonance field for a given excitation frequency 
(Bs > Bce or Bs < Bce). In terms of the relevant frequencies, these two conditions 
can be expressed equivalently as that the excitation frequency is below or above the 
local electron cyclotron frequency at zs { f rj  < f ces or f rj  > f ces). For the converging 
magnetic fields used in this thesis, as shown in Fig. 5.12, these two conditions also 
correspond to the following:
(A) Everywhere along the axis, the excitation frequency is lower than the electron 
cyclotron frequency, i.e. f rj  <  f Ce{z) .
(B) There is an axial region in the source where the excitation frequency is higher 
than the cyclotron frequency, i.e. f rj  >  f Ce ( z ) .
To further investigate how these two conditions, and also how the existence of 
a local ECR at the antenna ( /r/= /ces), affect the plasma, some detailed experiments 
were carried out using several different methods. Some very interesting phenom-
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ena have been consistently observed and the results will be presented in Sec. 6.1, 
followed by some explanations in Sec. 6.2. As will be demonstrated through the 
whole chapter, the response of the plasma to the excitation frequency being every­
where above or below the electron cyclotron frequency gives great insights into the 
mechanisms which couples the rf power into the plasma.
6.1 Experimental Observations
As both excitation frequency and magnetic field profile are variable in WOMBAT, 
there are many ways to experimentally investigate the combined effects of the two 
including:
(1) Vary the magnetic field profile in the source region while keeping both mag­
netic field in the main chamber (diffusion region) and excitation frequency constant. 
The experimental results taken in this way will be presented in Sec. 6.1.1.
(2) Vary the excitation frequency while the magnetic field profile is constant. This 
method has been most frequently used to study the effect of the excitation frequency 
on the rf plasma and the results of these experiments will be presented in Sec. 6.1.2. 
It has been found that the tuning circuits must be changed with the frequency in 
order to obtain the optimal tuning. The effect of the tuning circuit on the plasma 
was also experimentally investigated and will be discussed in Sec. 6.1.3.
6.1.1 Effect of Source Magnetic Field
To examine how the magnetic field profiles in the source region affect the hydrogen 
plasma in the diffusion region (2 =100 cm), experiments were conducted with the 
excitation frequency fixed at 72 MHz while the current in the source coil I s was 
varied, as shown in Fig. 6.1. It is important to note that the ECR condition at 
( / r / = / c e s = 7 2 MHz) is satisfied at 2.7 A and the transition from Condition A to B
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Figure 6.1: The profiles of the magnetic field for fixed I0=lOA A (F?0=36
G) and Is=0 to 8.0 A. Horizontal dashed line: the ECR field Bce=25.9 G
for f rf =72 MHz.
occurs at 3.5 A.
In Fig. 6.2, the plasma parameters are plotted as functions of Is. For Is < 3.5 
A, all the parameters, except for a, are lower than those for Is > 3.5 A. The hot tail 
electrons exist when Is < 3.5 A with a > 5%, but disappear when Is > 3.5 A. The 
plasma mode change at I3=3.5 A rather than at 2.7 A clearly shows that the plasma 
behaviour in the diffusion region is not sensitive to the local ECR at zay but is very 
sensitive to whether the whole magnetic field profile in the source region is above 
or below the ECR field level, corresponding to Conditions A and B respectively.
Similar phenomena were observed by Popov [78] in an ECR plasma source 
with an axially varying magnetic field B(z).  His results showed that the plasma 
temperature and density were higher when the excitation frequency was below the 
cyclotron frequency than when the opposite occurred. Different coupling mechanisms 
of electromagnetic waves in the plasma were suggested for the two cases. In his
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Figure 6.2: The plasm a parameters in hydrogen as functions of the source 
coil current for standard conditions except for p=2.0 mTorr. The local 
resonance condition at za, / r/ = / Ce5=72 M Hz, is satisfied at 2.7 A showed 
by the arrow. The transition from Condition A to B occurs at 3.5 A.
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experiments, no significant local ECR heating was observed either.
6.1.2 Effect of Excitation Frequency
In recent years, the effect of excitation frequencies on high frequency discharges has 
been studied by Moisan et al, based on surface wave-sustained plasmas which are 
generally free from magnetic fields [69, 70, 103]. Their studies did not involve the 
relation between the excitation and electron cyclotron frequencies, or its effect on the 
power coupling. However, these effects are important so they must be considered in 
this study.
The experiments described here were conducted in the diffusion region while the 
magnetic field profile was fixed and the excitation frequency was varied. In Fig. 6.3, 
the magnetic field profile for 70 =10.4 A and 7S=2.0 A is plotted, together with the 
ECR fields for f rf =20 -  90 MHz. From the figure, we can see that f rj =  56 MHz 
corresponds not only to the ECR condition at ,z3, but also to the critical frequency 
below which the excitation frequency is lower than the cyclotron frequency, i.e.
- f f=  9 0 MHz
56MHz
120 140
Axial Position z (cm)
Figure 6.3: The standard magnetic field profile for 7o=10.4 A ( B 0=36 G) 
and 7a=2.0 A. The horizontal dashed lines represent the the values of the 
ECR fields.
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Figure 6.4: The plasma parameters in hydrogen as functions of the excita­
tion frequency under standard conditions. The tuning circuit was changed 
at 40 MHz and the transition from Condition A to B occurs at 56 MHz. 
respectively.
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Condition A, and above which the opposite applies, i.e. Condition B. All other 
conditions were kept at standard values except for the change of the tuning circuit 
at 40 MHz.
The Hydrogen Plasma
Fig. 6.4 shows the plasma parameters in hydrogen as functions of the excitation 
frequency under standard conditions. Once again, a sudden change in the plasma 
parameters occurs at the transition from Condition A to B where f r/= 56 MHz. 
Unlike a resonant response to the local ECR condition, / r/ = / ces=56 MHz, the change 
is more like the sudden jump between two distinct modes. This again suggests that 
the plasma in the diffusion region is not very sensitive to a local resonance at z8y but 
sensitive to the change between Conditions A and B.
This observation is consistent with those presented earlier in Figs. 5.13 and 5.14 
and those in Fig. 6.2. Although these results were taken by different methods, e.g. 
either fixing the excitation frequency and varying the magnetic field profile or vice 
versa, they share the following common features: (a) When the excitation frequency 
is lower than the cyclotron frequency everywhere along the axis (Condition A), the 
electron density n e, and all the temperature components, Te, Teu and Te±y are higher 
those under the reversed condition (Condition B); (b) under Condition A, the electron 
energy distribution is very close to a Maxwellian with a —> 0, but under Condition 
B it becomes distinctively bi-Maxwellian with a relatively large hot fraction a; (c) 
under Condition A, the electron distribution is approximately isotropic with similar 
parallel and perpendicular components of the bulk temperature, Te -  TeX, but under 
Condition B the distribution becomes anisotropic with the parallel component higher 
than the perpendicular one, Te > Te±; (d) the plasma in the diffusion region is not 
very sensitive to the local ECR condition at za.
As mentioned previously, if these phenomena are closely related to the power 
coupling mechanisms, it would be useful to know how the radial density profiles 
vary with the excitation frequency. In Fig. 6.5, the radial profiles of the electron 
density for a range of f rj are plotted. The figure shows ne(r) is centrally peaked
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Radial Position r (cm)
Figure 6.5: The radial profiles of the electron density in hydrogen as 
functions of the excitation frequency under standard conditions, the same 
as in Fig. 6.4, except for p=2.5 mTorr here.
for f rf < 5 0  MHz, but becomes hollow for f r j  > 60 MHz. The sudden drop of the 
whole density profile between 50 and 60 MHz suggests the amount of the rf power 
coupled into the plasma is possibly changed at the transition from Condition A to B.
The Argon Plasma
The results for the argon plasma under standard conditions are shown in Fig. 6.6. 
As demonstrated in Chapter 4, in argon the “hot tail” electrons disappear when p > 
1 mTorr, so only a single electron temperature Te is presented here. Once again, 
all the plasma parameters, excepting Te, change at the transition at 40 <  f rf  <  60 
MHz. This agrees well with the results in hydrogen, as shown in Fig 6.4 where the 
sudden transition occurs at f rj  ~ 56 MHz, although the change is much less dramatic 
here. We are concerned mainly with this sudden change rather than the details of 
the results below 40 and above 60 MHz.
The radial profiles of the electron density in argon for a range of frequencies are 
plotted in Fig. 6.7. Below 60 MHz, the profile is centrally peaked, accompanied 
by a sudden drop in its magnitude between 50 to 60 MHz, but above 60 MHz, it
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Figure 6.6: The plasma parameters in argon as functions of the excitation 
frequency under standard conditions (the same as in Fig. 6.4).
becomes relatively uniform. In general, at any given frequency, the density profile 
in argon is both higher and flatter than that in hydrogen, but the change in its shape 
with the frequency is much less pronounced than in hydrogen.
As pointed out in Chapter 4, for f rj  > 60 MHz there are other differences between 
argon and hydrogen that the density profile is hollow in hydrogen but relatively 
uniform in argon, and the electron energy distribution function is anisotropic in 
hydrogen with Te >  Te±, but approximately isotropic in argon with Te ~ Tel.
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Figure 6.7: The radial profiles of the electron density in argon as functions 
of the excitation frequency under standard conditions except for p=2.5 
mTorr, the same as as in Fig. 6.6.
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Figure 6.8: (a) The n tuning circuit and (b) the circuit with all the 
components in parallel.
6.1.3 Effect of Tuning Circuit
As mentioned before, the two types of tuning circuits were used for the results 
given above, which are again displayed in Fig. 6.8. To investigate how the tuning
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circuit affects the plasma behaviour, detailed measurements of the plasma parameters 
were taken with both circuits over a narrow frequency band where the tuning ranges 
of the two circuits overlapped. Two different magnetic field profiles were used, 
corresponding to / ces=56 and 70 MHz respectively and both having the same axial 
profile (see Fig. 6.3).
Results for f ces=56 MHz
Fig. 6.9 shows the plasma parameters in hydrogen at p=2.5 mTorr as a function 
of the excitation frequency. To assist the comparison, the results for exactly the 
same conditions, but taken with the 7r circuit for f rj <40 MHz and parallel circuits 
for f rj > 40 MHz respectively, are also plotted in Fig. 6.9 and each quantity is 
represented by exactly the same symbol as in Fig. 6.4.
In Fig. 6.9, as only the parallel circuit could be tuned for f rj > 5 6  MHz, the 
sudden drop in the electron density ne at this frequency was only observed with this 
circuit. Within the overlap frequency range 38 > f rj > 54 MHz, ne with the 7r circuit 
is higher than that with the parallel circuit. However, Te, Teu, a and (Vp — Vj) are 
very similar with the two circuits. For both circuits, all the parameters are very well 
reproducible.
Overall, the results can be summarized as follows: (a) the change in the plasma 
mode at f rS ~ fces- 56 MHz is very reproducible, (b) the electron energy distributions 
and the parameter of (Vp — Vf) are not affected by the type of the tuning circuit, and 
(c) ne with the tt circuit are higher than those with the parallel circuit.
Results for f ces=70 MHz
The results taken with the magnetic field profile with f ces- 70 MHz are presented in 
Fig. 6.10. As the mirror ratio B(z)/Bs used here is the same as that for the results 
in Fig. 6.9, the effect due to the converging B(z) on the results in the two cases 
are cancelled out when they are compared with each other. Comparing Fig. 6.10 
with 6.9, we can see that the plasma response to f r/ relative to f ces is very similar
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Figure 6.9: The plasma parameters in hydrogen as functions of f rj under 
standard conditions with f ces=56 MHz, except for p=2.5 mTorr. -m--u-wr : 
Any quantity measured with the 7r circuit; -•  •  •  : measured with the 
parallel circuit; and all other symbols: exactly the same as in Fig. 6.4.
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Figure 6.10: The plasma parameters in hydrogen as functions of the 
excitation frequency under the same conditions as in Fig. 6.9, except for 
fces= 70 MHz.
129
in the two cases except that the dramatic change in the plasma mode is now shifted 
to f rf  ~ 70 MHz. Figs. 6.10 further demonstrates the reproducibility of the change 
in the plasma mode at f r j  ~  f ces.
6.2 Power Coupling Mechanisms
All the results presented in this chapter, obtained by several different methods, have 
consistently shown the strong dependence of the plasma behaviour on the two condi­
tions: (A) Everywhere along the axis the excitation frequency is below the electron 
cyclotron frequency and (B) the opposite occurs in the source region. To under­
stand these observed phenomena, it is important to examine the rf power coupling 
mechanisms concerning the two conditions.
For the rf discharge in WOMBAT, there are essentially three ways to couple the 
rf power into the plasma depending on the conditions [44, 45, 42]:
(1) Propagation of a plasma wave inside the plasma, where the rf power can be 
coupled directly into the bulk plasma.
(2) Propagation of a surface wave along the boundary between the plasma and the 
dielectric medium (glass), where the power is mainly coupled in the outer region of 
the plasma.
(3) . Ordinary capacitive or inductive coupling by the antenna with a free space 
wavelength much longer than the plasma dimensions.
The third case always exists, regardless of whether the excitation frequency is below 
or or above the electron cyclotron frequency (Condition A or B). However, the first 
two cases concerning the coupling of plasma waves are very sensitive to the relevant 
frequencies, and could be an important factor causing the differences in the plasma 
behaviour between Condition A and B. In addition, sometimes multiple ECR regions
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can coexist in WOMBAT, so it is also important to examine the local resonant effect 
on the plasma.
6.2.1 Wave Propagation under Condition A
When the excitation frequency everywhere along the axis is below the electron cy­
clotron frequency (Condition A), an electromagnetic wave of right-hand polarization, 
known as the electron cyclotron wave, can propagate along B  and transfer its energy 
into the plasma by accelerating the electrons [27]. The dispersion relation of the 
wave is described by [91]
which shows the wave can propagate for to < coce. When u  > u;ce, there is a cutoff 
frequency band between u:ce and u)0jj* where u)0fj  is the cutoff frequency defined by
This shows that toois > ujpe always holds. For the plasma studied here, uj < wpe < 
v 0ff* so the right-hand electron cyclotron wave cannot propagate for u>ce < lj < u>pe, 
corresponding to Condition B.
6.2.2 Surface Waves under Condition B
The relative dielectric constant of an electrostatic plasma wave in a bounded cylin­
drical plasma is given by [59]
uj2 sin29 uj2 cos26
£ =  1 -  - = -------T  ~  - = - 5 —  ( 6 '2 )
where 6 is the angle of the wave propagating relative to the magnetic field. The 
waves described by e = 0 are referred to as Trivelpiece-Gould modes [100]. When 
uice < to < Lope (Condition B), e is negative so the wave cannot propagate. Therefore, 
under Condition B where the excitation frequency is above the cyclotron frequency, 
no electron cyclotron wave, nor electrostatic plasma wave can propagate inside the 
bulk plasma [59].
( 6. 1)
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However, such a plasma of negative e bounded by a dielectric of positive dielectric 
constant, can sustain surface wave propagation with evanescent fields on both sides 
of the boundary [42, 62]. The source glass vessel on WOMBAT has a positive 
dielectric constant of 3.8, so the surface wave can exist under this condition. In 
general, the electric field of the surface wave is much stronger along the boundary 
than in the central region, and its perpendicular component is everywhere negligibly 
small as compared to its parallel component, except close to the plasma boundary 
[39].
6.2.3 ECR Effect
The average power gained by an electron from the rf electric field is given by [24, 56]
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where E  and Eejj are the total RMS and effective electric fields respectively, and 
the subscripts h and ± represent their components parallel and perpendicular to the 
magnetic field respectively. It is assumed that vm <C u;ce, which is true for a plasma 
under the standard conditions where um= l3  xlO6 s_1 and 6.7 xlO6 s_1 for hydrogen 
and argon respectively. Eqn 6.5 clearly shows a resonance effect at to ~ u>ce where 
the power transfer between the rf field and the electrons reaches a maximum and the 
electrons consequently gain perpendicular energy. It should be mentioned that when 
um is large enough, the resonance effect will disappear.
The ECR effect in WOMBAT is complicated by the existence of several regions 
of resonance at different axial positions (see Fig. 6.1) and a lack of information 
about the electric field distributions in the plasma. As long as the electric field has 
a perpendicular component, resonant heating of the electrons is possible. However, 
its effectiveness will depend on the actual electric field distribution, the collision
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frequency and the length of the resonant region.
6.2.4 Discussion of the Results
Based the above simplified analysis, many of the observed differences in the plasma 
behaviour occurring at the transition from Condition A to B can be now explained 
by the relevant wave coupling mechanisms.
For I s >  3.5 A in Fig. 6.2, f rj  <  56 MHz in Fig. 6.4 and f rj  <  70 MHz in 
Fig. 6.10, corresponding to Condition A (i.e. the excitation frequency is below the 
cyclotron frequency), the right-hand electron cyclotron wave can propagate inside the 
plasma. In this case, the rf power can be directly coupled into the bulk plasma and 
produce the high density, temperature, etc., consistently observed under this condi­
tion. A study of the helicon wave in a cylindrical geometry, similar to WOMBAT, by 
Boswell [13] showed that the wave field distribution is often isotropic and centrally 
peaked. As the helicon wave is in fact a low frequency, right-hand electron cyclotron 
wave, we may expect similar wave field distributions in WOMBAT. This may be 
why the the electron energy distribution is very close to isotropic Maxwellian under 
this condition.
When I s < 3.5 A in Fig. 6.2, f rj  >  56 MHz in Fig. 6.4 and f rj  >  70 MHz in 
Fig. 6.10, there always exists a region in the source where the excitation frequency is 
above the cyclotron frequency (Condition B). In this instance, neither electromagnetic 
nor electrostatic plasma waves can propagate inside the plasma. However, the plasma 
bounded by the glass source permits a surface wave to propagate, so the rf power 
is primarily coupled to the outer region of the plasma column. Therefore, in the 
central region, the plasma density and temperature are low due to the inefficient 
coupling of the rf power there. The hollow density profiles observed in hydrogen 
further support this argument. More clear evidence for the possible existence of 
the surface wave is the observation of some very hot electrons with parallel energy 
£„ > 100 eV along the boundary of the plasma, as shown in Fig. 6.11. These 
hot electrons may originate from the acceleration by the large parallel wave field
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Figure 6.11: The radial profile of the current of the energetic electrons
with S\\ >100 eV, collected by the electron energy analyzer under stan­
dard conditions except for p=2.5 mTorr (repeating Fig. 4.5).
there. In addition, the surface wave field is anisotropic, with its parallel component 
much greater than the perpendicular component and this could be responsible for the 
anisotropic electron distribution observed in hydrogen, hotter in the parallel than in 
the perpendicular direction. However, the surface wave cannot explain why in argon 
under the same conditions the radial density profile is slightly centrally-peaked and 
the electron energy distribution function is often isotropic. We suggest the differences 
in collision processes and ion mass between the two gases may affect not only the 
ion transport, but also the wave coupling processes, in turn resulting in different 
density profiles and electron energy distributions.
It should be pointed out that while the plasma in the diffusion region is not 
sensitive to the local resonance at zs, this does not necessarily mean there is no local 
ECR heating occurring around the antenna. In Chapter 5, the theoretical model of 
the magnetic mirror effect predicted that in a converging field the bulk and “hot 
tail” parallel temperature components, Te and Teu, are not affected by the axially 
varying magnetic field, but the fraction of the hot electrons and the bulk perpendicular 
temperature component, a and Te±, are very sensitive to the gradient of the magnetic
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field. Even if some electrons have large perpendicular energy due to resonant heating 
at zs, they would not reach the diffusion region since the converging magnetic field 
would reflect them back to the source. Thus, no conclusions can be drawn from this 
study about the local ECR heating at the antenna.
6.3 Summary
All the results presented in this chapter, obtained by several different methods, have 
consistently shown the strong dependence of the plasma behaviour on the two con­
ditions: (A) Everywhere along the axis the excitation frequency is below or equal to 
the electron cyclotron frequency, and (B) there is a region in the source where the 
opposite occurs. Some important results are summarized as follows:
(i) In both hydrogen and argon, the electron density and the parallel component 
of the bulk electron temperature are higher under Condition A than under B.
(ii) In hydrogen, under Condition A, the electron energy distribution is close to 
isotropic Maxwellian, where the “hot tail” component disappears, but under Condi­
tion B, the electron energy distribution is anisotropic with the parallel bulk temper­
ature component greater than the perpendicular component, and has a hot tail with 
a population greater than 5%; in argon, under both conditions, the electron distri­
bution is often isotropic and Maxwellian provided the pressure is higher than 1 mToir.
(iii) In hydrogen, the radial profiles of the electron density changes from centrally- 
peaked under Condition A to hollow under Condition B; in argon, the profile is 
always centrally-peaked but much flatter under B than under A. Under the same 
conditions, the radial density profile in argon is more uniform than that in hydrogen.
(iv) In general, the plasma parameters in argon are less sensitive to the change 
between Conditions A and B than those in the hydrogen.
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(v) The plasma in the diffusion region is not sensitive to the local ECR at z3, where 
the antenna is located.
(vi) Under the same conditions, the electron density measured with the 7r circuit 
is higher than that with the parallel circuit, but all other parameters are not affected. 
The change of the plasma mode from A to B is not affected by the type of the tuning 
circuit.
We have demonstrated that many of these observed differences in the plasma 
behaviour are consistent with the different wave coupling mechanisms under the 
two conditions, i.e. the propagation of the right-hand electron cyclotron wave under 
Condition A and the surface wave under Condition B.
It should be noted that the results given in this chapter may be very important 
for the optimization of magnetic field profiles and excitation frequencies in ECR or 
helicon plasma sources, which are both widely used for plasma processing.
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Chapter 7
Conclusion
A low pressure, radio frequency (rf), magnetized plasma generated in WOMBAT has 
been investigated through extensive experiments and theoretical modelling.
The plasma phenomena studied in this thesis are complicated in particular by the 
kinetics of non-Maxwellian electrons. The electron mean free path for the dominant 
collision process -  momentum transfer between electrons and neutrals, is normally 
greater than or of the order of the system dimensions, so the plasma is only weakly 
collisional. In this instance, the electrons are often found to be anisotropic and possess 
a “hot tail” in their energy distributions. Anisotropic, bi-Maxwellian electron energy 
distributions are used to model this plasma and to analyze the Langmuir probe and 
Bernstein interferometry data. This treatment of the electron kinetics has been proven 
successful by both modelling and experimental results.
This work primarily studies hydrogen plasmas. To analyze the steady-state be­
haviour of the hydrogen plasma, we have extended Donnelly’s model, originally in­
tended for uniform, Maxwellian plasmas, to the nonuniform, bi-Maxwellian plasmas 
studied here. This extension allows for a quantitative description of the competition 
between particle creation and loss processes in this type of discharge. The modelling 
results demonstrate the importance of the “hot tail” electrons in sustaining the hy­
drogen plasma when the bulk electron temperature can be as low as 1.5 eV, and also 
show how a slight deviation from a Maxwellian distribution can dramatically change
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the particle densities in the plasma.
For the purpose of comparison, argon plasmas have also been investigated ex­
perimentally. The comparative experimental studies have shown hydrogen and argon 
plasmas are different in many ways, especially where the ion dynamics comes into 
effect in controlling the wall recombination rate, i.e. the plasma loss rate. The 
observed higher density in argon (as opposed to hydrogen) is due to the combined 
effects of the higher ionization and lower loss rates in this gas. In addition, the 
electron behaviours are different in the two gases. For example, the electrons in 
argon are much more collisional than in hydrogen, which is the primary reason why 
the electron distribution in argon is usually very close to a Maxwellian, whereas in 
hydrogen there is often a “hot tail”.
An analytical model has been developed to deal with the effect of the converging 
magnetic field (weaker in the source than in the diffusion region) on the plasma 
equilibrium. Although the methodology is very similar to that used in traditional 
studies of magnetic mirrors (which have had a long history in fusion research, [4]), 
the unique feature of this model lies in its ability to allow for almost any type 
of electron distribution. The model has shown that the electron density, energy 
distribution and electric potential in the diffusion region are strongly dependent on 
those in the source region and on the gradient of the magnetic field. Many of 
the modelling results conform with experimental observations made with Langmuir 
probe and Bernstein wave interferometry. However, it should be mentioned that the 
model neglects the loss cone effect and the possible existence of electromagnetic 
wave fields in the plasma, which could be important. A full treatment would require 
a comprehensive numerical approach and is not attempted in this study.
The plasma phenomena studied are further complicated by the existence of elec­
tron cyclotron resonance (ECR) regions in the system. Dramatic differences in the 
plasma behaviour have been consistently observed if: (A) everywhere along the axis, 
the excitation frequency is below the cyclotron frequency and (B) there is a region in 
the source where the rf excitation frequency is above the electron cyclotron. These 
different plasma behaviours appear to be most likely caused by different wave cou-
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pling mechanisms. Based on a simplified analysis of plasma waves, it is found that 
under Condition A, the right-hand electron cyclotron wave can propagate, which 
enhances power coupling in the bulk plasma, and in turn results in high electron 
density, temperature and centrally-peaked profiles. However, under Condition B, the 
right-hand wave cannot propagate inside the plasma, and instead a surface wave may 
propagate along the outer region of the plasma, resulting in a low rf power coupling 
efficiency into the bulk plasma, in turn leading to low electron density and bulk tem­
perature, as well as hollow density and temperature profiles. The above argument 
is further supported by similar observations made by Popov in an ECR microwave 
plasma [78].
In addition, under Condition B, the existence of the surface wave could provide 
an electric field which is weak in the bulk plasma but strong along the boundary of 
the plasma column, and also strongly anisotropic with the parallel field component 
much greater than the perpendicular one. Such a wave field may be responsible for 
the observations in hydrogen that some hot electrons with large parallel energy exist 
along the outer regions of the plasma, the density is radially hollow and the electron 
energy distribution is anisotropic with the parallel component of the bulk electron 
temperature (as measured by the probe) greater than the perpendicular component 
(as measured by the Bernstein wave dispersion). However, the surface wave cannot 
explain why in argon under the same condition the radial density profile is slightly 
centrally-peaked and the electron energy distribution function is usually isotropic. We 
suggest the differences in collision processes and ion mass between the two gases 
may affect the wave coupling processes. However, no definite answers to these 
questions can be given from this study since the simple wave model used excludes 
the effects of both ion inertia and collisions.
It should be emphasized that the study of the effects of the excitation frequency 
and the nonuniform axial magnetic field have provided some very useful results for 
optimizing these two important conditions (as they relate to plasma processing) in this 
type of plasma device. Although an investigation by Moisan et al. has proposed that 
the possible optimum frequency for plasma processing based on a high frequency
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discharge appears to be in the range between 50 and 100 MHz [69], this is not 
necessarily true for plasma reactors which use magnetic fields, such as helicon and 
ECR sources. This study shows optimization of excitation frequencies and magnetic 
field profiles must be considered together. For example, to achieve a high density 
plasma it is necessary to keep the excitation frequency everywhere below the electron 
cyclotron frequency in the plasma source and possibly (even better) everywhere in 
the whole system.
However, no further effort has been made to develop a quantitative description 
for the detailed plasma behaviour under the two conditions, the excitation frequency 
below and above the electron cyclotron frequency respectively. It is the author’s 
personal opinion that a well controlled magnetic field profile, e.g. a monotonically 
and smoothly varying one, will be necessary to easily verify a full, quantitative 
plasma model. Therefore, a reconstruction of the magnetic coils in the source region 
is suggested for any further experimental investigation in WOMBAT.
It should be also pointed out that this study focuses upon the plasma phenomena 
in the diffusion region. Some ideas on the plasma behaviour in the source is also 
made based on observations in the diffusion region. The questions resulting from this 
study all point to the rf power coupling mechanisms in the plasma source. Therefore, 
the physics of the source, including a detailed investigation of the wave fields and 
plasma parameters in the source region, is proposed as a useful topic for future 
studies in the WOMBAT apparatus.
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