A new color correction method is introduced which predicts how changing the color of the scene illuminant will affect a camera's RGB response. Like diagonal transformation color correction methods. the new method requires only 3-parameters. It therefore requires only the RGB color of the two illuminants be known. The method models the 9-parameters of a 3-by-3 linear transformation using a 3dimensional linear model composed of 3 basis transformations. Experiments show that the method works better than the standard diagonal model unless the camera sensors are very sharply peaked, in which case the perfonnance is essentially unchanged.
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1.lNTRODUCTlON
A color image taken under an illuminant that differs in spectral composition and color from the illununant for which a digital still camera is designed may have an objectionable color cast. Generally. the task of color balancing the image 10 eliminate the color cast can be subdivided into stages: (a) estimating the scene illumination, and @) correcting the image colors based on the estimated illuminant. In this paper we address the latter, colorcorrection stage.
We present a new 3-parameter method of color correcting digital still ciunera images in order to compensate for the changes in image white point caused by changes in the illumination. This method is an extension of our previous work [GI on modeling the human chromatic adaptation transform.
One standard way to adjust the white point is to apply a diagonal transformation to the camera RGB, which applies an independent scaling to each of the R, G and B signals separately. There are WO main differences behveen the cases of chromatic adaptation and color correction. The fint is thc difference in sensor sensitivities. The second is that digital imagery usually is represented in a non -I' inear fashion relative to the original scene luminance--a 'gamma' function (lo] is applied to the linear data. Hence, it would be advantageous for the color correction transformation to apply directly to the non-linear representation.
There is a some similarity between the use of PCA in color correction and its use in color eigenflows [91; however, color eigenflows are based on applying PCA to vector fields of RGB differences. while here it is applied to (ransfonnation matrices.
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PCA BASED COLOR CORRECTlON
To succeed in color correction we need to estimate the RGB of a surface under different illuminations. In this process. we assume matte surfaces and ignore changes due to shading since by a change of illumination we mean only a change in the spectral composition of the illuminatioq not a change in the illuminant's position.
The RGB at single point on the surface as detennined by the incoming spectrum of the illumination and the surface reflectance is Illen where a, = (in -m,) . v8 .
We can also approximate M by truncating the suinmation and using fewer than 9 basis matrices v. To color correct an image, we simply calculate the coefficient vectorc and use it to consmct hf. A t is then applied to the RGB of each image in the input image.
Color correcting images that are nonlinear due to gamma is no different from the linear case except that the PCA must be applied to RGB data synthesized to include gamma We can expect the PCA method to work since previous research [4] showed thal color correction using a diagonal transformation on non-linear images bad only a slightly higher error than diagonal color correction of linearized images.
EXPENMENTAL RESULTS
To test the proposed color correction method, we measure the error in predicting RGB under illuminant change in tenns of relative error and CIE L*a*b* AE. The results are tabulated in 
CONCLUSION
We have shown that color correction can be improved by modeling the 9-parameters of a full linear 3-by-3 transformation by a 3-dimensional linear model. Once the basis matrices have been determined, the additional computational cost of the new model is small. The method works on both linear and nonlinear image data.
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