Spin-transfer torque magnetic random access memory is a promising emerging memory technology because of its nonvolatility, fast access time, high endurance, as well as zero standby power. [1] [2] [3] [4] [5] However, a high write current passing through the magnetic tunnel junction (MTJ) may deteriorate the tunnel barrier; the read current could also cause read disturbance errors since the read and the write operations share the same current path. 6, 7 Spin-orbit torque magnetic random access memory (SOT-MRAM) can overcome these limitations via a three-terminal device wherein the write and read current paths are decoupled [8] [9] [10] [ Fig. 1(a) ]. However, to date, deterministic SOT induced switching of a perpendicular magnetization requires an external magnetic field, which is a major challenge for practical realization of devices. [11] [12] [13] [14] [15] [16] To realize field-free SOT switching of a perpendicular magnetization, alternative methods have been proposed, such as using structures with broken lateral inversion symmetry, 17, 18 engineering a tilted anisotropy, 19 and the assistance of an antiferromagnetic layer (AFM). [20] [21] [22] However, all these schemes require complicated structures and often compromise the thermal stability of the MTJs.
SOT arises from the strong spin-orbit coupling and the broken structural inversion symmetry at the ferromagnet (FM)/heavy metal (HM) interface. Incidentally, the spin-orbit coupling at the interface leads to chiral interactions, Dzyaloshinskii-Moriya interaction (DMI), appearing at the FM/HM interface. [23] [24] [25] [26] [27] [28] The effect of DMI on SOT switching has been studied recently both experimentally [29] [30] [31] and through micromagnetic simulations. [32] [33] [34] [35] DMI can induce non-uniform magnetization textures of a definite chirality and significantly affects the magnetization reversal process. However, a detailed study on exploring the full range of DMI parameters to induce field-free SOT switching is still lacking.
Here we perform micromagnetic simulations using the Object Oriented Micro-Magnetic Framework (OOMMF) public code 36 by numerically solving the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equation with DMI terms 37 (see supplementary material).
We use the following parameters in the simulations: exchange constant, A ¼ 2 Â 10 À11 J/m, saturation magnetization of the free layer, M s ¼ 1100 Â 10 3 A/m, intrinsic perpendicular anisotropy of the free layer, K U ¼ 0.8 MJ/m 3 , the damping constant a ¼ 0.1, and the spin Hall angle a H ¼ 0:3. The free layer is assumed to be circular with a diameter of 100 nm and is discretized into 2 nm Â 2 nm Â 1.1 nm for calculations.
To understand the effect of DMI and in-plane external magnetic field (H x ) on SOT switching separately and in combination, we perform micromagnetic simulations for the following parametric cases: Fig.  1 are for up (") to down (#) magnetization switching. In our simulations, the initial magnetization configuration of the device is set for m z ¼ 1 and relaxed for 1 ns before applying a current pulse of amplitude J e ¼ 1:0 Â 10 12 A=m 2 and width t p ¼ 5 ns.
Snapshots of magnetization profiles at t ¼ 1 ns (magnetization states after relaxation) from our simulations due to a finite interfacial DMI (D 6 ¼ 0) are shown in Fig. 1(b) . The local magnetization at the edges tilts inwards into (outwards from) the center of the free layer for D > 0 (D < 0). This is due to the fact that interfacial DMI imposes boundary conditions at the edge of the ferromagnet. 37 In practice, the sign of D can be reversed by inverting the stack structure. Figure 1 (c) shows the simulated temporal evolution of the out-of-plane magnetization component, m z , for all four cases. Within 1 ns (t ¼ 2ns) from the pulse onset, the m z component approaches or crosses over 0, resulting in a critical magnetization configuration at t ¼ 3 ns. Interestingly, for H x > 0 (ii) or D 6 ¼ 0 (iii and iv), the critical m z component adopts a negative value.
For case (i), m z approaches 0, which leads to a nondeterministic state if the current is removed. This is consistent with the results from previous macrospin simulations. 38 In perpendicular magnets, two stable states are present without current, up and down. Under SOT, these states are displaced and even merge at a sufficiently high current density (J e ), around a point defined by m z ¼ 0 and m y ¼ 61 depending on current polarity if D ¼ 0 and H x ¼ 0. For this reason, switching this way is usually stochastic because relaxation upon removing the current can proceed to either up or down state. On the other hand, introducing an in-plane field of H x ¼ 10 mT, case (ii), assists m z to cross over the zero axis leading to deterministic switching. This is the well-known mechanism of achieving deterministic SOT switching. Interestingly, DMI plays a similar role to the in-plane field in aiding the m z to shift into the negative region, as in cases (iii) and (iv). It is shown that the presence of DMI forbids to have exact m z ¼ 0, but instead m z > 0 or m z < 0 (depending on the initial magnetization), during the pulse. As a consequence, when the pulse ends, relaxation from this displaced equilibrium proceeds, and depending on the history of the dynamics, relaxation can lead to a given, reproducible final state for a particular (D, J e ) combination. At appropriate current densities, and for suitable values of D, it shown that the final state is always opposite to the initial, that is, switching is achieved. We note here that our micromagnetic simulations have an essential difference with macrospin simulations, which cannot consider the effect of D. Indeed, the switching dynamics relies on a non-uniformity of the magnetization. Based on the drop in m z below 0, the effect of D ¼ 0.5 mJ/m 2 is equivalent to an in-plane field of H x ¼ 28 mT for D ¼ 0. Figure 1 (d) depicts the snapshots of magnetization configurations at time t ¼ 3 ns during the current pulse for all four cases. The final state at the end of the pulse is already determined by the magnetization state at 3 ns. In the absence of both DMI and in-plane field (D ¼ 0; H x ¼ 0), the magnetizations go in-plane [ Fig. 1(d) , top-left], resulting in non-deterministic switching once the current is removed. That is, the magnetization, m z , has equal probability of returning to its initial state or switching to the opposite state. With the assistance of an in-plane field (D ¼ 0; H x 6 ¼ 0), the symmetric magnetization pattern is broken [ Fig. 1(d) top-right], resulting in deterministic switching. On the other hand, introducing DMI into the system (D > 0; H x ¼ 0 or D < 0; H x ¼ 0) can be another approach to induce magnetization asymmetry [ Fig. 1(d) bottom-left and bottom-right] and may eventually lead to field-free deterministic switching. Here, the sign of the DMI only affects the chirality of the in-plane magnetization configuration nucleated within the structure. Positive (negative) D induces anti-clockwise (clockwise) in-plane magnetization rotations [ Fig. 1(d) ]. The collective magnetization reversal process is identical for opposite DMI signs as shown in Fig.  1(c) . In all the cases investigated above, we did not observe coherent reversal of magnetization.
We now conduct systematic investigation on the combined effect of DMI and current density on the magnetization switching performance. The results are illustrated in Fig. 2 . During the simulations, the device is initially relaxed for 1 ns before a current with a pulse width of t p ¼ 5 ns is applied. component m z with D ¼ 0.5 mJ/m 2 for various current densities ranging from J e ¼ 0:82 Â 10 12 A=m 2 to J e ¼ 1:1 Â 10 12 A=m 2 and that with fixed current density J e ¼ 1:0 Â 10 12 A=m 2 for the DMI constant ranging from D ¼ 0.0 mJ/m 2 to D ¼ 1.0 mJ/m 2 , respectively. We find that there is a threshold current density (J c ) required to achieve field-free deterministic switching. However, if the current density is too high, DMI is not sufficient to create magnetization asymmetry leading to non-deterministic switching. This is similar to the case without DMI, and the in-plane field is too weak to make m z deviate from 0. Also, DMI not only induces non-uniformity but also slows down the magnetization switching from the perpendicular to in-plane direction as indicated in Fig. 2(d) . This is consistent with the results found in literature. 33, 35 Our studies reveal that only appropriate values of the DMI constant can induce field-free reliable deterministic switching. Weak DMI is inadequate to induce the critical configuration. However, strong DMI can also lead to pulse-dependent instable magnetization dynamics as shown in Fig. 2(d) (D ¼ 1.0 mJ/m 2 ) due to the competition between SOT and DMI field destroying the conditions for deterministic switching. Hence, an optimum range of values for both current density and DMI is required to achieve field-free SOT switching. To seek a better understanding of the DMI-assisted SOT switching mechanism, we turn to energy analysis of our simulations. Figure 3 shows the total energies as a function of the perpendicular magnetization component m z corresponding to the various switching cases as shown in Figs. 1(b) and 2. For up-todown switching, the magnetization starts from m z ¼ þ1.0 and switches towards m z ¼ À1.0, and for down-to-up switching, the magnetization starts from m z ¼ À1.0 and switches towards m z ¼ þ1.0. The filled dot on each curve indicates the point where the SOT is removed. Figure 3(a) shows the vastly different energy landscapes between DMI-induced and external-fieldinduced deterministic switching. For the external field case, the total energy increases monotonously within the SOT pulse, until the magnetization crosses into the negative position (m z < 0), and eventually results in reversal once the pulse is terminated. However, in the DMI case, the change in the total energy within the SOT pulse is non-monotonous, and two states for m z > 0 and m z < 0 which are degenerate in energy [see also Figs. 3(c) and 3(d) for other current density and D] can exist. This may indicate why DMI induced field-free switching is unipolar in nature. In Fig. 3(b) , we plot the total energy for both down-to-up and up-to-down switching for the cases shown in Figs. 2(a) and 2(b), respectively. The two curves are symmetric, and it shows that point A and point B are the same in energy.
This indicates that it is the switching dynamics that determines the final state of the magnetization. 39, 40 This is true for cases with or without the DMI. However, DMI induces intrinsic non-uniformity, resulting in degenerate energy states.
Next, we investigate the effect of geometrical modulation of the free layer on the DMI-SOT induced magnetization switching. We assume that the free layer is an ellipse with the long axis of Lx ¼ 100 nm along the charge-current flowing direction (x-axis). The short axis is the spin polarization direction (y-axis) and is assumed to be Ly ¼ 100 nm, 80 nm, and 60 nm. The temporal evolutions of perpendicular magnetization component m z for different cases are plotted in Fig. 4: (a Figure 4(a) shows that the deterministic switching becomes unreliable if the aspect ratio (AR) is too high (e.g., Ly ¼ 60 nm). The magnetization may switch back to its original state after the current is removed. Comparing Fig. 4(b) (Ly ¼ 80 nm) with Fig. 2(c) (Ly ¼ 100 nm), we see that the current density increases for shorter Ly. This can also be concluded from Fig. 4 (c) (Ly ¼ 60 nm) which shows that the minimum current density for the case of Ly ¼ 60 nm has to be increased to J e ¼ 1:3 Â 10 12 A=m 2 in order to achieve a reliable switching. This is due to the fact that larger AR induces a less effective shape anisotropy field along the spin polarization direction (y-axis) and thus increases the critical switching current densities J c and reduces the switching stabilities.
Furthermore, we study the effect of the free layer geometry orientation on the switching performance. We assume that the free layer has an elliptical cross section of 100 nm Â 60 nm and its long axis has an angle u with the spin polarization direction, as shown in the subplot of Fig. 4(d) . Hence, u ¼ 90 corresponds to our previous case that the charge current flows through the HM along the long axis of the free layer. The temporal evolutions of perpendicular magnetization component m z at various angle values are plotted in Fig. 4(d) . We observe that when u decreases from 90 to 67.5 , the switching becomes reliable and stable after the current is removed. However, further decreasing u makes the switching harder, and it is unable to achieve a successful switching if u is below 45 due to insufficient current densities. This means that higher J c is required for a smaller u angle. This may be due to the reason that for angles below 45 , the domain nucleates and propagates from an edge closer to the long axis of the ellipse instead of from the short axis and thus has a longer domain wall which needs higher SOT switching energies (see supplementary material). Here, we assume that the spin Hall angle remains constant for different orientations. We note that the switching performance in this case can be improved by using a larger damping constant and increasing the current densities (see supplementary material). This damping dependence is similar to the method of using the in-plane external field to assist the deterministic SOT switching. 39, 41 We also perform simulations with other DMI constants to further investigate the field-free deterministic switching performance. In Fig. 5 , we map the current density window for deterministic switching at different DMI values ranging from D ¼ 0.1 mJ/m 2 to D ¼ 0.9 mJ/m 2 for a circular device of 100 nm diameter. We find a distorted diamond-shaped regime for deterministic switching bounded by the J e vs. D curves. DMI values in the range of (0.5-0.8) mJ/m 2 are found to have the largest operating window for the applied current to achieve deterministic SOT switching. Our work can be applied immediately for experiments by tuning DMI strength through materials engineering. This tuning can be achieved by controlling either the ferromagnetic thickness or the spin-mixing conductance at the interface. 42 Interestingly, a larger spin-mixing conductance will also increase the damping in the system as required in our simulations. 43 It should be noted that DMI induced field-free switching is for devices of intermediate size only. For devices with diameter <60 nm, the switching is coherent, DMI is unable to induce enough asymmetry to tilt the magnetization towards mz > 0 or mz < 0 within SOT, and hence, the switching is stochastic. For devices with diameter > 200 nm, we found that the magnetization is driven almost in-plane under high enough SOT, and the switching is not deterministic with thermal effects. A large in- Fig. 2(c) for various current densities at fixed D ¼ 0.5 mJ/m 2 ; and (d) total energy for switching cases depicted in Fig. 2(d) for various DMI constants at a fixed current density of 1 Â 10 12 A/m 2 . plane field is needed to overcome the DMI effect in order for a successful switching. 17, 40, 44 Hence, the circular diameter of 100 nm is found to have the optimum geometry for maximizing the parametric window for deterministic switching. As in the case for different device sizes, we expect that the enclosed parametric window will decrease for an elliptical structure but may not necessarily exist in the same subset.
The results we have discussed so far are for simulations at zero temperature. For the purpose of practically realizing our proposed scheme, we need to consider thermal effects. We performed micromagnetic simulations at T ¼ 100 K, 200 K, and 300 K. The temperature effect is included by adding a Langevin random field into the effective field in LLGS equation. 45 For each temperature, we performed 100 simulations in order to get the switching probabilities for fixed parameter combinations (D ¼ 0.5 mJ/m 2 , Je ¼ 1.0 Â 10 12 A/m 2 , and t p ¼ 2 ns). The switching probability is found to be 100%, 92%, and 83% at temperatures of 100 K, 200 K, and 300 K, respectively. These results show that the DMI induced field-free switching is robust against temperature (see supplementary material).
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