In this paper, we address the problem of the rotationinvariant texture analysis. For this purpose, we first present a modified version of the discrete Radon transform whose performance, including accuracy and processing time, is significantly better than the conventional transform in direction estimation and categorization of textural images. We then utilize this transform with a rotated version of Gabor filters to propose a new scheme for texture classification. Experimental results on a set of images from the Brodatz album indicate that the proposed scheme outperforms previous works.
Introduction
Texture analysis is an important area of study in machine vision and image processing. It is a key problem in many application areas, including medical imaging, remote sensing, object recognition, content-based image retrieval (CBIR), and so forth [1] .
However, the problem with the majority of existing works on texture analysis is that it is assumed that all images are acquired from the same orientation. This assumption is not realistic in practical applications, where images may be taken with different rotation, scale, etc. As a result, the performance of these methods becomes worse when this underlying assumption is no longer valid.
In this paper, we are concerned with the problem of rotation invariant texture analysis. This is an issue that has been pursued by many researchers [1] , and solutions range from approaches based on polarograms [2] and random models [3] - [6] in the earlier works to methods that utilize multiresolutional techniques such as Gabor filtering and wavelet transforms in the last decade [7] - [10] .
In general, while some approaches use the rotation invariant features to perform image analysis, many methods estimate the directional information (orientation) in an image and then use it with other tools such as wavelets for the purpose of image analysis. There are some techniques in the literature for orientation estimation, including methods using image gradients and signal autocorrelation structure [11] , the angular distribution of the signal power in the Fourier domain [12] , [13] , and the discrete Radon trans- form [14] , [15] .
In this paper, we first present a modified version of the discrete Radon transform that performs significantly better than the conventional Radon transform in direction estimation and then utilize it with the rotated Gabor transform for the purpose of rotation-invariant texture analysis. Through experimental results, we will show that the proposed approach has a better performance compared to previous works in this area.
In Sect. 2, we explain some problems of the conventional Radon transform for direction estimation in images and present the modified discrete Radon transform to solve these problems. In Sect. 3, the applications of Gabor filters for texture extraction as well as the Radon transform for direction estimation is briefly discussed. Then we propose a novel scheme for texture classification using the modified discrete Radon transform and a rotated version of Gabor filters. Section 4 denotes to experimental results and conclusions are given in Sect. 5.
Modified Discrete Radon Transform
In this section, we first introduce the Radon transform briefly and explain its inherent problems for estimation of directional information in an image. Then we propose a modified version of the discrete Radon transform that has significantly a better achievement in direction estimation as compared to the conventional transform.
Conventional Radon Transform
The Radon transform is the projection of the image intensity along a radial line oriented at a specific angle. It transforms a 2D image with lines (line-trends) into a domain of the possible line parameters ρ and θ, where ρ is the smallest distance from the origin and θ is its angle with the x-axis. The Radon transform is defined as
or equivalently:
Copyright c 2007 The Institute of Electronics, Information and Communication Engineers However, for applying the Radon transform to a 2D digital image, we first need to discretize the continuous equation. In order to apply the Radon transform to a 2D digital image g(m, n) of size M × N, we should first sample continuous variables as
where
Here, for simplicity and without loss of generality, we suppose that the image is square (i.e. M = N) and M is odd. Further, if we consider θ min = 0, ∆θ should be π/T to let θ span π. We also set ∆ρ and T to 1 and 180, respectively. The values of the remaining parameters ∆s, P θ , and S ρ,θ are not fixed and depend on ρ and/or θ. They should be set precisely to let all pixels of the image be utilized in the Radon transform for any angle θ. A detailed discussion can be found in [16] .
To clarify the problem, consider the examples of Fig. 1 that apply the discrete Radon transform to a typical image of size 5 × 5 (i.e. M = 5). As it can be seen in these examples, the number of reference lines (i.e. P θ ) as well as the number of pixels on each reference lines (i.e. S ρ,θ ) is not the same for different directions θ and/or coordinates ρ of a direction.
From Fig. 1 , we can also see that the pixels are not always exactly on the reference lines. Here, without loss of generality, we simply apply a rounding operation to find the best choice, instead of more complicated interpolation mechanisms that may be used now and then [16] . Basing on this fact, let define x k and y k as 
The discrete Radon transform of a 2D digital image g(m, n) is then approximated from Eq. (2) as
However, the conventional Radon transform suffers from two inherent problems that prevent it to become a complete tool for direction estimation. The source of these problems arises from this fact that the number of pixels projected on a line is not necessarily the same for different directions and/or coordinates of a direction (Fig. 1) .
Consequently, the results of the Radon transform, that is, the summation of all coordinates along this line may not act in a similar statistical base for different parameters ρ and/or θ. Roughly speaking, the different numbers of pixels on a line in different directions make the method directiondependent, and the different numbers of pixels in different coordinates of a direction may result to a nonhomogeneous analysis.
In the next subsection, we define a new transform based on the definition of the discrete Radon transform that solves the aforementioned problems.
Proposed Transform
We define a set Φ r,t as
Using Eq. (7), we rewrite Eq. (6) as
where φ k r,t is the kth element of the set Φ r,t . Furthermore in Eq. (8), we can substitute the summation with the sample mean operator as
Let also define Ψ t as a set of successive concatenations of the sets {Φ r,t |r = 0, 1, . . . , P θ − 1 and θ = θ t }:
Consequently, the total number of elements in the set Ψ t for any arbitrary direction θ t equals to the total number of pixels in the image, i.e. M 2 , where M is the dimensions of a 2D square image.
The proposed transform, namely the modified discrete Radon transform is then defined as (11) where ψ t j is the jth M-elements subset † of the set Ψ t (Fig. 2) , and λ j is defined as
As a result, R MD has no longer a linear relation with the Radon transform, because we apply the mean operator to collections with equal numbers of elements instead of the sets {Φ r,t |r = 0, 1, . . . , P θ − 1 and t = 0, 1, . . . , S ρ,θ − 1} with non-equal numbers of elements. The fact is more clarified if we compare sets Φ r,t and Ψ t j in Fig. 2 . It can be seen that while the numbers of pixels in sets For the new defined transform, firstly a more stabilized statistical behavior is expected as compared to the discrete Radon transform since we use the mean operator on sets with equal numbers of elements instead of the summation on the sets with different numbers of elements. We will examine this fact later through experimentation.
Secondly, we can expect a faster processing time, because matrix simplification techniques are more widely applicable at time. This is a consequence of the usage of the subsets of pixels with the equal numbers of elements in the proposed transform rather than the subsets with the non-equal numbers of elements in the conventional Radon transform. Such a property allows us to utilize matrix simplification and fast techniques much more widely in implementation of the proposed transform.
In order to clarify the discussion, let return back to the examples of Fig. 2 . Comparing sets Φ r,t and Ψ t j for two different directions in Fig. 2 (c) and Fig. 2 (d) , it can be seen that while for each θ t , the summation operation should be performed separately on sets Φ r,t for each ρ t , it may be done on sets Ψ t j for all λ j together in a shorter time, using a matrix summation operator. Thus, we can develop a faster code for calculating Eq. (11) as compared to Eq. (9). This fact is also verified in experimental results later.
Texture Analysis
This section denotes to the presentation of a new scheme for rotation-invariant texture analysis, where we efficiently utilize Gabor filters and the proposed modified discrete Radon transform (Eq. (11)) for this purpose.
Texture Feature Extraction
Wavelet transforms in general and the Gabor transform in particular are well-developed tools for texture extraction. Here, we briefly touch the latter transform whose a rotated version is used in our scheme for texture analysis. A 2D Gabor function g(x, y) and its Fourier transform is defined as
where σ u = 1/2πσ x and σ v = 1/2πσ y . Considering g(x, y) as the mother Gabor wavelet, a class of self-similar functions (filters), referred to as discrete Gabor wavelets can be obtained by appropriate dilations and † For a non-square image, Ψ rotations of g(x, y) as
Here, we define the parameters of the Gabor filters as it was done by Manjunath and Ma [17] :
where S and K are the number of scales and orientations, and U l and U h denote the lower and upper center frequencies. In this work, these values set to 4, 6, 0.05 and 0.4. Given an image I(x, y), its Gabor wavelet transform is then defined as
Using Eq. (17), we can construct a texture feature vector f t for S scales and K orientations using the means and standard deviations of the magnitudes of transform coefficients G mn as
However, the feature constructed in this way is not invariant to rotation, and can not be used alone for rotationinvariant analysis. Also, since most of the signal power is located in lower resolutions subbands (scales), the transform coefficients G mn of high-resolution subband, i.e. (S − 1)th scale, may be ignored as they are dominated by noise. In the following sections, we consider these points in detail.
Direction Estimation
Generally the texture of an image consists of anisotropic (directional) and/or isotropic (non-directional) textures [18] . In this respect, textures may be divided into four different categories: (i) anisotropic with one dominant direction; (ii) multidirectional anisotropic; (iii) isotropic; and (iv) mixed, where a dominant direction for a texture is defined as the direction with more straight lines.
Basing on this fact, we can estimate the directional information for an image with directional textures in their structures using the Radon transform [15] . For this purpose, the Radon transform is calculated for all directions with θ t from 0
• to 179
• . We then compute the variance of the result for each direction, and form the variance array S R as
Figures 3-6 show the variance arrays for four images with different kinds of textural structure and their 30
• rotated versions. For comparison, we depict the variance array for the Radon transform as well as the proposed transform. Additionally, since the Radon transform is not an isotropic method as mentioned earlier, we applied it to a disk shape area from the middle of images to get a better result.
From Figs. 3-6 , we can see that in the case of an anisotropic texture, the variance array has a large value in the direction perpendicular to the dominant direction. It means that the Radon transform (or the proposed one) has larger variations along the dominant direction which is in an agreement with the definition of the Radon transform. In fact, a variance array is expected to have a global maximum at this direction for an anisotropic texture. Thus, the dominant direction D a can be estimated as
Now, considering the global maxima of the variance arrays of the original images (D 0 ) and the rotated images (D 30 ) in Figs. 3-6, their differences are expected to be equal to the rotation angle 30
• . From the figures, it can be seen that for the proposed transform, the differences are precisely or almost precisely equal to 30
• , even in the case of an isotropic image whose spectrum does not change significantly by rotation [14] .
Let clarify the discussion with the anisotropic example of Fig. 3 . Figure 3 (b) and Fig. 3 (e) are the variance arrays of the Radon transform of the images of Fig. 3 (a) and its rotated version (Fig. 3 (d) ), respectively, with dominant directions 103
• and 127
• . As a result, the rotation angle is estimated as 127
• − 103
• , that shows an error of 30
• − 24
• . From the other side, Fig. 3 (c) and Fig. 3 (f) are the variance arrays of the proposed transform applied on the same images. This time however, the dominant directions are 118
• and 148
• . Consequently, the estimated rotation angle is 148
• − 118
• , that is an exact estimation. A similar discussion can be done for the other examples. Especially in the case of the isotropic texture (Fig. 5) , the estimation is completely wrong for the Radon transform, whereas it is almost perfect for the modified discrete Radon transform. In experimentation, we show that the estimation accuracy is increased significantly if we use the proposed transform rather than the conventional transform.
Proposed Scheme for Texture Classification
In addition to a better achievement for rotation estimation, the variance array of the proposed transform has another property which makes it very useful for categorization of images based on their textural structures (e.g. anisotropic).
This property can be easily deducted from Figs. 3-6, where principle directions are well separated from other peaks in directional textures (Figs. 3-4) . For an isotropic texture, the variance array has a noisy-shape figure, and there are many peaks with very close values to the maximum peak (Fig. 5) . For mixed textures, the problem is rather complicated and depending on the dominant texture, the result may be different. In the example of Fig. 6 , the image has the anisotropic dominancy.
Considering the abovementioned facts, we now propose an efficient approach for texture classification. Figure 7 represents the block diagram of the proposed scheme. As it can be seen, after calculating the variance array of the modified discrete Radon transform, the system performs two separate tasks, (i) texture categorization of the image, and (ii) detection of the dominant direction.
As discussed earlier in this section, the categorization of the image is performed considering the number of peaks N p in the variance array between the values of global maximum and a threshold below it. This number can determine to some extent the category to which the image belongs. While small values of N p shows anisotropic dominancy, larger values emphasize on isotropicity.
However, due to possibility of undesired peaks in the variance array, the borderlines can not set very fixed and should be considered in a fuzzy basis. In our work, we consider two extreme categories, namely anisotropic with one dominant direction (N p = 0), and isotropic (N p > N iso , where N iso = 7 in this work), and one intermediate category, namely multidirectional (and mixed), overlapping with two other categories.
Additionally, to increase the precision of the system in texture categorization step, the variance array is first passed through a smoothing process. Here, we apply a standard smoothing function using wavelets, which is suitable for noise removal. As a result, the smoother removes small noise-type peaks (ripples) from the variance array.
Another task, i.e. detection of the dominant direction, has been already discussed in Sect. 3.2. However, in order to generate the rotation-invariant texture feature, we need to consider the estimated direction in the process of feature construction. There are two different approaches to perform this task. One way, which has been applied in some works (e.g. [14] ), is to rotate the image based on the dominant direction and then calculate the Gabor or any other kinds of the wavelet transform.
However, this method is not suitable in general, because through rotation, we may lose relatively large amounts of data that in turn decrease the accuracy of the analysis. Another method, which we use in this work, is related to the characteristic of the Gabor transform that is a kind of rotational wavelet transform. In this method, we consider the dominant direction in construction of the Gabor filters. Roughly speaking, rotated versions of Gabor filters are generated by adjusting the parameter β in Eq. (15) as
where K is the number of orientations as mentioned before and D a is the estimated dominant direction. The texture feature f inv constructed in this way using Eq. (18) is rotation-invariant. Additionally as discussed before, in extraction of the texture feature, we ignore the coefficients of high-resolution sub-band as they are dominated by noise.
Finally, in the last step, we use the texture category of the image (i.e. T c in Fig. 7 ) and f inv to determine the class of the texture that image belongs to. For this purpose, we compare the rotation-invariant texture feature of the image with corresponding features of representative images in the same textural category of the image or possible neighboring categories.
In order to define a neighboring category, let assume that N p is the number of peaks in the variance array as defined earlier, and Cat(N p ) is its corresponding category. Cat(N p + 3) or Cat(N p − 3) is then a neighboring category if
For comparison of texture features, we use the BrayCurtis distance function that was shown has the best performance for texture image retrieval applications among the other similarity metrics [19] . The Bray-Curtis distance metric is defined as
where f 1 and f 2 are the features of the images I 1 and I 2 .
Experimental Results
For evaluation of the proposed approach, we did several experiments on a dataset with 4080 images of size 128 × 128 that has been already used in [14] , consisting of 240 nonrotated images and their 3084 rotated versions. The dataset 2nd row: D17, D18, D19, D20, D21, D22, D23, D24, D25, D26. 3rd row: D27, D28, D34, D37, D46, D47, D48, D49, D50, D51. 4th row: D52, D53, D55, D56, D57, D64, D65, D66, D68, D74. 5th row: D75, D76, D77, D78, D81, D82, D83, D84, D85, D86. 6th row: D87, D92, D93, D94, D98, D101, D103, D105, D110, D111.
was generated from a set of images with different textural complexity from the Brodatz album, a well-known collection which is used for the evaluation of texture analysis techniques [20] .
For generating the dataset, we utilized 60 images of size 512×512 from the Brodatz album. Figure 8 exhibits the images, including 8 one-directional textures D16, D49, D50, D51, D68, D76, D77, and D105; 13 isotropic textures D4, D5, D9, D23, D24, D27, D28, D48, D66, D74, D75, D98, and D110; and 17 mixed textures (including semi-isotropic textures) D8, D10, D11, D19, D25, D37, D46, D57, D81, D83, D84, D85, D86, D87, D92, D101, and D111. The remaining images are multidirectional textures.
Each image was then divided into 256 × 256 nonoverlapping blocks, and one 128 × 128 subimage was extracted from the middle of each block. In order to create rotated versions of these subimages, each 256 × 256 block was rotated at angles 10
• to 160 • with step size 10 • and then from each rotated block, one 128 × 128 subimage was selected from its middle.
Evaluation of Proposed Transform
In the first experiment, we evaluated the accuracy of the modified discrete Radon transform in direction estimation on the generated dataset and compared it with the accuracy of the conventional Radon transform.
For this purpose, keeping 240 non-rotated images as references for comparison, the dominant direction was then estimated for other 3840 images based on the procedure described in Sect. 3.2. Here, the estimation is correct if the following condition is satisfied:
where α R is the rotation angle, and D 0 and D α R are the dominant directions of the non-rotated and rotated images, respectively, calculated using Eq. (20). Results of the correct detection rate for different textural categories have been summarized in Tables 1-4 , where we compared the proposed transform with the Radon transform for different values of deviation in Eq. (24).
From Tables 1-4 , it can be seen that the modified discrete Radon transform outperforms the conventional Radon transform significantly, for all kinds of images with different textural categories. The results are almost perfect for directional textures and even comparable with very complex methods used for direction estimation.
Processing Time
In the second experiment, we computed the processing time needed to perform each transform. Table 5 shows the results in millisecond for an image of size 128 × 128 on a workstation computer with CPU 3.06 GHz and 2 GB RAM.
The results indicate that the processing time of the modified discrete Radon transform is considerably faster than the conventional Radon transform as expected before. 
Estimation of Texture Categorization
In the next experiment, we evaluated the other task of the proposed scheme, i.e. texture categorization. The results of categorization estimation for images of dataset have been summarized in Table 6 , where the estimation was supposed to be correct if the exact category or a neighboring category (Eq. (22)) would be discriminated.
Performance of Classification Scheme
In this experiment, we compared our classification scheme with one of the state-of-the-art work in this area. For this purpose, we did a similar experiment to the one performed in [14] on the dataset of the first experiment to evaluate the proposed scheme. From the total of 4080 images, we used the 240 non-rotated images as representatives of each class and remaining 3840 images for testing.
We then generated features for each image, including the category of the texture image, and a rotation-invariant texture feature vector with 36 components, computed using the scheme proposed in Sect. 3.3 for 6 orientations (i.e. K = 6) and 4 scales (i.e. S = 4), ignoring the coefficients of highresolution sub-band.
In the final step, as discussed in the proposed approach, texture classification was performed based on the similarity matching between the rotation-invariant texture features of a test image and all representative images, whose textural categories were either the same as the test image's or in a neighboring category. In this respect, each test image was classified based on the representative image with which it had the least distance.
The results of classification for anisotropic and isotropic textures of the dataset (including mixed textures with anisotropic and isotropic dominancy) are shown in Table 7 (Method I). For comparison, the results of the classification without considering the textural category (method II in Table 7 ) as well as the results of the experiment using the method proposed by Jafari and Soltanianzadeh [14] (method III in Table 7 ) are also represented in this table.
The results indicate that firstly the accuracy of the proposed scheme is significantly better when we use the textural category feature for classification in addition to rotation- Table 7 Results of texture classification for images of Fig. 8. invariant texture features. Secondly, the scheme has a better performance for anisotropic textures as compared to the proposed approach in [14] . From Table 7 , we can also see that the overall performance in our scheme is also higher than theirs (about 1%). Furthermore, our proposed classification method does not need any training phase and has less complexity.
In general, since Jafari and Soltanianzadeh have shown that their approach outperforms previous techniques in texture classification (e.g. [6] , [10] ), we can conclude that our approach has a considerable increase in classification of texture images compared to previous works, while it has less complexity.
Despite the pretty good performance of the proposed scheme, an analysis of errors (i.e. misclassifications) show that errors are mainly occurred in (i) multidirectional or (anisotropic dominant) mixed textures with very symmetric structures in their principle directions (e.g. D101), and (ii) isotropic or (isotropic dominant) mixed textures with very irregular structure (e.g. D23).
The former case that usually causes incorrect orientation estimation may be improved if we set the dominant direction in a different way (e.g. mean of all principle directions). However, for the latter case, there may be a need for utilizing extra features such as texture regularity to tackle the problem.
Conclusions
In this paper, we presented a new scheme for texture classification using a modified discrete Radon transform and a rotated version of Gabor wavelets. In the proposed method, classification is performed based on the rotation-invariant texture feature and directionality category of the image. Experimental results indicate that the correct classification rate of the proposed scheme is about 97%. Furthermore, there is no need for a training phase in the classification scheme. Such a property makes the method independent of the textural classes. Additionally, since the modified discrete Radon transform is more than twice faster than the conventional transform, we are able to extract rotation-invariant image features quickly.
