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ABSTRACT
THE USE OF RECEIVER OPERATING CHARACTERISTIC CURVE
ANALYSIS FOR ACADEMIC PROGRESS AND DEGREE COMPLETION
by Joshua William Schutts
May 2016
College student retention and graduation are important to students, institutions,
and the community. Institutions must commit to understanding why students persist and
depart in order to address student success. As a result, institutions and governmental
entities have increased the emphasis they place on using data to improve student success
and degree completion. An abundance of research suggests that background factors (such
as high school GPA and ACT score) combined with environmental factors (such as one’s
major and first semester GPA) are predictive of student success. However, the literature
has yet to explore the value of ROC curve analysis as a statistical technique to improve
decision making. The purpose of this study was to identify the variables that best
predicted satisfactory academic progress and degree completion, and model the use of
ROC curve analysis.
This study utilized a quantitative approach and secondary data from the
institutional research office of a State University System institution in Florida. Logistic
regression was successful in identifying factors that were predictive of each outcome.
ROC curve analysis successfully discriminated the success/non-success groups based on
predicted probability scores and a cumulative risk index. Students with three or more risk
factors were less likely to make academic progress or graduate in four years. Students
with two or more risk factors were less likely to graduate in six years.
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CHAPTER I
INTRODUCTION
Background
The current global and economic climate demands that higher education
institutions scrutinize student persistence and graduation rates. Student departure without
degree completion remains an issue of concern for educators and policy makers alike.
Decades of research illustrate that students’ academic performance remains the best
predictor of retention and graduation rates (Astin, 1991, 1993; Bean 1980, 1983;
Pascarella & Terenzini, 1991; Tinto 1975, 1993).
Many states have linked allocation of funds to an institution’s demonstration of
successful outcomes for students. In response to this “performance-based funding”
paradigm, colleges and universities have developed an array of initiatives. The primary
goal of such initiatives has been to improve first-to-second year retention and graduation
rates.
Research on the unique factors that contribute to student retention and degree
completion is extensive and varied. Pascarella and Terenzini (1991) described the
quantity of literature on college student attrition and persistence as “extensive to the point
of being unmanageable” (p. 387). Since the time of their assertion, the volume of
scholarship on persistence and degree completion continues to proliferate. Raju and
Schumacker (2015) suggested the number of studies published on retention and degree
completion to be several thousand.
Most studies take their conceptual or theoretical framework from one of our
primary scholars: James Spady, Alexander Astin, John Bean, and Vincent Tinto. Purdie
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and Rosser (2011) assert that the two most widely cited scholars on the subject are Astin
and Tinto. Astin’s (1991; 1993) model contends that the outcomes a student experiences
in college (such as dropping out of college) is a function of their background
characteristics (inputs) and the environments they experience. Therefore, one must take
both aspects into account. Tinto’s (1975, 1993) model contends that the crux of departure
is commitment, which is continually influenced to varying degrees by the academic and
social systems it interacts with.
In 1991, the U.S. Congress passed the Student Right-To-Know and Campus
Security Act, requiring institutions of higher education to make their retention rates
public. In the time between that legislation and the release of the Spellings Commission
Report in 2006, little progress occurred to improve rates of student persistence. The
government remains concerned about educational attainment.
In a 2009 speech, President Barack Obama challenged higher education and the
American public to increase the number of college graduates by five million before 2020
(White House Office of the Press Secretary, 2009). Reaffirming this goal in 2011, the
Lumina Foundation called for colleges and universities to credential or degree 60 percent
of Americans by 2025 (Lumina Foundation for Education, 2011).
College student retention and graduation are important to students, institutions,
and the community. Institutions must commit to understanding why students persist and
why they depart in order to address student success. Therefore, institutions and
governmental entities have increased the emphasis they place on using data to improve
student success and progression.
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For colleges and universities, the task of collecting and analyzing these data often
falls on the offices of institutional research, institutional assessment, and/or institutional
effectiveness. Astin and Oseguera (2005) contended that institutional effectiveness
should consider the makeup of the students upon entry.
Noel, Levitz, and Saluri (1985) were among the first to document that most of the
students leaving an institution without degree attainment do so by the end of their first
year—a trend that remains true decades after their finding. Researchers have identified a
host of factors that contribute to the prediction of persistence and degree completion.
Several factors contribute in a meaningful way to the understanding of student departure:
demographic characteristics, institutional characteristics, motivations, social integration,
environmental variables, and student attitudes/dispositions.
Tinto (1993) posited that understanding departure allows colleges and universities
to either exclude at-risk students from admission or develop interventions and strategies
to combat student departure. The predominant methodology for studies on retention and
graduation involve quantitative analyses of cross-sectional data. Mohn (2008), however,
observed that institutions’ reliance on longitudinal data analysis is becoming more
common to study retention and persistence.
This study extends the existing body of cross-sectional research. The researcher
used binary logistic regression to predict student success. The researcher hypothesized
that the implementation of a novel statistical approach, a ROC curve analysis would
improve the prediction and practical significance of results associated with the outcomes
in this study. As a result, university personnel could be better able develop policies and
early warning interventions. Subsequently, these policies and interventions could be
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grounded in the forecasting of student risk and may well contribute to a students’ overall
likelihood of success.
Statement of the Problem
In 2014, the Legislature of the State of Florida, upon recommendation from the
State University System Board of Governors, adopted a performance-based funding
model for its twelve colleges and universities. Two of the metrics linked to the funding
appropriations include academic progress rate (second-year retention with a cumulative
GPA ≥ 2.0) and six-year graduation rate (State University System of Florida, 2014).
The institution under study has significantly underperformed on these two
metrics. Based on 2013 cohort data, the institution’s academic progress rate was 63
percent (compared to the state average of 84 percent). This ranked the intuition under
study last among their State University System peers. The picture of six-year degree
completion is no different. The institution reported a rate of 42 percent compared to the
state average of 68 percent—placing them ninth in a field of eleven.
Many studies exist that report variables used in the prediction of retention and
degree completion. It is important for institutions to conduct their own research to discern
the specific factors influencing retention and degree completion for their student
populations. At the institution used for this dissertation, the researcher analyzed studentlevel institutional data to discern the key factors underlying academic progress and
subsequent graduation.
Conceptual Framework
The researcher explored satisfactory academic progress, four-year and six-year
degree completion outcomes, through a conceptual framework known as the Input-

4

Environment-Outcomes (I-E-O) Model (Astin, 1991). This model was appropriate
because the researcher could study the extent to which pre-college characteristics and
environmental factors predicted academic progress. Inputs, as defined by this model,
consisted of background characteristics that students bring to college (Astin, 1993).
Examples of inputs include a student’s high school GPA, ACT score, demographic data,
as well as personal and family characteristics. Environmental factors referred to the
various programs and experiences a student is exposed to while attending the institution
(Astin, 1993). Examples of environmental variables include a student’s place of
residence, chosen major or academic discipline, campus involvement, and the amount of
financial aid awarded. Input and environmental factors, taken together, are expected to
predict outcomes. Outcomes, Astin (1993) contended, were student characteristics after
being exposed to the educational environment. Astin’s model is valuable for two
additional reasons: (1) its parsimony, and (2) it models the statistical effect pre-college
inputs have—directly and indirectly—on the various student outcomes. Furthermore, by
initially accounting for inputs, a more accurate representation of each variable’s
contribution to the prediction of a specific outcome was possible. The I-E-O Model and
these input and environmental factors provided the conceptual framework for this study.

Environments

Inputs

Outcomes

Figure 1. Astin’s (1991, 1993) Input-Environment-Outcomes Model.
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Purpose of the Study
The purpose of this study was to explore satisfactory academic progress and
baccalaureate degree completion in four years and six years at a single institution using
Astin’s (1991, 1993) I-E-O framework. This was achieved by examining those outcomes
through the use of logistic regression, an approach that is commonly employed in
institutional research studies. However, this study differs from previous studies in that it
also uses Receiver Operating Characteristic (ROC) curve analysis as a post hoc procedure
to logistic regression. The purpose of using this post hoc approach is three-fold: (1) to
better inform meaningful predictors, (2) to guide the development of more parsimonious
models, and (3) to explore how Receiver Operating Characteristic (ROC) curve analysis
can fit within the context of theory.
To support a practical approach to classification, the researcher employed two
strategies in the study of predictors and outcomes: a relative risk approach (univariate)
and a cumulative risk approach (multivariate). Accordingly, the questions listed below
informed the research study.
Research Questions
1. Which input and environmental variables are predictors of the desired success
outcomes (relative risk)?
2. How many input and environmental variables are significant predictors of the
desired success outcomes (cumulative risk)?
3. For each of the individual significant predictors, what is the optimum value for
distinguishing between students who are at risk or not at risk of outcome
attainment (relative risk)?
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4. What is the optimum predicted probability for distinguishing between students
who are at risk or not at risk of outcome attainment (cumulative risk)?
5. What is the optimum number of risk factors for distinguishing between students
who are at risk or not at risk of outcome attainment (cumulative risk)?
Operational Definitions
Substantive Definitions
Various brief descriptions of some concepts and terms used frequently in
retention and degree completion research are provided below.
Academic progress measurement was based on whether or not a first-year student
in the Fall 2008 cohort registered for at least one course in the Fall 2009 semester, and
possessed a cumulative GPA of at least 2.0 on a 4.0 scale.
Environmental variables included student-level characteristics and behaviors that
might influence student learning and development within the college environment.
First-year students included college students between the ages of 18 and 24 who
matriculated with less than 30 hours, were admitted less than a year before the start of
classes, and were enrolled at the university for the first time during the Fall 2008
semester.
Four-year graduation/degree completion was measured based on whether or not a
Fall 2008 cohort student had received their degree by the conclusion of the 2011-2012
academic year.
Input variables included student-level demographics, personal characteristics, and
family background attributes, and pre-college attainment that are largely external to the
college environment.
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Risk factors were analogous to the significant independent (predictor) variables of
a given outcome.
Six-year graduation/degree completion considered whether or not a Fall 2008
cohort student received their degree by the conclusion of the 2013-2014 academic year.
Methodological Definitions
Brief descriptions of some concepts and terms used frequently in logistic
regression and ROC curve analyses research are provided below, along with a brief
narrative of how this study employed these established concepts:
Accuracy is a summary measure for determining the optimal threshold of
discrimination based on the prevalence rate for an outcome in the sample. In its simplest
form (when not adjusted for prevalence), the statistic is equivalent to the “hit rate”
presented in many common statistic software packages. It is conceptually analogous to
the Youden’s J, adjusted for a known or established prevalence. Obuchowski (2005)
provided the formula for its calculation as:
Accuracy = max[(prevalence × sensitivity) + (1 – prevalence) × specificity]
Akaike Information Criteria (AIC) statistic is a “goodness-of-fit” test for logistic
regression that corrects for model complexity and remains useful when comparing
models. Field (2013) indicated that smaller values corresponded with better fit and the
calculation of AIC as:
AIC = -2LL + 2k
k represented the number of variables in a particular model.
Area Under the ROC Curve (AUC) statistic is a measure of effect size and test of
classifier accuracy. According to Obuchowski (2005), the AUC statistic has three
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interpretations: (1) the average sensitivity for all possible false positives, (2) the average
specificity for all possible true positives, and (c) the probability that a predictor variable
can be used to correctly select the outcome condition from a randomly selected pair of
students containing one student with the outcome condition, and one without. Bamber
(1975) first demonstrated the AUC statistic approximates the Wilcoxon W statistic, a
commonly reported non-parametric coefficient of determination.
Delta P statistic represents the change in the predicted probability of an event
occurring that resulted from a one-unit change in the predictor variable and accounting
for all other variables in the model (Petersen, 1985; Cabrera, 1994). The statistic is
calculated as:
ΔP = [eln(Y)/(1 + eln(Y))] – P0, such that
Y = [P0/(1-P0)] +B.
P0 represented the mean of the dependent variable, and B represented the coefficient
obtained in a logistic regression.
Deviance statistic quantifies the sum of the probabilities associated with the
predicted and actual outcomes (Tabachnick & Fidell, 2007). Field (2013) notes that the
statistic is analogous to residual sum of squares in linear regression and suggests
improvement be evaluated as:
χ2 = 2(LLnew – LLbaseline)
df = (knew – kbaseline)
k represented the number of variables in a particular model and LL represented the loglikelihood
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False discovery rate represents the expected proportion of false positives among
all positive test results (discoveries).
False omission rate represents the expected proportion of false negatives among
all negative test results (omissions).
Hosmer and Lemeshow (HL) statistic is a test used to examine the “goodness-offit” of logistic regression models (Field, 2013).
Minimal distance (dmin) statistic is a criterion for determining the optimal
threshold of discrimination. The statistic establishes the distance between the ROC curve
and the coordinate (0,1) and is calculated as:
dmin = [(1 - sensitivity)2 + (1 - specificity)2]1/2
Nagelkerke R2 statistic represents the amount of variance in the outcome
explained by the predictor variables (Nagelkerke, 1991).
Odds Ratio (OR) represents the change in the odds of an event when accounting
for all other variables in the model. The statistic is calculated as the odds after a one-unit
change in the predictor divided by the original odds (Field, 2013).
One-minus-Sensitivity is the percent of cases in which the outcome (successful
academic progress and degree completion) was incorrectly predicted. The statistic is also
referred to as the false negative fraction (FNF) and is conceptually analogous to type II
error.
One-minus-Specificity is the percent of cases in which the outcome (unsuccessful
academic progress and degree completion) was incorrectly predicted. The statistic is also
referred to as the false positive fraction (FPF) and is conceptually analogous to type I
error.
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Overlay plot is a graphical representation of sensitivity and specificity scores for a
given threshold score. The point of intersection is an important consideration in the
process of determining the optimal threshold score. Overlay plots occur on a coordinate
system with sensitivity and specificity values along the y-axis and threshold scores along
the x-axis (Hosmer, Lemeshow, & Sturdivant, 2013).
Predicted probability is the probability of an event occurring given known values
of predictor variables (Field, 2013) and is calculated for each student as:
P(event) = 1 / (1 + e-z), where
z = B0 + B1X1 + B2X2 + … + BnXn
Prevalence rate is the extent to which the outcome exists within the sample and is
defined as the mean of the outcome variable.
Receiver Operating Characteristic Curve (ROC curve) is a graphical depiction of
correctly and incorrectly predicting an outcome condition. ROC curves are plotted on a
coordinate system with sensitivity (TPF) values along the y-axis and one-minusspecificity (FPF) values along the x-axis.
Sensitivity is the percent of cases in which the outcome (successful academic
progress and degree completion) was correctly predicted. The statistic is also referred to
as the true positive fraction (TPF).
Specificity is the percent of cases in which the opposite of the outcome
(unsuccessful academic progress and degree completion) was incorrectly predicted. The
statistic is also referred to as the true negative fraction (TNF).
Wald statistic is a test to determine if the coefficient of each independent predictor
was equal to zero; the statistic has a chi-square distribution and is analogous to the t-
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statistic in a regression model. The statistic is calculated by dividing a predictor’s B
coefficient by its respective standard error (Field, 2013)
Youden’s J statistic is a criterion for determining the optimal threshold of
discrimination. The statistic represents the vertical distance between the chance diagonal
and any point on the ROC curve. The optimal value maximizes the correct classification
rate and is calculated as:
J = max(sensitivity + specificity)
Delimitations and Assumptions
The researcher delimited the study in three ways: (1) first-year students at a single
Florida public institution; (b) pre-college (e.g., gender, race, and high school GPA) and
environmental variables (e.g., financial aid, major at entry, and college GPA), which
served as potential predictors; and (c) the desired success outcome measures of academic
progress measured by second-year retention with a cumulative GPA ≥ 2.0), four-year,
and six-year graduation status. Due to the non-experimental nature of the study, no causal
inferences were drawn and only the relationship between variables could be discussed.
Some of the input and environmental variables were self-reported, and the researcher
assumed the students truthfully reported those details on their admission applications.
The study also includes the assumption that data collected from institutional research
were accurate and complete.
Justification and Significance of the Study
Institutional researchers have been interested in attrition, retention/persistence,
and degree completion since the early 1970s (Lockeman, 2012). Shapiro, Dundar, Ziskin,
Yuan, and Harrell (2013) noted that the National Student Clearinghouse (NSC) Research
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Center maintains a near-census-level database of enrollment and degree completion
information from postsecondary institutions (i.e., 94 percent of all college enrollments
across all institutional types). According to the NSC’s Student 2012 Signature Report, 43
percent of first-time students in the fall 2007 cohort completed their degree program in
six years at the same institution at which they began their studies. When the NSC
expanded its criteria to consider completing from any institution within six years, the
statistic increased to 56.1 percent. The reported statistics considered all types of
baccalaureate granting institutions.
The NSC also disseminated a Snapshot Report on First Year Persistence and
Retention Rates in the spring of 2014. An examination of first time students in the fall
2012 cohort across all institutional types indicated that 58.2 percent returned to their
same institution in the fall of 2013, while 68.7 percent persisted to any institution of
higher learning (National Student Clearinghouse Research Center, 2014).
The NSC’s 2013 Signature Report and the NSC’s 2014 Snapshot Report on First
Year Persistence and Retention Rates also identified several additional statistics that were
particularly relevant for the scope of this study:
1. The percent of first-time students at four-year public institutions who completed
their degrees within six years (50.6 percent). This statistic increased to 60.3
percent when one considered completion at any institution (Shapiro et al., 2013).
2. The percent of first-time fall 2012 cohort students at four-year public institutions
who were retained to the same institution in fall 2013 (68.2 percent). This statistic
increased to 79.1 percent when one considered persistence to any institution
(National Student Clearinghouse Research Center, 2014).

13

3. Since 2009, the rate of first-time college student retention to the same institution
has declined 1.0 percent. Similarly, the rate of persistence to any institution has
declined 2.3 percent (National Student Clearinghouse Research Center, 2014).
At the federal level, persistence and college degree attainment were foundational
to President Obama’s higher education agenda (White House Office of the Press
Secretary, 2009). The State of Florida’s legislative approval of performance-based
funding as an accountability mechanism for its institutions resulted in the critical
examination of strategic enrollment and retention planning within institutions comprising
the State University System of Florida. Researchers at the University of South Florida
(USF) published a series of studies exploring their institutional retention and completion
rates (Herreid & Miller, 2009; Miller, 2007; Miller & Herreid, 2008; Miller & Tyress,
2009; Miller, Tyress, Rieger, & Herreid, 2010). The present study follows their approach
in the analysis of data from another university in the State University System of Florida.
The State University System of Florida’s system-wide academic progress rate for
the Fall 2012 cohort was 83 percent, and the six-year graduation rate (of the Fall 2007
cohort) was 68 percent (State University System of Florida, 2014). Lockeman (2012)
observed that many federal and state governments continue to link student success to
completion. The assertion that college graduation rates should improve remains central to
any discussion about educational success.
The researcher conducted this study to demonstrate an analysis that may help to
supplement an existing statistical approach to classifying students based on the several
desired success outcomes and to establish better models of predicting student success.
Pas, Bradshaw, and Mitchell (2011) advocated for the use of threshold scores to support
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decision-making. Threshold scores in the Pas et al. (2011) study referred to the exact
scores on a test variable at which sensitivity and specificity estimates were optimized.
Analytically, the researcher approached the study from two perspectives: relative risk and
cumulative risk. The relative risk approach focused on the variables themselves and
involved identifying key predictors and determining specific thresholds from a univariate
approach. In this approach, the variables were explored independently with a given study
outcome, and no other relationships are accounted for. This approach is analogous to the
consideration of what mattered. Conversely, the cumulative risk approach focused on a
multivariate picture of what and how many mattered. In this approach, the variableoutcome relationships were explored while accounting for the other variables in the
model. In order to address the proposed research questions, the researcher employed
receiver operating characteristic (ROC) curves in conjunction with univariate analyses
and binary logistic regressions. ROC curves permit a researcher to identify the optimal
threshold scores of (a) risk factors that were continuously measured, (b) predicted
probabilities, and (c) the sufficient number of risk factors for differentiating students on
the several study outcomes.
An approach that looks at variables both independently and in combination has
implications for educational policy and practice. In particular, such a study may enable
institutions to improve their prediction of how student success guides policymakers’ and
administrators’ evaluation of student success and their understanding of its complex
nature. Moreover, a study that explores these relationships while also incorporating the
evaluation of an optimal threshold score by which students could be classified adds to the
inherent value of this study. The result of this study will provide a picture of which
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variables matter and, more importantly, at what score on certain variables can we best
assign students to a predicted outcome group.
For example, demonstrating that one’s ACT score is a significant predictor of
retention has a certain amount of value to scholars and practitioners alike. The
information gain, however, is increased if the researcher is able to determine that the
optimal threshold for ACT in the prediction of retention is 24, whereby we might
conclude that students at or above an ACT score of 24 are more likely to be retained and
those below the score are not.
Tinto (1993) cautioned against using assessment procedures to reduce entry to
identify students as unlikely or less likely to complete their degree program. It is not the
intent of this researcher to advocate that predictive modeling be used to deny admission
to prospective students. Rather, the intent is to underscore the opportunity that
practitioners and policy makers have to better identify students at risk and funnel them
toward targeted interventions. Tinto also observed that such screening procedures may
hinder the chances of late blooming students and produce homogenous student
populations over time, which he contended also constrains educational attainment.
Alternatively, Tinto (1993) proposed utilizing assessment of pre-college characteristics as
part of an institutional early warning system to identify high-risk or departure prone
students. Such as system would demarcate students in need of greater assistance of
managing the transition from high school to college. Although beyond the scope of this
study, models developed to include pre-college characteristics and behaviors,
environmental factors, attitudes, and behaviors may further refine institutional early
warning systems in real-time. Such models may have the potential to dynamically predict
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ongoing student success and deserve further study. However, the focus of this dissertation
considers only pre-college characteristic and environmental factors obtained on-or-before
the students’ first day of classes.
Organization of the Dissertation
This dissertation is divided into five chapters. This section, Chapter I, introduced
the statement of the problem, purpose of the study, importance of the study, assumptions,
limitations, and delimitations. Chapter I also presented the conceptual framework of the
study, key operational definitions, and guiding research questions. Chapter II contained
an explanation of the literature search methodology and a review of the literature related
to the theoretical framework of student retention and student departure. The chapter
particularly focused on literature related to first-year students at four-year institutions and
studies using the proposed statistical techniques in their analysis of institutional data. The
methodology for this study is presented in Chapter III and includes the research design,
independent and dependent variables, subjects and setting of the sample, data collection
procedures, and statistical analysis procedures. An overview of ROC curve analysis—
including literature demonstrating the use of ROC curves in education and other closely
related fields—is also presented here.
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CHAPTER II
REVIEW OF RELATED LITERATURE
Introduction
For most students, the first year of college is a critical time in their academic
career. Many students struggle to make the transition from secondary school to a
collegiate setting successfully. The literature documents that most college dropouts occur
between the first and second year of college (Bowler, 2009; Mattern, Marini, & Shaw,
2015; National Student Clearinghouse, 2014). Consequently, the factors that contribute to
first-year success and retention are of significant interest to anyone in the field of higher
education. By extension, success in the first year of college is related to degree
completion (Mohn, 2008).
The depth and scope of literature on retention/attrition and degree completion is
comprehensive. The present study is theoretically and conceptually based on the I-E-O
model proposed by Alexander Astin (1991, 1993). This chapter outlines the four major
retention/attrition models and describes some of the seminal and recent scholarship
associated with the extensive study of student retention and degree completion.
Overview of Studies on Retention and Degree Completion
Determining an exact date of when the formal study of college student attrition
began is a matter of some debate. As early as 1872, a speaker at the annual convention of
the National Education Association presented a paper regarding college student attrition
(Wiencke, 1994). Summerskill (1962) reported he reviewed 35 studies dating back to at
least 1913, whereas Berger and Lyon (2005) contended the academic “autopsies” of the
1930s represent the first documented studies of student departure from higher education.
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Regardless, the higher education community has been concerned with college student
attrition for a considerable amount of time. Spady (1971) examined the retention
literature in the 1950s and 1960s and grouped studies into six categories: philosophical,
census, autopsy, case, descriptive, and predictive. The final category, predictive studies,
involved the use of admissions criteria to forecast student potential and serves as the
genesis for this line of research.
Berger and Lyon (2005) commented on the inherent complexity related to any
research on retention and attrition. The student population in higher education has
changed—and continues to change—over time. The context of a particular campus, the
type of students that enroll, the resources available, degree to which faculty interact with
students, and the relationship a college or university has with its local community all
influence retention and attrition rates (Tinto 1975, 1993). For these and many additional
reasons, the development of a single “unified” statistical model to predict retention or
degree completion independent of institutional context presents a tremendous challenge.
Kuh, Cruce, Shoup, Kinzie, and Gonyea (2008) attempted to create a model to
predict first-year college academic performance and persistence based on data from 18
institutions across the country. Their work combined data from the National Survey of
Student Engagement (NSSE) with data from ACT, College Board, and institutional
records (n = 6,193 students). The authors found that prior academic achievement had the
largest influence on first-year GPA. However, when the authors added measures of
student engagement into the model, the shared relationship (statistical effect) of prior
academic achievement was reduced. Kuh and colleagues consented that their results
might lack consistency over time.
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Models developed by the Higher Education Research Institute (HERI) at the
University of California, Los Angeles (Astin & Oseguera, 2005) have been useful in
estimating degree completion rates using institutional data harvested during the student’s
matriculation into college. The HERI model identified gender, race/ethnicity, high school
grades, and standardized tests scores as being the most robust predictors of degree
completion. These predictors accounted for about one-third of the variation in degree
completion and were consistent with Arredondo and Knight’s (2005) study at Chapman
University. The equation offered by Astin and Oseguera (2005) provides particular
utility, if the goal of the analysis is to compare expected completion rates with actual
degree completion rates.
Because retention relies heavily on institutional context, Bean (2005) encouraged
researchers to explore the depth of their student characteristic and experience data. The
lists of variables provided by Astin (1991, 1993) may serve as a starting point. Variables
used in forecasting models, however, are often limited to those measures that are easily
accessible. Because of resource concerns, consultant services emerged to synergize
enrollment and survey data to inform the prediction of student success outcomes. For
example, Noel-Levitz (2014) offers a product called the Student Retention Predictor,
which determines the probability of attrition and risk factors for incoming students based
on the results of their proprietary College Student Inventory and available campus data.
Drake (2011) also noted similar deliverables from Educational Benchmarking, Inc.
The ability to partner with professional consulting services depends on the
resources available to institutions of higher learning and the relative value they place on
the outcome itself. In resource-limited environments, colleges and universities may
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exhibit a greater reliance on the expertise of existing employees to analyze data and
create prediction models. College and University published a series of articles
highlighting the work done at the University of South Florida. In those articles, the
institutional research personnel sought to develop a formula to determine student attrition
and inform targeted intervention (Herreid & Miller, 2009; Miller, 2007; Miller &
Herreid, 2008; Miller & Tyress, 2009; Miller et al., 2010).
Major Theoretical Models of Retention and Degree Completion
The majority of the research on retention and degree completion is based on the
theoretical models of Spady (1970, 1971), Astin (1991, 1993), Bean (1980, 1983), and
Tinto (1975, 1988, 1993). Each model received extensive research, support, and
challenge in the literature on college student achievement over the past four decades.
While each of the theorists examined the success and persistence of college students
through a distinctive theoretical lens, all four models collectively illustrate that student
success is a complex puzzle of many pieces.
Spady’s Sociological Model of the Dropout Process
In 1970, William Spady first proposed a model of student attrition based on
Durkheim’s Theory of Suicide (Durkheim, 1961). Spady contended that a relationship
existed between one’s abilities and the social and academic aspects of a university. Spady
defined integration into the college system as based on one’s receipt of rewards within
each system. In academic and social systems, rewards included grades and favorable
dispositions/attitudes, respectively. According to Spady (1970), when students fail to
achieve social integration (i.e., one does not make friends at college), then they are at risk
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of academic “suicide” and, therefore, are more prone to drop out. Figure 2 displays
Spady’s (1970) Sociological Model of the Dropout Process.
Spady (1971) tested his theory with 683 first-year students at the University of
Chicago. His model consisted of ten variables: institutional commitment, satisfaction,
social integration, intellectual development, grade performance, friendship support,
normative congruence, academic potential, family background, and previous educational
background.
Spady used principal components analysis and multiple linear regressions to
analyze his data. He attributed most of the variance in male retention rates to three
variables: grade performance, institutional commitment, and social integration.
Alternatively, institutional commitment explained most of variance in female retention
rates.

Figure 2. Spady’s (1970) Sociological Model of the Dropout Process.
Tinto’s Student Integration Model
Vincent Tinto’s Student Integration Model advanced Spady’s work by framing it
within the notion of “rites of passage,” which he based on the work of Arnold Van
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Gennep (1960). Tinto (1975) theorized that students who integrate successfully into an
institution’s social and academic environments are the students who persist and
experience academic success. The Student Integration Model also identified several
external factors, which play a role in student achievement, including past academic
performance, family background, and goal commitment.
Tinto (1988) expanded his own work by further exploring the nature of departure
at different times for different reasons. Tinto defined three distinct phases of student
departure and argued that students’ first semester of college remained the most critical
phase to determine persistence and ultimate graduation.
A few years later, Tinto (1993) focused on a student’s interactions with faculty
and peers both inside and outside of the classroom. Tinto (1997) later updated his Student
Integration Model to include the significance of classroom experiences on student
success and persistence. Figure 3 displays the Student Integration Model.

Figure 3. Tinto’s (1975, 1993) Student Integration Model.
Tinto’s Student Integration Model is the most widely cited in the retention and
degree completion literature. Several scholars have offered criticism of Tinto’s
propositions. Pascarella and Terenzini (1991) were among the first to suggest that Tinto’s
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model orients too much toward traditional full-time and residential students (ages 18-24)
at four-year institutions and lacks generalizability to the entire population of students in
higher education. Kuh and Love (2000) contended that the “rites of passage” assertion
regarding the environmental transition from high school to college was misguided, stating
that true “rights of passage” occur within a single culture, and not in an environmental
transition. Nathan (2005) proposed that college merely involves a state of “suspended
reality” until the student reintegrates into society. Cabrera, Castañeda, Nora, and
Hengstler (1992) were among the first to contend that Tinto’s model was incomplete, and
advocated for an integration of the Tinto and Bean models.
Bean’s Causal Model of Student Attrition
In 1980, John Bean published his theory of student attrition grounded in
professional workplace behavior. Bean was critical of Spady’s (1970, 1971) and Tinto’s
(1975) models for two primary reasons. First, Bean did not accept the connection
between Durkheim’s (1961) theory of suicide and student attrition. Secondly, Bean felt
that the variables proposed in those two theories did not lend themselves to path analysis.
Bean (1980) developed a causal model for student attrition borrowing from James Price’s
model of workplace turnover (Price, 1977). Bean’s model classified factors into three
types of variables: satisfaction and commitment to the institution, organizational
determinants, and background variables—such as past academic achievement and
distance from home to school. Bean’s (1980) model gained acceptance as one of the
earliest models to advocate for the consideration of socioeconomic factors. Using path
analysis on survey data from 1,171 first-year students, Bean (1980) reported that
institutional commitment remained the most influential variable to predict college
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dropout, regardless of gender. Figure 4 presents the Causal Model of Student Attrition.
Bean (1983) later refined his theory to emphasize student satisfaction. Based on
survey research of women in a nursing school, Bean (1983) reported three important
findings: (1) the greatest predictor of attrition was one’s intent to leave, (2) one’s
satisfaction was influenced by one’s grades, and (3) one’s satisfaction influenced their
departure intentions. Lockeman (2012) commented that John Bean’s greatest contribution
to the conversation on student attrition involved his methodology, as his study was one of
the first to incorporate causal modeling into the study of student departure.

Figure 4. Bean’s (1980) Causal Model of Student Attrition.
Astin’s Input-Environment-Outcomes Model
Alexander Astin based his model on a longitudinal examination of student
persistence. Astin postulated that a direct connection existed between success in college
and one’s personal involvement in the college environment. Astin saw departure as being
directly connected to a lack of involvement or engagement. Astin (1991) identified 146
pre-college variables including high school grades, ethnicity, and parental level of
education), and 192 environmental variables such as institution type and size, financial
aid, and peer group characteristics, that contributed to student success.
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In his book, What Matters in College? Four Critical Years Revisited, Astin (1993)
elaborated on the three key components of his Input-Environment-Outcomes (I-E-O)
Model. For example, Astin identified 82 possible outcome characteristics of students
once they entered college (such as satisfaction, achievement, retention, and degree
completion).
Astin’s developed the I-E-O model to guide the assessment and evaluation of
student outcomes in education. Similar to Tinto (1975, 1993), Astin proposed that there
are personal characteristics that each student brings into the educational setting. Astin’s
central premise for his model insisted that personal characteristics (inputs) and
institutional practices (environment) directly affect a student’s educational outcomes. The
straightforward conceptual and empirical process for categorizing student variables
provided an appropriate foundation for the questions posed in this study.
Methods of Studying Retention and Degree Completion
Researchers have used various statistical methods to examine retention and degree
completion. The literature on retention and degree completion promotes a robust number
of varying methods and analyses. Early quantitative studies by Spady (1970) used
multiple linear regression and correlation analysis and primarily focused on background
and personal factors. Pascarella and Terenzini (1977) used predictive discriminant
analysis to explore the relationship between student interactions with faculty and
departure. Bean (1980) and Munro (1981) introduced path analysis as the first causal
modeling approach in the early 1980s. Allen (1999) extended the causal modeling
approach framework through structural equation modeling to highlight the impact of precollege variables and motivations in the retention of minority students. Table 1 provides a

26

list of recent and foundational studies of retention and degree completion and each
study’s method of statistical analysis.
Table 1
Methodological Approaches Found in Prior Research
Statistical Method

References

Multiple linear regression and
correlation analysis

Astin and Oseguera (2005); Kuh, Cruce, Schoup, Kinzie, and
Gonyea (2008)

Binary logistic regression

Arredondo and Knight (2005); Glynn, Sauer, and Miller (2003);
Herreid and Miller (2009); Kuh, Cruce, Schoup, Kinzie, and
Gonyea (2008); Lockeman (2012); Raju and Schumacker (2015);
Sperry (2014)

Multinomial logistic regression

Campbell and Mislevy (2013); Porter (1999)

Ordinal logistic regression

Porter (1999); Vaquera (2007)

Bivariate probit modeling

Bowles & Jones (2004)

Survival analysis

Chimka, Reed-Rhoads, and Barker (2007); Crisp, Horn, Dizinno,
and Barlow (2013); Flores and Horn (2009); Guillory (2008);
Lockeman (2012); Mohn (2008)

Predictive discriminant analysis

Campbell and Fuqua (2009); Pascarella and Chapman (1983);
Pascarella and Terenzini (1977); Welsh, Petrosko and Taylor
(2006)

Latent growth modeling

Mohn (2008)

Path analysis

Allen and Bir (2012); Bean (1981), Munro (1981); Pascarella and
Chapman (1983)

Structural equation modeling

Allen (1999); Cabrera, Nora, and Castaneda (1992, 1993)

Hierarchical linear modeling

Bai and Pan (2009); Guillory (2008); Smyth and McArdle (2004)

Markov processes

Al-Awadhi and Ahmed (2002)

Bayesian model averaging

Goenner and Snaith (2004)

Social network analysis

Stuart (2008); Thomas (2000)

Data mining approaches e.g., neural
networks, cluster analysis, and
decision trees

Bogard, Helbig, Huff, and James (2011); Delen (2011); Mattern,
Marini, and Shaw (2015), Raju and Schumacker (2015); Yu,
DiGangi, Jannasch-Pennell, and Kaprolet (2010)
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Predictors of Retention and Degree Completion
The present study framed the key predictors of retention and degree completion
within the Input and Environment components of Astin’s (1991, 1993) I-E-O Model.
Researchers have examined an array of factors that may contribute to the prediction of
academic achievement, retention, and degree completion of first-time, first year students.
The coalescence of each major theoretical framework and the multitude of
research clearly indicate that the pre-college factors that accompany a student, and the
environmental factors they experience upon entry into college, highly influence the
prediction of their academic success, persistence, and degree completion.
Astin and Oseguera (2005) examined a variety of characteristics when they
summarized the HERI findings from a national study. Their study evaluated data from
262 four-year institutions that reported six-year degree completion status on 56,808
students who completed the Cooperative Institutional Research Program (CIRP) entering
Freshman Survey. The researchers used student survey responses to derive factors that
contributed to the prediction of degree completion. Astin and Oseguera (2005)
maintained that a single institution’s degree completion rate and any differences in
completion rates among institutions were largely attributable to student differences at
entry. Arredondo and Knight (2006) extended Astin and Oseguera’s (2005) research by
examining four- and six-year degree completion factors at Chapman University. The
authors reported their data were a reasonably good fit to the Astin and Oseguera model.
Input Variables
Perhaps the most widely demonstrated research on the forecasting of retention
and degree completion involves the use of high school grade average and standardized
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test scores (e.g., the ACT or SAT) as independent variables. Maggard (2007) found high
school GPA to be a significant predictor of first-semester GPA for student athletes, even
more so than class rank or standardized test scores, accounting for 21 percent of the
variance in first-semester GPA alone. The predictive power of high school GPA and
standardized ACT/SAT scores varies by study nationally and accounts for anywhere
between 12 and 29 percent of total variance in retention (Hanover Research, 2011).
Several studies exist that focused on the role of gender and parent education in the
prediction of first-semester GPA and degree completion. Other factors include a student’s
race, financial aid award, major, distance from home to campus, and in state/out of state
status. Table 2 provides the general nature or direction of the relationship between input
variables and outcomes in this study with references to prior research.
The coding and measurement level of each measure is detailed in Chapter III.
Strayhorn (2011) found that a combination of high school academic performance and
positive beliefs about academic skills could explain 30 percent of the variance in firstsemester GPA.
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Table 2
General Nature of Relationships between Input and Outcome Variables of this Study
Variable

General Nature of the Relationship with the Outcomes

Admission status

Conditionally admitted students are less likely to experience academic achievement and
retention in most studies (Astin, 1993; Drake, 2011; Sperry, 2014)

Aptitude test
scores

Higher standardized test scores generally lead to increased academic achievement,
retention, and completion in most studies (Astin & Oseguera, 2005; Boyer & Hickman,
2007; Drake, 2011; Lockeman, 2012; Sperry, 2014; Strayhorn, 2011; Wohlgemuth et al.,
2007)

Gender

Females are more likely to experience academic achievement, retention, and completion
in some studies (Arredondo & Knight 2005; Astin & Oseguera, 2005; Campbell &
Fuqua, 2009; Crisp, Horn, Dizinno, & Barlow, 2013; Drake, 2011; Glynn, Sauer, &
Miller, 2006; Kuh et al., 2008; Mattson, 2007)

High school
achievement

Higher high school GPAs or class ranks generally lead to increased academic
achievement, retention, and completion (Allen & Bir, 2012; Astin & Oseguera, 2005;
Boyer & Hickman, 2007; Campbell & Fuqua, 2009; Drake, 2011; Glynn et al., 2006;
Kuh et al., 2008; Lockeman, 2012; Maggard, 2007; Mattson, 2007; Sperry, 2014; Stuart,
2008; Yu, DiGangi, Jannasch-Pennell, & Kaprolet, 2010)

Race/ethnicity

Whites and Asians are generally more likely—whereas Blacks and Hispanics are
generally less likely—to experience academic achievement, retention, and completion in
most studies (Astin & Oseguera, 2005; Boyer & Hickman, 2007; D’Allegro & Kerns,
2011; Drake, 2011; Lockeman, 2012; Stuart, 2008; Wohlgemuth et al., 2007; Yu et al.,
2010)

Residency status

Living out of state, or the further one’s home residence is from the institution, generally
makes a student less likely to experience retention and completion in some studies
(Arredondo & Knight, 2005; Bogard, Helbig, Huff, & James, 2011; Glynn et al., 2006;
Lockeman, 2012)

Transferred hours

Students with transferred hours were generally more likely to experience academic
achievement and retention in some studies (Sperry, 2014; Yu et al., 2010)

Environmental Variables and Short-Term Outcomes
Based on the variation in retention and graduation rates among institutions with
cohorts of similar student characteristics (inputs) upon entry, one may hypothesize that
some colleges and universities have established practices that positively contribute to a
student’s decision to persist and finish a degree. Tinto (2012) described a series of
institutional practices that have shown the most evidence for increasing retention and
graduation. These practices include summer bridge programs, first-year seminars,
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supplemental instruction, learning communities, embedded academic support, basic skills
courses, social support programs, and financial support programs.
Several studies extend the research by focusing on environmental factors. The
most common environmental variables explored were residency, academic college at
enrollment, participation in an educational opportunities program, and enrollment in a
freshman orientation course. Sperry (2014) also noted that several studies found that
participation in learning communities predicted first-semester GPA and retention. Time
factors such as application, orientation, and admission dates may also serve as proxies for
harder-to-quantify student personality traits like motivation and commitment. Table 3
provides the general nature or direction of the relationship between environment and
outcome variables in this study with references to prior research. Likewise, Table 4
provides the general nature of direction of the relationship between short- and long-term
outcome variables. The coding and measurement level of each measure is detailed in
Chapter III.
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Table 3
General Nature of Relationships between Environmental and Outcome Variables of this
Study
Variable

General Nature of the Relationship with the Outcomes

Enrollment Status

In a national study, Kuh et al. (2008) found that part-time (less than 12 credit hours
earned in a fall/spring semester) students were less likely to experience academic
achievement, and retention

College credits
earned
(first year)

Students that earn more college credits in their first year are more likely to
experience academic achievement, retention, and completion (Bogard et al., 2011;
Boyer & Hickman, 2007; Delen, 2011; Kiser & Price, 2008; Lockeman, 2012)

Course withdrawals
(first year)

In a single campus study, Bogard et al. (2011) found that students with higher
numbers of withdrawals were less likely to be retained

Days since
admission

In a single campus study, Sperry (2014) found that students with a higher numbers
of days since admission (i.e., they were admitted earlier) were more likely to have
higher academic performance

Days since
application

In a single campus study, Porter (1999) found that students with a higher number of
days since application (i.e., they applied to university earlier) were more likely to
have higher retention

Financial aid: grants
and scholarships

Students receiving grants/scholarships are more likely to experience academic
achievement, retention, and completion (Astin, 1993; Bogard et al., 2011; Delen,
2011; Drake, 2011; Hossler et al., 2009; Kuh et al., 2008; Wohlgemuth et al., 2007)

Financial aid: loans

Students receiving loans are generally less likely to be retained, in some studies
(Delen, 2011; Hossler et al., 2009)

Financial aid:
Pell grant

Students receiving Pell grants are generally less likely to experience academic
achievement and retention in some studies (Astin, 1993; Drake, 2011; Sperry,
2014)

Honors

Students in the honors program are generally more likely to experience academic
achievement, retention, and completion in some studies (Astin, 1993; Drake, 2011;
Porter, 1999)

Living on campus
(first-year)

Students that live on campus in their first year are generally more likely to
experience retention and completion, but less likely to experience academic
achievement, in most studies (Astin, 1993; Astin & Oseguera, 2005; Campbell &
Fuqua, 2009; Drake, 2011; Glynn et al., 2006; Stuart, 2008)

Major field

The literature is generally conflicted about the relationship between deciding a
major or specific majors as they relate to academic achievement, retention and
completion. (Bogard et al., 2011; D’Allegro & Kerns, 2011)
Some studies have found that undeclared majors and STEM-field majors are less
likely to experience these outcomes (Astin, 1993; Astin & Oseguera, 2005;
Campbell & Fuqua 2009; Lockeman, 2012; Wohlgemuth et al., 2007)
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Table 4
General Nature of Relationships between Outcome Variables of this Study
Variable

General Nature of the Relationship with the Outcomes

College GPA

Students that make higher GPAs in their first semester/year of college are more
likely to experience retention and completion (Allen & Bir, 2012; Bogard et al.,
2011; Campbell & Fuqua, 2009; Crisp et al., 2013; Delen, 2011; Flores & Horn,
2009; Lockeman, 2012; Stuart, 2008)

Retention

Positive relationship with academic achievement and completion (Astin, 1993;
Mohn, 2008)

Specific Studies Using Logistic Regression on Cohort Data
It is important to frame the expectations of results within a relevant set of
literature that used a statistical technique and student population generally consistent with
the parameters of this study. Peng, So, Stage, and St. John (2002) conducted a metaanalysis of attrition/retention and degree completion studies conducted using logistic
regression. The authors presented 52 studies in their review. They also offered eight
recommendations of best practice for reporting logistic regression results.
Several recent retention and degree completion studies guided this research. The
studies examined had the following similarities: All used logistic regression analysis, and
most involved sample sizes similar to the present study. These studies informed the
selection of which variables were most important in the study of retention and degree
completion. The hypothesized relationships between these important variables and the
outcomes of this study are displayed in Table 5, Table 6, and Table 7. The effect size
(strength of relationship) is presented as the odds ratio because most studies reviewed by
the researcher cited the odds ratios. The relationships are organized by outcome.
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Table 5
Expected Relationships between Predictors and Retention to the Second Year
Variable

Odds Ratio

References

High school GPA

1.50 – 2.62

Hendel (2007), Kuh et al. (2008), Sperry (2014)

Aptitude test

0.18 – 0.96

Kuh et al. (2008), Nyirenda and Gong (2010)

Cumulative GPA in Year 1

3.00 – 7.50

Noble et al. (2008), Nyirenda and Gong (2010),
Vaquera and Maestas (2009)

Females

Non significant

Burgette and Magun-Jackson (2008), Nyirenda and
Gong (2010), Vaquera and Maestas (2009)

Honors program students:

Non significant

Nyirenda and Gong (2010), Wohlgemuth et al.
(2007)

Racial minorities

1.40 – 1.60

Kuh et al. (2008), Mendoza and Mendez (2012),
Purdie and Rosser (2011)

In-state residents

1.52 – 1.62

D’Amico and Dika (2013), Nyirenda and Gong
(2010), Wohlgemuth et al. (2007)

Pell eligibility

0.69 – 0.71

Mendoza and Mendez (2012), Wohlgemuth et al.
(2007)

Scholarship aid

1.13 – 2.08

Kuh et al. (2008), Wohlgemuth et al. (2007)

Students enrolled part-time

0.25

Kuh et al. (2008)

Loan aid

Non significant

Wohlgemuth et al. (2007)

On campus residents

Non significant

Drake (2011), Lohfink and Paulsen (2005), Noble et
al. (2008), Purdie and Rosser (2011)

Business majors
Education majors
STEM majors

1.29 – 1.87
2.25
1.82

Purdie and Rosser (2011), Wohlgemuth et al. (2007)

Students conditionally
admitted to their institution

Non significant

Drake (2011)

Date of admission

1.00
(b = .01)

Sperry (2014)

Number of hours transferred
into the institution

0.60

Kuh et al. (2008)
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Table 6
Expected Relationships between Predictors and Degree Completion in Four Years
Variable

Odds Ratio

References

High school GPA

Positive
association
(ΔP = .05)

Burgette and Magun-Jackson (2008)

Aptitude test

1.03 – 1.08

Noble et al. (2008), Wohlgemuth et al. (2007)

Cumulative GPA in Year 1

4.77

Noble et. al. (2008)

Females

1.61 – 2.48

Nyirenda and Gong (2010), Wohlgemuth et al.
(2007)

Honors program students

Non significant

Wohlgemuth et al. (2007)

Racial minorities

0.49
1.12
Non significant

Wohlgemuth et al. (2007)
Noble et al. (2008)
Burgette and Magun-Jackson (2008)

In-state residents

Non significant

Wohlgemuth et al. (2007)

Scholarship aid

1.15

Wohlgemuth et al. (2007)

Loan aid

Non significant

Wohlgemuth et al. (2007)

On campus residents

4.77

Noble et al. (2008)

Business majors
Education majors
STEM majors

1.29
0.70
0.24

Wohlgemuth et al. (2007)
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Table 7
Expected Relationships between Predictors and Degree Completion in Six Years
Variable

Odds Ratio

References

Aptitude test

Non significant

Lockeman (2012), Wohlgemuth et al. (2007)

Cumulative hours earned in
Year 1

1.07

Lockeman (2012)

Cumulative GPA in Year 1

5.90

Lockeman (2012)

Females

Non significant

Lockeman (2012)

Honors program students:

Non significant

Wohlgemuth et al. (2007)

Racial minorities

0.30
Non significant

Wohlgemuth et al. (2007)
Lockeman (2012)

In-state residents

Non significant

Lockeman (2012), Wohlgemuth et al. (2007)

Pell eligibility

Non significant

Lockeman (2012)

Scholarship aid

1.67

Wohlgemuth et al. (2007)

Loan aid

1.28

Wohlgemuth et al. (2007)

Business majors
Education majors
STEM majors

1.76
1.65
1.90

Wohlgemuth et al. (2007)

The R-squared values reported in the aforementioned studies ranged between 0.03
(D’Allegro & Kerns, 2011) and 0.35 (Noble et al., 2008; Vaquera & Maestas, 2009). In
cases where authors reported accuracy statistics (hit rate), their models ranged between
72 percent (Nyirenda & Gong, 2010) to 93 percent (Lockeman, 2012)
ROC Curves in the Literature
A goal of this study was to demonstrate how Receiver Operating Characteristic
(ROC) curves can be used to analyze and classify students based on relative and
cumulative risk factors. The discussion that follows is an outline of ROC curve analysis
and its substantive application in educational research and similar fields within the social
sciences.
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Introduction. The ROC curve is a graphical representation of forecasting
precision, and thereby offers researchers and practitioners a visual and statistical tool for
decision-making (Raju & Schumacker, 2015). ROC curves are also valuable because they
permit the comparison of variables (Munoz-Repizo & Tejedor, 2012) and summarize
accuracy across a range of tradeoffs between correct and incorrect classification
probabilities (Raju & Schumacker, 2015).
In practice, ROC curve analysis evaluates the classification ability of one
independent (predictor) variable that is continuously measured and one dependent
(outcome) variable that is dichotomously measured. In Johnson, Galow, and Allenger’s
(2012) study, the independent variable was a test score. Several other researchers have
suggested that the independent variable could also be a composite score, such as a
predicted probability (Peng & So, 2004; Raju & Schumacker, 2015) or index score
(Lucio, Hunt, & Bornovalova, 2012).
Development of ROC curve analysis. Historically, ROC curve analysis emerged
around World War II, as radar began to integrate itself into the field of signal detection.
Electrical and radar engineers sought a better way to detect detecting enemy objects in
battle. Early researchers wanted to determine if a true signal could be detected among
increasing amounts of noise as the amount of gain was adjusted. As Streiner and Cairney
(2007) described, researchers’ challenge at that time was the tradeoff between increasing
the gain level to allow more signal detection up to a point where the amount of noise
(false positive) outweighed true signals (true positive).
Wesley Peterson and Theodore Birdsall, as graduate students in electrical
engineering at the University of Michigan, devised the ROC analysis in 1953 and were
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joined by Wilson Tanner and John Swets who applied the methodology to the human
experience in the field of psychology (Peterson & Birdsall, 1953; Tanner & Swets, 1954).
In a monograph written by Wojtek Krzanowsk and David Hand (2009), the authors
devote an entire chapter to the substantive field applications in which ROC analysis has
been useful. The authors cite studies employing ROC curve analysis from the field of
machine learning, geoscience, medicine, finance, experimental psychology, sociology,
criminology, behavioral psychology, medicine, psychiatry, radiology, meteorology, data
mining, non-destructive testing, and manufacturing inspection systems.
There has been some attempt to incorporate ROC curve analysis into higher
education; however, those attempts are few and far between. Specifically, there is still a
lack of clarity about how ROC curve analysis can be best applied in the context of higher
education.
This study attempts to fill that gap by demonstrating that ROC curve analysis can
effectively utilize a composite variable in higher education research. Such an approach
maintains the integrity of a ROC curve analysis while acknowledging the importance of
multiple inputs and environments that influence persistence and retention (e.g., Astin,
1991, 1993; Tinto, 1993). Researchers in related fields of education demonstrated how
ROC curve analysis produces optimal threshold scores (Johnson, Galow, & Allenger,
2012), and how a model risk index could be developed that indicated failure to complete
high school (Lucio et al., 2012). The study by Raju and Schumacker (2015) is unique to
higher education because authors used ROC curve analysis to compare the effectiveness
of data mining approaches for student retention and degree completion, both of which are
outcomes of this study.
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What remains unclear is the reason why many studies in higher education do not
use ROC curve analysis. Munoz-Repizo and Tejedor (2012) implied that practice and
policy should consider the use of ROC curves in the field of educational research. The
present study makes use of these aforementioned demonstrations of ROC curve analysis
to address three specific outcomes within the student records of one institution.
Summary
First-year students who attend college/university bring with them a multiplicity of
experiences that can ultimately influence their future achievement. Conceptually, the I-EO Model is similar to other well-established models of student retention/attrition, such as
those proposed by Vincent Tinto and John Bean. The I-E-O Model provides a simple yet
significant framework by which researchers can examine the relationships between
potential factors and desired outcomes. These input and environmental variables can be
combined into a single composite variable (a predicted probability or risk index score)
that can be included in a ROC curve analysis.
Students’ personal characteristics matter when it comes to academic success
outcomes at the college level. Demographic and background inputs influence—to some
degree—what happens to a student in college and relate in meaningful ways to the critical
outcomes of student success (i.e., satisfactory academic progress, ongoing
retention/persistence, and degree completion). The college environment also affects these
outcomes. Many of these environmental factors may involve increased levels of student
choice—such as deciding to enroll full-time, living in residence, or accepting financial
aid. Over the past several decades, a host of researchers examined numerous student
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characteristics and environmental variables and, to greater or lesser extents, found them
to influence student success under specific circumstances.
The goals of the study were two-fold: (1) to determine to what extent input
characteristics and environmental variables played a role in the prediction of academic
progress and degree completion at a single institution in Florida, and (2) to demonstrate
the use of a novel statistical technique (ROC curve analysis) to refine the prediction and
classification of students at risk of non-success. This study extends the outcome
assessment literature in education because the use of ROC curve analysis received little
attention in the discipline to date.
Swets (1988) stated, “[There is] current interest in how much the
Scholastic Aptitude Test helps[...]in predicting college graduation. For such instances I
suggest that the accuracy of prediction in ROC terms is the most appropriate measure of
test validity” (p. 240). Although many studies in higher education use logistic regression
to address questions of persistence and degree completion, only one (Raju &
Schumacker, 2015) modeled or even suggested the utility of ROC curves to further refine
the results. Mohn (2008) noted a growing number of sophisticated and creative
approaches to improve prediction of student success outcomes. This study was developed
in alignment with that belief.
Based on an extensive literature review, the researcher hypothesized that input,
environmental, and short-term outcome variables assist in reliably predicting academic
progress and degree completion of students at the institution under study.
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CHAPTER III
METHODOLOGY
The focus of this study was to develop a practical approach to classifying students
on the outcomes of academic progress, (second-year retention with a cumulative GPA of
at least 2.0), four-year, and six-year degree completion. The researcher designed the
study with two approaches in mind: a relative risk approach and a cumulative risk
approach. The relative risk approach involved the univariate exploration of predictors
independent of one another, whereas the cumulative risk approach involved the
multivariate examination of predictors while accounting for one another. The following
research questions directed this study:
Research Questions
1. Which input and environmental variables are predictors of the desired success
outcomes (relative risk)?
2. How many input and environmental variables are predictors of the desired success
outcomes (cumulative risk)?
3. For each of the individual significant predictors, what is the optimum value for
distinguishing between students on the desired success outcomes (relative risk)?
4. What is the optimum predicted probability for distinguishing between students on
the desired success outcomes (cumulative risk)?
5. What is the optimum number of risk factors for distinguishing between students
on the desired success outcomes (cumulative risk)?
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Research Design
The researcher employed a cross-sectional and correlational design in this study.
Cross-sectional and correlational designs are the most prevalent analyses and designs in
research on retention and degree completion, although recent years have seen an uptick in
studies using longitudinal data analysis and sophisticated analytic techniques (see Table
1). Correlational research is common in the applied behavioral sciences when a
researcher seeks to determine whether relationships exist between or among variables
(Triola, 2002).
Cross-sectional designs are collected from a population at a specific point in time.
Cross-sectional designs also allow a researcher to compare the associations among
multiple variables for a previously defined outcome. Cross-sectional designs are also less
costly and necessitate less planning and data management than longitudinal designs.
The researcher collected student archival data on several input and environmental
variables. The expected relationships of these variables with the outcomes were
presented generally in Tables 2-4 and more specifically in terms of effect size in Tables
5-7. The primary goal of the researcher was to explore the relationship between these
variables and the identified outcomes. This study, designed to be predictive in nature,
modeled pre-college and environmental variables to explain variation and assess
academic progress, four-year and six-year degree completion. This study also sought to
add practical significance from a methodological perspective by demonstrating an
extension of logistic regression rarely discussed in educational research. The researcher
drew no causal inferences because of the non-experimental nature of this study.
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Subjects and Setting
The institution under study was a public, four-year institution that is a member of
the State University System of Florida. The students represented in these data initially
reflected the entire population of the fall 2008 first time in college (FTIC) cohort. The
researcher chose the 2008 FTIC cohort year because information relative to all three
outcomes of the study was contained within these institutional data. The population of
study contained 1,099 students. Personnel in the institutional research department
provided data for this study to the researcher after the appropriate permissions were
secured.
The population was reduced to a sample that did not contain missing data.
Logistic regression and ROC curve analysis require that data are not missing. The
researcher compared the records that were removed with those that remained using
frequencies, chi-square and t-tests. Comparisons were performed for each
predictor/outcome variable relationship. This was performed to test for sample
consistency and underlying bias by identifying if the students who were removed because
of missing data in their record were systematically different from those who remained in
the analysis.
Variables
Variables selected for the study were based on the availability and accessibility of
data from campus records related to the input and environmental components of Astin’s
(1975, 1993) I-E-O Model. Each student’s academic record contained his or her four-year
and six-year graduation status at the institution. Academic progress is a composite
variable of (a) one’s retention into the subsequent fall semester and (b) one’s first-year
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cumulative GPA. Successful academic progress was defined as returning into the second
fall semester with a cumulative university GPA of at least 2.0. Table 8 identifies the
variables obtained from student records and provides a complete description. All outcome
variables were binary nominal variables.
Table 8
Variables in the Dataset
Name

Type

Description

CADMIT

Binary

Conditional admission to the institution

ACT

Continuous

ACT score or Converted ACT (ACT, 2008)

FEMALE

Binary

Female student

HSGPA

Continuous

Cumulative High School GPA

MINORITY

Binary

Student’s race is non-White or Asian

MSA

Binary

High School Attended within the local metropolitan statistical
area

TXHRS

Continuous

Number of hours transferred into the institution

PTIME

Binary

The student enrolled part-time (attempted less than 12 semester
hours in their first fall term)

COURSEWD

Continuous

The number of courses the student registered for and withdrew
from in their first fall term

DAYSADMIT

Continuous

The number of days between the student’s admission date and
the first day of classes in the fall term (August 25, 2008)

DAYSAPPLY

Continuous

The number of days between the student’s application date and
the first day of classes in the fall term (August 25, 2008)

M_ARTS

Binary

Arts or Humanities major

M_BUS

Binary

Business major

M_EDSS

Binary

Education or Social Science major

M_HEALTH

Binary

Health-related major

M_STEM

Binary

STEM-related major

M_PROF

Binary

Professional Studies-related major
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Table 8 (continued).
Name
M_UNDEC

Type
Binary

Description
Undeclared major

SCHOLARAID

Continuous

Total amount of grant or scholarship aid (excludes Pell grants)

LOANAID

Continuous

The total amount of loan aid received by the student

PELL

Binary

Pell-grant eligible

HONORS

Binary

Honors program student

RESLIFE

Binary

On-campus resident

F1GPA

Continuous

First fall term cumulative university GPA

Y1GPA

Continuous

First year cumulative university GPA

APR

Binary

Made satisfactory academic progress or not (Outcome 1)

DC4

Binary

Baccalaureate degree in four years or not (Outcome 2)

DC6

Binary

Baccalaureate degree in six years or not (Outcome 3)

Note: For binary variables, possession of the characteristic was coded with a 1.

Data Collection Procedures
The researcher requested all the demographic information and student records
from the institutional research office directly, a process that required Institutional Review
Board approval (Appendix A) and an information request from the office of institutional
research (Appendix B). Personnel in the institutional research office provided the
researcher with the requested dataset upon verification of all necessary permissions.
The data were provided in spreadsheet file. The researcher used Microsoft Excel
to initially examine the data. Any students without an ACT or SAT score were removed
from the dataset. The researcher conducted statistical analyses to determine if the records
that were removed were systematically different than the records that were retained.
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Data were prepared using Microsoft Excel and IBM SPSS (version 22). The
researcher then sorted the records by retention into the 2009 academic year and first-year
cumulative GPA. The first outcome variable—academic progress—was constructed in
the following manner: Students who returned in fall 2009 with a GPA of at least 2.0 were
given a value of 1 on the variable “APR”; all other students were given a value of 0.
Degree completion in four years and six years was straightforward and required assigning
a value of 1 to records that had completed in the respective time period, and a value of 0
to those that failed to do so.
The coding of dependent variables is similar to Lockeman (2012). Framing the
outcomes in this study from the positive aspect (i.e., successful progress) was also
consistent with the majority of studies that informed this study (e.g., Burgette & MagunJackson, 2008; Drake, 2011; Kuh et al., 2008; Lockeman, 2012; Mendoza & Mendez,
2012; Nyirenda & Gong, 2010; Noble et al., 2008; Purdie & Rosser, 2011; Raju &
Schumacker, 2015; Wohlgemuth et al., 2007). This approach also mirrored many of the
studies in the medical literature that the author evaluated (where ROC curve analysis is
more prevalent) that coded possession of a disease with a 1 and non-possession of the
disease with a 0 (e.g., Hajian-Tilaki, 2013; Kumar & Indrayan, 2011). This study was
different than Lucio et al. (2011) and Mattern et al. (2015) whose examinations framed
the outcome from the negative perspective (i.e., failing to complete).
Also, of the studies reviewed, no study created a composite variable akin to
“academic progress.” Lockeman (2012) modeled retention to the second year and
probation status (GPA below 2.0) separately using logistic regression analysis. This study
consolidates those variables into a single composite variable.
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Two columns in the data file contained the ACT and SAT composite scores for
each student, but not all records contained scores for the ACT. A concordance table was
used to recode SAT scores to ACT scores (ACT, 2008). The higher of the two scores was
recorded into a new column to be used for analysis. The researcher also calculated days
since application and days since admission relative to the first day of classes, which was
August 25, 2008.
Data Analysis
Data Screening
The researcher screened variables for multicollinearity using a correlation matrix.
The researcher also verified that the expected frequencies for each cell in the data matrix
were not too small (Tabachnick & Fidell, 2007). Finally, the researcher examined the
standardized residuals in order to detect outliers.
Descriptive Statistics and Comparisons of Group Differences
Consistent with the approach used in Lockeman (2012), the researcher used
descriptive statistics to summarize and organize the variables into a profile of subjects.
Group comparisons were conducted on the outcome variable using chi-square analyses
for binary predictor variables and independent samples t-tests for continuous predictor
variables. The statistical analyses conducted for each research question are presented in
Table 9.
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Table 9
Statistical Analyses Conducted by Research Question
RQ

Risk Approach

Statistical Analyses Conducted

1

Relative

Point biserial (rpb) and Phi correlations (ϕ) correlations, chi-square (χ2) tests
between binary IV and binary DV, independent samples t-test between
continuous predictor as the DV and binary outcome groups as the IV

2

Cumulative

Binary logistic regression

3

Relative

ROC curve analysis for significant RQ1 variables

4

Cumulative

ROC curve analysis of the predicted probability (π) values generated in RQ2,
as suggested by Peng and So (2004)

5

Cumulative

Development of a Cumulative Risk Index, similar to Lucio et al. (2012)

Note: IV = independent variable, DV = dependent variable

Logistic Regression
Overview. Logistic regression was used to estimate the probability of an event
occurring based on a set of predictor variables (Field, 2013). In this study, the events
were defined as academic progress, and degree completion in four years and six years.
The researcher examined each event (outcome) separately.
Field (2013) describes logistic regression as multiple regression with an outcome
that is binary. The prediction the analysis provides is regarding which of two categories
(e.g., retained vs. not retained) a person is likely to belong to given a series of predictor
variables. Peng and So (2002) suggested two key advantages to using binary logistic
regression. First, logistic regression overcomes the limitations of ordinary least squares
regression in handling dichotomous outcomes. Second, logistic regression is less
restrictive than predictive discriminant analysis for categorical outcomes because data are
not assumed to have equal variances and covariances, nor an underlying multivariate
normal distribution.
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Assumptions. The researcher addressed the three assumptions related to logistic
regression that the researcher addressed using procedures recommended by Field (2013).
The assumption of linearity between continuous predictor variables and the logit of the
outcome variable were evaluated based on the significance of the interaction term
between the predictor and its log transformation. The researcher established the
independence of errors by checking unique student identifiers to ensure that each subject
only existed once in the dataset. This independence of student records also supports the
assumption that the conditional mean of a dependent variable was binomially distributed
(Peng, Lee, & Ingersoll, 2002). Multicollinearity was evaluated using correlation
matrices (described above), tolerance, and VIF statistics.
Procedure. Following the guidance of Callahan (2008), entry of input and
environment variables occurred in “blocks” according to the sequence of variable
occurrence, beginning with the input variables. The block-entry method advocated by
Callahan (2008) was consistent with the block-entry approach used in the development of
Astin’s (1993) I-E-O model, which served as a theoretical foundation for this study. This
entry method accomplished three purposes: (1) it accounts for the effects of input
variables on the outcome variables, (2) it determines if environmental variables add
anything to the prediction of the outcome variables, and (3) it informs the structure of the
final model by identifying the key predictors to be included.
Determination of Significance. The researcher evaluated the model using
guidance from Field (2013) and Peng, Lee, and Ingersoll (2002). The overall model was
evaluated inferentially by the deviance statistic and the Akaike Information Criterion
(AIC) statistic. The researcher determined goodness of fit inferentially based on the
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Hosmer and Lemeshow (HL) statistic and descriptively by the R2 indices developed by
Cox and Snell (1989) and Nagelkerke (1991). When a model was established as
significant, the researcher interpreted the statistical and practical significance of the
individual predictor variables using the Wald statistic, odds ratio, and the ΔP statistic. To
ensure model conclusions are generalizable, the researcher evaluated the observation-topredictor ratio, and casewise diagnostic values (i.e., Cook’s distance and standardized
residuals) based on the suggestions of Field (2013) and Peng et al. (2002). Table 10
summarizes the guidelines that will be used to determine the ability of these data to meet
the assumptions of the analyses and provide an interpretation of the statistical
significance and magnitude of variable relationships.
Table 10
General Guidelines for Sample and Model Evaluation

Sample adequacy

Multicollinearity

Overall model

Generalizability

Goodness-of-fit

Statistic

Area of Concern

Expected frequencies

Any cells less than 5

Observations-to-Predictors
ratio

Less than 10 to 1

Sample size

Less than 100

Correlation coefficient

Greater than .70

Tolerance scores

Below 0.1

VIF scores

Above 10.0

AIC statistic

No reduction between models

Deviance statistic

Non-significant chi-square difference test

Cook’s distance scores

Any cases greater than 1.0

Standardized residuals

More than 5% of cases ±1.96, 1% ±2.58,
and any cases above 3.0

HL statistic

Significant p-value
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Table 10 (continued).
Statistic

Area of Concern

Individual predictors

Wald statistic
Odds ratio
ΔP statistic

Non-significant p-value

Validated predicted
probabilities

Somer’s D statistic

Non-significant p-value

AUC statistic

Non-significant p-value

Receiver Operating Characteristic Curve Analysis
General Procedure. In each case, the researcher began by creating a confusion
matrix (Table 11) for the purpose of computing sensitivity and specificity coefficients.
The confusion matrix was based on the output data generated from each ROC curve
analysis. Next, the researcher computed an optimal threshold value of discrimination
based on the sensitivity and specificity coefficients. This study is going to examine the
use of ROC curves on both individual predictor variables and composite variables
(predicted probabilities and cumulative risk index scores). In all cases, the method by
which optimal threshold scores were developed followed the procedure described above.
Classifier performance for ROC curve analysis. The performance of a classifier
(predictor variable) is generally expressed in terms of two independent probabilities,
sensitivity and specificity. Table 11 illustrates the calculation of these statistics. The
letters in the cells label the four cells and are used in the formulas below.
Table 11
Confusion Matrix
Threshold Score = τ
Predicted outcome
Yes (π ≥ τ)
No (τ < π)

Actual outcome
Yes (value =1)
No (value = 0)
A
True positive
C
False negative
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B
False positive
D
True negative

Sensitivity is defined as the true positive rate (e.g., the ability to correctly identify
successful academic progress). The formula is:
𝐴
𝐴+𝐶

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =

Specificity is defined as the true negative rate (e.g., correctly identifying
unsuccessful academic progress). The formula is:
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝐷
𝐵+𝐷

Four other probabilities are also important in this discussion: one minus
sensitivity, one minus specificity, the false discovery rate, and the false omission rate.
One minus sensitivity corresponds with the false negative rate (e.g., incorrectly
identifying unsuccessful academic progress) or type II error. The formula is:
𝑂𝑛𝑒 𝑚𝑖𝑛𝑢𝑠 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =

𝐶
𝐴+𝐶

By contrast, one minus specificity corresponds with the false positive rate (e.g.,
incorrectly identifying successful academic progress) or type I error and is given by the
following formula:
𝑂𝑛𝑒 𝑚𝑖𝑛𝑢𝑠 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝐵
𝐵+𝐷

The false discovery rate is the chance that a student is unsuccessful among those
predicted to be successful, and is given by the following formula:
𝐹𝑎𝑙𝑠𝑒 𝐷𝑖𝑠𝑐𝑜𝑣𝑒𝑟𝑦 𝑅𝑎𝑡𝑒 =

𝐴
𝐴+𝐵

The false omission rate is the chance that a student is successful among those
predicted to be unsuccessful, and is given by the following formula:
𝐹𝑎𝑙𝑠𝑒 𝑂𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
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𝐷
𝐶+𝐷

It is also important to note that sensitivity and specificity in this context are not
the same as sensitivity analysis—a description of which is beyond the scope of this study.
Green and Swets (1974) first suggested the area under the ROC curve (AUC) as
an important accuracy index for the measure across all possible decision thresholds (see
Chapter I, Methodological Definitions). Traditional measures of accuracy in logistic
models, such as the hit rate, are derived from a single decision threshold probability (e.g.,
π = 0.50) for group membership. The AUC statistic is a more robust measure because it
represents the probability of correct classification across all possible decision thresholds.
Rice and Harris (2005) argued that the AUC statistic is also a better measure of
effect size than Cohen’s d and the point-biserial correlation (rpb). The authors contended
the AUC statistic was superior to Cohen’s d because the AUC statistic is based on
probability and independent of sample size.
AUC values of 1.0 indicate perfect classification of all cases. AUC values of 0
indicate no accuracy whatsoever. AUC values of 0.5 correspond with chance and are
presented along a diagonal. Figure 5 depicts an example diagram of several ROC curves.
Rice and Harris (2005) presented a correspondence table between AUC, Cohen’s d, and
rpb values as measures of effect size. The authors’ findings for selected d values are
presented in Table 12. The d values in the table correspond to the qualitative labels
placed on the d statistic by Cohen (1992).
Table 12
Comparison of Common Effect Sizes
d

Cohen’s (1992) Interpretation

rpb

AUC

0.20
0.50
0.80

“Small effect”
“Medium effect”
“Large effect”

.100
.243
.371

.556
.639
.714
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Generally, an AUC above 0.70 indicates the test possesses good accuracy levels
(Hosmer et al., 2013). Moreover, any AUC value above 0.50 with a significant Z score
indicates some ability to discriminate from chance (Krzanowski & Hand, 2009). Hosmer
et al. (2013) provided qualitative guidance for the labeling of discrimination ability that
this study will consolidate and adopt: 0.50 (no ability), ≥0.60 (low ability), ≥0.70
(acceptable ability), ≥0.80 (excellent ability), ≥0.90 (outstanding ability), and 1.0 (perfect
ability).

Figure 5. Graph shows a comparison of three ROC curves. Curve A represents a near
perfect classifier (AUC near 1.0). The diagonal line represents chance (AUC = 0.5).
Curves B and C have some degree of discriminating ability from chance (0.5 < AUCs <
1.0). Curve B has a higher AUC, and is therefore a more optimal classifier than Test C.

Advantages of ROC curve analysis. ROC curve analysis has several advantages.
First, ROC curve analysis involves a generally simple graphical representation of
classification. Second, ROC curve analysis provides assistance when distributions are
skewed or unequal because the AUC statistic is irrespective of underlying group size,
unlike classification measures such as accuracy and hit rate. This is because those
statistics are based on proportions of cases. Alternatively, “ROC graphs are based upon
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the tp rate and fp rate, in which each dimension is a strict columnar ratio [in the
confusion matrix], so do not depend on class distributions,” (p. 865). Third, ROC curve
analysis offers a richer measure of classification performance than singular measures
such as test accuracy and error rate (Fawcett, 2006).
Practical Applications of ROC curve analysis. The researcher found one study
within the higher education literature that demonstrated the application of ROC curve
analysis within the context of specific outcomes for this study. One additional study used
ROC curve analysis in a higher education setting. Two studies used ROC curve analysis
in a secondary education setting.
Raju and Schumacker (2015) conducted a study that compared various data
mining models to explore student characteristics from the perspective of six-year degree
completion. The study was conducted using institutional data at The University of
Alabama from cohort years 1995-2005 (final sample n = 22,099). The analysis included
the following variables: ethnicity, residency status (in state/out of state), gender, work
information, AP credit, college choice, ACT/SAT score, high school GPA, home
distance, earned credit hours, first semester GPA, and enrollment status. Two limitations
of this study included (a) the lack of testing for systematic differences from the data that
were removed list wise and (b) the limited number of college environmental variables
that were explored. The authors reported AUC values close to 0.67 for pre-college
variables, and 0.77 for college variables (e.g., first semester GPA). The authors also
presented misclassification rates (i.e., the percentage of false negatives and false positives
of the total sample) around 30% for logistic models. A limitation of that figure was the
non-identification of false negative percentage and false positive percentage. No data
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were presented regarding threshold scores on individual predictors. Results indicated that
logistic regression and neural network analysis produced better results than decision tree
analysis. The authors concluded that institutions could develop predictive models for
degree completion after the first semester of college, which can subsequently inform
intervention programs.
Munoz-Repiso and Tejedor (2012) conducted a study in the field of education that
used ROC curves to graphically express group differences. The authors explored the
statistical relationship between information and communication technology usage and
students’ academic success. Using data from 1,194 university students in Mexico and
Spain, the authors demonstrated the utilization of ROC curves to support studies of group
differences (AUCs ranged from 0.55 to 0.63).
The study was significant because the authors presented ROC curve analysis as a
means to visually compare multiple predictors on a single outcome. The presentation was
similar to the way one might evaluate a measure of effect size to determine which
predictor did a better job classifying outcome behavior.
Johnson et al. (2012) used a ROC curve in conjunction with logistic regression to
evaluate the predictive validity of instructional placement decisions of middle school
children based on state-mandated mathematics assessments. The authors presented
classification rates for each threshold score on the math assessment and depicted several
classification rates, including sensitivity and specificity. This study was significant
because the authors used both logistic regression and ROC curve analysis. However, the
authors never explicitly suggested the merit of considering the ROC curve analysis as a
valuable post hoc procedure for significant predictor variables, nor did they report an
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AUC statistic for their data.
Lucio et al. (2012) studied the number of risk factors needed to predict academic
failure in high school students. The authors demonstrated a methodology of developing
and assessing a cumulative risk index (AUC = 0.81), which served as the most significant
contribution to the development of the present study.
Evaluation of the optimal threshold of discrimination for ROC curve analysis.
The use of threshold “cut points” have practical value to researchers and decision makers.
In practice, administrators often create interventions based on “cut points” considering
the amount of resources at their disposal and the number of students targeted by a
proposed intervention. The use of ROC curve analysis provides an ability to identify the
best “cut points” when logistic regression (by itself) does not. Therefore, ROC curve
analysis can be seen as a useful post hoc test for logistic regression that adds practical
significance and utility to the interpretation of results.
As Streiner and Cairney (2007) describe, the rationale behind the selection of an
optimal threshold “cut point” is based on the assumption that two distributions of scores
are relatively normal. One distribution represented students who possess the outcome of
study, while the other distribution represented students who did not. The two distributions
overlap, introducing the error that exists within this measure.
The values of sensitivity and specificity that correspond to good levels of
accuracy are also a matter of some disagreement. Goring, Baldwin, Mariott, Pratt, and
Roberts (2004) contend that an optimal threshold should possess sensitivity and
specificity coefficients above 80 percent and 60 percent, respectively. Alternatively,
Meisels, Wen, and Beachy-Quick (2010) suggest both coefficients should be above 70
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percent. For the purpose of this study, values above 70 percent are considered to be
acceptable.
The researcher determined the optimal threshold value of discrimination for each
significant continuous predictor, on each of the three outcomes, using multiple criteria
(see Chapter I, Operational Definitions, Methodological Definitions). The minimal
distance criterion, dmin and the Youden (1950) J Index (Figure 6), and the overlay plot
(Figure 7) each place equivalent value on sensitivity and specificity scores. Taken
together, these multiple criteria provide a more robust understanding of the optimal
threshold of discrimination.

dmin

JY

Figure 6. Relationship between the minimum distance (dmin) criterion and the Youden
Index (J) for a ROC curve. Intuitively, the optimal J statistic is the point on the curve that
is furthest from chance, and the optimal dmin statistic is the point closest to perfect
classification (MedCalc, n.d.)
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Figure 7. Example diagram of an overlay plot of sensitivity and specificity (MedCalc,
n.d.) The intersection of the two curves is considered the optimal threshold score because
the intersecting point treats both outcome groups equally in terms of the proportion of
correct classifications (Peng & So, 2002)

Based on the cell labels in Table 11, the formula for the dmin statistic is:

𝑑𝑚𝑖𝑛 = √(

𝐶 2
𝐵 2
) +(
)
𝐴+𝐶
𝐵+𝐷

Based on the cell labels in Table 11, the formula for the J statistic is:
𝐽=

𝐴𝐷 − 𝐵𝐶
(𝐴 + 𝐵)(𝐶 + 𝐷)

Streiner and Carney (2007) noted that cut points are flexible and may be adjusted
based on the relative cost of false positives and false negatives. In the case of this study,
the cost of misdiagnosing student risk for unsuccessful academic progress (false positive)
is less problematic than misdiagnosing a student as likely to succeed. Because of this,
thresholds that are laxer—or those thresholds that lie further right on the ROC curve—
may be considered of greater utility than more stringent alternatives.
Creation of the Cumulative Risk Index (CRI)
Using the results from correlation analysis, comparisons of group difference, and
logistic regression analyses, the researcher identified the variables that statistically
contributed to the prediction of each outcome in a significant manner. The purpose of
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these comparisons was to create a CRI. For statistically significant binary variables, the
researcher considered a record having the value of 1 for that variable as being in
possession of that particular risk factor. For statistically significant continuous variables,
the researcher considered a record scoring in the bottom quartile of scores for that
variable as being in possession of that particular risk factor. This approach was consistent
with Lucio et al. (2012).
A limitation of the study conducted by Lucio and colleagues was the lack of
justification for assigning the possession of a particular risk factor to the bottom quartile
of scores on continuously measured predictors. In this study, the assignment of risk was
based on the optimal threshold score developed by univariate ROC curve analyses.
The CRI created by the researcher was calculated in a manner consistent with the
Lucio et al. (2012) study. The CRI score for each record was developed by summing the
number of risk factors (number of 1s) present. The CRI for each outcome was then
evaluated using a ROC curve analysis.
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CHAPTER IV
RESULTS
The purpose of this study was to explore satisfactory academic progress and
baccalaureate degree completion in four years and six years at a single institution using
Astin’s (1991, 1993) I-E-O framework. The researcher used existing institutional data for
the fall 2008 cohort at a single institution in Florida. The institution is a member of the
State University System of Florida. The researcher analyzed the variables (see Table 8)
provided by institutional research personnel. Data were inspected using charts and
descriptive analyses. Initial relationships were then examined using correlation analysis
and tests of group difference. The researcher used binary logistic regression to develop
prediction models for each of the study outcomes: specifically, unsuccessful satisfactory
academic progress and baccalaureate degree completion in four years and six years. The
researcher also conducted ROC curve analyses to determine the optimal thresholds for
classification on (a) the statistically significant predictor variables, (b) students’ predicted
probability scores for each outcome, and (c) in the development of the cumulative risk
index (CRI). The level of significance for all statistical tests was set, a priori, at p < .05.
Additionally, the researcher examined the optimal threshold scores using several criteria
and the tradeoffs between various classification statistics.
Data Screening
The initial dataset included all students in the fall 2008 cohort (N = 1,099).
Records that did not have a high school GPA (n = 216) or an ACT/SAT score (n = 5)
were removed. All other variable information was present and not missing. The final
dataset contained 878 records, or 80.0 percent of the initial dataset. Intercorrelations were
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examined for values greater than 0.70, as well as tolerance values below 0.1 and VIF
values above 10.0. The intercorrelation between first fall GPA and first year GPA (r =
.755, n = 1099, p < .001) was above this threshold but was not determined to be
problematic because first fall GPA was used only in the analysis of unsuccessful
satisfactory academic progress. For the degree completion analyses, the researcher used
first year GPA.
There are 25 predictor variables which resulted in a total of 300 intercorrelations.
Of these, 21 intercorrelations represented the relationship between two different major
fields and were determined to be not practically relevant. After removing those
intercorrelations, 109 intercorrelations were statistically significant, or 39.1 percent of the
total remaining intercorrelations. The strongest intercorrelations, in order of absolute
magnitude, were between the following variables: entering from the local metropolitan
statistical area and living on-campus (ϕ = -.64, n = 1099, p < .001); honors student status
and ACT score (rpb = .47, n = 1099, p < .001); high school GPA and amount of
scholarship aid (r = .42, n = 883, p < .001); ACT score and amount of scholarship aid (r =
.39, n = 1099, p < .001); number of course withdrawals in the first fall term and first year
GPA (r = -.39, n = 1099, p < .001); application and admission dates (r = .29, n = 1099, p
< .001); high school and first year GPAs (r = .28, n = 883, p < .001); honors student
status and amount of scholarship aid (rpb = .28, n = 1099, p < .001); living on campus and
amount of loan aid (rpb = .27, n = 1099, p < .001); conditional admission status and high
school GPA (rpb = -.27, n = 883, p < .001); and first year GPA and amount of scholarship
aid (r = .26, n = 1099, p < .001). All other variables had trivial to moderate
intercorrelations (rs < 0.25). For the purpose of regression analyses, the assumption of no
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multicollinearity was met. Table 13 displaysthe intercorrelations for all of the
hypothesized predictor variables.
Cross tabulations among the categorical predictors and outcome variables
revealed no concerns with inadequate sample size as no cells demonstrated an expected
frequency of less than five, an assumption for chi-square tests. Peng et al. (2002)
guidelines for sample size (greater than 100) and the ratio of observations-to-predictors
(greater than 10 to 1) were also met. The researcher performed outlier analyses using
frequency tables.
The researcher tested for bias and sample consistency to demonstrate that students
who were removed because of missing data were not systematically different from those
who remained in the dataset. Results of chi-square analyses and t-tests based on criteria
described in Mohn (2008) indicated that students who were removed from the analysis
were significantly different on several factors: female, χ2(1, n = 1099) = 9.47, p < .01;
minority, χ2(1, n = 1099) = 13.63, p < .001; entering from the local metropolitan
statistical area, χ2(1, n = 1099) = 22.21, p < .001; part-time enrollment status, χ2(1, n =
1099) = 4.38, p < .05; STEM majors, χ2(1, n = 1099) = 9.12, p < .01; honors student
status χ2(1, n = 1099) = 113.09, p < .001; living on campus, χ2(1, n = 1099) = 19.68, p <
.001; ACT score, t(1097) = 13.95, p < .001; hours transferred in, tw(268.21) = 7.21, p <
.001; application date, t(1097) = 2.33, p < .05; scholarship aid, tw (304.40) = 14.51, p <
.001; loan aid, tw(603.15) = 6.59, p < .001; first year cumulative GPA, tw(380.96) = 7.21,
p < .001; and first fall term GPA, t(1097) = 4.97, p < .001, d = .37. The complete
comparison is presented in Table 14. The initial sample was reduced by 20.0 percent due
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to missing data (n = 878). Given the large reduction in sample size, the results lack
generalizability to the entire cohort, specifically, and the institution in general.
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Table 13
Intercorrelations Among the Predictor Variables
1
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1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

2

3

4

5

6

7

8

9

10

11

12

13

-.08**

-.00
.03

-.03
-.06
-.07*

.13**
.03
.02
.02

.04
.05
-.06
-.01
.02

.02
-.07*
.08*
-.07*
.02

-.02
.17**
.02
-.07*
-.05

.06*
.06*
.01
.03
.00

-.05
-.13**
-.04
.07*
-.00

-.01
-.05
.02
-.03
-.02

-.03
-.05
-.02
.09**
.06

.00
.05
.17**
.01
-.03
.00
-.00
.04
.01
-.02
.00
-.05

Table 13 (continued).
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1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

14

15

16

17

18

19

20

21

22

23

24

25

-.04
.06
-.09**
.02
-.08**
.03
-.08*
.00
-.08*
.14**
-.04
-.03
-.05

-.04
.04
.12**
-.64**
-.04
.01
.01
.07*
-.05
-.05
.05
-.06
.03
.04

-.13**
-.11**
-.22**
.20**
-.22**
.02
-.09**
-.04
-.14**
.19**
-.01
.02
-.08**
.47**
-.14**

-.27**
.21**
-.05
.18**
-.08*
.00
-.10**
-.00
-.01
.15**
-.06
-.04
.05
.20**
-.12**
.20**

-.046
.08**
-.12**
.22**
-.00
.03
-.01
-.00
-.04
.04
-.03
-.00
-.03
.20**
-.15**
.24**
.23**

.01
-.02
-.04
.07*
.06
-.02
-.00
-.03
-.00
.01
.02
.04
.02
-.01
-.09**
-.00
-.13**
.02

-.07*
.06*
-.03
-.00
-.05
-.03
-.04
-.02
.02
.06
.00
-.01
-.03
.06
.06*
.08*
.10**
.04
.01

-.07*
.10**
-.09**
-.16**
-.07**
-.01
.00
.00
.04
-.01
-.06*
.04
-.03
.08**
.22**
.04
.05
.02
-.04
.29**

-.17**
.04
-.03
.12**
-.15**
-.03
-.09**
-.01
-.01
.12**
-.03
-.01
.03
.28**
.01
.39**
.42**
.18**
-.04
.14**
.201**

.02
.02
.11**
-.22**
-.06*
-.01
-.04
.06*
.03
-.02
.01
-.07*
.00
.04
.27**
-.10**
-.09**
-.07*
.01
-.03
.01
-.18**

-.06
.07*
-.06
-.01
-.01
.04
-.02
.02
-.03
.01
-.02
-.01
-.01
.15**
.06*
.15**
.28**
.10**
-.39**
.05
.14**
.26**
-.05

.04
-.04
.08*
-.02
.06*
.05
.00
.01
.02
-.05
-.03
.02
-.00
-.01
.01
-.02
.20**
.12**
.34**
.20**
.09**
.07*
.09**
.76**

Notes: * p < .05, ** p < .01
1 = CADMIT, 2 = FEMALE, 3 = MINORITY, 4 = MSA, 5 = PTIME, 6 = M_ARTS, 7 = M_BUS, 8 = M_EDSS, 9 = M_HEALTH, 10 = M_STEM, 11 = M_PROF, 12 = M_UNDEC,
13 = PELL, 14 = HONORS, 15 = RESLIFE, 16 = ACT, 17 = HSGPA, 18 = TXHRS, 19 = COURSEWD, 20 = DAYSADMIT, 21 = DAYSAPPLY, 22 = SCHOLARAID,
23 = LOANAID, 24 = Y1GPA; 25 = F1GPA

Table 14
Comparison of Retained and Removed Student Records
Retained Group
(N = 878)

Removed Group
(N = 221)

Categorical Variables
CADMIT
(χ2 = .409), Q = .133

Yes
No

Freq
36
842

%
4.1
95.9

Freq
7
214

%
3.2
96.8

FEMALE
(χ2 = 9.466**), Q = .240

Yes
No

500
378

56.9
43.1

151
70

68.3
31.7

MINORITY
(χ2 = 13.623***), Q = .374

Yes
No

212
666

24.1
75.9

28
193

12.7
87.3

MSA
(χ2 = 22.211***), Q = .342

Yes
No

354
524

40.3
59.7

128
93

57.9
42.1

PTIME
(χ2 = 4.375*), Q = .446

Yes
No

50
828

5.7
94.5

5
216

2.3
97.7

“MAJOR” (M_)
(χ2s = .001 to 9.107**)
Qs = .004 to .240

ARTS
BUS
EDSS
HEALTH
STEM
PROF
UNDEC

111
105
176
128
207
103
48

12.6
12.0
20.0
14.6
23.6
11.7
5.5

20
22
40
32
74
23
10

9.0
10.0
18.1
14.5
33.5
10.4
4.5

PELL
(χ2 = .701), Q = .077

Yes
No

206
672

23.5
76.5

46
175

20.8
79.2

HONORS
(χ2 = 113.090***), Q = .748

Yes
No

55
823

6.3
93.7

70
151

31.7
68.3

RESLIFE
(χ2 = 19.683***), Q = .322

Yes
No

553
325

63.0
37.0

103
118

46.8
53.4

Continuous Variables
ACT
(t = 13.952***), d = 1.06

Mean
22.351

SD
2.958

Mean
25.491

SD
2.984

TXHRS
(tw = 7.212***), d = .70

4.010

10.078

11.940

15.553

.340

.757

.299

.720

78.270

55.828

83.060

60.966

COURSEWD
(t = .744) d = .05
DAYSADMIT
(t = 1.062), d = .08

67

Table 14 (continued).
Retained Group
(N = 878)
Continuous Variables

Removed Group
(N = 221)

Mean

SD

Mean

SD

221.300

79.110

235.010

74.885

1051.863

945.375

2233.740

1114.503

LOANAID
(tw = 6.592***), d = .36

1056.96

1850.331

434.320

1053.405

Y1GPA
(tw = 9.301***), d = .64

2.625

.857

3.163

.744

F1GPA
(t = 4.973***), d = .37

2.547

.918

2.888

.887

DAYSAPPLY
(t = 2.327*), d = .18
SCHOLARAID
(tw = 14.506***), d = 1.21

Notes: *p < .05, **p < .01, ***p < .001. All χ2s (1, n = 1099).

Satisfactory Academic Progress

Group Comparisons
To address RQ1, the researcher analyzed the group of students who made
satisfactory academic progress (group 1) against the group of students who did not (group
0). The records analyzed were complete and consisted of no missing variable
information. Satisfactory academic progress was defined as returning in the second fall
semester with a cumulative college GPA of at least 2.0. Group comparisons using chisquare tests occurred for the binary variables of conditional admission status, gender,
minority race status, residing in the local metropolitan statistic area, part-time enrollment
status, major, Pell-eligibility status, honors student status, and on-campus resident status.
Chi square tests determine if the proportionate value of one group (successful) is
statistically different than the proportionate value for an alternative group (unsuccessful).
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Yule’s Q represents the effect size for this statistical test. Knoke, Bohrnstedt, and Mee
(2002) interpreted Q as: 0.25 (weak), 0.50 (moderate), and 0.75 (strong).
Students were also compared using a series of independent samples t-tests on the
continuous variables of ACT score, high school GPA, number of hours transferred into
the university, number of courses withdrawn from in the first fall term, admission date,
application date, amount of scholarship aid received, amount of loan aid received, and
first fall term GPA. T-tests determine if the mean value of one group (successful) is
statistically different than the mean value for an alternative group (unsuccessful).
Cohen’s d represents the effect size for this statistical test. Cohen (1992) interpreted d as:
0.30 (small), 0.50 (moderate), and 0.80 (large).
The homogeneity of variance assumption was not met for high school GPA, F(1,
881) = 15.63, p < .001), number of courses withdrawn from in the first fall term, F(1,
1097) = 164.78, p < .001), amount of loan aid received, F(1, 1097) = 16.29, p < .001),
and first fall term GPA, F(1, 1097) = 126.61, p < .001. In such cases, Welch’s
approximate tw statistic was evaluated.
Results indicated that significant differences existed between the group of
students who made satisfactory academic progress and those who did not on several
characteristics: conditional admission status, χ2(1, n = 1099) = 5.21, p = .022, Q = .34;
not declaring a major at entry, χ2(1, n = 1099) = 5.20, p < .05, Q = .30; honors student
status, χ2(1, n = 1099) = 7.13, p = .008, Q = .32; ACT score, t(1092) = 2.14, p = .033, d =
.15; high school GPA, tw(442.10) = 5.80, p < .001, d = .45; number of courses withdrawn
from in the first fall term, tw(337.42) = 6.47, p < .001, d = .61; application date, t(1097) =
5.40, p < .001, d = .37; scholarship aid, t(1097) = 6.95, p < .001, d = .47; loan aid,
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tw(413.97) = 2.62, p = .009, d = .21; and first fall term GPA, tw(374.97) = 13.71, p < .001,
d = 1.16). Complete results are summarized in Table 15.
Table 15
Group Comparisons, Academic Progress
Satisfactory Academic Progress
No
Yes
(N = 294)
(N = 805)
Categorical Variables

Freq

%

Freq

%

Conditional admission status
(χ2 = 5.213*), Q = .341

Yes
No

18
276

6.1
93.9

25
780

3.1
96.9

Female
(χ2 = .728), Q = .059

Yes
No

168
126

57.1
42.9

483
322

60.0
40.0

Minority
(χ2 = .039), Q = .016

Yes
No

63
231

21.4
78.6

177
628

22.0
78.0

Metro. statistical Area
(χ2 < .001) Q = .001

Yes
No

129
165

43.9
56.1

353
452

43.9
56.2

Part-time enrollment
(χ2 = .287), Q = .087

Yes
No

13
281

4.4
95.6

42
763

5.2
94.8

Major
(χ2s = .044 to 5.203*)
Qs = .018 to .302

Arts/Hum
Business
Educ/SS
Health
STEM
Prof. Stud
Undeclared

34
38
59
45
68
27
23

11.6
12.9
20.1
15.3
23.1
9.2
7.8

97
89
157
115
213
99
35

12.1
11.1
19.5
14.3
26.5
12.3
4.4

Pell grant
(χ2 = 2.329), Q = .127

Yes
No

58
236

19.7
80.3

194
611

24.1
75.9

Honors program
(χ2 = 7.128**), Q = .317

Yes
No

21
273

7.1
92.9

104
701

12.9
87.1

Residence life
(χ2 = 3.512), Q = .128

Yes
No

162
132

55.1
44.9

494
311

61.4
38.6
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Table 15 (continued).
Satisfactory Academic Progress
No
Yes
(N = 294)
(N = 805)
Continuous Variables

Mean

SD

Mean

SD

ACT score
(t = 2.136*), d = .15

22.628

3.057

23.096

3.264

High school GPA
(tw = 5.801***), d = .45

3.161

.466

3.350

.397

Hours transferred in
(tw = 1.073), d = .07

4.969

12.091

5.834

11.718

.653

1.125

.214

.505

74.262

56.011

81.048

57.151

Days since application
(t = 5.398***), d = .37

203.191

80.370

231.681

76.361

Scholarship aid
(t = 6.945***), d = .47

919.694

896.426

1424.599

1122.667

Loan aid
(tw = 2.618**), d = .21

1192.347

2131.106

836.576

1560.245

1.919

1.117

2.871

.679

Fall term course withdrawals
(t = 6.465***), d = .61
Days since admission
(t = 1.752) d = .12

Fall term GPA
(tw = 13.711***), d = 1.16
Notes: *p < .05, **p < .01, ***p < .001. All χ2s (1, n = 1099).

Correlation Analysis
Of the 24 correlations, 10 were statistically significant (41.7%). The strongest
correlations were between first fall term GPA (rpb = .458, n = 1099, p < .001), number of
course withdrawals in the first fall term (rpb = -.259, n = 1099, p < .001), and amount of
scholarship aid (rpb = .205, n = 1099, p < .001). Table 16 presents the correlations
between the predictor variables and academic progress.
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Table 16
Correlations, Academic Progress


Conditional admission status
Female
Minority
Metropolitan statistical area
Part-time attendance
Honors program
Residence life
Major:
Arts/Humanities
Business
Education/Social Science
Health
STEM
Professional studies
Undeclared
ACT score
High School GPA
Number of hours transferred in
Number of course withdrawals in first fall term
Days since:
Admission
Application
Financial aid:
Pell grant
Scholarships
Loans
First fall term GPA

rpb

*-.069
.026
.006
-.000
.016
**.081
.057
.007
-.026
-.006
-.013
.034
.043
*-.069
*.065
**.204
.032
**-.259
.053
**.161
.046
**.205
**-.091
**.458

Notes: * p < .05, ** p < .01

Univariate ROC Analyses
To address RQ3, the researcher conducted a series of ROC curve analyses to
determine the optimal threshold point on an individual predictor which best discriminates
between the successful/unsuccessful academic progress.
The researcher included the cut score value for positive classification. The area
under the ROC curve was assumed to have a non-parametric distribution. The variables
analyzed were a subset of the total variables. ROC curve analysis is permitted only on
predictors that are continuously measured. The researcher analyzed only variables that
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were significantly correlated, or demonstrated group differences, with academic progress
and of the interval scale of measurement.
The choice of an optimal cut score in ROC curve analysis is flexible. Three
criteria guided the researcher’s decision: (1) the minimal distance statistic, dmin; (2)
Youden’s J statistic; and (3) the sensitivity/specificity overlay plot. In cases where the
criteria offered conflicting optimal thresholds, the researcher used the Youden J statistic.
Kumar and Indrayan (2011) note that most authors advocate for the J statistic because it
is easy to calculate and favors maximizing correct classification and difference from
chance.
ACT score. ACT score adequately discriminated between successful and
unsuccessful academic progress, AUC = .54, SE = .02, p = .039, 95CI (0.50 - 0.58). The
optimal cut score was 23, dmin = .654, J = 1.076. Students with scores at or above 23 are
considered more likely to make satisfactory academic progress.
High school GPA. High school GPA adequately discriminated between successful
and unsuccessful academic progress, AUC = .62, SE = .02, p < .001, 95CI (0.58-0.66).
Results did not converge on a single optimal cut score. The overlay plot suggested 3.3,
whereas the dmin and J statistics, respectively, suggested 3.2 and 3.1. Consistent with the
recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be 3.1, dmin = .613, J = 1.204. Students with high
school GPAs at or above 3.10 are considered more likely to make satisfactory academic
progress. Classification statistics are presented for each alternative cut score in Table 17.
Number of fall term course withdrawals. Number of fall term course withdrawals
adequately discriminated between successful and unsuccessful academic progress, AUC
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= .61, SE = .02, p < .001, 95CI (0.57-0.65). The optimal cut score was 1.0, dmin = .638, J
= 1.21. Students who do not withdraw from any courses are more likely to make
satisfactory academic progress.
Table 17
Classification Statistics for High School GPA and Academic Progress
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

3.1*

3.2

3.3

68.1
77.3
43.1
78.8
59.0
.613
1.20

63.4
68.0
50.9
79.1
63.2
.586
1.19

59.4
60.6
56.2
79.1
65.7
.589
1.17

Notes: *designated by the researcher as optimal

Application date. Days since application adequately discriminated between
successful and unsuccessful academic progress, AUC = .60, SE = .02, p < .001, 95CI
(0.56-0.64). Results did not converge on a single optimal cut score. The overlay plot
suggested 221 days, whereas the dmin and J statistics suggested 228 days. Consistent with
the recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be 228 days, dmin = .598, J = 1.159. Students who
applied to the institution at least 228 days before the start of the fall term (i.e., on or
before January 10, 2008) are considered more likely to make satisfactory academic
progress. Classification statistics are presented for each alternative cut score in Table 18.
Amount of scholarship aid. Amount of scholarship aid adequately discriminated
between successful and unsuccessful academic progress, AUC = .65, SE = .02, p < .001,
95CI (0.61-0.68). Results did not converge on a single optimal cut score. The overlay plot
suggested $1,213, whereas the dmin and J statistics suggested $1,237. Consistent with the
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recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be $1,237, dmin = .540, J = 1.247. Students who
received at least $1,237 in scholarship aid are considered more likely to make satisfactory
academic progress. Classification statistics are presented for each alternative cut score in
Table 19.
Table 18
Classification Statistics for Application Date and Academic Progress
τ=
221
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

56.6
57.4
56.5
21.6
67.5
.609
1.14

Notes: *designated by the researcher as optimal
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228*
55.5
54.2
61.6
20.7
67.4
.598
1.16

Amount of loan aid. Despite finding significant group differences and correlations, the
amount of loan aid inadequately discriminated between successful and unsuccessful
academic progress, AUC = .54, SE = .02, p = .059, 95CI (0.50-0.58). No optimal cut
score was identified.

Table 19
Classification Statistics for Scholarship Aid and Academic Progress
τ=
$1,213
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

$1,237*

60.9
60.5
61.9
18.7
63.5
.549
1.22

55.5
56.0
68.7
17.0
63.6
.540
1.25

Notes: *designated by the researcher as optimal

First fall term GPA. First fall term GPA adequately discriminated between
successful and unsuccessful academic progress, AUC = .76, SE = .02, p < .001, 95CI
(0.73-0.80). Results did not converge on a single optimal threshold. The overlay plot
suggested 2.60, whereas the dmin and J statistics suggested 2.44. Consistent with the
recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be 2.44, dmin = .424, J = 1.414. Students who earned
at least a 2.44 college GPA in their first fall term are considered more likely to make
satisfactory academic progress. The effect size, as estimated by the AUC statistic, was
larger than any of the other univariate AUCs. Classification statistics are presented for
each alternative cut score in Table 20. The ROC curve is presented in Figure 8.
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Table 20
Classification Statistics for First Fall Term GPA and Academic Progress

Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

τ=
2.44*

2.60

73.7
77.1
64.3
14.5
49.3
.424
1.41

69.8
70.1
69.0
13.9
54.2
.431
1.39

Notes: *designated by the researcher as optimal

Figure 8. ROC curve for First Fall Term GPA and Academic Progress.
Predictive Modeling
To address RQ2 and RQ4, the researcher developed a logistic model to identify
the best predictors of the academic progress (RQ2). The dependent variable was coded 1
for successful and 0 for unsuccessful. The researcher entered the input variables first to
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generate an estimate of predictive ability students’ background characteristics had on
academic progress. From that baseline, the environmental variables were then added to
observe the model improvement. The inputs model contained seven variables, one of
which (high school GPA) was statistically significant at the .05 level. The inputs model
was statistically significant from the null model, χ2(7, n = 878) = 43.206, p < .001,
deviance = 1033.8, AIC = 1047.8, Cox & Snell R2 = .048, Nagelkerke R2 = .068, and fit
these data well, HL(8) = 7.758, p = .455.
Prior to interpreting the odds ratios, the researcher inverted all ratios below 1.0.
Osborne (2006) recommends inverting the odds ratios in these cases to make
interpretation easier for the lay/practitioner audience. These inversions are interpreted as
times less likely, and are presented parenthetically in Table 22 and Table 24. The odds
ratios and ΔP statistics revealed that students with higher high school GPAs were more
likely to make academic progress. Specifically, a one-unit increase in high school GPA
increased a student’s probability of success of 16.9 percent and translated to the student
being 3.37 times more likely to make academic progress.
The evaluation of model classification performance is directly related to a cut
score of the resulting predicted probabilities. Because a goal of this study was to compare
the value of the ROC curve analysis to other more common evaluation processes, the
researcher assessed three alternative logistic model cut scores. The first cut score was the
SPSS default propensity score (τ = .500). The second cut score was the mean rate of
academic progress in the population (prevalence rate, τ = .733). The third cut score was
the optimal cut score generated from a ROC curve analysis of the predicted probabilities
(RQ4). The optimal cut score for the inputs model was .674, AUC = .63, SE = .02, p <
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.001, 95CI (0.59-0.67), dmin = .556, J = 1.406. The effect size, as estimated by the AUC
statistic, was larger than each of the univariate AUCs for input variables. Classification
statistics for each of the three alternative cut scores are presented in Table 21. Results of
the inputs model are presented in Table 22.
Table 21
Classification Statistics for Inputs Model of Academic Progress
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate

.500

.733

.674*

70.3
96.9
9.0
29.0
44.2

54.0
47.5
68.8
22.2
63.7

65.4
69.9
53.0
19.7
60.9

Notes: *designated by the researcher as optimal

Table 22
Logistic Regression for Inputs Model of Academic Progress

Conditional admission
Female
Minority
Metropolitan statistical area
ACT score
High school GPA
Hours transferred in
constant

B

SE

Wald

Sig.

-.066
-.221
.143
-.277
-.012
1.215
-.006
-2.621

.366
.161
.182
.159
.028
.201
.008

.033
1.874
.619
3.047
.198
36.632
.644

.857
.171
.431
.081
.656
<.001
.422

Effect Sizes
OR
ΔP
(1.068)
(1.247)
1.154
(1.319)
(1.012)
3.370
(1.006)

-.013
-.045
.027
.058
-.002
.169
-.001

Notes: Odds Ratios contained within parentheses were inverted by the formula 1/OR, e.g., (3.20). ΔP values are interpreted as the
change in predicted probability.

The researcher then entered the environmental factors. No variables were
removed from the input-only model prior to entry of the 16 environmental variables.
Results indicated that five variables (part-time enrollment, majoring in professional
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studies, application date, loan aid, and first fall term GPA) were statistically significant at
the .05 level. The final model was a significant improvement over the inputs model,
deviance = 780.3, AIC = 826.3, and fit these data well, HL(8) = 3.312 p = .913. The
model itself was significant, χ2(23, n = 878) = 296.7, p < .001, Cox & Snell R2 = .287,
Nagelkerke R2 = .406. The effect size of the logistic model, as estimated by R2 statistic
was significantly higher when environmental variables were included in the model.
As before, all odds ratios below 1.0 were inverted to make interpretation more
practical (Osborne, 2006). In cases where interpretation was expanded beyond a one-unit
increase, the researcher multiplied the logit by the amount of increase and calculated the
resulting odds ratio. The odds ratios and ΔP statistics revealed that students who (a)
enrolled full time, (b) majored in professional studies, (c) applied earlier, (d) received less
loan aid, and (e) made higher first-fall term GPAs were more likely to make academic
progress. Specifically, the following estimations are observed:
1. Enrolling part-time decreased a student’s probability of success by 41.4 percent,
which translated to the student being 5.848 times less likely to make academic
progress.
2. Majoring in professional studies decreased a student’s probability of success by
19.0 percent, which translated to the student being 4.384 times more likely to
make academic progress compared to a student who is undeclared.
3. A 7-day increase in days since application increased a student’s probability of
success by 0.5 percent and translated to the student being 1.028 times more likely
to make academic progress.
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4. A $1,000 increase in loan aid decreased a student’s probability of success by 2.0
percent and translated to the student being 1.105 times less likely to make
academic progress.
5. A one-unit increase in first fall term GPA increased a student’s probability of
success by 16.4 percent and translated to the student being 3.163 times more
likely to make academic progress.
The researcher next conducted a ROC curve analysis on the final predicted
probability of academic progress. The optimal cut score was .734 (essentially the
prevalence rate), AUC = .82, SE = .02, p < .001, 95CI (0.79-0.85), dmin = .371, J = 1.484.
The ROC curve is presented in Figure 9. The effect size of the ROC curve, as estimated
by the AUC statistic, was larger than any of the univariate AUCs. Classification statistics
for the alternative cut scores are presented in Table 23. Results of the final model are
presented in Table 24.

Figure 9. ROC curve for Predicted Probabilities and Academic Progress.
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Table 23
Classification Statistics for Final Model of Academic Progress
τ=
.500
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate

81.9
94.7
47.3
17.0
23.7

.734*
76.4
79.0
69.4
12.4
45.4

Notes: *designated by the researcher as optimal

Despite a decrease in overall accuracy and sensitivity, the optimal threshold score
is preferable to the SPSS default for two reasons: (1) it has a higher specificity (the
correct classification of non-success), and (2) it has a lower false discovery rate (chance a
student is unsuccessful among those predicted to be successful).
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Table 24
Final Logistic Regression, Academic Progress

Variables
Conditional admission
Female
Minority
Metro. Statistical Area
ACT score
High school GPA
Hours transferred in
Course withdrawals
Part-time enrollment
Honors program
Residence Life
Days since:
Application*
Admission*
Major:
Arts/Hum
Business
Educ/SS
Health
STEM
Pro. Studies
Financial aid:
Pell grant
Scholarship*
Loan*
Fall term GPA
constant

Effect Sizes
OR
ΔP

B

SE

Wald

Sig.

-.220
-.251
.170
.080
-.034
.468
-.005
-.273
-1.766
.905
.113

.441
.200
.225
.248
.035
.266
.010
.155
.279
.479
.257

.250
1.570
.571
.104
.917
3.090
.284
3.126
40.153
3.561
.194

.617
.210
.450
.747
.338
.079
.594
.077
<.001
.059
.660

(1.247)
(1.285)
1.185
1.084
(1.034)
1.597
(1.005)
(1.314)
(5.848)
2.471
1.119

-.045
-.052
-.032
.015
-.007
.081
-.001
-.057
-.414
.139
.022

.004
-.002

.001
.002

10.193
1.049

.001
.306

1.028
(1.014)

*.005
*.003

.647
.524
.746
.687
.766
1.478

.432
.425
.401
.421
.392
.457

2.250
1.522
3.469
2.664
3.806
10.458

.134
.217
.063
.103
.051
.001

1.910
1.689
2.109
1.989
2.148
4.384

.107
.090
.120
.112
.122
.190

.078
.0002
-.0001
1.151
-3.995

.223
.0001
.0001
.121

.123
2.915
7.139
90.072

.725
.088
.008
<.001

1.081
1.221
(1.028)
3.163

.015
.039
-.020
.164

Notes: *Because of the small coefficients, the OR and ΔP for a 7-day increase (application time) and $1,000 increase (financial aid) is
reflected. Odds Ratios contained within parentheses were inverted by the formula 1/OR, e.g., (3.20). ΔP values are interpreted as the
change in predicted probability

Table 25 displays the predicted probabilities from the final model for each
significant variable. Predicted probabilities were calculated with all other variables at
their mean values, similar to Kuh et al. (2008). The value reported represents average
predicted probability for the group.
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Table 25
Predicted Probabilities, Academic Progress


Part-time enrollment
Yes
No*
Professional Studies major
Yes
No*
Days since application
At/Above τ = 228
Below τ = 228
Loan aid
At/Above M = $931.75
Below M = $931.75
First fall term GPA
At/Above τ = 2.44
Below τ = 2.44

.295
.756
.757
.689
.769
.630
.673
.711
.848
.506

Notes: τ = optimal threshold score from univariate ROC curve analyses. In the case for loan aid where univariate ROC analysis could
not determine an optimal threshold, the mean value for the variable was used.

The researcher evaluated the model using guidance from Field (2013) and Peng et
al. (2002). These multiple criteria provided evidence to support the generalizability of
findings. A summary of these guidelines and their subsequent results is presented in
Table 26. The researcher had no concerns with sample adequacy, multicollinearity,
overall model fit, goodness of fit, individual predictors, or validated predicted
probabilities. The primary concern regarding the generalizability of findings is related to
the percentage of standardized residuals above the established benchmark. This finding
suggests that outliers may be detracting from model fit. In an attempt to generalize to this
population, the researcher decided to fit the model to all cases and elected not to remove
any records.
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Table 26
Evaluation of Sample and Model, Academic Progress
Statistic

Concern

Result

Expected frequencies

Any cells less than 5

No cells with
Freq < 5

Observations-toPredictors ratio

Less than 10 to 1

Ratio: 50 to 1

Sample size

Less than 100

N = 1,099

Correlation
coefficient

Greater than .70

No r > .70

Tolerance scores

Below 0.1

No tolerance < 0.1

VIF scores

Above 10.0

No VIF > 10.0

AIC statistic

No reduction between
models

Reduction of 221.8

Deviance statistic

Non-significant chi-square
difference test

Δχ2 = 253.5
(Δdf = 16)

Cook’s distance
scores

Any cases greater than 1.0

No Di > 1.0

Standardized
residuals

5% of cases ±1.96, 1%
±2.58, and any cases
above 3.0

4.9% above 1.96
2.6% above 2.58
13 cases above 3.0

Goodness-of-fit

HL statistic

p < .05

HL(8) = 3.312,
p = .913

Individual predictors

Wald statistic
Odds ratio
ΔP statistic

p > .05

Five variables found to be
significant,
p < .05

Validated predicted
probabilities

Somer’s D statistic

p > .05

Dyx = .271
p < .001

AUC statistic

p > .05

AUC = .82, p < .001

Sample adequacy

Multicollinearity

Overall model

Generalizability
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Cumulative Risk Index
To address RQ5, the researcher modeled the development of a Cumulative Risk
Index (CRI) after the process described in Lucio et al. (2012). Much of this process has
been conducted to address RQs 1-3.
Categorical predictors were coded as 1 if the presence of the characteristic was
negatively related to academic success. For categorical predictors, each participant was
recoded as follows: part-time enrollment status and not majoring in professional studies
were each coded as 1 in the dataset. Rather than use the bottom quartile of scores on
continuous variables—as the Lucio study demonstrated—the researcher used the optimal
cut scores developed using ROC curve analysis. This was done to further illustrate the
value of ROC curve analysis. For continuous predictors, each participant was recoded as
follows: an application date that fell short of 228 days, loan aid in excess of $931.75 and
a first fall term GPA below 2.44 were each coded as 1 in the dataset. The 1s were then
summed to create the CRI score for each record. The CRI was then subjected to a ROC
curve analysis predicting academic success.
The CRI was adequately discriminated between successful and unsuccessful
academic progress, AUC = .75, SE = .02, p < .001, 95CI (0.71 - 0.78). The optimal cut
score was three risk factors, dmin = .432, J = 1.397, accuracy = 67.6%, sensitivity =
74.7%, specificity = 65.0%, false discovery rate = 56.3%, false omission rate = 12.4%.
Students who had fewer than three risk factors considered more likely to make
satisfactory academic progress. The ROC curve and overlay plot for all possible cut
scores are presented, respectively, in Figure 10 and Figure 11.
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Figure 10. ROC curve for CRI and Academic Progress.

Figure 11. Overlay plot for CRI and Academic Progress. The optimal threshold
(intersection point) was rounded up to 3.0 risk factors
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Summary
The researcher explored the extent to which 26 variables could predict academic
success of the fall 2008 FTIC student cohort at a single institution. Tests for relationship
and group difference identified ten variables with statistically significant univariate
relationships that could predict academic success. Multivariate logistic regression refined
the number to five statistically significant variables when all variables were considered as
one collective model (consistent with Astin’s I-E-O Model). ROC curve analysis was
then conducted as a post hoc analysis on the logistic function to identify the optimal cut
score of each statistically significant continuous measure univariately and multivarietly
through predicted probability scores, which represent a composite score of all predictor
variables included in the model. Lastly, a ROC curve analysis was also computed on a
Cumulative Risk Index (CRI) to determine if this post hoc analysis could help to identify
an even more parsimonious model. Results suggested that the presence of any three of the
five risk factors resulted in a discriminating model of academic progress that was
satisfactory (AUC = 0.75, accuracy = .676, sensitivity = .747, specificity = .650);
however, the predicted probability model had better discrimination (AUC = 0.82,
accuracy = .764, sensitivity = .790, specificity = .694). This interpretation was supported
by higher sensitivity and specificity estimates at the optimal threshold and a higher AUC
statistic. The CRI model may prove to have more practical usefulness as the
interpretation of three risk factors is conceptually simpler than a predicted probability
score that is computationally more intensive. ROC analysis proved useful in identifying
an optimal cut score on the CRI. Table 27 summarizes the findings for each research
question.
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Table 27
Results by Research Question, Academic Progress
RQ

Statistical Tests

Findings

1

correlation
chi-square
t-test

Significant relationships and group differences were observed among
ten variables (conditional admission status, honors program, ACT
score, high school GPA, scholarship aid, loan aid, fall term GPA, fall
term course withdrawals, days since application, and undeclared
majors

2

logistic regression

Five variables were predictive of academic progress (part-time
enrollment, majoring in professional studies, loan aid, fall term GPA,
and days since application)

3

ROC analysis

The optimal threshold scores for each variable were: ACT score (23),
high school GPA (3.1), first fall term course withdrawals (1.0), days
since application (228), scholarship aid ($1,237), and first fall term
GPA (2.44).

4

ROC analysis

The optimal cut score for predicted probability was .734.

5

ROC analysis

The optimal cut score for number of risk factors was three.

Degree Completion in Four Years

Group Comparisons
To address RQ1, the researcher compared the group of students who completed
their baccalaureate degree in four years or less (group 1) with the group of students who
did not (group 0). The records analyzed were complete and consisted of no missing
variable information. Group comparisons using chi-square tests occurred for the binary
variables of conditional admission status, gender, minority race status, residing in the
local metropolitan statistic area, part-time enrollment status, major, Pell-eligibility status,
honors student status, and on-campus resident status. Chi square tests determine if the
proportionate value of one group (successful) is statistically different than the
proportionate value for an alternative group (unsuccessful). Yule’s Q represents the effect
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size for this statistical test. Knoke et al. (2002) interpreted Q as: 0.25 (weak), 0.50
(moderate), and 0.75 (strong).
Students were also compared using a series of independent samples t-tests on the
continuous variables of ACT score, high school GPA, number of hours transferred into
the university, number of courses withdrawn from in the first fall term, admission date,
application date, amount of scholarship aid received, amount of loan aid received, and
first year GPA. T-tests determine if the mean value of one group (successful) is
statistically different than the mean value for an alternative group (unsuccessful).
Cohen’s d represents the effect size for this statistical test. Cohen (1992) interpreted d as:
0.30 (small), 0.50 (moderate), and 0.80 (large).
The homogeneity of variance assumption was not met for every predictor variable
in the analysis. Therefore, Welch’s approximate tw statistic was evaluated. Results
indicated that significant differences existed between the group of students who
completed their degree in four years, and those who did not on several characteristics:
female, χ2(1, n = 1099) = 9.91, p = .002, Q = .22; minority race status, χ2(1, n = 1099) =
5.03, p = .025, Q = .19; majoring in education or the social sciences, χ2(1, n = 1099) =
10.47, p = .001, Q = .26; not declaring a major at, χ2(1, n = 1099) = 8.19, p = .004, Q =
.53); honors student status, χ2(1, n = 1099) = 20.26, p = .008, Q = .41, ACT score,
tw(477.04) = 4.90, p < .001, d = .35; high school GPA, tw(326.34) = 4.04, p < .001, d =
.31; number of hours transferred in, tw(406.90) = 4.198, p < .001, d = .33; number of
courses withdrawn from in the first fall term, tw(964.40) = 6.74, p < .001, d = .35;
application date, tw(568.74) = 5.58, p < .001, d = .36; scholarship aid, tw(452.44) = 6.40,
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p < .001, d = .47; loan aid, tw(413.97) = 2.80, p = .005, d = .17; and first year GPA,
tw(931.15) = 16.06, p < .001, d = .85. Results are summarized in Table 28.
Table 28
Group Comparisons, Four-Year Degree Completion
Degree Completion in Four Years
No
Yes
(N = 808)
(N = 291)
Categorical Variables

Freq

%

Freq

%

Conditional admission status
(χ2 = .708) Q = .158

Yes
No

34
774

4.2
95.8

9
282

3.1
96.9

Female
(χ2 = 9.908**), Q = .221

Yes
No

456
352

56.4
43.6

195
96

67.0
33.0

Minority
(χ2 = 5.027*), Q = .194

Yes
No

190
618

23.5
76.5

50
241

17.2
82.8

Metro. statistical area
(χ2 = .601), Q = .054

Yes
No

360
448

44.6
55.4

122
169

41.9
58.1

Part-time enrollment
(χ2 = .646), Q = .133

Yes
No

43
765

5.3
94.7

12
279

4.1
95.9

Arts/Hum
Business
Educ/SS
Health
STEM
Prof. St
Undeclared

101
96
140
120
213
86
52

12.5
11.9
17.3
14.9
26.4
10.6
6.4

30
31
76
40
68
40
6

10.3
10.7
26.1
13.7
23.4
13.7
2.1

Pell grant
(χ2 = 1.197), Q = .091

Yes
No

192
616

23.8
76.2

60
231

20.6
79.4

Honors program
(χ2 = 20.257***), Q = .406

Yes
No

71
737

8.8
91.2

54
237

18.6
81.4

Residence life
(χ2 = 1.035), Q = .071

Yes
No

475
333

58.8
41.2

181
110

62.2
37.8

Major
(χ2s = .210 to 10.468**),
Qs = .045 to .531

Continuous Variables

Mean

SD

Mean

SD

ACT score
(t = 4.904***), d = .35

22.677

3.107

23.786

3.371

High school GPA
(t = 4.041***), d = .31

3.265

.453

3.397

.384
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Table 28 (continued).
Degree Completion in Four Years
No
Yes
(N = 808)
(N = 291)
Continuous Variables

Mean

SD

Mean

SD

Hours transferred in
(t = 4.198***), d = .33

4.58

10.548

8.45

14.432

Fall term course withdrawals
(t = 6.742***), d = .35

.400

.826

.141

.428

Days since admission
(t = 1.872), d = .13

77.230

55.498

84.80

60.383

Days since application
(t = 5.578***), d = .36

216.630

79.633

244.670

71.192

Scholarship aid
(t = 6.395***), d = .47

1156.734

1019.893

1658.251

1189.690

Loan aid
(t = 2.799**), d = .17

1011.730

1814.543

709.680

1483.890

2.552

.897

3.235

.487

First year GPA
(t = 16.061***), d = .85
Notes: *p < .05, **p < .01, ***p < .001. All χ2s (1, n = 1099).

Correlation Analysis
Of the 24 correlations, 13 were statistically significant (54.2%). The strongest
correlations were between first year GPA (rpb = .350, n = 1099, p < .001) and the amount
of scholarship aid (rpb = .203, n = 1099, p < .001). Table 29 presents the correlations
between the predictor variables and four-year degree completion.
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Table 29
Correlations, Four-Year Degree Completion


Conditional admission status
Female
Minority
Local metropolitan statistical area
Part-time enrollment
Major:
Arts/Humanities
Business
Education/Social Science
Health
STEM
Professional studies
Undeclared
Honors program
Residence life
ACT score
High School GPA
Number of hours transferred in
Number of course withdrawals in first fall term
Days since:
Admission
Application
Financial aid:
Pell grant
Scholarships
Loans
First year GPA

rpb

-.025
**.095
*-.068
-.023
-.024
-.030
-.017
**.098
-.014
-.030
.043
**-.086
**.136
.031
**.152
**.126
**.145
**-.152
.059
**.158
-.033
**.203
*-.077
**.350

Notes: * p < .05, ** p < .01

Univariate ROC Analyses
To address RQ3, the researcher conducted a series of ROC curve analyses to
determine the optimal threshold point on an individual predictor which best discriminates
between the successful/unsuccessful degree completion in four years.
The researcher included the cut score value for positive classification. The area
under the ROC curve was assumed to have a non-parametric distribution. The variables
analyzed were a subset of the total variables.
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ROC curve analysis is permitted only on predictors that are continuously
measured. The researcher analyzed only variables that were significantly correlated, or
demonstrated group differences, with four-year degree completion and of the interval
scale of measurement.
The choice of an optimal cut score in ROC curve analysis is flexible. Three
criteria guided the researcher’s decision: (1) the minimal distance statistic, dmin; (2)
Youden’s J statistic; and (3) the sensitivity/specificity overlay plot. In cases where the
criteria offered conflicting optimal thresholds, the researcher used the Youden J statistic.
Kumar and Indrayan (2011) note that most authors advocate for the J statistic because it
is easy to calculate and favors maximizing correct classification and difference from
chance.
ACT score. ACT score adequately discriminated between successful and
unsuccessful four-year degree completion, AUC = .60, SE = .02, p < .001, 95CI (0.56 0.63). The optimal cut score was 23, dmin = .615, J = 1.146. Students who scored a 23 or
higher are considered more likely to graduate in four years.
High school GPA. High school GPA adequately discriminated between successful
and unsuccessful four-year degree completion, AUC = .58, SE = .02, p < .001, 95CI
(0.54-0.62). Results did not converge on a single optimal cut score. The overlay plot and
dmin statistic suggested 3.4, whereas the J statistic suggested 3.1. Consistent with the
recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be 3.1, dmin = .717, J = 1.122. Students who entered
college with a high school GPA of 3.1 or higher are considered more likely to graduate in
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four years. Classification statistics are presented for each alternative cut score in Table
30.
Table 30
Classification Statistics for High School GPA and Four-Year Degree Completion
τ=
3.1*
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

44.5
80.7
31.5
70.2
18.1
.717
1.12

3.4
53.8
54.5
53.6
70.3
23.4
.650
1.08

Notes: *designated by the researcher as optimal

Number of hours transferred in. Number of hours transferred in adequately
discriminated between successful and unsuccessful four-year degree completion, AUC =
.58, SE = .02, p < .001, 95CI (0.54 - 0.62). The optimal cut score was 1.0, dmin = .635, J =
1.150. Students who transfer any amount of college credit are considered more likely to
graduate in four years.
Number of courses withdrawn from in the first fall term. Number of courses
withdrawn from in the first fall term adequately discriminated between successful and
unsuccessful four-year degree completion, AUC = .58, SE = .02, p < .001, 95CI (0.540.62). The optimal cut score was 1.0, dmin = .740, J = 1.160. Students who do not
withdraw from a course in their first fall term are considered more likely to graduate in
four years.
Application date. Days since application adequately discriminated between
successful and unsuccessful four-year degree completion, AUC = .60, SE = .02, p < .001,
95

95CI (0.56-0.64). Results did not converge on a single optimal cut score. The overlay plot
suggested 231 days, whereas the dmin and J statistics, respectively, suggested 228 and 198
days. Consistent with the recommendation of Kumar and Indrayan (2011) to favor the J
statistic, the researcher determined the optimal cut score to be 198 days, dmin = .643, J =
1.157. Students who applied to the institution at least 198 days from the start of the fall
term (i.e., on or before February 9, 2008) are considered more likely to graduate in four
years. Classification statistics are presented for each alternative cut score in Table 31.
Table 31
Classification Statistics for Application Date and Four-Year Degree Completion
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

198*

228

231

65.9
74.9
40.8
68.7
18.1
.643
1.16

59.0
60.8
54.0
67.7
20.7
.604
1.15

56.5
56.7
55.9
68.3
21.8
.618
1.13

Notes: *designated by the researcher as optimal

Amount of scholarship aid. Amount of scholarship aid adequately discriminated
between successful and unsuccessful four-year degree completion, AUC = .64, SE = .02,
p < .001, 95CI (0.60-0.67). Results did not converge on a single optimal cut score. The
overlay plot suggested $1,305, whereas the dmin and J statistics, respectively, suggested
$1,291 and $1,485. Consistent with the recommendation of Kumar and Indrayan (2011)
to favor the J statistic, the researcher determined the optimal cut score to be $1,485, dmin
= .559, J = 1.215. Students who received at least $1,485 in scholarship aid are
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considered more likely to graduate in four years. Classification statistics are presented for
each alternative cut score in Table 32.
Table 32
Classification Statistics for Scholarship Aid and Four-Year Degree Completion

Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

$1,291

τ=
$1,305

$1,485*

60.2
61.2
59.8
64.6
18.9
.559
1.21

60.2
60.8
60.0
64.6
19.0
.560
1.21

65.7
50.2
71.3
61.4
20.1
.575
1.22

Notes: *designated by the researcher as optimal

Amount of loan aid. Amount of loan aid adequately discriminated between
successful and unsuccessful four-year degree completion, AUC = .55, SE = .02, p = .014,
95CI (0.51-0.59). The optimal cut score was $56.00, dmin = .649, J = 1.094. Students who
borrowed less than $56.00 are considered more likely to graduate in four years—
effectively meaning that students who receive loan aid to pay for school are more likely
to not graduate in four years.
First year GPA. First year GPA adequately discriminated between successful and
unsuccessful four-year degree completion, AUC = .75, SE = .02, p < .001, 95CI (0.720.78). Results did not converge on a single optimal cut score. The overlay plot suggested
3.02, whereas the dmin and J statistics suggested 2.97. Consistent with the
recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be 2.97, dmin = .431, J = 1.394. Students who earned a
2.97 cumulative GPA in their first year are considered more likely to graduate in four
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years. The effect size, as estimated by the AUC statistic, was larger than any of the other
univariate AUCs. Classification statistics are presented for each alternative cut score in
Table 33. The ROC curve is presented in Figure 12.
Table 33
Classification Statistics for First Year GPA and Four-Year Degree Completion

Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

τ=
2.97*

3.02

68.1
73.2
66.2
56.2
12.7
.431
1.39

68.6
68.7
68.6
55.9
14.1
.443
1.37

Notes: *designated by the researcher as optimal

Figure 12. ROC curve for First Year GPA and Four-Year Degree Completion.
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Predictive Modeling
To address RQ2 and RQ4, the researcher developed a logistic model to identify
the best predictors of the four-year degree completion (RQ2). The dependent variable
was coded 1 for successful and 0 for unsuccessful.
The researcher entered the input variables first to generate an estimate of
predictive ability students’ background characteristics had on four-year degree
completion. From that baseline, the environmental variables were then added to observe
the model improvement. The inputs model contained seven variables, two of which were
statistically significant at the .05 level (metropolitan statistical area and high school
GPA). The inputs model was statistically significant from the null model, χ2(7, n = 878) =
28.827, p < .001, deviance = 878.0, AIC = 892.0, Cox & Snell R2 = .032, Nagelkerke R2
= .050, and fit these data well, HL(8) = 5.092, p = .748.
Prior to interpreting the odds ratios, the researcher inverted all ratios below 1.0.
Osborne (2006) recommends inverting the odds ratios in these cases to make
interpretation easier for the lay/practitioner audience. These inversions are interpreted as
times less likely, and are presented parenthetically in Table 35 and Table 37. The odds
ratios and ΔP statistics revealed that (a) students from outside the local metropolitan
statistical area, and (b) students with higher high school GPAs were more likely to
complete their degree in four years. Specifically,
1. A one-unit increase in high school GPA increased a student’s probability of
success by 15.8 percent and translated to the student being 2.04 times more likely
to graduate in four years.
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2. Being from the local metropolitan statistical area decreased a student’s probability
of success by 8.5 percent and translated to the student being 1.64 times less likely
to graduate in four years.
The evaluation of model classification performance is directly related to a cut
score of the resulting predicted probabilities. As this study seeks to compare the value of
the ROC curve analysis to other more common evaluation processes, the researcher
assessed three alternative logistic model cut scores. The first cut score was the SPSS
default (τ = .500). The second cut score was the mean of the outcome in the population,
or prevalence rate (τ = .265). The third cut score was the optimal cut score generated
from a ROC curve analysis of the predicted probabilities (RQ4). The optimal cut score
for the inputs model was .214, AUC = .63, SE = .02, p < .001, 95CI (0.58-0.64), dmin =
.587, J = 1.170. The effect size, as estimated by the AUC statistic, was larger than each of
the univariate AUCs for input variables. Classification statistics for each of the three
alternative cut scores are presented in Table 34. Results of the inputs model are presented
in Table 35.
Table 34
Classification Statistics for Inputs Model of Four-Year Degree Completion
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
Notes: *designated by the researcher as optimal

100

.500

.265

.214*

78.8
0
100.0
NA
21.2

70.4
34.4
80.1
68.3
18.0

58.5
58.6
58.4
66.3
20.4

Table 35
Logistic Regression for Inputs Model of Four-Year Degree Completion

Conditional admission
Female
Minority
Metropolitan statistical area
ACT score
High school GPA
Hours transferred in
constant

B

SE

Wald

Sig.

.440
.260
-.242
-.498
.047
.711
.009
-4.706

.455
.181
.210
.182
.030
.227
.008

.934
2.125
1.324
7.470
2.436
9.846
1.476

.334
.145
.250
.006
.119
.002
.226

Effect Sizes
OR
ΔP
1.553
1.302
(1.274)
(1.645)
1.048
2.037
1.009

.094
.054
-.044
-.085
.009
.158
.002

Notes: Odds Ratios contained within parentheses were inverted by the formula 1/OR, e.g., (3.20). ΔP values are interpreted as the
change in predicted probability.

The researcher then entered the environmental factors. No variables were
removed from the input-only model prior to entry of the 16 environmental variables.
Results indicated that six variables were statistically significant at the .05 level (first fall
term course withdrawals, part-time enrollment, application date, majoring in education,
social science, or professional studies, and first year GPA). The final model was a
significant improvement over the inputs model, deviance = 742.2, AIC = 788.2, and fit
these data well, HL(8) = 8.346, p = .400. The model itself was significant, χ2(23, n = 878)
= 164.6, p < .001, Cox & Snell R2 = .171, Nagelkerke R2 = .265. The effect size of the
logistic model, as estimated by the R2 statistic, was significantly higher when
environmental variables were included in the model. The effect size of the four-year
degree completion model (Nagelkerke R2 = .265) was significantly lower compared to the
academic progress model (Nagelkerke R2 = .406).
As before, all odds ratios below 1.0 were inverted to make interpretation more
practical (Osborne, 2006). In cases where interpretation was expanded beyond a one-unit
increase, the researcher multiplied the logit by the amount of increase, and calculated the
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resulting odds ratio. The odds ratios and ΔP statistics revealed that students who (a)
withdrew from fewer courses in their first fall term, (b) majored in education or the social
sciences, (c) majored in professional studies, (d) enrolled full-time (e) applied earlier, and
(f) made higher first year GPAs were more likely to complete their degree in four years.
Specifically, the following estimations are observed:
1. A one-unit increase in the number of first fall term course withdraws decreased a
student’s probability of success by 8.3 percent and translated to the student being
1.618 times less likely to graduate in four years.
2. A student who does not enroll full-time decreased his or her probability of success
by 30.0 percent, which translated to the student being 2.304 times less likely to
graduate in four years.
3. Majoring in education or the social sciences increased a student’s probability of
success by 39.0 percent, which translated to the student being 5.274 times more
likely to graduate in four years compared to an undeclared student.
4. Majoring in education or the social sciences professional studies increased a
student’s probability of success by 32.4 percent, which translated to the student
being 3.969 times more likely to graduate in four years compared to an
undeclared student.
5. A 7-day increase in days since application increased a student’s probability of
success by 0.5 percent and translated to the student being 1.028 times more likely
to graduate in four years.
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6. A one-unit increase in first year GPA increased a student’s probability of success
by 31.0 percent and translated to the student being 3.751 times more likely to
graduate in four years.
The researcher next conducted a ROC curve analysis on the final predicted
probability of four-year degree completion. The optimal cut score was .341, AUC = .79,
SE = .02, p < .001, 95CI (0.76-0.82), dmin = .403, J = 1.448. The ROC curve is presented
in Figure 13. The effect size of the ROC curve, as estimated by the AUC statistic, was
larger than any of the univariate AUCs. Classification statistics for each of the three
alternative cut scores (the SPSS default, the prevalence rate, and the optimal threshold
from ROC curve analysis) are presented in Table 36. Results of the final model are
presented in Table 37.

Figure 13. ROC curve for Predicted Probabilities and Four-Year Degree Completion.
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Table 36
Classification Statistics for Final Model of Four-Year Degree Completion
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate

.500

.265

.341*

77.0
35.4
92.0
38.5
20.2

69.1
74.9
67.0
55.0
11.9

75.7
65.3
79.5
46.5
13.6

Notes: *designated by the researcher as optimal

The optimal threshold is slightly less accurate than the SPSS default, primarily
due to the reduction in specificity. The optimal threshold is preferable to the SPSS default
for two reasons: (1) it has a higher sensitivity (correctly identifying four-year completers)
and (2) it has a lower false omission rate (chance the student is successful among those
predicted to be non-successful).
The optimal threshold is preferable to the prevalence rate for three reasons: (1) it
has a higher overall accuracy, (2) it has a higher specificity (correctly identifying noncompleters and a sensitivity close to 0.70, and (3) it has a lower false discovery rate
(chance a student is unsuccessful among those predicted to be successful), and relatively
similar false omission rate.
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Table 37
Final Logistic Regression, Four-Year Degree Completion

Variables
Conditional admission
Female
Minority
Metro. Statistical Area
ACT score
High school GPA
Hours transferred in
Course withdrawals
Part-time enrollment
Honors program
Residence Life
Days since:
Application*
Admission*
Major:
Arts/Hum
Business
Educ/SS
Health
STEM
Pro. Studies
Financial aid:
Pell grant
Scholarship*
Loan*
First year GPA
constant

Effect Sizes
OR
ΔP

B

SE

Wald

Sig.

.092
.151
-.184
-.220
.019
-.061
.012
-.481
-.834
.178
-.055

.518
.204
.234
.248
.037
.284
.009
.221
.411
.387
.257

.032
.551
.620
.789
.268
.046
1.773
4.747
4.112
.211
.046

.859
.458
.431
.374
.605
.830
.183
.029
.043
.646
.831

1.096
1.163
(1.202)
(1.245)
1.019
(1.063)
1.012
(1.618)
(2.304)
1.195
(1.056)

.018
.030
-.034
-.041
.004
-.012
.002
-.083
-.130
.036
-.011

.004
-.001

.001
.002

8.832
.530

.003
.467

1.028
(1.007)

*.005
*-.001

.642
.969
1.663
.980
.659
1.378

.620
.620
.591
.613
.596
.612

1.073
2.448
7.925
2.555
1.226
5.074

.300
.118
.005
.110
.268
.024

1.900
2.636
5.274
2.664
1.933
3.969

.142
.222
.390
.225
.146
.324

-.073
.0001
-.0001
1.322
-7.026

.222
.0001
.0001
.184

.017
.846
2.277
51.846

.743
.358
.131
<.001

(1.075)
1.105
(1.105)
3.751

-.014
.019
-.019
.310

Notes: *Because of the small coefficients, the OR and ΔP for a 7-day increase (application time) and $1,000 increase (financial aid) is
reflected. Odds Ratios contained within parentheses were inverted by the formula 1/OR, e.g., (3.20). ΔP values are interpreted as the
change in predicted probability

Table 38 displays the predicted probabilities from the final model for each
significant variable. Predicted probabilities were calculated with all other variables at
their mean values, similar to Kuh et al. (2008). The value reported represents average
predicted probability for the group.
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Table 38
Predicted Probabilities, Four-Year Degree Completion


Number of first fall term course withdrawals
At/Above τ = 1.0
Below τ = 1.0

.100
.247

Part-time enrollment
Yes
No

.295
.756

Education or Social Science major
Yes
No

.313
.187

Professional Studies major
Yes
No

.252
.206

Days since application
At/Above τ = 198
Below τ = 198

.309
.188

First year GPA
At/Above τ = 2.97
Below τ = 2.97

.340
.125

Notes: τ = optimal threshold score from univariate ROC curve analyses.

The researcher evaluated the model using guidance from Field (2013) and Peng,
Lee, and Ingersoll (2002). These multiple criteria provided evidence to support the
generalizability of findings. A summary of these guidelines and their subsequent results
is presented in Table 39. The researcher had no concerns with sample adequacy,
multicollinearity, overall model fit, goodness of fit, individual predictors, or validated
predicted probabilities. The primary concern regarding the generalizability of findings is
related to the percentage of standardized residuals above the established benchmark.
This finding suggests that outliers may be detracting from model fit. In an attempt
to generalize to this population, the researcher decided to fit the model to all cases and
elected not to remove any records.
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Table 39
Evaluation of Sample and Model, Four-Year Degree Completion
Statistic

Concern

Result

Expected frequencies

Any cells less than 5

Observations-toPredictors ratio

Less than 10 to 1

No cells with
Freq < 5.
Ratio: 50 to 1

Sample size

Less than 100

N = 1,099

Correlation
coefficient

Greater than .70

No r > .70

Tolerance scores

Below 0.1

No tolerance < 0.1

VIF scores

Above 10.0

No VIF > 10.0

AIC statistic

No reduction between
models

Reduction of 103.8

Deviance statistic

Non-significant chi-square
difference test

Δχ2 = 135.8
(Δdf = 16)

Cook’s distance
scores

Any cases greater than 1.0

No Di > 1.0

Standardized
residuals

5% of cases ±1.96, 1%
±2.58, and any cases
above 3.0

4.4% above 1.96
2.0% above 2.58
15 cases above 3.0

Goodness-of-fit

HL statistic

p < .05

HL(8) = 8.346,
p = .400

Individual predictors

Wald statistic
Odds ratio
ΔP statistic

p > .05

Six variables found to be
significant,
p < .05

Validated predicted
probabilities

Somer’s D statistic

p > .05

Dyx = .112
p < .001

AUC statistic

p > .05

AUC = .79, p < .001

Sample adequacy

Multicollinearity

Overall model

Generalizability

Cumulative Risk Index
To address RQ5, the researcher modeled the development of a Cumulative Risk
Index (CRI) after the process described in Lucio, Hunt, and Bornovalova (2012). Much
of this process has been conducted to address RQs 1-3.
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Categorical predictors were coded as 1 if the presence of the characteristic was
negatively related to four-year degree completion. For categorical predictors, each
participant was recoded as follows: part-time enrollment status, majoring in something
other than education or social science, and majoring in something other than professional
studies were each coded as 1 in the dataset. Rather than use the bottom quartile of scores
on continuous variables—as the Lucio study demonstrated—the researcher used the
optimal cut scores developed using ROC curve analysis. This was done to further
illustrate the value of ROC curve analysis. For continuous predictors, each participant
was recoded as follows: an application date that fell short of 198 days, at least one course
withdrawal in the first fall term, and a first year GPA below 2.97 were each coded as “1”
in the dataset. The “1s” were then summed to create the CRI score for each record. The
CRI was then subjected to a ROC curve analysis predicting four-year degree completion.
The CRI adequately discriminated between successful and unsuccessful four-year
degree completion, AUC = .74, SE = .02, p < .001, 95CI (0.71 - 0.77). The optimal cut
score was three risk factors, dmin = .440, J = 1.384, accuracy = 67.2%, sensitivity =
64.9%, specificity = 73.5%, false discovery rate = 12.8%, false omission rate = 57.0%.
Students with fewer than three risk factors are considered more likely to graduate in four
years. The ROC curve and overlay plot for all possible cut scores are presented,
respectively, in Figures 14 and 15.
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Figure 14. ROC curve for CRI and Four-Year Degree Completion.

Figure 15. Overlay plot for CRI and Four-Year Degree Completion. The optimal
threshold (intersection point) was rounded up to 3.0 risk factors
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Summary
The researcher explored the extent to which 26 variables could predict the fouryear degree completion of the fall 2008 FTIC cohort at a single institution. Tests for
relationship and group difference identified 13 variables with statistically significant
univariate relationships that could predict academic success. Multivariate logistic
regression refined the number to six statistically significant variables when all variables
were considered as one collective model (consistent with Astin’s I-E-O Model). ROC
curve analysis was then conducted as a post hoc analysis on the logistic function to
identify the optimal cut score of each statistically significant continuous measure
univariately and multivarietly through predicted probability scores, which represent a
composite score of all predictor variables included in the model. Lastly, a ROC curve
analysis was also computed on a Cumulative Risk Index (CRI) to determine if this post
hoc analysis could help to identify an even more parsimonious model. Results suggested
that the presence of any three of the six risk factors resulted in a discriminating model of
four-year degree completion that was satisfactory (AUC = 0.74, accuracy = .672,
sensitivity = .649, specificity = .735, false discovery rate = .128, false omission rate =
.570); however, the predicted probability model had better discrimination (AUC = 0.79,
accuracy = .757, sensitivity = .653, specificity = .795, false discovery rate = .465, false
omission rate = .136). This interpretation was supported by higher sensitivity and
specificity estimates at the optimal threshold and a higher AUC statistic. The CRI model
may prove to have more practical usefulness as the interpretation of three risk factors is
conceptually simpler than a predicted probability score that is computationally more
intensive. Table 40 summarizes the findings for each research question.
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Table 40
Results by Research Question, Four-Year Degree Completion
RQ

Statistical Tests

Findings

1

correlation
chi-square
t-test

Significant relationships or group differences were observed among 13
variables (female, minority, honors program, ACT score, high school GPA,
scholarship aid, loan aid, first year GPA, hours transferred in, fall course
withdrawals, days since application, majoring in education or social science,
and undeclared majors

2

logistic regression

Six variables were predictive of degree completion in four years (part-time
enrollment, majoring in education or the social sciences or professional
studies, fall course withdrawals, first year GPA, and days since application)

3

ROC analysis

The optimal threshold scores for each variable were: ACT score (23), high
school GPA (3.1), hours transferred in (1), fall course withdrawals (1), days
since application (198 days), scholarship aid ($1,485.00), loan aid ($56.00),
and first year GPA (2.97)

4

ROC analysis

The optimal cut score for predicted probability was .341

5

ROC analysis

The optimal cut score for number of risk factors was three

Degree Completion in Six Years
Group Comparisons
To address RQ1, the researcher compared the group of students who completed
their baccalaureate degree in six years (group 1) with the group of students who did not
(group 0). The records analyzed were complete and consisted of no missing variable
information. Group comparisons using chi-square tests occurred for the binary variables
of conditional admission status, gender, minority race status, residing in the local
metropolitan statistic area, part-time enrollment status, major, Pell-eligibility status,
honors student status, and on-campus resident status. Chi square tests determine if the
proportionate value of one group (successful) is statistically different than the
proportionate value for an alternative group (unsuccessful). Yule’s Q represents the effect
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size for this statistical test. Knoke et al. (2002) interpreted Q as: 0.25 (weak), 0.50
(moderate), and 0.75 (strong).
Students were also compared using a series of independent samples t-tests on the
continuous variables of ACT score, high school GPA, number of hours transferred into
the university, number of courses withdrawn from in the first fall term, admission date,
application date, amount of scholarship aid received, amount of loan aid received, and
first year GPA. T-tests determine if the mean value of one group (successful) is
statistically different than the mean value for an alternative group (unsuccessful).
Cohen’s d represents the effect size for this statistical test. Cohen (1992) interpreted d as:
0.30 (small), 0.50 (moderate), and 0.80 (large).
The homogeneity of variance assumption was not met for high school GPA, F(1,
881) = 15.49, p < .001, number of courses transferred in, F(1,1097) = 7.60, p = .006,
number of courses withdrawn from in the first fall term, F(1,1097) = 97.54, p < .001,
amount of scholarship aid received, F(1,1097) = 3.99, p = .046, amount of loan aid
received, F(1,1097) = 10.33, p < .001, and first year GPA, F(1,1097) = 104.87, p < .001.
In such cases, Welch’s approximate tw statistic was evaluated.
Results indicated that significant differences existed between the group of
students who successfully completed their degree in six years and those who did not on
several characteristics: conditional admission status, χ2(1, n = 1099) = 9.36, p = .002, Q =
.47; female, χ2(1, n = 1099) = 6.95, p = .008, Q = .16; honors student status, χ2(1, n =
1099) = 7.63, p = .006, Q = .26; ACT score, t(1092) = 2.72, p = .007, d = .16; high school
GPA, tw(880.896) = 5.85, p < .001, d = .36; number of hours transferred in, tw(1095.67) =
2.69, p = .007, d = .16; number of courses withdrawn from in the first fall term,
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tw(826.29) = 5.98, p < .001, d = .36; application date, t(1097) = 5.85, p < .001, d = .35;
scholarship aid, tw(1053.27) = 7.93, p < .001, d = .48; loan aid, tw(1029.91) = 2.33, p =
.020, d = .14; and first year GPA, tw(845.76) = 15.03, p < .001, d = .92. Results are
presented in Table 41.
Table 41
Group Comparisons, Six-Year Degree Completion
Degree Completion in Six Years
No
Yes
(N = 541)
(N = 558)
Categorical Variables

Freq

%

Freq

%

Conditional admission status
(χ2 = 9.362**), Q = .469

Yes
No

31
510

5.7
94.3

12
546

2.2
97.8

Female
(χ2 = 6.946**), Q = .161

Yes
No

299
242

55.3
44.7

352
206

63.1
36.9

Minority
(χ2 = .503), Q = .052

Yes
No

123
418

22.7
77.3

117
441

21.0
79.0

Metro. Statistical Area
(χ2 = .044), Q = .013

Yes
No

239
302

44.2
55.8

243
315

43.5
56.5

Part-time enrollment
(χ2 = 2.689), Q = .226

Yes
No

33
508

6.1
93.9

22
536

3.9
96.1

Major
(χ2s = .526 to 3.138)
Qs = .062 to .164

Arts/Hum
Business
Educ/SS
Health
STEM
Prof. St
Undeclared

74
70
97
83
130
54
33

13.7
12.9
17.9
15.3
24.0
10.0
6.1

57
57
119
77
151
72
25

10.2
10.2
21.3
13.8
27.1
12.9
4.5

Pell grant
(χ2 = .505), Q = .051

Yes
No

129
412

23.8
76.2

123
435

22.0
78.0

Honors program
(χ2 = 7.628**), Q = .261

Yes
No

47
494

8.7
91.3

78
480

14.0
86.0

Residence life
(χ2 = 1.206), Q = .067

Yes
No

314
227

58.0
42.0

342
216

61.3
38.7
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Table 41 (continued).
Degree Completion in Six Years
No
Yes
(N = 541)
(N = 558)
Continuous Variables

Mean

SD

Mean

SD

ACT score
(t = 2.722**), d = .16

22.702

3.114

23.230

3.291

High school GPA
(tw = 5.849***), d = .36

3.218

.450

3.382

.382

Hours transferred in
(tw = 2.685**), d = .16

4.63

11.387

6.54

12.162

Fall term course withdrawals
(tw = 5.983***), d = .36

.468

.922

.199

.499

Days since admission
(t = 1.760), d = .10

76.170

57.482

82.210

56.227

Days since application
(t = 5.856***), d = .35

210.200

79.970

237.50

74.571

Scholarship aid
(tw = 7.925***), d = .48

1033.017

926.483

1538.225

1175.807

Loan aid
(tw = 2.329*), d = .14

1055.900

1922.702

811.380

1529.185

2.369

.971

3.086

.547

First year GPA
(tw = 15.025***), d = .92
Notes: *p < .05, **p < .01, ***p < .001. All χ2s (1, n = 1099).

Correlation Analysis
Of the 24 correlations, 11 were statistically significant (45.8%). The strongest
correlations were between first year GPA (rpb = .416, n = 1099, p < .001) and the amount
of scholarship aid (rpb = .232, n = 1099, p < .001). Table 42 presents the correlations
between the predictor variables and four-year degree completion.
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Table 42
Correlations, Six-Year Degree Completion


Conditional admission status
Female
Minority
Local metropolitan statistical area
Part-time enrollment
Major
Arts/Humanities
Business
Education/Social Science
Health
STEM
Professional studies
Undeclared
Honors program
Residence life
ACT score
High School GPA
Number of hours transferred in
Number of course withdrawals in first fall term
Days since:
Admission
Application
Financial Aid
Pell grant
Scholarships
Loans
First year GPA

rpb

**-.092
**.080
-.021
-.006
-.049
-.053
-.043
.043
-.022
.035
.046
-.036
**.083
.033
**.082
**.191
**.081
**-.179
.053
**.174
-.021
**.232
*-.070
**.416

Notes: * p < .05, ** p < .01

Univariate ROC Analyses
To address RQ3, the researcher conducted a series of ROC curve analyses to
determine the optimal threshold point on an individual predictor which best discriminates
between the successful/unsuccessful degree completion in six years.
The researcher included the cut score value for positive classification. The area
under the ROC curve was assumed to have a non-parametric distribution. The variables
analyzed were a subset of the total variables. ROC curve analysis is permitted only on
predictors that are continuously measured. The researcher analyzed only variables that
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were significantly correlated, or demonstrated group differences, with six-year degree
completion and of the interval scale of measurement.
The choice of an optimal cut score in ROC curve analysis is flexible. Three
criteria guided the researcher’s decision: (1) the minimal distance statistic, dmin; (2)
Youden’s J statistic; and (3) the sensitivity/specificity overlay plot. In cases where the
criteria offered conflicting optimal thresholds, the researcher used the Youden J statistic.
Kumar and Indrayan (2011) note that most authors advocate for the J statistic because it
is easy to calculate and favors maximizing correct classification and difference from
chance.
ACT score. ACT score adequately discriminated between successful and
unsuccessful six-year degree completion, AUC = .55, SE = .02, p = .006, 95CI (0.51 0.58). The optimal cut score was 23, dmin = .649, J = 1.082. Students who scored a 23 or
higher are considered more likely to graduate in six years.
High school GPA. High school GPA adequately discriminated between successful
and unsuccessful six-year degree completion, AUC = .60, SE = .02, p < .001, 95CI (0.570.64). Results did not converge on a single optimal cut score. The overlay plot suggested
3.4, whereas the dmin and the J statistic, respectively, suggested 3.3 and 3.1. Consistent
with the recommendation of Kumar and Indrayan (2011) to favor the J statistic, the
researcher determined the optimal cut score to be 3.1, dmin = .657, J = 1.180. Students
who entered college with a high school GPA of at least 3.1 are considered more likely to
graduate in six years. Classification statistics are presented for each alternative cut score
in Table 43.
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Table 43
Classification Statistics for High School GPA and Six-Year Degree Completion
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

3.1*

3.3

3.4

59.2
80.9
37.1
43.2
34.5
.657
1.18

56.2
62.5
50.4
43.7
43.2
.622
1.13

54.5
53.1
56.0
44.8
46.1
.643
1.09

Notes: *designated by the researcher as optimal

Number of hours transferred in. Number of hours transferred in adequately
discriminated between successful and unsuccessful six-year degree completion, AUC =
.56, SE = .02, p < .001, 95CI (0.53 - 0.60). The optimal cut score was 1.0, dmin = .664, J =
1.130. Students who transferred any amount of college credit are considered more likely
to graduate in six years.
Number of courses withdrawn from in the first fall term. Number of courses
withdrawn from in the first fall term adequately discriminated between successful and
unsuccessful six-year degree completion, AUC = .57, SE = .02, p < .001, 95CI (0.540.61). The optimal cut score was 1.0, dmin = .712, J = 1.142. Students who do not
withdraw from any courses in their first fall term are considered more likely to graduate
in six years.
Application date. Days since application adequately discriminated between
successful and unsuccessful six-year degree completion, AUC = .60, SE = .02, p < .001,
95CI (0.56-0.63). Results did not converge on a single optimal cut score. The overlay plot
and dmin statistic suggested 228 days, whereas the J statistic suggested 203 days.
Consistent with the recommendation of Kumar and Indrayan (2011) to favor the J
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statistic, the researcher determined the optimal cut score to be 203 days, dmin = .620, J =
1.152. Students who applied to the institution at least 203 days from the start of the fall
term (i.e., on or before February 4, 2008) are considered more likely to graduate in six
years. Classification statistics are presented for each alternative cut score in Table 44.
Table 44
Classification Statistics for Application Date and Six-Year Degree Completion
τ=
203*
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

57.7
69.0
46.2
43.3
40.7
.620
1.15

228
57.5
53.8
57.7
41.9
43.1
.601
1.15

Notes: *designated by the researcher as optimal

Amount of scholarship aid. Amount of scholarship aid adequately discriminated
between successful and unsuccessful degree six-year degree completion, AUC = .63, SE
= .02, p < .001, 95CI (0.60-0.66). Results did not converge on a single optimal cut score.
The overlay plot suggested $1,229, whereas the dmin and J statistics, respectively,
suggested $1,213 and $1,179. Consistent with the recommendation of Kumar and
Indrayan (2011) to favor the J statistic, the researcher determined the optimal cut score to
be $1,179, dmin = .572, J = 1.213. Students who received at least $1,179 in scholarship aid
are considered more likely to graduate in six years. Classification statistics are presented
for each alternative cut score in Table 45.
Amount of loan aid. Despite finding significant group differences and
correlations, the amount of loan aid inadequately discriminated between successful and
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unsuccessful six-year degree completion, AUC = .53, SE = .02, p = .093, 95CI (0.500.56).
Table 45
Classification Statistics for Scholarship Aid and Six-Year Degree Completion

Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

$1,179*

τ=
$1,213

$1,229

60.7
69.9
51.4
40.5
37.4
.572
1.21

60.0
64.3
55.6
40.3
39.6
.570
1.20

59.5
59.9
59.0
40.1
41.0
.574
1.19

Notes: *designated by the researcher as optimal

First year GPA. First year GPA was able to discriminate between successful and
unsuccessful degree completion in six years, AUC = .74, SE = .02, p < .001, 95CI (0.710.77). Results did not converge on a single optimal cut score. The overlay plot suggested
2.97, whereas the dmin and J statistics suggested 2.71. Consistent with the
recommendation of Kumar and Indrayan (2011) to favor the J statistic, the researcher
determined the optimal cut score to be 2.71, dmin = .437, J = 1.406. Students who earned
at least a 2.71 cumulative GPA in their first year) are considered more likely to graduate
in six years. The effect size, as estimated by the AUC statistic, was larger than any of the
other univariate AUCs. Classification statistics are presented for each alternative cut
score in Table 46. The ROC curve is presented in Figure 16.
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Table 46
Classification Statistics for First Fall Term GPA and Six-Year Degree Completion

Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
dmin
J

τ=
2.71*

2.86

70.4
79.0
61.6
32.2
25.8
.438
1.41

66.5
66.5
66.5
33.0
34.0
.474
1.33

Notes: *designated by the researcher as optimal

Figure 16. ROC curve for First Year GPA and Six-Year Degree Completion.
Predictive Modeling
To address RQ2 and RQ4, the researcher developed a logistic model to identify
the best predictors of the six-year degree completion (RQ2). The dependent variable was
coded 1 for successful and 0 for unsuccessful. The researcher entered the input variables
first to generate an estimate of predictive ability students’ background characteristics had
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on six-year degree completion. From that baseline, the environmental variables were then
added to observe the model improvement. The inputs model contained seven variables,
two of which were statistically significant at the .05 level (high school GPA and
metropolitan statistical area). The inputs model was statistically significant from the null
model, χ2(7, n = 878) = 38.818, p < .001, deviance = 1172.1, AIC = 1186.1, Cox & Snell
R2 = .043, Nagelkerke R2 = .058, and fit these data well, HL(8) = 9.539, p = .299.
Prior to interpreting the odds ratios, the researcher inverted all ratios below 1.0.
Osborne (2006) recommends inverting the odds ratios in these cases to make
interpretation easier for the lay/practitioner audience. These inversions are interpreted as
times less likely, and are presented parenthetically Table 48 and Table 50. The odds ratios
and ΔP statistics revealed that (a) students from outside the local metropolitan statistical
area and (b) students with higher high school GPAs were more likely to complete their
degree in four years. Specifically,
1. A one-unit increase in high school GPA increased a student’s probability of
success by 21.3 percent and translated to the student being 2.50 times more likely
to graduate in six years.
2. Being from the local metropolitan statistical area decreased a student’s probability
of success by 7.7 percent and translated to the student being 1.36 times less likely
to graduate in six years.
The evaluation of model classification performance is directly related to a cut
score of the resulting predicted probabilities. As this study seeks to compare the value of
ROC curve analysis to other more common evaluation processes, the researcher assessed
three alternative logistic model cut scores. The first cut score was the SPSS default (τ =
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.500). The second cut score was the mean of the outcome in the population, or prevalence
rate (τ = .508). The third cut score was the optimal cut score generated from a ROC curve
analysis of the predicted probabilities (RQ4). The optimal cut score for the inputs model
was .475, AUC = .61, SE = .02, p < .001, 95CI (0.58-0.65), dmin = .573, J = 1.191. The
effect size, as estimated by the AUC statistic, was larger than each of the univariate
AUCs for input variables. Classification statistics for each of the three alternative cut
scores are presented in Table 47. Results of the inputs model are presented in Table 48.
Table 47
Classification Statistics for Inputs Model of Six-Year Degree Completion
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
Notes: *designated by the researcher as optimal
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.500

.508

.475*

58.9
47.5
68.5
44.0
39.3

59.0
44.0
71.6
43.3
39.8

59.5
56.5
62.6
39.1
41.8

Table 48
Logistic Regression for Inputs Model of Six-Year Degree Completion

Conditional admission
Female
Minority
Metro. Statistical Area
ACT score
High school GPA
Hours transferred in
constant

B

SE

Wald

Sig.

-.484
.067
.071
-.310
-.013
.916
.003
-2.824

.408
.147
.165
.146
.025
.186
.007

1.407
.208
.185
4.480
.275
24.372
.126

.236
.648
.667
.034
.600
<.001
.723

Effect Sizes
OR
ΔP
(1.623)
1.069
1.074
(1.362)
(1.103)
2.500
1.003

-.119
.017
.018
-.077
-.003
.213
.001

Notes: Odds Ratios contained within parentheses were inverted by the formula 1/OR, e.g., (3.20). ΔP values are interpreted as the
change in predicted probability.

The researcher then entered the environmental factors. No variables were
removed from the input-only model prior to entry of the 16 environmental variables.
Results indicated that four variables were statistically significant at the .05 level. The
final model was a significant improvement over the inputs model, deviance = 1006.7,
AIC = 1052.7, and fit these data well, HL(8) = 4.049, p = .853. The model itself was
significant, χ2(23, n = 878) = 204.2, p < .001, Cox & Snell R2 = .208, Nagelkerke R2 =
.277. The effect size of the logistic model, as estimated by the R2 statistic, was
significantly higher when environmental variables were included in the model. The
effect size of the six-year degree completion model (Nagelkerke R2 = .277) was slightly
higher than the four-year degree completion model (Nagelkerke R2 = .265) and
significantly lower then the academic progress model (Nagelkerke R2 = .406).
As before, all odds ratios below 1.0 were inverted to make interpretation more
practical (Osborne, 2006). In cases where interpretation was expanded beyond a one-unit
increase, the researcher multiplied the logit by the amount of increase, and calculated the
resulting odds ratio. The odds ratios and ΔP statistics revealed that students who (a)
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enrolled full-time (b) applied earlier, (c) received more scholarship loan aid, and (d)
made higher first-fall term GPAs were more likely to make complete their degree in six
years. Specifically,
1. A student who does not enroll full-time decreased his or her probability of success
by 23.2 percent, which translated to the student being 2.702 times less likely to
graduate in six years.
2. A 7-day increase in days since application increased a student’s probability of
success by 0.5 percent and translated to the student being 1.021 times more likely
to graduate in six years.
3. A $1,000 increase in scholarship aid increased a student’s probability of success
by 5.0 percent and translated to the student being 1.221 times more likely to
graduate in six years.
4. A one-unit increase in first year GPA increased a student’s probability of success
by 24.8 percent and translated to the student being 3.007 times more likely to
graduate in six years.
The researcher next conducted a ROC curve analysis on the final predicted
probability of six-year degree completion. The optimal cut score was .468, AUC = .77,
SE = .02, p < .001, 95CI (0.74-0.80), dmin = .430, J = 1.405. The ROC curve is presented
in Figure 17. The effect size of the ROC curve, as estimated by the AUC statistic, was
larger than any of the univariate AUCs. Classification statistics for each of the three
alternative cut scores are presented in Table 49. Results of the final model are presented
in Table 50.
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Figure 17. ROC curve for Predicted Probabilities and Six-Year Degree Completion.

Table 49
Classification Statistics for Final Model of Six-Year Degree Completion
τ=
Accuracy
Sensitivity (true positive rate)
Specificity (true negative rate)
False discovery rate
False omission rate
Notes: *designated by the researcher as optimal
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.500

.508

.492*

70.1
75.4
64.7
31.2
28.2

70.0
75.1
64.7
31.3
28.4

70.4
76.5
64.0
31.3
27.5

Table 50
Final Logistic Regression, Six-Year Degree Completion

Variables
Conditional admission
Female
Minority
Metro. Statistical Area
ACT score
High school GPA
Hours transferred in
Course withdrawals
Part-time enrollment
Honors program
Residence Life
Days since:
Application*
Admission*
Major:
Arts/Hum
Business
Educ/SS
Health
STEM
Pro. Studies
Financial aid:
Pell grant
Scholarship*
Loan*
Fall term GPA
constant

Effect Sizes
OR
ΔP

B

SE

Wald

Sig.

-.758
.107
.192
-.176
-.053
.136
.009
-.194
-.994
-.011
-.173

.455
.169
.190
.208
.031
.232
.008
.143
.282
.345
.216

2.775
.405
1.028
.717
2.924
.342
1.068
1.846
12.386
.001
.640

0.096
0.525
0.311
0.397
0.087
0.559
0.301
0.174
<0.001
0.974
0.424

(2.134)
1.113
1.212
(1.192)
(1.054)
1.145
1.009
(1.214)
(2.702)
(1.011)
(1.189)

-.182
.027
.048
-.044
-.013
.034
-.002
-.048
-.232
.003
-.043

.003
-.001

.001
.001

10.282
.687

0.001
0.407

1.021
(1.007)

*.005
*-.002

-.454
-.231
.258
-.094
.072
.428

.398
.395
.374
.388
.363
.399

1.303
.344
.477
.059
.039
1.152

0.254
0.558
0.490
0.808
0.843
0.283

(1.575)
(1.260)
1.294
(1.099)
1.074
1.534

-.112
-.058
.064
-.023
.018
.105

-.277
.0002
-.0001
1.101
-2.978

.186
.000
.000
.134

2.227
4.159
1.464
67.627

0.136
0.041
0.226
<0.001

0.758
1.221
(1.105)
3.007

-.069
.050
-.025
.248

Notes: *Because of the small coefficients, the OR and ΔP for a 7-day increase (application time) and $1,000 increase (financial aid) is
reflected. Odds Ratios contained within parentheses were inverted by the formula 1/OR, e.g., (3.20). ΔP values are interpreted as the
change in predicted probability

Table 51 displays the predicted probabilities from the final model for each
significant variable. Predicted probabilities were calculated with all other variables at
their mean values, similar to Kuh et al. (2008). The value reported represents average
predicted probability for the group.
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Table 51
Predicted Probabilities, Six-Year Degree Completion


Part-time enrollment
Yes
No

.205
.495

Days since application
At/Above τ = 203
Below τ = 203

.562
.420

Scholarship aid
At/Above τ = $1,179.00
Below τ = $1,179.00

.591
.386

First year GPA
At/Above τ = 2.71
Below τ = 2.71

.602
.296

Notes: τ = optimal threshold score from univariate ROC curve analyses.

The researcher evaluated the model using guidance from Field (2013) and Peng,
Lee, and Ingersoll (2002). These multiple criteria provided evidence to support the
generalizability of findings. A summary of these guidelines and their subsequent results
is presented in Table 52. The researcher had no major concerns with sample adequacy,
multicollinearity, overall model fit, goodness of fit, individual predictors, or validated
predicted probabilities and generalizability.
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Table 52
Evaluation of Sample and Model, Six-Year Degree Completion
Statistic

Concern

Result

Expected frequencies

Any cells less than 5

Observations-toPredictors ratio

Less than 10 to 1

No cells with
Freq < 5.
Ratio: 50 to 1

Sample size

Less than 100

N = 1,099

Correlation
coefficient

Greater than .70

No r > .70

Tolerance scores

Below 0.1

No tolerance < 0.1

VIF scores

Above 10.0

No VIF > 10.0

AIC statistic

No reduction between
models

Reduction of 133.4

Deviance statistic

Non-significant chi-square
difference test

Δχ2 = 165.4
(Δdf = 16)

Cook’s distance
scores

Any cases greater than 1.0

No Di > 1.0

Standardized
residuals

5% of cases ±1.96, 1%
±2.58, and any cases
above 3.0

1.3% above 1.96
0.4% above 2.58
3 cases above 3.0

Goodness-of-fit

HL statistic

p < .05

HL(8) = 4.049,
p = .853

Individual predictors

Wald statistic
Odds ratio
ΔP statistic

p > .05

Four variables found to be
significant,
p < .05

Validated predicted
probabilities

Somer’s D statistic

p > .05

Dyx = .262
p < .001

AUC statistic

p > .05

AUC = .77, p < .001

Sample adequacy

Multicollinearity

Overall model

Generalizability
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Cumulative Risk Index
To address RQ5, the researcher modeled the development of a Cumulative Risk
Index (CRI) after the process described in Lucio, Hunt, and Bornovalova (2012). Much
of this process has been conducted to address RQs 1-3.
Categorical predictors were coded as 1 if the presence of the characteristic was
negatively related to six-year degree completion. As the only categorical predictor, each
participant who enrolled part-time was coded as 1 in the dataset. Rather than use the
bottom quartile of scores on continuous variables—as the Lucio study demonstrated—the
researcher used the optimal cut scores developed using ROC curve analysis. This was
done to further illustrate the value of ROC curve analysis. For continuous predictors,
each participant was recoded as follows: An application date that fell short of 203 days,
scholarship aid in less than $1,179.00, and a first year GPA below 2.71 were each coded
as 1 in the dataset. The 1s were then summed to create the CRI score for each record.
The CRI was then subjected to a ROC analysis predicting six-year degree completion.
The CRI was adequately discriminated between successful and unsuccessful sixyear degree completion, AUC = .73, SE = .02, p < .001, 95CI (0.70 - 0.76). The optimal
cut score was two risk factors, dmin = .467, J = 1.365, accuracy = 68.1%, sensitivity =
77.4%, specificity = 59.1%, false discovery rate = 35.4%, false omission rate = 27.0%.
Students who had one or fewer risk factors are considered more likely to graduate in six
years. The ROC curve and overlay plot for all possible cut scores are presented,
respectively, in Figures 18 and 19.
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Figure 18. ROC curve for CRI and Six-Year Degree Completion.

Figure 19. Overlay plot for CRI and Six-Year Degree Completion. The optimal
threshold (intersection point) was rounded up to 2.0 risk factors
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Summary
The researcher explored the extent to which 26 variables could predict the sixyear degree completion of the fall 2008 FTIC cohort at a single institution. Tests for
relationship and group difference identified 11 variables with statistically significant
univariate relationships that could predict six-year degree completion. Multivariate
logistic regression refined the number to four statistically significant variables when all
variables were considered as one collective model (consistent with Astin’s I-E-O Model).
ROC curve analysis was then conducted as a post hoc analysis on the logistic function to
identify the optimal cut score of each statistically significant continuous measure
univariately and multivarietly through predicted probability scores, which represent a
composite score of all predictor variables included in the model. Lastly, a ROC curve
analysis was also computed on a Cumulative Risk Index (CRI) to determine if this post
hoc analysis could help to identify an even more parsimonious model. Results suggested
that the presence of any two of the four risk factors resulted in a discriminating model of
six-year degree completion that was satisfactory (AUC = 0.73, accuracy = .681,
sensitivity = .774, specificity = .591, false discovery rate = .354, false omission rate =
.270); however, the predicted probability model had better discrimination (AUC = 0.77,
accuracy = .704, sensitivity = .765, specificity = .640, false discovery rate = .313, false
omission rate = .275). This interpretation was supported by higher accuracy and
specificity estimates at the optimal threshold and a higher AUC statistic. The CRI model
may prove to have more practical usefulness as the interpretation of two risk factors is
conceptually simpler than a predicted probability score that is computationally more
intensive. Table 53 summarizes the findings for each research question.
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Table 53
Results by Research Question, Six-Year Degree Completion
RQ

Statistical Tests

Findings

1

correlation
chi-square
t-test

Significant relationships and group differences were observed among
11 variables (conditional admission status, female, honors program,
ACT score, high school GPA, scholarship aid, loan aid, first year
GPA, hours transferred in, fall term course withdrawals, and days
since application)

2

logistic regression

Four variables were predictive of degree completion in six years (parttime enrollment, scholarship aid, first year GPA, and days since
application)

3

ROC analysis

The optimal threshold scores for each variable were: ACT score (23),
high school GPA (3.1), hours transferred in (1), fall course
withdrawals (1), days since application (203 days), scholarship aid
($1,179), and first year GPA (2.71)

4

ROC analysis

The optimal cut score for predicted probability was .492

5

ROC analysis

The optimal cut score for number of risk factors was two
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CHAPTER V
DISCUSSION
The purpose of this study was to explore satisfactory academic progress and
baccalaureate degree completion in four years and six years at a single institution using
Astin’s (1991, 1993) I-E-O framework. This was achieved by examining those outcomes
through the use of logistic regression, an approach that is commonly employed in
institutional research studies. However, this study differs from previous studies in that it
also uses Receiver Operating Characteristic (ROC) curve analysis as a post hoc procedure
to logistic regression. The purpose of using this post hoc approach is three-fold.
First, to better inform meaningful predictors. By identifying threshold points,
decision makers can potentially use these thresholds to establish places where
interventions can be placed. Logistic regression by itself does not inform such practices.
Second, to guide the development of more parsimonious models. Although such
models can only be meaningfully tested in a new sample, the use of ROC curve analysis
may better guide that practice. This may have value for theory building. It may also help
make the development of predictive models more cost effective. Exploring a battery of
predictors can be costly, both in terms of time and expense.
Third, to explore how ROC curve analysis can fit within the context of theory.
The purpose of Astin’s (1991, 1993) I-E-O Model was to recognize that student outcomes
are dependent upon pre-college characteristics and the college effect. ROC curves have
historically been used univariately. While this may have some value, predictors can be
combined into a composite value (propensity score or index score) that honors both the IE-O model and fits within the mathematical framework behind the analysis.
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For each outcome, the same five research questions were explored:
1. Which input and environmental variables are predictors of the desired success
outcomes?
2. How many input and environmental variables are significant predictors of the
desired success outcomes?
3. For each of the individual significant predictors, what is the optimum value for
distinguishing between students who are at risk or not at risk of outcome
attainment?
4. What is the optimum predicted probability for distinguishing between students
who are at risk or not at risk of outcome attainment?
5. What is the optimum number of risk factors for distinguishing between students
who are at risk or not at risk of outcome attainment?
The reminder of this chapter provides a discussion of the results for each of the
research questions. Study limitations, implications for future research and practice, and
some conclusions are also presented.
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Satisfactory Academic Progress
Significant Predictors
In examining the results from each outcome analysis, there are several variables
that appear to be strong predictors of academic success and degree completion in this
population of students. Five variables were predictive of satisfactory academic progress:
1. part-time enrollment (negative),
2. majoring in professional studies (positive),
3. loan aid (negative),
4. fall term GPA (positive), and
5. days since application (positive).
Consistencies. There were several findings that tracked consistently with prior
research on academic success: (a) the negative effect of part-time enrollment on academic
success (Kuh et al., 2008); (b) the positive effect of college GPA (Noble et al., 2008,
Nyirenda & Gong, 2010; Vaquera & Maestas, 2009); and (c) the non-effect of being a
female, honors student, campus resident, or conditional admit to the institution (Burgette
& Magun-Jackson, 2008; Drake, 2011; Nyirenda & Gong, 2010; Vaquera & Maestas,
2009; Wohlgemuth et al., 2007). In this study, a student’s college GPA was the most
meaningful predictor of satisfactory academic progress.
Inconsistencies. There were several findings that were inconsistent with prior
research on academic success. The relationship between second year retention and the
amount of loan aid a student received is inconsistent with the findings reported in
Wohlgemuth et al.’s (2007) study. In this study, loan aid had a negative effect, whereas in
the Wohlgemuth study, the relationship was non-significant. This may be due to the
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disproportionate representation of students from at-risk populations represented in the
studies. In this study, 24.1 percent and 23.5 percent of subjects, respectively, were
minorities and Pell grant recipients. In the Wohlgemuth et al. study, 8.0 percent and 6.2
percent of subjects, respectively, were minorities and first-generation college students.
Professional studies major and application date were not found within the recent
academic success literature that modeled outcomes using regression. However, days since
admission—a variable that was non-significant in this study—had a positive relationship
with retention. In this study, only days since application to the institution was significant.
There were also several additional findings that were inconsistent with prior
second-year retention research. The following variables were previously shown to have
predictive relationships with second-year retention: high school GPA (e.g., Kuh et al.,
2008; Sperry, 2014); aptitude test scores (e.g., Kuh et al., 2008; Nyrienda & Gong, 2010);
racial minority (e.g., Kuh et al., 2008; Mendoza & Mendez, 2012); in-state residency
(e.g., Nyrienda & Gong, 2010; Wohlgemuth et al., 2007); Pell grant eligibility (e.g.,
Mendoza & Mendez, 2012; Wohlgemuth et al., 2007); scholarship aid (e.g., Kuh et al.,
2008; Wohlgemuth et al., 2007); majoring in business, education, or STEM (Purdie &
Rosser, 2011; Wohlgemuth et al., 2007); and number of hours transferred into the
institution (e.g., Kuh et al., 2008). In this study, those variables had non-significant
relationships with the academic progress. To date, the researcher has found no evidence
of other educational research studies that modeled the relationship between satisfactory
academic progress and these variables.
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Optimal threshold values
Continuous predictor variables. Several of the predictors that correlated with the
outcome variable were measured continuously. When measured at that level, the ability
to discern the optimal threshold value that discriminates one outcome group from another
becomes possible using ROC curve analysis. In this study, the researcher successfully
estimated optimal values for six of those variables. These threshold scores exist
independent of one another, and represent only a bivariate relationship between the
predictor itself and the outcome. The optimal threshold value for predicting membership
in the successful group was as follows:
1. An ACT score of 23 or higher.
2. A high school GPA of 3.1 or higher.
3. Not withdrawing from a course in the first fall semester
4. Applying to the university at least 228 days prior to the start of the fall
semester (i.e., applying on or before January 10, 2008)
5. Receiving at least $1,237 dollars in scholarship aid, and
6. Attaining a GPA of at least 2.44 in the first fall semester.
Predicted probability score. ROC curve analysis was also used to determine the
optimal threshold value for the predicted probability score generated using logistic
regression. In this study, the optimal threshold score for predicted probability of
satisfactory academic progress was 0.734. Subjects whose propensity for academic
progress are at least 0.734, given the variables used in this study, are more likely to fall in
the successful outcome group.

137

Cumulative Risk Index. Lastly, ROC curve analysis was used to determine the
optimal threshold value for the number of significant risk factors present in a student’s
profile at which the outcome groups can be discriminated. This analytic approach is an
important distinction because it weighs each risk factor equally. The researcher modeled
each of the significant predictor variables of academic progress. In this study, the optimal
threshold score for the CRI was three. Subjects whose profile contained no more than
three risk factors were more likely to fall in the successful outcome group.
The current findings coincide with Lucio et al.’s (2012) assertion that intervention
approaches could be flexible. Students may be initially flagged for intervention based on
the number of risk factors present, and then gradually moved toward targeted intervention
strategies base on the nature of their risk. For example, institutions might consider
tutoring and academic mentoring for low GPA students; first year experience programs
for students applying closer to the start of term who may express lower levels of
motivation or commitment to the institution; grants and on-campus employment for
students lacking scholarship aid; and required academic advising follow-up or career
coaching if a student withdraws from their first course in the fall term.
Summary
In these data, five variables significantly predicted students who made successful
academic progress, and those who did not. These variables were part time enrollment
(taking less than 12 credit hours in the first semester of college), majoring in professional
studies, receiving loan aid, applying to the institution at least 228 days before the first day
of fall term classes, and earning at least a 2.44 cumulative GPA in the first fall term. An
interesting finding was the significance of loan aid. Loan aid was found to be
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significantly related to (r = -.091, p < .001), and predictive of (b = -.0001, Wald = 7.14, p
= .008, ΔP = -.020) academic progress. Furthermore, successful students (M = $836.58,
SD = $1560.25) received significantly less loan aid than non-successful students (M =
$1192.38, SD = $2131.11), t(413.97) = 2.618, d = .21. However, ROC curve analysis was
unable to identify a statistically significant threshold score (AUC = 0.54, p = .059). This
result casts doubt on the significant impact loan aid may have on academic progress. The
researcher was also able to create a risk index that suggested students who possessed
more than three risk factors were unlikely to make successful academic progress. The
researcher was also able to identify the success threshold for predicted probability scores
that were generated from the logistic regression model. Most surprisingly, high school
GPA was not predictive of successful academic progress; however, these findings should
be considered in light of the significant reduction in sample size due to missing high
school GPA data.
Four-Year Degree Completion
Significant Predictor Variables
In this study, six variables were predictive of four-year degree completion:
1. Part-time enrollment (negative),
2. Majoring in education or the social sciences (positive)
3. Majoring in professional studies (positive),
4. The number of first fall term course withdrawals (negative),
5. First-year college GPA (positive), and
6. Days since application (positive).
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Consistencies. The positive effect of first-year college GPA is consistent with the
Lockeman (2012) study. Findings of non-statistical significance in this study and within
the literature were also observed for being an honors program student, being an in-state
resident, and the amount of loan aid received (Wohlgemuth et al., 2007). This finding of
non-significance relative to being a racial minority in this study is consistent with the
Burgette and Magun-Jackson (2008) study, but inconsistent with the Wohlgemuth et al.
(2007) and Noble et al. (2008) studies.
Inconsistencies. The relationship between four-year degree completion and
majoring in education is inconsistent with the findings reported in Wohlgemuth et al.’s
(2007) study. In this study, majoring in education was a positive predictor, whereas in
the Wohlgemuth study, the relationship was negative. The remaining predictive factors
(majoring in professional studies and the social sciences, part-time enrollment, number of
first-fall term course withdrawals, and days since application were not found within the
recent four-year degree completion literature that modeled outcomes using regression.
Several additional findings were inconsistent with prior four-year degree
completion research. The following variables were previously shown to have predictive
relationships with four-year degree completion: high school GPA (e.g., Burgette &
Magun-Jackson, 2008), aptitude test scores (e.g., Noble et al., 2008; Wohlgemuth et al.,
2007), being a female (e.g., Nyrienda & Gong, 2010; Wohlgemuth et al., 2007), the
amount of scholarship aid received (e.g., Wohlgemuth et al., 2007), living on campus
(e.g., Noble et al., 2008), and majoring in STEM or business (e.g., Wohlgemuth et al.,
2007) were previously shown to have predictive relationships with degree completion in
four years. In this study, the relationships were not statistically significant.
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Optimal threshold values
Continuous predictor variables. In this study, the researcher successfully
estimated optimal values for eight continuous predictor variables. The optimal threshold
value for predicting membership in the successful group was as follows:
1. An ACT score of 23 or higher.
2. A high school GPA of 3.1 or higher.
3. Transferring any amount of college credit into the institution.
4. Not withdrawing from a course in the first fall semester
5. Applying to the university at least 198 days prior to the start of the fall
semester (i.e., applying on or before February 9, 2008)
6. Receiving at least $1,485 dollars in scholarship aid,
7. Receiving no more than $56 in loan aid, and
8. Attaining a GPA of at least 2.97 in the first year.
Predicted probability score. In this study, the optimal threshold score for
predicted probability of degree completion in four years was 0.341. Subjects whose
propensity for degree completion in four years are at least 0.341—given the variables
used in this study—are more likely to fall in the successful outcome group. The low
predicted probability scores suggest an intervention intended to improve graduation in
four years is best targeted toward students who have low odds of being in the successful
outcome group and should consider the predictors in combination.
Cumulative Risk Index. A final use of ROC curve analysis is to determine the
optimal threshold value for the number of significant risk factors present in a student’s
profile at which the outcome groups can be discriminated. This analytic approach is an
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important distinction because it weights each risk factor equally. The researcher modeled
each of the significant predictor variables of four-year degree completion. In this study,
the optimal threshold score for the CRI was three. Subjects whose profile contained no
more than three risk factors were more likely to fall in the successful outcome group.
The current findings coincide with Lucio et al.’s (2012) assertion that intervention
approaches could be flexible. Similar to the recommendations offered in the academic
progress section, students may be initially flagged for intervention based on the number
of risk factors present, and then gradually moved toward targeted intervention strategies
base on the nature of their risk. In addition to the examples previously offered, financial
assistance initiatives could also be explored with students who carry significant amounts
of loan aid.
Summary
In these data, six variables significantly predicted students who graduated in four
years, and those who did not. These variables were part-time enrollment (taking less than
12 credit hours in the first semester of college), withdrawing from any course in the fall
term, majoring in professional studies, majoring in education or the social sciences,
applying to the institution at least 198 days before the first day of fall term classes, and
earning at least a 2.98 cumulative GPA in the first year. The researcher was able to create
a risk index that suggested students who possessed more than three risk factors were
unlikely to graduate in four years. The researcher was also able to identify the success
threshold for predicted probability scores that were generated from the logistic regression
model.
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Six-Year Degree Completion
Significant Predictor Variables
In this study, four variables were predictive of six-year degree completion:
1. Part-time enrollment (negative),
2. Amount of scholarship aid (positive)
3. First-year college GPA (positive), and
4. Days since application (positive).
Consistencies. The positive effect of first-year college GPA is consistent with the
Lockeman (2012) study. Similarly, the positive effect of scholarship aid is consistent with
the Wohlgemuth et al. (2012) study. Findings of non-statistical significance in this study
and within the literature were also observed for aptitude test score, Pell grant eligibility,
being a female, being an honors program student, and being an in-state resident
(Lockeman, 2012; Wohlgemuth et al., 2007). The finding of non-significance relative to
being a racial minority in this study is consistent with the Lockeman (2012) study, but
inconsistent with the Wohlgemuth et al. (2007) study.
Inconsistencies. Several findings were inconsistent with prior six-year degree
completion research. The amount of loan aid received and majoring in education, STEM
or business (e.g., Wohlgemuth et al., 2007) were previously shown to have predictive
relationships with six-year degree completion. In this study, those variables had nonsignificant relationships with six-year degree completion. The remaining predictive
factors (part-time enrollment, and days since application) were not found within the
recent six-year degree completion literature that modeled outcomes using regression.
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Optimal threshold values
Continuous predictor variables. In this study, the researcher successfully
estimated optimal values for seven continuous predictor variables. The optimal threshold
value for predicting membership in the successful group was as follows:
1. An ACT score of 23 or higher.
2. A high school GPA of 3.1 or higher.
3. At least one credit hour transferred into the institution.
4. Having fewer than one course withdrawal in the first fall semester
5. Applying to the university at least 203 days prior to the start of the fall
semester
6. Receiving at least $1,179 dollars in scholarship aid,
7. Attaining a GPA of at least 2.71 in the first year
Predicted probability score. In this study, the optimal threshold score for
predicted probability of degree completion in six years was 0.492. Subjects whose scores
are at least 0.492 are more likely to fall in the successful outcome group.
Cumulative Risk Index. A final use of ROC curve analysis is to determine the
optimal threshold value for the number of significant risk factors present in a student’s
profile at which the outcome groups can be discriminated. This analytic approach is an
important distinction because it weights each risk factor equally. The researcher modeled
each of the significant predictor variables of six-year degree completion. In this study, the
optimal threshold score for the CRI was two. Subjects whose profile contained no more
than two risk factors were more likely to fall in the successful outcome group.
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The current findings coincide with Lucio et al.’s (2012) assertion that intervention
approaches could be flexible. Similar to the recommendations offered in the academic
progress and four-year degree completion sections, students may be initially flagged for
intervention based on the number of risk factors present, and then gradually moved
toward targeted intervention strategies base on the nature of their risk.
Summary
In these data, four variables significantly predicted students who made graduated
in six years, and those who did not. These variables were part-time enrollment (taking
less than 12 credit hours in the first semester of college), the number of days between a
student’s application to the institution and the first day of fall term classes, the amount of
scholarship aid a student received, and their cumulative GPA earned in the first fall term.
The researcher was able to create a risk index that suggested students who possessed
more than two risk factors were unlikely to graduate in six years. The researcher was also
able to identify the success threshold for predicted probability scores that were generated
from the logistic regression model.
There are also some similarities in predictors and cut points for degree completion
in four years and six years. In terms of variables, three of the four significant predictors
of six-year degree completion (part-time enrollment, first year college GPA, and days
since application) also predicted four-year degree completion. The fourth predictor,
amount of scholarship aid, was not statistically significant in the regression model. The
number of course withdrawals in the first fall term and declared major at entry variables
that were significant predictors of four-year degree completion did not significantly
predict six-year completion.
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The cut points for significant predictors were also very similar. By themselves,
the cut point for high school GPA and ACT score remained constant when modeling
four-year and six-year degree completion. Transferring in any amount of credit and not
withdrawing from a course in the first fall term was also consistently associated with
higher probability of success in both cases. On average, applying to the institution around
200 days before the start of fall classes (i.e., on or before the first week of February 2008)
was associated with a higher probability of success. The greatest variability in terms of
cut points was found in scholarship aid and first year GPA. Results indicated that
students attaining near a 3.0 were more likely to graduate in four years; however, students
earning a 2.7 in their first year were likely to still remain on track for graduation in six
years. Students receiving around $1,500 in scholarship aid were more likely to graduate
in four years; however students receiving around $1,200 were likely to still graduate
within six years. Loan aid appeared to matter only in the case of four-year graduation, so
loan aid may only serve to hinder four-year graduation.
Advantages and Disadvantages of Method
Logistic regression has value in that it is readily accessible through a host of
software programs commonly used to analyze data. Another disadvantage is that removes
an entire record from consideration if the subject is missing data on one modeled
variable. ROC curve analysis is not meaningful with categorical predictors; however, this
is no need to identify risk groups with categorical predictors because they are already in
this form.
The ROC curve analysis as a post hoc procedure to logistic regression has as
number of advantages to scholars and practitioners. First, the curve and statistics
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generated are useful evidence for demonstrating the predictive validity of a variable. The
analysis can also be used for sets of variables when combined to create a predicted
probability score or index score. Second, ROC curve analysis models sensitivity and
specificity across all possible threshold values of a predictor, as opposed to the standard
0.5 default in SPSS. Third, ROC curve analysis is available in many common statistical
packages used by researchers and practitioners such as SPSS, SAS, Stata, and R.
The method demonstrated in this article is a useful template for researchers
seeking to analyze their own data. It is arguably of greater meaning and significance to
know, for example, the optimal threshold for the number of days before the start of fall
classes that a student applied to the institution, rather than simply recognizing that there
is a relationship between admission date and graduation rates. The use of ROC curve
analysis was able to identify that this institution may realize improvement in its retention
and graduation rates by encouraging applications prior to 200 days before the start of the
fall semester. Having this knowledge places the importance for college exploration and
application realistically back into a student’s junior year in high school. With such
information at their disposal, the institution can begin considering how they can partner
with high schools to promote college application and preparation well before the senior
year.
Based on the methodology displayed in this study, the researcher proposes a fivestep process. The five steps are: (1) analyze the sample removed from analysis against the
sample retained, (2) descriptively explore the relationship between the outcome and each
individual predictor variable using chi square tests, t-tests, ANOVAs, and correlations,
(3) use logistic regression to determine the predictive ability of each variable, (4) follow

147

up logistic regression and group difference analyses with ROC curve analysis to
determine critical threshold scores on each independent predictor and the predictive
probabilities, and (5) develop a cumulative risk index that is informed by results from the
logistic regression and analyses of group difference using ROC curve analysis to
determine the critical number of risk factors.
Limitations
It is important to consider these findings in the context of several limitations. This
study examined only students at one institution and one cohort year. Therefore,
conclusions are limited to that group of students. Academic majors were grouped to
facilitate analysis and interpretation. Such protocol negated the researcher’s ability to
model double majors outside the cluster areas. The researcher also did not model federal
work study aid or external employment. These omissions may limit the conclusions that
can be drawn about financial aid (broadly) and its influence on academic success and
degree completion. The most significant limitation of the study was the exclusion of
respondents who lacked a high school GPA. Tests of group differences revealed the
students removed because of missing high school GPA information tended to perform
better, which may have implications on policy. Further studies may attempt to create an
estimated high school GPA based on demographic factors, aptitude test scores, and
placement test scores. Tests of group differences revealed the samples were statistically
different on several of the predictor variables. As a result of missing high school GPA
data, the initial entire sample of the cohort was reduced by 20 percent, and presents
serious challenges to generalizability both at the cohort level, and the institutional level.
More especially, several of the variables that were found to significantly predict one of
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the outcomes were also significantly different between the retained and removed samples.
This limitation is also viewed in light of the curious finding that high school GPA was
not predictive of any study outcome. As mentioned earlier, this is contrary to the majority
of literature. Such a large omission of records may have biased the significance (or
insignificance) of some or all of the study variables. The study also did not consider noncognitive attitudes and dispositions that may additionally be of importance to
understanding retention and degree completion.

Implications for Future Research
There is no shortage of studies that have looked into the factors that influence
student success in college. As Lockeman (2012) observed, background factors are
important but may be outside the realm of institutional control. However, Tinto (1993)
cautioned against the ethical “slippery slope” that arises when institutions begin denying
admission to students because of their background factors. This dissertation provides
evidence of variables that may inform satisfactory academic progress and degree
completion. The researcher makes no assertions that students who fall below these
thresholds will inherently not succeed, and therefore should be denied admission. Rather,
the implications of these findings point to an opportunity that decision makers have to
develop and target interventions that better support students who may be “at-risk.”
The amount of data and nature of the data collected in this study were problematic
for robust prediction and classification of students. Given the nature and access to
institutional data, future cross-sectional research should include additional cohort years.
Increasing the sample size will negate the problem of excluded data which plagued this
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study, and will also permit a more robust understanding of the significance that predictor
variables have on academic success and degree completion. Alternatively, future research
may consider longitudinal analysis of cohorts, such as those conducted by Mohn (2008).
Studies have consistently shown that high school GPA is predictive of student
success outcomes in logistic models (Burgette & Magun-Jackson, 2008; Hendel, 2007;
Kuh et al., 2008; Sperry, 2014). This finding was not supported in the final models of this
study. This finding may have been biased by the large proportion of the sample that was
excluded from analysis for not possessing a high school GPA. A more detailed profile
analysis should be developed for the excluded students. Such an analysis would attempt
to ascertain why such a large proportion of the cohort entered the institution without
having a high school GPA. It has been suggested to the researcher by Dr. Greg Lanier, a
long-time faculty member and current director of the institution’s honors program, that
these students were home schooled (Dr. Greg Lanier, personal communication,
November 4, 2015). This assertion appeared to be plausible based on the disproportionate
ACT scores, local metropolitan statistical area residence, and honors student status of the
excluded group. Alternatively, it is possible that the removed sample was older, in terms
of age, than the retained sample—despite all subjects being “first time in college
students.” Age was not a variable examined in this study. Future studies should seek to
confirm or reject these assertions.
Implications for Policy and Practice
In the outcomes-focused and data-rich environment of education, policy-makers
and administrative decision makers need tools and data that are actionable. The
researcher recommends that institutional researchers and enrollment managers adopt a
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two-fold forecasting strategy. First, at the time of a student’s application, their likelihood
of success can be predicted based on background/input factors. From this
prognostication, intervention programs and support initiatives can be targeted at a
specific subset of students. Using ROC curve analysis, decision makers can more
accurately classify students. Such classification facilitates the deployment of resources to
the students who have the highest likelihood of non-success.
This study was limited in the number of variables explored. At a given institution,
personnel have access to a plethora of data about students—well beyond the
demographics collected at their point of entry. Attitudes, dispositions, behaviors, and
participation rates may all prove valuable in the prediction of student success outcomes
for a given institution. These variables may also have been collected over several cohort
years, making the findings more robust and generalizable.
ROC curve analysis is a useful post hoc procedure when variables have been
found to significantly relate to, or predict, an outcome. It is far more valuable to ascertain
the critical cut point at which the outcome groups are best discriminated. The knowledge
of this allows the researcher or practitioner to take action on these data.
For example, without the employment of ROC curve analysis, a finding from a
logistic regression might suggest that high school GPA matters at entry, and that
increasing high school GPA by one point has some relationship to the odds of the
outcome occurring or change in predicted probability. However, the researcher contends
it is more actionable to not only have information suggesting which variables, but also at
what point we can target intervention. ROC curve analysis following logistic regression
might suggest that students with below a 3.1 high school GPA are the most at risk of
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departure, therefore we should target those students at entry for some prescribed
intervention. The univariate approach to ROC curve analysis may be best suited at the
institutional level where policy makers have to make broader decisions. Knowing the
variables and thresholds that matter allows for the creation of programs of a more general
nature for students. For example, such programs might include creating a program to
encourage earlier applications or generating an early warning that triggers a mandatory
appointment with an academic advisor should a student withdraw from a course in his or
her first semester of college.
Similarly, the administrative decision makers may analyze the predicted
probability scores using ROC curve analysis. In doing so, institutional researchers honor
student development models proposed in the literature. This lens considers all critical
factors collectively, and is also valuable for intervention policy and procedure.
Admittedly, the interpretation of propensity scores is tricky because interventions based
on multiple variables become challenging given the multitude of risk factor
combinations. It may be too resource-intensive to create multiple, multi-faceted
approaches. Rather, institutions could consider creating a flag for students who fall below
propensity score thresholds. Such a flag could be made available to advisors for
individualized plans. The multivariate approach may be best implemented at the
department or college level, where individualized plans for the student could be more
contextualized. A final approach worthy of consideration is the creation of a cumulative
risk index (CRI) for each outcome. From this perspective, attention is focused on the
number of factors present in a student’s record that suggests a higher probability of nonsuccess.
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Alternatively, decision makers may decide to review findings from the propensity
score and CRI approaches simultaneously. This process could begin by first determining
how many risk factors are present in each student’s record. Based on the threshold, each
student could be classified as at-risk or not-at-risk based on their CRI score. Next,
decision makers could make a similar at-risk determination based on predicted
probability threshold scores. Overlaying the two determinations for each student’s record
would develop a sort of Venn diagram of Risk. Students in the center of the overlapping
circles—who are the students identified at-risk from both approaches—are perhaps the
first subpopulation to target for intervention. Policy and program should reflect the higher
likelihood the student will not be successful on the outcome. In circumstances where the
student is not identified at-risk from either approach might receive no additional
intervention. How policy makers and practitioners choose to intervene in cases where one
of the findings are not in complete agreement is largely a matter of resource consideration
and further inquiry. After removing students who were identified in both the CRI and
predicted probability methodologies, the resulting sample size from either one of the
methods may best inform which subpopulation gets additional intervention.
There are also several practical takeaways from the results of this study. First,
researchers and practitioners should communicate odds ratios less than 1.0 to decision
makers in the form times less likely by inverting the number. Alternatively, Mohn (2008)
suggested reporting relative risk—a conclusion also supported by Osborne (2006).
The second is the power of missing data. The possible effect of removing 20
percent of the sample because of missing high school grade information cannot be
overstated. It is not enough to simply collect data, analyze it, and interpret the findings.
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The results of this study underscore the need to analyze retained and removed samples for
systematic difference before the interpretation of any findings. The study also models the
review of assumptions and model fit benchmarks to further inform the validity of
interpretations. In the case of this study, further questions should be raised by policy
makers and practitioners as to why such a large proportion of the cohort did not have a
high school GPA and the potential ramifications of this for any future studies that may be
conducted.
Finally, the role of environmental experiences in the context of academic progress
and degree completion is noteworthy. In every case, the final model (accounting for
demographics at entry) was comprised of environmental variables (e.g., earned college
GPA, not taking a full course load, and majoring in certain fields) or financial aid data
(e.g., scholarship and loan aid). Also in every model, the amount of days between the
start of the fall semester and the student’s application to the university was significantly
predictive of success. Porter (1999) and Sperry (2014) have suggested that application
date may proxy one’s commitment and motivation to attend college. The findings of this
study may support that hypothesis. In every model, the earlier a student applied, the more
likely they were to be successful. Also, in every model the effect of part-time attendance,
or taking less than a full credit load (12 per semester) had negative ramifications on
success. The findings of this study would advocate for the creation of programs and
initiatives to drive full-time enrollment status.
The findings of this study also underscore the researcher’s earlier
recommendation that student data be modeled twice: first at entry when only
demographics are largely known about a student and again after the first semester. Such
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an assessment strategy begins to account for the experience of college and may occur
early enough in a student’s academic career whereby intervention may have a meaningful
and lasting effect.
Conclusions
In conclusion, this study sought to identify the factors that predicted academic
success and degree completion in a cohort of students at a single institution. Moreover,
this study also sought to serve as a model for the implementation of ROC curve analysis
as a tool to improve classification ability. Few studies in educational research have
demonstrated, or even suggested the merit of ROC curve analysis. This study provided a
guide by which future researchers may implement ROC curve analysis on their data.
Perhaps the easiest implementation of ROC curve analysis is with predicted probability
scores. Prediction may then be refined by focusing on students based on the number of
cumulative risk factors present in their profile. A student flagged in the risk group from
both the predicted probability ROC analysis and the cumulative risk index would
therefore be one to which the institution should pay particular attention. ROC curve
analysis has the potential to be a useful tool for targeted intervention activities aimed at
increasing the likelihood of student success in college.
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MEMORANDUM
August 31, 2015
TO:

Mr. Joshua Schutts
ASPIRE

FROM:

Dr. Richard S. Podemski, Associate Vice President for Research
And Dean of the Graduate School

Dr. Carla J. Thompson, Chair, IRB for Human Research Participant Protection
SUBJECT:

IRB Approval

The Institutional Review Board for Human Research Participants has completed its review of your proposal number
IRB 2016-018 titled, "The Use of Receiver Operating Characteristic Curve Analysis for Academic Progress and Degree
Completion," as it relates to the protection of human participants used in research, and has granted approval for you to
proceed with your study. Please be aware of the following:
* You acknowledge and accept your responsibility for protecting the rights and welfare of human research
participants and for complying with all parts of 45 CFR Part 46, the UWF IRB Policy and Procedures, and the
decisions of the IRB. You may view these documents on the Office of Research and Sponsored Programs web
page at http://research.uwf.edu. You acknowledge completion of the IRB ethical training requirements for
researchers as atested in the IRB application.
* You will ensure that legally effective informed consent is obtained and documented. If written consent is required,
the consent form must be signed by the subject or the subject's legally authorized representative. A copy is to be
given to the person signing the form and a copy kept for your file.
* You will promptly report any proposed changes in previously approved human subject research activities to the
Office of Research and Sponsored Programs. The proposed changes will not be initiated without IRB review and
approval, except where necessary to eliminate apparent immediate hazards to the subjects.
* You are responsible for reporting progress of approved research to the Office of Research and Sponsored
Programs at the end of the project data gathering period approved from August 28, 2015 thru August 05,
2016. Federal regulations permit a one-year maximum approval without review.
* You will immediately report to the IRB any injuries or other unanticipated problems involving risks to human
subjects.
Good luck in your research endeavors. If you have any questions or need assistance, please contact the Office of
Research and Sponsored Programs at 850-857-6378 or 850-473-7111.
CC: Michael White , Nicole Nabors
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APPENDIX B
INSTITUTIONAL RESEARCH RECORDS REQUEST
University of West Florida
University College
MEMORANDUM
To: Dr. Michael White, Director of Institutional Research
From: Joshua Schutts, Primary Investigator
CC: UWF Institutional Review Board
Subject: Student Records Request
Based on recent communications with the UWF Institutional Review Board, approval must
be obtained from the Director of Institutional Research Registrar when requesting student
information from Banner/CICS. In order to assess the Fall 2008 FTIC cohort and construct a
model for predicting the academic progress rate and degree completion in four-years and sixyears, the following data is requested for all UWF students who are members of the Fall 2008
FTIC cohort:
(a) Amount of financial aid in the form of scholarships
(b) Amount of financial aid in the form of loans
(c) Enrollment status in first fall term (1 for part time/less than 12 hours, 0 for not)
(d) High school attended
(e) First year cumulative GPA
(f) Number of courses the student withdrew from in the first fall semester
(g) Retention into the following fall semester (1 for not retained, 0 for retained)
(h) High school cumulative GPA
(I) Number of credit hours transferred into UWF
(j) SAT scores
(k) ACT scores
(l) Date of birth
(m) Gender (1 for female, 0 for male)
(n) First fall term college GPA
(o) Ethnicity
(p) Pell-grant eligibility status (1 for eligible, 0 for not)
(q) Admission date
(r) Application date
(s) Honors program status (1 for honors, 0 for not)
(t) Major
(u) Campus resident status (1 for resident, 0 for not)
(v) Degree completion in four years (1 for not completed, 0 for completed)
(w) Degree completion in six years (1 for not completed, 0 for completed)
The data is requested in electronic format (Excel) and should be directed to Joshua Schutts,
who will store it on a secured campus computer.
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