Theoretical and numerical studies are carried out of the nonlinear amplitude modulation of dust-ion acoustic waves propagating in an unmagnetized weakly coupled plasma comprised of electrons, positive ions, and charged dust grains, considering perturbations oblique to the carrier wave propagation direction. The stability analysis, based on a nonlinear Schrödinger-type equation, exhibits a wide instability region, which depends on both the angle between the modulation and propagation directions and the dust number density n d . Explicit expressions for the instability increment and threshold are obtained. The possibility and conditions for the existence of different types of localized excitations are also discussed.
I. INTRODUCTION
Complex or dusty plasmas ͑DP͒ are rather omnipresent in real charged particle systems, e.g., in space and laboratory plasmas. During the last few years there has been an increasing attention on DP due to the involvement of novel physics in their description, most interesting from both theoretical and experimental points of view. 1 An issue of particular interest was the theoretical prediction, [1] [2] [3] and later experimental confirmation, 4, 5 of the existence of two new acoustic-like oscillatory modes, namely the dust-acoustic wave ͑DAW͒ and the dust-ion acoustic wave ͑DIAW͒. The latter, which is the object of this study, relies on a physical mechanism quite analogous to that of the ion acoustic wave ͑IAW͒, in which inertialess Boltzmann distributed electrons provide the restoring force, while the inertia comes from the ion mass. The phase speed of the DIAW is much smaller ͑larger͒ than the ion ͑electron͒ thermal speed͑s͒, and the DIAW frequency is higher than the dust plasma frequency p,d ͑typically tens of kHz in laboratory plasmas͒. Accordingly, on the time scale of the DIAW, stationary dust does not participate in the wave dynamics.
The nonlinear wave propagation is generically subject to an amplitude modulation due to the carrier wave selfinteraction, which is a well-known harmonic generation mechanism. The standard multiple scale technique 6, 7 employed in the study of this mechanism, leads to a nonlinear Schrödinger-type equation ͑NLSE͒, describing the evolution of the wave envelope. Under certain conditions, the wave may undergo a Benjamin-Feir-type ͑modulational͒ instability ͑MI͒, i.e., its envelope may collapse under the influence of external perturbations. In addition, the analysis of the NLSE, which occurs in a variety of physical contexts, [8] [9] [10] reveals the possibility of the existence of localized excitations ͑envelope solitary waves͒ whose characteristics depend on criteria similar to the ones necessary for the MI to occur. These structures, sustained by the mutual compensation of dispersion and nonlinearity, may be the result of energy localization in the evolution stage following the wave amplitude collapse ͑as numerical studies in various contexts suggest͒, and propagate in the nonlinear medium for long times, surviving interactions with each other.
Plasma waves are long considered to be an excellent paradigm for the study of such mechanisms, 7, [11] [12] [13] [14] [15] [16] [17] [18] [19] and dusty plasma waves are no exception. [21] [22] [23] [24] [25] [26] [27] [28] Briefly summarizing previous results for unmagnetized plasmas, electron plasma modes have been shown to be stable against parallel modulation; 7,11 so do the ion plasma modes, yet only for perturbations below a specific wave number threshold. 12 Ion acoustic modes, yet shown to be stable to parallel modulation for long wavelengths ͑compared to the Debye length D ), 13 were later proven to be unstable for wavelengths above a wave number threshold of k cr (Ϸ1.47 times the Debye wave number k D ). 11, 14 It was later argued 18 that, in principle, the wave number threshold k cr for the MI is too high, since Landau damping is expected to prevail above a certain value of k ͑Ref. 20͒ ͑this remark is irrelevant in the DIAW case, where Landau damping is not an important issue 1 ͒. Nevertheless, the modulational instability threshold of the IAW was shown to lower down once the description is refined ͑cf. discussion in Ref. 18͒ by taking into account finite temperature effects 12, 15, 16 or when subject to an oblique wave amplitude modulation. [17] [18] [19] These results, based on Poissonmoment plasma equations, have been qualitatively confirmed by similar studies from a kinetic point of view, 20 for the ion-acoustic wave in an electron-ion plasma.
In dusty plasmas, a first attempt for an analytical investigation of the amplitude modulation of the DAW and DIAW has been made in Ref. 21 . Attempts have recently been made a͒ to refine the description of the DIAW modulation by including either dust-charge fluctuations, 22 an issue of particular importance in present-time dusty plasma surveys ͑see, e.g., Refs. 25, 26; also Ref. 1͒, or nonplanar geometry effects, 23 following an idea applied earlier in the K-dV ͑Korteweg-de Vries͒ description of a dusty plasma. 24 These effects, omitted in the present investigation, will be considered in a forthcoming work. Finally, similar studies have been carried out for oscillations in ͑strongly coupled͒ dusty plasma quasicrystals. 27, 28 In this paper, we study the modulational instability of dust-ion acoustic waves ͑DIAWs͒ propagating in an unmagnetized plasma contaminated by a population of charged dust grains, bearing dimensions and charge which are assumed to be constant, for simplicity. Amplitude modulation is allowed to take place in an oblique direction, at an angle with respect to the carrier wave propagation direction. Our scope here is multifold. Once an explicit criterion for the occurrence of instability is established and the magnitude of the associated instability growth rate is determined, our aim is to trace the influence of the modulation obliqueness ( 0), on the one hand, and the dust component concentration, on the other, on the conditions for the instability onset. In addition, we will also attempt to address the effect of the charge sign (sign q d ϭϮ1), taken to be negative in most analytical studies, since this is the most frequently occurring case. 1 Finally, we shall examine the possibility of the formation of localized excitations ͑solitons͒ and discuss their characteristics. Exact expressions are presented for all quantities of interest.
The manuscript is organized as follows. In Sec. II, the analytical model is introduced. In Sec. III, we carry out a perturbative analysis by introducing appropriate slow space and time evolution scales, and derive a NLS-type equation which governs the ͑slow͒ amplitude evolution in time and space. The exact form of the dispersion and nonlinearity coefficients in the NLS-type equation is presented and discussed. In Sec. IV, we carry out a stability analysis of the NLSE allowing for a thorough study of the DAW stability in various regions of the physical parameters involved. The analysis is pursued in Sec. V, where we discuss the possibility of the existence of localized solutions of the NLSE, and identify their forms in different parameter regions. Finally, we briefly summarize our results in Sec. V.
II. THE MODEL
We consider a three component collisionless unmagnetized dusty plasma consisting of electrons ͑mass m, charge e), ions ͑mass m i , charge q i ϭϩZ i e) and heavy dust particulates ͑mass m d , charge q d ϭsZ d e), henceforth denoted by e, i, d, respectively. Dust mass and charge will be taken to be constant, for simplicity. Note that both negative and positive dust charge cases are considered, distinguished by the charge sign sϭsgn q d ϭϮ1 in the formulas below.
A. Evolution equations
We consider as a basis for our study the hydrodynamicPoisson system of equations for ions and a Boltzmann distribution for electrons. The inertial ͑heavy͒ dust particles are assumed to be practically immobile (n d Ϸn d,0 ); indeed, it is known 1 that the DIA wave is characterized by time scales much shorter than the dust plasma period (ϳ p,d Ϫ1 ). The ion number density n i is governed by the ͑continuity͒ equation
and the ion fluid velocity u i obeys
where ⌽ is the electrostatic potential. By adopting this ''cold ion'' model we have ignored the ion temperature effects; these will be addressed in a forthcoming study. The system is closed with Poisson's equation
At equilibrium, the overall neutrality condition is
The right-hand side in ͑3͒ can also be formulated in terms of the ratio ϭn e,0 /(Z i n i,0 ); for convenience, we have
due to ͑4͒, so that a value lower ͑higher͒ than 1 corresponds to negative ͑positive͒ dust charge; obviously tends to unity in the absence of dust ͑in any case, Ͼ0). Let us retain this notation in the following, for the sake of reference with the previous works. The electrons are close to Maxwellian equilibrium, characterized by a thermal velocity which is much higher than the wave's phase speed. The corresponding density is n e Ϸn e,0 e e⌽/k B T e , ͑6͒
where T e is the electron temperature and k B is the Boltzmann constant.
B. Reduced equations
Rescaling all variables over appropriately chosen quantities and developing around ⌽ϭ0, Eqs. We see that the dust population manifests its presence through the parameter in the denominator of the latter definition; remember that is related to the dust via the
1 In fact, the definition ͑5͒ implies ϭ1ϩs␦ ͑recall that sϭsgn q d ); therefore Ͻ1 (Ͼ1) refers to negative ͑positive͒ dust charge. Finally, in the absence of dust ͑i.e., for ϭ1), it is expected ͑and indeed verified͒ that all previous results for the ion-acoustic wave ͑i.e., without dust͒ are recovered from the forthcoming analysis, in the appropriate limit. Notice that the parameters ␣, ␣Ј, ␤ take positive values which are typically around unity ͑for Z i ϭ1).
III. PERTURBATIVE ANALYSIS

A. Outline of the method
Let V be the state ͑column͒ vector (n,u,)
T , describing the system's state at a given position r and instant t. We shall consider small deviations from the equilibrium state V
T by taking
where ⑀Ӷ1 is a smallness parameter. Following the standard multiple scale ͑reductive perturbation͒ technique, 6 we shall consider the following stretched ͑slow͒ space and time variables:
where , which has the dimensions of velocity, is to be later interpreted as the group velocity in the x direction. We will assume that all perturbed states depend on the fast scales via the phase 1 ϭk"rϪt only, while the slow scales enter the argument of the lth harmonic amplitude V l (n) , which is allowed to vary along x,
The reality condition V Ϫl (n) ϭV l (n) * is met by all state variables. Note that the choice of the propagation direction remains arbitrary, and so does the modulation direction, allowed to take place in an oblique direction, characterized by a pitch angle with respect to the former. The wave vector k is therefore taken to be kϭ(k x ,k y )ϭ(k cos ,k sin ), where we assumed that the modulation takes place along the x-axis. According to these considerations, the derivative operators in the above equations are treated as follows:
i.e., explicitly,
and
B. Amplitude evolution equations
By substituting the above expressions into the system of Eqs. ͑7͒ and isolating distinct orders in ⑀, we obtain the nth-order reduced equations,
Notice the quantity preceded by ␣Ј in the last line in Eq. ͑12͒, which is due to the consideration of the cubic term in the potential ⌽ ͑developed in a series near zero͒ and is absent in Ref. 21 ; cf. Eqs. ͑32͒-͑34͒ therein, which are otherwise readily recovered upon setting ␣Јϭ0 ͑and ␣→Ϫ␣) in our formulas.
C. First order in ⑀: First harmonics and dispersion relation
The first order (nϭ1) equations read
For lϭ1, these equations determine the first harmonics of the perturbation. The following dispersion relation is obtained:
Restoring dimensions, the standard DIAW dispersion relation 1,3 is recovered:
The first harmonic amplitudes may now be expressed in terms of the first order potential correction 1 (1) ; we obtain the relations
For our later use, we retain the obvious definitions of the coefficients c j (11) ( jϭ1, . . . ,4) relating the state variables to the first-order potential correction 1 (1) ͑obviously c 4 (11) ϭ1).
D. Second order in ⑀: Group velocity, zeroth and second harmonics
The second order (nϭ2) equations for the first harmonics provide the compatibility condition:
The second-order corrections to the first harmonic amplitudes are now given by
‫ץ‬ , and
The choice of the value of Ã is arbitrary; we shall take Ã ϭ0.
The equations for nϭ2, lϭ2 provide the amplitudes of the second order harmonics, which are found to be proportional to the square of the corresponding first-order elements, e.g., in terms of 1 (1) ,
͑22͒
Notice that these expressions are isotropic, i.e., independent of the value of .
The nonlinear self-interaction of the carrier wave also results in the creation of a zeroth harmonic, in this order; its strength is analytically determined by taking into account the lϭ0 component of the two first third-order reduced equations, i.e., Eqs. ͑10͒-͑12͒ for nϭ3, lϭ0, together with the third of the corresponding second-order equations, i.e., Eq. ͑12͒ for nϭ2, lϭ0. The result is expressed in terms of the square modulus of the nϭ1, lϭ1 quantities, e.g., with respect to
Notice, for rigor, that for ''vanishing obliqueness'' i.e., if →0, one obviously has k"u l (n) →ku l (n) ͑by definition͒, implying the condition: c 2 (nl) →kc 3 (nl) ͑for →0) which is indeed met for all n, l, by the above formulas.
E. Derivation of the nonlinear Schrö dinger equation
Proceeding to the third order in ⑀ (nϭ3), the equation for lϭ1 yields an explicit compatibility condition to be imposed on the system of evolution equations which, given the expressions derived previously, can be cast into the form
where ϵ 1 (1) denotes the amplitude of the first-order electric potential perturbation; quantities A 1,2,3 are to be defined. Now, multiplying by i A 1 Ϫ1 , we obtain the familiar form of the nonlinear Schrödinger equation
Remember that the ''slow'' variables ͕,͖ were defined in
͑9͒.
The dispersion coefficient PϭϪA 2 /A 1 is related to the curvature of the dispersion curve as Pϭ
Note that, by setting ␤ϭ1, i.e., Z i ϭϭ1 ͓see ͑8͔͒ in all expressions describing our dispersion law, i.e., ͑16͒, ͑19͒ and ͑27͒ above, we obtain the corresponding IAW quantities derived earlier, e.g., expressions ͑3͒, ͑11͒, and ͑4͒, respectively, in Ref. 17 .
It seems appropriate to point out the effect of the oblique modulation on the sign of P. The dispersion coefficient P is readily seen to be negative for parallel modulation, i.e., taking ϭ0; however, for 0 this is no longer the case, since P changes sign at some critical value of k. This fact has been pointed out in the ion-acoustic wave case in Ref. 17; we will clarify this effect below.
The nonlinearity coefficient QϭϪA 3 /A 1 is due to the carrier wave self-interaction. Distinguishing different contributions, Q can be split into three distinct parts, i.e., 
. ͑32͒
Substituting from the expressions derived above for the coefficients c j (nl) and rearranging, we obtain
Once substituted in ͑28͒, these expressions provide the final expression for the nonlinearity coefficient Q. One may readily check, after a tedious yet straightforward calculation, that expressions ͑33͒ and ͑35͒ coincide with ͑53͒ and ͑54͒ in Ref. 21 . However, the remaining coefficient Q 1 , defined by ͑34͒, was absent therein, and yet seems to yield a rather non-negligible influence on the numerical value of Q. Note that Q 1 , Q 2 are isotropic, and only Q 0 depends on the angle .
F. Behavior of coefficients for small k
A preliminary result regarding the behavior ͑and the sign͒ of the NLSE coefficients P and Q, at least for long wavelengths, can be obtained by considering the limit of small kӶ1 in the above formulas.
The parallel (ϭ0) and oblique ( 0) modulation cases have to be distinguished right away. For small values of k (kӶ1), P is negative and varies as
in the parallel modulation case ͑i.e., ϭ0), thus tending to zero for vanishing k, while for 0, P is positive and goes to infinity as
for vanishing k. Therefore, even the slightest deviation by of the amplitude variation direction with respect to the wave propagation direction results in a change in sign of the dispersion coefficient P. Let us see what happens with Q in the limit of small k. For all cases, Q varies as ϳ1/k for small kӶ1; the exact expression in fact depends on the angle . In the general case ( 0), the result reads
We see that Q is negative. For vanishing , however, Q 0 ͑positive͒ prevails over Q 2 and the final approximate expression for Q changes sign, i.e.,
These remarks, which are true for any value of ␤ ͑and therefore regardless of the concentration of the dust plasma component͒ are in complete agreement with the previous results in the ion-acoustic wave case ͑with no dust͒, see, e.g., Eq. ͑41͒ in Ref. 13 ; as a matter of fact, the numerical factor 1/3 therein is exactly recovered here upon setting the appropriate parameter values ͑check by setting: ␣ϭ1/2, ␣Јϭ1/6, and ␤ϭ1) into Eq. ͑39͒.
In conclusion, both coefficients P and Q change sign when ''switching on'' theta. Therefore, obliqueness in modulation is expected to influence the stability profile of the system, yet never destabilizing long-wavelength waves; this point seems to confirm ͑and complete͒ the general qualitative arguments put forward in Ref. 17 for the ion-acoustic wave in an electron-ion plasma without dust. Nevertheless, at all cases, the product of P and Q is negative for small k, ensuring, as we shall see in the following section, stability for long perturbation wavelengths.
IV. STABILITY ANALYSIS
The standard stability analysis 8, 29 consists of linearizing around the monochromatic ͑Stokes' wave͒ solution of the NLSE ͑26͒ ϭ e iQ͉ ͉ 2 ϩc.c. ͑notice the amplitude dependence of the frequency͒ by setting ϭ 0 ϩ⑀ 1 , and taking the perturbation 1 to be of the form:
ϩc.c. ͑the perturbation wave number k and frequency should be distinguished from the carrier wave homologous quantities, denoted by k and ͒. Now, substituting into ͑26͒, one readily obtains the nonlinear dispersion relation,
͑40͒
One immediately sees that the wave will be stable for all values of k if the product PQ is negative. However, for positive PQϾ0, instability sets in for wave numbers below a critical value k cr ϭͱ2(Q/ P)͉ 0 ͉, i.e., for wavelengths above a threshold, cr ϭ2/k cr ; defining the instability growth rate ϭ͉Im (k)͉, we see that it reaches its maximum value for k ϭk cr /&, viz.,
In brief, we see that the instability condition depends only on the sign of the product PQ, which can now be studied numerically, relying on the exact expressions derived in the preceding section.
In the contour plots presented below ͑see Figs. 1-3͒ , we have depicted the PQϭ0 boundary curve against the normalized wave number k/k D ͑in abscissa͒ and angle ͑be-tween 0 and ͒; the area in black ͑white͒ represents the region in the (k -), plane where the product is negative ͑positive͒; instability therefore occurs for values inside the white area. We have considered values of the wave number k between zero and up to 4 times the Debye wave number k D ͑yet focusing our attention on the low-k region͒. Pitch angle is allowed to vary between zero and /2; as a matter of fact, all plots are /2-periodic, i.e., symmetric upon reflection with respect to either the ϭ0 or the ϭ /2 lines. We have taken Z i ϭ1, implying ␣ϭ1/2, ␣Јϭ1/6, and ␤ϭ1/, then considering different values of -defined in ͑5͒-in the plots.
A. Obliqueness effects
First, check the dustfree limit (ϭ1); see Fig. 1 . As a first remark, we see that the fore-mentioned previous result concerning the numerical value of the instability threshold k cr Ϸ1.47 ͑Ref. 11͒ for ϭ0 ͑and only͒, is recovered here. For 0, the product PQ possesses positive values ͑en-abling instability͒ for angle values between zero and a critical value, say cr,1 Ϸ1.2 radϷ69°; for values below cr,1 , instability sets in above a wave number threshold which is clearly seen to decrease as the modulation pitch angle increases from zero to approximately cr,2 Ϸ0.35 radϷ20°͑for ϭ1; the value of cr,2 may however depend on ͒, and then increases again up to Ϸ69°. Nevertheless, beyond that value ͑and up to /2) the wave remains stable; this is even true for the wave number regions where the wave would be unstable to a parallel modulation; see, e.g., the interval where ϭ0 and k/k D above 1.47, in Fig. 1 ͑cf. for instance, the same k-value interval for ϭ/2). The inverse effect is also present: even though certain k values correspond to stability for ϭ0, the same modes may become unstable when subject to an oblique modulation ( 0); this is mostly true for long wavelengths ͑small k). Notice the periodicity with respect to .
For negative dust (sϭϪ1, Ͻ1; see Fig. 2͒ the qualitative behavior is exactly as outlined above. However, the angle threshold cr,2 ͑above which instability is possible even for long wavelengths͒ lowers significantly ͓e.g., to
see Fig. 2͔ , and so does the instability wave number threshold ͑for ϭ0) k cr , which falls as low as Ϸ0.36 in the same figure. A similar behavior is encountered in the case of positive dust (sϭϩ1); see Fig. 3 , where the same ͑high͒ value of ␦ϭ (Z d /Z i )(n d,0 /n i,0 ) ϭ0.5 was considered as in Fig. 2, but for positive dust ͑for the sake of comparison, despite the fact that the physical situation thus depicted is rather rare͒. Contrary to the results for negative dust, both instability thresholds cr ͑for given k) and k cr ͑for a given value of ͒ are now higher; however, the change is not as dramatic as in the negative dust case ͑cf. Figs. 2 and 3͒ . We see that positive dust rather favors stability.
In all cases, the wave appears to be globally stable for large angle modulation ͑between cr,1 Ϸ1.2 radϷ69°and /2 radiansϭ90°) and unstable for smaller values of . For the parallel modulation (ϭ0), the sign of the product PQ is basically opposite to that of Q, since PϽ0 for all values of k; the wave is then stable for large wavelengths ӷ D ͑i.e., for k/k D Ӷ1), and potentially unstable for higher values of k.
FIG. 1. ͑a͒
The coefficient product PQϭ0 curve is represented against normalized wave number k/k D ͑in abscissa͒ and angle ͑between 0 and ͒; the area in black ͑white͒ represents the region in the (k -) plane where the product is negative ͑positive͒; instability occurs for values inside the white area. This plot refers to the dustfree case (␦ϭ0, i.e., ϭ1). ͑b͒ A zoom-in plot near the origin.
FIG. 2. ͑a͒
The product PQϭ0 contour is depicted against normalized wave number k/k D ͑in abscissa͒ and angle ͑between 0 and ͒ ͑cf. Fig. 1͒ . This plot refers to the negative dust case (sϭϪ1, ␦ϭ0.5, i.e., ϭ0.5). ͑b͒ A close-up plot near the origin.
B. Dust concentration effects
In order to study the dependence of the ͑in͒stability region͑s͒ on the concentration of dust ͑cf. Figs. 1-3͒ , we have depicted, in Fig. 4 , the PQϭ0 curves ͑separating stable from unstable regions͒, for different values of . We see that the presence of negative ͑positive͒ dust results in a narrower ͑wider͒ stability region, for small values of the angle ͑say, below cr,2 Ϸ0.45 radϷ26°). Physically, this may be attributed to the product PQ which is affected by the sign of the dust charge. Specifically, for negative ͑positive͒ dust the phase velocity of the DIAW is increased ͑decreased͒ in comparison with the usual ion acoustic speed of an electron-ion plasma. Hence, changes in phase velocities yield corresponding changes in the group dispersion and nonlinearities.
One may wonder whether a high concentration of negative dust, i.e., a value of close to zero might annihilate the stability region ͑depicted in black͒ close to the origin, i.e., for long wavelengths and even in ͑or close to͒ the parallel modulation case. This would imply that the DIA wave would be destabilized at the slightest occasion, due to the presence of dust. In an attempt to give an answer to this question, depending on the sign of the PQ product as a function of , i.e., PQϭ f (k,;) ͑for given Z i ), we have evaluated the critical wave number k cr ͑for ϭ0) by numerically solving the equation PQϭ f (k,0;)ϭ0 for k. The corresponding curve, representing k cr as a function of , is depicted in Fig.  5 . We see that the presence of negative dust (Ͻ1) lowers down the value of k cr , which reaches a minimum as low as k cr,min Ϸ0.0285 for Ϸ0.33 ͓i.e., for ␦ϭ ( 
as high as 0.67͔. Nevertheless, lower values of k cr do not exist, suggesting that there is a ''saturation'' of the instability mechanism for very high negative dust concentration. Therefore, as a final result to retain, negative dust reduces DIAW stability ͑for ␦ up to 0.67, i.e., above 0.33͒; nevertheless, wave numbers below k cr,min Ϸ0.0285k D ͑i.e., long wavelengths͒ will always be stable since, curiously enough, very high ͑negative͒ dust concentration values ͑for ␦Ͼ0.67, i.e., Ͻ0.33) rather favor stability for long wavelengths. On the contrary, the qualitative effect of positive dust is the opposite, i.e., higher values of k cr and thus improved stability, yet quantitatively not as dramatic ͑for the same, say, value of ␦͒; see in Fig. 5 for Ͼ1 ͑also see Fig. 4͒ . These numerical observations may possibly be confirmed by experiments.
A most interesting comment for the end. All the above remarks refer to low values of theta ͑under 1,cr , say around 69°; see above͒; higher values, closer to a transverse modulation situation, are always stable; see Figs. 1-4 . However, a careful study shows that this is only true for higher than 0.33 ͑cf. discussion in the previous paragraph͒. For lower values of , i.e., very high negative dust concentration, the narrow bell-shaped stability area near the origin ͑due to the angle-dependent Q 0 ) grows wider in k ͑for small ͒ but also higher in ͑for small k), and at some point crosses the upper separatrix ͑which is due to the isotropic nonlinearity contributions Q 1 , Q 2 ), giving birth to a new instability region for high values of the angle . This behavior is clearly reflected in Fig. 6 , for various small values of . We see that a very high negative dust concentration results in higher stability for small-angle modulation but enables instability for higher ; the latter is impossible for higher ͑i.e., absent from Figs. 1-3͒. It should nevertheless be repeated that this result, however interesting per se, is only valid for very high (Ͼ66%) electron depletion, due to the dust, which is rather improbable as a physical situation.
V. NONLINEAR EXCITATIONS
Let us now investigate the possibility of the existence of localized excitations in our system. The NLSE ͑26͒ is known to possess distinct types of localized constant profile ͑solitary wave͒ solutions, depending on the sign of the product PQ. Following Refs. 29 and 30, we shall briefly outline the method employed to derive their form and discuss their relevance to our problem.
A solution of Eq. ͑26͒ may be sought in the form (,)ϭͱ(,)e i⌰ (,) , where , are real variables which are determined by substituting into the NLSE and separating real and imaginary parts. The different types of solution thus obtained are clearly summarized in the following paragraphs.
A. Bright solitons
For PQϾ0 we find the ͑bright͒ envelope soliton,
representing a localized pulse traveling at a speed u and oscillating at a frequency ⍀ ͑for uϭ0). The pulse width L depends on the ͑constant͒ maximum amplitude square 0 as
B. Dark solitons
For PQϽ0 we have the dark envelope soliton ͑hole͒,
representing a localized region of negative wave density ͑shock͒ travelling at a speed u. Again, the pulse width depends on the maximum amplitude square 1 via
͑45͒
C. Gray solitons
It has been shown in Ref. 30 that looking for velocitydependent amplitude solutions, for PQϽ0, one obtains the gray envelope solitary wave,
which also represents a localized region of negative wave density; ⌰ 10 is a constant phase; S denotes the product S ϭsignPϫsign(uϪV 0 ). In comparison to the dark soliton ͑44͒, note that apart from the maximum amplitude 2 , which is now finite ͑i.e., nonzero͒ everywhere, the pulse width of this gray-type excitation,
now also depends on a, given by
( PQϽ0), an independent parameter representing the modulation depth (0Ͻaр1 for V 0 ϭu, we have aϭ1, and thus recover the dark soliton presented in the previous paragraph. Summarizing, we see that the regions depicted in Figs. 1-3 actually distinguish the regions where different types of FIG. 7 . ͑a͒ Contours of the dispersion coefficient P are depicted against normalized wave number k/k D ͑in abscissa͒ and angle ͑between 0 and /2͒. In ascending order ͑from bottom to top͒: PϭϪ0.3, Ϫ0.2, . . . , 0.2, 0.3; P clearly increases with , for a given wave number k. ͑b͒ A similar contour plot of the ratio P/Q ͓whose absolute value is related to the soliton width; see ͑43͒ and ͑45͔͒. In descending order, starting from above: P/QϭϪ0.01, Ϫ0.005, Ϫ0.001, 0, 0.001, 0.005, 0.01. The value of P/Q decreases with , for a given wave number k above k D , so higher seems to favor narrower ͑wider͒ bright-͑dark-͒ type excitations. These figures refer to negative dust charge, i.e., sϭϪ1 ͑here ϭ0.5). localized solutions may exist: bright ͑dark or gray͒ solitons will occur in white ͑black͒ regions ͑the different types of NLS excitations are exhaustively reviewed in Ref. 30͒. Furthermore, the soliton characteristics will depend on the dispersion laws via the P and Q coefficients; for instance, regions with higher values of P ͑or lower values of Q) ͑see Figs. 7 and 8͒ will support wider ͑i.e., spatially more extended͒ localized excitations.
VI. CONCLUSIONS
This work has been devoted to the study of the modulational instability of dust-ion acoustic waves propagating in an unmagnetized dusty plasma. Considering modulation oblique with respect to the propagation direction, we have shown that the conditions for the DIA wave to become unstable depend strongly on the angle between the propagation and modulation directions. As a matter of fact, the region of parameter values where instability occurs is rather extended for angle values up to a certain threshold; however, instability is excluded for higher values ͑up to 90°, and so on in a /2-periodic fashion͒.
Furthermore, we have studied the possibility of the formation of localized structures ͑solitary waves͒ in the system. Distinct types of localized excitations ͑envelope solitons͒ have been shown to exist. Their type and propagation characteristics depend on the carrier wave wavenumber k and the modulation angle .
Summarizing our results, we have seen that:
͑i͒ Obliqueness in the modulation direction has a strong influence on the conditions for the modulational instability to occur: regions which are stable to a parallel modulation may become unstable when subject to an oblique modulation, and vice versa; ͑ii͒ large-angle modulation seems to have a stabilizing effect; on the contrary, small-to-medium angle modulation ͑for between two critical values, depending on the dust concentration͒ enhances instability; ͑iii͒ DIAW-related localized excitations may appear and propagate in a dusty plasma; modulationally stable ͑unstable͒ (k,) regions support envelope solitary waves of the bright ͑dark or gray͒ type, for which explicit expressions are provided in the text; ͑iv͒ the type and characteristics of the localized modes depend on the value of : for given low-k, dark solitons ͑or holes͒ are wider as becomes higher ͑see Figs. 7, 8͒; for higher-k, bright ͑dark͒ solitons become narrower ͑wider͒ as increases; finally, for given values below ͑above͒ a threshold of, say, 60°, bright ͑dark͒ excitations will be narrower ͑wider͒ for higherk ͑see Fig. 7͒ ; ͑v͒ comparing the positive (sϭϩ1) to negative (sϭϪ1) dust cases, we have shown that positive dust enhances stability and rather favors dark-type excitations ͑hole solitons͒; furthermore, low-k dark envelope solitons appear to be narrower with positive dust; for higher-k there is practically no qualitative difference between the two dust charge sign cases.
Our aim has been to put forward a model study of the DIAW modulation which is generic, i.e., incorporating several previous descriptions, herein recovered for different choices of the value of physical parameters involved in the formulation. However, tracing possible limitations of this investigation, we have relied on a cold plasma description ͑omitting the ion temperature effects͒; furthermore, dust charge was assumed to be constant and the plasma geometry was taken to be Cartesian and infinite, for simplicity. These effects may be included in a forthcoming work. 
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