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 Data integration enables combining data from various data sources in a 
standard format. Internet of things (IoT) applications use ontology approaches 
to provide a machine-understandable conceptualization of a domain. We 
propose a unified ontology schema approach to solve all IoT integration 
problems at once. The data unification layer maps data from different formats 
to data patterns based on the unified ontology model. This paper proposes a 
middleware consisting of an ontology-based approach that collects data from 
different devices. IoT middleware requires an additional semantic layer for 
cloud-based IoT platforms to build a schema for data generated from diverse 
sources. We tested the proposed model on real data consisting of 
approximately 160,000 readings from various sources in different formats like 
CSV, JSON, raw data, and XML. The data were collected through the file 
transfer protocol (FTP) and generated 960,000 resource description 
framework (RDF) triples. We evaluated the proposed approach by running 
different queries on different machines on SPARQL protocol and RDF query 
language (SPARQL) endpoints to check query processing time, validation of 
integration, and performance of the unified ontology model. The average 
response time for query execution on generated RDF triples on the three 
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Kevin Ashton of Procter and Gamble has introduced the concept of the internet of things (IoT) in 
1999. The IoT is the network of physical devices, sensors, cameras, radio frequency identification devices 
(RFIDs), vehicles, home appliances, actuators, and connections. The IoT allows these devices to exchange data 
using IoT communication protocols and paradigm [1]. IoT architecture [2] consists of three layers namely 
perception, network, and application. The perception layer consists of physical objects or things that are being 
controlled using sensors and actuators. The network layer is able to connect the IoT sensors and actuators to a 
fixed gateway and router through different kinds of wired and wireless or public communication networks such 
as (ZigBee, Wi-Fi, 2G, 3G, and 4G). The application layer is the top layer in IoT architecture. The application 
layer is responsible for receiving data from IoT sources to the cloud platform using IoT communication 
protocols and paradigms. The application layer represents and visualizes collected data from IoT sources to 
help users to make decisions in real-time and send actuation commands to actuators. There are many IoT 
applications in diverse domains, like intelligent transportation systems, smart homes, intelligent healthcare, 
industry, security, and smart grids. However, the IoT has generated heterogeneity problems by using diverse 
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communication protocols, software environments, and device firmware. Many IoT applications, like healthcare 
systems, agriculture, smart grids, and intelligent transportation systems, have generated heterogeneous data. 
IoT devices range from low-power capacities sensors to multi-core platforms [3]. In addition, IoT devices have 
an internet protocol (IP) address for internet connectivity to allow communication and data exchange with other 
devices and users. There were approximately 50 billion sources connected to the internet by 2020 [4]. Often 
several heterogeneous objects located in different places need to interconnect and communicate in various 
ways.  
The problem of data integration is to integrate and present these heterogeneous data in a standard 
format for users. For example, semantic web technologies like resource description frameworks (RDF) [5] 
represent IoT data in a standard unified format. IoT devices generate heterogeneous data in diverse formats 
like XML, CSV, JSON, and other interactive formats, like images in JPEG format and video streaming from 
cameras. Data integration provides the ability to combine and integrate data from diverse sources in a standard 
format. An ontology [6] is a formal, explicit specification for shared conceptualization. The ontology provides 
a shared language to both differentiate and link concepts between the applications.  
It is challenging to integrate IoT devices, as they are limited by their resources, such as the battery, 
low power radio communication, and internet protocols. Users of IoT applications have to find alternatives for 
communication protocols, such as IPv6 over low-power wireless personal area networks (6lowPAN), message 
queuing telemetry transport (MQTT), and constrained application protocol (CoAP) protocols. Although users 
have used CoAP and 6lowPAN to query data from recognized and known sensors, they do not use them on a 
large scale. 
The combination of ontologies [7] provides interoperability with semantic support between 
applications. Data integration systems have used ontologies to create a machine-understandable format. The 
Semantic Web [8]  is an addition to the current web, in which information is meaningful and generates 
knowledge from information using ontologies. Data generated from diverse sources can be semantically 
annotated by adding semantic tags to the raw data. Semantic annotation represents classes, properties, 
attributes, and relationships between object properties. It provides a unified ontology-based view of the data 
for the user. An ontology-based approach integrates data from different formats (CSV, JSON, and XML) and 
other communication protocols. 
Furthermore, semantic annotation enables IoT applications to process generated heterogeneous data 
from diverse sensors in real-time applications automatically. It provides reasoning capabilities by adding 
inference rules and domain knowledge based on ontology models. The data generated is in an understandable 
format described in terms of properties and values using RDF triples, which describe the reading value, 
location, and type. SPARQL is a semantic RDF query language for databases. SPARQL protocol and RDF 
query language (SPARQL) selects and processes data stored in an RDF format based on sensor data. In the 
past [9], there have been attempts to create unified ontologies by adding semantic tags and meaningful 
connections between data sources and RDF models. Therefore, design middleware for data integration is 
essential for generating knowledge from the data collected from various devices. 
In this paper, we propose a shared ontology and unified ontology schema. The shared ontology is a 
combination of multiple ontologies, like the sensor network model (SSN) [10], sensor, observation, sample, 
and actuation (SOSA) [11], geospatial (GEO) [12], quantity kinds and units (QU) [13], extensible observation 
ontology (OBOE) [14], and IoT-Lite [15].  
In 2016, Keller et al. [16] combined heterogeneous data from air transportation systems. The semantic 
layers combine the heterogeneous data. The semantic technique is an ontology-based triple store. However, 
this approach did not perform well on a large scale and is not applicable to the real world. Sensors generate a 
large amount of data that must be integrated and manipulated in acceptable response time for real-time 
applications. In 2017, Rahimi and Hakimpour [17] proposed a cloud-computing-based framework for real-time 
storage and for analysing stored data from transportation applications. They evaluated the results using the 
OpenStreetMap technique on different platforms. Evaluation results showed that the dataset they used 
contained almost 5 million records. The rate of importing data is approximately 8 thousand records per second, 
and the rate of exporting data is almost 15 thousand records per second. In 2010, Patni et al. [18] proposed a 
framework that converts sensor data to RDF triples and connects to stored data through linked open data on 
the cloud. In 2017, Joseph et al. [19] proposed an IoT middleware architecture that contains an integrated 
framework for heterogeneous applications that enables communication between other applications in smart 
cities. The proposed architecture depends on centrally managed data centers.  
In 2013, Zhou et al. [20] proposed a fusion algorithm for data collected from IoT devices based on 
partitioning. In 2011, Moraru et al. [21] proposed the SemSense architecture that collects and publishes data 
from the sensor from one source. The SemSense architecture uses manual mapping of sensor data in the 
MYSQL database with SSN ontology concepts. In 2012, Le-Phuoc et al. [22] developed linked stream 
middleware (LSM) that collects, publishes, and annotation sensor data using cloud-based infrastructure. LSM 
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uses semantic sensor network ontology and relates data to available resources on the linked open data cloud. 
The shared ontology provides conceptual knowledge for heterogeneous data from various sources. There are 







Figure 1. Mapping ontology using a shared ontology 
 
 
In 2012, Elsaleh et al. [23] is a multi-layer framework that combines sources data in linked data form, 
provides access to IoT applications, and uses SPARQL endpoints. In 2017, Sarnovsky et al. [24] proposed 
integration by collecting heterogeneous data from diverse sources. They used Apace Nifi and designed 
workflows for processing real-time data from different locations. In 2019, Caballero et al. [25] proposed a 
Web-based middleware to manage the data from diverse sources. This middleware is based on the existing 
technologies to achieve interoperability and reusability. In 2019, Rahman and Hussain, [26] proposed a fog-
based semantic model to exploit interoperability by migrating some commonly used cloud services to the fog 
to reduce task execution time and energy consumption. In 2019, Kim et al. [27] proposed a semantic web-
based plug and play device management model in IoT by using SPARQL queries and semantics web 
technologies to exploit interoperability. In 2018, Guo et al. [28] proposed an artificial intelligence based 
semantic IoT to combine data from different devices to provide smart decisions in the Smart Cities as IoT 
application. In 2019, Venceslau et al. [29] described a survey in IoT semantic interoperability and focused on 
a systematic mapping study. In 2018, Skarmeta et al. [30] proposed the IoTCrawler framework that extracts 
metadata from the data sources. The framework sends annotated metadata to the application layer and stores 
the annotated metadata in an RDF metadata repository. In 2018, Giacomo et al. [31] proposed a semantic data 
integration model based on the global schema on ontologies to enhance query processing in big data and reduce 
the processing time in large-scale data. In 2019, Alshehab et al. [32] proposed a shared semantic integration 
model for E-government to enhance the shared knowledge between the citizens. This shared model lacks 
updating with the variations in government service type leads to ineffective sharing.  
In 2019, Jayaratne et al. [33] proposed a data integration platform for patient-centred to combine the 
heterogeneous data from clinical sources and enhance the clinical decision making for different stakeholders. 
Hence, the aim of this research is to: i) construct a new semantic integration layer to model heterogeneous data 
collected from diverse sources; ii) propose a unified ontology schema approach based on a combination of 
ontologies and semantic web technologies to solve all IoT integration problems at once. The data unification 
layer maps fetched real data from IoT sources such as (temperature sensor, motion sensor, linear heat detection, 
traffic light controller, TrafiCam FLIR camera) in different formats like (like CSV, JSON, raw data, XML) to 
data patterns based on the unified ontology model; iii) add a semantic layer for cloud based IoT platforms to 
build a schema for data generated from diverse sources; iv) provide reasoning capabilities by adding inference 
rules and domain knowledge based on ontology models; v) develop a demo IoT application for testing the 
middleware in real-time. The demo used all layers of the ontology model; and vi) evaluate the proposed 
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approach by running different queries on different machines on SPARQL endpoints to check query processing 
time, validation of integration, and performance of the unified ontology model. To our knowledge, the 
heterogeneity issue remains a challenge. The problem is to provide a unified ontology semantic layer for 
heterogeneous data from multiple sources in real-time applications.  
The rest of this paper is structured as follows. Section 2 presents our proposed architecture and 
implementation processes. Section 3 presents the results, discussion, and evaluation of the proposed model. 
Section 4 concludes the paper. Eventually, Section 5 discusses our future work objectives. 
 
 
2. ONTOLOGY-BASED APPROACH  
This paper introduces the middleware layer that collects data from heterogeneous sources, like 
sensors, cameras, and radio frequency identification devices (RFIDs). The aim of our research is to construct 
a new semantic integration layer to model heterogeneous data collected from diverse sources. Coordinating 
real-time traffic is a highly challenging problem. We use a combination of existing ontologies to clarify the 
concept of smart traffic. The integration of data from heterogeneous sources must be in a standard format. The 
proposed middle layer integrates data from local sources. The proposed model uses semantic web technologies 






Figure 2. Data integration middleware in the IoT 
 
 
Data integration is required to convert data to a standard format and combine data from various 
devices (roadside sensors, traffic lights, and cameras). The model allows the user to gain knowledge from 
sources of data and make decisions in real-time applications. An additional aim of this paper is to enhance the 
ontology model by extracting more knowledge and information from the data collected from diverse sources. 
The proposed model consists of five layers, as described in subsection 2.1 to 2.5. 
 
2.1.  Information gathering layer 
This layer is concerned with collecting data from heterogeneous sources, such as traffic insights, 
inroads, roadside sensors, RFID, and cameras, in diverse formats, such as CSV, XML, JSON, text, image, and 
video. This layer provides wrappers for heterogeneous data in different formats to obtain data in a standard 
format. 
 
2.2.  Extraction process layer 
After data is collected from various sensors in the first layer, a RESTful API web service that we 
developed sends the data to the extraction process, which extracts data schema from the raw data using JAVA 
Trang API. 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 
 A unified ontology-based data integration approach for the internet of things (Ahmed Swar) 
2101 
2.3.  Semantic integration layer  
After generating the data schema using JAVA Trang API, we analyse the data schema. We use the 
output generated from the analysis in the JUNG framework to create a data schema graph. We use JENA API 
to generate OWL entities like classes, attributes, object properties, and data type properties. In the semantic 
integration layer, the captured data from various devices is annotated using a combination of existing ontologies 
like SSN, OBOE, GEO, QU, and IoT-lite. A combination of ontologies provides unified data models for 
various data inputs. We designed a lightweight data model to decrease traffic in the network and manipulate 
data with an acceptable response time for real-time applications.  
Semantic annotation of data can be done by adding semantic tags to raw data captured from various 
sources to represent classes, properties, data object properties, and relations based on existing ontologies. It 
generates a set of information about the data, according to the source data, in a standard format. This allows 
information to be processed automatically in a standard way from heterogeneous data.  SSN ontology is an 
ontology that contains classes and properties for sensors and observations of sensors. GEO ontology is an 
ontology for describing the location of a sensor device that consists of longitude and latitude. QU ontology is 
an ontology for describing quantity kinds and units for sensors. IoT-Lite ontology is a lightweight ontology for 
describing diverse devices of the internet of things, entities, and services. SOSA ontology is an ontology that 
consists of classes such as (actuator, sensor, platform, feature of interest, observation), and properties. After 
applying ontologies as shown in Figure 3 to the data model, we need to add logical inference rules to the 





Figure 3. The core classes and object properties in shared ontology schema 
 
 
2.4.  Data saving layer 
This layer consists of storing annotated data semantically. After applying the semantic integration 
layer, we generate the RDF turtle and integrated data. It contains RDF triple stores generated from the semantic 
annotation model. This layer also contains databases that provide support for the RDF format to store RDF 
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triples and can retrieve data from them. The stored data must then be retrieved from the RDF triple files. We 
use SPARQL endpoints to make queries about stored annotated data in RDF triples. SPARQL is an RDF query 
language for saving data in databases. It allows access to heterogeneous data with a unified format stored in 
triple stores. 
 
2.5.  Data application layer 
By using SPARQL endpoints to execute queries, users can access data in various IoT applications, 
like intelligent transportation systems (ITS), and healthcare. RESTful API must be used to transfer data 
generated from SPARQL to the IoT application dashboard. The IoT application uses combined data from 
diverse sources in one view to provide usability for the user in real time. 
We used programming technologies like JAVA, PHP, SPARQL, Apache Fuseki, OWL, Protege, Python, and 
MySQL to create a database management server. We developed a demo application for testing the middleware. 
The demo used all layers of the ontology model.  
Building IoT middleware is challenging because of the many different environments and types of 
hardware and communication protocols involved. We used the FIWARE platform to combine data from 
various devices in various formats and store it in the server automatically for every new reading. The demo 
application can combine heterogeneous data from diverse sources.  
Source data is collected by the FIWARE platform in the information gathering layer as raw data and 
stored in a server. We developed a demo IoT application that uses vocabularies and classes from ontologies 
like SSN, SOSA, OBOE, IoT-Lite, GEO, and QU. GEO ontology is used for the location of the device, and 
QU ontology is used for quantities and units. The middleware provides a data model by applying a semantic 
integration layer to transform data into a unified view. We used the MYSQL database for storing readings 
continuously from various sources. We also used the Apache JENA Fuseki server to store RDF triples in 
SPARQL endpoints. The proposed middleware annotates data to store in RDF triples, then publishes it in 
SPARQL Endpoints using vocabularies from existing ontologies. RDF triples contain URIs that identify the 
device, location, and reading value. The model uses some devices installed in the Azhar Tunnel as IoT devices 
and acquires heterogeneous data from diverse sources, like temperature sensors, motion sensors, heating 
detection sensors, traffic light controllers, and TrafiCam FLIR cameras, as shown in Table 1. These devices 
generate data in different formats, such as CSV, XML, and JSON. 
 
 
Table 1. Connected data sources 
Device Generated Format Data Acquisition No. of Readings 
Temperature sensor XML FTP 10000 
Motion Sensor CSV FTP 30000 
Linear Heating Detection JSON FTP 65000 
Traffic Light Controller JSON TCP/IP 35000 
TrafiCam FLIR Camera CSV TCP/IP 20000 
 
 
3. RESULTS AND DISCUSSION 
3.1.  Implementation and experimental results  
We prepared a windows-based operating system and set up deep learning environments. We evaluated 
the ontology model using a FIWARE platform and server running on different machines. The development 
machine contains an IoT application, a JAVA application that watches the files in the folder, and a semantic 
integration layer. After the middleware runs on the machine, it generates RDF triples, stores data in triple 
stores, and inserts data in the MYSQL database. We publish TTL files in SPARQL endpoints and make a 
RESTful API to view the data in a demo application. Table 2 shows variously connected sources, including a 
number of readings from connected sources in different formats (XML, JSON, and CSV). Table 2 also shows 
the number of RDF triples generated per format and per number of readings, the RDF dump file size for every 
format, and the MYSQL database size per number of readings and format. XML format achieved the best 
response time on three servers compared to JSON and CSV format because the response time for extracting 
data schema from XML files is faster than other file formats. The JSON format is lightweight, easy to read and 
transmission from sensors to the server could be faster than other file formats because less data is transferred. 
CSV format consumes less memory, is more secure, and is more compact than other file formats but does not 
support hierarchies of data. The temperature sensor achieved the best response time on three servers because 
the temperature sensor has generated XML files through FTP protocol. 
Import combination of ontology libraries in SPARQL queries as prefixes.  
− Initialize prefix for predicate with <http://www.fcih.net/ > 
− Define namespace for SSN terms from SSN Ontology repository < http://www.w3.org/ns/ssn/ > 
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− Define prefix for OBOE ontology <http://ecoinformatics.org/oboe/oboe.1.0/oboe− core.owl#>  
− Define prefix for Iolite ontology < http://purl.oclc.org/NET/UNIS/fiware/iot − lite# > 
− Define prefix for GEO ontology < http://www.opengis.net/ont/geosparql# > 
− Define prefix for QU ontology < http://purl.oclc.org/NET/ssnx/qu/qu# > 
− Define prefix for DUL ontology <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>  
− Define prefix for SOSA ontology < http://www.w3.org/ns/sosa/> 
 
 
Table 2. Connected data sources formats 
Data Acquisition Formats XML CSV JSON 
No. of reading from connected sources 10,000 50,000 100,000 
No. of RDF Triples 60,000 300,000 600,000 
RDF dump file size 3.6 MB 18 MB 36 MB 
MYSQL Database size 0.9 MB 4.5 MB 9 MB 
 
 
3.2.  Evaluation 
This research aims to enhance the accuracy of integration and interoperability. Instead of using a 
simulated dataset, we used real data from the Azhar Tunnel to test the data integration middleware. We used 
SPARQL queries to evaluate the performance of the middleware, running the middleware on three different 
machines. This provides an overview of the data integration performance. We used SPARQL queries in an IoT 
application developed with PHP to query from the MYSQL database and SPARQL endpoints. We developed 
sample SPARQL queries to assess the performance of the whole application in real time. The SPARQL queries 
are described below. 
We consider the operating system, CPU type, and generation in choosing three different machines to 
test and run the IoT application. The specifications of machines are described as the following: 
− Server 1 with Windows 10 64-bit operating system, 8 GB RAM, and Intel Core i7 2.60 GHz CPU.  
− Server 2 with Windows 10 64-bit operating system, 16 GB RAM, and Intel Core i7-8565U 1.80GHz CPU.  
− Server 3 with Windows 7 64-bit operating system, 16 GB RAM, and Intel Xeon 3.30 GHz CPU. 
The data collected from sources is transferred automatically to the FIWARE platform. After the 
semantic integration layer is executed, RDF triples are generated, with full information according to the 
connected sources, in a TTL format. Sample queries were executed on the Apache Jena Fuseki server to check 
query processing performance and test the accuracy of retrieving data from SPARQL endpoints for use in the 
IoT application dashboard. We developed the JAVA program to use SPARQL queries and measured both the 
performance of the whole application in real time and the measured response time of the queries in seconds. 
Table 3 describes sample SPARQL queries to assess the performance of the whole application in real time. 
 
 
Table 3. Sample of SPARQL queries 
# Objective Syntax 
Q1 Select the last reading 
value of temperature 
sensor 
SELECT ?Value ?Timestamp WHERE{{?sensor_reading a ssn:Observation; 
ssn:observedBy ?sensor; ssn:observationResultTime ?Timestamp;ssn:hasValue ?Value.}{?sensor a 
ssn:Sensor; iotlite:hasQuantityKind ?property.} FILTER (?property ="Temperature")} ORDER BY 
DESC (?Timestamp) LIMIT 1 
Q2 Retrieve reading 
values in specific 
location of sensor 
SELECT ?Value ?Timestamp WHERE { ?sensor_reading a ssn:Observation;ssn:observedProperty 
%%;ssn:observedBy ?sensor;ssn:hasValue ?Value; ssn:observationResultTime ?Timestamp FILTER 
(?Timestamp < "2020-07-15" && ?Timestamp > "2020-07-01"). ?sensor iotlite:hasSensingDevice 
?sensing_device. 
?sensing_device geo:lat %% ?sensing_device geo:long %%.} LIMIT 25 
Q3 Retrieve number of 
reading values of 
specific sensor 
SELECT ?sensor_property COUNT(?Sensor_Reading) WHERE{ {?Sensor_Reading 
ssn:observedBy ?sensor.}{?sensor a ssn:Sensor; iotlite:hasQuantityKind ?sensor_property.} FILTER 
(?sensor_property ="Temperature")}} GROUP BY ?sensor_property ORDER BY DESC 
(COUNT(?Sensor_Reading)) 
Q4 Retrieve number of 
sensors in specific 
location using GPS 
coordinates (longitude, 
latitude) 
SELECTCOUNT (DISTINCT(?Sensor_Device) ) WHERE { ?Sensor_Device a ssn:Sensor;?Device 
geo:long "%%"^^xsd:double; geo:lat "%%"^^xsd:double. 
iotlite:hasQuantityKind %%;iotlite:hasSensingDevice ?Device.} 
Q5 Retrieve Timestamp 
and location of heating 
detection sensor when 
fire is on 
SELECT ?Value ?Timestamp ?Lat ?Long WHERE{{?sensor_reading a ssn:Observation;ssn: 
observedBy ?sensor; ssn:observationResultTime ?Timestamp;ssn:hasValue ?Value.} {?sensor a 
ssn:Sensor;iotlite:hasSensingDevice ?Device;iotlite: hasQuantityKind ?property. ?Device geo:lat 
?Lat ?Device geo:long ?Long } FILTER (?property ="Fire").FILTER (?Value =  ON) 
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Figure 4 shows the technical diagram of IoT data integration middleware, which consists of four 
layers. The device layer contains IoT devices and is connected to the edge layer through the fixed gateway and 
router to monitor the IoT stream from any device connected to the Internet. The back-end layer stores raw data 
and processes data using semantic integration, then stores the knowledge in SPARQL endpoints. The  
front-end layer shows the web dashboard of the IoT application. We also tested the middleware on different 
machines with different capabilities to simulate different environments in the real world, as shown in Table 4. 
The table shows the execution of every query and the response time per storage size (RDF triples) in seconds 





Figure 4. Technical diagram of IoT data integration middleware 
 
 
Table 4. Running Middleware on three different machines 
Server 1 Server 2 Server 3 
60 K 300 K 600 K 60 K 300 K 600 K 60 K 300 K 600 K 
0.002 0.003 0.004 0.001 0.001 0.001 0.001 0.001 0.001 
0.004 0.004 0.004 0.002 0.002 0.002 0.015 0.002 0.002 
0.066 0.2 0.6 0.03 0.1 0.3 0.025 0.1 0.3 
0.066 0.27 0.7 0.03 0.13 0.37 0.025 0.11 0.32 
0.066 0.27 0.87 0.03 0.13 0.4 0.027 0.12 0.35 
0.13 0.33 1.067 0.07 0.17 0.5 0.06 0.15 0.42 
0.004 0.004 0.004 0.002 0.002 0.002 0.001 0.001 0.002 
0.004 0.006 0.006 0.002 0.003 0.003 0.001 0.002 0.003 
0.006 0.006 0.009 0.003 0.003 0.004 0.002 0.003 0.004 
0.006 0.008 0.011 0.003 0.004 0.005 0.003 0.003 0.005 
0.006 0.006 0.01 0.003 0.003 0.005 0.002 0.003 0.004 
 
 
After testing the middleware on different machines, we noticed that the average response time of 
query execution on server 3 is the best performance compared to two servers because of the XEON CPU and 
generation on server 3. We tested the middleware on three different machines to evaluate the best performance 
in a real-time environment for high-traffic events and transactions. In the future, we will integrate interactive 
formats like images and videos in IoT applications such as intelligent transportation systems. Therefore, we 
need to run the model on a machine with high capabilities performance to visualize and analyse the integrated 
data from different sources in different formats in real-time to provide smart decisions. Figure 5 shows the 
experimental scenario for IoT data integration middleware, which consists of multiple layers as described in 
detail in the ontology-based approach section. 
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IoT devices generate heterogeneous data in various formats, like XML, CSV, JSON, and other 
interactive formats. Data integration allows data from diverse sources to be combined in a standard format. We 
used real data from the Azhar Tunnel in the proposed solution. The proposed middleware generated data in a 
unified format and displayed the data in a unified way. In the proposed model, we added a semantic integration 
layer containing a combination of existing ontologies, like SSN, SOSA, OBOE, IoT-Lite, QU, and GEO, and 
added inference rules to the inference engine. Then we generated RDF triples, stored them in triple stores, and 
published the data in SPARQL endpoints. We developed eleven SPARQL queries to assess the performance 
of the whole application in real-time. We also tested the middleware on different machines with different 
capabilities to evaluate the best performance in a real-time environment. We noticed that the average response 
time of query execution on server 3 is the best performance compared to two servers because of the XEON 
CPU and generation on server 3. Therefore, the average response time for query execution on generated RDF 
triples from JSON format on the three servers were approximately 0.298 seconds, 0.144 seconds, 0.128 
seconds, respectively. In addition, the average response time for query execution on generated RDF triples 
from CSV format on the three servers were approximately 0.101 seconds, 0.0498 seconds, 0.045 seconds, 
respectively. Eventually, the average response time for query execution on generated RDF triples from XML 
format on the three servers were approximately 0.032 seconds, 0.016 seconds, 0.0147 seconds, respectively. 
 
 
5. FUTURE WORK 
Cars play a crucial role in an IoT application such as an intelligent transport system (ITS). This system 
has emerged in response to the need to reduce congestion, save time, reduce crashes, and reduce fuel 
consumption. The automated traffic control system for automatic plate recognition is an important factor of 
automated traffic monitoring. Automatic license plate recognition has become very necessary. 
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In the future, we will work on improving the model and applying it to interactive formats like images 
and videos in IoT applications such as intelligent transportation systems. This will help users to access 
heterogeneous data in middleware from various formats like CSV, XML, JSON, other interactive formats such 
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