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Introduction Ge´ne´rale
La re´gularite´ de Castelnuovo-Mumford est un invariant important en alge`bre com-
mutative et en ge´ome´trie alge´brique. Elle mesure les notions suivantes.
– La complexite´ alge´brique d’un ide´al ou d’un module gradue´. Elle mesure le degre´
maximal des syzygies apparaissant dans une re´solution libre minimale gradue´e de
l’ide´al ou du module. Elle donne e´galement le plus grand degre´ des e´le´ments d’une
base de Gro¨bner pour l’ordre lexicographique inverse.
– Elle est une mesure effective dans les the´ore`mes d’annulation de Grothendieck et
de Serre.
– Elle borne le degre´ a` partir duquel la dimension, comme espace vectoriel sur le
corps de base des composantes homoge`nes d’un ide´al ou d’un module gradue´,
devient une expression polynomiale.
– Le degre´ µ a` partir duquel l’ide´al ou le module obtenu en ne conservant que les
composantes homoge`nes de degre´ au moins µ d’un ide´al ou d’un module gradue´
donne´ admet une re´solution line´aire. Cette caracte´risation de la re´gularite´ de
Castelnuovo-Mumford a permis (entre autres) a` David Mumford de donner une
preuve simplifie´e de l’existence du sche´ma de Hilbert.
Dans [2], Bayer et Stillman ont montre´ que si R est un anneau de polynoˆmes muni
de l’ordre lexicographique inverse, I un ide´al homoge`ne de R et gin I son ide´al initial
ge´ne´rique, alors
reg I = reg(gin I).
La re´gularite´ de I est donc le maximum des degre´s des ge´ne´rateurs de son ide´al initial
ge´ne´rique pour l’ordre lexicographique inverse. Cette connection a motive´ beaucoup de
recherches pour les bornes de la re´gularite´ de Castelnuovo-Mumford en terme des degre´s
des ge´ne´rateurs d’un ide´al ou d’un module gradue´.
Dans cette direction Bertram, Ein et Lazarsfeld ont montre´ dans [3] que si X une
varie´te´ projective complexe, lisse et irre´ductible de codimension e, de´finie par des hy-
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persurfaces de degre´s d1 ≥ d2 ≥ · · · ≥ dm, alors
reg(IX) ≤ d1 + d2 + · · ·+ de − e+ 1.
Dans [25] Chardin et Ulrich donnent une ge´ne´ralisation des re´sultats de Bertram-
Ein-Lazarsfeld dans le cas ou le corps de base est de caracte´ristique nulle.
Soit k un corps de caracte´ristique ze´ro et S ⊂ Pnk un sche´ma e´quidimensionnel de
codimension e sans composante immerge´e et de´fini par des formes de degre´ d1 ≥ d2 ≥
· · · ≥ dm. Si S est localement intersection comple`te sauf pour un nombre fini de points
et ne posse`de que des singularite´s rationnelles en dehors d’un sche´ma de dimension 1,
Chardin et Ulrich montrent que
reg(IS) ≤ d1 + d2 + · · ·+ de − e+ 1.
Soit k un corps et R un anneau de polynoˆmes sur k, I = (f1, · · · , fs) ⊂ R un ide´al
engendre´ par des formes de degre´s d1 ≥ d2 ≥ · · · ≥ ds ≥ 1, S = Proj(R/I) ⊂ P
n
k , un
sche´ma localement intersection comple`te de codimension r, avec 1 < r < n. Supposons
que S a au plus des singularite´s irrationnelles isole´es si la caracte´ristique de k est nulle
ou a au plus des singularite´s F -rationnelles si la caracte´ristique de k est strictement
positive, alors ils montrent dans le meˆme article que
reg(R/I) ≤
(
(dimS + 2)!
2
)
(d1 + · · ·+ dr − r − 1).
Les exemples de Mayr et Meyer montrent qu’il existe des ide´aux dont la re´gularite´
est de l’ordre de dc
n
avec c > 1, ou` d est le maximum des degre´s des ge´ne´rateurs de l’ide´al
et n le nombre de variables. Dans cette direction, pour un corps k de caracte´ristique
ze´ro et un ide´al I d’un anneau de polynoˆmes R = k[X0, · · · , Xn], engendre´ en degre´s
au plus d, Galligo ([Ga1], [Ga2]) et Giusti ([Giu]) ont prouve´ la borne suivante :
reg(I) ≤ (2d)2
n−1
.
Utilisant un argument de Mumford ([64]), Bayer et Mumford ([1]) ont obtenu en
toute caracte´ristique la borne plus faible suivante :
reg(I) ≤ (2d)n!.
Dans [16] Caviglia et Sbarra montrent que la borne de Galligo et Giusti est valide
en toute caracte´ristique.
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Notre travail s’inscrit dans le cadre de la recherche de bornes pour la re´gularite´ de
Castelnuovo-Mumford en fonction des degre´s des e´quations de de´finition et constitue
une continuation des travaux cite´s ci-dessus.
Il est constitue´ de quatre chapitres.
Dans le premier chapitre, nous donnons des ge´ne´ralite´s sur la re´gularite´ de Castelnuovo-
Mumford. Il n’y a aucun re´sultat nouveau dans ce chapitre.
Le chapitre 2 est constitue´ de deux parties. Dans la premie`re partie, nous e´tudions
la re´gularite´ de Castelnuovo-Mumford des ide´aux en petite dimension. Dans cette pers-
pective nous avons obtenu le re´sultat suivant, qui ame´liore en dimension 2 les bornes
de Caviglia et Sbarra :
The´ore`me 0.1. Soit I un ide´al d’un anneau de polynoˆmes R = k[X0, · · · , Xm+1] de
codimension m, engendre´ en degre´s d1 ≥ d2 · · · ≥ ds avec s > m. Soit Z le groupe de
points de´fini par une section ge´ne´rale de X := Proj(R/I), et iZ := indeg(IZ). Alors,
reg(I) ≤ (d1d2 · · ·dm − deg(Z) + 1)(d1 + d2 + · · ·+ dm+1 −m− iZ) + iZ .
La deuxie`me partie est consacre´e a` la recherche d’exemples d’ide´aux de grande
re´gularite´.
Soit m ≥ 2, R = k[X0, · · · , Xm+1] et bm,n l’ide´al de la courbe monomiale Cm,n ⊂
Pm+1 parame´tre´e sur la carte affine X0 = 1 par
(1 : t : tn
m
: tn
m−1(n+1) : · · · : tn(n+1)
m−1
).
Nous construisons, a` partir des ge´ne´rateurs de l’ide´al bm,n, un ide´al Im,n de´finissant
une intersection comple`te de codimension m et par des techniques de liaison, nous
construisons a` partir de Im,n, un ide´al Im,n ve´rifiant
reg(Im,n) ≥ n
m +mn + 2m−2 − 2.
Dans le chapitre 3 nous e´tendons aux modules gradue´s de type fini les bornes connues
pour les ide´aux. Comme reg(I) = reg(R/I)+1, le cas des ide´aux correspond aux modules
cycliques engendre´s en degre´ ze´ro. Pour prolonger le re´sultat aux modules quelconques,
nous tenons compte des degre´s des ge´ne´rateurs et de leurs relations.
Pour e´tablir les re´sultats de ce chapitre nous proce´dons en deux e´tapes.
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D’abord nous e´tablissons des bornes dans le cas des modules de dimension au plus
un. En second nous e´tendons aux modules la me´thode de Caviglia et Sbarra, cette
me´thode permet de proce´der par re´currence sur la dimension du module.
Pour la premie`re e´tape nous employons un argument d’abord pre´sente´ par Gruson,
Lazarsfeld et Peskine en prouvant des bornes pour la re´gularite´ des courbes re´duites.
Cet argument montre qu’il n’est pas ne´ce´ssaire d’avoir une re´solution libre gradue´e
pour estimer la re´gularite´ de Castelnuovo-Mumford. Nous avons obtenu le re´sultat sui-
vant qui ge´ne´ralise et ame´liore les bornes de Giusti, Galligo, Bayer, Mumford, Caviglia
et Sbarra :
The´ore`me 0.2. Soit R un anneau de Cohen-Macaulay gradue´ standard sur un anneau
artinien local R0 et M 6= 0 un R-module gradue´ de type fini. Supposons que M est en-
gendre´ par n e´le´ments de degre´s non ne´gatifs. Soit c et δ la codimension et la dimension
du support de M (c+ δ = dimR), respectivement. Si M est un R-module engendre´ en
degre´ au plus κ−1 et dont les relations sont de degre´s au plus κ ; alors :
– (i) si δ ≤ 1 et c > 0, reg(M) ≤ reg(R) + (dimR + n− 1) κ− dimR ;
– (i)’ si δ ≤ 1 et c = 0, reg(M) ≤ reg(R) + κ−1;
– (ii) si δ ≥ 2 et c > 0,
reg(M) ≤
[
deg(R)(reg(R) + (c+ n) κ−c)
(
c + n− 1
c
)
κc
]2δ−2
;
– (ii)’ si δ ≥ 2 et c = 0,
reg(M) ≤ [n deg(R)(reg(R) + κ)]2
δ−2
.
Les conclusions de ce the´ore`me sont assez ge´ne´rales, car elles sont valables pour des
modules de dimension au plus un sur chaque R0-alge`bre gradue´e standard, ou` R0 est un
anneau local artinien et sur des modules de dimension quelconque sur une R0-alge`bre
gradue´e de Cohen-Macaulay.
Pour de´montrer ce the´ore`me, nous sommes amene´s a` estimer la multiplicite´ (ou
degre´) d’un module supporte´ en dimension ze´ro et nous avons obtenu dans ce sens le
the´ore`me suivant :
The´ore`me 0.3. Soit R un anneau gradue´ standard de Cohen-Macaulay et M un R-
module gradue´ de codimension c > 0 engendre´ par n e´le´ments de degre´s a1, · · · , an et
dont le premier module de syzygie est engendre´ en degre´s b1 ≥ · · · ≥ bs.
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Alors, s ≥ c+ n− 1 et
deg(M) ≤ deg(R)
∑
1≤i1≤···≤ic≤n
c∏
ℓ=1
(biℓ+ℓ−1 − aiℓ).
Dans le chapitre 4, nous e´tudions des bornes pour la re´gularite´ de Castelnuovo-
Mumford d’un sche´ma, admettant des singularite´s, en fonction des degre´s des e´quations
de´finissant le sche´ma, de sa dimension et de celle de son lieu singulier. Ce travail est une
continuation des travaux de Bertram-Ein-Lazarsfeld, d’une part et de Chardin-Ulrich
d’autre part.
Soit R = k[X0, · · ·Xn], un anneau de polynoˆmes sur le corps k, I ⊂ R un ide´al ho-
moge`ne engendre´ par des e´le´ments homoge`nes de degre´s au plus D. Soit X = Proj(R/I)
le sche´ma projectif sur k de´fini par I et d sa dimension. Soit δ la dimension du lieu
singulier de X (avec la convention δ = −1 si X est lisse). Si la caracte´ristique du corps
k est nulle, X purement de codimension r > 0 et δ ≤ 0, Bertram-Ein-Lazarsfeld [3]
dans le cas lisse et Chardin-Ulrich [25] dans le cas ou` les singularite´s sont isole´es, ont
montre´ la borne suivante :
reg(IX) ≤ r(D − 1) + 1.
Dans ce chapitre, nous e´tablissons le re´sultat suivant.
The´ore`me 0.4. Soit X un sche´ma projectif sur un corps k, de dimension d et de
codimension r > 0. Soit δ la dimension du lieu singulier de X et IX l’ide´al sature´
de´finissant X. On suppose que X est de´fini par des e´quations de degre´s au plus D ≥ 2.
1) Si δ = −1 ou δ = 0 et la caracte´ristique de k est nulle, alors
reg(IX) ≤ r(D − 1) + 1.
2) Si δ ≤ 1, alors reg(IX) ≤ (dimX)!(r(D − 1)− 1) + 1.
3) Si δ ≥ 2 alors,
reg(IX) ≤ CnD
(n−δ)2δ−2 ,
ou` Cn ne de´pend que de n.
Pour e´tablir nos bornes, nous proce´dons en deux e´tapes. Dans la premie`re e´tape,
nous e´tablissons des bornes pour la re´gularite´ des sche´mas dont les singularite´s sont
14 Introduction Ge´ne´rale
de type rationnel et localement intersection comple`te, hors d’un nombre fini de points.
Nous utilisons pour cela la me´thode de Chardin et Ulrich. Cette me´thode, de´crite dans
[25], utilise des techniques de liaison, une re´currence sur la dimension et une version
ame´liore´e du the´ore`me d’annulation de Kodaira.
Dans la deuxie`me e´tape, on se rame`ne au cas e´tudie´ dans la premie`re e´tape, en
utilisant un the´ore`me de Bertini et une re´currence introduite par Caviglia et Sbarra
dans [16] et de´veloppe´e dans le chapitre 3.
Chapitre 1
Ge´ne´ralite´s sur la re´gularite´ de
Castelnuovo-Mumford
1.1 Introduction
Soit R = k[X1, · · · , Xr] un anneau de polynoˆmes sur un corps k, m = (X1, · · · , Xr)
et M un R-module gradue´ de type fini. Posons bi(M) = max{µ/Tor
R
i (M, k)µ 6= 0}
si TorRi (M, k) 6= 0 et bi(M) = −∞ sinon. Soit H
0
m
(M) = {z ∈ M/∃j,mjz = 0}
et H im(−) le i-e`me foncteur de´rive´ droit de H
0
m(−) dans la cate´gorie des R-modules.
Posons ai(M) = max{µ/H
i
m
(M)µ 6= 0} si H
i
m
(M) 6= 0 et ai(M) = −∞ sinon.
Le but de ce chapitre est de pre´senter les principales proprie´te´s de la re´gularite´ de
Castelnuovo-Mumford et de passer en revue les me´thodes et les principales bornes qui
ont e´te´ e´tablies dans la litte´rature. E´tant donne´ qu’il n’y a pas d’e´nonce´ nouveau dans
ce chapitre, les re´sultats seront donne´s pour la plupart sans de´monstration.
1.2 Caracte´risation de la re´gularite´ de Castelnuovo-
Mumford
Soit une re´solution libre minimale gradue´e d’un R−module M gradue´ de type fini,
0 −→ Fp −→ Fp−1 −→ · · · −→ F0 −→ M −→ 0, ou` Fi =
⊕
j
R[−bi,j ].
Comme la re´solution ci-dessus est minimale, les diffe´rentielles du complexe F• ⊗R k
sont nulles, d’ou` TorRi (M, k) ≃ ⊕jk[−bi,j ]. On en de´duit que bi(M) = maxj{bi,j}.
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De´finition 1.1. On de´finit la re´gularite´ de Castelnuovo-Mumford de M par :
reg(M) = max
i,j
{bi,j − i}
= max
i
{bi(M)− i}.
De´finition 1.2. Soit d un entier et M un R-module gradue´ de type fini. On dit que M
est faiblement d-re´gulier si
H i
m
(M)d−i+1 = 0, ∀i > 0.
De´finition 1.3. On dit que M est d-re´gulier s’il est faiblement d-re´gulier et si
d ≥ reg(H0m(M)).
De´finition 1.4. Soit l une forme line´aire, on dit que l est une forme presque re´gulie`re
sur M si le sous module (0 :M (l)) = {m ∈M/lm = 0} est de longueur finie.
Notons que l est une forme presque re´gulie`re si et seulement si l est un non diviseur
de ze´ro dans Msm =M/H0
m
(M).
Nous avons la proposition suivante.
Proposition 1.5. Soit R = k[X1, · · · , Xr] un anneau de polynoˆmes sur un corps k
infini. Si l est une forme line´aire suffisamment ge´ne´rale, alors l est une forme presque
re´gulie`re pour tout R-module gradue´ de type fini M .
La proposition suivante montre comment se comporte la re´gularite´ par rapport a`
une section hyperplane.
Proposition 1.6. [30, Proposition 4.10]
Soit M un R-module gradue´ de type fini et l une forme presque re´gulie`re sur M .
(1) Si M est faiblement d-re´gulier alors M/lM est faiblement d-re´gulier.
(2) Si M est faiblement d-re´gulier, il est faiblement (d+ 1)-re´gulier.
(3) M est d-re´gulier si et seulement si M/lM est d-re´gulier et H0
m
(M) est d-
re´gulier.
Le the´ore`me suivant donne une caracte´risation de la re´gularite´ de Castelnuovo-
Mumford
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The´ore`me 1.7. [30, 4.3]
Soit M un R-module gradue´ de type fini et d un entier, les conditions suivantes sont
e´quivalentes :
(1) d ≥ reg(M) ;
(2) d ≥ ai(M) + i pour tout i ;
(3) M est d-re´gulier.
De´monstration. 1) ⇒ 2) Supposons que d ≥ reg(M) et raisonnons par re´currence sur
la dimension projective pdimR(M) de M .
– Si pdimR(M) = 0, M est un R-module libre, donc
M =
⊕
j
R[−αj ] et H
i
m
(M) =
⊕
j
H i
m
(R)(−αj).
Or H i
m
(R) est nul si i < r et Hr
m
(R) = (ωR)
∨ ou` ωR = R(−r) est le module canonique
de R, (ωR)
∨ est son dual gradue´. Donc
Hr
m
(M)d−r+1 =
⊕
j
Hr
m
(R)d−αj−r+1
=
⊕
j
R(−r)∨d−αj−r+1;
d’ou`
Hr
m
(M)d−r+1 =
⊕
j
Rαj−d+r−1−r
=
⊕
j
Rαj−d−1.
Ainsi, Hr
m
(M)d−r+1 = 0 si et seulement si αj − d − 1 < 0, donc M est d-re´gulier si
et seulement si αj < d pour tout j.
– Supposons que pdimR(M) > 0 et soit
· · · −→ L1
ϕ
−→ L0 −→ M −→ 0
une re´solution libre minimale de M . Si M1 = im(ϕ) est le premier module de syzygie
de M , on a pdimR(M1) < pdimR(M) et
reg(M1) ≤ 1 + reg(M).
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Par hypothe`se de re´currence, M1 est (e + 1)-re´gulier pour tout e ≥ d. Conside´rons
la suite exacte longue
· · · −→ H im(L0)e−i+1 −→ H
i
m(M)e−i+1 −→ H
i+1
m (M1)e−i+1 −→ · · · .
Comme M1 est (e+ 1)-re´gulier, on a
H i+1
m
(M1)e−i+1 = H
i+1
m
(M1)(e+1)−(i+1)+1
= 0.
D’autre part, comme reg(M) ≤ e, on a H i
m
(L0)e−i+1 = 0 pour tout i ≥ 0. Ainsi,
H i
m
(M)e−i+1 = 0 pour tout i ≥ 0 et e ≥ d.
2)⇒ 3) Supposons 2) ve´rifie´ :
- Pour i = 0, on a d’apre`s 2) d ≥ max{e/H0
m
(M)e 6= 0}.
- Pour i > 0, d − i ≥ max{e/H im(M)e 6= 0} et donc H
i
m(M)d−i+1 = 0, pour tout
i > 0.
3)⇒ 1) Supposons que M est d-re´gulier et montrons que d ≥ reg(M).
Quitte a` travailler avec une extension de k, on peut supposer sans perte de ge´ne´ralite´
que le corps k est infini. Soit
· · · −→ L1
ϕ
−→ L0 −→ M −→ 0
une re´solution libre minimale de M . Montrer que reg(M) ≤ d revient a` montrer que les
modules Li sont engendre´s en degre´s ≤ d+ i.
Montrons d’abord que L0 est engendre´ en degre´s ≤ d. Pour cela il suffit de montrer
par re´currence sur la dimension que M est engendre´ en degre´s ≤ d.
- Si dim(M) = 0, M est de longueur finie et on a Me = H
0
m
(M)e = 0 pour tout
e > d, d’ou` M est engendre´ en degre´s ≤ d.
Supposons dim(M) > 0 et posons Msm = M/H0
m
(M), on a la suite exacte suivante
0 −→ H0m(M) −→M −→M
sm −→ 0.
Comme M est d-re´gulier, on a H0m(M)e = 0 pour tout e > d, donc H
0
m(M) est
engendre´ en degre´s ≤ d. Soit l une forme line´aire ge´ne´rale, d’apre`s la proposition 1.5,
on peut supposer que l est un non diviseur de ze´ro dans Msm. D’apre`s la proposition
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1.6,Msm/lMsm est d-re´gulier, on a dim(Msm/lMsm) < dim(Msm), donc par hypothe`se
de re´currence Msm/lMsm est engendre´ en degre´s ≤ d, d’ou` Msm/mMsm est engendre´
en degre´s ≤ d. Le lemme de Nakayama montre alors que Msm est engendre´ en degre´s
≤ d.
Corollaire 1.8. Si M un R-module de longueur finie, alors on a
reg(M) = max{d/Md 6= 0}.
Le corollaire suivant montre que les deux principales de´finitions de la re´gularite´ d’un
module sont e´quivalentes.
Corollaire 1.9. Soit R = k[X1, · · · ;Xr] un anneau de polynoˆmes sur un corps et M
un R-module gradue´ de type fini. Alors,
reg(M) = max
i
{ai(M) + i}
= max
i
{bi(M)− i}.
Corollaire 1.10. Soit R = k[X1, · · · ;Xr] un anneau de polynoˆmes sur un corps et M
un R-module gradue´ de type fini. Si l est une forme line´aire presque re´gulie`re, alors on
a
reg(M) = max{reg(H0
m
(M)), reg(M/lM)}
= max{reg(0 :M l), reg(M/lM)}.
En particulier si l est un non diviseur de ze´ro dans M on a
reg(M) = reg(M/lM)
1.3 Re´gularite´ de Castelnuovo-Mumford des modules
de Cohen-Macaulay
1.3.1 Re´gularite´ de Castelnuovo-Mumford et fonction de Hil-
bert
Soit R = k[X1, · · · , Xr] un anneau de polynoˆmes sur un corps k et M =
⊕
dMd un
R-module gradue´ de type fini. Le moduleM e´tant de type fini, sa composante homoge`ne
de degre´ d est un k-espace vectoriel de dimension finie.
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De´finition 1.11. Soit M un R-module gradue´ de type fini. On appelle fonction de
Hilbert de M la fonction
HM(d) = dimk(Md)
Si L =
⊕
j R[−aj ] est un R-module libre, on a
HL(d) =
∑
j
(
r − 1 + d− aj
r − 1
)
,
ou`
(
a
b
)
est le coefficient binomial, avec la convention
(
a
b
)
= 0 si a < b.
Soit M est un R-module de type fini, la fonction de Hilbert de M peut se calculer
a` partir d’une re´solution libre minimale de M . Soit
0 −→ Fm −→ · · · −→ F1 −→ F0 −→ 0
une re´solution libre minimale gradue´e de M , on a
HM(d) =
m∑
i=0
(−1)iHFi(d).
La re´gularite´ de Castelnuovo-Mumford permet de controˆler le degre´ a` partir duquel
la fonction de Hilbert devient une fonction polynomiale comme le montre le the´ore`me
suivant.
The´ore`me 1.12. [30, The´ore`me 4.2]
Soit M un R-module gradue´ de type fini. On a les proprie´te´s suivantes.
(1) Il existe une fonction polynomiale PM(d) appele´e polynoˆme de Hilbert de M
telque, HM(d) = PM(d), pour tout d telle que d ≥ reg(M) + 1.
(2) Si M est de dimension projective δ, alors HM(d) = PM(d), pour tout d tel que
d ≥ reg(M) + δ − r − 1.
Si M est de Cohen-Macaulay cette borne est optimale.
(3) Si X ⊂ Pr−1 est un ensemble non vide de points et si M = RX est l’alge`bre de
X, alors HM(d) = PM(d) si et seulement si d ≥ reg(M)
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1.3.2 Re´gularite´ des modules de Cohen-Macaulay
Soit M un R-module et x1, · · · , xn une suite d’e´le´ments de R.
De´finition 1.13. On dit que x1, · · · , xn une suite re´gulie`re sur M (ou M-suite) si les
deux conditions suivantes sont ve´rifie´es
(1) (x1, · · · , xn)M 6= M ,
(2) pour tout i, xi est un non diviseur de ze´ro dans M/(x1, · · · , xi−1)M .
L’entier n est la longueur de la suite re´gulie`re.
La suite est maximale si pour tout xn+1 ∈ R, (x1, · · · , xn, xn+1) n’est pas une M-
suite.
La proposition suivante montre que la re´gularite´ de M se calcule facilement lorsque
M est de Cohen-Macaulay a` partir d’une section du module par une suite re´gulie`re.
Proposition 1.14. Soit M un R-module gradue´ de type fini de Cohen-Macaulay et
l1, · · · , lt avec t = dim(M), une suite re´gulie`re de formes line´aires sur M . Alors on a
reg(M) = max{d | (M/(l1, · · · , lt)M)d 6= 0}.
Corollaire 1.15. Soit X ⊂ Pr une varie´te´ projective non contenue dans un hyperplan
et RX son anneau. Si RX est de Cohen-Macaulay , alors
reg(RX) ≤ degX − codimX
1.4 Re´gularite´ des faisceaux cohe´rents
De´finition 1.16. Soit F un faisceau cohe´rent sur Pn et m un entier. On dit que F est
m-re´gulier au sens de Castelnuovo-Mumford si H i(Pn,F(m− i)) = 0, ∀i ≥ 1
De´finition 1.17. La re´gularite´ de Castelnuovo-Mumford de F est le plus petit entier
m tel que F soit m-re´gulier.
La proposition suivante de´crit le comportement de la re´gularite´ par rapport a` une
suite exacte
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Proposition 1.18. Soit
0 −→ F ′ −→ F −→ F ′′ −→ 0,
une suite exacte de faisceaux cohe´rents sur Pn. Alors on a
(1) regF ≤ max{regF ′, regF ′′}
(2) regF ′ ≤ max{regF , regF ′′ − 1}
(3) regF ′′ ≤ max{regF , regF ′ + 1}
Notation
Notons H i(Pn,F(m)) par H i(F(m)) et h1(F(m)) = dim(H i(F(m))).
Soit F un faisceau cohe´rent de Pn etH un hyperplan, on de´signe par FH la restriction
du faisceau F a` H .
Nous avons le lemme suivant
Lemme 1.19. Si F est m-re´gulier alors FH est m-re´gulier.
Le re´sultat suivant duˆ a` David Mumford, montre que la re´gularite´ de Castelnuovo-
mumford est une mesure effective dans les the´ore`mes d’annulation A et B de Serre.
The´ore`me 1.20. [64, pages 99 et 100] et [56, 1.8.3]
Soit F un faisceau cohe´rent sur Pn et m un entier. On suppose que F est m-re´gulier.
Alors on a les proprie´te´s suivantes :
(1) L’application canonique est surjective si r ≥ m :
H0(OPn(1))⊗H
0(F(r)) −→ H0(F(r + 1)).
(2) H i(F(r)) = 0 pour i ≥ 1 et r ≥ m− i,
en particulier F est m′-re´gulier ∀m′ ≥ m.
(3) Pour r ≥ m, F(r) est engendre´ par ses sections globales.
1.5 Bornes pour la re´gularite´ de Castelnuovo-Mumford
1.5.1 La borne de Mumford
Soit X ⊂ Pn un sche´ma projectif, IX ⊂ OPn le faisceau d’ide´aux associe´.
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De´finition 1.21. On dit que X est m-re´gulier si IX est m-re´gulier.
Pour i ≥ 2 et r ≥ −n , on a un isomorphisme
H i(IX(r)) ≃ H
i−1(X,OX(r)).
Les groupes de cohomologieH i(I(r)) ne de´pendent que du fibre´ en droites de´finissant
le plongement de X dans Pn et l’isomorphisme pre´ce´dent montre que le point essentiel
dans la recherche de bornes pour la re´gularite´ de Castelnuovo-Mumford de X est le
controˆle du groupe H1(I(r)).
Notons par Q(r) = χ(X,OX) le polynoˆme de Hilbert de X, les re´sultats suivants
duˆs a` Mumford, donnent une borne pour la re´gularite´ de X en fonction de Q.
Lemme 1.22. Soit F un faisceau cohe´rent sur Pn, H un hyperplan ge´ne´ral, FH la
restriction du faisceau F a` H ≃ Pn−1 et m0 un entier.
Si FH est m0-re´gulier, alors
(1) H i(F(m)) = 0 ∀i > 1 et m ≥ m0 − 1
(2) H1(F(m)) = 0, ∀m ≥ h1(F(m0 − 1) +m0 − 1,
ou` h1(F(m0 − 1) = dimkH
1(F(m)).
The´ore`me 1.23. [64, page 101]
Pour tout entier n, il existe un polynoˆme F (X0, · · · , Xn) tel que pour tout faisceau
cohe´rent F sur Pn, si
Q(m) = χ(F(m))
=
n∑
i=0
ai
(
m
i
)
,
alors F est F (a0, · · · , an)-re´gulier.
Corollaire 1.24. Soit X ⊂ Pn une varie´te´ projective de dimension r. Il existe un
polynoˆme F (X0, · · · , Xr) tel que si F ⊂ OX est un faisceau d’ide´aux et si
χ(F(m)) =
r∑
i=0
ai
(
m
i
)
,
alors F est F (a0, · · · , ar)-re´gulier.
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1.5.2 La borne de Gotzmann.
1.5.2.1 Repre´sentation de Macaulay d’un entier
Soit a et b deux entiers positifs, on conside`re le coefficient binomial
(
a
b
)
avec la
convention
(
a
b
)
= 0 si a < b. Soit c et i des entiers strictement positifs, Macaulay a
montre´ que c peut s’ecrire de manie`re unique sous la forme
c =
(
ki
i
)
+
(
ki−1
i− 1
)
+ · · ·+
(
kj
j
)
,
avec ki > ki−1 > · · · > kj ≥ j > 0.
Cette e´criture est appele´e la i-e`me repre´sentation de Macaulay (ou` de´veloppement de
Macaulay) de l’entier c.
1.5.2.2 Repre´sentation de Macaulay et re´gularite´
Soit R un anneau gradue´ et I un ide´al de R, si I de´signe le faisceau d’ide´aux associe´
a` I, le the´ore`me suivant donne une borne de la re´gularite´ de Castelnuovo-Mumford de
I en fonction du de´veloppement de Macaulay du polynoˆme de Hilbert de R/I.
The´ore`me 1.25. [44, 3.11]
Soit I un ide´al homoge`ne d’un anneau gradue´ R, il existe un entier s et une suite
a1 ≥ a2 ≥ · · · ≥ as tels que le polynoˆme de Hilbert de R/I soit de la forme
PR/I(k) =
(
k + a1
a1
)
+
(
k + a2 − 1
a2
)
+ · · ·+
(
k + as − (s− 1)
as
)
.
De plus si I est le faisceau d’ide´aux associe´ a` I, alors
reg(I) ≤ s
1.5.3 La contribution de Bayer et Stillman
1.5.3.1 Re´gularite´ et saturation
SoitR = k[x0, · · · , xn] un anneau de polynoˆmes sur un corps k infini, m = (x0, · · · , xn)
l’ide´al maximal de R. Soient I et J sont deux ide´aux homoge`nes de R, on de´finit
(I : J) = {r ∈ R, rJ ⊂ I}.
Dans cette section, nous e´tudions les liens entre la re´gularite´ et la saturation.
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De´finition 1.26. Un ide´al homoge`ne I est sature´ si (I : m) = I. Le sature´ de I est
Isat :=
⋃
ℓ≥0(I : m
ℓ), il est e´gal a` I si et seulement si I est sature´.
De´finition 1.27. Soit I un ide´al homoge`ne et m un entier, on dit que I est m-sature´
si Id = I
sat
d ∀d ≥ m.
L’indice de saturation sat(I) est le plus petit entier m tel que I soit m-sature´.
De´signons par I le faisceau d’ide´aux associe´ a` I, on a Isat =
⊕
dH
0(I(d)). L’ide´al
I et le faisceau I ont-ils la meˆme re´gularite´ ? Quels liens y a il entre les deux ?
L’exemple suivant montre que ces deux nombres ne sont pas toujours e´gaux.
Exemple 1.28. R = k[x1, x2], I = (x
2
1, x1x2, x
3
2), la re´solution libre minimale de I a la
forme suivante
0 −→ R[−3]
⊕
R[−4] −→ R[−2]
⊕
R[−2]
⊕
R[−3] −→ I −→ 0.
Donc reg(I) = 3. I = OP1 et reg(I) = 0
La proposition suivante donne un lien entre ces deux re´gularite´s.
Proposition 1.29. Soit I un ide´al homoge`ne de R, I le faisceau d’ide´aux associe´ et m
un entier. Les conditions suivantes sont e´quivalentes
(a) I est m-re´gulier
(b) I est m-sature´ et le faisceau I est m-re´gulier.
De´finition 1.30. Soit I un ide´al homoge`ne de R et l ∈ R1 une forme line´aire. On dit
que l est ge´ne´rique pour I si l est un non diviseur de ze´ro dans R/Isat.
Notons que l est ge´ne´rique pour I si et seulement si l est presque re´gulie`re pour
R/I.
Soit j > 0 un entier, de´finissons l’ensemble Uj(I) = {(l1, · · · , lj) ∈ R
j
1} tel que li
soit ge´ne´rique pour I + (l1, · · · , li−1) pour 1 ≤ i ≤ j
Le corps k e´tant infini, Uj(I) est un ouvert dense de R
j
1.
Lemme 1.31. Soit I un ide´al de R et l ∈ R.
(a) Si l n’est pas diviseur de ze´ro dans R/I, alors (I : l) = I.
(b) Si l est un diviseur de ze´ro dans R/I, alors (I : l) 6= I.
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Lemme 1.32. [2] Soit I un ide´al de R et l ∈ R, les conditions suivantes sont e´quivalentes
(a) (I : l)d = Id ∀d ≥ m.
(b) l est m-sature´ et l est ge´ne´rique pour I.
Lemme 1.33. [2] Soit I un ide´al de R tel que dim(R/I) = 0. Les conditions suivantes
sont e´quivalentes.
(a) I est m-sature´.
(b) I est m-re´gulier.
(c) Im = Rm.
Lemme 1.34. [2] Soit I un ide´al de R et l une forme line´aire ge´ne´rique pour I. Les
conditions suivantes sont e´quivalentes
(a) I est m-re´gulier
(b) I est m-sature´ et I + (l) est m-re´gulier.
1.5.3.2 Crite`re pour de´tecter la re´gularite´
Les re´sultats suivants duˆs a` Bayer et Stillman, ils donnent un crite`re qui permet de
de´terminer la re´gularite´ de l’ide´al I.
Lemme 1.35. [2]
Soit I un ide´al engendre´ en degre´s ≤ m et l ∈ R1. Si I + (l) est m-re´gulier alors
(I : l) est engendre´ en degre´s ≤ m.
The´ore`me 1.36 (Bayer-Stillman). Soit I un ide´al de R engendre´ en degre´s ≤ m,
les conditions suivantes sont e´quivalentes
(a) I est m-re´gulier.
(b) Il existe un entier j et des formes line´aires l1, · · · , lj tels que
((I + (l1, · · · , li−1) : li)m = (I + ((l1, · · · , li−1))m pour i = 1, · · · , j
et (I + (l1, · · · , lj))m = Rm
(c) Soit r = dim(R/I), pour tout (l1, · · · , lr) ∈ Ur(I) et tout p ≥ m, nous avons
((I + (l1, · · · , li−1) : li)p = (I + (l1, · · · , li−1))p pour i = 1, · · · , r
et (I + (l1, · · · , lr))p = Rp.
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1.5.3.3 Re´gularite´ et ordre monomial
Soit α = (α0, · · · , αn) et β = (β0, · · · , βn), on de´signe par x
α le monoˆme xα00 x
α1
1 · · ·x
αn
n
De´finition 1.37. Un ide´al I est monomial s’il est engendre´ par des monoˆmes.
De´finition 1.38. Un ordre monomial > sur R est un ordre total sur les monoˆmes qui
ve´rifie la proprie´te´ suivante :
Pour tous monoˆmes f ,f1,f2, si f1 > f2 alors ff1 > ff2.
Les ordres monomiaux les plus utilise´s sont les suivants.
De´finition 1.39. (Ordre lexicographique, lex )
xα < xβ ⇐⇒ ∃s ∈ [0, n], αi = βi pour i < s et αs < βs.
De´finition 1.40. (Ordre lexicographique homoge`ne, hlex)
xα < xβ ⇐⇒
deg xα < deg xβ oudeg xα = deg xβ et ∃s telque αs < βs
De´finition 1.41. (Ordre lexicographique inverse)
xα < xβ ⇐⇒

deg xα < deg xβ ou
deg xα = deg xβ et ∃s ∈ [0, n]
telque αi = βi pour i > s et αs > βs.
Soit f un polynoˆme non nul et > un ordre monomial sur R, le terme initial de f
note´ in(f) est le terme correspondant au plus grand monoˆme qui apparaˆıt dans f .
De´finition 1.42. Soit I un ide´al non nul de R. L’ide´al initial de I, in(I) est l’ide´al
engendre´ par les termes initiaux des e´le´ments non nuls de I.
De´signons par GL(n, k) le groupe des matrices carre´es inversibles d’ordre n a` co-
efficients dans un corps k. Le groupe GL(n, k) agit sur R par changement de va-
riables de la manie`re suivante g ∈ GL(n, k), g(xi) =
∑
gi,jxj et si f ∈ R, g(f) =
f(g(x0), · · · , g(xn)). L’ensemble g(I) = {g(f)/f ∈ R} est un ide´al de R. Soit Bi le
groupe de Borel de GL(n, k) des matrices triangulaires infe´rieures et Bs le sous groupes
des matrices triangulaires supe´rieures.
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De´finition 1.43. Un ide´al homoge`ne I est Borel-fixe si g(I) = I ∀g ∈ Bi.
The´ore`me 1.44. (Galligo)
Soit R un anneau de polynoˆmes muni d’un ordre compatible avec le degre´. Pour tout
ide´al homoge`ne I, il existe un ouvert de Zariski non vide U de GL(n, k), stable par Bs
et un ide´al monomial Jde R tels que pour tout g ∈ U on ait : in g(I) = J .
De´finition 1.45. L’ide´al J est appele´ ide´al initial ge´ne´rique de I et est note´ gin I.
L’ide´al initial ge´ne´rique est Borel-fixe
Proposition 1.46. Soit I un ide´al monomial Borel-fixe, reg I est le maximum des
degre´s des ge´ne´rateurs de I.
Proposition 1.47. Soit I un ide´al homoge`ne de R. Pour tout ordre monomial sur R,
on a reg I ≤ reg in I. En particulier la re´gularite´ de I est borne´e par le maximum des
degre´s des ge´ne´rateurs de I.
The´ore`me 1.48 (Bayer -Stillman). .
Soit R un anneau de polynoˆmes muni de l’ordre lexicographique inverse, I un ide´al
homoge`ne de R et gin I son ide´al initial ge´ne´rique. Alors
reg I = reg(gin I).
La re´gularite´ de I est donc le maximum des degre´s des ge´ne´rateurs de son ide´al
initial ge´ne´rique pour l’ordre inverse.
1.6 Bornes en fonction des degre´s des e´quations de
de´finition
Le re´sultat de Bayer et Stillman montre que la complexite´ d’un ide´al est la meˆme
que l’un de ses ide´aux ge´ne´riques. Cette connection a motive´ beaucoup de recherches
pour les bornes de la re´gularite´ de Castelnuovo-Mumford en termes des degre´s des
ge´ne´rateurs d’un ide´al.
Dans cette section nous passons en revue les principales bornes obtenues dans ce
sens.
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1.6.1 La borne d’une intersection comple`te
Soit X ⊂ Pn, une intersection comple`te d’hypersurfaces de degre´s d1, · · · , de. L’ide´al
homoge`ne IX de X est engendre´ par des e´le´ments f1, · · · , fe de degre´s d1, · · · , de et le
complexe de Koszul associe´ a` f1, · · · , fe est une re´solution libre de IX . On en de´duit le
the´ore`me suivant :
The´ore`me 1.49. Soit X ⊂ Pn une varie´te´ et IX le faisceau d’ide´aux associe´ a` X. Si
X est une intersection comple`te de degre´s d1, · · · , de alors
reg(IX) = d1 + · · ·+ de − e+ 1.
1.6.2 La borne de Gruson-Lazarsfeld-Peskine
Soit C ⊂ Pn une courbe lisse, irreductible de degre´ d. On dit que C est non de´ge´nere´e
si elle n’est contenue dans aucun hyperplan. Le the´ore`me suivant duˆ a` Gruson,Lazarsfeld
et Peskine donne une borne pour la re´gularite´ de C :
The´ore`me 1.50. [43] Soit C ⊂ Pn une courbe re´duite et irre´ductible de degre´ d. Si C
est non de´ge´nere´e alors
reg(IC) ≤ d− n+ 2.
1.6.3 La borne de Bertram-Ein-Lazarsfeld
Soit I un faisceau d’ide´aux de´fini sur Pn, notons par d(I) le plus petit entier d tel
que I(d) soit engendre´ par ses sections globales. Pour un ide´al homoge`ne I d’un anneau
de polynoˆmes, on de´finit d(I) par le maximum des degre´s des ge´ne´rateurs minimaux
de I. Soit X ⊂ Pn une varie´te´ projective lisse et irre´ductible de dimension r et soit IX
le faisceau d’ide´aux associe´ a` X. Le the´ore`me suivant duˆ a` Bertram, Ein et Lazarsfeld
donne une borne pour la re´gularite´ de X en fonction de d := d(IX) et de e := n− r :
The´ore`me 1.51. [3] Soit X une varie´te´ projective complexe, lisse et irre´ductible de
dimension r et de codimension e. Pour d := d(IX), on a :
reg(IX) ≤ ed− e+ 1.
Si X est de´fini par des hypersurfaces de degre´s d1 ≥ d2 ≥ · · · ≥ dm, on a le re´sultat
suivant :
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The´ore`me 1.52. [3]
Soit X une varie´te´ projective complexe, lisse et irre´ductible de codimension e,de´fini
par des hypersurfaces de degre´s d1 ≥ d2 ≥ · · · ≥ dm. Alors,
reg(IX) ≤ d1 + d2 + · · ·+ de − e+ 1.
1.6.4 La borne de Chardin et Ulrich
Dans [25], Chardin et Ulrich prouvent des bornes pour la re´gularite´ de Castelnuovo-
Mumford des sche´mas projectifs en fonction des degre´s des ge´ne´rateurs des e´quations
de de´finition. Leur me´thode est base´e sur la liaison, une version ame´liore´e du the´ore`me
d’annulation de Kodaira, les intersections re´siduelles et la notion de F -rationalite´.
Lorsque le corps de base k est de caracte´ristique ze´ro, ils ont obtenu le re´sultat
suivant :
The´ore`me 1.53. [25, 0.1]
Soit k un corps de caracte´ristique ze´ro et S ⊂ Pnk un sche´ma e´quidimensionnel de
codimension e sans composante immerge´e et de´fini par des formes de degre´s d1 ≥ d2 ≥
· · · ≥ dm. Supposons que S soit localement intersection comple`te sauf pour un nombre
fini de points et ne posse`de que des singularite´s rationnelles en dehors d’un sche´ma de
dimension 1. Si S n’est pas une intersection comple`te, alors
reg(IS) ≤ d1 + d2 + · · ·+ de − e
En toute caracte´ristique, ils montrent le re´sultat suivant :
The´ore`me 1.54. [25, 4.7(b)]
Soit k un corps et R une k-alge`bre gradue´ standard, I = (f1, · · · , fs) ⊂ R un ide´al
engendre´ par des formes de degre´s d1 ≥ d2 ≥ · · · ≥ ds, X = Proj(R/I),r := codimX >
0, Z = Proj(R). On suppose d1 ≥ 2, dimX ≥ 1, X localement intersection comple`te
dans Z et que l’une des conditions suivantes soit ve´rifie´e :
(i) X est de type rationnel.
(ii) La caracte´ristique de k est nulle et X a au plus des singularite´s irrationnelles
isole´es.
Alors,
reg(R/I) ≤
(dimX + 2)!
2
(reg(R) + d1 + · · ·+ dr − r − 1).
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1.6.5 La conjecture de Eisenbud-Goto
Etant donne´ une varie´te´ projective X, la conjecture de Eisenbud-Goto pre´dit une
borne pour la re´gularite´ de X en fonction de son degre´ et de sa codimension.
Conjecture 1.1. Soit X une varie´te´ projective lisse et non de´ge´ne´re´e, alors
reg(X) ≤ deg(X)− codim(X) + 1.
Cette conjecture formule´e par Eisenbud et Goto dans [31] a e´te´ prouve´e dans les cas
suivants :
- Pour les courbes inte`gres par Gruson, Lazarsfeld et Peskine dans [43] et pour les
courbes connexes par Giaimo dans [40].
- Pour les surfaces lisses en caracte´ristique ze´ro par Lazarsfeld dans [56].
- Pour les surfaces arithme´tiquement de Buchsbaum par Stu¨ckrad et Vogel dans
[74].
- Pour certaines varie´te´s toriques de codimension 2 par Peeva et Sturmfels dans [69].
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Chapitre 2
Bornes pour la re´gularite´ des
ide´aux en petites dimensions
2.1 Introduction
Nous montrons dans ce chapitre une borne pour la re´gularite´ de Castelnuovo-
Mumford d’un ide´al homoge`ne I d’un anneau de polynoˆmes R en termes du nombre
de variables et des degre´s des ge´ne´rateurs dans le cas ou` la dimension de R/I est au
plus deux. Cette borne ame´liore celle obtenue par Caviglia et Sbarra dans [16]. Puis, en
s’inspirant du travail de Chardin et Clare D’Cruz [20], nous construisons a` partir d’une
famille de courbes monomiales, des ide´aux homoge`nes ayant une re´gularite´ proche des
bornes fournies pre´ce´demment. Ces ide´aux fournissent e´galement des exemples d’ide´aux
de grande re´gularite´.
Les re´sultats nouveaux dans ce chapitre sont constitue´s par les deux exemples et le
the´ore`me suivant :
The´ore`me. Soit R un anneau de polynoˆmes en m+ 2 variables et I un ide´al de R
de codimension m, engendre´ en degre´s d1 ≥ d2 · · · ≥ ds avec s > m. Soit Z le groupe
de points de´fini par une section ge´ne´rale de X := Proj(R/I), et iZ := indeg(IZ). Alors,
reg(I) ≤ (d1d2 · · ·dm − deg(Z) + 1)(d1 + d2 + · · ·+ dm+1 −m− iZ) + iZ .
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2.2 Bornes pour la re´gularite´ en dimension au plus
1
Les bornes pour la re´gularite´ en dimension au plus 1 ont e´te´ obtenues dans un
premier temps par Sjo¨gren dans [72] et par Chardin dans [17]. Ce dernier a montre´ le
re´sultat suivant :
The´ore`me 2.1. [17]
Soit R une alge`bre gradue´ standard sur un corps k et I un ide´al de R engendre´ en
degre´s d1 ≥ d2 ≥ · · · ≥ ds et soit e = min{s, dimR}. Si dim(R/I) ≤ 1 alors,
reg(R/I) ≤ reg(R) + d1 + d2 + · · ·+ de − e.
2.3 La me´thode de Caviglia-Sbarra
Dans cette section R = k[X0, · · · , Xm+1] est un anneau de polynoˆmes en m + 2
variables sur un corps k, m := (X0, · · · , Xm+1) et I un ide´al homoge`ne de R.
De´finition 2.2. SoitM un R−module gradue´ de type fini, des formes line´aires l1, · · · , ls+1 ∈
R constituent une suite presque re´gulie`re pour M , si l1 est presque re´gulie`re pour M et
si li+1 est presque re´gulie`re pour Mi := M/(l1, · · · , li)M , i = 0, · · · , s+ 1.
Notons que l est une forme presque re´gulie`re pour M si et seulement si elle n’est
contenue dans aucun ide´al premier associe´ a` M autre que l’ide´al maximal m.
Si I est un ide´al homoge`ne de R, rappelons que Isat := ∪ℓ>0(I : m
ℓ) et Isat/I =
H0m(R/I).
Proposition 2.3. Soit I est un ide´al homoge`ne de R et l une forme line´aire, les condi-
tions suivantes sont e´quivalentes :
(1) l est presque re´gulie`re pour R/I.
(2) l est re´gulie`re pour R/Isat.
(3) (I : lℓ) ⊂ Isat, ∀ℓ.
(4) Il existe un entier ℓ tel que (I : lℓ) = Isat.
De´finition 2.4. Soit I un ide´al homoge`ne de R et l une forme presque re´gulie`re pour
R/I, le plus petit entier ℓ ve´rifiant Isat = (I : lℓ) est appele´ indice de saturation de I
relativement a` la forme l.
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La me´thode de Caviglia et Sbarra consiste a` borner la regularite´ d’un ide´al en
utilisant des sections hyperplanes successives par des formes lineaires presque re´gulie`res.
Ils montrent le re´sultat suivant :
Lemme 2.5. [16]
Soit I un ide´al homoge`ne de R engendre´ en degre´s au plus d et l une forme line´aire
telle que K = (I : (l))/I soit de longueur finie. Si λ(M) de´signe la longueur pour un
R-module de longueur finie M , alors
reg(I) ≤ max{reg(I + (l)), d}+ λ
(
I : l
I
)
.
Ce lemme permet d’obtenir des bornes pour la re´gularite´, en utilisant une re´currence
sur la dimension. Le lemme suivant est un autre point cle´ pour la me´thode :
Lemme 2.6. [16] Soit I un ide´al homoge`ne de R tel que (I : (l))/I soit de longueur
finie. Pour tout j > 0, on a
λ
(
I : (l)j
I : (l)j−1
)
− λ
(
I : (l)j+1
I : (l)j
)
= λ
(
(I : (l)j) + (l)
(I : (l)j−1) + (l)
)
.
Les re´sultats suivants permettent d’avoir des bornes pour la re´gularite´ de I :
The´ore`me 2.7. [16] Soit I ⊂ k[X0, · · · , Xm+1] un ide´al de codimension c, engendre´
en degre´s au plus d. Si lm+2, · · · , lc+1 sont des formes presque re´gulie`res, alors on a
reg(I) ≤ max{d, reg(I + (lm+2))}+ d
c
m+1∏
i=c+1
reg(I + (lm+2, · · · , li)).
Corollaire 2.8. [16] Soit I ⊂ k[X0, · · · , Xm+1] un ide´al de codimension c, engendre´
en degre´s au plus d, alors
reg(I) ≤ (dc + (d− 1)c+ 1)2
m+1−c
.
Corollaire 2.9. [16] Soit I ⊂ k[X0, · · · , Xm+1] un ide´al engendre´ en degre´s au plus d,
alors reg(I) ≤ 2d− 1 si m = 1 et pour m ≥ 2, reg(I) ≤ (2d)2
m
.
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2.4 Bornes pour la re´gularite´ en dimension 2
R = k[X0, · · · , Xm+1] de´signe un anneau de polynoˆmes en m + 2 variables sur un
corps k infini et m := (X0, · · · , Xm+1). Si M est un R-module gradue´ de type fini,
indeg(M) de´signe le minimum des degre´s des e´le´ments non nuls de M si M 6= 0 et −∞
sinon. D’apre`s le corollaire 1.9, la re´gularite´ de Castelnuovo-Mumford de M est
reg(M) = max
i
{ai(M) + i} = max
i
{bi(M)− i},
avec les notations ai(M) := max{µ | H
i
m
(M)µ 6= 0}, si H
i
m
(M) 6= 0 et ai(M) := −∞
sinon et bi(M) := max{µ | Tor
R
i (M, k)µ 6= 0} si Tor
R
i (M, k) 6= 0 et bi(M) := −∞ sinon.
Soit I est un ide´al homoge`ne de R et X = Proj(R/I) est le sous-sche´ma de Pm+1k de´fini
par I, on pose IX := I
sat.
De´finition 2.10. La longueur d’un module M sur un anneau R, non ne´cessairement
commutatif, est la borne supe´rieure de l’ensemble des entiers n telle qu’il existe une
suite M0 ( M1 ( · · · ( Mn strictement croissante de sous-R-modules de M . On la
note ℓR(M), ou ℓ(M) quand il ne fait aucun doute sur l’anneau des scalaires.
Les re´sultats qui suivent ame´liorent de fac¸on significative, en dimension 2, les bornes
de Caviglia et Sbarra.
Proposition 2.11. Soit R un anneau de polynoˆmes sur un corps infini, I un ide´al
homoge`ne R tel que I 6= (I : m) et l une forme line´aire presque re´gulie`re pour R/I.
Si q de´signe l’indice de saturation de I relativement a` l, alors,
q ≤ a0(R/I)− indeg(I
sat) + 1
≤ reg(I)− indeg(Isat).
De´monstration. La seconde ine´galite´ est claire car
a0(R/I) + 1 ≤ reg(R/I) + 1
= reg(I).
Soit z ∈ (I : l∞) = Isat, et posons K := a0(R/I) + 1 − indeg(I
sat). Il s’agit de
montrer que zlK ∈ I. On peut supposer z homoge`ne et non nul, ce qui entraˆıne que
deg z ≥ indeg(Isat). Comme l est une forme presque re´gulie`re pour R/I, on a zlK 6= 0.
De plus, zlK ∈ (Isat)K+deg(z) et K + deg(z) ≥ K + indeg(I
sat) = a0(R/I) + 1. Or
Iµ = (I
sat)µ pour µ ≥ a0(R/I) + 1. Il en de´coule que (I
sat)K+deg(z) = IK+deg(z), d’ou`
zlK ∈ I.
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Soit I un ide´al de R tel que dim(R/I) ≤ 2, Z le groupe de points de´fini par
une section ge´ne´rale de X := Proj(R/I), et iZ := indeg(IZ). Soit J l’intersection des
ide´aux primaires de dimension deux figurant dans la de´composition primaire de l’ide´al
I. Le sche´ma C = Proj(R/J) est la composante de dimension 1 de X. Notons que
deg(Z) = deg(X) et que si et IC est l’ide´al de de´finition de C, ds ≥ indeg(IC) ≥ iZ ≥ 1.
Proposition 2.12. Si lm+2 et lm+1 sont deux formes line´aires telles que (I : lm+2)/I
et R/(I + (lm+1, lm+2)) soient de longueurs finies, alors
λ
(
(I : lm+2)
I
)
≤ λ
(
IZ + (lm+1)
I + (lm+1, lm+2)
)
qm+2,
ou` qm+2 est l’indice de saturation de I + (lm+2) relativement a` lm+1.
De´monstration. D’apre`s le lemme 2.6 on a,
λ
(
(I : lm+2)
I
)
= λ
(
(I : lm+2) + (lm+2)
I + (lm+2)
)
+ λ
(
(I : l2m+2)
(I : lm+2)
)
.
En ite´rant cette formule on obtient
λ
(
(I : lm+2)
I
)
= λ
(
(I : lm+2) + (lm+2)
I + (lm+2)
)
+ λ
(
(I : l2m+2) + (lm+2)
(I : lm+2) + (lm+2)
)
+ · · ·
+ λ
(
(I : l
αm+2
m+2 ) + (lm+2)
(I : l
αm+2−1
m+2 ) + (lm+2)
)
;
ou` αm+2 est l’indice de saturation de I relativement a` lm+2. Comme
(I : lm+2) ⊂ (I : l
2
m+2) ⊂ · · · ⊂ (I : l
αm+2
m+2 ) = I
sat,
on a d’apre`s l’additivite´ des longueurs
λ
(
Isat + (lm+2)
I + (lm+2)
)
= λ
(
(I : lm+2) + (lm+2)
I + (lm+2)
)
+ · · ·+ λ
(
(I : l
αm+2
m+2 ) + (lm+2)
(I : l
αm+2−1
m+2 ) + (lm+2)
)
.
Ainsi, on a
λ
(
(I : lm+2)
I
)
= λ
(
Isat + (lm+2)
I + (lm+2)
)
.
D’autre part, on a
Isat + (lm+2) ⊂ (I + (lm+2))
sat = (I + (lm+2)) : l
qm+2
m+1
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et
I + (lm+2) ⊂ (I + (lm+2)) : lm+1 ⊂ (I + (lm+2)) : l
2
m+1 ⊂ · · · ⊂ (I + (lm+2)) : l
qm+2
m+1 ,
donc(
(I + (lm+2)) : lm+1
I + (lm+2)
)
⊂
(
(I + (lm+2)) : l
2
m+1
I + (lm+2)
)
⊂ · · ·
(
(I + (lm+2)) : l
qm+2
m+1
I + (lm+2)
)
.
Posons
Mj =
(
(I + (lm+2)) : l
j+1
m+1
(I + (lm+2)) : l
j
m+1
)
, j = 0, · · · , qm+2,
d’apre`s l’additivite´ des longueurs, on a
λ
(
Isat + (lm+2)
I + (lm+2)
)
= λ
(
(I + (lm+2)) : l
qm+2
m+1
I + (lm+2)
)
=
∑
0≤j≤qm+2−1
λ
(
Mj+1
Mj
)
.
Or
λ
(
Mj+1
Mj
)
= λ
(
(I + (lm+2)) : l
j+1
m+1
(I + (lm+2)) : l
j
m+1
)
≤ λ
(
(I + (lm+2))
sat + (lm+1)
I + (lm+2, lm+1)
)
,
d’ou`
λ
(
Isat + (lm+2)
I + (lm+2)
)
≤ λ
(
(I + (lm+2))
sat + (lm+1)
I + (lm+2, lm+1)
)
qm+2.
En utilisant les lemmes ci dessus, la proposition 2.12 ci-dessus et les re´sultats du
the´ore`me 2.1, nous obtenons le the´ore`me suivant qui montrent une borne pour la
re´gularite´ de l’ide´al I en fonction des degre´s des ses ge´ne´rateurs et du degre´ du groupe
de points obtenu par une section ge´ne´rale de Proj(R/I).
The´ore`me 2.13. Soit R un anneau de polynoˆmes en m + 2 variables sur un corps
infini k et I un ide´al de R de codimension m, engendre´ en degre´s d1 ≥ d2 · · · ≥ ds avec
s > m. Soit Z le groupe de points de´fini par une section ge´ne´rale de X := Proj(R/I),
et iZ := indeg(IZ). Alors,
reg(I) ≤ (d1d2 · · ·dm − deg(Z) + 1)(d1 + d2 + · · ·+ dm+1 −m− iZ) + iZ .
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De´monstration. Soit lm+1, lm+2 des formes line´aires telles que (I : (lm+2))/I et R/(I +
(lm+1, lm+2)) soient de longueurs finies. On suppose de plus que lm+2 est ge´ne´rale, de
telle sorte que, posant Z := Proj(R/I+(lm+2)), on soit dans les conditions du the´ore`me.
(Notons que l’on a IZ = (I+(lm+2))
sat, par de´finition). Comme I est engendre´ en degre´s
≤ d1, en posant ξ := reg(I + (lm+2)) on a, par le lemme 2.5
reg(I) ≤ max{d1, ξ}+ λ
(
I : lm+2
I
)
ou` λ(M) de´signe la longueur d’un R-module M . De plus, d’apre`s la proposition 2.12,
on a
λ
(
I : lm+2
I
)
≤ λ
(
IZ + (lm+1)
I + (lm+1, lm+2)
)
qm+2.
Comme qm+2 ≤ ξ − iZ , on a
λ
(
I : lm+2
I
)
≤ λ
(
IZ + (lm+1)
I + (lm+1, lm+2)
)
(ξ − iZ).
D’autre part,
λ
(
IZ + (lm+1)
I + (lm+1, lm+2)
)
= λ
(
R
I + (lm+1, lm+2)
)
− λ
(
R
IZ + (lm+1)
)
.
Posons S = R/IZ , les suites exactes suivantes
0 −→ Sµ−1
×lm+1
−→ Sµ −→ S/(lm+1)µ −→ 0 (µ ∈ Z)
montrent que λ
(
R
IZ+(lm+1)
)
= deg(Z). Comme I+(lm+1, lm+2) contient une intersection
comple`te J de degre´s d1, · · · , dm, 1, 1, on a
λ
(
R
I + (lm+1, lm+2)
)
≤ λ(R/J)
= d1 · · · dm.
Ainsi, nous avons la relation suivante
λ
(
IZ + (lm+1)
I + (lm+1, lm+2)
)
≤ d1 · · · dm − deg(Z).
On a donc au total :
reg(I) ≤ max{d1, ξ}+ (d1 · · · dm − deg(Z))(ξ − iZ).
D’apre`s le the´ore`me 2.1, ξ ≤ d1 + · · ·+ dm+1 −m, d’ou` la borne annonce´e.
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Corollaire 2.14. Soit I ⊂ R = k[X0, · · · , Xm+1] un ide´al engendre´ en degre´s au plus
d. Alors,
(i) reg(R/I) ≤ (m+ 2)(d− 1) si dim(R/I) ≤ 1,
(ii) reg(R/I) ≤ (m+ 2)dm(d− 1) si dim(R/I) = 2
De´monstration. Le cas (i) de´coule du the´ore`me 2.1, et le (ii) du the´ore`me 2.13 une fois
note´ que deg(Z) ≥ 1 et iZ ≥ 1.
Remarque 2.15. Dans ( [16, 2.6]), Caviglia et Sbarra montrent la borne suivante :
reg(R/I) ≤ (dm + (d− 1)m+ 1)2 − 1.
On note que cette borne est moins bonne que notre borne obtenue dans le cas (ii) du
Corollaire 2.14
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2.5 Exemples d’ide´aux de grande re´gularite´
Cette section est consacre´e a` la construction d’exemples d’ide´aux de grande re´gularite´.
La construction de familles d’exemples est tre`s utile pour la compre´hension de la
re´gularite´ de Castelnuovo-Mumford.
Nos exemples sont une continuation en un nombre arbitraire de variables des exemples
suivants :
(1) On conside`re la famille d’ide´aux I = (xmt− ymz, zn+2 − xtn+1)
(2) Soit IC la courbe monomiale de degre´ (1, mn
2, mn(n+1), m(n+1)2) de l’espace
projectif P4 = Proj(k[x, y, z, u, v], dans [20], Chardin et D’Cruz montrent que reg(IC) =
mn2.
(3) Soit I = (Xd1 , X
d
2 , X1X
d−1
3 − X2X
d−1
4 ) avec d ≥ 2 ,un ide´al homoge`ne de
k[X1, X2, X3, X4], dans [15] Caviglia montre que reg(I) = d
2 − 1.
2.5.1 Premier exemple
Soit m ≥ 1 et n ≥ 2 deux entiers, R′ = k[X0, · · · , Xm+2], b
′
m,n l’ide´al de la courbe
monomiale C′m,n ⊂ P
m+2 parame´tre´e sur la carte affine X0 = 1 par
(1 : t : tn
m
: tn
m−1(n+1) : · · · : t(n+1)
m
).
Les polynoˆmes Fi = X
n+1
i −X0X
n
i+1 pour 2 ≤ i ≤ m+ 1 sont dans b
′
m,n.
En effet on a X0 = 1, X1 = t et pour i ≥ 2, Xi = t
nm−i+2(n+1)i−2 ; donc
Xn+1i = t
nm−i+2(n+1)i−1 = Xni+1.
De´finissons par re´currence sur m,
f1(X2, X3) :=
X3
X2
et fm(X2, · · · , Xm+2) := fm−1(
X3
X2
, · · · ,
Xm+2
Xm+1
).
On note que si m = 1, et x = (x0 : · · · : x3) ∈ C
′
1,n avec x0x1 6= 0, alors f1(x2, x3) =
x1
x0
.
D’autre part, soit m > 1 et x = (1 : x1 : · · · : xm+2) ∈ C
′
m,n avec x1 6= 0.
Posons y0 = 1, y1 = x1 et yi =
xi+1
xi
pour i ≥ 2, alors on a
yi =
tn
m−i+1(n+1)i−1
tnm−i+2(n+1)i−2
= tn
(m−1)−i+2(n+1)i−2 ,
ainsi (1 : y1 : · · · : ym+1) = (1 : x1 :
x3
x2
: · · · : xm+2
xm+1
) ∈ C′m−1,n ; on en de´duit par
re´currence sur m que fm(x2, · · · , xm+2) = x1.
De plus, nous avons le lemme suivant :
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Lemme 2.16.
fm(X2, · · · , Xm+2)
(−1)m =
m∏
j=0
X
(−1)j(mj )
j+2 =
Pm(X2, X4, · · · )
Qm(X3, X5, · · · )
ou` Pm et Qm sont des polynoˆmes homoge`nes de degre´ 2
m−1.
De´monstration. Elle se fait par re´currence sur m.
La proprie´te´ est ve´rifie´e pour m = 1. Supposons que
fm−1(Y2, · · · , Ym+1)
(−1)m−1 =
m−1∏
j=0
Y
(−1)j(m−1j )
j+2
=
Pm−1(Y2, Y4, · · · )
Qm−1(Y3, Y5, · · · )
,
on a fm(X2, · · · , Xm+2)
(−1)m = fm−1(Y2, · · · , Ym+1)
(−1)m−1 , ou` Yi =
Xi+1
Xi
. Par hypothe`se
de re´currence, fm−1(Y2, · · · , Ym+1)
(−1)m−1 =
∏m−1
j=0 Y
(−1)j(m−1j )
j+2 , donc
fm(X2, · · · , Xm+2)
(−1)m =
m−1∏
j=0
(
Xj+2
Xj+3
)(−1)
j(m−1j )
=
(
m−1∏
j=0
X
(−1)j(m−1j )
j+2
)(
m−1∏
j=1
X
(−1)j+1(m−1j )
j+3
)
= X2
(
m−1∏
j=1
X
(−1)j(m−1j )
j+2
)(
m∏
j=1
X
(−1)j+1(m−1j−1 )
j+2
)
= X2
(
m−1∏
j=1
X
(−1)j((m−1j )+(
m−1)
j−1 )
j+2
)
X
(−1)m
m+2
=
m∏
j=0
X
(−1)j(mj )
j+2 .
D’ou` la de´monstration du lemme.
Il de´coule de ce qui pre´ce`de que le polynoˆme de´fini par F ′1 := X0Pm −X1Qm si m
est pair et F ′1 := X1Pm −X0Qm si m est impair appartient a` b
′
m,n.
La proposition suivante permet de construire a` partir de l’ide´al de cette courbe mono-
miale, une intersection comple`te de codimension m+1, pour cela nous avons besoin du
lemme suivant :
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Lemme 2.17. Soit k un corps, R une k-alge`bre de Cohen-Macaulay gradue´e en degre´s
positifs et I = (f1, · · · , fs) un ide´al de R engendre´ par s polynoˆmes homoge`nes. Si
codim(I) = s, alors f1, · · · , fs forment une suite re´gulie`re.
De´monstration. Quitte a` travailler avec une extension, on peut supposer le corps k
infini. La de´monstration du lemme se fait par re´currence sur s.
La proprie´te´ est vraie pour s = 1 car R est de Cohen-Macaulay et e´quidimensionel.
Supposons s ≥ 2 et soit J = (f2, · · · , fs), il existe un e´le´ment g ∈ J tel que h1 = f1 + g
ne soit pas un diviseur de ze´ro dans R et on a I = (h1, f2, · · · , fs).
Posons R′ = R/(h1), I
′ = I/(h1) on a, codimR′(I
′) = s − 1 et I ′ = (f2, · · · , fs) ou`
fi est la classe de fi modulo(h1). Par hypothe`se de re´currence (f2, · · · , fs) est une suite
R′-re´gulie`re, ainsi (f2, · · · , fs, h1) est une suite R-re´gulie`re. Comme h1 = f1 + g avec
g ∈ J , (f2, · · · , fs, f1) est une suite R-re´gulie`re. Comme R est gradue´ a` degre´s positifs
et les fi sont homoge`nes de degre´s positifs (si non fi ∈ m et donc I = R), d’apre`s [7,
paragraphe 9, n˚ 7, corollaire 2], (f1, f2, · · · , fs) est une suite R-re´gulie`re.
Soit I ′m,n := (F
′
1, F2, · · · , Fm+1), nous avons la proposition suivante :
Proposition 2.18. On a I ′m,n = b
′
m,n∩J
′
m,n∩K
′
m,n, ou` J
′
m,n est un ide´al (X2, · · · , Xm+2)-
primaire et K ′m,n est un ide´al (X0, X2, · · · , Xm+1)-primaire. En particulier I
′
m,n est une
intersection comple`te de codimension m+ 1.
De´monstration. Soit J ′ := (X2, · · · , Xm+2) et K
′ := (X0, X2, · · · , Xm+1). Le sche´ma
Z ′m,n := Proj(R
′/I ′m,n) contient les droites D := Proj(R
′/J ′) et D′ := Proj(R′/K ′), de
plus Z ′m,n ∩ {X0 = 0} est a` support dans D
′.
Montrons que sur la carte affine X0 = 1, Z
′
m,n est l’union d’un sche´ma a` support
dans D et de C′m,n. On note que si X2 6= 0, alors Xi 6= 0 pour tout i et si X2 = 0, les
autres sont aussi nuls. Lorsque m = 1, on a Xn+12 = X
n
3 = (X1X2)
n d’ou` X2 = X
n
1 puis
X3 = X1X2 = X
n+1
1 . Si m > 1, on pose Y1 := X1 et Yi :=
Xi+1
Xi
pour 2 ≤ i ≤ m + 1 et
on remarque que Xi = Y
n
i pour 2 ≤ i ≤ m+ 1, d’ou` Y
n+1
i = Y
n
i+1 pour 2 ≤ i ≤ m.
Par de´finition fm−1(Y2, · · · , Ym+1) = fm(X2, · · · , Xm+2). Par re´currence sur m on
de´duit que Yi = Y
nm−i+1(n+1)i−2
1 , d’ou`
Xi = Y
n
i
= Y
nm−i+2(n+1)i−2
1
= X
nm−i+2(n+1)i−2
1 pour 2 ≤ i ≤ m+ 1.
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De plus
Xm+2 = Xm+1Ym+1
= X
n(n+1)m−1
1 Y
(n+1)m−1
1
= X
(n+1)m
1 .
Ceci montre comme annonce´ que Z ′m,n co¨ıncide avec C
′
m,n hors de D∪D
′. Z ′m,n est donc
de codimension m+1. Ainsi, d’apre`s le lemme 2.17, (F ′1, F2, · · ·Fm+1) est ne´cessairement
une suite re´gulie`re dans R′ et I ′m,n est purement de codimension m+ 1. La proposition
en de´coule.
Proposition 2.19. reg(J ′m,n ∩K
′
m,n) < reg(I
′
m,n) = mn + 2
m−1 + 1
Cette proposition de´coule du the´ore`me plus ge´ne´ral suivant
The´ore`me 2.20. ([25, 4.2])
Soient X et Y deux courbes projectives tels que X∪Y soit une intersection comple`te.
Si dim(X ∩ Y ) < 1 et Y est re´duit, alors reg(X) < reg(X ∪ Y ).
L’ide´al b′m,n e´tant radical, on a reg(J
′
m,n∩K
′
m,n) < reg(I
′
m,n) = mn+2
m−1+1 d’apre`s
le the´ore`me 2.20 . En particulier, a′m,n := J
′
m,n ∩K
′
m,n est engendre´ en degre´s au plus
mn + 2m−1. Il existe donc F ′ ∈ a′m,n \ b
′
m,n homoge`ne de degre´ d
′ := mn + 2m−1.
De´finition 2.21. Soit R = K[X1, · · · , Xn] un anneau de polynoˆmes, m = (X1, · · · , Xn)
et I un ide´al de R. Un ge´ne´rateur minimal de I est un e´le´ment de I qui n’est pas dans
mI.
La proposition suivante permet de construire une famille d’ide´aux de grande re´gularite´.
On pose I ′m,n := I
′
m,n + (F
′).
Proposition 2.22. L’ide´al I ′m,n est engendre´ par m polynoˆmes de degre´ n + 1, un
polynoˆme de degre´ 2m−1+1 et un polynoˆme de degre´ mn+2m−1. On a dim(R′/I ′m,n) = 2
et
reg(I ′m,n) ≥ n
m +mn + 2m−1 − 1.
De´monstration. Comme R′/I ′m,n est Cohen-Macaulay de dimension 2, la suite exacte
0 −→ (R′/b′m,n)[−d
′]
×F ′
−→ R′/I ′m,n −→ R
′/I ′m,n −→ 0,
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montre que
H0
m
(R′/I ′m,n) ≃ H
1
m
(R′/b′m,n)[−d
′].
En particulier
a0(R
′/I ′m,n) = a1(R
′/b′m,n) + d
′.
Les ge´ne´rateurs minimaux de l’ide´al d’une courbe monomiale sont des binoˆmes. Sur la
carte affine X0 = 1, le seul binoˆme en X1 et X2 de la courbe monomiale affine b˜′m,n de
degre´ au plus nm est Xn
m
1 −X2, donc X
nm
1 −X
nm−1
0 X2 est un ge´ne´rateur minimal de
b′m,n. Ainsi reg(b
′
m,n) ≥ n
m. Comme, d’autre part,
a2(R
′/b′m,n) + 2 < a2(R
′/I ′m,n) + 2
= reg(R′/I ′m,n)
= mn+ 2m−1,
on en de´duit que a2(R
′/b′m,n) + 2 ≤ n
m − 1 pour (m,n) 6= (2, 2), (3, 2), (4, 2).
Puisque reg(R′/b′m,n) ≥ n
m − 1, on a
a1(R
′/b′m,n) + 1 = reg(R
′/b′m,n) pour (m,n) 6= (2, 2), (3, 2), (4, 2).
Lorsque m = 2, 3, 4 et n = 2 on ve´rifie directement en utilisant le logiciel Macaulay
2 [42] que
a1(R
′/b′m,n) + 1 = reg(R
′/b′m,n)
= nm − 1.
La proposition en de´coule.
2.5.2 Second exemple d’ide´aux
Soit m ≥ 2, R = k[X0, · · · , Xm+1] et bm,n = b
′
m,n∩R l’ide´al de la courbe monomiale
Cm,n ⊂ P
m+1 parame´tre´e sur la carte affine X0 = 1 par
(1 : t : tn
m
: tn
m−1(n+1) : · · · : tn(n+1)
m−1
),
projection de la courbe C′m,n sur l’hyperplan Xm+2 = 0.
Les polynoˆmes Fi = X
n+1
i −X0X
n
i+1 pour 2 ≤ i ≤ m sont dans bm,n.
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Soit F1 := X
n
1Pm−1 −X
n
0Qm−1 si m est pair et F1 := X
n
0 Pm−1 −X
n
1Qm−1 si m est
impair. On remarque que F1 ∈ bm,n et on pose Im,n := (F1, · · · , Fm).
Proposition 2.23. On a Im,n = bm,n∩Jm,n∩Km,n, ou` Jm,n est un ide´al (X2, · · · , Xm+1)-
primaire et Km,n est un ide´al (X0, X2, · · · , Xm)-primaire. En particulier Im,n est une
intersection comple`te de codimension m.
De´monstration. Soit J := (X2, · · · , Xm+1) et K := (X0, X2, · · · , Xm). Le sche´ma
Zm,n := Proj(R/Im,n) contient les droites ∆ := Proj(R/J) et ∆
′ := Proj(R/K), et
Zm,n ∩ {X0 = 0} est a` support dans ∆
′. Montrons que sur la carte affine X0 = 1,
Zm,n est l’union d’un sche´ma a` support dans ∆ et de Cm,n. Si X2 6= 0, alors Xi 6= 0
pour tout i. Lorsque m = 2, on a Xn+12 = X
n
3 = (X
n
1X2)
n d’ou` X2 = X
n2
1 puis
X3 = X
n
1X2 = X
n(n+1)
1 . Si m > 2, on pose Y1 := X1 et Yi :=
Xi+1
Xi
pour 2 ≤ i ≤ m et
on remarque que Xi = Y
n
i pour 2 ≤ i ≤ m d’ou` Y
n+1
i = Y
n
i+1 pour 2 ≤ i ≤ m− 1. Par
de´finition
fm−2(Y2, · · · , Ym) = fm−1(X2, · · · , Xm+1).
Par re´currence sur m on en de´duit que Yi = Y
nm−i+1(n+1)i−2
1 , d’ou`
Xi = Y
n
i
= Y
nm−i+2(n+1)i−2
1
= X
nm−i+2(n+1)i−2
1 pour 2 ≤ i ≤ m.
De plus
Xm+1 = XmYm
= X
n2(n+1)m−2
1 Y
n(n+1)m−2
1
= X
n(n+1)m−1
1 .
Le Sche´ma Zm,n est donc a` support dans la re´union de Cm,n, ∆ et ∆
′, et ainsi
(F1, · · · , Fm) forme ne´cessairement une suite re´gulie`re dans R. On conclut comme pour
la proposition 2.18.
On a reg(Jm,n ∩Km,n) < reg(Im,n) = mn+2
m−2, en particulier am,n := Jm,n ∩Km,n
est engendre´ en degre´s au plus mn+2m−2− 1. Il existe donc F ∈ am,n \ bm,n homoge`ne
de degre´ d := mn + 2m−2 − 1. En posant Im,n := Im,n + (F ), on a
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Proposition 2.24. L’ide´al Im,n est engendre´ par m− 1 polynoˆmes de degre´ n+ 1, un
polynoˆme de degre´ 2m−2+n et un polynoˆme de degre´mn+2m−2−1. On a dim(R/Im,n) =
2 et
reg(Im,n) ≥ n
m +mn + 2m−2 − 2.
De´monstration. Conside´rons la suite exacte suivante
0 −→ (R/bm,n)[−d]
×F
−→ R/Im,n −→ R/Im,n −→ 0.
Comme R/Im,n est Cohen-Macaulay de dimension 2, on de´duit de la suite exacte ci-
dessus que
a0(R/Im,n) = a1(R/bm,n) + d.
On note que Xn
m
1 −X
nm−1
0 X2 est un ge´ne´rateur minimal de bm,n, donc reg(bm,n) ≥ n
m.
Comme d’autre part si (m,n) est distinct de (2, 2) et (3, 2),
a2(R/bm,n) + 2 < a2(R/Im,n) + 2
= reg(R/Im,n) = mn+ 2
m−2
≤ nm − 1
on a a1(R/bm,n) + 1 = reg(R/bm,n) ≥ n
m − 1 dans ces cas. Lorsque m = 2 ou m = 3,
on a a1(R/bm,n) + 1 = reg(R/bm,n) = n
m − 1 d’apre`s [6] si m = 2 et ( [20, 2.6 (3)]) si
m = 3. La proposition en de´coule.
Remarque 2.25. Lorsque m = 2 ou m = 3 on a plus pre´cise´ment
reg(Im,n) = n
m +mn + 2m−2 − 2,
car reg(bm,n) = a1(R/bm,n) + 2 = n
m d’apre`s [6] si m = 2 et ( [20, 2.6 (3)]) si m = 3.
D’autre part, d’apre`s L’vovsky ([59, 5.5] ), reg(bm,n) ≤ n
m+n(n+1)m−2− 1 pour tout
m, et ainsi
reg(Im,n) ≤ n
m + n(n + 1)m−2 +mn + 2m−2 − 3.
Ceci doit eˆtre compare´ a` la borne founie par le the´ore`me 2.13, qui donne, apre`s
quelques simplifications,
reg(Im,n) ≤ 2m
2n(n+ 1)m−2(n+ 2m−2)2.
L’exposant de n dans cette expression diffe`re donc de un par rapport a` sa vraie valeur.
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Chapitre 3
Bornes pour la re´gularite´ des
modules
3.1 Introduction
Bayer et Stillman ont montre´ dans [2] que la complexite´ d’un ide´al (ou d’un module)
est la meˆme que celle de l’un de ses ide´aux ge´ne´riques. Cette connection a motive´
beaucoup de recherches pour les bornes de la re´gularite´ de Castelnuovo-Mumford en
termes des degre´s des ge´ne´rateurs d’un ide´al et cela pour controˆler la complexite´ du
calcul des bases de Gro¨bner. Pour un corps k de caracte´ristique ze´ro et un ide´al I d’un
anneau de polynoˆmes R = k[X0, · · · , Xn], engendre´ en degre´s au plus d, Galligo ([Ga1],
[Ga2]) et Giusti ([Giu]) ont prouve´ la borne suivante :
reg(I) ≤ (2d)2
n−1
.
Utilisant un argument de Mumford ([64]), Bayer et Mumford ([1]) ont obtenu en toute
caracte´ristique la borne plus faible suivante :
reg(I) ≤ (2d)n!.
Dans [16] Caviglia et Sbarra montrent que la borne de Galligo et Giusti est valide
en toute caracte´ristique.
Les exemples de Mayr et Meyer ([63]) montrent que le comportement doublement
exponentiel n ne peut pas eˆtre e´vite´.
Dans ce chapitre nous e´tendons aux modules gradue´s de type fini ces bornes connues
pour les ide´aux. Comme reg(I) = reg(R/I)+1, le cas des ide´aux correspond aux modules
cycliques engendre´s en degre´ ze´ro.
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Pour prolonger le re´sultat aux modules quelconques, nous tenons compte des degre´s
des ge´ne´rateurs et de leurs relations. Des re´sultats sur la re´gularite´ des modules ont
e´galement e´te´ prouve´s inde´pendamment par Brodmann et Go¨tsch dans [11]. Les bornes
qu’ils fournissent sont compare´es aux noˆtres. Notons que l’exposant qui apparait dans
noˆtre borne de´pend de la dimension du support du module qui est plus petit que la
dimension de l’anneau qui apparaˆıt dans leur borne. Pour e´tablir les re´sultats de ce
chapitre nous proce´dons en deux e´tapes.
D’abord nous e´tablissons des bornes dans le cas des modules de dimension au plus
un. En second nous e´tendons aux modules la me´thode de Caviglia et Sbarra, cette
me´thode permet de proce´der par re´currence sur la dimension du module. Pour la
premie`re e´tape nous employons un argument d’abord pre´sente´ par Gruson, Lazarsfeld
et Peskine en prouvant des bornes pour la re´gularite´ des courbes re´duites. Cet argument
montre qu’il n’est pas ne´cessaire d’avoir une re´solution libre gradue´e pour estimer la
re´gularite´ de Castelnuovo-Mumford.
Nos re´sultats sont assez ge´ne´raux car ils sont valables pour des modules de dimen-
sion au plus un sur chaque R0-alge`bre gradue´e standard ou` R0 est un anneau local
artinien et sur des modules de dimension quelconque sur une R0-alge`bre gradue´e de
Cohen-Macaulay. Les principaux re´sultats nouveaux dans ce chapitre sont les the´ore`mes
suivants.
The´ore`me. Soit R un anneau gradue´ standard de Cohen-Macaulay et M un R-
module gradue´ de codimension c > 0 engendre´ par n e´le´ments de degre´s a1, · · · , an et
dont le premier module de syzygie est engendre´ en degre´s b1 ≥ · · · ≥ bs.
Alors, s ≥ c+ n− 1 et
deg(M) ≤ deg(R)
∑
1≤i1≤···≤ic≤n
c∏
ℓ=1
(biℓ+ℓ−1 − aiℓ).
Ce the´ore`me donne une estimation de la multiplicite´ d’un module M en fonction
des degre´s apparaissant dans une pre´sentation de M .
The´ore`me. Soit R une alge`bre de Cohen-Macaulay, gradue´e standard sur un anneau
artinien local R0, et soit M 6= 0 un R-module gradue´ de type fini. Supposons que M
soit engendre´ par n e´le´ments de degre´s positifs ou nuls. Soit c et δ la codimension et
la dimension du support de M (c + δ = dimR), respectivement. Si M est engendre´ en
degre´s au plus κ−1 et si son premier module de syzygies est engendre´ en degre´s au plus
κ, alors :
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(i) Si δ ≤ 1 et c > 0, on a : reg(M) ≤ reg(R) + (dimR + n− 1) κ− dimR.
(i)′ Si δ ≤ 1 et c = 0, on a : reg(M) ≤ reg(R) + κ−1.
(ii) Si δ ≥ 2 et c > 0, on a :
reg(M) ≤
[
deg(R)(reg(R) + (c+ n) κ−c)
(
c+ n− 1
c
)
κc
]2δ−2
.
(ii)′ Si δ ≥ 2 et c = 0, on a :
reg(M) ≤ [n deg(R)(reg(R) + κ)]2
δ−2
.
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3.2 Bornes pour la re´gularite´ des modules en di-
mension au plus 1
3.2.1 Sur les complexes d’Eagon-Northcott
Soit R une alge`bre gradue´e standard sur un anneau artinien local (R0, n), i.e. R1 est
un R0-module de type fini et R = R0[R1]. Soit M un R-module gradue´ de pre´sentation
finie
F
ϕ
−→ G −→M −→ 0,
ou` F =
m⊕
i=1
R[−bi], G =
n⊕
i=1
R[−ai] et b1 ≥ b2 ≥ · · · ≥ bm, avec m ≥ n.
Posons —∗ := HomR(—, R) et σ :=
∑n
i=1 ai. soit E
(l)
• le complexe R-gradue´ de
R-modules associacie´ a` ϕ (voir [29]) :
0 −→ N
(l)
m−n[σ]
δ
−→ N
(l)
m−n−1[σ] −→ · · · −→ N
(l)
l [σ]
ε
−→ L
(l)
l
ν
−→ L
(l)
l−1 −→ · · · −→ L
(l)
0 −→ 0
avec N
(l)
s = Syms−lG
∗
⊗∧n+s F pour l ≤ s ≤ m− n et L(l)s = Syml−sG⊗∧s F pour
0 ≤ s ≤ l.
Le complexe E
(l)
• a des diffe´rentielles homoge`nes de degre´s 0, son homologie est
a` support dans le support de M , H0(E
(l)
• ) = Sym
l
R(M) pour l > 0, et H0(E
(0)
• ) =
R/FittR0 (M). Les complexes E
(0)
• et E
(1)
• sont respectivement appelle´s complexe de
Eagon-Northcott et complexe de Buchsbaum-Rim. Soit H im(M) les modules de cohomo-
logie locale de M a` support dans l’ideal m = ⊕i>0Ri. Notons que H
i
m
(M) ∼= H im+n(M)
et posons
ai(M) := sup{µ | H
i
m
(M)µ 6= 0} si H
i
m
(M) 6= 0.
et −∞ si H im(M) = 0.
Le the´ore`me suivant montre que les modules d’homologie des complexes E
(l)
• ont un
support contenu dans le support du module M .
The´ore`me 3.1. [29]
Soit R une alge`bre gradue´e standard sur un corps et M un R−module gradue´ de
pre´sentation finie
F =
m⊕
i=1
R[−bi]
ϕ
−→ G =
n⊕
j=1
R[−aj ] −→ M −→ 0, avec m ≥ n.
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Alors, les modules d’homologie Hs(E
(l)
• ) sont annule´s par l’ide´al In(ϕ) des mineurs
d’ordre n de la matrice ϕ.
Les re´sultats suivants donnent quelques proprie´te´s des complexes E
(l)
•
The´ore`me 3.2. [13]
Soit R une alge`bre gradue´e standard sur un corps et M un R−module gradue´ de
pre´sentation finie
F =
m⊕
i=1
R[−bi]
ϕ
−→ G =
n⊕
j=1
R[−aj ] −→ M −→ 0, avec m ≥ n.
Si grad(In(ϕ)) = m − n + 1, la plus grande valeur possible, alors on a les proprie´te´s
suivantes
(1) Les complexes E
(l)
• sont acycliques pour 0 ≤ ℓ ≤ m− n.
(2) E
(0)
• est une re´solution libre de R/In(ϕ).
(3) E
(l)
• est une re´solution libre de Sym
l
R(M).
(4) R/In(ϕ) et les Sym
l
R(M) sont des modules parfaits.
Corollaire 3.3. [29]
Soit R une alge`bre gradue´e standard sur un corps et M un R−module gradue´ de
pre´sentation finie
F =
m⊕
i=1
R[−bi]
ϕ
−→ G =
n⊕
j=1
R[−aj ] −→ M −→ 0, avec m ≥ n.
Si grad(In(ϕ)) = m−n+1 et si R est un anneau local, alors les
(
m
n
)
mineurs maximaux
de ϕ forment un syste`me minimal de ge´ne´rateurs de l’ide´al qu’ils engendrent.
Nous fournirons des bornes pour la re´gularite´ des puissances syme´triques de M en
termes de degre´s des ge´ne´rateurs de M et de son premier module des syzygies. Nous
commenc¸ons par traiter le cas des modules de dimension au plus 1.
Pour de´montrer ces re´sultats sur la re´gularite´, nous utilisons le the´ore`me suivant
qui est base´ sur une ide´e de Gruson,Lazarsfeld et Peskine dans [43] et qui ge´ne´ralise le
lemme 5.9 dans [30]. Ce re´sultat montre qu’il n’est pas ne´cessaire d’avoir une re´solution
libre gradue´e pour estimer des bornes pour la re´gularite´ de Castelnuovo-Mumford.
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The´ore`me 3.4. Soit C un complexe de R-modules gradue´s de type fini tel que Ci = 0
pour i < 0. Si pour i > 0, on a dim(Hi(C)) ≤ i, alors
ai(H0(C)) ≤ max
j≥0
{ai+j(Cj)}, ∀i.
En particulier,
reg(H0(C)) ≤ max
0≤j≤dimR
{reg(Cj)− j}.
De´monstration. On conside`re le complexe gradue´ double C•
m
C ou` m est l’ide´al maximal
homoge`ne de R et C•mC est le complexe de Cˇech sur C. Il donne lieu a` deux suites spec-
trales. L’une d’elle a pour deuxie`me terme ′Epq2 = H
p
m
(Hq(C)). Comme dim(Hi(C)) ≤ i
pour i > 0, on a ′Epq2 = 0 pour p > q > 0. Ce qui implique que
′Ep02 ≃
′Ep0∞ pour
tout p. L’autre suite spectrale a pour premier terme, ′′Epq1 = H
q
m
(Cp). On en de´duit que
(′Ei0∞)µ ≃ (
′Ei02 )µ = H
i
m(H0(C))µ s’annule si H
p
m(Cq)µ = 0 pour p = q + i.
Pour la simplicite´, nous e´nonc¸ons les re´sultats en se´parant le cas ou` l’anneau est de
dimension au plus 1 et le cas ge´ne´ral.
3.2.2 Bornes pour la re´gularite´ dans le cas ou` l’anneau est de
dimension au plus 1
La proposition suivante donne des bornes pour la re´gularite´ du module M et de ses
puissances syme´triques dans le cas ou` l’anneau de base est de dimension au plus 1.
Proposition 3.5. Soit R une alge`bre gradue´e standard de dimension au plus 1 sur un
anneau artinien local R0, M un R-module gradue´ de pre´sentation finie
m⊕
i=1
R[−bi]
ϕ
−→
n⊕
i=1
R[−ai] −→ M −→ 0.
Supposons que b1 ≥ b2 ≥ · · · ≥ bm, posons b := max{bi} = b1 et a := max{ai}. Alors
pour l > 0,
(i) Si dimR = 0, reg(R/Fitt0R(M)) ≤ reg(R) et reg(Sym
l
R(M)) ≤ reg(R) + la,
(ii) Si dimR = 1,
reg(SymlR(M)) ≤ max{a0(R) + la, a1(R) + (l − 1)a+ b}
≤ reg(R) + max{la, (l − 1)a+ b− 1}
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et
reg(R/Fitt0R(M)) ≤ reg(R) + max{0,
n∑
i=1
(bi − ai)− 1}.
De´monstration. Si dim(R) = 0, alors reg(R/Fitt0R(M)) ≤ reg(R) et, comme Sym
l
R(M)
est un quotient de SymlR(G), on a
reg(SymlR(M)) ≤ reg(Sym
l
R(G))
= reg(R) + la1.
Si dimR = 1, alors en appliquant le the´ore`me 3.4 a` E
(l)
• on obtient pour l = 0 et m ≥ n,
reg(R/Fitt0R(M)) ≤ max{reg(L
(0)
0 ), reg(L
(0)
1 )− 1} et pour l > 0,
reg(SymlR(M)) ≤ max{a0(L
(l)
0 ), a1(L
(l)
1 )− 1}
≤ reg(R) + max{la, b+ (l − 1)a− 1}.
Le re´sultat en de´coule.
3.2.3 Bornes pour la re´gularite´ dans le cas ou` l’anneau est de
dimension au moins 2
Lorsque l’anneau est de dimension est au moins 2, on a le re´sultat suivant :
The´ore`me 3.6. Soit R une alge`bre gradue´e standard de dimension d ≥ 2 sur un anneau
artinien local R0, M 6= 0 un R-module gradue´ de dimension au plus 1, de pre´sentation
finie,M = coker(
⊕m
i=1 R[−bi]
ϕ
−→
⊕n
i=1 R[−ai]) (Notons que m ≥ n+d−2). Supposons
que b1 ≥ b2 ≥ · · · ≥ bm et a1 ≥ a2 ≥ · · · ≥ an. Posons Dl :=
∑l
i=1(bi − 1) et
∆ :=
∑min{m,n+d−1}
i=1 bi −
∑n
i=1 ai − (d− 1)an − d.
Soit M ′ := coker(
⊕n+d−2
i=1 R[−bi]
ϕ′
−→
⊕n
i=1 R[−ai]), ou` ϕ
′ est la restriction de ϕ.
Alors,
(i) reg(R/Fitt0R(M)) ≤ reg(R) + ∆,
(ii) pour l ≤ d− 1,
reg(SymlR(M)) ≤
{
reg(R) + max{Dl,∆+ lan} si M 6=M
′ ou l ≤ d− 2
reg(R) +Dd−1 si M = M
′ et l = d− 1
(iii) pour l ≥ d, reg(SymlR(M)) ≤ reg(R) +Dd + (l − d)a1.
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De´monstration. En modifiant au besoin les ge´ne´rateurs et les relations de M , on peut
supposer que les modules F :=
⊕m
i=1 R[−bi] etG :=
⊕n
i=1 R[−ai] peuvent se de´composer
en F = F1⊕F2⊕F3 et G = G1⊕G2, avec une pre´sentation deM de la forme suivante :
F1 ⊕ F2 ⊕ F3
0
BBBB@
ψ 0
0 1
0 0
1
CCCCA
−→ G1 ⊕G2
ou` ψ est une pre´sentation minimale de M .
Notons qu’en passant a` une pre´sentation minimale, ∆ et Dl de´croissent. On peut
donc supposer que F
ϕ
−→ G −→ M −→ 0 est une pre´sentation minimale de M .
Cette hypothe`se implique que bj > an pour tout j. De plus notons que bj > a1 pour
j = 1, · · · , d− 1, M ′′ := coker(F
ϕ1
−→ R[−a1]) (ou` ϕ1 est donne´ par la premie`re colonne
de ϕ) est un quotient de M , par suite M ′ est de dimension au plus 1, ce qui implique
qu’au moins d− 1 des degre´s bi − a1 des entre´es de ϕ1 sont positifs.
D’apre`s le the´ore`me 3.1, les modules Hs(E
l
•) ont un support dans le support de M .
Comme dimM ≤ 1, on a dim(Hs(E
l
•)) ≤ 1 pour tout s. Par conse´quent, d’apre`s le
the´ore`me 3.4,
(∗) reg(H0(E
l
•)) ≤ max
0≤s≤d
{reg(Els)− s}.
L
(l)
s = Syml−sG
⊗∧s F est un R-module gradue´ libre engendre´ par des e´le´ments
de degre´s (ai1 + · · ·+ ail−s) + (bj1 + · · · bjs) avec i1 ≤ · · · ≤ il−s et j1 < · · · < js. Donc
reg(L(l)s ) = reg(R) +
s∑
i=1
bi + (l − s)a1.
N
(l)
s = Syms−lG
∗
⊗∧n+s F est un R-module gradue´ libre engendre´ par des e´le´ments
de degre´s −(ai1 + · · ·+ ais−l) + (bj1 + · · · bjn+s) avec i1 ≤ · · · ≤ is−l et j1 < · · · < jn+s.
Par conse´quent
reg(N (l)s [σ]) = reg(R) +
n+s∑
i=1
bi + (l − s)an − σ.
Notons que pour s ≤ min{l, d− 1},
reg(L(l)s ) ≤ reg(R) +Dl + s,
car bj ≥ a1 + 1 pour j ≤ d− 1, et que
reg(L
(l)
d ) ≤ reg(R) +Dd + (l − d)a1 + d.
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Dans le cas ou` M ′ 6= M , on a m ≥ n+ d− 1, et pour l ≤ s ≤ d− 1,
reg(N (l)s [σ]) = reg(R) +
n+s∑
i=1
bi + (l − s)an − σ
= reg(R) + ∆ + lan −
n+d−1∑
i=n+s+1
bi + (d− 1− s)an + d
≤ reg(R) + ∆ + lan − (d− 1− s)(bn+d−1 − an) + d
≤ reg(R) + ∆ + lan + s+ 1
(car bj > an pour tout j).
Un calcul semblable montre que reg(N
(l)
s [σ]) ≤ reg(R) + ∆ + lan + s+ 1
pour s ≤ m − n = d − 2 dans le cas ou` M = M ′ (rappelons dans ce cas que E
(l)
p = 0
pour p ≥ d).
L’ine´galite´ (∗) et les estimations pour la re´gularite´ de reg(L
(l)
s ) et de reg(N
(l)
s [σ])
prouvent les ine´galite´s indique´es dans le the´ore`me.
Corollaire 3.7. Soit R une alge`bre gradue´e standard sur un corps et soit M un R-
module gradue´ de dimension au plus 1. Supposons que M est engendre´ par n e´le´ments
de degre´s compris entre 0 et B − 1 et que les syzygies M sont de degre´s au plus B. Si
dimR > 0 ou n > 1, alors
reg(M) ≤ reg(R) + (dimR + n− 1)B − dimR.
De´monstration. Ceci est une conse´quence imme´diate de la Proposition 3.5 et du The´ore`me
3.6 comme 0 ≤ ai ≤ B − 1 et bj ≤ B pour tout i et tout j.
58 Chapitre 3. Bornes pour la re´gularite´ des modules
3.3 Bornes pour la re´gularite´ des modules en di-
mension au moins 2
Soit R une alge`bre gradue´e standard sur un anneau artinien local R0, et M 6= 0 un
R-module gradue´ de dimension δ, admettant une pre´sentation finie
F =
m⊕
i=1
R[−bi]
ϕ
−→ G =
n⊕
j=1
R[−aj ] −→ M −→ 0.
On peut e´crire R = S/J , ou` J est S-ide´al gradue´ et S est un anneau de polynoˆmes
sur R0. Supposons que J n’a aucun e´le´ment de degre´s 1, cette pre´sentation est unique et
S = SymR0(R1). Posons b
R
i (M) := sup{µ | Tor
R
i (M,R0)µ 6= 0}, ainsi b
R
i (M) = −∞ si
TorRi (M, k) = 0. Rappelons que reg(M) = maxi{b
S
i (M)− i}. Le degre´ initial de M est
note´ par indegM = min{µ | Mµ 6= 0}. En outre, on note par λ(M) la longueur de M
comme R0-module, si M est de longueur finie, et posons h
i
m
(M)µ = λ(H
i
m
(M)µ). Nous
allons ge´ne´raliser aux modules les me´thodes de Caviglia et Sbarra. Nous commenc¸ons
par un re´sultat qui ge´ne´ralise ([16, 2.2]) :
Lemme 3.8. Soit M un R-module gradue´ de type fini et l une forme line´aire telle
que K := 0 :M (l) soit de longueur finie. Posons M
′ := M/H0
m
(M), M := M/lM ,
M ′ :=M ′/lM ′, et a := a0(M)− indeg(H
0
m(M)) + 1.
Alors, pour tout entier µ,
(i)
λ(K≥µ) = h
0
m(M)µ + h
0
m(M)>µ − h
0
m(M
′)>µ
≥ h0
m
(M)µ,
(ii) h0
m
(M)µ+a ≤
∑a
j=1 h
0
m
(M)µ+j −
∑a
j=1 h
0
m
(M ′)µ+j,
(iii) reg(M) ≤ µ−1+h0
m
(M)µ, pour µ ≥ max{b
R
0 (M)+h−1, b
R
1 (M)−1, reg(M)+1}
ou` h := max{bS0 (J), 1}.
De´monstration. Conside´rons le diagramme commutatif suivant a` lignes et colonnes
exactes
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0

0

0 // K //

K //

0

0 // H0m(M)
//
×l

M //
×l

M ′ //
×l

0
0 // H0m(M)[1]
//

M [1] //

M ′[1] //

0
0 // H0m(M)/lH
0
m
(M)[1] //

M [1] //

M ′[1] //

0
0 0 0.
Le diagramme montre que la longueur de Kµ est
λ(Kµ) = h
0
m
(M)µ − h
0
m
(M)µ+1 + h
0
m
(M)µ+1 − h
0
m
(M ′)µ+1
et la premie`re e´galite´ en de´coule. Posons F j := 0 :M (l
j) et notons que F 0 = 0 et
F 1 = K. En utilisant l’e´galite´ lF j = F j−1 ∩ lM pour j ≥ 2, nous obtenons la suite
exacte suivante
0 −→ F j/F j−1
×l
−→ F j−1/F j−2[1] −→ (F j−1 + lM)/(F j−2 + lM)[1] −→ 0.
Ce qui montre que
λ(F jµ/F
j−1
µ ) = λ(F
j−1
µ+1/F
j−2
µ+1)− λ((F
j−1 + lM)µ+1/(F
j−2 + lM)µ+1),
ainsi en particulier, λ(F jµ/F
j−1
µ ) ≤ λ(Kµ+j−1) pour tout j ≥ 1. Comme Fj = Fj+1 =
H0
m
(M) pour j ≥ a, nous avons
h0
m
(M)µ =
a∑
j=1
λ(F jµ/F
j−1
µ )
≤
a∑
j=1
λ(Kµ+j−1)
≤ h0
m
(M)µ − h
0
m
(M)µ+a +
a∑
j=1
h0
m
(M)µ+j −
a∑
j=1
h0
m
(M ′)µ+j ,
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ce qui prouve la deuxie`me ine´galite´.
Pour (iii), notons que reg(M) = max{a0(M), reg(M)}.
Supposons qu’il existe µ ≥ reg(M) tel que h0m(M)j > h
0
m(M)j+1 pour j ≥ µ et
h0
m
(M)j 6= 0. On en de´duit que a0(M) ≤ µ−1+h
0
m
(M)µ, ainsi reg(M) ≤ µ−1+h
0
m
(M)µ.
Pour µ ≥ reg(M) nous avons la suite exacte
0 −→ Kµ −→ H
0
m(M)µ −→ H
0
m(M)µ+1 −→ 0
qui montre qu’il suffit d’estimer les degre´s des ge´ne´rateurs de K comme S-module.
La suite exacte
0 −→ K −→ M −→M [1] −→ M [1] −→ 0
montre que
bS0 (K) ≤ max{b
S
0 (M), b
S
1 (M)− 1, b
S
2 (M)− 1}.
Nous obtenons une re´solution libre deM comme S-module a` partir du double complexe
obtenu en prenant une re´solution libre de M comme R-module et en re´solvant sur S
chaque R-module libre. Cela implique en particulier que
bS1 (M) ≤ max{b
R
1 (M), b
R
0 (M) + b
S
0 (J)}.
On en de´duit que
bS0 (K) ≤ max{b
R
0 (M) + h− 1, b
R
1 (M)− 1, reg(M) + 1}.
Ce qui montre la dernie`re assertion.
Soient M un R-module gradue´ et l1, · · · , ls+1 ∈ R des formes line´aires, posons
Mi := M/(l1, · · · , li)M , i = 0, · · · , s+ 1 et Ki := ker(Mi
×li+1
−→ Mi[1]).
Le lemme 3.8 nous permet d’e´tablir le re´sultat suivant :
Lemme 3.9. Soient M un R-module engendre´ par des e´le´ments de degre´s non ne´gatifs
et l1, · · · , ls+1 ∈ R des formes line´aires telles que Ki := ker(Mi
×li+1
−→ Mi[1]) soit de
longueur finie pour tout i. Si on pose
Qi = max{reg(Mi), λ(Ki), b
R
1 (M)−2, b
R
0 (M)+max{1, b
S
0 (J)}−2}+1 pour 0 ≤ i ≤ s.
Alors, on a
Qi ≤ Q
2
i+1 ∀i = 0, · · · , s− 1.
En particulier,
reg(M) ≤ Q2
s
s .
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De´monstration. La partie (i)du Lemme 3.8 montre que
h0m(Mi)µ ≤ λ((Ki)≥µ) ≤ λ(Ki).
Comme H0m(Mi) ⊂Mi n’a pas d’e´le´ment de degre´ ne´gatif, nous avons
h0
m
(Mi) := λ(H
0
m
(Mi)) ≤ (a0(Mi) + 1) · λ(Ki).
En posant
ri := max{b
R
1 (M)− 2, b
R
0 (M) + max{1, b
S
0 (J)} − 2, reg(Mi)},
on a, Qi = 1 + max{ri, λ(Ki)}. En utilisant les ine´galite´s b
R(i)
0 (Mi) ≤ b
R
0 (M) et
b
R(i)
1 (Mi) ≤ b
R
1 (M) ou` R(i) = R/(l1, · · · , li)R et en appliquant la partie (iii) du lemme
3.8 au R(i)-module Mi, on obtient :
reg(Mi) ≤ ri+1 + h
0
m
(Mi)ri+1+1
≤ ri+1 + λ((Ki)>ri+1)
≤ ri+1 + λ(Ki).
Ainsi
ri ≤ ri+1 + λ(Ki).
Conside´rons la suite exacte suivante
0 −→ Ki −→ H
0
m
(Mi) −→ H
0
m
(Mi)[1] −→ H
0
m
(Mi+1) −→ C −→ 0,
ou` C est un co-noyau. Cette suite montre que
λ(Ki)µ = λ(H
0
m
(Mi))µ − λ(H
0
m
(Mi))µ+1 + λ(H
0
m
(Mi+1))µ − λ(C)µ
≤ λ(H0
m
(Mi))µ − λ(H
0
m
(Mi))µ+1 + λ(H
0
m
(Mi+1))µ.
En sommant, on a
λ(Ki) ≤ h
0
m(Mi+1)
≤ (a0(Mi+1) + 1) · λ(Ki+1)
≤ (ri+1 + 1) · λ(Ki+1) (∗∗)
On en de´duit que λ(Ki) ≤ Qi+1(Qi+1−1) et ri ≤ (Qi+1−1)+Qi+1(Qi+1−1) = Q
2
i+1−1,
d’ou` Qi ≤ Q
2
i+1.
Les lemmes 3.8 et 3.9 permettent d’e´tendre et de ge´ne´raliser la me´thode de Ca-
viglia et Sbarra aux modules. Cette nouvelle me´thode donne des bornes doublement
exponentielles pour la re´gularite´ de Castelnuovo-Mumford des modules.
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3.3.1 Estimation de la multiplicite´ d’un module en fonction
des degre´s des ge´ne´rateurs et des degre´s des relations
Pour appliquer le lemme pre´ce´dent, nous devons estimer le degre´ (ou la multiplicite´)
d’un module en termes de degre´s apparaissant dans une pre´sentation finie du module.
Dans le cas ou` l’anneau R est de Cohen-Macaulay, nous avons obtenu le re´sultat
suivant :
The´ore`me 3.10. Soit R un anneau gradue´ standard de Cohen-Macaulay et M un R-
module gradue´ de codimension c > 0 engendre´ par n e´le´ments de degre´s a1, · · · , an et
dont le premier module de syzygies est engendre´ en degre´s b1 ≥ · · · ≥ bs.
Alors, s ≥ c + n− 1 et
deg(M) ≤ deg(R)
∑
1≤i1≤···≤ic≤n
c∏
ℓ=1
(biℓ+ℓ−1 − aiℓ).
De´monstration. En remplac¸ant au besoin les ge´ne´rateurs g1, · · · , gs du premier module
de syzygie par g′i := gi +
∑
j>i hijgj, ou` hij est un polynoˆme suffisamment ge´ne´ral de
degre´ bi−bj , on peut supposer sans sans perte de ge´ne´ralite´ que l’ide´al des mineurs maxi-
maux de la matrice H d’ordre (c+n−1)×n correspondant aux relations g1, · · · , gc+n−1
est de codimension c. Comme M est un quotient du module P pre´sente´ par H , on a
deg(M) ≤ deg(P ). Estimons le degre´ de P .
-Dans le cas ou` R est anneau de polynoˆmes sur corps k, d’apre`s les e´galite´s 1.2,
1.3 et 1.4 de [37], le degre´ de P est e´gal au coe´fficient du terme de degre´ c dans le
de´veloppement de l’expression ∏s
i=1(1− bit)∏n
j=1(1− ajt)
.
En de´signant par σp la p-ie`me fonction syme´trique en s variables, et parmq la somme
des monoˆmes de degre´s q en n variables, on a :
s∏
i=1
(1− bit) =
s∑
p=0
(−1)pσp(b1, · · · , bs)t
p
et
1∏n
j=1(1− ajt)
=
∑
q≥0
mq(a1, · · · , an)t
q.
Il s’en suit que deg(P ) =
∑
p+q=c(−1)
p−cσp(b1, · · · , bs)mq(a1, · · · , an), ce qui peut
eˆtre re´e´crit sous la forme ∑
1≤i1≤···≤ic≤n
c∏
ℓ=1
(biℓ+ℓ−1 − aiℓ).
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Posons a := (a1, · · · , an), b := (b1, · · · , bc+n−1) et soit Ha,b(µ) la caracte´ristique d’
Euler-Poincare´ du complexe de Buchsbaum-Rim (E
(1)
• )µ.
Comme E
(1)
• est une re´solution libre de P , il existe un polynoˆme Pa,b(t) tel que∑
µ
Ha,b(µ)t
µ =
Pa,b(t)
(1− t)p−c
= (1− t)cPa,b(t)
1
(1− t)p
= (1− t)cPa,b(t)
PR(t)
(1− t)p
,
ou`
p := dim(R) et
∑
1≤i1≤···≤ic≤n
c∏
ℓ=1
(biℓ+ℓ−1 − aiℓ) = deg(P ) = Pa,b(1).
Les meˆmes calculs donnent le re´sultat analogue si R est un anneau de polynoˆmes
sur un anneau local artinien R0.
-Si R n’est pas un anneau de polynoˆmes sur R0, le complexe de Buchsbaum-Rim
est toujours une re´solution de M . Comme les de´calages se produisant dans les modules
E
(1)
i sont donne´s par les meˆmes expressions en termes de a et b comme ci-dessus, la
caracte´ristique d’Euler-Poincare´ H ′a,b(µ) de degre´ µ de (E
(1)
• )µ est donne´e par∑
µ
H ′a,b(µ)t
µ = (1− t)cPa,b(t)
PR(t)
(1− t)p
ou` p := dimR et PR(1) = deg(R), la conclusion en de´coule.
Corollaire 3.11. Avec les hypothe`ses du the´ore`me 3.10, posons a := mini{ai}. Alors
deg(M) ≤ deg(R)
(
r + n− 1
n− 1
) r∏
i=1
(bi − a).
3.3.2 Bornes pour la re´gularite´ des modules
Le the´ore`me suivant donne des bornes pour la re´gularite´ de Castelnuovo-Mumford
des modules gradue´s de type fini sur anneau de Cohen-Macaulay qui est gradue´ standard
sur un anneau artinien local. Ces re´sultats e´tendent aux modules les bornes doublement
exponentielles de Galligo, Guisti, Caviglia et Sbarra.
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The´ore`me 3.12. Soit R un anneau de Cohen-Macaulay gradue´ standard sur un an-
neau artinien local R0 et M 6= 0 un R-module gradue´ de type fini. Supposons que M
est engendre´ par n e´le´ments de degre´s non ne´gatifs. Soit c et δ la codimension et la
dimension du support de M ( c + δ = dimR), respectivement. Si M est engendre´ en
degre´ au plus κ−1 et dont le premier module de syzygie est engendre´ en degre´s au plus
κ, alors :
(i) Si δ ≤ 1 et c > 0, reg(M) ≤ reg(R) + (dimR + n− 1) κ− dimR.
(i)′ Si δ ≤ 1 et c = 0, reg(M) ≤ reg(R) + κ−1.
(ii) Si δ ≥ 2 et c > 0,
reg(M) ≤
[
deg(R)(reg(R) + (c+ n) κ−c)
(
c+ n− 1
c
)
κc
]2δ−2
.
(ii)′ Si δ ≥ 2 et c = 0,
reg(M) ≤ [n deg(R)(reg(R) + κ)]2
δ−2
.
De´monstration. Les parties (i) et (i)′ sont prouve´es dans le the´ore`me 3.6 et la proposi-
tion 3.5. Posons D := deg(R) et r := reg(R). On peut supposer que le corps R0/n est
infini.
Estimons λ(K) lorsque dimM = 1. Soit l ∈ R est une forme line´aire telque K :=
0 :M (l) soit de longueur finie, on a λ(K) = λ(M/lM) − deg(M). En appliquant le
Corollaire 3.11 a` M/lM on a
λ(M/lM) ≤ D
(
c+ n− 1
n− 1
)
κc si c > 0.
Notons que λ(M/lM) ≤ nD si c = 0. On en de´duit que
λ(K) < D
(
c+ n− 1
n− 1
)
κc si dimM = 1 et c > 0
et λ(M/lM) ≤ nD si dimM = 1 et c = 0.
Soit δ = 2, c > 0 et l une forme line´aire ge´ne´rale, notons que bR0 (M)+max{1, b
S
0 (J)} ≤
(κ−1)+(r+1). Par suite, en utilisant les notations de la partie (i) du lemme 3.8, on a,
r1 = max{b
R
1 (M)− 2, b
R
0 (M) + max{1, b
S
0 (J)} − 2, reg(M/lM)}
≤ r + (c+ n) κ−(c + 1).
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Les parties (i) and (iii) du lemme 3.8 entraˆınent que reg(M) < λ(K)+r+(c+n) κ−c.
De plus l’ine´galite´ (∗∗) dans la preuve du lemme 3.9 de´montre que
λ(K) ≤ (r + (c+ n) κ−c)
[
D
(
c+ n− 1
n− 1
)
κc−1
]
.
On en de´duit que
max{reg(M), λ(K)}+ 1 ≤ (r + (c+ n) κ−c)
[
D
(
c+ n− 1
n− 1
)
κc−1
]
+ r + (c + n) κ−c
= D(r + (c+ n) κ−c)
(
c+ n− 1
n− 1
)
κc .
Si δ = 2 and c = 0, les estimations sont respectivement :
- r1 ≤ r + κ−1 ( d’apre`s la partie (i)’)
- reg(M) < λ(K) + r + κ (d’apre`s les parties (i) et (iii) du Lemme 3.8 ) et
- λ(K) ≤ (r + κ)(nD − 1) (d’apre`s l’ine´galite´ (∗∗) dans la preuve du lemme 3.9.).
On en de´duit que max{reg(M), λ(K)} + 1 ≤ nD(r + κ) dans ce cas.
Finalement, si δ > 2, on obtient le re´sultat par re´currence en utilisant le lemme 3.9
avec s = δ − 2.
Remarque 3.13. Les meˆmes arguments donnent dans la partie (iii) du the´ore`me 3.12
des ine´galite´s plus fines si c > 0.
Pre´cise´ment, si M est engendre´ en degre´s a1, · · · , as et si les degre´s des relations
sont b1 ≥ · · · ≥ bs, alors (a` moins que s = c+n−1 dans ce cas M est Cohen-Macaulay
de re´gularite´ reg(R) +
∑
j bj −
∑
i ai − cmin{ai}) on a
reg(M) ≤
[
deg(R)(reg(R) + b1 + · · ·+ bc+n − c)
∑
1≤i1≤···≤ir≤n
r∏
ℓ=1
(biℓ+ℓ−1 − aiℓ)
]2δ−2
.
Remarque 3.14. Si M est engendre´ en degre´s entre 0 et a et si son premier module de
syzygie est engendre´ en degre´ au plus κ, alors SymlR(M) est engendre´ en degre´s entre
0 et la et son premier module de syzygies est engendre´ en degre´s au plus κ+(l − 1)a.
En appliquant le the´ore`me 3.12 dans cette situation, si a ≤ κ−1 et d := dim(M) ≥
2, on obtient la borne suivante :
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reg(SymlR(M)) ≤
[
deg(R)(reg(R) + (c+ n)(κ+(l − 1)a− c)
(
c+ n− 1
c
)
(κ+(l − 1)a)c
]2δ−2
.
3.3.3 Comparaison avec le travail de Brodmann et Go¨tsch
Dans [11, 6.3], Brodmann et Go¨tsch montrent la borne suivante :
reg(M) ≤ [reg(R) + (n + 1) deg(R) + κ+1]2
p−1
,
ou` p = dim(R).
Cette borne est un peu moins pre´cise que la noˆtre. La diffe´rence principale avec
notre borne est que dans notre estimation de la re´gularite´, l’exposant de´pend de la
dimension du module par opposition a` leur exposant qui de´pend de la dimension de
l’anneau. En outre, notre borne est le´ge`rement plus fine meˆme dans le cas des modules
supporte´s en petite codimension.
3.3.4 Retour aux ide´aux
Conside´rons le cas spe´cial ou` R = S est un anneau de polynoˆmes sur un anneau
artinien local R0 et M = S/I est de codimension c, de dimension δ, et I est engendre´
en degre´ au plus κ. Le the´ore`me 3.12 entraˆıne
reg(I) ≤
[
(c+ 1) κc+1
]2δ−2
.
Notons que si dimS = p ≥ 2 et c = 1, alors I = (F )J , ou` F est de degre´ e ≤ κ et
l’ide´al J est engendre´ en degre´s au plus κ−e et a pour codimension c′ ≥ 2. Ainsi, nous
obtenons
reg(I) = e+ reg(J)
≤ e+
[
(c′ + 1)(κ−e)c
′+1
]2p−4
.
Il s’en suit que la re´gularite´ de tout ide´al I ⊂ S := R0[X1, · · · , Xp] qui est engendre´
en degre´ au plus κ est borne´e par p(κ−1) + 1 si p ≤ 3, et par [3 κ3]
2p−4
si p ≥ 4.
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En utilisant le lemme 3.9, ([17, 3.3]) ou ([72, the´ore`me 2]) et ([21, the´ore`me 1]),
on a la borne le´ge`rement ame´liore´e suivante (ce qui de´coule e´galement de la preuve du
the´ore`me 3.12) :
reg(I) ≤
[
3 κ2(κ−1)
]2p−4
+ 1, pour p ≥ 4.
Notre re´sultat ame´liore aussi la borne de Caviglia and Sbarra [16] :
reg(I) ≤
[
κ2 +2 κ−1
]2p−3
.
Question 3.1. Il serait inte´ressant d’e´tendre la borne dans le the´ore`me 3.12 a` la classe
de toutes les alge`bres gradue´es standard sur un anneau artinien local. Pour cela il suffit
d’e´tendre le the´ore`me 3.10
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Chapitre 4
Bornes pour la re´gularite´ des
Sche´mas singuliers
4.1 Introduction
Dans ce chapitre nous e´tudions des bornes pour la re´gularite´ de Castelnuovo-Mumford
d’un sche´ma projectif, admettant des singularite´s en fonction des degre´s des e´quations
de´finissant le sche´ma, de sa dimension et de la dimension de son lieu singulier. Nous
proce´dons en deux parties. Dans la premie`re partie, nous e´tablissons d’abord des bornes
pour la re´gularite´ des sche´mas de dimension au plus 1, admettant des singularite´s
isole´es. Puis nous utilisons la me´thode de Chardin et Ulrich pour borner la re´gularite´
des sche´mas en dimension d ≥ 2. Cette me´thode largement de´crite dans [25], utilise
des techniques de liaison, une re´currence sur la dimension et une version ame´liore´e du
the´ore`me d’annulation de Kodaira. Nous e´tablissons les bornes suivantes qui ame´liorent
celles obtenues par Chardin et Ulrich :
The´ore`me Soit R = k[X0, · · · , Xn] un anneau de polynoˆmes sur un corps k, I =
(f1, · · · , fs) ⊂ R un ide´al non nul engendre´ par des formes de degre´s d1 ≥ · · · ≥ ds ≥ 2,
X = Proj(R/I). Posons r = codimX et σ =
∑r
i=1(di − 1). On suppose qu’il existe
un sche´ma Z ⊂ X de dimension ze´ro, tel que pour tout x ∈ X − Z, X est localement
intersection comple`te en x et OX,x est de type rationnel.
Alors reg(R/I) ≤ σ si R/I est de Cohen-Macaulay, et sinon
(0) reg(R/I) ≤
∑n+1
i=1 (di − 1) si dimX ≤ 0,
(1) reg(R/I) ≤ 2(σ − 1) + dn si dimX = 1,
(2) reg(R/I) ≤ (dimX + 1)!(σ − 1) si dimX ≥ 2.
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Dans la deuxie`me partie, on se rame`ne au cas e´tudie´ dans la premie`re partie, en
utilisant un the´ore`me de Bertini et la me´thode de Caviglia et Sbarra que nous avons
e´tendue et ame´liore´e dans le chapitre 3 de cette pre´sente the`se.
Nous avons obtenu des bornes du meˆme type que celles obtenues dans le chapitre 3,
a` la seule diffe´rence que l’exposant de´pend de la dimension du lieu singulier du sche´ma
et non de celle du sche´ma :
The´ore`me Soit X un sche´ma projectif sur un corps k, de dimension d et de codi-
mension r > 0. Soit δ la dimension du lieu singulier de X et IX l’ide´al sature´ de´finissant
X. On suppose que X est de´fini par des e´quations de degre´s au plus D ≥ 2.
1) Si δ = −1 ou si δ = 0 et la caracte´ristique de k est nulle, alors
reg(IX) ≤ r(D − 1) + 1.
2) Si δ ≤ 1, alors reg(IX) ≤ (dimX)!(r(D − 1)− 1) + 1.
3) Si δ ≥ 2 alors,
reg(IX) ≤ C(n, d− 1, δ − 1)D
(n−δ)2δ−2
ou` C(n, d, δ) ne de´pend que de n, d et δ.
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4.2 Rappels sur un the´ore`me de Bertini et sur les
singularite´s
4.2.1 Singularite´s et the´ore`me de Bertini
Soit X ⊂ Pnk un sche´ma projectif sur un corps k et x ∈ X un point de X.
De´finition 4.1. On dit que x est un point non singulier de X si l’anneau local OX,x
est re´gulier. Si OX,x n’est pas re´gulier on dit que x est un point singulier de X.
Le lieu singulier du sche´maX, Sing(X) est l’ensemble de ses points singuliers. Notons
que Sing(X) est un ferme´ de X.
De´finition 4.2. Soit A un anneau noethe´rien. On dit que A ve´rifie la condition Rℓ, si
Ap est re´gulier pour tout ide´al premier p de A de hauteur au plus ℓ.
De´finition 4.3. On dit qu’un sche´ma X ve´rifie la condition Rℓ si pour tout x ∈ X,
l’anneau local OX,x ve´rifie la condition Rℓ.
Le re´sultat suivant donne une version du the´ore`me de Bertini qui est valable en
toute caracte´ristique.
The´ore`me 4.4. [35, 3.4.14]
Soit X ⊂ Pnk un sche´ma projectif sur un corps infini k. Si X est re´gulier (respec-
tivement normal, re´duit, ve´rifie Rℓ), alors pour tout hyperplan ge´ne´ral H, X ∩ H est
re´gulier (respectivement normal, re´duit, ve´rifie Rℓ).
Corollaire 4.5. Soit X ⊂ Pnk un sche´ma projectif et H un hyperplan ge´ne´ral. Si
dim(Sing(X)) = s, alors dim(Sing(X ∩H)) = s− 1.
4.2.2 F-rationalite´ et Singularite´s de type rationnel
De´finition 4.6. Soit X un sche´ma de type fini sur un corps k, on dit que X ′
π
−→ X
est une de´singularisation de X si π est un morphisme propre birationnel et si X ′ est
lisse sur k.
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De´finition 4.7. [25, page 3]
Soit X un sche´ma essentiellement de type fini sur un corps k de caracte´ristique ze´ro,
X ′
π
−→ X une de´singularisation de X, soit Riπ∗OX′ les images directes supe´rieures
du faisceau OX′. On dit que X a des singularite´s rationnelles si X est normal et si
Riπ∗OX′ = 0 pour tout i > 0.
Soit R un anneau noetherien de caracte´ristique p et R˚ l’ensemble des e´le´ments de
R qui ne sont dans aucun ide´al premier minimal de R. Soit I un ide´al de R et q = pe
un entier avec e positif, I [q] de´signe l’ide´al de R engendre´ par les puissances d’ordre q
des e´le´ments de I. La cloˆture e´troite (tight closure) I∗ de I est de´fini par z ∈ I∗ si et
seulement si il existe c ∈ R˚ et un entier positif N tel que czp
e
∈ I [p
e] pour tout e ≥ N .
On dit que I est e´troitement clos (tightly closed) si I = I∗.
De´finition 4.8. [25, page 3]
Un anneau R de caracte´ristique p premier est F -rationnel si tout ide´al de R engendre´
par un syste`me de parame`tres est e´troitement clos (tightly closed). Un sche´ma est F -
rationnel si tous ses anneaux locaux sont F -rationnel.
La notion de F -rationalite´ s’etend aux anneaux essentiellement de type fini sur un
corps k de caracte´ristique ze´ro de la manie`re suivante :
De´finition 4.9. [73, 4.1]
Soit k un corps de caracte´ristique ze´ro et R une k-alge`bre de type fini. On dit que R
est F -rationnel s’il existe une Z-alge`bre de type fini A contenue dans k, une A-alge`bre
RA de type fini, et un morphisme plat A →֒ RA tel que :
(i) (A →֒ RA)⊗A k soit isomorphe a` k →֒ R, et
(ii) pour tout ide´al maximal m contenu dans un ouvert dense de SpecA, l’anneau
RA ⊗A A/m est F -rationnel.
De´finition 4.10. [73, 4.2] Soit X un sche´ma de type fini sur un corps de caracte´ristique
ze´ro k. Un point x ∈ X est F -rationnel s’il posse`de un voisinage de´fini par un anneau
F -rationnel. Le sche´ma X est F -rationnel si tout point x ∈ X est F -rationnel.
Nous adoptons la terminologie de Chardin et Ulrich dans [25] :
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De´finition 4.11. On dit qu’un anneau R est de type rationnel, s’il est de caracte´ristique
p et F -rationnel ou bien s’il est essentiellement de type fini sur un corps de caracte´ristique
ze´ro et a` singularite´s rationnelles. Un sche´ma X est de type rationnel si ses anneaux
locaux sont de type rationnel.
4.3 Bornes pour la re´gularite´ des sche´mas en di-
mension au plus un
Soit R un anneau de polynoˆmes sur un corps, I ⊂ R un ide´al homoge`ne. On a le
re´sultat suivant qui ame´liore [25, 2.1] :
Proposition 4.12. [17, 5.12]
Soit R = k[X0, · · · , Xn] , un anneau de polynoˆmes sur un corps k, I = (f1, · · · , fs) ⊂
R un ide´al homoge`ne de hauteur n−1 engendre´ par s formes de degre´s d1 ≥ d2 ≥ · · · ≥
ds, avec s ≥ n. Alors,
reg(R/I) =
s∑
i=1
(di − 1) si s = n− 1.
Si la composante C de dimension 1 de Proj(R/I) est re´duite,
reg(R/I) ≤ 2(
n−1∑
i=1
(di − 1)− 1) + dn si s ≥ n
De´monstration. Soit f1, · · · , fn des e´le´ments de I de degre´s d1 ≥ d2 ≥ · · · ≥ dn tel que
In−1 = (f1, · · · , fn−1) soit une intersection comple`te. On a I 6= In−1, car I n’est pas une
intersection comple`te.
Posons J = In : I et soit ωR/I le module canonique de R/I, on a J/In−1 ≃
ωR/I(−d1 − · · · − dn−1 + n+ 1), donc
reg(J/In−1) = reg(ωR/I) + d1 + · · ·+ dn−1 − n− 1.
ωR/I e´tant un module de Cohen-Macaulay de dimension 2, on a d’apre`s les the´ore`mes
d’annulation de Grothendieck H i
m
(ωR/I) = 0 pour i 6= 2, ainsi reg(ωR/I) = a2(ωR/I)+2.
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Comme de plus,
H2
m
(ωR/I) = End(ωR/I)
∗
≃
⊕
µ
H0(C,OC(µ)),
on a a2(ωR/I) = 0. On a au total
reg(J/In−1) = d1 + · · ·+ dn−1 − n+ 1.
Ainsi, modulo In−1, J est engendre´ en degre´s au plus d1+ · · ·+dn−1−n+1, il existe
donc un e´le´ment f ∈ J non diviseur de ze´ro modulo IC , de degre´ d1+ · · ·+dn−1−n+1
et telque l’ide´al In−1 : (f) = I : (f) soit de profondeur strictement positif. La suite
exacte suivante
0 −→ R/I ∩ (f) −→ R/I ⊕ R/(f) −→ R/I + (f) −→ 0
montre que
a0(R/I) ≤ a0(R/I + (f)).
Appliquons [17, 3.3] a` M = R et M ′ = R/I + (f), I + (f) = (f1, · · · , fn, fn+1) avec
fn+1 = f , δ = dim(R) = n + 1, δ
′ = dim(R/I + (f)) = 1. On a
a0(R/I + (f)) ≤ max{a0(R), a1(R) + d1, · · · , an+1(R) + d1 + · · ·+ dn + dn+1},
or a0(R) = −n− 1, dn+1 = d˚ f = d1 + · · ·+ dn−1 − n+ 1 et ai(R) = 0 pour i < n + 1.
Ainsi,
a0(R/I) ≤ 2(d1 + · · ·+ dn−1 − n) + dn.
Le corollaire [17, 3.3] applique´ a` M = R et M ′ = R/I montre que :
a1(R/I) + 1 ≤ max{a1(R), a2(R) + d1, · · · , an+1(R) + d1 + · · ·+ dn}+ 1
≤ d1 + · · ·+ dn − n.
et
a2(R/I) + 2 ≤ max{a2(R), a3(R) + d1, · · · , an+1(R) + d1 + · · ·+ dn−1}+ 2
≤ d1 + · · ·+ dn − n + 1.
On en de´duit que
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reg(R/I) ≤ 2(d1 + · · ·+ dn−1 − n) + dn
= 2(
n−1∑
i=1
(di − 1)− 1) + dn.
Le the´ore`me suivant ame´liore [25, 2.2] :
The´ore`me 4.13. [17, 5.13]
Soit R = k[X0, · · · , Xn] , un anneau de polynoˆmes sur un corps k, I = (f1, · · · , fs) ⊂
R un ide´al homoge`ne de hauteur n − 1, engendre´ par s formes de degre´s d1 ≥ d2 ≥
· · · ≥ ds, avec s ≥ n. On suppose que la composante e´quidimensionnelle I
top de I est
re´duite. Soit C la composante de dimension 1 de Proj(R/I). Si µ(Ip) ≤ n, pour tout
ide´al premier p ⊃ IC tel que dim(R/p) = 1, alors
reg(R/I) ≤ d1 + · · ·+ dn+1 − n− 1
De´monstration. Soit Ii = (f1, · · · , fi) l’ide´al engendre´ par f1, · · · , fi. Montrons par
re´currence sur i que a0(R/Ii) ≤ d1 + · · ·+ di − n− 1.
- Pour i ≤ n, on a a0(R/Ii) = −∞ car Ii est un ide´al parfait. De plus d’apre`s [17,
5.10], a0(R/In) ≤ d1 + · · ·+ dn − n− 1.
Supposons i ≥ n + 1, la suite exacte suivante :
0 −→
(
Ii−1 : fi
Ii−1
)
(−di) −→
R
Ii−1
(−di) −→
R
Ii−1
−→
R
Ii−1 + (fi)
−→ 0.
Cette suite exacte donne la suite longue en cohomologie locale
· · · −→ Hk
m
(
Ii−1 : fi
Ii−1
)
(−di) −→ H
k
m
(
R
Ii−1
)
(−di) −→ H
k
m
(
R
Ii−1
)
−→ Hk
m
(
R
Ii−1 + (fi)
)
−→ · · ·
qui montre que
a0(R/Ii) = a0(R/Ii−1 + (fi))
≤ max
{
a0(R/Ii−1), a1(R/Ii−1) + di, a2
(
Ii−1 : fi
Ii−1
)
+ di
}
. (1)
D’autre part la suite exacte
0 −→
(
Ii−1 : fi
Ii−1
)
−→
R
Ii−1
−→
R
Ii−1 : fi
−→ 0
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montre que
a2
(
Ii−1 : fi
Ii−1
)
≤ max{a1(R/Ii−1 : fi), a2(R/Ii−1)} (2).
Les ine´galite´s (1) et (2) entraˆınent que
a0(R/Ii) ≤ max{a0(R/Ii−1), a1(R/Ii−1) + di, a1(R/Ii−1 : fi) + di, a2(R/Ii−1) + di}.
Comme di ≤ dn+1, l’hypothe`se de re´currence et [17, 5.6] montre que
a0(R/Ii) ≤ max{d1 + · · ·+ dn+1 − n− 1, d1 + · · ·+ dn − n− 1 + di
, d1 + · · ·+ dn−1 − n− 1 + di, a1(R/Ii−1 : fi) + di.} (3).
Montrons que a1(R/Ii−1 : fi) ≤ d1 + · · ·+ dn−n− 1. Le lemme [17, 5.4(2)] entraˆıne
que pour tout ide´al premier p ⊃ IC de codimension n, (In)p = Ip et que (Ii−1)p = (Ii)p.
Si codim(Ii−1 : fi) = n alors a0(Ii−1 : fi) = −∞, sinon (Ii−1 : fi) = J ∩ K, ou` J est
purement de dimension 1 et codim(I + J) = n. Comme
H1
m
(R/J ∩K) ≃ H1
m
(R/J),
on a d’apre`s [24, 2 (i)], a1(R/J) ≤ d1 + · · ·+ dn − n− 1, d’ou`
a1(R/Ii−1 : fi) ≤ a1(R/J)
≤ d1 + · · ·+ dn − n− 1 (4).
Les ine´galite´s (3) et (4) entraˆınent
a0(R/Ii) ≤ d1 + · · ·+ dn+1 − n− 1.
les ine´galite´s
a1(R/I) ≤ d1 + · · ·+ dn − 1 et a2(R/I) ≤ d1 + · · ·+ dn−1 − n− 1
de´coulent du the´ore`me 5.6 de [17], d’ou` la borne annonce´e.
4.4. Bornes pour la re´gularite´ des sche´mas en dimension au moins 2 77
4.4 Bornes pour la re´gularite´ des sche´mas en di-
mension au moins 2
Dans [25], Chardin et Ulrich ont montre´ le re´sultat suivant :
The´ore`me 4.14. [25, 4.7(b)]
Soit k un corps et R une k-alge`bre gradue´ standard, I = (f1, · · · , fs) ⊂ R, un ide´al
engendre´ par des formes de degre´s d1 ≥ d2 ≥ · · · ≥ ds, X = Proj(R/I), r = codimX >
0, Z = Proj(R). On suppose d1 ≥ 2, dimX ≥ 1, X localement intersection comple`te
dans Z et que l’une des conditions suivantes soit ve´rifie´e :
(i) X est de type rationnel.
(ii) La caracte´ristique de k est nulle et X a au plus des singularite´s irrationnelles
isole´es.
Alors,
reg(R/I) ≤
(dimX + 2)!
2
(reg(R) + d1 + · · ·+ dr − r − 1)
Soit R = k[X0, · · · , Xn] un anneau de polynoˆmes sur un corps k, le the´ore`me suivant
ame´liore le the´ore`me 4.14.
The´ore`me 4.15. Soit R = k[X0, · · · , Xn] un anneau de polynoˆmes sur un corps k,
I = (f1, · · · , fs) ⊂ R un ide´al non nul engendre´ par des formes de degre´s d1 ≥ · · · ≥
ds ≥ 2, X = Proj(R/I), r = codimX > 0 et σ =
∑r
i=1(di− 1). On suppose qu’il existe
un sche´ma Z ⊂ X de dimension ze´ro, tel que pour tout x ∈ X − Z, X est localement
intersection comple`te en x et OX,x est de type rationnel.
Alors reg(R/I) ≤ σ si R/I est de Cohen-Macaulay, et sinon
(0) reg(R/I) ≤
∑n+1
i=1 (di − 1) si dimX ≤ 0,
(1) reg(R/I) ≤ 2(σ − 1) + dn si dimX = 1,
(2) reg(R/I) ≤ (dimX + 1)!(σ − 1) si dimX ≥ 2.
De´monstration. Si R/I est de Cohen-Macaulay, I est contenu dans une intersection
comple`te b de degre´s d1 ≥ d2 ≥ · · · ≥ dr. D’apre`s [25, 4.1(a)],
reg(R/I) = σ − indeg
(
b : I
b
)
≤ σ.
Le (0) de´coule de [17, 3.3] (voir aussi [72]) et le (1) de´coule du the´ore`me 2.1.
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Dans ce qui suit nous utilisons la me´thode et les notations de [25, 4.4 et 4.7].
Soit r = codimX, on peut supposer que r ≥ 2.
En effet, si r = 1, on peut supposer que n ≥ 3, il s’agit de montrer que reg(R/I) ≤
n!(d1 − 1). Comme les fi ont un facteur commun h, on posons fi = hf
′
i et I
′ =
(f ′1, · · · , f
′
r), l’ide´al I
′ est de codimension r′ ≥ 2 et reg(I) = deg(h) + reg(I ′).
Si r′ ≥ n, on a d’apre`s (0), reg(R/I ′) ≤ (n + 1)(d1 − δ − 1), ou` δ = deg(h), donc
reg(R/I) ≤ (n+ 1)(d1 − δ − 1) + δ
≤ (n+ 1)(d1 − 1)
≤ n!(d1 − 1).
Si r′ ≤ n, le fait que X soit localement intersection comple`te hors d’un sche´ma Z
de dimension, implique que dim(R/I ′) ≤ 2. Donc, les ine´galite´s (0) et (1) applique´es a`
I ′ donne la borne pour I.
Dans tout ce qui suit on suppose r ≥ 2, posons
ai,j =
∑
|µ|=di−dj
Ui,j,µX
µ 1 ≤ i ≤ r et r + 1 ≤ j ≤ s,
ou` les Ui,j,µ sont des variables, X
µ = Xµ00 · · ·X
µn
n et |µ| = µ0 + · · ·+ µn. Conside´rons la
matrice A = (ai,j) et de´finissons α1, · · · , αr par :
(α1, · · · , αr) =
(
Ir,r A
)

f1
.
.
.
fs
 ,
ou` Ir,r est la matrice identite´ d’ordre r. Posons K = k(Ui,j,µ), R
′ = R ⊗k K, J =
(α1, · · · , αr)R
′ : IR′, Y = Proj(R′/IR′ + J). Pour c = dimR − 1 et c′ = dimR − 2, le
the´ore`me [25, 4.4(d)] montre que Y est un sche´ma de type rationnel et localement inter-
section comple`te hors d’un sche´ma de dimension ze´ro. D’apre`s [25, 1.7(iii) ], Y co¨ıncide
avec Y ′ = Proj(R′/IR′+(J)≤σ) hors d’un nombre fini de points. De plus, comme Y
′ est
localement intersection comple`te hors d’un nombre fini de points, il existe d = dimX
formes β1, · · · , βd ∈ J de degre´s au plus σ telles que Y
′′ = Proj(R′/(I, β1, · · · , βd))
co¨ıncide avec Y ′ hors d’un nombre fini de points. Ainsi Y ′′ co¨ıncide avec Y hors d’un
nombre fini de points. En posant J ′′ = (α1, · · · , αr, β1, · · · , βd), on a la suite exacte
suivante :
0 −→ R′/IR′ ∩ J ′′ −→ R′/IR′ ⊕ R′/J ′′ −→ R′/IR′ + J ′′ −→ 0.
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De cette suite on de´duit que
(∗) reg(R/I) = reg(R′/IR′)
≤ max{reg(R′/IR′ ∩ J ′′), reg(R′/IR′ + J ′′)}.
Comme IR′ ∩ J ′′ = (α1, · · · , αr) est une intersection comple`te de codimension r, on
a
reg(R′/IR′ ∩ J ′) = σ.
Puisque Y ′′ co¨ıncide avec Y hors d’un nombre fini de points, Y ′′ est un sche´ma de
dimension d−1, de type rationnel et localement intersection comple`te hors d’un sche´ma
de dimension ze´ro. Nous allons en de´duire (2) par re´currence sur la dimension d de X.
Pour d = 2, Y ′′ est de´fini par des e´quations de degre´s σ ≥ σ ≥ d1 ≥ · · · ≥ dr.
Comme dimY ′′ = 1, on a
reg(R/I) ≤ reg(R′/IR′ + J ′′)
= 2(d(σ − 1) +
r−d∑
i=1
((di − 1)− 1) + dr−d+1
= 2(2(σ − 1) +
r−2∑
i=1
(di − 1)− 1) + dr−1
≤ 2(2(σ − 1) + (σ − 1))
= 6(σ − 1).
Pour d ≥ 3, Y ′′ est de´fini par des e´quations de degre´s σ ≥ · · · ≥ σ︸ ︷︷ ︸
d fois
≥ d1 ≥ · · · ≥ dr−d.
D’apre`s l’hypothe`se de re´currence, si r ≥ d, on a
reg(R′/IR′ + J ′′) ≤ d!(d(σ − 1) +
r−d∑
i=1
(di − 1)− 1)
≤ d!(d(σ − 1) + σ − 1)
= (d+ 1)!(σ − 1).
et si r ≤ d, on a
reg(R′/IR′ + J ′′) ≤ d!(r(σ − 1))
≤ dd!(σ − 1)
= (d+ 1)!(σ − 1).
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On en de´duit dans tous les cas que,
reg(R/I) ≤ (d+ 1)!(σ − 1).
Corollaire 4.16. Soit X ⊂ Pn un sche´ma projectif sur un corps k, de codimension
r > 0, de´fini par des e´quations de degre´s au plus D ≥ 2. On suppose qu’il existe un
sche´ma Z ⊂ X de dimension ze´ro, tel que ∀x ∈ X − Z, X est localement intersection
comple`te en x et OX,x est de type rationnel. Alors,
(0) reg(R/I) ≤ (n+ 1)(D − 1) si dimX ≤ 0,
(1) reg(R/I) ≤ (2r + 1)(D − 1)− 1 si dimX = 1,
(2) reg(R/I) ≤ (dimX + 1)!(r(D − 1)− 1) si dimX ≥ 2.
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4.5 Bornes pour la re´gularite´ des sche´mas non lisses
Soit R un anneau de polynoˆmes sur un corps, I un ide´al gradue´ de R, engendre´
par des e´le´ments de degre´s au plus D, X = Proj(R/I) ⊂ Pn un sche´ma de codi-
mension r, δ la dimension de son lieu singulier. Soit l1, · · · , ls+1 des formes line´aires
ge´ne´rales de´finissant des hyperplans ge´ne´raux H1, · · · , Hδ. Posons M = R/I, Mi :=
M/(l1, · · · , li)M , i = 0, · · · , s et Ki := ker(Mi
×li+1
−→ Mi[1]). En appliquant les re´sultats
de la preuve du lemme 3.9 avec R = S et J = (0), on a
ri = max{b
R
1 (M)− 2, b
R
0 (M) + max{1, b
S
0 (J)} − 2, reg(Mi)}
= max{bR1 (M)− 2, b
R
0 (M)− 1, reg(Mi)}
= max{D − 2, reg(Mi)}.
En posant Qi = max{reg(Mi), λ(Ki), D − 2}+ 1 pour 0 ≤ i ≤ s, on a
Qi ≤ Q
2
i+1 ∀i = 0, · · · , s− 1.
En particulier,
reg(M) ≤ Q2
s
s .
Proposition 4.17. Avec les hypothe`ses et notations ci-dessus, on poseXδ = Proj(R/I+
(l1, · · · , lδ)). Supposons qu’il existe un sche´ma Zδ ⊂ Xδ de dimension ze´ro, tel que
∀x ∈ Xδ−Zδ, Xδ est localement intersection comple`te en x et OXδ ,x est de type ration-
nel. Alors,
λ(Kδ−1) ≤ D
r
(
(r(D − 1)(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
De´monstration. La suite exacte
0 −→ Kδ−1 −→Mδ−1
×lδ−→Mδ−1[1] −→ Mδ −→ 0
donne une suite exacte en cohomologie locale
0 −→ Kδ−1 −→ H
0
m
(Mδ−1)
×lδ−→ H0
m
(Mδ−1)[1] −→ H
0
m
(Mδ) −→ · · · ,
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qui montre que
λ(Kδ−1) ≤ λ(H
0
m
(Mδ−1))− λ(H
0
m
(Mδ−1)) + λ(H
0
m
(Mδ)).
= λ(H0
m
(Mδ−1))
Ainsi, nous avons
λ(Kδ−1) ≤
reg(Mδ)∑
ν=0
λ(H0
m
(Mδ))ν
≤
reg(Mδ)∑
ν=0
HMδ(ν).
L’ide´al I+(l1, · · · , lδ) contient un ide´al Jδ engendre´ par une suite re´gulie`re de degre´s
D, · · · , D︸ ︷︷ ︸
r fois
, 1, · · · , 1︸ ︷︷ ︸
δ fois
. Donc
HMδ(ν) ≤ HR/Jδ(ν)
=
D−1∑
i1=0
· · ·
D−1∑
ir=0
(
ν + d− δ − (i1 + · · ·+ ir)
d− δ
)
≤
(
ν + d− δ
d− δ
)
Dr,
ainsi,
λ(Kδ−1) ≤ D
r
reg(Mδ)∑
ν=0
(
ν + d− δ
d− δ
)
= Dr
(
reg(Mδ) + d+ 1− δ
d+ 1− δ
)
Comme reg(Mδ) ≤ (d+ 1)!(r(D − 1)− 1), on a
λ(Kδ−1) ≤ D
r
(
(d+ 1)!(r(D − 1)− 1) + d+ 1− δ
d+ 1− δ
)
≤ Dr
(
r(d+ 1)!(D − 1)
d+ 1− δ
)
≤ Dr
(
(r(D − 1)(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
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La proposition 4.17 et le lemme 3.9 nous permettent d’obtenir la borne suivante :
The´ore`me 4.18. Soit R = k[X0, · · ·Xn] un anneau de polynoˆmes sur le corps k, I ⊂ R
un ide´al homoge`ne tel que X = Proj(R/I) un sche´ma projectif sur un corps k, de
dimension d et de codimension r > 0. Soit δ la dimension du lieu singulier de X. Si I
est engendre´ par des e´le´ments de degre´s au plus D ≥ 2, alors on a
reg(R/I) ≤ C(n, d, δ)D(n+1−δ)2
δ−1
,
ou` C(n, d, δ) =
(
((n−d)(d+1)!)d+1−δ
(d+1−δ)!
)2δ−1
.
De´monstration. Soit l1, · · · , lδ des formes line´aires ge´ne´rales, on pose
S = R/I, Si := S/(l1, · · · , li)S, i = 0, · · · , δ et Ki := ker(Si
×li+1
−→ Si[1]).
Si H1, · · · , Hδ de´signent les hyperplans de´finis par les li, le sche´ma Z = X∩H1∩· · ·∩Hδ
ve´rifie les conditions du corollaire 4.16.
Comme (d+ 1− δ)! < (d+ 1)! on a,
reg(Sδ) ≤ (d+ 1)!(r(D − 1)− 1).
D’apre`s la preuve du lemme 3.9 on a,
reg(Sδ−1) ≤ reg(Sδ) + λ(Kδ−1).
Donc
Qδ−1 = max{reg(Sδ−1), λ(Kδ−1), D − 2}+ 1
≤ max{reg(Sδ) + λ(Kδ−1), D − 2}+ 1
≤ ((d+ 1)!(r(D − 1)− 1) +
(
(r(D − 1)(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
Dr
≤
(
(rD(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
Dr
≤
(
(r(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
Dr+d+1−δ
=
(
((n− d)(d+ 1)!)d+1−δ
(d+ 1− δ)!
)
Dn+1−δ.
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Ainsi, d’apre`s le lemme 3.9 nous avons
reg(R/I) ≤ Q2
δ−1
δ−1
≤
(
((n− d)(d+ 1)!)d+1−δ
(d+ 1− δ)!
)2δ−1
D(n+1−δ)2
δ−1
D’ou` la preuve du the´ore`me.
Les deux lemmes suivants sont utiles pour la de´monstration du the´ore`me 4.21.
Lemme 4.19. Soit R = k[X0, · · · , Xn] un anneau de polynoˆmes sur un corps k, m =
(X0, · · · , Xn) et I un ide´al homoge`ne de R. Alors,
H i
m
(R/I) ≃ H i
m
(R/Isat) ∀i ≥ 1.
De´monstration. Comme I
sat
I
est un R-module de longueur finie, la suite exacte
Isat
I
−→ R/I −→ R/Isat −→ 0
donne pour tout i ≥ 1, la suite exacte suivante
0 −→ H i
m
(R/I) −→ H i
m
(R/Isat) −→ 0,
qui montre que H i
m
(R/I) ≃ H i
m
(R/Isat), ∀i ≥ 1.
Lemme 4.20. Avec les notations du lemme 4.19, si l une forme line´aire ge´ne´rale, alors
reg(R/Isat) = max{a1(R/I
sat) + 1, reg(R/(I + (l))sat)}.
De´monstration. Posons t = max{a1(R/I
sat)+1, reg(R/(I+(l))sat)}, on a t ≤ reg(R/Isat).
Soit l une forme line´aire ge´ne´rale, pour tout µ, la suite exacte
0 −→ R/Isat(−1)
×l
−→ R/Isat −→ R/Isat + (l) −→ 0,
donne les suites exactes longues suivantes
· · · −→ H i−1m (R/I
sat+(l))µ −→ H
i
m(R/I
sat)µ−1 −→ H
i
m(R/I
sat)µ −→ H
i
m(R/I
sat+(l))µ −→ · · · .
Compte tenu de la de´finition de t et de l’isomorphisme du lemme 4.19, nous avons
H im(R/I
sat + (l))µ = 0 pour tout µ tel que µ ≥ t− i, on en de´duit que
H im(R/I
sat)µ−1 ≃ H
i
m(R/I
sat)µ ∀µ ≥ t− i.
Comme les H im(R/I
sat)µ sont nuls pour µ assez grand, on a H
i
m(R/I
sat)µ = 0, pour
µ ≥ t− i, par suite t ≥ reg(R/Isat).
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En utilisant les the´ore`mes 4.15 et 4.18, les re´sultats de Bertram-Ein-Lazarsfeld [3]
et les re´sultats de Chardin-Ulrich [25], nous avons le the´ore`me suivant :
The´ore`me 4.21. Soit X un sche´ma projectif sur un corps k, de dimension d et de
codimension r > 0. Soit δ la dimension du lieu singulier de X et IX l’ide´al sature´
de´finissant X. On suppose que X est de´fini par des e´quations de degre´s au plus D ≥ 2.
1) Si δ = −1 ou si δ = 0 et la caracte´ristique de k est nulle, alors
reg(IX) ≤ r(D − 1) + 1.
2) Si δ ≤ 1, alors reg(IX) ≤ (dimX)!(r(D − 1)− 1) + 1.
3) Si δ ≥ 2 alors,
reg(IX) ≤ C(n, d− 1, δ − 1)D
(n−δ)2δ−2
ou` C(n, d, δ) est de´finie dans le the´ore`me 4.18.
De´monstration. La conclusion du 1) de´coule des the´ore`mes [3, 4 (i)] et de [25, 0.1].
Soit R = k[X0, · · · , Xn] et IX = I
sat l’ide´al sature´ de´finissant le sche´ma X. Soit l
une forme line´aire ge´ne´rale et H l’hyperplan de´fini par l, d’apre`s les lemmes 4.19 et
4.20, on a
(∗) reg(R/IX) = max{reg(R/IX∩H), a1(R/IX) + 1}
≤ max{reg(R/I + (l)), a1(R/IX) + 1}.
D’autre part la suite exacte
0 −→ K −→ (R/I)(−1)
×l
−→ R/I −→ R/I + (l) −→ 0,
donne une suite exacte en cohomologie locale
· · · −→ H0m(R/I + (l)) −→ H
1
m(R/I)(−1) −→ H
1
m(R/I) −→ H
1
m(R/I + (l)) −→ . . .
qui montre que H1m(R/I)µ ≃ H
1
m(R/I)µ−1 = 0 pour µ ≥ reg(R/I + (l)). On en de´duit
que
reg(R/I + (l)) ≥ a1(R/I) + 1 = a1(R/IX) + 1,
et par suite d’apre`s (∗) on a
reg(R/IX) ≤ reg(R/I + (l)). (4.1)
Si δ ≤ 1 le sche´ma, Z = Proj(R/I + (l)) est a` singularite´s isole´es. D’apre`s le (2) du
the´ore`me 4.15 on a,
reg(R/I + (l)) ≤ (dimZ + 1)!(r(D − 1)− 1)
= (dimX)!(r(D − 1)− 1).
On en de´duit que
reg(IX) = reg(R/IX) + 1
≤ reg(R/I + (l)) + 1
≤ (dimZ + 1)!(r(D − 1)− 1) + 1
= (dimX)!(r(D − 1)− 1) + 1.
Si δ ≥ 2, l’ ine´galite´ (4.1) ci-dessus et le the´ore`me 4.18 applique´ a` R/I + (l) donne
la borne annonce´e.
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