Abstract. We show uniqueness of cylindrical blowups for mean curvature flow in all dimension and all codimension. Mean curvature flow in higher codimension is a nonlinear parabolic system whose complexity increases as the codimension increases. Our results imply regularity of the singular set for the system.
Introduction
We show that blowups (tangent flows) are unique at each cylindrical singularity of a mean curvature flow (MCF) in arbitrary codimension. Uniqueness, which means blowups are independent of the rescalings, is one of the most fundamental issues about singularities. Higher codimension MCF is a complicated nonlinear parabolic system where much less is known than for hypersurfaces. A key difficulty in higher codimension, shared by many other systems, is the lack of a maximum principle. Unlike for hypersurfaces, initially disjoint flows can intersect in the future. This occurs, for example, with a pair of linked circles in R 3 . The most fundamental singularities are cylindrical. A singular point is cylindrical if at least one tangent flow is a multiplicity one cylinder S k √ 2k × R n−k . Our main theorem is:
Theorem 0.1. Let M n t be a MCF in R N . At each cylindrical singular point the tangent flow is unique. That is, any other tangent flow is also a cylinder with the same R k factor that points in the same direction.
This result is the first general uniqueness of blowups for systems; the methods should have applications to a variety of other systems. The non-compactness of the cylinder is a serious issue since the flows are not everywhere graphical over the cylinder. A major point is to prove that the region where it is graphical is expanding at a definite rate. Moreover, the cylinders have non-integrable Jacobi fields and are not infinitesimally rigid. 0.1. Applications to the singular set. As a consequence of Theorem 0.1, we get regularity of the space-time singular set for flows with only cylindrical singularities:
Corollary 0.2. Let M t ⊂ R N be a MCF with only cylindrical singularities, then the spacetime singular set S satisfies:
• S is contained in finitely many (compact) embedded C 1 submanifolds each of dimension at most (n − 1) together with a set of dimension at most (n − 2).
The corresponding result for hypersurfaces 1 was proven in [CM7] as a consequence of uniqueness of cylindrical blowups. The proof in higher codimension follows from uniqueness in exactly the same way and will not be repeated here.
The authors were partially supported by NSF Grants DMS 1812142 and DMS 1707270. 1 The main theorem of [CM7] states the submanifolds are Lipschitz, but, as noted in [CM6] , the proof shows that they are C 1 submanifolds.
Corollary 0.2 is even stronger than one might think since it uses the parabolic distance on space-time R N × R. The parabolic distance between points (x, s) and (y, t) of R N × R is max{|x − y|, |s − t| 1 2 }. This distance scales differently in time versus space and the parabolic distance can be much greater than the Euclidean distance for points at nearby times. The parabolic Hausdorff dimension is the Hausdorff dimension with respect to parabolic distance where time has dimension two and space-time has dimension N + 2. Each submanifold in Corollary 0.2 is the image of a map from a domain in R n−1 to R N × R that is Lipschitz with respect to Euclidean distance on R n−1 and parabolic distance on R N × R. From Theorem 0.1 we get considerably more than what is stated in Corollary 0.2. For instance, regularity of the entire stratification of the space-time singular set; cf. [CM7] . 0.2. Regularity of systems. There are several ways of constructing weak solutions past singularities for MCF in higher codimension. One is the level set method. In higher codimension, the submanifold is represented as the level set of (N − n) functions, leading to a degenerate parabolic system; [AS] , [B] , [CnGG] , [ES] , [OF] , [OS] , [Wa] . In codimension one, uniqueness of blowups, [CM3] , had important implications for the optimal regularity of the level set method; see [CM5] , [CM6] . The uniqueness in higher codimension should have similar applications to the regularity of this degenerate system where the level set method is much less understood; see, e.g., the discussion on page 465 in [OF] . 0.3. Key difficulties in higher codimension. It is well-known that the higher codimension creates many new challenges (as it did for minimal varieties, [A] , [D] ). The new challenges include the lack of a maximum principle, the vector-valued second fundamental form, and a new curvature term P that vanishes for hypersurfaces but does not have a sign. Controlling P is a crucial and very delicate point that did not arise for hypersurfaces and cannot be handled at the linear level. Dealing with this is one of the key points in the paper.
Background
Let Σ n ⊂ R N be an n-dimensional submanifold with second fundamental form A(X, Y ) = ∇ ⊥ X Y (with values in the normal bundle), E i is an orthonormal frame for the tangent space of Σ, and H = −A(E i , E i ) = −A ii is its mean curvature vector. Given a normal vector field V , let A V be the real-valued symmetric two-tensor A V = A, V . Let φ be the normal vector field
The submanifold Σ is a shrinker precisely when φ vanishes. When H = 0, the principal normal is N = H |H| and the tensor τ ≡ A |H| . Note that the trace of τ is −N.
Let e
−f = e − |x| 2 4 be the Gaussian weight and define the Gaussian area F by
The Gaussian L 2 inner product of functions u and v is (4π)
Σ uv e −f and u L 2 denotes the Gaussian L 2 norm. Following [CM1] , the entropy λ is the supremum of F over all A tangent flow is the limit of a sequence of rescalings at a singularity. For instance, a tangent flow to M t at the origin in space-time is the limit of a sequence of rescaled flows
i t where δ i → 0. A priori, different sequences δ i could give different tangent flows. By a monotonicity formula of Huisken, [H] , and an argument of Ilmanen and White, [I] , [W1] , tangent flows are shrinkers, i.e., self-similar solutions of MCF that evolve by rescaling.
Define the operators L and L (cf. [CM1] ) by
The operator L is defined on functions or, more generally, on tensors, while L is defined on normal vector fields and, more generally, tensors with values in the normal bundle. Both operators are self-adjoint with respect to the Gaussian inner product.
Jacobi fields on a cylinder
, is a fixed cylinder. Let θ be coordinates on the sphere S k , y i be coordinates on the axis R n−k , and z α be coordinates on the remaining Euclidean directions R N −n−1 . We will use that the first non-zero eigenvalue of the Laplacian on S k √ 2k is 1 2
, the 1 2 -eigenspace is spanned by the coordinate functions x i for i = 1, . . . , k + 1, and the next eigenvalue is strictly greater than one.
The next proposition identifies the Jacobi fields on Σ. In the proposition and the corollary that follows, V is a normal vector field on Σ.
where each f j and f α is a
where Π N is orthogonal projection onto the principal normal N.
The normal space to Σ is spanned by N − n (pointwise) orthonormal parallel vector fields
In particular, we see that V 0 is an eigenfunction with eigenvalue 1 for L, while the V α 's are eigenfunctions with eigenvalue 1 2 . It follows from lemma 3.26 in [CM3] (and its proof 2 ) that:
u, then u = f (θ) + a j y j where a j ∈ R and f is an eigenfunction on S k with eigenvalue
where b ij ∈ R and each f j is an eigenfunction on S k with eigenvalue 1 2 . The proposition follows.
Corollary 2.6. If L V = 0 and V W 2,2 < ∞, then there exist b ij ∈ R and a rotationV so that
Proof. The rotation in the x i − x j plane is given by
There are six cases to consider, depending on whether x i , x j are spherical coordinates, axis coordinates, or in the z α 's. Three of these are zero (when both are spherical, both are along the axis, or both are in the z α directions). The remaining three cases are:
• If x i is in R k+1 and x j = y j , thenV
Linear combinations of these span the first, third and fourth terms in the expression for V in Proposition 2.1, giving the corollary. . Lemma 2.9. There exists C so that if u is a function on Σ with u W 2,2 < ∞, then:
and constants a j with
and constants b ij with
Proof. This is standard; see, for instance, lemma 3.2 in [CM3] .
Corollary 2.12. There exists C so that if V is normal with V W 2,2 < ∞, then the L 2 -orthogonal projection J of V onto the Jacobi fields described in Proposition 2.1 satisfies Proof. This follows immediately from (2.5) and Lemma 2.9.
We will later need that on the space of Jacobi fields, the pointwise norms can be bounded in terms of the L 2 bound on a fixed ball as follows:
Lemma 2.14. There exists C depending on N so that if J is a Jacobi field as in Proposition 2.1, then at x
Proof. To see this, note that there is a finite-dimensional basis of Jacobi fields, each of which grows at most quadratically. Moreover, the restriction of these to B √ 2n+1 is injective and, thus, L 2 (B √ 2n+1 ) is a norm on this space. For the last claim, note that the Jacobi fields are polynomials in the R n−k variables, either of degree at most one (possibly times a function of θ) or of degree two with no θ dependence.
An integral bound for
is parallel on cylinders and we will show that, roughly, |∇τ | controls the distance to a cylinder.
3.1. The quantity P . To control ∇τ , we will use that τ satisfies a drift equation. This equation is more complicated in higher codimension where a new quantity P comes in
where A 2 is the real-valued symmetric two-tensor (A 2 ) ij = A ik , A kj and x T is the tangential projection of the position vector x.
The next lemma shows that P vanishes in codimension one.
Fix a point and choose the orthonormal tangent frame E i so that A N is diagonal with eigenvalues λ i (summing to −H). We have
The main result of this section is an integral bound for ∇τ in terms of the quantity P . It should be compared with proposition 1.22 in [CM3] for hypersurfaces.
Theorem 3.4. If ψ is a compactly supported function and H = 0 on the support of ψ, then
3.2. A general Simons identity. The next result is a Simons identity for A and H; compare proposition 1.2 in [CM3] for hypersurfaces. The terms involving φ drop out when Γ is a shrinker.
Proposition 3.6. We have
The next lemma computes two covariant derivatives of the mean curvature H. The Hessian of a normal vector field V does not have to be symmetric. By convention, we take Next, we note that
Putting this together gives (3.11). 
Proof. The first equality follows from ∇H = |H| ∇N + (∇|H|) N and N, ∇N = 0. Let E i be an orthonormal frame. By Lemma 3.10, ∇
Similarly, we have for each i that
It follows that
Combining this with (3.19) gives the second equality.
Proof of Proposition 3.6. We will work at a point using an orthonormal frame E i for the tangent space where ∇ T E i vanishes at this point. The starting point is the general Simons' identity for A (see, for instance, (23) on page 368 of [AB] where they have the opposite sign convention on H)
By the Ricci equations for the curvature of the normal bundle (equation (15) on page 367 of [AB] ), the combination − k,m A ij , A km A km − Hess H (E j , E i ) is symmetric in i and j. Thus, using (3.11) in (3.22) gives
Bringing the ∇ x T A term to the left side and combining the first and last terms on the second line gives
The first claim (3.7) follows from this since L = L + 1 2 + k,ℓ ·, A kℓ A kℓ . The second claim follows by taking the trace of (3.7).
3.3. The integral estimate for ∇τ . In the next lemma, we will use a second drift Laplacian L |H| 2 (see lemma 4.3 in [CIM] ) given by
This operator is self-adjoint with respect to the weight |H| 2 e −f . The lemma gives an identity for L |H| 2 τ involving the quantity P ; this identity is the motivation for the definition of P . In the special case where Γ is a shrinker and, thus, φ ≡ 0, (3.28) below becomes
Proof. The first claim in Proposition 3.6 gives that
The second claim in Proposition 3.6 gives L H = 1 2
The quotient rule (lemma 4.3 in [CIM] ) gives that
Taking the inner product with A and using the above formulas for L on A and |H|, we get
The lemma follows from this and using Corollary 3.17 to rewrite |∇H| 2 − |∇|H|| 2 .
Proof of Theorem 3.4.
We have
where the last inequality used the absorbing inequality 4ab ≤ a 2 + 4b 2 . Lemma 3.27 gives
Finally, the divergence theorem, (3.34) and (3.35) give (3.5).
Classification
In this section Γ n ⊂ R N is an n-dimensional submanifold. The tensor τ is parallel on a cylinder; the main result of this section will bound the distance to a cylinder in terms of ∇τ and φ. The real-valued tensor τ N = τ, N is symmetric and, thus, can be diagonalized. The eigenvalues
× R n−k are 0 and 1 k with multiplicities (n − k) and k, respectively.
The norm |H| is constant on a cylinder. The next lemma shows that ∇|H| and Hess |H| are almost eigenvectors of τ N with eigenvalue one. Thus, if |H| is not constant (and k > 1), then we get eigenvalues of τ N that are far from those of the cylinder.
Lemma 4.1. There exists C depending on n so that if H = 0, then
Proof. Let E i be an orthonormal frame for Γ. Since A = |H| τ , we have
By Codazzi, ∇A is fully symmetric in i, j, k. Taking the trace over i = j, we see that
Taking the inner product with N and using that ∇N, H = 0 gives
Since |div τ | ≤ n |∇τ |, this gives the first claim. For the second claim, we choose the frame so that ∇ T E i E j = 0 at the point and we differentiate (4.5) to get
In particular, using also that N = −Tr τ to bound derivative of N by derivatives of τ , there is a constant C depending on n so that
The next lemma shows that if ∇|H|, ∇τ and φ are small, then
In particular, A is almost an eigenvector of A N with eigenvalue 2|H|.
Lemma 4.8. There exists C depending on n so that if H = 0, then
Proof. Using (3.11), the Codazzi equation
On the other hand, differentiating H = |H| N twice gives that
Using (4.11) and the formula (4.12) for Hess H in (4.10) gives
The inequality (4.9) follows from (4.13) and the observation that N = −Tr τ so |∇N| and |Hess N | are bounded by |∇τ | and |∇ 2 τ |.
4.1.
The approximate kernel of τ N . The next lemma estimates the eigenvalues of the two-tensor τ N . The "error terms" on the right vanish if Γ is a shrinker and τ is parallel.
Lemma 4.14. There exists C depending on n so that if H(p) = 0 and τ
Taking i = j = 1 in Lemma 4.8 and then taking the inner product with N gives
Lemma 4.1 gives that
, we conclude that
Using these bounds in (4.17) and dividing by |H| gives (4.15).
In applications, Γ will be close to a cylinder and ∇τ and φ very small. We will show that Γ is then very close to a cylinder. The eigenvalues of τ N on the cylinder are 0 and and 1 ≥ |∇|H|| at p ∈ Γ and λ is an eigenvalue of τ N at p with |λ| ≤ min{
, we have that 1 2 ≤ |1 ± 2 |H| 2 λ|. Thus, Lemma 4.14 gives
The corollary follows from this and the assumptions on H.
The next lemma shows that if ∇τ and φ are almost zero, then any vector almost in the kernel of τ N is almost in the kernel of A. This will use Lemma 4.8.
Lemma 4.25. There exists C depending on n so that if |H| 2 ≥ 1 4
, 1 ≥ |∇|H||, and 4 ≥ |A| 2 at p ∈ Γ, then for any tangent vector V at p
Proof. Given a normal vector W , let W N ⊥ = W − W, N N denote its projection orthogonal to N. Let E i be an orthonormal frame. Taking the projection to N ⊥ in Lemma 4.8 gives
The remaining part of A ij V i is in the N direction, which is controlled by τ N (V ).
A slicing lemma.
To understand the next lemma, it is useful to review some of the properties of a product shrinker Σ
• There is an (n − k)-dimensional Euclidean subspace V of translation invariance; in particular, the normal projection of any v ∈ V is zero.
• If we intersect Σ with the (Euclidean) orthogonal complement of V, then we get the k-dimensional shrinker Σ 0 in R N −(n−k) .
• The coordinate functions on Σ 0 are 1 2 -eigenfunctions of the new drift Laplacian L 0 and |x| 2 − 2k is a 1-eigenfunction.
The next lemma shows that we almost get these properties for a submanifold Γ n ⊂ R N that is almost invariant under translation by a subspace. In the lemma, Π is orthogonal projection onto the normal space to Γ, and z 1 , . . . , z N is an orthonormal set of coordinate functions on R N . Let V be the span of ∂ k+2 , . . . , ∂ n+1 .
Proof. Choose an orthonormal frame E 1 , . . . , E n for Γ with E 1 , . . . , E k tangent to Γ 0 . Let Π 0 be orthogonal projection onto the normal space to Γ 0 . For each p ∈ Γ 0 , let W p be the orthogonal complement of T p Γ 0 inside of T p Γ. In particular, W p is spanned by E k+1 , . . . , E n and W p has dimension n − k. We will omit the p and simply write W when it is clear.
The map v ∈ V goes to v T is injective since |Π(v)| ≤ δ |v| on Γ 0 . Given i ≤ k, we have
Since the dimensions are the same, this map is bijective.
Given a function w, we have
Since the Euclidean Hessian of |z| 2 is twice the identity, (4.33) gives
Using that ∇ |z| 2 = 2 z and
we combine (4.35) and (4.34) to get
We will bound the last four terms in (4.37) to prove (4.30). First, we have
Here the equality used that v, z = 0 for v ∈ V.
Observe next that Π 0 of any tangent vector must be tangent to Γ but normal to Γ 0 ; in particular, Π 0 (z T ) ∈ W . Thus, we can choose v ∈ V so that |v| ≤ 2 |z| and v
Using this, (4.38) and (4.39) in (4.37) gives (4.30).
To get the second claim, first apply (4.33) with w = z j to get
Applying the L operator to z j on Γ gives
Using (4.34) with w = z j and then (4.41) and (4.42) gives
We will bound the terms on the right. As in (4.40), Π 0 (∂
) ∈ W and we can choose v ∈ V so that |v| ≤ 2 and v
Since the projections Π and Π 0 are symmetric and Π − Π 0 is projection to W , we have
In proving (4.31), we can assume that ∂ z j is not in V since otherwise z j ≡ 0 on Γ 0 . It follows that v, ∂ z j = 0 for any v ∈ V and, thus, (4.44) gives
Combining these bounds gives (4.31), completing the proof. 4.3. Distance to a cylinder. The proposition will bound the distance from Γ to a cylinder, assuming that Γ is close enough to a cylinder in the fixed ball B 2n . We will assume that B R ∩ Γ satisfies the following bounds:
, 1 ≥ |∇|H||, 4 ≥ |A| 2 and there exists C ℓ for each ℓ so that |∇ ℓ A| ≤ C ℓ .
We will use the following condition:
Definition 4.46. Σ and Γ are (ǫ, R, C 2 )-close if B R ∩ Σ is the normal graph of a vector field U over (a subset of) Γ and U C 2 ≤ ǫ.
Proposition 4.47. There exists ǫ 0 = ǫ 0 (n) so that given ǫ 1 and α > 0, there existsR so that if Γ is (ǫ 0 , 2n,
× R n−k , (A⋆) holds on B R ∩ Γ for R ≥R and
Proof. In the proof, C will be a constant that depends only on n; it will be allowed to change from line to line. Fix an arbitrary point p ∈ B 2n ∩ Γ and let E i (p) be an orthonormal frame for T p Γ that diagonalizes τ N at p, ordered so that
• |λ i | ≤ǭ 0 for i = k + 1, . . . , n, whereǭ 0 is a function of ǫ 0 that vanishes at 0. For ǫ 0 > 0 small enough, Corollary 4.22 gives
Let V be the span of E i (p) for i = k+1, . . . , n and define tangential vector fields
∩ Γ be a curve from γ(0) = p to γ(s) = q with |γ ′ | = 1. We will show Since w is tangential, we have at q that
Therefore, (4.50) follows from (4.53). To get (4.51), observe that |w − v i | ≤ |w − w(0)| along γ and, thus, (4.52), (4.53) and (A⋆) give that
and let L 0 be the drift Laplacian on Γ 0 . The ǫ 0 closeness to the cylinder guarantees that Γ 0 ⊂ B 2n . Now that we have (4.50) and (4.51), Lemma 4.29 gives that . In particular, for ǫ 0 small enough, linear elliptic theory gives:
• L 0 + 1 is invertible and for any function u on Γ 0
• There is a k + 1 dimensional space Λ of functions on Γ 0 so that if u satisfies
First, combine (4.56) and (4.58) to conclude that
Choose a codimension (k + 1) subspace V 0 in V ⊥ so that Γ 0 v, x µ e −f = 0 for each v ∈ V 0 and all µ ∈ Λ. Combine (4.57) and (4.59) to conclude that for each v ∈ V 0
Rotate R N so that V is the span of ∂ k+2 , . . . , ∂ n+1 and V 0 is the span of ∂ n+2 , . . . , ∂ N , so that
We will extend these bounds off of Γ 0 using the almost translation invariance in V.
Given a vector v ∈ V, let Γ v be the "level set" of Γ at v given by
This is consistent with the previous definition of Γ 0 . We need to extend the bounds (4.62) and (4.63) along V. We model B R ∩ Γ on the product Γ 0 × (B R n−k R
∩ V).
Define the matrix J ij , for i, j = k + 2, . . . , n + 1, at each point of B R ∩ Γ by
By (4.50), J ij is close to the identity matrix δ ij
As long as C e |q| 2 −R 2 8
(1 + s 2 ) is small enough, then J ij has an inverse matrix J ij that is also close to the identity. For each i = k + 2, . . . , n + 1, define a vector field V i by
gives a flow on Γ that changes x i at speed one and fixes x j for j ∈ {k + 2, . . . , n + 1} \ {i}. These flows allow us to deform Γ 0 to Γ v for v ∈ B R ∩ V by changing one coordinate at a time. We will use the flows to extend (4.62) and (4.63) to Γ v by bounding the derivatives in the direction of V. First, if j / ∈ {k + 2, . . . , n + 1}, then
Integrating this and using (4.63) gives for j ≥ n + 2 that
The extension of (4.62) to Γ v follows similarly. We conclude that Γ is a graph over the cylinder of some U as long as C e |q| 2 −R 2 8
(1 + s 3 ) is fixed small. The proposition follows since we can absorb polynomial factors into the exponential as long as R is sufficiently large.
First variation of geometric quantities
Let Σ n ⊂ R N be a smooth closed submanifold, not necessarily a shrinker, and
a smooth mapping with F (p, 0) = p. This defines a one-parameter family Σ s = F (Σ, s) of submanifolds with Σ 0 = Σ. Let Π(·) = Π(p, s)(·) denote orthogonal projection onto the normal bundle for Σ s and W T = W − Π(W ) denote tangential projection. Let p i be local coordinates on Σ and ∂ i the corresponding coordinate vector fields. Using dF , we push this forward to a frame
We will use g ij to denote the inverse matrix to g ij . In this section, we will compute the variations of various geometric quantities, including the linearization of φ:
The first term on the right in (5.4) is the normal part, while the second is the tangent part which vanishes when φ = 0 (i.e., at a shrinker).
5.1. The derivatives of Π and A. The next lemma computes the derivative Π s of Π; the first term on the right is the normal part and the second is the tangent part.
Lemma 5.5. Given a vector W ∈ R N , we have
Proof. Since Π is an orthogonal projection, Π is symmetric and Π 2 = Π. Differentiating these gives that Π s is symmetric and Π s Π + Π Π s = Π s . Multiplying on the right by Π and using that Π 2 = Π gives that
where the last equality is the chain rule. By linearity, it follows that
The normal part of Π s Π(W ) vanishes by (5.7). To compute the tangential part of Π s Π(W ), we use that Π s is symmetric to get
The lemma follows by combining (5.9) and (5.11).
Corollary 5.12. We have that (
Proof. This follows from Lemma 5.5 since (Π(F )) s = Π(F s ) + Π s (F ).
Proof. Since the mean curvature H of Σ s is minus the trace of A, we have
Since V is normal, we have
Using this in the second term in (5.16) gives
Using Lemma 5.5 on the first term in (5.16) gives
We rewrite the last term in (5.16) as
V in terms of the F k 's, take the inner product 
The last term in brackets is the normal Laplace operator and the lemma follows. 
For future reference, we also record the derivative of A ij .
Lemma 5.26. Let V (p) = F s (p, 0). If V T = 0, then at s = 0 and at a point where F i 's are orthonormal and ∇
Proof. Differentiating A ij = Π(F ij ), using F T ij = 0, and then using Lemma 5.5 gives
Using this in (5.28) gives the lemma.
5.2.
The function P on graphs over the cylinder. In the next lemma, P U denotes the quantity P on the graph of U over the cylinder S k √ 2k
Lemma 5.30. There exist C, δ > 0 and a function P so that if U C 2 ≤ δ is any vector field (not necessarily normal), then P U = P(p, U, ∇U, ∇ 2 U) where the function P satisfies
Moreover, if U(s) is any one parameter family of vector fields with U(0) = 0 so that
Proof. Each term in the definition (3.1) of P is a function of the normal projection Π, the second fundamental form A, the induced metric g, and (on the second line of (3.1)) the position vector x. Each of these objects is a smooth function of (p, U, ∇U, ∇ 2 U). All but the position vector are bounded uniformly near the cylinder; the position vector comes in quadratically, so we get the bound (5.31).
Suppose that U(s) is a one parameter family of vector fields with U(0) = 0 so that U ′ (0) is tangential. Integrate U ′ (0) (locally) to get a one-parameter family of diffeomorphisms of the cylinder Ψ(s) with Ψ(0) equal to the identity so that the derivative at 0 equal to U ′ (0). Since P vanishes identically on the cylinder, we get (5.32).
5.3. The first variation of P . We specialize to the cylinder S k √ 2k × R n−k with variations of the form F s (p, 0) = V (p) where V = u N + u α ∂ zα is normal. Here, as in Section 2, y i are coordinates on the axis R n−k and z α are coordinates orthogonal to the cylinder. In this case,
where g ij is the metric on the spherical factor S k √ 2k
.
The next lemma shows that P ′ (0) = 0 for any normal variation. It follows from this and (5.32) that
Lemma 5.34. We have P ′ (0) = 0.
Before proving Lemma 5.34, we observe that the Hessian of P vanishes on Jacobi fields. To keep the notation concise, given a vector field V , let Hess P (V, V ) denote
Proof. By Corollary 2.6, there are constants b ij and a rotation vector fieldV so that
Let R(s) be the one-parameter family of rotations generated byV with R(0) equal to the identity. Next, let G(s) be the variation of Σ generated by i≤j b ij (y i y j − 2 δ ij ) N. Note that G(s) is contained in R n+1 and, thus, the variation
is a hypersurface in the affine space G(s) [R n+1 ]. In particular, P (F (s)) ≡ 0 for all s by Lemma 3.2. It follows that
where the last equality used that ∇P = 0 at 0 by Lemma 5.34. Observe that tangential variations do not change Hess P at s = 0 (since P and ∇P vanish there) and, moreover,
so we conclude that Hess P (V, V ) = 0.
Proof of Lemma 5.34. We will do the calculations in coordinates at a point where the F i 's are orthonormal and ∇ T F i F j = 0. To keep notation short, we will let primes denote s derivatives. Since N and ∂ zα are parallel and (pointwise) orthonormal, we see that
Using these, Lemma 5.26 and
We conclude that
. Lemma 5.13 gives that
We compute the derivatives of |H| and N =
We now start differentiating the parts of P using (5.44)-(5.49) and the symmetry of A and g. First, we have
Thus, we have
on the cylinder, combining these gives
on the cylinder. Using the symmetry of A 2 and g, (5.55) gives that
Next, using the symmetry of A and g, (5.44) and (5.45) give
For the remaining term, we compute
Adding (5.54), (5.57), and twice (5.59) and then subtracting (5.58) and twice (5.56) gives that P ′ = 0, completing the proof.
Estimates for entire graphs
In this section,
× R n−k ⊂ R N is a fixed cylinder and all constants C will be allowed to depend on N. Given a normal vector field U on Σ, let Σ U denote its graph and let φ U be the quantity φ on Σ U . Let J denote the L 2 orthogonal projection of U to the Jacobi fields of Proposition 2.1 and set h = U − J. It will be convenient to define · 2 on a normal vector field U by
Note that this is essentially quadratic in U, but cannot necessarily be bounded by U 2 W 2,2 because of the exponential weight. This creates some complications.
An intermediate gradient inequality. Define F (U) by
Loosely speaking, φ U is the gradient of F and the next proposition is a gradient inequality.
Proposition 6.3. There exist C and ǫ 0 > 0 so that if U is a compactly supported normal vector field on Σ with U C 2 < ǫ 0 , then
We will use the next two lemmas to prove the proposition. The first of these bounds L from W 2,2 to L 2 and shows that h 2 is much smaller than h W 2,2 .
Lemma 6.6. There exists C so that
The first claim follows from this since lemma 3.4 in [CM3] gives |x| |∇U| L 2 ≤ C |∇U| W 1,2 . The key for the other claims is that Lemma 2.14 gives
The first inequality in (6.8) follows from this since the polynomial factors are bounded uniformly in L 2 ; the second inequality follows since U
To prove (6.9), we will show that the L 2 norms of |h| 2 , |∇h| 2 , |∇ R n−k |∇h|| 2 and
are each bounded by C U C 2 h W 2,2 . To handle the first, we use that (6.13) where the last inequality used (6.10). Taking the L 2 norm and using lemma 3.4 from [CM3] on the last term (twice) gives
Arguing similarly gives the corresponding bounds for |∇h| 2 L 2 and
; in the second case, we avoid taking additional derivatives because of the (1+|x|) in the denominator. Bounding the last term is similar, but also uses the Kato inequality (6.14) and then uses (6.12) to bound the last term.
We show next that φ U = L h up to higher order terms ( U 2 is quadratic in U).
Proof. Taylor expansion as in lemma 4.10 of [CM3] (see (4.19) in particular) gives that
Proof of Proposition 6.3. The squared triangle inequality and (6.8) in Lemma 6.6 give
Combining (6.18) with the third claim in Lemma 6.6, and noting that U C 2 ≤ ǫ 0 , gives
Combine Corollary 2.12 with Lemma 6.15 and (6.19) to get
Taking ǫ 0 small (depending on C which depends on n), we can absorb the last term to get
Using this in (6.19) and (6.20) gives (6.22) 5 Section 4 in [CM3] considers variations by functions rather than normal vector fields, but lemma 4.10 is a general calculus fact that goes through for vector fields. The calculation for the linearization of φ in [CM3] is replaced here by Proposition 5.3. Now consider the one-parameter family of graphs of s U for s ∈ [0, 1]. By the first variation, (6.23) The fact that U is normal implies that e −f on Σ s U is at most e sup |U | 2 e −f on Σ. Moreover, it follows that (6.17) holds for s U. Since the area elements are uniformly equivalent up to C(|U| + |∇U|), the fundamental theorem of calculus (cf. (4.25) in [CM3] ) gives
Consequently, (6.24) and the bound (6.22) for L h L 2 + U 2 give (6.25) 6.2. Distance to a Jacobi field. In this subsection, it will be useful to have the following notation for the pointwise C 2 norm of a normal vector field V :
The next lemma bounds the distance from U to the Jacobi field J. Recall that h = U − J.
Lemma 6.27. There exists C and ǫ 0 > 0, depending on N, so that if U C 2 ≤ ǫ 0 , then
Proof. We will need the following simple observation: If u is a function on the cylinder with |u| 2 2 (1 + |x| 2 )e −f < ∞, then taking the divergence of (1 + |x| 2 )∇|∇u| 2 e −f gives
The drift Bochner formula 6 and integration by parts leads to the bound
Using absorbing inequalities on the first and third terms, we conclude that (6.31) 6 The general Bochner formula for L is The normal bundle to the cylinder is trivial, so we get similarly for a normal vector field V
Since L V differs from L V by curvature terms applied to V and A is bounded, we get (6.33) Equation (6.16) in the proof of Lemma 6.15 gives that
Combining this with (6.33) with V = h and using lemma 3.4 from [CM3] again gives (6.34) where the last inequality used (6.4). To bound the last term, we use first |U| 2 ≤ |J| 2 + |h| 2 and then the absorbing inequality to get
Lemma 2.14 gives C so that (6.36) Absorbing the last term in (6.35), integrating and using (6.36) gives (6.37) Using this and the C 2 bound on U in (6.34) and choosing ǫ 0 > 0 small enough to absorb the first term on the right above gives (6.28).
Given κ ∈ (0, 1], we argue as in (6.35) with Young's inequality replacing the absorbing inequality. Namely, by Young's inequality ab ≤ δ
and q = Integrating this and using (6.36) to bound the J term and (6.4) on the h term gives
The last claim follows from this and the Hölder inequality
. (6.40) As in the previous section, let P U be the quantity P on the graph Σ U . The next lemma gives an L 1 bound for P U that is essentially quadratic in φ U and cubic in U L 2 .
Lemma 6.41. There exists C andǭ > 0, depending on N, so that if ǫ 0 ≤ǭ, then for any κ ∈ (0, 1] there is a constant C κ = C κ (κ, N) so that
Proof. Define P (s) = P sU for s ∈ [0, 1]. By Lemmas 5.30 and 5.34, P (s) = P(x, sU, s∇U, s∇ 2 U) where P C 3 ≤ C (1 + |x| 2 ), P(0) = 0, and ∇P = 0 at 0. Taylor expansion gives
The Hessian of P vanishes in the (J, ∇J, ∇ 2 J) direction by Corollary 5.36, so
Using this in (6.43) and integrating gives
Using the Cauchy-Schwarz inequality, Lemma 2.14, J L 2 ≤ U L 2 and (6.4) gives
Using this in (6.45) and applying Lemma 6.27 gives for each κ ∈ (0, 1] (6.47) where C κ depends on κ and N. The lemma follows.
Uniqueness of blowups
The rescaled MCF x t = φ is the negative gradient flow for Gaussian area. This arises from a continuous rescaling and reparameterization of a MCF around a fixed point in space-time. Uniqueness of blowups for MCF is equivalent to uniqueness of limits for rescaled MCF. Here Σ n t ⊂ R N is a rescaled MCF with λ(Σ t ) ≤ λ 0 . Given T , the "shrinker scale" R T is
We think of R T as the scale where |φ| is bounded.
The next theorem shows that if Σ t is close to a cylinder in a large ball, then it is close to a cylinder on a scale larger than the shrinker scale R T . This is spelled out in (A) below; (B) records higher derivative bounds. See Definition 4.46 for the notion of (ǫ 1 , R 1 , C 2 )-close.
Theorem 7.2. Given ǫ 0 > 0, there exist R 1 , µ > 0 and ǫ 1 > 0 so that if Σ t is (ǫ 1 , R 1 , C 2 )-close to a fixed cylinder for t ∈ [T − 1, T + 1], then: (A) There is a cylinder Γ and compactly supported normal vector field U on Γ so that
We will use Theorem 7.2 in the next subsection to prove the main uniqueness theorem. After that, we turn to the proof of Theorem 7.2 in the last subsection.
7.1. Uniqueness. The next proposition is a discrete differential inequality for F (Σ t ) that will be used to get a rate of decay, implying uniqueness.
Proposition 7.4. Given n, N and λ 0 , there exist K,R, ǫ and α ∈ (1/3, 1) so that if Σ
Proof. Theorem 7.2 gives µ > 0 and a compactly supported normal vector field U on a (possibly different cylinder) C ′ k where B (1+µ)R T ∩ Σ T is contained in the graph of U. Let F (U) be the difference of the F functional on the graph of U and on the cylinder and let φ U be the quantity φ on the graph. Proposition 6.3 and (A) in Theorem 7.2 give
. (7.6) Therefore, using this and the entropy bound, we get that
The proposition follows with 1 + α = 2 1+µ since µ > 0.
We will now prove uniqueness of cylindrical blowups assuming Theorem 7.2. It suffices to show that if Σ n t ⊂ R N converges to a cylinder for some sequence of t's going to infinity, then Σ t converges to the same cylinder for every sequence. Define the sequence δ j → 0 by
Using the monotonicity of F , it follows from the Cauchy-Schwarz inequality that δ j bounds the L 1 distance from Σ j to Σ j+1 . Combining this with the higher order bound (B) , interpolation bounds the C 2,α change from Σ j to Σ j+1 . Namely, given r satisfying (B) and any β < 1, there exists C r,β so that the C 2,α variation of U in B r × [j, j + 1] is at most
To get uniqueness, we will prove that δ β j is summable for some β < 1. This will follow from the discrete differential inequality of Proposition 7.4 and the following elementary lemma: Lemma 7.9. If there exists α ∈ (1/3, 1) and K so that
Proof. By (7.10), we can apply lemma 6.9 in [CM3] to get ρ > 1 and C so that
Moreover, lemma 6.9 in [CM3] shows that this implies that δ j < ∞. We will show next that if 0 < q < ρ, then
To prove this, set b j = j q and (7.13) where c depends on q and we used that j ≥ 1. Summation by parts and (7.11) give (7.14) This is bounded independently of N since q < ρ, giving (7.12).
Let a, β be constants to be chosen below. The Hölder inequality gives To prove the lemma, we need β < 1 and a > 0 so that both sums on the right in (7.15) are finite. By (7.12), the first is finite if 2a β < ρ. The second is finite if 2 − β < 2a. To satisfy both, we need 2 − β < 2a < ρ β. This is possible as long as 2 < (1 + ρ) β. Since 1 < ρ, we can choose such a β < 1.
Proof of Theorem 0.1: Uniqueness of Blowups. By assumption, we can find some t so that Σ t is as close as we want to some cylinder. In particular, we can guarantee that Proposition 7.4 holds and we can thus apply Lemma 7.9 to get that ∞ j=1 δβ j < ∞ for someβ < 1. Finally, combining this with (7.8) gives convergence of Σ t . Note that we use (7.8) on a fixed ball to guarantee that we can continue to apply Proposition 7.4. 7.2. Proof of the cylindrical approximation. Theorem 7.2 follows by an extension and improvement argument. The extension step is identical to that used in the proof of theorem 5.3 in [CM3] , except that we now need to keep track also of the L 2 norm. The improvement step has significant new difficulties because A is vector valued and P does not vanish.
We will use the following elementary lemma in the proof: Proof of Theorem 7.2. Let ǫ 1 > 0 be a constant to be chosen below. Below, U r (·, t) will be a compactly supported normal vector field on a cylinder that models Σ t at scale r; we will suppress the t dependence. The cylinder will be allowed to change with the scale r.
The inductive hypotheses on scale r are: (⋆ r,ǫ,c ) There is a cylinder Γ r and U r on Γ r × [T − 1/2, T + 1] so that B r ∩ Σ t is contained in the graph of U r with U r C 2 (Γr) ≤ ǫ and U r 2 L 2 (Γr) ≤ c e The inductive argument has two components: (1) a priori estimates over the same cylinder on a larger scale and (2) an improvement over a possibly different cylinder. Following section 5 in [CM3] (see (1) in the proof of theorem 5.3), we have 7 :
(1) Given ǫ 2 > 0, there exist ǫ 1 > 0 and µ > 0 so that if (⋆ r,ǫ 1 ,1 ) holds for some r ∈ [2n, R T ], then (∇ (1+µ)r ), (φ (1+µ)r ), and (⋆ (1+µ)r,ǫ 2 ,cn r n−2 ) hold (with Γ (1+µ)r = Γ r ).
Step (2) below will give the improvement needed to apply (1) again.
(2) There exists ǫ 2 > 0, so that given any ǫ 1 and γ > 0, there existsR =R(ǫ 1 , γ) so that if (⋆ s,ǫ 2 ,cn s n−2 ), (φ s ) and (∇ s ) hold for some s ∈ [R, R T ], then (⋆ (1−γ)s,ǫ 1 ,1 ) holds.
The theorem follows by applying (1) and (2) repeatedly until we get to scale (1+µ) R T and we cannot apply (2). Property (B) holds because of (∇ (1+µ) R T ), while (⋆ (1+µ)R T ,ǫ 2 ,cn R n−2 T ) gives (A) after decreasing µ > 0 to absorb polynomial factors. It remains to prove (2). (7.20) 7 This follows as in [CM3] since the results used -White's Brakke estimates, [W1], Huisken's monotonicity, [H] , and higher derivative bounds (lemma 3 in [AB] ) -hold in all codimension. The one difference is that we now also record the L 2 bound; this follows from the assumed L 2 bound, the L ∞ bound and Lemma 7.16. Lemma 6.41 gives C 0 andǭ > 0 so that if ǫ 2 ≤ǭ, then for any κ ∈ (0, 1] there is a constant C κ so that (choosing κ = κ(α)) We can now apply Theorem 3.4 with a cutoff function ψ supported in B s to get ψ 2 |∇τ | 2 e −f ≤ C P U L 1 + C |∇ψ| 2 e −f + C φ U W 2,1 (Bs) . (7.24)
Proof of (2):
Choosing a linear cutoff ψ that is one on B s−1 and using the bounds (7.22) and (7.23) gives Applying interpolation to (7.19) and (7.25), we get that given any β < α, there exists C β so that on B s−2 |∇τ | 2 + |∇ 2 τ | 2 + |φ| + |∇φ| + |∇ 2 φ| e We can now apply Proposition 4.47 to show that each Σ t is the graph over some cylinder, which may depend on t, satisfying the desired C 2 and L 2 bounds. The bounds on φ in (7.26) controls the change in the flow over time, giving that the cylinder does not depend on t and completing the proof of (2).
