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Abstract Salt is a key solute in salt marshes and under the inﬂuence of evapotranspiration can accumu-
late to a high concentration level in the marsh soil and precipitate in the solid form to become a signiﬁcant
stressor for plants, affecting marsh plant productivity and ecological zonation. Numerical simulations of cou-
pled pore water ﬂow and salt transport were conducted to examine how spring-neap tides and evaporation
combine to inﬂuence salt dynamics and distribution patterns in marshes. The salt pan formation was simu-
lated with a sandy loam marsh soil subjected to a medium rate of potential evaporation. The critical condi-
tion for the salt pan formation was underpinned by hydraulic connection between the marsh surface and
water table to sustain evaporation in the supratidal zone. Both low soil permeability and overly high poten-
tial evaporation were found to break the hydraulic connection. In this case, the surface soil salinity increased
gradually over the intertidal zone to a maximum around the spring high tide mark followed by a rapid
decrease to a lower constant level across the supratidal zone. This salinity distribution pattern has also been
observed in the ﬁeld. In both salt marshes with and without salt pans, excessive salt accumulated on the
marsh surface due to evaporation was removed by tidally induced circulating ﬂow and/or ﬂow driven by
density gradients associated with the accumulated salt. The salt dynamics and distribution patterns
revealed here, especially the salt pan formation simulated for the ﬁrst time, have important implications for
studies of marsh plant growth and overall eco-functions.
1. Introduction
Salt marshes play vital roles in maintaining coastal biodiversity (Lefeuvre et al., 2003), protecting the coastal
zone against sea level rise (Morris et al., 2002) and contamination (Nelson & Zavaleta, 2012), and moderating
greenhouse gas emission (Chmura et al., 2003). However, these wetlands are becoming increasingly vulner-
able to global climate change and human activities (e.g., land reclamation and upstream agriculture; Erwin,
2008; Kirwan & Megonigal, 2013; Simas et al., 2001). The global salt marsh coverage has declined dramati-
cally over the past few decades. Currently, less than 50% of the world’s original salt marshes remain and the
loss continues at a rate of approximately 1%–2% per year, causing CO2 emissions around 60 M t yr
21
(Adam, 1990; Temmerman et al., 2013; The Blue Carbon Initiative, n.d.). It is imperative to improve under-
standings of the various processes and factors underlying the marsh evolution so that effective preservation
and restoration of these wetlands can be undertaken to reverse the decline trend.
The evolution and eco-functions of salt marshes are affected signiﬁcantly by pore water ﬂow, which deter-
mines the soil condition for the marsh plant growth, including the aeration and solute (salt and nutrients)
concentration in the marsh soil (Moffett et al., 2010a; Ursino et al., 2004; Wilson et al., 2015a; Wilson & Gard-
ner, 2006; Xin et al., 2010a, 2013). Numerous studies, mostly based on numerical simulations, have been car-
ried out to examine the inﬂuences of tides/topography (Gardner, 2005; Wilson et al., 2015b; Wilson &
Gardner, 2006; Wilson & Morris, 2012; Xin et al., 2010a, 2013), evapotranspiration (Hemond & Fiﬁeld, 1982;
Moffett et al., 2010b; Xin et al., 2017; Zhang et al., 2014b), inland fresh groundwater input (Gardner et al.,
2002; Nuttle & Harvey, 1995), soil properties (Gardner, 2007; Harvey & Odum, 1990; Hughes et al., 1998; Mof-
fett et al., 2012; Xin et al., 2009, 2012), and macroporosity (Harvey & Nuttle, 1995; Hughes et al., 1998; Xin
et al., 2009) on pore water ﬂow in salt marshes. Tidal ﬂuctuations cause periodic inundation and exposure
of the marsh surface and lead to a circulating ﬂow in the marsh soil particularly near the creeks (Xin et al.,
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2009). The circulation enhances the nutrient exchange between marsh sediments and coastal water
(Agosta, 1985; Gardner, 2005; Jordan & Correll, 1985; Montalto et al., 2007; Nuttle & Hemand, 1988; Wilson &
Gardner, 2006) and improves the near-creek soil aeration condition that favors plant growth (Armstrong
et al., 1985). Evapotranspiration, as another major factor, has been examined in combination with tidal ﬂuc-
tuations. Ursino et al. (2004) numerically showed that, when the marsh soil of sufﬁciently low permeability
experiences the inﬂuence of both tides and evaporation, a permanently unsaturated zone exists below the
marsh surface near the creek even during inundation. The air-ﬁlled soil provides a sustained source of oxy-
gen for plant root respiration. This ﬁnding was conﬁrmed by Li et al. (2005) based on simulations using an
air-water two-phase ﬂow model. Marani et al. (2006) investigated the interactions between plant transpira-
tion and pore water ﬂow and demonstrated a positive feedback of plant transpiration on soil aeration.
Previous modeling studies of pore water ﬂow in salt marshes have shed light on the soil aeration condition
in connection to marsh plant growth and distribution but were inadequate regarding salt transport and
accumulation in the marsh soil. Salt can accumulate under the inﬂuence of evapotranspiration to a high
concentration level in the marsh soil to become a signiﬁcant stressor for plants, affecting signiﬁcantly plant
productivity and ecological zonation (Pennings & Callaway, 1992). Although the marsh plants are salt toler-
ant, difference plant species have different tolerances to soil salinity (Bertness et al., 1992; Rogel et al.,
2000). Wilson and Gardner (2006) suggested that soil salinity should be combined with soil aeration to bet-
ter explain the plant zonation phenomenon. Pore water salinity may rise above the solubility to cause salt
precipitation at the upper part (supratidal zone) of salt marshes, resulting in the formation of salt ﬂats/pans
(Hollins & Ridd, 1997; Hughes et al., 2001; Pennings & Callaway, 1992; Figure 1a), where marsh plants can
hardly grow.
Previous ﬁeld measurements (Adam, 1990; Mahall & Park, 1976) and salt budget models (Wang et al., 2007)
found that the marsh soil salinity increased with the elevation of marsh platform, reaching a maximum
value just above the spring high water level (SHWL), beyond which the salinity decreased again toward the
landward side. Tidal ﬂuctuations largely determine the width of hypersaline plume developed in the soil
within the tidal range while other factors (e.g., evapotranspiration, permeability, and temperature) control
the maximum salinity at the SHWL (Wang et al., 2007). These observations and corresponding model predic-
tions apply to salt marshes where salt ﬂats are not present. More recently, Xin et al. (2017) numerically simu-
lated the combined effects of tidal ﬂuctuations, evaporation and rainfall on marsh soil conditions, and
found three characteristic zones of different aeration conditions. However, their model adopted a ﬂat marsh
Figure 1. (a) Aerial view of a salt marsh with meandering tidal creeks and white salt pans at Alvisio. The photo was pur-
chased at Masterﬁle: https://www.masterﬁle.com/image/en/6118-08827531/aerial-view-of-the. (b) Schematic diagram of
the model setup and boundary conditions. The domain represents a cross section perpendicular to the tidal creek, as indi-
cated by the blue line in Figure 1a. DE, CD, and BC represent the creek bottom, creek bank and marsh platform, respec-
tively. The coordinates of the reference nodes are: A (0 m, 0 m), B (0 m, 9 m), C (80 m, 5 m), D (90 m, 2.5 m), E (100 m, 2.5
m), and F (100 m, 0 m).
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platform that was completely inundated on rising tides, thereby preventing salt buildup to a high level
close to the solubility. To the authors’ knowledge, no modeling studies have been carried out to replicate
the formation of salt ﬂats and determine the critical conditions leading to these hypersaline zones. Based
on ﬁeld measurements, Hsieh (2013) observed that salt ﬂats moved landward when the SHWL becomes
higher; however, the underlying tidal effect and mechanism remain unclear.
Both tidal ﬂuctuations and evaporation are expected to affect greatly the salt dynamics and distribution in
salt marshes. On one hand, evaporation tends to accumulate salt in the marsh soil and on the marsh surface
(Zhang et al., 2014a). On the other hand, the tide-induced inundation and circulating ﬂow dilute the con-
centration of excessive salt on the surface and in the soil (Gardner, 2007; Moffett et al., 2010a). Moreover,
salt accumulation produces feedbacks on the evaporation and tidally inﬂuenced pore water ﬂow. Based on
a vertical soil column, Zhang et al. (2014a) showed that evaporation-induced salt accumulation in pore
water led to precipitation of solid salt on the soil surface, which in turn increased the resistance to the inter-
facial vapor transport and hence reduced the overall evaporation rate. Salt accumulation can also modify
pore water ﬂow by changing the ﬂuid density and viscosity. Upward salinity gradients associated with salt
accumulation may lead to unstable ﬁngering ﬂow as observed by Shen et al. (2015). This unstable ﬂow pro-
vides a mechanism of faster solute transport than that driven by the tidal circulation, especially in the marsh
interior (Shen et al., 2016).
The purpose of this study is to explore salt dynamics in coastal marshes through numerical simulations of
coupled pore water ﬂow, and salt transport and accumulation in the marsh soil under the combined inﬂu-
ence of tides and evaporation. Most of previous numerical studies have primarily focused on either the aer-
ation condition in marsh soils or water exchange between salt marshes and coastal water, and ignored the
important interactions between pore water ﬂow and salt transport/accumulation. To the authors’ best
knowledge, the present study is the ﬁrst attempt to simulate the salt dynamics in marshes over a long time
period with the aim to better understand evaporation-induced salt accumulation and precipitation in the
marsh soil. Note that although other factors including plant transpiration and rainfall also affect the salt
dynamics, this study, in the ﬁrst instance, focuses on the effects of tides and evaporation, which are
expected to be dominant. The model is based on a 2-D creek-normal cross section with spring-neap tides
considered. In analyzing the simulation results, we are particularly interested in three questions. (1) What
are the general characteristics of salt dynamics and distributions in salt marshes? (2) Under what conditions,
salt ﬂats are expected to form? (3) How does the feedback of salt accumulation on evaporation and pore
water ﬂow affect the behavior of the salt marshes?
2. Methodology
2.1. Mathematical Model
Following previous work (e.g., Gardner, 2005; Li et al., 2005; Ursino et al., 2004; Wilson & Gardner, 2006), the
model domain ABCDEF represents a 2-D cross section perpendicular to the tidal creek (Figure 1b). DE, CD,
and BC represent the creek bottom, creek bank, and marsh platform, respectively. The slopes of the creek
bank and marsh platform are set as 0.25 and 0.05, respectively. With the soil surface boundary condition
speciﬁed, the 2-D mass transport equations for liquid water and salt (in both solid and solute forms) in the
marsh soil can be respectively written as (e.g., Bear, 1972)
@ qw/Swð Þ
@t
52r  qwqw2 qw0Se2sqwg Wm2Wseað Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
soil surface boundary condition
; (1a)
@ðqw/SwC1qsCsÞ
@t
52r  qwqwC1r  ½qw/SwðDi1DmÞr  C2 sqwg Wm2Wseað ÞCbc|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
soil surface boundary condition
; (1b)
where Sw is the volumetric soil water saturation (m
3 m23); t is the time (s); / is the porosity (m3 m23); q
w
is
the Darcy ﬂux (m s21); g is the magnitude of gravitational acceleration (9.81 m s22); qw is the water density
(kg m23); qw0 is the freshwater density (1,000 kg m
23); qs is the solid salt density (2,650 kg m
23); D
i
is the
molecular diffusion tensor (m2 s21); D
m
is hydrodynamic dispersion tensor (m2 s21); C is the solute (salt)
concentration (kg kg21); Cbc is the salt concentration of exchanged water between pore water and surface
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water (or atmosphere; kg kg21), and set as seawater salinity (35 ppt) for inﬂux or boundary node salinity for
efﬂux; Csea is the salt solute concentration of seawater (kg kg
21); Cs is mass fraction of solid salt (kg kg
21); s
is the conductance of water ﬂow at the interface of pore water and surface water (0.01 s m22); Wm is the
local matric potential (m); Wsea is the seawater level (m); Se is the local evaporation (positive) or condensa-
tion (negative) rate per unit volume of soil (s21). Note that osmotic potential is not included as part of the
drive of the groundwater ﬂow since the porous medium (marsh soil) is not considered to impede the move-
ment of salt solute relative to water (Robinsons & Stokes, 2002). However, osmotic potential affects the
vaporization process, which has been considered in the model.
Driven by the potential gradient with the density effect considered, the Darcy ﬂux can be expressed as (e.g.,
Zhang et al., 2014a)
q
w
52
kskr
l
r  qwg Wm1zð Þ½ ; (2)
where l is the dynamic viscosity (kg m21 s21); ks is the intrinsic permeability (m
2); kr is the relative perme-
ability; z is the elevation (m). The potential-based Darcy model is adopted here to express the liquid water
ﬂow over the full range of liquid water saturation.
Evaporation from the saline marsh soil causes salt accumulation in pore water, which may further lead to
salt precipitation if the pore water salinity exceeds the solubility (Fujimaki et al., 2006; Nachshon et al., 2012;
Zhang et al., 2014a); thus the salt mass balance must consider both the solute and solid form. Zhang et al.
(2014a) introduced a piecewise linear function to describe the relation between the solute concentration
(C) and mass fraction of solid salt (Cs): when the salt solute concentration is lower than the solubility, the
mass fraction of solid salt is zero; and it becomes a steep linear function of the salt solute concentration
once the solubility is exceeded. By allowing the solute concentration to slightly exceed the solubility, the
‘‘excessive’’ solute concentration provides storage for ‘‘solid’’ salt and more importantly enables dissolution
of solid salt as the local salt solute concentration decreases. To improve this method, a continuous, power
function is introduced in this study to describe the relation between C and Cs:
Cs5j1C
j2 ; (3)
where k1 and k2 are empirical coefﬁcients, aiming to set the solid salt mass fraction close to zero when the
solute concentration is below the solubility, and allow it to increase signiﬁcantly once the solute concentra-
tion exceeds the solubility. As detailed in the supporting information, the values of k1 and k2 are set as 2 3
1013 and 20, respectively, through calibration against the experimental results of Fujimaki et al. (2006).
With a moist soil surface, evaporation-induced salt precipitation occurs exclusively above the soil surface,
exerting a mulching resistance to evaporation (Fujimaki et al., 2006; Nachshon & Weisbrod, 2015). When the
surface becomes dry, salt may precipitate in the pore space (subﬂorescence), reducing the soil porosity
(Nachshon et al., 2011; Zhang et al., 2014a). Given that the marsh soil surface is relatively wet, the mathe-
matical model adopted in this study does not consider the reduction of porosity due to subﬂorescence and
neglects vapor ﬂow in the soil (which otherwise may only slightly increase the evaporation). These simpliﬁ-
cations reduce the computational cost signiﬁcantly without losing much accuracy for simulating the overall
evaporation from the marsh soil (supporting information Figure S2).
The evaporation rate applied on the exposed and unsaturated soil surface is calculated by the following
equation, which considers the effects of both atmospheric and soil conditions, and takes into account the
effect of liquid water saturation, solute concentration and the thickness of efﬂorescence (Zhang et al.,
2014a):
E5SedSurf5
qvSurfhr2qvRe f
qw0ðra1rs1rscÞ
; (4)
where E (m s21) is the evaporation rate; dSurf (m) is the effective thickness of the surface soil layer where
evaporation is applied; hr is the relative humidity; qvSurf (kg m
23) is the saturated water vapor density at the
near surface soil layer; qvRe f (kg m
23) is the actual water vapor density at the reference point; ra (s m
21) is
the aerodynamic resistance to water vapor transfer; rs (s m
21) is the surface resistance; rsc (s m
21) is resis-
tance due to salt precipitation.
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The resistance due to salt precipitation, rsc , is calculated using the empirical equation developed by Fujimaki
et al. (2006):
rsc5
0 C < 0
ar ln 100C1exp 2
br
ar
  
1br C  0
;
8<
: (5)
where C (kg m22) is the speciﬁc mass accumulation per unit area of efﬂorescence (C5Msurfdsurf , where Msurf
(kg m23) is the mass of solid salt precipitated on the surface); as (s m
21) and bs (s m
21) are ﬁtting parame-
ters, and equal to 69 and 2104, respectively, for NaCl. The other relevant constitutive equations are listed in
Table 1.
2.2. Boundary Conditions, Initial Condition, and Model Simulations
Around the simulation domain (Figure 1), AF and EF represent an impermeable base and hydraulic divide,
respectively, and hence were both treated as no-ﬂow boundaries. As groundwater recharge was not consid-
ered in current study, the marsh interior boundary AB was also set as a no-ﬂow boundary. The boundary
conditions of the marsh surface (marsh platform BC and tidal creek CDE) depend on the tides (Table 2): (1)
hydrostatic pressure applied to the submerged marsh surface under the tidally ﬂuctuating creek water level;
(2) seepage face condition (of atmospheric pressure) prescribed for the saturated marsh soil surface above
the tidal creek water level during the falling tide, following the approach of Wilson and Gardner (2006) and
Xin et al. (2010a); (3) evaporation applied to the exposed and unsaturated marsh soil surface. Note that here
only evaporation of pore water is considered.
The initial pore water potential was set to be hydrostatic based on the mean sea level and the initial pore
water salinity was set as 35 ppt (parts per thousand). The simulations were run for a long period (approxi-
mately 69.25 years) to allow observation of how the salinity distribution pattern evolves with time. Note
that the analyses of the simulation results were largely based on the model outputs from the last spring-
neap tidal cycle.
Table 1
List of Constitutive Equations
Parameter Symbol and unit Equation Source
Fluid density qw (kg m
23) qw5qwo1
@qw
@C C
Voss and Provost (2008)
Dynamic viscosity l (kg m21 s21) l5239:4310
248:37
T2140ð Þ271 @l@C C Hughes and Sanford (2004)
Soil water retention curve Sw (m
3 m23) Sw5
12bSwr
11 aWmð Þn½  121=nð Þ
1bSwr
b5 ln 2W0ð Þ2ln 2Wmð Þln 2W0ð Þ
Fayer and Simmons (1995)
Saturated vapor density qv (kg m
23) qv510
23exp 19:8192 4976T
 
Fujimaki et al. (2006)
Murray (1967)
Relative humidity hr hr5exp
Wm1Woð ÞgMw
RT
h i
Philip and De Vries (1957)
Osmotic potential Wo (m) Wo52
vvCMsRT
g
v50:91 axqwC12C 1
bxqwC
12C
	 
px Bresler (1981)Fujimaki et al. (2006)
Relative permeability kr (m)
kr5
Sw2Swr
12Swr
	 
1=2
12 12 Sw2Swr12Swr
	 
 n
n21
 n21
n
( )2 Mualem (1976)
Surface resistance rs (s m
21) rs510 exp 0:3563/ Swmin2Swð Þ½  van de Griend and Owe (1994)
Note. @qw=@C is a constant (702 kg m
23); @l=@C is a constant (kg m21 s21); Swr is the residual liquid water saturation; a is the coefﬁcient associated with air
entry pressure (m21); n is the coefﬁcient associated with pore size distribution; Wm is the matric potential corresponding to zero liquid water saturation (m); T is
temperature (K); Wo is the osmotic potential (m); v is the number of icons per molecule and equals to 2 for NaCl; Ms is the molecular weight of NaCl (0.0585
kg mol21); v is the osmotic coefﬁcient (mol J21; Fujimaki et al., 2006); ax , bx , and px are ﬁtting parameters and equal to 0.0026, 0.0026, and 0.053, respectively,
for NaCl; Swmin is the minimum liquid water saturation in the soil, above which evaporation can be maintained at the potential rate (0.24 m
3 m23).
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The mathematical model was numerically solved with SUTRASET, a forking version of SUTRA developed by
USGS for simulating variable-saturation, variable-density groundwater ﬂow, and solute transport (Voss &
Provost, 2008). With the implementation of seepage face (Wilson & Gardner, 2006; Xin et al., 2009), tides
and waves (Xin et al., 2010b), evaporation, vapor ﬂow, and salt precipitation (Zhang et al., 2014a), SUTRASET
is capable of simulating coupled water ﬂow and salt transport and accumulation in coastal groundwater
systems.
The base simulation case considered a sandy loam soil for the marsh with a 4 mm d21 potential evaporation
rate applied at the exposed marsh surface, representing a temperate climate condition (Table 3). The atmo-
spheric condition was assumed to be constant over the simulation period for simplicity. To explore the
effect of climate conditions on pore water and salt dynamics in marshes, the second simulation case was
Table 2
Criteria and Treatments of the Boundary Conditions
Condition Prescription
z (m) Wm (m) Wbc (m) s (s m
22) Cbc (kg
3 kg23) Se (s
21)
Submersion <Wsea
a Wsea 0.01 Csea 0
Seepage face >Wsea >0 0 0.01 C 0
Emersion >Wsea <0 0 0 E=l
aAssuming a hydrostatic pressure distribution, the matric potential Wsea (m) at the soil surface below the seawater
level is described based on the spring-neap tidal signal:Wsea5Wmsl1gspsin 2pt=Tsp
 
1gnpsin 2pt=Tnp
 
, whereWmsl
(5 m) is the mean sea water level [L]; gsp (1.4 m) and gnp (1.0 m) are the amplitudes [L] of semidiurnal solar and lunar
tides, respectively; Tsp (12 h) and Tnp (12.42 h) are the corresponding tidal periods [T]. These two bichromatic signals
combine to generate the spring-neap tides with a period of 14.78 days.
Table 3
Simulation Cases and Model Parameter Values
Cases
Parameters SandL4 SandL8 SiltL4 ClayL4
Soil hydraulic properties
Soil type Sandy loam Sandy loam Silt loam Clay loam
a (m21) 0.35a 0.35a 2.0a 1.9a
n 1.20a 1.20a 1.41a 1.31a
Residual saturation, Swr (m
3 m23) 0.159a 0.159a 0.149a 0.232a
Matric potential corresponding to zero
water saturation W0 (m)
25,000 25,000 25,000 25,000
Saturated permeability, K (m s21) 1.233 10211 1.23 3 10211 1.23 3 10213 7.203 10214
Porosity, / 0.41 0.41 0.45 0.41
Salt transport properties
Molecular diffusion Do (m
2 s21) 2.03 1028
Longitudinal dispersivity, aL (m) 0.4
b
Transverse dispersivity, aT (m) 0.04
b
Evaporation properties
Air temperature (K) 287.15c 287.15 287.15 287.15
Relative humidity 0.21c 0.21 0.21 0.21
Soil temperature (K) 285.15c 285.15 285.15 285.15
Aerodynamic resistance (s m21) 176d 88d 176 176
aTypical values of the simulated soil types (Carsel & Parrish, 1988) for soil water retention parameters used in the van
Genuchten (1980) functions. bThe values of longitudinal and transverse dispersivity are within the range widely
adopted in ﬁeld-scale numerical studies of coastal groundwater systems (e.g., Robinson et al., 2007; Wilson & Gardner,
2006). cThe air temperature, soil temperature, and relative humidity were determined following a relatively dry
weather condition so that evaporation would occur at full range of saturation and salinity. These values are commonly
found in ﬁeld conditions. dThe aerodynamic resistance was set to achieve the desired potential evaporation rate
based on selected values of air temperature, soil temperature, and relative humidity. Although manually set, these val-
ues are commonly found in ﬁeld conditions.
Water Resources Research 10.1029/2017WR022021
SHEN ET AL. 3264
set up with the potential evaporation rate increased to 8 mm d21. Besides sandy loam, silt loam and clay
loam that are commonly found in natural marshes were also considered in another two simulation cases
(with potential evaporation rate5 4 mm d21). In total, four cases were simulated: SandL4, SandL8, SiltL4,
and ClayL4 (Table 3).
For all simulations, the SUTRASET code was run with a time step of 4 min. In all cases, the same mesh discre-
tization was used, with 105,711 nodes and 105,000 elements. Under this discretization, the maximum grid
Peclet number was 0.8, meeting the stability criterion (Pe 4) as suggested by Voss and Provost (2008) for
preventing numerical oscillations. The results corresponding to such a model setup were found to agree
well with those from models using reduced time step and mesh size, indicating that the results presented
here are converged numerical solutions.
3. Results and Discussions
The discussions below are mainly based on the results at the end of the simulations. Although the simu-
lated marsh systems had not yet reached the quasi steady state fully (Table 4), the pore water ﬂow velocity,
salt solute concentration, the amount of precipitated salt (only in SandL4), and surface salinity in the supra-
tidal zone (only in SandL4) changed quite slowly on average over consecutive spring-neap tidal cycles at
the end of the simulations.
3.1. Evaporation Dynamics and Rates
Figure 2 shows variations in the length of evaporating marsh surface (Le) at different moments during a
spring-neap cycle for Case ClayL4. The variation range of Le over the semidiurnal cycle was wider during
spring tides (Figures 2a and 2b) than during neap tides (Figures 2c and 2d). A wider area above the high
tide remained exposed to evaporation over the semidiurnal cycle during neap tides, resulting in lower pore
water saturation (Figure 2c). The variations of Le over the spring-neap tidal cycles are compared among the
four cases (Figure 2e). While the potential evaporation rate made little difference between Cases SandL4
and SandL8, different soil types affected the seepage face formation and hence Le. Compared with Cases
SiltL4 and ClayL4, Le was larger during falling tide in Cases SandL4 and SandL8, where narrower seepage
faces formed for shorter periods of time due to higher permeability.
In addition to Le, we examined the temporal variations of evaporation at x5 26 m (supratidal zone), 50 m
(upper intertidal zone), and 76 m (mid intertidal zone). In supratidal zone (Figure 3a), the evaporation rates
of Cases SandL8, SiltL4, and ClayL4 were close to zero, while that of Case SandL4 remained almost con-
stantly around 3.1 mm d21. Although the strong capillary force within the soils of SiltL4 and ClayL4 could
potentially maintain a higher saturation at the soil surface, due to low unsaturated permeability, the hydrau-
lic connection between the water table and soil surface (abbreviated as hydraulic connection hereinafter)
was insufﬁcient to deliver water up to the surface for evaporation. The comparison between Cases SandL4
and SandL8 indicates that higher potential evaporation disrupted the hydraulic connection, leading to
lower actual evaporation at rates around zero. Note that the result of Case SandL8 (green line) is invisible
for overlapping with that of Case ClayL4 (pink line).
Table 4
Inﬂux and Efﬂux of Water and Salt Across the Marsh Surface for All the Simulation Cases
Water and salt
exchange
SandL4 SandL8 SiltL4 ClayL4
(kg cycle21 m21) Influx Efflux (%)a Influx Efflux (%) Influx Efflux (%) Influx Efflux (%)
Tide 29,065 20,391 (70) 29,433 19,528 (66) 2,588 462 (18) 2,078 325 (16)
Water Seepage 0 6,104 (21) 0 5,857 (20) 0 192 (7) 0 100 (5)
Evaporation 0 2,520 (9) 0 3,975 (14) 0 1,925 (75) 0 1,642 (79)
Total 29,065 29,015 (100) 29,433 29,360 (100) 2,588 2,570 (100) 2,078 2,068 (100)
Tide 1,017 713 (70) 1,029 685 (67) 90 42 (47) 73 30 (41)
Salt Seepage 0 244 (24) 0 259 (25) 0 18 (20) 0 12 (17)
Total 1,017 958 (94) 1,029 944 (92) 90 60 (67) 73 42 (58)
aThe percentage was calculated based on the corresponding total water/salt inﬂux.
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Evaporation rates in the upper intertidal zone (Figure 3b) were responsive to tides, showing similar trends
among the four cases: as the spring tides inundated marsh surface, the evaporation rates immediately
dropped to zero, and increased rapidly back to and remained at relatively constant levels when the tidal
level fell below the surface. During neap tides, this location did not get inundated and evaporation rate
decreased slightly over time due to reduced water saturation. Regular tidal inundation maintained the
hydraulic connection in the upper intertidal zone and thus the local actual evaporation rates were close to
the potential evaporation rates. Evaporation rates in the mid intertidal zone (Figure 3c) showed similar tide-
induced variations to those in the upper intertidal zone during the spring tides for all cases. Since this loca-
tion was inundated by neap tides, the corresponding evaporation rates varied in the same way as over the
spring tide period.
We calculated the local averaged evaporation rates over a spring-neap cycle across the marsh (Figure 3d).
The higher potential evaporation rate in the supratidal zone (Case SandL8) did not lead to more intense
evaporation but instead impeded evaporation, due to disrupted hydraulic connection. In the intertidal zone
ﬂooded by tides, high potential evaporation resulted in high actual evaporation. The evaporation rates
decreased from the upper to the lower intertidal zone as the inundation period increased. Under the same
potential evaporation rate, a less permeable marsh soil would experience less intense evaporation despite
the stronger capillary force. Due to the combined effects of intermittent tidal submersion, seepage forma-
tion, soil desaturation and salt accumulation/precipitation, the average evaporation rate in all cases was
lower than the prescribed potential evaporation rates.
To further assess the role of hydraulic connection in affecting evaporation, we examined changes of water
saturation proﬁles in the supratidal zone and impact on the evaporation rate (Figure 4). In Case SandL4, the
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Figure 2. Saturation distribution, water table, ﬂow vectors, and tidal level are shown for the (a) spring high tide, (b) spring
low tide, (c) neap high tide, and (d) neap low tide for Case ClayL4, corresponding to times indicated by the blue, red,
cyan, and green nodes in (e), respectively. Note that all the steepness of water table near the spring high tide mark (blue
point) has been exaggerated because of the larger scale factor used for the vertical axis (z) than that of the horizontal axis
(x). (e) Time-dependent variation in the length of evaporating marsh surface, Le , in different cases over the spring-neap
cycle (grey line). Note that the blue line (for Case SandL4) overlaps with green line (for Case SandL8).
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water saturation on and underneath the marsh surface in areas of supratidal zone close to the intertidal
zone remained relatively high for the whole time, allowing water to be evaporated from the marsh soil at
rates close to the potential evaporation (Figures 4a1 and 4a2). However, near the inland boundary, the
water saturation became low for increased distance between the marsh surface and water table and could
not sustain evaporation from the beginning of the simulation.
For Case SandL8, the high potential evaporation rate produced large actual evaporation across the whole
supratidal zone at the beginning of simulation (Figure 4b1). This, however, quickly led to the development
of a dry soil layer (Figure 4b2), which disrupted the hydraulic connection for delivering water for evapora-
tion. Consequently, the evaporation rate decreased to almost zero. Although the potential evaporation rate
was also set as 4 mm d21 in Cases SiltL4 and ClayL4, the low soil permeability in both cases could not con-
stantly sustain the evaporation and low water saturation proﬁles developed under the marsh surface turned
off the evaporation (Figures 4c1–4d2).
The averaged water saturation on the soil surface over one spring-neap cycle was calculated at the end of
the simulation for all cases (Figure 4e). The results conﬁrmed the development of an evaporation-induced
dry soil layer under the soil surface in the supratidal zone for Cases SandL8, SiltL4, and ClayL4, which in turn
inhibited evaporation. In Case SandL4, part of the surface water saturation remained high to sustain the
ongoing evaporation. Within the intertidal zone, the water saturation in Cases SiltL4 and ClayL4 was higher
than that in the sandy loam cases, due to stronger capillary force of silt and clay.
 
 
 
 
 
(a) 
(b) 
(c) 
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Figure 3. Comparison of temporal variations of evaporation rate on the marsh surface at (a) x5 26 m, (b) x5 50 m, and
(c) x5 76 m among the four cases. The grey dashed lines indicate the height of the marsh surface corresponding to each
location. (d) Averaged evaporation rate over the spring-neap cycle along the marsh surface. Note that the results of
SandL8 (green line), SiltL4 (red line) overlap with that of ClayL4 (purple line) and so are not visible in Figure 3a. The results
of cases with 4 mm d21 potential evaporation rate partially overlap in Figures 3b and 3c.
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Figure 4. Tidally averaged (over one spring-neap cycle) saturation proﬁle, ﬂow ﬁeld, surface saturation (blue line), and sur-
face evaporation rate (mm day21, red line) for (a) SandL4, (b) SandL8, (c) SiltL4, and (d) ClayL4 at (left column) initial stage
and (right column) end of the simulations. The white line indicates water table while the black vertical dashed line repre-
sents the boundary between the supratidal and intertidal zones. (e) Averaged soil water saturation over the spring-neap
cycle on the marsh surface across the marsh.
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3.2. Salt Dynamics and Distribution
To demonstrate how tidal ﬂuctuations and evaporation affect the salt dynamics and distribution at different
places on the marsh surface, we examined the variations of surface salinity over one spring-neap tidal cycle
after salt distribution reached a steady state condition, at the same locations as considered in Figure 3. The
results show that in Cases SandL8, SiltL4, and ClayL4, the surface salinity in the supratidal zone remained
constant and below the solubility (Figure 5a). The elevated salinities (greater than the seawater salinity) in
these three cases were due to the initial evaporation-induced salt accumulation prior to the disruption of
the hydraulic connection. In contrast, the surface salinity in the supratidal zone for Case SandL4 rose to a
very high level and slightly ﬂuctuated with the tidal signal.
In the upper intertidal zone, the surface salinity oscillated in response to the semidiurnal tidal ﬂuctuations
in all cases over spring tides (Figure 5b), due to dilution by seawater during overtopping on the rising tide
and salt accumulation by evaporation during exposure on the falling tide. During neap tides, an increased
exposure period (with no inundation over the semidiurnal cycle) allowed evaporation to occur for a longer
time and raise the surface salinity. The elevated salinity was reduced as a result of dilution over the
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Figure 5. Comparison of temporal variations of salinity on the marsh surface at (a) x5 26 m, (b) x5 50 m, and
(c) x5 76 m among the four cases. The grey dashed lines indicate the height of the marsh surface at each location. (d)
Averaged surface salinity over the spring-neap cycle across the marsh domain. (e) Thickness of precipitated salt on
the soil surface in Case SandL4.
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subsequent spring tides. When there was adequate hydraulic connection, higher potential evaporation rate
(SandL8) or stronger capillary force (SiltL4 and ClayL4) resulted in higher salinities, compared with Case
SandL4. In the middle intertidal zone, the surface salinity in all cases ﬂuctuated over the semidiurnal cycle,
again due to dilution by seawater during overtopping on the rising tide and accumulation by evaporation
during exposure on the falling tide (Figure 5c).
The averaged surface salinity over one spring-neap cycle was calculated at the end of the simulation to
examine how evaporation affected the salt distribution pattern on the soil surface across the marsh (Figure
5d). The surface salinities in Cases SandL8, SiltL4, and ClayL4 experienced some ﬂuctuations within the inter-
tidal zone, particularly those in Cases Silt4 and Clay4. However, in all three cases, the surface salinities near
the boundary between intertidal and supratidal zone were characterized by a sharp increase, reaching the
maximum around SHWL before rapidly decreasing to a constant level across the supratidal zone. The peak
salt concentration around the SHWL was the highest in Case ClayL4 and lowest in Case SandL8, due to com-
bined effect of evaporation-induced salt accumulation and dilution caused by seawater inﬁltration during
inundation, which was affected by soil permeability in a nonmonotonic fashion.
SandL4 showed a different trend: the surface salinity beyond the
SHWL continued to increase until reaching the solubility, due to rela-
tively intense evaporation occurring in the supratidal zone. Subse-
quently, the salinity rapidly decreased to and maintained at a
constant value toward the inland boundary. In this high pore water
salinity area within the supratidal zone, a signiﬁcant amount of salt
precipitated on the surface (Figure 5e). The result demonstrates that
sufﬁcient hydraulic connection between the soil surface and water
table to sustain evaporation at the surface is a key factor in the forma-
tion of salt ﬂat/pan in the supratidal zone of marsh wetlands. For a
given soil type, there exists a sustainable evaporation rate. If the
potential evaporation under the local climatic condition exceeds the
sustainable evaporation rate, the required hydraulic connection can-
not be maintained and no salt pans will form.
3.3. Salt Transport and Distribution in the Marsh Soil
Figure 6 shows the tidally averaged salinity distribution across the
whole marsh domain at the end of the simulation. In Cases SandL8,
SiltL4, and ClayL4 (Figures 6a–6c), hypersaline plumes developed in
the marsh soil under the spring high tide mark, around which the sur-
face salinity was at the maximum. For all three cases, accumulated salt
at the marsh surface due to evaporation was transported by the tidally
driven circulation out of the marsh soil through the creek bank and
bed, as shown by the ﬂow lines in the ﬁgure. Note that the travel time
(in spring-neap cycles) associated with each ﬂow line indicated the
how quick or slow the salt transport process was, consistent with the
soil permeability in each case.
The balance between evaporation-induced salt accumulation and tid-
ally driven salt efﬂux developed over time (Figures 7a–7c). Initially,
part of the accumulated salt was also transported to the supratidal
zone (marsh interior) via dispersion and ﬂow driven by density gra-
dients. As the system gradually approached to the quasi steady state,
the salt concentrations in the interior changed very slowly.
Case SandL4 exhibited a very different salinity distribution pattern
with a hypersaline plume developed in the supratidal zone (Figure
6d). Persistent evaporation in this zone was sustained by water of
lower salinity from the intertidal zone as shown by the ﬂow line in the
ﬁgure. This is consistent with the hypothesis of Wilson et al. (2011)
that the formation of hypersaline zones in salt marshes can be
Figure 6. Tidally averaged (over the spring-neap tidal cycle) salt concentration
distribution for Case (a) SandL8, (b) SiltL4, (c) ClayL4, and (d) SandL4. The white
dashed and black solid lines indicate the water table and tidal water levels,
respectively. The white lines represent ﬂow lines plotted based on the tidally
averaged velocity, and the numbers represent the corresponding travel times
(in spring-neap cycles).
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explained by evapotranspiration and upward ﬂow during neap tides. Furthermore, intuitively, the pore
water and saline plume with such high upward density gradients are prone to develop unstable ﬁngering
ﬂow. However, the hypersaline plume in this case exhibited a stable condition. This is because that the
high-salinity plume was present in the unsaturated zone, where the dominance of capillarity over density
gradients stabilized the ﬂow (Cremer & Graf, 2015). The spreading of the hypersaline plume in the unsatu-
rated zone was mainly driven by dispersion and diffusion rather than advection, given the low unsaturated
pore water velocity. The plume remained rather concentrated after a sufﬁciently long simulation time
period, with slight spreading both landward and toward the saturated zone. The upward salinity gradients
of the saline plume drove a downward ﬂow, which joined the tidal circulation and produced a salt efﬂux
from the supratidal zone to offset the salt inﬂux associated with water inﬂow from the intertidal zone. As
shown in Figure 7d, the marsh system in Case SandL4 slowly evolved toward the quasi steady state after a
sufﬁciently long simulation time period.
(a) t=1.06 yr t=10.04 yr
t=20.09 yr t=35.00 yr
t=50.07 yr t=69.25 yr
t=20.09 yr t=35.00 yr
t=50.07 yr t=69.25 yr
(b) t=1.06 yr t=10.04 yr
Figure 7. Evolution of salt distribution patterns over time for Case (a) SandL8, (b) SiltL4, (c) ClayL4, and (d) SandL4. The
vectors in all ﬁgures show averaged ﬂow over one spring-neap tidal cycle.
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To further examine salt transport in the supratidal zone in exchange with the intertidal zone, we calculated
the salt ﬂux over the depth at the spring high tide mark (i.e., interface between the two zones) at different
times for Case SandL4. The results show salt inﬂux (from the intertidal zone to the supratidal zone) in the
upper soil layer and efﬂux (from the supratidal zone to the intertidal zone) in the lower layer (Figure 8a).
The inﬂux and efﬂux pattern are consistent with the inﬂow and outﬂow across the boundary as shown in
Figure 6d. Initially, the salt inﬂux outweighed signiﬁcantly the efﬂux, with the difference accounting for the
amount of salt accumulated in the supratidal zone, including precipitated salt on the surface and salt solute
of elevated concentration in the soil. Over time, the inﬂux changed little but the efﬂux increased as increas-
ingly more salt was transported downward and toward the intertidal zone by ﬂow driven by density gra-
dients. The net ﬂux across the boundary between the two zones was calculated by integrating the local ﬂux
over the depth (Figure 8b). The result shows that the net ﬂux continued to gradually decrease after a sufﬁ-
ciently long simulation time period. In contrast with the long period of transient condition in the marsh soil
within the supratidal zone due to the slow salt transport process, salt accumulation on the surface appeared
(d) t=1.06 yr
t=50.07 yr t=69.25 yr
t=10.04 yr
t=20.09 yr
(c) t=1.06 yr
t=50.07 yr
t=10.04 yr
t=69.25 yr
t=20.09 yr t=35.00 yr
t=35.00 yr
Figure 7. (Continued).
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to occur and reach a quasi steady state much more quickly. As shown
in Figure 8c, the surface soil salinity increased to the maximum, con-
stant level in less than 20 years.
Table 4 compares the inﬂux and efﬂux of water and salt over one
spring-neap tidal cycle at the end of the numerical simulations for all
cases. Although the water exchange had reached the steady state
(e.g., inﬂux equals to efﬂux), the salt exchange had not yet, with efﬂux
being smaller than inﬂux in all cases. Meanwhile, the difference
between salt inﬂux and salt efﬂux appeared to increase with the
reduction of soil permeability. This is consistent with the plume pat-
terns shown in Figure 7; as the plume spreading of Cases SiltL4 and
ClayL4 was much wider than that of Cases SandL4 and SandL8, more
salt was needed in the supratidal zone to sustain the plume develop-
ment. Figure 9 compares the differences in tidally averaged salinity
between the last and ﬁrst semidiurnal tidal cycles over one spring-
neap cycle at the beginning and end of the simulation in Case SandL4.
It is apparent that salt accumulation is more rapid at the early stage
than at the late stage, which reﬂected the slow approach to the quasi
steady state at the end of the simulation.
4. Conclusions
Through numerical modeling, this study investigated the combined
effects of evaporation and spring-neap tides on coupled pore water
ﬂow and salt distribution in salt marshes. The model replicated the
salt pan formation, a phenomenon that has not been simulated pre-
viously. Moreover, the critical condition for the salt pan formation
has been identiﬁed. This condition, as simulated with sandy loam
marsh soils and medium rate potential evaporation, appears to be
consistent with ﬁeld observations of salt pans often in sandy soil
marshes in temperate climate regions (Eleuterius & Caldwell, 1981;
Hughes et al., 2001; Ungar, 1968). In the other types of salt marshes
with no salt pans formed, the simulated distribution pattern of
accumulated salt on the marsh surface with the maximum salinity
around the spring high tide mark is also consistent with ﬁeld obser-
vations. The consistence serves the purpose of validating the model
and simulation results. The simulated distribution patterns of salt as
a potential stressor for marsh plants may be used in combination
with soil aeration conditions to explore the marsh ecological zona-
tion and overall marsh evolution.
The simulations also showed the formation of hypersaline plumes in
the marsh soil as a result of evaporation-induced salt accumulation on
the surface. These plumes generate signiﬁcant density gradients that
modify the tidal circulating ﬂow in the intertidal zone and drive con-
siderable pore water ﬂow in the supratidal zone. These ﬂows in turn
inﬂuence salt transport and play an important role in removing exces-
sive salt accumulated due to evaporation. These ﬂows would also
affect the transport of other solutes (including nutrients) in the marsh
soil, especially in the marsh interior. The overall water and solute
ﬂuxes (Table 4) associated with the ﬂow and solute transport pro-
cesses determine the exchange between the marsh soil and creek
water, and affect ultimately the exchange between the salt marsh and
coastal water.
Figure 8. Comparison of salt inﬂux and efﬂux across the boundary between
the supratidal and intertidal zones at different elapsed times for Case SandL4.
Negative value indicates inﬂux from the intertidal zone to supratidal zone,
while positive value indicates efﬂux from the supratidal zone to intertidal zone.
(b) Time-dependent net salt ﬂux across the boundary between the intertidal
and supratidal zones. (c) Variation of marsh surface salinity at x5 24 m and
x5 26 m in the supratidal zone.
Figure 9. Difference in tide-averaged salinity between the last and ﬁrst semidi-
urnal solar tidal cycles during one spring-neap cycle at the (a) beginning and
(b) end of the numerical simulation for Case SandL4.
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The freshwater input through either rainfall or inland groundwater was not considered in the model.
Although in most marshes, the amount of this freshwater input is small relative to the large amount of salt
water in the exchange between the marsh soil and tidal creeks, it may potentially affect the salt dynamics
and distribution in salt marshes via dilution effect, particularly for freshwater provided by rainfall events.
Moreover, for simplicity, only evaporation was considered, i.e., no plant transpiration, which is likely to
enhance salt accumulation as simulated here based on evaporation alone. Inclusion of plant transpiration in
future studies is needed to fully explore the interactions between salt dynamics and plant growth. Also, the
2-D model adopted here should be extended to cover 3-D marsh topography including the meandering
creek network and associated 3-D ﬂow and transport processes. Additional simulations may be carried out
with elevated mean creek water level to examine how sea level rise may affect salt transport and distribu-
tion, and the overall behavior of the salt marsh system. Notwithstanding these further investigations, this
study provides an essential starting point for exploring salt dynamics to better characterize and evaluate
the marsh ecosystem, and predict its response to climate change and sea level rise.
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