Context-aware applications are fast becoming popular as a means of enriching users' experiences in various multimedia content access and delivery scenarios. Nevertheless, the definition, identification, and representation of contextual information are still open issues that need to be addressed. In this paper, we briefly present our work developed within the VISNET II Network of Excellence (NoE) project on context-based content adaptation in Virtual Collaboration Systems (VCSs). Based on the conducted research, we conclude that MPEG-21 Digital Item Adaptation (DIA) is the most complete standardization initiative to represent context for content adaptation. However, tools defined in MPEG-21 DIA Usage Environment Descriptors (UEDs) are not adequate for Virtual Collaboration application scenarios, and thus, we propose potential extensions to the available UEDs.
INTRODUCTION
In today's diverse multimedia application scenarios, users wish to access contents at anytime and anywhere. This trend has led to an increasing heterogeneity of coexisting terminals and networks, which has also rendered the use of content adaptation techniques essential in such scenarios. Contextual information is used in many different contextaware applications. Its use is especially significant for supporting content adaptation, as it can help to take the optimum adaptation decision based on the usage scenario, which in turn has the potential for maximizing user's satisfaction.
In this paper, we first analyze the existing standardization initiatives contributing to the identification and representation of context for multimedia content adaptation. Subsequently, we present a context-aware content adaptation platform developed within the VISNET II NoE project [1] . During the following discussions, we first describe the Virtual Collaboration application scenario, in which our work is applied. Then, we propose potential extensions to the available MPEG-21 DIA UEDs, as our previous research showed that the existing UEDs do not present adequate descriptions for Virtual Collaboration application scenarios [2] .
STATE-OF-THE-ART
Contextual information can be any kind of information that characterizes the complete delivery and consumption environment. Based on previous research [3] , this information can be grouped into four main context classes: Computing, User, Physical, and Time. Contextual information is generated by sensors. Any hardware appliance, software component or entity capable of generating information describing some aspect of the context of usage can be designated as a sensor [4] .
One of the main challenges faced in context-aware computing has been, until recently, the lack of standardized models to represent and process, context. Although recently, standardization bodies, such as the World Wide Web Consortium (W3C) and Motion Picture Experts Group (MPEG), have started to work on specifications to represent and exchange context, they provide mechanisms with limited capabilities. More specifically, there is almost no support for establishing relationships among contextual information, nor with constraints. Therefore, systems tend to simply use the sensed context in an uncoordinated way. In turn, this effectively limits the understanding of the complete context of usage by these systems. The same contextual information sensed from the network could lead to different conclusions if combined with contextual information regarding the natural environment and/or the terminal. Thus, for the same sensed network context, different adaptation decisions could be taken. Accordingly, 978-1-4244-3610-1/09/$25.00 c 2009 IEEE.current standards provide efficient frameworks for developing moderately simple context-aware systems. However, they do not answer the needs of more complex and demanding context-aware applications.
MPEG-21 [5] , [6] is the ISO/IEC standard currently under its final phase of development within MPEG. It provides a set of specifications, descriptions and tools to facilitate the transactions of multimedia content in heterogeneous network environments. Part 7 of the standard (Digital Item Adaptation, DIA [7] ) provides a set of tools to describe characteristics and capabilities of networks, terminals, and environments, as well as preferences of users. The tools: Usage Environment Descriptor (UED), Adaptation Quality of Service (AQoS), and Universal Constraints Descriptor (UCD), allow representing both contextual information in the form of descriptions and constraints, as well as operations that can be performed upon the content and the results that can be expected. The W3C is presently focusing on the development of technologies to implement the Semantic Web. The accomplishment of this goal requires the use of common semantics to describe content, services or any resource on the Web. As such, the work of W3C is very much connected with context awareness. The Resource Description Framework (RDF) [8] , the RDF Schema (RDFS) [9] , and the Web Ontology Language (OWL) [10] , are specifications of the W3C that constitute general description frameworks suitable to express metadata, and hence context. The W3C has also developed the Composite Capability/Preferences Profiles (CC/PP) specification [11] , which defines an RDF-based framework for describing terminal capabilities and user preferences.
VISNET II NOE CONTEXT-AWARE CONTENT ADAPTATION PLATFORM

Architecture
A distributed architecture is proposed for the VISNET II NoE context-aware content adaptation platform. As shown in Fig Based on contextual information received from various Context Providers (CxPs), the Adaptation Decision Engine (ADE) determines the optimum adaptation options that can maximize the user satisfaction across the network. An ontology based approach is used to implement the adaptation decision taking algorithm. The use of ontologies in this ADE provides the platform with context-aware analysis capabilities closer to real-world situations. Here, the two-layer ontology model shown in Fig. 2 has been utilized.
This model is developed using the OWL specification. The core ontology layer provides descriptions of generic concepts and rules that can be used in any multimedia content consumption scenario. This layer is based on MPEG-21 DIA, in particular the UED tool, with additional information related to the content being consumed (as of MPEG-7 Multimedia Description Scheme (MDS) media format descriptors). The external layer, i.e., domain-specific layer, provides rules dedicated to a given application. Multiple domain-specific ontologies can thus co-exist in this layer. The Adaptation Engine Stack (AES) enables the execution of a variety of adaptations that can be dynamically configured and requested on the fly.
CxPs are software or hardware based entities that are able to generate and provide explicit contextual information. The low-level contextual information generated by these CxPs, once acquired and represented according to a standard format, will be used to infer higher-level concepts, and thus assist the adaptation decision operation. The next subsection elaborates the types of context profiles made available to the ADE.
MPEG-21 DIA based context profiles
The use of standards is instrumental to enable interoperability among systems and applications, and across services. The standardized format used in this work is the MPEG-21 DIA specification. It specifies appropriate XML schemas to represent the low-level contextual information. In particular, the MPEG-21 DIA UED tool provides four main types of descriptors: User, Terminal, Network, and Natural Environment. Based on this division, four context profiles have been created, as illustrated in Fig. 3 . With these profiles, each CxP needs only to know and implement its own sphere of action resulting in a level of interoperability enhancement. 
VIRTUAL COLLABORATION APPLICATION SCENARIO
Virtual Office for Collaboration
Virtual Collaboration allows remotely located partners to meet in a virtual environment using the state-of-the-art audiovisual communication technologies coupled with shared electronic documents and applications. Fig. 4 shows a diagram of how the VISNET II NoE context-aware content adaptation platform, as described in the previous section, could be applied in a Virtual Collaboration scenario. In this paper, we focus particularly on its application in a business/office context, in which a number of office workers and/or clients of an organization act as the different agents involved in the collaboration.
Fig. 4. Virtual Office for collaboration
Virtual Collaboration Systems (VCSs) typically have a number of users with heterogeneous terminal types communicating and exchanging media with each other through heterogeneous communications networks. For simplicity here, we identify three main types of user interface terminals: 1) Large terminals, which have a fixed location and a high data rate wired connection to the VCS. These terminals support multiple users, and an example would be the VCS terminals at a Headquarters (HQ) Meeting Room (Fig. 4) . 2) Small terminals, which can be portable yet have a fixed location during the collaboration session with wireless or wired connection to the VCS, as represented by the Home-based Worker in the figure. 3) Mobile terminals, which can be moved around while in use and are designed for a single user, as for example the one used by the Mobile Field Worker in the same figure.
Furthermore, in a Virtual Office for Collaboration, we can identify the following types of users: Team Manager, Team Leader and Deputy Team Leader, Team Member, Customer, Interviewer, and Interviewee.
In brief, we have described a highly heterogeneous scenario here, in which context-aware content adaptation is required. In the next subsection, we will focus on identifying the contextual information that can be gathered for use in this kind of a scenario.
The use of context in a Virtual Collaboration application scenario
In this section, we identify the contextual descriptors used in the described application scenario. Aligned with the proposed MPEG-21 DIA context profiles, our work Fig. 5 . The ADE receives concrete contextual information, such as the display size (in order to adjust the resolution), the maximum frame rate, the battery time remaining, and the codecs supported, from the terminals. On the network side, context is slightly more abstract. The current MPEG-21 network context provides information on available bandwidth, delay, packet loss rate and bit error rate, but a more sophisticated measure of the link conditions including the pattern of packet losses is required to make an intelligent assessment of the forward protection required on the transmitted communications stream. For example, forward error correction is beneficial in a random packet loss scenario but detrimental in a congested (burst) packet loss scenario because the extra packets add to the congestion. Therefore, we propose to add a new element inside the MPEG-21 DIA UED NetworkConditions (Fig. 3) named Congestion that will specify the maximum burst lengths with errors so as to know whether it is caused by noise or by congestion. An example of the contextual information that the ADE receives from the network is shown in Fig. 6 . The user and the natural environment related contexts are equally important. As detailed in the previous section, VCS allows multiple users to log into a given interface terminal simultaneously, and these users have multiple assigned roles (e.g., manager, team member, etc.). However, they also have multiple assumed roles (e.g., speaker, inattentive participant, etc.). Thus, we consider it is necessary to include some user context descriptors in order to assist with identifying and making use of these assumed roles for content adaptation.
With the integration of audiovisual processing techniques developed within the VISNET II NoE project such as gesture recognition, face detection, or speech recognition, we propose the extraction of abstract contextual concepts such as the attentiveness or hasFloor descriptors. These can be mapped to user identities and roles, allowing network communication and terminal processing resources to be focused on the information of most relevance to the users by adaptation of the streams that each one receives. For example, this allows the audio and video input capturing to be focused on a particular individual without a detailed manual camera control activity.
Beyond the complete description of users, objects in a scene are also important elements of a VC scenario; therefore, we include the presence of Objects and their respective Locations in Scene as new context descriptors. This is due to the fact that, a user does not always focus on all of the VCS participants during a meeting session, but also sometimes on the white-board, a screen or an object while discussing various matters depending on how the meeting discussions progress.
The extended context descriptors proposed for the Virtual Office application scenario that have been justified so far are shown in white in Fig. 5 . The elements in darkgrey were already identified in Section 3, and are expressed in MPEG-21 DIA UED. Furthermore, Table 1 sums up the motivation for the proposed extensions, their classification, and their intended use in terms of adaptation.
CONCLUSIONS
This paper justifies the need of an extension of the MPEG-21 DIA UED descriptors when context-aware content adaptation is applied in VCSs. Thus, we have firstly presented our context-aware content adaptation platform developed within the VISNET II NoE project, and then made an accurate description of the Virtual Collaboration application scenario. Our conclusion is to propose an amendment of new context descriptors related to the presence of objects or multiple users in a scene, and to the recognition of the speaker in the MPEG-21 DIA UED, as they are a core part of Virtual Collaboration sessions. We also justify why MPEG-21 DIA is the most complete standard for context-aware content adaptation. 
