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Abstrat: The ompressible barotropi Navier-Stokes type system in monodimen-
sional ase with Neumann boundary ondition given on free boundary is onsidered.
The loal and the global existene with uniformly boundedness for small visosity o-
eient is proved.
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1 Introdution
In this artile we onsider a model of motion of isolated volume of a barotropi visous
ompressible uid in monodimensional ase with a free boundary given by an initial-
value problem for modied Navier-Stokes system. This system an be treated as a
model of a single layer of a star. The equations in Euler's o-ordinates are of this form,
beause we want operator T to at only on the veloity funtion after transformation
to Lagrangian mass o-ordinates, thus
vt + vvr +
1
̺
pr = µT
(
1
̺
(
vr
̺
)
r
)
̺t + (̺v)r = 0
µT
(
vr
̺
)
− p = −P for r = 0 and r = S(t)
v(r, 0) = v0(r), ̺(r, 0) = ̺0(r),
(1.1)
where v, ̺, µ and P are the veloity, the density of the uid, the positive onstant
visosity oeient and the external onstant pressure, respetively; S(t) desribes the
free boundary, we assume that S(0) = 1. Funtion p = p(̺) desribes the pressure of
the uid as a funtion of the density.
Under the physial onstraints funtion p(̺) must satisfy
p(0) = 0, p(s1) < p(s2) if s1 < s2.
Moreover, funtion G(· ) given by the relation
p(s) = G′(s)s2, (1.2)
1
fullls a ondition
G(s) ≥ asγ−1
for γ > 1 and a > 0.
The lassial example of suh equation is p(̺) = a̺γ that holds for isentropi proesses,
but the use of this model for visous gas is justied if we assume that the visosity
oeient is small.
The studied system is examined in the Lagrangian mass o-ordinates given by
x =
r∫
0
̺(r′, t)dr′,
and its inverse transformation
r =
x∫
0
ξ(y, t)dy,
where ξ(x, t) = ̺−1(x, t).
After this transformation problem (1.1) reads
vt + p(ξ
−1)x = µ(Tv)xx
ξt − vx = 0
µ(Tv)x − p(ξ
−1)
∣∣∣
x=0
= µ(Tv)x − p(ξ
−1)
∣∣∣
x=1
− P
v(x, 0) = v0(x), ξ(x, 0) = ξ0(x).
(1.3)
Additionally we make the following assumptions:
A1. The external pressure P > 0.
A2. The initial values satisfy
1∫
0
v0(x)dx = 0
and
ξ0(x) > 0, ξ0(0) = ξ0(1),
1∫
0
̺0(x)dx =
1∫
0
ξ−10 (x)dx = 1,
the last ondition means that the total mass of the uid is equal to 1.
On the right hand side of the rst equation of system (1.3) we have a pseudo-dierential
operator ating on the veloity funtion v, being a modiation of the standard Lapla-
ian. Its denition is based on the properties of spae of weak solutions to (1.3) whih
is the Neumann-boundary problem. Therefore we immerse the spae of weak solutions
in L2(0, 1) whih is onsidered as the losure of linear ombinations of the smooth
funtions that form a standard base for the Neumann-boundary problem
wk(x) =
cos(πkx)
‖ cos(πkx)‖L2(0,1)
k = 0, 1, . . . ,
2
then we may desribe any funtion f ∈ L2(0, 1) as follows
f(x) =
∞∑
k=0
fkwk(x).
Staying within above notation we dene an operator
T : L2(0, 1)→ L2(0, 1)
suh that
Tf(x) =
∞∑
k=R+1
fkwk(x).
Operator T is a projetor whih omits rst R mods of the funtion. This feature auses
that the r.h.s. of the rst equation of (1.3) desribes the dissipation of the energy only
for high utuations and does not involve low mods. If the system exhibits only low
mods the equations have features of the Euler's system for ompressible, invisid ow;
for mods grater than R we have Navier-Stokes equations in one dimension and the
dissipation of the energy is proportional to visosity oeient µ > 0. For this ase it
has been proved (see [1℄) that the global solutions exist, and that any solution tends
to the stationary solution.
The objetive of this paper is to show a global in time existene of regular solutions
to the problem (1.3). The main diulty is to show the uniformly boudedness of the
density ̺(x, t) ≥ ξ−. The idea omes from P.B. Muha and requires an assumption
of smallness of visosity oeient µ, whih is the most interestiong ase from the
physial point of view. For the sake of Neumann-boundary ondition we have a global
existane without assuptions of smallness of initial data. In ase of Dirihlet-boundary
ondition smallness of data is neessary however it depends only on γ [3℄.
But to obtain a global in time existene we need rst a loal in time existene and then
several informations about slutions uniformly in time. There are some results about
loal in time existene in a general three-spae dimensional ase for Navier-Stokes
equations with Neumann-boundary ondition given on a free boundary [4℄. But in this
paper we apply the tehnique similar to the one from Referene [2℄, after notiing that
the rst equation of the system (1.3) may be stated as follows
vt + p(ξ
−1)x = µvxx − µ((1−T)v)xx, (1.4)
where
µ(1−T)vxx
is an analyti funtion and norm of it is ontrolled by the energy bound, thus it may
be treated as given one as an external fore f .
To avoid questions about the well posedness of onsidered problem in the lassial
sense we will introdue its weak formulation.
3
Denition (Weak solutions). We say the pair of funtions
v ∈ W 2,12 ((0, 1)× (0, T )) and ξ ∈ L∞(0, T ;H
1(0, 1))
is a weak solution of the problem (1.3) provided:
1. equalities
(vt, ϕ)− (p(ξ
−1)− P, ϕx) + µ(Tvx, ϕx) = 0
ξt − vx = 0
are fullled in the sense of distributions on time interwal [0,T℄ for eah ϕ ∈ C1(0, T ;H1(0, 1))
of the struture ϕ(x, t) = −πt(t)
2
+ xπt(t) + η(x, t), where
∫ 1
0
η(x, t)dx = 0 and
2. v(x, 0) = v0, ξ(x, 0) = ξ0.
In above denition we require from the funtion v regularity, whih is not optimal to
the weak formulation, however we will need suh high smoothness to show uniqueness
of the solution.
The results are the following.
Theorem A (Loal in time existene). Let v0 ∈ H
1(0, 1),
∫
(0,1)
v0(x)dx = 0
and let ξ0 ∈ H
1(0, 1), ξ0 > 0. Then there exists T0 > 0 suh that there exists unique
solution to the problem (1.3) in the sense of Denition on time interval [0, T ], T < T0.
Moreover, ξ is stritly positive on time interval [0, T ].
Theorem B (Global in time existene). Let v0 ∈ H
1(0, 1),
∫
(0,1)
v0(x)dx = 0
and let ξ0 ∈ H
1(0, 1), ξ0 > 0. Then there exists global in time solution to problem (1.3)
suh that
v ∈ W 2,12(loc)((0, 1)× (0,∞)), ξ ∈ L∞(0,∞;H
1(0, 1)),
and
0 < ξ− ≤ ξ(x, t) ≤ ξ+ <∞,
for all (x, t) ∈ (0, 1)× [0,∞), where ξ−, ξ+ are stritly positive onstants.
Notations:
∂f(x, t)
∂t
= ft(x, t),
∂f(x, t)
∂x
= fx(x, t),
(f, g) =
1∫
0
f · gdx.
2 An estimate of the solution on the boundary
Note, that from the rst equation of the system (1.3) and from the boundary and initial
onditions we get
1∫
0
v(x, t)dx = 0.
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Thus it is resonable to look for a funtion v(x, t) of the struture
v(x, t) =
∞∑
k=1
λk(t)ωk(x), (1.5)
where the funtions λk(t) are at least C
1(0,∞).
This observation together with ξt = vx let us similarly desribe ξ(x, t) as follows
ξ(x, t) = π(t) +
∞∑
k=1
κk(t)ωk,x(x),
for some funtion π(t) independent of x, and the funtions κk(t) at least of lass
C1(0,∞).
Lemma 1. For all t ≥ 0 the funtion ξ(x, t) satises
ξ(0, t) = ξ(1, t),
0 < ξ¯− ≤ ξ(0, t) ≤ ξ¯+ <∞
where ξ¯− and ξ¯+ are independent of t.
Proof.
We examine ξ(x, t) on ({0} × [0,∞)) ∪ ({1} × [0,∞)) from the boundary ondition of
the system (1.3)
µvx − µ((1−T)v)x =
a
ξγ
− P.
Aording to the denition of the operator T and to the struture of funtion v we get
that for x = {0, 1} ((1−T)v)x = 0.
Therefore the above equation beomes an ODE
µξt =
a
ξγ
− P (1.6)
subjet to the initial ondition ξ(x, 0) = ξ0(x). Thus, loally there exists a unique
solution with ontinous rst derivative and it an be extended to the whole half line.
From A2 we have ξ0(0) = ξ0(1), hene
ξ(0, t) = ξ(1, t), t ∈ [0,∞).
Let ξ¯(t) denotes the solution of (1.6) with the initial ondition ξ¯(0) = ξ¯0 = ξ(0, 0).
Note, that for t→∞
lim
t→∞
ξ¯(t) =
( a
P
) 1
γ
.
Then there are two possibilities:
or ξ¯0 ≤
(
a
P
) 1
γ
, and the solution is bounded by
0 < ξ¯− = ξ¯0 ≤ ¯ξ(t) ≤
( a
P
) 1
γ
= ξ¯+ <∞,
or
(
a
P
) 1
γ ≤ ξ¯0, and we have
0 < ξ¯− =
( a
P
) 1
γ
≤ ¯ξ(t) ≤ ξ¯0 = ξ¯+ <∞.
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Dene the extension π(x, t) of the funtion ξ¯(t) to the whole region (0, 1)× [0,∞) by
the following formula:
π(x, t) = ξ¯(t),
it means, that te funtion π(x, t) = π(t) is onstant along eah straight line x = C.
3 Proof of Theorem A
First we will onstrut solutions to some nite-dimensional approximations to (1.3),
and then we will pass to the limits. This is alled Galerkin's method.
3.1 Galerkin approximations
Dene the spaes:
Wv = {f ∈ C
1(0, T ;H1(0, 1)) : f =
−πt(t)
2
+ xπt(t) + h(x, t),
1∫
0
h(x)dx = 0} =
= {f ∈ C1(0, T ;H1(0, 1)) : f =
−πt(t)
2
+ xπt(t) + h(x, t), h =
∞∑
k=1
αk(t)wk},
and
WN = {f ∈ C1(0, T ;H1(0, 1)) : f =
−πt(t)
2
+ xπt(t) + h(x, t), h =
N∑
k=1
αNk (t)wk}.
For xed integer N , we will look for the funtions vN , ξN of the form:
vN(x, t) =
−πt(t)
2
+ xπt(t) +
N∑
k=1
αNk (t)wk(x) ξN(x, t) = π(t) +
N∑
k=1
βNk (t)wk,x, (1.7)
suh that for all k = 1, . . . N the oeients αNk (t), β
N
k (t) satisfy
αNk (0) = (v0 − (x−
1
2
)πt(0), wk), β
N
k (0) = (ξ0 − π(0), wk,x), (1.8)
βNk (t) = β
N
k (0) +
t∫
0
αNk (s)ds, (1.9)
and
(vN,t, wk)− (
a
ξ
γ
N
− P,wk,x) + µ(TvN,x, wk,x) = 0 (1.10)
in the sense of distributions on time interval [0, T ].
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Theorem 2 (Constrution of approximate solutions). For eah integer N = 1, 2, . . .
there exists the unique pair of funtions vN , ξN of the form (1.7) satisfying (1.8), (1.9)
and (1.10) in the sense of distributions on time interval [0, T ].
The Proof is an appliation of Banah's Fixed Point Theorem.
So, the funtions vN , ξN fulll the weak formulation in the sense of the Denition
for eah ϕ ∈ WN .
Remark 3. The assumption ξ0 > 0 is equivalent to the initial density ̺0(x) = ξ
−1
0
bigger than 0 for all x ∈ (0, 1).
This observation, together with the seond equation of system (1.3) guarantees
ξ(x, t) > 0 ∀(x, t) ∈ (0, 1)× (0, T ),
Indeed, as
ξt(x, t)− vx(x, t) =
(
1
̺(x, t)
)
t
− vx(x, t) = 0,
hene
̺t
̺
= −̺vx,
thus
1
ξ(x, t)
= ̺(x, t) = ̺0(x) exp{−
t∫
0
̺vxdt} > 0.
This property may be transribed into ξN(x, t) (for N suiently large) by an analo-
gous argument, we will deal with proving the strit positivity of ξN(x, t) later.
To obtain loal existene of weak solutions we will need some uniform estimates.
3.2 Energy estimates
Lemma 4 (The rst energy estimate). Let vN , ξN satisfy the weak formulation in the
sense of the Denition for eah ϕ ∈ WN , then
1∫
0
(
1
2
v2N(x, T ) +G(ξ
−1
N )(x, T )
)
dx+ PV (T ) + µ
T∫
0
1∫
0
|TvN,x|
2dxdt =
=
1∫
0
(
1
2
v2N,0 +G(ξ
−1
N,0)
)
dx+ PR(0)
holds for any T < T0.
7
Putting vN ∈ W
N
into the Denition as a test funtion ϕ ∈ WN we get
(vN,t, vN)− (
a
ξ
γ
N
− P, vN,x) + µ(TvN,x, vN,x) = 0. (1.11)
Sine T is the projetor, we have
µ
1∫
0
TvN,xvN,xdx =
1∫
0
|TvN,x|
2dx,
also by (1.2)
−
1∫
0
p(ξ−1N )vN,xdx = −
∫
(0,1)
p(ξ−1N )ξN,tdx =
d
dt
1∫
0
G(ξ−1N )dx
and
P
∫
(0,1)
ξN,tdx = P
d
dt
∫
(0,1)
ξdx =
d
dt
PV (t),
where V (t) is the volume of the uid in the Eulerian o-ordinates.
After this transformations we obtain an equation
d
dt
∫
(0,1)
(
1
2
v2N +G(ξ
−1
N ))dx+
d
dt
PV (t) + µ
1∫
0
|TvN,x|
2dx = 0, (1.12)
integrating from 0 to T we get the thesis.

Now rewrite equation (1.12) using the formula (1.4)
d
dt
1∫
0
(
1
2
v2N +G(ξ
−1
N ))dx+
d
dt
PV (t) + µ
1∫
0
(vN,x)
2dx = −
1∫
0
fNvNdx, (1.13)
aording to denotation fN = µ(1−T)vN,xx = µ
∑R
k=1 α
N
k (t)wk,xx(x).
Remark 5. Above lemma yields an estimate on the norm of vN in L∞(0, T ;L2(0, 1)),
whih in turn implies a suitable estimate on ‖fN‖L∞(0,T ;L2(0,1)).
Lemma 6 (The seond energy estimate). There exists a onstant C, depending on
a, P, µ, γ and T , suh that for any T < T0 holds
sup
t∈[0,T ]
‖ξN(t)‖H1(0,1) + ‖vN‖L2(0,T ;H1(0,1)) ≤ C.
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Proof.
This time we take as a test funtion
−πt(t)
2
+ xπt(t) + ξN,x(x, t) ∈ W
N
, and beause
−πt(t)
2
+ xπt(t) also belongs to W
N
we only have to onsider
(vN,t, ξN,x)− (
a
ξ
γ
N
− P, ξN,xx) + µ(TvN,x, ξN,xx) = 0.
Note
1∫
0
vN,tξN,xdx =
d
dt
1∫
0
vNξN,xdx−
1∫
0
vNξN,txdx =
d
dt
1∫
0
vNξN,xdx+
1∫
0
v2N,xdx−πt
1∫
0
vN,xdx,
and
−
1∫
0
(
a
ξ
γ
N
− P )ξN,xxdx+µ
1∫
0
TvN,xξN,xxdx =
=
1∫
0
(
a
ξ
γ
N
)
x
ξN,xdx− µ
1∫
0
ξN,xtξN,xdx+ µ
1∫
0
(1−T)vN,xxξN,xdx
= −γ
1∫
0
a
ξ
γ+1
N
ξ2N,xdx−
µ
2
d
dt
1∫
0
ξ2N,xdx+
1∫
0
fNξN,xdx,
thus
d
dt
1∫
0
(µ
2
ξ2N,x − vNξN,x
)
dx+ γa
1∫
0
ξ2N,x
ξ
γ+1
N
dx =
=
1∫
0
v2N,xdx+
1∫
0
fNξN,xdx− πt
1∫
0
vN,xdx. (1.14)
Multiply equation (1.13) by the onstant B = 4
µ
, and then add to equation (1.14), to
nd
d
dt

 1∫
0
(
µ
2
ξ2N,x +
B
2
v2N − vNξN,x +BG(ξ
−1
N )
)
dx+BPV (t)

+
+γa
1∫
0
ξ2N,x
ξ
γ+1
N
dx+ (Bµ− 1)
1∫
0
v2N,xdx
=
1∫
0
(fNξN,x −BfNvN)dx− πt
1∫
0
vN,xdx.(1.15)
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Employing to the right hand side of above equation Hölder's and Cauhy's inequalities
and taking into aount that
4
µ
∫ 1
0
G(ξ−1N ) > 0,
4
µ
PV (t) > 0 we get
d
dt

 1∫
0
(
µ
2
ξ2N,x +
2
µ
µv2N − vNξN,x +
4
µ
G(ξ−1N )
)
dx+
4
µ
PV (t)

+γa
1∫
0
ξ2N,x
ξ
γ+1
N
dx+2
1∫
0
v2N,xdx
≤
5
µ
‖fN‖
2
L2(0,1) +
|πt|
2
4
+
1∫
0
(
µ
2
ξ2N,x +
2
µ
v2N − vNξN,x +
4
µ
G(ξ−1N )
)
dx+
4
µ
PV (t).
(1.16)
Denote:
η(t) :=
1∫
0
(
µ
2
ξ2N,x +
2
µ
v2N − vNξN,x +
4
µ
G(ξ−1N )
)
dx+
4
µ
PV (t),
χ(t) :=
5
µ
‖fN‖
2
L2(0,1) +
|πt|
2
4
,
using again Cauhy's inequality we dedue
η(t) ≥
1∫
0
(
µ
4
ξ2N,x +
1
µ
v2N +
4
µ
G(ξ−1N )
)
dx+
4
µ
PV (t) ≥ 0.
Hene, aording to our denotations, inequality (1.16) reads
η′(t) ≤ η(t) + χ(t).
Using the Gronwall inequality we get the following estimates:
sup
t∈[0,T ]
‖ξN(t)‖
2
H1(0,1) ≤
4
µ
eT
(
η(0) +
5
µ
‖fN‖
2
L2(0,T ;L2(0,1)) +
1
4
‖πt‖
2
L2(0,T )
)
,
sup
t∈[0,T ]
‖vN(t)‖
2
L2(0,1) ≤ µe
T
(
η(0) +
5
µ
‖fN‖
2
L2(0,T ;L2(0,1)) +
1
4
‖πt‖
2
L2(0,T )
)
,
sup
0<t<T
V (t) ≤
µ
4P
eT
(
η(0) +
5
µ
‖fN‖
2
L2(0,T ;L2(0,1)) +
1
4
‖πt‖
2
L2(0,T )
)
,
and
sup
t∈[0,T ]
4
µ
1∫
0
G(ξ−1N )(x, t)dx = sup
t∈[0,T ]
4a
µ(γ − 1)
1∫
0
ξ
1−γ
N (x, t)dx =
= sup
t∈[0,T ]
4a
µ(γ − 1)
‖ξ
1−γ
2
N (t)‖
2
L2(0,1) ≤ e
T
(
η(0) +
5
µ
‖fN‖
2
L2(0,T ;L2(0,1))
+
1
4
‖πt‖
2
L2(0,T )
)
.
(1.17)
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Additionally, integrating (1.16) with respet to t in the interval [0, T ] we nd
‖vN,x‖
2
L2(0,T ;L2(0,1))
= ‖ξN,t‖
2
L2(0,T ;L2(0,1))
≤
T eT + 1
2
(
η(0) +
5
µ
‖fN‖
2
L2(0,T ;L2(0,1))
+
1
4
‖πt‖
2
L2(0,T )
)
,
and
γa
T∫
0
1∫
0
(ξN,x)
2
ξ
γ+1
N
(x, t)dxdt =
4γa
(1− γ)2
T∫
0
1∫
0
[(
ξ
1−γ
2
N
)
x
]2
(x, t)dxdt =
=
4γa
(1− γ)2
‖ξ
1−γ
2
N ‖
2
L2(0,T ;H1(0,1))
≤ (T eT+1)
(
η(0) +
5
µ
‖fN‖
2
L2(0,T ;L2(0,1))
+
1
4
‖πt‖
2
L2(0,T )
)
.
Remark 7. From the rst energy estimate fN is bouded in L∞(0, T ;L2(0, 1)), in par-
tiular
‖fN‖
2
L2(0,T ;L2(0,1)) < C1,
where C1 is a onstant, that depends on P, a, µ, γ and initial data, but it does not
depend on T .
Remark 8. Realling Setion 2 there exists a onstant C2 depending on P, a, γ and
ξ0, suh that supt∈[0,∞) πt(t) ≤ C2.
These remarks omplete the proof.

Till now we have proved the following inlusions:
ξN ∈ L∞(0, T ;H
1(0, 1)), (1.18)
ξ
1−γ
2
N ∈ L∞(0, T ;L2(0, 1)), (1.19)
ξ
1−γ
2
N ∈ L2(0, T ;H
1(0, 1)), (1.20)
ξN,t ∈ L2(0, T ;L2(0, 1)), (1.21)
vN ∈ L∞(0, T ;L2(0, 1)),
vN ∈ L2(0, T ;H
1(0, 1)).
At the beginning of this subsetion we substantiated that for N suiently large,
ξN(x, t) > 0, now we will prove that it is indeed separated from zero.
Lemma 9. There exists a positive onstant K, suh that for eah integer N ≥ 0
ξN(x, t) ≥ K > 0 for (x, t) ∈ [0, 1]× [0, T ].
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Proof.
Let α > 0, then
sup
t∈[0,T ]
1∫
0
∣∣(ξ−αN )x∣∣ = sup
t∈[0,T ]
1∫
0
|ξN |
−(α+1) |ξN,x|, (1.22)
employing Cauhy-Shwarz inequality we obtain that for any t ∈ [0, T ]
1∫
0
|ξN |
−(α+1) |ξN,x| ≤ sup
0<t<T
‖ξN,x‖L2(0,1)

 1∫
0
|ξN |
−2(α+1)


1
2
.
From the inlusion (1.19) we dedue
ξ
−(α+1)
N ∈ L∞(0, T ;L2(0, 1))
i −2(α + 1) = 1− γ, and γ > 3, then
ξ−αN ∈ L∞(0, T ;W
1
1 (0, 1)) ⊂ L∞(0, T ;L∞(0, 1)).
Sine
‖ξ−αN ‖L∞(0,T ;L∞(0,1)) ≤M, (1.23)
for some onstant M and α > 0, there exists a onstant K = M
−1
α
suh that
‖ξN‖L∞(0,T ;L∞(0,1)) ≥ K > 0,
but we already know that ξN(x, t) > 0, thus
ξN(x, t) ≥ K > 0.

Let estimate the pressure norm now.
Reall p(ξ−1N ) = aξ
−γ
N , initially we assumed that γ > 1, but from this moment we
require γ to be bigger than 3 in order to apply above lemma.
For suh γ the following sequene of inequalities holds
‖p(ξ−1N )‖L2(0,T ;H1(0,1)) ≤ CPa‖
(
ξ
−γ
N
)
x
‖L2(0,T ;L2(0,1))
≤ CPaK
−γ+1
2 ‖
(
ξ
1−γ
2
N
)
x
‖L2(0,T ;L2(0,1)) ≤ CPaK
−γ+1
2 ‖ξ
1−γ
2
N ‖L2(0,T ;H1(0,1)),
where CP is a onstant from Poinare's inequality, thus aoring to (1.20) we have
p(ξ−1N ) ∈ L2(0, T ;H
1(0, 1)). (1.24)
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3.3 Existene
The estimates from the previous subsetion imply
sup
t∈[0,T ]
‖vN(t)‖L2(0,1)+ sup
t∈[0,T ]
‖ξN(t)‖H1(0,1)+‖vN‖L2(0,T ;H1(0,1))+‖p(ξ
−1
N )‖L2(0,T ;H1(0,1)) ≤ C.
for some onstant C depending on µ, P , γ, a, initial data and T . As a result we may
estimate ‖vN,t‖L2(0,T ;H−1(0,1)).
Now we will pass to limits as N → ∞ to obtain a weak solution to our initial-value
problem in the sense of the Denition.
Theorem 10. There exists a weak solution of (1.3).
Proof.
Sine the sequene {vN}
∞
N=1 is bounded in L2(0, T ;H
1(0, 1)), and {vN,t}
∞
N=1 is bounded
in L2(0, T ;H
−1(0, 1)), there exists a subsequene {vNl}
∞
l=1 ⊂ {vN}
∞
N=1, suh that
vNl ⇀ v ∈ L2(0, T ;H
1(0, 1)),
vNl,t ⇀ vt ∈ L2(0, T ;H
−1(0, 1)).
With the same manner we an onlude that
ξNlk ⇀
∗ ξ ∈ L∞(0, T ;H
1(0, 1)),
ξ(x, t) = π(t) on {0} × [0, T ] and {1} × [0, T ],
for some subsequene
{
ξNlk
}
∞
k=1
⊂ {ξNl}
∞
l=1, starting from here we will be alling this
subsequene ξN , vN .
Aording to the inlusions (1.18), (1.21)
ξN ∈ H
1((0, 1)× (0, T )),
hene by the Rellih-Kondrahov Compatness Theorem we obtaine strong onvergene
of some subsequene {ξNl}
∞
l=1 ⊂ {ξN}
∞
N=1, ξNl → ξ in L2((0, 1)× (0, T )).
Next, observe that sine p(ξ−1N ) is bouded in L2(0, T ;H
1(0, 1)) there exists a weakly
onvergent subsequene
{
ξNlk
}
∞
k=1
⊂ {ξNl}
∞
l=1 to some funtion in L2(0, T ;H
1(0, 1)),
i.e.
p
(
ξ−1Nlk
)
⇀ p
(
ξ−1Nlk
)
∈ L2(0, T ;H
1(0, 1)).
Lemma 11. Providing p(ξ−1) is a ontinuous funtion of ξ and that with an auray
to subsequene
ξNl → ξ strongly in L2((0, 1)× (0, T )),
p
(
ξ−1Nlk
)
⇀ p
(
ξ−1Nlk
)
weakly in L2(0, T ;H
1(0, 1)),
then p(ξ−1Nlk
) = p(ξ−1) holds a.e. in (0, 1)× [0, T ].
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The Proof of this Lemma follows easily from Egoro's Theorem.
Similaryly, sine
{
ξ
1−γ
2
N
}∞
N=1
is bounded in L∞(0, T ;L2(0, 1)), we may hoose suh
subsequene
{
ξ
1−γ
2
Nl
}∞
l=1
⊂
{
ξ
1−γ
2
N
}∞
N=1
that
ξ
1−γ
2
Nl
⇀∗ ξ
1−γ
2
Nl
∈ L∞(0, T ;L2(0, 1))
and by the same argument prove
ξ
1−γ
2
Nl
= ξ
1−γ
2
a.e. in (0, 1)× [0, T ].
Repeating the proedure from proof of Lemma (9) for ξ(x, t) we may show
ξ(x, t) ≥ C > 0
for (x, t) ∈ (0, 1)× [0, T ].
Aording to our previous remarks it is possible to pass to limits in the weak for-
mulation, and by the density argument we get that
(vt, ϕ)− (p(ξ
−1)− P, ϕx) + µ(vx, ϕx) + (f, ϕ) = 0
holds for eah ϕ ∈ W in the sense of distributions on time interval [0, T ], moreover
vx(x, t) = ξt(x, t) on (0, 1)× [0, T ].
In order to prove v(x, 0) = v0, it sues to take as a test funtion ϕ ∈ W suh that
ϕ(x, T ) = 0 and pass to the weak limits taking into aount that vNl(0) → v0 in
L2(0, 1).
Equation vx(x, t) = ξt(x, t) on (0, 1)× [0, T ] enables to prove a suitable initial ondition
for ξ(x, t)
ξ(x, 0) = ξ0.
To omplete the prove of existene of weak solutions there is a need to show higher
regularity of v.
Lemma 12.
v ∈ W 2,12 ((0, 1)× (0, T )).
Proof.
Multiply equation (1.10) by αNk,t and sum k = 1, . . . , N , to disover
(vN,t, v˜N,t)− (p(ξ
−1
N )− P, v˜N,tx) + µ(TvN,x, v˜N,tx) = 0,
where v˜N(x, t) =
∑N
k=1 α
N
k (t)wk(x).
Let u(x, t) = −πt(t)
2
+ xπt(t), ut(x, t) ∈ W
N
, thus it satises
(vN,t, ut)− (p(ξ
−1
N )− P, utx) + µ(TvN,x, utx) = 0.
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Adding these two equalities and using the formula (1.4) we get
1∫
0
(vN,t)
2dx−µ
1∫
0
v˜N,xx(v˜t + ut)dx = −
t∫
0
p
(
ξ−1N
)
x
vN,t−µ
1∫
0
(1−T)vN,xxvN,t, (1.25)
sine vN (x, t) = u(x, t) + v˜(x, t), in partiular vN,xx = v˜N,xx. Now employ Cayhy's
inequality and integrate by parts to nd
‖vN,t‖
2
L2(0,1)
3
+
µ
2
d
dt
1∫
0
(v˜N,x)
2dx+µ
1∫
0
v˜N,xutx ≤
3
4
‖p
(
ξ−1N
)
x
‖2L2(0,1)+
3µ2
4
‖(1−T)vN,xx‖
2
L2(0,1).
Note ‖v˜N,x‖L2(0,T ;L2(0,1)) ≤ ‖vN‖L2(0,T ;H1(0,1)), and utx = πtt ∈ L2(0, T ;L2(0, 1)), there-
fore integreting with respet to t in the interval [0, T ] we onlude
vN,t ∈ L2(0, T ;L2(0, 1)),
also by (1.25) and Cauhy-Shwarz inequality
vN,xx ∈ L2(0, T ;L2(0, 1)).
AsN approahes innity we obtain required smoothness of v, thus the proof of existene
is omplete.

3.4 Uniqueness
Theorem 13. A weak solution of (1.3) is unique.
Proof.
Let assume that there are two weak solutions (v1, ξ1) and (v2, ξ2) of the system (1.3)
in the sense of the Denition.
Denote ω = v1 − v2, ψ = ξ1 − ξ2 and insert ω ∈ W in plae of the test funtion ϕ in
the denition of weak solution
(ωt, ω) + (
(
p(ξ−11 )− p(ξ
−1
2 )
)
x
, ω) = (µ(Tω)xx, ω).
Employing the formula
f(ξ1)− f(ξ2) = (ξ1 − ξ2)
1∫
0
f ′(sξ1 + (1− s)ξ2)ds,
for f(ξ) = p(ξ−1) = a
ξγ
, integrating by parts and replaing ωx by ψt, we nd
d
dt
1∫
0

ω2
2
−
ψ2
2
1∫
0
f ′(sξ1 + (1− s)ξ2)ds

 dx =
15
= −
1∫
0
ψ2
2
1∫
0
f ′′(sξ1 + (1− s)ξ2)dsξtdx− µ
1∫
0
(Tωx)
2dx
≤ C(t)‖ξt(t)‖L∞(0,1)
1∫
0
ψ2
2
dx,
where C(t) = ‖
∫ 1
0
f ′′(sξ1 + (1 − s)ξ2)ds(t)‖L∞(0,1), supt∈[0,T ]C(t) < ∞, and in aor-
dane with ξt = vx ∈ L2(0, T ;H
1(0, 1)) ⊂ L1(0, T ;L∞(0, 1)).
Sine f(ξ) = a
ξγ
is monotonially inreasing funtion, its derivative is stritly negative,
thus
ω2
2
−
ψ2
2
1∫
0
f ′(sξ1 + (1− s)ξ2)ds ≥ 0.
Let φ(t) = C(t)‖ξt(t)‖L∞(0,1), note φ ∈ L1(0, T ), then by Gronwall's inequality and the
initial onditions ω(x, 0) = 0, ψ(x, 0) = 0 we disover
1∫
0

ω2
2
−
ψ2
2
1∫
0
f ′(sξ1 + (1− s)ξ2)ds

 dx ≤ 0.
and therefore ψ(x, t) = ω(x, t) ≡ 0.

4 Proof of Theorem B
To obtain a global in time existene in ase when the loal existene has been already
proved we have to show only some uniform in time estimates for solutions of (1.3).
Lemma 14. For a solution of (1.3) we have
1∫
0
(
1
2
v2(x, t) +G(ξ−1)(x, t)
)
dx+ PV (t) + µ
t∫
0
1∫
0
|Tvx|
2dxds =
=
1∫
0
(
1
2
v20 +G(ξ
−1
0 )
)
dx+ PR(0).
Proof.
Multiplying the rst equation of (1.3) by v, integrating over [0, 1] and repeating the
proof of Lemma 3.2 we get
d
dt
∫
(0,1)
(
1
2
v2 +G(ξ−1)
)
dx+
d
dt
PV (t) + µ
1∫
0
|Tvx|
2dx = 0, (1.26)
integrating over [0, t] we omplete the proof.
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Therefore we have
v ∈ L∞(0,∞;L2(0, 1)), (1.27)
G(ξ−1) ∈ L∞(0,∞;L1(0, 1)), (1.28)
V (t) ∈ L∞(0,∞), (1.29)
Tvx ∈ L2(0,∞;L2(0, 1)).
Now we will show that for ξ holds
ξ ∈ L∞(0,∞;H
1(0, 1)).
Lemma 15 (The upper bound on ξ). If P
µ
is suiently large, then
ξ(x, t) ≤ max
{
ξmin, sup
x∈(0,1)
(ξ0 +
1
µ
U(x, 0)) +
1
µ
MU − t
P
4µ
}
for t ∈ [0, Tmax), where Tmax is the maximal time of existene of solutions in sense of
the Denition.
Proof.
Introdue a new funtion U(x, t) as follows
U(x, t) =
x∫
0
v(s, t)ds.
Sine
∫ 1
0
v(x, t)dx = 0, we have
U(0, t) = 0, U(1, t) = 0,
and
(vt, ϕ) = (Uxt, ϕ) = −(Ut, ϕx).
Therefore we rewrite the weak formulation in the form((
ξ −
1
µ
U
)
t
, ϕx
)
=
(
1
µ
(p(ξ−1)− P ) + (1−T)ξt, ϕx
)
. (1.30)
Moreover, by (1.27)
U ∈ L∞(0,∞;H
1
0(0, 1)) ⊂ L∞((0,∞)× (0, 1)),
and by properties of operator T
(1−T)vx ∈ L∞((0,∞)× (0, 1)).
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In partiular, the following bounds are true
‖U‖L∞((0,∞)×(0,1)) ≤MU , ‖(1− T )ξt‖L∞((0,∞)×(0,1)) ≤ C.
The onstant C is independent of µ, thus we hoose µ suiently small to keep
−P
µ
+ (1− T )ξt ≤
−P
2µ
.
Let ξmin be a positive onstant whih satises
p(ξ−1min) <
P
4
,
by the Lemma 1 it an be done for any ase. Then we see that
1
µ
p(ξ−1min)−
P
µ
+ (1− T )ξt ≤
−P
4µ
.
Let
N =
{
(x, t) : ξ(x, t)−
1
µ
U(x, t) ≥ ξmin −
1
µ
MU
}
,
then remembering that p(·) is an inreasing funtion, we get ξ|N ≥ ξmin.
Sine we require only that ϕ ∈ W , i.e.
∫ 1
0
ϕ(x, t) = 0, hene there is no restrition
on ϕx whih appears in (1.30). In partiular, taking ϕ suh that supp ϕx ⊂ N , we
onlude
∂
∂t
(
ξ −
1
µ
U
) ∣∣∣
N
≤
−P
4µ
. (1.31)
Then there are two possibilities:
1. If
sup
x∈(0,1)
ξ0(x)−
1
µ
U(x, 0) ≤ ξmin −
1
µ
MU ,
then if there was
sup
(x,t)∈(0,1)×(0,∞)
ξ(x, t)−
1
µ
U(x, t) > ξmin −
1
µ
MU (1.32)
it would exist a point (x0, t0) suh that
ξ(x0, t0)−
1
µ
U(x0, t0) = ξmin −
1
µ
MU
and by (1.31)
∂
∂t
(
ξ(x0, t0)−
1
µ
U(x0, t0)
)
≤
−P
4µ
,
but it is a ontradition to (1.32).
Thus in this ase the following bound is valid
sup
(x,t)∈(0,1)×(0,∞)
ξ(x, t)−
1
µ
U(x, t) ≤ ξmin −
1
µ
MU .
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2. If
sup
x∈(0,1)
ξ0(x)−
1
µ
U(x, 0) > ξmin −
1
µ
MU ,
then for t ∈ [0, Tmin) we have (1.31), it means that the funtion ξ(x, t)−
1
µ
U(x, t)
dereases untill it reahes the value ξmin −
1
µ
MU . We ompute Tmin from the
ondition (1.31)
Tmin =
4µ
P
(
sup
x∈(0,1)
(ξ0 −
1
µ
U(x, 0))− ξmin +
1
µ
MU
)
.
Thus for t ∈ [0, Tmin] we have
ξ(x, t) ≤ sup
x∈(0,1)
(ξ0 −
1
µ
U(x, 0)) +
1
µ
MU − t
P
4µ
.
and for t ∈ (Tmin,∞) the bound from previous ase is valid
Combining these two ase we omplete the proof.

So, there exists a onstant ξ+ suh that
ξ(x, t) ≤ ξ+
for all (x, t) ∈ (0, 1)× [0,∞).
Lemma 16. For µ ≤ aγ
ξ
γ+1
+
there exists a onstant K depending on P, a, γ and the
initial data, suh that
sup
t∈[0,∞)
‖ξ‖H1(0,1) ≤ K.
Proof.
Multiplying the rst equation of (1.3) by ξx, integrating over x ∈ [0, 1] and rearranging
it the same way we did proving the Lemma (6), we nd
d
dt
1∫
0
(µ
2
ξ2x − vξx
)
dx + γa
1∫
0
ξ2x
ξγ+1
dx =
1∫
0
v2xdx +
1∫
0
fξxdx − πt
1∫
0
vxdx, (1.33)
where f(x, t) = µ(1−T)vxx ∈ L∞(0,∞;L2(0, 1)).
Now we multiply equation (1.26) by
4
µ
and add to (1.33), then realling the formula
µ
∫ 1
0
|Tvx|
2dx = µ
∫ 1
0
|vx|
2dx+
∫ 1
0
fvdx, we get
d
dt

 1∫
0
(
µ
2
ξ2x +
2
µ
v2 − vξx +
4
µ
G(ξ−1)
)
dx+
4
µ
PV (t)

+γa
1∫
0
ξ2x
ξγ+1
dx+3
1∫
0
v2xdx =
=
1∫
0
(fξx −
4
µ
fv)dx− πt
1∫
0
vxdx. (1.34)
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It follows from the previous lemma that
1∫
0
(ξx)
2
ξγ+1
dx ≥
1
ξ
γ+1
+
1∫
0
ξ2x.
Sine µ < γa
ξ
γ+1
+
, by Hölder's, Cauhy's and Poinare's (with a onstant CP ) inequalities
we obtain from (1.34) an expression
d
dt

 1∫
0
(
µ
2
ξ2x +
2
µ
v2 − vξx +
4
µ
G(ξ−1)
)
dx+
4
µ
PV (t)

+
1∫
0
(
µ
2
ξ2x +
2
µ
v2 − vξx
)
dx
≤
(
1
µ
+ 1
)
‖f‖2L2(0,1) +
1
4
|πt|
2 +
(
2
CP
−
4
µ
) 1∫
0
v2dx. (1.35)
Denote:
η(t) =
1∫
0
(
µ
2
ξ2x +
2
µ
v2 − vξx +
4
µ
G(ξ−1)
)
dx+
4
µ
PV (t),
then (1.35) reads
d
dt
η(t)+η(t) ≤
(
1
µ
+ 1
)
‖f‖2L2(0,1)+
1
4
|πt|
2+
(
2
CP
−
4
µ
) 1∫
0
v2dx+
1∫
0
4
µ
G(ξ−1)dx+
4
µ
PV (t).
The right hand side of this inequality is bounded by a onstant M in L∞(0,∞), whih
is a olusion from (1.27), (1.28), (1.29). In aordane with our denotations the
following bound holds
η(t) ≤ η(0)e−t +Me−t +M,
thus
sup
t∈[0,∞)
η(t) ≤ η(0) + 2M.
Observe, taht by Cauhy's inequality η(t) ≥
∫ 1
0
(
µ
4
ξ2x +
1
µ
v2 + 4
µ
G(ξ−1)
)
dx+ 4
µ
PV (t),
therefore we truly have
ξ ∈ L∞(0,∞;H
1(0, 1)).

The inlusion (1.28) implies
ξ
1−γ
2 ∈ L∞(0,∞;L2(0, 1)),
sine we already know that ξ ∈ L∞(0,∞;H
1(0, 1)) we may repeat an argument from
Lemma 9 to obtain the existene of a onstant ξ− > 0 suh that
ξ(x, t) ≥ ξ− > 0
for all (x, t) ∈ (0, 1) × [0,∞). With this fat the proof of global in time existene is
omplete.
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