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Efficient and timely response during accidents has always been a heated area for 
researchers and practitioners. Emergency facilities, e.g. hospitals, fire stations, police 
stations, etc., are equipped with necessary personnel and paraphernalia for saving life 
and property in the event of an accident. The location of emergency facilities plays a 
crucial role in determining the efficiency of safety protection and emergency response. 
 
Since 1970s, GIS (Geographical Information System) has been viewed and employed 
as a powerful spatial analysis tool in location research. A number of researchers and 
practitioners have devoted their efforts to studying the method of applying GIS in 
siting analysis and utilizing it to solve location problems (with multiple objectives). 
However, as the fields of OR (Operations Research), location science and geographical 
information science are developing at a tremendous speed, there exists a large 
exploration space addressing the methodology of integrating GIS with state-of-the-art 
OR techniques to solve location problems. This thesis, exactly, is focused on the study 
of this kind of methodology with a specified emphasis on emergency facility siting 
problems. 
 
This research introduces a generic MO (Multi-Objective) optimization model for 
emergency facility siting problems in the GIS environment. Without loss of generality, 
the model is formulated using the λ transformation, which maximizes the minimal 
achievement level of all objectives considered. A relevant local search heuristics, the 
Ant Algorithm, has been developed to solve the problem, especially of a large scale, on 
a raster data structure. The algorithm is loosely coupled with the GIS environment. 
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 VII
A hypothetical case study of the optimal siting of six additional fire stations in 
Singapore has been carried out to test the performance of the methodology developed 
in this research. The difficulties of this case problem lie in that: (i) the solution space 
of the problem is a polygon of irregular shapes which can hardly be accurately 
confined; (ii) one objective of the problem is to maximize the coverage on linear 
features which has rarely been addressed in literatures. However, GIS provides a handy 
way to tackle these two difficulties, and has been used for data conversion, calibration 
and representation. A relevant MO optimization model has been developed to this 
problem and the Ant Algorithm (ANT) has then been implemented to solve it. In 
comparison with an existent GA (Genetic Algorithm) which is the only heuristics 
available for solving a similar problem, ANT outperforms GA in terms of both 
computational accuracy and stability. The ANT itself has also been thoroughly 
analyzed through a series of computational experiments, which lead to four findings: (i) 
the pheromone information contained in the pheromone matrix does help artificial ants 
find better solutions; (ii) the local search measure proposed in the Ant Algorithm is a 
better solution method than population-based search heuristics in solving this type of 
location problems; (iii) the first phase local search, which involves randomness and is 
typically handled by the ant part, is critical in improving the efficiency of Ant 
Algorithm; (iv) the diversion mechanism, an optional component of the Ant Algorithm, 
may not provide it with an edge in solving this kind of large scale location problems. 
 
Keywords: GIS; Heuristics; Ant Algorithm; Multi-Objective Optimization; 
Emergency Facility Siting. 
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Efficient and timely response during accidents has always been a heated area for 
researchers and practitioners. More so in the wake of the September 11 terrorist attacks, 
following which security and emergency response issues have received greater 
attention. Emergency facilities, e.g. hospitals, fire stations, police stations, etc., are 
equipped with necessary personnel and paraphernalia for providing prerequisite 
support and saving life and property in the event of an accident. The location of 
emergency facilities plays a crucial role in determining the efficiency of safety 
protection and emergency response. Emergency facilities should be sited in such a 
strategic way that they can serve as many areas as possible in a reasonable time during 
daily operations and have an efficient cooperation among them in time of necessity.   
 
Typical questions arising in emergency facility siting are like follows: how many 
hospitals are needed in a particular region, and where should they be sited to assure 
reliable service to medical emergencies; where should fire stations be located in a 
certain city so that fire trucks can make an timely response to fire accident sites to 
minimize damages and save lives; how many and where should police stations be set 
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up in a specific urban area in order to reduce the risk of crime. These questions, as well 
as the design and configuration of emergency response system, have been thoroughly 
studied by a number of researchers over the last 30 years using traditional OR 
(operation research) methods, e.g. integer linear programming techniques. They 
established various types of mathematical models, e.g. LSCP (Location Set Covering 
Problem, Toregas and ReVelle, 1973; Toregas et al., 1971), MCLP (Maximal Covering 
Location Problem, Church and ReVelle, 1974), FLEET (Facility Location, Equipment 
Emplacement Technique, Schilling et al., 1979), and at the same time developed 
relative heuristic algorithms for solving them.  
 
With the development of geographical information science, geographical information 
systems (GIS) have gradually evolved into a mature research area and been involved 
into the field of location science since 1970s. GIS provides a platform for spatial data 
collection, retrieval and storage, and supports many elementary and advanced spatial 
analytical functions for location studies. Not only can GIS be used for model 
development and implementation, it is also able to serve as a visualization tool which 
can present model results and produce high quality maps for different purposes. 
Moreover, GIS offers a strong function to integrate data from various sources and 
convert them into a same coordinate system for utilization.  
 
One of the most important functions of GIS is its ability to store the information of 
various types in separate data layers, whereby researchers can take advantage of these 
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layers to do siting analysis by the sheet-superimposing method (McHarg, 1969). To do 
that, researchers may first determine the weight with regard to each criterion that is 
represented by a certain individual layer, assign the weights to the data layers 
correspondingly, and then combine all the data layers weightedly into one layer to 
identify the most suitable sites.  
 
The other important, yet useful function of GIS is that almost all of the current GIS 
software provides a friendly programming environment to users to customize their 
own applications, e.g. ArcGIS provides a VBA (Visual Basic for Application) 
environment where users can easily code their own programs in VB (Visual Basic) and 
with the ArcObjects, the development platform of ArcGIS family of applications. 
Another strength of the programming environment in GIS lies in that it can recognize 
and utilize the functions coded in other computer languages, e.g. C, C++, etc., through 
the use of DLL (Dynamic Link Library) techniques, which greatly improves the 
interoperability between GIS and other programming software, e.g. Microsoft Visual 
Studio.  
 
In respect that GIS bears many merits that are very useful to location science, a lot of 
researchers have tried to incorporate and utilize GIS in their studies on either siting 
analysis or other location problems (Dobson, 1979; Pereira and Duckstein, 1993; 
Carver, 1991; Murray, 2003; etc.). However, as OR (Operations Research), location 
science and geographical information science are developing at a tremendous speed, 
there exists a large exploration space addressing the methodology of integrating GIS 
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with state-of-the-art OR techniques to solve location problems. This thesis, exactly, is 
focused on the study of this kind of methodology with a specified emphasis on 
emergency facility siting problems. 
 
1.2 Research Scope and Purpose  
 
As in solving any other traditional optimization problems, there is a two-step 
procedure in solving an emergency facility siting problem, which is, step 1: set up a 
proper optimization model and identify the relevant constraints; and step 2: develop an 
appropriate solution algorithm and implement it to get results. However, in some cases 
it is not that easy to establish a proper model for the problem and prepare the input 
data for the model, and therefore, certain pretreatments on the initial data need to be 
carried out. GIS provides a suite of powerful spatial data manipulation and analysis 
functions and may help in these pretreatments. On the other hand, some data for the 
model may only be stored in a GIS, or can be retrieved from there very easily. Besides, 
GIS is also a good platform for data organization, model implementation as well as 
result visualization, and can be further employed to develop some more advanced 
decision-making systems.  
 
In view of the powerful functions that GIS can offer to solve siting problems, this 
research is to implement a proposed generic MO (Multi-Objective) model for 
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emergency facility siting problems in a GIS environment, and show what the GIS 
environment can bestow on the model. In tackling practical problems, the model may 
be established on a raster data structure, and thus is a “discrete” one and tends to be 
intractable if the problem size goes large. To treat this type of difficult problems, the 
research proposes a relevant meta-heuristic algorithm, namely Ant Algorithm, which is 
an agent-based local search heuristics, to solve the large scale emergency facility siting 
problems in a raster GIS environment. The efficiency of the whole proposed 
methodology is also to be evaluated through a case study and a series of computational 
experiments.  
 
1.3 Organization of the Thesis 
 
There are totally six chapters in this thesis, including this introductory chapter. Chapter 
2 is the literature review chapter, which consists of three major sections: (i) 
Geographical Information Science and Facility Location; (ii) Emergency Facility 
Location; and (iii) Ant Algorithms.  
 
Chapter 3 presents the generic MO optimization model for emergency facility siting 
problems in a GIS environment. GIS and GIS software is first reviewed, which is 
followed by an introduction to the GIS analysis method. The generic MO optimization 
model in GIS is given at the end.  
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Chapter 4 introduces the proposed Ant Algorithm for solving large scale emergency 
facility location problems in a raster GIS environment. The overall procedure of Ant 
Algorithm is provided at the beginning, and each component of the algorithm is 
described subsequently.  
 
Chapter 5 shows the implementation of the methodology given in this research to an 
example problem, the optimal siting of proposed new fire stations in Singapore. The 
whole procedure in solving the problem is discussed in detail and a series of 
computational experiments and comparison are administered to test the performance of 
the proposed methodology.  
 







As discussed in Chapter 1, this thesis is focused on the study of integrating GIS with 
state-of-the-art OR techniques to solve emergency facility siting problems. This 
chapter deals with the review of related literatures. First, it reviews the geographical 
information system and introduces related software. Then, the relationship between 
geographical information systems and location sciences is discussed. This is followed 
by a review of the emergency facility location models, where the optimal siting of fire 
stations and HAZMAT (Hazardous Material) routing are highlighted. Ant Algorithms 
are reviewed at the end of this chapter.  
 
2.1 Geographical Information System 
 
Since 1970s the field of GIS (Geographical Information System) has evolved into a 
mature research and application area involving a number of academic fields including 
Geography, Civil Engineering, Computer Science, Land Use Planning, and 
Environmental Science (Church, 2002). GIS software provides many elementary and 
advanced spatial analytical approaches which support studies in different areas. To be 
noted, GIS plays a more and more significant role in location science, especially in 
location model development and implementation, in a way that it supports a wide 
range of spatial queries that can be of great use to location studies.  
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2.1.1 General Introduction to GIS 
 
A GIS is a computer system designed to efficiently capture, store, update, manipulate, 
analyze, and display all forms of geographically referenced information. Simply put, a 
GIS combines layers of information about a place to give users a better understanding 
of that place (GIS Website, 2004). A full GIS consist of hardware (computers and 
peripherals), GIS software, data and operation personnel etc.  
 
The power of a GIS over paper maps is its ability to help select the information users 
need to see according to what goal users are trying to achieve. Unlike with a paper 
map where “what you see is what you get”, a GIS can either combine or separate 
layers of information according to users’ requirements and clarify the information to 
different users. For example, a logistics planner trying to map customers in a particular 
city will want to see very different information than a transportation engineer who 
cares more about the road network for the same city. Generally speaking, the benefits 
of using a GIS include (GIS Website, 2004): 
z Improve organizational integration 
z Make better decisions 
z Produce maps easily 
 
GIS software provides the functions and tools needed to store, analyze, and display 
information about places. GIS software ranges from low-end business-mapping 
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software appropriate for displaying sales territories to high-end software capable of 
managing and studying large protected natural areas (GIS Website, 2004). The key 
components of GIS software are:  
z Tools for entering and manipulating geographic information  
z A database management system (DBMS)  
z Spatial analysis tools that create intelligent digital maps users can analyze, query for 
more information, or print for presentation  
z An easy-to-use graphical user interface (GUI)  
 
There are a lot of available GIS software for both industries and academia. Some of the 
popular ones are introduced here. For example, ArcGIS (developed by ESRI Ltd., 
Environmental Systems Research Institute) is a family of software for the desktop 
(ArcView, ArcEditor and ArcInfo), but the software family also includes solutions for 
developers (MapObjects), the enterprise (ArcSDE) and the Internet (ArcIMS). 
GeoMedia is the core GIS platform developed by Intergraph Ltd. and it provides 
extensions for various disciplines. MapInfo Professional developed by MapInfo Ltd. is 
another piece of popular GIS software for the desktop; the software offers developer 
components (MapX) and Internet solutions (MapXtreme). Autodesk Map (built on 
AutoCAD), Envision (a desktop/Tablet product) and MapGuide (an Internet solution) 
are the desktop GIS software developed by Autodesk Infrastructure Solutions 




2.1.2 ArcGIS Software 
 
ArcGIS is one of the most popular desktop GIS and mapping software, which provides 
data visualization, query, analysis, and integration capabilities along with the ability to 
create and edit geographic data. This software has been used widely in many 
universities and research institutes due to its multi-functionality and easiness to operate. 
Furthermore, in its upgraded version, ArcGIS 8.x maintains the base functionality of 
ArcGIS 3.x and adds a host of improvements driven by user requests. New features 
include a catalog for browsing and managing data, on-the-fly coordinate and datum 
projection, metadata creation, customization with built-in VBA, new editor tools, 
support for static annotation, enhanced cartographic tools, direct access to Internet data, 
and much more (ESRI Website, 2004). Since the research laboratory where the author 
worked possesses the ArcGIS 8.2 software, it has then been utilized to be the platform 
for data conversion, model implementation and solution evaluation. Nevertheless, 
other GIS software may also satisfy the requirements and be used to achieve the goal.  
 
2.2 Geographical Information System and Location Science 
 
GIS has been viewed and employed as a powerful spatial analysis tool in location 
research for more than thirty years. The application of GIS to location studies has 
aroused a lot of interests in both academia and industries, and resulted in fruitful 
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achievements. Church (2002) did a thorough review on the existing work linking GIS 
and location science, and asserted that GIS can support a wide range of spatial queries 
that aid location studies. He also discussed some of the potential research areas relating 
GIS and location modeling. As he concluded in his paper, GIS will have a major 
impact on the field of location science in terms of model application and model 
development.  
 
2.2.1 General Review 
 
Since 1970s, within the realm of Geographic Information Systems (GIS), location 
problems have been studied extensively (Goodchild, 1992). Many researchers and 
practitioners have devoted their efforts to studying the method of applying GIS in 
siting analysis and utilizing it to solve location problems (with multiple objectives).  
 
One of the best early example work in using GIS to do siting analysis was that of 
Dobson (1979). He utilized a GIS to identify the possible locations for a power plant in 
the State of Maryland. To this end, the state of Maryland was divided into 
approximately 32,000 cells, each measuring around 2,000 feet ×  2,000 feet. 
Numerous attributes were taken into account in each cell including land use, land cover, 
access to roads, soil, distance to transmission grid, population density etc. A weighted 
suitability score was determined for each cell and then a map was produced to 
represent those cells scoring in the top 15%. The weights applied for each criterion was 
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calculated by several nominal groups. Such a process mimics the sheet-superimposing 
method proposed by McHarg (1969).  
 
Another good example of suitability analysis can be found in Pereira and Duckstein 
(1993), which dealt with habitat identification and protection. In their research, a GIS 
was employed to create suitability maps by combining various data layers, which can 
be used to screen out infeasible and undesirable sites, e.g. catchment areas or soils with 
poor geotechnical characteristics.  
 
GIS application in siting analysis and solving location problems demonstrated its 
strength and efficiency, and has always been a heated research area since then. Carver 
(1991) integrated a multi-criteria approach with GIS for suitability analysis. Marks et 
al. (1992) dealt with the potential siting of hospitals to provide cost-effective health 
care with a GIS. Estochen et al. (1998) used a GIS to determine the location/allocation 
of emergency response vehicles in the state of Iowa. Through GIS, the response times 
were estimated and compared to actual response times. Murray (2003) utilized GIS to 
provide a scheme of assessing the efficiency of a siting configuration under 
uncertainty.  
 
On the other hand, facility location problems have been independently and intensively 
researched over the past several decades. Traditional discrete and network location 
problems, which include covering problems, center problems, median problems and 
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fixed charge facility location problems, were reviewed in detail by Mirchandani and 
Francis (1990) and Daskin (1995). Common measures to cope with these problems are 
to establish relevant integer linear programming (ILP) models, and then resolve these 
models by either Branch-and-Bound (B&B) method, cutting-plane method or other 
heuristic algorithms, e.g. Lagrangian relaxation heuristics. Brandeau and Chiu (1989) 
conducted a comprehensive survey of more than 50 representative problems in the 
location research, where they classified location models in terms of the number of 
facilities being located. Since this thesis is focused on emergency facility location 
problems, the review to this special type of location problems will be extracted and 
given in the next sections.  
 
2.2.2 Bridging between GIS and Facility Location 
 
As addressed in Church (2002), GIS bears at least four merits which may be 
significant aid in location modeling areas, and therefore, has a strong tie to location 
sciences. Not only can GIS be a tool for collecting and storing data for location 
modelers, it can also be used for data manipulation and analysis, e.g. data format 
conversion. The data collected and stored in GIS for one purpose can be easily made 
available for other applications, and thus the cost spent on data acquirement may be 
greatly reduced. Furthermore, GIS is also a good presentation and evaluation platform 
for the results of location models.  
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z Data collection and storage 
GIS is a computer system where the collected data can be stored and organized in 
different data layers. For example, in a GIS database which stores the information of 
the urban areas of a certain county, the data layers may include transportation network, 
infrastructure network, e.g. electric line and water pipeline network, land use, soil 
types, land covers, etc. It is further assumed that a retailing enterprise, which intends to 
set up some new shopping outlets in this county, has mapped its existent outlets and 
customers in this GIS database. The enterprise has certain constraints on building its 
new outlets, one of which may be like that the new outlets should be within the 
50-meter-buffer of transportation network so that they will have a good traffic access. 
In this example, which is a very common case in real practice, GIS can be used to 
easily identify the potentially feasible sites for the new outlets to be built as well as 
generate data for a specific location model for detailed analysis.  
 
z Data manipulation and analysis 
In some cases, the data structures used to store and manipulate map information are 
not the same as those used in the solution of a location model (Church, 2002). For 
example, a map is stored in a vector form while location algorithms need data in raster 
formulations. GIS provides a convenient solution to this problem. First, GIS converts 
the data into the form which can be fed into location algorithms; then the results are 
retrieved from location algorithms and may be transformed back into a form that can 
be imported into and evaluated upon GIS. This approach to GIS and location modeling 
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is called a loosely coupled approach, which is taken by ESRI (Environmental Science 
Research Institute) in developing the capacity for solving p-median problems in the 
ArcInfo GIS system.  
 
z Data interoperability 
Another benefit of using GIS lies in the data interoperability in the GIS environment. 
Here the interoperability refers to two perspectives: (1) the data stored in GIS can be 
used for multiple purposes, thereby sharing the costs of data collection and storage. 
Many data that are not collected for location purpose, e.g. census data, can be accessed 
easily in GIS and used for location studies; (2) the data attained from different sources 
can be assembled in GIS for location studies. For example, spatial data with different 
scale, coordinate system and map transformation can be transformed into a common 
coordinate system in GIS environment. GIS thus serves a repository for these data and 
provides a handy access to them.  
 
z Result presentation and evaluation 
Besides serving as the source of data input, GIS may also be used to present model 
results. Many GIS display systems can present results that are either generated inside 
the systems or imported into the systems. For example, Camm et al. (1997) used 
MapInfo in a location study, which concerns the North American operations of Proctor 
and Gamble, and developed a decision support system based on it, where either 
generated or imported results can be shown.  
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2.3 Emergency Facility Location 
 
Emergency facility location problems have been well studied by a number of 
researchers over the last thirty years. Marianov and ReVelle (1995) have provided a 
general review on the related models and methods. They have also pointed out certain 
important issues on siting emergency facilities (servers), e.g. the number of servers to 
be sited, the longest time for which customers involved in an emergency can afford to 
wait, the definition of coverage, the actions to be taken when servers are no available, 
the balanced allocation of backload to each server, and the data availability, etc. They 
argued that once all the issues mentioned above are addressed, a solution method may 
be chosen to “solve” the emergency system design problem as it is finally 
characterized.  
 
In this section, a collection of some general emergency facility location models will be 
introduced first. Then, the siting problems of fire station and HAZMAT (Hazardous 
Material) routing problems will be reviewed separately in a single subsection since the 
case study in Chapter 5 will be relevant to these two aspects.  
 
2.3.1 Emergency Facility Location Models 
 
Generally speaking, emergency facility location models can be categorized into two 
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major groups, namely, deterministic models and probabilistic models. Deterministic 
models do not consider the probabilities of servers being busy, and are usually 
formulated in ILP problems with objectives of minimizing cost, maximizing covering 
or other measures of merits. However, probabilistic models take explicit account of the 
probabilities of servers being busy to compute the amount of redundancy actually 
needed (Marianov and ReVelle, 1995). In other words, they use explicit probabilistic 
constraints inside the mathematical programming models, most of which are non-linear. 
Since the case study in Chapter 5 follows the discipline of deterministic models, the 
oncoming literature reviews will be focused on this type of models.   
 
The first model on emergency service covering is the LSCP (Location Set Covering 
problem, Toregas and ReVelle, 1973; Toregas et al., 1971). The LSCP seeks to site the 
minimum number of servers in such a way that all demand nodes are cover by at least 
one server within a standard time or distance. However, it may take use of excessive 
resources to cover all points of demand, no matter how small or remote. Church and 
ReVelle (1974) proposed a MCLP (Maximal Covering Location Problem), where the 
economic budget is reflected as a constraint on the number of servers to be positioned. 
The MCLP seeks the placement of a fixed number of servers (probably insufficient to 
cover all demand nodes) to maximize the coverage of the demand nodes. The 
importance of each demand node is represented by a weight value, e.g. population or 




The most general formulation of the model types mentioned above is known as the 
FLEET model (Facility Location, Equipment Emplacement Technique, Schilling et al., 
1979), which determines the locations of a limited number of engine companies, i.e. 
pumper brigades, and truck companies, i.e. ladder brigades, as well as the fire stations 
that house them. The objective of the model is to maximize the population covered by 
an engine company within the engine company distance standard and a truck company 
within the truck company distance standard. In this model, the coverage is gained by 
simultaneously siting two types of service with respect to their respective distance 
standards.  
 
The preceding model formulations assume that all servers are available at all time; 
however, this could not always be true because congestion may occur in real 
operations. Deterministic models can be developed to address congestion, which are 
also called redundant coverage optimization models. Redundant coverage models seek 
to locate servers in such a way that a demand node can be served by more than one 
server within the distance standard. Daskin and Stern (1981) formulated a model to 
maximize the redundant coverage given a fixed number of servers, where the 
redundant coverage is measured as the difference between the number of servers 
stationed within the distance standard and the minimum number required for coverage.  
 
However, this set of models has a disadvantage that redundant coverage may 
concentrate on some specific demand nodes, leaving others with only one server. 
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Hogan and ReVelle (1986) proposed a correction method to these problems by 
maximizing the backup coverage, which they define as the coverage of demand nodes 
by two or more servers. They developed two models, called the BACOP models, for 
backup coverage problems. BACOP1 seeks to maximize the population which has 
more than one server, while it de-emphasizes multiple redundant servers to a node and 
focuses on the first redundant server, i.e. it deems all nodes with multiple servers, no 
matter two, or three, or more, as the same. BACOP2 does not require the first coverage 
of all demand nodes, and trades off the first coverage against backup coverage. 
BACOP2 is formulated as a multi-objective optimization model and solved by the 
weighting method. Moreover, it can be extended to higher degree of coverage models 
to satisfy the requirements in the regions of extremely high demand.   
 
2.3.2 Optimal Siting of Fire Stations and HAZMAT Routing 
 
The optimal location of fire stations has been extensively studied and a range of 
models has been developed. Doeksen and Oehrtman (1976) used a general 
transportation model based on alternative objective functions to obtain optimal fire 
station locations for rural fire system. The different objectives used to obtain the 
optimal sites were minimizing response time to fire; minimizing total mileage for 
fighting rural or county fires and maximizing protection per dollar’s worth of burnable 
property. Plane and Hendrick (1977) used the max covering distance concept to 
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develop a hierarchical objective function for the set-covering formulation of the 
fire-station location problem. The objective function permitted the simultaneous 
minimization of the number of fire stations and the maximization of the existing fire 
stations within the minimum total number of stations.  
 
Hogg (1968) used a set-covering technique, which minimizes the total number of fire 
appliance journey times to fires for any given number of fire stations, and applied this 
to the city of Bristol. Badri et al. (1998) underline the need for a multi-objective model 
in determining fire station locations. The authors used a multiple criteria modeling 
approach via integer goal programming to evaluate potential sites in 31 sub-areas in 
the state of Dubai. Their model determines the location of fire stations and the areas 
they are supposed to serve. It considers 11 strategic objectives that incorporate travel 
times and travel distances from stations to demand sites, and also other cost-related 
objectives and criteria - technical and political in nature. Tzeng and Chen (1999) used 
a fuzzy multi-objective approach to determine the optimal number and sites of fire 
stations in Taipei’s international airport. A GA (Genetic Algorithm) was used to solve 
the problem and compared with the enumeration method. The results bear evidence for 
the fact that GA is suitable for solving such location problems. Nevertheless, its 
efficiency still remains to be verified by means of large-scale problems. Most of the 
aforementioned researchers employed discrete location modeling techniques to site fire 
stations. The modeling techniques and solution algorithms of this category of problems 
have been methodically reviewed in Mirchandani and Francis (1990) and in Daskin 
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(1995). In the two books, the traditional location problems, e.g. covering problems, 
center problems, median problems and fixed charged location problems etc are 
introduced and discussed. Linear and non-linear modeling methods to these problems 
as well as the heuristic and exact (if available) algorithms for these problems are 
provided.  
 
The HAZMAT (Hazardous Material) routing issue has received a lot of attention in the 
past few decades. ReVelle et al. (1991) developed a model for simultaneously locating 
the storage facilities for the spent fuel from commercial nuclear reactors; allocate 
reactors to those facilities and select routes for spent-fuel shipment. Current et al. 
(1987) introduced the median shortest path problem, which is a bi-criterion problem 
with the objectives being the minimization of the total path length and the 
minimization of the total travel time required to reach a node, and proposed an 
algorithm to identify noninferior solutions to it. Zhang et al. (2000) used a GIS to 
assess the risks of HAZMAT transport in urban networks. They modeled the dispersion 
of air-borne contaminants using a Gaussian Plume Model in order to assess the risks 
imposed by them on human populations. Most recently, Huang et al. (2004) have 
employed GIS coupled with a GA to evaluate route selection criteria for HAZMAT 
transportation with consideration of various security factors. It is observed that with 
the development of GIS and computer sciences, more and more researchers began to 
utilize GIS to solve HAZMAT routing problems. Some of them still take use of 
traditional mathematical modeling methods but use GIS to approach the problems. It is 
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seen that the introduction of GIS offers a much more convenient and efficient way to 
achieve, view, evaluate and compare the results and thus provides a better decision 
support.  
 
2.4 Ant Algorithms 
 
The Ant Algorithm is a family of meta-heuristics which can be implemented to solve 
different types of hard problems (Stützle and Dorigo, 1999), e.g. TSP (Traveling 
Salesman Problem, NP-hard), QAP (Quadratic Assignment Problem, NP-hard) and 
VRP (Vehicle Routing Problem, NP-hard). This section will give an introduction to 
this algorithm family first, which involves the origin, the schematic structure and the 
four key aspects of Ant Algorithms. This is followed by a brief review of ant family, 
including their names, their developers and the characteristics of various types of Ant 
Algorithms.  
 
2.4.1 Introduction to Ant Algorithms 
 
Ant Algorithms, inspired by the nature, are based on the capability of an ant colony to 
locate the shortest path between its nest and the food source while searching for food. 
The Ant Algorithm is an adaptive construction heuristic that combines with a local 
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search measure, which uses a self-catalysis mechanism, called stigmergy, to direct its 
search in the solution space. It indicates that (i) agents in the colony have an effect 
upon the environment which serves as behavior-determining signals to other agents; 
and (ii) agents communicate and coordinate via the structures they built, e.g. 
pheromone trails laid by ants (The Home of Stigmergic Systems, 2004). 
 
In natural ant colonies, the stigmergy can be interpreted as follows. Ants can detect the 
density of pheromone around them. When they are traveling, they prefer the route with 
higher density of pheromone. Meanwhile they also lay the pheromone along the routes 
at a certain rate, thus the pheromone density along the shorter ones will be enhanced 
more quickly than those longer ones. As time goes on, the shorter routes have a higher 
density of pheromone along them and are chosen by more ants. As a result, a 
self-enforcing process is formed and finally, all the ants will follow the same route 
which has the highest pheromone density and is considered as the optimal one. 
 
Inspired by how natural ants find a shortest path, the Ant Algorithm adopts a 
mathematical model to store the “pheromone density” and imitates the movement of 
ants. The “pheromone density” is stored in a two dimensional array called the 
pheromone matrix. The value of a cell (i, j) in the matrix represents the pheromone 
density on the route which links i and j. The higher the cell value is, the denser the 





y Initialize the pheromone matrix
y Randomly generate a certain number of solutions
Iteration Phase (Until Stop Criterion  is Reached)
y Construct new solutions
y Perform local search
y Update the best found solution
y Update the pheromone matrix
y (Other operations may be included according to different versions
of ant algorithms)
End
y Output the resul t  
Figure 2.1 The Schematic Structure of Ant Algorithms 
 
As it can be seen, Ant Algorithms are heuristics. They start with the initialization of the 
pheromone matrix, based on which initial solutions are built. Then the algorithms enter 
the iteration phase like other heuristics. In the iteration phase, the algorithms construct 
new solutions and try to improve them by performing local search or other operations 
possible. Typically, the stop criterion is the number of iterations. At the end of the 
algorithms, the final best solution is output as the optimal solution found.  
 
Four main aspects are usually considered when using Ant Algorithms. The first aspect 
is the number of ants, which is a very important exogenous parameter of an Ant 
Algorithm and has a significant effect on the performance of an Ant Algorithm. One 
ant is generally associated with one solution. For example, in TSP, a route chosen by 
one ant is a proposed feasible solution. The optimal number of ants is determined by a 
given algorithm structure, including the parameter setting, local search mechanism and 
trace updating rules. Dorigo and Gambardella (1997) made a detailed analysis on how 
to choose an optimal number of ants in the ACS (Ant Colony System) algorithm for 
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solving a TSP. 
 
The second aspect is concerned with the solution construction. In the Ant Algorithm, a 
solution is constructed through controlling the movements of ants. For example, in 
QAP, the siting of facility i to location j is denoted as π(i)=j. This step of solution can 
be done as making an ant go from i to j. Here “i” and “j” are artificial stations where 
ants move from or to (Figure 2.2). At the beginning of each solution construction, we 
assign ants to the artificial stations on the start block. Then we let the ants travel from 
the start block to the end block with certain constraints that ensure the solution be 
feasible. Like ants traveling in the natural world by detecting the density of pheromone 
along a route, the “artificial” ants do similarly. They choose a route (i,j) to travel 
according to a probability which is a function of the pheromone value along route (i,j); 
see Dorigo (1992) for more details about the probability equation. 
 
1 2 3 j n...................









route ( i, j )
 
Figure 2.2 Decision-making Process of an Artificial Ant 
 
The artificial ants are kept moving until the solution construction is completed. 
Although different Ant Algorithms may have different numbers of ants and different 
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route choice functions, they may have similar solution construction processes. For 
more details about these, see Stützle and Dorigo (1999).  
 
The third aspect relates to which type of the so-called local search measure is used. In 
fact, Ant Algorithms can be viewed as hybrid algorithms that combine the solution 
construction by ants with local search algorithms. Compared with local search 
algorithms (Stützle and Dorigo, 1999), constructive algorithms often have a poor 
quality. On the other hand, it is noted that repeating local searches from randomly 
generated initial solutions mostly results in a considerable gap to the optimal solution 
(Johnson and McGeoch, 1997). However, Dorigo and Gambardella (1997) showed that 
the combination of a probabilistic, adaptive construction heuristic with the local search 
may yield significantly improved solutions. Ant Algorithms are such adaptive 
construction heuristics, in terms of using pheromone density information to build next 
solution and assigning higher pheromone trail to the better solution trace. By 
generating good initial solutions, the subsequent local search needs far fewer iterations 
to reach a local optimum. Generally there are several local search measures used in Ant 
Algorithms, e.g. best-improvement 2-opt in ANTS-QAP, best-improvement 2-opt and 
short SA runs in AS-QAP, and short runs of the Ro-TS and best-improvement 2-opt in 
MMAS-QAP (Stützle and Dorigo, 1999). 
 
The fourth aspect is related to the update of pheromone matrix. When and how the 
pheromone matrix is updated are crucial to the adaptive solution construction, because 
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they are highly related to the efficient use of pheromone density information. Dorigo et 
al. (1991) provided three prototypes of the pheromone update policy, i.e. ant-density, 
ant-quantity and ant-cycle, using which the pheromone matrix was updated simply 
according to either local information or global information; or none of them. An 
integrated trace update policy that combines the local and global updates has been put 
forward in FANT (Fast Ant) (Taillard and Gambardella, 1997; Taillard, 1998), which 
takes advantage of both local and global information. 
  
The rational of pheromone update stems from the phenomena of pheromone secretion 
and evaporation by ants in the nature. In the mathematical configuration of Ant 
Algorithms, it attempts to force the algorithms to “forget” the inappropriate findings 
through decay ratios, and makes use of good findings by means of pheromone 
increment. Persistence ratios and pheromone increments are exogenous parameters of 
an Ant Algorithm for pheromone updates. Numerical experiments are still needed to 
detect the optimal setting of these parameters. 
 
2.4.2 Ant Algorithm Family 
 
A number of Ant Algorithms with different configurations were developed in the 
recent years and implemented to solve types of optimization problems. A collection of 
these algorithms is chronologically listed in Table 2.1, with their names, developers 
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and characteristics. For instance, FANT (Fast Ant) developed by Taillard and 
Gambardella in 1997 uses only one ant to build up solutions and neglects evaporation 
effects, thus it converges quicker than other Ant Algorithms.  
 
Table 2.1 Ant Algorithm Family 
Name Developer(s), Year Characteristics 
AS Dorigo, 1992 Ant System: a prototype of the Ant Algorithm 
Ant-Q Gambardella and Dorigo, 1995 A family of algorithms which present many 
similarities with Q-learning (Watkins, 1989).  
ACS Dorigo and Gambardella, 1997 Ant Colony System: the action rule provides a direct 
way to balance between exploration of new edges 
and exploitation of a priori and accumulated 
knowledge about the problem; and the global 
updating rule and the local updating rule are applied 
to the pheromone matrix.  
MMAS Stützle and Hoos, 1997 Max-Min Ant System: only one ant is allowed to add 
pheromone after each iteration; and the allowed 
range of the pheromone value is limited to a 
specified interval. 
FANT Taillard and Gambardella, 1997 Fast-Ant: a quick converging Ant Algorithm which 
uses only one ant and neglects the evaporation 
measure.  
ASrank Bullnheimer et al., 1997 Rank-based Ant System: ants are sorted by the 
qualities of the solutions they find; and only a limited 
number of the best ants are used to update the 
pheromone matrix.   
HAS Gambardella et al., 1997 Hybrid Ant System: pheromone information is not 
used to construct new solutions but to modify the 
current solutions.  
ANTS Maniezzo, 1998 Approximate Nondeterministic Tree Search: uses 
lower bounds on the solution cost of the completion 
of a partial solution to compute dynamically 
changing heuristic values; and adopts a different 
action choice rule and a modified pheromone matrix 
updating rule.  
 
A Generic GIS-supported Multi-objective Optimization Model 
 29
CHAPTER 3 
A GENERIC GIS-SUPPORTED MULTI-OBJECTIVE 
OPTIMIZATION MODEL 
 
This chapter presents a generic GIS-supported multi-objective (MO) optimization 
model for facility siting problems. This model takes use of the traditional MO 
scalarization method and implements the MO model in a GIS environment using a 
loosely coupled approach (Church, 2002). This chapter generalizes the whole 
methodological framework of the thesis. It introduces MO optimization and the three 
typical scalarization methods for obtaining solutions first. Then the data models in GIS 
and GIS spatial analysis are discussed. Finally, the generic MO optimization model for 
emergency facility siting is developed and its implementation in a raster GIS 
environment is also presented.  
 
3.1 Multi-objective Optimization 
 
3.1.1 General Introduction to MO Optimization  
 
Most of the real-world decision-making problems usually involve multiple, 
noncommensurable and conflicting objectives which should be considered 
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simultaneously. MO optimization is one of the major systematic approaches to tackle 
this kind of problems as a generation of traditional single-objective optimization. It is 
realized that among such MO optimization problems, multiple objectives under 
consideration are often noncommensurable and can not be integrated into a single one. 
With this observation, the notion of Pareto optimality has been introduced instead of 
the optimality concept of single-objective optimization. However, the Pareto optimal 
solution can not be uniquely determined, i.e. there usually exist a set of solutions that 
all satisfy Pareto optimality. Hence, the aim in solving MO optimization problems is to 
derive a compromised solution of a decision maker which is also Pareto optimal based 
on subjective judgements (Sakawa, 1993).  
 
3.1.2 Scalarization Methods 
 
There are many possible methods to characterize Pareto optimal solutions for a MO 
optimization problem. Among these methods, the weighting method, the constraint 
method and the weighted minimax method are the three typical ones (Sakawa, 1993). 
The three methods are briefly introduced as follows.   
 
z The weighting method 
The weighting method to obtain a Pareto optimal solution is to solve a weighting 
problem formulated by taking the weighted sum of all the objective functions of the 
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)()( min …………………………… (3.1a) 
subject to: 
Xx∈ ……………………………………….. (3.1b) 
 
where:  
iw : the weight of the objective i 
)(⋅iz : the objective function of objective i 
x : the solution to the problem 
X : the feasible solution space 
 
z The constraint method 
The constraint method to characterize Pareto optimal solutions is to solve a constraint 
problem formulated by taking one objective function as the objective function while 
making other objective functions be inequality constraints. The method can be defined 
as (3.2).  
)( min xz j ……………………………………... (3.2a) 
subject to: 
jikixz ii ≠=≤  ;,...,1 ,)( ε …………………………… (3.2b) 
Xx∈ ……………………………………….. (3.2c) 
 
where:  
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)(⋅iz : the objective function of objective i 
iε : the right hand side variables of the inequality constraints i 
x : the solution to the problem 
X : the feasible solution space 
 
z The weighted minmax method 
The weighted minmax method for achieving Pareto optimal solutions is to solve a 
minmax problem which minimizes the maximum value of all the objectives. The 
method can be defined as (3.3) or (3.4).  
 
(x)zw ii max min k1,...,i=  …………..………………… (3.3a) 
subject to: 
Xx∈ ………….……………………….. (3.3b) 
 
or equivalently 
λ min ……………..……………….……… (3.4a) 
subject to: 
λ≤)(xzw ii ………….…………………… (3.4b) 
Xx∈ ……………….………………….. (3.4c) 
 
where:  
iw : the weight of the objective i 
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)(⋅iz : the objective function of objective i 
x : the solution to the problem 
X : the feasible solution space 
λ : the auxiliary variable 
 
3.2 GIS Analysis 
 
3.2.1 Data Models in GIS 
 
GIS data models provide a basis for GIS analysis, because they determine the way of 
geographical data storage, and thereafter, the possible analysis methods that can be 
used. Since the real world is so complex that it would need an infinite database to 
capture it precisely, thus the data must be generalized or abstracted into some 
manageable sizes before they can be input into the database. Data are represented as a 
finite set of objects in database. There are two fundamentally different types of GIS 
data models, which are vector and raster, respectively.  
 
The vector data model uses discrete line segments (or vectors) and points to present 
locations. The three map features in the vector data model are points, lines and 
polygons respectively. The polygons are defined by a string of vectors where the 
beginning vector starts at the same point that the previous one in the string ends with, 
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thereby enclosing a polygon. Simply put, the vector model is a presentation of real 
world using points, lines and polygons. Vector models are very useful for representing 
and storing discrete features such as buildings, pipes, or parcel boundaries. 
 
The raster data model represents the world as a grid, where the study area is divided in 
to equally-sized squared cells arranged in rows and columns. Each grid cell has a 
single value, and is referenced by its row number and column number pair (i, j). One 
set of cells and associated values is a layer and a database typically contains many 
layers, e.g. land cover, elevation, soil type, etc.  
 
Figure 3.1 illustrates how a vector and raster data model might be used to represent a 
map layer, say a land covers on a specific area, where A, B and C symbolize different 
types of land vegetation.  
 
 
Figure 3.1 Vector Data Model vs. Raster Data Model 
 
The use of one data model instead of another depends on a number of factors (Church, 
2002): (1) the form in which data are collected or purchased; (2) the type of analysis 
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and models to which the data are applied; (3) the cost of the GIS system and data entry; 
(4) the type of equipment that may be needed to support the software; (5) the personnel 
required to manage the system. For instance, raster structures tend to be cost less and 
usually be designed to address environmental problems, e.g. airborne materials 
dispersion. However, vector structures excel in representing network topology, which 
is very useful to transportation studies and infrastructure management. In some other 
cases where it may not be convenient and efficient to use only one data structure to 
perform the analysis, the analyzing methods based on the two structures are integrated 
together to solve the problem.  
 
3.2.2 Spatial Analysis in GIS 
 
GIS analysis is a process for looking at geographic patterns in the data and at 
relationships between features. The actual methods to be used can be very simple – 
sometimes, just by making a map one is doing analysis – or more complex, involving 
models that mimic the real world by combining many data layers. Generally speaking, 
there are five steps to do GIS analysis (Mitchell, 1999), as shown in Figure 3.2.  
 












Figure 3.2 Steps of Doing GIS Analysis 
 
ArcGIS software, as introduced above, provides a suite of powerful spatial analysis 
functions to help users make their decisions. Using the software, one can: 
z study the locations and shapes of geographic features and the relationships between 
them 
z model, examine, and interpret model results 
 
More specifically, ArcGIS software constitutes a platform for the four typical types of 
spatial analyses, which are topological overlay and contiguity analysis, surface 
analysis, linear analysis, and raster analysis, respectively. For example, the Spatial 
Analysis Toolbar in ArcGIS provides users with a comprehensive set of commands, 
functions, operators and methods to perform raster analysis.  
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3.3 A Generic GIS-supported MO Optimization Model  
 
A generic MO optimization model for emergency facility location problems is 
developed in this research, and is implemented in a GIS environment. GIS serves as a 
data conversion and pre-analysis platform which extracts the data from the real world, 
turns them into a recognized form for the model, and then represents the final results 
on a map. The solution to the MO optimization model can make use of the 
state-of-the-art operational research (OR) techniques, and may be loosely or even 
tightly linked to a GIS system and become a built-in function of it. The integration of a 
GIS and OR techniques can greatly enhance the original spatial analysis functions of 
the GIS.  
 
3.3.1 Development of a Generic MO Optimization Model 
 
Without loss of generality, the λ transformation, which is equivalent to the 
equal-weighted minimax method, is used in this research to develop the generic MO 
model. Before the model can be established upon the λ transformation, each objective 
considered should be normalized into an achievement level ranging from 0.0 to 1.0. 
The achievement level of an objective is calculated by its corresponding membership 
function. Typically, the membership function uses a linear formulation (Sakawa, 1993), 
as shown in Figure 3.3, where ix  is the value of the objective i and ( )iµ ⋅  is the 
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corresponding membership function. It is assumed that ( )iµ ⋅  should be 1.0 if ix  is 
less or equal than ib  (a subjectively chosen parameter) and 0.0 if ix  is larger than 
ib + id . id  is the limit of admissible violation of the ith objective. The value of ( )iµ ⋅  









Figure 3.3 Linear Membership Function 
 
The linear membership function can be interpreted using the following segmented 
linear functions (3.5): 
 
 1                ;   
( )  1   ;   
0                ;   
i i
i i












ix : the value of the objective i 
( )iµ ⋅ : the corresponding membership function 
ib : a subjectively chosen parameter) 
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id : the limit of admissible violation of the ith objective 
Since the increasing rate of membership satisfaction should not always be constant as 
in the case of linear membership functions, other membership functions have also been 
proposed by researchers, e.g. the exponential membership function (Sakawa, 1983a; 
Sakawa, 1983b), the hyperbolic membership function (Leberling, 1981), the 
hyperbolic inverse membership function (Sakawa, 1983a; Sakawa, 1983b) and the 
piecewise linear membership function (Hannan, 1981). 
 
Once the membership functions of each objective have been formulated, the generic 
MO model can be put forward as (3.6), assumed that the goal is to maximize the 




λ ...………………………………… (3.6a) 
subject to:  
( ( )) 0 i ix L iλ µ− ≤ ∀ ……………………………. (3.6b) 
SL∈ …………………………………… (3.6c) 
 
where: 
λ : the auxiliary variable  
ix : the value of the objective i 
L: the solution vector to the model 
S: the feasible set for L, i.e. the feasible solution space.  
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This model, (3.6a) and (3.6b), is to maximize the minimum achievement level among 
different objectives considered. To be noted, other types of formulation can also be 
used to establish the model. Nevertheless, this will be attributed to the practical 
requirements and the concerns of model developers. Using the λ transformation 
formulation is to represent general cases.  
 
3.3.2 Model Implementation in a Raster GIS Environment 
 
GIS is a powerful platform for the storage, management and analysis of spatial 
information, which provides a number of functions for location studies. Among these 
functions, a fundamental one, which is also one of the most important and useful, is the 
rasterization function. This function converts a vector map (continuous map) into a 
raster map where the map elements, e.g. polylines and polygons, are represented by a 
definite number of discrete cells under a grid coordinate system (Figure 3.4). This 
conversion may make some analysis processes easier and more convenient, and is 
critical in some practical cases where the available data are stored in vector forms 
while vector forms are not suitable for model implementation and solution analysis. 
However, raster data structures are often of significant help to these cases.  
 

























Figure 3.4 A Linear Feature and its Raster Representation 
 
On a raster map, all the information is contained in grid cells, which is referenced by 
their (i, j) coordinates and attribute values. Some difficult continuous problems may be 
turned into their corresponding discrete versions if they are represented by raster forms, 
so that many advanced discrete optimization techniques can be applied to solve these 
hard problems. In this attempt, the cell size is of foremost consideration while 
converting a continuous map into a raster map. It can neither be too large as to cause 
intolerable errors, nor be too small leading to unnecessary computational or storage 
demands. 
 
Some tailor-made membership functions should also be established in accordance to 
the raster data structure. For example, one objective considered in a project is to 
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maximize the urban areas that can be served by certain hospitals. It is further assumed 
that there is a raster map of the urban area studied and the locations of the hospitals 
have already been mapped on the raster. Then the membership function of this 
objective can be formulated in a linear manner as (3.5), but with some modifications as 








−= − ………………………………….. (3.7) 
 
where: 
µ  - the achievement level of the objective 
x  - the objective value, i.e. the total number of raster cells that can be served by the 
hospitals 
f −  - the pessimistic value of the objective, i.e. the least number expected that can be 
served by the hospitals 
f +  - the optimistic value of the objective, i.e. the largest number expected that can be 
served by the hospitals 
 
After the data have been prepared, e.g. convert the map from vector to raster using a 
proper cell size, and all membership functions of each objective considered have been 
established according to the raster map, the generic MO optimization model (3.6) can 
be implemented in GIS environment. The built-in spatial analysis functions in GIS are 
then able to help conduct the initial analysis and evaluation to the model. However, the 
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solution to the model still relies on some advanced location algorithms, e.g. heuristics 
for solving difficult discrete location problems, which will be discussed in Chapter 4.  
 
There are two coupling approaches to link location modeling with GIS, which are the 
tightly coupled one and loosely couple one (Church, 2002). In a tightly coupled 
approach, location algorithms are integrated with GIS and run in its environment. On 
the contrary, in a loosely coupled approach, location algorithms are run independent 
from GIS. Hence there is a necessity to build up a data bridge to export and translate 
data between the two structures (Figure 3.5), which are the GIS part and the model part, 
respectively. As compared to the tightly coupled approach, the loosely coupled one is 
easier to implement and likely to be used in tentative research projects. Since this 
research presents a new idea of integrating GIS with OR techniques to solve 
emergency facility siting problems, the loosely coupled approach is chosen to 
implement the whole procedure. 
 
Typically, a GIS can easily output the data into a desired format for the input of the 
model via certain provided functional modules. In this research, VBA scripts are coded 
in the ArcGIS environment to output data into text files. The MO model is solved by 
an Ant Algorithm (which will be discussed in Chapter 4) coded in C language which 
takes text files as input and outputs the results in text files. Then the GIS takes the 
output text files as input for further analysis and evaluation. 
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In this chapter, an introduction to MO optimization and the three typical methods for 
characterizing Pareto optimal solutions are given in the first section. Then, this chapter 
provides a brief review on the two principle data models in GIS, i.e. vector and raster, 
and GIS spatial analysis methods. In the third section, the generic MO optimization 
model for emergency facility siting is introduced. Data conversion from vector to 
raster and model implementation in a raster GIS environment is given in this section. 
The loosely coupled approach used in this research is also discussed.  
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CHAPTER 4 
AN ANT ALGORITHM FOR MULTI-OBJECTIVE SITING OF 
EMERGENCY FACILITIES 
 
4.1 Overview of the Ant Algorithm 
 
Chapter 3 discusses the implementation of the MO emergency facility location model 
in a raster GIS environment. In this chapter, the Ant Algorithm for solving this model 
on a raster structure is developed and presented. A certain number of artificial ants, 
which is in the same quantity to the number of emergency facilities to be sited, are 
used in the Ant Algorithm and each of them occupies a cell on a raster map 
representing the location of an emergency facility. Within a certain number of 
iterations, the artificial ants are kept moving on the raster map according to certain 
principles trying to find the optimal locations for the emergency facilities to be sited. 
The flowchart of the algorithm is given in Figure 4.1. 
 
As other Ant Algorithms, the proposed one has the following four key components 
embedded, which are the pheromone matrix and its updating policies, the solution 
construction rules, the local search measures and the evaporation mechanism. These 
components are to be discussed in detail in the subsequent sections in this chapter. An 
optional component of the Ant Algorithm, the diversion mechanism, will also be 




 Initialization of the pheromone matrix
Output the
final result
 Construct new solutions
 Two-phase local search




 Replace the global best solution
 Global update of the pheromone matrix
 Evaporation








Figure 4.1 The Flowchart of the Ant Algorithm 
 
4.2 Pheromone Matrix and the Updating Policies 
 
The pheromone matrix is a mechanism used in the ant algorithm to store the historical 
“good” information. In the Ant Algorithm, the pheromone matrix is a two dimensional 
matrix corresponding to the grid system, e.g. an m×n matrix is corresponding to a grid 
system with m rows and n columns. Each cell of the matrix is filled with a positive 
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float value named pheromone value representing the “desirability” of choosing the 
corresponding cell (i, j) on the grid system (i is the row number, j is the column 
number) as a location for one of the emergency facilities to be sited. Those cells 
representing the infeasible areas, e.g. water body, are assigned with the value of zero 
thus avoiding their selection as the candidate sites for the emergency facilities. the Ant 
Algorithm determines the locations for the emergency facilities to be sited by 
controlling the artificial ants to detect such “desirability” and directing them to move 
to those “desirable” cells. The probability of an ant choosing one cell is the function of 
the “desirability” of that cell. The larger the “desirability” of a cell is, the higher the 
ant’s probability of moving to that cell. .  
 
At the beginning of the algorithm, the pheromone matrix is to be initialized. Since 
there is no initial information contained in it at this stage, each entry of the matrix is 
assigned with a same value τ0, usually equaling to the local enhancement level which 
will be discussed below. 
 
The pheromone matrix is updated by means of the iterations in the Ant Algorithm’s 
running process. The update policy of the Ant Algorithm consists of two sub-routines 
(Taillard and Gambardella, 1997), the local update and the global update. Such a 
combined update policy is capable of taking full advantage of both local and global 
information. The local update aims to fortify the “desirability” of those cells that 
constitute the local best solutions or the best solution found in the local search process. 
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The global update enhances the “desirability” values of those cells that constitute the 
global best solution or the best solution found till then. The matrix update policy is 
based on the rational that the cells forming good solutions have larger probabilities of 
constituting the components of the optimal solution.  
 




ijijij ⋅∆+=+ τττ …………………… (3.1a) 
)()()1( tytt ij
global
ijijij ⋅∆+=+ τττ ……………………(3.1b) 
 
where: 
)(tijτ  - the pheromone value of the cell (i, j) at iteration t 
)(txij  - a binary variable, which equals 1 if the cell (i, j) is included in the local best 
solution at iteration t, otherwise zero 
)(tyij  - a binary variable, which equals 1 if the cell (i, j) is included in the global best 
solution at iteration t, otherwise zero 
local
ijτ∆  and globalijτ∆  - the local and global enhancement levels, respectively 
 
The equation (3.1a) interprets the local update policy, which is conducted immediately 
after each local search process; while the equation (3.1b) illustrates the global update 
policy that is administered right before the evaporation (see Figure 4.1). The local and 
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global enhancement levels are two parameters of the algorithm, which represent the 
influence of the local best and global best solution on the pheromone matrix and 
control the relative intensities of the local and global updates.  
 
4.3 Solution Construction 
 
The solution is constructed based on the pheromone matrix. The construction is 
implemented as a linear search through a roulette wheel with slots weighted in 
proportion to cell values in the pheromone matrix. Simply stated, the probability of 
choosing the cell (i, j) as a location for one of the emergency facilities to be sited is 
















)(P tij  - the probability of choosing the cell (i, j) at iteration t 
)(tijτ  - the pheromone value of the cell (i, j) at iteration t 
 
Other types of probability functions can also be found in the literatures (Dorigo, 1992; 
Stützle et al., 1999; etc.) and adopted to build solutions, but the linear roulette search 
method used here is the most straightforward and easiest to be implemented. For future 
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research, algorithm developers may switch the probability function to fine-tune the 
algorithm.  
 
Once a solution has been constructed, i.e. the locations of emergency facilities have 
been determined, the objectives considered can be evaluated. This evaluation is subject 
to the problem studied, and can be done easily based on the grid system. For example, 
the coverage of a certain facility along a road can be calculated by counting the 
number of the grid cells representing the road that are within the coverage of the 
facility.  
 
4.4 Two-phase Local Search 
 
The local search is performed immediately after the newly constructed solution is 
obtained. The local search repeatedly tries to improve the current solution by 
introducing local changes in the new solution. As and when a better solution is found 
in the “neighborhood” of the current solution, it replaces the current solution and the 
local search restarts from this better one.  
 
A novel two-phase local search algorithm has been developed in the Ant Algorithm. 
The first phase of the local search is called the neighborhood random search (NRS), 
which is conducted for a specific number of iterations. Within a single iteration of 
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NRS, the ants randomly move from their current cells to other cells in a limited 
distance, e.g. 3km. The objective is then revaluated. If a better solution is found, the 
ants move to the cells constituting the better solution; if not, they remain on the 
original cells.  
 
Subsequent to the first phase local search, the second phase local search named 
adaptive enumeration neighborhood search (AENS) will be activated. In AENS, each 
ant moves to every cell within a certain distance from its current cell while keeping the 
other ants fixed on their original cells. As stated previously, upon revaluation, if the 
objective has improved, the ant enters the cell that improves the objective and restarts 
a new AENS. 
 
The AENS is a thorough and rigorous local search method, since it continues until no 
movements of the ants can improve the objective. The “myopic” characteristic of the 
AENS lies in that it only considers the effect of moving only one ant, while not taking 
into account the interactive effect of moving multiple ants. Thus it might lose a better 
solution that can only be obtained by moving multiple ants simultaneously. However, 
the usage of AENS can be attributed to computational complexity. For example, 
supposing that an ant has n alternative cells to move, the computational complexity of 
using the AENS will be proportional to n; on the contrary, if moving multiple ants is 
considered, the computational complexity will be proportional to nm, where m is the 
number of ants. This can be insupportable if n is large. 




Evaporation is a commonly used measure in some other ant algorithms, e.g. ACS (Ant 
Colony System) (Dorigo and Gambardella, 1997), to force ants to forget the “bad” 
information collected before and prevent the algorithm from falling into a local 
optimum. Towards the end of each iteration, the evaporation mechanism is activated in 
the Ant Algorithm and controlled by a parameter named evaporation ratio. This results 
in the reduction of the cell values of the pheromone matrix. For example, if the 
evaporation ratio equals to 10%, then the value of each cell in the pheromone matrix 
will be reduced to 90% of its original value.  
 
4.6 Diversion Mechanism 
 
Diversion is a mechanism used in some special ant algorithms, e.g. (Ant colonies in 
Gambardella et al., 1997), to prevent the algorithms from falling into a local optimum. 
The mechanism is to be activated if the algorithm can not make an improvement on the 
current best solution within the last N iterations, namely diversion step. It eliminates 
the information contained in the pheromone matrix and then re-initializes the matrix to 
restart the search process. This mechanism is an optional component of the proposed 
Ant Algorithm since the evaporation measure would have already help prevent the 
algorithm from being trapped in a local optimal point. Whether or not it is necessarily 
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This chapter introduces an Ant Algorithm for MO siting of emergency facilities on a 
raster structure. In the first section, the whole procedure of the Ant Algorithm is briefly 
presented. Then the four key components of the Ant Algorithm, which are, respectively, 
the pheromone matrix and its updating policies, the solution construction rules, the 
local search measures and the evaporation measure are thoroughly discussed. At the 
same time, the initialization of the pheromone matrix and the evaluation of objectives 
are also remarked. An optional component of the Ant Algorithm, the diversion 
mechanism, is introduced at the end of this chapter.  
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CHAPTER 5 
MULTI-OBJECTIVE SITING OF THE PROPOSED NEW FIRE 
STATIONS IN SINGAPORE 
 
This chapter presents a hypothetical case study of optimal siting of the proposed new 
fire stations in Singapore to test the methodology developed in this research. The 
background information is given first, which is followed by an initial analysis to the 
problem. Then the detailed process to solve the problem is discussed. Finally, a series 
of computational experiments are carried out and the findings upon these experiments 
are revealed. 
 
5.1 Background Information 
 
Singapore has 17 fire stations positioned around the island. Each fire station has the 
basic minimum equipment of at least 1 fire engine, 1 Red Rhino (Light Fire Attack 
Vehicle) and 1 ambulance. The effectiveness of the fire stations in covering the 
transportation routes of hazardous materials (HAZMATs) through Singapore is of 
primary concern to this case study. HAZMATs are inherently dangerous due to their 
volatile explosive nature, and can result in severe devastation if misused by terrorists. 
It is imperative for authorities to be forearmed to tackle a crisis situation arising out of 
HAZMAT transportation, for instance explosion and crashing. This requires a proper 
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assessment of the existing fire stations in terms of their location and their ability to 
promptly reach the accident sites along the transportation routes.  
 
The Singapore Civil Defense Force (SCDF) has approved specific routes for 
transporting HAZMATs and other petroleum products in Singapore (Figure 5.1). These 
routes (termed as SCDF routes) keep away from densely populated areas and water 
catchment areas and HAZMAT transportation is only allowed between 7am and 7pm, 
when sufficient daylight exists for remedying any accident. The vehicles are not 




Figure 5.1 Existing Fire Stations and the SCDF Routes in Singapore 
 
According to SCDF, the targeted response time is 8 minutes, from the moment of 
receipt of an emergency call to that of the arrival of fire engine on the accident site. We 
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have decided to set up six additional fire stations with the foremost intention of 
reducing the response time from 8 to 5 minutes. Other objectives considered in this 
project include determining a suitable distance between the fire stations and to 
maximize the areas that can be served by fire stations within 6 minutes. It is noted that 
the objectives above seem to be somewhat correlated in a way that enhancing one may 
help improve another. However, this relationship can hardly be measured and hence 
the difficulty of the problem may not be reduced. Nevertheless, the methodology 
described in Chapter 3 and Chapter 4 can still be applied to solve the problem.  
 
To be more specific, the three objectives are stated as follows: 
 
z Maximize the coverage of the routes uncovered by the existing fire stations 
Some sections of SCDF routes can not be served by the existing fire stations within 5 
minutes. This objective is to site six new fire stations through Singapore to maximize 
the coverage on these parts of SCDF routes within 5 minutes.  
 
z Achieve a reasonable distance between fire stations 
The researches of Tzeng and Chen (1999) indicate that a reasonable distance should be 
held between fire stations in order to obtain optimal coverage and efficient cooperation 
among them. Investigations by local authorities revealed that the distance between one 
fire station and its nearest fire station must be within 1-9 kilometres. This is a 
reasonable distance, since it is neither too long for efficient cooperation among stations 
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nor too short to cause overlapping and redundancies of their services.  
 
z Maximize the area that can be served by fire stations within 6 minutes 
The third goal is to maximize the coverage of the uncovered land by means of the 
additional fire stations. Above and beyond combating the HAZMAT accidents on the 
SCDF routes, fire stations will have to render a whole lot of additional services to 
places located elsewhere. This project therefore takes into account those urban and 
suburban areas non-reachable in 6 minutes by the existing fire stations.  
 
5.2 Problem Analysis 
 
The problem is a MO optimization problem of emergency facility location, which is 
rather difficult because: 
 
z The solution space of the problem is a polygon of irregular shapes 
The island nation of Singapore, the feasible solution space considered in this study, can 
be mathematically viewed as a continuous plane with irregular shapes (Figure 5.1) 
consisting of infinite x-y coordinate pairs (location candidates). The boundaries of this 
type of irregular polygons are quite difficult to be accurately confined. 
 
z One objective of the problem is to maximize the coverage on linear features 
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This problem is not a classical continuous p-maximal covering problem 
(Watson-gandy 1982, Drezner and Hamacher, 2002) that locates p facilities with 
determined coverage in a continuous plane for maximizing the coverage on a number 
of demand nodes. The facilities (fire stations) in this problem need to cover polylines 
(and polygons) and not nodes; this can hardly be expressed in regular mathematical 
functions and hence appropriately configuring it is tricky indeed. This type of 
problems which locates facilities to cover random line segments is complicated and 
has rarely been addressed in literatures. 
 
GIS provides a convenient method of recognizing irregular map features, e.g. random 
polygons and polylines, by means of rasterization. The map feature on a raster can be 
represented by an array of (i, j) coordinate pairs and its characteristic can be stored in 
the attribute value table. Moreover, on the grid system, the multiple objectives of the 




The solution to this problem involves of several steps, which are the construction of 
the two-level grids, the calibration of the response time function and the 
implementation of the MO optimization model and Ant Algorithm. Each of the three 
steps will be thoroughly discussed in the following subsections.  
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5.3.1 Construction of the Two-level Grids 
 
The continuous map ought to be converted into a raster map in order to make the map 
elements mathematically recognizable. In a raster map the continuous plane is 
represented using a grid coordinate system by means of a specific number of discrete 
cells. The cell size is of foremost consideration while converting a continuous map into 
a raster map. Two scalars of the cell size with respect to two raster systems (macro and 
micro) are employed to keep the computational burden within a tolerable range, whilst 
simultaneously assuring data accuracy.  
 
The area for siting the fire stations is represented by a macro raster map (125 rows×
215 columns) with a larger cell size of 200 meters. This larger cell size was reached by 
considering the present customary size of Singaporean fire stations and their 
surroundings, 200m×200m. The macro map is used to locate additional fire stations in 
order to reduce the computational burden, hence reducing processing time.  
 
The micro raster map employs a smaller cell size, no greater than the width of SCDF 
routes, 25 meters. The micro map snaps its extent to the macro map, thus ensuring that 
the micro grid coincides with the macro grid. The micro map is used to determine the 
coverage of fire stations on SCDF route cells and land cells in Singapore.  
 
In Figure 5.2, the macro grids of 200m×200m are represented by the larger squares. 
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The micro girds of 25m×25m are the smaller squares located within the larger macro 
squares. Those micro route and land cells inside the macro cells falling under the 
coverage (buffer) of a fire station are shown in black. The uncovered micro routes and 
land cells are shown in grey. The distance from one fire station to its nearest fire 


















Figure 5.2 The Macro and Micro Grids 
 
5.3.2 Calibration of the Response Time Function 
 
According to the SCDF, the fire engines should reach any section of SCDF routes 
within 8 minutes. The response time function of a fire station (Haupt and Haupt, 1997) 
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can be estimated as follows:  
 
rKtT o ⋅+=  
 
where 
T – response time of the fire station 
r - the distance in kilometers  
t0 (minutes) - the operational readiness time (the time taken for the fire engine to leave 
the fire station upon receiving the call), which is 1.0 minute given by the SCDF  
K - the traffic impedance factor 
 
An experiment was conducted in GIS environment to estimate the value of K using 
data obtained from local fire stations and transport authorities. The smallest radius of 
the fire station buffer covering all the SCDF routes was estimated to be 5.30 kilometers. 
Then K was calculated by substituting 5.3 km for r and 8.0 minutes for T in the 
response time function. The final estimated response time function is as follows.  
 
rT ⋅+= 32.10.1  
 
By using the function above, the first and third objectives can be pre-evaluated. Figure 
5.3 and Figure 5.4 represent the uncovered SCDF routes by existent fire stations within 
5 minutes and the uncovered areas by existent fire stations within 6 minutes. In Figure 
Multi-objective Siting of the Proposed New Fire Stations in Singapore 
 62
5.3, the uncovered SCDF routes are shown as those polylines in dark colors lying 
outside the fire station buffers. In Figure 5.4, the uncovered areas are presented in dark 
colors.  
 
Figure 5.3 Uncovered SCDF Routes by Existing Fire Stations within 5 minutes 
 
 
Figure 5.4 Uncovered Areas by Existing Fire Stations within 6 minutes 
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5.3.3 Implementation of the Generic MO Optimization Model 
 
According to the generic MO optimization model proposed in the chapter 3, a λ 
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L: a set (solution) that represents the locations of new fire stations;  
][Liµ : the normalization function of objective i which turns the objective value to its 
achievement level (a real number between 0 and 1).  
)(Lxi : the value of objective i given a solution L 
+
ix : the optimistic value of objective i. 
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)(2 lx : the achievement level of the objective 2 with respect to the fire station located 
at l  
ld : the distance between the fire station locate at l and its nearest counterpart 
D : the desired distance between two fire stations 
UD : the upper bound of the distance between two fire stations 
LD : the lower bound of the distance between two fire stations 
 
The objective function (5.1a) and the constraint (5.1b) are meant to maximize the 
minimal achievement level among every one of the different objectives. The equation 
(5.1c) is the normalization function of objectives 1 and 3, which calculates the 
achievement levels of them. The optimistic value +1x  in objective 1 is the total 
number of all the grid cells representing the routes uncovered by the buffer of existing 
fire stations within 5 minutes. Also, the optimistic value +3x  in objective 3 is the sum 
total of all the land cells not covered by the buffer of current fire stations within 6 
minutes. The equation (5.1d) furnishes the normalization function of objective 2. The 
function calculates the minimal achievement level of the proposed fire stations as the 
overall achievement level of the objective 2. The achievement level of an individual 
fire station is a segmented linear function (Figure 5.5) of its distance from its nearest 
counterpart as shown in the equation (5.1e).  
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Figure 5.5 The 2nd Objective Achievement Level of an Individual Fire Station 
 
5.3.3 Model Analysis  
 
GIS data conversion turns the complex continuous plane of the feasible solution space 
into a simple discrete grid. Yet, the number of feasible solutions is a colossal figure, 
6 22
15388 1.84 10C ≈ × . ( nmC  is the combinatorial notation whose value is given by 
])!(![! nmnm −⋅ ; 6 is the number of the proposed new fire stations and 15388 is the 
candidate grid cells for these fire stations.) The problem in NP-hard in nature (Tzeng 
and Chen, 1999) and the enumeration method can not be viable.  
 
Under a discrete coordinate system, objective 1 can be modeled into a typical 
maximum set covering problem provided the other two objectives are not considered. 
The same applies to objective 3. Unlike the other two objectives, objective 2 is quite 
complicated to be modeled into a straightforward optimization problem. This is so 
because: (i) the problem is discrete in nature; (ii) a segmented linear function is used in 
the evaluation of the objective.  
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If it were a MO programming problem with objectives 1 and 3, it could have been 
solved by formulating an integer linear programming problem (ILPP). An ILPP can be 
solved by a Branch-and-Bound method or cutting plane method. The problem remains 
a huge one even after formulating an ILPP, involving 19618 integer variables, 4232 
rows of constraints and 3699548 nonzero coefficients. If objective 2 is also considered, 
it becomes rather impossible to formulate an ILPP with no ready-to-use solutions for 
such a MO problem except through the use of the GA in Tzeng and Chen (1999). 
Nonetheless, the aforementioned GA has not been proved to be competent in solving 
such kind of large-scale problems.   
 
As a result, the Ant Algorithm introduced in the chapter 4, has been proposed and 
implemented here to solve this “highly intractable” MO programming problem. For a 
concise expression in the following paragraphs, the particular Ant Algorithm used in 
this case study is abbreviated as ANT. Six artificial ants are used in the ANT to 
represent the locations of the six fire stations to be built. Within a number of iterations, 
the six artificial ants are kept moving on the macro grid system in accordance with 
specific principles trying to locate the optimal sites for the six fire stations. 
 
5.4 Computational Results and Analysis 
 
The proposed ANT was compared with a GA and a random start local search 
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procedure to evaluate its performance. The GA was taken from Tzeng and Chen (1999) 
and is the only one available for a similar problem. In order to test the performance of 
the two-phase local search embedded in the ANT, an ANT using only the second phase 
local search was executed.  
 
The gene type, reproduction, mutation and performance evaluation of the GA (Tzeng 
and chen, 1999) are defined as follows: 
 
z Gene type 
Each candidate location for siting a facility is assigned with an index, say, from 1 to n. 
A binary string with n bits is used to represent the locations that have been chosen for 
siting the facilities. For example, a string of [1001001] means that the 1st, 4th and 7th 
candidate locations are chosen for siting the facilities.  
 
z Reproduction 
The reproduction probability (RP) is designed to give a higher reproduction-chance to 
the gene, which will make λ have a larger value in a gene population. In view of ay 
gene (g) in the gene population, this reproduction probability is shown in equation 
(5.2).  
 





λ= ∀∑ ……………………………….. (5.2) 
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z Mutation 
The mutation is defined as the recombination for a randomly selected gene. First, two 
cut-points are randomly selected. Secondly, the content between two cut-points is 
preserved and shifted to the left –hand side. Finally, the gene is recombined from left 




z Performance evaluation 
 
The self-evaluation mechanism in generations is the important characteristic in GA. A 
generation in this study is defined as a process to make the gene population undergo 
rank-selection once, reproduce once and mutation once (no crossover is applied, since 
crossover may generate infeasible solutions). The rank selection applied in GA tries to 
find the optimal solution, which will finally make λ have the largest value. 
 
All the algorithms were coded in C language on a desktop with Intel PIII processor 
(733MHz) and 512MB of RAM running on a WinXP system. The parameters of GA 
and ANT are set as follows. The population number of GA is 100. The global and local 
enhancement levels of ANT are set as 6.0 and 1.0, respectively. The NRS is limited in 
100 iterations and the search radius is 3km. The scope of the AMNS is within 0.5km 
from the original ant location. The evaporation ratio is 10%. Eight independent runs of 
Parent Gene: 1010010001…1         Offspring Gene: 1001010001…1 
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all the algorithms have been conducted under a same time constraint (3600 seconds). 
Results including the objective (λ) values for eight runs, the mean value of λ (Ave(λ)), 
and the coefficient of variation of λ (CoV(λ)) are listed in Table (5.1). 
 
Table 5.1 Computational Results of GA, RANDOM and ANTs 
Run GA RANDOM(LS)  ANT(LS2)  ANT(LS)  
1 0.495 0.623 0.590 0.644 
2 0.487 0.578 0.588 0.650 
3 0.541 0.623 0.542 0.636 
4 0.480 0.622 0.564 0.644 
5 0.488 0.630 0.555 0.638 
6 0.524 0.599 0.564 0.615 
7 0.502 0.611 0.591 0.623 
8 0.502 0.623 0.566 0.614 
AVE(λ) 0.502 0.614 0.570 0.633 
CoV(λ) 4.09 2.85 3.15 2.20 
 
GA - Genetic algorithm taken from Tzeng and Chen (1999) 
RANDOM(LS) - Random-start two-phase local search procedure 
ANT(LS2) - ANT using only the second phase local search  
ANT(LS) - the proposed ANT 
AVE(λ) - Mean value of λ 
Cov(λ) - Coefficient of variance of λ 
 
From the results it can be established that ANT(LS) outperforms GA in all the eight 
independent runs. The best solution found by ANT(LS) (0.650) is 20.15% better than 
the one found by GA (0.541) and the average solution found by ANT(LS) (0.633) is 
26.10% better than GA (0.502), either. Moreover, the performance of ANT(LS) is 
much more stable than GA, as the coefficient of variance of the solutions acquired by 
ANT(LS) (2.20%) is much lower than GA (6.19%).  
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A random-start local search procedure (RANDOM) was compared with ANT(LS) to 
corroborate the utility value of pheromone information. The results show that ANT(LS) 
outperforms RANDOM in the seven independent runs but one, wherein its 
performance is still quite competitive. This interprets that the information contained in 
the pheromone matrix as well as its updating rules and the evaporation mechanism do 
help artificial ants find good locations for siting facilities.  
 
The RANDOM is found to outperform the GA, which indicates that the local search 
measure proposed in this research provides a good solution method. One possible 
reason explaining this lies in that the proposed local search measure is an intense 
spatial search procedure utilizing the information on the locations collected by 
artificial ants, which is not so blindfold as the reproduction and mutation operators in 
GA, since these GA operators just conduct pure mathematical operations without 
considering any available spatial information that should be useful. This may also 
account for why the ANT(LS) heuristics using local search principles (Hertz and 
Widmer, 2003) is more efficient than the one using population search principles, i.e. 
GA, in solving this problem. 
 
The ANT(LS2) using only the second phase local search was run to testify whether the 
first phase local search, which involves randomness and is typically handled by the ant 
part, is of any special effect. The results show that ANT(LS2) performs rather badly 
than ANT(LS) which employs the two-phase local search in terms of all the criteria 
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used herein. Hence, it validates the effectiveness of the first phase local search in 
improving the efficiency of the algorithm.  
 
Diversion mechanism is an optional component of the Ant Algorithm, which could 
help prevent the algorithm from falling into local optimal by re-initializing the 
pheromone matrix when conditions meet. Three diversion steps (short, long and 
medium), which are set based on the maximal iteration number of ANT(LS) in 
stagnancy, were used in ANT to test the efficacy of the diversion mechanism. The 
maximal iteration number in stagnancy is defined as the maximal iteration number in 
which the algorithm can not make an improvement on the solutions it finds. As done 
before, eight independent runs of the ANTs with different diversion steps were 
administered within the same time constraint (3600 seconds) on a same computer. The 
computation results, as well as the maximal iteration number of ANT(LS) in stagnancy 
(symbolized as Μ) in each runs, are shown in Table 5.2.   
 
It is seen from table 5.2 that the maximal M is 100. This result indicates that if the 
diversion step is greater than this number, the diversion mechanism will be of no use 
until the algorithm finds a solution as good as ANT(LS) does, because before then the 
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Table 5.2 Computational Results of ANTs with Different Diversion Steps 
Run ANT(LS, D1) ANT(LS, D2) ANT(LS, D3) M 
1 0.623 0.623 0.644 78 
2 0.613 0.637 0.650 89 
3 0.625 0.636 0.636 58 
4 0.636 0.641 0.644 79 
5 0.623 0.639 0.638 75 
6 0.606 0.601 0.615 100 
7 0.623 0.649 0.623 15 
8 0.620 0.614 0.614 36 
AVE(λ) 0.621 0.630 0.633 66 
CoV(λ) 1.43 2.52 2.20 N/A 
 
ANT(LS, D1) - the proposed ANT with diversion step is 50 (short) 
ANT(LS, D2) - the proposed ANT with diversion step is 70 (medium) 
ANT(LS, D3) - the proposed ANT with diversion step is 120 (long) 
M - the maximal iteration number of ANT(LS) in stagnancy 
AVE(λ) - Mean value of λ 
Cov(λ) - Coefficient of variance of λ 
 
ANT(LS, D3) of which the diversion step is 120 (long) produced the same results as 
ANT(LS) which does not have a diversion mechanism. The average solution (0.621) 
found by ANT(LS, D1) with a short diversion step of 50 is rather worse than the one 
(0.633) found by ANT(LS). These results reveal two findings: (i) if the diversion step 
is too large, then it might be of no use; (ii) if the diversion step is too small, then it 
tends to destroy the pheromone information before the information can be fully 
exploited.  
 
A medium diversion step was calibrated to be around the mean (66) of M, so that the 
pheromone information is expected to be taken a full use of before the pheromone 
matrix is to be re-initialized. ANT(LS, D2), which is associated with the medium 
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diversion step (70), performs better than ANT(LS, D1) but a little worse as compared 
with ANT(LS) that does not use the diversion mechanism. This result discloses that the 
diversion mechanism may not help the proposed ANT improve its efficiency in solving 
this kind of large scale location problems, since the proposed ANT may not be able to 
converge very quickly and it needs to take quite some time to accumulate the 
pheromone information before this information can possibly direct ants to draw an 
optimal (sub-optimal) solution.  
 
Finally, the best solution given by ANT(LS) in eight runs, which is also the best one 
found by all the algorithms used here, is shown in Table 5.3 and the corresponding 
locations of six new proposed fire stations are mapped in Figure 5.6. The figure with a 
bold face in Table 5.3 is the critical objective which has the smallest achievement level 
among all of the three.  
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Figure 5.6 Locations of the Six New Proposed Fire Stations 
 
5.5 Summary  
 
This chapter introduces a hypothetical case study of siting the proposed new fire 
stations in Singapore to test the performance of the methodology developed in this 
research. The background information of the problem is given at the first section; then 
the difficulties of the problem are analyzed in the following one. In the methodology 
section, the data preparation for the model, i.e. the construction of the two-level grids 
and the calibration of the response time function, is introduced; then a relevant MO 
optimization model to the problem is developed and implemented. The Ant Algorithm, 
as introduced in the chapter 4, is employed to solve the problem. The Ant Algorithm 
(named as ANT in the case study) is compared with a GA (Tzeng and Chen, 1999) and 
some other variations of the ANT through the eight independent runs within the same 
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time constraint (3600 seconds), which leads to four findings: (i) ANT outperforms GA 
on both computation accuracy and stability; (ii) the pheromone information does 
improve the efficiency of the Ant Algorithm; (iii) the local search measure proposed in 
the Ant Algorithm is a better solution method than population-based search heuristics 
in solving this type of location problems; (iv) the first phase local search, which 
consists of randomness and is usually manipulated by the ant part, is crucial in 
amending the performance of the Ant Algorithm. Besides, a series of computational 
experiments have been carried on to test if the diversion mechanism, an optional 
component of the Ant Algorithm, could increase the efficiency of the algorithm itself. 
However, the computation results reveal that the diversion mechanism may not provide 
advantages to the Ant Algorithm is solving this type of large scale location problems.   
 
The approach proposed in this case study is a wide-ranging one, which can deal with 
different types of multi-objective models. The union of heuristic algorithms and GIS 
greatly complements and enhances the spatial analysis functions of GIS. The data from 
the GIS environment are fed into the heuristic algorithm that provides the optimal 
solution, which in-turn can be evaluated by a GIS platform. This continuous process 
serves as a prototype for the development of a decision support system combining GIS 
with heuristics algorithms. Such a system will be of immense value in decision making 
for emergency facility location and other real-life spatial optimization problems. 
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CHAPTER 6 
CONCLUSIONS AND RECOMMENDATIONS 
 
6.1 Conclusions  
 
This research has introduced a generic MO (multi-objective) optimization model for 
emergency facility siting problems in the GIS environment. A relevant solution 
heuristics, the Ant Algorithm, has also been developed to solve this type of problems 
on a raster data structure. A hypothetical case study of the optimal siting of the 
proposed new fire stations in Singapore has been carried out to test the performance of 
the proposed methodology.  
 
Without loss of generality, the generic MO model is formulated using a λ 
transformation, which maximizes the minimal achievement level of all the objectives 
considered. The most commonly used linear membership function has also been 
introduced herein. Nevertheless, other types of membership functions can also be used 
in the generic model. The implementation of the model on a raster data structure has 
been highlighted in this thesis due to its importance in practical applications. The data 
conversion process in GIS, a special membership function for raster data structure and 
the loosely coupled approach to link location modeling and GIS have all been 
thoroughly discussed.  
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An Ant algorithm has been proposed in this research to solve large scale emergency 
facility siting problems on a raster data structure. The algorithm consists of four key 
components, i.e. the pheromone matrix and its updating policies, the solution 
construction rules, the local search measures and the evaporation mechanism, as well 
as an optional component, the diversion mechanism. To be noted, the two-phase local 
search measure embedded in the Ant Algorithm is a novel one which makes use of the 
spatial information accumulated by the artificial ants to facilitate the solution finding 
process, while at the same time is also an intense one which keeps executing 
incessantly till such time when the objective can no further be enhanced by the 
movements of the ants. 
 
A hypothetical case study of siting six proposed fire stations in Singapore has been 
carried out to test the performance of the proposed methodology. This problem is 
difficult in that: (i) the solution space of this problem is a polygon of irregular shapes 
which can hardly be accurately confined; (ii) one objective of the problem is to 
maximize the coverage on linear features which has rarely been addressed in literatures. 
However, GIS provides a handy way to tackle these two difficulties, and has been used 
for data conversion and calibration. A relevant MO optimization model has been 
developed to this problem and the Ant Algorithm (ANT) has then been implemented to 
solve it. As compared with the Genetic Algorithm proposed by Tzeng and Chen (1999) 
which is the only heuristics available for a similar problem, ANT outperforms it in 
terms of both computational accuracy and stability. The ANT itself has also been 
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detailedly analyzed through a series of computational experiments, which lead to four 
findings: (i) the pheromone information contained in the pheromone matrix does help 
the Ant Algorithm find better solutions; (ii) the local search measure proposed in the 
Ant Algorithm is a better solution method than population-based search heuristics in 
solving this type of location problems; (iii) the first phase local search, which involves 
randomness and is typically handled by the ant part, is critical in improving the 
efficiency of the Ant Algorithm; (iv) the diversion mechanism, an optional component 
of the Ant Algorithm, may not provide it with an edge in solving this kind of large 
scale location problems. 
 
6.2 Recommendations for Further Research 
 
This research has provided a generic MO optimization model for emergency facility 
siting problems and proposed a loosely coupled approach of linking GIS and the Ant 
Algorithm to solve the problem. Further research on this cross-filed of GIS and 
heuristic optimization may continue on the following aspects.  
 
The tightly coupled approach of integrating GIS and heuristic algorithms to solve 
difficult location problems may worth an investigation. A straightforward way to do 
that is to use the DLL (Dynamic Link Library) techniques, through which GIS can 
access the functions and algorithms coded in the library dynamically and seamlessly. 
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Moreover, the tightly coupled approach of linking GIS and heuristics can be further 
employed in solving other spatial optimization problems and utilized to develop 
certain advanced decision-making systems.  
 
An important point to the successful implementation of an evolutionary algorithm is 
constraint handling (Michalewicz, 1996). This is also a crucial criterion on the 
robustness of the proposed methodology on tackling MO siting of emergency facilities 
in this research. In the case study, only a continuity constraint has been enforced, i.e. 
the whole Singapore is considered to be feasible for building the proposed fire stations. 
In future work, the interaction of more constraints, e.g. the exclusion of water 
catchment, military areas or other unusable lands, could be explored if the relevant 
data are available. These constraints can be easily implemented by utilizing GIS to 
pre-screen out those infeasible areas for building fire stations and then construct proper 
grids for further investigation by the Ant Algorithm.  
 
The third aspect for further research may be focused on the Ant Algorithm itself. It 
would be interesting and significative to fine-tune the algorithm and try to make an 
improvement on it. Some possible ways to achieve this may be like, to calibrate the 
parameters for the algorithm, to use other solution construction rules and to develop 
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