Abstract: An important aspect of the Boolean Satisfiability problem is to derive an ordering of variables such that branching on that order results in a faster, more efficient search. Contemporary techniques employ either variable-activity or clause-connectivity based heuristics, but not both, to guide the search. This paper advocates for simultaneous analysis of variableactivity and clauseconnectivity to derive an order for SAT search. Preliminary results demonstrate that the variable order derived by our approach can significantly expedite the search.
A . Related Work:
Over the years, a lot of effort has been invested in deriving an ordering of variables such that branching on that order results in a faster, more efficient search for solutions. Variable activity and clause connectivity statistics are exploited as qualitative and quantitative metrics to guide the search. Activity of a variable (or literal) is defined as the number of its occurrence among all the clauses of a given SAT problem. SAT solvers compute the activity of variabies and perform the search by case-splitting on variables of high activity. Contemporary tools such as zCHAFF, B e r k h k , etc. dynamically update the activity of the variables as and when conflict clauses are added to the original constraints. For a comprehensive review of the effect of activity-based branching strategies on SAT solver performance, readers are referred to [6].
Loosely speaking, two clauses are said to be "connected" if one or more variables are common to their support. Clause connectivity can be modeled by representing CNF-SAT constraints as (hyper-) graphs and, subsequently, analyzing the graphk topological structure. Tree decomposition techniques have been proposed in literature 171 [8] for analyzing connectivity of constraints in constraint satisfaction programs (CSP). Such techniques have also found application in Boolean satisfiability problems. It has been shown [9] [IO] that identifying minimum treewidth for the decomposed tree structures results in partitioning the overall problem into a chain of connected constraints. MINCE [11] employs CAPO placer's mechanism [la] A join-tree structure is created using these cliques. This join-tree is the tree-decompositzon of the given problem, which is shown in Fig. 3 .
The above technique is geared towards reducing the tree-width of the derived graph. The reduction in the tree-width subsequently corresponds t o modeling the constraint partitions according to clause connectivity. Based on the decompositions shown in Fig. 3 , a variable order can be derived for SAT search by traversing the tree lop-down or bottom-up. For example, traversing the tree top-down produces the following order: {1,2, 6 , 5 , 7 , 3 , 8 , 4 , 9 } . Dechter et. al. [7] is shown to be time exponential in the tree-width. Algorithms for approximating tree-width with bounded error [9] are also shown to be too costly for industrial problems [lo] . As a result, these techniques are impractical for large/hard CNF-SAT problems.
In general, the time required to derive a variable order should be small a s compared to the subsequent SAT solving time -it should certainly not exceed the solving time. Unfortunately, for large and hard SAT problems? it has been observed that MINCE [11] 1171 and Amir's tool 1161 1181 require unacceptably long time just to derive the variable order. This behaviour is depicted in Table I . 11. ANALYZING CONSTRAINT-VARIABLE DEPENDENCIES Amir's and MINCE approach; as such they are too expensive to be applicable for large CAD problems.
B.3 Dynamic variable ordering
As the search proceeds, conflicts are encountered and conflict-induced clauses are added to the constraint database. Thus, the activity-connectivity information changes dynamically. While activity based heuristics update this information (VSIDS, DLIS, etc.), connectivity based variable orders are derived only statically.
Contemporary partitioning based methods are not suitable to be employed dynamically, mostly because of their time complexity. The problem is exacerbated due to a significant increase in the cIause database due to added conflict clauses.
C, Contributions of this research.
Efficient CNF-SAT decision heuristics should analyze both variable activity and clause connectivity simultaneously so as to exploit constraint-variable relationships for faster constraint resolution. Moreover, the updated (due to conflict clauses) variable activity and clause connectivity information should be utilized dynamically during the search process. Furthermore. the time to analyze constraint-variable relationships should be a small fraction of the overall solving time. This paper proposes an efficient technique to guide SAT diagnosis that attempts to fulfill the above criteria/requirements.
Before proceeding into the search, our approach analyzes high activity variables and identifies the clauses in which they appear. These clauses contain other variables that "connect/link" to these high activity variables. This coiinectivity information is extracted. in decreaszng order of variable actavzty, from tbe entire clause-variable database. Iterative application of the above procedure produces an order €or SAT search. This aiialysis is repeated and a new order is derived every time the search is restarted. Our variable order generation procedure is generic and can be implemented within any SAT solver.
Moreover, the time to compute the order is negligible, even for large instances. Furthermore. our technique improves the performance of SAT engines by orders of magnitude.
It is our desire to derive a variabk order for SAT search by analyzing clause-variable relationships. To achieve this, we propose a constraint decomposition scheme by simultaneously analyzing variable-activity as well as clause connectivity. We begin the search for such an order by first selecting the highest active variable and store it in a list (var-ord-list). The SAT tool should branch on this variable first. Now! we need to identify the set of variables related (connected/dependent) to this highest active variable. This information can be obtained by analyzing all the clauses in which the highest active variable appears. Such clauses are identified and marked. These clauses act as a chain connecting the highest active and its related variables. These related variables are termed as Level-1 connectivity variables. Subsequently, Level-1 connectivity vaciabies are ordered according to their activity in t he remaining problem (unmarked clauses) and appended to the var-ord-list. The reason for ordering Level-1 connectivity variables according to their activity in the remaining problem (as opposed to their overall activity) is because they might be implicated due to any decision on the highest active variable.
Variables related to the Level-1 connectivity variables are to be identified next. For this purpose: the clauses corresponding to Level-1 connectivity variables are analyzed and the Level-2 connectivity variables are extracted. These Level-2 connectivity variables are also ordered according to their activity in the remaining problem and appended to the var-ord-list. This procedure is applied iteratively until all the variables are ordered. This order is used by the SAT engine to resolve the constraints. This procedure can be visualized as shown in Fig. 4 .
In generaI, there might be more than one variables that have the same highest activity measure. In such cases: we need to decide whether to select just one of them, all of them, or a subset of the highest active variables as the top-level partition. It is difficult to answer this question analytically; however: this decision affects the variable order illasmuch as it affects the granularity of the decomposition. To elaborate this issue further, let us analyze the application of our algorithm for the circuit shown in the Fig. 1 .
The operation of our algorithm can be visualized for the example circuit shown in Fig. 1 . It can be observed from the circuit that the activity of variables (7, 5, 6, 8) is the highest. If we select only the variable 7 as the. toplevel variable: then the resulting decomposition would appear as shown in Fig. 5(a) . The generated varidde order would be (7, 6, 5, 8, 3, 4: 9, 1, 2). If we select To come back to our question of how many top variables to select: we ran experiments with different threshold values for the number of top-level variables. In particular: we experimented with: 1) just one top variable;
2) 5% of total variables; 3) 7%; 4) 10%; 5) 12%; and 6 ) all the variables with the highest activity. Results were inconclusive for all cases except when 5% and 7% of the total variables are selected for the top-level parThe proposed algorithm has been implemented within the diagnosis engine of the MiniSAT solver [19] . The choice for MiniSAT was dictated by its open source code, efficient resolution procedures (it outperforms zCHAFF and GRASP on many large instances) and also because it implements intelligent mechanisms to invoke search re-studs. Our implementation modifies the variable ordering scheme of MiniSAT. Using our modifications, me ran experiments on satisfiable and unsatisfiable instances selected from a range of applications. There are a large number of CNF-SAT instances that are easily solved by R4iniSAT -in less than a minute. We wanted t o analyze the robust.ness of our approach by experimenting with problems of large size and difficult nature. Therefore, the benchmarks selected for experiments are those which take a long time to solve -where there exists enough scope for improvements. These experiments are depicted in Table 11 .
In the On the other hand, for large problems, the performance gain might be offset due to larger computational overheads when the same fine-granularity decomposition is employed. Based on these observations, we conjecture that perhaps a low threshold value is better suited for sinaller size problems and a higher one for larger p r o b We now highlight the importance of dynamically updating/re-computing the variable order. MiniSAT automatically invokes search restarts after a certain number of conflicts are encountered. As and when conflicts are encountered, conflict-induced clauses are added to the database. This, in turn, changes both variable activity and clause connectivity. Therefore, this updated information should be re-analyzed as and when the search is restarted. Table I11 depicts the performance improvements when the clause-vwiable relationship is analyzed and exploited dynamically. The columns under the "Static" heading contain run-time statistics when the order is computed only once at the beginning of search, and not re-computed during restarts. On tbc other hand the columns under the "Dynamic" heading show runtime statistics when the variable order is recomputed at search restarts. Note that this dynamic clausevariable analysis almost always improves the performance of the solver.
Iv. COXCLUSIONS AND FUTURE MTORK
This paper has advocated for the need to analyze constraint-variable relationship to derive a variable order to guide SAT diagnosis. For this purpose, we have proposed a algorithm that decomposes the constraints by analyzing variable activity together with clause connectivity to derive a variable order. Our approach is very fast, scalable and improves the performance of the SAT engine. Preliminary results have been promising and encourage further research.
Clearly, a missing piece of the puzzle is to identify a definitive threshold value: along with an adaptive strategy, to derive a variable order according to the problem size and/or constraindness. We are currently working to overcome this probIem with the help of a new metric.
