INTRODUCTION
With the rapid progress in the study of flexible structures, identification and control of hyperbolic systems have become increasingly important. Although parameter identification for infinite dimensional systems has been studied extensively in the literature (see the survey of Polis Cl]), relatively little attention has been paid to the consistency question of parameter estimates for stochastic hyperbolic systems. Sufficient conditions for establishing strong consistency of maximum likelihood estimates for general linear intinite dimensional systems have been given by Bagchi and Borkar [a] . These conditions, however, are hard to verify, except for finite dimensional systems. Our purpose in this paper is to give sufticient conditions, in terms of the partial differential operator, ensuring strong consistency of parameter estimates in stochastic hyperbolic systems. 486 AIHARAANDBAGCHI 2. SYSTEM MODEL Let V and H be two Hilbert spaces, VC H, V dense in H. Let I/. 11 and 1 .I denote the norms in V and H, respectively, and let (., .) be the scalar product in H. We identify H with its dual and, V' denoting the dual of V, we have Vc Hc V'.
where we assume that the injection of V into H is compact.
Let 13 E 0 be the finite dimensional vector of all the unknown parameters and A(B) E 9( V; V') satisfy
for CI, B > 0, independent of 8 E 0, Vd E V, and
A(e) = A(e)*, (A-2) where ( ., ) denotes the duality between V and V'. Assume that the domain D(A(8)) is independent of 8. We omit 8 in the subsequent discussions when there is no confusion. An operator A satisfying (A-l) and (A-2) is called regular. We consider the stochastic hyperbolic system d2u( t) c, :
where k is a positive constant and W(t) is a Brownian motion process in H with nuclear covariance (2.1) The precise form of C, then becomes For convenience of description, we rewrite the hyperbolic system C, in the vector form. We set .X=VvxH. Let us now explain the identification problem. 8 denotes the finite dimension vector of all the unknown parameters in A. Let B,, denote their true values and we assume that the parameter set 0 c [Wk is compact. We want to determine the "best" estimate of 8,, denoted by dT, in 0 based on the observation y(t), 0 Q t G T. Because of Theorem 2.2, we know that the system will reach a steady state. From now on, we assume that the system has already reached a steady state. This assumption is strictly not necessary for studying consistency of the parameter estimates, but will simplify some expressions encountered later in the paper.
We use the method of maximum likelihood for estimating the unknown parameters. Let PO 
THE FILTERING PROBLEM
We omit the explicit mention of &, when working with the true parameter. In steady state, the filter a(t) is given by i(t) + J; dqs) ds = J; x ciz(s) (3.1) under the assumption that x0 is zero-mean Gaussian, independent of W and V. z(t), the so-called innovation process is defined by
and the gain X is given by X=.6!?@?*. In order to study the regularity property of solution to the operator Riccati equation, we use the technique proposed by Lions [7, p. 3071. Thus, we consider the optimal control problem for the deterministic system, d+(t) 7 + d*+(t) + w*f (2) = 0 in (s, T) MS)=gE~, This implies that the control problem (3.7)-(3.8) is well formulated. Using once more the optimal control theory of Lions [7] , we derive the adjoint equation h(t) -~+dp(t)=2@(t) (3.12a) p(T)=0 (3.12b) and the optimal control f'(t) is given by %?p( t). In (3.12) setting p(t) = (pi(t), p2(f))', we have The remaining half of the proof consists of studying the case s= -co. Noting that -d* generates an exponentially stable semigroup (see Theorem 2.2), we can apply the arguments in [7, Chap. 3, Sect. 31. Furthermore, from [8] , it follows that Eq. (3.4') has a unique nonnegative solution.
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For later development, we need the following result: It follows from (3.21) and (3.22) that In order to derive (4.12), we must show that g(0, T) is uniformly continuous in e on 0, uniformly in T E [ 1, 00) a.s.
To show this, we note that E(l~~(t;e)-~~(t;e')12,,) GMMEJ~~, e)-qt; e')j',... An explicit sufficient condition for guaranteeing convergence of the maximum likelihood estimate to the true parameter value for stochastic hyperbolic systems is given. It is interesting to see how the technique developed in this paper may be used for studying consistency with other types of state noise models. For example, one can study Brownian motion with white noise in space [lo] and/or Brownian motion in time with impulse in space as intensity, the so-called pointwise disturbance [ 121.
