The main result of this article states that one can get as many as D + 1 modes from just a two component normal mixture in D dimensions. Multivariate mixture models are widely used for modeling homogeneous populations and for cluster analysis. Either the components directly or modes arising from these components are often used to extract individual clusters. Although in lower dimensions these strategies work well, our results show that high dimensional mixtures are often very complex and researchers should take extra precautions when using these for cluster analysis. Even in the simplest case of mixing only two normal components in D dimensions one can generate D + 1 modes. When the components are non-normal or if we have more than two components the number of modes are bound to be even larger, which might lead us to incorrect inference on the number of clusters. Further analysis shows that the number of modes depends on the component means and eigenvalues of the ratio of the two component covariance matrices, which in turn provides a clear guideline as to when one can use mixture analysis for clustering high dimensional data.
Introduction

Number of modes of a normal mixture
The use of mixture models for clustering sub-populations in a heterogeneous set of observations is a ubiquitous technique in data analysis. A mixture fit to a dataset often provides a primary data reduction through the number, location and shape of its components. However, a more interesting question in the context of clustering relates to the exploration of how the components interact to describe an overall pattern of density which often provides an indication of the actual clusters of the data. One way of summarizing the complex interaction of component densities is to explore the modes the mixture density shape displays. Mode-counting or mode hunting has been extensively used as a clustering technique (see Silverman, 1981 , 1983 , Hartigan and Hartigan, 1985 , Cheng and Hall, 1998 , 1999 , Hartigan, 1988 especially when clustering arbitrary density shapes.
Although mode-counting is a prevalent technique and a widely studied area in cluster analysis, there are only a handful of results on the modal features of mixtures. Many researchers , McLachlan and Peel, 2000 , Titterington et al., 1985 , Kakiuchi, 1981 have shown that it is possible to get a smaller number of clusters than the number of components and developed algorithms to merge those components based on the modes they induce. But can we get more modes than the number of components we start with? The answer for this question is, yes. In fact we show the upper-bound on the number of modes increases at the rate of the number of dimensions for any mixture with a fixed number of components. The main result of this paper is summarized in the following theorem: The above result has profound implications for the area of cluster analysis. With the availability of heterogeneous data from high-throughput scientific instruments, statisticians are often confronted with the task of cluster analysis of high-dimensional data. In the absence of clustering techniques especially designed to accommodate high-dimensional data, researchers often use traditional clustering techniques and inferential results designed for a low-dimensional framework, leading to unintended biases. Our result shows that one can grossly over-estimate the number of clusters when using mode-counting techniques for high-dimensional mixtures. So one should take extra precautions when clustering high-dimensional data. But does the mode-counting technique work in high dimensions under specific situations? The answer lies in the second major result in the paper where we show that the number of distinct modes is bounded by the magnitude of dissimilarity among the variance structures of the mixture components, so that under the assumption of equality, proportionality or limited perturbation of the variance structure of the components, mode-counting approaches provide a robust model-based clustering technique.
Current approaches to studying modality
Studies of the number of modes or the modality of normal mixtures date back to the beginning of the twentieth century (see Helguero, 1904) , but until recently the results have focused primarily on univariate mixtures (for example see Helguero, 1904 , Eisenberger, 1964 , Behboodian, 1970 , Kakiuchi, 1981 , Kemperman, 1991 . In the context of multivariate normal mixtures, a recent result by Carreira-Perpiñán and Williams (2003) shows that for any D-dimensional normal mixture, the number of modes cannot exceed the number of components if the covariance matrices of the mixture components are equal up to a constant of proportionality. Recent and comprehensive results in this area of research are provided by Ray and Lindsay (2005) , who present the most generalized modality results for arbitrary dimensions, numbers of components and component variance structures. The key result in Ray and Lindsay (2005) shows that the topography of multivariate mixtures, in the sense of their key features as a density, can be analyzed rigorously in lower dimensions by use of a ridgeline manifold that contains all critical points as well as the ridges of the density. This important topographical result allows them to solve for the number of modes both analytically and numerically. Besides solving for the number of modes, Ray and Lindsay (2005) provide pathological examples where more modes than components exist in more than one dimension. A comprehensive summary of the above results are available in Frühwirth-Schnatter (2006) and a recent review paper by Melnykov and Maitra (2010) . Much of the modality theory discussed in Ray and Lindsay (2005) has been widely used for developing clustering techniques by Li et al. (2007) , Hennig (2010a) and Hennig (2010b) . Additionally the results have been used for the advancement of likelihood-based inference for normal mixtures by Chen and Tan (2009 ), Holzmann and Vollmer (2008 ), Dannemann and Holzmann (2008 and Lindsay et al. (2008) . Many applications of these results are found in the literature of signal processing (Li, 2007 , Scott et al., 2009 ) and image retrieval (Sfikas et al., 2005 ).
Our Results
Although the recent results on the topography of mixtures provide many insights into the modal structure of high-dimensional mixtures, they fall short of directly answering the most natural question: how many modes can a mixture density have? A more relevant question for a practitioner is to find out how far off one can be if one uses mode-counting to make inference on the number of clusters. In this paper we answer the above question by focusing on the simplest case of mixing two normal components. Our main theorem shows that it is possible to get as many as D + 1 modes in D dimensions. The second important result in the paper focuses on the specific structure of the covariance matrices of mixture components that attain more modes than the number of dimensions.
It will be shown that the number of modes is bounded by the number of distinct eigenvalues of the matrix ratio of the covariance matrices Σ 2 and Σ 1 of the two mixing components.
The paper is organized as follows: In Section 2 we present the statements of the two main theorems on the number of modes and the reasoning leading up to them. Section 3 will provide justification of the assertions stated in Section 2; Section 4 will demonstrate the application of the important results. Finally, section 5 provides a discussion of further research directions relating to the number of modes of multivariate mixtures of more than two components where component densities are allowed to be non-normal.
Main results
In this section we will outline the assertions leading up to the main theorems in our paper.
The proofs and other supporting arguments will be provided in the next section and the Appendix.
First we present the mathematical notation that will be used throughout the paper.
Notation
A standard way of representing a two component normal mixture in D dimensions is
where φ represents the normal density, µ i 's and Σ i 's are the means and variances of the two components and π is the mixing proportion. One should notice that the specification of π is irrelevant in the context of determination of the maximal number of modes displayed by a mixture of two components. In other words we are asking the following question-given a pair of component means and covariance matrices what is the maximum number of modes it can display if one has complete freedom in choosing the mixing proportion π? Hence we will suppress the parameter π for our analysis and for notational ease we will denote a D dimensional mixture of two components with means µ 1 and µ 2 , and variances Σ 1 and Σ 2 by NM(µ 1 , Σ 1 , µ 2 , Σ 2 ) D .
Results leading to the proof of Theorem 1
The main theorem on the tight upper bound on the number of modes (Theorem 1) will be proved by parts using the following two results. 
Arguments supporting the upper bound on the number of modes
To prove Theorem 2 we will first need to show the invariance property of modality under the operation of scaling and rotation. Evaluating the modality of arbitrary normal mixtures is a very complex undertaking. Instead we will show that a curvature function which defines the modal features of a two-component normal mixture remains unchanged under certain transformations.
We will use these transformations to show that the topography of arbitrary D-dimensional normal will have at most D eigenvalues, we arrive at the theorem on the upper bound of the number of modes (Theorem 2).
Existence of D + 1 modes in D dimensions
We will now present the supporting arguments for the proof of Proof. See Section 3.4
Without loss of generality one can start the recursion with the following rescaled version of the "3 modes in 2 dimensions" example in Ray and Lindsay (2005) ,
Example 1. 3 modes in 2 dimensions
Using Lemma 1 repeatedly one can always construct D +1 modes in D dimensions, thus proving the tightness of the bound in Theorem 1.
Justification of main results
Now we will provide a detailed justification of the results in Section 2. Most of the results on the number of modes are based on the fundamental modality theorem by Ray and Lindsay (2005) as applied to a two component normal.
Topography of Normal Mixtures
In this section we state some important results from Ray and Lindsay (2005) 
and
As α varies from 0 to 1, the image of the function x * (α) defines a curve from µ 1 to µ 2 and the critical points of the D-dimensional mixture can be explored by evaluating the height of the density along the curve x * (α).
Based on this fundamental result they define a curvature function κ(α) as
the roots (zeroes) of which uniquely defines the number of modes of the mixture. In fact for a two component normal mixture the curvature function simplifies to
By the expression above, p(α) is a quadratic form and hence always positive. Thus zeroes of κ (α) are the same as the zeroes of (1 − αᾱp(α)), denoted by q(α) henceforth. Further exploring the properties of q(α), Ray and Lindsay (2005) show the following result:
Result 1. (Ray and Lindsay, 2005) If q(α) has n roots within the range α ∈ [0, 1], then the corresponding mixture will display n 2 + 1 modes.
Invariance of modality under scaling and rotation
As mentioned in section 2, studying the modality of arbitrary normal mixtures directly based on κ(α) is a complex task. So we will show that the curvature function which defines the modal features of a two-component normal mixture remains unchanged under certain transformations.
In particular we show that the topography of an arbitrary D-dimensional normal mixture can be examined by exploring the topography of a simplified class of normal mixtures given by the mixture of a spherical normal and a normal with a diagonal covariance matrix. The final results on the number of modes are based on studying this simplified class of mixtures.
Invariance of modality under scaling
The first theorem detailing the invariance of modality under scaling is given below.
Theorem 7. For an arbitrary mixture of two multivariate normals, the modality of
Proof. See Appendix. Note that the two components are interchangeable and the strategy is to scale the whole mixture by the covariance of the component whose mean is translated to the origin. Next we provide a result on the invariance of modality under rotation.
Invariance of modality under rotation
In this section we seek to provide a further simplification, which will allow us to find the number of modes of an arbitrary mixture by studying the modes of another mixture, one component of which is a standard normal and the other component is a normal with diagonal covariance matrix.
Before we state the result, recall that the maximum number of modes of a two-component normal is uniquely defined by the number of roots between 0 and 1 of q(α), and for any mixture q(α) is uniquely defined by p(α). So we will first provide a simplification of the expression for p(α) for mixtures of the form NM(0, I, µ 2 , Σ 2 ) D and then state the rotation invariance theorem.
Result 2. For a mixture of the form NM(0, I, µ 2 , Σ 2 ) D , the term p(α) in (3) can be expressed in terms of the eigenvalues and eigenvectors of Σ 2 in the following way: Proof. See Appendix.
We will now state the following property of the invariance of mixture modality under rotation.
Theorem 8. The modality of the mixture NM(0, I, µ 2 , Σ 2 ) D , is the same as that of the mix-
Proof. Using µ 0 and Λ in Result 2, it is easy to check that the p(α) of mixtures NM(0, I, µ 2 , Σ 2 ) D and NM(0, I, µ 0 , Λ) D are mathematically equivalent, and hence have the same number of roots, which implies that the two mixtures will have the same modality.
Finally we combine Theorem 7 and Theorem 8 to arrive at Theorem 4, which in turn is used to find the number of modes of any arbitrary normal mixture.
Number of modes of a two-component multivariate normal mixture
In this section we will first focus on exploring the modality of normal mixtures of the simplified form NM(0, I, µ, Λ) D . Recall that the number of modes can be directly enumerated using the number of solutions of q(α) = 1 − α(1 − α)p(α) = 0 within the range [0,1]. Using the simplified form of p(α) given in (4) for mixtures of the form NM(0, I, µ, Λ) D we can simplify q(α) as
where λ i 's are the diagonal elements of Λ and c i = λ i µ 2 i . To find the roots of q(α), we first state the following Lemma.
Lemma 2. The number of solutions of
where α ∈ [0, 1] is exactly equal to the number of non-negative solutions for the equation
Proof. Define α = 1 t + 1 , then t ∈ [0, ∞) corresponds to α ∈ [0, 1] and it is easy to check q(α) = q * (t).
This simple change of variables from α to t allows us to relate the number of modes to the positive solutions of q * (t) instead of the more difficult problem of finding solutions in the restricted interval [0, 1] for q(α). This simplification will enable us to find the upper bound of the number of modes and also allow us to recursively construct extra modes in extra dimensions.
Now we state the important result relating the number of non-negative solutions of q * (t) = 0, and hence the number of modes to the number of unique diagonal entries of Λ, which equals the number of distinct eigenvalues of Σ 2 .
Lemma 3. Consider mixtures of type
eigenvalues, then irrespective of the value of µ there are at most 2d non-negative solutions for the corresponding q * (t) = 0.
Proof. Let the d distinct eigenvalues of Σ 2 be λ 1 , · · · , λ d . Let us denote the upper bound of the number of real roots of q * (t) by O and the lower bound of its negative roots by N . We are interested in finding an upper bound for the non-negative roots, i.e O − N . We will calculate the two bounds in two separate steps. Within each step we will consider two separate cases: one where all the eigenvalues are distinct from 1 and the other where at least one of the d distinct eigenvalues is equal to 1.
• Step 1. To enumerate the upper bound of the number of real roots of the rational function q * (t), we transform it to a polynomial function, whose roots are easier to enumerate. 
Case 2: If λ i = 1 for any one i ∈ {1, · · · , d}, the resulting multiplier for converting q * (t) = 0 into a polynomial equation will be
, and the highest order of the polynomial
will now be 3d − 1 giving O = 3d − 1.
Hence, the equation q(t) = 0 has at most O solutions, where
• Step 2. To find the lower bound on the number of negative roots we first note the following
Thus the solutions to q * (t) = 0 are equal to the crossing of the two curves 1 t , and r(t) = Figure 1 for an illustration). Let us denote the right limit of a function f at point t, lim x→t + f (x) by f (x + ). Similarly we denote the left limit, lim x→t − f (x) by f (x − ). Notice that r(t) is a rational function and c i ≥ 0, λ i > 0. Thus for each i = 1, 2 . . . d Hence, the equation q(t) = 0 has at most N negative solutions, where
Combining the (5) and (6) we show that for both cases there can be at most (O − N ) = 2d non-negative solutions for the equation q * (t) = 0. By Theorem 7, the modality of the mixture NM(µ 1 , Σ 1 , µ 2 , Σ 2 ) D is the same as the mixture
2 ) D , where µ * 2 is a vector of dimension D. Now using Lemma 3 we know that the corresponding q * (t) and hence q(α) will have at most 2d roots. Finally, using Result 1 we can show that NM(µ 1 , Σ 1 , µ 2 , Σ 2 ) D has at most 
Construction of D + 2 modes in D + 1 dimensions
In this section we provide a series of iterative steps leading to the conclusion that it is always possible to find a mixture in D dimensions which will attain D + 1 modes.
Recall that Theorem 5 shows that in D dimensions, the equation q * (t) = 0 can have at most 2D non-negative solutions, which in turn implies that the corresponding mixture can achieve at most D + 1 modes. Therefore, to achieve one extra mode in D + 1 dimensions we just need to choose the parameters of the mixture such that the corresponding q * (t) = 0 achieves two extra non-negative solutions. The following Lemma provides the construction method to find the two extra solutions of q * (t) = 0 starting from any dimension D.
Lemma 4. Let {(c i , λ i ), i = 1, 2, . . . , D} be such that the equation
has 2D non-negative solutions. Then one can always find a pair of scalars (c D+1 , λ D+1 ) such that
Proof. Note that y(t, D) is the same as q * (t) = 0 for D dimensions.
Since y(t, D) = 0 has 2D non-negative solutions, and y(0, D) and y(∞, D) are both positive, y(t, D) changes sign 2D times in the positive axis of t. Let y(t, D) be positive at points t 0 , t 2 , · · · , t 2D = a, and negative at points t 1 , t 3 , · · · , t 2D−1 , such that 0 ≤ t 0 < t 1 < t 2 < · · · < t 2D−1 < t 2D = a.
First we choose y 0 > 0 such that y 0 (a + λ) 3 < y(t j , D)(t j + λ) 3 for j even, and for all eigenvalues λ > 0. It can be verified that such an y 0 always exists.
Then we choose t 2D+1 > a such that 1 t 2D+1 (t 2D+1 + 1) < y 0 8 , and then we choose λ D+1 >
< 2, which will ensure that
Now define c D+1 = y 0 (a + λ D+1 ) 3 .
With the chosen pair of (c D+1 , λ D+1 ) we have
< 0, for j odd.
i.e., Y (t) = y(t, D) − c D+1 (t + λ D+1 ) 3 has the same sign as y(t, d) at points t 0 , t 1 , · · · , t 2D , which means that Y (t) has 2D non-negative solutions which are all less than a = t 2D .
On the other hand, we have
where the last inequality holds because of the inequality (7) . Hence Y (t) will be negative at point 
with µ D+1 = λ D+1 /c i will have D + 2 modes. This construction method provides a direct proof for Theorem 3.
Application of results and special cases
In this section we will first demonstrate the applications of some of the results stated in the previous sections (2 and 3). Later in this section we will also show that many previous results on modality of multivariate normal mixtures can be expressed as special cases of our modality results.
Example: Invariance under scaling
First we apply the scale invariance result to an example in two dimensions with three modes. Note that under the transformation both components are scaled, and in this example the component centered at zero is scaled to have the identity covariance matrix and the covariance of the other component is scaled appropriately. This is easily visible from the contour plots in Figure 2 where the elongated elliptical component in the left panel with the origin as the center is transformed into a spherical component with the same center. Understandably, the change in means and covariances of the components have changed the location of the three modes, but as the theorem suggests, the number of modes are strictly preserved between the mixtures.
Contour plots as in Figure 2 are not available unless D = 2, so we provide an alternative graphical display showing the invariance of modes for cases where D > 2. We compare the ridgeline elevation of the two mixtures in Example 2. Recall that the ridgeline elevation for a two component mixture is simply the height of the mixture density along the ridgeline curve, but it carries the full modality information for mixtures in any dimension. Figure 3 displays the ridgeline elevation plot before and after the transformation. Again note that although the shape of elevation plots differ, the number of up-down oscillations of the curves in the left and right panel in Figure 3 are exactly the same. In both cases the ridgeline elevation plot confirms the presence of three modes. 
Example: Application of Rotation
Now we will apply the rotation described in Theorem 8 to the scaled version of Example 2 whose first component is a standard normal. Example 2 gives the numerical values of the parameters after scaling and Figure 4 shows the contour plots of the mixtures before and after rotation. 
The contour plot in Figure 4 (a) depicts the unrotated mixture NM(0, I, µ 2 , Σ 2 ), where as the Algebraically the rotation to achieve the diagonal covariance of the second component is equivalent to using the orthonormal matrix P , whose columns are the eigenvectors of covariance matrix Σ 2 , to rotate the random variable. In fact, in two dimensions it has a very simple interpretation.
We simply rotate the mixture contour around the origin (0, 0), such that the major axis of the ellipse from contour of the second component is parallel to the x-axis. This will automatically set the minor axis parallel to the y-axis resulting in a diagonal covariance matrix of the second component (see Figure 4) . Note that this rotation does not affect the covariance matrix of the first component as it remains an identity matrix.
Examples of four modes in three dimensions
Here we restate another pathological example from Ray and Lindsay (2005) in three dimensions where the upper bound of four modes is achieved.
Example 4. Consider the mixture with parameters
A straightforward calculation based on Theorem 7 shows that Σ * 2 has eigenvalues 0. 05, 1 and 20, i.e the next subsection, we will demonstrate how starting from the four modes in Example 4 in three dimensions, one can construct another two component mixture in four dimensions which will have the five modes.
Numerical example of obtaining four five modes
To prove the tightness of the upper bound of D + 1 modes in D dimensions we suggested a recursive method of constructing new modes in higher dimensions. In this section we apply the recursive method described in lemma 4 to construct a 4-dimensional example with 5 modes, starting from the 3-dimensional case in Example 4.
Example 5. We first apply theorem 3 to transform the 3-dimensional normal mixture given in (9) into the form NM(0, I, µ 2 , Λ) D=3 , where
. 05 Note that the corresponding q * (t) = y(t, 3) =
c i (t + λ i ) 3 has 6 positive solutions: 0. 00723058, 0.148304, 0.444807, 2.24817, 6.74291 and 138.301 , which by result 1 gives us four modes.
Our goal is to generate a new set of (λ 2 , λ 2 , λ 1 , λ 4 ) and (c 1 , c 2 , c 3 , c 4 ) which will have eight positive solutions to the corresponding q * (t) = 0, thereby providing an example of five modes in four dimensions. To obtain these set of parameters we will fix (λ 2 , λ 2 , λ 3 ) and (c 1 , c 2 , c 3 ) and apply the construction method described in the proof of lemma 4 to find λ 4 and c 4 . First, based on the values of the roots of y(t, 3) we choose 0 < t 0 = 0.005 < t 1 = 0.1 < t 2 = 0.3 < t 3 = 1 < t 4 = 3 < t 5 = 30 < t 6 = 200 = a such that y(t, 3) is positive at points t 0 , t 2 , t 4 , t 6 , and negative at points t 1 , t 3 , t 5 . Now we choose y 0 = 7 × 10 −10 , then y 0 (a + λ) 3 < y(t j )(t j + λ) 3 for all j even, and eigenvalues λ. Now take t 7 = 107000 > a = 200 such that 1 t 7 (t 7 + 1) < y 0 8 .
Let λ 4 = 120000, then 
The corresponding equation
has eight positive solutions as following: 0.148304, 0.444807, 2.24817, 6.74291, 138.304, 82616.8 and 799211. which implies the existence of five modes. Figure 5 shows the q * (t) for the four dimensional example along with the eight non-negative zero crossings. Among the eight crossings the two on the right are obtained using the construction method in Corollary 1. 
Special Cases
The result given in Theorem 1 is the most general modality theorem available for a twocomponent normal mixture. Many previous modality results can be stated as special cases of this generalized result. In the corollary which follows, we show that our modality result can be used to duplicate some of the univariate and multivariate results found in the literature. The study of the case when D = 1, i.e., the mixture of two univariate normals, can be traced back to the early 20th century. For example, Helguero (1904) discussed the equal variance case, and Robertson and Fryer (1969) discussed the unequal variance case, and they both showed that there exists at most 2 modes for the univariate normal mixture. Note that for both cases, the two variances are either equal or proportional to one another in one dimension, and our result also shows that at most two modes are achievable. Some results on the mixture of two higher-dimensional normals with equal or proportional variances have also been developed later. A recent result from Ray and Lindsay (2005) shows that for any dimension, a two-component normal mixture with proportional variances can have at most two modes. Our result confirms the result from Ray and Lindsay (2005) . In both case all the eigenvalues are same, thus they can have at most two modes.
Finally we discuss some of the examples stated in Ray and Lindsay (2005) . Both the two dimensional example with three modes and the three dimensional example in Example 4 with four modes were stated earlier as examples of the existence of more than two modes. But our results show that they actually achieve the upper bound possible within their respective dimensions. Moreover the construction method of the examples in Ray and Lindsay (2005) was not easily generalizable in higher dimensions, but our construction algorithm described in Lemma 4 provides an easy strategy for constructing such examples.
Conclusion and discussion
In this paper we have developed a powerful theory for understanding the topography of arbitrary multivariate normal mixtures. Although the results on the upper bound are mainly focused on two-component normal mixtures they show how widely the number of components and number of modes can differ in high dimensions. This difference is likely to get more extreme when one mixes more than two components or if the component densities are non-normal. Along with the upper bound, we have also proved that the number of modes for a two-component D-dimensional normal distribution mixture NM(µ 1 , Σ 1 , µ 2 , Σ 2 ) D is bounded above by the distinct eigenvalues of the ratio matrix Σ 2 Σ −1 1 , irrespective of the means. This result shows that if one is able limit the difference between the component variances, the number of modes cannot grossly exceed the number of components (two in this case) of the mixture.
We believe that there is a wide area of application where our results on new bounds and construction methods can be used for statistical purposes, although a detailed discussion of these is beyond of the scope of this article. Given an estimate of the parameters of a mixture, using our methods one can estimate the upper bound of the number of modes which would help in designing appropriate clustering methods. Using the results on normal mixtures, which give us a clear insight of the interplay of component means and variances in shaping the topography of mixtures, one might be able to generalize the modality results to more general classes of mixtures.
We also note that there are still several unanswered mathematical questions. For example, mixtures of t−distributions are often used as a robust alternative to mixtures of normals, but there are no available results on the number of modes of such mixtures. One should note that the contours of t− and normal distributions, which determine the number of modes display very similar topographical structures and so one may be able to extend the results on topography of normal mixtures for exploring the topography of t− mixtures. In fact using this intuition one can then easily generalize the results for any elliptical distribution.
Finally, our results on upper bounds are mainly derived for K = 2. A generalization to more than two components becomes challenging even when K = 3, resulting in a ridgeline manifold of two dimensions which may involve finding the roots of an equation of two variables. In future work, it would be useful to establish relationships between the modality structure of the pairs of densities in a mixture and the overall modality of the entire mixture of K > 2 components.
