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Abstract
The transition to turbulence of a laminar boundary layer can be affected by free-stream turbulence
(FST). High levels of FST can cause the exponentially growing Tollmien-Schlichting wave to
be replaced by algebraically growing streaks. Transient growth theory successfully identified
counter-rotating, streamwise-oriented vortices as optimal flow configuration for maximum streaks’
amplification.
The introduction of a wall film can significantly alter the amplification and evolution of
streaks, influencing the penetration of FST inside the boundary layers, and its effects on modal
and non-modal stability are yet to be addressed within the appropriate spatially-developing
framework.
In this work, the outcome of the introduction of a wall film on spatial transient amplification
is analysed. Under base flow parallelism, optimal disturbances are computed by solving an
optimal evolution problem. This study demonstrates that decreasing the viscosity of the film
has a direct impact on the efficacy of the vortex tilting mechanism, leading to transient growth
reduction.
The different spreading rates of the boundary layer edge and the interface height imply
that the effects of stratification vary in the streamwise direction. The assumption of base flow
parallelism is therefore relaxed and a framework for the determination of optimal disturbances
and spatial transient amplification in two-phase spreading boundary layers is presented, using
adjoint optimization techniques. It is shown that spreading effects can alter the prediction of
linear stability on streaks amplification.
Beyond the early linear stage, the amplitude of the instability waves and interface defor-
mation become appreciable and nonlinear effects cannot be neglected. As a result, an accurate
description of the evolution of disturbances in two-fluid boundary layers must account for non-
linear interactions and mean flow distortion. Direct Numerical Simulation (DNS) with interface
tracking is used to study the nonlinear evolution of the optimal disturbances in the two-fluid
flow.
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Chapter 1
Introduction
Boundary layer flows are observed in many areas of scientific and technical interest rang-
ing from automobile and aircraft aerodynamics to large-scale atmospheric flows. These
flows transition from a laminar to a turbulent state due to the presence of disturbances.
Transition to turbulence can be considered as a progression of events preceding the on-
set of turbulence. These involve generation of disturbances from surface roughness or
penetration of surrounding disturbances into the boundary layer and their linear and
non-linear amplification; this can trigger secondary effects, which might lead to the on-
set of turbulence. Transitional flows are observed over blades in turbines and can be
responsible for loss in efficiency (Hodson & Howell, 2005); this loss can be reduced by
controlling the transitional features of the flow (Zhang et al., 2006). A delay in transi-
tion is often sought in the aircraft industry as it reduces the drag force leading to better
fuel efficiency, longer range and superior speed (Reed et al., 1996; Gad-el Hak, 2000;
Kim & Bewley, 2007). Surface roughness, acoustic and vorticity perturbations are some
of the sources of disturbances that affect the transition process (Saric et al., 2002). In
particular, free-stream disturbances can trigger different transition scenarios, depending
on the initial amplitude. Under extremely low levels of free-stream turbulence (FST),
boundary layers may be subject to an exponentially-growing instability, the Tollmien-
Schlichting (TS) wave (Tollmien, 1929; Schlichting, 1933), which amplifies and undergoes
a secondary instability, followed by the breakdown of laminar flow into turbulent spots
(Saric et al., 2002). This path to transition has been referred to as the natural route.
An increased level of FST can, however, force transition of boundary layers from lam-
inar to turbulent regime on a timescale much shorter than those typical for TS waves.
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This process is known as bypass transition, a term emphasising that the growth of two-
dimensional waves and their subsequent secondary instability is bypassed. There is a
significant body of literature, in recent years, that explains the origin of bypass transi-
tion in boundary layers. Some decisive steps forward were the works by Butler & Farrell
(1992) on transient growth and amplification of streaks, by Jacobs & Durbin (1998) on
penetration of vortical modes in boundary layers and by Andersson et al. (2001) on
secondary instability and breakdown of boundary layer streaks.
Hence, the route to turbulence under bypass transition can be summarised into three
main steps:
i) receptivity and penetration of free-stream perturbations into the boundary layer;
ii) linear and subsequent nonlinear amplification of perturbation streaks;
iii) secondary instability and breakdown to turbulence.
This sequence of events can be modified or controlled by active or passive control
systems. In particular, the presence of wall films can impact the route to transition
of boundary layers. For instance, the aerodynamic performance of an aircraft wing
diminishes in the presence of de-icing agents during take-off (Yih, 1990; Ozgen et al.,
1998, 2002) and the instability of two-fluid flow affects the heat transfer rate in cooling
flows. Thin wall-film flows are also relevant to environmental applications. For example,
tropospheric winds create wind-driven surface currents that penetrate only a few hundred
meters into the water surface (Beres et al., 2002). In this work, the effect of a thin wall-
film sheared by an external stream with different viscosity on stage ii) is investigated.
The dynamics of two-fluid boundary layers is governed by the Navier-Stokes (NS)
equations. The motivation for this study is to model the early linear amplification mech-
anism in two-fluid parallel and spatially-evolving boundary layers within the scope of
linear stability theory, and to discuss non-linear effects at a later stage. Linear stability
analysis concerns the temporal or spatial response of a flow to an infinitesimal perturba-
tion of its basic state, which is a solution of the linearised Navier-Stokes equations. The
assumption of infinitesimal perturbations allows for a linearization of the NS equations,
leading to an equivalent set of equations that describe the evolution of perturbation’s
normal velocity and vorticity, named the Orr-Sommerfeld and Squire equations.
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The energy growth of infinitesimal disturbances can be exponentially growing or decay-
ing; before reaching its asymptotic state, the perturbation energy can exhibit a transient
state. Exponential or transient energy growth are key in the determination of how the
base flow reaches the transitional state. In particular, transient amplification can lead to
bypass transition scenario. The effects of the introduction of a thin wall-film on transient
growth are investigated in this work. The focus is on the characterisation of the spatial
amplification mechanism, as it is more suitable for the analysis of spatially-developing
flows.
1.1 Modal stability
Two-fluid sheared flows have practical applications in lubrication and coating processes,
cooling systems and environmental flow modelling, ranging from low to high Reynolds
numbers. The asymptotic stability of such generic configuration has attracted the inter-
est of many researchers, who investigated the eigenvalue spectrum of the Orr-Sommerfeld
and Squire equations. In the case of unbounded flows, these exhibit a discrete and a
continuous set of modes (Grosch & Salwen, 1978).
1.1.1 Discrete modes
The study of the discrete spectrum in single-fluid boundary layers is historically well-
established and concerns the unstable modes in the eigenvalue spectrum of the Orr-
Sommerfeld equation. The minimum Reynolds number at which an exponentially un-
stable mode is found is defined as the critical Reynolds number, beyond which the flow
is unstable to infinitesimal perturbations. For example, the natural transition process in
a Blasius boundary layer is governed by the growth of the TS wave. The introduction of
a wall film alters the stability of the boundary layer by introducing additional unstable
modes, due to the presence of an interface.
Two-fluid stability was first addressed by the pioneering work of Miles (1960), Miles
(1962a,b), Yih (1967), Phillips (1957) and Benjamin (1959), who studied the stability of a
liquid film sheared by a turbulent boundary layer and pointed out that the introduction of
a wall-film of different viscosity can significantly alter the stability of the boundary layer.
In fact, theoretical investigations by Hooper & Boyd (1987), Yih (1990), Boomkamp
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et al. (1997), Ozgen et al. (1998) and Miesen & Boersma (1995) reveal the presence of
additional instabilities due to the film and the interface, different from the TS waves.
Yih (1967) investigated the presence of a long-wavelength interfacial instability.
The instability, named “soft mode” is generated by viscosity jump across the interface in
two-fluid flows. In the long wavelength limit, the author derived an asymptotic solution
to the Orr-Sommerfeld equation for two-layer Couette and Poiseuille flows. He also
demonstrated that the instability growth rate depends on the viscosity ratio, density
ratio and depth ratio of the two layers and that it can exist at any Reynolds number.
Renardy (1987) demonstrated that the soft mode is stable when the lower layer is thinner
and less viscous than the upper layer.
Hooper & Boyd (1983) investigated short wavelength instability of two-layer flows
by considering unbounded Couette flow. They concluded that such flows are always
unstable with respect to short wavelength perturbations, although surface tension was
found to have a stabilising effect. Hinch (1984) proposed an explanation of the physical
mechanism driving the short wavelength instability. This is given by phase differences
between vorticity fluctuations in the top and bottom fluid, thereby causing amplification
of the disturbance at the interface. Considering realistic values of surface tension, Hinch
concluded that the short wavelength instability is unlikely to be observed in experiments.
At high Reynolds numbers, when the kinematic viscosity of the lower bounded fluid
is less than that of the upper fluid, another kind of instability arises (Hooper & Boyd,
1987). This instability, named High Reynolds number instability, is different from the
TS wave and it derives its energy largely from the Reynolds stress in the lower fluid; its
wavelength is of the order of the film thickness and it is not affected by surface tension.
1.1.2 Continuous modes and their role in bypass transition
All the exponential instabilities belong to the discrete part of the eigenvalue spectrum.
While the effects of discrete instabilities on transition have been clear since the origin
of linear stability theory, the role of the continuous part of the spectrum arising from
the stability analysis of a parallel boundary layer flow was not fully understood until
recent years. Despite being asymptotically stable, continuous modes play a crucial role
in the transition process. Since the majority of the literature on continuous modes is for
single-fluid boundary layers, this review is centred on the single-fluid problem.
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Unlike the eigenfunctions of the discrete modes, the continuous modes are oscillatory
in the free stream and decay inside the boundary layer. Salwen & Grosch showed that
the discrete and continuous parts of the eigenvalue spectrum of the Orr-Sommerfeld
equation form a complete basis (Salwen & Grosch, 1981). Therefore, their superposition
can represent any arbitrary disturbance. In particular, due to their oscillatory structure
in the free-stream and decaying behaviour inside the boundary layer, continuous modes
have been used to model FST and they represent a connection between free stream
vortical disturbances and the boundary layer (Zaki & Durbin, 2005, 2006).
The penetration of free-stream disturbances inside the boundary layer is particu-
larly relevant to bypass transition. The ability of free-stream disturbances to penetrate
boundary layers is limited by the mean shear. In the inviscid limit, the boundary layer is
completely isolated from free-stream disturbances; this phenomenon is known as shear-
sheltering. At finite Reynolds numbers, the effect of sheltering is weaker, allowing some
external disturbances to penetrate the shear. Shear-sheltering of the continuous Orr-
Sommerfeld modes for a piecewise linear and infinitely-deep-single fluid boundary layer
was studied by Jacobs & Durbin (1998), who showed that penetration is inversely pro-
portional to the Reynolds number, Re, and the disturbance frequency, ω.
Due to the inviscid nature of the shear-sheltering phenomenon, the presence of a thin
wall-film of lower viscosity should promote the ability to filter high-frequency vortical
perturbations and therefore enhance the boundary layer stability. Penetration in single-
and two-fluid boundary layers has been addressed by Zaki & Saha (2009). They carried
out an extensive study on penetration of free-stream modes in single- and two-fluid
boundary layers using an asymptotic solution of the Orr-Sommerfeld equation. In single-
fluid boundary layers, they identified three asymptotic regimes, which are determined
by the ratio of the diffusive to the convective terms in the the vorticity equation. In the
shear-sheltering regime, the oscillatory free-stream disturbances decay exponentially at
the edge of the boundary layer. In the viscous regime, continuous modes penetrate the
boundary layer. In the intermediate regime, a composition of the previous two behaviours
can be found. Saha (2011) proposed a physical interpretation of modal penetration by
considering the relative motion of a free-stream vortical mode and a point P within
the shear (figure 1.1). The vortical mode at the edge of the boundary layer convects
downstream at speed c = U∞, and point P has velocity U(p) = U∞+ τY . The influence
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Figure 1.1: Schematic of modal penetration for low- and high-frequency free-stream vor-
tical perturbations (Reproduction of figure 3.10 of Saha (2011)).
of the free-stream disturbance reaches P by wall-normal diffusion only. Within the
diffusion time-scale, Td ≡ 1/k
2
yν, the free-stream boundary condition which affects P
varies due to the relative motion of the wave and the shear flow. As a result, point P is
exposed to a number s of wavelengths of the free-stream disturbance, where s is given
by,
s =
(c− U (p))Td
1/kx
=
kxτ |Y |
k2yν
.
Note that s is the ratio of relative streamwise convection and wall-normal diffusion time-
scales.
For low-kx, or streamwise elongated waves, s → 0 and the perturbation at the edge of
the boundary layer appears seemingly steady relative to point P , over the diffusion time
scale Td. As a result, a free-stream vortical mode diffuses effectively into the boundary
layer shear in this limit. On the other hand, for short waves, s tends to ∞ and the edge
condition appears to be changing very rapidly with respect to point P . The net effect
over the time scale Td is a near-zero edge condition relative to point P . As a result, the
penetration of high-kx vortical modes is limited. The filtering effect of high-frequencies
is enhanced by the shear, s ∝ kxτY , and hence the terminology “shear-sheltering”.
The precise mechanism is due to the difference in convective speeds between the free-
stream perturbation and the flow inside the boundary layer. Therefore, shear-sheltering
is cumulative, and s increases with depth. When the convection and diffusion terms are
approximately equal, s ∼ O(1), and the perturbation is able to partially penetrate the
boundary layer, but decays due to the cumulative influence of the shear. Therefore, the
vorticity eigenfunctions in this regime are oscillatory near the edge of the boundary layer
and exponentially decaying in the near-wall region.
In two-fluid boundary layers, the penetration of vortical modes into the lower fluid
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was shown to depend on the viscosity ratio. In particular, Saha (2011) showed that the
normal wave number of eigenfunctions in the bottom layer is:
κd =
√
νT
νB
(k2x + k
2
y + k
2
z)− (k
2
x + k
2
z), (1.1)
hence the eigensolution in the bottom layer change from oscillatory to exponential be-
haviout at a critical viscosity ratio (νB/νT )c = (k
2
x + k
2
y + k
2
z)/(k
2
x + k
2
z). For a viscosity
ratio νB/νT lower than the critical value, an oscillatory solution is obtained; for νB/νT
greater than the critical ratio, the solution is exponential. The change in the wall-normal
wavenumber is significant in correctly explaining penetration of vortical disturbances in
two-fluid boundary layer. In the single fluid problem, it was shown that modal pene-
tration into the shear is proportional to k2yν/kxτδ, where k
2
y is a parameter, and low
viscosity implies weak penetration, while higher viscosity enhances penetration. This
dependence is not, however, preserved in the two-fluid problem. Instead, the expression
for penetration must be updated to account for the modified wave-number, κ2dνB/kxτδ.
A reduction of νB, alone, would reduce penetration. However, the associated increase
in κd causes a net increase in penetration at lower νB. Conversely, an increase in νB
and the associated reduction in κd cause an overall reduction in penetration, opposite
to the prediction for a single-fluid shear flow. In fact, the decay rate of the continuous
modes is imposed by the free-stream viscosity. Due to the different viscosity in the lower
fluid, a modified wavenumber in the bottom fluid ensures that the decay rate matches
the one imposed by the free-stream. Therefore, lower viscosity films cause the modi-
fied wavenumber to increase, leading to deeper penetration, in contrast with the shear
sheltering phenomenon in single-fluid boundary layers. Zaki & Saha also showed that
penetration does not decrease monotonically as the film viscosity is reduced (figure 1.2).
In fact, some ranges of viscosity and film thickness can enhance penetration of vortical
modes into the boundary layer, contradicting the idea that a lower viscosity film would
promote shear sheltering and hence enhance the stability of boundary layers.
The existence of a receptivity mechanism for free-stream vortical disturbances was
suggested by the works of Klebanoff (1971), Westin et al. (1994), Matsubara & Alfredsson
(2001) and the experiments of Kendall (1991), who showed that an increase in the FST
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Figure 1.2: Variation of penetration depth d with viscosity ratio where kxReT =
1
100 , ky =
π
4 , kz = π, ◦ δB = 0.3, △ δB = 0.2, (reproduction of figure 3.21 of
Saha (2011))
intensity would cause the growth of Klebanoff modes instead of discrete modes. Mecha-
nisms for penetration of disturbances inside single-fluid boundary layers and their subse-
quent amplification were studied by Jacobs & Durbin, who performed numerical simula-
tion of transition under the influence of free-stream turbulence in single-fluid boundary
layers. There are two receptivity mechanism: a linear mechanism, which is more effective
for low-frequency disturbances (Brandt et al., 2004), and a non-linear mechanism which
is effective in generating streaks for high-frequency perturbations (Berlin & Henningson,
1999). Jacobs & Durbin (2001) simulated the transition process under moderate levels
of free-stream turbulence without a leading edge. They considered a turbulent inflow
generated by the superposition of continuous Orr-Sommerfeld modes. Zaki & Durbin
(2005, 2006) investigated the relation between continuous modes of the Orr-Sommerfeld
spectrum and the generation of streaks, showing the existence of a coupling coefficient
that measures the tendency of a vortical mode to generate streaks. They considered the
interaction of pairs of continuous modes and demonstrated, via Direct Numerical Sim-
ulations, that different frequency components of the continuous spectrum play different
roles in bypass transition. In particular, low-frequency modes can penetrate the shear
and promote the formation of streaks, while the high-frequency modes trigger secondary
instability, which may lead to breakdown. At this point, it is important to remark that
continuous modes of the Orr-Sommerfeld equation establish a link between free-stream
vortical disturbances and inception of perturbations inside the boundary layer; thus,
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although decaying, they play an important role in transition.
The studies on continuous mode penetration in single- and two-fluid boundary lay-
ers showed that low-frequency disturbances more effectively trigger Klebanoff streaks.
However, modal penetration itself does not explain the process of streak generation and
subsequent amplification under the effects of FST. The fact that superposition of con-
tinuous modes can actually lead to amplification was pointed out by Trefethen et al.
(1993). They showed that continuous modes of the Orr-Sommerfeld and Squire spec-
trum, although stable, can lead to significant level of energy amplification. They also
suggested that considerable disturbance amplification would lead to a regime where non-
linearity is no longer negligible. To predict such behaviour, a transient (as opposed to
asymptotic) stability analysis, referred to as transient growth, is essential (Schmid, 2007)
.
1.2 Transient amplification
Disturbances that have penetrated the boundary layer can be subject to amplification
and evolve into streaks, which are three-dimensional structures. The origin of streaks at
subcritical Reynolds number could not be attributed to the two-dimensional TS waves
(Gaster, 1975). In fact, discrete instabilities are eigenmodes of the boundary layer,
thefore they represent the asymptotic solution of the stability problem, after any tran-
sient has faded out. However, streaks which can be observed at subcritical Reynolds
numbers cannot be generated by two-dimensional discrete instabilities. In addition, two-
dimentional instabilities have a well defined streamwise extent, which does not relate
to the presence of streamwise-independet streaks at subcritical Reynold number. The
study of the initial value problem originally addressed the need to model the temporal or
spatial evolution of disturbances from an initial condition to address the transient stabil-
ity problem and fostered the development of transient growth theory over the last three
decades. To this extent, the initial investigations intended to prove that amplification of
disturbances different from TS waves was possible.
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1.2.1 Single-fluid flows
The works of Ellingsen & Palm (1975), Landhal (1980), Gustavsson & Hultgren (1980),
Benney & Gustavsson (1981), Gustavsson (1981), Hultgren & Gustavsson (1981) specif-
ically showed that three-dimensional perturbations could amplify linearly with time in
various shear flows. Ellingsen & Palm (1975) proved the existence of an inviscid algebraic
instability, that could arise even without an inflectional mean velocity profile and was
generated by a three-dimensional disturbances. The term “algebraic” was due to the
fact that the streamwise velocity amplified linearly in time, unlike instabilities triggered
by discrete modes, which developed exponentially. Landhal (1980) examined localized
disturbances and concluded that the disturbance kinetic energy could grow indefinitely
due to the inviscid lift-up mechanism. However, these studies were limited to inviscid
disturbances. Gustavsson & Hultgren (1980) were the first to perform a viscous analysis
of nearly streamwise independent disturbances. They showed that the growth of kinetic
energy on short time-scale is damped by viscous dissipation, which dominates at long
time. In the limit of streamwise independent perturbations, discrete modes are absent
from the eigenvalue spectrum of the Orr-Sommerfeld and Squire equations. Thus, per-
turbations comprising of continuous modes only were proved to cause short time-scale
growth, highlighting the importance of modal penetration. The inviscid phenomenon of
algebraic instability together with viscous damping constitute what is known as tran-
sient growth. Due to the action of these two competing mechanisms, amplification curve
versus time (or space) are characterised by a single peak, given by the combination of al-
gebraic instability and viscous decay. Benney & Gustavsson (1981), Gustavsson (1981),
Hultgren & Gustavsson (1981) investigated the initial value problem in bounded flows
and indicated a resonance mechanism as possible explanation for transient growth. In
fact, the initial value problem could be viewed as a forced response of normal vorticity
to normal velocity component of the perturbation. Therefore resonance between the dis-
crete Orr-Sommerfeld and Squire eigenvalue spectra results in short-time growth; after a
certain time, the algebraic instability mechanism is overcome by viscous dissipation and
the stability problem is dominated by its leading eigenmode.
The focus of researchers moved to the determination of the initial condition lead-
ing to maximum amplification. An innovative framework on optimal initial conditions
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maximising the growth of the kinetic energy of the perturbation was provided by But-
ler & Farrell (1992). They optimised the perturbation energy over all possible initial
conditions and computed the maximum possible energy amplification at any instant of
time compared to the initial state. Therefore, the computation of optimal disturbances
can predict the perturbations that are most likely to occur in flows exposed to random
external fluctuations. The same approach was adopted by Henningson & Reddy (1994),
who computed the maximum transient amplification of perturbation energy achievable,
optimised over all initial conditions. In particular, they expanded the energy norm
for a single-fluid system as a convergent series in terms of the eigenfunctions of the
Orr-Sommerfeld and Squire equations, providing an efficient method for computation of
optimal disturbances.
Transient growth computation have been generally successful in reproducing experi-
ments. In particular, Andersson et al. (1999) and Luchini (2000) provided calculations of
streamwise velocity components of the downstream response of an optimal disturbance
in good agreement with the experimental results by Westin et al. (1994). Luchini (2000)
also proposed a theoretical analysis that predicts the spanwise lengthscale observed in
experiments.
The optimal disturbance in a boundary layer is comprised of counter-rotating streamwise-
oriented vortices and causes strong streamwise velocity fluctuations, which are elongated
in the streamwise direction. These structures, their spanwise spacing and the down-
stream development of their maximum streamwise velocity response, predicted by tran-
sient growth theory, are in agreement with the experimental observations of Klebanoff
(1971), Kendall (1991), Westin et al. (1994) and Matsubara & Alfredsson (2001), who
observed streamwise extended formations in their works.
From a mathematical point of view, the energy growth is the result of the non-
normality of the linearized Navier-Stokes equations (Schmid & Henningson, 2001). In
general, the dynamics of a non-normal system is governed by its entire spectrum of
eigenmodes, not just by the leading one. Therefore, although individual eigenmodes may
decay, their superposition can lead to algebraic growth on short time scales (Schmid,
2007). For instance, consider two vectors φ1 and φ2 at time t0 and t1, t1 > t0 with
different decay rates and a measure E at a given time t, E(φ1, φ2)(t) = φ1(t) + φ2(t);
although φ1 and φ2 are decaying in time, their measure can grow: E(t1) > E(t0). A
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Figure 1.3: Schematic of transient growth due to non-orthogonal superposition of two
vectors
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sketch of this phenomenon is found in figure 1.3.
The studies on transient growth in single-fluid flows lead to similar investigations in
two-fluid flows.
1.2.2 Two-fluid flows
Optimal disturbances in two-fluid shear flows have also been investigated. South &
Hooper (1999), Malik & Hooper (2005), Malik & Hooper (2007), Yecko & Zaleski (2005b),
and Yecko (2008) computed transient growth in Poiseuille and channel flows and two-
fluid mixing layers, and reported streamwise oriented vortices in both fluids as initial
conditions maximising an energy functional that accounts also for the presence of the
interface. For instance, South & Hooper (1999) proposed a norm for two-fluid Poiseuille
that includes the variation in viscosity between fluids; Yecko & Zaleski (2005b) instead
formulated a norm that accounts for surface deflection in two-fluid mixing layers through
the introduction of surface tension. The introduction of a term depending on the inter-
face displacement addressed the limitations of the kinetic energy norm, where an un-
bounded interface displacement is possible. Amplification curves in two-fluid flows are
characterised by the presence of multiple energy peaks that cannot be related to the
combined action of algebraic instability and viscous dissipation only. An insight into
multiple-peaks transient growth envelopes features in two-fluid parallel boundary layer
can be found in Saha (2011). He investigated transient growth in two-fluid parallel tem-
poral boundary layers and showed the presence of an additional instability mechanism
associated with the interface, which affects the transient amplification curves and leads
to multiple peaks. Saha also investigated transient growth reduction upon lowering the
viscosity of the bottom fluid. He determined an optimal viscosity ratio and film thickness
that result in maximum transient growth reduction.
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1.2.3 The spatial approach
The majority of the aforementioned theoretical results were obtained within the frame-
work of temporal theory, both for single- and two-fluid flows, while spatial amplification
is observed in experiments. The problems of temporal and spatial maximum amplifi-
cation are in fact different. The temporal analysis can be regarded as an optimization
of initial disturbances at time t = t0 to reach maximum amplification at later time t,
whereas an initial value problem for spatial disturbances of prescribed frequency ω can
be ill-posed. This is the case of absolutely unstable flows and it represents a main lim-
itation in applying the same optimization procedures used in the temporal case for the
spatial equivalent. In single-fluid flows, Schmid et al. (1994) carried out the first anal-
ysis on spatial transient growth. To overcome the ill-posedness, Luchini (1996, 2000)
and Andersson et al. (1999) considered spatial non-modal growth in boundary layers
within the scope of linearized boundary layer equations. A suitable method for analysis
of spatial optimal disturbances in boundary layer flows within the scope of the linearized
Navier-Stokes equations has been proposed by Tumin & Reshotko (2001). They showed
that the flow-field downstream from a convectively-unstable disturbance source can be
represented as an expansion in eigenfunctions of the downstream propagating branches
of the continuous and discrete spectrum of the linearized Navier-Stokes equations plus
any TS waves (if present). By selecting downstream modes, an optimal growth analysis
based on the optimization of an initial value problem can be performed.
At time of writing, the author is not aware of a complete spatial framework for
optimal disturbances in two-fluid flows. This will be object of discussion in this work.
1.3 The non-linear stage
Transition is a non-linear problem, but transient growth theory suggests a link between
this phenomenon and the non-normality of the evolution operator arising from the lin-
earization of Navier-Stokes equations (Schmid & Henningson, 2001). This is due to the
fact that non-normality implies the potential for transient growth, which could trigger
non-linearities that would prevent eventual viscous decay. Moreover, the redistribu-
tion of streamwise momentum by motion normal to the shear has been related to the
three-dimensional character of transition (Henningson & Reddy, 1994). However, these
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evidence do not provide a holistic explanation of the transition mechanism. To this
end, efforts to identify the missing link between transient growth and transition can be
found in literature. For example, Benney & Gustavsson (1981) investigated the class
of non-linear interactions that could be triggered by transient growth; in single-phase
boundary layers, Andersson et al. (2001) investigated the nonlinear evolution of optimal
disturbances computed via the linear approach previously described, with the aim of
developing a tool for prediction of transition. Schematically, transition and breakdown
in boundary layers start with the formation of longitudinal streaks from streamwise
vortices through the lift-up mechanism. These streaks grow and undergo secondary in-
stabilities and eventually breakdown in turbulent spots. The importance of non-linearity
in spatially developing two-fluid flows has already been pointed out by Cheung & Zaki
(2010) in describing the evolution of disturbances beyond the early linear stage. They
demonstrated that nonparallelism and nonlinear interactions can alter the prediction
of locally-parallel, linear stability analyses and lead to the generation of smaller scale
features in the flow.
Some effort has been placed in finding optimal disturbances that incorporate non-
linear dynamics. Zuccher et al. (2005) studied three-dimensional algebraic instability in
a Blasius boundary layer in the nonlinear regime, showing that inlet streamwise vortices
yield to largest transient growth, as in the linear case. However, Pringle & Kerswell
(2010) focused on nonlinear disturbances in pipe flow and reached the conclusion that
including nonlinearities in the optimal problem substantially changes the prediction from
linear stability. Non-linear optimization of disturbances was found to be both computa-
tionally expensive and time consuming. Monokrousos (2011) presented some techniques
to determine nonlinear optimal disturbances using DNS, via the adjoint looping method.
Referring to the work of Zuccher et al. (2005), in the present work linear optimal
disturbance are computed and the effects of non-linearity are addressed at a later stage.
In particular, linear and non-linear evolution of optimal disturbances are computed via
DNS, in order to quantify the impact of nonlinearity on the linear amplification mecha-
nism.
Chapter 1. Introduction 39
1.4 Problem definition
In the previous four sections, the reader has been provided with a brief overview of the
instability mechanisms present in single- and two-fluid boundary layers. The role of con-
tinuous modes in the transition process was also discussed and particular importance was
given to the fact that their penetration inside the boundary layer can trigger the algebraic
instability. The algebraic instability generates Klebanoff modes from streamwise inde-
pendent perturbations. Finally, the concept of optimal disturbances, their importance
in transition and the implications of nonlinearities were introduced.
Boundary layer stability is an elaborate phenomenon, which is complicated further
when a film of different viscosity is introduced at the wall. The presence of a wall-film
of different viscosity alters the mean-flow profile and the introduction of an interface
represents an additional source of disturbances. The objective of this work is to investi-
gate the amplification mechanism within the spatial framework, which is the appropriate
approach in the case of spatially developing flows, such as boundary layers. In partic-
ular, the effects of viscosity stratification and wall-film thickness on amplification are
addressed. Moreover, only a few theoretical results on transient growth considered non-
parallel effects of the mean flow (Luchini, 1996; Andersson et al., 1999; Luchini, 2000).
In this thesis, non-parallelism is included in the transient growth formulation and its
effect on the amplification mechanism within the two-fluid setup is investigated.
Since the mathematical formulation of the optimal problem is based on linear theory,
non-linear effects such as mean-flow distortion and modal interactions are not taken into
account in the linear model presented. However, to show the non-linear evolution of
spreading optimal disturbances in two-fluid boundary layers, direct numerical simulation
(DNS) is used to correctly represent the linear and nonlinear growth of streaks.
The results presented in this work were computed at the subcritical Reynolds number
Re = 800; this choice allowed the Author to relate the current investigation to the
previous temporal work by Saha (2011) and to show streaks formation in DNS on a
reasonable computation domain.
This thesis is organised into five chapters. In this chapter, the study of linear stabil-
ity theory was motivated. Subsequently, the relevant literature on modal and non-modal
stability in single- and two-fluid flows was reviewed. Chapter 2 deals with the spatial
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transient growth of disturbances in two-fluid parallel boundary layers. At first, the equa-
tions governing the base flow and the effects of viscosity stratification on mean quantities
are examined. Thereafter linear perturbation equations leading to the Orr-Sommerfeld
and Squire spatial eigenvalue problem for two-fluid boundary layers are formulated. The
eigenvalue spectrum and the complexity of the spatial initial value problem are explained.
The optimization problem leading to the determination of optimal disturbances is formu-
lated; details of the numerical solution are given and effects of viscosity stratification and
film thickness are quantified. An optimal choice of parameters leading to the greatest
reduction of transient growth is found.
In Chapter 3, the assumption of mean-flow parallelism is relaxed and a complete
framework for the determination of spatially developing optimal disturbances is given.
At first, the base flow dynamics are analysed; then linear perturbation equations under
the boundary layer approximation are derived. The optimal growth problem in the case
of spatially-dependent mean flow is formulated. The formulation makes use of the two-
fluid adjoint perturbation equations, which are derived in Appendix A. Details of the
numerical methods used are given. After the mathematical formulation is set, the effects
of mean-flow spreading on the optimal set of parameters arising from the earlier parallel
analyses are quantified. A new, spreading, optimal disturbance is computed and used
as inlet perturbation for the non-linear calculations, described in Chapter 4. Non-linear
evolution of the spatial optimal disturbance is analysed in Chapter 4.
The last chapter summarises the work presented and highlights the key results.
Implications of current findings are made and a line of future work is drawn.
Appendices are very important to this work. In particular, Appendix A contains
the complete and detailed derivation of the two-fluid adjoint perturbation equations for
spreading disturbances. This formulation is core to the mathematical foundation of this
thesis. It would deserve an entire chapter for its importance; there is not any work in
literature, at time of writing, on adjoint equations for two-fluid flows.
Additional information and discussion on the validation of the results presented are
in Appendix B. Appendix C is dedicated to spectral method used for the discretization
of the governing equations. In particular, details of the non-linear mapping of Cheby-
shev polynomials are given. At last, a brief discussion on the energy norm adopted in
the present work and its convergence is reported in Appendix D. Appendix E contains
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additional derivation that might be useful to future students but are not core to this
work.
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Chapter 2
Non-modal stability: parallel base flow
2.1 Introduction
Free-stream perturbations can force transition of boundary layers on timescales much
shorter than those typical for Tollmien-Schlichting (TS) waves, which lead to natural
transition in Blasius boundary layers (Schubauer & Skramstad, 1941). When the growth
of two-dimensional waves and their subsequent instability are bypassed, the transition
process is named bypass transition. The penetration of normal velocity perturbations
into the boundary layer can generate normal vorticity perturbations by a vortex-tilting
mechanism (Trefethen et al., 1993; Zaki & Durbin, 2005, 2006), which tilts vortex lines
to generate vorticity (Panton, 1996). This results in the growth of streamwise veloc-
ity perturbations similar to the streaks observed in boundary layer transition (Zaki &
Durbin, 2005).
Although the problem of transient evolution of linear perturbation in boundary layers
suggests a spatial investigation (Andersson et al., 1999; Zaki & Durbin, 2005; Brandt &
Henningson, 2002), many researchers (Ellingsen & Palm, 1975; Landhal, 1980; Hultgren
& Gustavsson, 1981; Salwen & Grosch, 1981; Butler & Farrell, 1992; S. C. Reddy & Hen-
ningson, 1993; Trefethen et al., 1993; Schmid & Henningson, 2001; Schmid, 2007) have
focused on its temporal formulation, due to its reduced complexity and computational
cost. The work of Lasseigne et al. (1999) clearly established a connection between tem-
poral and spatial evolution in the transient period. They investigated the temporal and
spatial evolution of disturbances within a boundary layer by examining a series of initial
value problems. A strong correlation between temporal and spatial results was found,
suggesting that temporal and spatial analyses are, in some sense, equivalent. However,
43
44
they did not provide any theoretical explanation supporting this correlation; Tumin &
Reshotko (2001) showed differences between temporal and spatial analyses. Therefore,
the present work focuses on the spatial formulation for transient amplification in two-fluid
shear flows, which requires the solution of a fourth-order non-linear eigenvalue problem
and an initial boundary value problem.
The aim of this chapter is to:
(a) formulate the spatial stability problem in two-fluid boundary layers, under the as-
sumption of parallel base flow;
(b) compute the spatial transient amplification;
(c) and to study the effect of a wall-film on transient evolution.
This chapter is arranged into 6 sections. The following section discusses the geometry
and the two-fluid setup; §2.3 addresses the mean flow equations and the effect of viscosity
stratification on the mean velocity profile. Section §2.4 gives the details of the governing
equations and boundary conditions under the assumption of parallel base flow, along with
the numerical procedure for the determination of the discrete and continuous spectrum.
After a brief discussion of the challenges of a correct formulation of the initial value
problem for spatial disturbances, the optimal disturbance problem is introduced and
discussed in §2.5. Results of single- and two-fluid boundary layers are presented and an
optimal choice of film-thickness and viscosity ratio providing maximum transient growth
reduction are found. Conclusions and a summary of the key results of the chapter are
in §2.6.
2.2 Two-fluid boundary layer flow
Consider the semi-infinite domain Ω¯ = Ω× [t0, tf ]; the space Ω is divided into two sub-
spaces ΩT and ΩB separated by an interface Γ , such that ΩT ∪ΩB = Ω and ΩT ∩ΩB = Γ .
The space Ω is a three-dimensional space Ω = Ωx×Ωy×Ωz = [x0, xf ]×Ωy×(−∞, +∞).
Consider an unsteady, incompressible two-fluid flow in Ω¯; the direction of the flow is de-
noted by x ∈ Ωx, y ∈ Ωy is the normal direction, and z ∈ Ωz denotes the spanwise
direction. The flow comprises two fluids which belong to the subspaces ΩT and ΩB and
uniquely identified by their physical properties density ρj and viscosity µj, where the
subscript j = {T,B} denotes the two subspaces. Note the two fluids are separated by the
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interface Γ , which might in fact not have an explicit representation in the coordinates
(x, y, z). However, in the case that Γ does not undergo topology changes and in the appli-
cations considered in this work, the interface set can be written as a function in Ω¯. There-
fore, consider the normal direction Ωy as Ωy = {[0,F ]∪ [F ,+∞)}, where F = F(x, z, t),
t ∈ [t0, tf ]. For each t ∈ [t0, tf ], the representation of the interface Γ is d = d(x, z), such
that y > d identifies the top fluid and y < d the bottom fluid. Top and bottom space
are thus ΩT = [x0, xf ]× [d,+∞)× (−∞, +∞) and ΩB = [x0, xf ]× [0, d]× (−∞, +∞),
respectively.
The evolution in time and space of the velocity vector field U of the unsteady,
incompressible two-fluid flow in Ω¯ is governed by the Navier-Stokes (NS) equations along
with the continuity condition:
∂tUj + (Uj · ∇)Uj = −
∇Pj
ρj
+ νj∆Uj (2.1)
∇ · Uj = 0 (2.2)
where P is the pressure field. The two fluids are separated by the interface, F , so that
∀y ≥ F : j = T and ∀y ≤ F : j = B.
Incompressibility condition imposes interfacial conditions on the velocity vector, U , and
the stress tensor, τ to be satisfied on F :
[[U · nˆ]] = 0; [[U · tˆ]] = 0; [[τ · nˆ]] = [[P]]nˆ − σκnˆ; [[τ · tˆ]] = 0. (2.3)
where nˆ and tˆ denote the unit normal and tangent vector to the interface, F , the cur-
vature of which is denoted by κ; the surface tension is σ.
The objective of stability theory is to determine the evolution of an infinitesimal dis-
turbance u to the underlying mean flow U, which is a solution of (2.1)-(2.2). The
disturbance equations are derived considering the decomposition
Uj = Uj + ǫuˆj (2.4)
Pj = Pj + ǫpˆj (2.5)
of equations (2.1)-(2.2). The mean pressure, P , is perturbed by the pressure disturbance
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pˆ.
When no topological changes take place, the interface displacement, F = F(x, z, t) =
f + fˆ , follows the kinematic condition:
[(
∂
∂t
+ Uj · ∇
)
F
]
· nˆ = Uj · nˆ. (2.6)
2.3 The parallel base flow
Far from the leading edge, the boundary layer flow can be considered parallel. Hence,
consider a parallel two-fluid boundary layer flow of the form U = [Uj(y), 0, 0] in a
semi-infinite domain Ω.
A representation of the base flow is shown in figure 2.1. We define r and m to be
the ratios of densities and viscosities, respectively, i.e. r =
ρj
ρT
and m =
µj
µT
for j = T,B;
the kinematic viscosities νj =
µj
ρj
and their ratio is n = m
r
; the free stream velocity
is U∞. The mean velocity profile is obtained by solving the two-fluid boundary layer
equations presented in Nelson et al. (1995) with a parallel approximation according to
the approach described in Schlichting (1987, pp. 187-191).
Introducing the boundary-layer variable y = y
√
U∞
2νTx
, as x → +∞, the mean flow
satisfies:
FF ′′ + νjF ′′′ = 0 (2.7)
where F = Ψ2νTU∞x with Ψ as the streamfunction, F
′ = ∂F
∂y
, U = U∞ ∂F
∂y
. The interface
height is denoted by d = d
√
U∞
2νT x
. At y = d, continuity of velocities and stresses is
enforced:
[[F ]] = 0 ;
[[
∂F
∂y
]]
= 0 ;
[[
∂2F
∂y2
]]
m
= 0 ; (2.8)
where the operator [[·]] denotes the change across the interface, (·)T − (·)B and [[·]]m =
(·)T −m(·)B .
In addition, the free-stream and wall boundary conditions are:
F (0) = 0;
∂F (y)
∂y
∣∣∣∣
y=0
= 0; lim
y→+∞
∂F (y)
∂y
= 1. (2.9)
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Figure 2.1: Two-fluid boundary layer base flow for viscosity ratio m = 0.5 and bottom
fluid thickness d = 0.1
2.3.1 Effect of a wall film on the base flow
Stratification has a significant impact on the base flow. As the viscosity ratio m de-
creases, the boundary layer thickness, δ, shortens (figure 2.2b), making it an unsuitable
lengthscale for stability calculations, due to the lack of correspondence between the re-
sults for different values of m. Hence, the single fluid Blasius boundary layer thickness
δ0 ≡ 4.9
√
νTx0
U∞
is chosen as the reference lengthscale even for the two-fluid computations.
Physical quantities are made dimensionless according to a length scale L and velocity
scale U∗, set by the base flow. In particular, U∗ = U∞, ρ∗ = ρT , µ∗ = µT . This yields
the non-dimensional parameters, the Reynolds number, Re = ρ
∗U∗L
µ∗
= ρTU
∞δ0
µT
and the
Weber number,We = ρ
∗U∗2L
σ
= ρTU
∞2δ0
σ
where L = δ0 and σ is the surface tension. The
Weber number We represents the ratio of inertial to capillary forces.
The mean shear distribution τxy = n
∂
∂y
U , which plays a primary role in the transient
amplification of disturbances, is also affected by viscous stratification. Figures 2.2c and
2.2d represent the quantities dyU and τxy respectively for values of the viscosity ratio
m = {0.2, 0.5, 1, 2}. Reduction of the viscosity ratio m causes τxy to weaken in the top
fluid and strengthen in the wall film, due to shear-stress continuity imposed by equation
2.8 at the mean interface location d, resulting in the thinning of the boundary layer
thickness δ.
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Figure 2.2: (2.2a) Effect of viscosity ratio on mean streamwise velocity U at inlet, d0 =
0.10; (2.2b) Dependence of δ on viscosity ratio m; (2.2c) Effect of viscosity
on mean dyU at inlet, d0 = 0.10; (2.2d) Effect of viscosity on mean shear τxy
at inlet, d0 = 0.10. m = 1, . m = 0.8, . . . .m = 0.6 , m = 0.4,
m = 0.2
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2.4 The linear perturbation equations
Linear perturbation equations for parallel, two-fluid flow are given in this section.
Let Ω be the semi-infinite domain with smooth boundary ∂Ω and let t be a given time,
t ∈ [t0, tf ]. Under the assumption that ǫ≪ 1 and discarding terms of order O(ǫ
2), for a
vector function uˆ = (uˆ, vˆ, wˆ) and a scalar function pˆ, the Linearized Navier-Stokes (LNS)
equations describe the evolution of the disturbance field (uˆ, pˆ) to the underlying mean
flow U and mean pressure P in Ω× [t0, tf ]:
∂tuˆj + (Uj · ∇) uˆj + (uˆj · ∇)Uj = −
∇pˆj
ρj
+ νj∆Uj (2.10)
∇ · uˆj = 0 (2.11)
The additional boundary and initial conditions
uˆj |∂(Ωy×Ωz) = 0 (2.12)
uˆj |t=t0 = uˆ0j (2.13)
make (2.10)-(2.13) a well-defined initial-boundary value problem for the disturbance field
(uˆ, pˆ).
2.4.1 Governing equations and boundary conditions
Homogeneity of streamwise and spanwise directions and time-periodicity allows the dis-
turbance uˆ to be written in the form:
uˆj(x, y, z, t) = uj(y)e
ikxx+ikzze−iωt (2.14)
where kx and kz denote the streamwise and spanwise wavenumber and ω the temporal
frequency. Under the assumption of parallel flow, i.e. U = [U(y), 0, 0], LNS equations
can be written in terms of normal velocity vˆj and normal vorticity ηˆj = ikzuˆj − ikxwˆj ,
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leading to the well-known Orr-Sommerfeld (2.15) and Squire (2.16) equations:
[
(−iω + ikxUj)
(
∂2
∂y2
− k2x − k
2
z
)
− ikx
∂2Uj
∂y2
−
m
rRe
(
∂2
∂y2
− k2x − k
2
z
)2 ]
vj = 0 (2.15)[
− iω + ikxUj −
m
rRe
(
∂2
∂y2
− k2x − k
2
z
)]
ηj = −ikz
∂Uj
∂y
vj (2.16)
satisfying the conditions vˆj |∂Ω → 0, ηˆj |∂Ω → 0, that is:
vj(y = 0) = 0;
∂vj(y)
∂y
∣∣∣∣
y=0
= 0; ηj(y = 0) = 0; (2.17)
vj(y)→ 0;
∂vj(y)
∂y
→ 0; ηj(y)→ 0, for y → +∞. (2.18)
The Orr-Sommerfeld and Squire problems along with the homogeneous boundary condi-
tions represent an eigenvalue problem that can be used to investigate either the spatial
or temporal stability of a parallel base flow. The latter concerns the solution of a linear
eigenvalue problem providing the time-response of the system to a disturbance char-
acterised by fixed streamwise and spanwise wavelengths. In the spatial case, the base
state is perturbed by a disturbance with fixed temporal frequency (Ashpis & Reshotko,
1990; Tumin & Reshotko, 2001) and its (downstream) evolution is studied. The spatial
problem is a non-linear eigenvalue problem (Haj-Hariri, 1988; Danabasoglu & Biringen,
1990; Schmid & Henningson, 2001) and it is investigated in this chapter. In the two-fluid
problem, velocity and pressure disturbances perturb the interface, of which displacement
must be accounted for.
Equation 2.6 can be linearized around the mean interface location y = f = d, leading to
the kinematic condition for displacement of the interface due to the perturbation only,
fˆ : (
∂
∂t
+ Uj
∂
∂x
)
fˆ δΓ (y − d) = vˆjδΓ (y − d) (2.19)
where δΓ (y − d) denotes a Dirac distribution, centered at the mean interface location d.
The linearised interfacial conditions for the perturbation field (u, p) are derived from
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equations 2.3 and written in terms of normal velocity and vorticity only:
[[vˆ]] = 0 (2.20)[[
∂vˆ
∂y
]]
−
[[
∂U
∂y
]]
∂fˆ
∂x
= 0 (2.21)
[[ηˆ]] +
[[
∂U
∂y
]]
∂fˆ
∂z
= 0 (2.22)[[
∂ηˆ
∂y
]]
m
+
[[
∂2U
∂y2
]]
m
∂fˆ
∂z
= 0 (2.23)(
∂2
∂y2
+
∂2
∂z2
)
[[vˆ]]m −
∂2
∂x2
[[vˆ]]m −
[[
∂2U
∂y2
]]
m
∂
∂x
fˆ = 0 (2.24)
∂
∂t
[[
∂vˆ
∂y
]]
r
−
m
rRe
[[
∂3vˆ
∂y3
+ 3
∂2
∂z2
∂vˆ
∂y
]]
m
−
1
We
∂4fˆ
∂z4
(2.25)
+ UΓ
∂
∂x
([[∂vˆ
∂y
]]
r
−
[[
∂U
∂y
vˆ
]]
r
)
−
∂
∂x2
( 3m
rRe
[[
∂vˆ
∂y
]]
m
+
2
We
∂2fˆ
∂z2
)
−
1
We
∂4fˆ
∂x4
= 0
Under the assumptions of streamwise and spanwise homogeneity and time-periodicity,
equation 2.19 can be written in the form:
(−iω + ikxUj) fδΓ (y − d) = vjδΓ (y − d) (2.26)
and the following matching conditions for velocities and stresses continuity in wavenum-
ber and frequency space are applied at location y = d:
[[v]] = 0 (2.27)[[
∂v
∂y
]]
− ikx
[[
∂U
∂y
]]
f = 0 (2.28)
[[η]] + ikz
[[
∂U
∂y
]]
f = 0 (2.29)[[
∂η
∂y
]]
m
+ ikz
[[
∂2U
∂y2
]]
m
f = 0 (2.30)(
∂2
∂y2
+ k2z
)
[[v]]m + k
2
x[[v]]m − ikx
[[
∂2U
∂y2
]]
m
f = 0 (2.31)
− iω
[[
∂v
∂y
]]
r
− m
rRe
[[
∂3v
∂y3
− 3k2z
∂v
∂y
]]
m
− k
4
z
We
f (2.32)
+ ikxUΓ
([[∂v
∂y
]]
r
−
[[
∂U
∂y
v
]]
r
)
+ k2x
(
3m
rRe
[[
∂v
∂y
]]
m
− 2k
2
z
We
f
)
− k
4
x
We
f = 0
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2.4.2 Polynomial eigenvalue problem
The Orr-Sommerfeld, Squire and interface equations, along with the stated interface and
boundary conditions, constitute a polynomial eigenvalue problem (PΛ) for the streamwise
wavenumber kx:
[
A4
jk4x +A3
jk3x +A2
jk2x +A1
jkx +A0
j
]
vj = 0[
B2
jk2x +B1
jkx +B0
j
]
ηj = B3
jvj (2.33)[
C1
jkx +C0
j
]
fδΓ (y − d) = vjδΓ (y − d)
in which the polynomial coefficients are:
A0
j = iω
r Re
m
(
∂2
∂y2
− k2z
)
− 2k2z
∂2
∂y2
+ k4z +
∂4
∂y4
B0
j = k2z −
∂2
∂y2
− iωRe
A1
j = −i
r Re
m
Uj
(
∂2
∂y2
− k2z
)
+ i
r Re
m
∂2Uj
∂y2
B1
j = i
r Re
m
Uj
A2
j = −2
(
∂2
∂y2
− k2z
)
− iω
r Re
m
B2
j = 1 (2.34)
A3
j = i
r Re
m
Uj B3
j = −ikz
∂Uj
∂y
A4
j = 1 C1
j = iUj
C2
j = −iω.
Boundary and interfacial conditions already stated in equation (2.17), (2.18), (2.26),
(2.27)- (2.32) apply.
2.4.3 Numerical solution
The polynomial eigenvalue problem PΛ can be split into two separate eigenvalue prob-
lems, POS and PSQ, since there is an unidirectional coupling between the Orr-Sommerfeld,
interface displacement and Squire equations. Vorticity, in fact, can only be created by
the normal velocity or the displacement of the interface. Therefore, the eigenvalues of
POS and PSQ can be found independently. Each Orr-Sommerfeld mode kx
OS ∈ Λ(POS)
corresponds to a vector eigenfunction qOS constituted by a normal velocity component,
the corresponding interfacial displacement and a particular normal vorticity solution, i.e.
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qOS = [vj η
p
j f ]
T . Squire modes kx
SQ ∈ Λ(PSQ) are associated only with a normal vor-
ticity eigenfunction η hj , qSQ = [0 η
h
j 0]
T , which solves the Squire homogeneous problem
(Schmid & Henningson, 2001). Therefore, the following non-linear eigenvalue problems
result:
POS :

 LOSj 0
0 Lint



 vj
f

 =

 0
vj

 , interfacial conditions (2.27), (2.28), (2.31), (2.32)
PSQ : LSQjη
h
j = 0 , interfacial conditions [[η
h
j ]] = 0 , [[∂yη
h
j ]]m = 0.
where
LOSj = A4
jk4x +A3
jk3x +A2
jk2x +A1
jkx +A0
j ; (2.35)
Lintj = C1
jkx +C0
j ; (2.36)
LSQj = B2
jk2x +B1
jkx +B0
j . (2.37)
The free-stream and wall boundary conditions presented in (2.17), (2.18) hold.
The discretization of equation (2.33) uses the spectral method described in Orszag
(1971). The details of the numerical implementation for single fluid Couette and Poiseuille
flow are in Schmid & Henningson (2001). The method was extended to single- and two-
fluid boundary layer flows. The numerical approach is to expand normal velocity and
vorticity in terms of complete orthogonal polynomials and find the unique set of weights
that satisfies the discrete version of (2.33). Chebyshev polynomials have historically been
the preferred choice for the eigenfunction expansion, due to the progressively increasing
resolution towards the boundary of the Gauss-Lobatto interval, on which the Chebyshev
polynomials are computed.
Mapping In order to ensure accurate resolution in the wall-normal direction near
the wall and the interface and to accurately represent the discontinuities of mean and
perturbation variables at the interface, the top (ΩTy ) and bottom (Ω
B
y ) domains are
discretised with different grids, on which separate mapped Chebyshev expansions provide
a complete representation of the disturbance in ΩTy , Ω
B
y (van Noorden et al., 1998).
Let T˜n (ζ), n = 1, . . . , N beN Chebyshev polynomials in their natural domain I = [−1, 1]
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and y = ϑ(ζ) a mapping function between I and Ωℓy = {[0, d] ∪ [d, ℓ]}, ζ ∈ I, y ∈ Ωy,
with ℓ a large but finite location in the y direction. The value of ℓ is chosen such that
results are independent upon its further increase.
We define Tn (y) := T˜n
(
ϑ−1 (y)
)
as the mapped Chebyshev polynomial onto the domain
Ω. Two sets of Chebyshev polynomials have been used to independently represent the
bottom and top fluids. In particular, T Tn = T˜n
(
ϑ−1 (y)
)
, y ≥ d and TBn = T˜n
(
ϑ−1 (y)
)
,
y ≤ d, where ϑ is the mapping function between the Chebyshev interval I and the finite
physical space Ωℓy. Details on the mapping function and on the mapped Chebyshev
polynomials can be found in Appendix C.
The grid ζj is generated in the Chebyshev interval I using the Nj Gauss-Lobatto
points ζj,k = cos
(
πk
Nj−1
)
and mapped to computational space, such that {y} = {yT } ∪
{yB} ∈ Ω
ℓ
y. The number of Chebyshev polynomials used in the top domain Ω
T
y is of
order 150 − 200 and the bottom fluid counterpart is chosen according to the relation
ℓ
NT
≈ d0NB
10
≈ 0.1.
Linear and non-linear mapping functions ϑ were considered. Non-linear mapping
increases the grid resolution near the interface and this has been found to be beneficial
when computing discrete modes. The drawback of non-linear mapping is that it affects
the grid resolution in the free stream, which is particularly important when comput-
ing continuous modes. Therefore, linear mapping was found to be a good compromise
between free stream resolution and accuracy of discrete (if any) and interfacial modes.
Discretization Eigenfunctions of (2.33) are expanded in series of mapped Chebyshev
polynomials (Mason & Phillis, 2005):
vT (y) =
NT∑
n=0
cTv,nT
T
n (y) ηT (y) =
NT∑
n=0
cTη,nT
T
n (y) (2.38)
vB (y) =
NB∑
n=0
cBv,nT
B
n (y) ηB (y) =
NB∑
n=0
cBη,nT
B
n (y) (2.39)
where cjv,n and c
j
η,n represent respectively the coefficients of the nth Chebyshev polyno-
mial T jn for normal velocity and vorticity eigenfunctions.
The expansions (2.38), (2.39) are substituted into the non-linear eigenvalue problem
in (2.33), providing a set of algebraic equations at the mapped Gauss-Lobatto points,
which constitute a non-linear discretized eigenvalue problem P∗, that is split into P∗OS
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and P∗SQ.
Methods to find the eigenvalues of P∗OS and P∗SQ are described by Ruhe (1973), Guillame
(1999), Tisseur & Meerbegen (2001); the latter was considered in this work.
Define cOS = [cvj f ]
T, where cvj is the weight vector of the Chebyshev differentiation
matrices for the normal velocity component in the top and bottom fluids and the new
vector c∗OS = [cOS kxcOS k2xcOS k3xcOS]T. Since P∗OS is in fact a polynomial eigen-
value problem of the 4th order, it can be converted into an ordinary linear generalised
eigenproblem M∗OSc∗OS = λvN∗OSc∗OS of four times the size P∗OS with M∗OS and N∗OS as
follows:
M∗OS =


−A3D3 −A2D2 −A1D1 −A0D0
0 D0 0 0
0 0 D0 0
0 0 0 D0

 N
∗
OS =


A4D4 0 0 0
D0 0 0 0
0 D0 0 0
0 0 D0 0


(2.40)
where D0, D1, D2, D3, D4 are the Chebyshev differentiation matrices for the top and
bottom fluids:
Dn =


DTn 0 0
0 DBn 0
0 0 1

 (2.41)
in which Dn is the n
th differentiation matrix as described in Schmid & Henningson
(2001). Note that the nth column of the matrix Djn is the nth Chebyshev polynomial T
j
n
in the expansion (2.38), (2.39). The matrices A0, A1, A2, A3, A4 are given by:
A0 =


A0
T 0 0
0 A0
B 0
0 0 C0
T

 A1 =


A1
T 0 0
0 A1
B 0
0 0 C1
T

 A2 =


A2
T 0 0
0 A2
B 0
0 0 0


(2.42)
A3 =


A3
T 0 0
0 A3
B 0
0 0 0

 A4 =


A4
T 0 0
0 A4
B 0
0 0 0

 (2.43)
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The same process applies to the discretised Squire problem P∗SQ. Let us define cSQ =
[cηj], where cηj is the weight vector of the Chebyshev differentiation matrices for the
normal vorticity component in the top and bottom fluids and the new vector c∗SQ =
[cSQ kxcSQ]
T. P∗SQ is a quadratic polynomial eigenvalue problem and it can be converted
into an ordinary linear generalised eigenproblem M∗SQc∗SQ = ληN∗SQc∗SQ twice the size
of P∗SQ with M∗SQ and N∗SQ as the following:
M∗SQ =

 −B1D1 −B0D0
0 D0

 N∗SQ =

 B2D2 0
D0 0

 (2.44)
where D0, D1, D2 are the Chebyshev differentiation matrices for top and bottom fluids:
Dn =

 DTn 0
0 DBn

 (2.45)
and B0, B1, B2 are given by
B0 =

 B0T 0
0 B0
B

 B1 =

 B1T 0
0 B1
B

 B2 =

 B2T 0
0 B2
B

 . (2.46)
The eigenvalues of the linearized discrete systems P∗OS, P∗SQ were obtained using the
standard mathematical libraries in MATLAB (Higham et al., 2007). The eigenvalues
obtained from the spectral code were validated against results reported by Schmid &
Henningson (2001), Butler & Farrell (1992), Malik & Hooper (2005), Yecko (2003),Yecko
& Zaleski (2005b), Yecko (2008), Ozgen et al. (1998), Tumin & Reshotko (2001). Addi-
tional details on the validation of the parallel and spreading framework can be found in
the Appendix B.
2.4.4 The discrete and continuous spectrum
A method for computing the eigenvalues of (2.33) was given in the previous section; in
this section, the eigenvalue spectra of single- and two- fluid boundary layers is briefly
discussed. This is a necessary step towards the understanding of the challenges of for-
mulating a suitable method for optimal disturbances in the spatial framework; it also
provide numerical evidence of the discussion on discrete and continuous modes already
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presented in section §1.1.1 and §1.1.2.
The modes of the spectrum of the Blasius boundary layer can be divided into two classes:
discrete and continuous. The former have phase speed cr = ℜ(ω/kx) < U
∞, growth rate
ci = ℑ(ω/kx), peak inside the boundary layer and decay exponentially in the free stream.
The latter propagate at the free-stream velocity, U∞, have an oscillatory behaviour in
the free stream and decay inside the boundary layer. Zhigulev et al. (1980) and Salwen
& Grosch (1981) characterised the features of the spatial continuous spectrum by con-
sidering the asymptotic behaviour of the linearized Navier-Stokes equations in the free
stream. As y → +∞, U → U∞ = 1, ∂U
∂y
∣∣∣
y→+∞
→ 0, the solution of linear NS is a linear
combination of fundamental exponential functions eλy, where λ satisfy the characteristic
equation
(
k2x − λ
2
) [
λ2 − k2x − iRe (kx − ω)
]
= 0 , (2.47)
that is
λ1,2 = ∓kx ; λ3,4 = ±
√
k2x + iRe (kx − ω) . (2.48)
If ℜ (λn) 6= 0, two decaying fundamental solutions are admissible, related to the discrete
spectrum of kx. The continuous spectrum arises when either ℜ (λ1,2 = 0) or ℜ (λ3,4 = 0).
In the case λ1,2 = ±ik in (2.47) ∀ k > 0 ∈ R , kx1,2 = ±i
√
k2y + k
2
z ; these solutions
correspond to pressure waves. When λ3,4 = −k
2
y, (2.47) reduces to the dispersion relation
k2x + k
2
y + k
2
z + iRe (kx − ω) = 0 , (2.49)
that admits branches
kx3,4 = −
iRe
2

1∓
√
1 +
4
(
k2y + k
2
z − iωRe
)
Re2

 , (2.50)
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Figure 2.3: Integration contours in the complex kx-plane (Ashpis & Reshotko, 1990)
kx1kx3
kx2kx4
which can be written as kx = kxℜ + ikxℑ (Jacobs & Durbin, 1998):
kx
ℜ =
Re
2
√√
β2 +
4ω2
Re2
− β ,
kx
ℑ =
Re
2
(
ω
kx
ℜ − 1
)
, (2.51)
β =
1 +
(
2
Re
ky
)2
2
.
These spatial continuous eigenvalues are related to vortical continuous eigensolutions, of
interest in the study of bypass transition due to free stream turbulence.
The four branches are shown in figure 2.3 (reproduction of figure 4 by Ashpis & Reshotko
(1990)). Ashpis & Reshotko (1990) showed that the branches kx2(k) and kx4(k) can ad-
mit arbitrary large negative values of ℑ(kx), thus allowing arbitrary large growth rate
and making an initial value problem ill-posed in such particular case. In fact, through
the argument of the signaling problem, Ashpis & Reshotko (1990) reached the conclu-
sion that the branches kx1 and kx3 of the continuous spectrum in figure 2.3 describe the
flow response downstream of the source, while the branches kx2 and kx4 apply to the
upstream field.
Figure 2.3 also depicts the contours of integration in the inverse Fourier transform in the
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Figure 2.4: (2.4a) Eigenfunction of the discrete mode kx = 0.36456 + 0.077089i.
(2.4b) Eigenfunction of a continuous Orr-Sommerfeld mode ω = 0.125,
kx = 0.12531 + 0.019719i, kz = 0, Re = 800. , real component;
imaginary component.
complex kx plane, showing that discrete modes growing in the downstream direction are
taken into account in the downstream response of the flow. Whenever it is possible to in-
defify a suitable contour for integration in Fourier space, the initial value problem is well
posed. Therefore, the downstream propagating disturbances may be represented as an
expansion of eigenfunctions belonging to the branches kx1 and kx3 plus any growing dis-
crete mode. The restriction to downstream propagating modes removes the ill-posedness
of the spatial initial-value problem. The formulation of a consistent initial-value problem
for the spatial problem makes the determination of optimal disturbances similar to the
temporal counterpart, from which the well-established tools used are borrowed.
Stratification Given the background on discrete and continuous modes in single fluid
boundary layer, the attention is focused on how stratification changes the discrete and
continuous spectra, as this affects the amplification mechanism.
Discrete modes The presence of a wall-film changes the stability characteristics
of the boundary layer flow and can trigger three discrete instability mechanisms (short
wavelength instability, long wavelength instability, High Reynolds number instability) in
addition to the well-known TS wave mechanism (Saha, 2011; Yih, 1967; Hooper & Boyd,
1983, 1987). Saha (2011) analysed the four types of instability in the temporal problem
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through the energy transfer mechanisms for values of Re above and below the critical
Reynolds number Recrit and for viscosity ratios m lower and greater than 1. He showed
that:
i) the short wavelength instability exists in all regimes discussed, although it is easily
suppressed by the presence of surface tension;
ii) the boundary layer is stable at subcritical Reynolds numbers (based on single fluid
boundary layer thickness) if m < 1;
iii) as |1 −m| increases, the viscosity stratification has a stabilising effect on all of the
unstable modes in a two-fluid boundary layer.
Since the two-fluid boundary layer is asymptotically stable to long wavelength perturba-
tions when the lower fluid is less viscous, the algebraic instability is likely to dominate
under such circumstances. For this reason, focus is on the stable branch of the down-
stream propagating spectrum, comprising of continuous modes, which are relevant to
the growth of the algebraic instability.
Continuous modes Zaki & Saha (2009) investigated the structure of the con-
tinuous modes in single- and two-fluid boundary layers and their penetration inside the
boundary layer. They identified three regimes, determined by the ratio of the diffusive
to the convective terms in the disturbance equation:
i) a shear-sheltering regime, in which free stream disturbances are convected by the
mean flow and decay at the edge of the boundary layer;
ii) a viscous regime, in which free-stream disturbances penetrate the boundary layer to
the wall;
iii) an intermediate regime, in which wall-normal diffusion and shear sheltering coexist.
They also showed that penetration of continuous modes into the wall-film depends on the
viscosity ratio m, which forces a modified wall-normal wavenumber in the bottom fluid in
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order to match the decay rate set by the free stream. Therefore, a lower viscosity ratio can
enhance penetration, due to the modified wavenumber across the interface. As pointed
out in section 1.1.2, this contradicts what usually happens in single-fluid boundary lay-
ers, where lower viscosities increase the shear sheltering effect, reducing penetration of
continuous modes. Zaki & Saha revealed that long wavelength perturbations penetrate
the most inside the boundary layer and couple most effectively to the mean shear. How-
ever, penetration depth of vortical disturbances does not fully determine and explain the
linear amplification of disturbances. Transient growth of disturbances also depends on
how normal vorticity perturbations are generated by normal velocity. Furthermore, the
presence of an interface can play a leading role in generating transient amplification.
In this and previous sections the reader was provided with a quantitative method to com-
pute the discrete and continuous spectra in two-fluid boundary layers, which completes
the theoretical discussion on modal stability in sections §1.1.1-1.1.2. Neither discrete
instabilities nor penetration of continuous modes inside the boundary layer can system-
atically explain transient amplification. Hence, the aim of the next section is to explore
the transient growth mechanism.
2.5 Optimal disturbances
Following the discussion on the signaling problem, the well-posedness of an initial-value
problem for spatial disturbances is ensured by considering the downstream perturbation
flowfield as an expansion of eigenfunctions from the branches kx2, kx4. The set of eigen-
functions that solves the eigenvalue problem PΛ is non-orthogonal, so transient energy
growth is expected. In fact, even though the imaginary part of the eigenvalues of PΛ is
strictly positive for a particular choice of Re and m corresponding to linear, asymptotic,
exponentially decaying stability of the laminar state, transient growth of energy is also
possible. This transient behaviour has been suggested as a possible trigger for non-linear
effects sustaining turbulence (Henningson & Reddy, 1994).
The work of Ellingsen & Palm (1975) and Landhal (1980) demonstrated the need to
consider the evolution of linear perturbations from initial conditions. Although the pos-
sibility of formulating an initial-value problem for spatial disturbances has been stated,
the analyses of the Orr-Sommerfeld (2.15) and Squire (2.16) equations reveal only the
asymptotic stability of the system. A method to investigate spatial optimal evolution of
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perturbations is therefore necessary to characterise the transient behaviour and is pre-
sented in this section.
Consider a two-phase disturbance constituted of a velocity vector uˆj = (uˆj , vˆj , wˆj) and a
pressure field pˆj satisfying the linearized Navier-Stokes equations (2.10)-(2.11) for each
of the top j = T and bottom j = B fluids around a parallel base flow U = (U(y), 0, 0);
the perturbation is homogeneous in the spanwise direction and has a frequency ω.
The interface displacement fˆ = f˜(x)eikzz−iωt is governed by the kinematic condition
U ∂
∂x
fˆ = iωfˆ + vˆ δΓ (y − d).
Schmid & Henningson (2001) showed that it is possible to arrange the LNS equa-
tions as a spatial evolution equation in terms of the normal velocity vˆj(x, y, z, t) =
v˜j(x, y)e
ikzz−iωt and normal vorticity ηˆj = ∂zuˆj − ∂xwˆj = η˜j(x, y)eikzz−iωt:
∂q˜
∂x
= L˜q˜ (2.52)
with q˜ = [v˜j(x, y), η˜j(x, y) f˜(x), ]
T . The explicit form of L˜ is not relevant at this point
and it will be given in Chapter 3. It is sufficient to notice that L˜ has the same eigenvalue
spectra as PΛ. The eigenfunctions of PΛ represent a complete set (Salwen & Grosch,
1981), so any perturbation q˜ can be written as a linear combination of the eigenfunctions
qn of PΛ, that is:
q˜(x, y) =
∞∑
n=0
κn(x)qn(y) (2.53)
Therefore, (2.52) is equivalent to the trivial system of ODEs:
∂κ
∂x
= ΛPΛκ (2.54)
where ΛPΛ is a diagonal matrix containing the discretized eigenvalue spectra of PΛ. For
the solution to be well-posed, ΛPΛ is restricted to be Λ
r
PΛ = {kx2, kx4}, in which only
N least-stable downstream propagating modes are included. This reduction of basis de-
termines, in fact, a parabolization of the system (2.52).
Consider the Hilbert space generated by the N least-stable downstream-propagating
eigenvectors, that is HN = span{q1, q2, · · · ,qN}|Λr
PΛ
; for any initial condition q(x0) ∈
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HN , the initial value problem governed by the dynamical system (2.52) is well-posed and
can exhibit transient amplification before reaching its asymptotic state. The disturbance
q0(x) is defined as optimal if it maximises a chosen functional norm at a certain location
x > x0. To proceed further, the concept of the norm must be discussed.
Denote with H(Ωℓy) the Hilbert space on which any vectors a and b of the form
a = [vj , ηj, f ]
T are defined. The following inner product naturally holds:
〈a,b〉 =
∑
j=T,B
∫
Ωjy
aHb dy , ∀a,b ∈ H(Ωℓy) (2.55)
where ·H denotes the Hermitian operator. Note that ‖a‖2 = 〈a,a〉.
Following Yecko & Zaleski’s approach, the norm of a perturbation q is defined to be its
mechanical energy, which consists of the kinetic energy of velocity perturbation and the
potential contribution due to the interface deflection (Yecko & Zaleski, 2005b):
‖q‖2ε =
1
2
∫
Ω
r|u|2 dΩ+
|f |2
We
. (2.56)
Note that equation 2.56 is equivalent to the condition:
‖q‖2ε = 〈q,Eq〉 = 〈Cq,Cq〉 , ∀q ∈ H(Ω), (2.57)
where E = CHC accounts for the mechanical energy and C given by:
C =


K 0 0
0 rK 0
0 0 I

 , with K = 1√2


kx
k2
∂
∂y
−kz
k2
1 0
kz
k2
∂
∂y
kx
k2

 (2.58)
where I = k
2√
We
, k2 =
(
k2x + k
2
z
)
.
Any downstream propagating disturbance can be approximated as an expansion in
terms of N least stable modes of ΛrP
q˜(x, y) =
N∑
n=1
κn(x)qn(y) = Qκ(x) (2.59)
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where the N columns of the matrix Q are the reduced basis vectors qn(y), n = 1, · · · , N .
Note that Q is non-singular, therefore the coefficient κ(x) are the solution of a linear
system.
At this point, the aim is to find the initial condition q0(x0) that maximises the functional
J(q;q0;x) =
‖q(x)‖2ǫ
‖q0(x0)‖
2
ǫ
(2.60)
at any location x ∈ Ωx.
Let the growth factor G(x) be the maximum value of the functional J(q;q0;x)
at location x for any possible, non-trivial initial condition q0(x0) ∈ HN satisfying the
reduced initial-value problem governed by (2.52). The optimization problem that deter-
mines G(x) is defined as the following:
G (x) = max
‖q0(x0)‖ǫ 6=0
J(q;q0, x)
s.t.

∂q
∂x
= Lq
q(x0) = q0 ∈ HN
(2.61)
and L : Λ(L) ⊆ ΛrP
Under (2.59), (2.61) reduces to:
G (x) = max
‖q0(x0)‖ǫ 6=0
‖q(x)‖2ǫ
‖q(x0)‖
2
ǫ
= max
‖q0(x0)‖ǫ 6=0
〈q(x),Eq(x)〉
〈q(x0),Eq(x0)〉
= max
|κ(x0)|6=0
〈Qκ(x),EQκ(x)〉
〈Qκ(x0),EQκ(x0)〉
= max
|κ(x0)|6=0
〈CQκ(x),CQκ(x)〉
〈CQκ(x0),CQκ(x0)〉
= max
|κ(x0)|6=0
‖Fκ(x)‖2
‖Fκ(x0)‖
2 = max|κ(x0)|6=0
∥∥FeiΛrPxκ(x0)∥∥2
‖Fκ(x0)‖
2 =
∥∥FeiΛrPxF−1∥∥2 (2.62)
where the matrix F := CQ is the Cholesky factorization of the Gramiam matrix M =
FHF, defined as
Mij = 〈qi,Eqj〉 (2.63)
qn being the component of the eigenfunction basis in (2.59). Note that M is Hermitian
and positive definite by definition.
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The computation of G(x) reduces to determine the 2−norm of the operator LF =
FeiΛ
r
P
xF−1, which is, by definition, the square of the its largest eigenvalue. This quantity
is also denoted as largest singular value θ1 (Henningson & Reddy, 1994). It is possible
to decompose LF in terms of its singular values. This decomposition is called Singular
Value Decomposition (SVD) and follows the relation:
LF = ΦΘΨ
H , (2.64)
where Θ is the diagonal matrix of singular values and its term Θ1,1 = θ1 is the largest
singular value. The matrices Φ and Ψ contain the so-called left and right principal
vectors, respectively. The first column of Ψ is the principal right singular vector, which
is the initial condition q0x that will be amplified by a factor of θ1 at location x and
transformed into the principal left singular vector, that is the first row of Θ.
Alternative methods for optimal disturbances exist: Butler & Farrell (1992) com-
puted optimal disturbances using a variational approach; Andersson et al. (1997), Luchini
(2000), Corbett & Bottaro (2000) used repeated integrations of regular and adjoint equa-
tions in a power iteration procedure. This method will be used in the next chapter to
characterise optimal disturbances on spreading boundary layers, where a complete basis
of eigenfunctions is not available.
Choice of norm The results of the optimization that are presented in the next
section depend on the objective functional J and on the choice of the energy norm. The
former represents the gain of the response, under a measure, to the initial condition;
the latter is the measure under which the perturbations are quantified. Although the
majority of literature on optimal disturbances assumes the gain functional as objective
function, less agreement is found on the selection of a measure. If the kinetic energy
of a disturbance is widely accepted as suitable measure in single-fluid flows, the choice
of the norm is a relevant problem in two-phase flows. In fact, Renardy (1987) and
South & Hooper (1999) have noted that an interface displacement must appear in the
energy norm for the transient growth calculations to converge, even in the absence of
an interfacial energy (i.e. σ = 0, We→∞); the optimization problem would be other-
wise ill-posed, due to possible unbounded growth of the interfacial disturbance. South
& Hooper (1999), Yecko (2003), Malik & Hooper (2005) have provided different norms
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Figure 2.5: Optimal growth in single-fluid boundary layer, ω = 0.001, kz = 2.205, Re =
800.
that take into account the interface deflection. Their work is related to the temporal
problem and Schmid & Henningson have pointed out that these norms might not be
relevant in the spatial counterpart. However, in this work, non-linear interactions or
energy transfer mechanisms are not considered, therefore the energy measure reported
by Yecko & Zaleski (2005b) is adopted; note that the potential energy of the interface
displacement in presence of surface tension is considered. Convergence studies of the
chosen norm are available in the Appendix D.
At this point, the reader has been provided with a method for computing the max-
imum possible amplification of a disturbance by solving (2.62). Hence, the next subsec-
tions present G for single- and two-fluid boundary layers.
2.5.1 The single-fluid boundary layer
The single fluid case is presented to highlight the main features of the transient growth
mechanism and as a reference benchmark for the computation of G in two-fluid flows.
The maximum amplification curve G as a function of the normalised streamwise location
χ = x−x0
x0
in a single fluid boundary layer is represented in figure 2.5. The energy amplifies
over a lengthscale of O(1), due to the vorticity tilting mechanism. After the first peak, the
viscous decay becomes dominant, in agreement with the asymptotic stability of the sys-
tem. The envelope of all possible evolutions of any initial condition is denoted with G(x);
note that every point on the curve was originated by a different initial condition. The
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Figure 2.6: Optimal perturbation and response, ω = 0.001, kz = 2.205, Re = 800.
The vector plot shows the initial optimal disturbace field (ζ, v, w) , ζ ≪ 1.
The contour plot shows the contours of streamwise velocity u at location of
maximum amplification χm = 1.5; solid and dashed lines denote positive and
negative velocity fluctuations respectively. Contour levels range from −4 to
4 with spacing of 0.25
maximum possible amplification achievable in Ωx is Gmax = maxxG(x), Gmax = G(xm);
the associated initial condition is the optimal disturbance.
The initial condition corresponding to Gmax (vector plot in figure 2.6) is a stream-
wise oriented vortex inside the boundary layer and evolves into a streamwise oriented
structure, of which contours of the streamwise velocity perturbation at location xmax
are presented (contour plot in figure 2.6). The spanwise location where the streamwise
response is maximum occurs at the location where the initial normal velocity perturba-
tion is maximum.
The eigenvalue spectrum, which comprises only the continuous spectrum, is shown in
figure 2.7. The corresponding projection spectrum at location χm shows the weights
κ(χm) as a function of the decay rate ℑ(kxi) ; the quantity |κn(χm)| represents the en-
ergy density of the eigenfunction qn for the corresponding kxn mode. The most energetic
eigenfunctions have a decay rate of O(10−2), therefore, from the dispersion relation, their
length-scale 1/ky is O(δ). Note that the mean shear dyU , which plays an important role
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Figure 2.7: Eigenvalue spectrum in single-fluid boundary layer, ω = 0.001, kz = 2.205,
Re = 800 and energy projection spectrum at initial and maximum location.
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Figure 2.8: Surface plot and contours of Gmax for single fluid Blasius boundary layer.
in the vorticity tilting mechanism (equation 2.30), varies on the same O(δ) lengthscale.
Contours of Gmax are depicted in figure 2.8 for a single fluid boundary layer. Quasi-
steady perturbations are associated with strong transient amplification. This is similar
to what is generally observed in the temporal problem, where disturbances with large
streamwise lengthscale are amplified the most. An optimal spanwise wavenumber O(δ)
is observed, leading to maximum energy growth. The maximum possible amplification
optimised over any spanwise wavenumber kz and frequency ω is defined Gopt, that is:
Gopt = max
ω, kz
Gmax = Gmax (ω
o, kz
o) (2.65)
where (ωo, kz
o) are optimal frequency and spanwise wavenumber at which Gopt occurs.
Explanation of the transient growth mechanism comes from the investigations on the
temporal initial value problem from Hultgren & Gustavsson (1981), Benney & Gustavs-
son (1981) and Gustavsson (1981) who indicated that short-time amplification could be
attributed to a resonance mechanism between Orr-Sommerfeld and Squire eigenfunc-
tions. These authors argued that the initial value problem is equivalent to a forced
response problem where the normal vorticity is driven by the normal velocity compo-
nent of the perturbation. Zaki & Durbin (2005) studied the forced temporal evolution of
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normal vorticity by a continuous Orr-Sommerfeld mode and explicitly demonstrated that
the extent of the amplification of the resonant Squire is determined by the forcing term,
kz∂yU . This quantity represent the coupling between normal velocity perturbation and
mean shear and hence representative of the vorticity tilting mechanism. The coupling
term is determined by the penetration depth of the continuous Orr-Sommerfeld modes
and the mean shear distribution. Both penetration of continuous modes and mean shear
distribution are affected by introduction of a wall-film layer. In the case of lower vis-
cosity films (m < 1), the mean shear of the top fluid is absorbed by the film due to the
tangential stress continuity at the interface. As a result, the shear is weaker in the top
fluid and stronger inside the film. The coupling between mean shear and normal veloc-
ity fluctuations therefore depends on the viscosity ratio. Hence, the viscosity ratio of
the system would affect the efficacy of the vorticity tilting mechanism in causing spatial
amplification of linear perturbations.
The main findings on transient amplification on single fluid boundary layers were pre-
sented in this section; in the next sections, the focus is on optimal disturbances in
two-fluid boundary layers and on the effect of stratification and surface tension on the
energy amplification mechanism. When no Weber number is specified in simulations,
assume We =∞, which is equivalent to disregarding the surface tension.
2.5.2 The two-fluid boundary layer
The previous subsection described the optimal initial condition that leads to maximum
amplification in a single-fluid boundary layer. In this section, the initial optimal condi-
tion and its maximum energy response in a two-fluid boundary layer are considered.
At first, a chosen set of spanwise wavenumber, temporal frequency, film thickness
and viscosity is investigated to highlight how the introduction of a wall film generally
affects the transient growth mechanism in two-fluid boundary layers; then a global op-
timization procedure is performed to establish the optimal set of parameters yielding to
optimal transient growth reduction.
The energy amplification envelope as a function of the normalised streamwise location χ
is shown in figure 2.9. It is clear that another competing mechanism other than vorticity
tilting is affecting the energy growth. Two peaks of G(x) can be observed on distinct
length-scales: the first one occurs at a streamwise distance of χ = 1.5, the second one
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Figure 2.9: Optimal growth in two-fluid boundary layer, ω = 0.001, kz = 2.205, Re =
800, m = 0.45.
becomes dominant on a much larger lengthscale χ ≈ 20. The former is related to the
vorticity tilting mechanism and it is characterized by the same streamwise peak location
than the single fluid Saha (2011). Inside the boundary layer, the normal velocity tilts
the mean vorticity that, in turn, generates perturbation vorticity. Therefore the normal
vorticity grows and then decays due to viscous dissipation. The latter does not depend
on mean shear, but it is related to the deformation of the interface (Saha, 2011). Saha
has investigated the temporal equivalent and related the energy growth to the vorticity
generation by the displacement of the interface.
After the first viscous peak, as the magnitude of normal velocity perturbation decreases,
the normal vorticity equations is purely driven by the interfacial matching conditions
and interfacial displacement, which is able to generate normal vorticity by means of the
jump in mean vorticity across the interface. Recalling (2.29), the jump in vorticity, [[η]],
is proportional to (1 −m) ∂U
∂y
∣∣∣
y=d
f . As (1 −m) increases, the jump of mean vorticity
strengthens, forcing a larger normal vorticity perturbation in response to the interface
deformation. The generation of normal vorticity by the interfacial displacement is re-
ferred to as the interface deformation mechanism. The energy amplification due to the
interface deformation mechanism exceeds that caused by the vorticity tilting mechanism
at this viscosity ratio, m = 0.45.
The optimal amplification curve in figure 2.9 has two distinct peaks at locations χM1 =
1.5 and χM2 = 24, at which eigenvalue and projection spectra are given in figures 2.11,
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Figure 2.10: Optimal perturbation and response at χM1 = 1.5, ω = 0.001, kz = 2.205,
Re = 800. The vector plot shows the initial optimal disturbace field
(ζ, v, w) , ζ ≪ 1. The contour plot shows the contours of streamwise ve-
locity u at location of maximum amplification χM1 = 1.5; solid and dashed
lines denote positive and negative velocity fluctuations respectively. Con-
tour levels range from −4 to 4 with spacing of 0.25
2.13, and the initial and optimal disturbances are given in figures 2.10 and 2.12 respec-
tively.
The vector plot in figure 2.10 represents the initial disturbance velocity field that leads
to the energy amplification at peak χM1 = 1.5. It is a streamwise oriented vortex inside
the boundary layer and evolves into a streamwise oriented structure, of which contours
of the streamwise velocity perturbation at location χM1 are presented (contour plot in
figure 2.6). The spanwise location where the streamwise response is maximum occurs at
the location where the initial normal velocity perturbation is maximum.
The corresponding eigenvalue spectrum is presented in figure 2.11, along with the pro-
jection spectrum of the initial disturbance. The introduction of the wall-film layer and
its interface does not affect the energy scale of the continuous spectrum; the energy-
containing modes of the two-fluid boundary layer are of the same lengthscales of those
ones of the single-fluid boundary layer. The relative energy density of the interface mode
is ǫint = |κint|/
∑
n |κn| = 0.0086, which is ∼ 1.6 times larger than the most energetic
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Figure 2.11: Downstream-propagating branch of the eigenvalue spectra for a two-fluid
boundary layer, ω = 0.001, kz = 2.205, and initial energy projection spec-
trum to yield maximum energy response at χ = 1.5. The interface mode is
marked by  .
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Figure 2.12: Optimal perturbation and response at χM2 = 24, ω = 0.001, kz = 2.205,
Re = 800. The vector plot shows the initial optimal disturbace field
(ζ, v, w) , ζ ≪ 1. The contour plot shows the contours of streamwise ve-
locity u at location of maximum amplification χM2 = 24; solid and dashed
lines denote positive and negative velocity fluctuations respectively. Con-
tour levels range from −4 to 4 with spacing of 0.25
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Figure 2.13: Downstream-propagating branch of the eigenvalue spectra for a two-fluid
boundary layer, ω = 0.001, kz = 2.205, and initial energy projection spec-
trum to yield maximum energy response at χ = 24. The interface mode is
marked by  .
continuous mode, whose relative energy is ǫmax = κmax/
∑
n |κn| = 0.0052. Contours
of streamwise velocity perturbation are also shown. The optimal disturbance is concen-
trated in a lengthscale of O(δ) and it is a streamwise oriented vortex located inside the
boundary layer. The spanwise location of maximum u is determined by the lift-up effect.
The projection spectrum of the initial disturbance that leads to maximum amplifi-
cation at location peak χM2 (figure 2.13) is similar to the one at location χM1: energetic
modes have a lengthscale of O(δ) and the neutrally stable interface mode has energy den-
sity comparable to the continuous spectrum. Its relative energy density is ǫint = 0.0102,
which ∼ 1.6 times larger than ǫmax = 0.0061. The vector plot of figure 2.12 shows that
the optimal disturbance is also a streamwise oriented vortex inside the boundary layer.
However, a stronger w component is present in the bottom fluid. The streamwise velocity
component at location χM2 is qualitatively different from what observed in figure 2.10.
In fact, the location of maximum u is not at the region of upwelling and downwelling,
meaning that the vorticity tilting mechanism is not responsible for the energy amplifi-
cation. The perturbation velocity u is instead related to the interface deformation, from
which it is generated (equation 2.29). The phase shift between the top and the bottom
perturbations is due to the jump in mean velocity gradient: higher shear in the bottom
fluid requires the less viscous lower fluid to slow down (and the top one to accelerate) in
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Figure 2.14: Energy projection spectra for a two-fluid boundary layer at locations χM1
and χM2
the case of an upward displacement of the interface (equations 2.29, 2.30).
The difference in the response at peaks χM1 and χM2 is further highlighted by the
comparison of the projection spectra in figure 2.14. At location χM1 , the interface mode
has a considerable amount of energy, although comparable with the relative energy of
the continuous modes. The energy of the optimal response at location χM2 is instead
entirely determined by the interface mode, which accounts for the majority of the relative
energy ǫint = 0.9148, ∼ 4 times larger than the most energetic continuous mode at that
location.
2.5.3 Effect of viscosity stratification
The interface mode plays an important role in determining the linear amplification of
disturbances and is directly related to the film thickness and viscosity ratio. In fact,
particular combinations of film thickness and viscosity ratio can make the interfacial
mode unstable, leading to unbounded energy growth.
The amplification curves just presented depend on spanwise wavenumber, temporal fre-
quency, film thickness and viscosity ratio; hence, it is important to identify an optimal
film thickness do and an optimal viscosity ratio mo for which the maximum transient
growth reduction is achieved, for any wavenumber, kz, and frequency, ω; assume r = 1.
From definition (2.65), note that Gopt, which is the maximum amplification achievable
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Figure 2.15: Amplification factor versus streamwise distance. m = 1, . m = 0.7,
m = 0.4, d = 0.1, ω = 0.001, kz = 2.205, Re = 800.
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for any wavenumber kz and frequency ω, depends on film thickness d and viscosity ratio
m, that is
Gopt = Gopt (d ,m) . (2.66)
Let G0 be the optimal amplification in the single fluid case. The optimal transient growth
gain Ropt is defined as
R = R (d ;m) =
Gopt
G0
− 1 (2.67)
Ropt = Ropt (d) = min
m
R. (2.68)
Therefore, Ropt is the minimum gain achievable for any viscosity ratio m, at a given film
thickness d. The purpose of this section is to determine mo and do for which maximum
amplification reduction is achieved. As a first approach, the film thickness is chosen to
be d = 10%δ0 and the viscosity stratification effect is investigated.
The effect of viscosity stratification on the amplification factor for various viscosity
ratios is shown in figure 2.15. As discussed previously, the lift-up mechanism, which
is responsible for the first peak in energy, is weakened by a reduction in the viscosity
ratio m, whilst the interface deformation mechanism, responsible for the second peak, is
strengthened. The two mechanisms are dominant at different viscosity ratios suggesting
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the presence of a critical viscosity ratio where the leading linear mechanism for amplifi-
cation changes from vorticity tilting to the interface deformation mechanism.
To identify the optimal viscosity ratio mo, which determines the lowest amplification
for d = 0.1, consider Gopt (m,d = 0.1), that is the maximum amplification for any
value of ω and kz. Figure 2.16 shows contours of Gmax for viscosity ratios m =
{1.00 , 0.80 , 0.50 , 0.40 }. It is important to note that the optimal ωo and kz
o at which
Gopt occurs varies with m. In particular, as viscosity is lowered, the peak location
pm = (ω
o, koz) moves away from the single-fluid optimal p1.00 = (0 , 2.205) to p0.55 =
(0.0125 , 1.5), where the lowest Gopt is reached. As the viscosity ratio is further lowered,
the peak location moves towards the low-ω, low-kz region. Gmax surface for the set of
parameters leading to Gopt is shown in figure 2.17.
The maximum amplification factor Gmax is computed over a range of spanwise wavenum-
bers and frequencies at various viscosity ratios. The global optimization procedure eval-
uates the optimal amplification factor Gopt and quantifies the maximum transient growth
gain in the worst case scenario of the most amplifying wave number kz
o and frequency
ωo as a function of viscosity ratio m. Figures 2.18a-2.18c present respectively Gopt,kz
o
and ωo versus various viscosity ratios m for values of film thickness d0 = 0.05, 0.1, 0.15.
The gain coefficient, R, is computed and its variation is shown in figure 2.19. As the
viscosity ratio is reduced from the single-fluid limit, R gradually increases for viscosity
ratios in the range m ∈ [0.55, 1], at the limit of which the Rmax can be found. For
m ∈ [0.4, 0.55], the gain coefficient decreases from the its maximum value Rmax at
m = 0.55 to the single-fluid value; for m < 0.4 positive gain is registered, meaning that
the two-fluid system performs worse than the single-fluid one. In the range m ∈ [0.4, 1],
the reduction is due to the weakening of the lift-up effect, while for m ∈ [0.01, 0.4] there
is a substantial production of energy due to growth of the interface disturbance.
The gain coefficient R was optimised over all possible film thickness, d ∈ [0.01, 1]δ0
and the optimal gain at any film thickness, Ropt, was determined. A plot of Ropt versus
film thickness is shown in figure 2.20a and corresponding optimal viscosity ratio per film
thickness is reported in figure 2.20b. The optimal viscosity ratio mo is correlated to the
film thickness. This relation can be explained recalling the fact that the mean shear,
which is responsible for the vorticity tilting mechanism, is absorbed by the low-viscous
film, proportionally to the film thickness and to the quantity (1 − m). Assume fixed
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Figure 2.16: Gmax contours for viscosity ratios ofm = 0.4 (figure 2.16d), m = 0.5 (figure
2.16c), m = 0.8 (figure 2.16b) and m = 1.0 (figure 2.16a) and d = 0.1.
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Figure 2.17: Gmax surface and contours for m = 0.55 and d = 0.1.
reduction; therefore, when d is small, a higher absorption of mean shear is achieved by
maximising (1 −m), that is for low values of m; on the contrary, when d is as large as
the boundary layer, the mean shear is totally absorbed by the film, thus little additional
contribution from the viscosity mismatch is needed to achieve the same reduction. How-
ever, the process is in fact more complex, as higher film thickness have a destabilising
effect on the interface mode, which becomes unstable. As shown in figure 2.20a, 2.20b,
for d > 0.3δ0, there is at least a wavenumber couple (ω
o, kz
o) for which the flow is un-
stable or the gain coefficient R > 1, meaning that the two fluid configuration performs
worse than the single fluid benchmark. Therefore, mo = 1 and Ropt = 1 when d > 0.3.
The optimal film thickness do is found to be 10%δ0, for which the maximum reduction
of −Ropt = 28% is achieved (figure 2.20a).
2.5.4 Surface tension effects
As discussed in section §2.4.4, surface tension can have a stabilising effect on discrete
instabilities (Hooper & Boyd, 1983; Saha, 2011). In two-fluid boundary layers, at the
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film thickness d0
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Figure 2.21: Effect of surface tension on transient growth for m = 0.55, kz = 1.5, ω =
0.001. We = +∞, . We = 50×103, . . . .We = 10×103, We =
4× 103, . We = 2× 103, We = 1× 103
Reynolds number and viscosity ratio presented in this work, it affects the amplification
mechanism by stabilising the interfacial mode and reducing the ability of the interfacial
energy generation mechanism to produce disturbances. Figure 2.21 shows the effect of
surface tension on energy amplification for m = 0.55, kz = 1.5, ω = 0.001, Re = 800
and We = {1, 2, 4, 10, 50, +∞} × 103. These values of We are common in physical
and industrial application mentioned in Chapter 1; wind shearing the ocean surface has
a Weber number 7000.
Larger values of We correspond to lower surface tension. Surface tension has little
influence on the wavenumber or magnitude of peak transient growth, but it acts directly
on the interface mode, weakening its effect on transient growth, as We decreases. The
quantity We−1 can be considered as a lagrangian multiplier for f . Consider equations
2.32 for normal stress continuity; when We−1 = 0, τyy is independent of f , therefore any
large interface deflection is in fact compatible with the interfacial conditions. As We−1
increases, the productWe−1f is now part of the relation for τyy and forces smaller values
for f . For low values of We (i.e. high surface tension), the interface mode disappears
and is replaced by capillary modes (Yecko & Zaleski, 2005a). At the viscosity ratio
presented, the capillary modes have a stabilising effect on transient growth; at larger
viscosity and density ratios (m = 0.018, m = 0.0012), Yecko & Zaleski (2005a) showed
instead that transient growth in temporal mixing layers increases as We increases.
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2.6 Conclusions
In this chapter, the characteristics of transient growth with parallel-flow assumption were
explored. Evolution equations for infinitesimal disturbances in parallel two-fluid bound-
ary layers were derived and presented. Due to the parallel-flow assumption, the solution
of the governing equations is represented by a 4th-order polynomial eigenvalue problem,
which is solved using mapped Chebyshev polynomials and a standard eigenvalue solver.
Details of the discrete and continuous eigenvalue spectra were briefly discussed, in order
to explain the challenges related to the formulation of the spatial initial-boundary-value
problem.
The optimization problem for the determination of optimal disturbances was formulated.
The mechanism of transient growth was investigated for single and two-fluid boundary
layers, highlighting the presence of a mechanism of energy production due to the presence
of an interface mode, similar to the one investigated by Saha (2011). This mechanism
was found to be efficient at low ω and damped by increasing surface tension
Furthermore, the effect of viscosity stratification on amplification was investigated. The
addition of a lower viscosity wall-film introduces a competition between the lift-up mech-
anism (weakened by decreasing viscosity ratio) and the interfacial mechanism (strength-
ened by the increasing jump in viscosity). This competition leads to a critical viscosity
ratio and film-thickness that maximise the beneficial effects of the film on amplification.
A parametric optimization was thus performed to establish an optimal set of parameters
for reduction of reduction of transient growth.
The theoretical and numerical results presented in this chapter are valid under a locally-
parallel base-flow assumption, which might be particularly restrictive in the case of two-
fluid boundary layers, due the different spreading rates of the mean flow and the film.
These issues are investigated in the next chapter, in which the parallelism assumption
is relaxed, a spreading framework for optimal disturbances is derived and comparisons
with parallel-flow stability results are made.
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Chapter 3
Non-modal stability: non-parallel base flow
3.1 Introduction
Streamwise variation of the boundary layer affects the accuracy of growth rates predicted
by locally-parallel methods, for both discrete and algebraic instabilities. Nonparallel
effects are small and of order O(Re−1), but still important (Herbert, 1997). The weak
streamwise dependence of boundary layers has historically been disregarded in order to
satisfy the stability theory built on the Orr-Sommerfeld and Squire theory. This has
resulted in some deficiencies of the parallel analysis, namely:
a) the mean flow nonparallelism is neglected;
b) the upstream history of convected disturbances, both in temporal and spatial analy-
ses, is not considered;
c) scale conversion and energy transfer between modes are not considered.
To address the above limitations, stability theory of boundary layers has expanded to
methods based on parabolic partial differential equations, that would account for non-
parallelism, non-linearity and propagation history. This parabolic framework was suc-
cessfully modified and merged into the so-called Parabolized Stability Equations (PSE),
which describe the evolution of linear and non-linear disturbances in weakly streamwise
dependent flows (Herbert, 1997). In this chapter, the effects of nonparallelism on optimal
disturbances are addressed following a parabolic framework, whilst nonlinear effects are
temporarily disregarded and are analysed by Direct Numerical Simulation (DNS) in the
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next chapter.
A motivation for the need to incorporate mean flow Non-parallel effects lies in the fact
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Figure 3.1: Effect of mean flow spreading on streamwise velocity response, urms. d
o
0 =
0.10; koz = 1.5; m
o = 0.55; (3.1b) ωso = 0.0010, (3.1a) ωo = 0.0125.
boundary layer’s edge; mean interface location.
that the evolution of a disturbance under parallel mean flow assumption can be radically
different from its spreading counterpart. In particular, in two-fluid boundary layers, the
interface location spreads at a different rate than the boundary layer thickness (Nelson
et al., 1995), causing the effect of a wall film on the upper fluid to vary in the streamwise
direction. In particular, consider the optimal disturbance determined in the previous
chapter for the parameter set po : {ωo = 0.0125, koz = 1.5, m
o = 0.55, do = 0.10} and
the sub-optimal disturbance for the parameter set pso : {ω = 0.0010, koz = 1.5, m
o =
0.55, do = 0.10}; figure 3.1 reports contours in χy-plane of streamwise response of |u| to
the inlet optimal and sub-optimal disturbances under parallel and non-parallel mean flow
assumptions. In the case of the suboptimal set pso (figure 3.1b), the velocity response at
large streamwise distance radically different. In particular, the interfacial deformation
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mechanism does not appear to play an important role when the boundary layer spreads
(figure 3.1b). Note that the u-response close to the interface is generally weaker also in
the optimal set po (figure 3.1a). Therefore, it is legitimate to question how the findings
under the parallel linear stability framework might evolve when some of the constitutive
assumptions are discarded. In particular, in this chapter the assumption on base flow
parallelism is dropped and spatial evolution effects are incorporated into a (new) linear
stability framework for optimal disturbances.
A method for the determination of optimal disturbance in two-fluid non-parallel bound-
ary layers is developed, exploiting the fact that the mean flow is governed by the
boundary-layer approximation and, moreover, that the second derivatives of the dis-
turbance velocity profile with respect to the streamwise direction are sufficiently small
and can therefore be neglected without loss of accuracy.
This chapter is organised into 5 sections. The next section describes the mean flow equa-
tions along with boundary conditions. Effects of stratification on mean quantities are
shown. In §3.3, details of the disturbance equations and boundary conditions are given.
The optimal problem for determination of the most amplifying disturbances in two-fluid
non-parallel boundary layers is formulated in §3.4. Details of the numerical method,
which includes non-linear domain transformation and Chebyshev polynomial expansion,
are given. Non-parallel effects are quantified and optimal streamwise amplification and
optimal disturbances are compared with previous parallel results. A summary of the key
results of the chapter can be found in §3.5.
3.2 The non-parallel base flow
The spatial evolution of an infinitesimal disturbance in a laminar, incompressible, two-
fluid non-parallel boundary layer with surface tension is considered. Details of the base
flow, governing equations, optimal disturbance formulation and details of the numerical
solution are given in this section.
The general consideration on mean governing equations and domain topology given in
§2.2 hold.
Consider a domain Ω = Ωx×{Ω
B
y ∪Ω
T
y }×Ωz = [x0, xf ]×{[0, d]∪ [d,+∞)}× (−∞,+∞)
with smooth boundaries. The base flow consists of a two-fluid non-parallel boundary
layer flow in direction x ∈ Ωx of the form U = [Uj(x, y), Vj(x, y), 0] with physical
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properties density ρj and viscosity µj, where the subscript j = {T,B} denotes the top
(y ≥ d) and bottom (y ≤ d) fluids respectively and y ∈ Ωy is the wall-normal direction.
We define r andm to be the ratios of densities and viscosities, respectively, i.e. r = ρj/ρT
and m = µj/µT . Note that d = d(x, z) and d0 = d(x0, z). The mean velocity profile
is obtained by solving the two-fluid boundary-layer equations presented in Nelson et al.
(1995) according to the approach described in (Schlichting, 1987, pp. 187-191). In
boundary layer coordinates, the mean flow satisfies:
FF ′′ + νjF ′′′ − x
(
F ′
∂F ′
∂x
− F ′′
∂F
∂x
)
= 0 (3.1)
where F = Ψ2νTU∞x with Ψ as the streamfunction and F
′ = ∂F
∂y
, F ′′ = ∂
2F
∂y2
, F ′′′ = ∂
3F
∂y3
,
x =
√
U∞x
2νT
, y = y
√
U∞
2νT x
, U = U∞ ∂F
∂y
, V = U∞y∂F
∂y
−F −x∂F
∂x
. The free-stream velocity
is denoted by U∞, the kinematic viscosity by ν and x is the downstream location relative
to the leading edge. The interface height d = d
√
U∞
2νTx
is governed by the kinematic
condition:
∂d
∂x
=
1
x
(
V δΓ (y− d)
UδΓ (y− d)
− d
)
(3.2)
where UδΓ (y − d), V δΓ (y − d) are the mean streamwise and wall-normal velocities at
the interface. At y = d, continuity of velocities and stresses is applied:
[[F ]] = 0 ;
[[
∂F
∂y
]]
= 0 ;
[[
∂2F
∂y2
]]
m
= 0 ; (3.3)
where the operator [[·]] denotes the change across the interface, (·)T − (·)B and [[·]]m =
(·)T −m(·)B .
In addition, the wall and free-stream boundary conditions are:
F (x, 0) = 0;
∂F (x, y)
∂y
∣∣∣∣
y=0
= 0; lim
y→∞
∂F (x, y)
∂y
= 1. (3.4)
Physical quantities are made dimensionless according to a length scale L and velocity
scale U∗, set by the base flow. In particular, U∗ = U∞, ρ∗ = ρT , µ∗ = µT . This yields
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the non-dimensional parameters Reynolds and Weber numbers respectively:
Re =
ρ∗U∗L∗
µ∗
=
ρTU
∞δ0
µT
; We =
ρ∗U∞2L∗
σ
=
ρTU
∞2δ0
σ
(3.5)
where L = δ0 = 4.9
√
νTx0
U∞
and σ is the surface tension.
As already discussed in the previous chapter, δ depends on the viscosity ratio m; the
reference scale for two-fluid computations is therefore normalised to the single fluid Bla-
sius boundary layer thickness δ0 at the inlet of the domain.
Figure 3.2 show the dipendency of the boundary layer thickness δ and mean inter-
face location d on the viscosity ratio m, for different values of the film thickness d0 =
{0.01, 0.10, 0.25}. In particular, a very thin film (d0 = 0.01, figures 3.2a-3.2b), regard-
less its viscosity, has a limited effect on the spreading of the mean flow; as the thickness
of the film is increased (d0 = 0.10, figures 3.2c-3.2d), the viscosity ratio m can affect the
spreading of the meanflow and of the interface. If the thickness of the wall layer is further
increased (d0 = 0.25, figures 3.2e-3.2f), lowering the viscosity ratio m can significantly
affect the evolution of the mean interface location and the thickness of the boundary
layer.
3.3 The linear perturbation equations
In general, the thickness of the boundary layer varies in the streamwise direction. Con-
sider a location x0 far downstream from the leading edge: the purpose of this section
is to find a set of linear governing equations which describes the spatial evolution of
disturbances and which is parabolic in nature. Such a system can be efficiently solved by
streamwise marching techniques (Herbert, 1997). This approach is similar to Andersson
et al. (1999), although unsteadiness is also accounted for, which is important in the case
of two-fluid flows. As seen in the previous chapter, relevant amplification, due to the in-
terface, can be found at frequencies ω 6= 0; a steady-state assumption would thus neglect
the interfacial dynamics. These considerations motivate the use of the boundary layer
approximation (BL) of the incompressible Navier-Stokes equations. Figure 3.3 shows the
maximum value of ∂
2U
∂x2
versus the streamwise distance χ; note that ∂
2U
∂x2
≪ 1.
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Figure 3.2: Effect of viscosity on boundary layer thickness δ(χ), (3.2a) d0 = 0.010, (3.2c)
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3.3.1 Governing equations and boundary conditions
Consider the semi-infinite Hilbert space H(Ω) in which the incompressible Navier-Stokes
equations (NS), stated in equations 2.1, 2.2, along with the interfacial condition 2.3, are
satisfied by a vector field U and scalar field P. Under BL, these equations are as follows:
∂tUj + (Uj · ∇)Uj = −
∇Pj
ρj
+ νj∆
∗Uj (3.6)
∇ · Uj = 0 (3.7)
where ∆∗ =
(
∂2
∂y2
+ ∂
2
∂z2
)
. The decomposition stated in equation 2.5 is applied and
the base state U is perturbed by an infinitesimal disturbance field qˆj = (uˆ, pˆ)j =
(uˆ, vˆ, wˆ, pˆ)j ∈ H(Ω) which satisfies the BL. These equations are linearized to model
the spatial linear evolution of three-dimensional disturbances around the base flow U,
resulting in the following governing equations:
∂tuˆj + (Uj · ∇) uˆj + (uˆj · ∇)Uj = −
∇pˆj
ρj
+ νj∆
∗Uj (3.8)
∇ · uˆj = 0 (3.9)
The additional boundary and initial conditions
uˆj |∂(Ωy×Ωz) = 0 (3.10)
uˆj|t=0 = uˆ0j (3.11)
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Equations 3.6-3.11 can be written as:
Lˆjqˆj =
∂
∂x
(
Aˆjqˆj
)
−
(
Bˆ0j + Bˆ1j
∂
∂y
+ Bˆ2j
∂2
∂y2
)
qˆj = 0 (3.12)
where
Aˆj =


1 0 0 0
Uj 0 0 1
Vj Uj 0 0
0 0 Uj 0


Bˆ0j =


0 0 − ∂
∂z
0
∂
∂t
− m
r
1
Re
∂2
∂z2
−
∂Uj
∂y
0 0
0 ∂
∂t
− m
r
1
Re
∂2
∂z
− 2
∂Vj
∂y
−Vj
∂
∂z
0
0 0 ∂
∂t
− m
r
1
Re
∂2
∂z2
−
∂Vj
∂y
− ∂
∂z


Bˆ1j =


0 −1 0 0
−Vj 0 0 0
0 −2Vj 0 −
1
r
0 0 −Vj 0

 Bˆ2j =


0 0 0 0
−m
r
1
Re
0 0 0
0 −m
r
1
Re
0 0
0 0 −m
r
1
Re
0

 . (3.13)
The dynamics of the interface follows the relation stated in equation 2.6. The mean
interface location d is perturbed by an infinitesimal displacement fˆ ; the interface dis-
placement follows the kinematic condition:
(
Iˆj fˆ + Cˆqˆj
)
δΓ (y − d) = 0 (3.14)
where
Iˆj fˆ =
∂
∂x
(
Uj fˆ
)
−
(
∂
∂t
−
∂Vj
∂y
)
fˆ ; Cˆj qˆ = −vˆj. (3.15)
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At the interface, continuity of velocities and stresses apply:
[[uˆ]] +
[[
∂U
∂y
]]
fˆ = 0 (3.16)
[[vˆ]] +
[[
∂V
∂y
]]
fˆ = 0 (3.17)
[[wˆ]] = 0 (3.18)[[
∂uˆ
∂y
+
∂vˆ
∂x
]]
m
+
[[
∂2U
∂y2
]]
m
fˆ = 0 (3.19)[[
∂wˆ
∂y
+
∂vˆ
∂z
]]
m
+
[[
∂V
∂y
]]
m
∂fˆ
∂z
= 0 (3.20)
[[−pˆ]]1
r
+
2
Re
[[
∂vˆ
∂y
]]
m
+ 2
[[
∂2V
∂y2
]]
m
fˆ =
1
We
∂2fˆ
∂z2
. (3.21)
Under the assumptions of homogeneity of span-wise directions and time-harmonic be-
haviour, the perturbation field qˆj can be written as qˆj = qj(x, y)e
−iωt+ikzz. Its spatial
evolution satisfies the following relation:
Ljqj =
∂
∂x
(Ajqj)−
(
B0j +B1j
∂
∂y
+B2j
∂2
∂y2
)
qj = 0 (3.22)
where
Aj =


1 0 0 0
Uj 0 0 c
Vj Uj 0 0
0 0 Uj 0


B0j =


0 0 −iβ 0
iω − m
r
β2
Re
−
∂Uj
∂y
0 0
0 iω − m
r
β2
Re
− 2
∂Vj
∂y
−iβVj 0
0 0 iω − m
r
β2
Re
−
∂Vj
∂y
−iβ


B1j =


0 −1 0 0
−Vj 0 0 0
0 −2Vj 0 −
1
r
0 0 −Vj 0

 B2j =


0 0 0 0
−m
r
1
Re
0 0 0
0 −m
r
1
Re
0 0
0 0 −m
r
1
Re
0

 . (3.23)
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The contribution of the streamwise gradient of pressure is represented by c. To avoid
ill-posedness, c = 0 (Ashpis & Reshotko, 1990).
The infinitesimal interface displacement fˆ can be written as fˆ = f(x)δΓ (y−d)e
−iωt+ikzz,
thus following the kinematic condition:
(Ijf + Cqj) δΓ (y − d) = 0 (3.24)
where
Ijf =
∂
∂x
(Ujf)−
(
iω −
∂Vj
∂y
)
f ; Cjq = −vj. (3.25)
Let φ = [qj , f ]
T. The spatial evolution of an infinitesimal disturbance φ0 in a
non-parallel two-fluid boundary layer system is the solution of:
Sφ =

 Lj 0
C I



 qj
f

 = 0 , ∀φ ∈ H(Ω) (3.26)
with boundary conditions:
uB = vB = wB = 0 , y = 0
uT , wT , pT → +∞ , y → +∞ (3.27)
and matching conditions at y = d, ∀x ∈ Ωx:
[[u]] +
[[
∂U
∂y
]]
f = 0 (3.28)
[[v]] +
[[
∂V
∂y
]]
f = 0 (3.29)
[[w]] = 0 (3.30)[[
∂u
∂y
+
∂v
∂x
]]
m
+
[[
∂2U
∂y2
]]
m
f = 0 (3.31)[[
∂w
∂y
+ iβv
]]
m
+ iβ
[[
∂V
∂y
]]
m
f = 0 (3.32)
[[−p]]1
r
+
2
Re
[[
∂v
∂y
]]
m
+ 2
[[
∂2V
∂y2
]]
m
f =
β2
We
f (3.33)
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and initial condition
φ(x0, y) = φ0 ∈ H(Ωy). (3.34)
The interface curvature κ has been approximated to κ ≈ ∆∗f ≈ β2f , in agreement with
the boundary layer approximation already made.
Equations (3.26)-(3.34) constitute the initial boundary value problem for a downstream-
propagating disturbance, φ0.
3.4 Optimal disturbances
Modal stability analysis has focused on the unstable asymptotic behaviour of the dis-
turbance φ0 and linked its exponential growth to turbulence. On the contrary, the
asymptotic stability of φ0 does not imply that the underlying flow is stable. In fact,
as stated earlier, transient growth of fluctuation energy could trigger non-linear effects
sustaining turbulence and represent a mechanism for bypass transition (Andersson et al.,
1999).
In analogy to what has been done in §2.5, the perturbation φ0 is defined as optimal if it
maximises a chosen functional norm.
The main purpose of this section is to introduce a measure for a general disturbance and
to give details of the optimal amplification problem.
Consider the Hilbert space H(Ω), any a,b ∈ H(Ω) of the form a = [qj , f ]
T =
[uj , pj , f ]
T and the following internal products and norm:
(a,b) =
∑
j=T,B
∫
Ωjy
aHb dy , ∀a,b ∈ H(Ω) (3.35)
〈a,b〉 =
∫
Ωx
∑
j=T,B
∫
Ωjy
aHQ b dy dx =
∫
Ωx
(a,Qb) dx , ∀a,b ∈ H(Ω) (3.36)
‖a‖2ε = (a,Ea) (3.37)
where the superscript ·H denotes the standard Hermitian operator, E being the me-
chanical energy matrix in the primitive variable formulation and Q the internal product
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matrix defined as the following:
E =

 Kj 0
0 1
We

 , Kj =

 rI3x3 0
0 0

 , (3.38)
Q =

 Kpj 0
0 0

 , Kpj =

 I3x3 0
0 1

 . (3.39)
The aim is to find the initial condition φ0 ∈ Ω that maximises the functional
J(φ;φ0;x) =
‖φx‖
2
ε
‖φ0‖
2
ε
(3.40)
at a given location x ∈ Ωx. This is equivalent to finding the initial condition that will
amplify the most at location x.
The growth factor G(x) is defined as the maximum value of the functional J(φ;φ0;x)
at location x for any possible non-trivial initial condition, φ0, satisfying the Cauchy
problem in (3.26)-(3.34).
The initial-boundary-value problem defined by equations (3.26)-(3.34) is linear, therefore
∃A linear : φx = Axφ0. The amplification factor, G(x), has the following expression:
G (x) = max
φ0 6=0
J(φ;φ0;x) (3.41)
= max
φ0 6=0
‖φ (x)‖2ε
‖φ (x0)‖
2
ε
= max
φ0 6=0
‖Axφ0‖
2
ε
‖φ0‖
2
ε
= max
φ0 6=0
(Axφ0,EAxφ0)
(φ0,Eφ0)
= max
φ0 6=0
(
A†xEAxφ0, φ0
)
(Eφ0, φ0)
= max
φ0 6=0
(
A†xEAxF−1Fφ0,F−1Fφ0
)
(EF−1Fφ0,F−1Fφ0)
= max
φ0 6=0
(
F−HA†xEAxF−1Fφ0,Fφ0
)
(F−HEF−1Fφ0,Fφ0)
= max
j
{Λj
(
F−HA†xEAxF−1
)
} .
where E = FHF and A† is the adjoint operator of A, satisfying the internal product
〈
a,Ab
〉
=
〈
A†a,b
〉
, ∀a,b ∈ H(Ω). (3.42)
The derivation of the adjoint operator A† and adjoint boundary conditions are given in
Appendix A. Note that, although bounded to the appendix, the derivation of the two-
fluid spatial adjoint equations is a fundamental achievement of this work. It represents a
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new and powerful tool for optimization and control in two-fluid non-parallel flows. The
original derivation is based on very general assumptions, so that it can be adapted to
various framework; the boundary layer approximation on the adjoint equations is pre-
sented as a particular case.
Amplification as largest singular value
According to (3.41), G (x) = maxj{Λj
(
F−HA†xEAxF−1
)
}, i.e. the maximum am-
plification at location x is given by the leading (maximum) eigenvalue of the system
LF = F
−HA†xEAxF−1. Recall that, given an operator A satisfying equation 3.42, than
the following relations hold:
if Aa = λa, then A†a = λHa , therefore A†Aa = λHλa ∀a. (3.43)
Therefore
∥∥A†A∥∥ = θ1, that is the largest singular value, as defined in the previous
chapter, §2.5. Thus the computation of the norm is reduced to the determination of
the leading eigenvalue of the operator LF. Explicitly constructing the operators A and
A† is usually expensive and not possible in this case, due to the missing streamwise
pressure gradient term. Therefore we do not attempt to compute the entire spectrum
of the system F−HA†xEAxF−1. Note that the matrices F and F−1 only provide a link
between the energy norm and the 2−norm of the linear operator Ax, without modifying
its eigenvalues. As discussed in the previous chapter, the norm of the operator LF is
represented by its principal singular value, that is:
|LF| = max
J
Λj (3.44)
where Λj is an element of Λ, which satisfies Λa = LFa , ∀a ∈ H(Ω).
The leading eigenvalue providing maximum amplification at location x and the relative
initial condition φ0 are directly computed via the Von Misen (power iteration) method:
λxφ
n+1
0 (x) =
LFφ
n
0 (x)
‖LFφ
n
0 (x)‖
, (3.45)
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that is:
λxφ
n+1
0 (x) =
F−HA†xEAxF−1φn0 (x)
‖F−HA†xEAxF−1φn0 (x)‖
. (3.46)
At every iteration n the vector φn0 (x) is multiplied by the matrix F
−HA†xEAxF−1 and
normalised. Assuming that:
i) LF has an eigenvalue λ
max
x that is stricly greater then the other eigenvalues in
magnitude;
ii) the initial vector φ00(x) has non-zero projection in the direction of the eigenvec-
tor associated with λmaxx leading eigenvalue, that is: φ
0
0(x) · ax
max 6= 0, where
λmaxx a
max
x = LFa
max
x , ∀a
max
x ∈ H(Ω);
iii) it exists a subsequence of vectors (φn0 (x)) convergent to the leading eigenvector, that
is ∃ ǫ ∈ R+ such that
∥∥φn+10 (x)− φn0 (x)∥∥ < ǫ;
then φn+10 (x) converges to the leading eigenvector a
max
x and λx converges to the leading
eigenvalue λmaxx of Λ:
|λx − λ
max
x | < ǫ . (3.47)
Under the assumption in (3.47), G(x) at location x is constructed by solving (3.26)-(3.34)
with a feasible initial condition φˆ0 and (A.39)-(A.54) with final condition φ
†
x = F−1φx
until the convergence condition
∥∥φn+10 − φn0∥∥ < ǫ is met at the (n+ 1)th−iteration. The
operator F and its inverse follow from the rescaling conditions (A.37)-(A.38) and is given
by:
F =

 Aj 0
0 1

 F−1 =

 A†j 0
0 1

 . (3.48)
A sketch of the algorithm is given in figure 3.4. Additional details on the optimization
procedure are given later on in this chapter, where the numerical implementation is
discussed.
In order to start the adjoint looping procedure, a feasible initial guess φˆ0 satisfying
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Figure 3.4: Optimal disturbance algorithm flowchart
(3.26)-(3.34) is required. At x0, a locally-parallel assumption is taken, such that the
problem S(x0, y)φ = 0 can be converted in into the eigenvalue problem:
iαx0 S˜(y)φ˜ = 0 (3.49)
Let φ˜n, n = 1, 2, · · · ,K, be the K least-stable eigenfunctions of (3.49). The initial
condition needed to initialise the power iteration in (3.46) can be created as the following:
φˆ0 =
K∑
j=1
wj φ˜j (3.50)
with
wj = U(0, 1) , U(0, 1) uniform random variable in [0, 1].
Thus φˆ0 is given by a random superposition of eigenfunctions of (3.49). Note that, by
construction, φˆ0 satisfies the Cauchy problem defined by (3.26)-(3.34) and has non-zero
scalar product with the leading eigenvector amaxx .
The next sections deal with technical challenges of solving equations Sφ = 0 and
S†φ† = 0 on a two-fluid non-parallel base flow, such as spreading mean interface location
and resolution at the interface.
3.4.1 Numerical Method
When dealing with non-parallel flow, one of the main considerations is to keep constant
wall-normal grid resolution inside the boundary layer. In the case of a two-fluid spreading
boundary layer, as the boundary layer grows, the mean location of the interface moves.
For a well-resolved simulation, a high resolution is needed at the interface. However, this
poses the problem of refining the mesh at every x location or having a constant refined
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(a) (b)
Figure 3.5: Sketch of computational grid in physical (figure 3.5a) and mapped (figure
3.5b) space.
mesh that covers the mean interface location displacement. Moreover, interfacial match-
ing conditions are valid and must be imposed at the spreading interface location, which
makes it impossible to build an evolution operator in physical coordinates. To overcome
these limitations and to avoid computational expense, a mapping function that depends
on the mean interface location is applied, such that the spreading mean interface location
in physical space is mapped to a flat mean interface location in computational space.
The mapping process allows for high resolution at the interface location throughout the
x domain, without suffering of lack of resolution due to the spreading of the base flow.
The mapping also provides a fixed grid point in the normal direction where the interfa-
cial boundary conditions are imposed.
The next paragraph gives detailed information on the discretization approach and nu-
merical solution.
Coordinates transformation
The semi-infinite physical domain Ωy is approximated with Ω
l
y = {[0, d] ∪ [d, l)}, l being
a large number and l > 25δ0. This assures that the top wall does not affect the correct
representation of the physical process near the boundary layer. Let T (x, y) ∈ C2(R2) be
a mapping function such that (x, y) ∈ R2 → (ξ, η) ∈ R2:
T :

 ξ = xη = d0 y−dd (3.51)
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The computational domain in (ξ, η) coordinates is ΩT = Ω
ξ
T ×Ω
η
T = [ξ0, ξf ]×{[−d0, 0]∪
[0, ℓ]}. The top wall location is denoted by ℓ = minx η = d0
(
l
df
− 1
)
, where d0 = d(x0),
df = d(xf ); the mean interface location in mapped coordinates satisfies the equation
η ≡ 0 ∀ ξ ∈ ΩξT . The bottom wall y = 0 is an invariant for the transformation T .
Metrics
A sketch of the effect of the non-linear mapping T on the computational grid in physical
space is depicted in figure 3.5, where η = 0 represents the spreading interface in (ξ, η)
coordinates. The Jacobian of the transformation is
JT =

 ∂ξ∂x ∂ξ∂y
∂η
∂x
∂η
∂y

 =

 1 0
−d0yd
′
d2
d0
d

 =

 1 0
gx gy

 ,
detJT 6= 0 ∀x, y ∈ Ω (3.52)
Differential operators in (ξ, η) coordinates have the following expression:
∂
∂x
=
(
∂
∂ξ
)(
∂ξ
∂x
)
+
(
∂
∂η
)(
∂η
∂x
)
=
∂
∂ξ
+ gx
∂
∂η
(3.53)
∂
∂y
=
(
∂
∂ξ
)(
∂ξ
∂y
)
+
(
∂
∂η
)(
∂η
∂y
)
= gy
∂
∂η
(3.54)
∂2
∂y2
=
(
∂
∂ξ
)(
∂2ξ
∂y2
)
+
(
∂
∂η
)(
∂2η
∂y2
)
+
(
∂2
∂ξ2
)(
∂ξ
∂y
)2
+
∂2
∂η2
(
∂η
∂y
)2
+
∂2
∂η
ξ
(
∂η
∂y
)(
∂ξ
∂y
)
= g2y
∂2
∂η2
(3.55)
and are used to transform forward and adjoint equations from physical to computation
space.
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Forward evolution equations
The operators governing the forward evolution in the new coordinate system are:
S˜φ =

 L˜j 0
C˜ I˜



 qj
f

 ∀qj , f ∈ H(ΩT ) (3.56)
with (3.57)
L˜jqj =
∂
∂ξ
(
A˜jqj
)
− B˜0jqj − B˜1j
∂
∂η
qj − B˜2j
∂2
∂η2
qj
A˜j = Aj
B˜0j = B0 − gx
∂
∂η
Aj
B˜1j = gyB1 − gxAj
B˜2j = g
2
yB2j
C˜ = C
I˜f =
∂
∂ξ
(Uf)−
(
iω − gx
∂U
∂η
− gy
∂V
∂η
)
f (3.58)
and boundary conditions
uB (−d0) = 0 (3.59)
vB (−d0) = 0 (3.60)
wB (−d0) = 0 (3.61)
uT (ℓ) = 0 (3.62)
wT (ℓ) = 0 (3.63)
pT (ℓ) = 0 (3.64)
[[u]] +
[[
gy
∂U
∂η
]]
f = 0 (3.65)
[[v]] +
[[
gy
∂V
∂η
]]
f = 0 (3.66)
[[w]] = 0 (3.67)
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[[
∂v
∂ξ
]]
m
+
[[
gy
∂u
∂η
+ gx
∂v
∂η
]]
m
+
[[
g2y
∂2U
∂η2
]]
m
f = 0 (3.68)[[
gy
∂w
∂η
+ iβv
]]
m
+ iβ
[[
gy
∂V
∂η
]]
m
f = 0 (3.69)
[[−p]]1
r
+
2
Re
[[
gy
∂v
∂η
]]
m
+ 2
[[
g2y
∂2V
∂η2
]]
m
f =
β2
We
f . (3.70)
Adjoint evolution equations
The operators governing the adjoint evolution in the new coordinate system are:
S˜†φ†j =

 L˜† 0
C˜† I˜†



 q†
f †

 = 0 (3.71)
with
L˜†q† =
[
−A˜Hj
∂
∂ξ
− B˜0
H
j + B˜1
H
j
∂
∂η
− B˜2j
∂2
∂η2
]
q† (3.72)
A˜j = Aj
B˜0j = B0j − gy
∂B1j
∂η
B˜1j = gxAj − gyB1j (3.73)
B˜2j = g
2
yB2j
C˜†q† = − 1
Re
[[
g2y
∂2U
∂η2
]]
m
u† + m
Re
[[
gy
∂2U
∂η
]]
gy
∂2u†B
∂η
−
(
2
Re
[[
g2y
∂2V
∂η2
]]
m
− β
2
We
)
v†+
m
Re
[[
gy
∂U
∂η
]]
gx
∂v†B
∂η
+ 2m
Re
[[
gy
∂V
∂η
]]
gy
∂v†B
∂η
+
1
Re
[[
gy
∂U
∂η
]]
∂v†B
∂ξ
− iβ
Re
[[
gy
∂V
∂η
]]
m
w† + r
[[
gy
∂V
∂η
]]
p†B (3.74)
I˜†f † =
(
iω + U
∂
∂ξ
)
f † (3.75)
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and boundary conditions:
u†B (−d0) = 0 (3.76)
v†B (−d0) = 0 (3.77)
w†B (−d0) = 0 (3.78)
p†T (ℓ) + 2V v
†
T (ℓ) +
1
Re
gy
∂v†
∂η
(ℓ) = 0 (3.79)
u†T (ℓ) = 0 (3.80)
w†T (ℓ) = 0 (3.81)
[[u†]] = 0 (3.82)
[[v†]] = 0 (3.83)
[[w†]] = 0 (3.84)[[
∂v†
∂ξ
]]
m
+
[[
gy
∂u†
∂η
+ gx
∂v†
∂η
]]
m
= 0 (3.85)[[
gy
∂w†
∂η
+ iβv†
]]
m
= 0 (3.86)
[
p†
]
r
+ 2
Re
[[
gy
∂v†
∂η
]]
m
= f † (3.87)
Discretization
As in the case of parallel flow, the discretization of the evolution equations and boundary
conditions uses Chebyshev spectral method. A sufficient resolution near the wall and
an accurate representation of the discontinuities of mean and perturbation variables at
the interface are ensured by discretising top and bottom domains with different grids,
on which separate mapped Chebyshev expansions provide a complete representation of
the disturbance in ΩηT = Ω
η
T
B
∪ ΩηT
T
= [−d0, 0] ∪ [0, ℓ]. The domain Ω
η
T is discretised
according to the Gauss-Lobatto quadrature, on which two sets of mapped Chebyshev
polynomials T˜ (η)j , j = T,B, are considered.
For sake of clarity, details of the spectral discretization used are reported again. Let
T˜n (ζ), n = 1, . . . , N beN Chebyshev polynomials in the interval I = [−1, 1] and η = ϑ(ζ)
a mapping function between I and ΩηT , ζ ∈ I, η ∈ Ω
η
T . Define Ti (η) := T˜i
(
ϑ−1 (η)
)
as the
mapped Chebyshev polynomial onto the domain ΩηT . Two sets of Chebyshev polynomial
have been used to represent independently bottom and top fluid. In particular, T Ti =
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T˜i
(
ϑ−1 (η)
)
, η ∈ ΩηT
T
and TBi = T˜i
(
φ−1 (η)
)
, η ∈ ΩηT
B
; as in the case of locally-
parallel analysis, details of the mappinging function ϑ are given in Appendix C. The
grid ζj,k is generated in the Chebyshev interval I using the Nj Gauss-Lobatto points
ζj,k = cos
(
πk
Nj−1
)
and mapped to physical space, such that {η} = {ηT }∪{ηB} ∈ Ω
η
T . The
number of Chebyshev polynomials used in the top domain ΩηT
T
is of order 150−200 and
the bottom fluid counterpart ΩηT
B
is chosen according to the relation ℓ
NT
≈ 10d0
NB
≈ 0.1.
In analogy with the parallel case, highly-stretched grids near the interface were found
to introduce inaccurate representation of the oscillatory behaviour of the continuous
modes in the free stream. Grids with clustering factors comparable to linear mapping
are able to provide good resolution near the interface and in the free stream. In fact,
free-stream resolution is key to a correct representation of the continuous spectrum,
which is responsible for the amplification of energy.
Disturbance functions are then expanded in series of mapped Chebyshev polynomials:
qj (ξ, η) =
Nj∑
n=0
cnqj (ξ)T
j
n (η) = T0jcj(ξ) (3.88)
where the weights cj(ξ) fully characterise the streamwise evolution of the initial condition
φ0 = T0c(0).
Resolution
To solve the iterative method presented in equation (3.46), forward and adjoint equations
must be intergrated in the Ωx domain.
In computational space, the domain ΩξT is discretised with a set of points
{ξ0, ξ1, · · · , ξnx−1, ξnx} such that Ω
ξ
T =
∑nx−1
i=0 ∆ξi, where ∆ξi = ξi+1 − ξi. The for-
ward equation (3.56) along with interfacial boundary conditions (3.65)-(3.70) are ap-
proximated in the streamwise direction with a fully implicit Euler scheme, extending the
single-fluid approach of Andersson et al. (1999). Equation (3.56) can be written as:
∂
∂ξ
(Mφ) = Lφ (3.89)
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where
M =

 A˜j 0
0 gxU

 , L =

 B˜0j + B˜1j ∂∂η + B˜2j ∂2∂η2 0
0 iω − gy
∂V
∂η

 .
The schemes used for the calculations are:
1st order: (Mφ)i+1 − (Mφ)i = ∆ξi (Lφ)
i+1 (3.90)
2nd order: 32 (Mφ)
i+1 − 2 (Mφ)i + 12 (Mφ)
i−1 = ∆ξi (Lφ)i+1 (3.91)
3rd order: 116 (Mφ)
i+1 − 3 (Mφ)i + 32 (Mφ)
i−1 − 13 (Mφ)
i−2 = ∆ξi (Lφ)i+1 . (3.92)
It was found that the order of integration does not sensibly affect the computation of G,
as the lack of streamwise ellipticity in (3.89) allows for arbitrary small ∆ξi.
At each streamwise position ξi, a one-dimensional boundary-value problem in the wall-
normal direction is solved with the aid of mapped Chebyshev polynomials T˜i. The chosen
streamwise discretization scheme is imposed at the Chebyshev mapped collocation points
η along with interfacial and wall boundary conditions, leading to the determination of
the Chebyshev spectral coefficients in (3.88) by Gauss elimination of the resulting dense
linear system of dimensions 4 (NT +NB) + 1. The adjoint problem stated in (3.71) may
be written as an evolution problem:
−M†
∂φ†
∂ξ
= L†φ† (3.93)
where
M† =

 A˜Hj 0
0 U

 , L† =

 B˜0j − B˜1Hj ∂∂η + B˜2Hj ∂2∂η2 0
C˜† iω

 .
and discretized as the forward equations. This leads to the determination of the dis-
cretized adjoint. A different approach to the discretization of problem (3.41) is to dis-
cretise the base equation (3.89) and to introduce a discretised measure equivalent to
(3.37). From the choice of discretization of the forward problem and the definition of the
discrete disturbance measure, the discrete adjoint problem is well defined, without the
need to introduce any independent discretization of the adjoint equations (Andersson
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et al., 1999). It is well known that this last approach is the most consistent when solving
problem (3.41), where computing adjoint equations becomes a matter of transposing
the matrices associated with the discretization (Berggren, 1995; Berggren et al., 1996).
However, care has to be taken, as this may lead to inconsistency between the trans-
posed stencil of a differential operator and the stencil of its adjoint operator; also, the
discretization of the adjoint derived by transposition of the forward problem would not
contemplate the presence of additional source terms. When spectral methods are used,
the derivation of the discrete adjoint is less natural and less straightforward. Consistency
of the discretized adjoint formulation with the discretization of the forward problem was
checked under parallel-base-flow assumption computing the eigenvalue sets of (3.89) and
(3.93), which resulted to be one complex-conjugate of the other within 10−12 accuracy.
Additional details on the validation procedures and results are contained in Appendix
B.
It is fundamental to remark that the optimization problem (3.41) is particularly well-
conditioned and very few iterations of the algorithm described in (3.46) are needed for
convergence. Thus the approximation introduced by the discretization is unlikely to be
of any importance. The robustness of problem (3.41) is due to the fact that the largest
eigenvalue of the operator LF is well separated from the rest of the spectrum (Ander-
sson et al., 1999; S. C. Reddy & Henningson, 1993; Schmid, 2007; Trefethen et al., 1993).
The optimization algorithm
This section describes the steps involved in the power iteration, introduced in (3.46), to
compute the largest eigenvalue of LF.
At every target location ξ ∈ ΩTξ , iterate steps 1-4
1. Solve forward initial-boundary value problem in (3.89), using the wall and interfa-
cial boundary conditions stated in (3.59)-(3.70). At the first iteration, the initial
condition φ0 is chosen using (3.50); at later iterations, it is obtained from step 4.
2. Project forward-solution φ at location ξ onto adjoint space and determine initial
adjoint condition φ†0 = F
−1φ(ξ) solving (3.48).
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3. Solve backward final-boundary value problem in (3.93), using the wall and inter-
facial boundary conditions stated in (3.76)-(3.87).
4. Project adjoint solution φ† at location ξ0 onto forward space and determine new
initial condition φ0 = Fφ
†(ξ0) solving (3.48). Scale if needed.
until
∥∥φn+10 − φn0∥∥ < ǫ at the (n + 1)th−iteration. The optimal initial condition that
maximises (3.40) is φ0.
The number of iterations needed for convergence to be reached varies with location
and Reynolds number, but it is usually of order 5− 15. Similar convergence rates were
found by Andersson et al. (1999) and Luchini (2000).
So far, a robust formulation to study the effects of stratification on spatially de-
veloping disturbances in non-parallel flows was built. A very important step was the
introduction of the domain transformation discussed in (3.51), which leads to a com-
putational domain with constant resolution at the interface and that allows for an easy
implementation of interfacial boundary conditions on spreading flows.
The next sections are dedicated to the analysis of the effects of the spreading of the base
flow on stratification and to the characterisation of the evolution of optimal disturbances
over a non-parallel base flow.
3.4.2 Non-parallel effects
The non-parallel evolution of the mean flow has a substantial impact on the transient
growth mechanism, lowering the effect of the lift-up mechanism and diminishing the
coupling with the interfacial mode (equation 3.28 and figure 3.7). In this section, a
mean flow with optimal viscosity ratio mo = 0.55 is analysed within the framework of
linearized boundary layer equations, with no assumptions on mean flow parallelism. As
the mean flow spreads, the mean interface location grows accordingly. However, the
mean flow spreading rate (δ ≈ x
1
2 ) is faster than the interface spreading rate (d ≈ x
1
4 ),
resulting in a reduction of the film thickness with respect to local δ-coordinates. In fact,
in the limit of x→ +∞, d/δ → 0, recovering the single-fluid limit behaviour.
Figure 3.6a shows the streamwise evolution of U . As the flow spreads, more shear is
absorbed by the lower-viscous film (figure 3.6b). The mean interface location d spreads at
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Figure 3.6: Spatial evolution of mean streamwise velocity U , (3.6a), ∂yU , (3.6b), ∂
2
yU ,
(3.6c), respectively at locations:  χ = 1, . . . .χ = 2, χ = 5, . χ = 10,
χ = 15, d0 = 0.10, m = 0.55. (3.6d): Boundary layer thickness δ and
mean interface location d versus streamwise location χ. (3.6e): ratio d
δ
versus
streamwise location χ.
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a lower rate then δ, as shown in figure 3.6d, thus the influence of the lower viscosity film
on the mean flow profile decreases with streamwise distance. As the flow develops down-
stream, the two-fluid boundary layer converges to a single-fluid boundary layer and the
mechanism of energy production through interfacial deformation becomes unimportant.
Moreover, the jump at the interface of mean shear, ∂yU , which fosters the production of
energy through interface corrugation, weakens very quickly. The streamwise evolution of[
∂U
∂y
]
,
[
∂2U
∂y2
]
is given in figure 3.7. For m = 0.55,
[
∂U
∂y
]
becomes half of its parallel-limit
value at about χ ≈ 2 and a third at χ ≈ 10.
The parallel-flow assumption has shown the presence of a new mechanism of energy
production that is predominant for low viscosity ratio m and effective on long distances
(χ > 10). Here figures 3.6, 3.7 suggest that, when the mean flow spreads:
i) the production of energy through interface deformation might not be relevant and/or
present at all;
ii) the benefit of a lower-viscosity film near the wall might not persit over a meaningful
streamwise distance due to the different spreading rate of mean interface location d
and the boundary layer thickness δ.
Under parallel flow assumptions, the above considerations are trivial, as the mean flow is
constantly identical in the streamwise direction. Relaxing the assumption of parallelism
introduces instead additional degrees of complexity, which are going to be addressed in
this and the following chapter.
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Figure 3.8: Comparison between two-fluid parallel and spreading optimal growth, kz =
1.5, d0 = 0.1, m = 0.55, (3.8b) ω
so = 0.0010, (3.8a) ωo = 0.0125. kz = 1.5,
m = 0.55, d0 = 0.1, Re = 800. non-parallel, parallel mean flow ,
. . . . m = 1, non-parallel mean flow.
3.4.3 Optimal profiles
In the previous chapter, under the parallel flow assumption, a global parametric op-
timization on film thickness, viscosity ratio, spanwise wavenumber and temporal fre-
quency was performed, leading to the determination of the optimal set of parameters
po : {mo = 0.55, do0 = 0.1, ω
o = 0.0125, kz
o = 1.5} resulting in optimal amplification
reduction. Importance was given also to the suboptimal set pso : {mo = 0.55, do0 =
0.1, ωso = 0.001, kz
o = 1.5}, that highlights the interfacial energy mechanism. In this
chapter, optimal growth results under spreading base flow for the parameter sets po and
pso are computed and presented.
Optimal growth curves for parallel and non-parallel case are compared in figure 3.8 for
the parameter sets po (figure 3.8a) and pso (figure 3.8b). The spreading of the mean flow
weakens the mean shear and its variation through the interface; as a result, the viscous
peak is reduced and the effect of the interface distortion is very limited. Consider the
parameter set pso; in the parallel case, for χ > 6, an interface disturbance starts to grow
(figure 3.8b) and a very strong and energetic perturbation develops and remains through-
out the domain, due to the neutrally-stable interfacial mode. In the spreading case, as
the mean velocity gradients at the interface quickly decrease (figure 3.7), the coupling
with the interface sharply decays, resulting in a much weaker interfacial perturbation.
Thus the spreading of the mean flow dampens the neutral interface mode.
In the non-parallel case, only the lift-up mechanism can convert normal velocity
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Figure 3.9: Comparison of interface perturbation under parallel ( ) and non-parallel
( ) mean flow (a): ωo = 0.0125, (b) ωso = 0.0010.
disturbances into streamwise velocity perturbations and the multiple peaks due to the
interface corrugation effect are not visible. In the parallel case, the energy growth of the
neutral interface mode over long distances (χ > 10) is a major limitation to transient
growth reduction; in the non-parallel case, the mean flow spreading acts in competition
to the interfacial mechanism, reducing its effect on energy growth.
The relaxation of mean flow parallelism has an effect on the dynamics of the interface.
Figure 3.9 depicts the effect of the spreading of the mean flow on the interfacial pertur-
bation f . Consider the interfacial dynamics for parallel flow (eq. 2.19); its streamwise
solution is coupled to the normal velocity v and modulated by e
−iω
U
(x−x0). The interfacial
dynamics in non-parallel flows (eq. 3.24) is instead modulated (first-order approxima-
tion) by e
−iω+
∂V (x)
∂y
U(x)
˛
˛
˛
˛
˛
x
x0
(x−x0)+o(|x−xo|2)
; therefore, the streamwise frequency of f shifts
from ∼ −iω
U
to ∼
−iω+ ∂V (x)
∂y
U(x)
∣∣∣∣x
xo
, which explains the streamwise wavelength change in
figure 3.9a. For lower values of omega (figure 3.9b), this effect is marginal and would
disappear in the case of steady disturbances.
Profiles of the optimal disturbances for the non-parallel and parallel cases are given
in figures 3.10 and 3.11 for po, pso parameter sets.
At the optimal disturbance frequency ωo = 0.0125, |v| and |w| have comparable magni-
tude (figure 3.10a) both in parallel and non-parallel case; the response |u| (figure 3.10b)
highlights that the jump of mean quantities forces a much stronger response in the par-
allel case rather than in the spreading flow.
The optimal inlet profiles of |v| and |w| (figure 3.11a) and their maximum streamwise
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Figure 3.10: (3.10a) Optimal initial condition and (3.10b) maximum response, ωo =
0.0125, kz = 1.5, m = 0.55, d0 = 0.1, Re = 800. non-parallel,
parallel mean flow.
response |u| (figure 3.11b) show the difference between non-parallel and parallel opti-
mal disturbances in the case of ωso = 0.0010. Although the optimal inlet condition is
a counter-rotating vortex in both cases, the optimal condition arising from non-parallel
optimization sits higher in the boundary layer and exhibits a weaker w component; these
differences are due to the introduction of the normal component of the base flow V , which
modifies the coupling term and the continuity relation. The response is weaker in the
spreading case due to the reduction in mean shear.
As figure 3.7 shows, the streamwise velocity response in the non-parallel case is not
forced to compensate for the large jump in gradients at the interface characteristic of
the parallel flow assumption; therefore, a weaker response is registered along with a
weaker interfacial jump in |u|.
A vector plot of suboptimal and optimal inlet disturbance are reported in figures 3.12a
and 3.12b along with contour levels of the respective streamwise response u, at the
maximum amplification location. The edge of the boundary layer is marked. The lift-
up mechanism still plays a fundamental role in the generation of streamwise velocity
perturbations, since the spanwise location of maximum u response is aligned with the
maximum downward v component.
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Figure 3.11: (3.11a) Optimal initial condition and (3.11b) maximum response, ωso =
0.0010, kz = 1.5, m = 0.55, d0 = 0.1, Re = 800. non-parallel,
parallel mean flow.
3.4.4 Evolution
The linear evolution of optimal disturbances under non-parallel and parallel mean flow
is presented in figures 3.13, 3.14 for po and pso parameter sets, respectively.
Streamwise contours of |u| response are depicted in figures 3.13a-3.13c (po) and 3.14a-
3.14c (pso) for non-parallel and parallel setup; contours of interface perturbation are
shown in figures 3.13b-3.13d (po) and 3.14b-3.14d (pso) for non-parallel and parallel
setup.
In the case quasi-steady disturbances (ω < 0.001), in the parallel setup, a strong inter-
face displacement develops and persists throughout the domain (figure 3.14d), forcing
a strong u perturbation (figure 3.14c); in the non-parallel setup, although the interface
displacement is virtually unaffected by the spreading of the mean flow (figure 3.14b),
its coupling with the streamwise velocity perturbation is systematically reduced by the
weakening of the jump of mean gradients with streamwise distance(figure 3.14a). For
χ > 9, the effect of the interface displacement weakens significantly, preventing any sub-
stantial energy growth via the interface coupling mechanism.
When the frequency increases (ωo = 0.0125), the interface disturbance exhibits a peak at
location comparable to the viscous peak (figure 3.9a), suggesting that a positive feedback
mechanism could be present and responsible for an enhanced transient growth. Although
the streamwise frequency of the interface disturbance changes from parallel (figure 3.13d)
to non-parallel (figure 3.13b) setup, parallel (figure 3.13c) and non-parallel (figure 3.13a)
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Figure 3.13: Contours of |u| showing the streamwise evolution of the optimal initial
perturbation depicted in figure (3.10a) for po configuration for non-parallel
(3.13a) and parallel (3.13c) flow. Contours range from 0 to 10 with 0.5 step.
marks the location of δ, the mean interface location. Re = 800,
m = 0.55, d0 = 0.1. (3.13b), (3.13d) Contours of interfacial perturbation
for non-parallel and parallel flow.
evolution of u velocity are governed by a similar mechanism.
Transient growth in parallel and non-parallel cases is mainly driven by the lift-up
mechanism. Figures 3.15 and 3.16 show the comparison between parallel and non-
parallel evolution for po and pso parameter sets on the zy-plane at streamwise locations
χ = {1.5, 2.7, 5.0}. The vector plot represent the (v,w) perturbation field and contours
depict u response. As the flow evolves downstream, the streamwise counter-rotating
features of the optimal inlet disturbance induce a u streak, drawing faster fluid from the
bulk of the flow and lifting slower fluid for the near-wall region.
Figure 3.17 presents a comparison between parallel and non-parallel streamwise evolution
of u perturbation velocity and perturbed interface location, for optimal and sub-optimal
parameter sets.
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Figure 3.14: Contours of |u| showing the streamwise evolution of the optimal initial
perturbation depicted in figure (3.10a) for po configuration for non-parallel
(3.14a) and parallel (3.14c) flow. Contours range from 0 to 10 with 0.5 step.
marks the location of δ, the mean interface location. Re = 800,
m = 0.55, d0 = 0.1. (3.14b), (3.14d) Contours of interfacial perturbation
for non-parallel and parallel flow.
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It is important to notice that, although the spreading of the mean flow does not change
the structure of the optimal disturbance and response, the maximum energy amplifica-
tion is overall weakened by the reduction of the quantity [[∂U
∂y
]] in the streamwise direction.
In fact, the response in the spreading case is only partially affected by the presence of
an interface. The interfacial deformation mechanism, which creates substantial pertur-
bation energy production under a parallel mean flow, loses its strength as the jump in
mean streamwise velocity gradient [[∂U
∂y
]] weakens in the streamwise direction (figure 3.7).
3.5 Conclusions
In this chapter, a new framework for the study of optimal disturbances and transient
energy amplification in non-parallel two-fluid boundary layers was presented. The mean
flow formulation for two-fluid boundary layers from Nelson et al. (1995) was summarised
and the impact of stratification on mean variables quantified. Linear perturbation equa-
tions for the spatial evolution of an infinitesimal perturbation to the base flow were
derived under the boundary layer approximation.
The optimization problem leading to the determination of optimal energy amplification
and optimal perturbation was formulated and details of the numerical solution were pre-
sented. In particular, the maximum energy response at a given streamwise location was
determined via the use of the adjoint system to the linear perturbation equations and
computed via power iterations.
The details of the theoretical formulation of the adjoint derivation are reported in Ap-
pendix A; it is important to stress that it is a core concept to this thesis.
In order to adapt the spectral discretization based on Chebyshev polynomials to the two-
fluid non-parallel problem, the physical coordinates were mapped to a computational
space, where the interface is flat. This simplified the implementation of the interfacial
boundary conditions and made the grid resolution near the interface independent of
streamwise location, minimising the computational cost.
The optimal and sub-optimal parameter set po and pso, found in the previous chapter to
respectively yield to maximum energy amplification reduction and interfacial production
of energy, were adopted to analyse optimal disturbances over a spreading base flow. This
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Figure 3.15: End view on zy-plane at location χ = {1.5, 2.7, 5.0}, for ωo = 0.0125; ar-
rows show the vector field (v,w). Contours of streamwise velocity u are also
represented. PBl with parallel mean flow assumption on the left, spreading
mean flow on the right.
showed that results from parallel analyses are partial and inaccurate, mainly when pre-
dicting the effect of the interfacial energy generation mechanism. In fact, the different
spreading rates between mean flow and thin film lead to a reduced effect of the wall
layer on the bulk of the fluid; the thin film is therefore able to absorb less mean shear as
the base flow spreads. Moreover, jumps of mean quantities rapidly diminish as the flow
develops downstream, reducing the effectiveness of the interfacial energy generation.
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Figure 3.16: End view on zy-plane at location χ = {1.5, 2.7, 5.0}, for ωso = 0.0010; ar-
rows show the vector field (v,w). Contours of streamwise velocity u are also
represented. PBl with parallel mean flow assumption on the left, spreading
mean flow on the right.
The results presented indicate that an accurate description of the transient growth mech-
anism in two-fluid boundary layers requires the spreading of the mean flow to be taken
into account.
So far, the linear evolution of non-parallel optimal disturbances was characterised and
their relation to the parallel counterpart was presented. In the following chapter, the
intent is to relax the assumption of linearity and focus on the non-linear evolution of
spatially developing optimal disturbances. Thus, the next chapter deals with non-linear
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Figure 3.17: Parallel and non-parallel streamwise evolution of u and perturbed interface
location.
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effects on energy amplification.
Chapter 4
Non-linear evolution
4.1 Introduction
Disturbances that have penetrated the boundary layer can be subject to amplification.
The early linear stages of the amplification mechanism were investigated in the previ-
ous chapters, under the assumption of infinitesimal disturbances. The linear approach
followed so far relies on the underlying assumptions that even consistent energy ampli-
fication of disturbances would not trigger non-linear effects or cause interactions with
the base flow. In this framework, energy amplification is independent from the initial
disturbance’s amplitude, allowing for potentially unbounded transient growth. In fact,
Andersson et al. (2001) investigated the nonlinear evolution of optimal disturbances in
single-fluid boundary layers and showed that the streamwise evolution of the perturba-
tion’s energy strongly depends on its initial level.
If the assumptions taken in the previous chapters on infinitesimal disturbances and in-
terfacial deformation are discarded, the evolution of disturbances in two-fluid boundary
layers is governed by NS equations, which can be solved via Direct Numerical Simulation
(DNS).
The linear stability framework developed in the previous chapters represents the semi-
analytical limit of DNS of disturbances with very low initial amplitude; as the pertur-
bation’s initial amplitude is increased, nonlinear terms are no longer neglegible and can
play a fundamental role in the evolution process. Moreover, the interfacial deformation
can reach finite amplitude and, eventually, force the interface to break. In particular,
DNS can account for nonlinear evolution of a disturbance and its interaction with the
mean flow, finite interface distortion and topology change.
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Thus, this chapter reports on DNS of spatially-evolving optimal disturbance in two-fluid
boundary layer.
The optimal perturbation corresponding to the parameter set po : {ωo = 0.0125; koz =
1.5; mo = 0.55; do = 0.1} is prescribed as inlet condition for DNS; its evolution for differ-
ent values of its initial amplitude is computed to investigate potential energy saturation
due to nonlinearity. Similar approach is conducted on the suboptimal perturbation given
by the set pso : {ωso = 0.0010; koz = 1.5; m
o = 0.55; do = 0.1}.
The aim of this chapter is:
i) to compare DNS and semianalytical results within the linear regime, in order to
cross-validate both DNS and adjoint-looping optimization;
ii) to qualitatively show the impact of nonlinearity on the evolution of optimal distur-
bances.
This chapter is organised in 5 sections. The next section describes the importance
of non-linearity in the amplification of disturbances and transition to turbulence process.
In §4.3, the governing equations of DNS and the details of numerical method used to
compute the non-linear evolution of spatially-evolving optimal initial condition are given.
Importance is also given to the treatment of the interface. The main results on linear and
non-linear evolution are presented and discussed in §4.4. The last section is a summary
of the key results of this chapter.
Note that the DNS code for the simulations presented in this chapter was provided by
Dr. T. A. Zaki and Dr. S. J. Yung, who were responsible for the code setup. The Author
performed the simulations, validated and analysed the results, which add completeness
to this work. The gratitude of the Author towards Dr. T. A. Zaki and Dr. S. J. Jung
for their efforts could not be greater.
4.2 The importance of non-linearity
The idea that nonlinearity could play an important role in transition to turbulence can
be traced back to the early work of Reynolds (1883), Bohr (1909), who focused their
attention on the observation of fluid motion, and to that of Noether (1921) and Heisen-
berg (1951), who proposed analytical investigations on simple models. A consistent and
rigorous nonlinear stability theory was laid later on by Landau (Landau, 1944; Landau
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& Lifshitz, 1959), who linked the development of linear instability to the onset of turbu-
lence.
As explained previously, the linear stability theory is concerned with the determination
of the growth rates of the modal spectrum of the base flow. Below the critical Reynolds
number, these modes are stable and might exhibit algebraic growth, though no energy
transfer between modes takes place. It is now recognised that non-linear self-interaction
of the dominant mode generates harmonics and distorts the mean flow, thus moderating
the dominant mode’s growth rate (Drazin & Rein, 1981). Linear theory does not take
into account mean flow distortion and modal interaction, limiting the validity of the re-
sults presented so far to the early stage of the evolution of a disturbance only. Although
the inclusion of mean flow spreading in the linear formulation represents a step forward
in capturing the correct process of amplification, the influence of the perturbation on
the mean flow is not included. However, after an early linear stage, perturbations can
no longer be considered infinitesimal and their effects on the underlying base flow must
be accounted for (Cheung & Zaki, 2010).
A successful approach that overcomes the limitation of linear theory without the com-
putational complexity of direct solution of the Navier-Stokes equation is to solve the
Nonlinear Parabolized stability Equations (NPSE), which can capture some of the non-
linear features arising after the linear stage (Herbert, 1997; Cheung, 2007). The PSE
formulation assumes a modal decomposition, which makes this method unsuitable for
tracking the evolution of optimal disturbances without decomposing them into eigen-
modes. Tempelmann et al. (2010) proposed a modified linear PSE method for analysing
non-modal growth in three-dimensional single-fluid boundary layers. At time of writing,
the author is unaware of any two-phase NPSE method able to accurately model the
streamwise evolution of optimal disturbances in two-phase boundary layers. Moreover,
DNS can be used to investigate the full bypass process, which is far beyond PSE capabil-
ities. Therefore, the choice of DNS as the main tool to address the effects of nonlinearity
is evident.
4.3 Direct numerical simulation
Direct numerical simulations (DNS) account for non-linearity in two-fluid boundary lay-
ers, which was not captured in the previous linear analyses. Direct numerical simulations
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of two-fluid boundary layers with small-amplitude inflow perturbations are carried out
to complement and extend the results of linear theory.
The optimal disturbance from the spreading optimization for the parameter sets:
- optimal po : {ωo = 0.0125; koz = 1.5; m
o = 0.55; do = 0.1} ;
- suboptimal pso : {ωso = 0.0010; koz = 1.5; m
o = 0.55; do = 0.1}
are prescribed at the inflow of the computational domain and their spatial evolution is
computed for different level of initial amplitude. Varying the level of initial amplitude
of the inlet disturbance is equivalent to varying the weight of the nonlinear terms in the
NS solution; the evolution of disturbances is therefore affected by their initial amplitude
and the relative energy amplification can be dependent on nonlinearity.
This and the next section have the dual purpose of:
i) proving that, for low amplitude of the initial disturbance, when the nonlinear terms
in NS equation can be neglected, the DNS evolution recovers the analytical be-
haviour predicted by linear stability;
ii) investigating potential amplification saturation due to nonliner effects.
A brief summary of governing equations and numerical methods used in the current DNS
are given in this section, followed by the details on the DNS setup, interface treatment
and an overview of the potential mean flow distortion due to nonlinearity.
4.3.1 Governing equations
The Navier-Stokes (NS) equations along with the continuity condition govern the evo-
lution in time and space of an unsteady, incompressible two-fluid flow, U , in the semi-
infinite domain Ω. Although already presented in equations (2.2), (2.3), the NS equation
are reported here for sake of completeness and emphasis is given to their full nonlinear
numerical solution:
∂tUj + (Uj · ∇)Uj = −
∇Pj
ρj
+ νj∆Uj (4.1)
∇ · Uj = 0 (4.2)
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The pressure field is denoted by P. The two fluid are separated by an interface, Γ, Γ ∈
∂Ω. Incompressibility condition imposes interfacial conditions on the velocity vector, U ,
and the stress tensor, τ , to be satisfied on Γ :
[[U · nˆ]] = 0; [[U · tˆ]] = 0; [[τ · nˆ]] = [[P]]nˆ − σκnˆ; [[τ · tˆ]] = 0. (4.3)
where nˆ and tˆ denote the unit normal and tangent vector to the interface, Γ , the curva-
ture of which is denoted by κ.
A fractional step method is used to solve the time-dependent, incompressible Navier-
Stokes equations. The computational algorithm is based on a staggered grid with a
local volume flux formulation in curvilinear coordinates (Rosenfeld et al., 1991). The
2nd-order Adams-Bashforth scheme is implemented for the explicit time advancement of
convective terms. A fully implicit Euler scheme is used for the treatment of the pressure
terms; the Crank-Nicolson method is applied to the diffusion term. The combination of
the schemes Adam-Bashforth and Crank-Nicolson for the discretization of the nonlinear
convection/diffusion terms was successfully used by Kim & Moin (1991). The code is
parallelised using Message Passing Interface (MPI).
4.3.2 Inflow condition and domain size
The inflow is composed of a two-fluid boundary layer profile and the optimal perturbation
at the inlet Reynolds number, Re = 800, based on the inlet single-fluid boundary-layer
thickness and free-stream velocity. According to the linear decomposition presented in
equations (2.5), the velocity vector field U is composed by adding the optimal distur-
bance u to the mean flow, U, so that U = U + ǫu. The parameter ǫ is used to rescale
the perturbation with respect to the mean flow, that is ǫ = |v|
U∞
; v is normalised so that
maxyv = 1.
The computational domain is (Lx/δ0, Ly/δ0, Lz/δ0)=(450, 20,
2π
kz
). The number of grid
points used is (Nx, Ny, Nz)=(1025, 193, 65). The grid is uniformly spaced in the stream-
wise x and spanwise z directions, and is clustered near the interface in the wall-normal
y direction.
The height of the computational domain is selected to be sufficiently large in order to
ensure that the boundary layer is unaffected by the far-field boundary conditions. The
convective outflow condition is applied at the exit plane. A no-slip boundary condition
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is imposed at the solid wall. At the free stream boundary, u = U∞ and v = V∞. Periodic
boundary conditions are employed in the spanwise direction.
Different initial amplitudes of the inlet perturbation are explored: ǫ = 0.01%, 0.1%, 0.5%.
4.3.3 Treatment of the interface
In the present DNS, a level-set method is employed for capturing the interface between
the two fluids. In the level-set approach, the interface is represented implicitly by an
iso-surface of a smooth function, g = g(x, t), with x ∈ Ω , t ∈ [t0, tf ]. This can be chosen
to be the signed distance from the interface, i.e.,
|g(x, t)| = |x− xΓ| , (4.4)
where xΓ corresponds to the closest point on the interface from x, and g(x, t) > 0 on
one side of the interface, and g(x, t) < 0 on the other side. Therefore, the interface is
the iso-surface given by g(x, t) = 0, which can be transported according to:
∂g
∂t
+ Uj · ∇g = 0 , (4.5)
and differentiated to compute the normal vector nˆ and the curvature κ of the interface,
defined as:
nˆ =
∇g
|∇g|
, (4.6)
and
κ = −∇ · nˆ . (4.7)
Advantages of the level-set method include automatic handling of topological changes,
efficient parallelisation as well as easy representation of the interface curvature. The
conventional level-set technique relies on representing the interface as the zero level set
of a signed distance function. However, one of the main limitations of this method is
poor mass conservation. The present study exploits the conservative level-set method
in conjunction with a ghost fluid approach (Desjardins et al., 2008). The conservative
level set method was originally proposed by Olsson & Kreiss (2005) and Olsson & Kreiss
(2007), who employed a hyperbolic tangent function, h = h(x, t), instead of the signed
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distance function in equation (4.4). The scalar field h is defined as:
h(x, t) =
1
2
(
tanh
(
g(x, t)
2e
)
+ 1
)
, (4.8)
where e is a parameter that sets the thickness of the profile. The location of interface is
defined as the h = 0.5 iso-surface. The transport of the interface can still be performed
by solving the same equation as (4.5) for h. However, provided that relation (4.2) holds,
the interface transport equation can be re-written in conservative form, that is:
∂h
∂t
+∇ · (Ujh) = 0 . (4.9)
Therefore, the scalar field h is a conserved quantity. However, in order to preserve the
shape of the hyperbolic tangent profile, a re-initialization equation is needed to ensure
an accurate and conservative transport of the interfacial profile. This equation is as the
following:
∂h
∂t
+∇ · (h(1− h)nˆ) = ∇ · (e(∇h · nˆ)nˆ) . (4.10)
Equation (4.10) consists of a balance between the sharpening effect of the left-hand side
and the diffusion term on the right-hand side, which ensures that the profile remains
of characteristic thickness e. Since equation (4.10) is also written in conservative form,
the successive solution of equations (4.9) and (4.10) accomplishes the transport of the
h = 0.5 iso-surface, preserving the shape of the hyperbolic tangent profile and imposing
the conservation of h.
In order to handle large density variations across the interface, the ghost fluid method
(Fedkiw et al., 1999) is used to account for the density jump and surface tension through
the pressure term; the jump in the viscous stresses are modelled using the continuum
surface force approach (Brackbill et al., 1992).
The treatment of the interface as described ensures that the discontinuity features can be
captured by the DNS. However, it must be pointed out that, due to computational cost
and numerical issues, sharp variations of physical quantities are modelled using smooth
approximation of Heaviside function, i.e.:
H(|x− xΓ|) ≈
1
1 + e−2k|x−xΓ|
(4.11)
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where k is a parameter controlling the sharpness of the transition. The DNS therefore
accounts for sharply-varying physical quantities rather than discontinuous ones as in
the two-phase spatially-evolving perturbation equation presented in the previous chap-
ters. This difference of formulation of interfacial conditions and representation has to be
considered when comparing results from DNS and linear stability close to the interface.
Instantaneous and time-averaged flowfield
In the case of two-fluid flows, it is necessary to clarify the concept of mean quantities
within the DNS framework. Whilst the PBl has a native discontinuous representation
of the velocity and pressure fields, and therefore there is no confusion on the meaning
of averaging, the DNS models the two-fluid flow as continuous flow field with sharply-
varying physical properties. Hence, the standard averaging methodology would not be
entirely appropriate. It is possible to consider averaged quantities conditional to which
portion of the flow they belong to; these averages are called conditional averages. The
inlet disturbance has an oscillation period T = 1
ω
, which is used to correctly sample and
average instantaneous quantities over time:
u¯ =
1
ǫ
1
T
∫
T
u dt , time average ; (4.12)
u¯j =
1
ǫ
1
T
∫
T
uj dt , conditional time average, j = T,B; (4.13)
urms
j =
1
ǫ
∣∣∣∣ 1Lz
∫
Ωz
u¯j dz
∣∣∣∣ , root mean square, j = T,B. (4.14)
Averaging over the oscillation period ensures that both principal and harmonic frequen-
cies of the inlet disturbance are correctly sampled.
4.3.4 Mean flow distortion
When the assumption on infinitesimality of disturbances is discarded, nonlinear inter-
actions between the base flow and the perturbation are allowed. Therefore, the base
flow is subject to modification in relation to ǫ. As ǫ increases, nonlinear effects of the
perturbation on the base flow become appreciable (figure 4.1). In the nonlinear case, the
inlet disturbace has an increasing weight in determining the solution of the base flow; as
a result, as ǫ increases, the boundary layer thickens. Figure 4.2 shows the full flowfield
U = U+ u for ǫ = 1% and inlet optimal perturbation determined by the parameter set
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po. The presence of a non-infinitesimal perturbation introduces distortion in the flow
field, which might eventually create inflection points and trigger other instabilities.
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Figure 4.1: Mean flow distortion due to nonlinearity. Thick solid line marks the edge of
the boundary layer.
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Figure 4.2: Instantaneous full flowfield U nonlinear distortion. Thick solid line marks
the edge of the boundary layer.
4.4 Evolution of optimal disturbances
In this section, the evolution of optimal disturbances computed in Chapter 3 is discussed.
In particular, the spatial initial value problem imposed by the optimal disturbances is
solved using the parabolic boundary layer approximation (PBl) (equations 3.26-3.34)
and compared to full nonlinear DNS solution.
The perturbation streamwise kinetic energy E = E(x), defined as:
E =
∫
Ωz
∫
Ωy
|uˆ|2 + |vˆ|2 + |wˆ|2 dΩy dΩz , (4.15)
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is used to quantify the differences in the streamwise evolution of disturbances between
PBl and DNS. As DNS accounts for nonlinearity and finite interface deformation, the
initial amplitude of the inlet disturbance determines in fact the streamwise evolution of
the disturbance itself. The parameter ǫ can be considered as a controller of the nonlinear
behaviour of the evolution. In particular, consider different values of the controller ǫi
and the corresponding energy evolution Ei(χ); if the relation Ej(χ) = ǫjEi(χ)/ǫi holds,
ǫi, ǫj are in the range addressed in this work as “Linear Regime”; when the opposite is
true, ǫj belongs to the parameter space that in this work is referred to as the “Nonlinear
Regime”. According to this rule, low values of ǫ (ǫ ≈ 0.01% − 0.1%) are not able to
trigger nonlinear effects, which become instead evident as ǫ is increased to 0.5%.
In the next subsection, the evolution of optimal and suboptimal disturbances in Linear
and Nonlinear regimes are presented. Note that only results for one value of ǫ in the
Linear Regime (ǫ = 0.1%) and Nonlinear Regime (ǫ = 0.5%) are presented in this chap-
ter.
The analyses are presented in a systematic manner: firstly, an overview of the perturba-
tion streamwise kinetic energy and interface displacement are given, then a side-by-side
comparison between PBl and DNS (for the Linear Regime) and linear DNS and nonlinear
DNS (for the Nonlinear Regime) follows. In particular, instantaneous and conditional
averaged flow fields and interface displacement are compared.
4.4.1 Linear regime
In the linear regime, the initial amplitude of the inlet disturbances is set to be 0.01 −
−0.1% of the free-stream velocity; this choice ensures that the nonlinear terms in the
NS equations have negligible effect.
Define the amplification of kinetic energy as GE(x) =
E(x)
ǫE(x0)
. The streamwise evolution
of perturbation’s amplification kinetic energy GE for the optimal (p
o) and suboptimal
(pso) disturbances are shown in figure 4.3, for a value of ǫ = 0.1% in the linear regime.
In the linear regime, very good agreement between PBl and DNS is found, as both meth-
ods provide the same prediction on maximum energy amplification and peak location.
The streamwise evolution of the interface displacement perturbation f for boundary
layer equations and signed distance function for DNS is presented in figure 4.4. Note
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Figure 4.3: Comparison of streamwise evolution of amplification of kinetic energy GE
for (4.3a) ωo = 0.0125, (4.3b) ωso = 0.0010, kz
o, mo, do, Re = 800, ǫ = 0.1%.
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that the interfacial displacement in DNS is reconstructed solving equation 4.8 for the
isosurface of level 0.5.
Figure 4.4b highlights the interfacial behaviour at low ω: the interface displacement sat-
urates as χ increases, forcing a jump in the streamwise velocity profile; as discussed in
the previous chapter, the spreading of the mean shear reduces the ability of the interface
displacement to generate u perturbations.
Both linear theory and linear DNS show agreement of the computation of the interface
perturbation.
At the optimal frequency, ωo = 0.0125, f exhibits multiple peaks (4.4a) modulated by
∼ e
−iω+ ∂V (x)
∂y
U(x)
˛
˛
˛
˛
˛
˛
x
xo .
The appreciable difference of the interface displacement perturbation between PBl and
DNS is due to the different instric representation of the interface in these two meth-
ods. In particular, the assumption of linearity allows for direct tracking of the interface
displacement in the PBl, as it was shown in the previous chapter (eq. 3.24). This is
not possible in the DNS, which can account also for changes of topology. The interface
displacement is therefore retrieved through isosurfaces of h (eq. 4.8).
An accurate energy growth prediction relies on the correct rappresentation of the in-
terface displacement and interfacial boundary conditions. Both the approaches followed
with the two-fluid parabolized boundary layer equations and with the DNS ensure this.
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Figure 4.4: Comparison of streamwise evolution of interface displacement for (4.4a)
ωo = 0.0125, (4.4b) ωso = 0.0010, kz = 1.5, m = 0.55, Re = 800, ǫ = 0.1% .
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Linear evolution of optimal disturbance po
Consider the linear (ǫ = 0.1%) evolution of the optimal disturbance for the parameter
set po. A comparison between PBl (on the left hand side) and DNS (on the right hand
side) evolution is presented through spanwise and streamwise section views of the per-
turbation flowfield, for instantaneaous and conditional averaged data in figures 4.5-4.13.
The aim of this section is to compare PBl and linear DNS in order to cross-validate the
two formulations.
Instantaneous fields Sections of yz-plane at streamwise locations χ = {1.0, 2.7, 5}
are depicted in figure 4.5. The vector plots show the normal and spanwise velocity fluc-
tuations (v,w); the streamwise velocity fluctuation, u, is represented by contour lines.
Solid and dashed lines mark positive and negative values. The interface location is also
shown. Both PBl and DNS describe the same counterrotating vortices evolving down-
stream. The spanwise wavenumber and location inside the boundary layer of u-velocity
and (v,w) velocity field of the perturbation are in strong agreement. In particular, as
the inlet perturbation evolves (figure 4.5a- 4.5b), fast fluid is pushed towards the inter-
face, forcing the growth of a streak in the streamwise direction. Due to the unsteadiness
of the inlet disturbance, the streamwise extent of the streaks is proportional to 2π/ωo:
along the streamwise direction, positive streaks move higher in the boundary layer (figure
4.5c-4.5d) and are replaced by negative streaks further downstream (figure 4.5e-4.5f). A
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closer view of the interface location is given in figure 4.6. In figures 4.6a-4.6b and 4.6e-
4.6f it is appreciable how the streamwise evolution of the counterrotating vortices forces
downward and upward motion of the interface. Although countour plots of (v,w) veloc-
ity fields are plotted on different grids, both PBl and DNS present the same dynamics
of the interface and flowfield.
Figure 4.7 presents a side view comparison of the linear streamwise velocity field com-
ponents and perturbed interface location.
The inlet perturbation (4.7b-4.7c) forces the growth of the streamwise streak (4.7a) and
deforms the interface (4.7d). The unsteadiness of the inlet perturbation is further re-
marked in figure 4.7, which highlights the spatial frequency in the streamwise direction.
As inlet vortex decays, u and f grow, sustaining also a perturbation in the spanwise
direction.
Note that PBl and linear DNS yield to the same description of the velocity field
and interface displacement. In particular, both the lift-up mechanism and the growth
of streaks are well represented in both cases; the non discontinuous formulation of the
velocity field in the DNS does not appear to be a limiting factor. These comparison
show that, for instantaneous data, the linear DNS retrieve the semi-analytical solution
of PBl.
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Figure 4.5: End view on zy-plane at location χ = {1.0, 2.7, 5}, for ωo = 0.0125 and
ǫ = 0.1% (linear). Solid line delimits the interface; arrows show the vector
field (v,w). Contours of streamwise velocity u are also represented.
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Figure 4.6: End view on zy-plane at location χ = {1.5, 2.7, 5.0}, for ωo = 0.0125 and
ǫ = 0.1% (linear). Solid line delimits the interface.
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Figure 4.7: (4.7a)-(4.7c) Side view of contours of instantaneous u, v, w fluctuation in
PBl (left) and linear DNS (right). (4.7d) Interface location in PBl and linear
DNS, ωo = 0.0125, ǫ = 0.1%.
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Figure 4.8: Side view of contours of conditional averaged u fluctuation in the top and
bottom fluids, ǫ = 0.1%, ωo = 0.0125
Averaged data Contours of conditional averages of u, v, w velocity components are
depicted in figures 4.8-4.10. In particular, figures 4.8a- 4.8b present a comparison of
streamwise evolution of urms between PBl and DNS; figures 4.9a-4.9b and 4.10a-4.10b
show that the streamwise decay of the inlet disturbance vrms and wrms is consistent
between PBl and DNS in the top and bottom fluid. Very good agreement between PBl
and linear DNS is found. The data presented were sampled over 10 oscillation periods;
overall, figures 4.8-4.10 highlights that DNS averages converged to the linear solution.
In the linear limit, provided that the sampling time is larger than the native perturbation
period, DNS can retrieve the semi-analytical description of averaged velocities.
Denote with ujM the maximum value of urms at any location χ in top and bottom
fluid (j = T,B), normalised by its maximum value, and with yjM the y− location at
which ujM occurs, normalised by δ (by δ/(d0/δ0), if j = B), that is:
ujM =
maxy u
j
rms
maxχmaxy uTrms
, j = T,B (4.16)
yTMu = (y : u
T
M = max
y
uTrms)/δ , (4.17)
yBMu = (y : u
B
M = max
y
uBrms)/δ/(d0/δ0) ; (4.18)
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Figure 4.9: Side view of contours of conditional averaged v fluctuation in the top and
bottom fluids, ǫ = 0.1%, ωo = 0.0125
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Figure 4.10: Side view of contours of conditional averaged w fluctuation in the top and
bottom fluids, ǫ = 0.1%, ωo = 0.0125
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Figure 4.11: Comparison of maximum of conditional averaged u fluctuation, ǫ = 0.1%,
ωo = 0.0125 between PBl and DNS. : PBl, : DNS
and define vjM , y
j
Mv
and wjM , y
j
Mw
accordingly.
Figures 4.11-4.13 report the comparison between PBl and linear DNS of the quantities
ujM , y
j
Mu
, vjM , y
j
Mv
and wjM , y
j
Mw
.
Very good agreement is found on the prediction of the maximum value of averaged
velocities and its relative location in the top fluid; in the bottom fluid, due to the mean
velocity distribution in the normal direction and the no-slip boundary condition at the
bottom wall, the maximum fluctuation velocity occurs near the interface. Figures 4.11-
4.13 highlight that the growth of u fluctuation velocity in the streamwise direction is
triggered and sustained by the decay of v− and w−components. The normal location of
the maximum streamwise velocity in the top fluid evolves downstream at the spreading
rate of the boundary layer; hence, yTMu is approximately located at half of the boundary
layer extent, throughout the x−domain. In the bottom fluid, the location yBMu follows
the spreading of the interface. Due to the different spreading rates between δ and d, the
location yBMu is seen to move towards the wall during the evolution. Similar consideration
apply to yBMv , y
B
Mw
.
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Figure 4.12: Comparison of maximum of conditional averaged v fluctuation, ǫ = 0.1%,
ωo = 0.0125 between PBl and DNS. : PBl, : DNS
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Figure 4.13: Comparison of maximum of conditional averaged w fluctuation, ǫ = 0.1%,
ωo = 0.0125 between PBl and DNS. : PBl, : DNS
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Linear evolution of suboptimal disturbance pso
In this subsection, the streamwise evolution of sub-optimal disturbance for the parameter
set pso between PBl and DNS in linear regime (ǫ = 0.1%) is compared.
Instantaneous fields Sections of yz-plane at streamwise locations χ = {1.0, 2.7, 5.0}
are depicted in figure 4.14, where a comparison between PBl and DNS is presented,
velocity data are instantaneous unless otherwise specified. The vector plots show the
normal and spanwise velocity fluctuations (v,w); the streamwise velocity fluctuation, u,
is represented by contour lines. Solid and dashed lines mark positive and negative values.
The interface location is also shown. PBl and DNS show agreement in the description of
the counterrotating (v,w) field and u response. As the two-fluid boundary layer spreads,
the optimal disturbance evolves into a streak due to the lift up mechanism (figures 4.14a-
4.14b). Due to the quasi-steadiness of the inlet disturbance, the streamwise extent of
the streaks is larger than the computational domain, which does not capture the spatial
variation of u-fluctuations. A close view of the interface deformation is given in figure
4.15, where the downward flow deflects the interface. PBl and DNS grids are different,
however the main structures of (v,w) flowfield are coherently represented. Note that the
counterrotating vortices deflect and stretch the interface.
Figure 4.16 depicts a conparison of streamwise velocity and interface deflection in the
χy−plane. Figures 4.16b-4.16c highlight that the decay of the v and w components
fosters the growth of u fluctuation in the streamwise direction. Due to the low temporal
frequency of pso, figure 4.16 show only a positive streak and negative interface deflection
throughtout the χ domain.
The comparison on instantaneous data presented in figures 4.14-4.16 show that
the linear PBl code can correctly capture the spreading of the interface and the main
flow structures and, in particular, the spreading rate of the streaks and the interface
disturbance in the linear DNS converge to the semi-analytical solution of PBl.
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Figure 4.14: End view on zy-plane at location χ = {1.0, 2.7, 5.0}, for ωso = 0.0010 and
ǫ = 0.1% (linear). Solid line delimits the interface; arrows show the vector
field (v,w). Contours of streamwise velocity u are also represented. PBl on
the left, DNS on the right.
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Figure 4.15: End view on zy-plane at location χ = {1.0, 2.7, 5}, for ω = 0.001 and
ǫ = 0.1% (linear). Solid line delimits the interface.
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Figure 4.16: (4.16a)-(4.16c) Side view of contours of instantaneous u, v, w fluctuation
in PBl (left) and linear DNS (right). (4.16d) Interface location in PBl and
linear DNS, ωo = 0.0010, ǫ = 0.1%.
Chapter 4. Non-linear evolution 147
PBl DNS
χ
y
δ0
 
 
0 2 4 6 8 10 12
0
1
2
3
χ
y
δ0
 
 
0 2 4 6 8 10 12
0
1
2
3
0
2
4
6
8
10
(a)
χ
y
δ0
 
 
0 2 4 6 8 10 12
0
0.5
1
χ
y
δ0
 
 
0 2 4 6 8 10 12
0
0.5
1
1
2
3
(b)
Figure 4.17: Side view of contours of conditional averaged u fluctuation in the top and
bottom fluids in PBl and linear cases. (4.17a): top fluid, (4.17b): bottom
fluid. ωso = 0.0010, ǫ = {0.1%}.
Averaged data Countours of conditional averages of the velocity field are depicted
in figures 4.17-4.19. In particular, figures 4.18a-4.18b and 4.19a-4.19b show vrms, wrms
components in the top and bottom fluids; the evolution of urms is depicted in figures
4.17a-4.17b. Due to the long period of oscillation of the inlet disturbance, DNS requires
a very long time to reach convergence (≈ 10 longer than po case). Mean quantities were
computed over 4 oscillation periods.
Figures 4.20-4.22 report the comparison between PBl and linear DNS of the quan-
tities ujM , y
j
Mu
, vjM , y
j
Mv
and wjM , y
j
Mw
, as defined in eq. 4.16.
As in po case, the prediction of the maximum value of averaged velocities and its
relative location in the top fluid is consistent between PBl and DNS. The decay of v−
and w−components in bottom and top fluids forces the growth of u fluctuations in the
streamwise directions in both fluids. The growth of the boundary layer leaves the normal
location of the maximum streamwise velocity yTMu unaffected; the location y
B
Mu
is driven
by the spreading of the interface, reaching half of its inlet location. The retrival of the
locations of maximum averaged velocities in the DNS is affected by the reduced number
of sampling cycles.
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Figure 4.18: Side view of contours of conditional averaged v fluctuation in the top and
bottom fluids in PBl and linear cases. (4.18a): top fluid, (4.18b): bottom
fluid. ωso = 0.0010, ǫ = {0.1%}.
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Figure 4.19: Side view of contours of conditional averaged w fluctuation in the top and
bottom fluids in PBl and linear cases. (4.19a): top fluid, (4.19b): bottom
fluid. ωso = 0.0010, ǫ = {0.1%}.
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Figure 4.20: Comparison of maximum of conditional averaged u fluctuation, ǫ = 0.1%,
ωso = 0.0010 between PBl and DNS. : PBl, : DNS
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Figure 4.21: Comparison of maximum of conditional averaged v fluctuation, ǫ = 0.1%,
ωso = 0.0010 between PBl and DNS. : PBl, : DNS
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Figure 4.22: Comparison of maximum of conditional averaged w fluctuation, ǫ = 0.1%,
ωso = 0.0010 between PBl and DNS. : PBl, : DNS
Observations
The comparison presented up to this point showed very good agreement between PBl
and linear DNS for the optimal and suboptimal parameter sets po and pso. The DNS
code is fully validated against extensive literature; the fact that PBl and DNS yield to
the same physical description of the linear evolution of optimal disturbances is a firm
point on the validation of the PBl approach.
In the quasi-steady case pso, the reduced number of sampling of DNS data show some
degree of noise in the retrival of values and location of maximum averaged velocities.
The retrieval of the interface disturbance in DNS is achieved through solving for h = 0.5
in equation 4.8 rather than by direct tracking, as in PBl. The solution of h = 0.5 depends
on the choice of the parameter e, which controls the thickness of the interfacial layer,
and the inversion of the hyperbolic function; these differences lead to small discrepancies
in the description of the interface deflection between DNS and PBl.
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Figure 4.23: Comparison of streamwise evolution of amplification of kinetic energy GE
for (4.3a) ωo = 0.0125, (4.3b) ωso = 0.0010, kz
o, mo, : PBl, . non-
linear DNS (ǫ = 0.5%) regime.
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Figure 4.24: Comparison of streamwise evolution of normalised interface displacement
for (4.24b) ωo = 0.0125, ωso = 0.0010, (4.24a) kz
o = 1.5, mo = 0.55,
Re = 800, : PBl, . non-linear DNS (ǫ = 0.5%) regime.
4.4.2 Non-linear regime
The aim of this subsection is not to provide an extensive and complete study on non-
linearity, but to characterise how the non-linear evolution of kinetic energy differs from
linear predictions.
The disturbances determined previously for optimal, po : {ω = ωo = 0.0125; kz
o =
1.5; mo = 0.55; do = 0.1}, and sub-optimal, pso : {ω = 0.0010; kz
o = 1.5; mo =
0.55; do = 0.1}, set of parameters are prescribed at the inlet of the computational do-
main and their evolution is investigated.
The initial amplitude, ǫ, of inlet disturbance is set to ǫ = 0.5% and it is found that
non-linear effects cannot be discarded.
In this section, the evolution of optimal disturbances for ǫ = 0.1%, 0.5% is presented.
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Figure 4.25: Comparison of streamwise evolution of kinetic energy E for (4.25a) ωo =
0.0125, (4.25b) ωso = 0.0010, kz
o, mo, : PBl, . non-linear DNS
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Figure 4.26: Comparison of streamwise evolution of interface displacement for (4.26a)
ωo = 0.0125, (4.26b) ωso = 0.0010, kz
o = 1.5, mo = 0.55, Re = 800, :
PBl, . non-linear DNS (ǫ = 0.5%) regime.
At first, an overview of energy growth and interface perturbation is given; then detailed
view of streamwise and spanwise sections of the velocity flowfield are compared.
Transient energy amplification, GE , versus streamwise distance, χ, for linear and nonlin-
ear cases is shown in figure 4.23; the streamwise evolution of the interfacial perturbation
is presented in figure 4.24. Non-linearity introduces lower energy gain than in the linear
case, with reduced interface deflection. However, note that the quantities presented are
normalised by their initial amplitude ǫ; hence, despite nonlinear effect yield to lower nor-
malised energy growth than their linear counterparty, they overall reach higher values of
kinetic energy. This is shown in figure 4.25, which depicts the evolution of kinetic energy,
E, versus streamwise distance, χ for PBl and nonlinear DNS. Although the initial energy
of the inlet perturbation is amplified less in the non-linear case, it reaches higher absolute
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values. The same considerations apply to the interface perturbation: figure 4.26 presents
the non-normalised interface displacement ǫfrms. Non-linear DNS show more prominent
interfacial distortion and significant deviation of the interface disturbance from the the-
oretical value predicted by linear theory is appreciable.
Figure 4.23 highlights that non-linearity acts as a limiting mechanism for algebraic
growth of disturbances; this could be seen as a stabilising effect. However, the introduc-
tion of nonlinear contribution yields to higher levels of kinetic energy than linear cases
(figure 4.25), which can have destabilising effects on the mean flow (Cheung & Zaki,
2010), and appreciable interface distortion (4.26), which can lead to film break-up.
The next two subsections investigate the nonlinear evolution of optimal disturbances
for the parameter sets po and pso with the purpose of highlighting the mechanism re-
sponsible for changes in energy amplification and interface deformation.
Nonlinear evolution optimal disturbance po
Consider now the nonlinear (ǫ = 0.5%) evolution of the optimal disturbance for the
parameter set po. A comparison with its linear evolution is presented. Note that all
results presented in the next subsection are normalised by ǫ; this choice was made to
highligh the distortion of the perturbation flowfield introduced by nonlinearity.
Instantaneous field Sections of yz-plane at streamwise locations χ = {1.0, 2.7, 5.0}
are depicted in figure 4.27. The vector plots show the normal and spanwise velocity
fluctuations (v,w); the streamwise velocity fluctuation, u, is represented by contour
lines. Solid and dashed lines mark positive and negative values. The interface location
is also shown. As ǫ increases to 0.5%, a certain degree of distortion of the instantaneous
flowfield is evident (figure 4.27), mainly towards the interface, where the combined effect
of positive and negative streaks induce severe interface deflection. A close view of the
interface evolution in spanwise planes at the streamwise locations χ = {1.0, 2.7, 5.0} is
reported in figure 4.28, where it is visible how the intermittent effect of downward and
upward motion of the flow forces the interface, which creates plume-like structures.
The streamwise extent of these plume-like structures is fairly limited and propor-
tional to U/ωo; the alternation of positive and negative streaks also limits the streamwise
extent of and forces interface breakup. This is particularly evident in figure 4.29, where
154
Linear DNS Nonlinear DNS
0 1 2 3 4
0
1
2
3
y
δ0
z
δ0
χ = 1 .0
0 1 2 3 4
0
1
2
3
y
δ0
z
δ0
χ = 1 .0
(a)
0 1 2 3 4
0
1
2
3
y
δ0
z
δ0
χ = 2 .7
0 1 2 3 4
0
1
2
3
y
δ0
z
δ0
χ = 2 .7
(b)
0 1 2 3 4
0
1
2
3
y
δ0
z
δ0
χ = 5 .0
0 1 2 3 4
0
1
2
3
y
δ0
z
δ0
χ = 5 .0
(c)
Figure 4.27: End view on zy-plane at location χ = {1.0, 2.7, 5.0}, for ωo = 0.0125
and ǫ = {0.1%0.5%} (linear an nonlinear regimes). Solid line delimits
the interface; arrows show the vector field (v,w). Contours of streamwise
velocity u are also represented.
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Figure 4.28: End view on zy-plane at location χ = {1.0, 2.7, 5.0}, for ωo = 0.0125 and
ǫ = {0.1%0.5%} (linear and nonlinear). Solid line delimits the interface.
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side views of linear and nonlinear evolution of streamwise velocity fluctuations and in-
terface location are compared. The nonlinear interface distortion is captured in figure
4.29d, where it is compared to its linear counterpart (figure 4.29c).
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Figure 4.29: Side view of contours of instantaneous u fluctuation in linear (4.29a) and
non-linear (4.29b) case. Interface location in linear (4.29c) and non-linear
(4.29d) case. ωo = 0.0125, ǫ = {0.1%, 1%}.
Instantaneous data show how nonlinearity distorts the streaks in the spanwise (fig-
ure 4.27b)and streamwise (figure 4.29b) direction and how the interface is affected. In
particular, the plume-like structure at χ = 2 is related to the alternation of positive
and negative streaks in the streamwise direction. Also, figure 4.29d highlights that the
riconstruction of the interface is challenged for χ > 4; this suggests that increasing grid
resolution in the streamwise direction might provide better resolved interface dynamics1.
1A lower resolution grid in the streamwise direction was orignally run (Nx = 513); the results presented
in this thesis were computed on a finer grid (Nx = 1025), which provided marginal improvements. Higher
resolutions have not ben investigated in this work.
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Figure 4.30: Side view of contours of conditional averaged u fluctuation in the top
and bottom fluids in linear and non-linear cases. (4.30a): top fluid, linear;
(4.30b): top fluid, non linear; (4.30c): bottom fluid, linear; (4.30b): bottom
fluid, non linear. ωo = 0.0125, ǫ = {0.1%, 0.5%}.
Averaged data Conditional averages of urms, vrms and wrms velocity fluctuations for
top and bottom fluids are presented in figures 4.30-4.32. Larger interface deflections
due to nonlinearity are evident in figures 4.30d, 4.31d, 4.32d, where, on average, the
bottom fluid is thicker than in the linear cases (figures 4.30c, 4.31c, 4.32c). Nonlinear
streamwise fluctuation velocities (figures 4.30b-4.30d) have comparable magnitude to
linear case (figures 4.30a-4.30c) in the top and bottom fluid; the same relation applies
to normal and spanwise velocities vrms and wrms in the top fluid (figure 4.31a-4.31b,
4.32a-4.32b), whilst in the bottom fluid, stronger velocity fluctuations are induced by
the larger interface deformation (figures 4.31c-4.31d, 4.32c-4.32d).
Recalling the definition of ujM , the maximum value of urms at any location χ in the
top and bottom fluid (j = T,B), normalised by its maximum value, and yjM the y−
location at which ujM occurs, normalised by δ (by d0δ, if j = B) (eq. 4.16), plots of u
j
M ,
vjM , w
j
M and respective y
j
M are presented in figures 4.33-4.35.
The evolution of the maximum value of velocity fluctuations in the top fluid has low
sensitivity to nonlinearity; this can be seen in figures 4.33, where the maximum value of
streamwise velocities is plotted versus streamwise distance. In the bottom fluid, due to
the high distortion of the interface, the maximum value of the averaged velocities and
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Figure 4.31: Side view of contours of conditional averaged v fluctuation in the top
and bottom fluids in linear and non-linear cases. (4.31a): top fluid, linear;
(4.31b): top fluid, non linear; (4.31c): bottom fluid, linear; (4.31b): bottom
fluid, non linear. ωo = 0.0125, ǫ = {0.1%, 0.5%}.
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Figure 4.32: Side view of contours of conditional averaged w fluctuation in the top
and bottom fluids in linear and non-linear cases. (4.32a): top fluid, linear;
(4.32b): top fluid, non linear; (4.32c): bottom fluid, linear; (4.32b): bottom
fluid, non linear. ωo = 0.0125, ǫ = {0.1%, 0.5%}.
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Figure 4.33: Comparison of maximum of conditional averaged u fluctuation, ǫ =
0.1%, 0.5%, ωo = 0.0125 between linear and nonlinear DNS. : linear
DNS, : nonlinear DNS
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Figure 4.34: Comparison of maximum of conditional averaged v fluctuation, ǫ =
0.1%, 0.5%, ωo = 0.0125 between linear and nonlinear DNS. : linear
DNS, : nonlinear DNS
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Figure 4.35: Comparison of maximum of conditional averaged w fluctuation, ǫ =
0.1%, 0.5%, ωo = 0.0125 between linear and nonlinear DNS. : linear
DNS, : nonlinear DNS
its location are significantly affected; in particular, since the bottom fluid is on averaged
thicker in the nonlinear case, the quantities yBMu , y
B
Mv
, yBMw are larger than in the linear
case. Also, due to the fragmentation of the interface, ujM , v
j
M , w
j
M are non-smooth
and can exhibit higher maximum values than in the linear cases (particularly evident in
figure 4.35). The combined effect of bottom fluid thickening, which leads on average to
increased absorption of mean shear, and higher velocities in the bottom fluid, determine
lower transient growth (figure 4.23a).
In the next section, a similar analysis is carried out on the suboptimal disturbance.
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Nonlinear evolution suboptimal disturbance pso
Consider the nonlinear (ǫ = 0.5%) evolution of the suboptimal disturbance for the pa-
rameter set pso. The comparison with its linear counterparty is presented in this section.
Instantaneous fields Sections of yz-plane at streamwise locations χ = {1.0, 2.7, 5.0}
are depicted in figure 4.36, where a comparison to the linear evolution is presented. The
vector plots show the normal and spanwise velocity fluctuations (v,w); the streamwise
velocity fluctuation, u, is represented by contour lines. Solid and dashed lines mark pos-
itive and negative values. The interface location is also shown. Figure 4.36 remarks that
the streaks are generated by the lift-up mechanism and that, in the case of low temporal
frequency, nonlinearity does not significantly alter the shape of the streaks in the top
fluid. However, bottom fluid and the interface undergo sever distortion. The distortion
of the interface is shown in figure 4.37, where a close view of the interface and (v,w) ve-
locity field underlines how the interface is stretched and strained by the counterrotating
motion in the zy-plane. The streamwise evolution of the inlet suboptimal streamwise
vortex forces forward and backward propagating fluctuation streaks, which shear the
film, causing the formation of ligament-like structures (figure 4.37c). A streamwise view
of u, v, w, f is given in figure 4.38. As v and w decay in the streamwise direction, a
streamwise velocity perturbation u is forced to grow, causing strong deformation of the
interface. The interface is subject to substantial nonlinear deformation (figure 4.38h)
over a lengthscale proportional to U/ωso. Due to the quasi-steadiness motion of the per-
turbation streaks, the interface doesn’t break but evolves into ligament-like structures
(figure 4.38h).
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Figure 4.36: End view on zy-plane at location χ = {1.0, 2.7, 5.0}, for ωso = 0.0010
and ǫ = 0.1% (linear) , 0.5% (non-linear). Solid line delimits the interface;
arrows show the vector field (v,w). Contours of streamwise velocity u are
also represented.
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Figure 4.37: End view on zy-plane at location χ = {1.0, 2.7, 5.0}, for ωso = 0.0010 and
ǫ = 0.1% (linear) , 0.5% (non-linear). Solid line delimits the interface.
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Figure 4.38: Side view of contours of instantaneous u fluctuation in linear (4.38e) and
non-linear (4.38f) case. Interface location in linear (4.38g) and non-linear
(4.38h) case. ωso = 0.0010, ǫ = {0.1%, 0.5%}.
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Figure 4.39: Side view of contours of conditional averaged urms fluctuation in the top
and bottom fluids in linear and non-linear cases. (4.39a): top fluid, linear;
(4.39b): top fluid, non linear; (4.39c): bottom fluid, linear; (4.39b): bottom
fluid, non linear. ωso = 0.0010, ǫ = {0.1%, 0.5%}.
Averaged data Conditional averaged data provide a good measure of the deformation
of the bottom film. In particular, contours of conditional averaged of urms, vrms, wrms
velocity fluctuations are depicted in figure 4.39-4.41 for linear and nonlinear cases. In
the linear case, the bottom and top fluid occupy separate and distinct portions of the
domain; in the nonlinear case, on average, they overalap over a region of thickness of
order of the boundary layer thickenss. This means that the interface heavily oscillates
driven by the alternance of quasi-steady positive and negative streaks. The nonlinear
case shows a comparable response to the linear case in the streamwise direction in the
top (figure 4.39b) and bottom fluids (figure 4.39d). Due to nonlinearity, the bottom film
is subject to strong deformation and spanwise and streamwise velocities mainlyin the
bottom fluid are also affected (figures 4.40d-4.41d).
In figures 4.42-4.44, the maximum values ujM , v
j
M , w
j
M and location of velocity fluc-
tuations yjMu , y
j
Mv
, yjMw are given. The analysis of the values and location of maximum
averaged fluctuation velocties highlights that nonlinearity has little effect on the top
fluid. In particular, the streamwise evolution of maximum urms, vrms, wrms fluctuations
and their y−locations are almost unaffected by nonlinearity in the top fluid; in the bot-
tom fluid, due to the strong deflection of the interface, the value and location of uBM , v
B
M ,
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Figure 4.40: Side view of contours of conditional averaged vrms fluctuation in the top
and bottom fluids in linear and non-linear cases. (4.40a): top fluid, linear;
(4.40b): top fluid, non linear; (4.40c): bottom fluid, linear; (4.40b): bottom
fluid, non linear. ωso = 0.0010, ǫ = {0.1%, 0.5%}.
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Figure 4.41: Side view of contours of conditional averaged wrms fluctuation in the top
and bottom fluids in linear and non-linear cases. (4.41a): top fluid, linear;
(4.41b): top fluid, non linear; (4.41c): bottom fluid, linear; (4.41b): bottom
fluid, non linear. ωso = 0.0010, ǫ = {0.1%, 0.5%}.
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Figure 4.42: Comparison of maximum of conditional averaged u fluctuation, ωso =
0.0010 between linear and nonlinear DNS. : linear DNS, : nonlin-
ear DNS
wBM can vary substantially with the degree of nonlinearity involved (figures 4.42, 4.43,
4.44). Given the boundary conditions at the bottom wall, the location of the maximum
velocity in the bottom fluid naturally happens close to the interface. Hence, since the
interface location is distorted by nonlinearity, the quantities yBMu, y
B
Mv
, yBMw are larger
than the in the single fluid case.
Observations
In the previous two sections, a comparison between linear and non linear DNS was
presented, analysing energy growth, interface deflection, instantaneous and conditional
averaged data.
In Chapter 3, it was shown that one effect of mean flow evolution was the rela-
tive thinning of the film layer with respect to the boundary layer, due to the different
spreading rate of the interface. This resulted in a streamwise decay of the capacity to
absorb mean shear by the bottom layer, limiting the beneficial effects of the near-wall,
low-viscosity film. In the nonlinear case, this phenomenon is even more evident due to
the strong deflection of the interface.
In the case of higher temporal frequency (po), the quick alternation of fast and slow
moving streaks forces the interface into plume-like structures, which eventually break as
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Figure 4.43: Comparison of maximum of conditional averaged v fluctuation, ωso =
0.0010 between linear and nonlinear DNS. : linear DNS, : nonlin-
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Figure 4.44: Comparison of maximum of conditional averaged w fluctuation, ωso =
0.0010 between linear DNS and nonlinear DNS. : linear DNS, :
nonlinear DNS
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propagating downstream; in the low temporal frequency case (pso), the interface does
not undergo rupture but is deflected and strained into ligament-like structures that are
carried downstream.
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4.5 Conclusions
This chapter has presented the effects of nonlinearity after the early linear stage of
the amplification process. Although linear models successfully describe the evolution of
infinitesimal disturbances, later stages of amplification involve non-linear effects. There-
fore, Direct Numerical Simulations were carried out to investigate the non-linear evolu-
tion of optimal disturbances in two-fluid boundary layers.
This chapter had the dual purpose of:
a) comparing and validating PBl and DNS evolution in the linear regime;
b) showing effects of nonlinearity on transient growth and interface deformation.
The linear regime in DNS simulations was determined by increasing the initial amplitude
of the inlet disturbance from ǫ = 0.01% to ǫ = 0.1% and comparing the evolution of the
normalized solution field u/ǫ.
The linear evolution (ǫ = 0.1%) of optimal disturbances with DNS showed very good
agreement with linear, spreading predictions from PBl, both in terms of energy growth
and physical features. Thanks to a discountinuous formulation, the description of the
interface deflection and evolution in PBl is accurate and smooth; in the DNS, the interface
perturbation is retrieved via the inversion of the sign distance equation, resulting in a
non-smooth function. Both methods were found to agree on the magnitude and spatial
frequency of the interface displacement.
To assess the effects of nonlinearity on the evolution of optimal disturbances, their
streamwise evolution in linear (ǫ = 0.1%) and nonlinear (ǫ = 0.5%) regimes was com-
pared. The disturbaces for optimal, po : {ωo = 0.0125; kz
o = 1.5; mo = 0.55; do = 0.1},
and sub-optimal, pso : {ωso = 0.0010; kz
o = 1.5; mo = 0.55; do = 0.1}, set of param-
eters were used as inlet condition for the spatial DNS investigation. It was found that
for initial amplitude equal to ǫ = 0.5% non-linear effects become non-negligible and can
alter the predictions of linear stability theory. In particular, for high temporal frequen-
cies (ωo = 0.0125), the interface undergoes large deformation; the combined effect of
non linearity and alternation of positive and negative streaks induces the interface into
plume-like structures, which eventually break. In the low-omega case (ωso = 0.0010),
the quasi-steady motion of streaks, although creating large interface deflection, does not
break the film layer but induces the growth of ligament-like structures.
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The analysis of conditional averaged data showed the impact of nonlinearity on top
and bottom fluid maximum velocities and their evolution in the streamwise direction.
The interface deflection was shown to be sensitive to non linearity; as a consequence, the
flowfield in the bottom fluid is affected by nonlinearity more than the top fluid. Maximum
velocities in the bottom velocities are driven in fact by the interface deflection, whilst
the location and magnitude of maximum velocities in the top fluid is almost unaffected
by nonlinearity.
172
Chapter 5
Conclusions
5.1 Summary and key results
Amplification of free-stream disturbances that have penetrated into the boundary layer
has an important role in bypass transition. The focus of this work has been to assess
the extent to which the amplification mechanism is affected by a wall-film. In order to
accurately address this problem, a spatial framework has been adopted, namely:
1. Spatial transient amplification of linear disturbances in parallel two-fluid boundary
layers.
2. Spatial transient amplification of linear disturbances in spreading two-fluid bound-
ary layers.
3. Non-linear evolution of optimal spatially-evolving disturbances.
The following subsections summarise the key results and findings. The last section
of this chapter includes a discussion of how the findings of the current work lay the
foundation for future investigations.
5.1.1 Transient amplification under locally-parallel assumption
In Chapter 2, the non-modal stability of locally-parallel two-fluid boundary layers was
examined. The Orr-Sommerfeld and Squire equations, which govern the linear stability
of an infinitesimal disturbance, were solved in order to determine continuous and dis-
crete spectra. This modal information is key to the solution of the optimization problem
leading to the determination of parallel optimal disturbances. The solution to the op-
timal growth problem has revealed the presence of a mechanism of energy production,
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which competes against the vorticity tilting mechanism. This amplification mechanism
was found to be similar to the one investigate by Saha (2011) in a temporal framework
and therefore it was denoted as interface deformation mechanism. The interface defor-
mation mechanism is driven by the jump in mean vorticity across the interface, which
introduces normal vorticity perturbations proportional to its displacement and occurs
on longer lengthscales than the vortex tilting mechanism. This, instead, is driven by
normal velocity, which tilts the mean spanwise vorticity into the wall-normal direction
and occurs on a lengthscale corresponding to the viscous decay of the normal velocity
component. The optimal conditions associated with these mechanisms are streamwise
oriented vortices.
As the viscosity ratio is reduced, the lift-up mechanism weakens, whilst the interfacial
energy generation strengthens. The competition between these two vorticity generating
mechanisms leads to an optimal viscosity ratio, for which maximum transient growth is
achieved, at a given film thickness. A parametric optimization was performed and the
optimal viscosity ratio mo and film thickness do that maximise the reduction of transient
amplification were determined. The set is: po : {ωo = 0.0125, kz = 1.5,m
o = 0.55, do =
0.1}, at Re = 800.
5.1.2 Transient amplification and nonparallelism
Chapter 3 was centred on developing a new framework for the study of optimal distur-
bance and transient amplification in spreading two-fluid boundary layers. The motivation
for this chapter was driven by the need to relax the parallel assumption that permeated
the Linear Stability Theory, without having to recourse to more complex methods. Under
the boundary-layer assumption, the optimization problem leading to the determination
of spatially-evolving optimal disturbances and energy growth was formulated and solved.
The formulation of the optimal growth problem involved the derivation of the two-fluid
spreading adjoint equations of the Navier-Stokes equations, which are new and a power-
ful tool for optimization and sensitivity analyses.
Due to the spreading of the interface, a mapped computation domain was used, in order
to allow for an easy implementation of interfacial boundary conditions and for improved
grid resolution near the interface.
The optimal set of parameters determined in the previous chapter and the additional
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case with ωso = 0.0010 was considered. An investigation on how nonparallelism affects
the amplification mechanisms and optimal disturbances was carried out. It was found
that, as the flow spreads, the mean shear weakens and jumps of mean quantities di-
minish. The former phenomenon results in a weaker lift-up effect due to a reduction in
the coupling term between normal velocity and normal vorticity; the latter drastically
reduces the effectiveness of the interface deformation mechanism, which becomes unable
to produce substantial energy amplification. Note also that the mean interface height
spreads proportionally to χ
1
4 , while the edge of the boundary layers grows as χ
1
2 . Thus,
as the streamwise distance increases, the effects of the lower viscosity film on the bound-
ary layers decrease.
Comparisons of transient growth under parallel and spreading base flow assumptions
suggest that results from linear parallel stability can be inaccurate and misleading and
that the growth of the mean flow must be taken into account in transient growth com-
putations.
5.1.3 Non-linearity
Chapter 4 had the dual purpose of providing a validation for the spreading two-fluid linear
analyses presented in Chapter 3 and extending those findings to the non-linear regime.
The DNS of the optimal inlet condition from linear (spatially-evolving) optimization
for very low initial amplitude ǫ = 0.01%, 0.1% was considered and very good agreement
with the linear prediction of energy growth presented in the previous chapter was shown.
The inclusion of non-parallelism in the two-fluid optimal disturbance formulation was
therefore an important modelling effort towards a more accurate characterization of the
optimal linear amplification mechanism in two-fluid boundary layers. It was also found
that, due to its discountinuous formulation, the PBl provides a smooth and continuous
description of the interface deflection.
As the initial amplitude of the inlet disturbance is increased, non-linear effects are
no longer negligible and cannot be discarded. For ǫ = 0.5%, the introduction of non-
linearity results in larger interface deflection, which strongly affects the flowfield in the
bottom fluid.
It was found that the nonlinear effects on the interface vary with its temporal frequency
of oscillation. In particular, in the quasi-steady case (ωso = 0.0010), the introduction
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of nonlinearity lead to the formation of ligament-like structures; at higher frequency,
ωso = 0.0125, the interface is induced into plume-like structures, which eventually break.
These structures drive the location and magnitude of the maximum averaged velocities
in the bottom fluid; nonlinear DNS simulations of quasi-steady optimal disturbances
on much longer domains would be required to investigate their potential evolution into
ligaments.
5.2 Future work
The main conclusions of this thesis indicate that the transient amplification of energy is
reduced significantly by the introduction of lower viscosity wall-film under parallel base
flow assumptions. A similar boundary layer profile to the one investigated in this work
can be determined by wall heating, which lowers the viscosity near the wall; passive
control techniques, such as wall heating/cooling, can delay transition by stabilization of
the boundary layer (Lauchle & Gurney, 1984). However, an accurate description of the
optimal transient energy evolution in two-fluid boundary layers must account for mean
flow non-parallelism. Optimal growth studies carried out on a spatially-evolving base
flow showed that the stabilising effects of the wall layer quickly decrease with streamwise
distance from the leading edge.
The mathematical framework on two-phase adjoint equations for spatially-evolving
flows can be extended to include (weakly) nonlinearity. In particular, under the assump-
tion that the interface is a function on the chosen domain (i.e. no change of topology
takes place), one can incorporate nonlinear terms in the forward equation and solve for
(weakly) nonlinear optimal disturbances. A similar result can be obtained by performing
direct optimization on the (nonlinear) Navier-Stokes equations (Monokrousos, 2011); the
extention of two-fluid flows, however, might be possible only under restricitve condition
on the interface deflection.
The formulation of the two-phase spatially-evolving adjoint Navier-Stokes equations
can be used to investigate receptivity in two-fluid boundary layers and to design optimal
control algorithms that minimize the transient energy response. On the contrary, the
same framework could be successfully applied to determine optimal disturbances that
facilitate the atomization of the wall layer.
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Appendix A
Two-fluid adjoint perturbation equations
This appendix presents the derivation on the two-fluid adjoint equations for spatially-
developing flows.
The adjoint system can be derived by imposing the relation in (3.42) and choosing appro-
priate adjoint boundary conditions such that the internal product in (3.36) is identically
satisfied on H(Ω ∪ ∂Ω).
Introduce ψ =
[
q†, f †
]T
and φ = [q, f ]T vectors with q† =
[
u†, v†, w†, p†
]T
, q =
[u, v,w, p]T and consider the adjoint relation:
〈
ψ,Sφ
〉
=
〈
S†ψ, φ
〉
(A.1)
that is
〈 q†
f †

 ,

 L 0
C I



 q
f

〉 =
〈 L† 0
C† I†



 q†
f †

 ,

 q
f

〉 (A.2)
where L denotes the boundary layer operator, C the coupling operator between q and f ,
and I the interfacial operator, respectively defined in equations 3.22 and 3.24.
〈 q†
f †

 ,

 L 0
C I



 q
f

〉 = ∫
Ω
q†
H
Lq dΩ +
∫
Ωx
f †
H
(Cq+ If) dx (A.3)
〈 L† 0
C† I†



 q†
f †

 ,

 q
f

〉 = ∫
Ω
(
L†q†
)H
q dΩ+
∫
Ωx
(
C†q† + I†f †
)H
f dx
(A.4)
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Note the interface displacement f is a distribution at the interface: f := fδ (y − d).
The aim is to find the operators L†, C†, I† such that the relation:
∫
Ω
q†
H
Lq dΩ+
∫
Ωx
f †
H
(Cq+ If) dx =
∫
Ω
(
L†q†
)H
q dΩ+
∫
Ωx
(
C†q† + I†f †
)H
f dx
(A.5)
is satisfied ∀ q,q†, f, f † ∈ H(Ω).
The derivation proceeds by explicitly computing the integral on the left hand side of
(A.5) and finding interfacial and wall boundary conditions such that right hand side
satisfies the equation.
Before explicitly computing the integral on the left hand side of (A.5), the adjoint deriva-
tion of a general viscous term is presented:
∫
Ω
−u′∗i µ
∂2ui
∂xj∂xj
dΩ =
∫
Ω
−u′∗i µ
∂
∂xj
(
∂ui
∂xj
)
dΩ =
∫
Ω
−u′∗i µ
∂
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
dΩ
=
∫
Ω
∂
∂xj
(
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
))
dΩ−
∫
Ω
−µ
∂u′∗i
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
dΩ =
=
∫
Γ
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
nˆj dΓ +
∫
Ω
µ
∂u′∗i
∂xj
∂ui
∂xj
dΩ +
∫
Ω
µ
∂u′∗i
∂xj
∂uj
∂xi
dΩ = (A.6)
=
∫
Γ
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
nˆj dΓ +
∫
Ω
∂
∂xj
(
µ
∂u′∗i
∂xj
ui
)
dΩ−
∫
Ω
µ
∂2u′∗i
∂xj∂xj
ui dΩ
+
∫
Ω
∂
∂xi
(
µ
∂u′∗i
∂xj
uj
)
dΩ−
∫
Ω
µ
∂2u′∗i
∂xj∂xi
uj dΩ =
=
∫
Γ
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
nˆj + µ
∂u′∗i
∂xj
uinˆj + µ
∂u′∗i
∂xj
uj nˆi dΓ−
∫
Ω
µ
(
∂2u′∗i
∂xj∂xj
ui
)
dΩ
Γ being the boundary set of Ω, i.e. Γ = ∂Ω.
In the particular case of boundary layer approximation, the term ∂
∂x2
is dropped; hence,
the corresponding adjoint term does not appear and the relation A.6 equates to zero.
However, first order terms can be retained to facilitate the dermination of the adjoint
stress interfacial conditions.
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So, from (A.5):
∫
Ω
q†
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Lq dΩ = (A.7)∫ xf
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qHT B2
H
T q
†
T
∣∣∣∣+∞
d
+
∂
∂x
qHBB2
H
Bq
†
B
∣∣∣∣d
0
− qHT B2
H
T
∂
∂x
q
†
T
∣∣∣∣+∞
d
− qHBB2
H
B
∂
∂x
q
†
B
∣∣∣∣d
0
+
∂
∂z
qHT B2
H
T q
†
T
∣∣∣∣+∞
d
+
∂
∂z
qHBB2
H
Bq
†
B
∣∣∣∣d
0
− qHT B2
H
T
∂
∂z
q
†
T
∣∣∣∣+∞
d
− qHBB2
H
B
∂
∂z
q
†
B
∣∣∣∣d
0
dx︸ ︷︷ ︸
BCy
that is
∫
Ω
q†
H
Lq dΩ =
∫
Ω
(
L†q†
)H
q dΩ+
∫
Ωy
BCHx dy +
∫
Ωx
BCHy dx (A.8)
If it is shown that:
∫
Ωy
BCx dy +
∫
Ωx
BCy dx =
∫
Ωx
(
C†q† + I†f †
)H
f dx−
∫
Ωx
f †
H
(Cq+ If) dx (A.9)
then it is proved that L†, C†, I† satisfy the adjoint definition in (A.1).
Consider BCy term and denote with [[a]] the difference of a quantity a(y) through the
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interface, i.e. [[a]] = aT (y = d)− aB(y = d):
∫
Ωx
BCy dx = −
∫ xf
x0
[
−uHBV u
†
B − 2v
H
B V v
†
B − w
H
B V w
†
B − v
H
B p
†
B − p
H
B v
†
B
]d
0
(A.10)
+
[
−uHT V u
†
T − 2v
H
T V v
†
T − w
H
T V w
†
T − v
H
T p
†
T − p
H
T v
†
T
]+∞
d
+
[
µB
∂uHB
∂y
u†B + µB
∂vHB
∂y
v†B + µB
∂wHB
∂y
w†B
]d
0
+
[
µT
∂uHT
∂y
u†T + µT
∂vHT
∂y
v†T + µT
∂wHT
∂y
w†T
]+∞
d
−
[
µBu
H
B
∂u†B
∂y
+ µBv
H
B
∂v†B
∂y
+ µBw
H
B
∂w†B
∂y
]d
0
−
[
µTu
H
T
∂u†T
∂y
+ µT v
H
T
∂v†T
∂y
+ µTw
H
T
∂w†T
∂y
]+∞
d
+
[
µB
∂vHB
∂x
u†B + µB
∂vHB
∂y
v†B + µB
∂vHB
∂z
w†B
]d
0
+
[
µT
∂vHT
∂x
u†T + µT
∂vHT
∂y
v†T + µT
∂vHT
∂y
w†T
]+∞
d
−
[
µBu
H
B
∂v†B
∂x
+ µBv
H
B
∂v†B
∂y
+ µBw
H
B
∂v†B
∂z
]d
0
−
[
µTu
H
T
∂v†T
∂x
+ µT v
H
T
∂v†T
∂y
+ µTw
H
T
∂v†T
∂z
]+∞
d
dx
= −
∫ xf
x0
−pHBv
†
B
∣∣∣
0
−vHT p
†
T
∣∣∣
+∞
+
[
uHV u† + vHp† + 2vHV v† + wHV w† + pHv†
]
− 2 vHT V v
†
T
∣∣∣
+∞
+
(
µB
∂uHB
∂y
u†B + µB
∂vHB
∂y
v†B + µB
∂wHB
∂y
w†B
)∣∣∣∣
0
+
(
µT
∂uHT
∂y
u†T + µT
∂vHT
∂y
v†T + µT
∂wHT
∂y
w†T
)∣∣∣∣
+∞
− µT v
H
T
∂v†T
∂y
∣∣∣∣∣
+∞
−
[[
µ
∂uH
∂y
u† + µ
∂vH
∂y
v† + µ
∂wH
∂y
w†
]]
+ [[µuH
∂u†
∂y
+ µvH
∂v†
∂y
+ µwH
∂w†
∂y
]]
+
(
µB
∂vHB
∂x
u†B + µB
∂vHB
∂y
v†B + µB
∂vHB
∂z
w†B
)∣∣∣∣
0
+
(
µT
∂vHT
∂x
u†T + µT
∂vHT
∂y
v†T + µT
∂vHT
∂z
w†T
)∣∣∣∣
+∞
−
(
µBu
H
B
∂v†B
∂x
+ µBv
H
B
∂v†B
∂y
+ µBw
H
B
∂v†B
∂z
)∣∣∣∣∣
0
+
(
µTu
H
T
∂v†T
∂x
+ µT v
H
T
∂v†T
∂y
+ µTw
H
T
∂v†T
∂z
)∣∣∣∣∣
+∞
+
[[
µuH
∂v†
∂x
+ µvH
∂v†
∂y
+ µwH
∂v†
∂z
]]
−
[[
µ
∂vH
∂x
u† + µ
∂vH
∂y
v† + µ
∂vH
∂z
w†
]]
dx
Applying the forward boundary conditions at wall and free stream:
u (0) = 0 ; v (0) = 0 ; w (0) = 0 . (A.11)
u (+∞) = 0 ; w (+∞) = 0 ; p (+∞) = 0 . (A.12)
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leads to a choice1 of wall and free-stream adjoint boundary conditions as the following:
u†B (0) = 0 ; v
†
B (0) = 0 ; w
†
B (0) = 0 . (A.13)
p†T (+∞) + 2V v
†
T (+∞) + µT
∂v†
∂y
(+∞) = 0 ; u†T (+∞) = 0 ; w
†
T (+∞) = 0 . (A.14)
Interfacial adjoint boundary conditions on the adjoint velocities can be fixed to:
[
u†
]
= 0 ;
[
v†
]
= 0 ;
[
w†
]
= 0 . (A.15)
leaving BCy to be:
∫
Ωx
BCy dx =
∫ xf
x0
−
[[
vHp† + µuH
(
∂u†
∂y
+
∂v†
∂x
)
+ µvH
(
∂v†
∂y
+
∂v†
∂y
)
+ µwH
(
∂w†
∂y
+
∂v†
∂z
)]]
(A.16)
−
[[
−pHv† + µ
(
∂uH
∂y
+
∂vH
∂x
)
u† + µ
(
∂vH
∂y
+
∂vH
∂y
)
v† + µ
(
∂wH
∂y
+
∂vH
∂z
)
w†
]]
dx
=
∫ xf
x0
BCAy +BC
F
y dx .
At this point, impose the forward velocity and stress boundary conditions (3.28)-
(3.33) at the linearized interface location.
Analysis of BCAy term
BCAy = −
[[
vHµ
(
p† + 2µ
∂v†
∂y
)]]
−
[[
uHµ
(
∂u†
∂y
+
∂v†
∂x
)]]
−
[[
wHµ
(
∂w†
∂y
+
∂v†
∂z
)]]
(A.17)
Note that in general, for any A, B ∈ Ω
[[(A,B)]] = ATBT −ABBB = AT [[B]] +BB[[A]] = AB [[B]] +BT [[A]] (A.18)
1The choice of adjoint boundary condition is somehow arbitrary. However, some conditions on adjoint
velocities result in forward/adjoint coupled boundary conditions
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Therefore, with use of (A.15)
BCAy = −w
H
T
[[
µ
(
∂w†
∂y
+
∂v†
∂z
)]]
− uHT
[[
µ
(
∂u†
∂y
+
∂v†
∂x
)]]
(A.19)
− µB
(
∂u†
∂y
+
∂v†
∂x
)[
uH
]
− vHT
[[(
p† + 2µ
∂v†
∂y
)]]
−
(
p†B + 2µB
∂v†B
∂y
)[
vH
]
.
Imposing the conditions (3.28)-(3.30) leads to the following choice of adjoint stress
boundary conditions:
[[
µ
(
∂u†
∂y
+
∂v†
∂x
)]]
= 0 ; (A.20)[[
µ
(
∂w†
∂y
+
∂v†
∂z
)]]
= 0 ; (A.21)[[(
p† + 2µ
∂v†
∂y
)]]
= f † . (A.22)
BCAy reduces to
BCAy = −v
H
T f
† + µB
(
∂u†
∂y
+
∂v†
∂x
)[[
∂U
∂y
]]
fH +
(
p†B + 2µB
∂v†B
∂y
)[[
∂V
∂y
]]
fH (A.23)
In the next paragraphs, the residual terms are analysed to determine the adjoint
bondary conditions.
Analysis of BCFy term
BCFy = −
[[
v†
(
−pH + 2µ
∂vH
∂y
)]]
−
[[
u†µ
(
∂uH
∂y
+
∂vH
∂x
)]]
−
[[
w†µ
(
∂wH
∂y
+
∂vH
∂z
)]]
(A.24)
With the use of (A.18),
BCFy = −v
†
[[(
−pH + 2µ
∂vH
∂y
)]]
− u†
[[
µ
(
∂uH
∂y
+
∂vH
∂x
)]]
− w†
[[
µ
(
∂wH
∂y
+
∂vH
∂z
)]]
(A.25)
The application of (A.15), (A.18) and of the forward stress conditions (3.31)-(3.33) results
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in:
BCFy = −v
†
(
σκH −
[[
2µ
∂2V
∂y2
]]
fH
)
− u†
[[
µ
∂2U
∂y2
]]
fH + w†
[[
µ
∂2V
∂y∂z
]]
fH (A.26)
Under the assumption of small curvature of the interface, κ can be expressed as a linear
function of the interfacial displacement, i.e. κ = ∆f .
The total residual after applying forward and adjoint boundary conditions is given
by:
BCAy +BC
F
y = −v
H
T f
† + µB
(
∂u†
∂y
+
∂v†
∂x
)[[
∂U
∂y
]]
fH +
(
p†B + 2µB
∂v†B
∂y
)[[
∂V
∂y
]]
fH
(A.27)
− v†
(
σκH −
[[
2µ
∂2V
∂y2
]]
fH
)
− u†
[[
µ
∂2U
∂y2
]]
fH + w†
[[
µ
∂2V
∂y∂z
]]
fH
Recall now the kinematic condition for the interfacial displacement f :
(
∂
∂t
+ U
∂
∂x
)
f = vT (A.28)
it follows that:
−vHT f
† = −
(
∂
∂t
+ U
∂
∂x
)H
fHf † (A.29)
Introduce the following operators:
C†q† = µB
(
∂u†B
∂y
+
∂v†B
∂x
)[[
∂U
∂y
]]
+
(
p†B + 2µB
∂v†B
∂y
)[[
∂V
∂y
]]
(A.30)
− v†
(
σ∆H −
[[
2µ
∂2V
∂y2
]])
− u†
[[
µ
∂2U
∂y2
]]
+ w†
[[
µ
∂2V
∂y∂z
]]
I†f † = −
(
∂
∂t
+ U
∂
∂x
)H
f † (A.31)
Thefore,
BCAy +BC
F
y = f
H
(
C†q† + I†f †
)
−
(
Cq + If
)H
f † (A.32)
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from which it follows that:
∫
Ωx
BCy dx =
∫
Ωx
fH
(
C†q† + I†f †
)
dx−
∫
Ωx
(
Cq + If
)H
f † dx (A.33)
⇒ BCx ≡ 0 ∀q, f,q
†, f † ∈ H(Ω)
For the adjoint relation (3.42) to hold, the residual term BCx must vanish.
Analysis of BCx and rescaling conditions
∫
Ωy
BCx dy =
∫ +∞
d
q
†
T
H
AHT qT
∣∣∣xf
x0
dy +
∫ d
0
q
†
B
H
AHBqB
∣∣∣xf
x0
dy (A.34)
For BCx = 0 to be satisfied ∀q, f,q
†, f † ∈ Ω, the following conditions must be met:
q
†
T
H
AHT qT
∣∣∣xf
x0
= 0 (A.35)
q
†
B
H
AHBqB
∣∣∣xf
x0
= 0 (A.36)
that is
q
†
T
H
AHT qT
∣∣∣
xf
= q†T
H
AHT qT
∣∣∣
x0
(A.37)
q
†
B
H
AHBqB
∣∣∣
xf
= q†B
H
AHBqB
∣∣∣
x0
(A.38)
The relations (A.37)-(A.38) provide the projection condition between forward and adjoint
systems at x0 and xf .
Provided that (A.37)-(A.38) hold, it is proved the existence of the adjoint system S†:
S†φ† =

 L† 0
C† I†



 q†
f †

 = 0 (A.39)
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with
L†q† =
[
−AH
∂
∂x
−
(
B0 −
∂B1
∂y
)H
+B1
H ∂
∂y
−B2
∂2
∂y2
]
q† (A.40)
C†q† = µB
(
∂u†B
∂y
+
∂v†B
∂x
)[[
∂U
∂y
]]
+
(
p†B + 2µB
∂v†B
∂y
)[[
∂V
∂y
]]
(A.41)
− v†
(
σ∆H −
[[
2µ
∂2V
∂y2
]])
− u†
[[
µ
∂2U
∂y2
]]
+ w†
[[
µ
∂2V
∂y∂z
]]
I†f † = −
(
∂
∂t
+ U
∂
∂x
)H
f † (A.42)
boundary conditions:
u†B (0) = 0 (A.43)
v†B (0) = 0 (A.44)
w†B (0) = 0 (A.45)
p†T (+∞) + 2V v
†
T (+∞) + µT
∂v†
∂y
(+∞) = 0 (A.46)
u†T (+∞) = 0 (A.47)
w†T (+∞) = 0 (A.48)[
u†
]
= 0 (A.49)[
v†
]
= 0 (A.50)[
w†
]
= 0 (A.51)[[
µ
(
∂u†
∂y
+
∂v†
∂x
)]]
= 0 (A.52)[[
µ
(
∂w†
∂y
+
∂v†
∂z
)]]
= 0 (A.53)[[(
p† + 2µ
∂v†
∂y
)]]
= f † (A.54)
and rescaling conditions as in (A.37)-(A.38).
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Appendix B
Validation
Some of the validation results for the two-phase parallel and spreading code are presented
in this appendix.
This sections refers to the validation of the two-phase spatial codes used for the compu-
tations in this thesis:
1. eigOS-Sq, eigOS-SqAdj : parallel OS-Sq eigenvalue solver, parallel adjoint OS-Sq
eigenvalue solver;
2. tgOS-Sq : parallel optimal growth (via SVD);
3. tgBL: spreading optimal growth (via Adjoint Looping).
Due to the lack of literature results on two-phase spatial Orr-Sommerfeld and Squire
eigenvalue problem, the author has validated the spectral parallel code using several
methods. It is important to highlight that there is a one-to-one relation between transient
growth mechanism and eigenvalues. Therefore, the validation of an optimal growth curve
(computed via SVD) implies that the underlying eigenvalue problem (and its adjoint)
is accurate. Moreover, the transient amplification of the solution to the initial value
problem of an optimal disturbance, by definition, must reach the Gmax value at the
same streamwise location χM . On the basis of these considerations and using the well-
established PSE (Cheung & Lele, 2009) and DNS (Zaki, 2005) codes, a rigorous validation
pattern was followed.
First of all, the ability to correctly represent single-fluid-limit features was constantly
monitored throughtout the implementation and validation (fig. B.2).
The code eigOS-Sq was at first validated against the two-phase Orr-Sommerfeld solver
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Figure B.1: Two-fluid boundary layer eigenvalue spectrum, ω = 0.001, kz = 1.5,
r = ρB
ρT
= 10, m = 0.55, Re = 800. ◦: Orr-Sommerfeld eigenvalues (OS), +:
Squire eigenvalues (SQ); : complex conjugate OS and SQ adjoint eigenval-
ues. ×: data from Cheung & Zaki (2010), obtained via Parabolized Stability
Equation code in parallel limit.
built in the PSE code. Then adjoint code eigOS-SqAdj was developed and consistency
between eigenvalues and adjoint eigenvalues was checked for any viscosity and density
ratio and Weber number (fig. B.1).
The code eigOS-Sq uses the eigenvalues computed by eigOS-Sq and eigOS-SqAdj to
compute optimal growth. Two different and independent implementation of the optimal
growth problem (via SVD and via Adjoint Looping) were compared, yielding to identical
results. However, additional and conclusive validation was provided by direct comparison
with tgBL, run in parallel-flow limit (fig. B.3).
The spreading single and two-phase capabilities of tgBL were tested against results from
DNS. Optimal single and two-phase disturbances were computed with tgBL via the
adjoint looping method and provided as inlet condition to the DNS solver. The linear
evolution of kinetic energy (normalised by its inlet value) of the optimal disturbance was
compared with the Gmax envelope computed with tgBL, via Adjoint Looping (fig. B.4),
showing perfect agreement. This validates the two-phase spreading forward and adjoint
solutions and the choice of the boundary layer approximation for the chosen Re number.
More details of the comparison with DNS data can be found in Chapter 4.
Additional validation of the temporal problem was originally carried out. Temporal
eigenvalues were validated against literature; figure B.5 show a comparison against Malik
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Figure B.2: Comparison of optimal growth in single fluid Blasius boundary layer. Ref-
erence, data from Tumin & Reshotko (2001): ◦, ω = 0; , ω = 0.005. ,
. two-phase parallel and spreading spectral code in single-phase parallel
limit.
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Figure B.3: Comparison of optimal growth in two-fluid boundary layer, Re = 800,
ω = 0.002, kz = 1.2, r = 0.5, m = 0.5. : tgOS-Sq ; +: tgBL, parallel-
limit.
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Figure B.4: Streamwise evolution of kinetic energy E for ω = 0.001, kz = 1.5, m = 0.55,
Re = 800, ǫ = 0.01%, computed with DNS; ∗: Evelope of Gmax, computed
with tgBL
& Hooper (2007).
Transient growth was computed for various viscosity and density ratios and Weber
numbers; figure B.6 shows a comparison of transient growth at different Weber numbers
versus Yecko (2008).
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Figure B.5: Three-dimensional two-fluid flow eigenvalues, Re = 3000, m = 2, r = 0 for
a) kx = 1, kz = 0, b) kx = 0.5, kz = 0.5 c) kx = 0, kz = 1. ∗ OS mode, +
SQ mode Malik & Hooper (2007); ◦ OS mode,  SQ mode, temporal SVD
code
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Figure B.6: Energy growth G(t) for kx = 0, kz = 1, r = 0.9, m = 20, Re = 900.
Yecko (2008), temporal SVD code
Appendix C
Non-linear mapping of Chebyshev polynomials
Define Tn (y) := T˜n
(
ϑ−1 (y)
)
as the mapped Chebyshev polynomial onto the domain Ω.
The mapping function is ϑ and relates the Chebyshev interval I = [−1, 1] to physical
space Ω, such that y = ϑ(ζ), ∀ ζ ∈ I , y ∈ Ω.
Two sets of Chebyshev polynomial have been used to represent, independently, the bot-
tom and the top fluid. In particular, T Tn = T˜n
(
ϑ−1 (y)
)
, y ≥ d and TBn = T˜n
(
ϑ−1 (y)
)
,
y ≤ d.
To achieve high accuracy in calculations, it is important to control the number of col-
location points in the mapped domain. Rational maps on a semi-infinite domain have
proved successful in distributing grid points so that the interface region is highly resolved
(Schmid & Henningson, 2001). The mapping function ϑ has been chosen to be:
non-linear: yj = ϑ (ζj) =


L(ζj+1)y
T
i
L−(L−2yTc )ζj if y ≥ d
d(ζj−1)yBi
d+(d−2yBc )ζj if y ≤ d
(C.1)
where the parameters yTc , y
B
c control the clustering location of half of the Gauss-Lobatto
points (respectively, in the intervals [d, yTc ], [y
B
c , d] ). In the case that y
T
c =
L
2 , y
B
c =
d
2 ,
a linear mapping is recovered:
linear: yj = ϑ (ζj) =


ζj+1
2 L if y ≥ d
ζj−1
2 d if y ≤ d
(C.2)
Details of the Chebyshev differentiation polynomials in physical space are given below.
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Figure C.1: Chebyshev collocation points under linear mapping.
T
′
n =
T˜
′
n
(
ϑ−1(y)
)
ϑ′ (ϑ−1(y))
(C.3)
T
′′
n =−
T˜
′
n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))3
+
T˜
′′
n
(
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))2
(C.4)
T
′′′
n =
3T˜
′
n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)2
ϑ
′
(ϑ−1(y))5
−
3T˜
′′
n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))4
(C.5)
−
T˜
′
n
(
ϑ−1(y)
)
ϑ
′′′ (
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))4
+
T˜
′′′
n
(
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))3
T
′′′′
n =−
15T˜
′
n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)3
ϑ′ (ϑ−1(y))7
+
15T˜
′′
n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)2
ϑ′ (ϑ−1(y))6
(C.6)
+
10T˜ ′n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)
ϑ
′′′ (
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))6
−
4T˜
′′
n
(
ϑ−1(y)
)
ϑ
′′′ (
ϑ−1(y)
)
ϑ
′
(ϑ−1(y))5
−
6T˜
′′′
n
(
ϑ−1(y)
)
ϑ
′′ (
ϑ−1(y)
)
ϑ′ (ϑ−1(y))5
−
T˜
′
n
(
ϑ−1(y)
)
ϑ
′′′′ (
ϑ−1(y)
)
ϑ′ (ϑ−1(y))5
+
T˜
′′′′
n
(
ϑ−1(y)
)
ϑ′ (ϑ−1(y))4
These relations were derived by the Author and verified with the help of Mathematica.
Appendix D
Energy norm and expansion convergence
The convergence of the mechanical energy norm of a perturbation stated in equation
(2.57) is address in this section. This norm is based on Yecko and Zaleski’s formulation
(Yecko & Zaleski, 2005b).
Consider a perturbation expanded in terms of N Orr-Sommerfeld and Squire eigenfunc-
tions. The maximum transient growth value Gmax can be considered as the value of a
convergent series in terms of well-resolved modes that constitute the projection basis of
cardinality N . The quantity ∆G, denoted as residual and defined as ∆G = ∆Gmax(N)
Gmax(N)
,
where ∆Gmax(N) ≡ Gmax(N +1)−Gmax(N), is used to study how Gmax varies as N is
increased, conditioned to the inclusion of well-resolved modes.
A plot of the value of the residual versus the number of well-resolved modes N is depicted
in fig. D.1.
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Figure D.1: Convergence residual of the energy norm for different values of viscosity
ratio m, ω = 0.001, kz = 1.5, Re = 800. : m = 1.0 ; . : m = 0.8 ;
: m = 0.6 ; . . . .: m = 0.4 ; : m = 0.2 .
Appendix E
Other applications
This Appendix brings together work undertaken by the Author during his PhD studies
on subjects related to the application of single- and two-fluid adjoint equations. The
aim of this Appendix is to collect notes that can be useful to other students but are not
strictly related to the main subject of this thesis.
In particular, in the next section, attention is given to:
E.1 derivation of two phase adjoint Navier-Stokes, PSE and Orr-Sommerfeld equations;
E.1 Adjoint Navier-Stokes equations
The aim of this section is to fomulate and present the adjoint of linear Navier-Stokes
equations, governing the evolution of an infinitesimal perturbation in two-phase shear
flow.
Let Φ = [u v w p]T be the vector containing the forward perturbation variables and
Φ¯ = [U V W P ]T the mean variables, Ψ = [u′ v′ w′ p′]T the vector containing
the adjoint variables.
Define the operator
H =

 ρ [∂t + L]− µ∆ ∇
∇· 0

 (E.1)
with
Lu = Uj
∂ui
∂xj
+ uj
∂Ui
∂xj
(E.2)
where u = [u v w]T and U = [U V W ]T .
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Note that the evolution of a generic perturbation in each fluid can be re-written as
HΦ = 0 (E.3)
Suppose that S is a Hilbert space, with inner product < ·, · >. Consider the con-
tinuous linear operator H : S → S. There exists a unique continuous linear operator
H† : S → S with the following property:
< Ψ,HΦ >=< ΨH†,Φ > ∀Ψ,Φ ∈ S (E.4)
Finding the adjoint of the problem defined by the relation (E.3) is equivalent to
determine the operator H† that fulfils the relation (E.4), provided an inner product
< ·, · >.
Define an inner product as the following:
< a,b > =
∫ t
0
∫
Ω
a∗ · b dΩdτ , ∀a,b ∈ S = [0, t] × Ω (E.5)
The inner product < Ψ,HΦ > is constructed explicitly using the index notation:
< Ψ,HΦ >=
∫ t
0
∫
Ω
Ψ∗i (HΦ)i dΩdτ = (E.6)
∫ t
0
∫
Ω
(
u′∗i

ρ
(
∂ui
∂t
+Uj
∂ui
∂xj
+ uj
∂Ui
∂xj
)
︸ ︷︷ ︸
Convective
+
∂p
∂xi︸︷︷︸
Pressure
−µ
∂2ui
∂xj∂xj︸ ︷︷ ︸
Viscous

+ p′∗∂ui∂xi︸ ︷︷ ︸
Mass
)
dΩdτ
Consider each term separately:
Pressure term
P =
∫ t
0
∫
Ω
u′∗i
∂p
∂xi
dΩdτ =
∫ t
0
∫
Γ
u′∗i pnˆi dΓdτ −
∫ t
0
∫
Ω
∂u′∗i
∂xi
p dΩdτ (E.7)
where Γ = ∂Ω denotes the boundary surface of the domain Ω and nˆ is the normal unit
versor to the surface Γ.
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Mass term
M =
∫ t
0
∫
Ω
p′∗
∂ui
∂xi
dΩdτ =
∫ t
0
∫
Γ
p′∗uinˆi dΓdτ −
∫ t
0
∫
Ω
∂p′∗
∂xi
ui dΩdτ (E.8)
Convective term
C =
∫ t
0
∫
Ω
u′∗i ρ
∂ui
∂t︸ ︷︷ ︸
C1
+u′∗i ρUj
∂ui
∂xj︸ ︷︷ ︸
C2
+u′∗i ρuj
∂Ui
∂xj︸ ︷︷ ︸
C3
dΩdτ (E.9)
C1 =
∫ t
0
∫
Ω
u′∗i ρ
∂ui
∂t
dΩdτ =
∫
Ω
ρu′∗i ui |
t
0 dΩ−
∫ t
0
∫
Ω
ρ
∂u′∗i
∂t
ui dΩdτ
C2 =
∫ t
0
∫
Ω
u′∗i ρUj
∂ui
∂xj
dΩdτ =
∫ t
0
∫
Γ
ρUju
′∗
i uinˆj dΓdτ
−
∫ t
0
∫
Ω
ρ
∂u′∗i
∂xj
Ujui dΩdτ
C3 =
∫ t
0
∫
Ω
u′∗i ρuj
∂Ui
∂xj
dΩdτ =
∫ t
0
∫
Ω
ρu′∗i
∂Ui
∂xj
uj dΩdτ
Viscous term
V =
∫ t
0
∫
Ω
−u′∗i µ
∂2ui
∂xj∂xj
dΩdτ =
∫ t
0
∫
Ω
−u′∗i µ
∂
∂xj
(
∂ui
∂xj
)
dΩdτ (E.10)
=
∫ t
0
∫
Ω
−u′∗i µ
∂
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
dΩdτ
=
∫ t
0
∫
Ω
∂
∂xj
(
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
))
dΩdτ +
∫ t
0
∫
Ω
−µ
∂u′∗i
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
dΩdτ
=
∫ t
0
∫
Γ
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
nˆj dΓdτ +
∫ t
0
∫
Ω
µ
∂u′∗i
∂xj
∂ui
∂xj
dΩdτ
+
∫ t
0
∫
Ω
µ
∂u′∗i
∂xj
∂uj
∂xi
dΩdτ
=
∫ t
0
∫
Γ
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
nˆj dΓdτ +
∫ t
0
∫
Ω
∂
∂xj
(
µ
∂u′∗i
∂xj
ui
)
dΩdτ
−
∫ t
0
∫
Ω
µ
∂2u′∗i
∂xj∂xj
ui dΩdτ +
∫ t
0
∫
Ω
∂
∂xi
(
µ
∂u′∗i
∂xj
uj
)
dΩdτ −
∫ t
0
∫
Ω
µ
∂2u′∗i
∂xj∂xi
uj dΩdτ
=
∫ t
0
∫
Γ
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
nˆj + µ
∂u′∗i
∂xj
uinˆj + µ
∂u′∗i
∂xj
ujnˆi dΓdτ
−
∫ t
0
∫
Ω
µ
(
∂2u′∗i
∂xj∂xj
ui +
∂2u′∗j
∂xj∂xi
ui
)
dΩdτ
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Combining terms Combining all terms together, the quantity
A =< Ψ,HΦ >= C + P + V +M
can be written as the following:
A =
∫ t
0
∫
Ω
(

ρ
(
∂u′∗i
∂t
−Uj
∂u′∗i
∂xj
+
∂Uj
∂xi
u′∗j
)
︸ ︷︷ ︸
Convective
−
∂p′∗
∂xi︸︷︷︸
Pressure
−µ
∂2u′∗i
∂xj∂xj︸ ︷︷ ︸
Viscous

u (E.11)
−
∂u′∗i
∂xi
p︸ ︷︷ ︸
Mass
)
dΩdτ + ∂A
∂A =
∫
Ω
ρu′∗i ui |
t
0 dΩ︸ ︷︷ ︸
∂At
+ (E.12)
+
∫ t
0
∫
Γ
(
ρUiu
′∗
j uj + p
′∗ui + u′∗i p
)
nˆi dΓdτ
+
∫ t
0
∫
Γ
(
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
+ µ
∂u′∗i
∂xj
ui
)
nˆj + µ
∂u′∗i
∂xj
ujnˆi dΓdτ︸ ︷︷ ︸
∂AΓ
Equation (E.12) satisfies the condition (E.4) when the boundary term ∂A vanishes.
It is straightforward to prove that in the single fluid case, due to the vanishing
boundary conditions at infinity on the forward variables, the choice u′∗ (x, t) = 0 and
u′∗ (Γ) = 0 provides correct boundary conditions for the adjoint linearized Navier Stokes
system, so that ∂A ≡ 0, defined as the following:
H†Ψ = 0 (E.13)
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with
H† =

 ρ [−∂t + L†]− µ∆ −∇
−∇· 0

 (E.14)
L†u′ = −U∗j
∂u′i
∂xi
+
∂U∗j
∂xi
u′j
where u′ = [u′ v′ w′]T and U∗ = [U∗ V ∗ W ∗]T .
two-phase case In the two-phase case, the situation is much more complex, due to
the jump conditions on the forward variables at the interface.
Define the jump operator [[·]] as [[ξ]] = ξbottom − ξtop, where ξ represents any variable
experiencing a jump across the interface.
The matching conditions on the forward variables at the interface are:
[[u]] = 0 [[v]] = 0 [[w]] = 0
[[µ
(
∂u
∂y
+ ∂v
∂x
)
]] = 0 [[−p+ 2µ∂v
∂y
]] = σκ [[µ
(
∂w
∂y
+ ∂v
∂z
)
]] = 0
(E.15)
Consider the boundary term ∂A = ∂At + ∂AΓ.
∂At =
∫
Ω
ρu′∗i (t)ui(t)− ρu
′∗
i (0)ui(0) dΩ =⇒ u
′∗ (x, t) = ut (E.16)
∂AΓ =
∫ t
0
∫
Γ
(
ρUiu
′∗
j uj + p
′∗ui + u′∗i p
)
nˆi dΓdτ (E.17)
+
∫ t
0
∫
Γ
(
−µu′∗i
(
∂ui
∂xj
+
∂uj
∂xi
)
+ µ
∂u′∗i
∂xj
ui
)
nˆj + µ
∂u′∗i
∂xj
ujnˆi dΓdτ
Consider a generic integral I =
∫
Γ q · nˆ dΓ.
Assuming
 periodicity of the function q in the zˆ direction
 vanishing boundary conditions at infinity
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the only relevant normal versor nˆj to the surface Γ is nˆj = yˆ. The I can be written
as:
I =
∫
Γ
q · yˆ dΓ = Q(+∞)−QT (h¯) +QB(h¯)−Q(−∞) = [[Q]] (E.18)
where y = h¯ identifies the position of the interface and T,B denote “top” and “bottom”
fluid quantities. The following relation holds.
∂AΓ =
∫ t
0
∫
Γ
ρ
(
u′∗i ui
)
V dΓdτ (E.19)
+
∫ t
0
∫
Γ
[
v′∗p− µu′∗i
(
∂ui
∂y
+
∂v
∂xi
)]
dΓdτ
+
∫ t
0
∫
Γ
[
p′∗v + µui
(
∂u′∗i
∂y
+
∂v′∗
∂xi
)]
dΓdτ
= [[ρ
(
u′∗i ui
)
V ]] + [[v′∗p− µu′∗i
(
∂ui
∂y
+
∂v
∂xi
)
]] + [[p′∗v + µui
(
∂u′∗i
∂y
+
∂v′∗
∂xi
)
]]
Consider a three-dimensional perturbation and base flow. The time integration does
not affect the derivation of the adjoint boundary conditions, since they must be satisfied
at any time. The boundary term ∂A can be expanded as
∂AΓ = [[ρ
(
u′∗u+ v′∗v + w′∗w
)
V ]] (E.20)
+ [[v′∗p− µu′∗
(
∂u
∂y
+
∂v
∂x
)
− µv′∗
(
∂v
∂y
+
∂v
∂y
)
− µw′∗
(
∂w
∂y
+
∂v
∂z
)
]]
+ [[p′∗v + µu
(
∂u′∗
∂y
+
∂v′∗
∂x
)
+ µv
(
∂v′∗
∂y
+
∂v′∗
∂y
)
+ µw
(
∂w′∗
∂y
+
∂v′∗
∂z
)
]]
∂AΓ = [[v
′∗
(
p− 2µ
∂v
∂y
)
]]− [[u′∗µ
(
∂u
∂y
+
∂v
∂x
)
]]− [[w′∗µ
(
∂w
∂y
+
∂v
∂z
)
]] (E.21)
+ [[v
(
p′∗ + 2µ
∂v′∗
∂y
)
]] + [[µu
(
∂u′∗
∂y
+
∂v′∗
∂x
)
]] + [[µw
(
∂w′∗
∂y
+
∂v′∗
∂z
)
]]
+ [[ρu′∗uV ]] + [[ρv′∗vV ]] + [[ρw′∗wV ]]
= [[v′∗
(
p− 2µ
∂v
∂y
)
]]− [[u′∗µ
(
∂u
∂y
+
∂v
∂x
)
]]− [[w′∗µ
(
∂w
∂y
+
∂v
∂z
)
]]
+ [[v
(
p′∗ + 2µ
∂v′∗
∂y
ρv′∗V
)
]] + [[u
(
µ
(
∂u′∗
∂y
+
∂v′∗
∂x
)
+ ρu′∗V
)
]]
+ [[w
(
µ
(
∂w′∗
∂y
+
∂v′∗
∂z
)
+ ρw′∗V
)
]]
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Recalling the forward boundary conditions (E.15) and choosing the adjoint velocities
to verify the jump condition at the interface as the following:
[[u′]] = 0 [[v′]] = 0 [[w′]] = 0 (E.22)
the boundary term ∂AΓ can be written as:
∂AΓ = v
′∗[[p− 2µ
∂v
∂y
]]− u′∗[[µ
(
∂u
∂y
+
∂v
∂x
)
]]− w′∗[[µ
(
∂w
∂y
+
∂v
∂z
)
]] (E.23)
+ v[[p′∗ + 2µ
∂v′∗
∂y
+ ρv′∗V ]] + u[[µ
(
∂u′∗
∂y
+
∂v′∗
∂x
)
+ ρu′∗V ]]
+ w[[µ
(
∂w′∗
∂y
+
∂v′∗
∂z
)
+ ρw′∗V ]]
= v′∗σκ+ v[[p′∗ + 2µ
∂v′∗
∂y
+ ρv′∗V ]] + u[[µ
(
∂u′∗
∂y
+
∂v′∗
∂x
)
+ ρu′∗V ]]
+ w[[µ
(
∂w′∗
∂y
+
∂v′∗
∂z
)
+ ρw′∗V ]]
Consider a spectral expansion of the forward variables: Φ = Φˆeiαx+iβz−iωt, the
normal stress condition is:
[[τyy]] = −
i
(
α2 + β2
)
v
We (αU + βW − ω)
= −γωv (E.24)
where We denotes the Weber number and the ·ˆ notation has been discarded.
As a result:
∂AΓ = v
(
[[p′∗ + 2µ
∂v′∗
∂y
+ ρv′∗V ]]− γωv′∗
)
(E.25)
+ u[[µ
(
∂u′∗
∂y
+
∂v′∗
∂x
)
+ ρu′∗V ]] + w[[µ
(
∂w′∗
∂y
+
∂v′∗
∂z
)
+ ρw′∗V ]]
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In order to fulfil the requirement expressed in eq. (E.4), ∂AΓ must vanish, so that:
[[p′∗ + 2µ
∂v′∗
∂y
+ ρv′∗V ]] = γωv′∗ (E.26)
[[µ
(
∂u′∗
∂y
+
∂v′∗
∂x
)
+ ρu′∗V ]] = 0 (E.27)
[[µ
(
∂w′∗
∂y
+
∂v′∗
∂z
)
+ ρw′∗V ]] = 0 (E.28)
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Two-Phase adjoint linearized Navier-Stokes equations
Under the assumption presented in the previous paragraphs, adjoint linearized Navier-
Stokes equation have been derived. The adjoint problem is formulated as the following:
H†Ψ =


ρ
(
−
∂u′i
∂t
− U∗j
∂u′i
∂xj
+
∂U∗j
∂xi
u′j
)
−
∂p′
∂xi
− µ
∂2u′i
∂xj∂xj
−
∂u′i
∂xi


= 0
(E.29)
with the initial condition:
u′ (x, t) = 0 (E.30)
and boundary conditions:
at infinity (E.31)
u′(±∞) = v′(±∞) = w′(±∞) = 0
at the interface (E.32)
[[u′]] = [[v′]] = [[w′]] = 0
[[p′ + 2µ
∂v′
∂y
+ ρv′V ∗]] = γ∗ωv
′ (E.33)
[[µ
(
∂u′
∂y
+
∂v′
∂x
)
+ ρu′V ∗]] = 0 (E.34)
[[µ
(
∂w′
∂y
+
∂v′
∂z
)
+ ρw′V ∗]] = 0 (E.35)
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From Adjoint Linear Navier-Stokes to Adjoint Linear Parabolised Sta-
bility Equations
It is possible to derive the Adjoint Linear Parabolized Stability Equations (A-LPSE)
from Adjoint Linear Navier-Stokes (A-LNS) equations.
Assume that x = ǫξ and z = ǫζ, where ǫ = O(Re−1) are slowly-varying spatial
variables and U = (U(x, y, z), ǫV (x, y, z),W (x, y, z)) is a slowly-varying base flow.
Under the normal mode assumption, a generic adjoint variable φ can be written as:
φ(x, y, z, t) =
M,N∑
m,n
φˆ(x, y)Amn(x)Bmn(z, t) (E.36)
with
Amn(x) = ǫmne
−i R x0 αmn(χ) dχ
Bmn(z, t) = e
−iβnz+iωmt
The first and second derivatives can be written as:
∂φ
∂x
=
M,N∑
m,n
∂
∂x
(
φˆ(x, y)Amn(x)
)
Bmn(z, t) = (E.37)
M,N∑
m,n
∂φˆ(x, y)
∂x
Amn(x)Bmn(z, t) +
M,N∑
m,n
φˆ(x, y)
∂Amn(x)
∂x
Bmn(z, t) =
M,N∑
m,n
(
∂φˆ(x, y)
∂x
− iαm(x)φ(x, y)
)
Amn(x)Bmn(z, t)
∂φ
∂y
=
M,N∑
m,n
∂φˆ(x, y)
∂y
Amn(x)Bmn(z, t) (E.38)
∂φ
∂z
=
M,N∑
m,n
∂
∂z
(
φˆ(x, y)Amn(x)Bmn(z, t)
)
=
M,N∑
m,n
−iβnφˆ(x, y)Amn(x)Bmn(z, t) (E.39)
∂φ
∂t
=
M,N∑
m,n
(iωm) φˆ(x, y)Amn(x)Bmn(z, t) (E.40)
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∂2φ
∂x2
=
∂
∂x
(
∂φ
∂x
)
=
M,N∑
m,n
∂
∂x
(
∂φˆ(x, y)
∂x
− iαm(x)φ(x, y)
)
Amn(x)Bmn(z, t) (E.41)
=
M,N∑
m,n
∂
∂x
(
∂φˆ(x, y)
∂x
− iαm(x)φˆ(x, y)
)
Amn(x)Bmn(z, t)
+
M,N∑
m,n
(
∂φˆ(x, y)
∂x
− iαm(x)φˆ(x, y)
)
∂Amn(x)
∂x
Bmn(z, t)
=
M,N∑
m,n
(
∂2φˆ(x, y)
∂x2
− i
∂αm(x)φˆ(x, y)
∂x
)
Amn(x)Bmn(z, t)
+
(
∂φˆ(x, y)
∂x
− iαm(x)φˆ(x, y)
)
(−iαm(x))Amn(x)Bmn(z, t)
=
M,N∑
m,n
(
∂2φˆ(x, y)
∂x2
−
∂a(x)
∂x
φˆ(x, y)− i2αm
∂φˆ(x, y, )
∂x
+ α2mφˆ(x, y)
)
Amn(x)Bmn(z, t)
∂2φ
∂y2
=
M,N∑
m,n
∂2φˆ(x, y)
∂y2
Amn(x)Bmn(z, t) (E.42)
∂2φ
∂z2
=
M,N∑
m,n
β2nφˆ(x, y)Amn(x)Bmn(z, t) (E.43)
Under the slowly-varying assumption, some derivatives can be discarded. In fact:
∂2φˆ
∂x2
≪ O(1)
∂2αm
∂x2
≪ O(1)
1
Re
∂φ¯
∂x
≪ O(1)
∂2φ¯
∂x2
≪ O(1)
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It is possible to write the eq.(E.29) as the following:
ρ
(
−iωmu− U
∂u
∂x
+ Uiαmu− V
∂u
∂y
+Wiβnu+
∂U
∂x
u+
∂V
∂x
v +
∂W
∂x
w
)
=
∂p
∂x
− iαmp
+
µ
Re
(
−i
∂a
∂x
u+ 2iαm
∂u
∂x
+
(
α2m + β
2
n
)
u+
∂2u
∂y2
)
ρ
(
−iωmv − U
∂v
∂x
+ Uiαmv − V
∂v
∂y
+Wiβnv +
∂U
∂y
u+
∂V
∂y
v +
∂W
∂y
w
)
=
∂p
∂y
+
µ
Re
(
−i
∂a
∂x
v + 2iαm
∂v
∂x
+
(
α2m + β
2
n
)
v +
∂2v
∂y2
)
ρ
(
−iωmw − U
∂w
∂x
+ Uiαmw − V
∂w
∂y
+Wiβnw +
∂U
∂z
u+
∂V
∂z
v +
∂W
∂z
w
)
=
∂p
∂z
− iβnp
+
µ
Re
(
−i
∂a
∂x
w + 2iαm
∂w
∂x
+
(
α2m + β
2
n
)
w +
∂2w
∂y2
)
−
∂u
∂x
+ iαmu−
∂v
∂y
+ iβnw = 0
The adjoint Parabolized Stability Equations can be written as:
L†mnΨmn = 0 (E.44)
where
L†mn = −iωm + iαmA−B
∂
∂y
−C
∂2
∂y2
+ iβnD+E−M
∂
∂x
+
∂αm
∂x
N (E.45)
Ψmn = [u
′
mn v
′
mn w
′
mn p
′
mn]
T
and generic component of Ψmn is written as:
ψ′(x, y, z) =
M,N∑
m,n
ψˆ′(x, y)A†mn(x)B
†
mn(z, t) (E.46)
with
A†mn(x) = ǫmne
−i R x
0
αmn(χ) dχ
B†mn(z, t) = e
−iβnz+iωmt
The matrices G,A,B,C,D,E,N,M are now given.
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A =


ρU 0 0 1
0 ρU 0 0
0 0 ρU 0
1 0 0 0

 B =


ρV 0 0 0
0 ρV 0 1
0 0 ρV 0
0 1 0 0

 D =


ρW 0 0 0
0 ρW 0 0
0 0 ρW 1
0 0 1 0


C =
µ
Re


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 G =


ρ 0 0 0
0 ρ 0 0
0 0 ρ 0
0 0 0 0

 N =
iµ
Re


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0


E =


ρ∂U
∂x
− µ
Re
(
α2m + β
2
n
)
ρ∂V
∂x
ρ∂W
∂x
0
ρ∂U
∂y
ρ∂V
∂y
− µ
Re
(
α2m + β
2
n
)
ρ∂W
∂y
0
ρ∂U
∂z
ρ∂V
∂z
ρ∂W
∂z
− µ
Re
(
α2m + β
2
n
)
0
0 0 0 0


M =


ρU + 2iαm
µ
Re
0 0 1
0 ρU + 2iαm
µ
Re
0 0
0 0 ρU + 2iαm
µ
Re
0
1 0 0 0


The adjoint interfacial jump conditions can be derived applying the parabolization
technique to eq.(E.35):
at infinity (E.47)
u′(±∞) = v′(±∞) = w′(±∞) = 0
at the interface (E.48)
[[u′]] = [[v′]] = [[w′]] = 0
[[p′ + 2µ
∂v′
∂y
+ ρv′V ∗]] = γ∗ωv
′ (E.49)
[[µ
(
∂u′
∂y
+ (
∂
∂x
− iαm)v
′
)
+ ρu′V ∗]] = 0 (E.50)
[[µ
(
∂w′
∂y
− iβnv
′
)
+ ρw′V ∗]] = 0 (E.51)

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From Adjoint Linea Navier-Stokes to Adjoint Orr-Sommerfeld and Squire
It is possible to derive the Adjoint Orr-Sommerfeld and Squire Equations (A-OSSq) from
A-LNS.
Assume a parallel base flow U = (U(y), 0, 0). Under the normal mode assumption,
a generic adjoint variable φ can be written as:
φ(x, y, z, t) = φˆ(y)e−iαx−iβz+iωt (E.52)
Write the first and second derivatives as:
∂φ
∂x
= −iαφ (E.53)
∂φ
∂z
= −iβφ (E.54)
∂φ
∂t
= iωφ (E.55)
∆φ =
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
φ =
(
D2 − k2
)
φ (E.56)
(E.57)
where D := ∂
∂y
and k2 = α2 + β2.
Discarding the ·ˆ notation, we can then write the eq.(E.29) as the following:
ρ (−iωu+ iαUu) = −iαp+ µ
(
D2 − k2
)
u (E.58)
ρ
(
−iωv + iαUv +
∂U
∂y
u
)
= Dp+ µ
(
D2 − k2
)
v (E.59)
ρ (−iωw + iαUw) = −iβp+ µ
(
D2 − k2
)
w (E.60)
iαu−Dv + iβw = 0 (E.61)
Adjoint Squire Equation Define:
η =
∂u
∂z
−
∂w
∂x
= −iβu+ iαw (E.62)
The Adjoint Squire equation is:
[
−iωρ+ iαU − µ
(
D2 − k2
)]
η = 0 (E.63)
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Let H be an operator such thatH = ρM−µ∆ andH−1 exists, whereM = (−iω + iαU);
then the adjoint adjoint Squire equation satisfies:
Hη = 0 (E.64)
Adjoint Orr-Sommerfeld Equation Re-write eq.(E.58)-(E.61) using the operator
H.
Hu = −iαu (E.65)
Hv +
∂U
∂y
u = Dp (E.66)
Hw = −iβw (E.67)
Hv = iαu+ iβw (E.68)
From eq.(E.65), (E.67) and with the use of eq.(E.68), we have that:
H(iαu+ iβw) = H(Dv) = k2p (E.69)
Pressure is then proportional to the operator H acting on a linear combination of Dv
and η, since eq.(E.64) holds. In fact,
p =
1
k2
H(Dv + cη) (E.70)
where c is a constant to be determined.
From eq.(E.65) and (E.67):
u = H−1(−iαp) = −iαH−1(p) =
−iα
k2
(Dv + c1η) (E.71)
w = H−1(−iβp) = −iβH−1(p) =
−iβ
k2
(Dv + c2η) (E.72)
Using eq.(E.68):
Dv =
α2
k2
(Dv + c1η) +
β2
k2
(Dv + c2η) (E.73)
= Dv +
1
k2
(
α2c1 + β
2c2
)
η ⇐⇒ α2c1 + β
2c2 = 0
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An additional condition can be derived from the kinetic energy, known to be E =
1
k2
(
|Dv|2 + k2|v|+ |η|2
)
.
E = |u|2 + |v|2 + |w|2 =
1
k2
(
|Dv|2|+ k2|v|2 +
α2c21 + β
2c22
k2
|η|2
)
(E.74)
=⇒
α2c1 + β
2c2
k2
= 1
Constants c1 and c2 can be easily determined:

 α
2c21 + β
2c22 = α
2 + β2
α2c1 + β
2c2 = 0
=⇒
c1 = β/α
c2 = −α/β
Consider eq.(E.66)
Hv +
∂U
∂y
(
−i
α
k2
(Dv + β
α
η)
)
= D
(
1
k2
H(Dv + β
α
η)
)
= D
(
1
k2
H(Dv)
)
(E.75)
k2Hv − iα
∂U
∂y
Dv − iβ
∂U
∂y
η = D(H(Dv)) (E.76)
k2
(
−iωρv + iαρUv − µ(D2 − k2)v
)
− iαρ
∂U
∂y
Dv − iβ
∂U
∂y
η = (E.77)
− iωρD2v + iαρ
∂U
∂y
Dv + iαρUD2v + µ(D2 − k2)2v
[
iρ(ω − iαU)(D2 − k2)− µ(D2 − k2)2
]
v − i2αρ
∂U
∂y
Dv − iβ
∂U
∂y
= 0 (E.78)
The adjoint Orr-Sommerfeld equation is then:
[
iρ(ω − iαU)(D2 − k2)− µ(D2 − k2)2
]
v − i2αρ
∂U
∂y
Dv − iβ
∂U
∂y
= 0 (E.79)
Adjoint Orr-Sommerfeld and Squire equations Under the assumption of parallel
flow and normal modes, A-LNS take the form:

 L†OS −iβ ∂U∂y
0 L†Sq



 v
η

 = 0 (E.80)
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with
L†OS =
[
iρ(ω − iαU)(D2 − k2)− µ(D2 − k2)2
]
− i2αρ
∂U
∂y
D (E.81)
L†Sq =
[
−iωρ+ iαU − µ
(
D2 − k2
)]
and interfacial boundary conditions as the following:
[[αDv + βη]] = 0 (E.82)
[[v]] = 0
[[βDv − αη]] = 0
[[
(
−iωρ+ iαρU − µ(D2 − k2 − 2)
)
Dv]] =
−ik4
We(αU − ω)
v
[[µ(αD2v + βDη)]] = 0
[[µ(βD2v − αDη)]] = 0

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